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ABSTRACT 
The primary objective of this study is to formulate a macroeconometric 
model that is designed for describing and analysing the effect of 
monetary policy in the Tanzanian economy. The most compelling reason 
for desiring to undertake this study, is the virtual absence of 
quantitative literature on the role played by monetary policy in the 
development of African economies of the Sub-Saharan region. The present 
study makes an attempt towards filling the existing gap. 
The study sets out with a detailed and critical analysis of the post- 
Independence developments of the key economic aggregates and the 
financial structure of the Tanzanian economy during the period 1967- 
1985. This is intended to give the reader a general economic background 
and institutional characteristics which have a significant bearing on 
the functioning and effectiveness of monetary policy in the economy. 
A model of the Tanzanian economy which integrates the real sector and 
the monetary sector is developed and tested against annual data over the 
period 1967-1985. In the exploratory stage, the main economic 
relationships are estimated with the help of Ordinary Least Squares 
method. The emphasis is on the correct specification and estimation; 
the stability of the estimated parameters of the economic relationships 
is carefully tested. The aggregate model is estimated with the help of 
the Two-Stage Least Squares method. The dynamic properties of the model 
are examined by performing historical simulations, sensitivity analysis 
and ex-post forecasts. These tests reveal the inherent dynamic 
stability of the model which is then used to compute dynamic 
multipliers. It is on these dynamic multipliers that conclusions are 
based on the question of effectiveness of monetary policy. While it is 
recognised that such econometric models can only provide imprecise 
estimates of aggregate behaviour, the results obtained in this study 
lend strong support for the effectiveness of monetary policy in 
Tanzania. 
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CHAPTER 1 
INTRODUCTION 
1.1 Monetary-Policy and its Relevance to Developina Economies 
There is an enormous body of literature on monetary theory and policy. 
In its application, monetary policy has been widely used in the 
developed countries to help stabilise economic fluctuations, stimulate 
growth, generate employment and correct balance of payments problems. 
In the case of developing countries, monetary policy has also been used 
to create savings and to channel investment into more directly 
productive sectors of agriculture and industry with a view to promoting 
broad based economic development. 
However, during the last four decades, three major developments have 
emerged in the field of monetary theory; namely (1) the formulation of 
monetary theory as a part of capital theory, which treats money as an 
alternative to real assets, ' (2) the integration of monetary theory with 
the theory of economic growth leading to a number of growth models in 
which the role of money is explicitly incorporated, 2 (3) the analysis of 
the nature of the connection between financial development and economic 
grow th. 3 Accordingly, recent developments on probing the importance of 
monetary policy have moved in the direction of integrating the monetary 
and the real sectors of the economy by specifying and estimating models 
which purport to show directly the links between the "instrument" 
variables (which the authorities can themselves directly determine) and 
See for instance, Harry Johnson, 'Recent Developient in Nonetary Theory', Essays in Nonetary 
Econolics (Caibridge: Harvard University Press, 1969) pp 91; and K. Friedian, 'Postwar 
Trends and Konetary Theory and Policy' in Dean Carson, eds, Koney and Finance: Readings-in 
Theory, Policy and Institutions (New York: John Wiley and Sons Inc. 1966) pp 189. 
2. Ilan 2. Keltzer, 'Noney, Inteuediation and Growth' Journal of Econoide Literature, VII 
(1969) pp 10-56; Jeroze L. Stein, Noney and Capacity Growth (lev York: Colulbia University 
Press 1971) pp 265-67; and J. Harkness 'The Role of Koney in a Siaple Growth Nodel: Collent, 
AER (Narch 1972) pp 177-79. 
3. John G. Gurley and E. S. Shaw, 'Financial Aspects of Econoiic Developaeat' AIR XLV (Sept 1955) 
pp 515-38; Robert lennett, 'financial Innovation and Structural Change in-the Early Stages 
of Industrialisation: Kexico 1915-591 Journal of Finance. XV11 (1963), pp 666-83. 
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the target variables which are the object of monetary control. 4 Indeed 
there have been a large number of attempts to explain aggregate demand 
with quantity theory models, where the money supply plays the central 
role in determining key macroeconomic variables of the economy. In 
seeking to emphasize this point, Johnson, 5 states that, the main issue 
is "Whether the demand for money is sufficiently stable to provide, in 
conjunction with the quantity of money a better explanation of observed 
indeed movements of money income and other aggregates than is provided 
by models built around income-expenditures relationships". The results 
of these empirical studies suggest that the relationships in the 
monetary sector are not only stable and predictable, but are necessary 
for understanding the behaviour in other economic sectors. The evidence 
also shows that an econometric monetary model has been widely accepted 
as a standard approach to policy analysis and forecasting macroeconomic 
aggregates. 
Although, interest in econometric modelling has become one of the most 
important developments in contemporary economics, such studies have been 
based upon the experiences of advanced industrial western economies. 
Thus, very little attention has been given to the construction of 
econometric monetary models in the developing countries. The familiar 
argument against the use of econometric models in the developing 
economies is based on the assumption that, monetary policy is 
ineffective under the conditions prevailing in the underdeveloped 
countries. 
4. See, for instance, 1. Norton, 'in Econoietric Study of the U1 Konetarl Sector 1955-661, 
Unpublished Ph. D. Thesis, Kanchester University, 1967; See also, S. K. Goldfeld, Comaercial Bank. 
Behaviour and Iconomic Ictivity (lasterdaii, North-Rolland 1966). 
5. Harry Johnson, 'Konetary Theory and Policy', in Richard Thorn, ed, Konetary Theory and Policy 
(New York: Praeger, Inc. 1976) pp 42. 
2 
These conditions are: 6 
The monetary instruments, even if they are effective, are limited 
only within the fully monetized part of the economy, and since 
this part is relatively small, then total effect would be 
insignificant. 
2. The economy as a whole is not susceptible to a change in the rate 
of interest, which is the key variable to the sources of monetary 
policy, because the rate of return on investment is normally 
higher in underdeveloped countries than it is in the developed 
countries. In other words, investment demand for bank credit is 
inelastic with respect to changes in the interest rate in the 
developing economies. 
3. The market for securities is very narrow and confined to some 
institutional investors (primarily the Commercial, banks). This 
narrowness makes it difficult to use open market operations 
effectively. Moreover, the lack of a highly developed capital 
market is an obstacle to the process of transforming savings to 
investment in general. 
4. The volume of bank credit is very small. Therefore, credit 
control policies will have little influence on the liquidity of 
the economy. 
5. There is very little connection between the real and the monetary 
sector. Changes in the real sector will have little influence on 
the monetary sector and vice versa. The link between the two 
sectors is not well defined. 
6. In the monetary sector the value of the various monetary variables 
is determined mainly by supply factors while the demand does not 
play any significant role. 
6. for a detailed discussion on these issues, see for instance, S. H. Sea, Central Banking in 
Underdeveloped Noney Karket, (Calcutta 1952); and J. D. T. Olakanpo, 'Nonetary Kanagemient in 
Dependent Sconojiies', Sconoiaica 1XVIll flov 1961), pp 395-108. 
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It is because of such assumptions, that there is very little faith in 
the successful use of traditional monetary policy for underdeveloped 
countries. In addition to the above issues, a rigorous application of 
monetary policy and related econometric models in the developing 
economies has been undermined by the theoretical aspects of monetary 
debate which have remained unresolved even in the context of more 
developed western economies. For instance, the exact manner whereby 
changes in the monetary sector transmit their influences to the real 
sector has not yet been unanimously agreed upon. Two different opinions 
can be distinguished. One is known as the "Credit View"; another is the 
"Monetary View". - The common assumptions made by the proponents of both 
views are that the demand for money function must be stable with respect 
to a few variables, and both demand for and supply of money functions 
must be identifiable. 
The essential factor in the credit view is the rate of interest. If the 
monetary authorities wish to stimulate the economy by increasing the 
supply of money, the rate of interest will decline. If the demand for 
money function is stable and its necessary parameters are known, the 
magnitude of the change in the rate of interest as a result of increased 
money supply can be correctly calculated. A consequence of decreasing 
the rate of interest is an increase in investment and in turn, real 
income. If the interest elasticity of investment and investment-income 
multipliers are of known magnitudes, changes in income and consumption 
can be precisely determined. However, it is important to have the 
demand for money independent of its supply, for if a change in the money 
supply is offset by a change in the money demand, monetary policy would 
be without much influence. But if the interdependents of these two 
functions is consistent and predictable, the monetary authorities can 
still effectively influence the level of income and prices by 
manipulating the money supply. On the other hand, the monetarists see 
the impact of a change in the money supply in a different way. Instead 
of working on the rate of interest, they believe that monetary policy 
conveys its effects to the real sector through the portfolio adjustment 
process. A deliberate increase in the money supply makes total cash 
balances rise above the optimal level in the economy. Consequently, the 
public will try to get rid of this excess balance by exchanging -it for 
4 
other financial assets or increasing their expenditures on goods and 
services. Real income will increase if the economy is operating below a 
full employment condition; otherwise prices will increase 
proportionately with the money supply and real income will not be 
affected. 
In an economy where the interest elasticity of investment is low, the 
credit view is not an appropriate approach to the operation of monetary 
policy. On the other hand, the monetary view, although it does not 
require the sensitivity of investment to a change in the rate of 
interest, does imply the existence of a well developed capital and money 
market where money and other financial assets can be easily exchanged in 
the process of portfolio adjustment. As stated earlier, underdeveloped 
economies in general, seem to lack both these requirements. Therefore, 
it is argued that monetary policy would not be effective in the context 
of economic management of developing countries. It is against this 
background, together with the problem of statistical data limitations, 
that the construction of econometric models in the LDC's has been 
generally scanty. 
The foregoing hypothesis regarding the ineffectiveness of monetary 
policy in the developing economies must be supported by empirical 
evidence rather than a sophisticated theoretical analysis. In other 
words, the basis of whether or not monetary policy plays a significant 
and positive role in the process of economic growth and development in 
Tanzania, must be an empirical investigation of the problem. This is 
precisely the main task of the present econometric study. 
1.2 Obiectives of the Study 
In the light of recent developments in the field of monetary theory and 
policy, the present study attempts to construct an econometric monetary 
model of the Tanzanian economy during the period 1967-1985. The 
explicit aims of the study are: (1) To investigate whether the demand- 
for-money function has the same characteristics as the function in a 
developed economy and whether it remains stable (in a few explanatory 
variables) despite the changes which have taken place in the. process of 
economic development in Tanzania. Evidence about the stability of the 
5 
function should also be of interest because during the period under 
study the Tanzanian economy has been characterised by severe balance of 
payments crises implying that the function was shifting due to frequent 
loss of the public's confidence to the Shilling, (2) Given the 
environmental context of a developing economy, and particularly the 
financial structure of the Tanzanian economy (to be analysed in the next 
chapter) it should be of interest to examine the economic factors 
underlying the changes in the supply of money and see the extent to 
which control over the supply of money lies within the power of the 
monetary authorities, (3) To integrate the monetary and the real 
sectors of the economy by specifying and estimating a small econometric 
model which purports to show the channels through which monetary policy 
operates in the real sector of the economy. More particularly, it might 
be of interest to investigate, in the context of the Tanzanian economy 
the effects, which changing in primary monetary policy variables produce 
on financial and non-financial variables of that economy. Even though 
this study will focus the investigation on the key economic 
relationships, it is hoped that despite its outward simplicity the model 
constructed might be useful in terms of describing the behaviour of the 
Tanznanian economy, as well as, in answering in a quantative sense some 
of the questions about effects of monetary policy. 
1.3 Oroanisation of the Study 
The study is divided into 9 chapters. Following this introduction, 
Chapter 2 and 3 are intended to give the reader a brief description of 
the Tanzanian economy and its financial structure. This is necessary 
because the structural and institutional characteristics of the economy 
affect the demand for money (and other financial assets), and it also 
affects the supply of money (particularly the ability of the clearing 
banks to create money). Moreover, it has conditioned the way monetary 
policy has been conducted in the country. It is in the light of the 
analysis of the structural and institutional characteristics that one 
can evaluate realistically, and interpret properly the empirical results 
presented in later chapters. 
Chapter 4 provides a detailed discussion of the key issues. in monetary 
policy and control: Objectives, instruments and channels of monetary 
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influence in the context of the Tanzanian economy. The final section of 
this chapter provides a brief review of the actual monetary policy 
measures undertaken in Tanzania during the period 1967-1985, and 
attempts to access qualitatively their influences in the movement of key 
macroeconomic aggregates in the economy. 
The empirical evidence on the demand for money is presented in Chapter 
5. The chapter presents results using different definitions of money 
and different time periods. It also disaggregates the demand for money 
in its two components (currency and demand deposits) and in addition it 
examines the demand for currency relative to total money supply. 
Chapter 6 concerns itself with the supply of money. It examines the 
basic determinants of the supply of money and analyses the economic 
factors underlying the arithmetic changes on these determinants with 
particular emphasis on the behaviour of commercial banks with regard to 
their demand for excess and borrowing reserves. 
Following the broad lines of studies conducted in advanced countries 
(e. g. De Leeuw 1965, Goldfeld 1966, Norton 1967) and drawing 
substantially on the analysis of the preceeding chapters, Chapter 7 
Pulls together the results on the public's demand for money and the 
bank's demand for excess and borrowing reserves, supplements them with 
some behavioural and basic expenditure equations, and specifies what 
turns out to be an eighteen-equation monetary model for the Tanzanian 
economy. 
In Chapter 8, various kinds of simulation tests are performed to 
investigate the consistency of the system as a whole and its dynamic 
stability. Then, in the context of the reduced form dynamic multipliers 
of that model, an attempt is made to assess the impact effects of 
monetary policy. 
Finally, Chapter 9 presents a summary of the findings and a brief 
discussion of the limitations of the study. The chapter concludes with 
some suggestions for futher research. 
7 
CHAPTER 2 
STRUCTURE AND GROWTH OF THE TANZANIAN ECONOMY 
DURING THE PERIOD 1967-1985 
2.1 Introduction 
This chapter examines the nature of the Tanzanian economy' and 
undertakes a brief analysis of it's development and progress achieved 
during the period 1967-1985. The Tanzanian economy at independence in 
1961 exhibited all the major characteristics of a colonial economy with 
low per Capita Income, 2 predominance of the agricultural sector, high 
degree of dependence on exports of primary products, weak industrial 
base, virtually non-existent capital markets, and an inadequate economic 
infrastructure, and many other problems related to economic 
development. 3 In the light of these problems the fundamental task of 
the Tanzanian government since independence was to expand the productive 
capacity of the economy and to improve the material welfare of its 
people. In seeking to achieve this goal, the overriding long-term 
economic objectives can be grouped into four broad categories: 
(1) Rapid economic growth with a view to overcoming absolute poverty; 
(2) Redistribution of income and achieving greater equality in access 
to basic services and in household private consumption; 
(3) Structural change and resource reallocation among sectors through 
expansion of the productive sectors and provision of adequate 
goods, services, infrastructure and investment required to achieve 
sustained economic and social progress; and 
(4) Establishment of greater national control over the economy and the 
transition to a participatory, decentralised socialist economy. A 
broad statement of these economic objectives is contained in the 
first Five-Year Plan for Economic and Social Development (FFYP)4 
and have been incorporated into successive development plans. 
1. Unless otherwise stated, data given throughout this chapter for Tanzania exclude Zanzibar. 
2. International Bank for Reconstruction and Developient, The Sconoiie Developtent of Tanzania, 
John Hopkins Press, Baltiaore, (1961). 
3. for a detailed discussion on characteristics of priiiary producing colonial econoiies see R. H. 
Green, Stages in Econozic Developiient: Chances in the Structure of Production, Deland and 
International Trade (1hartoua: Bank of Sudan 1968). 
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However, their most explicit formulation appears in the Arusha 
Declaration of 19675 which provided a blueprint for the move towards 
public control in Tanzania. During the period under review there have 
been some significant shifts in the structure of the Tanzanian economy 
but the overall performance of the economy, as measured by standard 
indicators, is far from being satisfactory. For the purpose of this 
study we shall confine our assessment of the Tanzanian economy based 
upon movements of national income, gross investments, inflation and the 
balance of payments. 
2.2 National Income and Economic Growth 
The gross domestic product (GDP) is dominated by primary production 
which on the average contributes about 40 per cent of the total, GDP, 
employs one third of the labour force, accounts for 75 per cent of 
export earnings and 80 per cent of the population live in the rural 
areas and depend almost entirely on agriculture. 6 The major export 
crops are cotton, coffee, sisal, cashew-nuts, tea and tobacco. 
Textiles, diamonds, canned meat and cigarettes are the only important 
non-agricultural export products. During the period under review Ahe 
gross domestic product at factor-cost and in current prices increased 
nearly fourteen times rising at an average annual rate of 16.2 per cent 
as seen from Table 2.1. However, when measured in real terms at 
constant 1976 prices, GDP had only increased marginally and the average 
annual rate of growth was less than on per cent. During the same period 
per capita income increased fourfold rising from Shs 500 (or $7) in 1967 
to Shs 2200 (or US $300) in 1982. These moderate growth rates should 
be attributed to the fact that, during the period under review, there 
were many productive opportunities which could be exploited quickly and 
the rapid expansion of the service sector. This fact becomes quite 
obvious when comparing the relative growth of the agricultural sector, 
manufacturing sector and the service sector at the end of this section. 
Moreover, the monetary sector grew faster than the non-monetary sector 
4. United Republic of Tanzania, Tanzanian Five Year Plan for Econoide and Social Developsent, 
(1961-1969), (Goveruent Printer, Dar es Salm, 1961). 
5. J. 1. Iyerere, The Irusha Declaration, Ulaaaa: Issays on Socialiss, (Oxford University 
Press, Dar es Salaaa, 1968). 
6. See C. I. lyirabu, "Banking Policies and Priorities in the 1980's' in the Bank of Tanzania, 
Econoitic and Operation Report, Rune 1980). 
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and accordingly the value of the subsistence production at constant 1966 
prices declined over this Period from 31.3 per cent in 1967 to about 21 
per cent of the total GDP in 1982 (Table 2.4). This trend illustrates 
the increasing monetization of the Tanzanian economy through production 
for the market. 
In greater analysis, GDP at factor cost and current prices in 1969 
expanded by 3.9 per cent, which is lower than the annual average growth 
rate achieved during the entire period under review. This 
unsatisfactory performance was caused by bad weather conditions and a 
steep decline in export prices of Tanzania's main crops, notably sisal 
and coffee. 7 The following year, 1970, was better and the economy was 
remarkably successful in raising the GDP at factor cost and current 
prices at an annual rate of 10.1 per cent, leading to a record output of 
goods and services of Shs 8,215 million as can be seen from Table 2.1. 
However, this rate of growth was slowed down to 7.7 per cent in 1971. 
The decline of the average annual rate of growth in 1971 reflects 
chiefly the slump in economic activity because of a combination of 
adverse factors: dry weather, the reduction in imports (raw materials 
and spare parts) and the limited ability of-the Tanzanian economy to 
expand owing to basic structural weakness which will be discussed in 
detail later. Between 1972 and 1977, GDP at factor cost and current 
prices rose at an average annual rate of 20.3 per cent and output of 
goods and services rose from Shs 10,130 million in 1972 to Shs 26,569 
million in 1977. Most of this dramatic increase was, however, due to 
inflation. In real terms (constant 1976 prices) GDP advanced at an 
average annual rate of 4.0 per cent during the same period. The 
recovery of the Tanzanian economy which began in 1972 was slowed down in 
1974 and 1975 largely due to widespread drought in the country. 8 
However, the generally impressive growth rates achieved during the 
period between 1972 and 1977 were attributed to a number of factors; 
namely the improvement of business confidence, the restrictive imports 
and exchange control measures adopted in 1971/72 to curb consumer 
Budget speech, 1969. 
The 'Irusba Declaration' op. cit. 
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imports9 and perhaps most important was the buoyancy of world commodity 
prices for sisal, coffee, cotton, cashew-nuts and tobacco which 
prevailed after 1973.10These impressive rates of growth were not 
subsequently sustained. In 1979 the GDP at factor cost and constant 
1976 prices fell sharply to -3.1 per cent largely because of the 
unplanned costs of the Amin invasion" which threw the Government 
recurrent budget into a large deficit and the balance of payments crisis 
which precipitated a shortage of foreign exchange reserves for the 
importation of critical raw materials and spares for industry. 12 The 
unsatisfactory performance of the GDP measured in constant 1976 prices 
improved slightly in 1980 after the Government made modest cuts in 
defence spending and the respective GDP growth rate was -2.3 per cent 
(Table 2.1). Although it was thought that the run-down of defence 
spending to peacetime levels in 1981, would release substantial foreign 
exchange and domestic finance to bolster the severely depressed economy, 
this did not happen6 On the contrary, the economy deteriorated rapidly 
and there was an overall that the run-down of defence spending to 
peacetime levels in 1981, would retardation in growth of both industrial 
products and crops. The GDP at factor cost in current prices expanded 
at 16.9 per cent but this increase represented inflationary pressures 
and the corresponding growth rate measured in constant 1976 prices was 
negative, being -7.8 per cent. The reasons for this retardation in 
growth was attributed to the inability to use installed industrial 
capacity because of lack of foreign exchange to purchase imported inputs 
and spares indicating dependence of industrial growth on the balance of 
Payments positions. With the deterioration of the balance of payments 
after 1977 as we shall see later, the estimated 1981 capacity 
utilization rate was 33 per cent. 13 In 1983 Tanzania's economy was 
still plagued by internal and external negative factors (i. e. 
inflationary and balance of payments difficulties) and the GDP 
9. See Bank of Tanzania, Econoide and Operation Report (June 1971 and June 1972) pp 32 and 39 
respectively. 
10. See Bank of Tanzania, Econoiiic and Operation Report (June 1977. 
11. Tanzania was Invaded by Uganda in October 1978 and the estiaated cost of the war is Shs 600 
Billion. See for emple the Innual Economic survey, Ministry of Econosic Planning and 
Econolic Iffairs, Dar es Salaaa, 11980). 
12. See Chapter I in, Tanzania: Twenty Years of Indep endence 1961-1981 'I Review of Political 
and 1conoitic Perforiance (Bank of Tanzania, Dar es Salaaa, 1984). 
13. Ibid, Chapter 5. 
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Cosponents of Gross Dozestic Product 
(At factor cost) 
Table 2.1 
GDP at current Prices GDP GDP at 1976 Prices 
Year Killion T. Shs % innual Grovth deflatort Killion T. Shs Unnual Grovth 
late 19762100 late 
1967 6,735 10.9 165 
1968 7,182 6.6 12.3 170 3.0 
1969 7,160 3.9 13.0 173 1.8 
1970 81215 10.1 46.0 179 3.5 
1971 8,845 7.7 to. 9 ill 1.1 
1972 10,130 11.5 51.6 196 8.2 
1973 11,531 13.8 57.2 202 3.1 
1971 111010 21.5 69.8 201 -0.5 
1975 16,988 21.3 87.6 191 -3.5 
1976 20,615 21.5 100.4 206 6.2 
1977 26,569 28.7 117.0 227 10.2 
1978 29,557 11.2 129.9 228 OA 
1979 32,579 10.2 147.7 221 -3.1 
1980 38,657 18.6 179.0 216 -2.3 
1981 0,193 16.9 226.7 199 -7.8 
1982 51,815 21.3 288.1 190 -1.5 
1983 60,702 10.6 357.6 170 -10.5 
1981 74,608 22.9 126.7 175 2.9 
1985 97,767 31.0 525.2 186 6.3 
Iverage rate of growth 16.2 
Source: IMF, Survey of lfrican Econoaics, VOL 2 (1969) and Econozic Surveys (various issues. 
0.8 
The GDP deflator taken froii Econoaic Survey, Kinistry of finance and Econolic Planning, Dar- 
as-sallall (1985). pp. 53. 
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Cosponents of Gross Dozestic Product 
(it factor cost) 
Table 2.2 It 1966 price (Killion Shs). 
1griculture Sector Kanufacturing Sector Other Sectors GDP 
Year value % of GDP Value % of GDP Value % of GDP Value % of GDP 
1967 2,955 43.6 572 3.1 3,250 17.9 6,777 100 
1968 3,077 13.2 611 8.6 3,440 48.3 7,128 100 
1969 3,089 42.6 672 9.3 3,499 48.2 7,259 100 
1970 3,205 41.7 716 9.3 3,759 48.9 7,680 100 
1971 3,166 39.6 732 9.3 4,057 50.7 81005 100 
1972 3,425 40.4 847 9.9 4,216 49.7 81481 100 
1973 3,458 39.3 887 10.1 41458 50.6 8,803 100 
1971 3,315 36.8 900 10.0 4,805 53.3 9,020 100 
1975 3,596 37.6 903 9.5 51054 52.9 9,553 100 
1976 3,772 37.1 1063 10.5 5,328 52.4 10,163 100 
1977 4,104 37.1 1152 10.4 51806 52.5 11,061 100 
1978 4,326 38.4 1104 9.8 5,823 51.7 11,253 100 
1979 1,357 37.4 1214 10.6 6,056 51.9 11,657 100 
1980 4,560 37.9 1048 8.7 6,406 53.3 12,014 100 
1981 41181 35.4 761 6.4 6,867 58.1 11,812 100 
1982 3,819 33.4 568 4.9 7,048 61.6 11,435 100 
Sources: Econoxic Surveys (various issues), Govermient Printer, Dar es Salaaa. 
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Gross Doiestic Product and Its Sectoral Innual Growth Rates 
At 1966 Prices Killion Shs. 
Table 2.3 
Year 
Agriculture Sector 
Value % Annual 
late of 
Growth 
Kanufacturing Sector 
Value % Annual 
late of 
Growth 
Other 
Value 
Sectors 
% Annual 
late of 
Growth 
GDP 
Value % Annual 
Rate of 
Growth 
1967 21955 - 572 - 3,250 6,777 - 
1968 3,077 1.1 611 6.8 3,110 5.8 7,128 5.2 
1969 3,089 0.4 672 9.9 3,08 1.7 7,259 1.8 
1970 3,205 3.8 716 6.5 3,159 7.5 7,680 5.8 
1971 3,166 -1.2 782 9.2 1,057 7.9 8,005 1.2 
1972 3,125 8.2 80 8.3 11216 3.9 81181 5.9 
1973 3,08 1.0 887 4.7 11158 5.7 8,803 3.8 
1971 3,315 -1.1 900 1.5 11805 7.8 9,020 2.5 
1975 3,596 8.5 903 0.3 51051 5.2 9,553 5.9 
1976 3,772 1.9 1063 17.7 5,328 5.1 10,163 6.4 
1977 1,104 8.8 1152 8.4 5,806 8.9 11,061 8.8 
1978 1,326 5.1 1101 -1.2 5,823 0.3 11,253 1.7 
1979 1,357 0.7 1214 12.7 6,056 1.0 11,657 3.6 
1980 41560 1.7 1018 -15.8 6,406 5.8 12,011 3.1 
1981 1,181 -8.2 761 -27.4 6,867 7.2 11,812 -1.7 
1982 3,819 -8.7 568 -25.5 7,048 2.6 11,05 -3.2 
Iverage Rate 
of Growth 1.9 0.9 5.3 3.6 
Sources: Econoxic Surveys (various issues), Governzent Printer, Dar es Salaai. 
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Distribution of GDP between Subsistence and Konetary Productions 
Table 2.4 it 1966 Prices (Killion Shs) 
Subsistence Production Nonetary Production Total Production 
Year Value % of GDP Value % of GDP Value % of GDP 
1967 2,123 31.3 1,654 68.7 6,777 100 
1968 2,194 30.8 1,936 69.2 7,128 100 
1969 2,137 29.4 5,122 70.6 7,259 100 
1970 2,179 28.1 5,501 71.6 7,680 100 
1971 2,211 27.9 5,761 72.0 8,005 100 
1972 2,01 28.5 6,060 71.5 81181 100 
1973 2,459 27.9 6,314 72.1 8,803 100 
1974 2,430 26.9 6,590 73.1 9,020 100 
1975 2,677 28.0 6,876 71.9 9,553 100 
1976 2,934 28.9 7,231 71.2 10,163 100 
1977 3,174 28.7 7,658 69.2 11,061 100 
1978 3,997 35.5 $1058 71.6 11,253 loo 
1979 3,135 29.5 81619 74.2 11,657 100 
1980 3,738 31.1 8,778 73.1 12,011 100 
1981 2,618 22.2 9,194 77.8 11,812 100 
1982 2,388 20.9 9,047 79.1 11,435 100 
Sources: Bank of Tanzania, Tanzania: Twenty Years of Independence 1961-1981, a review of 
Political and Econoiiic Perforitance and Bali ya Uchuzi wa Taifa latika 1waka 1984 
Wizara ya Kipango na Uchuiti, Dar es Salaaa Governsent Printer. 
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measured in real terms recorded the worst negative growth rate of -10.5 
per cent. However, the economy showed some modest improvement in 1984 
and 1985, when the respective growth rates were 2.9 per cent and 6.3 per 
cent measured at constant 1976 prices (Table 2.1). 
Although, on the basis of the standard measure of overall growth 
performance during the period under review the Tanzanian performance 
compares favourably with many other low income countries, 14 these 
aggregate figures disguise a substantial deterioration in the production 
of major export crops and the stagnation in a number of key industrial 
activities. In seeking to evaluate the structural weaknesses of the 
Tanzanian economy, it is considered useful to analyse briefly the 
performance of these two critical productive sectors. We observe from 
Table 2.5 that between 1967 and 1970, there was a modest expansion in 
almost all of the principal agricultural export crops, except for sisal, 
which stagnated, albeit with substantial inter-year variation in output. 
However, in subsequent years, production of all the leading export crops 
declined sharply and by the end of the 1970's output for most of them 
had fallen to well below the levels achieved in the mid 1960's. The 
most spectacular decline was observed in the case of sisal which until 
1966 was Tanzania's leading export crop, generating roughly one fifth of 
the total export earnings. 15 output of sisal in 1967 was 204,000 tons 
declining steadily to an annual production of only 21,000 tones in 1985, 
representing a fall by nearly 84 per cent or 172,000 tons. Its 
contribution to export earnings had fallen to third place after coffee 
and cotton. Between 1967 and 1985 production of coffee had risen 
marginally from 45,000 tons to 55,000 tons respectively. In monetary 
terms, the value of coffee output rose from Shs. 239 million in 1967 to 
Shs. 1857 millions in 1977, and coffee outranked all other export crops 
in value as an earner of foreign exchange (Table 2.5). It must be 
noted, however, that although the value of coffee earnings rose more 
dramatically between 1975 and 1977 from Shs 484 million to Shs 1,857 
million respectively, total coffee production during the same period 
rose only by 3,600 tons, so that the spectacular rise in monetary value 
If. See United Nations, World Econoiiie Survey, 1986. 
15. See the International Monetary Fund (IMF), Surveys of African 1conosies, Vol 2: lenya, 
Tanzania, Uganda and Sotalia, IMF, Washington DC, (1969). 
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reflects the buoyancy of world coffee prices in 1975/76 induced largely 
by drought in Brazil - the world's leading coffee producer. 16 
Production of cotton expanded steadily since 1967 when it ranked second 
among Tanzania's main export agricultural products, rising to its peak 
output of 77,100 tons in 1973. Because of bad weather conditions, 
production dropped to 39,100 tons in 1975, rising again to 55,200 tons 
and 57,900 tons in 1976 and 1984 respectively. From Table 2.5 we 
observe that although by 1985 cotton still remained the second export 
crop as an earner of foreign exchange after coffee, its production which 
stood at 35,700 tons had declined to a level significantly lower than 
what had been achieved in 1967. 
In 1967, cashew-nut production was 70,900 tons and its growth was 
satisfactory throughout the 1960's. The highest output of cashew-nuts 
was attained in 1974 when production reached 145,000 tons, which was 
more than double the level of the mid 1960's. However, in subsequent 
years cashew-nut production declined sharply and by 1985 output was only 
20,500 tons or about one-fourth of its 1967 level of output. Other 
important export crops include tea and tobacco both of which enjoyed 
moderate growth rates throughout the 1960's and 1970's. In monetary 
terms, foreign exchange income from tea exports rose from Shs 43 million 
in 1967 to Shs 279 million in 1985. Similarly tobacco rose from a 
relatively minor importance in 1967, when its contribution of foreign 
exchange earnings was only Shs 34 million, to Shs 232 million by 1985. 
It must however, be noted that barring the moderate growth rates of 
these two crops, by 1985 production of the four really important export 
crops reviewed above; cotton, coffee, sisal and cashew-nuts had markedly 
declined to well below their levels achieved in the 1960's and early 
1970's. In particular the period subsequent to 1973 indicates sustained 
decline or stagnancy in production of Tanzania's major export crops. It 
is widely recognised that the poor performance of agricultural 
export products in 
16. See Bank of Tanzania, Econozic and Operation Report (June 1976). 
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Tanzania is not wholly accounted by variations of weather conditions or 
fluctuating international demand. There is little or no doubt that bad 
sectoral policies and poor farming methods have contributed 
substantially to the sustained decline in the production of most leading 
export crops. An exhaustive treatment of some of the casual factors for 
the decline of Tanzania's export sector lies outside the scope of this 
thesis. However, it must be emphasized that the need for accelerating 
the growth of agricultural production in the country lies in 
transforming the contemporary traditional methods of cultivation by 
small peasant farmers to intermediate agricultural methods. Modern 
agriculture is commonly associated with mechanisation which is a 
false notion. 17 It involves the use of high-yielding varieties of seed, 
farmyard manure or chemical fertilisers, insecticide, irrigation, better 
farm implements or agricultural machinery as well as better farming 
practices. The familiar-reservations of peasant farmers about modern 
agriculture has to be overcome through improved extension services, 
efficient arrangements for marketing of agricultural produce and timely 
provision of agricultural bank credit. All these measures which are 
aimed at improving the complementary agricultural infrastructure will 
not only involve considerable financial investment on the part of the 
Government, but also, a more efficient organisation and co-ordination of 
policies, of ministries and parastatal bodies engaged in this sector. 
It is recognised that the problem is complex, but equally important and 
has got to be tackled as the basis for recovery of the economy. 
As noted earlier, the performance of the manufacturing sector during the 
period 1967-1985 indicates as in the case of agricultural production 
stagnancy or decline in key industrial activities. Table 2.2 shows that 
the manufacturing sector increased rapidly in the 1960's through mid 
1970's and declined sharply thereafter. For 1967 its contribution to 
GDP at factor cost and constant 1966 prices was Shs 572 million, 
accounting for 8.4 per cent of GDP in that year, By 1973 the 
contribution of the manufacturing sector to GDP at factor cost and 
constant 1966 prices had risen to Shs 887 million, representing 10.1 per 
cent of the GDP but it declined in 1980 and 1982 when its contribution 
to GDP in real terms was 8.7 per cent and 4.9 per cent respectively. 
17. For further discussion on these issues, see Tanzania: Twenty Years of Independence 1961-1931), 
a review of Political and Econozic Perfortance, ýL- 
_cit. p 
97. 
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The poor performance of the manufacturing sector can be clearly observed 
from Table 2.3 which shows that between 1967 and 1970, the manufacturing 
sector rose at an impressive annual average rate of 7.7 per cent but 
declined rapidly between 1970 and 1975 when the expansion of the 
manufacturing sector increased at an annual average rate of only 4.8 per 
cent. However, the period between 1976 and 1982 was particularly 
disastrous and the manufacturing sector registered a negative annual 
growth rate of 4.8 per cent. 
The picture in relation to the production of leading industrial products 
included in Table 2.6 reveals the striking contrast between the high 
rates of expansion of the manufacturing sector achieved throughout the 
1960's and the relatively poor performance of the manufacturing sector 
after 1977. For instance, in 1967 textiles production was 14.5 million 
sq. metres per annum. The output increased rapidly between 1968 and 
1973 when annual production expanded by threefold to 80.7 million sq. 
metres. Growth continued in five subsequent years; by 1975, textiles 
production was 87.4 million sq. metres and rose steadily albeit at a 
declining rate to reach a peak production of 88.8 million sq. metres in 
1979. The subsequent sharp decline has meant that by the end of 1982 
production of textiles which was 56.1 million sq. metres had fallen to 
well below the level achieved in 1970. Perhaps the most notable decline 
is observed in the production of shoes which started in 1968 with output 
of 1.5 million pairs per annum. Growth was satisfactory during the 
first seven years but increased sharply between 1975 and 1978 with 
production rising from 2.7 million pairs to 6.4 million pairs per annum 
respectively. However, output has since declined markedly and the 
production in 1982 was only 2.2 million pairs which was the level of 
annual output reached in 1969 viz the second year of manufacturing shoes 
in the country. Production of iron sheets started in 1967 with annual 
output of 13,200 tons. Growth was sustained through 1978 when 
production increased threefold to reach 30,200 tons per annum and 
declined rapidly in subsequent years so that by 1982 production of iron 
sheets which stood at 16,000 tons was about half the 1978 peak output. 
Similarly it is quite evident from Table 2.6 that the production of 
aluminium and batteries was growing at a high rate in the 1960's, and 
1970's but their production in 1982 was considerably less than levels 
achieved in the 1970's. We see from Table 2.6 that the only industrial 
20 
items which continued to sustain high rates of growth in the 1970's were 
beer and cigarettes. For the case of beer, production declined between 
1979 and 1982 while there was no significant slackening in the pace of 
growth for cigarettes throughout the period under review. 
The reason for the rapid growth of the manufacturing sector in 1967 
through mid 1970's was that the the Government of Tanzania implemented 
vigorously its promotion of industrialisation, mainly by participating 
directly through its parastatal corporations. Gross fixed investment in 
the manufacturing sector as a proportion of total investment amounted to 
13.6 per cent, on the average, between 1970 and 1974 (Table 2.7). In 
absolute terms, this percentage appears to be quite reasonable for a 
substantial expansion and improvement of industrial capacity and 
compares favourably with the proportion of investment devoted to the 
manufacturing sector in many developing countries. 18 Apart from the 
ambitious investment programmes of the Government, the growth of the 
manufacturing sector during this period is attributed to the 
availability of a wide range of import-substitition industries in the 
early stage of development. However, the decline of the manufacturing 
sector after the mid 1970's is largely attributed to severe shortage 
of foreign exchange to purchase imported raw materials and spares 
indicating, as mentioned earlier, dependence of industrial growth on the 
balance of payments positions. It is not surprising therefore, that 
with the rapid deterioration of balance of payments position after 1977, 
which we shall see later, the overall manufacturing output has also 
fallen dramatically during the same period. 
Another interesting observation of the Tanzanian economy is that, during 
the period under review, the recorded growth rate in GDP measured at 
constant 1966 prices of 3.6 per cent per annum was largely sustained 
through the relative rapid growth of the service sector which expanded 
at an annual average growth rate of 5.3 per cent whereas the "directly 
productive" sectors; agriculture and manufacturing, rose at an annual 
average rate of 1.9 per cent and 0.9 per cent respectively, during the 
same period, (Table 2.3). Throughout the study period there was no 
18. for a general discussion of the Tanzanian ecomy in the 1960's See K. Yaffej; Balance of 
Payients Probleiis in a Developing Country: Tanzania, WeItforui Verlaq, Nunchen, 1970. 
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slackening in the pace of the growth of the service sector and by 1982 
it was about three times as high as in 1967, agricultural production was 
1.5 times as high, while manufacturing sector was 1.4 times its level of 
production in 1967. In view of the relatively low rates of growth of 
the productive sectors, the share of agriculture in GDP at factor cost 
and constant 1966 prices declined from 43.6 per cent in 1967 to 33.4 per 
cent in 1982, that of manufacturing has fallen from 8.4 per cent in 1967 
to 4.9 per cent in 1982, while the share of the service sector has 
increased from 47.9 per cent to 61.6 per cent during the same period. 
Within the service sector, the sub-sectors of the economy which grew 
relatively fast during the sample period were transport and 
communications, construction, public utilities (electricity and water 
supply), education and health. The increases in transport and 
communication were generally attributed, as we shall see later, to the 
heavy investments aimed at opening new transportation links with Zambia 
following Rhodesia's Unilateral Declaration of independence in 1965. 
The rapid expansion of other sub-sectors particularly water supply, 
health and education was associated with Tanzania's ambitious programme 
of Socialist transformation and the general desire to achieve greater 
equality in access to public services in the rural areas throughout the 
country. It is a matter of empirical evidence that the growth of GDP 
through rapid expansion of the service sector cannot be sustained in the 
absence of the resurgence of expansion in the directly productive 
sectors of agriculture and manufacturing. This is not to say that the 
expansion of the service sector was in itself undesirable, indeed 
expanded services make a vital contribution to human welfare and to the 
enhancement of the economy's productive capacity. Nevertheless, there 
is a limit to the degree to which services can go on expanding without a 
comparable expansion in the critical productive sectors of the economy. 
It is, therefore, not surprising that the decline in the share of 
agriculture in GDP which, though not undesirable in itself, was observed 
alongside the relative slowing down in the growth rate of national 
income during the study period. Fluctuations in agricultural output, 
throughout the period reviewed, substantially affected, the overall 
expansion of economic activity and this narrowly based pattern of growth 
marks the characteristic structural weakness in the country's economic 
performance. In particular, so long as agriculture remains the mainstay 
of Tanzania's economy, the improvement of this sector will, undoubtedly, 
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have profound effects on enhancing the pace of expansion of the whole 
economy, thereby fulfilling the legitimate aspiration of the people for 
higher living standards. 
2.3 Gross Investments 
The trend of investment performance in Tanzania during the period 1967 - 
1985 can be seen in Table 2.7 which shows that gross fixed investment as 
percentage of gross domestic product rose steadily from 19.5 per cent in 
1967 to 29.3 per cent in 1971, declining slightly thereafter. By 1982 
total fixed investment as percentage of gross domestic product stood at 
22.3 per cent. In monetary terms, total capital, formation rose from Shs 
1,312 million in 1967 to Shs 2,870 million in 1982 increasing nearly 
fourfold. In line with the faltering in the pace of expansion of the 
economy as a whole, as we have observed earlier, the rising trend in 
gross domestic investment during the period under study was far from 
uniform. Table 2.7 shows that capital formation in 1968 increased at 
annual rate of growth of 6.4 per cent. After a setback in 1969, gross 
fixed investment rose dramatically in 1970 from Shs 1,286 million 1969 
to Shs 2,067 million representing an increase of 60.7 per cent. The 
spectacular increase of total fixed investment observed in 1970 could be 
explained by the implementation of the Tazara railway project which was 
largely financed by foreign aid. 19 The annual growth rate of capital 
formation in the 1970's was generally modest. For instance, between 
1971 and 1978 gross fixed investment increased at an annual average rate 
of growth of 16.7 per cent. The gross fixed investment was again 
increased considerably in 1979 when the rate of growth was 25.3 per 
cent. The following year, gross fixed investment fell sharply to 1.3 
per cent. This decline of gross fixed capital formation was reversed in 
1981 when the rate of growth was 27.1 per cent. The decline in 
investment effort witnessed in the 1980's reflects the sustained decline 
in the productive sectors of agriculture and manufacturing and the 
resulting severe shortage of foreign exchange and the slowing down of 
the overall expansion of economic activities which characterised the 
Tanzanian economy after 1979. Despite the phenomenon of substantial 
19. See the econosic survey 1970171. The Tazara railway project was undertaken prisarily to serve 
neighbouring land-locked Zambia which badly needed an alternative outlet to the sea following 
thodesta's Unilateral Declaration of Independence in 1965. 
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inter-year variations and the declining trend of the rate of growth, the 
gross domestic fixed investment as percentage of gross domestic product 
was generally high throughout the sample period. Tanzania was able to 
maintain high levels of capital formation by relying largely on domestic 
resources throughout the 1960's when the gross national savings as a 
percentage of GDP was significantly higher than the gross fixed 
investment as a percentage of GDP. 20 During the 1970's the high 
investment levels was maintained whilst there was a dramatic reduction 
in savings levels. Thus during this period, the high investment level 
was increasingly supported by domestic deficit financing and external 
finance in form of official loans and grants. 21 It is often held that 
the major investment constraint during the 1960's was the inadequacy of 
professional and institutional capacity to implement investment 
projects. Whilst this problem was subsequently resolved, the critical 
constraint of the 1970'swas the savings and foreign exchange gaps. This 
latter bottleneck was far from being resolved and the impressive 
investment level was, as we have mentioned, sustained through 
substantial external finance. 
In reviewing investment performance another notable characteristic is 
that the Tanzanian investment programme during the study period was 
dominated by the public sector. Table 2.8 shows that the amount of 
investment expenditure undertaken by the public sector was 58.5 per cent 
of total investment expenditure in 1967. This proportion declined 
somewhat in 1969 to 56.9 per cent but rose steadily thereafter and by 
1972 public expenditure was well over two thirds of the total gross 
fixed investment in Tanzania. Although, the ratio fell from the peak 
level of 78.3 per cent in 1972, in most years it was maintained well 
above 50 per cent. The shift of emphasis from private sector to public 
sector observed in the investment programmes was in line with Tanzania's 
choice of Socialist economic development path which was enunciated under 
the famous Arusha Declaration of 1967.22 The Arusha Declaration led to 
subsequent nationalizations of commercial banks, insurance companies, 
sisal plantations and many other privately owned means of production in 
the country. 
20. See Chapter 5 in; Tanzania: Twenty Years of Independence 1961-1981,1 leviev of Political 
and Econoide Perforaances. op. cit. 
21. Ibid. 
22. See J. 1.1yerere 'krusha Declaration% in lUjanaa: issays on socialism op. cit. 
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Gross Fixed Investment 
(At current prices) 
Table 2.7 (Shs Millions) 
Total fixed Investments Total fixed Investment 
Value % Annual rate of as a percentage of GDP 
Year growth 
1967 1312 19.5 
1968 1396 6.4 19.4 
1969 1286 -7.8 17.2 
1970 2067 60.7 25.2 
1971 2592 25.4 29.3 
1972 2439 -5.9 24.1 
1973 2760 13.2 23.9 
1974 3516 27.4 25.1 
1975 4004 13.9 23.5 
1976 4761 18.9 23.1 
1977 5640 18.4 21.2 
1978 6902 22.4 23.4 
1979 8647 25.3 26.5 
1980 8758 1.3 22.6 
1981 11,130 27.1 24.6 
1982 12,235 9.9 22.3 
1983 8911 -27.2 14.6 
1984 11,093 24.5 14.8 
1985 14,442 30.2 14.7 
% Average annual rate of 
growth 
Sources: National Accounts of Tanzania 1970-1982, Bureau of 
Statistics, Dar es Salaam and Economic Surveys (various 
issues). 
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Public and Private fixed Investment 
As percentage of Gross fixed Investment 
Table 2.8 
Year 
Public 
Value 
Investment 
% of Gross 
fixed 
investment 
Private 
Value 
Investment 
% of Gross 
fixed 
investment 
Gross Fixed 
Investment 
Value % 
1967 768 58.5 544 41.5 1312 100 
1968 831 59.5 565 40.5 1396 100 
1969 732 56.9 554 42.6 1286 100 
1970 1,463 70.8 604 29.2 2067 100 
1971 1,972 76.1 620 23.9 2592 100 
1972 1,909 78.3 530 21.7 2439 100 
1973 2,114 76.6 646 23.4 2760 100 
1974 2,591 73.7 925 26.3 3516 100 
1975 2,667 66.6 1,337 32.8 4004 100 
1976 2,552 53.6 2,209 46.4 4761 100 
1977 2,803 49.7 2,837 50.3 5640 100 
1978 3,403 49.3 3,499 50.7 6903 100 
1979 4,168 48.2 4,479 51.8 8647 100 
1980 4,878 55.7 3,880 44.2 8758 100 
1981 5,598 50.3 5,532 49.7 11,130 100 
1982 6,276 51.3 5,959 48.7 12,235 100 
1983 4,705 52.8 4,206 47.2 8911 100 
1984 5,901 53.2 5,192 46.8 11,093 100 
1985 6,138 42.5 8,304 57.5 14,442 100 
Sources: The Economic Surveys, Government Printer, Dar es Salaam 
(various issues), National Income of Tanzania, 1970-1982, 
Bureau of Statistics Dar es Salaam and Statistical Abstract 
(1984) Bureau of Statistics, Dar es Salaam. 
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Gross fixed Investseat by Sectors 
it Current Prices 
Table 2.9 
(Shs Killions) 
Igriculture Kanufacturing Transport and Other Sectors Gross fixed 
Collunication Investsent 
Year 
Value % Value % Value % Value % Value % 
1967 130 9.9 196 11.9 197 37.9 189 37.3 1312 100 
1968 123 8.8 226 16.2 539 38.6 508 36.5 1396 100 
1969 ill 8.9 170 13.2 432 33.6 570 41.3 1286 100 
1970 128 6.2 319 16.9 833 10.3 757 36.5 2067 100 
1971 153 5.9 317 13.4 1,242 47.9 850 32.6 2592 100 
1972 159 6.5 266 10.9 11208 19.5 806 33.0 2139 100 
1973 171 6.3 326 11.8 1,308 17.4 952 31.5 2760 100 
1971 207 5.9 513 15.6 1,153 32.8 1608 15.6 3516 100 
1975 224 5.6 615 16.1 1,213 30.3 1922 18.0 1001 100 
1976 Ill 9.3 130 28.2 1,631 31.2 1313 28.2 1761 100 
1977 418 7.9 2232 39.5 1,726 30.6 1231 21.9 5610 100 
1978 676 9.7 1672 21.2 2,258 32.7 2296 33.2 6902 100 
1979 686 7.9 1865 21.6 2,524 29.2 3572 11.3 8647 100 
1980 698 7.9 1955 22.3 1,913 21.8 1192 17.8 8758 100 
1981 677 6.1 2561 23.0 2,077 18.7 5815 52.2 11,130 100 
1982 816 6.9 3022 21.7 2,162 17.7 6205 50.7 12,235 100 
1983 719 8.1 2509 28.2 1,173 16.5 1210 47.2 8911 100 
1981 780 7.0 2611 23.6 1,566 11.1 6133 55.3 11,093 100 
1985 825 5.7 2765 19.1 11619 11.2 9233 63.9 1012 100 
Source: National Iccounts of Tanzania, Bureau of Statistics Dar es Salaal (Various issues) and 
Econoide Surveys (various issues). 
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It is, however, observed that the high investment levels sustained 
during the period reviewed, was mainly concentrated in building up the 
social and economic infrastructure. Table 2.9 depicts that between 
1967 and 1973 fixed investment in transport and communications was by 
far the largest proportion of the total gross investment expenditure. 
In 1967 investment in transport and communications was Shs 497 million 
and represented 37.9 percent of the gross national investment 
expenditure. Capital formation in transport and communication rose 
sharply and reached Shs 1,208 million or 49.5 per cent of the total 
fixed investment expenditure in 1972. The disproportionally large share 
of investment in transport and communication is partly attributed, as 
mentioned elsewhere, to transportation projects which were aimed 
primarily to serve Zambia which urgently needed an alternative outlet to 
the sea, following Rhodesia's Unilateral Declaration of Independence in 
1965. Consequently, capital formation in this sector declined steeply 
in 1974 following the completion of the Tazara railway project which had 
commenced in 1970. Apart from the sizeable capital formation which was 
absorbed by the transport and communication sector, throughout the 
period 1967-1974 substantial public fixed investment was allocated to 
other infrastructural projects relating to electrification, 
construction, water supply, health, land improvement and other services. 
We see from Table 2.9 that if added together, investments undertaken in 
the economy's social and economic infrastructure, they represent about 
75 per cent of total investment on the average, throughout the period 
1967-1974. In view of the emphasis of fixed investment on 
infrastructure, investment devoted to the directly productive sectors 
was highly inadequate. For instance fixed investment in agriculture in 
1967 was Shs 130 million or 9.9 per cent of total fixed investment. The 
absolute amount of investment in agriculture increased to Shs 153 
million in 1971 but in relative terms this increase represented a fall 
to 5.9 per cent. The declining trend continued steadily in subsequent 
years and by 1985 the proportion of investment devoted to agriculture 
had fallen to only 5.7 per cent. During the same period, the percentage 
of investment going to the manufacturing sector remained almost constant 
in the range between 15 and 20 per cent of total fixed investment. 
Between 1967 and 1974 the annual total investment devoted to the 
productive sectors of agriculture and manufacturing was about 20 per 
cent of the gross domestic fixed investment on the average. This 
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structure of investment which concentrates on social and economic 
infrastructure, though quite a common phenomenon in developing 
countries, is not conducive to the realisation of the important 
objective of rapid industrialisation of the economy. It is largely in 
view of the latter objective that the policy of adequacy of capital 
formation in-developing countries must be as far as possible, matched 
with satisfactory investment structure which devotes comparable 
investible funds to the directly productive sectors of agriculture and 
manufacturing. If this delicate balance is not maintained, even 
substantially high levels of national investment effort may not be 
effective in generating the desired output growth. In the case of 
Tanzania, an impressive investment rate sustained at a level of 20 - 25 
per cent of GDP in the 1970's should sustain the overall growth rate of 
6-7 per cent per annum as projected in successive five-year 
development plans. 23 However, the observed investment pattern which 
concentrates mainly on building the economic infrastructure as we have 
seen, may not be consistent with faster growth of GDP. Indeed, 
increases in the investment rate of this pattern can result in decreases 
in the rate of output growth, because they "tighten" the external 
payments constraint so severely that it becomes difficult to use and/or 
maintain the existing industrial capacity which depends largely on 
import requirements for fuel, raw materials, and other intermediate 
goods. -In view of the foregoing discussion, the investment structure of 
the Tanzanian economy which devoted a disproportionately small share of 
gross domestic investment to the directly productive sectors of 
agriculture and manufacturing was not consistent with the objective of 
achieving rapid economic growth. 
2.4 Inflationary Pressures 
Despite the existence of a significant subsistence sector and of some 
direct quantitative allocations of financial resources by the 
Government, the Tanzanian economy is basically a market economy. In 
this way the attendant forces of supply and demand respond to prices in 
the economy. 
23. See United Republic of Tanzania, Tanzania Third-Year Plan for Econolic and Social Developlent, 
(1971-1979), (1974). 
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Price developments during the period under study can be inferred from 
Table 2.10 which divides the period from 1967 to 1985 into two phases, 
namely the phase of striking price stability (1967-1971) and that of 
persistent inflationary pressure (1972-1983). The consumer price and 
cost of living indices are both based on 1970 prices and the expenditure 
pattern of that year. The weights and selection of items in the indices 
are based on wage-earners in the capital of Dar es Salaam. Moreover, 
the composition of goods and services covered in the price indices was 
narrow; with only forty-three items in the case of the consumer price 
index. 24 Notwithstanding these limitations, the two indices did provide 
a reasonable measure of the overall inflationary trend in the country. 
Prices during the period 1967-1971 were increasing at an average annual 
rate of 3.6 per cent (consumer prices) and 1.6 per cent (cost of living 
prices). As can be seen in Table 2.10 the rate of increase was far from 
uniform. The consumer price index rose 4.6 per cent in 1968. It would 
appear that this price increase was generated by excess demand following 
the wage explosions in that period. Wages in the 1960's rose more than 
prices, and further financial improvements were secured in fringe 
benefits and working conditions. 25 However, a slight decline in prices 
was witnessed in 1969, rising again in 1970 to an annual rate of 3.2 per 
cent, and this was followed in 1971 by a year of relatively higher 
prices rising by 4.7 per cent. During the same period price movements 
as measured by the cost of living index show a pattern of somewhat 
considerable price stability. On the whole Table 2.10 shows that the 
first phase was a period of relative price stability. 
The second phase, which extends from 1972 through to 1983 is 
characterised by pronounced upward price movements far in excess of 
prices in the first phase. With 1970 as the base year, the annual 
average rate of price increase in this period was 18.2 per cent 
(consumer prices) and 19.7 per cent (cost of living prices). within 
this phase it is more instructive to distinguish three sub-periods: 
(a) the period 1972-1975 
M the period 1975-1979 
(C) the period 1979-1983. 
24. The liaitation of the consuiier price and cost of living price indices are discussed in the IKF 
(1969) Surveys of 1frican 1conoides, Vol. 2,: len7a, Tanzania, Uganda and Soaalia, op. cit. 
25. Ibid. 
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Rates of Inflation: 1967-1983 
Table 2.10 
(Base: 1970=100) 
Year Consumer Price % annual Cost of living % annual 
Index' change IndeX2 change 
1967 90.8 94.5 
1968 95.0 4.6 97.5 3.1 
1969 96.9 2.0 98.6 1.2 
1970 100.0 3.2 100.0 1.2 
1971 104.7 4.7 101.0 1.0 
1972 112.7 7.6 104.0 2.9 
1973 124.5 10.5 119.0 14.4 
1974 148.4 19.2 149.0 25.2 
1975 187.7 26.5 199.0 33.6 
1976 200.6 6.9 221.0 11.1 
1977 223.8 11.6 247.0 11.8 
1978 249.3 11.4 295.0 19.3 
1979 283.6 13.8 348.0 17.9 
1980 369.4 30.3 413.0 18.7 
1981 464.1 25.6 544.0 31.7 
1982 597.3 28.7 684.0 25.7 
1983 760.3 27.3 851.0 24.4 
1967-1983 Annual average 14.6 15.2 
Sources: Bank of Tanzania, Economic and Operations Report (June 1974 
and June 1984). 
Data for the period 1967-1969 based on wage earners in Dar 
es Salaam, while for the period 1970-1983 data based on 
National Consumers price Index. 
Data for the period 1967-1983 based on wage earners in Dar 
es Salaam. 
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(a) The first period is characterised by a high rate of price 
inflation, rising from 7.6 per cent in 1972 to 26.5 per cent in 1975. 
The average annual rate if increase in consumer price during this period 
was 15.9 per cent. These sustained price increases are attributed to a 
combination of factors including the scarcity of goods caused by 
drought, increases in the costs of imported raw materials and producer 
goods and, of course, the increase of oil prices. Furthermore, the rise 
in prices was due to large imports of cereals at very high prices, 
excess demand induced by wage rises which doubled in 1974, increases in 
Government borrowing from the banking system and the increases in the 
producer prices of agricultural food crops mainly designed to motivate 
the farmers to increase the production of these crops. 26 
(b) The inflationary trends generated by the above factors gradually 
subsided under the influence of co-ordinated fiscal, monetary and price 
control measures which were adopted. Thus, the period between 1975-1979 
exhibited a moderate decline in prices. The average annual rate of 
increase in consumer prices was 10.9 per cent. It must however, be 
added that the decline in prices observed during this period was also 
the result of an overall expansion of economic activities induced 
largely by the buoyancy in world commodity prices and the balance of 
payments surplus achieved during that period. 27 
(c) The period between 1979-1983 witnessed a higher rate of price 
inflation with consumer prices rising from 13.8 per cent in 1979 to 30.3 
per cent in 1980. Consumer prices declined slightly to 25.6 per cent in 
1981 but rose again to 27.3 per cent in 1983. The average annual 
increase in consumer prices during that period was 27.9 per cent. These 
spectacular price increases are attributed to the massive costs of the 
war with Uganda and the severe balance of payments difficulties which 
plagued the Tanzanian economy resulting into decline of the industrial 
utilization capacity which is heavily dependent on requirements for 
imports of raw materials. The origins of the balance of payment 
difficulties are the subject of our next section, but, as we shall see 
later, the persistent price rises during this period were further 
fuelled by massive government borrowing from the banking system which 
26. Ecomic Survey (annual), 1971-1975 p 12. 
27. Ibid. 
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resulted in strong monetary expansion in the economy. 
Before concluding this section, it must be noted that there are other 
doubts which are often expressed as to whether the consumer price and 
cost of living indices adequately portray the inflationary pressures in 
the economy. The major objection, is that most of the items included in 
compiling the two price indices were subject to government price 
controls and that these indices are based on official prices. But in 
view of the widespread shortages of basic consumer goods in the economy; 
a phenomenon which has persisted throughout the 1970's, such controlled 
items are frequently sold at much higher prices in the black market. 
The fact that Tanzania has lived with repressed excess demand at the 
fixed prices in the 1970's has been reflected in frequent long queues 
for basic consumer goods and hence the flourishing of the black market 
in the economy. Under the present circumstances it is most unlikely 
that price indices which are based on controlled prices can adequately 
measure the rate of inflation in the economy. The other standard 
objection raised, is that the food item included in both price indices 
has a relatively high weight while the Government provides substantial 
subsidies on a number of basic food items. Although the existence of 
subsidies and price controls tend to understate the true level of 
inflation, there is little doubt that the general inflationary pressures 
witnessed in the economy during the period under study has been 
adequately captured by the consumer price and cost of living indices. 
2.5 Balance of Payments 
A study of the Tanzanian balance of payments clearly depicts the 
economy's structural weakness during the period reviewed. As will be 
seen from Table 2.11, the ability of exports to keep pace with the rapid 
increase in imports has increasingly deteriorated and Tanzania had 
suffered chronic deficits in the trade account since 1970. The 
expansion in value of exports during the period 1967-1985 was recorded 
at an annual average rate of 8.4 per cent, while during the same period 
imports expanded at an. annual average rate of 14.7 per cent. The 
composition of exports is shown on Table 2.12 which reveals that 
agricultural products are by far the main component of exports, 
contributing on average 75 per cent of total export earnings. In view 
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of the significant role of agricultural products, the poor performance 
of exports lies in the stagnation or decline of key agricultural export 
crops which was shown earlier in Table 2.5. The study of the growth of 
export earnings based on Table 2.11 reveals considerable inter-year 
variations while Table 2.12 shows secular shifts in the relative 
significance of different export products. In 1967 the value of export 
earnings was Shs 1,668 million and rose steadily to reach Shs 2,944 
million in 1974.1975 was, as we have seen, a bad weather year which 
adversely affected agriculture, and exports fell to Shs 2,849 million. 
The contraction of export earnings in 1975 was also due to the fall in 
export prices induced by the onset of recession in the industrialised 
countries. 28 However, total exports rose in 1976 to Shs 3,886 million 
representing an increase of-36.4 per cent. This dramatic increase in 
the value of exports reflects as we have seen, the substantial rise of 
world coffee prices in 1975/76 induced largely by drought in Brazil - 
the world's leading coffee producer. Data for 1978 shows a decline in 
the value of exports. As will be noted from Table 2.11 a considerable 
improvement in export performance was achieved inbetween 1979 when the 
annual rate of growth was 21.7 per cent. This notable improvement in 
exports was largely attributed to the buoyancy of world commodity prices 
for sisal, cotton, tobacco and cashew-nuts. Growth of exports was 
sharply reduced in 1980 when a negative growth rate of 7.0 per cent was 
recorded. Although agriculturural production improved slightly in the 
following year, the general export performance of the 1980's was poor. 
Between 1980 and 1985 Tanzania's export performance deteriorated rapidly 
and the large negative growth rates which were recorded in 1980 and 1982 
had far reaching effects on the balances of payments and the economy as 
a whole. In particular the dramatic fall in export earnings had 
precipitated foreign exchange crisis resulting in widespread retardation 
of industrial activities because of the lack of imported raw materials 
and spares. The fall in export earnings during the period 1980-1985 was 
largely attributed to repeated decline in prices of most of the leading 
export crops caused by world-wide recession. More generally, the 
analysis of fluctuations in export earnings during the study period 
reinforces the well known argument, that the sources of instability in 
LDC's economies are world demand and the domestic supply conditions 
28. Econoiic Survey (Innual), 1975. 
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dictated by weather conditions. 29 
It was observed from Table 2.11 that between 1967 and 1985 imports rose 
at an average annual rate which was nearly double that of the growth of 
exports during the same period. However, the growth of imports in the 
1960's was fairly moderate rising at an annual average rate of 12.6 per 
cent compared with 19.5 per cent recorded in the 1970's reflecting 
increased capital expenditure and industrialisation which occurred 
during the latter period. Machinery, transport equipment and fuel, 
constitute a large proportion of total overseas imports (Table 2.13). 
The value of such imports increased from 553 million (or 33 per cent of 
total imports) in 1967 to 6,044 million (or 57 per cent of total 
imports) in 1982, an increase which would seem to support the view of 
rapid expansion of the industrial sector witnessed during the 1970's. 
Imports of manufactured products, including textiles, also a large item, 
greatly increased during the study period. The highest growth in 
imports rose from Shs 3,479 million in 1973 to Shs 5,377 million in 
1974, representing an increase of 54.6 per cent. This spectacular 
increase in merchandise imports reflected largely the phenomenal price 
rises of oil and imported manufactured goods. For instance, imports of 
machinery and transport equipment rose by about 30 per cent from Shs 979 
million in 1973 to Shs 1250 million in 1974, while intermediate goods 
imports shot up by 56 per cent from Shs 1,199 million to Shs 1,874 
million. 30 The large increase in imports of capital and intermediate 
goods was also associated with expanded capital formation programmes 
undertaken by both the Government and parastatal organisations. Imports 
of consumer goods also showed substantial increase following the import 
of large quantities of cereals worth Shs 822 million compared with Shs 
55 million spend in 1973. The dramatic impact of the oil price 
increases can be seen from Table 2.13 which shows that in 1973 fuel 
imports bill was Shs 32 million (or 9 per cent of total imports but rose 
29. for fuller discussion on these issues, see for instance, I KcBean, Export instability and 
Scomic Developwent Harvard University Press, Caibridge, Mass. 1966; B. Kassel, 'Export 
instability and Econoaic Structure', Aaerican Sconomic Review , 1970,60, pp 618-630; D. J. 
Nathieson and R. J. XclinnoB, Instability in Underdeveloped Countries: The lapact of 
International Econogy In Kations and Households in Econowic Growth: Essays in Honour of 
Buses lbrazovitz, edited by Paul 1. David and Kelvin 1. Rider, Icadewic Press, Bev York, 
1971; and BA. De Vries, 'The Export Experience of Developing Countries', Vorld Bank Staff 
iners, 1967. 
30. Ecomic Survey (annual), 1971-1975. 
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External Trade 
Table 2.11 (Million Shillings) 
Year 
Exports 
Value % annual change value 
biports 
% annual change 
Trade Balance 
1967 1668 - 1638 - +30 
1968 1718 +3.0 1831 +11.9 -116 
1969 1792 +1.3 1710 -6.8 +82 
1970 1852 +3.3 2271 +32.9 -122 
1971 1989 +7.1 2726 +19.9 -737 
1972 2345 +17.9 2883 +5.8 -538 
1973 2608 +11.2 3179 +20.7 -871 
1971 2911 +12.9 5377 +54.6 -203 
1975 2849 -3.2 5709 +6.2 -2860 
1976 3886 +36.1 5349 -6.3 -1463 
1977 4515 +16.9 6161 +15.2 -1616 
1978 3685 -18.9 8788 +42.6 -5103 
1979 4481 +21.7 9073 +3.2 -4589 
1980 1168 -7.0 10,308 +13.6 -61(0 
1981 5087 +22.0 10,047 -2.5 -1960 
1982 4230 -16.8 10,519 +1.7 -6299 
1983 1270 +0.9 8547 -18.7 -1277 
1981 5719 +31.6 11,953 +39.8 -6201 
1985 6043 +5.2 15,287 +27.8 -9211 
% Iverage Innual rate of growth 18.1) MM 
Sources: Tanzania: Twenty years of Independence (1961-1981), 1 Review of Political and Ecomic 
Perforitance (Bank of Tanzania Dar es Salami 1983) and Bank of Tanzania Scomic and 
Operations Report June 1985. 
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rapidly and by 1981 fuel imports was valued Shs 2,531 million 
representing 25 per bent of total imports or 50 per cent of total export 
earnings of that year. 
Table 2.11 shows that in 1967 Tanzania had a trade surplus of Shs 30 
million. However, the following year a trade deficit of Shs 116 
million was recorded. In 1969, a moderate balance in the merchandise 
account was attained. With stagnating exports and the continued fast 
rising imports, the modest trade deficit of Shs 116 in 1968 widened to a 
considerable level of Shs 737 million in 1971. In desperation, the 
Government arrested the trend by imposing additional exchange and import 
control regulations, supplemented by restrictive fiscal and monetary 
measures which policies as we have seen earlier, were also aimed at 
controlling inflation. The trade deficit narrowed to Shs 538 million in 
1972. However, the trade account deteriorated sharply after 1973 and in 
1975 showed the worst recorded trade deficit amounting to Shs 2,860 
million. The following year showed some notable improvement in the 
foreign sector and the trade deficit fell to a relatively low level of 
Shs 1,463 million. The observed improvement of the trade account was 
however, a temporary phenomenon because in six subsequent years Tanzania 
experienced a worsening deterioration in the trade account with the 
deficit rising from Shs 1,616 million in 1977 to an unprecedented level 
of Shs 9,244 million in 1985. The continued divergence between export 
earnings and the corresponding amount of imports which has characterised 
the Tanzanian external sector since 1970 is intensely rooted in the 
weakness of the agricultural sector. Needless to say, it is most 
unlikely that the chronic trade deficit of this nature can be 
adequately cleared by adopting increased quantitative restrictions aimed 
at reducing the rate of expansion of imports. Since a relatively large 
proportion of imports constitute intermediate and capital goods, it is 
not feasible to achieve reduction of imports without slowing down 
considerably the pace of industrialisation and the overall process of 
economic development. Under these circumstances, the basic solution to 
overcoming Tanzania's constant rising trade deficit would seem to lie 
most strongly in improving the faultering performances of its production 
of agricultural export crops. In this direction, it must also be 
mentioned that the structure of Tanzania's agricultural export crops 
could be improved by reducing dependence on the traditional three 
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leading exports; cof f ee, cotton and sisal of which only cof f ee and 
cotton seem to have a promising future. 
Table 2.14 summarises the various accounts of the balance of payments 
for the years 1967-1985 and also shows movements in foreign exchange 
reserves which are directly affected by the overall performance of the 
balance of payments. The table depicts that during the 1960's trade 
deficits were often small and could be fully financed by invisibles (viz 
tourism, freight and freight insurance) and unrequited transfers and 
accordingly the current account often showed a fairly modest surplus. 
At the beginning of this period in 1967, Tanzania's external sector 
earned a surplus of Shs 159 million in the current account. However, 
the following year the current account registered a deficit largely 
owing to, as mentioned elsewhere, widespread drought which had caused 
considerable crop failure. After 1968 there was a significant 
improvement in the current account balances which rose to Shs 226 
million in 1969. In 1970 the current account showed a small deficit of 
Shs 104 million. However, as Table 2.14 shows, after 1970 the 
considerable and rapidly rising trade deficits could not be fully 
financed by invisible receipts and unrequited transfers and accordingly 
a sizeable deficit in the current account has persisted during 1971- 
1985. The deficit was Shs 487 million in 1971 but rose to Shs 1,900 
million in 1974 following the oil prices escalation of the previous 
year. Perhaps the most dramatic deterioration of the external sector 
occurred in 1979 when the deficit in the current account rose to Shs 
3,621 million compared with Shs 997 million in 1978. The sudden 
increase of the current account deficit was caused chiefly by 
substantial costs of. the war with Uganda which started in October 1978 
when Tanzania was already experiencing severe pressure on the balance of 
payments. The deficit has persisted ever since and by 1985 the current 
account showed a record balance of Shs 7,073 million. 
Tanzania's persistent deficits in the current account after 1970 were 
offset by net inflows of capital and the overall balance of payments was 
in surplus in 1970-1973 and 1976. The total net capital inflow rose 
from Shs 80 million in 1967 to Shs 3,667 million in 1985 and represented 
nearly 50 per cent of the total foreign exchange earned from exports 
during that year. Large capital inflows, mainly official medium and 
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long-term loans, have been of great assistance in balancing the 
country's foreign payments. As will be noted from Table 2.14, the 
sudden rise of capital inflow after 1978 is attributed to increased 
utilization of suppliers credits which, have also eased significantly 
Tanzania's pressure on the balance of payments. Despite the substantial 
increase of capital inflows and suppliers credits, Tanzania's overall 
balance of payments position has deteriorated since 1978 and the 
prospects are bleak, unless the country undertakes urgent measures to 
deal with the structural weakness of the productive sectors of the 
economy. 
The balance of payments difficulties which have characterised the 
Tanzanian economy during the period under study have been clearly 
reflected in the pattern of fluctuations of foreign exchange reserves. 
Foreign exchange reserves for Tanzania (also for Kenya and Uganda) for 
the period up to 1965 were held by the East African Currency Board32 and 
it was difficult to discern data for the Tanzania portion of 
international reserves during this period. For the years 1967 through 
1971 foreign exchange reserves held by the Bank of Tanzania were 
generally satisfactory, maintained in the range of Shs 400-500 million. 
As the economy improved and the financial and expenditure switching 
Policies that were adopted in 1971/72 met with success, the reserves 
rose to Shs 1,022 million in 1973. However, this upswing in 
international reserves was only to be a temporary phenomenon. The 
global inflationary pressures of 1974/75, combined with the oil crisis 
and domestic crop failure, reduced the foreign reserves in 1974 and 1975 
to Shs 246 million and Shs 313 million respectively. Tanzania's foreign 
exchange reserves rose again in 1976 and 1977 as a result, as we have 
seen above, of the spectacular increase of export earnings, particularly 
from coffee. Owing to the balance of payments difficulties and the 
resulting slowing down of growth in the directly productive sectors, 
foreign reserves fell sharply after 1978. Table 2.14 depicts that in 
1980 the central bank recorded for the first time a negative position of 
net official foreign exchange reserves of Shs 21 million. The 
subsequent unabated deterioration of the country's external payments 
position has precipitated a serious foreign exchange crisis and by 1985 
32. See for instance, J. Iratz, 'The last Ifrican Currency Board' in the IMF Staff Papers, (July 
1966); and J. Loiley, The Development of the Konetary and Fiscal Systeii of the last Ifrican 
Currency Irea 1950 - 1964, Unpublished Ph. D. thesis, University of Leeds, 1967. 
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the Bank of Tanzania's record of foreign reserves shows a large negative 
balance of Shs 2,669 million. Considering that Tanzania is a developing 
country and has to import considerable intermediate and capital goods, 
as well as technology from the developed countries in order to enhance 
the development process, the prevailing foreign exchange crisis has 
forced a significant underutilization of the productive capacity in 
transport, agriculture and industry. Needless to say, the slowing down 
of economic activities necessitated by the severe shortage of foreign 
exchange has heightened the policy objective of safeguarding external 
economic equilibrium and as noted above, the main problem is to deal 
with the fundamental weakness of the economy. The next section attempts 
to highlight more explicitly areas of structural limitations of the 
Tanzanian economy. 
2.6 Some of the malor structural weaknesses of the Economy 
The economic analysis in the preceding section shows that during the 
period under review Tanzania attained a fairly moderate growth rate, 
with the GDP at factor cost and current prices rising, as we have seen, 
at an annual average growth rate of 16.2 per cent while during the same 
period per capita income increased fourfold. It is true that this 
growth rate was considered respectable in comparison with economic 
performance achieved by other developing countries in the African Sub- 
Saharan region. 33 However, despite this measure of economic progress, 
Tanzania still remained a low productivity economy; at the low end of 
the international income scale, and was incapable of generating self- 
sustained economic growth. 34 Since an assessment of economic 
performance as measured by standard aggregate economic indicators can 
disguise important economic problems facing a country, it may be useful 
in this concluding section, to provide a more revealing analysis of the 
structural weaknesses which indeed threaten future growth of the 
Tanzanian economy. 
33. United lations, Vorld Econoiaic Survey, 1986. 
34. Ibid. 
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First, the economic performances during the period previewed was heavily 
dependent on primary production. It has been shown that agriculture 
accounted on the average for about 40 per cent of gross domestic product 
and agricultural exports proportion of total export earnings was 75.4 
per cent. Fluctuations in primary production caused by weather 
conditions substantially affected the progress of the whole economy. 
This narrowly-based pattern of growth marks the characteristic weakness 
in the country's economic performance. Furthermore, Tanzania's 
agricultural output was largely dependent on smallholder peasant 
farmers. This was the major source of food supply and also accounted 
for more than 75 per cent of the flow of agricultural exports. 35 Other 
agricultural exports were produced on large farms or plantations 
particularly sisal and tea; the majority of such plantations were state 
owned. The promotion of higher levels of agricultural output may be 
more dependent upon a sufficient enlargement in the size of farms by 
smallholders. This is clearly seen as one of the more serious obstacles 
to the development of Tanzania's agriculture. These small units are 
unable to contribute significantly to the development process and, 
except for cash crops, they have not proved able to avail themselves of 
innovations such as fertilisers, pesticides, new cropping patterns, more 
appropriate planting times etc. Since the enlargement of farm units 
into viable agricultural establishments is a necessary condition for 
raising the efficiency and output of agriculture, strong incentives 
should be created for the success of "ujamaa" villages established 
throughout the country in the early seventies. 36 While Ilujamaall 
villages may not have been a largely successful programme as a whole, 
there is little or no doubt that some of these villages have achieved 
respectable production targets. It is generally believed that progress 
towards modern agriculture can only be achieved by building upon the 
35. See Tanzania: Twenty Years of Independence 1961-1981,1 Review of Political and 1conomic 
Performance. op. cit. 
36. 'Ujasaa' villages Is a Tanzanian term for communal rural establishments which were created 
throughout the country between 1969 and 1973, under the villagisation programme the scattered 
peasant farmers who largely depended on shifting cultivation were reorganised by bringing 
them to live together in medium-sized communal establishments of between 50-100 families. It 
was hoped that by coming to live together the individual households would undertake farming 
and other economic activities on communal basis and the central government undertook to 
provide in the 'ujaaaa' villages the basic health care facilities. This programme was 
promoted vigorously by the Government and the ruling party because it was perceived as a 
practical strategy for achieving accelerated agricultural prqduction and improving the 
standard of living of the rural population in the country. 
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success of such enlarged production units and also by accepting the 
need for commercial agriculture by public as well as private companies. 
Unless correct measures are taken in this direction it will be difficult 
to achieve in the foreseeable future substantial increases in 
agricultural productivity. 
In addition, the objective of development policy for the agricultural 
sector in Tanzania should include a substantial diversification in 
agricultural exports which form the corner-stone of the export trade. 
Land and varied climatic conditions in Tanzania give a comparative 
advantage to a considerable number of agricultural products in the 
international markets. This fact, in conjunction with the limited 
absorptive capacity of the domestic market, suggests that all export 
opportunities ought to be fully exploited. Apart from the expansion of 
exports of traditional products such as cotton, coffee, sisal, cashew- 
nuts, tea and tobacco, large export possibilities appear to exist for 
fruits, vegetables, cocoa and other products. To expand the-list of 
agricultural exports, however, there should be a systematic research 
programme and a series of co-ordinated measures towards efficient 
functioning of the enlarged farm units in the country. 
Second, an evaluation of Tanzania's national income indicates that the 
expansion of economic activity during the period under review was 
sustained more through the growth of service sectors, while the directly 
productive sectors were stagnating or declining. This fact was evident 
from Table 2.3 which shows that during the period 1967-1982 the growth 
rate in real GDP at 1966 prices was 3.6 per cent per annum and this 
growth rate was achieved despite a very poor performance of agriculture 
and the manufacturing sector which expanded at an average annual rate of 
growth of only 1.9 per cent and 0.9 per cent respectively. During the 
same period, the service sector achieved a relatively higher growth rate 
of 5.3 per cent. This difference in the rates of growth of the three 
sectors had led the service sector to increase its proportion as 
percentage of GDP from 47.9 per cent in 1967 to 61.6 per cent in 1982 
while the share of agriculture had fallen from 43.6 per cent to 33.4 per 
cent and manufacturing from 8.4 per cent to 4.9 per cent during the same 
period. These rates of growth which reflect that during the study 
period the economy's major source of growth was in the service sector 
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was largely attributed to Tanzania's ambitious programmes in the areas 
of social and economic infrastructure in transport and communication, 
construction, public utilities (electricity and water supply), education 
and health. Needless to say, expansion in these sectors cannot be 
undertaken for a considerable period without- achieving a comparable 
growth rate in the directly productive sectors of agriculture and 
manufacturing. In order to sustain an adequate growth rate over the 
next few years, and to make it possible for the Government to continue 
its ambitious programme of social transformation with economic 
development, Tanzania must not fail to improve the inherent weakness of 
the agriculture and manufacturing sectors. 
Third, all attempts of Tanzania's economic development will be devoid of 
content and prone to failure if they lack emphasis for resolving the 
country's external payments position. As was shown from Table 2.11 that 
during the period under review, imports expanded at nearly twice the 
rate of expansion of exports and that because of the persistent 
imbalance between exports and imports, the Tanzanian economy had been 
characterised by balance of payments difficulties and severe foreign 
exchange shortage. There is little or no doubt that the origins of 
balance of payments problems are largely attributed to the relative low 
growth rate of the output of export products and the lack of substantial 
improvement in their composition as noted above. In this context, some 
suggestions have been offered earlier and there is no need to repeat 
them here. It should be stressed, however, that the other important 
economic feature of the Tanzanian balance of payments is the structure 
of imports which indicate heavy dependence on importation of capital and 
intermediate goods. While the shortage of capital goods is in line with 
the country's early stage of development, it seems certain that the 
rapid increase of importation of intermediate goods reflects the nature 
of Tanzania's industrialisation strategy which has tended to concentrate 
on import substitution industries. The development of import- 
substituting industries can contribute little towards 'economising in 
foreign exchange on account of their usually heavy dependence on imports 
of raw materials. In these circumstances, the structure of the 
industrial sector should be oriented, as far as possible, towards those 
industries utilising domestic raw materials. Behind this argument is 
the contention that industry in developing countries is closely 
47 
interdependent with the agricultural sector, the latter being the main 
source of income and foreign exchange for importation of raw materials 
with the inevitable consequence that industrial activity depends on 
largely uncontrollable fluctuations in agricultural production and 
external demand for exports. This is proved by the Tanzanian experience 
during the period under review, when foreign exchange crisis has 
precipitated considerable reduction in utilization of the installed 
industrial capacity. In addition to shifting away from import 
substitution industries to more natural resource based manufacturing, 
Tanzania should expand industrial exports. The theoretical objections 
to a developing country's heavy dependence on foreign trade refer and 
apply to exports of primary products. 37 On the contrary, the expansion 
of industrial exports is imperative and is generally regarded as 
necessary for improving the external sector of developing countries and 
also for accelerating their rate of development. During the period 
under study, Tanzania has made limited success in shifting exports away 
from dependence on primary commodity production. This was achieved 
through extension of local processing so as to increase the domestic 
value added content of exports of sisal, cashew-nuts, meat canning and 
leather products. In the case of industries which have been set up 
primarily for production to meet domestic demand, only textiles and 
batteries have developed significant export drive as a complementary 
activity. In the case of tyres and metal products, there is 
considerable export market potential to many of its land-locked 
neighbouring countries. Despite these developments and the existence of 
many favourable economic factors, the Tanzanian export structure has 
remained heavily dependent on supplies from the agricultural sector and 
as noted above, is also dependent on the small-scale type of 
agricultural production. The realisation of industrial exports on a 
wide and expanding scale presumes the removal of serious obstacles, an 
exhaustive investigation of which would lie beyond the scope of the 
present study. On broad lines, however, it is expected that this will 
touch upon trade policy, industrial policy, fiscal incentives and 
raising the efficiency of parastatal bodies involved in this sector. The 
relative inexperience of businessmen, the lack of organised trade 
37. See I. B. Griffin and J. L. Inons, 'Policies for Industrialisation' (eds) in Underdeveloplent 
and Developunt, 1. Bernstein, 1973. 
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networks capable of penetrating foreign markets, and the consequent 
increase in the element of risk are serious restrictive factors for the 
expansion of industrial exports in Tanzania. To eliminate these 
factors, export firms must be assisted by special organisations. The 
Board of External Trade exists for effecting such a co-ordination of 
national export activities. What remains is to strengthen its 
professional and technical competence so that its services can be widely 
used by the exporting community in the country. 
Fourth, capital formation reviewed during the period 1967-1985 revealed 
that investment was maintained at an annual average rate of growth of 
15.8 per cent in real terms. As seen from Table 2.7 gross domestic 
investment in 1967 was only 19.5 per cent of GDP, but rose steadily and 
by 1971 it had been increased to 29.3 per cent of GDP and despite inter- 
year variations, it was often maintained in the range of 20-22 per cent 
of GDP until 1982. Furthermore, it was observed that in the 1960's the 
rising trend in domestic investment was supported by a high level of 
domestic saving and that in the 1970's, there was a dramatic drop in 
savings levels and foreign exchange reserves so that this high 
investment level was supported by increasing levels of external finance 
and deficit financing. While it is true, that in the light of foreign 
exchange and saving constraints, Tanzania's investment effort during the 
period reviewed was quite satisfactory, the structure or composition of 
its gross domestic fixed investment was, however, not conducive to the 
objective of rapid economic development. It was noted from Table 2.9 
that the structure of investment was heavily biased in favour of 
economic infrastructureal programmes and the amount of investment funds 
devoted to the directly productive sectors of agriculture and 
manufacturing was relatively insignificant. During the period 1967-1974 
investment in agriculture and manufacturing amounted to only about 25 
per cent of total fixed investment whereas investment in transport and 
communication was maintained above 33 per cent of total investment. 
During the same period the proportion of investment devoted to 
agriculture fell from 9.9 per cent in 1967 to 5.9 per cent in 1974 while 
the proportion of investment going to the manufacturing sector remained 
more or less constant at about 15.0 per cent. In contrast, investment 
in transport and communication increased from 37.9 per cent in 1967 to 
its peak of 49.5 per cent in 1972. However, Table 2.9 shows that 
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between 1975 and 1985 investments in agriculture and manufacturing 
continued to decline while during the same time a disproportionately 
large part of gross fixed capital formation was devoted to "other 
sectors" which include education, health and public utilities 
(electricity and water supply). Although the high proportion of 
investment undertaken by Government in building the economy's 
infrastructure is vital in the development process, it should be noted 
that disproportionate investment in economic and social infrastructure 
may not yield the desired objective of rapid economic growth. In fact 
this experience was witnessed in Tanzania during the 1970's when the 
impressive investment effort was not adequately reflected in output 
expansion. 38 Considering the scarcity of resources and the legitimate 
objective of achieving self-sustained economic growth, it is necessary 
for Tanzania to remove weaknesses of the investment structure so that 
sufficient investment funds would be devoted to the directly productive 
sectors of agriculture and manufacturing. 
38. The phenozenon id which increased capital foriiation does not lead to increased output in the 
econosy has been described in other studies as 'Investsent without growth". See for exasple, 
1. Ihiad, Deficit FinanciM Inflation and Capital Forzation: The Ghanaian Experience, 1960- 
L5, (Veltforus Verlaq, Kunchen, 1970). 
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CHAPTER 3 
THE STRUCTURE OF THE FINANCIAL SYSTEM 
3.1 Introduction 
The Tanzanian banking system has been developed largely after 
Independence in 1961. It comprises the Bank of Tanzania as the Central 
Bank, Commercial Banks, Development Banks and a number of other 
financial institutions which cater for the specialised needs of the 
domestic economy. However, before examining in detail the contemporary 
institutional framework, it might be appropriate to dwell briefly on the 
financial structure which existed in Tanzania during the period prior to 
Independence. 
The financial system in the colonial period was devised by the British 
authorities and was administered by the East African Currency Board 
(EACB) which was established in 1919. The Board operated in Tanzania 
mainland, Kenya and Uganda while Zanzibar was bought under its purview 
in 1936. The board was authorised to issue East African Shilling notes 
and coins against sterling and redeem local currency into sterling. ' In 
order to safeguard the value of and income from foreign capital, the 
Board had to maintain a hundred per cent currency cover in foreign 
exchange which was invested in British government stocks in London. 
This arrangement guaranteed a parity relationship between the East 
African Shilling and Sterling, and the local currency was freely 
convertible into sterling on demand at the par value. 2 The most 
important characteristic of the monetary system which functioned in 
Tanzania during the colonial period, was the absence of a monetary 
authority to implement the conventional discretionary monetary policy 
instruments according to the needs of the domestic economy. On the 
contrary, the Currency Board functioned primarily as a currency changer 
responsible only for issuing and redemption of local currency. The 
obvious implications of this monetary arrangement was that the Board 
For a fuller discussion on the activities of the East African Currency Board, see for 
emple, J. Kratz, 'The East African Currency Board' op. cit. J. Loxley 'Structural changes 
in the Nonetary Systeii of Tanzania' in L. Cliffe and J. Sand, eds, Socialisit in Tanzania Vol. 
2 (East African Publishing House, Dar es Salaait, 1973). 
2. Ibid. 
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could not possibly exert any influence in the money supply by methods 
normally used by Central Banks, such as making short-term loans to the 
Government or to Commercial Banks or by making investments in Government 
Securities. Therefore, money supply in East Africa could only increase 
if there was a surplus in its foreign trade, or if there was -capital 
from outside for investment, or if anyone in the region received money 
from outside and if the movements were in the opposite direction, money 
supply contracted. 3 Accordingly, the pace of growth of the domestic 
economies of the three member countries was largely determined by the 
availability of sterling assets. 
In order to make the money supply more responsive to the needs of the 
domestic economies, the Board was authorised in 1955 to issue East 
African currency against purchases of securities issued or guaranteed by 
any of the Governments of the Currency Board area. 4 This was an 
extremely important change in the functioning of the currency board not 
only because it marked the introduction of fiduciary issue, but because 
it provided more flexibility to the currency circulation and proved to 
be an important source of Government finance. Within the overall limit 
of the fiduciary issue, each Government was allowed a specified amount 
and the established limits of fiduciary issue were subsequently 
increased in 1960,1963 and 1964. It may be noted, however, that in 
actual practice, the Board never utilised the limits to the full extent. 
The other important departure from the rigid currency system occurred in 
1961, when the Board was authorised to lend to the commercial Banks 
during the seasonal peaks. This took the form of discounting and 
rediscounting of bills and other appropriate instruments issued in 
connection with the marketing of specific crops. The Board could 
provide crop-finance according to borrowing limits placed on individual 
Commercial Banks, but there were no territorial allocation of such 
funds. 5 Apart from the important changes in the currency system as it 
operated after 1955, the EACB was not a monetary authority and had no 
3. See D. Mead, 'Monetary kBalysis in an Underdeveloped Sconoij: I Case Study of Three last 
1frican Territories', Yale Ecomic Essays Vol. 3 lo 1 (Spring, 1963). 
4. J. Loiley, 'Structural Changes in the Monetary Systeii of Tanzania', op. cit. 
5. See H. H. Binhasser, 'The Developent of a financial Infrastructure in Tanzania', sconolic 
Research Bureau, Phonograph Series 1, University of Dar es Salami, (last 1frican Literature 
Bureau, 1975). 
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regulatory powers and as such, monetary arrangement during the colonial 
period was fundamentally inadequate to promote an accelerated pace of 
economic development; its structure and limitations are identical to any 
other currency system devised in the former colonies around the world. 6 
The colonial governments were primarily concerned with maintaining law 
and order and running routine administration and not with problems of 
economic development. However, the above changes through which the 
Board attempted to provide a modicum of central Banking facilities were 
far from being responsive to the needs of the newly independent 
Governments of East African Countries. The EACB ceased functioning in 
1966 when Central Banks came into existence in its three member 
countries and it was formally wound up in 1972. 
During the colonial period, commercial Banks which operated in Tanzania 
were mostly branches of the British Banks with their head offices in 
London. The main function of the expatriate Banks was to provide credit 
requirements for export production and financing imports. The principal 
feature of lending by expatriate Banks was their preference for short- 
term credits of self-liquidating character to firms and owners of 
plantations which were predominantly controlled by British nationals. 
As such, expatriate Banks were engaged primarily in serving the trading 
and economic interests of their parent country. It was therefore, not 
surprising that expatriate Banks applied rigid lending requirements for 
credit needs to finance industrial and agricultural development. 
Moreover, Commercial Banks during the colonial period had a very limited 
branch network confined to the major towns. The result of this 
structure was that the rural areas were not served by expatriate Banks 
which looked upon encouragement of savings among Africans and the 
financing of African enterprise as an ancillary actiVity. 7 To a large 
extent, expatriate Banks financed their foreign trade lending operations 
through dependence on metropolitan head offices. Since the EACB 
operated a system under which there was free convertibility of the local 
currency into sterling and vice versa at a fixed exchange rate, the 
6. for a detailed description of the operations of the British Colonial Currency Boards, see for 
emiple, M. Newlyn, Xoney in an 1frican Context, (Oxford University Press); V. T. Newlyn, 
and D. C. Iowan Xoney and Banking in British Colonial 1frica (Oxford University Press London 
1954); P. V. Bell, The Sterling Area in the Post-Var World", (Clarendon Press, Oxford, 1956). 
7. H. H. Binhajiser, 'The Developaent of a financial Infrastructure in Tanzania', op. cit. H. 40. 
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expatriate Banks were insulated from any exchange risk and this 
situation facilitated operations with their head offices. 
The operations of the Commercial Banks which, as noted above, were 
mainly concerned with providing financial services to the external trade 
of the country and the extremely rigid currency system of the Board 
whose function for most of its life was the automatic issuing and 
redemption of currency, provided a financial institutional structure 
which was not responsive to the general credit needs of the domestic 
economy and was fundamentally deflationary. The newly independent 
Government of Tanzania was aware of the shortcomings of the expatriate 
Banks and the failure of the currency board monetary arrangement to 
stimulate economic development. In view of the foregoing, the Tanzanian 
Government embarked in the early sixties on a sustained effort on the 
question of creation and development of indigenous Banks and other 
financial institutions which provide today a solid foundation for the 
domestic monetary and credit system which is designed to serve better 
the needs of the Tanzanian economy. The remarkable process of 
transformation of the financial system in the 1960's and 1970's would 
not have been complete without the establishment of a central Bank as 
the monetary authority. The functions and operations of the Bank of 
Tanzania, Commercial Banks, development Banks and other types of 
institutions which collectively constitute the Tanzanian financial 
structure will be described in detail in the following sections. 
3.2 The Bank of Tanzania 
In recognition of the shortcomings of the monetary arrangement under the 
currency system, an attempt was made in the early 1960's to evolve the 
East African Currency Board into a full central Bank to serve the three 
countries. However, it was realised after some discussions that the 
creation of an effective central banking system for the entire area 
would ultimately depend upon the establishment of a political union or 
federation with a harmonized economic development policy. However, 
political federation at that time appeared to be unlikely. In the light 
of these circumstances, the decision was taken by the three East African 
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Governments in 1965 to establish separate central Banks and currencies. 6 
The Bank of Tanzania Act was passed by the National Assembly in December 
1965 and the Bill became law on 6th January 1966, establishing the Bank 
of Tanzania (BOT) as a central Bank. The Bank commenced operations on 
14th June 1966 and its principal functions comprised of traditional 
central Banking functions; namely, issue of currency, Banker to the 
Government and its fiscal agent, banker to banks, regulation of banking 
and credit, management of gold and foreign exchange reserves of Tanzania 
and to act as Government's agent in respect of functions conferred by or 
under any international agreement to which Tanzania is a party. The 
Bank of Tanzania Act 1965, has since been amended twice; in 1971 and 
1978 and the Banks functions as described in the present study relate to 
the Act as it stands now after the 1978 amendment. 
(a) Currency and Its Issue 
The Bank has the sole right to issue Bank notes and coin in Tanzania and 
only Bank notes and coins issued by the Bank are legal tender for 
payments of any amount. 9 The principal responsibility of the Bank is to 
supply Bank notes and coins to the various sectors of the economy. In 
this regard, the Bank has to ensure that there are always adequate 
stocks of notes and coins, and that the distribution system is 
satisfactory. The Bank is therefore responsible for assessing estimates 
of the demand for the various denominations of currency notes and coins 
over a reasonably long period so that adequate supplies can be obtained 
well in time before the existing stocks are exhausted. This procedure 
involves studies of behaviour of currency in circulation in relation to 
the trends in other sectors of the economy, such as agricultural 
production, industrial production, banking system etc., and making 
forecasts from these studies of the future requirements of cash. The 
movements of currency from the Bank to the public and vice-versa takes 
place largely through the Commercial banks. In this regard, banks 
The atteipts We by the last Ifrican Govements to evolve the East Ifrican Currency Board 
into an effective central banking systea for the entire area are discussed by E. I. K. Xtei, 
'lank of Tanzania - The Challenge of the founding and later Years', in Central Banking in 
Socialist Transforiiation of Tanzania (Bank of Tanzania, Dar es Saliali, 1976); See also 
lzvin Blusenthal, 'The Present Monetary Systes and its future: Report to the Govermiept of 
Tanzania, (Dar es Salami, 1963); I. T. lewlyn, 'Econoaic Policy in Uganda', ! tLorLof the 
Econoiic Advisor Ministry of finance (Entebbe 1959). 
9. See Bank of Tanz; nia Ict 1965 Sections 24-36. 
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obtain the currency they need from the Bank by either borrowing from it 
or selling some of their monetary assets like treasury bills to it. The 
banks return to the Bank currency amounts they do not require and this 
repays the loans taken from it earlier or acquire assets from it. In 
this way when currency circulation is expanding, the outflow is greater 
than inflow and vice-versa when it is contracting. 
Bank of Tanzania notes which are currently in circulation as legal 
tender are of the following denominations: T. Shs 10/, 20/- and 100/-. 
As regards their relative importance, at the end of June 1970,10/- 
notes accounted for 15.1% of total circulation, 20/- notes 30.9% and 
100/- notes 45.5%. However, over the years-the 100/- notes have come to 
occupy a dominant 10 position mainly as a result of inflation. As at 
the end June 1984,100/-notes accounted for 86.1% of the total 
circulation while the 20/- notes accounted for 8.7% and the 10/- notes 
5.2% only. It is interesting to note that during the same period the 
currency circulation accounted for by coins has increased from 2.8% in 
1970 to 6.9% in 1984. 
(b) Banker to the Government and Fiscal Auent 
The Bank's function as Banker to the Government is considerably wider 
than that of a commercial bank to its customer. In addition to 
rendering the conventional banking services like maintaining bank 
accounts for the various Government ministries receiving funds for 
deposit, making transfers of funds or payments on their behalf, handling 
cheques, drafts, bills of exchange and other securities on behalf of the 
Government ministries and so on, the Bank keeps a watch on expenditures 
by them in relation to the votes sanctioned by the National Assembly in 
the annual budget and draws their attention as well as that of the 
Treasury if the expenditures are likely to exceed the votes. In order 
to discharge this responsibility, the Bank maintains five types of 
Government accounts namely, Recurrent Revenue, Development Revenue, 
Recurrent Expenditure, Development Expenditure and certain miscellaneous 
deposits and expenditures for Special funds created in the budget. " 
See Bank of Tanzania, ECOnOlliC and Operations Report., (June 1984) pp 61-62. 
Bank of Tanzania : Its lole and Functions., (Bank of Tanzania Dar es Salaaa, 1979). 
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For this purpose all ministries, regions and Government departments have 
both types of Expenditure Accounts. As regards revenue, only the 
regions and some ministries and the Treasury have Recurrent Revenue 
accounts, while only the Treasury has the Development Revenue. The 
recurrent revenue deposited in all accounts, and the development revenue 
are ultimately credited to the Exchequer Account for the Treasury 
maintained in the Bank and this is the Government's principal account. 
'When the Treasury releases funds to the various spending units according 
to the votes sanctioned for them, the Exchequer Account is debited and 
the account of the ministry, region or department concerned is credited 
with the funds released to it and debited when expenditures are made by 
them. The Bank can then watch the expenditures by these organisations 
and warn them as well as the Treasury well in time before the funds are 
exhausted. 
The Bank of Tanzania as banker to the Government, is authorised under 
Section 39 of the Act, to give to the Government all types of credits 
i. e. short, medium and long-term and to the public authorities only 
medium and long-term credit provided it is guaranteed by the Government 
as to the payment of interest and repayment of principal. 12 According 
to the above provisions, credit to the Government can be in the 
following ways: 
Direct advances 
Purchasing and holding Securities issued by the Government. 
However, the statute stipulates that medium and long-term credit can 
only be in the form of purchase of negotiable securities i. e. those 
securities which can be bought and sold in a market and which mature 
later than 12 months from the date of issue. The Bank is not permitted, 
under its statute to make other forms of credit such as term loans. The 
underlying objective is that the Bank should be able to conduct open 
market operations by using these securities in order to influence money 
supply. Hence, the requirement that the securities should be 
negotiable. 
12. Bank of Tanzania let 1965, Sections 39 and 10. 
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The Bank's lending to Government has to be in accordance with the 
lending ceilings specified in the Act; on short-term lending in the form 
of direct advances and holdings of Treasury Bills and in long-term 
lending in the form of holdings of long-term securities. In the 
original Act, the total outstanding credit by the Bank of Tanzania to 
the Government in any financial year was limited to 45 per cent of the 
average of recurrent revenues for the immediately preceding three years. 
Within this overall limit, outstandings of direct advances had a ceiling 
of 20 per cent and the balance 25 per cent was for negotiable securities 
issued by the Government, or issued by a public authority and guaranteed 
by the Government, holdings of long-term securities were limited to 10 
per cent. Under this arrangement, the Bank's holdings of Treasury Bills 
could be 15 per cent or more of the average recurrent revenues depending 
on its policy regarding the purchases of long-term securities. These 
provisions have since been amended so that now there is a ceiling on 
total short-term credit given by the Bank by way of direct advances and 
holdings of treasury Bills. Moreover, the relation of the ceiling to 
Government's revenues has been altered in two important respects. 
First, instead of taking the recurrent revenues i. e. taxes, fees and 
income as the basis for working out the percentages, the amended 
provisions take recurrent revenues as well as revenues from loans, 
grants from both external and internal sources except credit obtained 
from the domestic banking system. Second, instead of relating to the 
average of three preceding years, the limit is related to the budgeted 
revenues of the current year. The reasons for these two changes are 
that short-term credit from the Bank to the Government is mostly for the 
purpose of meeting temporary gaps that occurs from time to time between 
revenues and expenditure, so it should be related to the current total 
budgeted revenues rather than to revenues which are only a part of the 
total revenues of the Government. However, credit from the banking 
system is excluded from these revenues because it is to control such 
credit that the limit is placed. The present limit on total short-term 
credit given by the Bank to Government is 1/6 of the annual budgeted 
revenues i. e. equal to 2 months revenues at the average monthly rate for 
the year. Moreover, the direct advances have to be repaid within 180 
days instead of within 300 days as formerly. 
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As regards holdings of long-term securities by the Bank, the earlier 
limit of 10 per cent of average recurrent revenues had become rather 
unworkable because the total amount of long-term securities that the 
Bank is required to hold depends on a variety of factors such as (i) the 
domestic resources for development; the Govenment needs to raise each 
year by issuing Government stock, (ii) the amounts of such stock which 
investors other than the Bank are expected to take up and the shortfalls 
if any, in their performance, (iii) the purchases of stock offered to 
the Bank by members of the public needing cash, Uv) the need to use 
open market operations as an instrument of monetary policy and so on. 
It is not possible to work out the combined effect of all these factors 
in terms of a single arithmetic limit. Moreover, credit by the Bank to 
the Government is an important instrument of monetary policy and as such 
should be governed by considerations wider than a simple formula. 
Hence, in the amended provisions the limit on holdings of long-term 
securities by the Bank is to be as laid down in the annual Finance and 
Credit Plan which will be discussed later in this chapter. In this way 
it is directly related to the particular objectives of monetary policy 
for each year. 
It may be of interest to note that in the 1960's and early 1970's, 
Government borrowing from the Bank of Tanzania was negligible. The 
total budgetary financing requirement as shown in Table 3.1 for 1967 was 
Shs 294.4 million representing 4.4% of GDP for that year. However, by 
1975 the total budgetary financing requirements had increased to 
Shs2,225.0 million or 13% of the GDP and rose sharply in 1980 when total 
financing requirement was Shs 5430.9 million representing 14% of the GDP 
for that year. In view of the persistently rising budgetary deficits as 
shown in Table 3.1, the Tanzanian Government expenditures have 
increasingly relied on domestic borrowing and on foreign aid i. e. loans 
and grants. In recent years, especially after 1979 total lendings by 
the Bank have come quite close to the permissible maxima. When the 
ceiling for short-term finance is reached and the Government still needs 
financing, the Bank can lend only through the purchase of medium and 
long-term securities. Here, until the 1978 amendment of the Bank of 
Tanzania Act, there was a major difficulty because the ceiling specified 
by the Act proved too low on certain occasions and it became necessary 
for the resources of the National Bank of Commerce to be utilised for 
59 
I 
(L) 
03 
(1) 
0) 
04 
0 
"rI 
v-I 
a) 
-4 
Iz -Z ýz -Z I: m 
- .t I- - It I-i :; z t L t 
41 
N OZ NN 
T: = *Z: :3 
tý 
I-. 
0 
4. 
a 
0 
4. 
0. 
0 
a 
a "-. 
-- 
a. a 
a .. a. Fa 
a 
"0 "4 
aa 
. - 
0 
I-. - a 
C. 
a 
a 
a 
C 
0 
to 
the purpose. This rigidity in the law has been reduced by the amendment 
and now the ceiling for the Bank's holdings of medium and long-term 
securities for any year is based on that year's Finance and Credit Plan 
which, as will be seen later, can be modified during the year if 
circumstances so warrant. 
In its capacity as fiscal agent to the Government, the Bank has the 
responsibility of management of the Public Debt or debt obligations 
which the Government has incurred in the form of marketable (negotiable) 
securities. Other forms of borrowing by the Government such as that 
through non-marketable securities like National Savings Bonds, Premium 
Bonds or through direct loans from private parties are not regarded as 
part of the public debt and the Bank is not required to handle them. 
Instead these are looked after by the Treasury. Management of Public 
Debt involves issuing Government Securities, payment of interest on 
them, registering transfers and conversion, and redemption of the 
securities. Government securities issued by the Bank include short-term 
securities which consist of largely Treasury Bills and long-term 
securities which include Stocks and bonds. The amount of finance which 
the Government desires to raise through the issue of securities is 
worked out at the time of preparing the annual budget. The Bank advises 
the Treasury on the maturities in which the total amount should be split 
and the appropriate interest rates for the maturities. The total issue 
ultimately determined by the Government forms part of Development 
Revenue and is then allocated amongst various financial institutions 
which include, the Bank, Commercial banks, National Insurance 
Corporation, National Provident Fund etc., and as shown in Table 3.2. 
the leading institutional investors are the Bank and Commercial banks. 
The amount of issue held by financial institutions each year is well 
above 72% of the total issue for that year while holdings by the "other" 
investors which include the private sector is on average below 3% of 
total issue. This phenomenon is familiar in developing countries where 
the absence of money and capital markets greatly affects the process of 
buying and selling of Government securities and as a result, a large 
part of securities issued are held by financial institutions and other 
public organisations. As a consequence, the Bank of Tanzania cannot 
possibly use open market operations as a monetary policy instrument. 
The phenomenon of the absence of money and capital markets and its 
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implications on the effectiveness and the way monetary policy is 
conducted in Tanzania will be discussed in greater detail in the next 
chapter. 
(C) Banker to banks 
The Bank of Tanzania is banker to banks; providing all the usual types 
of banking services including opening accounts for them, receiving and 
paying money for these accounts and making transfers of money on their 
instructions. The accounts which commercial banks have with the Bank 
are used by them for depositing their surplus funds and drawing cash 
which may be required for making payments to the Government on behalf of 
their customers or themselves or for buying foreign exchange from the 
Bank needed for meeting their external obligations. The Bank of 
Tanzania can make use of these accounts for the purpose of implementing 
monetary policy by specifying the minimum amounts the Banks should 
maintain in these accounts in relation to their deposit and other 
liabilities. In this regard, the Bank has currently specified that 
Banks must always maintain a minimum balance in these accounts related 
to their deposit liabilities as follows: 13 
0.5% of balances on current account and 0.25% of balances on fixed 
deposits and savings accounts. This means that if at any time, 
the Banks have to draw from their accounts such a large amount 
that this minimum cannot be maintained then they have to borrow 
from the Bank. 
Unlike credit to Government by the Bank, credit to banks is not subject 
to any ceilings in the Act. The reason is that the amount of such 
credit and the terms and conditions on which it is given are, as will be 
seen in the next chapter, important instruments of monetary policy and 
hence are matters to be determined by the Bank from time to time in the 
light of the needs of the particular situation in the domestic economy. 
The provision in the sections relating to credit operations are, 
therefore, of an enabling nature, i. e. they state the purpose for which 
13. See Bank of Tanzania : Its Role and Functions, op. cit. 
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Treasury Bills Issued Durina the Period 1967-1985 
(end of period figures) 
Table 3.2 
(Million Shillings) 
Year 
Bank of 
Tanzania 
Commercial 
banks 
Public 
authorities' 
Other Total 
1967 3.7 30.0 27.0 6.2 66.9 
1968 12.6 104.0 15.7 4.3 136.6 
1969 134.3 41.0 14.8 7.0 197.1 
1970 190.0 - 83.2 6.6 279.8 
1971 336.7 15.0 51.5 3.9 407.1 
1972 235.5 99.0 26.1 6.6 382.7 
1973 211.6 143.0 52.4 12.3 419.4 
1974 399.0 371.0 36.2 11.1 817.3 
1975 576.0 801.0 28.8 21.7 1526.8 
1976 668.4 1256.0 96.8 19.3 2040.8 
1977 259.5 - 264.6 5.9 530.0 
1978 1019.2 70.0 285.9 8.1 1383.2 
1979 1182.0 1375.0 384.2 122.7 3063.9 
1980 1213.0 2850.0 444.1 184.8 4691.9 
1981 1220.4 4170.0 335.6 228.3 5954.3 
1982 483.0 6630.0 313.4 336.2 7762.8 
1983 782.3 8050.0 165.4 393.0 9390.7 
1984 3.0 9050.0 71.1 1659.0 10783.1 
1985 7.1 5050.0 9042.1 492.3 14591.5 
Includes Treasury bills held by NPF, NIC and other financial 
institutions. 
Source: Bank of Tanzania, Economic and Operations Report, (various 
issues) 
63 
and the manner in which different types of credit can be given leaving 
it entirely to the Bank to determine the general terms and conditions 
under which it extends credit to banks and the rates of interest it will 
charge them. The required amounts are lent usually against the 
security of eligible crop finance or other bills. The Bank could of 
course buy such bills outright from the bank concerned instead of 
lending against them. However, this method is not used mainly because 
of two reasons. Firstly, the amount of cash to be supplied to banks can 
be more tightly regulated to the actual needs when it is lent against 
the security of bills than when it is made available by purchasing them. 
Secondly, when a purchased bill matures, the amount has to be recovered 
from the drawer and in case of his failure to pay, from his bank. This 
involves the Bank in some work which is not required to be done when 
using the first method. 
There are a variety of circumstances when the Bank is required to lend 
to Banks. of these the most common are M seasonal phenomenona, and 
(ii) strain on the liquidity of the economy. If, as is usually the 
case, the banks find that they cannot meet the demand for cash from 
their own resources, they borrow it from the Bank. However, borrowing 
caused by seasonal factors lasts for a short while only because in due 
course cash returns to the banks as a result of the public and the 
Government spending money on purchases of locally available goods and 
services and the sellers of these goods and services depositing the 
money in their bank accounts. If however, banks are unable to repay 
their borrowing to the Bank in this manner and continually remain 
indebted for long periods, then it is a more serious matter. Such a 
state of affairs generally arises because the liquidity of the whole 
economy is under a strain caused either by a large and persistent 
balance of payments deficit or by the Government taking away more money 
from the public through taxes, and borrowing than what it returns 
through expenditures on wages, salaries, goods and services. In the 
Tanzanian context the Government has generally been doing the opposite, 
i. e. spending more than its revenues and has been financing the gap by 
borrowing from the Bank, its operations do not strain the liquidity but 
on the contrary, increases it. However, strain on the liquidity of our 
economy often occurs due to a heavy drain of foreign exchange reserves 
on account of serious balance of payments difficulties. There are other 
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circumstances when banks may be required to borrow from the Bank. In 
all lending by the Bank, it is not enough merely to provide the funds 
needed by the banks, but to probe into the circumstances which 
necessitate the lending and take appropriate policy measures to control 
the lending. 
In the original Act the provision in the sections relating the Bank as 
banker to banks was limited to only Commercial banks. However, 
following the 1978 amendments to the Act, the Bank of Tanzania is 
allowed by its statute to conduct ordinary banking business with some of 
the financial institutions classified under the Act as "Designated 
Financial Institutions" or Simply DFI'S. 14 The 1978 amendments to the 
Act, therefore, enable the Bank to be banker to banks and designated 
financial Institutions. 
(d) Management of External Reserves 
The Bank of Tanzania has the responsibility to maintain external 
monetary stability and the various specific responsibilities such as 
maintaining an adequate level of reserves of external assets, 
administering laws relating to controls on imports, exports, foreign 
exchange transactions and administering payments agreements between 
Tanzania and other countries and being banker to foreign central banks 
and International financial institutions. The functions performed by 
the Bank in relation to maintenance of external monetary stability will 
be described in the next section. However, the various specific 
functions enumerated above and which will be covered in this section can 
be conveniently grouped under three main groups: 
Under the Bank of Tanzania Act 1978, the financial institutions are divided into three broad 
categories: banks, Specified Financial Institutions (SFI) and designated financial 
Institutions (DFI). In the first group, fall the National Bank of Commerce and the Peoples 
Bank of Zanzibar as they are engaged in the 'banking business' which under that law leans the business of receiving money on current account subject to withdrawal by cheque. A Specified 
financial institution means a credit institution, other than a bank, which is specified by 
the Bank for the purpose of the Act. This includes the Bank's powers of regulation and 
control of rates of interest and terms and conditions of credit. Designated financial institutions is a sub-division of the Specified financial institutions. The HOT has at 
present indicated the Tanzania Investment Bank (TIB), Tanzania Rural Development Bank, (TRDB) 
and Tanzania Housing Bank (THB) as designated financial institutions. 
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W maintenance of external assets reserve 
(ii) Administering the various types of controls relating to the 
country's external transactions and 
(iii) Co-operation with foreign central banks and international 
financial institutions. 
Maintenance of external assets reserve 
Central Banks all over the world, have held reserves of external assets 
for two main reasons. Firstly, in order to safeguard the value of their 
currency in terms of gold or foreign exchange, their statutes required 
them to hold reserves of such external assets equal in value to a 
certain fixed percentage of the total currency issued by them or to the 
amount of currency issue in excess of a certain fixed amount. Such 
legal provisions regarding gold and foreign exchange cover for note 
issue are found in the statutes of the older Central Banks. More 
importantly all Central banks hold these reserves to act as a buffer 
against adverse movements in the country's balance of payments with the 
rest of the world and to manage the exchange rate and influence the 
domestic economy. The Bank of Tanzania holds reserves for this latter 
purpose. In doing so it has to pay attention to the composition of 
reserves and their overall level. As regards the former, in the 
original statute the Bank was required to use its " best endeavours" to 
maintain a reserve of these assets which was equal to not less than the 
value of four months imports. This requirement has now been altered and 
the Bank is asked to use its best endeavours to maintain a reserve which 
in its opinion is adequate for the purpose of the country's annual plans 
and international transactions. For this purpose, the Bank holds a 
variety of external assets of which, foreign exchange i. e. current 
account balances with banks abroad, interest yielding fixed term 
deposits, treasury bills, or other securities available in foreign money 
markets etc., accounts for the largest part of the reserves. The Bank 
has to decide from time to time how much should be held in current 
accounts, invested in fixed deposits, or securities and distribution of 
foreign exchange holdings between different reserve currencies. The 
guiding considerations in the management of foreign exchange reserves 
are therefore liquidity, income and risk involved. Generally the 
situation in regard to all the three aspects is continuously changing so 
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that the Bank has to keep abreast of the developments in the leading 
international foreign exchange and money markets as well as in 
Tanzania's balance of payments and adjust its holdings of different 
currencies from time to time in the light of information available and 
after careful balancing of these three aspects. 
Other assets in the external reserves are the SDR's allocated to 
Tanzania by the International Monetary Fund (IMF) and Tanzania's quota 
in the IMF. The SDR's can be used either for making payments to the IMF 
for such purposes as charges on drawings from it or repayments of 
drawings or for buying foreign currencies needed by the Bank. The quota 
can be used for buying foreign currencies required to meet balance of 
payments deficits but only under the terms and conditions laid down by 
the IMF. 15 Under certain circumstances an amount up to 25% of the quota 
can be regarded as forming part of the external reserve. Gold can also 
be held as a reserve asset as it can be used for making payments to 
other countries or buying foreign currencies. 16 
(ii) Administering the various types of controls relating to the 
country's external transactions 
Under Section 55 of the Bank of Tanzania Act, the Bank is required to 
exercise such functions in the administration of any law relating to the 
control of foreign exchange transactions. Statutory exchange control 
was introduced in the country in 1951 and the current Exchange Control 
Ordinance (Cap 294) and the Subsidiary legislation and rules made under 
it, together form one of the most important means for economic 
management in Tanzania. The Ordinance provides that all transactions 
involving foreign exchange are prohibited unless permitted directly by 
the Bank of Tanzania or indirectly through the authorised dealers. The 
transactions fall under the broad areas included overleaf: 
15. See Bank of Tanzania : Its Role and functions, (Bank of Tanzania, Dar es Salaal, 1979) op. 
cit. 
16. Ibid. p 67. 
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(a) Purchase, sale, borrowing or lending of foreign currency and 
the maintenance of balances in foreign countries. 
(b) Payment to non-residents or into their accounts in Tanzania. 
(c) Import or export of any financial instrument or Bill of 
Exchange. 
(d) Transfer 'of securities between non-residents and residents 
and holdings of foreign securities. 
In administering the ordinance, the Bank has to consider applications on 
case to case basis and decisions are taken on them in the light of 
prevailing policy of the Government. 17 
The Bank of Tanzania is also responsible for Import Control which is 
administered through Import -Licences. The legal basis for import 
licensing' is the Import Control Ordinance of 1951 (Cap 292) as amended 
by the Finance Act 1973. This ordinance applies to Tanzania mainland 
only. Zanzibar controls her own imports under her own regulations. 
Until november 1971 import licensing was administered by the State 
Trading Corporation (now defunct). Since then the work has been 
transferred to the Bank. In discharging this responsibility, the Bank 
is advised by the Import Licensing Advisory Committee which consists of 
the Ministry of Trade and Industries, the Ministry of Finance and 
Economic Planning, the Board of Internal Trade, the State Motor 
Corporation, the Economic Division of State House and the Bank of 
Tanzania. 
(iii) Co-operation with foreign Central Banks and International 
financial Institutions 
It is generally the practice of Central Banks of Countries which have 
close economic relationships to open accounts with each other. The Bank 
of Tanzania has several such accounts with itself of foreign Central 
Banks and itself maintains accounts with other Central Banks. Moreover, 
the Bank maintains accounts for those International financial 
institutions of which Tanzania is a member in order to facilitate their 
work. In particular, the Bank has the statutory duty to handle all 
17. For further discussion, see I. I. K. Xtei, 'Exchange Control' in Bank of Tanzania, Econolic and 
Operations Report, (June 1973). 
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matters relating to payments, in respect of Tanzania's membership of the 
International Monetary Fund. Another important activity in this regard, 
is participating in the work of organisations of Central Banks for 
promoting monetary co-operation at the sub-regional and regional levels 
in the African continent. 
(e) Maintenance of Domestic and External Monetary stability 
The Bank's principal function is to maintain internal as well as 
external stability and for that purpose it keeps a close watch on the 
growth of money supply. This function places on the Bank the 
responsibility to promote conditions in which the total supplies of 
credit and foreign exchange will match the planned demand for them and 
in which the mechanism of credit and exchange distribution is such that 
each sector receives its appropriate share of the two in line with the 
national priorities of these sectors. This objective of the Bank is 
worded in the Act, Section 5 (2) as here-under: 
"within the context of the economic policy of the Government, the 
activities of the Bank shall be directed to the promotion of 
credit and exchange conditions conducive to the rapid growth of 
the national economy of Tanzania, due regard being had to the 
desirability of fostering domestic and external monetary 
stability". 
The objective of promoting monetary stability is quite common in the 
legislation of Central banks in both the developed and in the developing 
countries. The extent and manner by which a central Bank can succeed in 
this endeavour depends largely upon the policies and financial system of 
a particular country. 18 In a highly developed financial system with a 
large variety of financial markets and institutions, monetary stability 
of the economy is achieved by the central bank by using various monetary 
policy instruments and other direct control measures. However, in the 
case of Tanzania, as elsewhere in the developing countries, there are 
only a few financial institutions and the range of financial assets 
available to the public is very limited indeed. In view of the 
18. See S. M. Sen, Central Banking in-Underdeveloped Noney Markets, (Calcutta, 1952); and J. D-V. 
Olakanpo, 'Monetary managezent in Dependent Sconozies' Econgica XXVIII (Nov 1961) OP. cit. 
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foregoing, and also because of Tanzania's Socialist type of development 
strategy, the task of controlling credit and foreign exchange is 
achieved through a system of financial planning. For this purpose a 
special committee was established in 1972 with representatives drawn 
from the Ministry of Finance and Economic Planning, National Bank of 
Commerce, Bank of Tanzania and other relevant institutions. In this 
regard, the Bank plays a leading role in the formulation, implementation 
and supervision of two financial plans namely, the Finance and Credit 
Plan, and the Foreign Exchange Plan. In view of the importance attached 
to the technique of centralised planning as the method for achieving the 
objective of domestic and external monetary stability, the manner in 
which the Finance and Credit Plan and the Foreign Exchange Plan are 
worked out will be described briefly in the following paragraphs. 
The underlying idea of the Finance and Credit Plan is that changes in 
currency and bank deposits, which are the monetary liabilities of the 
banking system to the rest of the economy, should be equal to changes in 
the monetary assets such as credit to the Government and the rest of the 
economy and foreign exchange. This means that once the amount of 
desirable increase in the money supply is established over the financial 
year then it is possible to work out how this could be brought about 
through policy-induced changes in the credit given by the banking system 
to the Government and to the rest of the economy and changes in the 
holdings of its foreign assets in a manner consistent with the 
development objectives of the economy. For the purpose of this plan the 
change in the holdings of foreign assets of the banking system is a 
given factor, because that is worked out in detail in the Foreign 
Exchange Plan as will be described in the next paragraph. 19 If the 
reserves are expected to rise by a substantial amount and thus exert-an 
expansionary impact on money supply, then domestic credit expansion is 
curbed while if they are expected to fall and thus contract money 
supply, domestic credit is allowed to expand. Having allowed for the 
19. For a detailed discussion on the foundation and implementation of the Finance and Credit Plan 
and the Foreign Exchange Plan. See for example, C. N. lyirabu, 'Finance, credit and Foreign 
Exchange Planning Since the krusha Declaration : Experience, Problems and Prospects", in Bank 
of Tanzania, Economic and Operations Report (June 1978); D. T. S. Ballali, 'Financial Planning 
in Tanzania: The Finance and Credit Plan and the Foreign Exchange Plan', Uchuli Vol. I No 2 
(Dar es Salaam 1974); J. Loxley, 'Financial Planning and Control in Tanzania$ in Towards 
Socialist Planning, eds. Uchumi, Tanzania Publishing House, Dar es Salaam, 1972). 
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increase or decrease in money supply likely to be caused by the change 
in foreign assets, the balance of the planned increase in money supply 
is brought about through planned changes in bank credit to Government 
and to the rest of the economy. The major policy decision here concerns 
the allocation of bank credit as between the Government and the rest of 
the economy. Once this major allocation problem is solved, the sectoral 
allocation of bank credit is handled by commercial banks. 
In the case of the Foreign Exchange Plan the objective is to match the 
demand for it with the supplies likely to be available during the 
financial year. The first task is to make a very careful estimate of 
foreign exchange and then to allocate this amongst the different uses 
according to their relative priorities from the national point of view. 
The major components of the supply estimates are exports, income from 
invisibles (e. g. freight, insurance, tourists, etc. ), and loans and 
grants received from abroad by the Government, parastatals and the 
private sector. On the demand side, the major components are imports, 
such as raw materials, spare parts, machinery, ýetc., payments for 
invisibles, and repayment of loans obtained earlier. The balance is 
allocated to items considered absolutely essential like oil, medicines, 
hospital equipment, and food grains, if domestic food supplies are 
deemed inadequate. 
Implementation of the above plans is carried out jointly by the 
Government and the banking system while their supervision is done in the 
Bank of Tanzania. If one or the other of these two plans is running 
into difficulty, the Bank's role is to draw the matter to the attention 
of the Government as well as Commercial banks and to advise regarding 
the factors responsible for the difficulties and the necessary actions 
required to remedy the situation. In Chapter 4, an attempt will be made 
to evaluate the usefulness and/or shortcomings of these financial plans. 
Other functions of the Bank 
Finally, there are two other important functions of the Bank of 
Tanzania. The first of these is that, the Bank is responsible for 
conducting the supervision and inspection of the operations of 
commercial banks and specified financial institutions. If the 
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inspection report reveals short-comings in the activities of the 
institution concerned, the Bank of Tanzania may ask the institution to 
take remedial measures and the institution has to comply with the 
advice. Secondly, it is the Bank's function to advise the Government in 
all matters relating to its area of responsibility on its own iniative 
or whenever advice on specific points is sought by the Government. 
3.3 Commercial Banks 
The establishment of commercial Banks in Tanzania mainland was 
introduced before the First World War by two German banks namely; the 
Deutsch-Ostafrikanische Bank which opened an office in Dar es Salaam in 
1905 and HandelsBank Fur Ostafrika which opened a branch in Tanga in 
1911. Following the War, the assets of the German banks were auctioned 
off and the British colonial administration allowed British banks and 
others to open offices in Tanzania mainland. 20 Although a number of 
British banks opened offices in the country soon after the War, it was 
not until the early 1950's and 1960's when banks expanded their services 
in up-country areas through a fairly well developed network of branches. 
At the time of nationalisation of banks in 1967 following the Arusha 
Declaration which was mentioned in the previous chapter, there were 68 
bank branches and agencies on mainland Tanzania and four in Zanzibar. 
In terms of resources, the leading banks were Barclays Bank D. C. A., 
Standard Bank, and National Grindlays Bank which dominated banking with 
a total 47 branches and agencies. The smaller foreign-owned banks 
included the National Bank of India, the Algemene Bank, Nederland KV 
(the General Bank of Netherlands); Jetha Lila, a private Indian bank in 
Zanzibar; and the Commercial Bank of Africa. In addition to these 
foreign-owned banks, there were three indigenous banks, namely; the 
National Co-operative Bank, the Tanzania Bank of Commerce and the 
Peoples Bank of Zanzibar. On 6th February 1967, all commercial banks 
operating in the country with the exception of the National Co-operative 
Bank (NCB), Peoples Bank of Zanzibar (PBZ) and Jetha Lila Bankers in 
Zanzibar were nationalised and merged to form the wholly state-owned 
National Bank of Commerce (NBC). Later on in 1972 the NCB was also 
merged with the latter while the Jetha Lila Bankers was subsequently 
20. See R. I. Binhaiser op. cit. pp 38. 
72 
merged with the PBZ. Following these institutional changes, the NBC and 
PBZ are the only commercial banks operating in Tanzania. The PBZ has 
branches only in Zanzibar and owing to lack of data, its activities and 
operations shall not be covered in the present thesis. However, the 
National Bank of Commerce has opened branches throughout the country and 
in terms of its disproportionately large resources, commercial banking 
in Tanzania is generally regarded as virtually monopolistic. Since its 
inception in 1967, the NBC has made remarkable progress from an ill- 
assorted collection of separate banks mainly financing foreign trade, 
into an efficient unified organisation providing finance to all 
productive sectors in the economy. The functions and growth of the 
National Bank of Commerce during the last two decades indeed provides 
the hallmark of strength of the Tanzanian banking system. 
As a Commercial bank, the major functions of the National Bank of 
Commerce are receiving deposits from the general public, granting loans 
and providing a range of other traditional commercial banking functions 
to is customers. In particular, the NBC is responsible for channelling 
savings in the economy to investment in commerce and the productive 
sectors of agriculture and industry. In so doing the NBC plays an 
important role in the process of economic development. 
This is an intermediary function which can be carried out by other non- 
bank financial institutions as well. The crucial difference with the 
Commercial banks, however, is that the balances on the current deposit 
accounts are used (through the device of cheque) as a means of payment 
in the same manner as cash. 21 Moreover, experience has shown that only 
a small percentage of the total deposits with the bank is withdrawn 
every day in the form of currency (notes and coins). This means that 
the bank needs only a small proportion of its total deposits to keep it 
in the form of cash in its tills (or as a deposit with the Central Bank) 
to meet the everyday withdrawals of currency. Thus, when a certain 
amount of money (savings of a particular individual) is deposited with 
the banking system it gives it the ability to create current account 
deposits equal to the amount deposited multiplied by the reciprocal of 
21. However in a developed financial systes, it is this function which is of such sore isportance than the intersediation in the savings-investimt process which has becole a function of 
other non-bank interiediaries. 
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the cash-deposit ratio. 22 The fact, in other words, that Commercial 
banks need to keep as cash reserves only a small proportion of their 
total deposits gives them the power to create, through their lending 
activities, demand deposits equal to a multiple of their cash reserves. 
Combining these two factors, that is, the deposit creating function of 
commercial banks and the fact that these deposits are utilised as 
money, 23 it is clearly recognised how important is the role of the 
commercial (clearing) banks for the economic life of a nation and why 
they have always been the major target of the central bank's monetary 
policy. 
It is not only demand deposits however, or generally the liabilities 
side of the balance sheets of Commercial banks, which interests monetary 
authorities. The asset side of the balance sheets, in other words the 
way commercial banks invest their funds (or more accurately the way they 
match their liabilities, is also of particular importance. This is for 
two reasons. First, banks asset holdings are subject to considerable 
variations. This has repercussions for the general situation of the 
system. Secondly, a thorough grasp of banks portfolio behaviour is 
highly desirable for the proper operation of monetary policy. 
It is, therefore, worthwhile to examine the assets and liabilities of 
the Tanzanian Commercial banks and see the way they have developed 
during the period under study. 
a) Liabilities 
Table 3.3 shows that deposits is the most important item among 
liabilities of the Commercial banks. - The growth of deposits during the 
period 1967-1985 has been remarkable; rising at an annual average rate 
of 20.6 per cent. The growth in deposits was particularly noteworthy in 
demand deposits which increased from Shs 680.4 million in 1967 to Shs 
2,872.2 million in 1975 and rose further between 1980 and 1985 from Shs. 
22. The implicit assumptions made here are: First, that all banks have the sale legal plus 
desired - cash-deposit ratio (i. e. the sale bank multiplier) and Second, that withdrawals by individuals are redeposited with the banking system. There are, in other words no drains in 
the form of currency held by the public. 
23. In fact the first function (deposit creation) is the result of the second attribute Otoneyness of current account deposits). 
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Liabilities of Conercial Books, 
TabIe 3.3 
(Shs Killion) 
Deposits Due to foreign Other Capital and Total 
Year Deiand The Savings Total Bank of Banks Liabilities' leserves Liabi- 
Deposits Tanzania lities 
1967 680.4 206.4 141.6 1013.8 53.3 13.6 169.3 47.8 1297.7 
1968 768.8 356.7 159.7 1260.5 81.9 11.4 154.5 49.8 1558.1 
1969 931.8 479.8 177.3 1571.1 57.0 11.9 264.4 53.0 1957.4 
1970 980.4 615.9 205.2 1782.5 71.0 43.5 238.8 83.8 2219.5 
1971 1192.1 779.4 215.7 2158.9 163.0 84.7 232.5 121.6 2760.6 
1972 1257.6 941.0 269.7 2425.2 137.0 37.9 321.4 140.9 3062.5 
1973 1662.0 1008.5 332.3 2953.4 1.6 32.5 102.7 165.7 3551.8 
1974 2239.0 852.0 105.5 3439.4 902.6 49.3 598.5 208.4 5198.2 
1975 2372.2 1158.9 179.7 4417.0 1022.1 40.0 708.4 271.9 6489.4 
1976 3580.6 1366.7 567.3 5399.1 739.6 68.1 1154.5 339.9 7701.4 
1977 4309.1 1376.5 711.4 6254.5 382.0 43.3 1308.3 109.9 8403.0 
1973 4601.7 1936.6 845.2 6877.4 898.2 62.1 1778.4 515.9 10132.0 
1979 6932.5 2446.6 1063.2 10221.5 255.1 70.6 1570.0 805.4 12922.6 
1980 8630.9 2940.4 1301.2 12798.6 317.7 72.9 2127.6 1048.1 16361.9 
1981 930.0 4003.7 1591.6 14867.7 279.0 73.1 2538.6 1151.1 18909.0 
1982 11311.5 5433.4 1872.3 18177.8 413.0 148.9 4575.1 1412.3 24726.1 
1983 12997.6 6359.9 2392.7 21798.3 395.0 272.0 3117.0 1583.3 27195.6 
1984 16010.7 6934.9 2776.2 25751.8 429.0 168.9 4713.5 1697.5 32758.7 
1985 14697.9 10029.9 3798.6 27831.8 503.0 254.4 5098.7 1990.3 35681.2 
I Other Liabilities includes balances due to other banks and papents arrears. 
Source: Bank of Tanzania, Econojdc and Operation Report (various Issues). 
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Issett of Conercial Banks 
Table 3.4 
Year 
Cash and 
Deposits 
with BOT 
Treasury 
Bills 
Other Govt. 
Securities 
Loans and 
Bills 
foreign 
Issets 
othert fixed 
Issets 
Total 
Issets 
1967 30.6 30.0 12.7 818.1 138.8 163.6 103.9 1297.7 
1968 89.0 101.0 39.6 898.6 111.1 221.5 91.2 1558.1 
1969 81.0 11.0 112.7 1092.6 260.5 250.1 91.2 1959.1 
1970 15.0 - 152.1 1317.1 357.3 230.9 36.6 2219.5 
1971 61.8 15.0 279.6 1501.6 575.2 229.7 92.7 2760.6 
1972 82.1 99.0 360.1 1518.9 670.8 200.5 100.9 3062.5 
1973 91.1 113.0 170.0 1820.9 680.3 212.8 101.1 3555.8 
1971 105.5 371.0 530.0 2898.7 796.8 382.0 111.1 5198.2 
1975 127.8 801.0 709.5 3350.9 713.5 623.9 132.9 6648.1 
1976 161.0 1256.0 899.9 3673.1 681.0 876.8 150.5 7701.6 
1977 213.9 - 1862.8 4103.1 726.3 969.0 277.9 8103.0 
1973 283.6 69.3 1863.8 6219.6 612.2 790.7 258.5 10132.0 
1979 295.9 1375.0 1881.8 6865.8 1003.9 1200.0 297.1 12922.6 
1930 321.0 2850.0 1963.1 7100.1 1059.5 2009.8 315.1 16361.9 
1981 530.2 1228.6 2317.7 8551.0 1059.5 1790.5 407.4 18909.9 
1982 622.3 6718.6 2698.9 9579.2 1622.8 2988.0 167.1 24727.2 
1983 808.9 8050.0 3197.8 10612.8 2561.3 1106.5 525.0 27195.6 
1981 1298.2 9050.0 3617.0 12711.8 1569.2 3848.6 663.9 32758.7 
1985 1617.7 5050.0 3319.1 17528.5 865.1 6306.7 963.5 35681.2 
I Includes doiestic assets and claiiis on other Banks 
Source: Bank of Tanzania, Econoitic and Operations Report (Various Issues) 
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8,630.9 million to Shs 14,697.9 million respectively. During the same 
period, time deposits rose from Shs 206.4 million in 1967 to Shs 
10,029.9 million in 1985 while savings deposits increased from Shs 141.6 
million to Shs 3,978.6 million respectively. Although in absolute terms 
the growth in demand deposits was much higher than that of time and 
saving deposits, it's proportion as a percentage of total deposits 
declined as shown by Table 3.5, from 67.1% in 1967 to 52.8% in 1985. 
During the same period the proportion of time deposits, as a percentage 
of total deposits increased from 20.3% in 1967 to 36.0% in 1985 while 
saving deposits showed a marginal decline from 13.9% to 13.6% 
respectively. I 
The advantage of demand deposits from the point of view of the banker, 
is that he pays no interest on the balance of such deposits and that a 
very small proportion of them is withdrawn every day so that a great 
proportion is remaining with the bank which can use it for expanding 
credits to other customers. The advantage from the point of view of the 
account holder, is that he can use his balance in the demand deposits 
to settle his debts without any notice to the bank by drawing cheques 
on these deposits, or indeed through written instructions to his banker. 
Commercial Bank Deposits 
(Percentage) 
Table 35 
-1.5 
Year 
Demand 
Deposits 
Savings 
Deposits 
Time 
Deposits 
Total 
1967 67.1 13.9 20.3 100.0 
1970 55.0 11.5 34.5 100.0 
1975 64.5 10.7 26.1 100.0 
1980 67.4 10.1 22.9 100.0 
1985 52.8 13.6 36.0 100.0 
Source: Bank of Tanzania, Economic and operations Report (June 1986) 
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The fact that demand deposits are repayable on demand makes them money 
to the same degree as are bank notes and coins. It is on the basis of 
this characteristic that the higher the amount of demand deposits in the 
economy, the larger is the money supply and as a result the higher is 
the pressure on demand. It is because of this characteristic that 
monetary authorities watch the growth of deposits with concern and 
whenever necessary, seek to influence their levels through changes in 
reserve requirements. 24 However, in the case of Tanzania, as elsewhere 
in the developing countries, domestic savings mobilisation provides the 
key to economic growth because the resources mobilised through deposits 
are channelled to finance development programmes. It must also be 
emphasized that although Commercial banks made a remarkable progress in 
the mobilisation of deposits, during the same period, Tanzania witnessed 
substantial inflationary pressure caused by the two oil price increases 
and by other economic factors, as seen in Chapter 2. Under the 
circumstance, one has to find the growth in deposits in real terms 
because it is the real growth which determines the availability of 
incremental funds to finance development. The position of Commercial 
bank deposits in nominal and real terms and the real growth rate are 
indicated in Table 3.6 given above. It will be seen from Table 3.6 that 
in real terms the deposits have increased 1.5 times during the period 
1970-1982 as against a ten fold increase in nominal terms. The highest 
percentage growth was 30.6 per cent in 1979. The spurt in the growth in 
that year may have been due to the boom in prices for tea and coffee as 
mentioned in Chapter 2. The real growth in the last three years shows a 
successive negative growth. It is contended that the unsatisfactory 
growth of deposits in real terms culminating in negative growth in the 
last three years lies in the decline in the economic activity caused by 
the strained balances of payments position which resulted in acute 
scarcity of imports and raw materials needed in both agriculture and 
industry as was observed in Table 2.3 of Chapter 2. It is sometimes 
argued that the decline in the rates of interest are perhaps more 
responsible for the decline in the growth of deposits in real terms. 
This may be partly true because empirical evidence suggests, as will be 
seen in Chapter 7, that there is a significant statistical correlation 
21. Radcliffe Report, The Comiittee on the Working of the Konetary Systel, Report, Clod 827, 
(London: HNSO 1959). 
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Comaercial Bank Deposits in Nominal and leal Teris 
11970-1982) 
Table 3.6 
Total Deposits Consuiaer Total Deposits % Growth 
Year (Noitinal) Price (Real) in real 
index teras 
1970 1,782.5 100.0 1,782.5 
1971 2,158.9 104.7 2,061.9 15.8 
1972 2,125.2 112.7 2,151.9 4.4 
1973 2,953.4 124.5 2,372.2 10.2 
1974 3,439.1 118.1 2,317.6 -2.3 
1975 4,417.0 187.7 2,369.2 2.2 
1976 5,399.10 200.6 2,691.4 13.6 
1977 6,243.5 223.8 2,794.6 3.8 
1978 6,377.4 249.3 2,758.6 -1.2 
1979 10,221.5 283.6 31604.2 30.6 
1980 12,798.6 369.4 3,164.7 -3.8 
1981 11,867.7 164.1 3,203.6 -7.5 
1982 18,177.8 597.3 3,043.3 -5.0 
Source: Derived froit Table 3.3 above 
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between saving deposits held by Commercial banks and the level of 
interest rates. 25 This contention is frequently rejected in Tanzania, 
and as will be seen in the next chapter, monetary authorities have not 
actively employed interest rates as an instrument of monetary policy. 
It is often argued that savings in Tanzania are largely a function of 
income and other non-monetary factors like availability of banking 
facilities. 26 The problem of whether or not deposits are interest 
elastic in Tanzania will be discussed in detail in Chapter 7 by using 
regression estimates. 
The other interesting feature in the liabilities side is the rapid 
increase of amount relating to the item "other liabilities". The 
increase was particularly noteworthy between 1976 and 1985 when it rose 
from Shs 1,154.5 million to Shs 5098.7 million respectively. The reason 
attributed to the sudden rise in "other liabilities" is that this amount 
includes payments in respect of imported goods and services due for 
remittance abroad but amounts have been withheld for want of foreign 
25. In attempt was made in the present study to specify and estimate a model for Commercial banks 
saving deposits. Using the linear form of equation 7.1 (set Chapter 7) and applying the two 
stage least squares estimation method to annual data for the period 1967-1985 the results 
obtained were as given below: 
DS = s. 6156+0.0231 GNP + 0.041 K+0.3683 RS 
p (4.64) p (5.07) p (8.87) 
R-: . 9575 DW =1.8117 
where DS Commercial banks Saving deposits 
GNP National Income 
K money Supply 
RS Interest rate on savings deposits 
P GNP deflator 
The figures in brackets indicate t- values, R, ' jiultiple correlation coefficient adjusted for 
degrees of freedoi and DW, the Durbin-Watson Statistic. 
The above equation is quite satisfactory and passes all the standard statistical tests 
appropriate for testing single equation estimates. Thus, the statistical fit is very 
satisfactory as judged by the Squared Kultiple Correlation Coefficient which indicates that 
95% of the variation in Commercial bank holdings of savings deposits are explained by the 
variables included in the equation. The coefficients of the explanatory variables are all 
statistically significant at the one per cent probability level and their signs are 
consistent with expectations. Finally, the Durbin-Watson statistic indicates no 
autocorrelation in the residuals. These results clearly reject the argument that the level 
of saving deposits is inelastic to changes in interest rates. 26. Tanzania: Twenty Years of Independence, k Review of Political and Economic Performance, op. 
cit. pp. 163. 
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exchange. By the end of 1980 amount held under "other liabilities" for 
want of foreign exchange was estimated at Shs 2.5 billion. 27 These 
amounts of deposits had been invested by the bank in short-term 
Government securities and this had made the National Bank of Commerce 
appear highly liquid as will be seen later. The amounts could not be 
included for long-term investment by the NBC because remittances are 
effected regularly as and when foreign exchange is made available by the 
Bank of Tanzania. 
Assets 
Commercial banks cover their liabilities by holding assets which are 
claims of the banks against the private and the public sector. Table 
3.4 shows that apart from their "fixed assets" item, which includes 
business premises, the assets of the banks are divided under the 
following groups: 
Liquid assets which include cash on hand, deposits with the 
Central Bank, and Treasury Bills, 
(ii) Investments which include mainly Government Stocks and Bonds 
and 
(iii) Loans and advances, including bills discounted. 
Looking at Table 3.4 it would appear that prior to 1975 investments in 
Treasury bills and other Government Securities always represented a 
small proportion of total deposits, being on the average only about 10%. 
A larger proportion of the remaining Commercial banks resources were 
invested in loans and advances which are, in fact, the most remunerative 
asset from the point of view of the banker. It is, therefore, a 
familiar phenomenon that banks always desire, after having satisfied 
their liquidity ratios (established by the Central Bank), to increase 
their loans and advances. It is not surprising therefore, that prior to 
1975 Commercial bank lending in Tanzania represented over 75% of total 
deposits. However, Table 3.7 indicates that after 1975 investments in 
Treasury bills and other Government securities had increased 
significantly. The Table shows that in 1975 Commercial bank investments 
27. Ibid. yp 178. 
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in Treasury bills and other Government securities amounted to 18% and 
15.9% respectively. It is particularly striking to observe that by 1982 
percentages in these investments had risen dramatically and Commercial 
banking investments in Government securities (both Treasury bills and 
other securities) represented 51% of total deposits. Furthermore, Table 
3.7 indicates that during the same period Commercial banking deployment 
in loans and advances (including bills discounted) as a percentage of 
total deposits was declining sharply. For instance, Commercial banking 
total lending as a percentage of total deposits in 1970 was 75.5% but by 
1980, this ratio had fallen to only 57.8% and continued to fall further 
and by 1982 the proportion of total lending to total deposits was 52.6%. 
The declining trend was reversed slightly in 1985 when this ratio 
was 62.9%. It must, however be mentioned that the percentages for each 
year in Table 3.7 do not add up to 100% because in addition to total 
deposits, Commercial banks used their other resources mainly amounts 
from "other liabilities" item for deployment in the investment 
portfolio. In other words, banks were not using only their own deposits 
to make advances and other investments. The most important observation 
however, is that during the period under study, there was a steady 
change in the composition of Commercial bank assets which showed an 
increasing proportion of investments in Government securities as a 
percentage of total deposits and that during the same period investments 
in the form of loans and advances declined significantly. 
Commercial Banking Lending and Holdincrof Securities 
Table 3.7 
(Million T. Shs. ) 
Treasury Bills Other Govt. Securities Total Lending 
Year 111ount %of deposits 111ount %of deposits 11ount %of deposits 
1967 30.0 2.9 12.7 1.2 818.1 80.7 
1970 - - 152.4 8.5 1,347.1 75.5 
1975 801 0 18.0 709.5 15.9 3,350.9 75.3 
1980 2,850: 0 22.2 11968.1 15.3 7,400.1 57.8 
1982 6,758.6 37.1 2,698.9 14.8 9,579.2 52.6 
1985 5,050.0 18.1 3,349.4 12.0 17,528.5 62.9 
Source: Coaputed froji Tables 3.3 and 3.4 
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The increase in the proportion of Commercial bank investment in 
Government securities on which the return is appreciably lower than on 
loans and advances was largely necessitated by the chronic budgetary 
deficits which relied heavily on borrowing from the banking system (see 
Table 3.1. above). As was mentioned earlier, under the systems of 
"Finance and Credit Plan", Commercial banks and other financial 
institutions are allocated, at the beginning of each financial year, 
their proportion of investment in Government securities. As a result, 
the liquid assets maintained which amounted to about 45 million in 1970 
forming 3% of total deposits increased to about Shs 3,171 million in 
1980 constituting 25% of total deposits (Table 3.8). 
Liquidity Position of Commercial Banks 1967-1985 
Table 3.8 
Liquid Assetsa Total Deposits Liquidity 
Year 12 Ratio 
1-2 
1967 60.6 1,013.8 . 06 
1970 45.0 1,782.5 . 03 
1975 928.8 4,447.0 . 21 
1980 3,171.0 12,798.6 . 25 
1982 7,370.9 18,177.8 . 41 
1985 6,667.7 27,834.8 . 24 
Includes cash on hand, deposits with BOT and Treasury bills. 
Source: Computed from Table 3.3 and Table 3.4 
In 1968 the National Bank of Commerce was not required under the law to 
maintain any fixed proportion of its liabilities in liquid assets. The 
amendments to the Bank of Tanzania Act passed in 1978 require Commercial 
banks to maintain a minimum of 20% against liabilities in liquid assets 
as defined in that Act. The liquid assets maintained in 1982, as seen 
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in Table 3.8 appear to be about twice that needed under the law. The 
existence of such a high degree of liquidity in the Commercial banking 
system in Tanzania is common in Commercial banks of many other 
developing countries. This phenomenon has led some economists to 
believe that such practice stems from "irrational"behaviour on the 
bank's part in their investment portfolio decisions. 28 However, in the 
Tanzanian context, it may be mentioned that the investment in liquid 
assets (in particular Treasury bills) as at 30th June 1982 includes a 
very large amount of import payment arrears which as mentioned earlier 
were shown in the NBC balance sheet under the item "other liabilities". 
If sufficient foreign exchange had become available to settle the 
outstanding payments, these amounts should not have figured in the NBC 
balance sheet. In view of the foregoing, it would be appropriate to 
exclude a sum of the estimated import payment arrears being Shs 2.5 
billion from the liquid assets of 1982. If this is done, the liquid 
assets maintained will be only 26%. Even then it would still be 6% more 
than can be regarded as prudent level of liquidity. The amount of 
payment arrears held by NBC under the item "other liabilities" was 
subsequently transformed to Bank of Tanzania and this had helped in 
reducing the overall liquidity ratio of the Commercial banking system 
which was 24% in 1985.29 
It was mentioned above, that in recent years Tanzanian Commercial banks 
were investing a substantial proportion of their resources in Government 
securities while the ratio of loans and advances to total deposits was 
declining steadily. Tables 3.9 and 3.10 indicate that during the same 
period the pattern of distribution of credit among the different sectors 
of the economy was changing rapidly. In particular Table 3.9 indicates 
that during the period 1967-1982 Commercial bank credits to the directly 
productive sectors of agriculture, mining and manufacturing declined, 
while the share of credits extended to tertiary sectors such as trade 
and commerce increased considerably. For instance, it will be seen from 
Table 3.9 that the proportion of credit extended to agricultural 
production fell sharply from 12.7% in 1970 to only 3.6% in 1985. During 
28. For a fuller discussion on these issues see an unpublished Ph. D. dissertation by K. J. *11 Hassia On 'Nonetarl knalTsis in a Developing Econoay: The libyan Case', The University of Colorado, DR, 1975. 
29. See Bank of Tanzania, Econoije and Operation Report (June 1985). 
84 
the same period the proportion of bank credits extended to mining and 
manufacturing sector declined from 14.0% to 8.2%. Considering the 
dominant role of the agricultural sector in the Tanzanian economy, the 
sharp decline of bank credit to agricultural production was generally 
surprising. With the establishment of the Tanzania Rural Development 
Bank (TRDB) and its taking over the responsibility to provide seasonal 
credits to co-operatives and villages, the role of Commercial banks in 
the sphere of agricultural production now stands confined to providing 
working capital to estates, corporations and large farmers. It is 
consequently argued that the significant decline of credits extended by 
Commercial banks to agricultural production was justifiable. However, 
Table 3.9 shows that during the period 1967-1985 the proportion of bank 
credits extended for financing marketing of agricultural crops, the 
undertaking which is carried out by nine crop authorities operating in 
the country, had risen dramatically from 23.3% in 1967 to 55.8% in 
1985. The fact that Commercial banks would appear to concentrate more 
of their resources in financing marketing of crops rather than providing 
production and development credits would seem to be particularly 
surprising especially under the present economic difficulties, the 
origins of which as was seen in Chapter 2, can be traced to sustained 
declining agricultural production. In view of the foregoing, the 
distribution of Commercial bank credits was not broad based to cover all 
the relevant sectors in the economy. 
3.4 Development Banks 
Following the nationalisation of expatriate banks in 1967, the Tanzanian 
authorities soon realised that while the newly formed National Bank of 
Commerce and Peoples Bank of Zanzibar were responsible for providing 
working capital finance of short-term nature to various sectors of the 
economy, there were, however, no credit institutions to meet the 
financial requirements of medium and long-term loans for the development 
of agriculture and industry in the country. Accordingly the Government 
decided to establish specialised financial institutions in Industry, 
agriculture and housing. there are at present three financial 
institutions placed in the category of Development Banks: 
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(a) The Tanzania Investment Bank (TIB) 
(b) The Tanzania Rural Development Bank (TRDB) 
(C) The Tanzania Housing Bank (THB) 
(a) The Tanzania Investment Bank 
The Tanzania Investment Bank was established in 1970 for financing the 
medium and long-capital needs of industries with an authorised capital 
of Shs 200 million of which Shs 100 million was paid up, contributed 60% 
by the Government of Tanzania, 30% by the NBC and 10% by the National 
Insurance Corporation. The TIB is not allowed to accept deposits of any 
type from the public and its resources are drawn entirely from the 
Government and loans and grants from international financing agencies 
and foreign governments. The main objectives of the Tanzania Investment 
Bank as specified in the Legislation establishing it are: 30 
M To make available long and medium term finance for economic 
development, 
(ii) To provide technical assistance and advice to any industrial 
concern for promotion or expansion of industry, 
(iii) To administer such special funds as may from time to time be 
placed at the disposal of the Bank, and, 
(iv) To undertake such other activities as may be necessary or 
advantageous for the purpose of furthering the foregoing 
objectives. 
The operations of the Bank are divided into "ordinary operations" and 
"special operations" and these are to be accounted for separately. 31 
The special operations consist of financing projects with funds the Bank 
may receive for administration. The. other operations of the Bank are 
financed from its ordinary capital resources. The TIB is required to 
provide financing in the form of loans and equity participation in 
addition to guaranteeing loans made by others for economic development 
which is interpreted as the development of manufacturing, assembly, 
processing industries, engineering, construction, transport, tourism and 
30. Tanzania Investitent Bank let, 1970. 
31. Ibid. p 18. 
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large-scale corporate agriculture, ranching, forestry, and fishing. 
However, in providing equity investment, the Bank is prohibited by the 
Act from seeking a controlling interest unless this is necessary to 
safeguard its investment. furthermore, the Bank is required to revolve 
its funds by selling its investments in equity capital to other 
investors whenever it can appropriately do so on satisfactory terms. 
An examination of the Bank's operations indicates that for the period 
1970-1980, the Tanzania Investment Bank granted loans aggregating Shs, 
1,522 million whose distribution among the different sectors is shown in 
Table 3.10 below. It will be seen from the Table that over 90% of the 
total loans have been extended to five sectors, viz; manufacturing, 
agriculture, engineering, transport and tourism, with manufacturing 
alone accounting for nearly 60 per cent of the total. 
TIB Loans by Sectoral Distribution, 1970-1980 
(Shs Million) 
Table 3.10 
Sector Amount % of Total 
Manufacturing 926.4 60.8 
Agriculture 166.2 10.9 
Engineering 122.2 8.1 
Transport and Storage 96.2 6.3 
Fishing and Fish Processing 14.9 0.9 
Forest and Wood industries 34.1 2.2 
Construction 22.5 1.6 
Mining 30.5 2.0 
Power 7.5 0.5 
Communications 13.0 0.9 
Tourism and Hotel Development 88.7 5.8 
TOTAL 1,522.2 100.0 
Source: Tanzania Investment Bank Annual Report, (June 1980) 
on the basis of the above table, it would appear that the TIB's loan 
distribution for the period between 1970 and 1980 tended to concentrate 
in a few sectors. Although in the absence of detailed information it 
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was difficult to be critical on this aspect, it may, however, be 
mentioned that considering the broad objectives of the Bank's role in 
promoting economic development there was considerable room for 
improvement in the area of sectoral distribution of its loans. 
Apart from the problem of concentration of loans, the TIB proportion of 
its funds being invested in medium and long-term development projects 
was declining steadily while its percentage of investment in Treasury 
bills was increasing. It will be seen from Table 3.11 below that in 
1976 equity investment and loans formed about 71.4% of total investments 
and about 61.3% in 1978. However, in recent years the bank's dominance 
TIB Investment Portfolio, 1976-1980 
Table 3.11 
(Shs Millions) 
Loans Equity Investsent Treasury Bills Other Investients Total 
Year 111ount %of total k1lount %of total 11ount %of total k1ount %of total Investsent 
1976 229.2 61.5 24.8 6.9 95.5 26.9 6.1 1.7 355.6 
1977 335.9 67.2 26.6 5.3 122.5 21.1 15.2 3.0 500.2 
1978 108.1 56.7 32.8 1.6 231.4 32.1 18.2 6.7 720.8 
1979 516.8 55.6 6.7 4.7 355.8 36.2 33.3 3.4 982.6 
1980 661.1 55.3 55.5 1.6 156.5 38.0 21.2 2.0 1,200.6 
Source: Tanzania Investaeat Bank, Innual leport (June 1980) 
of long-term character of its investment portfolio has changed 
considerably and the total working funds deployed in loans and equity 
investment which should be its main business formed only 59.9% of its 
total investment in 1980. However, during the same period, the Bank's 
investments in Treasury bills have registered a continuous rise. Such 
investments which formed about 25% of total resources deployed in 1976, 
constituted almost 40% in 1980. Since the Bank's main objective is to 
play the role of a development finance institution, the level of its 
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investment in Treasury bills was considered disproportionately high. 
(b) Tanzania Rural Development Bank 
In view of the importance of agriculture to Tanzania's economy, the need 
to meet the requirements for credit and finance in the rural sector has 
engaged the attention of the Government since the Second World War. it 
was then, that the first approach was made by, the colonial government to 
provide credit to farmers to promote agricultural production to 
alleviate food shortages. This was followed by the establishment of the 
local Development Loan Fund and the African Productivity Loan Fund in 
1947 and 1955 respectively. The loan funds were set up to provide 
credit facilities to peasant farmers and for improving agricultural 
productivity generally. 32 Although the funds were intended primarily 
for the benefit of farmers and borrowers not able to use normal 
Commercial credit facilities, the security conditions and the standards 
for assessment of credit-worthiness were set so high that only 25 per 
cent of the funds allocated to the two loan funds were utilised. 
Meanwhile, another institution; the Land Bank of Tannganyika commenced 
operations in 1948 for providing long-term loans. Although the Land 
Bank provided loans to a much larger extent than the loan funds, small 
farmers continued to remain outside the preview of the Bank for similar 
reasons. Moreover, the bank was generally criticised on the grounds 
that a disproportionately large share of its funds was used to finance 
the transfer of land from one ownership to another, funds which might 
have been used better for direct development actiVity. 33 The Land Bank 
was replaced by the Agricultural Credit Agency (ACA) in 1961. The ACA 
which inherited the assets and liabilities of the Land Bank and Loan 
Funds was founded to serve as the Governments instrument for the overall 
development of the agricultural sector. It was, however, beset with 
difficulties from the outset and was never really successful. 
The present institutional arrangement for supplying credit to 
agriculture dates from 1964 when a decision was taken to establish the 
National Co-operative Bank (NCB) and the National Development Credit 
Agency (NCDA). The former developed into an institution financing the 
32. See B. H. Binhaiser, op. cit. p. 58. 
33. Ibid. p. 63. 
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marketing of crops and the latter took over the function of the 
Agricultural Credit Agency for providing production and development 
credit facilities. The NCB sought to provide a full range of Commercial 
operations in order to employ its funds more profitably. This, it was 
feared, was bound to lead to wasteful competition and unnecessary 
duplications of credit facilities. It was for this reason that the 
Government decided in 1970 to amalgamate the operations of the NCB with 
those of the National Bank of Commerce as was mentioned earlier. The 
reconstituted NBC was the largest lender in the field of agricultural 
production and marketing at the beginning of 1971. It was later decided 
to start specialised financial institutions to cater for the development 
finance needs of industry, agriculture and housing. The Tanzania Rural 
Development Bank (TRDB) was established in 1971, as a fully owned 
Government corporation with authorised capital of Shs 300 million and 
took over the business of the National Development Credit Agency. 
The objectives of the Tanzania Rural Development Bank are specified in 
the legisilation establishing it as follows: 
M To make available long and medium term finance for rural 
development, 
(ii) To provide technical assistance and advice for the purpose 
of promoting rural development, 
(iii) To administer such special funds as may from time to time be 
placed at the disposal of the Bank, 
Uv) To finance the purchase of agricultural input by making or 
guaranteeing loans on the purchase and resale of 
agricultural input on credit terms, and 
(v) To undertake such other activities as may be necessary or 
advantageous for the purpose of furthering the foregoing 
objectives 
The operations of the Bank are divided into "ordinary operations" and 
"special operations" and as in the case of the TIB, these are to be 
accounted for separat 
, 
ely. The ordinary operations which consist of 
providing technical assistance and making or participating in direct 
loans, or guaranteeing loans made by others for purposes of rural 
development, are financed from ordinary capital resources. These 
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comprise the authorised capital stock of the Bank, funds raised through 
borrowing and funds appropriated to its General Reserve Fund. The 
"special operations" of the Bank consist of administering funds which 
are left with it or which it may procure, for specified projects. The 
Bank was left with administering the remaining drawing of the IDA 
credits extended to its predecessor, the NDCA. In subsequent years, the 
Bank has administered a number of medium and long-term loans from the 
World Bank, Swedish International Development Agency and other 
International organisations. 
Unlike the TIB, the TRDB is authorised to accept all types of deposits, 
but in practice it does not do so and depends almost entirely on its 
share capital, grants, and loans which are raised by the Government from 
international agencies and foreign Governments. 34 Another recent source 
of funds for TRDB is the Bank of Tanzania, following its establishment 
of the Rural Finance Fund. The fund which was set up as a result of the 
1978 amendment of the Bank of Tanzania-Act, is to be used for providing 
medium and long-term finance to banks and designated financial 
institutions for various purposes connected with rural development. 35 
The establishment of the Rural Finance Fund on statutory basis has 
placed a definite responsibility on the Bank of Tanzania to make a 
financial contribution to the development of the rural sector. However, 
being a central bank it cannot do this directly. It has to do so 
through the other financial institutions. The fund will thus help to 
augment the domestic financial resources of the TRDB, which has come to 
be recognised as the principal agency for providing agricultural 
production and development credit. 
Table 3.12 indicates that the TRDB loan portfolio for the period between 
1972 and 1984 amounted to Shs 2,044.1 million. The Bank's sectoral 
distribution of credits sanctioned clearly shows that a 
disproportionately large share of its resources were devoted in 
providing seasonal credit facilities to farmers. Such credits included 
short-term loans for purchase of fertilisers and other inputs. For 
instance, it will be seen from Table 3.12 that short-term loans for 
seasonal inputs accounted for over 60% of the TRDB's loans approved for 
34. Tanzanian Rural Developient Bank let 1971. 
35. Bank of Tanzania Usendient) let, 1978, Section 46(1) pp 16 - 17. 
92 
most years during the period 1972-1984. Since the TRDB was established 
primarily for providing medium and long-term development finance in 
agriculture, it was surprising that the agency was engaged in meeting 
credit needs of a short-term nature which fall within the purview of 
working capital requirements for which the National Bank of Commerce is 
recognised as the most appropriate financing institution. 
Provision of medium-term loans for livestock development is the other 
important activity of the TRDB. Table 3.12 shows that during the period 
1975-1982 such loans formed on average about 20% of the total loans 
sanctioned in each year. During 1979-1984, the loans sanctioned for 
this purpose fell to less than 8 per cent of the total loans. Rural 
transport occupies the third place. The TRDR's loans sanctioned ior 
financing the above three sectors accounted to about 80% of total loans 
on average during the period 1972-1984. 
Another important feature of the TRDB's lending business can be 
discerned from Table 3.13 which clearly shows that a large proportion of 
the loans sanctioned during the period 1972-1984 were given to three out 
of the eleven regions in the country. It will be seen that the loans 
sanctioned for the three regions viz Dar es Salaam, Iringa and 
Tabora accounted for 66.3 per cent and 44.1 per cent of the total loans 
for 1975 and 1982 respectively. Throughout the period under review, 
these three regions are in practice the principal beneficiaries of 
TRDB's lending operations. 
It may also be of interest to note that during the period under review, 
the TRDB was paying increasing attention to the provision of credits to 
villages and public corporations while individuals and other borrowers 
were given negligible amounts. Table 3.14 given below, indicates that 
loans given to villages, companies and parastatals constituted about 68% 
and 73% of the total loans sanctioned in 1977 and 1982 respectively. 
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Tanzanian Rural Development Bank Loans by Region 
(Shs Millions) 
Table 3.13 
Region 1971 1975 1976 1977 1978 1979 1980 1981 1982 1983 1981 
lukwa 3.2 
Iringa 27.0 
luvulla 11.7 
Tabora 11.2 
Kbeya 6.5 
Shinjanga 5.9 
Tanga 7.2 
Dodoia 0.8 
Irusha 2.2 
Singida 0.7 
Norogoro 11.5 
lilisanjaro 1.7 
Kwanza 0.8 
Dar es Salaai 19.1 
Kara 1.2 
Kagera 2.3 
Lindi 7.7 
Coast 0.3 
Ktwara - 
Kigoia 0.2 
5.6 0.1 2.3 2.0 9.9 10.0 25.1 17.6 11.8 11.3 
28.9 11.7 14.1 76.1 45.6 47.9 11.9 36.4 35.1 53.3 
0.4 8.5 2.1 21.0 3.2 12.0 11.9 25.3 29.2 15.1 
91.1 0.5 20.2 11.9 49.3 33.1 10.9 22.1 29.6 8.5 
11.0 0.5 2.1 13.1 7.9 12.0 9.5 13.7 31.3 5.3 
1.6 8.5 1.7 1.7 5.6 6.5 6.5 5.5 3.4 6.3 
0.9 7.5 3.2 5.0 6.7 1.0 5.0 0 8.8 6.5 
1.9 - 1.4 8.5 5.7 5.5 1.5 13.7 3.9 0.2 
5.8 7.3 0.7 1.9 7.7 10.0 2.5 12.9 8.2 8.9 
1.7 1.6 1.5 2.2 2.7 3.3 1.1 2.4 2.8 0.3 
4.3 7.8 3.9 10.3 1.6 2.1 1.7 1.2 3.1 1.6 
1.2 3.0 - 6.0 3.1 39.6 1.2 5.8 6.4 7.7 
0.7 17.3 6.4 11.2 1.4 2.5 1.1 16.2 3.3 7.6 
11.6 0.7 2.5 2.0 8.3 11.1 1.1 37.8 17.7 3.8 
1.5 1.7 - - 1.9 2.9 0.7 3.1 0.7 0.5 
10.5 10.1 - 15.7 1.5 0.9 0.7 2.3 0.8 1.1 
2.0 0.7 0.4 - 0.3 0.1 0.6 0.9 0.2 1.7 
4.7 1.8 3.5 11.6 4.2 0.1 0.5 1.7 2.3 1.1 
6.5 1.7 - 3.2 1.1 - 0.4 11.3 0.6 1.7 
2.2 0.6 10.5 M 11.5 0.7 0.1 1.5 4.9 1.1 
Total 160.7 203.2 100.9 77.0 216.9 185.8 207.9 101.2 263.1 207.1 117.1 
Source: Tanzania Rural Developjient Bank, Innual Report (Various Issues) 
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Tanzania Rural Development Bank loans by borrower 
(percentages) 
Table 3.14 
Borrower 1977 1978 1979 1980 1981 1982 1983 1984 
Individuals - - 4 5 7 6 8 15 
Co-operative 
Societies 17 - - 1 - 4 1 - 
Associations 10 29 17 16 - 16 15 20 
Companies and 
Parastatals 25 29 17 21 2 42 9 8 
Villages 43 42 58 56 90 31 66 57 
Others 5 0 4 1 1 1 1 - 
Total 100 100 100 100 100 100 100 100 
Source: Tanzania Rural Development Bank, Annual Report (Various 
Issues) 
In general, TRDB's financing activities do not appear to be broad-based 
to cover all the sectors, regions and borrowers in order to promote 
rural development in the country. The TRDB cannot be blamed entirely 
for its relative neglect of some of the regions and sectors in the 
country. It may have been handicapped also because of the lack of 
supporting infrastructure such as communications, energy, water and 
skilled manpower. 
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Apart from the aspect of concentration of credits, the other major 
problem confronting the lending operations of this institution, is 
increasing defaults in repayments which if not checked will restrict its 
future growth. At the end of June 1978, the repayment arrears 
constituted 28.2% of the total outstanding loans as will be seen from 
Table 3.15 given below. 
TRDB Loan Recovery 
(Shs Millions) 
Table 3.15 
Date Loans Outstanding Arrears % of Arrears 
to outstandings 
30.6.1978 387.6 109.4 28.2 
30.6.1979 492.7 124.5 25.3 
30.6.1980 639.1 188.8 29.5 
Source: TRDB, Annual Report (Relevant Issues) 
The above account of the recovery performance excludes the loans due 
from unions and societies which were dissolved by the Government in 1976 
amounting to over Shs 50 million on 30.6.1980. If this amount is 
included in the payment arrears, the percentages of Table 3.15 present a 
more alarming picture. The factors responsible for the TRDB's high rate 
of delinquency include defective loan policies and procedures, 
inadequacy of supervision over the end use of credit, ineffective link 
between credit and marketing by crop authorities and even withholding of 
payment received from farmers by them in some cases, un-willingness on 
the part of peasants and villagers to honour their commitments in time, 
despite a good agricultural harvest. 36 The TRDB as a lending agency 
cannot expand its operations unless the level of its loan recoveries can 
be improved substantially. 
36. For a fuller discussion on these issues, see Tanzania: Tventy Years of Independence (1961- 1981), 1 Reviev of Political and Scomic Perforsance op. cit. pp 183. 
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As mentioned earlier, the task for financing the agricultural sector is 
shared by other agencies operating in the country. The NBC has the 
responsibility of supplying short-term credit for working capital to 
commerce, industry and agriculture. In the rural sector, it finances 
parastatals, estates, co-operatives, large farmers and the villages to a 
limited extent. The TIB can give medium and long-term credit to large- 
scale corporate agriculture, ranching, forestry and fisheries. In 
pursuance of their responsibility for the development of the particular 
crop with which they are concerned, some crop authorities do provide 
agricultural production credit to farmers in the form of fertilisers and 
other inputs. Despite the apparent multiplicity of agencies presently 
operating in the country for financing agricultural and rural 
development, the principal institution in this field is the TRDB. The 
Bank was expected to spearhead country-wide rural development by 
providing long-term finance as well as technical assistance in the task 
of identification, appraisal and supervision of projects which are or 
can be financed by it. However, two decades later after its 
establishment, the Bank was increasingly devoting its resources in 
financing seasonal inputs while the provision of medium and long-term 
loans accounted for a relatively small proportion of its lending 
operations. 
(C) Tanzania Housing Bank 
The Tanzania Housing Bank was established by the Government in 1972, for 
providing finance for residential as well as Commercial purposes such as 
storage facilities, hotels, etc. both within the urban and the rural 
areas. The main sources of the Bank's resources are its capital and 
deposits of which the latter constitutes about 50% of its total fund. 
The Bank cannot accept current account deposits, but does accept savings 
deposits and fixed deposits of varying maturities. It does not receive 
grants from the Government to any substantial extent as the other two 
development banks viz TIB and TRDB, but benefits from the Workers and 
Farmers Housing Development Fund which has been entrusted to it by the 
Government under the legislation establishing the Bank. 37 In addition, 
the Bank receives loans from International sources which are channelled 
37. Tanzania Housing Bank Ict, 1972. 
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through the Government. The capital funds, inclusive of grants, form 
only about 10% of the total funds deployed by the Bank, the balance of 
90% being raised through deposits (50 per cent) and loans from different 
sources (40 per cent). 38 Since the THB is not favoured with substantial 
financial support by the Government as in the case of TIB and TRDB and 
has to mobilise resources primarily through deposits, there is an 
inherent constraint of the growth of its lending operations and the 
interest cost of its working funds works out to about 3.25 which is the 
highest among all other parastatals financial institutions. 39 Moreover, 
although the Bank has branches in some regions, it cannot under its 
statute offer a full range of Commercial banking facilities and 
services. As a consequence, the scope for its rapid growth in deposits 
is considerably restricted as compared to the National Bank of Commerce. 
The other important aspect, is whether the THB which is intended to 
provide long-term credit extending up to 25 years should raise the funds 
needed for its business largely through deposits of short-term 
character, most of which do not exceed periods of 2 years. However, 
Table 3.16 indicates that despite its disadvantageous financial 
position, the THB lending operations increased significantly during the 
period 1977-1982. The growth of its business was particularly 
noteworthy in 1979 when total lending increased from Shs 185.3 million 
in 1978 to Shs 236.0 million in 1979 representing an increase of 27.4%. 
The rising trend in total lending by THB was however, reversed in 1982 
when loans approved fell sharply from 277.7 million in 1981 to Shs 255.5 
million in 1982. Another interesting feature which can be seen from 
Table 3.16 is that a large proportion of THB loans were extended to 
individuals of which during the period reviewed, such loans averaged 
about 75% of its total lending business. Apart from the aspect of 
concentration of housing finance to individual borrowers, it would 
appear from the foregoing that the most important problem of the Bank 
was its considerable reliance on deposits mobilization to finance long- 
term mortgage loans. 
38. Tanzania: Twenty Years of Independence (1961-1981), 1 leview of Political and Sconuic Perforzance op. cit. 
39. Ibid. pp 185. 
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Tanzania Housing Bank Loans Approved 1977-1982 
Table 3.16 
(Shs Millions) 
Borrower 1977 1978 1979 1980 1981 1982 
Individuals 149.1 135.1 180.4 172.8 215.3 177.0 
Housing Co-operatives 
and villages 0.9 8.3 0.7 1.9 7.0 8.4 
Commercial loans 18.4 30.1 40.3 57.3 55.4 70.1 
Others 19.4 11.8 14.6 10.7 -- 
Total 187.8 185.3 236.0 242.7 277.7 255.5 
Source: Tanzania Housing Bank, Annual Report, June 1982 
3.5 other Financial Institutions 
Although the task of meeting the financial needs of borrowers and 
lenders in the context of Tanzania depends largely upon the activities 
and services provided by Commercial banks and development banks which 
have been covered above, there are several other investing institutions 
which make a significant contribution to the structure and scope of the 
Tanzanian financial system. Under the Bank of Tanzania Act 1978, these 
financial institutions fall in the category of specified financial 
institutions (SFI's) which at present include the following: 
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(a) The Tannganyika Development Finance Company Limited (TDFL). 
(b) The Post Office Savings Bank (POSB) 
(c) The National Insurance Corporation (NIC). 
(d) The National Provident Fund (NPF). 
(e) The Karadha Company and 
M The Diamond Jubilee Investment Trust WIT) 
(a) The Tanuanyika Development Finance Company 
TDFL was established in 1962 under the joint ownership of the 
Government; Commonwealth Development Corporation; and the Federal 
Republic of Germany. The Nederlands Maatschappaij Voor 
Ontwikkelingslanden N. V. joined the original sponsors of the Company in 
1965. TDFL was therefore established as a internationally owned 
financing organisation to attract capital from overseas investors which 
could be utilised for supplement local resources in the promotion and 
development of the industrial Sector in the country. As of 31st 
December 1980, the TDFL resources were made up as follows: 
Shs. Millions 
Share Capital Shs 88.0 
Reserves Shs 7.9 
Long-term borrowings Shs 186.9 
Total 282.8 
The composition of long-term borrowings constituted largely convertible 
unsecured bonds from foreign sources. 
The TDPL investments take the form of medium and long-term loans or 
equity capital to industry. Participation in projects mainly in the 
private sector is based on feasibility studies undertaken by it in co- 
operation with the project sponsors. Since its establishment, TDFL has 
made investments in about 100 ventures which include printing 
and packaging, rubber, plastics and pharmaceuticals, agriculture and 
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fishing, wood industries, textiles and knitwear, metal products, hotels 
and tourism development. 40 
(b) The Post Office Savincrs Bank 
The POSB operates as an adjunct of the Tanzania Posts and 
Telecommunication Corporation and constituted one of its many 
activities. The major purpose of the POSB is to mobilise the savings of 
the small savers throughout the country even in remote areas. In this 
regard the POSB has by far the largest number of offices and agents than 
any other financial institution in Tanzania. Despite its nation-wide 
branch-network the POSB success in mobilising savings has been generally 
modest as can be seen from Table 3.17. The deposits mobilised by the 
POSB are invested only in Government securities and the Bank does not 
provide any form of credit facilities to its customers. It is probably 
owing to this type of one sided investing activity that there was no 
aggressive effort on the part of the authorities to canvass for 
deposits. Moreover, with the rate on savings deposits now at 6% and the 
highest rate of Governments long dated securities being 7%, it was 
generally thought that depositors are attracted mainly by the facility 
for safe keeping of their savings rather than by th level of interest 
rates offered by the Bank. In view of the limited banking services and 
the low interest rates, the POSB could not effectively compete with the 
National Bank of Commerce in the mobilisation of deposits despite its 
relatively extensive network of branches in the country. It is however, 
recognised that through its investment in Government securities, the 
POSB was providing the Government with funds for financing its 
development programmes. In this way, the Bank was contributing in the 
allocation of the economy's savings for economic development. 
0 
40. Ibid. pp. 185. 
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POSB Savinas Kobilisation 
(Shs Thousands) 
Table 3.17 
Period 
Number of 
Depositors 
(1000) 
Deposits Withdrawals Balance 
1967 226 17,478 17,737 35,612 
1968 243 20,614 19,055 38,007 
1969 257 22,253 20,014 41,266 
1970 273 26,459 22,016 45,648 
1971 284 28,197 26,057 48,969 
1972 299 32,489 28,368 53,993 
1973 318 43,655 36,476 64,171 
1974 346 60,537 47,677 77,031 
1975 372 67,600 57,314 87,442 
1976 396 72,428 65,979 93,890 
1977 442 90,623 74,631 112,940 
1978 476 110,999 83,418 159,675 
1979 508 138,840 109,925 179,254 
1980 538 163,058 137,945 213,437 
1981 574 204,424 176,900 264,422 
1982 601 214,302 207,104 288,717 
1983 633 245,685 198,116 354,988 
1984 657 67,058 28,050 438,611 
1985 681 45,219 43,655 549,311 
Source: Bank of Tanzania, Economic and Operation Report, (June 
1986). 
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(C) The National Insurance Corporation 
During the colonial period, life and general insurance activity in 
Tanzania was almost entirely under the control and ownership of 
foreigners. That situation remained practically unchanged up to the 
1960's. However, following the nationalisation measures taken after the 
Arusha Declaration, in the field of banking and finance, all foreign 
insurance companies operating in Tanzania were nationalised and a fully 
state owned company viz the National Insurance Corporation (NIC) was 
established and took over the assets and liabilities of the nationalised 
firms. 41 The NIC was given the monopoly of all new life-insurance 
activity in the country. Moreover, under the Exchange Control 
Regulations, all companies and firms operating in Tanzania were required 
to register their reinsurance contracts with the newly formed NIC. This 
was done in order to conserve foreign exchange but also enabled the NIC 
to be responsible for all reinsurance business in the country. 
Since its establishment, the NIC has made impressive progress in life 
insurance and related activities. Between 1967 and 1980 the number of 
life policies have increased fourfolds, so did the value of policies and 
the annual premium income in nominal terms. 42 During the same period 
the NIC had established branch offices in most of the major towns 
throughout the country and the management had made considerable effort 
to encourage low income, and self-employed people in both urban and 
rural areas to take up insurance policies. Moreover, unlike the POSB, 
the NIC has a varied investment portfolio; Government stocks accounting 
for the major portion of its investments as will be seen from Table 3.18 
given overleaf. 
11. Rational Insurance Corporation Ict, 1967. 
12. Insurance in Tanzania: KIC's 20 Years Rational Insurance Corporation (Dar es Salaaa 1983). 
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NIC Investment Portfolio 
Table 3.18 
Investmenta Amount % of Total 
Demand deposits 246.8 27.5 
Time deposits 31.4 3.5 
Government Securities 437.4 48.7 
Shares 10.4 1.2 
Loans 32.3 3.5 
Real estates 90.9 10.1 
Other assets 49.6 5.5 
Total 898.8 100.0 
a Figures relate to investment as on 31.12.1979 
Source: Figures provided by the NIC 
It will be seen from Table 3.18 that about 30% of the NIC funds were 
invested in deposits while investments in real estates accounted for 
about 10%. A larger proportion of the NIC's funds were invested in 
Government Treasury bills and stocks. As was mentioned earlier, that 
under the system of annual Finance and Credit Plans, the NIC and other 
financial intermediaries, was allocated a ceiling for its investment in 
Government securities which enabled the Government to finance its 
development expenditure. 
(d) The National Provident Fund 
The NPF was established in 1965 by an Act of Parliament for providing 
retirement and other benefits for workers in both the public and private 
sector. 43 The NPF functioned under the Ministry of Labour and the 
latter was responsible for the overall administration of the fund. The 
43. National Provident fund let No 36 of 1964. 
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turning point of the fund came in 1975 when the Government passed 
another Act of Parliament establishing the NPF as an autonomous 
corporation responsible for promoting Social Security programmes in the 
country. The NPF Act made it mandatory for employers with four or more 
permanent employees to join the fund and to make contributions at a 
minimum of 10% of the salary of an employee of which not exceeding 5% of 
the salary has to be contributed by the employee. 44 
The establishment of the Act has made a growing impact on the flow of 
personal savings to the financial system. For instance when the fund 
commenced operations in 1965,32,000 workers joined. However, since 
then membership has increased significantly and by 1980 the number of 
workers contributing to the fund stood at 675,000. Annual contributions 
have steadily risen with wider national coverage and increasing 
employment. As a consequence, Table 3.19 indicates that between 1974 
and 1980 contributions to the fund have almost doubled. 
NPF Contributions and Investments 
Table 3.19 
(Shs millions) 
1974 1975 1976 1977 1978 1979 1980 
Receipts 
Contributions 100.7 135.3 158.9 164.6 178.7 175.4 196.4 
Income from 
Investments 32.2 37.8 49.4 59.6 74.5 86.8 98.8 
Payments 
Investments 100.6 126.3 192.7 147.7 179.5 177.0 217.0 
Expenditure 
payments 6.2 9.0 30.5 19.3 34.2 33.9 38.2 
Source: Figures provided by the NPF 
Until 1979 the contributions received by the NPF were almost entirely 
invested in Government securities, after meeting the administrative and 
44. Ibid. pp. 17. 
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capital expenditure as will be seen in Table 3.19. During the period 
reviewed, administrative expenditures have been rising sharply. In view 
of this, coupled with low rates of interest on Government securities, it 
was decided in 1979 that in future, the fund will aim at having 75% of 
its resources invested in Government securities, leaving 25% for 
investment in real estate which will bring in a higher return than on 
the securities. 
(e) The Karadha Company 
Karadha Company was established in 1969 as a wholly owned subsidiary of 
the National Bank of Commerce responsible for providing hire purchase 
finance to the transport sector. Prior to 1967 the needs of higher 
purchase finance in Tanzania were met by a number of expatriate 
companies. However, in 1966, the Parliament passed a Hire Purchase Act 
which gave greater protection to hirers than the companies and the Act 
made repossessing defaulter's chattels by lenders more difficult. 45 The 
major problem of the hire purchase firms in the early 1960's was 
financial difficulties caused by a high delinquency and default 
experience and therefore, the new Act introduced additional, 
uncertainties and risks in the operations of the expatriate hire 
purchase companies. After the nationalisation of banks with which hire 
purchase companies had close financing connection, these companies 
decided finally to close down their hire purchase operations in 
Tanzania. It was subsequently felt that there was an urgent need to 
fill this financing gap in the economy. The NBC was requested by the 
Government to consider a suitable scheme for hire purchase finance. 46 
On the basis of recommendations made by the National Bank of Commerce, 
it was decided to establish the Karadha Company which commenced 
operations in 1969. Since the largest demand for hire purchase credit 
facilities was expected to come from purchase of imported goods and this 
would inevitably have adverse effects on the balance of payments 
position, the Government indicated that the hire purchase credit 
facilities would be confined to providing finance for vehicles, plant 
and machinery, to the Commercial and agricultural sectors in the economy. 
15. Hire Purchase ict, 1966. 
46. See H. I. Binhaner op. cit. pp. 49. 
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In view of the state monopoly in the placement of funds collected by the 
financial institutions discussed above and also because of the priority 
given to the development of transport in the rural and agricultural 
sector, the growth of the lending operations of the Karadha Company have 
been remarkable despite the relatively high rates of interest charged 
for such credit facilities. By 1980 the Karadha Company had handled 
4500 loan proposals and their total loans outstanding stood at Shs 69.5 
million. 47 Although demand for hire purchase credit facilities was 
substantial, the resources of the Karadha Company which relied entirely 
on its capital and borrowings from the NBC were considered inadequate in 
relation to the vast responsibilities placed upon it. 
The Diamond Jubilee Investment Trust 
The WIT was established in 1967 by the Aga Khan. It provides medium 
and long-term loans to individuals mostly within the Ismailia community 
and to companies associated with the Industrial Promotion Services 
(IPS). The latter- is another Aga Khan sponsored group of companies 
which also provides short and medium term credits to agricultural, 
industrial and construction projects in the country. The WIT main 
source of funds are deposits from the public, share capital and 
reserves. At the end of 1970, the company had equity investments in 
subsidiary and associate companies amounting to Shs 20.3 million and had 
loans outstanding of Shs 36.4 million. 48 Apart from mobilising deposits 
and providing credit facilities, the company performs an important 
development role in the economy by attracting foreign investors to 
participate in the various ventures in which it is engaged. There was 
hardly any statistical data to support this function by the company, but 
as a specified financial institution, its role of mobilising the savings 
and extending credit facilities was well established among members of 
the Ismailia Community in Tanzania. 
47. Figures provided by the laradha Company. 
48. figures provided by the NIT. 
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3.6 Conclusion 
It will be see seen from the analysis presented in this chapter that 
prior to Independence, the Tanzanian monetary arrangement was based on 
the East African Currency Board. The primary emphasis of the Currency 
Board system, was to ensure convertibility of Shillings into sterling 
with a rigid exchange rate policy and this was made possible by 
maintaining a hundred per cent sterling reserve cover against the issue 
of local currency. Under the operations of the Currency Board, the 
major determinant of money supply in East Africa was the availability of 
Sterling assets and therefore, the monetary arrangement was not 
responsive to local economic conditions. During the same period, the 
expatriate banks which operated in Tanzania catered primarily to the 
needs of the foreign trade sector and neglected the financial needs of 
the domestic economy. In general, the colonial financial organisation 
was designed to finance the activities of the export sector, while the 
financing of domestic investment in industry, commerce, and non-export 
agricultural production, was regarded as outside their traditional 
sphere of operations. It was therefore, owing to the perverse effect of 
the colonial financial structure, that following the political 
independence in 1961, the Tanzanian Government sought to develop an 
alternative financial organisation which was designed to play an 
important role in promoting economic development beyond the narrow 
confines the primary commodity exports. The establishment of a Central 
Bank, to replace the Currency Board was the most important event in this 
direction. However, it was the nationalisation of all expatriate banks 
in 1967 which clearly marked the Tanzanian desire to reorganise the 
financial system towards meeting the development needs of the domestic 
economy. The height of this process of institutional transformation of 
the financial system was reached in the early 1970's when the Government 
established several specialised lending institutions to provide medium 
and long-term loans to productive investments in industry, agriculture, 
housing and other sectors. Therefore, the overwhelming part of the 
present structure of the Tanzanian financial organisation is in the 
nationalised sector and is characterised by a high degree of functional 
specialisation according to the sectors of economic activity. It is 
clearly obvious from the preceding sections, that during the last two 
decades, the Tanzanian state owned financial institutions have made an 
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impressive growth and have helped the Government in financing its 
ambitious development programmes. In this regard, it will be 
appropriate to summarise, albeit briefly the performance and 
observations of the present financial system in Tanzania. 
During the period under review, the National Bank of Commerce has 
implemented an ambitious programme of branch expansion and had succeeded 
in spreading banking facilities to about 106 districts. In addition to 
opening branches, the bank serves other areas through its agencies which 
stood at 230 by 1980. However, there were several other districts which 
remain today without banking facilities and the availabilities of such 
facilities in rural areas is particularly unsatisfactory. The majority 
of the rural population have to walk long distances to reach the nearest 
of the NBC's and PBZ offices. The POSB also operates through branches 
and agency offices, while the THB has no agency offices and operates 
through its 18 branches. The geographical coverage of development banks 
and other financial institutions is much smaller than of Commercial 
Banks and the POSB. On the whole, the geographical spread of the 
financial institutions in the country is uneven and also inadequate. 
Secondly, a study of the assets of Commercial banks, has indicated that 
during the period reviewed, their investments in Treasury Bills and 
other Government securities increased significantly and this situation 
was caused by the need to finance Government chronic budgetary deficits. 
Owing to rising investments in liquid assets, during the period under 
study, Commercial banks were found to be highly liquid. However, during 
the same period Commercial banks investments in the form of loans and 
advances was declining steadily. This decline was observed with a 
change in the pattern of distribution of bank credits which showed that 
a disproportionally large percentage of total credits was deployed in 
financing trade and commerce, while the share of investments in the 
productive sectors of agriculture and industry was negligible and was 
also falling. A study of assets of development banks showed that the 
TIB was also increasingly investing its resources in Government 
securities, while the TRDB was deploying a large proportion of its funds 
in financing short-term input requirements of farmers. Since both TIB 
and TRDB were established primarily to meet the needs of medium and 
long-term finance in their respective areas of economic activity, it was 
110 
possible that such investments would lead to improper allocation of 
their resources. Another important phenomenon is that while 
theoretically all types of credit needs of the various sictors of 
economic activity can be met between the Commercial and development 
banks, in practice it is mostly the large and medium sized units or 
borrowers within each sector that can have access to institutional 
funds. Small borrowers, whether in industry, agriculture or commerce, 
find it very difficult to obtain such funds and are thus forced to go 
without them or seek them from non-institutional sources. This means 
that the financial organisation generates a certain amount of perverse 
flow of funds by collecting savings from all types of depositors all 
over the country and making such funds available only to large trading 
or producing units and leaving the numerically large small borrowers to 
fend for themselves. Closely related to this problem is that while 
Commercial banks and development banks provide loans, there is no 
institutional arrangement for supplying equity funds or share capital 
for the productive units or other borrowers in the private sector in 
Tanzania. 
Thirdly, a study of the liabilities of commercial banks has shown that 
during the period under review a remarkable progress had been achieved 
in the mobilisation of deposits which had increased nearly ten-fold. 
However, if changes in prices are taken into account, the growth in 
deposits was only modest. It would appear however, that with increased 
geographical coverage of branch offices, there is ample scope for 
raising the level of deposits by Commercial banks. As was mentioned 
earlier, except for the THB, development banks do not mobilise deposits 
and as a consequence they rely almost entirely upon either the 
Government or external assistance for resources required for investment. 
This introduces uncertainty and an element of rigidity in the operations 
of these institutions besides leading to further pressures on the 
Government which is facing chronic budgetary deficits. 
Fourthly, the operations of the financial institutions in Tanzania, were 
regulated under the Banking Ordinance 1960.49 Although the Ordinance is 
still in the statute book, it has since become inoperative because 
19. Banking Ordinance (Cap 130), 1960. 
ill 
privately owned banks for which it was designed, have ceased to exist 
and the ordinance does not apply to any of the present banks and 
financial institutions in the public sector. Nor is there any other 
piece of legislation which spells out the duties and the obligations of 
financial institutions in the interest of maintaining a sound and 
healthy financial structure. It seems that the important aspect of the 
need to regulate the operations of the banks and financial institutions 
almost entirely rests in the limited range of certain powers vested in 
the BOT designed for its exercising various types of monetary controls 
and in the Acts establishing the individual financial institutions. 
The structure and functioning of the country's financial system has 
significant implications on the role and scope of macroeconomic policy 
instruments available to the monetary authorities. The latter will be 
the subject of the next chapter. 
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CHAPTER 4 
OBJECTIVES, INSTRUMENTS, THE TRANSMISSION MECHANISM AND 
A REVIEW OF MONETARY POLICY IN TANZANIA 
4.1 Introduction 
The growth of the Tanzanian institutional and financial structure which 
was described in the preceding chapter has important implications on the 
design and formulation of monetary policy and the way by which money 
affects the real economy and output in the country. In recognition of 
the fact that financial factors such as the money supply, credit 
conditions, and the level of interest rates have an effect on such 
magnitudes as economic activity, price stability, and the balance of 
payments, it is essential for Governments to exercise control over 
monetary policy. The present chapter reviews the main techniques by 
which this control can be exercised by the Central Bank. The discussion 
involves a consideration of traditional instruments of monetary control 
and an analysis of their limitations and effectiveness in the context of 
a developing economy. The chapter also examines the general 
macroeconomic objectives and the relative roles of fiscal and monetary 
policy. This is important because it is in the light of these 
objectives that one can understand the actions of the Government and 
evaluate the performances of monetary policy. This necessitates a 
general view of how monetary policy affects the economy. Although the 
exact manner by which changes in the monetary sector transmit their 
influences to the real sector has not yet been unanimously agreed upon 
and remains a matter of empirical evidence, the present chapter provides 
the main hypotheses which will be useful for the specification and 
estimation of the econometric model in Chapter 7. The model attempts an 
integration of the monetary and the real sectors of the Tanzanian 
economy. Each of the above issues is analysed in turn and the chapter 
concludes with a discussion of measures adopted by the monetary 
authorities to secure the desired macroeconomic goals during the period 
1967-1985. It is not the purpose of this chapter, however, to attempt 
to measure the impact of monetary policy. The intention is to focus on 
monetary policies undertaken during the period under review and identify 
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as far as possible the objectives of the monetary authorities and to 
discuss in general qualitative terms the influence which monetary policy 
exerted on the behaviour of the economy. 
4.2 ObJectives of Monetary Policy 
Since the Keynesian revolution enshrined in his general theory, ' it has 
been widely accepted that the economy possesses no inherent tendency 
automatically to adjust to a desired state of affairs following some 
autonomous disturbance; alternatively, involving the classical view that 
there is an inherent tendency for the economy to approach 'natural' 
levels of employment, output, inflation and so forth. 2 In recognition 
of the need for positive intervention to improve the normal functioning 
of the economy, it becomes necessary to specify the policy objectives. 
Although considerable differences of opinion exist between different 
countries with respect to policy objectives and their priority ranking Iý 
the following would appear to include what broadly constitutes the 
macroeconomic objectives for which monetary policy is often used: 
1. Price stability as measured by some acceptable price index. 
2. Economic growth and improvement in the standard of living. 
3. A high level of employment, and 
4. Balance of payments equilibrium. 
It is clearly obvious from the above that the objectives of monetary 
policy are the same as those of economic policy generally. However, in 
the case of developed economies monetary policy is traditionally 
concerned with short-term economic stabilisation; the dumping of 
cyclical fluctuations in the economy. This function has come to be 
expressed customarily in terms of the pursuit of the objectives of price 
stability and high employment. 3 The objective of economic growth in the 
1. JX Keynes, The General Theory of liployment, Interest and Noney, London, (Naclifflian, 
1936). 
2. This assertion may still be defended upon the grounds that the adjustient process is too SION 
and encounters too my artificial rigidities as the sodern cojiplex econally where atolistic 
coapetition does not always prevail. 
3. Harry G. Johnson, Essays in Konetarl Econollics, (George Illen and Unwin, 1969)' pp 195-236. 
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developed economies is identified with the general goal of economic 
stabilisation. This is not to say that a government pursuing the 
objective of growth would necessarily conduct monetary policy on 
traditional lines; rather, the point is that the scope for monetary 
policy alone to stimulate growth seems limited to whatever contribution 
economic stabilisation can make to growth. For the developing 
economies, however, where the main economic problem is the deficiency of 
productive capacity rather than the anomaly of its underemployment, the 
role of monetary policy is to promote economic development by enlarging 
and diversifying the productive capacity of such economies. In most 
developing countries, for example, monetary policy is used in order to 
increase the volume of domestic savings and to influence the pattern of 
investment by channelling resources into specific productive sectors of 
the economy. 4 The scope of influence of monetary policy on the 
allocation of resources is confined to that part of investment which is 
financed by commercial banks and other credit institutions or 
development banks. It is therefore not surprising that a study 
conducted for the Development Centre of OECD in the mid-1960's 
identified a spectacular increase in the number of development banks in 
LDC's during the post-war period. 5 It is worth noting that another way 
by which monetary policy facilitates significantly in raising the rate 
of economic development in most developing countries results from the 
role of the central bank as fiscal agent for the government. This role 
enables the Government to borrow considerable funds from the public in 
order to finance development expenditures. 6 
In addition to the objective of promoting rapid economic development, 
monetary policy is often used to secure equilibrium in the balance of 
payments, which is regarded by most developing countries as a 
prerequisite for a sustained development process. It was mentioned in 
Chapter 2 that most of the factors affecting the balance of payments of 
LDC's are almost entirely beyond their own control and have little or no 
direct bearing on conditions of internal demand. This is particularly 
true of the terms of trade and the size of harvests; the two factors 
E. Eshag, Fiscal and Noneatry Policies and Problems in Developing Countries, (Caitbridge 
University Press, 1983) 
5. Ibid p 187 
6. See Chapter 3 which describes, inter alia, the functions of the Bank of Tanzania as a fiscal agent of the Governsent. 
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which play a key role in determining the balance of payments position of 
developing countries. Since most developing countries rely 
significantly on agricultural exports for earning foreign exchange 
reserves, the external imbalances brought about. by these two factors are 
in practice bound to have a contractionary impact on real national 
income and on the aggregate effective demand. This means that, unless 
governments take measures to offset this contractionary impact, such 
imbalances are likely to be accompanied by a slackening of economic 
activity. Indeed the experience of Tanzania during the period under 
study is that a sustained deterioration in the level of foreign exchange 
reserves caused by balance of payments difficulties undermines the state 
of confidence of the public and results in a cut off of vital imports 
such as raw materials and capital goods and this situation jeopardises 
the whole effort of economic development. It must be obvious from the 
foregoing analysis that the objective of balance of payments equilibrium 
is not sought as an end in itself; the only reason for seeking it is to 
avoid the harmful effects on development that generally result from 
conditions of disequilibrium.? 
The third objective of monetary policy in LDCs is price stability. This 
is important because inflation in underdeveloped economies has often 
been associated with the problem of capital formation. This explanation 
of inflation argues that characterized by low levels of per capital 
income on which aggregate saving-income ratio depend, the LDCs are 
unable to generate voluntary savings to meet desired levels of aggregate 
investments. Thus, inflation occurs because the savings gap is bridged 
by deficit financing-8 This analysis of inflation in the developing 
economies as a purely monetary phenomenon would appear to undermine the 
multidimensional character of the development problem. Indeed, 
according to some studies undertaken on Latin American economies, 
inflationary pressures can be caused by non-monetary as well as monetary 
variables. 9 Although, there is no direct link between deficit financing 
and inflation, it is widely held that the former requires explicit and 
careful financial management in order to maintain monetary and price 
7. See 1. Ishaq U. cit pp 235 
S. See I. K. Bernstein, 'General Probleas of Financing Developient Prograii', the Journal of IiLnance (Val 12,1957). 
9. See for instance, W. Barr, 'The Inflation Controversy in Latin lierica: I Survey, ý_atia 
laerican Research Review, (Vol 11,1967); Di seers, I Theory of Inflation and Growth in Underdeveloped countries Based on the experience of Latin laerica, ' the Oxford Econgic 
! "ers, Vol XIV, June, 1962). 
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stability in the economy. 10 As in the case of the objective of balance 
payments equilibrium, price stability is not sought as an end in itself, 
but it is a desirable objective because inflation is bound to be harmful 
to economic growth. G. S. Dorrance" argues that persistently rising 
prices diminish the volume of resources available for domestic 
investment because community saving is reduced. A considerable part of 
this saving is channelled to foreign rather than domestic investment, 
while the flow of capital from abroad is discouraged. Perhaps, even 
more important is the fact that a substantial part of the reduced flow 
of resources for domestic investment is diverted to uses which are not 
of the highest social priority and economic activity becomes steadily 
more distorted. 12 In view of the foregoing analysis it is seen by many 
developing countries that anti-inflationary measures lie primarily in 
the field of monetary and fiscal policies. In the case of Tanzania, 
monetary authorities regard the objective of price stability as 
particularly important because persistent inflationary pressures often 
lead to balance of payments problems. 
Since a large proportion of the population in the developing countries 
live in the rural areas and depend almost entirely on agriculture for 
their economic livelihood, the objective of full employment is closely 
identified with that of attaining a high and stable rate of economic 
growth. By contrast, the pursuit of the objective of full employment 
in 
the developed countries has been the dominant goal of economic policy 
ever since the Keynesian revolution which argued that employment 
lay 
within the domain of government control. 
As mentioned earlier, economic objectives of monetary policy as used 
in 
the developed economies are largely the same as those in the developing 
economies; price stability, balance of payments equilibrium, stable 
economic growth and a high level of employment. It must however, be 
emphasized that the existence of various different goals causes the 
10. See for emple V. I. Rao, 'Deficit financing, Capital Foriation and Price Behaviour in in 
Underdeveloped lconoi7% The Indian Econgaic Review (Voll. 1953); U. Tun Vai, 'The Relation 
Between Inflation and Econozic Developient: I Statistical Inductive study' IMF Staff papers, 
(1959). 
11. G. S. Dorrance, 'The Effect of Inflation on Econciiic Developitent', in V. Baer and I. 
Kenstenetsk7 (eds), Inflation and Growth in Latin Aserica (Steven, Hollevood, 1 11,1964). 
12. Ibid. pp 212. 
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problem of conflicting objectives in formulating economic policy. In 
this context the most familiar dilemma arises to policy-makers when 
unemployment is high and prices are rising. By stimulating demand in 
order to bring down the level of unemployment, it will merely serve to 
aggravate the problem of rising prices. Similarly to hold back demand 
through monetary restraint may help to check the rise in prices, but 
will cause unemployment to increase. 
Another familiar conflict between the objectives of monetary policy 
arises between full employment and balance of payments equilibrium. The 
problem of conflicting objectives is particularly acute when there is a 
large number of economic targets. 
In the face of conflicting objectives, the monetary authorities have two 
posibilities; in the first place, they may accept the existence of an 
irreconcilable conflict and 'trade-off' the achievement of one objective 
against the achievement of another. A successful trade-off is one which 
produces the preferred combination of policy objectives, even though no 
single objective is fully attained. 13 For example, under the Phillips 
curve analysis which predicts a fairly stable relationship between the 
rate of inflation and the level of economic activity, it will mean that 
policy makers could choose to have a higher level of economic activity 
at the cost of a little more inflation or more price stability at the 
cost of a little more unemployment. 14 In such circumstances, it would 
be the task of politicians to choose the particular combination of 
inflation and unemployment that was considered least painful for the 
economy as a whole. 15 The second way of resolving a conflict between 
objectives is to devise additional instruments which are specific to the 
targets being aimed at. In economic system, the possibility of using 
different policy instruments in order to achieve a variety of economic 
goals raises the question of the appropriate 'mix' of Policy. This line 
of reasoning leads to the conclusion that if a country wants, say, both 
13. A. Crockett, Koney: Theory, Policy and Institutions 
(Thoiias Nelson 1973), pp 67-78 
11. See 1.1. Phillips, 'The relationship Betveen Uneiployient and the rate of Change of Koney 
Vage Rates in the United lingdoi 1862-1957' 1comica (1958). 
15. It is, hovever, argued that this particular trade-off ial be illusionary in the long-ruB. 
This is because the initial increase in inflation resulting froji jioving econoiiies activity to 
a higher level tends to becoie 'built in, to price and vage bargaining, so that the higher 
level of activity can only be sustained by further increases in the rate of inflation -a 
policy that cannot be continued iDdefinitely. 
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to increase domestic employment and to improve the balance of payments, 
it should have a tight monetary policy and an expansionary fiscal 
policy. The tight monetary policy will work against the expansionary 
fiscal policy on the domestic front, and fiscal policy will work against 
the impact of monetary policy on the external front. But the important 
point is that the offset will only be partial, and can be dealt with by 
increasing the strength of each policy. 16 Although at the theoretical 
framework the assigning of policy instruments to targets is 
straightforward, there is considerable scepticism as to whether in 
practice the policy would work as smoothly and easily as its advocates 
claim. 17 Nevertheless, economic policy in many countries has reflected 
an attempt to use different instruments selectively and this aspect will 
be explored in some detail later when reviewing monetary measures 
adopted in Tanzania during the post-independence period. 
Before leaving the issue of objectives of monetary policy, it is worth 
discussing, albeit briefly the relative role of fiscal policy in the 
developing economies. While the regulation of aggregate demand remains 
the overriding role of fiscal policy in the developed countries, its 
principal aim in a developing economy is to enlarge the productive 
capacity of the economy by increasing savings/investment and ensuring 
the most productive allocation of the economy's resources. The essence 
of fiscal policy is that it is the means to influence economic 
development which depends on the distribution of the economy's resources 
between consumption and investment. More generally, fiscal policy was 
the dominant policy instrument for effecting structural readjustment in 
the economies of developing countries. Monetary policy though used also 
for increasing the productive capacity of the economy, as was mentioned 
above, has normally been applied in support of fiscal policy and is 
primarily entrusted with the task of maintaining price stability. 
16. for a further and itore theoretical discussion, see R. I. Mundell, 'The Ippropriate use of 
Monetary and fiscal Policy for Internal and External Stability, ' IMF Staff Papers, (March 
1962). 
17. See 1. Crocket, M cit. 
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4.3 Instruments of Monetary Policy 
Monetary policy is concerned with the manipulation of certain financial 
variables such as the money supply, the flow of credit, and interest 
rates. The instruments of monetary control by which a central bank can 
influence money supply and credit conditions in the financial system and 
economy fall into two groups. On the one hand the monetary authorities 
have at their disposal a set of 'general' instruments which have a wide 
ranging impact on financial institutions generally and affect the cost 
and availability of capital funds and credit throughout the economy. On 
the other hand the authorities can employ 'selective' or specific 
instruments of control which apply to'particular groups of financial 
institutions. Selective controls therefore are directly concerned with 
influencing the allocation of money and credit to specific sectors of 
the economy rather than influencing the total amount of money and 
credit. There is considerable controversy about the effectiveness of 
the traditional instruments of monetary policy in the developing 
economies where financial markets are not highly developed and the 
financial system is dominated by a few commercial banks and other credit 
institutions. 18 The effectiveness of the instruments of monetary policy 
depends on their ability to exert impact on the cost and availability of 
finance from all sources to borrowers in the private sector. This 
section will review each of the general and selective instruments of 
monetary policy and consider their effectiveness in the context of the 
Tanzanian economy and its contemporary financial system. 
4.3.1 Variable Reserve Requirements 
Reserve requirements are a particular example of general instruments of 
monetary control. Most central banks stipulate the minimum ratio of 
reserve assets to deposit liabilities which the commercial banks must 
hold and most have the right to vary this ratio. An increase in- the 
required reserve ratio means that banks have to hold more reserves for 
any given level of deposits, and in the absence of any increase in the 
supply of reserves, puts pressure on them to reduce their earning assets 
le. See for ezaiple, S. I. Sea, Central Banking in_-Un4erdevelope4 Koney Karkets, 3rd ed. 
(Calcutta, 1961); G. S. Dorrance, 'The IBstrumients of Konetary Policy in Countries without 
Highly Developed Capital larkets', IKF Staff Papers (July 1965). 
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and thus their deposits. Conversely, a reduction in reserve 
requirements has an expansionary influence. More generally, a change in 
required reserve ratios brings about a direct impact on the volume of 
excess reserves of the banking institutions and consequently on the 
available volume of bank credit and on the liquidity condition of the 
financial system in the whole economy. Reserve requirement variations 
are well suited for absorbing or reducing excessive liquidity of the 
banking system caused by capital inflows from abroad or large surpluses 
in the balance of payments. Similarly, if heavy deficit financing by 
the government leads to financing through the banking system, the 
authorities may use an increase on reserve requirements to mop up the 
banks excess reserves and avoid any easing of conditions in private 
credit markets. 
It is important to note that changes in reserve requirements (or special 
deposits) work by pushing up interest rates and thus inducing people to 
hold less cash and more bonds. The interest rates are bound to increase 
because when banks find that their ratios of reserve assets have fallen 
as a result of changes in the legal reserve requirement, they will 
either have to stop increasing their holding of non-reserve assets (i. e. 
stop lending), or try and borrow more from depositors. Either course of 
action will tend to raise interest rates and restrict the growth in the 
money supply. In order to hold back the growth of non-reserve assets, 
the banks will have to push up their lending rates so as to discourage 
borrowers. If, on the other hand, they try to acquire additional 
reserves by bidding more actively for deposits, they will drive up the 
cost of funds, which is turn will push up lending rates and thus check 
borrowing. In the aggregate, therefore, banks can only increase their 
holding of reserve assets by acquiring additional reserves from outside 
the banking system. If the authorities are able to control the supply 
of reserve assets, then attempts by banks to get new reserve assets from 
individuals and institutions outside the banking system cannot be 
successful and the only way banks can get into portfolio balance Would 
be through a reduction in the total of bank deposits. 19 
19. See Richard Goode and Richard S. Thorn, 'Variable Reserve 1equireaents Igainst Collercial 
Bank Deposits', IMF Staff Paperi, (1959). 
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The preciseness of the control which can be achieved over the money 
supply and credit conditions by means of variations of reserve ratios 
depends on two factors: 
(a) the ability of the monetary authorities to control the total 
volume of reserve assets in the hands of the banking system and 
(b) the stability of the ratio of reserve assets to total deposits. 
Each of these two factors will introduce a certain degree of uncertainty 
in the effectiveness of variations of reserve requirements to influence 
the level of money supply and credit conditions in the economy. With 
regard to the first factor, there will be transactions in reserve assets 
between the banking system and outsiders, while in the case of the 
second factor, there will be a fluctuating 'cushion' of reserve assets 
which banks hold in excess of the required minimum. The margin of 
uncertainty in control of the money supply cannot be removed entirely, 
but it can be reduced by making reserve assets unattractive to hold in 
their own right. This will ensure that outsiders do not wish to hold 
more than they strictly need for transaction purposes and that banks 
strive to keep as close to the required minimum as possible. 
In contrast with other instruments of monetary and credit control such 
as the open market operations and discount rate policy, the holding of 
reserve assets constitute a form of 'tax' on banking activities which 
may have adverse consequences for the allocation of resources. In 
particular, it may encourage the growth of other, intrinsically less 
efficient means of financial intermediation. 20 There has been 
considerable debate over the relative merits of variable reserve 
requirements as an alternative to open market operations as a technique 
for influencing the money supply. It is argued that changes in reserve 
requirements have disturbing effects in securities markets. Thus during 
a credit squeeze the private sector is not usually willing to absorb 
large quantities of securities quickly and if banks and other financial 
20. A. Crocket, U cit. 
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intermediaries try to sell any appreciable volume of securities in their 
attempts to get back into portfolio balance following changes in the 
minimum reserve requirement, such conditions may easily cause the risk 
of a disorderly market in the sense that a sharp fall in the price of 
securities occurs and the authorities may even find themselves 
reluctantly buying securities in order to prevent a disorderly market. 
In these circumstances, a combination of an increase in reserve 
requirements and open market purchases of securities may permit the 
authorities to achieve a contraction of credit without disorderly 
markets; the open market purchases providing some, but not all, of the 
cash or liquid assets which the banks need to meet the new level of 
required reserves. 21 Some eminent economists led by Milton Friedman 
have argued that the minimum reserve requirement is technically 
defective because the Federal Reserve System has considerable difficulty 
to control the money SUpply. 22 Milton Friedman asserts that the Federal 
Reserve cannot control money supply effectively: (1) because reserves 
being less than 100%, banks have considerable influence over the amount 
of money that a given reserve base can support chiefly through their 
willingness to hold excess reserves, and (2) the ability of the banks to 
hold reserves at a level ranging from the minimum required level to 100% 
of their deposit liabilities enables them to minimise whatever impact of 
credit squeeze intended by the monetary authorities. For these reasons 
Friedman has called for the complete elimination of fractional reserves 
in the United States; that is he has argued for 100% banking. Generally 
those who favour the monetarist approach to the conduct of monetary 
policy would probably favour a reduced emphasis on the changes in the 
reserve requirements. 23 However, the American Report of the Commission 
on Money and Credit, asserts that variable reserve requirements can be a 
useful tool for influencing money supply and credit, but recommended 
that owing to its limitations it should be used only 'sparingly'. 24 
21. On this and related probleas of credit squeeze through change in the iiinijul reserve 
requiresents, see Harry G. Johnson, 'Monetary Theory and Policy,, Aterican Econolic Review, 
Vol. 52 (5), (june 1962); see also, The report of the C011iission on Money and Credit, KoneY 
and Credit: Their Influence-on Jobs, Price and Growth, Raglewood Cliffs, N. J. 1961). 
22. See Milton Friediian, I Prograsme for Monetary Stability . New York, 1959. 23. See Thozas F. Cargill, Money: The Financial Systea and Monetary Policy, (Prentice-Hall, 
1979), pp 285-303. 
21. Report of the Comiission on Money and Credit, M cit. 
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Despite, some of the powerful theoretical criticisms raised, it is not 
disputed that the absence of a well-developed market in securities, 
variable reserve requirements should be the preferred technique for 
influencing the money supply because technical difficulties preclude the 
carrying out of open market operations. Controversy is thus restricted 
to conditions where there is an adequate market in securities and the 
authorities want to bring about a substantial change in bank deposits or 
bank lending to the private sector. It is therefore not surprising that 
in the LDC's where capital markets are virtually non-existent and hence 
open market operations are technically precluded, variable reserve 
requirements are likely to be the most effective tool of money supply 
and credit control. 25 In fact variable reserve requirements is favoured 
by most central banks in the less developed countries and is used 
relatively frequently as an instrument of monetary control. 26 The Bank 
of Tanzania is empowered under its statute27 to vary the required 
reserve ratios of deposit liability and the relevant provision applies 
to banks and designated financial institutions operating in the 
country. 28 Since its establishment in 1966, the Bank of Tanzania has 
rarely made changes in the minimum reserve requirements. In case of any 
violation of this regulation by the banking institutions, the statute 
requires that the bank concerned be required to pay a penalty to the 
Bank of Tanzania. 29 
In conclusion it must be emphasized, that the variable reserve 
requirement is considered to be a powerful technique of monetary policy, 
as a change in the legal reserve requirements not only influences the 
reserve base that banks can use to support the expansion of loans and 
investments but also alters the value of the money multiplier. 
Moreover, changes in reserve requirements have an announcement effect as 
do changes on the discount rate which will be discussed later. This 
instrument is potentially relatively effective in the economies of the 
LDC's where the institutional prerequisites for market mechanisms are 
particularly defective. 
25. G. S. Dorrance, ; The Instruients of NoBetary Policy in Countries lithout Highly Developed 
Capital larkets', op. cit. 
26. See N. H. de lock, Central Banking, ILoadon 1974) pp 223. 
27. Bank of Tanzania Ict 1965 OP cit. 
28. The tera "designated financial institutions was defined in Chapter 3 to include three 
developient banks, naiely, TRDB, THB and TIB. 
29. Bank of Tanzania Ict 1965. 
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4.3.2 Open Market Operations 
Since the 19301s, open-market operations in securities has been the most 
important technique of monetary poliCy. 30 By buying and selling 
securities in the open markets, the monetary authorities can have an 
effect on interest rates and the money supply through changing the 
availability of the various financial assets in which they operate. if 
the authorities are buying securities, they will be adding to demand for 
these assets thereby pushing up their prices and lowering yields. At 
the same time, such official purchases will provide cash in exchange for 
securities and if the customers are the clearing banks, the effect is to 
increase the reserve deposits of the banking system with the central 
bank. Similarly, if the customers are other than the banks, the effect 
is to increase first the money supply in the publics' hand and then the 
reserves of the banks, depending upon the publics' cash preference. The 
obvious implications for an increase in the reserve deposits of the 
banking system is that banks will be more willing and able to grant more 
loans and advances and this will tend to cause the money supply to 
increase and will also lower interest rates. In other words, open- 
market purchases of securities by the monetary authorities will lead to 
an increase in the money supply and lower interest rates whether or not 
the customers (or sellers of securities) are the commercial banks or the 
public. On the other hand, open market sales of securities by the 
central bank have the opposite effect. 
Although there is broad agreement about the implications of open market 
operations for the money supply and short-term interest rates, there is 
much less agreement about how such operation affect the term structure 
of interest rates and/or long-term interest rates in the economy. On 
one view, long-term interest rates are said to reflect investors 
expectations of what short-term rates will be in future, in so far as 
this is correct, the monetary authorities can best alter the term 
structure of interest rates indirectly through the influence of open- 
market operations on investors' expectations. An alternative view is 
that the market is segmented, with investors having some preferred 
habitat in the maturity range: Life assurance companies and pension 
funds prefer long-dated stocks, while banks and discount houses are 
30. Thous F. Cirgill, op cit. p. 285. 
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reluctant to hold stocks which will mature more than ten years or five 
years respectively. Investors can be persuaded to hold stocks outside 
of their preferred maturity range only if they are given an adequate 
price incentive. 31 This theory implies that the authorities can 
influence relative interest rates on debts of differing maturities by 
altering the composition of the central government debt held by the 
market: Sales of long-dated stocks accompanied by purchases of short- 
dated stocks or treasury billS32 will lead to raise long-term and reduce 
short-term interest rates. How far long-term rates can be controlled by 
this means depends on the readiness of long-term leaders, particularly 
such financial institutions as pension funds and life assurance 
companies, to substitute government debt for private-sector debt or 
equity in their asset portfolios. It depends also on the extent to 
which private sector borrowers in the capital market are influenced by 
the cost of capital, and their willingness to substitute short-term for 
long-term borrowing in response to changes in relative interest rates 
thus offsetting the effects of changes in the maturity structure of 
central government debt. The scope for this is restricted because the 
private sector is effectively limited to changing the maturity structure 
of new borrowing, which is small in relation to the outstanding stock of 
debt capital while the monetary authorities can operate on a much larger 
scale. 
Whatever view is, taken of the scope for influencing relative interest 
rates through open market operations a contraction Of the bank reserves 
by this means will raise the general level of interest rates and 
conversely an expansion of the reserve base will lower interest rates. 
From the point of view of demand management, the central banks 
operations in the securities market tends to be counter cyclical. That 
is to say, when restraint of demand is needed, the central bank sells 
securities, thus reducing liquidity and the money supply and pushing up 
31.1, Crocket, op. cit. 
32. Provided these treasury bills are not treated as part of the reserve base. However, if 
treasury bills for& part of the required reserves of the banking systelt, as in the case in 
the DI, purchases and sales of thes will not alone be sufficient to influence the overall 
reserve position of the banking systea. They will offset the coaposition of reserve assets, 
but not the total quantity. Therefore, to have an effect on the quantity of reserve assets, 
it will be necessary to extend open tarket operations to securities which are not reserve 
assets. Such a love lay be desirable anyway if the ionetary authorities wish to have a lore 
direct aeans of influencing longer-terl interest rates. 
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interest rates. When the problem is one of stimulating the economy, 
purchases of securities are used to expand the money supply and bring 
down interest rates. In addition to this general objective of 
influencing money supply and interest rates in the economy, open market 
operations are frequently undertaken by central banks in order to 
stabilise price fluctuations of securities in the market. In the short- 
term, markets may be importantly affected by investors expectations 
which may cause the normal inverse relationship between the supply of an 
asset and its price not to hold. A rise in rates will tend to increase 
the demand for gilts, both by virtue of the higher yields offered and 
the possible effect on expectations with respect to future interest 
rates. 33 But at the same time, they may cause a perverse short-term 
reaction if the market expects further rate hikes in the near future. 
Moreover, it is not always clear to the monetary authorities any 
divergence from desired trend in the prices of securities or other 
financial variables, is temporary or not and hence whether action should 
be undertaken. An added problem concerns the extent to which the 
authorities should 'play along' with or resist market pressures, 
according to their own individual view of the underlying conditions of 
the situation. All these factors contribute to general uncertainty and 
hence the problem of interest rate volatility in the market. It is 
believed that if these destabilising tendencies of investors 
'psychology' are allowed to express themselves in sharp price 
fluctuations, the long-term willingness of investors to hold securities 
will be impaired. The policy of price stability has been described as 
'leaning into the wind' as the monetary authorities stand prepared to 
enter the market as buyers on a falling market and unload stocks on a 
rising market, thereby ironing out price and yield fluctuations. 
In-spite of their undoubted relative flexibility and scope for 
influencing liquidity of the banking system, the carrying out of open 
market operations require the existence of a highly developed capital 
market with a widely held and relatively large national debt. Graeme S. 
Dorrance34 argues that in those countries without such Capital markets 
open market operations are likely to be ineffective as an instrument of 
33. On this point see Kaxiitillian J. B. Hall, 'The Instruitents of Konetary Policy,, in David T. 
Llewellyn Jeds), The Frasework of the UI Nonetary Policy, Neiman Educational Books, 
London, 1982), pp 166-199. 
34. G. S. Dorrance, op cit. 
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monetary policy. It was therefore not surprising that monetary control 
through open market operations have been effective only in the United 
Kingdom, United States and Canada. 35 It is widely believed that outside 
these countries until recently the use of open market operations has not 
been noticeably frequent. 36 
Since its establishment, the Bank of Tanzania has been vested with 
authority to engage in open market operations with government securities 
for the purposes of influencing money supply and credit conditions in 
the economy. 37 However, as elsewhere in the developing economies, the 
non-existence of a well-developed securities market, has virtually 
precluded the use of open market operations as an instrument of monetary 
policy in Tanzania. The use of open market operations in the context of 
Tanzania has been confined to the objective of meeting seasonal 
financial requirements of government. Such operations are not designed 
to influence the general liquidity condition of the banking system, as 
in the case in the developed countries, but the purpose is to create a 
market for government securities to facilitate a means for raising funds 
required by the government in order to finance its development 
programmes. As was mentioned in the preceding chapter, the amount of 
issuance is determined by the government at the beginning of each 
financial year and forms part of the Development Revenue of the budget. 
The role of the Bank of Tanzania in this regard, is to advise the 
Treasury of the maturities in which the total issue should be split and 
the corresponding interest rates for the maturities. The normal terms 
and conditions of the bonds are 91 days of maturity and a discount rate 
of 9,747 per cent per annum, the ceiling rate being 10% per annum. 38 
The total amount of issue is then distributed to commercial banks and 
other specified financial institutions on 'quota' basis which is 
determined by the Treasury in consultation with the Bank of Tanzania. 
In practice, however, the security holding is invariably dominated by 
the National Bank of Commerce, National Insurance Corporation, and 
the National Provident Fund, which are all public financial 
institutions. It must be emphasized that the sale of government 
35. Ibid 
36. Be lock op cit. 
37. See Bank of Tanzania Ict 1965 op. cit. 
38. Ibid p 48. 
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securities is also open to the general public and corporations in the 
private sector. As was seen from table 3.2 in chapter 3, participation 
of the public in holding of government securities was absolutely 
insignificant and represented less than 3% of the total issue. Under 
the circumstances, the Bank of Tanzania cannot use open-market 
operations as a conscious instrument of monetary policy for influencing 
money supply and credit conditions of the banking institutions. 
4.3.3 Discount Rate 
The discount rate (or bank rate) of a central bank is the rate at which 
it is prepared to lend to the commercial banking system when the latter 
is short of liquid funds. In such a situation the central bank as the 
banker to banks and lender of last resort can provide loans to 
commercial banks. It can do this by two methods. First, by lending 
against the pledge of government securities or any other securities 
deemed suitable by it. This type of lending is called an 'advance'. 
Second, it can lend on the basis of buying or rediscounting securities 
held by the bank which needs cash. This type of lending is called a 
'discount' and the rate of interest charged by the central bank is 
referred to as the 'discount rate'. Lending to commercial banks or this 
discounting mechanism as it is now known, is the oldest tool of monetary 
policy and during the emergence of central banking in Europe, was 
regarded as the primary instrument of monetary control-39 In most 
countries this operation is done by lending direct to the banks 
themselves, while in the U. K. such loans are provided via the discount 
market. 40 In a tight monetary situation, the discount mechanism would 
involve an increase in the discount rate as well as a general tightening 
up of other loan conditions imposed by the central bank. The increase 
discount rate would raise the cost of borrowing from the central bank 
and the tightening up of other lending terms and conditions would reduce 
the availability of these funds. Both considerations would reduce 
borrowing from the central bank and hence the money supply. In 
addition, the increase in the discount rate would signal to the 
39. See Thoias 1. Cargill, op. cit. p 292. 
40. The Bank of England's discount rate is now called the Kiniauia Leading rate (KLR); forlerely it was Bank rate. 
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financial community and the general public that monetary policy was 
becoming more restrictive. If the central bank wanted to institute an 
easy monetary policy, the discount rate would be lowered, and other 
lending conditions would be relaxed encouraging an expansion in bank 
reserves. In addition, the announcement effect would be a signal that 
monetary policy was becoming less restrictive. 
It is normal for a central bank to declare publicly its rediscount rate 
and to change it periodically at its own discretion. It is also 
possible however, for a central bank to express its discount rate as 
being a fixed margin above some market-determined rate. The fundamental 
premise of the discount mechanism as a technique of monetary control is 
that a change in discount rate will bring about a corresponding change 
in other short-term money rates. It is obvious how a discount rate can 
in principle act as the pivot in the overall spectrum of rates. Rates 
on securities (usually bills) eligible to be used as collateral cannot 
rise above bank rate by very much or for very long, otherwise it would 
be profitable for the banking system to borrow unlimited quantities from 
the central bank on the security of bills which yielded them a higher 
running return. If there was no restriction on the amounts the banking 
system could borrow, then any tendency for bill rates to rise above bank 
rate would give rise to a heavy demand for bills, which would bring 
their yields down again. Rates will not fall too far below bank rate, 
either, because of the costs involved in covering a shortage by last 
resort borrowing at a penal rate from the central bank. 41 The influence 
of bank rate on yields of eligible bills can therefore be fairly direct; 
because these money markets assets are competitive with other forms of 
financial assets, this influence can in principle be generally 
disserminated throughout the financial system. 
The influence of the rediscount rate on other rates, however, depends 
ultimately on the willingness of the authorities to make the rate 
effective by using it as a basis for operations. In many countries, 
discount rate changes tend to be accommodative, in that they usually 
reflect changes in market interest rates that have already taken 
place. 42 However, discount rate changes are occasionally used in a more 
11. See 1. Crockett op. cit. pp 80. 
42. ibid. 
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active way too. In particular, central bankers recognize that their 
decisions about discount rates can affect market expectation, and thus 
have wider implications for the demand to hold different kinds of 
financial assets. Expectations are of the greatest importance in many 
financial decisions, and discount rate changes can have a profound 
influence on market psychology. However, a psychological weapon is hard 
to use with a controlled effect; it may have little or no effect on 
expectations if used too lightly, but a dramatic effect if used somewhat 
more strongly. There can be even a perverse effect; a large change in 
the discount rate may serve to emphasise the seriousness of a crisis 
even more than the resolution of the monetary authorities. 
De Kock 43 argues that the effectiveness of the discount mechanism 
hinges on the existence of an active and well organised money market and 
depending on the central bank for accommodation in terms of heavy 
seasonal strain or intense business activity and of traditional 
conventions and general recognition of the leadership of the central 
bank. More generally, the effect of the discount rate is clear if the 
authorities are frequent lenders at this rate. However, the influence 
may still be felt, even though not much actual lending is done. If the 
banking system believes that the central bank will enforce penal 
borrowing whenever interest rates fall more than the authorities wish, 
they will take care not to let rates move to such an extent. The threat 
of a penalty may thus be just as effective in inducing the banking 
system to behave in the desired way as the use of the penalty. 
The working of the discount mechanism in the U. K. hinged upon the 
informal, reciprocal agreement entered into by the Bank of England and 
the discount market whereby the discount market agreed to 'cover' the 
Treasury bill tender, thereby guaranteeing, on a continuous basis, the 
solvency of the government. 44 In return, the discount houses secured 
automatic and unfettered access to Bank 'lender of last resort' 
facilities. Under the discount mechanism the Bank, as a matter of 
deliberate policy,. engineered a shortage of cash in the discount market 
so that the houses were forced to turn to the Bank credit facilities. 
As the marginal supplier of funds to the market, the Bank could then 
43. De lock, op. cit. 
44. Kaxiii1lian J. B. Hall, op. cit. pp 166-199. 
131 
exercise its power to set the terms on which assistance was given. if 
the Bank wishes to see short-term interest rates rise, help will only be 
provided at 'penal' rates which, in effect, are used as signals of the 
authorities desires for future short-term rates, starting with the 
Treasury bill rate. Thus if 'penal' lending is enforced day after day 
the houses naturally seek to reduce indebtedness at the Bank, either by 
realising some of their assets or by borrowing more from 'outside' 
lenders or the banks. However, if the Bank is happy with the prevailing 
level of short-term rates, assistance is provided to the market at 
approximately market rates, for example the banks' call money rates. 
The Bank of England in 1972 abandoned its discretionary bank rate (after 
270 years). 45 In its place it substituted a floating bank rate which 
was renamed 'minimum lending rate' to be set at 1/2% above the Treasury 
bill tender rate. Since then the Bank of England has only used a 
discretionary change in its MLR when it felt that market interest rates 
were not responding fast enough. In fact the MLR was scrapped in 
September 1981, but was temporarily re-introduced on 15 January 1985 in 
order to put a halt to the dramatic run on the pound sterling which had 
occurred during most of 1984.46 
In the United States, the discount rate policy was relegated to the 
background during the 1930's and 1940's, largely because of the 
considerable volume of excess reserves of commercial banks which 
precluded the need for banks borrowing from the Federal Reserve. The 
gradual revival of discount rate policy in the United States commenced 
in the early 1950's and today the discount mechanism is still regarded 
as a useful tool of monetary poliCy. 47 However there are two views on 
the usefulness of the discount mechanism. One viewpoint places 
considerable emphasis on the discount mechanism as a method of 
influencing credit in the financial system. This view regards changes 
in the cost of credit (interest rates) and the availability of credit as 
an important part of monetary policy. The view also underemphasizes the 
disadvantages of the announcement effect and argues that under certain 
conditions the change in the discount rate can be a useful supplement to 
general monetary policy. Another viewpoint regards the discount 
mechanism more a *safety valve' than as an independent tool of monetary 
45. A. Crockett, op. cit. p8l. 
46. J. struthers and H. Speight, Koney: lAstitations, Theory and Policy, (Longlan 1986), pp 350. 47. See Thoaas 1. Cargill op. cit pp 285-303. 
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policy. The existence of the borrowing facility actually allows 
individual banks experiencing financial problems to use the discount 
facility of the Federal Reserve. In 1968 the Federal Reserve completed 
a study of the discount mechanism which urged that the announcement 
effects of the discount rate changes be de-emphasized by making more 
frequent, but smaller, changes in the rate. 48 Others argued that the 
discount rate be tied slightly above a short-term rate such as the 
Treasury bill rate. In this manner, the discount mechanism could still 
serve as a safety valve while eliminating the problems caused by 
announcement effects. 
In the case of the developing economies, money and capital markets are 
not, as was mentioned earlier, developed sufficiently to ensure the 
operation of the discount rate as an effective instrument of monetary 
policy in modifying the structure of interest rates and thereby 
influencing credit conditions and money supply in the economy. S. N. 
Sen, 49 argues that a developed money market should have certain 
characteristics which seldom obtain in the developing countries. These 
are U) the presence of a highly organised banking system as a nucleus 
of the whole money market; (ii) the availability of proper stocks-in- 
trade on the market such as bills of exchange, treasury bills, short- 
term government bonds and other short-term securities; (iii) a number of 
dealers always prepared to hold or release these short-term assets; Uv) 
a number of sub-markets, each specialised-in various assets and for 
various maturities and each in reasonably workable competition; (v) an 
integrated structure of the market as a whole such that every sub-market 
is dependent upon other parts; (vi) sensitiveness of the market to the 
impact of international influences. In most of the developing 
countries, the banking institutions constitute the sole intermediaries 
between short-term lenders and borrowers in the organised sector, the 
rates of interest of which remotely responds to changes in those in the 
banking system. Moreover, since the recognition of the central bank's 
leadership has yet to take root among the bankers in the LDC's, the 
rates of interest in-the banking sector may not follow closely the trend 
of discount rates of the central bank. It is also argued that the rate 
of return on investment is very high in the LDC's and that a small 
18. Ibid pp 297. 
19. S. I. Sen op. cit. 
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change in the discount rate and other market rates may not affect the 
demand for credit facilities from the banking system. 50 In recognition 
of the special institutional percutiarities and the limitations of 
market mechanism in the developing countries, many central banks in 
these countries are empowered to determine directly the level of rates 
if interest charged and paid by banking institutions in respect of their 
loans and deposits. It is therefore not surprising that in some of the 
developing countries, a central bank effects a change in the rates of 
interest of the commercial banks without adjusting its discount rate in 
the first place. 51 Hence the effectiveness of the discount rate policy 
in the developing economies is often viewed with considerable doubts. 
The Bank of Tanzania is vested with powers under its statute to 
determine the level of the discount rate and other rates of interest 
applicable to banks and other specified financial institutions. Since 
1967 the discount rate has been increased on a number of occasions but 
as will be seen later when reviewing monetary measures adopted by the 
Tanzanian authorities during the period under study, there is no 
evidence to suggest that the discount rate has been used as a conscious 
instrument of monetary policy to influence the level of interest rates 
and monetary conditions in the economy. During the 1970's commercial 
banks in Tanzania experienced, as was seen in chapter 3, a significant 
level of high liquidity conditions and therefore there was no demands 
for banks borrowing from the Bank of Tanzania. Under the circumstances, 
the discount rate policy could not be considered as an appropriate tool 
for monetary control in the country. As the Bank of Tanzania relied 
substantially on direct credit controls to influence money and credit 
conditions, there was a large discrepancy between the discount rates on 
the one hand and the loan rates of the banking system on the other. The 
Bank of Tanzania's bias in favour of direct credit controls over the 
lending operations of the banking institutions was formalized in 1972 
following the establishment of the 'Finance, Credit and Foreign Exchange 
Committee' which was adequately covered in the preceding chapter. it 
suffices here, to say that the Committee is responsible, inter alia, for 
determining loan ceilings and quotas applicable to banks for guiding 
their lending operations to the public and private sector. 
50. See S. k. Neenai, Money and Banking in Pakistan Ulkis Book Corporation, larachi, 1966); see 
also W. V. Synder, 'KaBagiOl Money and Credit in a Developing Iconoly, ' IMF Staff papers, Upril 1977). 
51. E. g. Iiii, Central Banking Experizent in a Developing zconoily (Seoul, 1965). 
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4.3.4 Qualitative Credit Controls 
It must be overtly obvious from the analysis in the preceding sections 
that there has been considerable debate about the use and effectiveness 
of the traditional instruments of monetary control (i. e. open-market 
operations, discount rates and reserve requirements) even in the context 
of developed economies. However, the rapid growth and the broad based 
structure of the public debt has significantly established open-market 
operations as the primary instrument of day-to-day monetary control in 
most of the developed countries particularly U. S., U. K., and Canada. 
Controversy over the rediscount policy has largely focused on the 
question of whether discount rate is a useful auxiliary instrument of 
control or whether the possibility of rediscounting creates an 
unnecessary and troublesome loophole in the control over commercial 
banks afforded by reserve requirements and open-market operations. 52 It 
has also been argued that rediscount rates are a 'treacherous control 
instrument', since their restrictiveness depends on their relationship 
with shifting market rates of interest. 53 The major criticism raised 
against the use of reserve requirements as an instrument of monetary 
control is that they are discontinuous and have disturbing effects on 
securities markets requiring auxiliary open-market operations to avoid 
disorderly consequences in the price stability of securities. Moreover, 
it is argued that credit expansion by open-market purchases is less 
costly for the government and less profitable for the banks than credit 
expansion by reduction of reserve requirements and vice versa. The 
discontinuity and disturbing effects of reserve requirements changes 
have led some economists as was mentioned earlier, to believe that they 
should be used sparingly if at all, especially in restraining credit 
expansion. In addition the preponderance of the professional opinion, 
seems opposed to any system of reserve requirements that discriminates 
between banks or affects their profits differently and in favour of the 
removal of inequities among banks by the standardisation of reserve 
requirements. 54 
52. See Harry S. Johnson, op. cit. p. 63. 
53. Ibid. 
54. For a fuller analyses see R. Goode and R. S. Thorn, op cit. 
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One of the attributes of traditional instruments of monetary policy and 
of their implementations by the central bank is their generality of 
effects throughout the economy and its financial system. In particular, 
each economic unit is free to compete with every other unit in a similar 
position. Generalised monetary policy does not impede inter-unit 
competition and adjustments. 55 This argument presumes the existence of 
market and institutional structures which do not obtain in most 
developing economies. There is a broad agreement among economists that 
the underdevelopment or virtual non-existence of such prerequisites 
limits severely the effectiveness of the traditional instruments of 
monetary policy in the LDC's. The most serious institutional factor in 
the LDC's is of course, the lack of development in the financial 
structures of the economies. In most LDC's, a large part of the stock 
of money, ranging anywhere from one half to four fifths, is held in the 
form of currency. 56 This reduces the capacity of the banking system to 
create additional credit on the basis of an increase in its reserves 
and, correspondingly, limits its power of multiple credit expansion. 
Moreover, the segment of the economy that is susceptible to central bank 
influence - the modern sector, is relatively small and the 
traditional sector is virtually outside the reach of central bank 
actions. Also, because of the lack of financial development, in 
particular the non-existence of money and capital markets, most of the 
traditional monetary instruments are subject to many technical 
limitations. For instance, the discount rate which is the classical 
instrument, can hardly be expected to be an effective instrument for 
regulating the cost of credit in an environment where tremendous 
divergencies exist in interest rates in the organised market, and also 
between the organized and unorganized markets, owing to the lack of 
integration in the money and capital markets. 57 Again in the countries 
where there are no active and broadly based securities markets, open 
market operations cannot be effective in influencing the cost or volume 
of credit. out of the three traditional instruments, the variable 
reserve requirement is likely to be the only potentially powerful and 
effective instrument of monetary policy in the developing economies. It 
is in the light of the presumed ineffectiveness of the traditional 
55. G. S. Dorrance, op. cit. p 273. 
56. Yung C. Park, 'The Role of Money in Stabilization Policy in Developing Countries', IMF Staff 
La2ers, July 1973, op. cit. 
57. Ibid p 399. 
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techniques that central banks in most LDC's have often resorted to 
placing their reliance on the use of direct or selective credit controls 
as instruments of monetary policy. Two of the most familiar types of 
direct control exercised by central banks in the developing countries 
are ceilings in lending by banks and ceilings on interest rates which 
banks may pay. These and other techniques of direct controls will be 
surveyed briefly in this section. 
Lendincr and Interest Rate Ceilinas 
In many countries the authorities attempt through the banking system, to 
secure finance on favourable terms for certain categories of borrowers 
whilst discouraging lending to others. They may do this by imposing a 
ceiling on lending to the private sector thereby discriminating in 
favour of public bodies, by arranging finance on special terms for some 
borrowers, or by simply enjoining the banks to lend for some purposes 
but not for others. Lending ceilings are usually introduced so as to 
hold back that component of banks' activities which is considered to be 
most'inflationary and it is hoped that banks will ration credit, rather 
than allow interest rates to rise to balance supply and demand. In this 
way the authorities hope to hold down the growth of credit. 
Ceilings in interest rates as applied in the industrialised economies 
are designed to restrict the ability of banks to compete for deposits 
and so shield the politically sensitive area of non-bank savings and 
loan institutions which traditionally play a major role in financing the 
housing sector. 58 However, in the case of the developing countries, 
interest rate ceilings are usually intended to discriminate lending in 
favour of the directly productive sectors of agriculture and industry. 
Generally, interest rate ceilings in LDC's form an integral part of 
monetary control in an attempt to influence the distribution of credit 
within the economy and in particular to aid the expansion of the 
productive capacity of the economy. 
58. See Indrew Crockett op. cit. p. 90. 
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(ii) Special Deposits 
Special deposits is another familiar instrument of qualitative monetary 
control and it involves those credit institutions which are subject to 
the requirement of depositing funds (e. g. minimum legal reserve 
requirement) on an interest-bearing basis at the central bank. But the 
term implies that these additional deposits (which bear interest at much 
the same rate as reserve assets) are not supposed to be regarded as a 
permanent imposition on the banks. The principle is, however, that as 
the funds are not subsequently available to the banks the special 
deposit requirement represent a means of altering the liquidity of the 
banking system and hence limiting their ability to create money. 
(iii) Advance Payments on Imports 
Another arrangement by which the central bank may affect the level of 
bank reserves is through advance payments on imports. Under this 
arrangement commercial banks are directed by the central bank to require 
importers to deposit with them a certain percentage of the cost of 
imports. Although the requirement of advance payment on imports is 
sometimes undertaken in the developing countries as a measure to 
conserve foreign exchange reserves through discouraging imports, it may 
also be used to supplement other instruments of credit control. 
Generally, in countries in which the traditional instruments are not 
available, advance payments on imports may serve as a potential 
substitute for them. In order for advance payments on imports to be 
used as an instrument of monetary control, the advance payments 
collected by commercial banks have to be transferred to the central bank 
and thus be counted as a reduction in reserves for commercial banks 
which in turn reduces their ability to create money. However, the 
success of this instrument depends on the relative importance of imports 
in the economy and the amount of reserves the banks lose for the 
purposes of meeting this requirement. 
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(iv) Manipulation of Government Accounts 
The policy of manipulating government accounts for influencing credit 
conditions and money supply in the economy is likely to be effective in 
countries where the government enjoys a significant surplus sector with 
considerable accumulation of deposits in the central bank. This 
instrument may not be possible in those countries where the government 
has been incurring deficits, so that they have been accumulating debts 
to the monetary system rather than having deposits with the central 
bank. The policy is based on the principle that the manipulation of 
government accounts can have a direct effect on cash reserves of the 
commercial banks. Graeme S. Dorrance argues that, a payment by the 
government in the form of either a transfer to a non-bank economic unit, 
resulting in an increase in bank deposits, or a transfer to a government 
account with a commercial bank will lead to an increase on the cash 
reserves of the commercial banks, with a consequent expansionary 
influence on the monetary system. 59 On the other hand, a build-up of 
government deposits with the central bank (other than-one matched by 
borrowing from the central bank) will result in a drain, on the cash 
reserves of the commercial banks, with a consequent contractionary 
influence on the monetary system. Therefore, manipulation of the size 
and location of government deposits can serve as an instrument of 
monetary policy in countries where open-market operations are likely to 
be ineffective, while it is not likely to lead to the considerable 
repercussions inherent in variable reserve requirements. 60 
It must however, be recognised that where government deposits are held 
with individual commercial banks rather than the central bank, 
alterations in their level may have a specific impact on those 
individual institutions; that is, in some respectsi this instrument 
suffers from disadvantages similar to those inherent in the direct 
regulation of commercial bank credits to the private sector. The most 
serious limitation of the analysis involved in this instrument is that 
it ignores the fundamental fact that in practice government deposits are 
59. Graejie S. Dorrance op. cit. pp 277. 
60. ibid. 
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determined by fiscal and budgetary policy. Under the circumstances, it 
is unlikely that the central bank would have a free hand to determine 
the size and location of government deposits for the purposes of 
influencing monetary and credit conditions in the economy. 
(v) Exchange control 
This is a very widespread type of direct control exercised by central 
banks. Exchange control is a subject in itself and it is applied in 
different forms to suit the institutional and market structure of the 
country, concerned. However, in broad outline it involves restricting 
the freedom of individuals and corporations to convert domestic currency 
into foreign and vice versa. The controls can therefore, be applied 
either to restrict an outflow of funds or an inflow. They can be more 
or less comprehensive, being applied only to non-residents; and being 
applied to a restricted range of transactions, or to all transactions. 
For instance, in the case of a country which is trying to damp down 
inflationary tendencies by pursuing a policy of high interest rates to 
restrict the growth of credit, while other countries have low interest 
rates, the high interest rate country may find itself faced with a 
tendency for funds to flow in from abroad. If it responds to this 
tendency by accumulating reserves, this will undermine its policy of 
restricting the growth in its money supply. If on the other hand, it 
allows its exchange rate to rise to discourage inflows, this will make 
its exports and import-competing industries less competitive. Some 
countries have reacted to this dilemma by introducing exchange 
controls. 61 
The main objective of exchange controls as applied in the developing 
countries is to conserve the country's scarce resource of foreign 
exchange reserves by restricting payments in respect of goods and 
services which are deemed by the authorities not vital for economic 
development. However, by controlling payments to foreign countries this 
will in turn curb the demand for domestic credit from commercial banks 
which are often used to finance the foreign sector in the economy. For 
a country which is facing both balance of payments difficulties and 
61. Soutizes, as in the case of the UK in 1971, there are controls over inward and outward 
itoveitents at the saiie the. See A. Crockett op. cit. p 91. 
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domestic inflationary pressures, the enforcement of strict exchange 
control regulations may facilitate to dampen inflationary pressures 
while improving its external balance. It was mentioned in chapter 3 
that exchange control was an important function of the Bank of Tanzania 
and it will also be observed later, when reviewing monet ary measures 
adopted in Tanzania that exchange control was frequently used as a 
weapon for handling balance of payments crises. 
Before concluding this section, it may be of interest to discuss some of 
the standard arguments against the use of direct or selective controls 
for influencing credit and monetary conditions in the economy. The 
dominant argument is that if retained for any length of time, they are 
likely to have the result of misallocating resources. If a ceiling on 
bank credit reduces borrowing without increasing the rate of interest, 
credit must be rationed other than by price. Under these circumstances, 
there must be a presumption that some more worthy projects will be 
denied funds which are absorbed by less worthy projects. If banks 
continue to allocate credit within the ceiling (stipulated by the 
authorities) on the basis of price (i. e. they allow lending rates to 
rise to their natural level) there will be a tendency for borrowers and 
lenders to bypass the banking system and lend direct or go through other 
intermediaries which will probably be less efficient than the banks. 
This disintermediation also means that monetary indicators, are a less 
reliable guide to what is going on in the economy, since an unknown 
amount of financial activity is being switched away from the banking 
system. In many developing countries, however, where because of various 
institutional rigidities, ordinary market mechanisms are presumed to be 
not capable of distributing resources efficiently, direct controls have 
a role to play. 
4.4 Channels of Monetary Influence 
The main objective of the preceding section was to consider various 
techniques used in the conduct of monetary policy for achieving the 
desired macroeconomic goals. It is therefore, appropriate now to 
analyse how changes in the quantity of money are likely to affect the 
way in which the economy moves towards its equilibrium position. This 
subject is often referred to as the 'transmission mechanism' by which 
141 
the influence of monetary factors is felt on the real economy. For the 
classical theory, money was generally considered a veil over economic 
factors, ie. money was a passive factor in the economy in so far as the 
level of real economic activity was concerned. The classical economists 
emphasized that the key role of money in economic activity was its 
influence on the general level of prices. 62 However, some classical 
economists including Irving Fisher and Knut Wicksell disputed this view 
and evolved in rudimentary ways the relative price mechanism via money- 
interest rate-investment which showed that money was not a passive 
factor in the economy. 63 But it was not until Keynes published the 
General Theory that a serious attempt was made to provide a theoretical 
framework concerning the influence of the quantity of money in the 
economic system. 64 In the Keynesian System it is interest rates which 
transmit the impact of monetary changes to the real sector and thus 
monetary policy will not affect real magnitudes in the economy i. e. 
investment. ' national income etc. unless interest rates are affected. 
This theoretical view of money is based on the conviction of Keynesian 
theorists that financial assets, particularly of short-term liquid 
nature, are close substitutes for money, whereas goods and real assets 
are viewed as not being such close substitutes. Given a position of 
equilibrium,, if the authorities decide to increase the stock of money in 
the economy, for instance by open market operations, the extra 
convenience which such augmented money balances would provide would, 
other things being equal, not match the opportunity cost represented by 
the return available on other assets. Under such circumstances, the 
adjustment back to a position of portfolio equilibrium would, according 
to Keynesian theory, take place mainly, if not necessarily entirely, by 
way of purchases of money substitutes, i. e. alternative liquid financial 
assets, rather than directly through purchases of goods and physical 
assets. This would raise the price and lower the yield on such 
financial assets, and would cause in turn further purchases of somewhat 
less liquid assets, further along the liquidity spectrum. Eventually 
the price and yield on the long-end of the financial market are 
affected, thus bringing about a divergence between the cost of capital 
62. k. C. Pigou, 'Koney i Veil? ' in R. W. Clover, (eds), Konetary Theory, (London Penguin Books, 
1969), pp 30-36. See also, 1. Prasad, 'Role of Koney Supply in a Developing 1conoay; I 
Theoretical and lapirical Inalysis, Ullied Publishers, Nibay, 1969). 
63. Irving Fisher, The Purchasing Power of Nonel: Its Detegination and Relation to Credit, - Interest and ýrisis, (Revised Edition N. Y. 1963); taut Wicksell, Lectures on Political 
Sconoay: Koney, ed by Lionel Robbins, (London 1950). 
61. J. K. leynes, General Theory. o aplopent, Interest and Koney. op. cit. 
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and the return on capital. 65. It follows therefore, that the effect of 
changes in the money supply upon expenditure decisions and income is 
regarded by the Keynesians, as taking place almost entirely by way of 
changes in interest rates on financial assets caused by the monetary 
disturbance. 
The Keynesian transmission mechanism of portfolio adjustment rests on 
the different degrees of substitutability between money and different 
financial assets. The less that alternative financial liquid assets 
were felt to be close substitutes for money balances, the greater would 
the variation in interest rates on such assets need to be to restore 
equilibrium between the demand for and supply of money, after an initial 
disturbance; the larger, therefore, would be the effect on expenditures, 
via changes in interest rates, of open-market operations undertaken by 
the authorities. The greater the degree of substitution between money 
and other financial assets, the less would be the expected effect from 
any given change in the money supply. The authorities actions, though, 
could still have a considerable impact on the level of interest rates 
and thus on expenditure decisions by adopting a policy of implementing 
very large changes in the money supply. However, this policy is found 
to be accompanied by severe difficulties; there are difficulties in 
maintaining an efficient and flexible system of financial intermediation 
and also such a policy does require a very stable relationship between 
changes in the stock of money and interest rates. It is therefore 
argued that if there were a high degree of substitution between money 
and other financial assets, -and if this 'relationship was empirically 
found to be stable, then a change in the money supply would have a 
small but predictable effect on interest rates of substitute financial 
assets. On the contrary, if there was a small degree of substitution 
between money and other financial assets, and if this relationship was 
empirically unstable, then a change in the money supply would have a 
powerful but erratic effect. 
It is, therefore, clearly obvious that there is a close relationship 
between the view taken of the degree of substitution between money and 
alternative financial assets, and the stability of that relationship, 
65. for a fuller analysis, see C. I. E. Goodhart, Konetary Theory and Prattirp! The UK Experience, Nacifflan, London, 1984). 
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and the importance and reliance that should be attached to control over 
the quantity of money. At one pole there is the view expressed in a 
passage in the Radcliffe Report. 66 
"In a highly developed financial system ..... there are many highly 
liquid assets which are close substitutes for money so if there is 
less money to go round ..... rates of interest will rise. But 
they will not, unaided, rise by much .... 11 (para. 392). 
It is only logical that the Committee should then go on to conclude that 
control over the money supply was not a 'critical factor' (para 397). 
At the opposite pole there is the monetarist view, of which Professor 
Friedman is the best known proponent. 
In the monetarist analysis money is not regarded as a close substitute 
for a small range of financial assets. Instead money is regarded as an 
asset with certain unique characteristics, which cause it to be a 
substitute, not for any one small class of assets but more generally for 
all assets alike, real or financial. This analysis implies that when 
someone has excess money balances he will spend his excess money 
holdings not only on financial assets but also on goods and services. 
In the same way, if he feels himself to be short of money balances, he 
is likely to adjust to his equilibrium position (where the desired 
holdings of money balances are just equal to the actual money balances) 
by either selling some financial assets or foregoing some planned 
expenditure in goods and services. In this case, the interest- 
elasticity of demand for money with respect to any one asset, or 
particular classes of assets is likely to be low, because money is not a 
substitute for that asset, or class of assets but is an equally 
significant sýbstitute for all assets both financial and real. In other 
words, all goods and other assets which are not immediately consumed may 
be thought of as yielding future services. The relationship between the 
value of these future services and the present cost of the asset can be 
regarded as a yield, or rate of return, which is termed the 'own-rate of 
interest' on the asset concerned. Equilibrium is reached where the 
services yielded by a stock of money ie. liquidity, convenience, etc. 
66. Cozaittee on the working of the Konetary Systeit (Chairiian the It. Ron. The Lord Radcliffe, 
GBE), Report, London, 1959. 
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are at the margin equal to the own-rate of interest on other assets. 
Keynesians and Monetarists agree on the question of equilibrium. 
However, Keynesians would argue that the relevant own-rate is that on 
some financial asset whereas monatarist's would argue that it is the 
generality of own-rates on all assets. Keynesians, therefore, expect 
people to buy financial assets when there is an excess of money balances 
over their desired stock of money holdings, whereas monetarists expect 
people to spend the excess of their money balances on a wider range of 
assets including physical assets such as consumer durables as well as 
financial assets. Therefore, according to the monetarists the impact of 
monetary policy will be widely spread, rather than working through 
changes in particular interest rates. Expenditure on assets, real and 
financial, is viewed as responding quite sensitively to variations in 
relative own-rates of interest. The generalised effect of monetary 
policy in influencing all own-rates of interests will, however, tend to 
be outweighed in each individual case by factors special to that asset 
eg. changes in taste, supply/demand factors particular to that market 
etc., so that no single interest can be taken as representing 
adequately, or indicating, the overall effect of monetary policy. As 
the effect of monetary changes is on relative 'real' rates, it is 
useless to look for the rate of interest particularly the rate on any 
financial asset to represent the effect of monetary policy. It is, 
therefore,,, argued by the monetarists that since monetary policy impinges 
on a broad range of assets and a correspondingly broad range of 
associated expenditures, the Keynesians practice of looking at recorded 
market rates, which are only part of a much broader-spectrum of rates, 
makes one underestimate the actual impact of monetary policy. 
Furthermore, recorded market interest rates may not provide an 
appropriate measure of the cost of capital, since their interest rates 
are not real rates of interest that affect the basic forces of 
productivity but nominal rates that are influenced by the expected rate 
of inflation. 
The crucial distinction between the Keynesians and the monetarists as 
regards how the effects of monetary changes are transmitted to the real 
sector resides in their widely differing view of the degree to which 
certain alternative financial assets may be close substitutes for money 
balances; and in particular whether there is a significantly greater 
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degree of substitution between money balances and such financial assets 
than between money balances and real assets. The practical implications 
of this difference of views may be illustrated with an example. It is 
assumed that monetary authorities undertake open-market sales of bonds. 
According to the extreme Keynesian view the open-market sales and the 
resulting shortage of cash in relation to the volume of transactions to 
be financed would increase interest rates, but maybe slightly, because 
an increase in rates on financial assets which are very close 
substitutes for money would simply make people prepared to organise 
their affairs with smaller money balances. The money supply then, has 
been reduced without much effect on financial markets. Expenditure 
decisions are affected, not directly by the fall in the quantity of 
money, but only by the second round effect of charges in conditions in 
financial markets; this impact, therefore, on expenditure decisions 
would be very small indeed, both because the interest rate changes are 
small and because of the apparent insensitivity of many forms of 
expenditure to much small changes in interest rates. The extreme 
monetarists would agree that interest rates on financial assets would 
increase as a result of the initial open-market sales; this increase in 
rates, however, would not restore equilibrium by making people hold a 
lower ratio of money balances to total incomes. The initial sales of 
financial assets by the monetary authorities, resulting in a higher 
interest rates, would only bring about a short-run partial equilibrium 
in financial markets; the desire to hold more of the cheaper financial 
assets would not, presumably, be to hold smaller money balances, but 
rather to hold less of other goods. Full equilibrium would only be re- 
established when the desired ratio of money balances to incomes is 
restored, which would be achieved by a reduction in real expenditures. 
In general, monetary policy, by causing a reduction in the stock of 
money, would bring about a nearly proportionate fall in aggregate 
expenditure. Interest rates, though, which were initially forced 
upwards by the authorities open-market sales of public debt, would fall 
back as a result of the deflationary impact of the restrictive monetary 
policy which would be restraining both the demands for capital 
(borrowing) in the market and the rate of price inflation. Therefore, 
if alternative 
' 
financial assets were very close substitutes for money 
balances, monetary policy ie. in the restricted sense of operating on 
the quantity of money in order to alter rates of interest, would be 
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feeble; if they were not, it could be powerful. 
From the above two schools of the transmission mechanism which involves 
a complicated process in portfolio adjustments, it may be possible to 
identify three channels of monetary influences in the real economy. In 
addition to the familiar cost-of-capital effect, the impact of changes 
in interest rates upon expenditures and income should be understood to 
include availability effects and wealth effects. 67 However, more recent 
theoretical discussion has seen increasing attention paid to the role of 
expectations and of the exchange rate in the transmission process. 68 
All these concepts will be considered here with emphasis as regards 
their relevance and significance in the context of a developing economy 
such as Tanzania which as was seen in Chapter 3 has a very limited range 
of financial assets and institutions. 
Cost of Capital Effect 
Interest rates are seen by Keynesians as the main route whereby monetary 
changes affect the real economy. An expansion of the money stock 
brought about through open-market purchases of securities by the central 
bank has its immediate impact of lowering the rate of interest on these 
securities and as the capital market as a whole adjusts to the change in 
this particular interest rate, there are further effects upon the cost 
of capital, the value of other securities and their interest rates. In 
short, there is a direct effect of lowering the structure of interest 
rates from open-market purchases. This depicts the first linkage in the 
money-interest rates-investment channel. The second linkage is related 
to the response of investment spending to a change in interest rates. 
This is the key element in the Keynesian theoretical model which 
postulate that when interest rates are lowered this will lead to an 
increase in investment spending and that through the familiar multiplier 
process the ultimate increase in real income will be greater than the 
67. for a coaprehensive theoretical discussion of channels of ionetary influence, see Roger V. 
Spencer, 'Channels of aonetary influences: A Survey', the Federal Reserve Bank of St. Louis, 
Leview, 56 (11), loveiber 1974; 11 Sayed lassef, Konetary Policy in Developing Countries: 
The Kexican Case, Rotterdai, lotterdaz University Press, 1972); Frank de Leeuv and Edvard X 
Gruilich, 'The Channels of Konetary Policy', Federal Reserve Bulletin, 55, (June, 1969); and 
Yung C. Park, 'The Role of Koney in Stabilization Policy in Developing Countries', U. it-pP qJ_ 
399-118. 
68. D. G. Pierce and P. J. Tysoie, 'Konetary Iconoaics: Theories, Evidence and Policy' Second 
Edition (Buttervorths, London, 1986). 
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initial expenditure. The view that interest-elasticity to investment 
would be significant has been confirmed in empirical studies. 62 Thus, 
monetary policy can be reasonably be expected to affect economic 
activity through an interest-rate channel. 
This transmission process which is based on open-market operations and 
its impact on the general structure of interest rates in the economy 
does not seen to be potentially appropriate in developing countries. 
For one thing open-market operations, as was mentioned in the preceding 
section cannot be implemented in most of the LCD's where money and 
capital is mainly held by few banks and other credit institutions and 
purchases of the debt instruments are done through allocations by the 
central bank. Owing to the underdevelopment of markets and the limited 
range of financial assets or money substitutes, interest rates in the 
organised sector in Tanzania, as elsewhere in LDC's is regulated 
directly by the Central bank. They are changed only infrequently and 
remain largely uninfluenced by fluctuations in money supply and related 
market factors. Under these circumstances, the interest rate channel of 
monetary influence is not likely to be effective in Tanzania and other 
less developed countries. 
(ii) Wealth Effect 
The wealth effect occurs largely because changes in interest rates alter 
the present value of existing physical assets. For instance, if 
interest rates fall, the capital values of long-term debt instruments 
rise, the values of equity shares usually rise to and o do the prices 
of existing physical assets such as housing. Thus, we: lth owners feel 
better off - the capital value of their wealth has risen in relation to 
income - and this is reflected in higher consumption spending. The 
higher value of existing wealth makes new saving less necessary and 
people feel tempted to take advantage of capital gains in the form of 
increased consumption. Wealth effect is therefore another channel 
through which monetary policy affects expenditure and the level of 
income and economic activity. In the less developed countries where 
69. See S. I. Edge, 'The Relative Stability of Nonetary Velocity and the investleat Nultiplier" 
Australian Econosic Papers, (Deceiber, 1967) pp 192-207. 
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most firms and corporations remain largely owned and controlled by 
individuals and/or families and the value of equities are not determined 
by the normal market mechanisms, the capital gains wealth effect cannot 
be seen to be of any practical usefulness for the purposes of increasing 
consumption spending. It is however, argued that wealth effect in LDC's 
may operate through savings and time deposits which are considered as 
part of the private sectors liquid assets or wealth. Thus, a 
generalised fall in the price level in the economy may lead holders of 
such liquid assets to increase their consumption spending. 70 Since a 
larger proportion of the population in Tanzania live in rural areas of 
the country where banking facilities are virtually non-existent and even 
in the urban towns the holders of liquid assets form only a small 
proportion of working population, it is unlikely that the impact of the 
wealth effect based on ownership of liquid assets will lead to a 
significant increase of aggregate consumption spending and the general 
level of economic activity. 
(iii) Credit Availability Effect 
Credit availability often result from the presence of rigidities in 
certain interest rates and the consequent divergence of these rates from 
the more freely determined market rates (a good example of 'sticky' 
rates is provided by the Building Societies Association's recommended 
rates). In such cases a divergence of free market rates from the pegged 
rate may cause such large changes in the channels through which funds 
may flow that certain forms of credit may be rationed or entirely cut 
off. While an inability to obtain funds from the most convenient or 
cheapest source may not always deter a potential borrower altogether, it 
often means that he is forced to find an alternative source of finance 
at a considerably higher rate of interest and this jump in the cost of 
funds - which can be distinguished from a change in the general level of 
interest rates - is likely to have a substantial deterrent effect. In 
those markets, such as housing, where credit subject to such effects is 
of great importance, the impact of availability effects can be 
considerable. Indeed studies in the United States have found that 
70. See Pyunq - Joo Kia, 'Does Nonetary POliCy Vork and How: Toward a Nodel of Xonetary 
Kanagesent in lorea' an unpublished PhD dissertation, Princetova University (Karch 1976). YP 
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credit rationing plays an important role in the housing market, and the 
same is undoubtedly true of the UK. 71 
Credit rationing is a sign of disequilibrium within the financial 
system. If the rate of interest charged on bank loans is too low in 
relation to the cost of deposits or interest earned on other assets, 
then for a time, banks may tend to restrict their lending in other 
ways. But ultimately, unless the authorities prohibit any change, they 
will raise the interest rate on bank loans and return the other terms of 
lending to normal. Credit rationing is therefore, a temporary 
phenomenon if financial institutions are permitted to compete freely. 
How much takes place depends very much on the political and 
institutional nature of each country. 
In most of the developing countries there exists an almost insatiable 
demand for credit at the prevailing loan rates in the organised 
financial sector which have been kept far out of line with the true cost 
of capital. In the main, this is because in the LDC's the monetary 
authorities 'regulate directly the lending activities of the banks and 
other financial institutions. In such countries, the real binding 
constraint on the spending level, especially the business community will 
not be the cost of borrowing but rather the available volume of bank 
credit. It is therefore likely that the credit rationing effect may 
turn out to be the most direct and powerful channel of transmission of 
monetary stimulus to the real economy in the developing economies. 72 
Uv) Expectations effect 
It is widely believed that changes in the money supply or in its rate of 
growth, may have an effect on many kinds of expectations eg. price 
expectations and business confidence. The price expectations channel of 
influence postulates a relationship between changes in the quantity of 
money in circulation and the views of various economic agents, such as 
consumers, trade unions and employers, about the likely course of price 
movement in the future. How if at all, economic agents are likely to 
revise their price expectations as a result of a change in the money 
71. See I. D. Bain, op cit, pp 
72. See Yung C. Park, op cit. 
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supply depends on how those agents form their expectations. For 
instance, an increase in the money supply would result into either 
rational expectations in which the price level expectations are formed 
on the basis of past experience or adaptive expectations in which price 
expectations are formed on the basis of current and possibly recent 
price levels. Revised price expectations just like the other 
transmission mechanisms, may, influence the level of general economic 
activity via aggregate expenditure, but may also have a more direct 
effect on them through wage and price setting behaviour. 
As far as business confidence is concerned, an increase in the money 
supply may be interpreted as either that more money will be available 
for investment purposes (or negatively, that banks are not going to 
recall loans, thereby easing any liquidity problems which firms may 
have) or that money will be available more cheaply, or both. It may 
also be taken as a sign that the monetary authorities are firm in their 
resolve to raise the level of economic activity. On the other hand, if 
demand is already at a fairly high level, an expansion in the money 
supply might indicate to buisnessmen the possibility that attempts will 
shortly be made to restrain the level of demand by means of fiscal 
contraction. Clearly the impact on business confidence of an increase 
in the money supply could go either way. Thus an improvement in 
business confidence will obviously have an effect on the desired flow of 
investment expenditure by raising the marginal efficiency of investment 
and the reverse happens when there is a deterioration in business 
confidence. It would appear that this channel of monetary influence 
would also be relevant in developing countries such as Tanzania where 
business confidence is generally recognised as an important factor for 
influencing the level of investment and economic activity. 
(v) Exchange Rate Effect 
There are many ways by which changes in the money supply can be 
transmitted to the exchange rate; particularly important are the 
portfolio adjustment and expectations transmission mechanisms. For 
instance, when an expansion of the money supply triggers off a series of 
portfolio adjustments, these adjustments at some stage will involve an 
increased demand for foreign assets, whether financial or real. The 
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resulting increase in the demand for foreign currency will depreciate 
the foreign exchange rate. Within this broad scenario there is clearly 
scope for differences of opinion as to the stage at which portfolio 
adjustments will involve moving into foreign assets. However, there is 
a general consensus that sustained demand for foreign assets would lead 
to the depreciation of the exchange rate. The depreciation of the 
domestic currency will raise the domestic prices of imports. Some of 
these imports will be finished goods, both consumer and producer and the 
increase in their prices will feed directly into general level of 
prices. 
Secondly there will be a cost-push impetus to prices coming through as a 
result of the increased cost of imported raw materials and semi-finished 
goods. The depreciation lowers the foreign currency price of exports at 
unchanged domestic prices. Similarly the depreciation makes 
domestically produced import substitutes relatively cheaper and will 
stimulate an increased demand for them and possibly, pull up their 
prices. All these effects will tend to raise the general level of 
prices and/or the profitability of producers. 
The effects of the depreciation on output to a large extent will vary 
inversely with the effects on price. The greater the effect of the 
depreciation on prices, the smaller - will be the effect on 
competitiveness and subsequently on output. The role of the exchange 
rate in the monetary transmission mechanism is still subject to 
considerable debate. 73 It is generally accepted that a fall or rise in 
the foreign currency exchange rate may influence output and prices in 
the economy. It is however, unlikely that this channel of monetary 
influence could be of any significance in the case of developing 
economies where the process of portfolio adjustments is precluded by the 
absence of institutional and market prerequisites. 
73. See D. G. Pierce and P. J. Tysoie op. cit. pp 22-39 
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4.5 A Review of Tanzanian Monetary Measures, 
_1967-1985 
A review of monetary measures undertaken by the Tanzanian authorities 
could ideally cover the whole post independence period. However, as it 
was mentioned in Chapter 3, it is difficult to discern figures relating 
to monetary developments in Tanzania during the period prior to June 
1966 when, East Africa (including Kenya, Uganda and Tanzania) was under 
the Currency Board. In this regard the limitation concerns not only the 
absence of reliable data but also the Currency Board did not function as 
a central bank and was therefore not empowered to use the traditional 
instruments of monetary control. In view of these circumstances, a 
review of the Tanzania's monetary policy covers the period after 1966 
following the advent of the establishment of the Bank of Tanzania as the 
country's central bank, vested with all traditional powers relating to 
monetary policy. It may also be important to emphasize here that it 
is not intended in this section to measure the relative effectiveness of 
the different monetary policy instruments adopted by the Tanzanian 
monetary authorities. The objective of this section is however, to 
focus on the nature of Tanzania's economic problems experienced during 
the period under study and explore as far as possible the blend of 
monetary policies which were adopted to influence the economy in seeking 
to achieve the desired macroeconomic goals. For this purpose, it is 
considered desirable to sub-divide the period under review into four 
sub-periods which clearly demonstrate a series of economic disturbances 
experienced and the resulting responses from the monetary authorities: 
(a) The period 1967 - 1970 
(b) The period 1971 - 1975 
(C) The period 1976 - 1977 
(d) The period 1978 - 1985 
(a) The period 1967 - 1970 
The Tanzanian economic situation during the 1960's was characterised by 
stable prices, a balance of payments overall surplus position, albeit 
small, and the Bank of Tanzania accumulated sizeable foreign exchange 
reserves for the period as a whole. For instance, Table 4.2 shows that 
for the period 1967-1970 the retail price index increased at annual 
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average rate of 2.7% and rate of price inflation as measured by the 
Implicit GDP deflator also showed a small average increase of 2.6%. 
During the same period the country maintained a stable and favourable 
growth rate (as measured by Nominal GDP) of 6% per annum. Although the 
growth performance was sustained largely by the Government 
infrastructural investments as was noted in Chapter 2, the directly 
productive sectors of agriculture/export and the manufacturing sector 
also showed favourable annual growth performance throughout the period 
1967-1970. The general characteristic of financial stability 
experienced during this sub-period is also manifested in Table 4.1 which 
shows that money supply expanded at an annual average rate of 13.6%. 
Another important economic factor relating to the period 1967-1970 is 
that Government expenditure was modest and increased on the average at 
the rate of 17.8% per annum. Although this was somewhat higher than the 
growth rate in Government revenue which expanded at the rate of 15.3% 
per annum, it did not lead to increased borrowings by the Government 
from the domestic banking system. It would, therefore, appear from 
Table 4.1 that the private sector dominated borrowings from the banking 
system during the 1960's. However, total bank credits and the resulting 
monetary expansion did not exert any significant inflationary pressure 
during this sub-period. 
Apart from the expansion of bank credits to the private sector, foreign 
assets also contributed substantially to the growth of money supply 
during the 1967-1970 period. Table 4.1 shows that throughout this sub- 
period net foreign assets represented on average about 40% of the total 
money stock in the economy. Another interesting phenomenon is that 
although on the whole the rate of monetary expansion in Tanzania during 
the 1960's was considered relatively stable, it would appear that there 
was a sudden increase of money supply in 1969 and 1970 when the 
corresponding annual growth rates were 25.4% and 18.1% respectively. 
Similarly, the money-income ratio rose from 0.30 in 1968 to 0.37 and 
0.40 in 1969 and 1970 respectively. It may be expected that the 
increase in money-income ratio and the money supply was sufficiently 
high to exert significant inflationary pressure in the economy. 
However, in the case of Tanzania as a developing country, the rise in 
the money-income ratio without exerting inflationary pressure may be 
explained by a number of standard arguments in economic theory. It is 
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held that during the early stages of development there are inevitably 
structural changes taking place in the composition of the national 
product towards a decrease in the proportion of non-monetary production; 
as the proportion of monetary production rises ceteris paribus, the 
money-income ratio for the economy as a whole will tend to rise. In the 
monetary economy, transaction demand for money may be more important in 
raising the money-income ratio. Firstly, as the economy grows, 
production is likely to become increasingly differenteriated and 
sophisticated demanding a relatively greater volume of transaction 
balances to meet the increasing transactions per unit of final product. 
Secondly, the average size of the firm may increase rather fast at early 
stages of development; this may lead to fast expansion in the 
transaction demand for money before output has increased 
correspondingly. J. S. Duesenberry74 argues that, the amount of cash 
and demand deposits held by a firm will depend on the volume of 
transactions, the opportunity cost of holding such non-interest bearing 
assets, and on its financial management sophistication. However, in the 
LCD's where the range of financial assets is considerably limited and 
sophisticated financial management techniques and manpower are scarce, 
the volume of a firms holdings of cash and demand deposits may be higher 
than would be required by optimization considerations. Moreover, for 
most households in LCD's, their liquid assets are a small proportion of 
their wealth and therefore it is unlikely for a typical household to 
gain much by exploring the possible ways of investing cash, compared to 
the benefits of maintaining liquidity. Therefore, some proportion of 
currency will be held primarily as savings. For all these reasons, 
money demanded grows faster than income during the early stages of a 
country's development and the rise in the money-income ratio is unlikely 
to generate immediate price inflationary pressures. Indeed it would 
appear from economic indicators included in Table 4.2 that owing to such 
factors, monetary expansion experienced in Tanzania during the 1960's 
did not lead to any noticeable price inflationary pressures. There 
exists however, the possibility that after a certain period, the price 
level and money-income ratio could start moving together as the rise in 
that ratio increasingly reflect the holding of unplanned money balances 
to which people react with a lag. Under these circumstances, one should 
74. J. S. Duesenberry 'The Portfolio Ipproach to the Demand for Koney and other Issets' Review of 
Economics and Statistics, Vol ILV (February, 1963). 
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expect a positive impact of monetary expansion on the price level, 
external balance and deterioration in foreign exchange reserves. 
In view of the generally impressive growth rates and stable monetary 
conditions which characterised Tanzania's development during the 1967- 
1970 period, the paramount objective of monetary policy was to play a 
significant role in promoting economic development. After the Arusha 
declaration and the nationalizations that followed, the objective of 
monetary policy was to 'promote confidence and maintain or restore 
domestic economic activities'75 by providing the National Bank of 
Commerce with the necessary finance to alleviate its liquidity needs. 
Throughout the 1960's the Bank of Tanzania followed a generally easy 
credit policy. Although the Bank introduced certain selective credit 
controls to restrain consumer spending, its attitude was that there was 
considerable room for credit expansion preferably to those sectors of 
the economy where the foreign exchange element was low and the capacity 
for using underemployed local labour was relatively high. More 
generally, it was felt that at that stage of the country's economic 
development, 'the possibility of excessive and damaging credit expansion 
was not substantiall. 76 It would appear that selective credit control 
and the rediscounting policy were used by the Bank of Tanzania 
throughout the 1960's as the key instrument of monetary policy. It may 
also be appropriate to mention that interest rates were increased in 
1968 but the objective was to attract domestic savings rather than the 
conventional central banking objective of seeking to influence money 
stock in the economy. 77 
Another event which points to the bank's reliance on direct controls 
rather than the use of the traditional instruments of monetary control 
was the rejection of devaluation of the Tanzanian Shilling in November, 
1967 following the devaluation of the pound sterling. It had been 
widely expected that as a member of the then sterling area, Tanzania 
would devalue in tandem with the sterling pound. On the contrary, 
Tanzania in consultation with other East African Countries, argued 
75. See Bank of Tanzania, Econotic and Operations Report, June 1967, p 12. 
76. Bank of Tanzania, Economic and Operations Report June 1968 p 25. 
77. Ibid. p 21. 
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against devaluation on the grounds that it would not improve the 
country's exports while its harmful effects could be contained through 
enforcing exchange controls and by a tight rein on domestic credit 
expansion. 78 
The period 1971 - 1975 
During the first half of the 1970's, a new pattern of difficulties 
emerged in the Tanzanian economy. The first of these economic maladies 
was the emergence in 1970 of a sharp deterioration in the balance of 
payments and the resulting decline in foreign exchange reserves held by 
the bank of Tanzania. It will-be seen from Table 4.2 that in 1970 and 
1971 imports rose dramatically by 32.9% and 19.9% respectively without a 
corresponding increase in exports. The resulting visible trade deficit 
was manifested in the official foreign exchange reserves which fell by 
19.1% and 7.5% in 1970 and 1971 respectively. The fall in exports was 
attributed, as discussed in Chapter 2, to country-wide crop failure 
caused by drought. In contrast to the marked stability in the general 
price level over 1967-1970, the 1971-1975 period witnessed a rise in 
price inflation which according to the retail price index rose at an 
annual rate of 13.7% compared to 2.7% experienced in the preceding 
subperiod. The upward inflationary pressures was also reflected by the 
implicit GDP deflator which rose at an annual average rate of 11.4%. 
Although there are many explanations of the price inflation which 
emerged during this sub-period, ý it would appear from Table 4.2 that the 
Government development expenditure expanded at a very fast rate of about 
25% per annum while during the same period Government revenue rose at 
the rate of about 20% per annum. Apart from rapid increase in 
Government expenditure, investment by parastatal organisations expanded 
even faster. 79 The rise in public expenditure which prevailed during 
this period relied significantly on borrowings from the banking system 
as can be seen from Table 4.1. It will also be seen from this table 
that domestic credit expansion was the main source of a strong monetary 
78. Ibid p 26. 
79. See R. H. Green, D. C. Ivegasira and B. Van Irkadie, Econoaic Shocks and Rational Policz 
Kaking: Tanzania in the 1970's., The Institute of Social Studies, (The Hague, 1980). 
159 
expansion which rose at an annual average rate of 20% compared to only 
13% of the preceding sub-period. Tanzania's general price inflation was 
sharpened in 1974; taken together the domestic price hikes and the 
balance of payments difficulties, 1974 must be described as a crisis 
year. The severity of the balance of payments crisis was influenced by 
the necessity to increase the quantity of food imports dramatically at 
the same time as the prices of fuel rose sharply. Moreover it was found 
necessary to go on increasing the quantity of imports of manufactured 
goods to continue the development programme. 
The experience of persistent inflationary pressures together with the 
adverse developments in the country's balance of payments caused 
considerable concern and it was in response to these economic 
difficulties that new policy tools were adopted during the 1971-1975 
period. In particular, the Government introduced in 1971/72 the system 
of financial planning through the annual "finance and Credit, and the 
Foreign Exchange Plans" which were designed to maintain a balance 
between the availability of resources and the demands placed upon their 
use became the main instrument of monetary policy, and all other methods 
of monetary control (eg. variable reserve requirements, interest rates, 
rediscounting policy etc. ) were relegated to a secondary role. Foreign 
exchange budgeting was articulated through import licensing and exchange 
control. In seeking to create a focal point for foreign-exchange plan 
implementation, import licensing was transferred from the then Ministry 
of Trade and Industries to the Bank of Tanzania in 1971. Credit 
budgeting, encompassing all commercial and central bank domestic lending 
which are articulated down to sub-sectors and major users, is based on 
estimated growth of output plus unavoidable (external to monetary and 
domestic-credit supply) price changes on the supply side and projected 
priority investment, production and transaction growth (including 
Government borrowing from the banking system) on the demand side. 
While the detailed manner in which the Finance and Credit Plan and the 
Foreign Exchange Plan are worked out was described in Chapter 3, it is 
considered appropriate to discuss here some of the glaring shortcomings 
of these financial plans. For instance, owing to a number of 
theoretical and institutional factors, actual out-turn on the plan 
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targets has often been higher than originally envisaged. The non- 
achievement of monetary targets is largely attributed to the influence 
of exogenous factors such as drought and sharp changes in terms of 
trade. The-economy's vulnerability to the exogenous influences renders 
financial planning exceedingly difficult. Therefore, although financial 
planning is considered vital for implementation of effective monetary 
policy, its theoretical basis remains somewhat complicated in the 
environment of economies such as that of Tanzania and others in the 
developing world. One important variable which has not been adequately 
captured in the Tanzanian financial planning is the behaviour of the 
price level. This is partly because of the lack of adequate 
understanding of the nature of inflation in the economy. This 
difficulty is compounded by the fact that externally induced inflation 
was a very important and at times overwhelming determinant of domestic 
inflation in the 1970's. 80 Another limitation of the Tanzanian 
financial planning was its partial approach which excluded all non- 
Government credit demands and non-bank borrowing on the supply side. 
Since the credit plan was not based on a clear framework of the flow of 
funds in the economy, the aggregate monetary targets could not be 
expected to be realistic. The institutional factors affecting the 
usefulness of the Tanzanian financial planning was that, the 
responsibility of preparing the Finance and Credit Plan was placed under 
the then Ministry of Planning and Economic Affairs while the Bank of 
Tanzania which is the institution primarily responsible for implementing 
monetary policy was being invited to such meetings as a mere 
participant. The outcome of this arrangement was that the Ministry 
which formulated the annual plan did not actively follow it up and the 
monitoring and taking corrective action was left to the Bank of Tanzania 
- an institution which regarded this plan as 'somebody else's ideas'81. 
Thus, monetary management which requires constant attention and 
flexibility tended to become virtually an annual issue. However, this 
anomaly was corrected by the 1978 amendment of the Bank of Tanzania Act 
which explicitly placed statutory responsibility for financial planning 
on the Bank. Except for the institutional remedy, the theoretical 
issues of financial planning have largely continued to remain unresolved 
with its consequences on the usefulness of these annual plans. 
80. See D. G. Rvegasira, 'Inflation and Economic Developments; Some Lessons from the Tanzanian 
Experience' Africa Development (Daker, 1977). 
81. See Bank of Tanzania, Tanzania: Tventy Years of Independence 1961-1981, A _Reviev of Political and Economic Performance op. cit. p. 163. 
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It must, however, be emphasized that financial planning which was 
modified and consolidated during the 1971-1975 period was generally 
regarded as the main technique of monetary control in Tanzania. Indeed 
it was to prove essential in providing ways and means to articulate the 
strategy to grapple with the 1974 crisis. It was felt during this 
period that on the face of it, neither foreign exchange nor credit 
developments posed problems which were insoluble within the existing 
framework. This assertion did not, of course, ignore the limited 
capacity for innovation and structural change available to Tanzania. 
During the same period exchange controls were frequently implemented to 
check on capital flight and the resulting adverse effects on foreign 
exchange reserves. For instance in 1972 capital flight was greatly 
reduced as a result of effective exchange control measures, particularly 
with respect to movements to Kenya. In addition, policy measures had 
been introduced which involved increasing self-discipline in relation to 
imports by both the public and private sector. 02 But such guidelines to 
Government ministries parastatal organisations and the private sector 
were backed by a comprehensive system of import licensing which aimed at 
effectively checking the growth of the import bill. The legal powers 
and procedures relating to exchange control and import licensing 
administered by the Bank of Tanzania were covered in Chapter 3. 
The government also made a thorough reassessment of. the role of price 
policy and this was necessary partly as a result of problems arising 
from the increase in global inflation in the early 1970's and of the 
fluctuating world currency exchange rates. The outcome was the Price 
Commission Act of 1973, which set out methods for seeking to implement 
them. 83 In practice, however, the commission had inadequate staff to do 
much more than an assessment based on cost-plus analysis in all but a 
handful of its cases; some major commodities (including textiles, 
garments and corrugated iron sheets) were subjected to much more 
searching analysis. 
82. See R. H. Green, D. 0. Rvegasira and 8 Van Irkadie, op. cit. 
83. Ibid. p 12. 
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In addition to the Credit Control policies and other financial measures 
discussed above, the Government relied on fiscal and sectoral policies 
in response to the economic difficulties which emerged after 1970. 
However, discussion on these policies will be outside the scope of the 
present study which focuses on the range of monetary and financial 
policies. 
The period 1976 - 1977 
It will be seen from Table 4.2 that the 1976-1977 period witnessed a 
measure of economic recovery. The level of inflation as measured by the 
Consumer price index fell to single figures; rising at an average rate 
of 9.2% per annum. In 1976 the value of imports fell by 6.3% having 
been strongly influenced by the recovery in domestic food production and 
the resulting reduction in the food import bill. In the same year the 
value of exports rose sharply by 36.4% mainly reflecting the exceptional 
performance in coffee and cotton exports, 84 which together contributed 
over 80% of the total increase. As was mentioned elsewhere, the average 
realised price of coffee rose by nearly 150% and the individual 
contribution of this commodity to the increase in total exports 
approached 60%. In view of the improved performance on the trade 
account, the corresponding deficit was reduced to less than half its 
size in 1975.85 Performance on the rest of the balance of payments was 
not as favourable as in 1975, but the improvement in the trade balance 
was more than adequate to result in an overall positive balance and rise 
in net foreign exchange reserves held by the Bank of Tanzania by 192.3% 
(Table 4.2). The net foreign exchange reserves of shs 866 million held 
by the bank at the end of 1976 was sufficient to finance nearly two 
months imports whereas the position at the end of 1975 had been 
equivalent to only two-thirds of a month. Generally, by the end of 1976 
the crisis mood of the preceding sub-period was disappearing. 
Moreover, during this period the effects of the drought were gradually 
reversed and the higher price of oil and its derivatives were becoming 
background facts in a new economic and trading pattern. It is probably 
important to mention that the combined effects of two other significant 
81. See Innual Econnic survey, 1976/77. 
85. Ibid. 
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events were easing off. Firstly, the 1973-76 villagization programme 
which was described in Chapter 2 as having caused considerable 
transitional output losses in respect of food and export crops and 
perhaps more lasting ones in relation to cashew nuts. Secondly, the 
reduction in the level of TAZARA constriction activity as it approached 
completion had a favourable impact on the balance of payments. In view 
of the generally improved economic performance of the internal and 
external sectors, there were no observed policy changes during this 
period. Therefore, financial planning through the Finance and Credit 
Plan and the Foreign Exchange Plan continued to remain the major 
instrument of monetary control whose primary objective was monetary 
stability. 
(d) The period 1978 - 1985 
During the 1978-1985 period, Tanzania witnessed a re-emergence of a 
severe balance of payments and foreign exchange crisis. These 
developments originated in 1978 when liberalisation of imports was 
attempted on a broad front under the Foreign Exchange Plans. The plans 
for 1978 and 1979 were aiming at reducing the earlier compression of 
imports with a view to stimulating economic growth and create the 
capacity for exports expansion. 86 Similarly the Finance and Credit 
Plans aimed at sizeable increases in both recurrent and development 
expenditures in line with the realization of objectives set out in the 
Third Five-Year Development Plan (1976-81). 97 The over-relaxation of 
trade controls in an import-starved economy had drastic impact on the 
balance of payments and the foreign exchange reserves which fell rapidly 
and without respite. Table 4.2 shows that in 1978 imports rose by 42.6% 
while in the same year exports fell by 18.9%. The combined effect of 
these two factors resulted in a sharp decline in foreign exchange 
reserves held by the Bank of Tanzania which fell by an unprecedented 
magnitude of 85%. The deterioration in the balance of payments and 
foreign exchange reserves was exacerbated by the cost of military 
operations relating to the October invasion by Amin's forces. These 
problems of the Tanzanian external sector may, to a certain extent, be 
seen as a phenomenon resulting from excessive optimism and, to less than 
86. See Kpango va Naendeleo va Kwaka (1978 and 1979). 
87. Ibid. 
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vigilant implementation of controls, but in large part they turn on the 
structural deficit and the continued inability to secure significant 
export expansion. This analysis is supported by the fact that 
throughout the 1978-1985 period, the country experienced chronic 
shortage of -foreign exchange reserves resulting from continued 
deterioration in the balance of payments position. 
The Government expenditure which in 1979 rose by about 47% (Table 4.2) 
was subsequently reduced gradually and its average annual rate of 
increase was 18.1% over the 1978-1985 period. However, Table 4.2 
indicates that during the same period Government revenue fell much 
faster than the fall in development expenditure. The relative decline 
in Government revenue was largely attributed to the severe shortage of 
foreign exchange which had lead to underutilization of the country's 
industrial capacity either because of lack of inputs and spares or of 
lack of machine replacements. As mentioned in Chapter 3, in 1981 the 
estimated utilization rate which had fallen to 33% could probably be 
doubled if constraints relating to import capacity had been overcome. 
Thus the slow-down of economic activity resulted into shortfalls in 
Government revenue from sales tax on manufactured goods and import 
duties. The problem of shortfalls in Government revenue to finance 
development expenditure led to mounting pressure on borrowings from the 
banking system. It will be seen from Table 4.1 that over the 1978-1985 
period, net borrowings from the banking system rose on average at the 
rate of 44.6% per annum in marked contrast with the rate of only 17.6% 
per annum observed in the preceding period. As a result of increased 
Government borrowing from the banking system, money supply during this 
period rose rapidly on average at the rate of 21.9% per annum. The role 
of Government borrowing in' domestic monetary expansion during this 
period can be clearly seen from Table 4.1 which indicates that net 
claims on Government represented on average 61.4% of money supply 
compared to its proportion of 40.4% of the preceding period. It will 
also be seen from Table 4.1 that during the same period, borrowing by 
the private sector increased significantly and therefore on the whole 
increase in total domestic credits was the force behind the strong 
monetary expansion observed during this period. It may also be 
appropriate to mention that the increase in money supply is clearly 
evident from the sharp rise in the money-income ratio which rose from 
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1.1 in 1978 to 2.7 in 1982 (Table 4.2). 
The combined effect of domestic monetary expansion and the balance of 
payments difficulties produced a relatively strong inflationary pressure 
which has characterized the period after 1978. Table 4.2 shows, for 
instance, that during the period 1978-1985, Tanzania's rate of inflation 
as measured by the retail price index had again risen to double digits. 
Price inflation by this measure rose from an annual average rate of 9.2% 
of the preceding period to 22% per annum over the 1978-1985 period. 
Although the general level of price inflation as measured by the 
implicit GDP deflator was relatively low, it showed however, a trend of 
significant inflationary pressure in the economy. 
In response to the mounting internal and external instability, a number 
of short-term measures were taken after 1979. Firstly, the Finance and 
Credit Plan was adjusted with a view to arresting the rate of domestic 
credit and monetary expansion. To this end, the overall credit ceilings 
were reduced and fiscal measures were taken to contain the Government 
development expenditures. Secondly, necessary steps were taken to 
reduce imports by restricting import licences. This measure was 
complimented by enforcing strict exchange control regulations in respect 
of payments for travels abroad and related factor payments. Import 
licences other than those related to externally funded projects were 
therefore reduced drastically. 88 
These short-term monetary measures primarily related to the external 
balance crisis were intended to integrate with other ongoing efforts to 
improve strategy formulation and articulation, as well as annual medium 
term economic management. The other ongoing efforts included firstly to 
tie recurrent expenditure more closely to priority service outputs and 
to cut back its overall real growth roughly to match that of monetary 
GDP. Secondly, some thought was being given to the development of a 
coherent annual 'income' plan co-ordinating-the existing wage, salary, 
price, agricultural-price and tax instruments, which in sum have given 
Tanzanian policy makers real capacity for resource allocation and 
income-distribution, planning and implementation. Thirdly, there was a 
88. See Bank of Tanzania, Econgic and Operations, Report (June, 1979). 
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task of constructing a 'selective twenty-year perspective plan, to give 
a broad framework of priorities and sequences to the year 2000, with 
special reference to issues such as import requirements and export 
supply and items such as relative income distribution. Fourthly, there 
had been attempts at co-ordinating the peices of financial credit 
planning now embodied in the Development Budget; the Finance and Credit 
Plan, investment bank budgets, parastatal annual plans and internally 
generated surpluses, to arrive at coherent projections of working and 
fixed-capital sources and uses. Finally, there was the widely felt need 
to formulate a medium-term export development strategy and articulate it 
at national, sectoral and firm levels with realistic projections, 
sequences and time schedules for implementation. 89 The Bank of Tanzania 
was expected to play a significant role in the implementation of the 
above measures. 
Although, as mentioned earlier, the setting of credit ceilings was 
regarded highly as the major tool of monetary control, other measures 
were also adopted during the 1978-1985 period. For instance, effective 
July 1st, 1978, interest rates were revised upwards. To this end, time 
deposits with maturity up to five years were introduced and carried 
interest of up to 7%. Previous to that, the longest maturity on 
deposit was two years with an interest rate of 6%. It was emphasized 
that the objective was to encourage medium and long-term savings. At 
the same time the Bank of Tanzania rediscount rate and the National Bank 
of Commerce basic lending rate were raised by about a percentage 
point. 90 Interest rates were again reviewed upwards in early 1981 and 
it was clear the bank of Tanzania intended to review constantly the 
level and structure of interest rates in the economy with a view to 
providing incentives for the depositors. 
Moreover, the amendments to the bank of Tanzania Act passed in 1978 
empowered the bank to alter the minimum reserve requirements of 
commercial banks as deemed appropriate by it. Thus the National Bank of 
Commerce was required under the law, for the first time, to maintain a 
minimum of 20% of its liabilities in liquid assets. Despite this legal 
authority, the Bank of Tanzania has not used the requirement of variable 
reserves as an instrument of monetary control. 
$9. Tor details on these &easures see R. I. Green, D. G. Rvegasira B. Van Irkadie op. cit. p 116. 
90. See Bank of Tanzania, Econozic and operations ReDort. (June 1978) 
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Although, the bank of Tanzania has devalued the Shilling on a number of 
occasions during the period 1967-1985 (eg. in 1971,1973,1975,1980 and 
so on), this can hardly constitute significant use of exchange rate 
adjustment as a policy instrument. In this regard, the Bank of Tanzania 
and the Government here argued that Tanzanian exports tend to have 
dollar-determined prices, so that devaluation would do little good on 
the foreign exchange earning side unless the quantities supplied 
increased sharply. Domestic prices of exports are subject to 
manipulation in the absence of and without the need of exchange rate 
variation. It is asserted that for many commodities, there is little 
evidence that price-supply elasticities, at least over likely ranges of 
possible upward price changes, are likely to be high. Thus, devaluation 
has been used only when in its absence either, absolute cuts in domestic 
export prices or major export subsidies would have been needed ie. when 
the costs of manipulation without altering the exchange rate were seen 
as unacceptably high. 
On the demand side, the overwhelming view is that Tanzania could hardly 
hope to affect the foreign exchange cost of imports by exchange rate 
policy. Indeed as it learned in 1967, when British exporters kept 
Shilling and not sterling prices stable in East African markets, 'the 
results could be perversel. 91 Since the country operated both import 
control and selective indirect taxation as part of overall planning, 
devaluation was not necessary either to limit imports or to reduce 
demand and appeared to be far too unselective tool of supply/demand 
management for frequent use. 
Even theoretically, let alone under Tanzanian conditions, there is no 
reason to expect the 'correct' foreign exchange rate for the visible 
trade account to be the same as for either the current or capital 
accounts. A complex system of multiple exchange rates was thought by 
the bank of Tanzania not to be 'feasible' and by the Ministry of Finance 
to be 'inferior' to fiscal or administrative controls. 22 A two-rate 
system to encourage non-traditional exports was toyed with but 'never 
seriously proposed, partly because either indirect tax rebates or input 
subsidies seemed to be more selective and promising policy tools which 
91. On this point see R. H. Green, D. G. Rvegasira and B. Van Irkadie op. cit. 
92. Ibid. PP51. 
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had been only very partially utilized and partly because Bank of 
Tanzania and Ministry of Finance officials tended to avoid radical 
departures from fiscal or orthodox financial policies unless they 
perceived a compelling case in which action was necessary or likely to 
be highly beneficial in the particular context. The technical problem 
and costs of managing an independently floating currency were perceived 
by the bank as beyond Tanzanian competence and therefore a peg to a 
reserve asset Ue. pound sterling, dollar and SDR) was seen as vital and 
fine tuning was ruled out. 
With regard to political considerations, the management of the price and 
income - distribution effects of a major devaluation (say 25 to 40%) 
were considered as being difficult and risky. Such magnitude of 
devaluation would lead to shift income from (relatively poor) food- 
selling to (relatively rich) export-crop growing farmers and from import 
- consuming wage earners to private businessmen -a pattern hardly 
keeping in tandem with Tanzania's political and economic goals or with 
that of raising the rate of expansion of food production. 
More generally, Tanzania as a price taker in both import and export 
markets, the external terms of trade would not be affected by exchange 
rate adjustment; only domestic prices and internal cross-sectoral terms 
of trade would be influenced. However, the producer price of exports as 
determined, to a significant degree, by Government policy, and import 
duties and price policy tools are available to determine the domestic 
price of imported goods. Insofar as visible trade is concerned, any 
desired effects of devaluation could be achieved by the use of other 
policy instruments. Similarly, the unwanted effects of devaluation 
could be minimised by the use of the same tools. While not devaluing 
requires detailed adjustments of domestic prices of imports and exports 
in some circumstances, precisely the same conditions suggest that 
devaluation might also require detailed adjustments to redress undesired 
side effects. It is for these reasons that exchange rate policy as a 
tool was used sparingly and only when large imbalances or special 
domestic problems (eg. the need to avoid reducing absolute money prices 
of export crops to growers) existed that it was thought to be preferable 
to other more flexible and precise domestic instruments. 
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The review of monetary measures demonstrates that Tanzania's experience 
has been consistent with the observations made earlier in the Chapter, 
that for most developing countries the traditional instruments of 
monetary policy Ue. open-market operation, discount rate, and reserve 
requirements) are considered to be largely inappropriate. Therefore, 
monetary authorities frequently adopt qualitative credit controls as the 
effective tools of monetary policy. The analysis has shown that 
comprehensive credit controls formulated through annual finance and 
credit plans represented the corner-stone of Tanzania's approach to 
maintaining monetary stability to check price inflation and for 
restoring balance of payments equilibrium. Currency devaluation was not 
used as an alternative policy to influence the economy and correct the 
external payments imbalances. Thus Tanzania's monetary policy 
instruments for short-term economic management is, as elsewhere in the 
developing countries, limited and has been confined to financial 
policies and qualitative restrictions. It must, however, be emphasized 
that monetary policy has been used largely to create savings, to direct 
investments into productive sectors, and facilitate financing of 
Government development expenditures. This function of monetary policy 
in LDC's has come to be expressed customarily in terms of the pursuit of 
the objective of economic development as opposed to short-run economic 
stabilization for which monetary policy is traditionally concerned with 
the more developed industrial countries. 
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CHAPTER 5 
THEORY AND EMPIRICAL EVIDENCE OF DEMAND FOR MONEY 
5.1 Introduction 
The demand for money function has been, perhaps the most intensively 
studied economic relationship during the past two decades. Apart from 
the normal academic objective, the persistent interest on the demand for 
money has been largely due to its importance for economic theory and 
policy. Although there is considerable controversy about different 
aspects of this economic relationship, empirical studies have shown that 
the demand for money is related to wealth (or income) and some variable 
representing the opportunity cost of holding assets in monetary form. 
However, empirical work on the demand for money has been based on the 
analysis of the experience of the developed industrial countries of the 
West. It is often argued that the highly sophisticated formulation and 
empirical findings from these studies may not adequately capture the 
behaviour of the demand for money of the less developed economies such 
as Tanzania. 
It is the purpose of this chapter to analyse the principal issues in 
explaining the behaviour of the demand for money in the less developed 
countries and to investigate an appropriate specification of this 
relationship for the Tanzanian economy. The Chapter is divided into 
five sections. Section 5.2 provides an overview of the general theory 
of demand for money and highlights the essential features of the 
Keynesian and the Modern Quantity theory of money. Section 5.3 presents 
the empirical evidence from the developed countries and examines 
theoretical issues and structural characteristics which might influence 
the behaviour of the demand for money in the developing economies. In 
Section 5.4 an attempt is made to specify and estimate the demand for 
money for the Tanzanian economy. Finally Section 5.5 assesses some of 
the conclusions that can be drawn from empirical results of the demand 
for money function of the Tanzanian economy. 
r, 
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5.2 General Theory of Demand for Money 
In its naive form, the theory of demand for money was stated by 
classical economists who argued that prices varied in direct proportion 
to the money supply. ' The term Quantity Theory of Money which was 
coined at the turn of this century is closely associated with the work 
of Irving Fisher and his Equations of Exchange. 2 Irving Fisher's 
Equation of Exchange which is often referred to as Velocity of 
Circulation approach is expressed as: 
mv PT (1) 
where 
M average amount of money in circulation during a period 
of time. 
V the velocity of Circulation of Money. 
P the average price level of all transactions for a 
period of time. 
and T the physical volume of transactions. 
In the form presented, the 'Equation of Exchange' is a truism: it 
expresses a tautology, since the two sides of the equation are by their 
definition necessarily equals. It is not an equation, but an identity. 
Theoretical content was given to this model by making certain 
assumptions. The classical economists believed that V would tend to be 
constant, depending as though it did on institutional factors which 
could be taken as given. They also took T to be constant, believing 
that output would correspond to the full employment level which their 
macroeconomic theory led them to believe was the normal state of 
affairs, and on the assumption that the ratio of transactions to output 
was constant. M, the quantity of money, was determined independently of 
the three. This left only P as the dependent variable, whose value 
could be determined by the interaction of M, V and T. Further, as V and 
T were assumed constant, it meant that P would vary proportionately with 
any change in M. This proposition is the essence of the Classical 
I. See I. H. Hansen, Konetary Theory and Fiscal Polin, fKcGraw Hill, 1949). 
2. Irving Fisher, The Purchasing Power of Money (NacKillian 1922). 
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Quantity Theory of Money which may be expressed as: 
m PT or mI PT (2) 
Therefore the classical economists approached the demand for money, from 
the point of view of the velocity of money-rather than the motives for 
holding money. If I/V is denoted by K then: 
m KPT 
This model postulates that the money requirement (i. e. money demanded) 
of the community, being equal to an institutionally determined constant 
fraction of the value of transactions, will depend upon the value of 
transactions to be undertaken within the economy. 
An alternative approach of the classical Quantity Theory of Money is the 
Cash Balance theory which is associated with a succession of economists 
at Cambridge, notably with Marshall, Pigou, Keynes and Robertson. Their 
various equations, are therefore, referred to as the Cambridge 
equations. 3 This version of the quantity theory starts from the 
assumption that people want to hold money and attempts to analyse the 
motives which give rise to that demand. With the Cambridge approach, 
the analysis of the demand for money thus turned away from the 
institutionally determined needs of the community to the choice - 
determined behaviour of the individual. According to the Cambridge 
approach, individuals desire to hold money because it provides certain 
services; its immediately realizable purchasing power provides the 
service of convenience to its holders. Moreover, ownership of it 
enables people to buy on favourable terms, should the opportunity arise 
and also to be prepared for other future contingencies; in this sense 
money may be seen as providing the service of Security. Therefore, the 
Cambridge version of the Quantity Theory was set out explicitly in terms 
of the quantity of money required to finance the value of transactions. 
3. See D. G. Pierce and P. J. Tysoite, Xonetary Econuics: Theories, Evidence and Policy, op. cit. 
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The Cambridge equation is expressed as: 
m KPY 
The Quantity Theory in its Cash-Balance approach was therefore put 
forward more as a demand for money equation and was based on individual 
motives for holding money. The left hand side of the equation is the 
Supply of Money, while the right hand side is the demand for money. 
While income was seen as the most important determininant of the demand 
for money, some of the Classical economists held the view that other 
variables, such as the rate of interest, might also have a significant 
influence. 4 Therefore, unlike Fisher, they did not assume a direct 
proportionality between money-holdings and national income. However, 
there was hardly any serious attempt to analyse the dependence of K on 
other variables. 
The analysis of the demand for money expounded by Keynes in his General 
Theory of Employment, Interest and Money5 attacked the Classical 
Quantity Theory of Money and the assumption that the level of income and 
velocity are constant in the short-run and therefore the only 
equilibrium level is with full employment. While Keynes did not break 
away completely from the classical theory, he approached the demand for 
money by examining the motives of individuals for holding cash. Keynes 
distinguished three main motives for holding money, namely the 
transactions, precautionary and speculative motives. While Keynes 
treatment of the transactions motives may be regarded as an elaboration 
of the Cambridge 'convenience' motive, his analysis of the precautionary 
motive may be regarded as a straightforward restatement of the Cambridge 
'security' motive. The demand for money to satisfy these two motives 
depend on the level of current income while speculative balance depended 
on the expected returns from holding capital uncertain assets, such as 
bonds; these expected returns could be expressed as some function of the 
rate of interest on long-term bonds. It is the speculative motive and 
Keynes analysis of it under the title 'liquidity preference' which is 
4. On this point See J. Struthers and H. Speight, Koney: Institutions, Theory and Policy, (op. 
cit. ) pp. 151. 
5. J. K. leynes, The General Theory of liployment, Interest and Koney. op. cit. 
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his major contribution to the theory of demand for money. Keynes 
divides the demand for money into two parts, MI, to satisfy the 
transaction and precautionary motives and M2 to satisfy the speculative 
motive. Corresponding to this division there are two liquidity 
functions Li, and L2, Li, depends mainly on the level of income, L2 On 
the rate of interest and the state of expectations. 6 Thus the Keynesian 
demand for money function may be expressed as follows: 
M= Ml + M2 = Li (Y) + L2 (r) (5) 
or M= L(Y, r) dM ) 0, dM (0 
dy dr 
Where M Stock of money 
MI transaction and precautionary balance 
M2 Speculative balance 
Y National Income 
and 
r The long-term interest rate 
According to this view, individuals are seen to hold some money f or 
transactions purposes and some for its use as a store of wealth. The 
significant innovation of Keynes analysis was to show that the demand 
for money was interest-elastic and that at some low rate of interest it 
might become perfectly so. The rationale for this was the existence of 
a speculative motive based on the existence of a gap between what 
individual speculators regard as the normal level of the rate of 
interest and the actual current level. For instance, if the market rate 
of interest on bonds was above the normal rate, then, on average, the 
public would expect the rate of interest to fall, and hence the price of 
bonds to rise. The probability of making capital gains from bond- 
holding would cause speculators to move out of money into bonds. The 
converse holds, so that when the rate of interest is below the normal 
rate, speculators will tend to move out of bonds and into money in order 
to avoid capital losses. It was further suggested that at some low rate 
of interest no-one would wish to hold bonds since a rise in interest 
rates was universally expected, and thus capital losses on bonds. 
Ibid. pp 190. 
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Therefore, at this interest rate floor termed 'liquidity trap', the 
public were willing to hold any amount of money and thus rendering 
monetary policy impotent. The liquidity trap hypothesis appeared 
respectable largely due to the failure of the money supply expansionary 
policies of the 1930's to boost western economies out of a deep 
recession. Moreover, Keynes stated that the rate of interest was a 
possible determinant of the level of the transactions demand for money, 
but he considered it to be of only minor importance. 
Criticism of the Keynesian theory is often directed towards two aspects 
of the speculative demand for money. The first concern the money-bonds 
choice, where it is argued that money should really be regarded as a 
close substitute for short-term capital-certain asset eg. local 
authority deposits and that to suggest that people will either hold 
money or bonds is unrealistic since it ignores these more obvious 
avenues of substitution. However, this criticism was easily countered 
by Lei Jonhufvud7 who suggested that Keynes had in mind the substitution 
between a variety of short-term assets which were capital certain and 
longer-term financial assets, such as government bonds, which were 
subject to capital risk, when discussing the money-bonds choice. 
The second aspect concerns the 'all-money' or 'all-bonds' holdings of 
individuals which fail to square with the diversified portfolios held in 
practice. The general theory is rather vague concerning expectations 
about bond prices, but Keynes has generally been interpreted to have 
assumed that each individual held his expectations with certainty, so 
that if any particular individual expects to make a gain from bond 
holding, then there was no incentive for him to hold any speculative 
money balances and vice-versa. 
This criticism was countered by Tobing who argues that liquidity 
preference must essentially be based on uncertainty in the mind of each 
investor concerning future rates of interest. He used indifference 
curve analysis to suggest that individuals attempt to maximise utility 
from their asset-holdings according to their relative tastes for risk, 
7. A. Leiionbufvud, 'on Keynesian Ecomics and the Econolics of Keynes 11968). 
8. J. Tobin, 'Liquidity Preference as Behaviour Tovards Risk', Review of Econotic Studies, (Feb 
1958). 
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and expected return on bonds. Some individuals will be risk-lovers and 
will go for maximum risk which means they will hold all bonds, but most 
will be risk-averters seeking higher expected returns for additional 
risk; typically risk averters will hold a diversified portfolio. 
Although Tobin uses the two asset framework money and bonds, for 
simplicity, the theory holds for the 'n asset case'. 
Finally, Baumols and Tobin'O have attempted to deal with the criticism 
regarding the Separability of the money demand function into 
'transaction demand' regarded as technologically determined and the 
asset demand, being treated as a matter of choice. Reconciling the 
diverse motives into a consistent single theory is most commonly 
undertaken by rationalizing a non-zero interest elasticity of 
transaction balances. Baumol and Tobin obtained results which make 
transaction balances vary inversely with the rate of interest. 
Therefore, Baumol and Tobin have refined the Keynesian approach that the 
main influence on the transaction demand for money was the level of 
income. In his inventory theoretic model, Baumol argues that there are 
costs involved in making portfolio changes for transaction purposes, for 
instance, brokers fees, time and nuisance costs and administrative 
costs. These costs which Baumol refers to collectively as brokerage 
costs, will not be important if wealth tends to be held in the form of 
non-interest bearing money. This however, involves the sacrifice of 
interest which is available on other assets. According to this view, 
brokerage costs must therefore be balanced against interest foregone on 
cash balances. Baumol's model of transaction demand for money may be 
expressed as follows: 
m 2bT (6) 
ir 
Where 
b Brokerage costs per cash withdrawal 
T, value of transactions over period 
r rate of interest 
N. J. Baulol, 'The transactions deland for Cash, an Inventory Theoretic ipproachl Quarterly 
Journal of Econosics (Nov 1952). 
J. Tobin 'The Interest elasticity of the transactions deiand for cash' Revfev of Scon0lics 
and Statistics (lugust, 1956). 
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Empirical results obtained by Baumol using his inventory theoretic model 
have indicated that transaction balances vary inversely with the rate of 
interest. The actual results (which were an income elasticity of +0.5 
and an interest elasticity of -0.5) would appear to suggest strong 
economies of scale in the holdings of cash balances. It is however, 
argued that Baumol's model depends on assumptions which when relaxed 
introduces greater flexibility with a range of possible values for the 
elastcities. Some of the questionable assumptions are as follows: 
M Steady stream of expenditures which have to be paid for in cash 
(ii) The cash is obtained by withdrawing from interest bearing assets 
or directly in the form of income. In either case, the larger the 
value of cash balances held, the greater is the interest return 
which is sacrificed 
(iii) Fixed brokerage cost is incurred per transfer between cash and 
interest-earning assets. 
These assumptions in Baumol's inventory theoretic model are considered 
to be somewhat restrictive and have been challenged by many economists. 
For instance Orr and Miller" considered the consequences of relaxing 
assumption U) above, while retaining the other two assumptions. The 
authors demonstrated that, in the face of uncertainty over the timing of 
payments, which is a more realistic assumption, the demand for money is 
related to the variance of transactions rather than the level of 
transactions. This, in turn means that there will be a range of 
possible values which the income and interest elasticities may take. 
The assumption of the fixed brokerage costs in the Baumol model has also 
been challenged. Brunner and Meltzer12 have argued that if there is a 
variable component in the brokerage costs, then the 'square-root' 
formula would no longer hold. 
11. D. Orr and J. Killer, 'The Demand for Money in the VI: 1963-771 University of Southampton Discussion Paper In 7902 (1979). 
12. I. BruDner and I. I. Meltzer, 'Economies of Scale in Cash Balances Reconsidered', Quarterly 
Journal of Economics, (1967). 
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The other criticism levelled against Baumol's model concern the neglect 
of certain institutional features. For instance, the availability of 
overdraft and other credit facilities and the imposition of bank charges 
when average current account holdings fall below a certain specified 
level in any given charges period. This, in turn, means that such 
models are likely to be of limited practical use. The study of 
Sprenkle, 13 showed that in the US, the percentage of the actual cash 
balances held by large firms that could be explained by the simple 
Baumol model was only 0.025. Furthermore, the study by Aronson14 showed 
that the State and Local Government in the US appear to hold larger 
money balances than the Baumol model suggests. 
During the 1950's, Friedeman reacted to the Keynesian onslaught on 
monetary policy by restating the basic classical Quantity Theory of 
Money. 15 Friedman argued that the Quantity Theory of Money is a theory 
of the demand for money, not of output, money income or prices. He 
applied a generalised portfolio framework of consumer theory to 
demonstrate that individuals would arrange their portfolio so as to 
maximise utility. More generally, money was seen as an asset or capital 
good, so that the demand for money is part of the Capital theory and 
therefore, money is a substitute for a wide range of assets including 
human wealth. * Essentially as in the usual theory of consumer choice, 
the demand for money (or any other particular asset) depends on the 
following factors: 
M) the total wealth held in different forms 
(ii) the prices of and return of this form of wealth and other 
alternative forms and 
(iii) the tastes and preference of the wealth-owning units. 
Butan vealth is defined as the present value of the expected streaz of the individuals 
incoze. 
13. C. Sprenkle, 'The Usefulness of Transactions Deitand Models', Journal of Finance 
, 
(Dec 1969). 
See also C. Spreakle, 'On the Observed Transaction Deiand for Money'. Manchester School, 
(1972). 
11. J. 1. Ironson, 'The Idle Cash Balances of State and Local Govermients: An econolic probles of 
national concern'. Journal of finance, (1968). 
15. Milton Friedaan, 'The Quantity Theory of Money -I Restateaent', in Studies in the Quantity 
Theory of Mom, ed. K. Prieditan (Chicago: University of Chicago Press, 1961). 
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It is further postulated that wealth can be held in five different 
forms: 
1. Money (M), which is defined as a commodity or claim that is 
generally accepted in exchange at a fixed nominal value; 
2. Bonds (B), claims to time streams of fixed nominal payments; 
3. Equities (E), claims to pro-rata shares of the returns of 
enterprises; 
4. Physical non-human goods (G); and 
5. Human capital (H). 
These forms of wealth together with rates of return, the price level, 
and nominal income yield, Friedman's demand for money function which 
represents Modern Quantity Theory of Money can be expressed as follows: 
X= f(W, R*, RB, RE, Pe, h, U). P 
Where 
V= Wealth 
Ro = Return on capital - certain financial assets. 
RB = the market interest rate in bonds 
RE = the market interest rate in equities 
Pe = expected inflation 
h= the ratio of non-human to human wealth 
U= tastes and preferences 
and P= the General price level 
The expected rate of inflation is included in the Modern Quantity Theory 
of Money to represent the cost of holding money in terms of physical 
goods: as the rate of inflation rises, so people would be expected to 
substitute goods for money in their portfolio. Moreover, some human 
wealth can only be substituted to a very limited extent for other 
assets, there is a case for distinguishing between human and non-human 
wealth in the demand function and this is done by including the ratio of 
non-human to human wealth (h). 
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The significance of Friedman's theory lies in the nature of income that 
he believes relevant for the theory of demand for money. He argues that 
the demand for money is a function not solely of present or measured 
income, but rather a person's total wealth. * However, for empirical 
work, Friedman makes use of permanent income** Yp, because direct 
estimates of wealth are not available. For empirical reasons, further 
simplification of Friedman's modern Quantity Theory of Money includes 
the following variables: 
(i) Dropping the ratio of non-human to human wealth 
(ii) Dropping the rate of inflation since developed economies have 
rarely experienced conditions of rapidly accelerating inflation 
and movement in interest rates capture the influence of inflation 
to some extent, in any case. 
(iii) Ignoring expected capital gains or losses since no measure of 
these are available. 
(iv) Retaining only one rate of interest to represent the return on 
alternative financial assets for statistical reasons; the problem 
of multicollinearity due to interest rates varying closely 
together, so that the separate influences of each cannot be easily 
estimated. 
With these modifications, the Friedman's demand for money function is 
reduced to: 
MD = f(Yp Ro U)*** (8) 
p 
Where Yp = permanent income 
Vealth as defined as the discounted present value of the stream of expected future income. 
The interest rate Ir) serves as a link in the relationship between income and wealth 
Thus 
VY 
r 
Permanent income is defined as a weighted average of current and past incomes. 
The demand for money is assumed to be linearly homogeneous in prices: There is no dispute 
between monetarists and leynesians on this aspect. 
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Friedman's Modern Quantity Theory differs from the Keynesian theory in 
the fundamental question of the role of interest rates. Friedman holds 
that since money is regarded as a substitute for a wide range of 
alternative assets, a change in the rate of interest on a particular 
substitute asset should lead to substitution from all others to varying 
extents, so that the interest elasticity of the demand for money is not 
expected to be particularly great. Moreover, the demand for money is 
considered by Friedman and other monetarists, to be a stable function of 
the few variables included in equation (8) above. 
5.3 Empirical Evidence and Issues Relevant to LDC's 
It was mentioned earlier that studies of demand for money were generally 
based on the experience of the developed economies and it was often 
assumed that the findings from these countries would be applicable to 
the monetary conditions of the less developed countries. In view of the 
major differences in the institutional and structural characteristics 
between the two types of economies, this assumption has bee the subject 
of considerable debate in the development literature. Joseph 
Schumpter16 argues that within the framework of economic theory there 
are tools economists use which are ideologically neutral, automatically 
evolved in the development of economic analysis and capable of 
application to a wide variety of situations. Contrary to this argument, 
some economists have questioned the applicability of, the Keynesian 
Liquidity preference theory to the developing economies. 17 The 
Keynesian theory is based on the assumption that people have the 
alternative of holding either cash or securities. Later economists like 
Gurley and Shaw'O elaborated further on this theory by postulating 
different types of securities which people can hold, demand and 
substitute in alternative manners. But the general framework of 
thinking is based on the economic circumstances of, a well-developed 
money and capital market such as exists in an advanced western country, 
where people have the natural alternative of holding cash or securities 
and are very cautious or sensitive to the change of interest rate which 
16. Joseph Schuiapter, History of Econgic Analysis (New York, Oxford University Press, 1954). 
17. See for instance, J. J. Polak, 'Monetary Inalysis of Incose Fmation and Payaents Problelis, ' 
IKF Staff Papers (Nov 1959). 
18. J. Gurley and E. Shaw opp. cit. 
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affects the capital value of their security holding. Although they also 
hold other forms of assets, such as houses, property, insurance 
policies, consumer durable goods, etc., these assets are not so easily 
liquidated and are not so close a substitute as securities. In most 
LDC's, where the majority of people do not have the habit of acquiring 
securities, and where the money and capital market has not been well 
developed, people tend to hold more of other forms of wealth such as 
land and property, and consumer durable goods than securities. Under 
the circumstances, the simple Keynesian alternative of 'Cash or 
Securities' is not applicable in the LDC's where people are not cautious 
or alert to the change of interest rate. 19 
Other economists have argued that owing to the underdeveloped nature of 
the financial sector, the unsophisticated Quantity Theory which includes 
income as the only variable in explaining demand for money is more 
realistic and therefore more applicable to the monetary conditions 
prevailing in the LDC's. However, it has been observed that the income 
velocity of money is more subject to short-run variations in developing 
countries than in industrial ones. 20 Since the Quantity Theory would 
become inadequate if the income velocity is unstable, it is often asked 
in development literature as to whether an alternative form of demand 
for money function exists for developing countries. Following some 
amount of work devoted in this direction, there is an agreement that the 
general functions of demand for money estimated for industrial countries 
may be applicable to the LDC's if the specific conditions of the 
developing economies are taken into account. This section will attempt 
to evaluate some of the major empirical issues of demand for money and 
relate them to the institutional and structural characteristics of the 
developing countries. The contemporary empirical studies of demand for 
money have focused attention on the following issues: (i) the 
appropriate definition of money, (ii) the income variable, (iii) the 
opportunity cost variable and Uv) the stability of demand for money 
function over time., 
19. for a detailed discussion on this point, see for instance, S. Y. Lee, Ioney, Quasi-Koney and Incoze Velocity of Circulation in KalaYsia and Singapore, 1947-19651, Rconomic Development 
and Cultural Chance, Rune 1971). 
20. See J. J. Polack op. cit. See also J. J. Polak and V. Irgy, 'Credit Policy and the Balance of Payiients, ' lKF Staff Papers. (1971). 
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Definition of Money 
The first question to be resolved is whether a narrow (cash plus demand 
deposits) or a broad (cash plus demand plus time deposits) definition of 
money should be used. The crux of the problem is how to choose a set of 
assets that not only fit theoretical properties of money best, but also 
perform satisfactorily in respect to a few other variables essential to 
the operation of monetary policy. However, neither theory nor empirical 
evidence has conslusively demonstrated which definition of the money 
stock is likely to be most stably related to the macroeconomic variables 
whose value it is desired to influence. Some economists have argued 
that the appropriate definition of the money supply should be that 
collection of assets among which substitutability is highest and which 
is most stably related to a small set of determining variables. Another 
familiar argument is that to be operationally useful a money stock 
definition should comprise an aggregate that the monetary authorities 
can control adequately. 21 The emphasis in this line of argument is that 
monetary policies can be misleading when the controlled stock moves in 
one direction but the true stock moves in another. It is generally 
accepted that in more financially developed economies, this second 
principle is adduced in support of a narrow definition of money (MO, 
which tends to be more responsive to open market and interest rate 
policies. However, in the developing countries available monetary 
Policy instruments apply principally to the volume of credit extended by 
the banking system, which would tend to make the total liabilities of 
the banking system M) easier to control than a particular component. 
However, even if the monetary authorities are able to control M2 better 
than M, in the short-to-medium term, developments in Mi could still be a 
useful guide to the impact of monetary policy in circumstances where an 
empirically stable relationship between Mi, and total output had been 
established. In view of this, it seems desirable not to prejudge the 
issue of which definition of the money supply is likely to be the most 
appropriate for using in estimating the demand for money function. The 
question is essentially an empirical one and should therefore not be 
21. See for instance David Laidler, 'The Definition of Koney: Theoretical and Expirical, 
Probless' Journal of Noney, Credit, and Banking (Lugust 1969) pp. 503-525. 
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decided on a priori grounds. In his study, MeltzerZ2 obtained results 
which showed that it is the broad money definition (M2) that has the 
stable coefficients and the high significance level. This study and its 
empirical findings were attacked by Courchene and ShapirO23 mainly on 
statistical grounds. The question of the appropriate definition of 
money was also investigated by Heller24 whose quarterly data showed that 
both definitions of money (Mi and M2) yield stable functions. In 
particular, Heller found that if money is defined as cash plus demand 
deposits, income is the relevant constraint on the money function. iff 
however, money is defined to include time deposits, it is the wealth 
constraint that has the stable coefficient and the high significance 
level. As mentioned earlier it is the broad definition of money which 
Meltzer achieved such empirical results. In his study of the US 
monetary sector, Feige25 finds that a narrow definition of money is not 
only usuable but preferable. In general, the empirical evidence 
available is to some degree in conflict because the demand function for 
money defined in either way seems stable enough for changes in the 
supply of the appropriate set of assets to have predictable effects on 
the variables that appear in the demand function, given that influence 
of other factors on these variables is taken into account. In other 
words, as far as the demand function for money is concerned there seems 
to be nothing to choose between the alternative definition of money 
stock. 26 Under the circumstances, the problem of which aggregate of 
commercial bank liabilities the monetary authorities should seek to 
manipulate is a question which must be settled on other grounds, for 
instance, which aggregates it is easier to control, taking into account 
the general financial and institutional structure of the economy 
concerned. 
22.1.1. NeItter, 'The DeiaBd for Noney: The Evidence froi the The Series', Journal of 
Political Sconpay, jJune 1963). 
23. T. J. Courchene and H. T. Shapiro, 'The Deitand for Noney: I lote frol the Tille Series', 
Journal of Political Sconowy (1964). 
21. R. I. Heller, 'The Deiand for Koney: The Ividence froz the Short-lun Data, ' QuarterlY 
Journal of Icooolics (1965). 
25.3. Ferge, The Depand for Liquid Issets: I Teaporal Cross-Section Inalysis, Inglewood 
Cliffs, I. J. (Prentice-Hall 1964). 
26. David Laidler, 'The Definition of Noney: Theoretical and Rapirical Probleas, ' op-cit. 
pp. 508-525. 
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It must, however, be emphasised that there are a number of other issues 
relating to the definition of the money stock that are extremely 
important in the context of developing economies. It is often the case 
in the LDC's, that the public sector is large and extends into 
manufacturing and other industries. However, the conventional 
definition of the money supply does not include deposits of central and 
local Government or of entities under direct Government control but does 
include balances held by public economic entities with their own 
financial resources and budgets separate from those of the central 
Government. The distinction between public sector entities along the 
above lines should depend on the behaviour of the entities concerned 
rather than on their legal or accounting status. In some instances, it 
may be that deposits of public enterprises should be excluded f rom the 
money supply statistics. Therefore, in attempting to investigate the 
money demand function in the LDC's it seem desirable to conduct 
regression tests both including and excluding deposits of public sector 
entities outside Government. 27 
Another issue concerns the treatment of balances held in f oreign 
currency. Quite often, foreign currency balances held by residents, 
with domestic banks are treated as part of the money supply, since, 
given a fixed exchange rate and convertibility into domestic currency, 
they contribute to the liquidity of the holder in the same way that 
balances of domestic currency do. However, foreign currency balances 
may be held for somewhat different purposes than local currency 
balances, so that it may be worthwhile to carry out experiments, where 
possible with the exclusion of foreign currency deposits from the money 
supply. * 
(ii) The Income Variable 
One of the principal issues which has attracted a great deal of 
empirical investigations on the demand function for money concerns the 
relative importance of current income as compared with wealth or 
27. for a fuller discussion on these issues seet Andrew D. Crockett and Oven J. Evans, 'Deland 
for Noney in Kiddle Eastern Countries' IXF Staff Papers, (1980) pp. 513-77. 
foreign currency balances relevant here 1-n-clude also those funds held outside the country by 
firis and corporations exercising foreign exchange retention privileges under the exchange 
control regulations. 
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permanent income. Current income is generally included in the function 
on the assumption that money is a commodity used primarily for the 
purposes of financing a predetermined volume of transactions. Similarly 
wealth or permanent income as a determinant of the demand function for 
money stems from the attribute of money as a store of value. It is, 
therefore, usual for economists to distinguish the relative importance 
of current income as compared with wealth or permanent income in terms 
of motives for holding money. The 'transactions' motive places emphasis 
on current income, while the 'assets' motive places emphasis on 
permanent income. The evidence from developed countries seems to be 
strongly in favour of a wealth variable. For instance, Meltzer28 finds 
that the inclusion of current income in the demand for money equation 
does little to improve the explanatory ability of the function. He 
concludes that the demand for money function is more stable when a 
wealth rather than income constraint is used. However, empirical 
results obtained by Goldfeld29 demonstrated that the wealth variable is 
unimportant when used with the income variable alone, while the latter 
retains its significance. He suggests that the explanatory ability of 
the demand function for money would be improved by using the income 
variable. On the other hand, empirical results reported by Chow30 
indicate that current income will have a larger effect than permanent 
income (or wealth) on the short-run changes in money stock, while 
permanent income is a better variable than current income in the long- 
run (or equilibrium) demand function for money. Moreover, Chow found 
that in the long-run demand function for money, permanent income is a 
better explanatory variable than wealth. Despite the distinct 
superiority of permanent income to current income in an equilibrium 
formulation and the reverse in the short-run adjustment formulation the 
issue of relative importance of income and wealth (or permanent income) 
as arguments in the demand function for money is far from being 
resolved. 
28.1. Keltzer, op. cit. 
29. S. K. Goldfeld, 'The Deiand for Noney Revisited, ' in Richard Thorn, ed. op. cit. pp. 217-219. 30. G. C. Chow, 'on the Long-Run and Short-Run Desand for ioney', Journal of Political Economy 
Upril 1966). 
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In the case of developing economies, empirical analysis of the relative 
importance between income and wealth as arguments in the demand function 
for money is often rendered impossible because the available data are 
neither of sufficient quality nor in sufficiently long time series. it 
is perhaps largely due to the absence of estimates of total wealth that 
current income as measured by GDP is the only aggregate that is most 
commonly used in studies of demand function for money for developing 
countries. It is argued by some economists that in the LDC's, this may 
be the most important determinant of the demand for money function. 31 
This proposition places emphasis on the argument that, in the LDC's 
where the range of financial assets and securities are extremely limited 
and the use of banking services particularly in the rural areas is not 
widespread, the only motive for holding money is for transactions. 
Viewed this way, current income is the appropriate scale variable in the 
demand function for money for the LDC's- 
Another question relating to the scale variable concerns the two 
competing theoretical propositions of income elasticity of the demand 
for money. The first is that the use of money balances is subject to 
economies of scale, and therefore, that as real income increases, the 
observed velocity of circulation will increase. On these grounds, an 
income elasticity of demand for money somewhat less than unity could be 
expected. The second proposition is that money is a 'luxury' good and 
that both the desire and the capacity to hold liquid balances increases 
more than proportionately with income and wealth. A third, and related 
proposition is that the gradual absorption of the non-market sector into 
the market sector of a developing economy results in the demand for real 
balances increasing more than proportionately with real income; that is, 
the estimated income elasticity of the demand for money may be greater 
than unity because of the upward bias induced by monetilization. 
The available empirical evidence permits two tentative generalizations 
to be made. First, transactions balances, defined as Mi, appear to be 
more subject to economies of scale than money broadly defined. That is, 
income elasticity tend to be lower for a narrow definition of money than 
31. See for instance, C. H. fong, 'Demand for Xoney in Developing Countries: Some Theoretical and 
Empirical Results, * Journal of Nonetary Economics (1978); P. B. Trescott, Thailand's 
Nonetary Experience UY Praeger Publishers, 1971); and Y. C. Park op. cit. 
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for a broad one. Second, broad money appears to be more of a luxury 
good in developing economies than among countries whose economies and 
financial systems are more developed. While observed income elasticity 
in developed economies are sometimes above and sometimes below unity, 
developing countries tend to exhibit an income elasticity closer to 1.5. 
In a study of six Asian economies, Agherli, Khan, Narvekar and Short32 
found elasticities ranging from 1.3 to 1.8 for a broad definition of 
money. Morgan33 in a study of demand for money estimates incorporating 
a Koyck type lag structure, for five oil exporting countries found long- 
run income elasticities ranging from 1.4 to 1.8. However, GalbiS34 
study of nineteen Latin American countries, found elasticities generally 
well below unity though dispersed over quite a wide range, which is 
perhaps not surprising in view of the more disturbed monetary 
experiences of a number of countries in that region. 
(iii) opportunity cost variable 
An opportunity cost variable in the demand for money function is 
intended to measure the yield on money against other assets that might 
be held. , As was mentioned earlier, there are many alternatives to 
holding money. They include different types and forms of financial and 
real assets. There is general agreement that in the industrial 
countries with highly developed markets and integrated economies, the 
opportunity cost variable is usually an interest rate. Moreover, it is 
often argued that inventories of real assets are an alternative form in 
which wealth can be held, and hence that the expected inflation rate 
should enter as a determinant of money demand. The opportunity cost 
variable that has attracted a great deal of empirical studies for more 
developed economies is interest rate. Although, Milton Friedman, 35 
found that there is no empirical relation between the demand for money 
and the rate of interest, many other economists have obtained sig- 
32. B. B. IghevIi, K. S. than, P. R. larvekar and B. I. Short, 'Monetary Policy in Selected ksian 
Countries' IKF Staff Papers (December 1979). 
33. D. R. Morgan 'Fiscal Policy in Oil Exporting Countries, 1972-781, IMF Staff Papers (March 
1974). 
34. V. Galbis, 'Money, Investment and Growth in Latin kierica, 1961-1973', Economic Development 
and Cultural Chance (kpril 1979). 
35. Milton Friedman, 'The Demand for Money: Some Theoretical and Empirical Results, Journal of 
Political Economy (lugust, 1959). 
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nificant results. For instance, a study by Laidler36 confirmed the 
importance of interest rate as a determinant of the demand for money. 
He concludes that: 
'Whether one thinks of the demand for money function as being 
constrained by income, wealth or expected income, whether one 
cares to define money to include time deposits, or excludes them, 
whether one chooses to ignore the identification problem or deal 
with it, whether one uses a short-rate of interest, a long one, 
the return on financial intermediaries liabilities or the yield on 
corporate equities, there is an overwhelming body of evidence in 
favour of the proposition that the demand for money is stably and 
negatively related to the rate of interest. ' 
The other principal issue relating to the interest rate controversy is 
which particular interest rate should be used; a short-rate or a long- 
rate. Eisner3? and Latane3s favour an interest rate on long-term bond, 
since Keynesian economics links a long-rate to investment and income 
through the demand for and supply of money. It is also argued that the 
demand for money should be treated in a theory of broader portfolio 
selection and viewed this way the demand for money depends on the yield 
on equities as well as on bonds. 39 on the other hand, Bronfenbrenner 
and Mayer, 40 takes a position that the demand for money is a function of 
a short-term interest rate, as the short-rate indicates the opportunity 
cost of holding money in place of close substitutes. Gurley and ShaW41 
take a step further to argue that liquid assets such as savings deposits 
at non-bank financial institutions are closer substitutes for money and 
therefore that the demand for money depends on interest rates on non- 
bank intermediary liabilities. The question of which interest rate 
36. David Laidler, 'The Demand for Money: Theories and Evidence, op. cit. 
37.1. Eisner, 'Inother Look at Liquidity Preference', Econometrica (July 1963). 
38. R. I. Latane, 'Cash Balances and the Interest Rate -I Pragmatic Ipproach', Review of Economics and Statistics (Nov 1954). 
39. K. Brunner and 1. ff. Meltzer, 'Some Further Investigations of Demand and Supply Functions for 
Money, ' Journal of Finance (May 1961) pp 20-83; See also X. J. Hamburger, 'The Demand for 
Money by Households, Money Substitutes and Monetary Policy', Journal of Political Economy (December 1966) pp 600-23. 
40. K. Bronfenbrenner and T. Mayer, 'Liquidity Functions in the American Economy, ' Econometrica 
(Oct 1960) pp 810-34. 
41. J. G. Gurley and B. S. Shaw, 'Financial Ispects of Economic Development', op. cit. 
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approximates the rate of interest and exerts the most significant 
influence on the demand for money has not, therefore, been settled 
conclusively in the literature. 
It is quite widely accepted, however, that among developing countries, 
an interest rate is in practice an unsatisfactory measure of the 
opportunity cost of holding money. The reason is that in the absence of 
well-developed capital and financial markets outside the banking system 
the possibilities of substitution between money and other financial 
assets are limited. A more practical objection is that observed 
interest rates are often centrally determined and often remain unchanged 
for long periods. Therefore, such interest rates cannot be taken as a 
representative yield on assets alternative to money. Studies by 
BiswaS42 and Gujarati43 show that the demand for money is not sensitive 
to either short-term or long-term interest rates. However, Sastry44 and 
Gupta45 found that the interest elasticity of the demand for money is 
statistically significant. The cross-section study by Adekunle46 also 
shows that the demand for real cash balances is interest elastic in some 
LDC's. Considering the theoretical and practical objections raised 
above one cannot determine, on the basis of the results of the studies 
just quoted, that the rate of interest affects the demand for money in 
LDC's. The results of these studies should not therefore, be taken too 
seriously. 
It has been argued that the rate of change in prices is perhaps the best 
indicator of the cost of holding assets in the form of money or of any 
other asset with a fixed nominal value47 in the LDC's because of the 
42. D. Biswas, 'The Indian Money Market: in Inalysis of Money Demand' The Indian Economic 
jLurnal (January 1962). 
43. D. Gujarati, The Demand for Money in India, The Journal of Development Studies (October 
1968); See also J. 0. Idekunle, 'The Demand for Money: In International Comparison', The 
Indian Economic Journal , (September 1968); and B. Singh, 'Price Stability and Money Supply During Fourth Five Year Plan, ' The Indian Economic Journal (June 1970). 
44. VA. Sastry, 'Demand for and Supply of Money in India', The Indian Economic Journal (July 
1962). 
45. K. L. Gupta, 'The Demand for Money in India: Further Evidence'. The Journal of Development 
Itudies (January 1970); See also X. H. Imam, 'A Structural Model of Pakistan's Monetary 
Sector' The Pakistan Development Review (1970). 
16. J. 0. Adekunle, 'The demand for Money: Evidence from Developed and Less Developed Economies', 
IKf Staff Papers (1968). 
47. Ibid. pp 220-257. 
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greater proportion of real assets in total wealth. If the expected rate 
of inflation is a reasonable measure of the opportunity cost of holding 
money in the LDC's, the next question is which variable of price 
inflation should be used. The GDP deflator is the most general measure 
of prices within an economy but may be inappropriate for a number of 
reasons. First, the aggregate GDP deflator reflects changes in the 
price level of domestic output only. Since the inflation rate is used 
as a measure of the opportunity cost of holding money compared with 
buying goods, the inflation measure should also include changes in the 
prices of imported goods. For this reason, the consumer price index 
(CPI) may be a theoretically preferable variable to the GDP deflator as 
a measure of the opportunity cost of holding money balances. 
The CPI, however, is itself an imperfect measure in many LDC's. More 
explicitly, the consumption basket used often reflect the purchasing 
patterns of only a particular income segment and may employ data 
relating only to the capital. * Another difficulty is introduced by the 
familiar practice among LDC's of subsidizing the purchase of commodities 
that play a key role in the CPI. Although an accurate consumer price 
index might provide inflation rate estimates that would be preferable to 
those from a GDP deflator, the quality of the data used among most 
LDC's to generate the CPI may be poor enough to counteract this 
advantage. For this reason, most studies based on the monetary 
experience in LDC's have used inflation rates from both the CPI and the 
GDP deflator, with the ultimate choice resting in the empirical results 
obtained. 
As far as the influence of opportunity cost variables is concerned, 
theory suggests that an increase in the expected rate of inflation would 
reduce the attractiveness of money balances. That is, since one 
important reason for holding money is that it has a store of value 
characteristic, when prices are expected to increase, money loses some 
of this attribute. Holders will tend to adjust their holdings in order 
to minimise losses that may result from the expected decline in the 
In the case of Tanzania, it was ventioned in Chapter 2 that CPI was based on data relating to 
prices of consuser goods in Dar es Salaas. it is clearly obvious that for a large country 
such as Tanzania the CPI based on prices in Dar es Salaas, way not truly represent the nation-vide iteasure of inflation. 
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purchasing power of money. Some of the adjustment will involve the 
replacement of money by physical assets. It is argued that the decline 
in money balances should be more pronounced for narrow money, which 
conventionally has a zero nominal yield, than for broad money which 
includes time and savings deposits, whose yield can be adjusted to 
offset inflationary expectations. Empirical work in developing 
countries has been less than successful in discovering significant and 
stable coefficients for inflation elasticities. In the study by 
GalbiS48 only sporadic evidence of significant negative inflation 
elasticities was found. While Morgan, 49 despite experiments with various 
specifications of the expected price change variables, was unable to 
discover any significant relationship with the appropriate sign. 
However, in those LDC's that have experienced rapid inflation, such as 
Argentina, Brazil, Chile and Korea, it has been shown conclusively that 
the demand for real cash balances is sensitive to the expected rate of 
inflation, which, in the absence of any meaningful interest rates, is 
used as a proxy measure for the cost of holding money. 50 
In reviewing the above literature on the demand for money the overriding 
purpose was to focus attention and highlight theoretical considerations 
and explanatory variables which are relevant to the institutional and 
structural characteristics of the LDC's. In this regard there are two 
additional variables the inclusion of which would most likely improve 
the statistical fits of the demand function for money among developing 
economies. First, it is widely recognised that in most LDC's, a 
sizeable proportion of income originates from the nonmarket sector. 
This proportion, however, declines gradually with economic development. 
That is, the rise in the degree of the monetization of the economy will 
lead to an increase in the demand for money. It is, therefore, 
important to take into account the degree of monetization in specifying 
the demand for money function in developing economies. The problem, 
however, is to identify the appropriate variable for approximating the 
degree of monetization of the economy. It has been suggested that the 
degree of monetization can best be approximated by the marketed 
18. V. Galbis op. cit. 
49. D. R. Morgan, op. cit. 
50. See for instance, C. D. Caspbell, 'The Velocity of Money and the late of Inflation: Recent 
Experiences in South Korea and Brazil', in Varieties of Monetary Experience ed. by D. 
Neiselitan (University of Chicago Press 1970). 
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proportion of the national income. However, most LDC's do not have data 
on that breakdown. Some economists have proposed the ratio of value 
added of non-agricultural sector to total value added of national 
product. 51 Another measure of the degree of monetarization of the 
economy is the ratio of demand deposits to money stock (currency plus 
demand deposits). An increase in this ratio indicates an increase in 
banking activity and monetization. 52 
Another important consideration in specifying the demand function for 
money for developing countries, concerns the influence of credit 
rationing. It was pointed out in the preceding chapter, that in most of 
the developing countries there exists an almost insatiable demand for 
credit in the organised financial sector and that the real binding 
constraint on the spending level of the business community is not the 
cost of borrowing but rather the availability of bank credit. It is, 
therefore, argued that the degree of credit restraint itself, if 
appropriately measured, can be treated as a proxy variable for the 
interest rate variable in the demand for money function. The quantity 
of money demanded should decline, ceteris paribus, as the degree of 
credit restraint increases. In his empirical study of the demand 
function for money using different formulations of the credit restraints 
variable, Wong obtained results of consistent and significant 
coefficients. 53 Although, the influence of the degree of credit 
restraint on the demand function for money has not been empirically 
studied widely, its theoretical formulations are tenable to the monetary 
conditions of developing countries in general. 
Finally, an important feature of the demand for money in most LDC's, has 
been its considerable seasonal variations, which is attributed to the 
economic structure in which the primary sector accounts for a 
substantial proportion of national income. Therefore, the demand for 
51. A. G. Chandavarkar, 'Monetization of Developing Economies', IMF Staff papers (XOV 1977); See 
also B. B. Battacharya, 'Demand and Supply of Money in a Developing Economy: A Structural 
Analysis for India', Review of Economics and Statistics (March 1974). 
52. See W. V. Snyder, 
, 
'Money in a Developing'Econoil: A Case study of Pakistan, 1953-1961' 
Review of Economics and Statistics (Nov 1964). 
53. C. H. long, 'Demand for Money in Developing Countries, Some Theoretical and Empirical Results, ' op. cit. 
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money fluctuates largely in line with the agricultural season. During 
the busy season of harvesting, the financing of marketing, distribution 
and storage of agricultural produce leads to an increase in the demand 
for money for transactions purposes. Similarly, during the slack 
season, the demand for money undergoes a seasonal decline. The analysis 
of the seasonal variation in most LDC's is, however, handicapped by the 
absence of quarterly series of income and other important determinants 
in the demand function for money. 
5.4 Estimation of the Demand Function for Money in Tanzania (1967- 
1985) 
In the light of theoretical and empirical considerations discussed 
above, the remaining part of the chapter will present and evaluate 
statistical estimates of the demand function for money for the Tanzanian 
economy and discuss their implications for monetary policies. 
However, before discussing the results of the statistical estimates, it 
is worth presenting a list of symbols used in the course of the 
analysis: 
Mi Money Stock narrowly defined to include currency in 
the hands of the public plus demand deposits. 
M2 Mi plus time deposits with all financial institutions. 
M3 M2 plus savings deposits with all financial 
institutions. 
CU Currency in the hands of the public. 
DD Demand deposits. 
DT Time deposits. 
Y Gross National Income at factor costs. 
Yp Permanent Income. 
P Rate of inflation defined as an annual percentage 
changes of the GNP implicit deflator (1970=100). 
RT Interest rate on time deposits. 
RS Interest rate on savings deposits. 
Z The Index of the degree of monetization defined as the 
ration of monetary production to the total National 
Income. 
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CR The index of the degree of credit restraint defined as 
the annual percentage change in the level of total 
domestic credit (excluding credits to the central 
Government and local authorities). 
The analysis covers the period 1967-1985 and is based on annual time 
series, end of period data. All the T. Shillings variables are 
denominated in millions while the interest rate, and all other variables 
are measured in per cent. All the money variables are expressed at 1970 
constant prices. Throughout the text, those variables expressed in 
current prices are distinguished from the corresponding variables at 
constant prices using a prime. For instance ml, and Y' have the same 
meaning as defined above but they are expressed at current prices. The 
actual data and related information are given in Appendix B. 
5.4.1 The Demand for Money (narrowly defined MO 
The demand function for money, reflecting the institutional and 
structural characteristics of the Tanzanian economy, and whidh will be 
tested in the following sections can be specified as follows: 
mi f(Y, RS, P, Z, CR, U) (1) 
where Mi = Money stock narrowly defined (i. e. currency in circulation 
plus demand deposits). 
Y GNP at factor cost, constant prices (1970). 
RS Rate of interest on savings deposits. 
P Rate of inflation measured by annual percentage change 
of the GNP implicitly price deflator, (1970 = 100). 
Z The Index of the degree of monetization defined as the 
ratio of monetary production to the total national 
income. 
CR The index of the degree of credit restraint defined as 
the annual percentage change in the level of total 
domestic credit. 
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U The catch-all variable representing the collection of 
all other variables which might influence the demand 
for money but which are not included explicitly in the 
function. 
The single equation least squares regression method is employed to 
estimate the parameters of the demand function for money both in its 
linear and log-linear form using aggregate data. The distinctive 
character of the demand function (1) specified above for the Tanzanian 
economy differs from the standard models formulated for industrial 
countries in that it includes Z and CR as additional explanatory 
variables. The regression estimates of equation (1) are presented in 
Table 5.1. 
The numbers in parentheses below the coefficients are the corresponding 
t-values. R-2 is the multiple correlation coefficient adjusted for 
degrees of freedom, DW is the Durbin-Watson statistic. SEE is the 
standard error of estimate for the equation. P is the first-order auto 
correlation value where a serial correlation correction is made. 
In equation (1.1) the t-statistic for income variable coefficient is 
highly significant and has the expected positive sign. The t-statistic 
for the interest rate coefficient is also significant, but it has an 
unexpected positive sign, implying that a rise in interest rate on 
savings would cause people to hold more cash balance, which is rather 
contradictory to theory and common sense reasoning. The only possible 
explanation which can be attributed to this phenomenon is that the 
monetary authorities have often taken measures to increase them in 
response to a persistent rise in money supply figures and such measures 
have been taken in an effort to attract funds into the banking system. 
This thesis would seem to verify the view expressed earlier that where 
interest rates are not determined by the free play of the market demand 
and supply conditions, such rates cannot be taken as a representative 
yield on assets alternative to money. In other words, the rate of 
interest does not influence the demand for money in Tanzania as 
elsewhere in the developing countries. 
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The multiple correlation coefficient R-2 (adjusted for degrees of 
freedom) is . 9173, implying that the two explanatory variables, Y and 
RS, can explain about 91% of the variations of Mi. This, however, 
should be read with reserve in view of the unexpected sign of the 
interest rate coefficient and the interpretation given above. The same 
caution applies to the value of the DW-Statistic. 
Equation (1.1) is in linear form, while equation (1.2) is its 
corresponding log-linear function. The comparison between equations 
(1.1 and 1.2) indicates that both regressions have similar results 
although the coefficient of the interest rate in the log-linear form 
equation (1.2) has declined considerably in magnitude and barely passes 
the t-test of significance at 1 per cent significance level. 
In equation (1.3) the interest rate variable is replaced by the rate of 
inflation variable which theory suggests as being the more appropriate 
opportunity cost variable in those economies without highly developed 
money and capital markets, the result of which the public prefer to hold 
their wealth inform of real assets, implying the presence of 
substitution between real assets and money rather than substitution 
between money and financial assets as in the case of industrial 
countries. The regression results indicate that the coefficient of the 
rate of inflation bears a sign which is in accordance with a priori 
expectations but it is statistically insignificant. Moreover, the DW- 
Statistic in the equation is considerably low indicating the presence of 
autocorrelation or a systematic variation in the residuals. 54 This 
probably implies that some other important variables of the demand for 
money are missing from the equation. 55 This proposition is also 
supported by the fact that the explanatory power (R-2 = . 8125) of the 
equation has also been reduced significantly. The log-linear form 
54. The lower and upper bounds Of dL and di given by Durbin-Watson at the 1% significance level, 
in the case of 19 observations and two explanatory variables, are 0.98 and 1.54 respectively. 
55. is a general rule, the presence of autocorrelation will not affect the unbiasedness or 
consistency of the ordinary least squares regression estiiators but it does affect their 
efficiency - i. e. it leads to an underestization of their saipling variances. 
Autocorrelatioa itay be caused by a nusber of factors: M an incorrect specification of the 
for& of the relationship between the variables (ii) serial correlation in individual olitted 
variables or (iii) iieasurezent errors in the 'explained, variables. See for instance, A. 
loutsoyanis, Theory-of Econovetrics Second Edition (XacKillan 1978) pp. 200-232. 
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equation (1.4) provides somewhat better regression results with an 
improved overall explanatory power of the equation and the DW-Statistic. 
The findings of poor performance of the rate of inflation variable in 
the demand for money functions in Tanzania was not surprising because as 
was mentioned earlier, this variable has been found to be significant 
only in those countries which have experienced monetary conditions of 
hyperinflation. 
The next explanatory variable introduced in the demand for money 
function (1.5) was the index of the degree of monetization of the 
economy. The regression coefficient for the monetization variable has 
the expected sign and is highly significant at 1% level of significance. 
The DW statistic being 1.61 has been remarkably improved and these two 
explanatory variables account for more than 93% of the variations in the 
demand for money. The corresponding log-linear function (1.6) has 
produced much better statistical results. The goodness of fit has 
increased to . 9722 the magnitude of both coefficients has improved 
significantly. However, the DW-statistic being 2.3 indicates the 
presence of positive autocorrelation which as was mentioned earlier may 
imply an incorrect specification of the demand for money function. In 
view of this it was felt necessary to introduce another variable which 
is suggested by theory as being an important determinant of the demand 
for money in the less developed economies. The variable introduced in 
equation (1.7) was the index of the degree of credit restraint 
which passes the border of significance at the 5% level of significance 
and has the negative sign in accordance with a priori expectations. 
Moreover, the introduction of this variable has changed significantly 
the explanatory power (R-2 = 0.95) of the linear regression model. The 
DW statistic being 1.81 has also improved considerably indicating 
no serial correlation in the residuals. An examination of the 
log-linear form equation (1.8) indicates the same results. it 
is, however, worth pointing out here that on the whole empirical results 
presented on Table 5.1 indicate that the log-linear results 
are constantly better than those of linear form in every single 
equation. In particular the log-linear equations here consistently 
revealed improvements in both R-2 and DW-statistic. It is also clearly 
obvious from Table 5.1 that except for equations (1.1-to 1.4) the t- 
statistics of coefficients of the log-linear equations have been higher 
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than those of corresponding linear functions. This is possibly an 
indication that the demand for money function in Tanzania is relatively 
adequately specified by a log-linear than by a linear function, which 
observation would tend to confirm with many other studies on the demand 
for money function in less developed economies. 56 Moreover, the log- 
linear regressions reveal an income elasticity of higher than 1.5 and 
therefore greater than one which is in accordance with results of other 
empirical studies which have suggested that the demand for money in a 
developing economy is highly income elastic. This, of course, disagrees 
with findings in developed countries where the income elasticity of 
demand for money has been found to be one or less than one. Milton 
Friedman's study which obtained results of income elasticity of demand 
for money for the US economy of 1.8 has often been questioned on grounds 
of his definition of money which included time deposits. 
Further experiments of the demand function for money were undertaken by 
including different combinations of explanatory variables which have 
passed the t-statistic test but this hardly changed neither the 
explanatory power nor the DW-statistic of regression equations. 
on the basis of empirical results reported in Table 5.1 the demand for 
money function for the Tanzanian economy may be specified as follows: 
In Mt = -11.1806 + 1.6589 In Y+4.1554 In Z 
(13.32) (6.41) (1.6) 
It must be pointed out in the foregoing analysis, the data used is 
expressed in real terms which assumes that the demand function for money 
is homogeneous of degree one with respect to prices. Therefore the 
above equation (1.6) of the demand function took the following form: 
Mi bo (V )bI Zb 2 
pp 
If, on the contrary, the function was expressed in terms of nominal 
values Ue Mt' and V) and the estimated function was of the form: 
Mi bo [p (11 )]b1 ZbZ 
p 
56. See for instance, I. L. Gupta, op. cit. 
201 
The result would be that the estimated coefficient bi, which measures an 
average of both price and income elasticities, would have been biased 
towards unity. This contention is supported by statistical estimates of 
the following equation (1.6a) which is equivalent to equation (1.6), the 
only difference being that the variables Mi and Y are expressed in 
nominal terms: 
In Mi' = -7.1469 + 1.2061 In Y' + 3.8391 In Z (1.6a) 
(29.9) (5.44) 
R-2 . 9929 DW 2.26 
The income elasticity has declined from 1.6589 to 1.2061. 
It is widely recognised that to cast the money and income variables in 
real terms as expressed in equation (1.6) is the right procedure only if 
the homogeneity assumption is valid. If this assumption is incorrect, 
then the demand for money function takes the form: 
bo pb3-1 (yl) blZb2 (1.6b) 
pp 
Thus by measuring variables in real terms, the effect of the price level 
is not taken into account explicitly, which may lead to relatively low 
explanatory power of the equation. This, however, did not happen in 
equation (1.6) and this implies that the price coefficient (b3-1) in 
equation (1.6b) is not significantly different from zero. On seeking to 
test this proposition, the price variable was explicitly taken into 
account by estimating equation (1.6b) and the empirical results were as 
reported below. 
In Ml'= -10.5923 + 1.7499 InOLL) + 4.1325 In Z-0.2409 In P (1.6b) 
p (10.28) p (6.28) (-0.79) 
It is clearly obvious from the above estimated equation (1.6b) that the 
price coefficient (b3-1) is not significantly different from zero, while 
the income and the monetization coefficients remain similar to those of 
equation (1.6) above. This result confirms that the homogeneity 
assumption of the first degree in prices is correct for the demand for 
money function employed in equation (1.6). This implies that the demand 
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for nominal balances is proportional to the price level. In other 
words, by doubling the level of prices, the demand for nominal balances 
is also doubled, while the demand for real balances remains unaffected. 
5.4.2 The Demand for Broad Money 
The empirical results and the analysis of the demand function for money 
discussed hitherto has been limited to money supply narrowly defined 
which includes currency in circulation plus demand deposits (MO. This 
section presents statistical estimates of two definitions of money 
supply broadly defined: 
M2 which includes Mi plus time deposits and 
M3 which includes M2 plus savings deposits. 
The results obtained for M2 are summarized in Table 5.2 while Table 5.3 
presents results for M3. The demand functions for money experimented in 
these tables incorporate current income and other explanatory variables 
which were discussed in respect of Table 5.1 for Mi. 
Comparing the equations appearing in Table 5.2 with those of Table 5.3, 
it is clearly difficult to discern any important differences on the 
basis of the standard statistical criteria. More explicitly, the 
magnitude and the level of statistical significance of the coefficients 
or the lack of it, appears to be largely the same under corresponding 
equations of Tables 5.2 and 5.3. Similarly the overall exploratory 
power of the functions (R-2) and the DW - statistics of the equations 
reveal only minor variations. It is not surprising that the empirical 
results for M2 and M3 do not give rise to any significant differences. 
This seems to be largely attributed to the fact that in Tanzania, as 
elsewhere in the LDCs, the growth or increase in both savings and time 
deposits comes from an increasing propensity to save generated by rising 
income or wealth rather than by substitution between money and other 
financial assets. This point will become clear in the subsequent 
analysis. 
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This leads to comparing empirical results of M2 and M3 with those of MI 
discussed earlier. There are several interesting differences between 
these two sets of results. 
Firstly, the current income elasticities of the demand for money 
function presented in Tables 5.2 and 5.3 are substantially higher than 
elasticities of Mt functions reported in Table 5.1. These elasticities 
show that for a given percentage increase in real income, the public 
preferred to increase their time and /or savings deposits 
proportionately more than the increase in currency plus demand deposits. 
These findings confirm the theoretical generalisation made earlier that 
transaction balances defined as M, appear to be more subject to 
economies of scale than money broadly defined and therefore income 
elasticities tend to be lower for a narrow definition of money than for 
a broad one. That is, broad money appears to be more of a luxury good 
in LDCs than among countries whose economic and financial systems are 
more developed. This theoretical proposition suggested that income 
elasticities in the developed economies would be below unity while LDCs 
would exhibit income elasticity of greater than unity. 
Secondly, the equation which include savings and time deposits in Tables 
5.2 and 5.3 reveal that the coefficient for the credit restraint 
variable fail to pass the significance test (t-test). This would appear 
to confirm the view that Mi is primarily used for transactions balances 
to which credit policy is relevant, while M2 and M3 play the role of 
asset function of the demand for money. Viewed this way, money broadly 
defined would not be influenced by either credit squeeze or ease. 
The other important difference revealed by empirical results of the 
demand functions for money is covered in the following section under 
stability test. 
5.4.3 Stability Of Demand Function For Money 
The comparison of demand for money functions based on stability test 
suggest that a stable function exists with more than a single definition 
of money stock. For this purpose the estimation period (1967-1985) was 
subdivided into two sub-periods: 1967-1975 and 1976-1985. One demand 
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function for money was estimated for each sub-period; then all the 
observations were pooled together and one function was estimated for the 
whole period (1967-1985). The results for money narrowly defined (Mi) 
are presented in Table 5.4. A scrutiny of the magnitudes of the 
coefficients for the two sub-periods shows that the demand-for-money 
function was somewhat shifting upwards, a shift which could be accounted 
by the monetization of the economy and other structural developments in 
the economy following the nationalisations of 1960's and 1970's and the 
rapid growth of the industrial sector as was seen in Chapter 2. 
However, by mainly looking at the values of the estimated regression 
coefficients and standard errors it was not a reliable method of 
determining that the parameter estimates of the relationship computed 
for the two different time periods, are drawn from the same underlying 
population. This leads to a test developed by G. Chow57, which 
determines whether a relationship remains stable in two consecutive 
periods of time. The suggested procedure tests the hypothesis that the 
estimated regression coefficients (Bi, B2) of a specific function from 
two non-overlapping sub-periods and the estimated regression 
coefficients (B) for the whole period are all equal; that is to say Bi 
B2 = B. 
When applying this test to the two sub-periods as can be seen from Table 
5.4 an F-value equal to 0.16, with 3 and 10 degrees of freedom, giving 
the probability value of over 0.80. 
57. G. Chow, 'Tests of Equality Between Sets of Coefficients in Two Linear Regressions', 
Econosetrica (1960) pp 591-625. 
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Reoression Coefficients And Other Statistics Of The Long-Run Demand For Noney (NO For Three Tize 
Periods. 
Tible 5.1 
Tile Equation Equation Intercept 
Period Ia. Fori Teri Tz C1 1-1 DY 
1967-1985 5.4.1 Log -11.1806 1.6589 4.1554 . 9722 2.33 (13.32) (6.41) 
1967-1975 5.1.2 Log -5.1133 1.7011 3.2471 . 9712 2.82 
(7.11) (2.33) 
1976-1985 5.1.3 Log -3.3397 1.9959 1.0933 . 8205 2.2s 
(1.91) (3.42) 
Test Of Stability * 
Tile 10. of Io. of estiiated Sul of Squared Co1puted Halve Critical I-value 
Period Observations Coefficients lesiduals B-1/1 Level of Significance 
I/Pa-2k 
it 51 
1967-1975 a -- 9k30.105261 
k30.599151 
0.16 SM 3.11 
(df 13,13) 31c0.738953 
B-1 : 0.031511 
' Iccept 11pothesis (that It xx b mm B) if cuputed I-vilue ( critical Talte. 
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legrellion Coefficients lid Other statiltics for Three Tile Periode Then Tile Demitl Ire lacladed 
In The Deffiftion of loney (it) 
Tible 
Tile 
Period 
Ignition 
[a. 
Iqlation 
Fora 
Intercept 
Teri I C1 0 By 
1967-1985 5.5.1 Log -12.1200 1.7511 1.3890 . 9753 2.36 
(14.29) (6.18) 
11967-1975 
5.5.2 Log -1.0192 1.1301 3.1711 . 9533 2.15 
(5.03) (1-94) 
1976-1985 5.5.3 Log -3.9535 2.0621 4.3154 . 8671 2.30 
(2.23) (1.07) 
Test Of Stibility * 
Tile 
Period 
Ia. of 
Obserutions 
Io. of estilited 
Coefficients 
Sul of Spired 
Iesiduls 
Co1puted Mahe 
1 1-1/1 
I/en-2k 
critical Mille 
LeTel of Significance 
it 51 
1967-1975 9 k3 0.216523 
1976-198S 10 k3 0.470339 
1 0.686862 0.13 5.74 3.31 
(df, 3,13) 
1967-1985 1+I -- 19 k3 3 0.714989 
B-1 0.028127 
' Iccept hypothesis (thit It 2 It z B) if cuputed r-Talge ( critiell T114e. 
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leiression Coefficients Ind Otter Stitistics for Three Periods-for loney Deund ruction Iroldly 
Defined To Inclide Tile Ind slyings Deposits (11) 
Table 5.6 
Tile Equition lqaation Intercept 
Period 10. Fort Teri yz C1 Df 
1967-1985 5.6.1 Lao -12.5771 1.7262 4.3101 . 9779 2.37 (14.99) (7-19) 
1967-1975 5.6.2 Log -4.3002 1.7301 3.6581 . 9611 2.47 
(5.62) (2.05) 
1976-1985 5.6.3 Log -COslo 2.0375 4.2439 AM 2.32 
(2.31) (1.19) 
Test Of Stibility 
Tiie 10. of lo. of estiiated Sut of Squired Coiputed I-Tilue Critical I-Talue 
Period ObserTitiODS Coefficients lesiduals B-1/1 Level of Significance 
W+a-2k 
It 5% 
1967-1975 1: 9k=30.173473 
1976-1985 1 -- IQ i: 30.429294 
r 0.602767 0.15 5.11 3.11 
(df, 3,13) 
k -- 31z0.6316io 
B-1 -- 0.028873 
lecept hypothesis (that Bt zz Bz m 1) if cupated I-Talie ( critical value 
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On the basis of Chow's test, the estimated regression coefficients for 
the three periods show no sign of real difference and the demand for 
money function (Mi) has remained stable throughout the period 1967-1985. 
The above procedure of stability test were also performed for money 
broadly defined and results for M2 and M3 are given at Tables 5.5 and 
5.6 respectively. The computed F- values of the empirical results 
presented in Tables 5.5 and 5.6 indicate that both M2 and M3 provide 
stable functions of the demand for money at the 1% level of 
significance. However, by comparing the computed F-values of Table 5.4 
with those of Tables 5.5 and 5.6, it would appear that the demand for 
money broadly defined to include time deposits (M2) is relatively more 
stable than the function which defines money to include only currency 
plus demand deposits. Moreover, when savings deposits as well are 
included in the definition of money, the test of stability as can be 
seen from Table 5.6 indicates that the function performs better than in 
the case of money narrowly defined. The relative superiority of money 
broadly defined (M2 and MO to pass the stability test of the function 
has implications on issues raised by Gurley and Shaw. 58 Gurley and Shaw 
have argued that in the process of development the liabilities of 
financial intermediaries (other than commercial banks) increase more in 
proportion than the liabilities of commercial banks. According to 
Gurley and Shaw, this is due to a substitution which takes place among 
the liabilities of the two types of institutions. In other words, 
substitution between the liabilities of financial intermediaries and M, 
is higher than substitution between Mi and other assets. Therefore, 
with passage of time this results into a relative decrease in Mi and a 
corresponding increase in velocity. It was in the light of this 
analysis that Gurley and Shaw, suggested that the definition of money 
should include more than the sum of currency and demand deposits. In 
Chapter 3, it was seen that Tanzania had witnessed rapid development of 
its financial structure and with it there was substantial increase in 
time and savings deposits with both commercial banks and other financial 
institutions. It must however, be emphasised that the growth in bank 
deposits was largely attributed to the expansion in economic activities 
58. J. Gurley and E. Shaw, 'Money in a Theory of Finance', Journal of Finance (1960); See also J. Gurley and E. Shaw, 'Financial Intermediaries and the Savings-Investient Process', JF (1957). 
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or wealth rather than purely a matter of increased substitution between 
the liabilities of financial intermediaries. Nevertheless the fact that 
the demand function for money broadly defined (M2) was found to be more 
stable than the function which includes only currency plus demand 
deposits would suggest that the former is the more appropriate 
definition of money for the Tanzanian economy. 
5.4.4 Income Velocity 
There are two contradictory hypothesis concerning income velocity (the 
ratio Y/M) which have been offered in the literature of demand for 
money. Fisher59 argues that there are economies of scale in the holding 
of money balances. He places emphasis on those factors that make for 
decreasing relative money balances as income increases. His formulation 
implies an income elasticity of the demand for money that is lower than 
unity or, in other words, a rising secular movement in income velocity. 
This hypothesis is supported by Baumol6O and Tobin. 61 On the other 
hand, Milton Friedman holds that money is a luxury. He argues that in 
countries experiencing a secular rise in real income per capita, the 
stock of money generally rises over long periods at a decidely higher 
rate than does money income. 62 Thus, in his view the income velocity of 
money would tend to fall as income increases. Friedman's formulation 
implies an income elasticity of demand for money which is greater than 
unity. Indeed, as was mentioned earlier, in his study which defines 
money to include currency held by the public, demand deposits and time 
deposits, Friedman obtained results of income elasticity of 1.8 for the 
U. S. economy. Between these two contradictory propositions, there are 
several other hypothesises. For instance, Gurley and Shaw have 
suggested that if consumers desire to hold a constant proportion of 
their financial assets in money balances during output growth, the ratio 
of money to national income rises during their earlier stages of growth 
and then eventually levels off. 63 In other words, income velocity would 
fall at first and then become constant. Another study of money income 
ratio for some industrial countries during the post War period under- 
59. Fisher, The Purchasing Power of Money, (New York, 1911). 
60. William, J. Baumol, op. cit. 
61. James Tobin, op. cit. 
62. Milton Friedman, 'The Demand for Money: Some theoretical and Eapirical Results', op. cit. 63. Gurley and Shaw, op. cit. 
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taken by Dorrance and Brehmer, suggest that 'as national per capita 
income rises, up to a certain point, money holdings rise relative to 
real income; after a certain point, the ratio of money to income falls 
with rising national income. '64 Therefore, while income velocity would 
fall at first, as in the Gurley and Shaw hypothesis, it would after a 
certain point, according to these economists, tend to rise again. The 
empirical results of demand for money for the Tanzanian economy 
presented in Tables 5.1 - 5.3 have verified Friedman's proposition of 
income elasticity of greater than unity. This section will attempt to 
examine which of the alternative hypothesis best describe the behaviour 
of income velocity for the Tanzanian economy. 
It will be observed from Table 5.7 that income velocity has been 
declining for both definitions of money. It is widely accepted in 
empirical studies of income velocity that the declining trend is to be 
accepted in developing countries such as Tanzania largely due to the 
process of economic growth and the increasing rate of monetization of 
the economy. If the partial elasticity of the demand for money with 
respect to income were unity as was found by Henry Latane65 in his study 
for the U. S. economy, any change in income velocity would have to be 
explained by changes in variables other than income. In the case of 
Tanzania, however, the real income elasticity is much higher than unity. 
Thus, any observed decline in velocity might be caused by changes in 
real income as well as other explanatory variables. This proposition is 
verified by estimated regressions presented in Table 5.8. The velocity 
equation which was used in Table 5.8 was derived from the demand for 
money functions: 
Mi = bo (y) bI Zb 2 
by dividing both sides by Y to obtain, 
Mi = Ki = bo (y)bl-lZb2 
y 
(1.6) 
(1.6c) 
64. G. S. Dorrance and 1. Brehaer, 'The Grovth of Liquidity in Selected Industrial Countries" 
IXF Staff Papers I (Kay, 1962). 65. H. Latane, op. cit. 
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As can be seen from equation (1.6c) the coefficient for the monetization 
variable in the estimated velocity equation should remain unchanged (ie 
the same as the monetization coefficient of the demand for money 
function), while the coefficient of the income variable should be equal 
to the income coefficient of the demand for money function minus unity. 
Indeed this hypothesis is verified in Table 5.8 where, the velocity 
equation (for both narrow and broad definitions of money) are presented 
with the corresponding demand for money functions which were earlier 
presented (ie reproduced here for the sake of comparisons). For 
instance in the estimated log-linear velocity equation 5.8.1 (see Table 
5.8) where money is narrowly defined (to include currency and demand 
deposits), the income coefficient is 0.6590 compared with the 
corresponding income coefficient of 1.6580 for the demand function for 
money (narrowly defined) in equation 5.8.2. However, the coefficient 
for the monetization variable of the velocity equation 5.8.1 is 4.1555 
which is the same as that for the demand function for money in equation 
5.8.2. Similarly, the income coefficient for velocity equation (5.8.3) 
where money is broadly defined (to include savings and time deposits) is 
0.7260 compared with 1.7262 for the income coefficient in the 
corresponding demand for money function. As can be seen from Table 5.8, 
the coefficient for the monetization variable in equation 5.8.3 and 
5.8.4 remains unchanged. The estimated regression coefficients in 
equations 5.8.1 -5.8.4 are significantly different from zero implying 
that the changes of the variables do effect the money/income ratio. The 
signs of the coefficients are positive in all the regression estimates 
and the multiple correlation coefficients R-2 are well above . 90 in each 
equation reported in Table 5.8. From these results, it is possible to 
conclude that for the Tanzanian economy, a significant inverse 
relationship between income velocity and national income has been found. 
This finding seems to be in agreement with Milton Friedman's hypothesis 
that money is a 'luxury good'; thus as real incýme rises, demand for 
money rise more rapidly than nominal income or M/Y would rise. 
Moreover, these results suggest that it is misleading to look only at 
the velocity concept as the ratio GNP/M because current income is only 
one explanatory variable in the demand function for money. Therefore, 
its elasticity is a partial derivative of log M with respect to 
log Y. The velocity relation, on the other hand, depends on the total 
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latef/Incole litios 
Tible 5.7 
Ictive IoBey Incole Velocity of Total loney Incole Velocity of 
UP CircalitioB UP Circulation 
Year h -- I V1 :I 
T it it 
1967 . 1769 5.652 . 2281 1.378 1968 . 1689 5.920 . 2086 4.793 1969 . 1972 5.070 . 2518 3.971 1970 . 2045 1.889 . 2703 3.699 1971 . 2326 4.299 . 2966 3.371 1972 . 2298 1.351 . 3050 3.278 1973 . 2407 4.151 . 3170 3.151 1971 . 2466 4.055 . 3185 3.139 1975 . 2521 3.966 . 3269 3.059 1976 . 2582 3.872 . 3365 2.971 1977 . 2102 4.163 . 3111 3.183 1978 . 2309 4.330 . 3177 3.117 1979 . 3202 3.123 . 4236 2.360 1980 . 3691 2.707 . 180 2.061 1981 . 3868 2.585 . 5197 1.921 1982 AM 2.302 . 5861 1.706 1983 . 3387 2.952 AM 2.269 1981 . 2763 3.6192 . 3676 2.720 1985 . 2604 LOW . 3621 2.761 
Source: Bad of hazaii, lconnic ad Operitions leport (inious issues). 
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derivation of log M with respect to log Y. Thus, instead of looking at 
the gross ratio of current income to the stock of money, one must let 
the variables play their part in the demand for money function and 
examine their partial derivatives rather than the total derivative with 
respect to current income only. 
5.4.5 Disaggregation Of Demand For Money 
Recent empirical studies suggest that it is more meaningful to 
investigate the demand for money by examining the demand for its 
components, namely currency and demand deposits. 66 There are 
essentially two reasons for disaggregating the demand function for 
money. Firstly, when building macroeconomic models in which money is 
introduced explicitly as a variable, the use of separate functions for 
currency and demand deposits makes possible the estimation of separate 
coefficients for each of these functions. This procedure minimises the 
error of aggregation which results when aggregating currency and demand 
deposits in a unique money variable. The evidence from the developed 
countries suggest that a different set of explanatory variables is 
needed in the demand functions for each of the two components of 
money. 67 
Secondly, each component of the demand for money has different policy 
implications. For instance, the demand deposits are liabilities of 
commercial banks while currency is a liability of the central bank. 
Therefore, if the monetary authorities follow a policy of controlling 
the cash base, then it is necessary to know the form of the public's 
demand for currency function in order to present accurately the effects 
of a change in the cash base on the cash reserves of the banking 
system. 68 
66. See for instance, Frank de Leeuw, 'I model of Financial Behaviour' in J. S. Duesenberry, et 
al, eds. The Brookings Quarterly Economic Model of the United States (Chicago, R and Xc 
Nally, 1965); 
67. See J. P. Cooper, 'Development of the Monetary Sector, Prediction and Policy knalysis in the 
FRB-XIT-Penn Model', (Mass: DC Heath and Company 1971); See also S. Goldfeld, (1966), op. 
cit. 
68. See 1. Iewl1n, (1968) op. cit. pp 13-23. 
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Estimated Regressions For Money/income Ratios 
And The Correspondina Demand For Money Functions (for 1967-1985) 
Table 5.8 
Equation 
No. 
Equation Dependant 
Form Variable 
Intercept 
Term y z R-2 DW 
5.8.1 Log Mi = Ki -11.1741 0.6590 4.1555 . 9224 2.33 
y (5.28) (6.41) 
5.8.2 Log Mi -11.1806 1.6589 4.1554 . 9722 2.33 
(13.32) (6.41) 
5.8.3 Log M3 2: K3 -12.5757 0.7260 4.3107 . 9406 2.37 
y (6.30) (7.19) 
5.8.4 Log M3 -12.5771 1.7262 4.3101 . 9779 2.37 (14.99) (7.19) 
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This section will therefore examine separately the demand for currency 
and the demand for demand deposits for the Tanzanian economy. 
The Demand For Currency 
A priori reasoning and the evidence in advanced countries suggest that 
changes in the public's holdings of currency should be explained by a 
wealth or an income variable and an interest rate variable representing 
the substitution possibilities between currency and other assets. 69 In 
the present study, current income and other constraint variables were 
experimented alternatively. It was found that, other things being 
equal, an increase in income will be accompanied by an increase in the 
public's holdings of currency. However, the interest rate variable 
produced conflicting statistical results. The t-statistic for the 
coefficient of the interest rate on savings has the unexpected positive 
sign, though its value is statistically significant. On the other hand, 
the coefficient for the interest rate on time deposits is statistically 
insignificant with correct sign. The statistical analysis of Section 
5.4.1 has already shown that the virtual absence of money and capital 
markets and the fact that interest rates are not determined by the free 
play of the market, one cannot expect the rate of interest to influence 
the demand for money in Tanzania. When the rate of inflation was 
introduced in the demand for money equation as the opportunity cost 
variable as suggested by theory in development literature, the following 
regression results were obtained: 
CU = -3.1228 + 0.2541 Y- 17.5959 P 
(5.74) (-1.22) 
R- 2 0.7477 
DW 0.48 
SEE 264.00 
69. S. Goldfeld, (1966), op. cit. 
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The results in the linear regression equation (1) indicates that the 
coefficient of the rate of inflation variable is statistically 
insignificant with correct sign. The overall explanatory power (R-2 = 
. 7477) of the regression is low and the DW-statistic of 0.48 imply the 
presence of serial correlation among residuals. The lack of statistical 
significance of the coefficient for the rate of inflation variable is 
not surprising because during the period under study, Tanzania's 
inflationary pressure has been relatively modest. 70 Further experiments 
revealed that the equation is improved significantly by postulating that 
the public's demand for currency was a linear function of current 
income, the stock of currency lagged one period and the dummy variable 
for economic crisis experienced in the country during the period under 
study. 71 The regressions estimates obtained are as given below: 
CU = -. 922031 + 0.0789 Y+0.8101 CU-1 -3.1313 DMM3 
(4.02) (11.70) (4.29) 
R- 2=0.9150 (2) 
DW = 1.88 
SEE = 1.45 
The statistical results of the linear regression equation (2) are highly 
satisfactory. The goodness of fit of the equation is high and all 
coefficients bearing the expected signs are significantly different from 
zero, according to the t-test. Thus, an income variable, the stock of 
currency variable lagged one period, and the dummy variable for economic 
crisis experienced by the economy during the period under study, seem to 
explain almost all the variation in the public's demand for currency. 
The corresponding results of the log-linear function of the demand for 
currency is: 
In CU = -2.7759 + 0.6495 In Y+0.8165 In CU-i - 0.1337 DMM3 (3) 
(3.14) (10.9) (3.44) 
R- 2= 
. 9087 
DW = 1.77 
SEE = 0.0767 
70. See Chapter 2 (Table 2.10). 
71. It was mentioned in Chapter 2 that during the period 1967-1985, Tanzania experienced several 
econozic crisies caused largely by internal and external factors (i. e. drought, inflation, balance of payzents difficulties etc. ). The values assigned to the duzzy variable (DKK3) 
are: 
1 for 1970,1973-1978,1983 and 1985. 
0 for 1967-1969,1971-1972,1979-1982 and 1981. 
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A comparison of equation (2) and (3) reveals that the linear formulation 
of the demand for currency performs better than the log-linear function. 
Therefore, the linear form is chosen for the demand for currency in the 
aggregate model. 
Before proceeding to investigate the demand for demand deposits, it is 
desirable to consider the demand for currency as a ratio of total money 
supply. This concept has important implications for monetary policy. A 
withdrawal of demand deposits in the form of currency reduces the 
reserves of commercial banks and leads (if excess reserves do not exist 
or where authorities do not take action to replenish the reduced 
reserves) to a multiple contraction in commercial banks earnings assets 
and deposits. On the other hand, a deposit of currency has the opposite 
effects leading (in the absence of offsetting action of monetary 
authorities) to a multiple expansion of commercial bank assets and 
deposits. Therefore, by changing the proportion in which they wish to 
hold the two components of money, the public can change the total supply 
of money. However, such effects can be offset if monetary authorities 
know the main variables which affect the ratio of currency to total 
money supply and the proper action when these variable change. Table 
5.9 presents the behaviour of the currency ratio for the Tanzanian 
economy during the period under study. As can be seen from Table 9, the 
currency ratio has been fairly steady fluctuating with minor variations 
from year to year. Phillip CaganT2 holds that there are several factors 
which determine the level of currency ratio: the cost of holding 
currency in lieu of demand deposits, the expected real income per 
capita, the degree of urbanisation, and the rate of tax on transactions. 
The foregone cost of holding currency is measured by the interest rate 
paid on deposits. However, service charges on deposits should be 
deducted from the above rate of interest in order to get the net rate of 
return on deposits. An increase on the cost of holding currency will 
lead people to substitute deposits for currency and vice versa. In the 
case of Tanzania, interest rate is not paid on demand deposits and data 
on service charges on deposits do not exist. Moreover, the rate of 
interest which is paid by commercial banks on savings and time deposits 
72. Phillip Cagan, 'The Demand for Currency Relative to the Total Koney supply', L. L. S. (1958), 
pp. 301 - 328. 
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Ratio Of Currency To Degand Deposits Ind Ratio Of Currency 
To Total Noney SupplY. 
Table 5.9 
Ratio of Currency to Dexand Deposits Ratio Of Currency to Total Koney Supply 
Year CU/DD CUAL 
1967 0.75 0.43 
1968 0.77 0.43 
1969 0.69 0.41 
1970 0.95 0.48 
1971 0.91 0.47 
1972 1.06 0.51 
1973 0.76 0.43 
1974 0.78 0.43 
1975 0.69 0.40 
1976 0.63 0.38 
1977 0.59 0.37 
1978 0.74 0.42 
1979 0.63 0.38 
1980 0.61 0.39 
1981 0.75 0.42 
1982 0.77 0.13 
1983 0.66 0.40 
1981 1.03 0.50 
1985 0.99 0.49 
Source: Bank of Tanzania, Econoxic and Operations Report (various issues). 
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is rigidly controlled by the monetary authorities and as was mentioned 
earlier, rate of interest under such circumstances cannot be expected to 
measure the opportunity cost of holding currency. 
The holding of currency involves a greater risk of loss by accident or 
theft and a nuisance cost if it is held in large quantities. In that 
case currency may be regarded as an inferior good as compared to demand 
deposits and the currency ratio will tend to decline as income per 
capita increases. 
On the other hand, currency is a more widely acceptable means of payment 
and yields benefits and convenience in making payments for small 
transactions. Therefore, an increase in the volume of retail trade and 
travel per capita may increase the currency ratio. The effects of 
urbanisation in the currency ratio are not so clear cut. On the one 
hand, urban life increases familiarity with the banking habits and 
spreads the use of cheques. On the other hand, urbanisation causes 
people to trade in unknown areas and this way reduce the use of cheques. 
These two effects work in opposite directions and throw the overall 
effect of urbanisation into doubt. 
The last three variables Ue retail trade, travel per capita, and the 
degree of urbanisation) cannot be used in a quantitative analysis for 
lack of reliable statistical data for Tanzania. It is however, assumed 
that, in tandem with development process, all three variables were 
increasing during the period under study and that they correlate highly 
with the income variable. Therefore, income could serve as a proxy for 
these variables as well. The variables which were used to explain the 
annual variation in the currency ratio for the period 1967-1985 include 
income, interest rate on savings and time deposits, the ratio of 
inflation and monetization variable. The results obtained indicate that 
the income variable is as expected, positively related to the currency 
ratio and the equation which produced relatively satisfactory 
statistical results is reported here below: 
CUM = 1.3937 + 0.3949 Y+1.2801 Z (4) 
(3.40) (2.24) 
R-2 = 0.4035 
DW = 1.79 
SEE = 0.6763 
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The coefficient of the interest rate variable, whether it is the rate of 
interest on savings deposits or the rate of interest on time deposits 
implies as expected that the Tanzanian public are not sensitive to 
interest rate changes largely because banking habits are not 
sufficiently established in both rural and urban communities. This 
characteristic imply that the bulk of the Tanzanian population prefer to 
keep their money holding in the form of currency rather than in the form 
of demand deposits, and as such the store of value property of money is 
served mainly by currency. This peculiarity of the Tanzanian financial 
system is, as elsewhere in the LDCs, characterized by a thin array of 
alternative financial assets and an increase in the ratio of total 
transactions to the real national income (through shifts of barter 
transactions to the monetary economy). It is not surprising therefore, 
that an increase in income increases the demand for currency. This also 
explains why the currency ratio is not sensitive to changes in interest 
rates on deposits. A change in interest rates paid on deposits tends to 
offset the distribution between demand deposits and time or savings 
deposits rather than the distribution between deposits and currency. 
The insignificance of the coefficient for the rate of inflation variable 
may, as mentioned earlier, be attributed to the fact that during the 
period under study, Tanzania has not witnessed hyperinflation. It seems 
therefore, that the currency ratio is determined, as shown above under 
equation (4), largely by income and the degree of monetization. 
(ii) The Demand For Demand Deposits 
The estimation of separate demand equation for demand deposits is based 
the proposition that different explanatory variables are relevant for 
the demand deposit function. Indeed the empirical evidence in the more 
developed countries support this proposition. For instance, in the UK, 
Crouch73 has estimated a linear demand-deposit function in which income, 
a long-run interest rate and the stock of demand deposits lagged one 
year appear as explanatory variables. This equation was derived on the 
assumption that the publics demand for demand deposits was a linear 
function of current and past levels of income and the rate of interest 
73. Crouch (1967) op. cit. 
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and postulating that the weights of these variables were declining 
exponentially so that the Koyck transformation could be applied. By 
comparing his results on the demand-deposits function with those of the 
currency function, Crouch reports that the income elasticities of the 
two components of money are ranked in the expected order, that is, the 
income elasticity of currency is less than the income elasticity of 
demand deposits. Moreover, the absolute values for the long-run 
elasticities correspond to expectations, that is, the income elasticity 
of currency is less than one and the income elasticity of demand 
deposits is higher than one. 
In the US, De Leeuw estimated a demand-deposits function which is 
homogeneous of degree one with respect to income. 74 He used US 
quarterly data for the period 1948-1962 and estimated an equation with 
six explanatory variables. However, as expected, his results suffer 
from serial correlation in the residuals. In another study, Goldfeld, 
incorporating Teigen's non-linear model within a stock adjustment 
framework, estimated a demand-deposits equation by using US quarterly 
seasonally unadjusted data for the period 1950-62. He reported also 
results on the log-linear form of the demand-deposits equations. By 
comparing his results on the demand-deposits equation with those on the 
currency equation, Goldfeld concluded that different types of interest 
rates entered each of the two functions and the income elasticity of 
currency was lower than that of demand deposits (0.43 as against 0.72) a 
finding which was in accord with Cagan's results. 
In the case of the Tanzanian data when demand-deposits were expressed as 
a function of income and interest rate paid by commercial banks on 
savings deposits, the following results were obtained for the linear 
form equation: 
DD = -6.6867 + 0.2364 Y+ 276.08 RS 
(5.10) (3.61) 
R-2 0.9123 
DW 1.75 
SEE 216.19 
74. F. De Leeuv, (1965), OP. cit. 
(1) 
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The results of equation (1) show that the coefficient if the income 
variable is significantly different from zero. The coefficient of the 
interest rate on savings is also statistically significant but bears the 
wrong sign as was found in the case of demand for currency. This 
phenomenon has been discussed earlier and need not therefore be repeated 
here. However, when interest rates on time deposits are included in the 
demand-deposits function its coefficient is statistically insignificant 
but has a sign that is in accord with a priori expectations. The linear 
regression results of the demand deposits function in which interest 
rate on time deposits is introduced as an explanatory variable are 
presented below: 
DD = -4.3295 + 0.3654 Y -26.1338 RT (2) 
(8.60) (-0.49) 
R-2 0.8278 
DW 0.7908 
SEE 303.12 
The comparison between the results of equation (1) and (2) reveals that 
the equation which includes the interest rate on time deposits is 
generally inferior. The overall explanatory power of the equation is 
relatively lower and the DW-statistic is also low implying that the 
hypothesis of no serial correlation in the residuals is not rejected at 
the 1% level of significance. The rate of inflation was experimented in 
the demand-deposit function but its coefficient turned out to be 
insignificant with a sign in accord to a priori expectations. The 
linear regression results of the demand-deposit function with the rate 
of inflation included as an explanatory variable are as follows: 
DD = -5.3709 + 0.4033 Y- 23.3974 P (3) 
(8.53) (-1.52) 
R-2 0.8511 
DW 0.8762 
SEE 281.79 
The results of equation (3) indicate that the rising prices may 
discourage the Tanzanian public from holding demand deposits but this 
should be read with reserve because of the statistical insignificance of 
the coefficient for the rate of inflation variable. The multiple 
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correlation coefficient (R-2 = . 8511) is relatively low and the DW 
-statistic is not statistically different from zero at 1% level of 
significance implying the presence of serial correlation in the 
residuals. This in turn implies the possibility of omission of other 
variables which determine the demand-function for demand deposits. 
It has already been established from the preceding regression estimates, 
that the level of income is an important factor affecting publics demand 
for demand deposits. In subsequent experiments, the demand-deposits 
equation was expressed as a function of income lagged one period and two 
other explanatory variables; namely, money supply and a dummy variable 
for economic crisis experienced in the country during the period 1967- 
1985. Following the introduction of these explanatory variables in the 
demand-deposits function, the results obtained for the lineas regression 
equation were as follows: 
DD = -8.7671 + 0.0502 Y-i + 0.5693 M-1.8415 DMM12 (4) 
(1.54) (11.35) (2.58) 
R-2 = 0.9685 
DW = 1.53 
SEE = 1.51 
The coefficients of all explanatory variables are statistically 
significant and bear the correct signs. The overall explanatory power 
of the linear regression equation (4) is satisfactory. The DW-statistic 
is significant at 1% level of significance implying that the three 
explanatory variables do adequately account the annual variation in the 
level of demand deposits. Moreover, the log-linear formulation of the 
demand function for demand-deposits yields greatly improved statistical 
results which are reported here below: 
In DD 2.7935 + 0.4769 In Y-i + 0.9346 M-0.6394 DMM12 (5) 
(2.01) (10.39) (2.38) 
R-2 = 0.9658 
DW = 1.28 
SEE = 0.06 
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The comparison between the linear form and log-linear form equations (4 
and 5) reveals clearly the superiority of the log-linear formulation. 
The magnitude of the estimated coefficient for the income variable is 
significantly improved. The multiple correlation coefficient R-2= . 9658 
implies that the three variables account for almost all the annual 
variation in the level of demand deposits. The DW-statistic being 1.28 
imply the absence of serial correlation in the residuals of the log- 
linear equation. It is also interesting to observe that in the 
log-linear model (5) the standard error of the regression (SEE) is 
reduced considerably to 0.06 from 1.51 which was reported in the linear 
equation (4). 
These findings are in accord with those reported in advanced countries 
where different factors enter the demand functions for the two 
components of money. However, income elasticities for the two assets 
are clearly different and the results support the evidence reported in 
the developed countries. In particular, the income elasticities of 
demand deposits function (being 0.4769) are larger than those for the 
demand for currency (which are 0.0780). This finding implies that as 
real income increases demand deposits increase more than proportionally 
than currency. Indeed this result is duly supported by Table 5.9 which 
shows that the proportion of demand deposits of total money supply is 
larger than that for currency. This is in accord with a priori 
expectations that demand deposits is a superior good as compared to 
currency. 
5.5 Concluding Remarks On The Empirical Results 
The empirical results presented above for the demand function for money 
in the case of Tanzania reveal a number of important findings which 
will be summarised in this section. 
Firstly, it has been found that the demand function for money in 
Tanzania during the period under study has been stable. This finding 
seems to hold for both narrow and broad definitions of money. The 
stability of the demand function for money is an important finding with 
implications on the effectiveness of monetary policy in the Tanzanian 
economy. Although the effectiveness of monetary policy in the Tanzanian 
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economy will be examined in greater depth in Chapter 8, the finding that 
the demand for money function is stable means that by changing the 
supply of money, monetary authorities can affect the real variables of 
the economy. If, on the contrary, the demand for money was not stable 
but shifting continually in such a way so that the desired cash balances 
were always equal to actual balances, then the economy would be 
satisfied with any level of money stock and monetary authorities would 
not be able to change the level of income by changing the supply of 
money. 
Secondly, it has been found that much of the variation in the demand for 
money during the period 1967-1985 can be explained by two factors: the 
income variable and the proxy for the degree of monetization. The rate 
of interest was expressed as an explanatory variable in the demand 
function for money but the results obtained were either conflicting a 
priori expectations or the coefficient turned out to be statistically 
insignificant. Since the Tanzanian financial system was underdeveloped 
and the range of financial assets was limited, this finding implies that 
the rate of interest does not determine the demand function for money. 
The rate of inflation was also tried as an explanatory variable in the 
demand function for money but it was found to be statistically 
insignificant with the correct sign. 
Thirdly, the study has shown that the income elasticity is higher than 
one. This finding rejects the hypothesis of economies of scale in money 
holdings for the Tanzanian economy. It is however, argued that the 
prediction of economies of scale is based on a theory of the 
transactions demand for money which fits the behaviour of firms rather 
than macro-aggregate as was the case in the present study. The finding 
that income elasticity is higher than one implies that monetary 
authorities have to increase the supply of money proportionately more 
than the increase in the level of real national income if a fall in the 
price level and a reduction in employment and output is to be avoided. 
Fourthly, the demand for money balances has been found to be homogeneous 
of degree one with respect to prices. This finding implies that a 
doubling of prices, other things being equal, doubles the demand for 
nominal balances but leaves the demand for real balances unaffected. 
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Fifth, with regard to the definition of money, the demand for money 
function has passed the stability test for all the definitions of money 
Ue Mi M2 and MO. It was however, found that the increase in time and 
savings deposits has been more a question of a wealth rather than a 
substitution effect. More generally the definition of money in Tanzania 
and also for the purposes of the present study will include currency 
plus demand deposits. 
Finally, it was found that different explanatory variables enter the 
demand functions for the two components of money Ue currency plus 
demand deposits) and the income elasticity of the demand for demand 
deposits is higher than the income elasticity of the demand for 
currency. The latter results are in accord with those reported by 
studies in the industrial countries. The results relating to the 
explanatory variables of the demand function for the two components of 
money reflect the characteristic of the Tanzanian economy and financial 
system with the virtual absence of money and capital markets. 
On the whole the empirical results of the demand function for money in 
Tanzania have been very encouraging. The stability of the demand 
function for money was the most important finding which points to the 
Possiblity of monetary policy being able to play an effective role in 
the development of the Tanzanian economy. 
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CHAPTER 6 
THE MONEY SUPPLY MODEL FOR THE TANZANIAN ECONOMY 
6.1 Introduction 
The theoretical and empirical analysis of the role of money in 
stabilisation policy has often focused on two major issues. The first 
involves the strength and reliability of the relation between changes in 
money and changes in total spending. If this relation is sufficiently 
strong and reliable, it follows that the money stock has important 
repercussions on the level of money income and the level of prices and 
therefore it can be used as an indicator of the influence of monetary 
stabilisation actions on the economy. ' The second issue centres on 
whether or not the monetary authorities can determine the growth of the 
money stock with sufficient precision, if it is deemed desirable to do 
SO. This chapter is concerned primarily with the second issue. The 
intention here is to investigate the process involved in the 
determination of money stock in the Tanzanian economy during the period 
1967-1985 and also to examine how far this process can be controlled by 
the central authorities to steer the monetary growth towards achieving 
the desired social goals like economic growth with tolerable level of 
inflation. 
The theoretical framework of the money supply process which highlights 
the key determinants of the money supply in Tanzania is presented in 
Section 6.2. The framework established is used for the derivation and 
behavioural analysis of the main elements of the model - the monetary 
base (or high powered money) and the money multiplier during the period 
under study. The framework is also used to highlight the key. role 
played by different economic agents and particularly the Central bank, 
Commercial banks and the general public, in the money supply process. 
In this respect, the money supply process is viewed in terms of flow of 
funds analysis and as a reflection of portfolio decisions of economic 
agents resulting from attempts to maximise portfolio objectives. In so 
For further discussion of this concept, see Lionall C. Anderson and Jerry L. Jordan, 
'Konetary and Fiscal Actions: A Test of their Relative Uportance in Econollic 
Stabilisation', Federal Reserve Bank of St Louis, Nonthly Review, IMoveiber 1968)- 
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doing, the analysis moves away from the familiar simplifying assumption 
that the money supply is exogenously determined by the monetary 
authorities. In Section 6.3 an attempt is made to identify and measure 
the monetary base relevant to the Tanzanian institutional structures. 
The analysis derives changes in high powered money from transactions 
that affect the Bank of Tanzania's balance sheet. The monetary base is 
equal to the Bank of Tanzania's liabilities against the private sector, 
Commercial banks and the general public in the form of notes and coin 
and bankers' balances. This identifies the "uses" of the monetary base, 
while corresponding changes in the assets of the Bank of Tanzania 
identify the "sources" of high powered money. Therefore, changes in the 
monetary base derive from any transactions which directly or indirectly 
induce changes in the central banks' assets, and the form and use of the 
resultant changes is reflected in corresponding changes on the 
liabilities side of the balance sheet. This approach permits 
behavioural analysis and the identification of causes of changes in the 
monetary base and consequently, of policy actions which control these 
changes. Section 6.4 examines the monetary multiplier and the behaviour 
of the currency ratio and the reserve ratio during the period under 
study. In Section 6.5 an attempt is made to quantify the relative 
contributions of the three determinants - high powered money, the 
currency ratio and the reserve ratio, to the rate of change in the money 
supply during the period 1967-1985. As previously mentioned, the 
hypothesis is that a change in money stock is a function of the 
behaviours of all sectors in the economy and hence the Keynesian 
assumption that only the Government (including the Central Bank) 
determines the money stock is unwarranted. Section 6.6 provides a 
systematic analysis of the constraints faced by the Tanzanian monetary 
authorities in attempting to control the rate of growth of the money 
supply. The controllability of the money supply process in Tanzania is 
analysed within the framework of the money multiplier model. The 
monetary authorities are assumed to be able to measure and control the 
net monetary base, while the money multiplier summarises the endogenous 
non-policy controlled factors influencing the money supply process. In 
the context of that model, the potential for stabilising the money 
supply in Tanzania depends on the controllability of the components of 
the monetary base and the predictability of the money multiplier. 
Finally, Section 6.7 concludes the chapter with a brief summary and some 
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conclusions. 
6.2 A Model for Determining Money Supply 
The traditional analysis of the determination of the money stock is 
based on a framework of an accounting identity. In this analysis the 
Money Stock (M) is defined as comprising two main components, being 
respectively currency held by the general public, (Cp) and total bank 
deposits (D). It is therefore, possible to write the following 
identity: 
N= Cp +D (6.1) 
Which must hold exactly by definition. Similarly, it is possible to 
define the sum of currency held by the general public, and the cash 
reserves of the banking sector (R) as "High powered money" or "Monetary 
base" (B), that is: 
B= Cp +R (6.2) 
It is also postulated that the public desire to hold currency as a 
constant proportion of the total money stock, so that: 
Cp = cm (6.3) 
Where CP is desired currency holdings and c is the desired currency to 
money stock ratio; M, of course, stands for the total money supply. 
Moreover, the total of bank reserves is a constant proportion of the 
total of deposits, so that: 
rD (6.4) 
Where r is the cash reserve ratio. By substituting (6.3) into (6.2) and 
solving for R gives: 
R=B- cM (6.5) 
232 
Furthermore, by substituting (6.5) into (6.4), total deposits can be 
expressed as follows: 
B- cM (6.6) 
r 
Finally substituting (6.6) and (6.3) into (6.1) gives: 
(6.7) 
c+r (1-0 
or the money stock defined in terms of the monetary base. 2 The quotient 
by which the monetary base is multiplied in equation (6.7) can be noted 
as: 
c+r 
where m is called the "monetary multiplier". 
can be written as follows: 
14 = ifi. B 
(6.8) 
Therefore, equation (6.7) 
(6.9) 
Thus, the supply of money (M) is defined as the product of the money 
multiplier (m) and the monetary base or high powered money (B). 
In the context of the foregoing money-multiplier model, the 
determination of the money stock depends on three factors: 
M the ratio of currency with the public to money supply 
(ii) the ratio of commercial banks' cash reserves to their demand 
deposits and 
(iii) the monetary base. 
Since this relationship is also an identity it always holds true by 
definition; changes in the money stock can therefore be expressed in 
terms of these three variables alone. By assuming that the two ratios 
2. For detailed algebraic iianipulation of these basic identities see Phillip Cagan, Deterainants 
and Effects of Changes in the ., ck of 
Money 1! 75-1960, (Coluibia University Press, I. Y. 1965) pp 8-16. 
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are constant, changes in the money supply depend only on changes in the 
monetary base. The chief distinction between the monetary base and the 
multiplier is that the former is largely determined by the actions of 
the monetary authority, whereas the latter is primarily determined by 
the actions of bankers and private individuals. The components of the 
monetary base are liabilities of the Central bank and their volume can 
be altered by using the traditional instruments of monetary policy. The 
money multiplier, on the other hand, is determined by decisions of 
commercial bankers and nonbank private individuals. 
This explanation of the money supply determination, therefore, depends 
essentially on a mechanical relationship summarised in the form of an 
accounting identity (6.9), which, it must be stressed, does not in any 
sense provide a behavioural theory of the money stock determination. 
The use of the above mentioned identity suffers from a serious weakness 
in that it tends to obscure the key role played by relative price 
(yield) changes in the adjustment process. The weakness in this 
approach to the analysis of the determination of the stock of money is 
made far more serious by a general failure to probe the behavioural 
factors determining the level of, and changes in the monetary base. 
High powered money is assumed to be passed from hand to hand, and the 
portfolio adjustments of the banks play no role except in so far as they 
may seek to alter their reserve ratios. Similarly, the public's asset 
preferences are assumed to be irrelevant except in so far as they seek 
to alter their cash-deposit (or money stock) ratio. Such treatment is 
indeed a very incomplete way of describing the process of the 
determination of the money stock. The usual treatment of the monetary 
base is to take it as given, fixed by the monetary authorities, thus 
being completely exogenous, and no attempt is made to examine the 
behavioural factors determining its level. C. A. E. Goodhart, 3 provides a 
number of arguments against this practice and has developed a 
theoretical framework which treats the monetary base, and the money 
supply, as endogenous. The analysis by Goodhart is in agreement with 
the portfolio theory developed by J. Tobin and the Yale School, in which 
monetary theory is considered as part of the broader theory of asset 
3. C. I. E. Goodhart, Konetary Theory and Practice: The Ul Experience, 
op. cit. Chapter VI. 
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choice and portfolio management of economic UnitS. 4 According to this 
theory, a monetary disturbance such as an injection of base money into 
the economic system is viewed as changing the existing conditions under 
which wealthholders are willing to hold current assets. A policy - 
induced change in the amount of the existing stock of any one asset, 
such as the amount of reserves that banks hold, leads to a behavioural 
reaction on the part of economic units as they attempt to readjust their 
stocks of both real and financial assets to the amounts desired under 
these new conditions. The attempt by individual economic agents - 
households, commercial banks, nonbank financial institutions, other 
business firms and Government units - to reallocate their nonhuman 
wealth to a different set of assets appears in the real sector via a 
change in the quantity demanded of real assets, such as capital goods 
and consumer goods and thus affect real output and prices. 5 
On the basis of the foregoing analysis, the money stock is no longer 
considered to be completely exogenously determined, but is viewed as a 
quantity whose magnitude is partly determined by the policy actions of 
the central bank and partly endogenously determined within the economic 
system by rational portfolio decisions of the commercial banks and the 
general public. The determination of the money stock, therefore, 
involves a process of general portfolio adjustment in response to 
relative interest rate changes, with the time path of the process 
depending on the various speeds of adjustment of the sectors to relative 
price changes. It is, therefore, not true in the context of this 
approach that the only way in which the banks and the public affect the 
process of the determination of the money stock is when they alter their 
reserve ratio and their cash - deposit (or money stock) ratio 
respectively. Tobin's portfolio theory of money stock determination is 
widely labelled as the "new view" contrasted with the "traditional view" 
of the money-multiplier framework. 
The main conclusion of the new view is that the quantity of money as 
coventionally defined is not an autonomous variable controlled by the 
J. Tobin, 'Coiiercial Banks as Creators of Koney', in Financial Karkets and Econogic 
Ictivity, ed by D. J. Hester and Mobin, Cowles Foundation Nonograph 21 (New York 1967) 
Chap. 1. 
Ibid. Chapt. 1 
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monetary authority, but an endogenous or inside quantity reflecting the 
economic behaviour of banks and other economic agents. 
In order to provide a behavioural theory of money stock determination 
from the traditional money-multiplier model, it is necessary to examine 
the behavioural relationships which determine the desired levels of the 
variables in the system. Therefore, the next stage is to explore the 
dynamic process which ensues when some shock causes the desired value of 
one or more, of the variables in the money-multiplier identity to 
diverge from its actual value. In particular, the main theme will be to 
examine the determinants of the monetary base (B) and the money 
multiplier (m), so that the process whereby the changes as a result of 
an interplay of portfolio adjustments by banks and the general public 
will come more clearly into light. 
6.3 Derivation of the Monetary Base 
In seeking to move to a more satisfactory theory of the determination of 
the money stock, the first step is to abandon the assumption of a given 
stock of high-powered money and to proceed to an examination of the 
behavioural factors which determine this variable. The high-powered 
money is derived from a consolidated balance sheet of the Central bank. 
More specifically, the monetary base is defined as the net monetary 
liabilities of the monetary authorities held by the private sector 
(Commercial banks and nonbank domestic public). In Tanzania, the Bank 
of Tanzania is the only monetary authority and its monetary liabilities 
include currency in circulation (Cp) plus bank reserves (R). This 
measure is frequently referred to as the "uses" of the "monetary base". 
Defined in this way, the monetary base may be expressed as: 
Cp +R (6.10) 
The above equation identifies the "uses" of the monetary base derived 
from the liabilities side of the central bank balance sheet. However, 
by accounting identity, a change in any component of the balance sheet 
must necessarily be reflected in an equal change on the other side or an 
offsetting change on the same side. This means that changes in the 
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monetary base derived from any transactions which directly or indirectly 
induce changes in the Central bank's assets, and the form or use of the 
resultant change is reflected in corresponding changes on the 
liabilities side of the balance sheet. Therefore, the assets side of 
the central bank balance sheet identifies the "Sources" of high-powered 
money. On the assets side of the central bank balance sheet, the 
sources of high-powered money is determined by financial flows or 
transactions that induce net changes in the following items: W 
Foreign exchange assets of the Central bank (FA); (ii) Loans and 
advances to Government, (less Government deposits with the Central bank) 
(GB). (iii) Loans and advances to Commercial banks and other specified 
financial institutions (less their deposits with the Central bank) (EB); 
(iv) All other assets of the Central bank such as bank property, private 
securities and other monetary assets (less other liabilities or non- 
deposit liabilities of the Central bank) (OA). Equations (6.11) below 
give the sources of the monetary base: 
B= FA + GB + EB + OA 
or in a more extended form: 
FA + GB + EB + OA = Cp +R 
Where 
FA Net foreign assets 
GB Net credit to the Government 
EB Net lending to Banks and other specified Financial 
Institutions 
OA Other assets net 
CP Currency in circulation 
R Vault cash plus bank reserves held by Bank of 
Tanzania. 
The left side of equation (6.11) shows the different "Sources" of base 
money, while the right side shows the "Uses". It is widely recognised 
in monetary analysis that a fruitful way of examining the factors 
underlying changes in B is to look at changes in the assets which match 
B in the balance sheet of the Central bank, that is the sources of the 
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monetary base: 6 
B=A FA + AGB +A EB + AOA (6.12) 
The sources statement of the monetary base is most important to the 
monetary authorities. This statement serves as a scheme for analysing 
how actions taken by the monetary authorities, such as purchases or 
sales of securities, or lending to banks, influences the monetary base 
and hence, the money stock. It also permits them to analyse how other 
factors influence the base and consequently, permits them to identify 
the type of offsetting, actions that must be taken to counter these 
outside influences. However, before presenting any statistical data on 
these variables for monetary analysis of the Tanzanian economy, it will 
be necessary first to explain the way changes in the individual items of 
equations (6.12) affect the growth of the monetary base. 
W The first item (AFA) in identity (6-12) stands for net changes in 
foreign assets. Changes in FA reflect the position in the balance of 
payments which indicate one or a combination of the following: a 
deficit or surplus in the trade account of the balances of payments, 
i. e. Exports (EX) minus imports (IM), a deficit or surplus in the 
account of invisibles i. e. Invisible receipts, (IR) minus invisible 
payments (IP), a change in the net indebtedness of the Government to 
foreign creditors (KG), a change in the net foreign capital received by 
the private sector (KP) and/or changes in foreign aid (DF). Changes in 
foreign assets may thus be expressed as follows: 
, 4FA = 
(EX_IN) + (IR_IP) + KG + KP + DF 
As was mentioned in Chapter 3, the Bank of Tanzania is the sole agent 
responsible for official dealings in foreign exchange transactions and 
therefore, a change in the balance of payments changes its foreign 
exchange reserves which is in turn reflected in changes in the monetary 
base. A surplus on the trade account of the balance of payments, for 
instance, means that, other things being equal, domestic residents have 
See I. E. Balbach and I. E. Burger, 'Derivation of the Konetary Base', federal Reserve Bank of 
St Louis, Review (Nov 1976) pp 2-8. 
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increased their claims on outside residents. The latter pay these 
claims through transfers of foreign exchange. The Bank of Tanzania, 
being the Government's agent through which official dealings in foreign 
exchange are settled, buys off these assets from the beneficiaries by 
issuing an equivalent amount of Tanzania Shillings or crediting the 
Commercial bank's account held with Bank of Tanzania, through whom the 
relevant transactions with the non-residents were conducted. In this 
way, the foreign exchange reserves of the Bank of Tanzania will go up 
and so does the monetary base. However, the opposite result occurs when 
there is a deficit in the trade account of the balance of payments. 
(ii) The item AGB in identity (6.12) stands for loans and advances to 
Government (GL), plus holdings of Government Securities (GS), less 
Government deposits (GD). As was mentioned in Chapter 3, Government 
Securities held by the Bank of Tanzania consist largely of treasury 
Bills, while long-term Government bonds form a relatively small 
proportion of total holdings of Government Securities. Therefore 
Government borrowing, as an asset in the balance sheet of the Bank of 
Tanzania consists mainly of treasury bills and direct loans and 
advances. The immediate effect of Government borrowing on the monetary 
base is clearly obvious. An increase in Government borrowing increases 
the Central bank's assets i. e. treasury bills (GS), or loans and 
advances to Government, (GL), but it also increases its liabilities i. e. 
banker's deposits with her or currency in circulation. The ultimate 
effect, however, of Government operations on the monetary base and for a 
particular time period depends not only on its borrowing operations 
during this period but also on what happens to its deposits with the 
Bank of Tanzania (GD), during the corresponding period. If Government 
deposits with the Bank increase, then, to that extent they offset any 
increases in the cash base caused by an increase in Government 
borrowing. Thus, ultimately, the monetary base will increase only if 
the increase in borrowing exceeds the increase in Government deposits 
i. e. if the expression, 
AGB = A(GS + GL _ 
GD) 
is positive. 
(6.14) 
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Moreover, an increase in the net indebtedness of the Government to 
foreign creditors, or in foreign aid, increases the Bank of Tanzania's 
assets and correspondingly the monetary base. If, however, the 
Government keeps part of the proceeds in its accounts with the Bank, the 
monetary base will not increase since to that extent it is offset by an 
increase in the liabilities of the central bank owed to the Government. 
(iii) The item (AEB) in identity (6.12) stands for loans and advances 
to Commercial banks against their surrender of approved securities or 
commercial paper (BC). This item also includes loans and advances 
granted to development banks and specified financial institutions 
engaged in the development of the directly productive sectors of 
industry and agriculture (BD). It will, however, be recalled from 
Chapter 3, that until 1978, the Bank of Tanzania's credits were only 
restricted to the needs of the Government and Commercial banks. The 
Bank of Tanzania's Act was revised in 1978 to allow it to extend credits 
to the development banks or specified financial institutions. The 
effects of these advances on the monetary base are obviously offset by 
the corresponding deposits of the banks with the Bank of Tanzania (DF). 
An increase in the monetary base will occur only if in any particular 
year, the increase in loans and advances to the banks is greater than 
the increase in their deposits with the Bank of Tanzania, DF. Thus 
AEB = ABC + ABD - ADF 
(iv) The item (AOA) in identity (6.12) is the combined result of all 
other assets minus other liabilities (OL) in the balance sheet of the 
Bank of Tanzania. The entries on the items "other assets" and "other 
liabilities" are not clearly specified. In the annual reports of the 
Bank of Tanzania, the item "other assets" includes the debit balances of 
the following accounts: the evaluation accounts, 7 clearing accounts 
(which is used for accounting items in process of collection) and all 
other sundry accounts of the bank. The item "other liabilities" 
includes the credit balances of the above accounts. The effect of this 
The Revaluation Account is defined under Article 15 (3) of the Bank of Tanzania Act (1978) as 
a special account to vhich profits or losses froi any revaluation of the Bank's Bet foreign 
assets or liabilities as a result of changes in the exchange value of the T. Shilling are 
charged. 
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factors Deteraining the Chances to the Nonetary Base 
Tible 1.1 
Tear 
KoDetiry 
Base 
AB 
Constitlelt villes 
4 11 40B 
of factors of I 
A 1B 401 
lelitiTe Contribatioi 
1A 11 AGB 
of Changes is I 
4 IB AOI 
1967 199 -21 86 its 286 100 -j 17 30 S7 
1963 -46 lit 17 so -261 100 -257 -37 -171 567 
1969 387 126 191 191 -124 100 33 50 49 -32 
1970 30 -56 122 255 22 100 -16 36 74 6 
1971 406 139 207 is& -98 100 31 51 39 -21 
1972 465 476 30 is -16 100 102 6 10 -11 
1973 561 236 90 273 -35 100 12 16 Is -6 
1971 log -700 136 1018 -106 100 -87 103 133 -50 
1975 1090 so 761 452 -113 100 5 70 11 -16 
1976 1395 (06 1014 323 -348 100 29 93 30 -32 
1977 1399 1021 -337 719 .1 100 13 -24 51 - 
1978 1050 -2166 1718 1660 -162 100 -206 164 158 . is 
1979 till 697 3359 681 -326 100 16 76 is -7 
1980 3716 279 2963 610 -136 100 1 80 31 
1981 3173 -311 2944 1136 -560 100 -11 93 36 -18 
1982 Wi -92 3693 1055 -622 100 -2 92 26 -15 
1983 099 1118 3122 1106 -947 100 25 11 25 -22 
198( 1071 -901 1927 2321 3298 100 -879 (SI 216 306 
1985 2192 -608 1138 891 157 100 -28 H 11 21 
lell Ville 
of Tearll 
figares 1651 -163 1431 694 -12 100 -59 78 16 36 
Soiree: Calculated froi the Table 16 (Ippendix 1) of the (10T, 1983). Tanzania: TTeity years of Independence (1161 - 
1981), 1 leTiev of Political and 1conotic Perforunce; I'd BIRI Of TIMAil, 1conuic and Operations leport, 
Jane 1985 (Table 5 Ippendix T). 
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residual item is that it will lead to an increase in the monetary base 
if the other assets exceed the corresponding balances from the other 
liabilities accounts. 
.A 
OA = &(OA - OL) (6.16) 
By bringing together equations 6.13,6.14,6.15,6.16 and 6.12 gives the 
following identity: 
, 
ÄB = [(EX-IM) + (IR - IP) + KG + DFI + EA(GS + GL - GDU 
(A (BC + BD - DF) I+ A(OA - OL) (6.17) 
Table 6.1 provides values of constituent factors determining the 
monetary base for the period 1967-1985. The table is divided into two 
parts; the first provides the separate influence exerted by the change 
in each determinant of the monetary base. The second part of the table 
indicates the relative contributions of each of the monetary base 
determinants (as percentages) to yearly changes in the monetary base. 
It is evident from Table 6.1 that the effects of the balance of payments 
1AFA) on the monetary base ( B) was largely positive in the 1960's and 
early 1970's. This positive influence on the monetary base during this 
period was made mainly through the continually increasing invisible 
receipts and Government borrowing and/or aid from abroad, while the 
trade account, as noted in Chapter 2, showed a persistently increasing 
deficit. However, Table 6.1 shows that during the late 1970's and early 
1980's, the balance of payments effect on the monetary base has been 
largely negative. In most years, the declining and sometimes negative 
influence of the balance of payments on the monetary base has been 
offset by the rising influence exerted by the Government borrowing WB) 
and central bank loans and advances to the economy through Commercial 
banks and Specified Financial Institutions (EB). Table 6.1 shows that 
these two factors together account for the greatest part of the positive 
changes (or increases) in the monetary base during the period under 
study. 
The four factors responsible for determining the changes in the monetary 
base may be classified as "exogenous" and "Policy induced". The former 
are identified as (1) the changes in net foreign assets ýAFA) and_(2) 
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changes in credit to the Government (4GD). The policy-induced factors 
are (1) changes in central bank loans and advances to the banks and 
specified financial institutions (A EB) and (2) changes in monetary 
assets of the central bank (40A). The dominant relative influence of 
changes in 4 GB on the monetary base compared with that of the policy- 
induced changes inA EB should provide an indication of the relative 
influence of monetary policy on money supply process in Tanzania. The 
numerical controllability of the growth rate of the money stock by the 
monetary authorities in Tanzania will be examined in greater detail 
later in Section (6.6). 
6.4 The Monetary Multiplier 
It was shown in terms of the M=m. B identity, that changes in the money 
supply were attributed to changes in the monetary base and changes in 
the multiplier. Since the money multiplier itself embodies several 
determinants of the money stock, a better understanding of changes in 
the money supply requires specification of the factors contributing to 
changes in the multiplier. As previously mentioned, the money 
multiplier is composed of two ratios whose magnitude are determined by 
the decisions of commercial bankers and nonbank private individuals. 
These ratios include W the currency to private demand deposits ratio, 
C, which reflects the public's preferences for currency relative to 
demand deposits, (ii) the total reserve to demand deposits, ratio, r, 
which reflects banker's decisions (subject to legal reserve 
requirements) on the proportion of reserves to hold against their 
deposit liabilities. The relation of these ratios to the money 
multiplier is summarised in the formula derived earlier as: 
c+r 
The above relation suggests that monetary expansion attributable to 
changes in multiplier may come about as a result of a decrease in 
either one of its two ratios. For example, assuming all other factors 
constant, a rise in the ratio of currency to money stock, c, will reduce 
the size of the multiplier. The multiplier relation between the money 
stock and monetary base falls because the rising C ratio reduces the 
proportion of the base that banks are able to acquire as reserves to 
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support demand deposits equal to some multiple of reserves. 8 
Before examining the magnitude and variability of the multiplier on a 
year-to-year basis during the period under study, it will be desirable 
to consider separately the behavioural factors which determine the two 
ratios (c and r) of the money multiplier identity. 
Factors affecting the currency ratio 
It was observed earlier that the level of the currency ratio in Tanzania 
during the period under study was relatively higher than that found in 
industrial countries with highly developed financial systems. The 
factors responsible for this high currency ratio were examined in some 
detail in the preceding chapter and as such the discussion here will be 
considerably brief. 
The analysis showed that the level of income is an important factor 
affecting the ratio and that owing to the underdevelopment of the 
financial institutions and other economic peculiarities of the Tanzanian 
economy, money was largely used as a medium of exchange rather than as a 
store of value. It was also postulated that other factors such as 
travelling per capita, retail trade and urbanization might correlate 
positively with the level of income. Moreover, the decision whether to 
hold currency or a bank deposit should be influenced, in principal, by 
the rate of return available on bank deposits as compared with the zero 
rate of return on currency holdings. 
However, empirical results showed that the cost of holding currency 
variable was statistically insignificant, indicating that the return on 
bank deposits had no differential effects between currency and bank 
deposits and did not induce any substitution between the two. This 
result was hardly surprising because of the limited range of financial 
assets and the virtual absence of banking facilities in rural parts of 
Tanzania. 
See Jane Inderson and Thous K. Buiphrey 'Deterainants of Change in the Money Stock: 1960- 
1970' federal Bank of St Louis, KonthlY Review (March 1972) pp 3-7. 
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The income variable, however, was highly significant and accounted for 
more than 90% of the movements in the currency ratio. Moreover, the 
coefficient of the income variable produced a positive sign, 9 a result 
which was due to the payment habits of the Tanzanian public who tended 
to use cash transactions rather than effecting payments by cheques. 
This phenomenon reflected the point made earlier regarding Tanzania's 
underdevelopment of the financial system. 
A positive elasticity means that as income increases people increase 
their demand for currency proportionately more than the demand for bank 
deposits. This in turn implies that monetary authorities should not be 
worried about the tendency of currency to increase proportionately more 
than the total supply of money. Refusal of the central bank to let the 
monetary base increase at the required rate of growth in order to 
accommodate an increasing demand for currency, may, apart from the 
direct deflationary effects, lead to drains of commercial bank reserves 
(through leakages in the form of currency) and in consequence, to a 
multiple contraction in bank deposits. 10 Since the Bank multiplier in 
the developing economies, as will be seen later, is relatively low, 
these leakages do not have the same significance, at least in the short 
run - as they do in the more developed economies. What is important in 
the case of economies such as Tanzania is not so much the prompt 
corrective actions by monetary authorities to counteract short run 
changes in the ratio but on the contrary there is need to permit large 
increases in currency in order to accommodate the needs of the 
increasing demand for money as the economy expands and this is due to 
the combined effect of a high income elasticity of the demand for money 
found earlier and a large currency/money stock ratio prevailing in the 
economy. 
dcP/, ) 
dl 
10. See G. lasilas, 'Monetary Policy in a Developing Econoij: The case of Greece 1956-1966, 
Unpublished Ph. D. Thesis, University of Manchester (1972). 
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(2) Factors affecting the reserve-deposit ratio 
A considerable amount of work, both theoretical and empirical, has been 
done regarding the analysis of the behaviour of the banks' demand for 
excess reserves. " Of the many reasons for focusing attention on the 
behaviour of the excess bank reserves in the post-war years, two were 
most prominent. First, the level of free reserves (that is commercial 
bank excess reserves minus borrowings from the central bank) was 
considered to be the basis for judging the relative stringency or 
relaxation of monetary policy in the USA. 12 For instance, if actual 
free reserves are in excess of desired levels, banks feel induced to 
expand their loan portfolio, leading thereby to a decline in interest 
rates, and vice versa when actual free reserves fall short of desired 
levels. The second reason has even wider implications. Banks are not 
merely passive agencies reacting to the public's demand for their loans; 
they are also profit-maximising entities. If banks possess excess 
reserves, it does not follow that they will automatically expand credit, 
nor are they necessarily satisfied to hold excess reserves if there is 
little or no demand for loans. 13 It must, however, be pointed out that, 
with few exceptions, the analysis of banks' demand for excess reserves 
was undertaken in isolation from its relevance for the money multiplier. 
Moreover,. the banks excess reserves is only one among several variables 
which determine the reserve-deposit ratio. In the context of an open 
economy, though relatively unsophisticated such as Tanzania, the 
reserve-deposit ratio is determined by the following factor: 
Changes in composition and shifts in distribution of bank deposits 
Legal reserve requirement 
Commercial bank demand for excess reserve and 
Commercial banks' borrowing from the central bank. 
11. See for exazple, Peter 1. frost, 'Banks Deiand for Excess Reserves', Journal of Political 
Econozy, Vol 79. (July/kugust 1971) p 806. 
12. Ibid. 
13. For an excellent exposition on this and other views on the behaviour of banks, see Jazes 
Tobin, 'Coziercial Banks as Creators of Koney, op. cit. See also Thozas Kayer, Konetary 
Policy in the United States (I. Y. 1968) pp 80-82. 
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It will be useful to discuss separately each of the above factors and 
attempt to provide behavioural analysis of these variables in the 
context of the Tanzanian economy: 
Chances in Composition and shifts in distribution of bank deposits 
Changes in the composition of deposits may affect the reserve ratio if 
statutory reserve requirements are different for the different 
categories of banks. Apart from legal reserve requirements, banks keep 
excess reserves which again may differ for different types of deposits. 
Shifts in the distribution of deposits between banks can also exert 
considerable influence in the aggregate reserve-deposit ratio. However, 
in the case of Tanzania, there are only two commercial banks; namely 
the National Bank of Commerce (NBC) and the People's Bank of Zanzibar 
(PBZ) and it was noted in Chapter 3 that there has not been any 
noticeable shift in the distribution of deposits between banks and/or 
different categories of deposits. Moreover, it was pointed- out in 
Chapter 4, that the minimum reserve requirement was rarely used by the 
Bank of Tanzania as a conscious instrument of monetary policy. Taking 
these factors into account, it is not surprising, therefore, to observe 
from Table 6.2 that during the period 1967-1985, the aggregate reserve- 
demand deposit ratio showed considerable stability. The changes 
reflected in the year-to-year variation in the reserve-deposit ratio can 
be explained largely in terms of changes in Commercial banks' preference 
with respect to the level of their excess reserves. 
(ii) Lecal reserve recuirements 
Fixed legal or customary reserves against deposits have long been 
employed for the purpose of assuring the liquidity or solvency of 
commercial banks. As was mentioned in Chapter 4, reserve requirements 
determine the maximum amount of loans and investments that each 
commercial bank, and the banking system as a whole, may maintain in 
relation to deposits. For instance, if their reserve requirement is 20 
per cent of deposit liabilities, loans and investments (of the bank's 
own choosing) may not exceed 80 per cent of deposits. Reserve 
requirements, therefore, limit the total expansion of bank credit and 
the secondary expansion of bank deposits that can occur on the basis of 
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Noney iiultiplier (it), Currency to soney stock ratio (C) 
and Cash reserves to Deposits ratio (r) 1967-1985 
Table 6.2 
Money Multiplier Currency Ratio Cash reserves 
Year IC ratio r 
1967 2.18 0.13 0.05 
1968 1.97 0.41 0.12 
1969 1.83 0.50 0.09 
1970 1.91 0.49 0.05 
1971 1.96 0.18 0.06 
1972 1.81 0.52 0.07 
1973 2.15 0.43 0.06 
1971 2.11 0.14 0.05 
1975 2.31 0.41 0.04 
1976 2.41 0.39 0.01 
1977 2A9 0.37 0.05 
1978 2.15 0.13 0.06 
1979 2.11 0.39 0.01 
1980 2.11 0.39 0.04 
1981 2.15 0.43 0.06 
1982 2.11 0.41 0.05 
1983 2.29 0.40 0.06 
1984 2.13 0.45 0.04 
1985 1.92 0.44 0.14 
Source: Calculated fros Bank of Tanzania, Econoiiic and Operations Report, (June 1985). 
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any primary increase in deposits. 14 Since bank deposits are a large 
part of the money supply in virtually all countries, reserve 
requirements have an important influence on the reserve-deposit ratio 
and the extent to which the money supply can expand as a result of a 
balance of payments surplus, a central-bank financed budgetary deficit, 
or any other development that brings about an increase in reserve money. 
on the basis of the money multiplier identity (See equation 6.8) the 
higher the required reserve, the smaller the money multiplier and the 
resulting expansionary effect on the money supply. Similarly, a high 
ratio of currency to total money supply restricts the capacity of the 
banking system to expand loans and investments and thus to increase the 
money supply through the money multiplier effect. 
It is often argued that changes in required reserves have less effect in 
the underdeveloped countries than in the more industrialized countries. 
This hypothesis asserts that the currency drain in underdeveloped 
countries is heavy, and it limits the size of the secondary expansion 
orcontraction that is permitted or forced by a primary change in reserve 
money. reserve requirements, however, may be especially useful in the 
developing countries because open market operations are not possible 
there and because changes in the central banks rediscount rate are often 
less influential than in countries with more highly developed financial 
markets. 
During the period 1967-1985, the Bank of Tanzania has rarely employed 
the variable reserve requirement for the purpose of limiting the 
expansion of commercial bank credit and the money supply. As previously 
mentioned when the NBC was established in 1967, it was not required 
under the law to maintain any fixed proportion of its liabilities in 
reserves or liquid assets. However, under the amendments to the Bank of 
Tanzania's Act passed in 1978, the Bank was empowered to require 
commercial banks from time to time to maintain minimum cash balances on 
For faller discussion of the credit-deposit mechanism associated with the legal reserve 
requirements, see for instance, Richard Goode and R. S. Thorn 'Variable Reserve Requirements 
against Commercial Bank Deposits', op. cit. p 9-45. 
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deposit with it as reserves against the deposit and other liabilities of 
the banks. 15 Under the Act, the Bank is authorised to prescribe 
different ratios for different kinds of liabilities and may also 
prescribe the method of computing the amounts of the reserves. In 
addition to this, every bank is required to maintain liquid assets (i. e. 
cash and Government Securities) equivalent to not less than 20% (liquid 
asset ratio) of its deposit and other liabilities in Tanzania. It will 
be recalled from the discussion in Chapter 3, that the liquid assets 
maintained by banks during the period under study was persistently over 
and above the levels needed under the law. Despite considerable growth 
in deposits and the resulting excessive liquidity, commercial banks are 
required to observe rigidly lending ceilings prescribed each year, under 
the "Finance and Credit Plan" to which a reference has been made 
earlier. This is the corner-stone of Tanzania's monetary policy, while 
variable reserve requirements and other traditional instruments of 
monetary policy are viewed with considerable scepticism as to their 
effectiveness. It would appear therefore, that in the context of 
Tanzania, the variable reserve requirement does not account 
significantly for the change in the reserve-deposit ratio. 
(iii) Commercial bank demand for excess reserves 
A review of empirical work on commercial bank portfolio behaviour shows 
that such studies have been limited to experiences in the US and UK 
commercial banks. The most celebrated studies of portfolio behaviour of 
banks in the US include the works of De Leeuw 16 and Goldefeld. 17 Frank 
De Leeuw attempted to obtain more detailed numerical estimates of 
behaviour in important financial markets than did Teigin. 16" In 
particular, De Leeuw separates bank borrowing and excess reserves 
behaviour, and explicitly estimates functions for currency demand and 
time deposit demand at commercial banks by the nonbank public. In a 
subsequent study for the Brookings Model De Leeuw produced a condensed 
15. for the purpose of this section deposit liabilities of the banks are defined in the BOT Act 
1978 Section 47 (5) as 'Liabilities other than the Paid-uP capital reserves, the credit 
balance in the profit and loss account, advances taken frox the Bank, or such other liabilities as the Bank iay exclude'. 
16. Frank de Leeuv, 'A zodel of financial Behaviour', op. cit. 
17. Stephen X Goldfeld, Cozzercial Bank Behaviour and Econozic Activity op. cit. 
18. Teigin, 'Dezand and Supply Functions: op. cit. pp 502. 
250 
model of financial behaviour in which the excess reserve and borrowings 
equations were aggregated into a single function to explain free 
reserves. 19 However, the work of Stephen Goldfeld provides the most 
detailed study of the US financial markets. In this study, equations 
are specified for both the demand for excess reserves and the demand for 
borrowings from the Federal Reserve System. Separate equations are 
estimated for country and city banks. In both studies of De Leeuw and 
Goldfeld, the principal objective was to estimate interest elasticities 
of a money supply relationship and as such they reported impact and 
long-run elasticities with respect to the treasury bill rate and the 
discount rate in the corresponding functions. 
Similar studies in the UK were undertaken by W. Norton 20 and Brechling 
and Clayton. 21 These studies have attempted to explain the portfolio 
behaviour of the UK Commercial banks. Another study of portfolio 
behaviour of UK banks is that be J. M. Perkin, M. R. Gray and R. J. 
Barrel. 22 Perkin et al, objecting to all previous studies as being 
mostly ad hoc in character, made an attempt to explain the portfolio 
behaviour of UK commercial banks in terms of a strongly specified model 
of rational choice in conditions of uncertainty. In the banks' asset 
demand equations, which resulted after maximising a utility function of 
a particular form subject to a number of constraints, the choice 
variables (call loans, treasury bills, commercial bills and Government 
bonds) were basically expressed as functions of four types of interest 
rates (call loan rate, treasury bill rate, commercial bill rate and 
short bond rate) and four types of bank assets and liabilities which 
were taken as exogenous in the model (time deposits, special deposits, 
advances and notes and other items minus demand deposits). The 
estimation of the model yielded regression results which were fairly 
satisfactory in a statistical significance sense and well in accord with 
a priori expectations. 
19. Frank de Leeuv, 'I condensed Model of Financial Behaviour in the Brookings Model: sole 
further Results ed. James S. Duessenberry et al (Chicago: Rand xclally , 1969) pp 270-315. 20. V. Norton, 'Debt Management and Monetary Policy in the UK, Economic journal (1969). 
21. Brechling and G. Clayton, (1965) op. cit. 
22. JX Parkin, X. R. Gray and R. J. Barret, 'The Portfolio Behaviour of Commercial Banks', in 
Hilton and Heathfield (ed) The Econometric Study of the U1, Macmillan, London 1970. 
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The portfolio behaviour of commercial banks in Tanzania is seriously 
limited by the virtual absence of money and capital markets and the 
extremely limited range of financial assets and Government Securities. 
Apart from the institutional factors, it will be recalled from the 
earlier discussion that Commercial banks in Tanzania were required each 
year under the Finance and Credit Plans to hold a certain percentage of 
their deposits in treasury bills and bonds. As noted in Chapter 3, an 
analysis of the consolidated balance sheet of commercial banks indicates 
that investment in treasury bills and other Government Securities as a 
percentage of deposits had risen from 8 per cent in 1968 to 36 per cent 
in 1982.23 During the same period Commercial banks investments in the 
form of loans and advances declined significantly. The decline in the 
Commercial banks loans portfolio and the corresponding increase in 
liquidity reflects, inter alia, the considerable efforts of the monetary 
authorities to limit commercial bank lending as a means of controlling 
the adverse effects of a strong monetary expansion largely attributed to 
persistent budgetary deficits which were increasingly financed by 
borrowings from the banking system. The obvious implications to be 
drawn from the institutional factors and the Government policies aimed 
at limiting the portfolio behaviour of Commercial banks is that in the 
context of Tanzania, the components of the banks portfolio which are 
usually treated as freely determined variables in an analysis of asset 
choice (e. g. banks' demand for excess reserves, borrowing reserves and 
bank loans and advances) may not in fact be adequately determined by 
behavioural factors. This, however, cannot be decided on a priori 
grounds and will be determined by empirical results. In the present 
chapter an attempt will be made to explain commercial banks demand for 
excess and borrowing reserves while the demand for bank loans and 
advances will be discussed in the following chapter. 
The demand function for commercial banks' excess reserves should in 
theory include different types of interest rates, representing the 
opportunity cost of holding excess reserves and different types of bank 
assets and liabilities (i. e. those which can be regarded as exogenous 
included in the same equation purporting to explain commercial banks' 
demand for excess reserves, meaningful estimates of the relevant param- 
23. See Table 3.7 of Chapter 3. 
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eters cannot be obtained by using the OLS method of estimation owing to 
high intercorrelation among the explanatory variables. In view 
of this, the equation for the banks' demand for the individual bank). 
However, when all these variables are for excess reserves estimated in 
the present study included two asset and liability variables (total 
deposits, D, and Commercial bank loans and advances CL), and one 
interest rate (the rate of interest on Commercial bank loans and 
advances, RL). That is, 
RE = M, CL, RL, u) 
The variable u, of course, is the catch-all variable which represents 
the collection of all other variables which influence the demand for 
excess reserves and which are assumed to be of minor importance, to vary 
only slightly and to be randomly distributed around a zero mean. 
The bank deposits variable, D, stands basically as the scale variable in 
the excess reserves demand equation implying that, a ceteris paribus, 
decline in bank deposits will bring down excess reserves whilst an 
increase in bank deposits will increase excess reserves. The commercial 
loan variable while (provided that it is exogenously determined) it 
should be included as a constraint variable in the excess reserves 
equation. It should, however, be noted that while Commercial banks are 
viewed here as taking deposits and loans and advances as given, these 
variables are endogenous in the context of the aggregate model estimated 
later in Chapter 7. 
The interest rate variable representing the opportunity cost of holding 
excess reserves, was the commercial loan interest rate. 24 Since excess 
reserves include bank borrowing from the Bank of Tanzania, the 
rediscount rate was introduced as an alternative interest rate variable 
in the excess reserves equation. 
Before reporting the estimation results, it is useful to point out that 
the form of the expression (6.19) has not yet been specified. A. J. Meigs 
21. The Cozzercial loan interest rate was calculated as the average between the itinUum and 
itaximus interest rate on Cozzercial loans as reported in the BOT sconolic and operations 
Report (various issues). 
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argues in favour of a curvilinear relationship on the grounds that it 
becomes progressively more difficult for the bank to reduce free 
reserves as market interest rates rise. 25 The evidence, however, of his 
tests was insufficient to establish curvilinearity. Goldfeld (1966) 26 
and-MorriSon 27 worked simply with linear relationship. In the present 
study both the linear and the log-linear form were tested. The results 
clearly favoured the linear form. In the logarithmic form the 
coefficients of some of the explanatory variables turned out to be 
insignificant and the explanatory power of the function was 
comparatively reduced. 
By using the linear form and applying the OLS estimation method to 
annual data for the period 1967-1985, the results obtained are 
summarised in Table 6.3. Firstly, equation (6.2.1) which include bank 
deposits, commercial loans and interest rate in commercial loans as 
explanatory variables of the demand function for banks' excess reserves 
seem to suffer from the presence of positive autocorrelation in the 
residuals implying the omission of an important variable from the 
specification of the relationship. The overall explanatory power of the 
equation(R-2 = 0.9388) is, however, remarkably strong. The coefficients 
of bank deposits and commercial loans are statistically significant and 
bear the correct signs. The rate of interest on commercial loans has 
the expected sign but its coefficient is statistically insignificant at 
both the 1% and 5% level of significance. 
25. I. J. Keigs, Free Reserves and the Koney Supply, (Chicago, The University of Chicago Press, 
1962) pp 47. 
26. Stephen N Goldfeld, 11966) op. cit. 
27. G. R. Norrison, Liquidity Preferences of Cozzercial Banks, (Chicago, 1966). 
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In equation (6.2.2) the rediscount rate was introduced as an alternative 
interest rate variable in the excess reserve equation. The results 
obtained were largely the same as above and the coefficient of the 
discount rate was statistically insignificant though bearing the correct 
negative sign. When the differential of the two rates was utilised as 
the interest rate variable, its coefficient was statistically 
insignificant but the sign was negative (See equation 6.2.3). The 
statistical insignificance of the interest rate variable is hardly 
surprising because the rate of interest in Tanzania cannot be taken as 
representing the opportunity cost of holding excess reserves, due to the 
absence of the money and capital markets. 
In the subsequent empirical tests, the interest rate variable was 
dropped out. Thus equation (6.2.4) includes only two variables ie. bank 
deposits and Commercial loans, in the demand function for banks' excess 
reserves. All the coefficients in the above equation are of the correct 
sign and statistically significant. The explanatory power of the 
equation R-2 = 0.9421) is also high. However,, the DW statistic is 
rather low (DW = 0.8509) which implies that some other variable 
explaining the demand for excess reserve is missing from the equation. 
It- was mentioned earlier in this section that until 1978 commercial 
banks in Tanzania were not required under the law to maintain minimum 
cash reserves against their deposit and other liabilities. However, 
this changed in 1978, when the Bank of Tanzania Act was revised and 
commercial banks were required by law to maintain liquid assets (i. e. 
cash and Government securities) equivalent to not less than 20 per cent 
of their deposit and other liabilities in Tanzania. It is possible that 
the introduction of statutory liquid asset ratios in Tanzania had some 
effect on the banks' demand for excess reserves. A dummy variable 
(DMM2) was utilised as a proxy measure of the effect of policy shift on 
the demand for excess reserves. The variable took the value 0 for the 
years 1967-1977 and +1 for the years 1978-1985. Another variable which 
was introduced in the equation for excess reserves was the level of 
commercial bank borrowings from the Bank of Tanzania. Thus, the demand 
for excess reserves was expressed as a function of four explanatory 
variables i. e. bank deposits, commercial loans and advances, borrowings 
from the Bank of Tanzania and the dummy variable. The results obtained 
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are reported in equation (6.2.5). Thus, equation (6.2.5) is quite 
satisfactory and passes all the usual statistical tests appropriate for 
testing single equation estimates. For instance, the explanatory power 
of the equation is satisfactory as judged by the squared multiple 
correlation coefficient which indicates that 81% of the variation in 
holdings of excess reserves are explained by the variables included in 
the equation. The coefficients of the explanatory variables are all 
statistically significant at the one per cent probability level and 
their signs are consistent with the expectations. Moreover, the Durbin- 
Watson DW-statistic indicates no autocorrelation in the residuals. Of 
particular interest is the fact that the variable standing as a proxy 
measure for the statutory liquid assets ratio on banks' excess reserves 
bears a sign in accord with a priori expectations and is statistical 
highly significant. The corresponding log-linear formulation of the 
demand function for excess reserves yields relatively poor statistical 
results which are reported in equation (6.2.6). 
These statistical results would suggest the following: 
First, the changes in excess reserves are not erratic but follow a 
behavioural pattern well explained by the course of economic variables. 
The excess-reserve ratio does behave in a predictable way. Commercial 
banks seek to maintain a certain desired ratio of excess reserves to 
total deposits. This desired ratio is related to movements in deposits, 
commercial loans, the statutory liquid asset ratio, and possibly other 
variables such as expected alternative yields and riskiness of other 
assets and the proportion of these assets in bank portfolio. 
Secondly, an increase by monetary authorities of banks borrowed reserves 
by one unit may not produce a "one unit" increase in banks available 
reserves. Much will depend on what happens to the above variables 
affecting the banks' holding of excess reserves. Thus, a part of the 
supply of money becomes endogenous. This does not imply, however, that 
monetary authorities lose control of the supply of money. As will be 
seen later, the Bank of Tanzania could produce any desired rate of 
change in the supply of money if it only allowed for expected changes in 
banks' excess-reserve ratio in advance, or by making appropriate 
adjustments to those changes as they occur. 
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(iv) Commercial banks' borrowings from the Central Bank 
The fourth factor which determines the reserve-deposit ratio of* the 
money multiplier is Commercial banks' borrowings from the central bank. 
It is quite obvious. that, in a financial structure such as that of 
Tanzania, in which the money market is dominated by the banking system, 
emergency needs for the banks as a whole, can be solved mainly by 
resorting to the discount window. During the period under study 
commercial banks borrowings from the Bank of Tanzania rose steadily 
though fluctuated substantially from year-to-year. In order to restrict 
rediscounting within reasonable bounds, the Bank of Tanzania had set 
separate borrowing ceilings for each individual Commercial bank. 
Although banks were required not to exceed these ceilings, experience 
has shown that the Bank of Tanzania was quite flexible in this respect 
and requests by Commercial banks to renew the ceilings upwards were 
frequently granted readily. 
With regard to the specification of any equation seeking to explain 
borrowings from the central bank by Commercial banks, one could use as a 
first approximation the same variables which were included in the 
regression for excess reserves. There is, however, one important 
difference with respect to the interest rate variable which enters the 
borrowing equation. On the basis of the profit theory of borrowing, 
banks secure funds at one rate (the discount rate) and utilise them at 
another market where the rate is higher in order to increase the rate of 
return on bank capital. 28 If, however, the profit theory of borrowing 
was fully applicable, then there would be no limit in banks' borrowing 
as long as the discount rate remained below the loan rate and as long as 
a demand for loans continued to be present. However, as mentioned 
earlier, the central bank sets a limit to bank borrowing well before 
loan demand saturation. This implies that banks would generally be 
rather reluctant to borrow and they will resort to the discount window 
only in cases of emergency. More generally, commercial banks borrow for 
what they deem as appropriate needs under particular circumstances. It 
28. For detailed analysis on this point see Goldfeld (1966) OP. cit. pp 43. 
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is also recognised that before resorting to the central bank, Commercial 
banks would always examine the alternative of liquidating another asset. 
This, however, does not imply that the demand for emergency funds which 
forces banks to the discount window is altogether insensitive to cost 
considerations. The very existence of a choice between discounting and 
liquidation of an asset implies that the extent to which Commercial 
banks have to resort to the Central Bank to satisfy their needs rather 
than liquidating inother asset will be largely affected by changes in 
the discount rate. In particular, the banks in their decision between 
using the discount window or liquidating another asset will compare the 
discount rate with the yield on that asset. Considering the limited 
range of financial assets available in Tanzania, the banks are likely to 
compare the rediscount rate with the rate of interest on Treasury bills 
or short-term Government securities in deciding the extent to which they 
will rely on the Bank of Tanzania for funds. 29 It is therefore 
appropriate to compare RD with RT the rate on treasury bills. In 
particular, the regression equation should include the differential RD - 
RT. The sign of this variable is expected to be negative because an 
increase in RD relative to RT will discourage commercial banks to borrow 
from the Bank of Tanzania. 
In addition to the opportunity cost variable two other variables are 
included in borrowing reserves equation, that is the level of banks 
deposits, D, and the amount of loans and advances outstanding CL. These 
two variables are the same as those tested in the above equation of 
excess reserves. It is, however, expected that the signs of their 
coefficients will. be the opposite. Thus, ceteris paribus, an increase 
in the demand for loans is expected to increase borrowing while an 
increase in bank deposits will reduce the need for resorting to the 
discount window. 
29. In the context of a developed capital iiarket one expects cozzercial banks to keep solle 
reserves in the forit of inter-bank deposits and deposits with other financial institutions. 
Therefore, the choice between discounting or recalling these assets in situation of eitergency 
will depend on the relationship between the discount rate and the rate on savings deposits 
acting as a proxy of the yield on the above assets. 
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Moreover, the credit-deposit ratio shows the capacity of banks to 
increase credit. An increase in this ratio may encourage banks to 
increase their borrowings from the Bank of Tanzania. 
It can also be argued that as most of the loans made by the Bank of 
Tanzania to the Commercial banks require some collateral (or approved 
securities), the amount of such securities which the banks can offer 
should also be an important factor in determining the level of reserves 
borrowed (RB). This variable is represented by commercial bank holdings 
of Government Securities (SG). An increase in (SG) is likely to cause 
an increase in RB. 
RB will also be determined by a change in excess reserves (RE). if 
there is an increase in RE, the borrowing of the banks from the Bank of 
Tanzania will decline. 
The equation for the banks' borrowed reserves (RB) is, therefore, 
specified as follows: 
RB = f(D, CL, RD- RT, CL, SG, RE, U) (6.21) 
D 
By applying the OLS estimation method to annual data for the period 
1967-1985 several regression tests were undertaken and the results 
obtained are presented in Table 6.4. As expected, the equation which 
included an interest rate as an opportunity cost variable for borrowed 
reserves yielded dismally poor statistical results. This, of course, 
reinforces the familiar argument that since interest rates are rigidly 
regulated by the Central authorities and thus do not reflect the money 
market conditions, they cannot be taken as representing the opportunity 
cost of Commercial banks borrowed reserves in a Tanzanian financial and 
institutional system. The interest rate variable was dropped out from 
the regression equation. In equation (6.3.1) total deposits and 
commercial loans were specified as the only two explanatory variables of 
borrowed reserves function. The results obtained using the linear form 
were as measured by the low multiple correlation coefficient (R-2 = 
0.12) and the Durban-Watson DW-statistic (DW = 1.3169). The 
corresponding log-linear function of the above equation yielded slightly 
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better statistical results reported in equation (6.3.2). The overall 
explanatory power of the equation (R-2 = 0.64) is improved considerably 
and the DW-statistic has also risen (DW = 1.7391). The coefficients of 
the two explanatory variables have the expected sign, though only the 
commercial loan coefficient is statistically significant at 5% level of 
significance. The coefficient of the total deposits variable passes the 
significance test at 10% level of significance. 
In equation (6.3.3), banks borrowed reserves was expressed as a function 
of total deposits, commercial loans, the ratio of commercial loans to 
deposits, Government securities and excess reserves. The results 
obtained show that the overall explanatory power of the equation was 
very low (R-2 = 0.53), though the DW-statistic was considerably high (DW 
= 2.0682) implying absence of autocorrelation among residuals. The 
explanatory power of the regression was slightly improved (R-2 = . 68) 
when a log-linear equation was estimated in equation (6.3.4). The poor 
statistical results obtained in these two regressions are largely 
attributed to the presence of multicollinearity due to the high 
intercorrelation between the explanatory variables. 30 
It will be recalled f rom the discussion in Chapter 2 that during the 
period under study Tanzania experienced a number of economic shocks 
which originated either from internal or external factors. In order to 
assess the impact of the various shocks, experienced by the economy over 
1967-1985, a dummy variable was employed in the regression tests. The 
dummy variable was assigned values as follows: 
YEAR VALUE YEAR VALUE 
1967 1 1976 1 
1968 1 1977 0 
1969 0 1978 1 
1970 0 1979 1 
1971 1 1980 1 
1972 1 1981 1 
1973 0 1982 1 
1974 1 1983 0 
1975 1 1984 0 
1985 0 
30. The zero-order correlation coefficient between the explanatory variables included in 
equations (6.3.3) and (6.3.4) is well above 0.8000. 
261 
.1 
0 
dl 
r4 
Id 
- - - ý - = zz = = : Z; 
U, 
4. 
a 
a. 
U, 
U, 
4. 
U, 
(14 
ko 
cli 
The value +1 has been assigned to years during which the Tanzanian 
economy witnessed severe difficulties and therefor commercial banks 
relied on the Central bank for financing their loans and investment 
portfolio. On the other hand, the value 0 has been assigned to years of 
relatively stable economic condition during which Commercial bank 
borrowing from the Bank of Tanzania was comparatively low. 
The dummy variable was included in the linear equation (6.3.5) for 
borrowed reserves which also includes total deposits; commercial loans; 
and excess reserves as explanatory variables. The results reported in 
Table 6.4 is, on the whole, quite satisfactory,. The coefficients of 
the explanatory variables are all statistically significant at the one 
per cent level of significance and their signs all agree with 
expectations. The explanatory power of the equation indicates that more 
than 82% of the variables in Commercial bank borrowings from the Central 
bank are explained by the variables included in the equation. Moreover, 
DW-statistic (DW = 1.72) indicates the absence of serial autocorrelation 
among residuals. 
6.5 Contribution of Each Determinant to Chances in the Money Stock 
The analysis in the preceding sections has examined the economic factors 
which underlie the changes in the monetary base and the money 
multiplier. A study of factors affecting the monetary base is of 
importance largely because it throws light on the extent to which 
"monetary base" can be legitimately considered as a policy variable. 
Concerning the two multiplier ratios (i. e. the ratio of currency to 
money stock and the ratio of bank reserves to demand deposits), the 
objective of such an analysis was to see whether the changes of the 
ratios are erratic or whether they follow a behavioural pattern 
reflecting asset choices of the public and the Commercial banks 
respectively. This approach occupies a central role in contemporary 
research work on the supply of money carried out in advanced 
countries. 31 It has been found in the previous section that changes in 
the reserve-deposit ratio and the currency-money stock ratio are not 
31. See for instance, I. J. Neigs, Free reserves and the Koney Supply op. cit. and G. R. Korrison, 
Liquidity Preferences of Coizercial Banks lChicago, 1966); Phillip Cagan (1965) op. cit. 
Chapter 4. 
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erratic but follow a predictable behavioural pattern. This implies that 
monetary authorities could offset, if needed, changes in the two ratios 
by instituting appropriate changes in the monetary base. The 
controllability of the monetary base and thus, money stock will be 
examined in the next section. 
However, in this section, the objective is to investigate the proximate 
contributions of variation in the monetary base (B) and the multiplier 
(m) on the changes in the stock of money (M). Considerable discussion 
has focused on the question of the relative importance of the base and 
the multiplier as sources of change in the money SUpply. 32 The 
monetarist school argues that the variation of the base is the dominant 
determinant of money stock change. Monetarists further hold that 
alterations of the money supply have been almost exclusively the result 
of Central banks' actions, since these actions are the main origin of 
changes in the base. Moreover, the monetarists claim, that because of 
its stability, the multiplier is relatively insignificant as a source of 
money stock changes. Therefore, a central bank can easily neutralise 
changes in the money supply arising from changes in the multiplier, 
thus, controlling the money stock within close tolerance. 
The nonmonetarist school of thought, on the other hand, maintains that 
sharp short-term changes in the money stock often reflect the influence 
of changing economic conditions that operate through the multiplier. 
The impact of these multiplier changes, it is argued, may be of 
sufficient magnitude to make it difficult for the Central bank to 
control the money supply. Nonmonetarists point out that shifts in the 
multiplier do not need to be large to exert a powerful influence on the 
money supply. Even small changes in the multiplier can have a large 
impact on the money supply. For instance, an increase in the multiplier 
from 2.4 to 2.5, applied to a monetary base of T. Shs 22.0 billion, will 
result in a change in the money supply from T. SHs 52.8 to T. SHs 55.0 
32. See for instance, K. Friedman and I. J. Schwartz, Monetary History of the United-States, 1867- 
1960, Princeton University Press, NJ (1963); Phillip Cagan, Determinants and Effect of 
Changes in the Stock of Money 1875-1960, op. cit. Jane Anderson and Thomas K. Humphrey, 
Determinants of Changes in the Money Stock: 1960-1970 op. cit.; G. S. Gupta, *Xoney Supply 
Determinants and their Relative Contribution to Monetary Growth in India", Indian Economic 
Review (1972); See also H. Black, "The Relative Importance of Determinants of the Money 
Supply: The British Case' Journal of Monetary Economics, (1975). 
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billion, almost a T. Shs. 2.2 billion increase. In sum, nonmonetarists 
contend that because short-run shifts in the multiplier have such a 
magnified money supply impact, the central bank may experience 
difficulty in controlling the latter via alterations of the base. 
This section presents data showing the relative contributions of the 
multiplier and the base to changes in the money stock during the period 
1967-1985. It also develops numerical estimates of the relative 
contribution of each of the constituent ratio of the multiplier to 
changes in the multiplier and the money stock. However, one should be 
forewarned of the limitations of such analysis of the relative 
importance of determinants of the money supply. Although the monetary 
base and the money multiplier ratios will be treated as separate, 
mutually independent determinants of money stock change, these entities, 
in actuality, are not independent of each other. Changes in one of the 
determinants will induce changes in the others. Alterations in the 
monetary base brought by the Central bank will induce responses by banks 
and individuals that will alter the multiplier ratios. Because of such 
interdependences, estimates of the proportion of money stock change 
attributable to each determinant will be subject to error. For example, 
suppose 15 per cent of the money stock change is estimated to be 
attributable to changes in the currency ratio and 30 per cent to changes 
in the reserve-deposit ratio. These estimates may understate the 
contribution of the currency ratio to money stock change if part of the 
change in the reserve-deposit ratio was induced by changes in the 
currency ratio. Thus, the estimates presented here should be 
interpreted as rough approximations only. 
In order to investigate the relative importance of the base and 
multiplier components as sources of money stock change, it is convenient 
to state relationships among these variables in terms of percentage 
ratios of change. Then the percentage change in the money is 
approximately equal to the sum of the percentage change in the base and 
the multiplier. 33 
33. For a fuller account of this approach see Jane knderson and Thosas K. Hulphrey, 'Deteritinants 
of Change in the Xoney Stock: 1960-1970', op. cit. pp. 3-7. 
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Table 6.5 shows that for the period 1967-1985, the money stock exhibited 
an average annual growth rate of 19 per cent. During the same period 
the average annual growth rates of the monetary base and multiplier were 
18.26 per cent and 0.47 per cent respectively. In terms of the M= mB 
identity, the monetary base accounted for about 94 per cent of the 
growth of the money stock. However, during most of the years the 
monetary base and the multiplier moved in opposite directions. Thus, 
the growth rate of the money supply reflected both the upward pull of 
the base and the downward pull of the multiplier. 
The growth contributions of the monetary base and multiplier were 119 
per cent and -17 per cent, respectively, of the total growth of the 
money supply. This evidence indicates that , changes in the monetary 
base represented the dominant numerical influence of money stock 
variation while changes in the multiplier played only a minor role. It 
must however, be noted that over shorter periods of time, variation in 
the multiplier have exerted greater influence on money stock changes 
than in the long-run. This can be seen from Tanle 6.5 which shows that 
on a yearly basis, the multiplier sometimes accounted for fairly 
significant proportion of total changes in the money supply. For 
instance in 1967,1973 and 1983 the value of the relative contribution 
of the multiplier to the total money stock annual change were 79 per 
cent, 98 per cent and 57 per cent respectively. - Therefore, the negative 
average value of the relation contribution of the multiplier to money 
stock changes is somewhat misleading. The measured magnitude and 
variability of the multiplier on a year-to-year basis adds support to 
the nonmonetarists claim that instability of the multiplier may create 
difficulties for monetary control in the short-run. 34 The short-run 
importance of multiplier movements as a source of money-stock change 
would have been even more manifest if quarterly and monthly changes had 
been examined. 
34. Mi. p. 
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Contribution of Nonetary Base and Koney Nultiplier 
to Chance of Noney Supply 
Table 6.5 
Percentace Change of Relative Contribution I of 
Year Noney Stock Base Kultiplier Koney Stock I Base Kultiplier 
1967 21.02 2.65 16.58 100 12.61 78.88 
1968 1.85 13.81 -9.63 100 716.48 -520.43 
1969 21.25 27.83 -7.11 100 130.96 -33.46 
1970 14.06 9.24 6.01 100 65.72 42.75 
1971 22.57 21.90 -1.03 100 97.03 -1.56 
1972 13.07 21.96 -7.65 100 168.02 -58.53 
1973 19.25 0.87 18.78 100 4.52 97.56 
1974 24.54 25.43 -0.17 100 103.63 -1.92 
1975 23.96 16.08 7.91 100 67.11 33.11 
1976 24.46 18.47 C33 100 75.51 17.70 
1977 19.71 16.17 3.32 100 84.35 16.81 
1978 6.96 23.56 -13.65 100 338.51 -196.12 
1979 52.85 35.80 12.09 100 67.74 22.88 
1980 28.07 27.92 0.00 100 99.47 0.00 
1981 15.24 28.37 -10.79 100 186.15 -70.80 
1982 18.97 20.50 -0.47 100 108.07 -2.48 
1983 12.23 4.55 7.01 100 37.20 57.32 
1984 1.71 11.78 -7.00 100 250.10 -148.62 
1985 5.98 15.67 -9.86 100 262.01 -164.88 
Kean value of 
Yearly Figures 19.38 18.26 0.47 100 119.93 -17.46 
Source: Bank of Tanzania, Econozic and Operations Report (Various Issues) 
A negative relative contribution signifies that the deteritinant exerted an influence opposite 
to the direction of change of the ioney supply. 
Due to approxiiiation and rounding errors lines &ay not add exactly to total. 
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As previously mentioned, the money multiplier is itself composed of two 
ratios reflecting the portfolio composition decisions of bankers and 
non-bank individuals. Thus, the three determinants of the money stock 
are; high-powered money, the currency ratio and the reserve ratio. 
Since their effects on the money stock are not the same, an examination 
of the behaviour of each determinant is useful and helps to isolate the 
main sources of variation in the money stock. The formula used to 
specify the fraction of money stock change attributable to each of its 
three determinants is derived from the relation between the money 
supply, base and multiplier: 
M, =1_. B (6.22) 
gR+R -R Cp 
Mi DD DD Mi 
The above equation (6.22) gives the solution of Mi in terms of the 
monetary base, the public's demand for currency and the banks demand for 
cash reserves. The currency ratio is necessarily less than one. The 
reserve-deposit ratio has always been less than unity. This implies 
that the product R Cp is always less than either of the two ratios. 
DD Mt 
In consequence, the partial derivative of Mi with respect to B is 
positive whilst the partial derivatives of Mi with respect to g2 and R 
M1 DD 
are negative. The stock of money varies directly with the monetary base 
and inversely with the currency and reserve ratios. In other words, 
money supply will be increased by an increase in the high-powered money, 
by a reduction in the ratio of currency held by the public to total 
money supply, or by a reduction in the ratio of bank reserves to 
deposits, if the other two determinants remain fixed. 
By taking the logarithm of equation (6.22) and then calculating the 
total derivative of the resulting logarithmic expression, one obtains 
the following expression. " 
c P- 
(1- R MI 
-C. P 
U- 
-CP-) 
DD 
Dp_ 
1 (6.23) 
B DD B cp /Mi B DD MI 
(1) 
35. See K. Frieditan and 1. Schwartz, A Konetary History of the United States 186771960, OP- Cit. 
pp 776-808, See also Phillip Cagan op. cit. 17-44. 
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This is the formula used to determine the proportion of the percentage 
change in the money stock attributable to each of its three 
determinants. The first term of the formula M/Mi) is the percentage 
change of the money stock. It is equal to the sum of terms (2) through 
(4), each of which represents the contribution of a separate determinant 
to the total percentage change in the money stock. Term, (2) of the 
formula is the percentage change in the monetary base and also the 
fraction of the percentage change in the money supply attributable to 
changes in the base. Terms (3) and (4) represent the separate 
contributions of changes in the currency ratio and the reserve-deposit 
ratio, respectively, to the percentage change of the money stock. Each 
of the terms on the right hand side of the equation is divided by the 
term on the left hand side to obtain the proportion of money stock 
change attributable to each determinant, as shown in Table 6.6 
The sum of the last two terms of the equation equals the percentage 
change in the money multiplier. Each of these terms, expressed as a 
fraction of the total of both of them, represents the relative 
contribution of a change in one of the component ratios of the 
multiplier to the total percentage change in the multiplier. The ratio 
of each term (3) and (4) to the sum of both was employed in estimating 
the relative contribution of each determinant to the total change in the 
multiplier, as shown in Table 6.7. 
Actually, equation (6.23) is completely valid only for the computation 
of instantaneous rates of change. The data used in the present text, 
however, were for discrete intervals of time. In order to apply the 
formula to discreet time intervals, the instantaneous rates of change of 
equation (6.23) had to be approximated by average yearly rates of change 
and the factors Mi/B (1-R/DD) and 
mi (1- CP) 
B Mi 
had to be approximated by their average value over the year. This 
approximation introduces some error of interaction as R/DD, Cp/Mi and 
Mi/B appear as variables in the partial derivatives of the stock of 
money with respect to each of the two ratios. This interaction error, 
is usually small and cannot be considered as distorting seriously the 
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Relative Contribution of Each Determinant to the Rate 
of Chance in the Money Stock 
Table 6.6 
Total Contributions 2 (percentage of total) of chance in 
Contribution' Monetary Currency Reserve 
Year Base Ratio Ratio 
1967 100 12.6 54.5 18.8 
1968 100 746.4 -93.5 -540.5 
1969 100 130.9 -51.4 13.1 
1970 100 65.7 12.8 15.7 
1971 100 97.0 7.9 -5.4 
1972 100 168.0 -55.5 -7.8 
1973 100 4.5 78.3 5.5 
1974 100 103.6 -8.4 4.0 
1975 100 67.1 25.5 4.5 
1976 100 75.5 17.8 - 
1977 100 84.8 22.7 -9.8 
1978 100 338.5 -199.3 -20.9 
1979 100 67.7 15.7 3.7 
1980 100 99.5 - - 
1981 100 186.1 -58.6 -24.2 
1982 100 108.1 -10.8 5.2 
1983 100 37.2 63.6 -13.4 
1984 100 250.1 -212.9 60.5 
1985 100 262.0 29.4 -181.6 
Mean 
value of 
Yearly 
figures 100 152.9 -20.1 -37.4 
Source: Bank of Tanzania, Economic and Operations Report (Various 
Issues). 
Sum of contributions may not exactly equal to 100 because of 
rounding and approximation error. 
A negative relative contribution signifies that the 
particular ratio exerted an influence opposite to the 
direction of change of the money supply. 
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estimates of the separate effect of the three determinants on the stock 
of money. 36 
Table 6.6 presents averages for the years 1967-1985 of the contributions 
in percentage rates of change and in relative terms. The dominant role 
of the monetary base on the growth of the money stock, suggested 
earlier, is shown in the last row of the table. During the period 1967- 
1985, all the growth in the money stock was due to increases in the 
monetary base. 37 It will be recalled from Table 6.1 that the growth in 
the monetary base was largely dominated by changes in net claims on 
Government (AGB). The contributions of the two ratios for all the years 
(last row of Table 6.6. ) were relatively small. The separate effect of 
the currency ratio was most of the time negative. This is in accord 
with the evidence of Table 6.2 where the ratio is shown to have been on 
the high side though fluctuating from year-to-year during the period 
under study. 
The reserve-deposit ratio during the 1967-1985 period was much more 
volatile. This is one reason its contribution for the period as a whole 
is much smaller than for most of the individual years. In fact, there 
are five cases (1968,1978,1981,1984 and 1985) where large changes in 
the ratio contributed substantially to changes in the supply of money. 
Table 6.17 shows the contribution of changes in each of the ratios to 
year-to -year percentage changesý in the multiplier. It is evident from 
the table that contributions of the two ratios largely offset each other 
over most of the periods shown and so produced a combined contribution 
of small size. In addition, each ratio separately tended to move in 
different directions in successive periods. For instance, in the years 
1970-71,1976-77j. 1982-83 and 1984-85 the reserve ratio was rising, 
36. See Phillip Cagan (1965) op. cit. pp 18; 1. Friedman and 1. Schwartz (1963), op. cit. pp 
794-96. 
37. If the currency ratio and the reserve ratio remained constant, the supply of Roney would have 
increased slightly more than it in fact increased. Kore specifically, if the two multiplier 
ratios were always the same, changes in the Roney stock would be determined entirely by 
changes in the quantity of high-powered Roney. Thus, a5 per cent increase in the high- 
powered Roney would produce a5 per cent increase in the Roney supply. But the multiplier 
ratios are not constant, they are determined by the banks and the public and therefore Roney 
supply can be changed to some degree, even if the quantity of high-powered Roney is fixed. 
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Contributions of Multiplier Ratios to Chances in the 
Noney Nultiplier 
Table 6.7 
Year Percentage 
change in 
Kultiplier 
Attributable 
in to: 
Currency 
ratio 
to Chanoes 
Reserve 
ratio 
Total 
Contribution 
Relative 
of Chana 
Currency 
ratio 
Contributions 
es in :, 4 
rve 
ratio 
1967 16.5 11.5 3.9 100 69.7 23.6 
1968 -9.6 -1.7 -10.5 100 -17.7 -109.3 
1969 -7.1 -10.9 2.8 100 -153.5 39.4 
1970 6.0 1.9 3.6 100 31.7 60.0 
1971 -1.0 1.8 -2.7 100 180.0 -270.0 
1972 -7.6 -7.2 -1.0 100 -94.7 -13.1 
1973 18.7 15.6 1.8 100 83.4 9.6 
1974 -0.5 -1.8 1.0 100 -360.0 200.0 
1975 7.9 6.1 1.1 100 77.2 13.9 
1976 4.3 4.2 0 100 97.6 0 
1977 3.3 4.5 -1.8 100 136.3 -54.5 
1978 -13.6 -12.9 -1.4 100 -94.8 -10.2 
1979 12.1 8.6 2.1 100 71.1 17.4 
1980 0.0 - - 100 - - 
1981 -10.7 -8.8 -3.4 100 -82.3 31.7 
1982 -0.5 -2.0 1.3 100 -400.0 260.0 
1983 7.0 7.8 -1.0 100 111.4 -14.2 
1984 -7.0 -10.0 2.9 100 -142.8 41.4 
1985 -9.9 1.8 -10.9 100 18.2 -110.1 
Mean Value 
of Yearly 
Figures 8.3 8.5 -12.2 100 102.1 -116.9 
Source: Bank of Tanzania, Economic and Operations Report (Various issues) 
t Suit of contributions of changes in the multiplier ratios may Dot exactly equal to percentage 
change of multiplier because of rounding and approximation error. 
If changes of ratio and multiplier are of opposite sign, then that ratio change exerted on 
influence on the multiplier opposite to the direction of actual change of multiplier. 
Sum of contributions may not exactly equal 100 because of rounding and approximate error. 
1 negative relative contribution signifies that the Particular ratio exerted an influence on 
the multiplier opposite to the direction of actual change of multiplier. 
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while the currency ratio was falling (see Table 6.2). Similarly in some 
of the years, currency ratio was rising while the reserve-deposit ratio 
was falling (e. g. 1968-69,1973-74,1981-82 and 1983-84). Thus, during 
the period 1967-1985, the two ratios exerted opposite influences on the 
multiplier. Table (6.7) shows that numerically the negative growth rate 
of the multiplier was largely accounted for by-changes in the reserve 
ratio. This conclusion is in agreement with the analysis of Chapter 3 
which showed that commercial banks in Tanzania during the period under 
review were highly liquid. In particular, it was found that their 
liquid reserves were persistently over and above the minimum requirement 
established by Bank of Tanzania. 
Generally, the positive relative contribution of the rising monetary 
base more than offset the combined negative relative contribution of the 
two multiplier ratios. The low multiplier, (m), makes changes in the 
monetary base (B) to be almost tantamount to changes in the rate of 
change in the money stock (MO. This is clearly shown in the empirical 
relationship below which was obtained by applying the method of least 
squares to annual observations on Mi, and B for the period 1967-1985: 
In Mt = 0.4979 + 1.0334 In B R-2 = 0.9932 
(51.47) DW = 1.0123 
The above empirical results indicate that an increase in the monetary 
base yields an almost equal increase in the money supply (dMi/dB = 
1.03). By this measure and ignoring the problem of interdependence 
among. the contributions of the determinants, high-powered money was 
responsible for nearly all the variations in the money stock series 
during the period 1967-1985.38 In view of their importance in the 
determination of money stock, the next section will examine whether 
monetary authorities in Tanzania can exert influences on the growth of 
the monetary base and thus determine the level of the money stock in the 
economy. 
38. for a fuller discussion on the probless of interdependence aiong the three deteriiinants to 
the rate of change in the zoney stock see Phillip Cagan (1965), op. cit. pp 15.16. 
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6.6 Controllability of the Money Supply in the Tanzanian Economy 
Since monetary policies affect the economy with long time lags, the 
monetary authorities cannot immediately see the effects of their actions 
on such key variables as national income (whose steady expansion is the 
ultimate goal of any macroeconomic stabilisation policy), employment and 
prices. Therefore, they must use intermediate guides for their day-to- 
day operations to tell them if they are exerting an influence in the 
right directionýand in appropriate amounts. 39 
The contemporary economic debate over the proximate goals for guiding 
monetary policy focuses on two main possible guides or groups of guides. 
on the one side are interest rates, which are price measures. On the 
other side are the monetary aggregates. Central banks strive for a 
compromise between the two, but both guides cannot be followed at the 
same time. If a central bank attempts to control interest rates, it 
must allow money supply to fluctuate. If it controls money supply, it 
must allow interest rates to fluctuate. A good guide must have two 
characteristics. First, it should be closely under the control of the 
central bank so that the central bank can interpret a change in the 
guide as the result of its own actions rather than the result of outside 
forces. Second, changes in the guide should have strong and predictable 
relationship to changes in the ultimate policy variable, such as income 
and the level of price. The grand theme of the monetarists challenge is 
that the money supply fits these criteria better than any of the 
available alternatives. An elaboration of this grand theme will be 
outside the scope of the present thesis. The intention here is to 
analyse the controllability of. the money supply in Tanzania. 
39. There are, of course, some economists who argue that money growth doesn't matter and that 
successful control of monetary growth cannot mitigate fluctuations in economic activity and 
the rate of inflation. There is a substantial body of literature dealing with the 
relationship between money growth and income growth. See for instance, Lionall C. Anderson 
and Keith K. Carlson, 11 monetarists Kodel for Economic Stabilisation, Federal Reserve Bank 
of St Louis, Konthly Review, December 1979) pp 3-14; K Friedman ed, Studies in the 
Quantity Theory of Koney (Chicago: University of Chicago Press, 1956); and B. Higgins and 
V. Vance Roley, "Konetary Policy and Economic Performance: Evidence from Single Equation 
Kodels" Federal Reserve Bank of Kansas-City Economic Review (Jan 1979) pp 3-12. 
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There are two alternative hypothesis concerning the controllability of 
the money supply in an open economy. One hypothesis states that the 
money supply cannot be controlled in an open economy because if the 
country introduces a restrictive monetary policy in the short-run, 
domestic interest rates will rise relative to interest rates in other 
countries. This will attract international capital, which will increase 
the stock of base money and hinder attempts of the monetary authorities 
to slow the growth of the money stock and curb inflation. A critical 
point in the argument of this group of economists is that capital flows 
between the advanced industrialised countries are highly responsive to 
changes in international interest rate differentials. Any restriction 
of the growth of a country's money stock which causes a deviation in its 
domestic interest rate from the international rate results in an 
increased inflow or outflow of foreign reserves until the previous rate 
deferential is restored. 40 A second group of economists have suggested 
the hypothesis that the monetary authorities can control the money stock 
in an open economy. Economists of this group assume that the amount of 
foreign reserves attracted by a rise in domestic interest rates caused 
by monetary contraction is smaller than the reduction of base money by 
the monetary authorities. Thus, there will be a net restrictive effect 
on the growth of base money and the money stock. 
In essence, the main difference between the two viewpoints is that the 
first group assumes a rather high interest elasticity of international 
capital flows, while the second group considers this elasticity to be 
small. Which viewpoint is correct must be decided by empirical 
evidence. The available evidence consistently indicates that the 
interest sensitivity of various multiplier concepts is extremely JOW. 41 
This suggests that conducting monetary policy through controlling 
monetary aggregates should not be very difficult to implement. 
Moreover, it is widely recognised that in the developing countries such 
as Tanzania, both the demand for and the supply of money is inelastic to 
interest rate. This is, of course, in agreement with empirical results 
10. For a fuller discussion of the two alternative hypothesis concerning the controllability of 
the zoney supply see Manfred wims, 'Controlling Money in an Open Econoiy: The Gerim 
Case', Federal Reserve Bank of St Louis, Monthly Review (April 1971), pp 10-27. 
11. See Robert H. Rasche, 'A Review of hpirical Studies of the Money Supply Nechanisit, Federal 
Reserve Bank of St Louis, Monthly Review (July 1972) pp 11-19. 
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reported in the present chapter. The interest inelasticity gives the 
Tanzanian monetary authorities an extreme degree of freedom to manoeuvre 
the money market which is not possible in economies with developed money 
and credit market where the sharp responses of money demand and supply 
to interest rate changes would force the authorities there to take 
careful notice of one set targets (e. g. interest rates), when trying to 
control the other (i. e. money stock). 
In order to formulate a hypothesis on the controllability of the money 
supply process in the Tanzanian economy, a convenient framework is the 
one used by Lionel Kalish 111 42 and Anatol B Balbach. 43 The money 
stock control procedure used is developed from a multiplier-base 
framework, within which the money stock (MO is expressed as: 
Mi mB 
As mentioned previously, B denotes the net source base and m represents 
the money multiplier. In order to control the money stock, the Bank of 
Tanzania decides upon the desired growth rate of money supply consistent 
with the macroeconomic objectives of the Government, converts this 
growth rate into desired money stock levels for the control periods, and 
forecasts the money multiplier (m) for the control periods. Then during 
the control periods the Bank of Tanzania uses various monetary policy 
instrument eg. reserve requirements, ceilings on bank credit, regulation 
of interest rates etc., to attain the net source base (B), such that the 
product (m B) equals the desired money stock levels. For example, if 
the desired level of money stock for next year is T. Shillings 30 billion 
and the forecasted multiplier is 2.15, then the Bank of Tanzania would 
adjust the monetary base to T. Shs 30/2.15 = T. Shs 14 billion to achieve 
the desired goal. It is evident that in implementing monetary policy 
under such a money stock control procedure requires the following 
considerations: 
42. Lionel lalish 111, '1 Study of Money Stock Control* Journal of Political sconolly. (1966), pp 
761-776. 
V. Anatol B. Balbach, "How Controllable is Money Growth? * Federal Reserve Bank of St Louis, 
Monthly Review (April 1981) pp 3-12; See also Allan Meltzer, 'THe Behaviour of the French 
Money Supply: 1938-1954' Journal OLPOlitical Econozy (1959), pp 275-96; Phillip Cagan, 
'Deterainants and Effects of Changes in the Stock of Money: 1735-19600 op. cit. and M. 
Friediian and 1. Schwartz (1963), op. cit. pp 776-808. 
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(i) The length of the control period. 
(ii) A procedure for forecasting the money multiplier and 
(iii) The Bank of Tanzania's ability to control the Monetary base. 
Control Period 
The first problem which must be considered is for what time period it is 
most reasonable to forecast the multiplier. A specific value for the 
multiplier exists at every point in time, but it is not possible for the 
Bank of Tanzania to adjust the base instantaneously. An average 
multiplier is the best that the Tanzanian monetary authorities can hope 
to forecast, be it for a year, quarter, month, week or day. A minimum 
average period for the multiplier would be limited by how long it takes 
the Bank to adjust the base accurately and by how often new data for 
money stock becomes available. The maximum acceptable time period for 
calculating the multiplier would be determined by a trade-off between 
the predictability of different length multipliers and whatever the 
accepted relationship between the money stock and the economy is. if 
short-term mutlipliers (such as weekly) were completely unpredictable, 
then it would be impossible to control the money stock weekly with any 
degree of accuracy. On the other hand, the longer the average period 
the multiplier is, the longer the fluctuations of the money stock the 
Bank of Tanzania must be willing to accept. The same trade-off exists 
no matter for what time period the multiplier is chosen, but most 
monetary authorities would probably agree that the shorter the period 
the less chance that fluctuations will have adverse effects on the real 
economy. 
(ii) Forecastina the money multiplier 
Next period's multiplier might be forecast by any one of the following 
methods: 
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t 
(a) Regression Method - The money multiplier is expressed as a 
function of variables that are known or are under the policy 
control of the Bank of Tanzania at the time of each forecast is 
made. This relationship is estimated each period by multiple 
regression analysis. 44 
(b) Behavioural Method - This approach requires that the parameters of 
the multiplier be predicted separately and then consolidate them 
for a multiplier forecast. The parameters of the multiplier are 
the ratio of currency to money stock (c) and the ratio of bank 
reserves to demand deposits (r) where: 
cp +R-R Cp C+r (1-C) 
Mi DD DD Mi 
Each parameter is dependent on real factors such as income, interest 
rate, economic activity and institutional structures. Forecasting by 
this method would involve four steps: 
Estimate the partial derivatives of the multiplier with respect to 
the parameters. 
Forecast the real factors in the economy which influence the 
parameters. 
Estimate changes in the parameters : dc, dr. 
Consolidate these calculation into a forecast of the change in the 
multiplier. 
Although little research has been done in the area of forecasting 
multipliers in the developing economies, there has been substantial work 
done in explaining the factors influencing the parameters as discussed 
earlier. 45 
44. For a fuller discussion of the technique for forecasting the money multiplier by using 
multiple regression analysis see D. R. Khatkhate, V. G. Galbris and D. P. Vullanueva, "A money 
Multiplier Model for a Developing Economy: The Venezuelan Case IMF ta f. 
_Papers 
(1974) pp 740-757. D. 1. Khatkhate and D. P. Vullanueva, 'k Behavioural Theor-y of the Money Multiplier in the United States: kn Empirical Test" jg_jLaýý (1972) pp 125-141 and J. N. Johannes and R. H. Rasche, 'Predicting the Money Multiplier" Journal of Monetary Economics (1979), pp 301-325. 
45. See Peter Frost "Bank's Demand for Excess Reserves' op. cit. Phillip Cagan (1965)- op. 'cit. ' 
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It is recognised that in view of the problem of data in the context of 
the Tanzanian economy, the above methods suggested for forecasting the 
money multiplier would be considered somewhat sophisticated. Under 
these circumstances, relatively naive forecasting methods, such as 
considering the multiplier equal to an average of past multipliers, 
could be used. 
(iii) The Bank of Tanzania's ability to control the monetary base 
The money multiplier framework highlights the role of the central bank 
by linking the money, supply to the monetary base. As was previously 
mentioned, the four components of the monetary base are: 
FA Net foreign assets 
GB Net credit to the Government 
EB Net lending to banks and specified financial 
institutions 
OA Other assets (net). 
Any change in the monetary base must equal the change in the sum of all 
the above four items. Thus, the control of the monetary base depends 
upon the ability of the central bank to control the sum of the above 
items. Clearly the Bank of Tanzania can decide, as a lender of last 
resort, the amount that it will lend to banks and specified financial 
institutions (EB). And it can certainly control the other assets it 
wishes to acquire and the other liabilities it wishes to incur (OA). 
The remaining two components of the monetary base are not subject to 
Bank of Tanzania's discretionary actions. Fluctuations in the net 
foreign assets (FA) of the Bank of Tanzania are the outcome of the 
balance of payments on current and capital accounts. As previously 
mentioned, a balance of payments surplus will increase net foreign 
assets held by the Bank of Tanzania and expand the monetary base, while 
a balance of payments deficit will decrease foreign reserves and reduce 
the monetary base. Clearly, the balance of payments position and the 
resulting foreign assets position of the Bank cannot be considered an 
instrument for deliberately changing the monetary base. While central 
bank credit to Government (GB) can be curbed as an active instrument to 
adjust the monetary base, in many LDC's, this form of Government 
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borrowing is often adjusted passively to the deficit finance 
requirements of the Government, with the monetary authorities having 
little control over the budgetary position. 
The discussion so far seemingly implies that the monetary control 
problems will exist only if the monetary base cannot be controlled with 
sufficient precision. For this purpose, the four components of the 
monetary base are divided into "discretionary or policy-induced" and 
"non-discretionary". The former are identified as: 
(i) Net lending to banks and specified financial institutions (EB) and 
(ii) Other assets net (OA) 
The non-discretionary components of the monetary base are: 
(i) Net foreign assets (FA) 
(ii) Net credit to the Government (GB) 
The controllability of the monetary base depends primarily on the 
relative magnitude and the fluctuations of the non-discretionary 
accounts and the degree to which the Bank of Tanzania can offset these 
fluctuations through changes in its discretionary accounts. In other 
words, are quarterly changes in nondiscretionary accounts sufficiently 
great that they cannot be offset by transactions in discretionary 
accounts? The relative influence of changes in (EB) and (OA) in 
monetary base compared with that of non-discretionary items (i. e. FA and 
GB) should provide an indication of the relative influence of monetary 
authorities on monetary base and the growth of the money supply in 
Tanzania. 
It will be recalled from Table 6.1 that annual changes in the monetary 
base during the 1967-1985 period were clearly dominated by changes in 
the non-discretionary items of the Bank of TAnzania's balance sheet. 
The first point observed from Table 6.1 is that during the late 1960's, 
changes in the monetary base was predominantly dominated by changes in 
foreign assets of the Bank. However, after 1973 following the emergence 
of balance of payments difficulties caused by the first oil7price 
escalation and severe drought, changes in FA have often been negative 
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resulting into a contractionary effect of the annual changes of the 
monetary base. Since then the net claims on the government (GB) have 
been the major source of the monetary base and the resulting monetary 
expansion. Owing to their movement in the opposite direction, the 
combined effect of changes in FA and GB on monetary base has been 
significantly reduced. For instance, the last row of Table 6.1 which 
shows mean value of yearly figures, indicates that the mean annual 
change in FA as a percentage of the change in the monetary base was -59% 
while the corresponding proportion for the GB was 78%. Thus, the 
combined effect of change on the monetary base attributable to changes 
in FA and GB was only 19%. During the 1980's there was a general rise 
in the Bank's net lending to Commercial banks and specified financial 
institutions. The last row of Table 6.1 shows that the mean annual 
change in EB as a percentage of the change in the monetary base was 46% 
while the corresponding proportion for OA was 36%. Therefore, on the 
basis of mean value yearly figures, the combined effect of changes in 
the discretionary accounts of the Bank of Tanzania, during the period 
1967-1985, on the annual changes of the monetary base was 82% while the 
corresponding relative contribution of the non-discretionary accounts 
was only 19%. 
Conceivably the monetary authorities in Tanzania could offset, if 
needed, changes in the non-discretionary accounts by effecting 
appropriate changes in the discretionary components of the monetary 
base. It is, however, generally recognised that the control of monetary 
base depends also on the foreign sector, the financial structure of the 
economy and the financial needs of the Government. 
As far as the foreign sector is concerned, it is recognised that it can 
exercise important influences on changes in the supply of money (See 
Table 6.1 for 1968,1972,1978 and 1984). However, the authorities can 
provide offsetting action through changes in restrictions in imports. 46 
Moreover, Tanzania as a small developing economy with virtual absence of 
46. The probleii is, of course, not an easy. one and is inthately connected with the well-known issue of conflicts arising axong the different objectives of iionetary and econolic policy. 
It is, for instance, argued that reduction_ in hports cannot be achieved without 
significantly slowing down the process of econoiiie developzent. 
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capital markets, changes in the bank rate do not affect movement on 
foreign capital into or out of the country to any significant extent as 
to create problems facing the advanced industrial countries. 
It must also be said that the structure of the Tanzanian financial 
system as was described in Chapter 3 does not, in the context of 
controllability of the money supply create any of the problems facing 
the advanced industrial countries. In the UK, for instance, the 
convention of the discount houses to "cover the tender" in treasury 
bills combined with the tradition of the Bank of England to stand by in 
case they are unable to balance their books, has caused monetary 
authorities, as it is often argued, to lose control over the quantity of 
money. In this regard, the Radcliffe Committee Report 47 suggested that 
in the interests of stabilising the bill rate, the Bank of England has 
created a situation where treasury bills are equivalent to cash. Thus, 
the cash ratio is no longer a factor limiting deposit creation and the 
effective limiting factor becomes the liquid asset ratio. 48 Similar 
problems related to the cost of Government borrowing and to the 
interests of stabilising the Government securities market have 
occasionally deprived the Federal Reserve System of exercising their 
control on the quantity of money in the United States. 
As previously mentioned, the Tanzanian financial system is under- 
developed and as such the foregoing problems do not arise. However, if 
as it is often the case, Government budgetary requirements are not 
financed by taxation or genuine borrowing (i. e. Government securities), 
then they must be financed by creation of new money. It is here that, 
in the case of Tanzania as elsewhere in the LDC's, a conflict may arise 
between the Governments' fiscal requirements and the central bank's 
objective of controlling the growth of money supply in order to maintain- 
or achieve internal and external monetary equilibrium. 
1ý 
47. Comaittee on the working of the Monetary Systei (1959), op. cit. pp 128. 
18. For a further account on the issue of stabilisation of the Treasury Bill rate, see V. Newlyn, 'The Supply of Money and its Control", E. j. (1964); 1. Norton, 'Debt Kanagezent and Monetary Policy in the UK" OP. cit. D. Coppock and X. Gibson, 'The Voluze of Deposits and the Cash and Liquid Assets Ratios', Manchester School, (1963). 
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It has been indicated above that the Government borrowing requirement 
was clearly the single most dominant factor contributing to positive 
changes in the monetary base during the period 1967-1985. The 
Government's increased borrowing from the central bank was the outcome 
(as seen in Chapter 2) of widening deficits from both the current and 
the capital accounts of its annual budgets. There are many reasons 
advanced to explain why, since the late 1970's the current expenditures 
of the Government budget have not been covered by current receipts every 
year. In the case of the capital account, the deficit was the outcome 
of the Government's deliberate policy of building up the infrastructure 
of the economy. The question is, was the Government borrowing from the 
central bank the outcome of a conflict between Government and the Bank 
of Tanzania and therefore a factor causing monetary authorities to lose 
control over the quantity of money? The answer to this question may be 
difficult. However, the authorities in Tanzania have for a long time 
recognised the possible conflict between Government budgetary 
requirements and the objective of stable monetary growth in the economy. 
It was, for this reason, inter alia, that in 1971/72 the Government 
established a "Finance and Credit Plan Committee" 49 which is a 
consultative body (drawing representatives from the BOT, Treasury and 
other relevant Government ministries), charged with the task of 
harmonising budgetary and monetary objectives of the economy. In view 
of the relative importance of the magnitude of Government borrowing to 
the positive changes in the monetary base and money supply, it is 
absolutely essential for the fiscal authorities to co-operate closely 
with the Bank of Tanzania in seeking to achieve monetary equilibrium. 
In general, the foregoing discussion, demonstrates that the Bank of 
Tanzania can control the monetary base if it so desires. The monetary 
authorities must use their control over the level of central bank credit 
to commercial banks and specified financial institutions to offset the 
non-discretionary components of the monetary base i. e. the instability 
caused by fluctuations in the balance of payments position and from the 
growing budgetary deficits. It would appear from the foregoing analysis 
that by using monetary policy instruments such as reserve requirements, 
ceilings on bank credit, regulation of interest rates etc. the Bank of 
19. See Chapter 3. 
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Tanzania can endeavour to manipulate the discretionary or policy-induced 
components of the monetary base in order to offset fluctuations in the 
autonomous or non-discretionary components. 
As indicated previously, if the multiplier is highly variable and 
unpredictable, then a tight control of the monetary base may still 
produce highly variable money growth. Tables 6.2 and 6.5 show the 
behaviour of the money multiplier during the 1967-1985 period. 
Although, the money multiplier was generally stable during the period 
under review, its annual variations are relatively large. 50 The main 
source of short-term instability in the multiplier was found to be 
fluctuations in the reserve-deposit ratio reflecting the portfolio 
decisions of commercial banks. Banks reacted slowly to change in their 
reserves which were generally on the high side during the period 1967- 
1985. However, it has been found in the preceding section that changes 
in the reserve deposit ratio and the currency ratio are not erratic but 
follow a predictable behavioural, pattern. This means that monetary 
authorities in Tanzania could offset changes in the two rates by 
appropriate changes in the monetary base. They could, in other words, 
control the supply of money if they could control the monetary base by 
influencing the Bank's policy induced accounts as suggested under the 
multiplier-base framework outline above. 
6.7 Conclusion 
The evidence from the foregoing analysis of the money supply process is 
that the money multiplier in the Tanzanian economy is small. The 
consequences is that change in the money supply are explained largely by 
changes in the monetary base. 
The money multiplier is determined by two ratios; currency ratio and the 
reserve deposit ratio. Although changes in the money multiplier does 
not produce significant impact on changes in the money supply, an 
examination of the behavioural factors affecting the two ratios was 
undertaken for two reasons. First, because the study showed that in 
50. For a coiparison of the zoney iultiplier variations in Kenya see B. Bolnick, 'I Note on the 
Behaviour of the Proxiiate Deteriinants of Xoney in Kenya' East African ELongic Review Vol 
7. No I (June 1975). 1, -, 1ý ; 
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some years, during the 1967-1985 period, changes in the money multiplier 
seemed to have produced remarkable changes in the supply of money. 
Secondly, because it was desired to ascertain whether changes in the two 
ratios reflected asset choices of the public and the commercial banks. 
the results obtained showed that all the important changes in the 
currency ratio and the reserve ratio were not erratic but followed a 
predictable behavioural pattern. This implies that in Tanzania, part of 
the money supply becomes endogenous. 
Another important aspect of the study of the money supply has been an 
examination of the factors underlying changes in the monetary base. The 
analysis has shown that the factors responsible for changes in the 
monetary base were mainly the balance of payments, Government borrowing 
from the Bank of Tanzania, and loans and advances extended to commercial 
banks and specified financial institutions. It was found that changes 
in the balance of payments affect significantly the monetary base, but 
by far the most important determinant of the monetary base was the loans 
and advances to the Government. The rising magnitude of central banks 
lending to the Government was the outcome of increased budgetary 
deficits of Governmental expenditure (both in the current and capital 
account). Direct advances to banks and specified financial institutions 
are undertaken by Bank of Tanzania's own initiative and form the most 
important policy induced component of the monetary base. 
The controllability of the money supply focused on the Bank of 
Tanzania's ability to control the monetary base. The study has shown 
that the Bank of Tanzania can succeed to stabilise the money supply by 
offsetting the fluctuations of the mon-discretionary accounts through 
changes in its discretionary accounts. For this purpose the monetary 
authorities can achieve the desired results by using the traditional 
instruments of monetary policy to manipulate those components of the 
monetary base which they have some influence in order to offset 
fluctuations in other autonomous components of the monetary base. 
The BOT's ability to control the money supply was further enhanced by 
the fact that, Tanzania is not faced with problems such as the "Cost of 
Government borrowing" or "the need to provide for orderly conditions in 
the Government Securities market", which face the advanced countries and 
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which deprive monetary authorities of their control over the quantity of 
money. It was, however, recognised that in the context of Tanzania, the 
single most important test of the central bank's ability to control the 
monetary base and the money supply lies in its ability to persuade 
and/or co-operate closely with the Government in containing conflict 
between fiscal and monetary objectives of the economy. 
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CHAPTER 7 
SPECIFICATION AND ESTIMATION OF THE ECONOMETRIC MODEL 
7.1 Introduction 
The present chapter will examine and present a complete monetary sector 
econometric model which attempts to describe the functioning of the 
Tanzanian economy during the period 1967-1985.1 The model is therefore 
based on 19 observations. It contains 18 equations, of which 14 are 
behavioural equations and 4 identities. The monetary sector consists of 
eight behavioural equations and two identities, while the real sector 
has six behavioural equations and two identities. The model attempts to 
account for all important linkages between the financial and the real 
sectors of the Tanzanian economy. In this regard, the model is designed 
to trace out how changes in monetary aggregate, affect the real sector 
and also to delineate how feedback mechanisms from the real to the 
monetary sector operate. Thus, the underling causality in the model 
runs from a change in the monetary instruments, to the primary changes 
in transmission channels, to expansion or contraction in real spending, 
to the resultant change in Gross national product (or GNP), prices, 
unemployment, etc. and then the feedback comes into play essentially 
through changes in demand for financial assets, to the secondary changes 
in transmission channels of monetary influence. 
For this purpose it will be useful to review, albeit briefly the three 
possible links between the monetary sector and the real sector which 
were discussed generally in Chapter 4. In a Keynesian income - 
expenditure model, monetary policy operates through changes in the rate 
of interest. The change in the interest rates affects aggregate private 
expenditure which in turn has a multiplier effect on the level of 
income. In other words, Keynesian theory postulate that money supply 
changes work indirectly by affecting the rate of interest, aggregate 
Although some of the econoiic data are readily available since 1961, the decision to use 1967 
as the first observation was necessitated by the fact that it was iipossible to discern 
reliable and consistent tim series for ioney supply aggregates for the Tanzanian econo3y for 
the period prior to June 1966 when East Africa (including Tanzania, lenja and Uganda) was 
virtually under a ionetary union. As previously motioned, the currency supply was'sanaged 
by the East African Currency Board (EkCB). 
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demand and then the income level. 2 The magnitude of the interest rate 
change alone is not however, an important measure of the efficiency with 
which monetary policy is transmitted to the expenditure for output, 
especially of the feedback effects from the real sector are taken into 
account. 
M. Friedman and others argue that those effects quickly reverse any drop 
in the level of interest rates induced by expansionary monetary poliCy. 3 
Monetarists believe, however, that the supply of money is the main 
channel of transmission in the economy, i. e. the link between the 
changes in money supply and spending is more direct than the round about 
transmission mechanism of Keynesian models. More specifically, 
monetarists argue that changes in money supply work directly by 
affecting prices, interest rates and spending on Goods and Service. 4 
J. Tobin has presented a Neo-Keynesian hypothesis of monetary policy 
transmission process based on portfolio choice. He postulates that 
changes in the money supply lead to changes in interest rates, which are 
followed by substitutions in asset portfolios; then finally, total 
spending is affected. 5 The main difference between his hypothesis and 
the monetarists is that he argues that interest rates are the key 
element of the transmission mechanism influencing decisions to hold 
money versus alternative financial assets as well as decisions to invest 
in real assets. However, both monetarists and nonmonetatrists base 
their theories of the transmission mechanism on the portfolio approach, 
but the portfolio of assets in the non-monetarists analysis is limited 
to money and financial assets, whereas the monetarists portfolio is 
based on the Friedman's concept of total wealth which was outlined in 
Chapter 5. Therefore, the impact of monetary policy in the non- 
monetarists framework affects aggregate demand via changes in the 
2. See for instance, Leonall C. Anderson and Jerry L. Jordan, 'Monetary and fiscal Actions: A 
Test of their Relative Isportance in Econojiic Stabilisation' op. cit. 
3. Milton Friedian, "The lag in the Effect of Monetary Policy" Journal of Political Econoity 69 
(October 1961) pp. 156 - 159. See also 1. Siith, "I leo-Keynesian View of Monetary Policyo 
in W. Sifth and R. Teigen (eds), Readings in money,, Xational Incoie and Stabilisation Policy 
(Illinois: Richard Irvin, 1971), Third Edition pp. 352. 
1. Milton Friedian and Anna Schwartz, 'Pitfalls in Financial Cycles' Review of Econoitics and 
statistics Vol 15 (Feb. 1963). 
5. W. Brainard and J. Tobin, 'Pitfalls in Financial Model Building, kiierican Econolic Review 
LV111 (May 1968), pp 103 - 105; and Jazes Tobin, 'Money, Capital and other stores of Value', 
American Econ. Review Ll (May 1961). 
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relevant interest rate that determines investment expenditures, and 
these expenditures in turn affect the level of consumption and income. 
According to the monetarists framework, monetary policy has a direct 
effect not only upon investment expenditures, but also upon consumption 
expenditures, i. e. a change in money stock produces direct impact on a 
whole spectrum of capital and consumer goods. 
The third possible link between the monetary sector and the real sector 
is the availability of credit mechanism. 6 This channel influences 
aggregate demand through consumption and investment expenditures. 
Variations in the volume of bank credit transmit the effects of monetary 
policy changes throughout the economy. 
Among the above three channels of monetary influence, the availability 
of credit channel may be the most relevant*mechanism of transmission of 
monetary changes to the real sector in the context of the Tanzanian 
economy. The explanation for this conclusion is based in the virtual 
absence of money and capital markets and the fact that interest rates 
charged to borrowers by Commercial banks in Tanzania are controlled by 
the Bank of Tanzania. Hence, the Commercial banks in Tanzania as 
elsewhere in LDC's ration the available supply of credit among the 
would-be borrowers by various non-price considerations such as borrowers 
credit worthiness, and the notion of giving preference to "directly 
productive sectors" of agriculture and Industry as guided by the annual 
"Finance and Credit Plan". Under the circumstances, the demand for 
credit is limited not by the borrowers' willingness to borrow at the 
given rate but the lenders' willingness to lend, or more precisely, by 
funds available to them to be rationed out among the would be borrowers. 
Thus, the effectiveness of monetary policy in affecting expenditure 
outlays depends upon the availability and rationing decisions of credit 
rather than its cost. Accordingly, it is expected that in the context 
of Tanzania, while the cost of credit does not matter in affecting 
aggregate demand, the availability of credit certainly does. 
6. Stephen Goldfeld, 'Coizercial Bank Behaviour and Econojjic Activity% op. cit. 
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In the light of these considerations, the present econometric model has 
been designed to take into account the role of Commercial banks loans 
and advances to the private sector as a link in the transmission 
mechanism of monetary policy in Tanzania. Bank credits, CL, (or its 
interest rate, RL) appear in three of the real sector equations 
(i. e. 7.10,7.11 and 7.12) thereby establishing the link from the 
monetary sector to the real sector. Also the "feedback" effects from 
the real sector to the monetary sector through (CL) can be shown in 
equation (7-5). 
The chapter is organised as follows. Section 7.2 gives a brief outline 
of the model and presents the complete model in its non-estimated form. 
Section 7.3 discusses estimation techniques and highlights some of the 
conceptual difficulties in estimating the model. Sections 7.4 through 
7.6 provide a detailed explanation of the specification and estimation 
of the various behavioural equations of the model. Section 7.7 examines 
the identities and definitional variables of the model. Section 7.8 
presents final estimates of the complete model by ordinary least squares 
method of estimation. 
7.2 Description of the Model 
The model specified for the Tanzanian economy identifies the following 
financial markets: borrowing reserves, excess reserves, vault cash, 
currency, demand deposits, time deposits, savings deposits, and 
Commercial bank loans and advances. In order to achieve the integration 
of financial factors with the behaviour of national income, the model 
includes also real markets for consumption on goods, fixed capital, 
inventories and imported goods and services. 
It may be interesting by way of providing an illustration to compare the 
econometric model for the Tanzanian economy with a relatively simpler 
model devised by De Leeuw in his study of the financial sector of the US 
economy. 7 According to De Leeuw's model, one demand and one supply 
function for each financial market would determine the amount 
outstanding and the interest rate in that market. The explanatory var- 
De Leeuv (1965), op. cit. pp. 182-86. 
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iables in the functions for each market would include own interest 
rates, interest rates from other markets and various non-financial and 
short-term constraint variables. In some cases, a supply relationship 
could be replaced by defining the supply or the interest rate in the 
corresponding market as exogenous. A disturbance in market would change 
the interest rate in that market and cause "spill over" effects into 
other markets, producing a whole and complex pattern of asset and 
interest rate adjustments. As a group,. the equations of the model would 
determine asset holdings and interest rates, given the relevant non- 
financial and exogenous variables. 
Quite obviously, there are substantial differences between this simple 
model and the econometric model presented in this chapter. Firstly, it 
will be recalled from the analysis in earlier chapters, that interest 
rates in the case of the Tanzanian financial sector are determined 
exogenously. This clearly implies that in several financial markets the 
supply relationship must be dropped from the model. For instance, 
interest rates in the market for bank deposits (Savings, time and demand 
deposits), commercial bank loans and advances, and borrowed reserves are 
determined by the Bank of Tanzania. Therefore, the supply relationship 
on all these five financial markets are dropped from the model and the 
corresponding financial assets are assumed as, virtually, demand 
determined. 
Secondly, the model for the Tanzanian economy, departs from that by De 
Leeuw, because two of the financial instruments in the model-currency 
and bank reserves --have interest rates fixed at zero. This has 
implications for the structure of the model if the supply of money (or 
the monetary base) is taken to be exogenously determined. Therefore, 
the last two supply relationships must be dropped from the financial 
markets of the model. 
Given that all interest rates are exogenously determined and the system 
does not have any production or Supply side, it is clear that the 
present model concentrates on effective demand. More precisely, it is 
assumed in the model that real GNP is determined by the level of real 
aggregate expenditure. This assumption conflicts with the familiar 
hypothesis which postulates that the level of real'GNP in the-less 
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developed economies is likely to be suPply-constrained. 8 The obvious 
implications of this assumption, is that the level of real GNP will be 
determined independently of changes in aggregate expenditure upon which 
monetary impacts are assumed to affect. In other words, real GNP will 
be impervious to whatever happens to changes in monetary aggregates and 
the induced changes in transmission channels. Any chnage in aggregate 
expenditure will merely serve to effect change in the price level. This 
hypothesis hinges on the argument that subsistence agriculture is the 
dominant feature of most developing economies. The supply elasticity of 
subsistence agriculture with respect to demand conditions and prices are 
extremely low. In this regard, even if there is some industrial base, 
it is physical capital that constitute the crucial bottleneck in 
industrial production. Moreover, most of capital goods cannot be 
produced domestically and hence must be imported. In these 
circumstances, it is argued that any relaxation in credit availability 
or lowering of cost of borrowing from the domestic sources will not 
stimulate fixed capital formation. However, to the extent that an 
easier credit availability or a lower borrowing cost can increase 
aggregate demand in the economy, this can be transmitted to an increase 
in demand for imported capital goods. Therefore, it stands to reason 
that changes in monetary aggregates can bring out changes in real GNP 
through their influences on aggregate expenditure. Perhaps, a more 
elaborate macroeconometric model should include both the demand and 
supply sides of GNP, with the price level determined endogenously by 
their interaction. Labour markets and an aggregate production function 
or sectoral production functions would have to be incorporated into the 
model. Thus, an exploration could be made of the possible substitution 
between labour and capital inputs occasioned by monetary impacts, say, a 
change in cost of borrowing. However, due to paucity of data, the 
present model reluctantly leaves untouched the production function or 
supply side of GNP. 
This phenomenon does not in any way undermine the usefulness of the 
study, because the primary objective of the present econometric model is 
For an elaborate discussion on this point, see for instance, W. B. Reddaway, 'The Econoxics-of 
Underdeveloped Countries', The Economic Journal Vol. 73 (1963), pp 1-12; See also V. X-R-V- 
Rao, "Investment, Income and the Kultiplier in an Underdeveloped Economy", The Indian 
Economic Journal, (1952) pp. 52-67. 
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to analyse how the effects of monetary policy actions are transmitted to 
the real sector in the Tanzanian economy. In particular. the present 
model is essentially designed to establish the linkages between 
financial and non-financial variables. 
All the equation of the model are summarised below: 
1. Monetary Sector 
A. Public's Demand for financial assets. 
CUt = ao + ai GNPt* + a2 CUt-1 + a3 DMM3 + Ui 
ai > 0; a2 ) 0; a3 ( 0. 
DDt = bo + bi GNPt-i + b2Mt + b3 DMM12 + U2 (7.2) 
bi ) 0; b2 ) 0; b3 (0- 
DTt = Co + Ci GNPt + C2 RSt + C3 DMMT + U3 (7.3) 
Ci ) 0; C2 ) 0; C3 ) 0. 
DSt = do + di GNPt + d2 Mt + d3 RSt + U4 (7.4) 
di ) 0; d, 1 > 0; d3 ) 0. 
CLt = eo + ei GNPt + e2CLt-i + e3 DMM9 + U5 (7.5) 
ei > 0; e2 ) 0; e3 ( 0. 
B. Commercial Banks' Behaviour 
to +fi Dt + U6 
fi ) 0. 
(7.6) 
REt = go + gi Dt + 92 CLt + 93 RBt + 94 DMM2 + U7 (7.7) 
91 > 0; 92 ( 0; g3 ) 0; g4 ( 0. 
RBt = ho + hi Dt + h2 CLt 4 h3 REt + h4 DMMi + Ug (7.8) 
hi ( 0; h2 ) 0; h3 ) 0; h4 ( 0. 
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Real Sector 
CONSt = io + ii GNPt-i + i2 CONStý 
it > 0; i2 ) 0; 
INVt = jo + it GNPt + i2 RLt + i3 
ji >0; i2 ( 0; i3 
IINt = Ko + Ki CLt + K2 Mt-1 + K3 
Ki > 0; K2 ) 0; K3 
-2+ i3 DMM9 + Ug 
i3 ( 0. 
DMM4 + Ul 0 
( 0. 
DMNi o+ Ui 1 
( 0. 
IMt -2 MI + M1 Xt-I + M2 CLt 4 M3 DMMo + U12 
MI ) 0; M2 ) 0; M3 ( 0. 
3. Some Fiscal Variables. 
TDt = no + ni GNPt-1 + n2 DKN6 + U13 
ni ) 0; n2 ( 0. 
Tlt = po + pl GNPt-i + P2 IMt + p3 DMN7 + U14 
pl > 0; 'P2 ) 0; P3 ( C). 
4. Identities and Definitional Variables. 
GNPt = CONSt + INVt + IINt + Gt + (X - IM) 
Tt = TDt + Tlt 
Dt = DDt + DSt + DTt + ON 
Mt = CUt + DDt 
(7.9) 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
(7.14) 
(7.15) 
(7.16) 
(7.17) 
(7.18) 
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List of Variables 
-Endogenous Variables 
CU Currency held by the public. 
DD Demand deposits held by Commercial Banks and other 
specified Financial Institutions. 
DT Time deposits with Commercial Banks and Specified 
Financial institutions. 
DS Savings deposits with Commercial Banks and Specified 
Financial Institutions. 
CL Bank credits extended to the private sector (Including 
parastatal organisations). 
VC Cash held by Commercial Banks (Vault Cash) 
RE Excess reserves of Commercial Banks 
RB = Commercial Banks borrowings from the Central Bank. 
CONS = Private sector consumption expenditure 
INV Private sector expenditure on gross domestic fixed 
capital formation. 
IIN Increase in inventories and work in progress. 
IM Imports of Goods and services. 
TD Direct taxes. 
TI Indirect taxes. 
GNP Gross National Income at factor cost 
T Total taxes. 
D Total deposits. 
M Money supply (narrowly defined). 
Predetermined variables. 
Cut-1 Currency held by the public lagged one year. 
RS Interest rate on savings deposits held with 
Commercial banks. 
Mt-1 Money supply (Narrowly defined) lagged one year. 
ODt Other deposits held by Commercial banks. 
CONSt-2= Private sector consumption expenditure lagged two 
years. 
RL Interest rate on Commercial banks loans and advances. 
Xt-1 Exports of goods and services lagged one year. 
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G Government expenditure (current plus development 
expenditure). 
DMMi and 
DMM3 - DMM12 Dummy variables standing for the economic shock (i. e. 
domestic and balance of payments crises) which have 
occurred in the Tanzanian economy during the period 
1967-1985; values assigned for each dummy variable 
appear in Appendix B. 
DUMM2 Dummy variable reflecting the effect of requiring 
commercial banks to maintain minimum reserves after 
1978 following the amendment of the BOT Act; The 
variable takes the following values. 
0 for years 1967 - 1977 
1 for years 1978 - 1985 
In the empirical work, the interest rate variables are percentages; for 
instance, an interest rate of 4-1/2% is 4.50. The Tanzania shilling 
variables are in millions of shillings and have all been deflated by the 
implicit GNP price deflator. 9 
The data used in the empirical work and their sources are given in 
Appendix B. 
7.3 Estimation Methods 
The model will be estimated on the basis of annual data with the sample 
period covering the years 1967-1985.10 This constitutes a sample of 19 
annual observations. A sample of nineteen observations is relatively 
small indeed. This phenomenon limits the possibility of obtaining 
meaningful estimates of the structural parameters and this limitation 
has serious implications on the importance which can be attributed to 
9. k1though, deflation by the GNP i"Plicit Price deflator allows for general price effects 
without incorporating relative price effects, it should be noted, that the question of what is the zost appropriate deflator for the different variables resains largely unresolved. 10. Incoze statistics are not available on a quarterly basis in Tanzania and therefore, quarterly data could not be used. 
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the empirical results of the study. The use of a longer sample period 
would provide both a large number of degrees of freedom and variety in 
economic experience. As previously mentioned, it was not possible to 
utilise statistical data for the period prior to 1966 because data on 
money supply was available only for the whole of East Africa as a 
region. It was impossible to discern figures for the Tanzanian sector 
or any other individual country. 
The model has 18 endogenous variables and there are an equal number of 
equations (14 behavioural and 4 identities). Most of the equations are 
estimated in linear form because this form is not only easy to 
manipulate but provides good approximation of other forms of 
relationships within a reasonable range. In the exploratory work, both 
linear and non-linear relations were tried. In all but two occasions 
the linear formulation was found to be superior to the non-linear 
equation. However, in the equations reflecting public demand for demand 
deposits and commercial banks demand for vault cash, estimates of the 
logarithmic functional form were found to be superior to the simpler 
linear equation. The log-linear functional form was, therefore, adopted 
for these two behavioural relationships. This, however, may pose 
problems relating to identification because standard identification 
conditions apply only to linear relationships. In this regard, F. 
Fisher" has extended the standard conditions of identifiability by 
formulating criteria in terms of parameter restrictions of the rank 
condition type for the purpose of identifying structural equations which 
are linear in the parameters but not the variables. In terms of these 
criteria each of the two equations of the present econometric model 
appears to be appropriately identified. 
In the process of estimating the model, each equation was specified on 
the basis guided by economic theory. For each structural equation, 
various forms of specification are examined and economic theory is used 
to support the different specification of each equation. More 
specifically, the equations of the monetary sector reflecting commercial 
banks and public's demand for financial assets are based on the theory 
of portfolio choice while the equations of the real sector are based on 
1. FIsher, 'Identifiability Criteria in Non-Linear Systems", Bconometrica, (1961), pp 574- 
598. 
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macroeconomic theory. 12 In principle, the process of estimating the 
model would appear to be somewhat simple. In practice, however, macro- 
statistical modelling in the context of the Tanzanian economy,, as 
elsewhere among countries in the Sub-Saharan region of Africa, is 
extremely difficult and may be suitably likened to a ship sailing on the 
unchartered high seas. 
In the initial investigation process of choosing the best specification 
of each structural relationship, the equations were estimated by 
Ordinary Least Squares (hereafter, OLS) and Cochrane-Orcutt iterative 
techniques (hereafter CORC). In view of the simultaneous nature of 
these structural equations, the more sophisticated estimation techniques 
such as the Two-Stage Least-Squares method will be utilised later in 
Chapter 8. Non-seasonal dummy variables have been employed in the model 
to capture the effects of either policy shifts or economic difficulties 
experienced by the country during the period under study. 
It should be noted here that, owing to the various statistical 
difficulties, interpretation of the estimates presented in this study is 
liable to the following reservations: multicollinearity of the 
explanatory variables, the presence of lagged endogenous variables in 
some of the equations and the familiar problems associated with the 
estimation of a system of simultaneous relationships. 
Multicollinearity arises in the structural equations when some of the 
explanatory variables are highly intercorrelated. The consequence of 
multicollinearity is that it is difficult, if not impossible to 
disentangle the separate influence of the different Untercorrelated) 
explanatory variables and obtain reasonably precise estimates of their 
relative effects on the dependent variable. 13 In order to avoid, 
whenever possible, the use of highly intercorrelated variables in the 
same relationship, the procedure followed in this study has been to use 
proxy or composite measures of the highly collinear variables. This, of 
course, requires special attention when interpreting the coefficients of 
12. See P. Hendershott, "Recent Developient of the Financial Sector of Econoiletric models", Journal of Finance (March, 1968), pp 41-65. 
13. See for instance, Robert S. Pindyck and David L. Rubinfield Econowetric Models and EConollic Forecasts, Second Edition (McGraw-Hill, 1981) pp 87-90. 
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the variables actually used in the corresponding relations. Structural 
equations in which this procedure was employed will be specially 
mentioned below in the relevant sections. 
Some of the behavioural relationships of the model include lagged values 
of the dependent variable on the right-hand side of the equations. This 
serves to dynamize the model. However, the presence of the lagged 
values of the dependent variable on the RHS of a relation has several 
important consequences. Firstly, it can be demonstrated that the use of 
least squares estimates, when the assumption of independence between 
disturbance term and explanatory variables is violated, yields biased 
estimates. 14 These estimates are, however, consistent estimates if the 
error term follows a normal distribution. 15 If however, the 
disturbances are autocorrelated, then application of least-squares 
yields estimates which are both biased and inconsistent. Moreover, it 
has been shown that in the presence of lagged values of the dependent 
variable among the explanatory variables of an equation, the Durbin- 
Watson statistic is biased towards the acceptance of the hypothesis of 
serially independent disturbances. 16 This aspect, together with the 
small sample size of the present study call for particular care in 
interpreting the corresponding empirical results because the apparent 
lack of serial correlation may be misleading. 
As previously mentioned, the simultaneous nature of the economic 
relations gives rise to two important problems. Firstly, the 
application of the ordinary-least-squares method to an equation which 
contains an endogenous variable among the explanatory variables, yields 
estimates which are biased and inconsistent. Therefore, a more 
sophisticated method should be used for the estimation of an equation 
belonging to a simultaneous-equation system. Thus, in addition to OLS 
estimates, all the structural relationships in the present study, have 
also been estimated with the Theill's Two-Stage Least Squares (hereafter 
2SLS) method of estimation which does yield consistent estimates of the 
11. See for instance, G. S. Kaddala, Lconotetrics, KcGraw-Hill (1977), pp. 111-118. 
15. The least-squares estiiates zay however, be seriously biased if the nuRber of observations is 
small. That is under this circuRstances, consistency is not of Ruch Value. 16. K. Nerlove and LF. Wallis, "Use of the Durbin-Watson Statistic in Inappropriate Situations' 
Econoietrica (1966). 
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structural parameters of relationships of simultaneous nature. 17 
The use of simultaneous-equation systems has also another important 
implication, with respect to the applicability of the single-equation 
statistical criteria used to evaluate the estimates. In particular, the 
standard statistical tests used to evaluate single-equation models are 
not directly applicable to structural estimates. 18 However, the need 
for establishing a systematic method of evaluating the results and the 
lack of alternative statistical criteria dictated the use of the 
familiar regression criteria, that is, standard errors of the estimated 
coefficients, the squared coefficient of multiple correlation (corrected 
for degrees of freedom), R-2, and the Durbin-Watson DW statistics. A 10 
per cent level of significance was set for the coefficients to be 
considered as statistically significant in the estimate. Therefore, in 
those cases where the signs of the coefficients were found to be in 
accordance with priori specification of the model, a one-tail t-test was 
applied to determine the level of statistical significance. Those 
variables with insignificant coefficients were dropped out from the 
relationship and the equations were re-estimated. The remaining 
sections of this chapter will present the specification and estimation 
of structural equations together with a detailed explanation of the 
selection of the variables included in the relationships. t-values of 
the coefficients are shown in parentheses below each coefficient. R-2, 
DW-Statistic and standard error of the regression, SEE, are also given 
for each equation. 
As previously mentioned, the data used to estimate the model, together 
with the description of their sources is given in Appendix B. 
7.4 The Monetary Sector 
This section examines the financial behaviour of the public and the 
Commercial banks. It contains eight behavioural equations which will be 
analysed separately in the following sub-sections. 
17. See for instance, J. 1. Johnston, Econgetrics, Third Edition, mcGrav-Hill, 11963) Chapter 9. 
18. See C. Christ (1966) op. cit. pp. 513. 
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7.4.1. Publics Demand for Financial Assets 
The public's demand for monetary assets consists of the demand for 
currency, demand deposits, time deposits, savings deposits and bank 
credit. The demand equations for the first two monetary assets (i. e. 
demand for currency and demand deposits) were specified and estimated in 
Chapter 5. Therefore, this sub-section will only examine public's 
demand for savings and time deposits and demand for bank credit. 
The Demand for Savinas Deposits 
The approach in the literature, in specifying asset demand equations of 
the public, has been to develop a basic framework underlined by the 
following three principal behavioural assumptions: 
(a) Desired relationships between the different assets of public's 
asset portfolio and interest rates, 
(b) Partial adjustment between actual and desired portfolio 
composition, and 
(c) Constraints impinging on publics' portfolio composition. 12 
In accordance with this framework, the public's demand for bank deposits 
is taken to depend on bank deposits own interest rates, on interest 
rates on competing assets, on a wealth constraint (income or permanent 
income), and on the dependent variable lagged one period in case actual 
holdings of assets adjust partially to desired holdings. 
Specifications of the above form have been tested with both UK and US 
data and have produced satisfactory empirical results. For instance, W. 
Norton, 20 has estimated a demand equation for time deposits with 
quarterly seasonally unadjusted data for the UK covering the period 
1955-1966 in which permanent income, the bank rate (to which the time 
19. See for instance, I. H. Meltzer, 'The Dezana for Money: Evidence froi The Series,, op. cit. 
See also R. L. Teigin, 'Dezand and Supply functions for Money in the US; Soze Structural 
Estiliates, cit. op. and Frank De Leeuv, 'The Deitand for Money: Speed of idjustient, 
Interest Rate and fealth" in Monetary Processes_. and Policy: A sylposiul, G. Horvich , ed. Holievood, 111, (1967) pp. 167-86. 
20. V. Norton (1967), op. cit. 
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deposits rate is tied by convention in UK) and the dependent variable 
lagged one period appear as explanatory variables. Some of his earlier 
experiments incorporated interest rates on competing assets Me.. 
treasury bills and National savings) and different measures of the 
expected rate of change in prices, but yielded unsuccessful results. 
These variables were, in consequence dropped from his estimating 
equations which ultimately, took the following form 
ADT = -92.543 + 0.059 YP + 28.205rd - 0.124DT 
(0.027) (6.597) (0.068)-l 
R-2 0.586 
VN 2.030 
Where YP is permanent income and rd is the bank rate. Two of the 
explanatory variables in the above equation are significant by the usual 
single equation significance test and there is no indication of 
autocorrellation in the residuals. The size of the coefficients of the 
lagged stock variable suggests slow adjustment of actual to desired 
holdings but the coefficient is statistically insignificant at the one 
per cent level of significance. 
Crouch 21 has also estimated a time-deposits-demand equation for the UK 
using quarterly seasonally unadjusted data for the period 1954-1965. He 
uses current income as the wealth variable and finds significant 
(negative) effects of interest rates on competing assets ie. Treasury 
bills. However, the inclusion of the dependent variable lagged one 
period resulted in an usually large coefficient on this variable (0.93) 
and in addition made all the other explanatory variables insignificant. 
Therefore, Crouch does not incorporate a partial adjustment mechanism in 
his formulation. His Two-Stage Least-Squares estimates obtained were as 
follows: 
DT = -4.49 - 424.8 ri + 0.145Y + 419.8ro 
(150.5) (0-009) (159.2) 
R2 0.951 
d 2.00 
21. R. L. Crouch, (1967), op. cit. pp. 407-111. 
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Where ri is the Treasury bill rate and ro is the bank rate. 
Results which are similar to those obtained for the UK are reported from 
research studies conducted in the US. For instance, De Leeuw, in his 
estimation of a time-deposits demand relation for the Brookings 
Quarterly Econometric Model of the US, reports a variety of results 
which show that in a specification which is homogeneous of degree one in 
permanent income, four explanatory variables; the yield on commercial 
bank time deposits, the interest rate on three-month US Treasury Bills, 
the lagged dependent variable and an income variable - produce 
significant and appropriately signed coefficients and explain a good 
deal of the movement in the dependent variable. 22 However, his results 
seem to suffer from positive autocorrelation in the residuals. 
In a specification which incorporated the Teigen multiplicative interest 
rate model within a partial stock adjustment framework, Goldfeld also 
estimated a time deposits demand equation using US data. His empirical 
results using quarterly seasonally unadjusted data covering the period 
1950-1962 were reported as follows: 
ADT = 1.124 + 0.076 Y-i + 0.016rT Yj. 059reYj. 077T-i 
(0.032) (0.008) (0.013) (0.055) 
R2 0.615 
d 1.36 
Where rT is the rate of interest on time deposits and re is a measure of 
the expected yield on longer-term Government securities. Three 
explanatory variables in the above equations are statistically 
significant at the one per cent level of significance and the 
coefficient of the lagged stock variable suggests slow adjustment 
between actual and the desired holdings. This coefficient is not, 
however, statistically significant. 
In the light of the foregoing analysis, one would expect that an 
empirical investigation of the public's demand for time and savings 
deposits in Tanzania should not yield results substantially different 
from those reported above. However, it is important to distinguish the 
22. Frank de Leeuw, (1965), op. cit. pp. 492-191. 
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effects of two characteristics relating to the Tanzanian financial 
system which was outlined in Chapter 3. Firstly, it will be recalled 
that the two assets discussed above are not in all respects alike. 
While time deposits do not basically differ from the corresponding 
concept in advanced countries, savings deposits have the additional 
characteristic of being withdrawable on demand in Tanzania. The 
attribute of immediate liquidation without incurring any tangible 
transaction costs on the part of the holder, renders the demand for this 
asset quite sensitive to those changes in the price level which, valued 
against past experience, could generate expectations of inflationary 
movements in the future. Secondly, recalling earlier discussions with 
respect to the virtual absence of capital markets, it seems as though 
private and Government securities will act, only as poor substitutes for 
time and savings deposits in publics' asset portfolio compositions. 
Therefore, movements in the Government bond rate would cause no 
significant substitution between Government bonds and bank deposits, a 
fact which would show up in the insignificance of the bond rate when 
included in demand equations for time or savings deposits. Moreover, 
precisely owing to this lack of alternative financial assets, variations 
even in own-rates should not exert important influence upon the publics, 
demand for bank deposits. 
In the exploratory work using Tanzanian data, experiments with the 
savings demand equation incorporating the partial stock adjustment model 
yielded poor results. The coefficient of the lagged dependent variable 
produced a negative sign and was statistically insignificant. This may 
be due to the fact that annual data were used but the same result was 
obtained in different other versions of the basic framework discussed 
above. 
Table 7.1 presents some of the estimates of the publics' demand for 
savings deposits. 
Equation 7.1.1. relates savings deposits to the principal variables 
which as suggested above should affect the publics' demand for savings 
deposits. That is, Gross national income, their own interest rate and 
the interest rate on the closest substitute Ue. time deposits). All 
the variables enter the equation with the expected signs. However,. the 
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coefficient of the interest rate on time deposit variable is- 
statistically insignificant at the 5 per cent level of significance. It 
was suspected that this result might be due to the presence of 
multicollinearity because the two interest rates included in the 
equation were highly intercorrelated. 23 In seeking to mitigate the 
effect of intercorrelation between the two explanatory variables, in 
equation 7.1.2. the demand for savings deposits was expressed as a 
function of income and savings deposits own interest rate. The result 
shows that the coefficient for both explanatory variables are highly 
significant at 1 per cent significance level and bear the correct signs. 
However, the equation leaves something to be desired because the overall 
explanatory power of the equation as measured by the multiple 
correlation coefficient, R-2 - adjusted for degrees of freedom has 
declined from 0.9033 to 0.8854. Similarly, the Durbin-Watson DW 
Statistic has fallen from 1.70 to 1.45. In another equation, demand for 
savings deposits was expressed as a function of gross national income 
and the interest rate on time deposits. The result as seen in equation 
7.1.3. indicate that the coefficient of the interest rate on time 
deposit variable is statistically significant at 1 per cent significance 
level but has a positive sign. In addition, the overall explanatory 
power of the equation (R-2 = 0.5256) has declined substantially. The 
Durbin-Watson statistic (DW = 0.59) also indicates that the hypothesis 
of no serial correlation in the residuals is not rejected at the 1% 
level of significance. 24 In consequence, the interest rate on time 
deposit variable was dropped from the equation. The degree of 
monetization variable was introduced in equation 7.1.4 as an 
explanatory variable of the demand function for savings deposits. The 
coefficient of the income and savings deposits own interest rate 
variables are both statistically significant at the 1 per cent level of 
significance and have signs in accord with a priori expectations. 
However, the coefficient for the degree of monetization bears a negative 
sign and is statistically insignificant even at 10 per cent level of 
significance. In equation 7.1.5, money supply was included as an 
explanatory variable together with income, savings deposits own interest 
23. The zero-order correlation coefficient between IS and IT was 0.7897. 
21. The lower and upper bounds, dL and do, given by Durbin and Vatson at the 1 per cent level of 
significance in the case of 19 observations and two explanatory variables, are 0.93 and 1.13 
respectively. 
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rate and the variable for the degree of monetization. It is seen that 
the coefficients for the first three explanatory variables are 
statistically significant and bear the correct signs but the coefficient 
for the degree of monetization remains insignificant although it has the 
correct positive sign. Therefore, -the degree of monetization variable 
was dropped from the equation. In another relatively simpler equation, 
the publics' demand for savings deposits was expressed as a function of 
income and the variable for the rate of inflation. Both variables in 
equation 7.1.7 are statistically significant but the sign for the 
coefficient of the rate of inflation variable is positive. 25 
Estimate 7.1.8 relates savings deposits to income, money supply and 
savings deposits own interest rate variable. The improvement in the 
equation is obvious. The coefficients of all the three explanatory 
variables are statistically significant at the one per cent level of 
significance and their signs are in accord with priori expectations. 
The overall explanatory power of the equation as measured by the 
multiple correlation coefficient (R-2 0.9561) has improved 
substantially. Moreover, the value of the Durbin-Watson DW statistic 
indicates, as one would expect, that the residuals contain no element of 
systematic variation. The corresponding log-linear function of the 
above equation is represented by estimate 7.1.9. The log-linear 
function seems to perform worse than its corresponding linear function. 
Equation 7.1.9 yields relatively smaller coefficients for all the three 
explanatory variables and significantly low Durbin-Watson DW statistic. 
Therefore, the estimate of equation 7.1.8 will be chosen for including 
in aggregate model. 
25. In accordance with the literature in specifying asset deiand equations, the coefficient for 
the rate of inflation variable is expected to bear a negative sign. It is, however, not 
surprising that in the context of the Tanzanian econoiy, the coefficient for this variable 
bears a positive sign in the savings deposits equation. The explanation for this phemenon 
lies in the fact that the rate of inflation in Tanzania does not lead to substitution between 
financial and real assets as postulated in the standard econolic theory. In fact, it would 
appear that in the face of inflationary pressures which is often associated with widespread 
shortages of basic food stuff and other essentials, there is a tendency aliong the general 
public to hoard currency in order, inter alia, to zeet at short notice the purchase of the 
available consuter goods. The possibility of substitution between financial and real assets 
is, of course, further lizited by the virtual absence of ioney and capital iarkets as 
perceived in the advanced industrial econoiies. 
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(ii) The Demand For Time_Deposits 
Table 7.2 presents empirical results on publics' demand for time 
deposits. As in the case of demand for savings deposits, the first 
equation (i. e. 7.2.1) relates time deposits to the principal explanatory 
variables, that is, their own interest rate, the interest rate on the 
closest substitute (i. e. savings deposits) and income. All the three 
explanatory variables yielded statistically significant coefficients. 
However, the coefficient of the interest rate on time deposits has a 
negative sign while the interest rate on savings deposits is positively 
signed. As previously mentioned, the conflicting signs of the two 
interest rates variables when included in the same regression equation 
is attributed to the problem of multicollinearity. Thus, it will be 
seen from equation 7.2.2 and 7.2.3 that when the two interest rate 
variables are paired separately with income as explanatory variables of 
the publics' demand for time deposits both of them yield significant 
coefficients which are positively signed. While the positive sign of 
their own interest rate in equation 7.2.2 is indeed in accord with 
priori expectations, it is important to provide an explanation for the 
positive sign of the savings deposits interest rate variable in equation 
7.2.3. In accordance with the basic framework of asset demand 
relationships presented earlier, the coefficient of the savings deposit 
interest rate variable when regressed against time deposits is expected 
to yield a negative sign. This would imply that when the interest rate 
on savings deposits rises, the level of time deposits would fall because 
of the resulting substitution from time deposits to savings deposits. 
Similarly, when the interest rate on time deposits rises, it would 
produce substitution from savings deposits to time deposits. While 
substitution between financial assets caused by variation in their 
yields is the corner-stone of the Keynesian liquidity preference 
analysis 26 and has been verified empirically in the context of the 
advanced industrial economies with a variety of financial assets and 
highly sophisticated money and capital markets, the lack of such markets 
and their attributes in the case of Tanzania rules out the possibility 
of substitution between financial assets. However, on the basis of 
empirical results obtained in equations 7.2.2 and 7.2.3, it should 
26. See 1. Leijonhufvud, On Keynesian Econolics anj the Econolics of Keynes, op. cit. 
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appear that an increase in the level of both interest rates (i. e. 
interest rate on time deposits and interest rate on savings deposits) 
determine the publics' demand for banks deposits in Tanzania. 27 
However, this conclusion does not account for the considerable 
difference in the statistical significance of the two interest rate 
variables in equations 7.2.2 and 7.2.3. It is seen from equation 7.2.3 
that the coefficient of the interest rate on savings deposits is 
relatively highly significant - about three times that of the time 
deposits interest rate variable. This difference is attributed to the 
fact that during the study period 1967-1985, the interest rate on 
savings deposits was altered more frequently than the time deposits 
interest rates. In particular, an examination of time series on both 
variables indicate that between 1967-1985, savings deposit interest 
rates were altered 6 times while time deposits interest rates were 
altered only 3 times. This might suggest that during the study period, 
the relative frequent variation of interest rate on savings deposits 
played an important role in determining the increase in bank deposits. 
In the light of the foregoing analysis, it s interesting to examine in 
some detail the results of equations 7.2.2 and 7.2.3. Estimate 7.2.2 
yields poor statistical results with the overall explanatory power of 
the regression equation (R-2 = 0.3884) being considerably low together 
with the Durbin-Watson Statistic (DW = 0.565) indicating autocorrelation 
in the residuals. 28 However, the results of equation 7.2.3 in which 
time deposits are regressed against income and interest rate of savings 
deposit show considerable statistical improvement. The coefficients of 
the two explanatory variables are highly significant and the multiple 
correlation coefficient (R-2 = 0.8753) is higher than in equation 7.2.2. 
Moreover, this specification yields the DW statistic (DW = 1.44) which 
indicates no autocorrelation in the residuals. The log-linear results 
of the above estimate are presented in equation 7.2.4. It is seen that 
27. The elpirical evidence which show that variations in the level of interest rates deterline 
publics' deiand for bank deposits, apparently conflicts with the faliliar argulent along 
politicians and even sole econovists who often argued that bank deposits in Tanzania are only 
deterzined by increasing the level of gross national incoie and the expansion of banking 
services in rural areas. See for instance, Tanzania : Twenty Years of Independence, A 
Review of Political and Econovic Perforiance, op. cit. pp. 163. 
28. The lover and upper bounds, dL and do, given by Durbin and Watson at the 1% level of 
significance, in the case of 19 observations and two explanatory variables are 0.83 and 1.13 
respectively. 
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equation 7.2.4 yields relatively small coefficients and the R-2 
coefficient is also reduced significantly. This suggests that the 
publics demand for time deposits is a linear relationship. 
In seeking to improve results obtained in equation 7.2.3, several other 
explanatory variables were introduced in the equation for time deposits. 
Four results in this case should the particularly mentioned. Estimate 
7.2.5 relates time deposits to income and the proxy for the rate of 
inflation variable. The coefficient of the rate of inflation variable 
is statistically significant at 1 percent significance level but the 
income coefficient is insignificant. This result is similar to estimate 
7.2.6 in which the income coefficient is insignificant while the other 
two explanatory variables are significant at 1 per cent. level of 
significance. Estimates 7.2.7 and 7.2.8 have also yielded statistical 
results which are poor compared to equation 7.2.3. However the results 
of the latter equation are improved significantly by introducing a dummy 
variable (DMMT) for economic shocks experienced in the country during 
the period 1967-1985. The results obtained when this variable was 
introduced are reported in equation (7.2.9). The explanatory power of 
the equation (R-2 = . 9060) is improved remarkably. The DW statistic 
also has improved. Moreover, the coefficients of all the explanatory 
variables are statistically significant at the 1% probability level and 
their signs are consistent with the expectations. Of particular 
interest is the fact that the coefficient of the dummy variable bears a 
positive sign. This is in accord with a priori expectations because 
time deposits in Tanzania are largely held by the business sector and 
such balances tend to increase during balance of payments crises when 
foreign exchange made available to the business sector is reduced 
dramatically. In'order to optimise their T. Shillings balances, the 
business sector tend to shift their preference from holding demand 
deposits to time deposits which earn some interest. Thus, the 
coefficient of the dummy variable in equation (7.2.9) being positive is 
indeed in accord with expectations. In view of these results, estimate 
7.2.9 is chosen for inclusion in the aggregate model. 
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(iii) The Demand for Commercial Bank Loans and Advances 
In the case of developed economies, the credit market, as any other 
market, is governed by demand and supply forces. The interaction of 
these forces determines the price and volume of bank loans and advances. 
In consequence, two separate specifications, one for the demand and one 
for the supply side of the credit market, are usually included in 
monetary econometric models. 29 On the demand side, the demand for bank 
loans is usually taken to depend on the interest rate on such loans, the 
interest rates on other types of debt, inventory investment, fixed 
investment, and different measures of the internal liquidity of 
corporate institutions. On the supply side, one specification is that 
which assumes that the interest rate settles at a level which eliminates 
excess demand or supply in the market for bank credit. In this 
specification, the dependent variable becomes not the volume of loans 
but the rate of interest on such loans which is taken to depend on the 
demand for commercial bank loans, on interest rates on competing assets 
in banks' portfolio composition, on expectations, and sometimes, on the 
capacity of the banking system to meet loan requests. Such supply 
formulation is consistent with the traditional view of the operation of 
monetary policy described by the following sequence of events. In the 
first place, open market sales of Government securities reduce the price 
of these securities and induce the public to substitute Government 
securities for money in their portfolios. This affects commercial bank 
liquidity by reducing excess reserves. The fall in excess reserves 
causes banks to raise interest rates on bank loans and the supply of 
bank credit is accordingly reduced. This in turn, brings about a 
reduction in the total expenditure in the economy. 
It will be recalled from earlier discussion, that in the case of 
Tanzania, interest rates on commercial bank loans and advances are fixed 
by the central bank. Accordingly, the present study assumes that at 
these exogenously determined interest rates, commercial banks meet the 
publics' requests for loans and advances. The Supply relationship is in 
consequence, dropped from the model. However, to assume that in no 
single case borrowers were off their demand curve for loans and advances 
29. See for instance, De Leeuw, (1965), op. cit. 
312 
during the period under review would be an over-simplification. It has 
already been established in Chapter 4, at least in general qualitative 
terms, that monetary tightness or easiness did affect commercial banks' 
behaviour particularly in regard to variations in level of loans and 
advances. Exogenous determination of loan rates did, of course, deprive 
the commercial banks from resorting to the price mechanism i. e. changes 
in interest rates and let the changed prices do the clearing of the loan 
market. Nevertheless, much of the adjustment of the market for bank 
loans to changes in supply and demand conditions takes the. form of 
variation in the strictness of non-price rationing of credit. More 
specifically, in Tanzania as elsewhere in the LDC's, a loan decision has 
two aspects for commercial bankers: the price and non-price aspect. 
The non-price aspect includes standard of credit worthiness, maturity of 
loan, the size of the loan, the purpose of the loan and the different 
types of collaterals associated with the loan. In periods of credit 
tightness and with an outside regulated price mechanism it is only 
natural to expect the commercial banker to resort to the non-price 
aspect of loan decisions to help him to do the rationing of credit. In 
view of this, the price loans (the exogenously determined loan rate) 
will not reflect changing market conditions and when included in the 
publics' demand function for loans, it will be an inadequate indicator 
of market forces. 30 However, the difficulty is that one cannot deal 
easily with this matter empirically. Non-price elements of the loan 
market are very difficult to quantify. 
Before presenting empirical results of the publics' demand for bank 
credit in Tanzania, there are two studies which were carried out in 
advanced countries but have included demand functions with some aspects 
of particular interest to this study. Firstly, Norton, 31 in his 
structural study of the monetary sector of the UK assumed that for the 
30. The 'Availability Doctrine" and the view that the adjustient of the larket for bank loans ]Jay take the fori of variations in the structures of non-price rationing of credit has attracted 
iany econosists. See for instance, I. Scott, 'The Availability Doctrine: Theoretical 
underpinnings", Review of Bconosics and Statistics (1957) pp. 41-48; D, Hodgian, 'Credit 
Risk and Credit Rationing, QJI (1961) pp. 319-29; and J. Kareken, 'Lenders Preferences, 
Credit Rationing, and the Effectiveness of Konetary Policy", Review of Econolics and Statistics (1957), pp. 292-302. 
31.1. Norton, (1967), op. cit. pp. 111. 
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period under his study, and due to the conventional link of the loan 
rate to the bank rate, advances had been essentially demand determined. 
However, he used the term demand determined in a special sense because 
he further assumed that the publics' demand had at times been modified 
by their knowledge of the existence of official requests to restrict the 
level of advances. In order to incorporate this in his model, he 
utilised a dummy variable which took the value of unity when requests 
were in operation and zero when they were not. The inclusion of this 
dummy variable in the publics' demand equation for advances purported to 
reflect the view that requests had resulted in a particular type of non- 
price rationing of advances. By postulating a stock-adjustment model 
and introducing permanent income, inventory investment, consumption, 
current disposable income and a number of interest rates as the basic 
determinants of the publics' demand for advances, Norton carried out 
several experiments using quarterly unadjusted data for the period 1955- 
1966. The final OLS estimates were as follows 
, 
4CL = 210.6 + 0.305YP-16.732rb - 93.964 d+0.503AK 
(0.072) (8.805) (19.609) (0.181) 
0.350CD - 0.308Yd - 0.070CL-1 
(0.274) (0.090) (0.041) 
R- 2 0.875 
VN 2.001 
Wh I en CL is bank loans and advances, YP is permanent income, rb is the 
bank rate, d is the dummy variable, &K is the inventory investment, CD 
is expenditure on consumer durables and Yd is personal disposable 
income. This result is statistically satisfactory and the dummy 
variable yields a highly significant coefficient bearing the correct 
sign. 
Another study of interest is Goldfeld's study of the US financial 
sector. 32 In a stock-adjustment model, Goldfeld introduced income, 
inventory investment, and several interest rates as the basic 
determinants of the publics' demand for industrial and commercial loans 
and advances. However, in order to capture some of the probable non- 
price elements of the set of loan terms, he included in his specifi- 
32. Stephen N. Goldfeld, (1966), op. cit. pp. 162. 
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cation a potential demand deposit variable D. The variable was defined 
as the difference between unborrowed cash reserves and the reserves 
required by the current volume of time deposits multiplied by the 
reciprocal of the required reserve ratio on ' demand deposits. 
Experimenting with the above specification and using quarterly 
seasonally unadjusted data for the period 1950-1962, Goldfeld obtained 
the following Two-Stage Least Squares estimates: 
, &CL = -2.398 + 0.081 
(Y- K) + 0.448AK - 0.320 (rel - ra) 
(0.02) (0.08) (0.17) 
0.162AD - 0.157 CL-1 
(0.04) (0.02) 
R- 2 0.735 
d 1.91 
Where C1 is commercial and industrial loans by Federal reserve member 
banks, K is manufacturers' invetory investment, rel is an average 
interest rate on short-term bank loans, Y is Gross national product, and 
ra is the treasury bill rate. 
on the basis of the above equation, the potential deposit variable is 
statistically significant and yields a positive coefficient. Goldfeld 
interpreted this as reflecting an availability effect. That is, D 
captures some of the non-price elements of the set of loan terms. 
Therefore, when monetary policy is tight (small positive or perhaps 
negative D) and non-price rationing may be taking place, loan demand 
will be lower than when there is an easy credit policy. It is generally 
accepted that variations in the demand for bank loans result mainly from 
changes in inventory investment, equipment requirements, rates of 
interest on bank loans, and rates of interest on alternative forms of 
finance. In the Tanzanian situation, fixed investment requirements 
should be expected to play an important role in loans demand, owing both 
to the particular policy adopted and to the importance of the banking 
system in participating in long-term finance in the economy. In 
contrast, interest rates on alternative forms of finance are not 
expected to play a significant role in determining variation in publics' 
demand for loans and advances. 
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The empirical results of publics' demand for bank credit in Tanzania are 
presented in Table 7.3 
Equation 7.3.1 includes some of the variables which were anticipated 
previously as the main determinants of the demand function for 
commercial bank loans and advances. It is seen that the coefficient for 
both money supply and imports are statistically significant and bear the 
correct signs. However, the interest rate on commercial bank loans and 
advances yields a positively signed but significant coefficient. The 
inclusion of the bond rate in equation 7.3.2. does not improve the 
result and the coefficient for the interest rate variable becomes 
statistically insignificant and again its sign being positive. In 
equation 7.3.3 the utilisation of an interest rate differential variable 
(RL - RT) yields a statistically significant coefficient, but again 
its 
sign is not in accord with priori expectations. These results imply 
that the interest rate variable does not determine publics' demand for 
commercial bank loans and advances. Therefore, the interest rate 
variable was dropped from the equation. 
It is expected that borrowed reserves may play an important role in the 
demand for commercial bank loans and advances. This would call for 
inclusion of the variable for commercial banks' borrowings from the 
central bank in the loan demand equation. This is represented in 
equations 7.3.4 and 7.3.5. it is seen that in both equations, the 
coefficient for borrowed reserves variable is statistically 
insignificant though the sign is in accord with priori expectations. It 
was, therefore, decided to drop this variable from the loan demand 
equation. 
Another factor which affects the demand for bank credit is investment 
demand. The incorporation of the investment variable in the loan demand 
equation yielded poor results. equations 7.3.6 and 7.3.7 show that the 
investment variable is statistically insignificant. Moreover, its 
coefficients yield different signs in- the two equations. It is 
possible, therefore, that the level of investment does not determine the 
demand for commercial bank credit in the Tanzanian economy. 
317 
The incorporation of the stock-adjustment mechanism in the loan demand 
equation yielded considerably improved estimates. Thus, equation 7.3.8 
relates commercial bank loans and advances as a function of gross 
national income, the lagged dependent variable, CLt-i, and a dummy 
variable for economic shocks (DMM9). It is seen that all the three 
explanatory variables are significant at 1 per cent level of 
significance and have signs in accord with the expectations. The 
explanatory power of the equation, as reflected in the value of the R-2 
coefficient is considerably high (R-2 = 0.9165) implying that more than 
91% of the variation in bank credit is determined by the three 
explanatory variables. The Durbin-Watson Statistic (DW = 1.544) is also 
statistically high which implies that the hypothesis of no serial 
correlation in the residuals may hold true. 33 
The corresponding log-linear result of equation 7.3.8 are presented in 
equation 7.3.9. It is seen that the size of the coefficients of the 
income variable is reduced significantly. The Durbin-Watson statistic 
is also reduced to 1.516. It would appear, therefore, that the demand 
for bank credit equation is a linear relationship. Thus, equation 7.3.8 
is chosen for inclusion in the aggregate model. 
7.4.2 Commercial banks' behaviour 
The analysis of the commercial banks, behaviour involves essentially a 
study of their asset portfolio. A typical commercial bank holds a large 
number of different assets in its portfolio composition. Each asset has 
a unique set of characteristics; for example, its liquidity, 
marketability, predictability of return, risk, taxability etc. Loans 
and advances are the most important assets in the commercial banks' 
portfolio. This asset has been considered in the preceding section. 
Three behavioural equations are considered under the analysis of the 
commercial banks' behaviour; namely, the demand for excess reserves, 
borrowed reserves and vault cash. The demand for excess reserves and 
borrowed reserves were specified and estimated in Chapter 6. Therefore, 
this section will only examine the equation for commercial banks 
33. The lower and upper bounds, dL and do, given by Durbin and Watson at the 1% significance 
level, in the case of 19 observations and three explanatory variables, are 0.83 and 1.26 
respectively. 
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willingness to hold vault cash. It must be pointed out that an equation 
for holdings of Government securities is not considered here because, as 
previously mentioned, such assets are allocated on quota basis by the 
Government. 
Demand for vault cash 
Holding an asset in the form of cash implies a return foregone, but it 
is necessary for banks in order to meet the needs of day-to-day 
withdrawals by customers. It is, therefore, expected that cash held by 
the banks depends largely upon the level of deposits. As in the case of 
other asset demand equations, the second explanatory variable is the 
previous periods vault cash. The interpretation of one period lagged 
dependent variable of vault cash is that there is normally a discrepancy 
between actual and desired stock outstanding, i. e. a stock-adjustment 
model. A rise in the lending rate may lead the banks to economise on 
their cash holdings which do not earn any interest. Accordingly, the 
demand for vault cash equations is specified as follows: 
VC 'ý 
fO + fl VCt-1 + f2D + f3 RL 
Table 7.4 presents a summary of empirical results of the demand 
equations for vault cash. Equation 7.4.1 which relates vault cash to 
deposits, lagged dependent variable and interest rate on bank credits 
indicates that the coefficient for the deposits variable is significant 
at 5 per cent level of significance and is appropriately signed. 'The 
coefficient for the lagged variables is insignificant but bears the 
correct sign while the coefficient for interest rate variable is 
insignificant and has a positive sign. As previously mentioned, it was 
not surprising that the interest rate variable was insignificant and 
therefore it was dropped from the equation. In equation 7.4.2 the 
interest rate variables was replaced by a proxy for the rate of 
inflation. However, the rate of inflation variable also yielded a 
statistically insignificant coefficient and again the sign is not in 
accord with prior expectations. Equations 7.4.3 relates vault cash to 
deposits and the lagged variable. It is seen that the inclusion of the 
dependent variable lagged one period resulted in an insignificant 
coefficient. Therefore, a partial stock adjustment mechanism was 
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dropped from the equation of the demand for vault cash. In a 
specification which included deposits as the only explanatory variable 
for the demand equation for vault cash, results obtained for a linear 
relationship are presented in equation 7.4.4. The coefficient for the 
deposits variable is statistically significant at the 1% level of 
significance. However, the overall explanatory power (R-2 = 0.5778) of 
the equation is rather low. The corresponding log-linear results of the 
above equation are presented-in equation 7.4.5. The improvement in the 
equation is substantial. The coefficient of the deposits variable is 
highly significant at the one percent level of significance and the sign 
is in accord with expectations. The explanatory power (R-2 = 0.7263) of 
the equation has also improved significantly. Moreover, the value of 
the Durbin-Watson DW-statistic is slightly higher and indicates that the 
residuals contain no element of systematic variation. 
7.5 Real Sector 
This section examines the specification and estimation of some 
expenditure equations. The demand equations which will be considered 
here include the four basic functions of the real sector; namely, 
consumption, fixed investment, inventory investment and imports of goods 
and services. . These expenditures equations together with tax 
relationships will be integrated with the monetary sector equations 
examined earlier to form a basic model of income - determination which 
permits analysis of the interaction between financial and non-financial 
variables in the Tanzanian economy. 
7.5.1 Consumption expenditures 
Consumption function has attracted considerable literature in economic 
theory. 34 Keynes argued that consumption is a stable function of 
current income and that the marginal propensity to consume is less than 
one and greater than zero. His function is not generally accepted. An 
alternative approach is developed by Milton Friedman. He rejects the 
31. See for instance, N. H. Farrell, 'The New Theories of Consullption Functions, Econowic Journal 
(Dec. 1969), pp. 678-696; R. Faber, 'Consuzer Econollics; I Survey' Journal of Economi 
Literature, Vol 11. No I pp 1303 - 1342. See also Kilton Friediian. Theory of Consuaption 
function (New Jersey, Princetown University Press, 1957). 
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familiar concept of current income on which consumers base their 
behaviour, and replaces it with what is called "Permanent income". 35 
Friedman argues that permanent consumption is proportional to permanent 
income. According to this hypothesis, the observed income of any period 
is the sum of the permanent and the transitory components. Friedman 
assumes that the transitory elements of income and consumption are 
uncorrelated with their corresponding permanent components and also with 
each other. Friedman's hypothesis may be expressed as: 
Cp = Up 
Where Cp = permanent consumption 
yp = permanent income 
and K is a function of the interest rate (i), the ratio of non-human 
wealth to permanent income (W), and a number of other factors such 
as tastes, family composition, age, etc. (U). 
That is, K=FU, w, u) 
Thus, the aggregate consumption function can be rewritten as follows: 
CP =FU, W, U) Yp 
A study by Moroney and Mason has indicated that consumption is a 
function of disposable income and consumption lagged one period. 36 it 
may, however, be argued that consumption lagged one period is similar to 
Friedman's hypothesis by making consumption dependent on all past values 
of disposable income with geometrically declining weights. 
The extensive literature. on consumption function poses the problem of 
making empirical distinctions between different theoretical 
formulations. In his study W. Norton, 37 distinguishes the following 
35. Xilton frieditan, (1957), ibid. 
36. J. R. Moroney and J. N. Nason, 'The Dymic Iipacts of kntonoionocs Expenditures and the 
Xonetary Base on Aggregate Incoze, * Journalof Money, Credit and Banking (Novelber 1971). 
37. W. Norton (1967) OP. cit. 
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estimating equations as dominating the literature on the consumption 
function: 
Model 1. Ct = ao + aiYt + a2 Ct-I + a3 Xt 
Model 2. Ct = bo + biYt + b2Ct-I + b3Ct-2 + b4Xt 
Model 3. Ct = CO + ClYt + C2Ct-1 + C3Lt-1 + C4Lt-2 + C5Vt 
Model 4. Ct = do + dtYt + d2St-1 + d3Xt 
When C is consumption expenditure, Y is income or disposable income, X 
is a vector of other explanatory variables, L is the liquid assets, V is 
a vector of other explanatory variables excluding liquid assets and S is 
the stock of consumption goods. 
Model 1 
This is consistent with several different economic hypothesis. Assuming 
that a3 M 0. three separate models can be shown to reduce to formulation 
1 for purposes of estimation: 
(a) Habit persistent hypothesis. - 
This is one of several hypothesis 
developed in post-war periods to explain inertia in consumer behaviour. 
It is argued that as accumulation of all past experience can be 
represented by the level of consumption in any one period, the 
incorporation of consumption expenditure lagged one period in the simple 
consumption-income relationship is all that seems to be required. 
Implicitly assuming R3=0 is a simplified version of Model 1, i. e. 
ct = ao + alYt + a2Ct-I 
postulating that current consumption depends on the level of income and 
on previous period's consumption expenditure. 
(b) Partial adiustment hypothesis. Here the equilibrium level of 
consumption is assumed to depend on current income i. e. 
Ct* = ao + aiYt (1) 
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but the actual consumption adjusts itself only partially to the 
difference between equilibrium consumption and actual consumption of the 
previous period i. e. 
Ct - Ct-i = d(Ct* - Ct-1) (2) 
substituting (1) into (2) and making some simple algebraic manipulations 
yields the following relationship: 
Ct = ao + aidYt + (1-d) Ct-i 
which again is statistically indistinguishable from Model 1 above. 
(c) Permanent income hypothesis. Model (I) can also be derived from 
the permanent income theoretical approach. The lack of data on wealth 
led to the development of the permanent or expected income as the flow 
equivalent of the wealth variable. Permanent income, however, is 
unobservable and in practice an approximation has been established by 
calculating permanent income from past values of measured income. L. 
Klein38 has shown that if consumption is a linear function of permanent 
income, Ye, and permanent income is generated by a Koyck type system of 
geometrically declining weights, the model 
ct = ao + atyet 
reduces to an estimating equation which is statistically indis- 
tinguishable from equation (1) above. 
Model 2 
This can also be derived from more than one theoretical formulations. A 
study by Zellner, 39 et al, attempted to isolate expectation, inertia, 
and habit persistence effects on consumer behaviour and demonstrated 
that two different hypothesis reduce to the same statistically 
indistinguishable formulation of the consumption function. They make 
the following two distinct hypotheses: 
38. L. R. Ilein, 'The Friediian-Becker Illusion' api (1958). 
39. A. Zellner, D. Huang and L. Chau, 'Further Analysis of the Short-Run Consulption Function 
vith Emphasis on the Role of Liquid Assets'. Econozetrica (1965) pp 571-581. 
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H (1) Ct = pCt-i + KiYet + Ult 
H (2) Ct = K2 (Y*t + bYOt-i + b2yet-2 + bnyet_n + )+ U2t 
When HM combines the permanent income with the habit persistence 
hypothesis and H(2) postulates that consumption is a linear function of 
a weighted average of current and past values of permanent income. 
These two models are indistinguishable, except of the error term, and by 
assuming that ye is generated by a Koyck type system of geometrically 
declining weights, they both reduce to an estimating equation with two 
lagged values of consumption. In their empirical estimation Zellner et 
al, using quarterly US data for the period 1947-61, found an 
insignificant coefficient for Ct-2- on the other hand, Goldfield's 
study for the US and Norton's study for the UK both favour the inclusion 
of both lagged values of consumption in the function of non-durable 
consumer expenditure. 40 Estimations made in the study yielded, as will 
be seen later, statistically insignificant coefficients for the second 
lagged value of the dependent variable. 
Model 3 
This represents an attempt to introduce liquid assets imbalance effects 
on consumption expenditure. It was developed by Zellner, et al (1965). 
The model postulates that consumption expenditure is a linear function 
of permanent income and the imbalance in liquid assets holdings i. e. 
Ct = KYOt + a(Lt-1 - Ldt) (1) 
It further assumes that desired liquid assets holdings, Ldt, are 
proportionately related to permanent income, i. e. 
L" t= nYe t (2) 
By postulating then that permanent income is a Koyck-type exponential 
function of current and past values of income, 
yet = (I-1) 
(yt + Iyt-l + J2yt 
-2 ++ Inyt-n 
40. S. Goldfield (1966) OP. cit. pp 169-170; V. jorton (1967) op. cit. pp 201-205. 
325 
and performing some algebraic manipulations in order to obtain the 
following estimating equation. 41 
Ct = ICt-. t + aLt-i - aILt-2 + (K-an)(I-1)Yt 
A feature of the model is that liquid assets affect consumption 
expenditure only in disequilibrium situation. The term a(Lt-t - Ldt) in 
(1) is equal to zero in equilibrium. 
An empirical support of the hypothesis underlying Model 3 would 
constitute evidence that "monetary variables affect an important 
expenditure relationship directly and not indirectly through interest 
rate effect. "42 It must however be pointed out that multicollinearity 
is likely to present difficulties in the empirical application of this 
Model. 
Model 4 
This expresses a dynamic theory of demand for goods by incorporating the 
capital stock adjustment principle to consumer behaviour. This model 
which was proposed by Stone and Rowe was designed for analysis of demand 
for durables but it was subsequently generalised to include non- 
durables. 43 The model can be rewritten as: 
Ct = Ut + Vt 
(ii) Ut = KSt-l 
(iii) Vt = d(S*t - St-0 0(d(1 
S* t=a+ bYt +C Xt 
Ct = ad + dbYt + dc Xt + (K-d)St-I 
41. For details of the algebraic manipulation see Zellner et al (1965) op. cit. pp 573-C 
42.1 bid pp 580. 
13. R. Stone and 1. Rove (1965) op. cit. 
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Therefore, the model views consumption expenditure, Ct, in period t as 
the sum of two parts: replacement expenditure, Ut, to offset 
depreciation of the stock of consumer goods during the period and not 
investment, Vt. Replacement investment is then assumed to be a constant 
proportion of the stock of consumption goods lagged one period and net 
investment is assumed to be a constant fraction of the discrepancy 
between the desired stock and the stock at the end of the previous 
period. Desired stock, S*t, is subsequently postulated to be determined 
by income and some other factors such as the expected change in prices, 
interest rates, and money stock. With a few algebraic manipulations, 
the model is then reduced to equation (v) above, that is, the estimating 
equation of Model 4. 
The problem of statistical measurement of the stock variable poses 
considerable difficulty in the empirical verification of Model 4. One 
possibility would be to accumulate net consumption spending as far back 
in the past as to minimise the error. This would require knowledge of 
the depreciation rate. The difficulty, however, in practice is to 
estimate the rate of depreciation of the different goods in question. 
Owing to measurement difficulties, this approach has not been 
experimented in the present study. 
In seeking to estimate an equation for private consumption expenditure 
for the Tanzanian economy, all the remaining three models described 
above were experimented. In Models 1 and 2, the X vector contained 
alternatively various monetary variables such as the interest rate on 
savings deposits, the level of commercial bank loans and advances, (and 
the change in that level), a measure of the rate of change in the price 
level and two liquid asset variables, M, -and L, where M, is the money 
stock (narrowly defined to include currency plus demand deposits), and L 
is the money stock plus savings deposits with commercial banks (MI + 
DS). In Model 3, the V vector contained the same variables except for 
M, and L which, appropriately lagged, were tested alternatively as the 
relevant liquid asset variables. 
Table 7.5 presents some of the empirical results of the* equation for 
consumption expenditure. In equation 7.5.1 consumption expenditure is 
regressed against current income. The coefficient obtained is 
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statistically significant and bears the correct sign but the overall 
explanatory power of the equation is somewhat low (R-2 = 0.6870) 
implying the omission of other explanatory variables of the consumption 
function. Equation 7.5.2 corresponds to the capital stock adjustment 
Model 1 suggested above. The coefficients of the stock variable (CONSt- 
d and the X vector variables included in the equation (i. e. interest 
rate variable and the money stock variable lagged one period) are 
statistically insignificant. Similarly poor results were obtained in 
equation 7.5.3 when the X vector included the rate of inflation variable 
in place of the interest rate variable. Model 1 was accordingly 
dropped. 
Equations 7.5.4 and 7.5.5 represents experiments with Model 2. It is 
seen that in equation 7.5.4 where consumption expenditure is expressed 
as a function of current income, dependent variable lagged one period, 
dependent variable lagged two periods and the rate of interest in 
savings deposits, all the coefficients, except for current income 
variable are statistically insignificant. The same result was obtained 
in equation 7.5.5 when the rate of inflation variable was introduced in 
place of the interest rate variable. It is seen from these experiments 
that attempts to include the rate of interest and the price level in the 
consumption function as explanatory variables were unsuccessful as their 
coefficients were statistically insignificant with signs contrary to a 
priori expectation. The inclusion of money stock variable (lagged one 
period or two periods) met with similar failure as its coefficient was 
always insignificant. The coefficients of M-i and M-2 have positive and 
negative signs respectively (equation 7.5.6). 
Equations 7.5.7 and 7.5.8 represent experiments with Model 3. In these 
equations, the introduction of the level of commercial bank loans and 
advances (equation 7.5.7) or change in that level (equation 7.5.8) 
yielded coefficients with the expected (positive sign) but again, the 
coefficients were statistically insignificant. The inclusion of liquid 
assets (lagged) also yielded statistically insignificant coefficient. 
The coefficient of L-i and L-2 have Positive and negative signs 
respectively. 
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In view of their statistical insignificance, all the X vector elements 
were dropped out from equation 7.5.9 in which consumption expenditure 
was specified as a function of gross national income lagged one period, 
the dependent variable lagged two periods and a dummy variable for 
economic shocks experienced in the country during the period 1967-1985. 
The overall explanatory power of the equation is satisfactory (R2 = 
0.9073) and the coefficients of all the explanatory variables are 
statistically significant at the 1% level of significance. Moreover, 
the Durbin-Watson statistic (DW = 1.323) indicates no autocorrelation in 
the residuals. 44 The log-linear result corresponding to the above 
equation is presented in equation 7.5.10. The estimates of equation 
7.5.10 indicate that the size of the coefficients of two explanatory 
variables has declined somewhat. Moreover, the overall explanatory 
power of the equation has declined, albeit marginally. Therefore, the 
equation for consumption expenditure is a linear relationship as 
represented by equation 7.5.9 of Model 2. 
7.5.2 Gross Fixed Capital Formation 
Gross fixed investment is another important aspect of economic theory 
which has attracted considerable theoretical and empirical analysis. In 
his study R. E. Bilsborrow has provided a useful survey of the 
determinants of fixed investments in developing economies. 45 A review 
of some of the main empirical studies on investment behaviour is 
provided by D. W. Jorgenson. 46 
Empirical studies on private fixed investment have identified two 
familiar specifications of investment expenditure function. Firstly, 
the capital adjustment theory which regards investment as a process of 
removing the discrepancy between the actual and the desired stock of 
capital, is the most important development in the post-Keynesian 
14. It must, however, be recalled that one should be aware of the inaccuracy of the Durbin-Watson 
test due to the presence of a lagged endogenous variable in the equation. 
45. Richard E. Bilsborrow, 'The Determinants of Fixed Investment by manufacturing f iras in a 
Developing Economy* international Economic Review Vol 18 No. 3 (October 1977). Pp 697-717. 
16. D. W. Jorgenson, "Econometric Studies of Investment Behaviour: I survey' Journal of Economic 
Literature Vol 9 10.1 (December 1971) pp 1111-1117; see L/50 C. W. Bischoff 'Business 
Investments in the 1970's: I Comparison of Models @Brboking Papers on Economic Activit 
(1971) pp 13-58. 
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analysis of investment behaviour. The resulting formulation is largely 
analogous to the capital stock adjustment model for consumption function 
which was examined earlier (see Section 7.5.1). Substitution of It for 
Ct and Kt for St in that model easily transforms it into the capital 
stock adjustment model of investment function which may be expressed as 
follows: 
It = ao + alYt - a2Kt-1 + a3Xt 
(1) 
When I is private fixed investment expenditure, Y is gross national 
income, K is the capital stock, and X is a vector of other explanatory 
variables. 
The important feature of the above model is that it distinguishes 
between what determines the desired capital stock at a particular point 
in time and what determines the speed at which actual stock is adjusted 
to desired or equilibrium level. The former is a question of capital 
theory and recent approaches have utilised the framework of determining 
the optimum stock of capital from the principle of maximising the 
present value of the firm subject to specified constraints. 47 Secondly, 
investment function specification results from the need of explicit 
recognition of lags present in the investment expenditure process. The 
problem of lags in the investment process seems to be an important 
factor which besets empirical investigation of the investment behaviour. 
One important approach to the latter problem has been to distinguish 
between the period during which the decision to make a particular 
investment expenditure are made and the period during which these 
expenditures occur. 40 Incorporating the distinction between investment 
decisions and investment expenditure into the capital stock adjustment 
model, one arrives at a first order difference equation for investment 
expenditure with the lagged value of the dependent variable appearing on 
the right hand side of the equation. This model can be rewritten as 
follows: 
47. D. W. Jorgenson, 'Capital Theory and Investment Behaviour' A. E. R. Papers and Procedings Vol 53 
(1963) pp 217-59. 
48. D. W. Jorgenson and J. A. Stephenson, "Investment Behaviour in the US manufacturing' 
Econometrica Vol 35 (1967) pp 169-220. 
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by postulating that desired capital stock is a 
function of output or gross national income. 
Kd t=a+ bYt 
by assuming that decisions about new investment, 
N, are related to the gap between desired and actual stock by a 
capital-stock adjustment model. 
Nt = C(Kdt - Kt-t) 
by postulating that actual investment expenditure is an 
experimental function of current and past investment decisions. 
QW0 
It = dCKINt-1 
t=O 
By applying the Koyck transformation to the last equation gives: 
It = dNt + KIt-i 
Substituting the first equation into the second and the resulting 
equation into the fourth, yields the following: 
It = acd + bcdYt - cdKt-i + KIt-1 (2) 
Equation 2 above can be enriched by further assuming that either of the 
parameters b and c is a linear function of, say, the rate of interest. 
In that case an X vector should be added in the right hand side of the 
equation, its elements being multiplicative terms of the interest rate 
and income or the interest rate and the capital stock. 
In the present study, the above two models (i. e. equation 1 and 2) could 
not be experimented owing to lack of data on capital stock. Therefore 
Model 1 was reduced to a simpler equation for private gross fixed 
capital formation which was specified and experimented as follows: 
It = ao + aiYt + a21t-1 + a3Xt (3) 
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Where X is a vector of explanatory variables. The elements of the X 
vector tested included commercial bank loans and advances, the rate of 
interest on commercial bank loans and advances, and other monetary 
assets variables utilised earlier in experiments with the consumption 
function. 
A summary of the empirical results of Model 3 is presented in Table 7.6. 
Equation 7.6.1 indicates that over 88% of the variation in gross fixed 
capital formation is determined by gross national income. Estimates 
7.6.2 - 7.6.4 represent experiments which incorporate the dependent 
lagged variable as an explanatory variable. In all the three equations, 
the coefficient is statistically insignificant. Therefore, the lagged 
dependent variable was dropped from the remaining experiments of Model 
3. 
With regard to monetary variables which enter significantly the 
investment expenditure function, a number of experiments were carried 
out with the rate of interest on commercial bank loans and advances. In 
all experiments conducted, the loan rate was statistically significant 
(except for one) and its coefficient showed signs in accord with priori 
expectations (see equations 7.6.2; 7.6.5 and 7.6-7). In equation 7.6.5, 
the demand for investment expenditure is expressed as a function of 
current income and the loan interest rate. It is interesting to note 
that both coefficients are statistically significant at the 1% 
probability level, bearing the correct signs. The two explanatory 
variables account for over 81% of the variation in the demand for 
investment expenditure. In equation 7.6.6, the discount rate was 
introduced in place of the loan rate and the results obtained are 
generally similar. The coefficient of the discount rate was 
statistically significant and its sign was negative which is in accord 
with priori expectations. The statistical significance of the interest 
rate variables in the investment expenditure function was of particular 
interest given the structure of the Tanzanian economy and the working of 
the financial system as was discussed in Chapter 3 (i. e. -all interest 
rates are fixed by the monetary authorities). 
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The other monetary variable expected to influence gross private fixed 
investment expenditure was the commercial bank loans variable. In the 
light of the credit availability doctrine, the commercial bank loan 
variable was seen as a proxy for the non-price elements of the set of 
loan terms through which commercial banks affect the level of commercial 
loans they want to supply. The introduction of the commercial loan 
variable in the investment function is represented by estimates 7.6.7 
and 7.6.8. However, in both experiments conducted, the commercial loan 
variable was statistically insignificant, while its coefficient showed 
conflicting signs. Accordingly, the commercial loan variable was 
dropped out from the equation for investment expenditure. 
As in the case of other functions examined above, it is possible that 
the variation in the demand for investment expenditure was significantly 
influenced by the economic crises which have characterized the Tanzanian 
economy during the period under study. The incorporation of a dummy 
variable reflecting economic shocks in the equation (7.6.9) for 
investment expenditure yielded improved results. On the basis of 
conventional single equation statistical criteria, it is seen that the 
equation performs satisfactorily. Its explanatory power (R-2 = 0.8514) 
is good, the Dublin-Watson DW statistic indicated no autocorrelation in 
the residuals and the coefficients of all the explanatory variables are 
statistically significant at 5% level of significance and bear the 
correct signs. 
Although one should not make sweeping generalisations about the 
operation of monetary policy, by merely looking at single equation 
estimates, yet from the above result it would not be unreasonable to 
look with favour towards a significant role of monetary variables and to 
postulate that for the type of the economy examined in this study, some 
truth seems to exist in the notion of a non-vertical IS curve. This and 
other aspects of the effectiveness of monetary Policy variables in the 
Tanzanian economy will be examined in greater detail in Chapter 8. 
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7.5.3 Chance In Inventories 
Investment theory postulates that increase in stocks (or inventory 
investment) fluctuates widely during the course of cycles in economic 
activity. This phenomenon of volatility makes it important to include a 
function explaining inventory behaviour in any econometric model seeking 
to describe short-run movements of macroeconomic variables. In this 
regard, it would be desirable to investigate the behaviour of different 
forms of inventories (e. g. raw materials, goods in progress, final goods 
and disaggregation with respect to the type of industry e. g. durable 
goods industries and non-durable goods industries). However, owing to 
data problems, such disaggregation was not possible in the case of the 
present study. 
In his study of the US, M. LovelJ49 argues that among components of the 
gross domestic product, inventory investment is the most difficult to 
explain empirically. Although their volatility mentioned earlier 
constitutes a source of fluctuation in economic activity in which 
monetary variables such as the rate of interest, would seem to be 
important, yet in the empirical studies reported so far, inventory 
investment does not appear to indicate interest rate sensitivity. 
Empirical studies carried out in the advanced countries suggest that the 
only important variable determining inventory investment is the level of 
sales or total output in conjunction with the one-period lagged level of 
stocks to take account of delays in adjustment when going from actual to 
desired stock levels. 50 In seeking to specify an equation for inventory 
investment, the familiar approach adopted in advanced economies, has 
been to make use of a variation of the stock adjustment principle and 
develop what has been labelled as the "flexible-accelerator model". 
This approach can be summarized as follows: 
First, it is assumed that during any particular period producers have a 
desired or equilibrium stock of inventories, Kdt, which, in the simplest 
version, is taken to depend on the level of sales, Set, that is expected 
to occur in that period; that is, 
49. K. Lovell, 'Determinants of Inventory Investient, in National Bureau of Economic Research, 
Kodels of Income Determination Vol 28 (Princeton University Press, 1961) pp 177-232. 
50.1 bid pp 180-181. 
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Kdt =a+ bSot (1) 
Second, it is postulated that firms will plan for only a partial 
adjustment in the discrepancy between the desired or equilibrium level 
and last period's stock; that is, 
KPt = Kt-1 + d(Kllt - Kt-1) (2) 
Where KPt is the planned level of inventories and d is the speed of 
adjustment or reaction coefficient. There are a number of 
justifications why firms will follow such a partial adjustment process. 
The most common of them refer to the costs of acquiring new warehouse 
space when inventories are increased, the costs of making temporary 
changes in the rate of production, and the time lags and delays in the 
delivery of stocks when orderings are enlarged. Substitution of (1) 
into (2) yields 
Pt = da + dbSet + (1-d)Kt-i (3) 
Equation (3) is unsuitable for statistical estimation because two of its 
variables, KPt and SOt are unobservable abstractions. Two more 
simplifications are required in order to modify equation (3) for 
empirical estimation, With respect to KPt it is postulated that the 
deviation between actual inventories and planned inventories depends on 
the extent to which production flexibility offsets errors in sales 
anticipations within the same period; that is, 
Kt = KPt + m(SOt - SO 
The coefficient m has been termed the "production flexibility" or 
"production adaptation" coefficient. If m is equal to one, there is no 
compensation at all for errors in sales production. If M=0, inventory 
plans are always carried out; production flexibility offsets errors in 
sales production. In the intermediate case 0(m(1, firms partially 
compensate for errors in sales anticipations. 
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In the case of Set, the simplest approach adopted in most empirical 
studies of inventory investment, postulates that anticipated or expected 
sales are a linear function of actual and lagged sales, that is 
Set = U-P)st +Pst-I (5) 
When p is the coefficient of anticipations. The case p=0 corresponds 
to the so called unbiased expectations while p=1 corresponds to what 
has been termed as the "static" or "naive" expectations. Substitution 
of (3) and (5) into (4) and the introduction of income, Y, as a proxy 
for sales yields. 
AKt = da + dbYt - p(db + m), &Yt - dKt-1 (6) 
For the case of unbiased expectations (p = 0) planned and actual 
inventories are equal and the equation reduces to 
, AKt = 
da + dbYt - dKt-i (7) 
An important limitation of the flexible accelerator model as presented 
in equation (6) above is its implicit assumption that sales (or expected 
sales) is the sole determinant of the equilibrium stock of inventories. 
Thus, monetary variables, such as interest rate, domestic credit etc. 
are not included as explanatory variables in the equation. However, 
this omission has been corrected by some economists who have sought to 
include in equation (6) a vector of elements representing additional 
variables expected to affect the behaviour of inventory investment. 51 
This approach, however, has been criticised on the grounds that it does 
not have a sound theoretical justification. It is argued that such 
empirical work on inventory investment contain variables that are 
introduced on "ad hoc" basis. It is, however, a common practice among 
economists that in addition to the variables appearing in equation (6), 
attention has increasingly been given to the Possible influence of 
financial factors. The variables tested have been the rate of interest 
on commercial bank loans and advances, the discount rate, the money 
stock lagged one period, the liquidity variable, L, used in previous 
51. See for instance, 1. Norton 11967) OP. cit. PP 224-227 and S. Goldfield (1966) op. cit. pp 118-9. 
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experiments, the level of commercial bank loans and advances and the 
annual changes in these loans and advances. In addition, consideration 
has been given to the possible role of price expectations on inventory 
investment. The lagged value of the dependent variable is also expected 
to be an important determinant of desired inventories. 52 However, owing 
to unavailability of data, the present study does not incorporate the 
variable for "unfilled orders" which according to the evidence from 
advanced countries, seems to determine the behaviour of inventory 
investment, 
The empirical results of alternative specification of the equation for 
inventory investment in the Tanzanian economy is presented in Table 7.7. 
Exploratory experiments with different versions of equation (6) 
discussed above indicated that the lagged dependent variable was 
statistically insignificant and its coefficient showed conflicting signs 
(see equations 7.7.1 - 7.7.5). The lagged dependent variable was 
accordingly discarded. The statistical insignificance of K-1 (or IINt_ 
i) suggests also that the formulation of equation (6) above is 
inapplicable in the Tanzanian context. It is, however, interesting to 
note that in equations 7.7.1 - 7.7.3 the coefficient of the GNP 
variable is positive. This suggests that the coefficient of 
anticipation, p, is negative which implies that the firms have a 
systematic tendency to over-estimate changes in sales. This finding is 
contrary to evidence from some of the studies carried out in the 
advanced economies which indicate that firms tend to under-estimate 
rather than over-estimate changes in sales. 53 However, in all the above 
three equations, the coefficient of GNP is statistically insignificant 
and thus it is possible to interpret the estimate of p as a "chance 
variation from zero" which is consistent with findings by R. Ball, et 
al, for the UK economy. 
Equations 7.7.2 and 7.7.4 illustrate experiments designed to establish 
any possible influence of the rate of interest on commercial bank loans 
and advances. In both equations, the loan rate is statistically 
52. J. Duesenberry, 0. Eckstein and G. Frozz, I Silulation of the US Econoly in Recession' 
Econoutrica (1960) pp 798-800. 
53. For a detailed analysis of this point see for instance, 1. Ball and P. Drake, 'Stock 
idjustient Inventory Kodels of the UK Economy' The Kanchester School (1963) p 97. 
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insignificant and bears signs contrary to priori expectations. When the 
bank rate was introduced in equation 7.7.5, the result obtained was 
similarly poor; the coefficient being insignificant and its sign was 
positive. The statistical insignificance of RL and RD suggests that the 
assumption that the higher the cost of credit, the smaller the 
inventories that firms would want to carry, other things being equal, is 
not borne out by the results. Experiments designed to test the 
existence of any price effects on monetary stocks yielded a coefficient 
which bears a positive sign but is statistically insignificant (results 
not included in Table 7.7). 
Experiments with liquid asset variables (i. e. money stock and the 
variable L lagged) yielded statistically significant coefficients (see 
Equation 7.7.6 - 7.7.8). In view of these results and the possibility 
that monetary policy in the context of the Tanzanian financial system 
might work through credit availability rather than through interest 
rates led to experimentation with the commercial bank loan variable, CL, 
and its change, &CL. It is seen in Equation 7.7.9 that the variable CL 
has a significant coefficient and it's sign is in accord with priori 
expectations. The coefficient for the other variable (i. e. M-1) is also 
significant at 5 percent level of significance. However, the overall 
explanatory power of the equation (R-2 = 0.6618) is somewhat low. In 
Equation 7.7.10, a dummy variable =Mto) is introduced for reflecting 
the effects of economic shocks on the demand for inventory investment. 
As expected, this equation yields even better results. Thus Equation 
7.7.10 indicates that all coefficients are statistically significant at 
5% level of significance and the signs are in accord with priori 
expectations. The value of R-2 has improved and the Durbin-Watson 
statistic (DW - 1.83) indicates no autocorrelation in the residuals. 
This result provides further evidence to the conclusion reached earlier 
(in Equation 7.6.9 for gross fixed capital formation) regarding the 
effectiveness of monetary policy variables in the Tanzanian economy. 
However, it must be pointed out that in the case of Equation 7.7.10 
monetary influence is transmitted to the real sector of the economy 
through credit availability which finding agrees with standard 
literature on monetary policy in LDCs. While the debate regarding the 
channels of monetary influence in the LDCs remains unresolved, Equation 
7.7.10 is chosen for inclusion in the aggregate model as the final 
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estimate for inventory investment function. 
7.5.4 Imports of Goods and Services 
In macroeconomic theory, imports of goods and services constitute a 
"leakage" in the total effective demand for the economy. During the 
sample period 1967-1985, the value of imports of goods and services in 
Tanzania was about 20% of gross national product at factor prices. Such 
a significant leakage implies that, in a model of income determination, 
imports should be explained endogenously rather than assumed to be 
exogenously determined. 
In seeking to specify an equation for imports, economic theory suggests 
that income effects and terms of trade (or relative price effects) 
should be important explanatory variables. However, empirical evidence 
seems to be inconclusive as far as price effects are concerned. 
Although some empirical studies have reported significant price 
elasticities of import demand, the problem seems to lie in the degree of 
aggregation. For instance, in his study, Barker has observed that 
aggregate import functions show much smaller and less significant 
relative price effects than disaggregated import functions. 54 In this 
study, it is argued that the smaller relative price effects is due 
mainly to two reasons. First, supply relationships for imports are 
usually ignored when specifying an import demand function. This in fact 
was one of the main criticisms made by Orcutt for the studies of the 
aggregate import function. 55 Secondly imports of different commodities 
have different price elasticities; if the more price elastic imports are 
those whose prices have a smaller impact on the overall price level than 
their share in imports would warrant, then, the price index for total 
imports would tend to reflect changes in the prices of less elastic 
imports. 56 These aspects imply that disaggregation seeqs to be the only 
meaningful procedure in seeking to improve the price elasticities of 
import demand. However, owing to data limitations such analysis was not 
possible in the present study. 
54. T. S. Barker, 'Aggregation Error and Estiiiates of the U1 Uport Duand FUnction, in 1. Hilton 
and D. Heathfield (eds), The Econozetric Study-Lf -the 
U1 (London 1970) pp 127-132. 
55. G. H. Orcutt, I Keasurement of Price Elasticities in International Trade" Review of Econollics 
and Statistics (1950) pp 117-132. 
56. T. S. Barker (1970) OP. cit. pp 112. 
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In contrast to price effects, income effects play an important role in 
determining the variations of the demand for imports. This is not 
surprising considering that total imports are used partly for private 
consumption and partly for productive purposes in the economy. In the 
case of Tanzania, however, much of the imports, as was seen in Chapter 2 
is destined for productive purposes and this has profound implications 
for the income effects. Under optimal conditions, it would be desirable 
to include among the explanatory variables of aggregate import function, 
the principal components of national expenditure (i. e. consumption and 
investment) and possibly the volume of industrial output. However, this 
could hardly be attempted because these explanatory variables are highly 
intercorrelated and it would become very difficult, if not impossible, 
to disentangle their separate influences and obtain reasonably precise 
estimates of their marginal contributions. In this case, a composite 
explanatory variable, e. g. gross national income, might be used in lieu 
of these expenditure-output variables in the aggregate import demand 
function. 
In some of the empirical studies conducted in the advanced countries, 
one component of final demand - inventory investment - is in fact 
distinguished from other items of final expenditure and appears as a 
separate explanatory variable in the import demand equation. 
Rationalisation of this distinction lies on the belief that on a priori 
consideration, the import content of inventory investment should be 
greater than that of other components of final expenditure. 57 Some 
economists have postulated that total imports are a linear function of 
expected consumers' expenditure and planned inventory investment, 58 that 
is, 
1M =a+ bCet + cDKPt 
As Cat and DKPt are unobservable, Johnston and Henderson59 suggest four 
different hypothesis about the formation of expectations regarding 
consumers' expenditure and two different approximations for planned 
57.1. Godley and J. Shepherd, * Forecasting Imports' latiOnal Instituta Reonovie Review (1965). 
58. See for instance, V. Xorton (1967) op. cit. pp 232-239. 
59. J. Johnston and M. Henderson, 'Assessing the Effects of the Import Surcharge" Nanchester 
! chool (1967) pp 89-110. 
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inventory investment. Alternative substitutions of the resulting 
expressions in Equation (1) gave three equations in all, which were 
estimated by using quarterly seasonally adjusted constant price data for 
the period 1955-1964. The most satisfactory result was 
1M = -396.2131 + 0.4004 Ct + 0.5278 Ut 
(0.0086) (0.0527) 
R-2 = 0.986 
VN = 1.960 
The addition. of a price variable - the ratio of the import price index 
to the retail price index - yielded an insignificant coefficient and 
reduced the overall explanatory power of the equation. 
In another study, W. Norton, basing his formulation on his previous 
studies and using quarterly seasonally unadjusted UK data for the period 
1955-1966, estimated an equation with national income and inventory 
investment as the basic explanatory variables. The estimates obtained 
were, 
1M = 229.162 + 0.186 Y+0.666 DK 
(0.005) (0.104) 
R-2 = 0.970 
VN = 2.080 
Finally, T. S. Barker, using annual data for the period 1955-1966, 
reports among his aggregate import functions, an equation in which 
imports are related to final expenditure and inventory investment as 
given below: 
1M = -997.7 + 0.1657 (FE-DK) + 0.5446 DK 
(0.0044) (0.0980) 
R-2 = 0.992 
d=3.16 
Where FE is final expenditure. 
The above studies suggest an aggregate import function with two 
explanatory variables, inventory investment and a measure of total 
income or expenditure, yields a reasonably good explanation of 
variations in the total demand for imports. Although, the above 
theoretical formulation have been successfully applied in advanced 
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economies, the basic model has to be suitably modified in order to apply 
it to developing economies such as Tanzania. In other words, the 
proposed model has to take account of some of the characteristics of the 
Tanzanian economy. In this regard, it will be recalled that during the 
period under study, the Tanzanian economy has suffered from chronic 
balance of payments difficulties largely caused by persistent decline in 
the value of exports. The large trade deficit and the resultant decline 
in official foreign exchange reserves of the Bank of Tanzania has 
seriously undermined Tanzania's import capacity. Since the level of 
exports determines Tanzania's import capacity, it is apparent that the 
exports variable should be used to explain the demand for imports. it 
will also be recalled from Chapter 2 that trade deficit in the Tanzanian 
economy has persistently been financed by official foreign aid. 
Therefore, an equation seeking to specify the demand function for 
imports should include a variable for foreign aid. It was not, however, 
possible to obtain reliable and consistent time series for this variable 
covering the period of the present study. 
Another important feature of the Tanzanian economy which was discussed 
at greater length in Chapter 2, is the significance of the foreign trade 
sector and its dependence on the banking system for financial 
requirements. More specifically, the level of imports in Tanzania 
depends heavily on loans and advances from the commercial banks. It is 
therefore expected, that the variable commercial bank loans and 
advances, CL, (or its change, ACL, ) plays an important role in 
determining demand for imports. As previously mentioned, the variable 
commercial bank loans and advances represent a channel of the 
transmission mechanism of the monetary policy in the Tanzanian economy. 
It was argued that, the impact of monetary policy affects aggregate 
demand through changes in the volume of CL that determines some 
variables in the real sector (i. e. INVt and IINt) and these variables 
in turn influence the aggregate demand and gross national income. In 
view of these suggestions, the following equation is specified to 
explain the demand for imports. 
1M = mo + miGNPt + M2CONSt + m3 IINt + M4Xt + M5 CL 
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The regression results are presented in Table 7.8. Equations 7.8.1 - 
7.8.4 which incorporate the three variables (i. e. income, consumption 
and inventory investment) suggested by studies conducted in the advanced 
economies yielded poor statistical results. In all cases the inventory 
investment variable is insignificant and its coefficient bears a sign 
contrary to expectations. Statistical indeterminancy due to the problem 
of multicollinearity interference comes first in mind. However, such 
interference seems to be unsustainable in this case as the zero order 
correlation coefficient between inventory investment and the other two 
explantory variables (i. e. income and consumption) are 0.5544 and 0.6360 
respectively. It would appear, therefore, that the inventory investment 
variable which has been successfully applied in the advanced economies 
is inapplicable in the context of the Tanzanian economy. An inspection 
of the above equations also show poor statistical results for the 
remaining two explanatory variables (i. e. income and consumption) and 
therefore version (1) above for explaining demand for imports was 
dropped. 
The remaining exploratory experiments relate to different versions of 
(2) suggested earlier for a suitably modified equation for the demand 
for imports in the Tanzanian economy. It will be seen that Equation 
7.8.5 which includes all the five explanatory variables of version (2), 
the coefficients for income and inventory investment are statistically 
insignificant and the sign for income coefficient is contrary to priori 
expectations. The insignificance of the income variable was clearly 
distorted by the presence of multicollinearity as this variable showed 
high intercorrelation with two other variables included in Equation 
7.8.5. The zero order correlation coefficient between income and the 
other two explanatory variables (i. e. consumption and commercial bank 
loans and advances) are 0.8393 and 0.8839 respectively. In view of 
these results, the income and inventory investment variables were 
dropped from the equation for imports demand. Equations 7.8.6 and 7.8.7 
relates expenditure on imports to consumption expenditure, the level of 
exports and commercial bank loans and advances. In both equations, the 
consumption expenditure variable is statistically insignificant, albeit 
its coefficient bears a positive sign which is in accord with priori 
expectations. The statistical insignificance of the cons- 
umption expenditure variable is hardly surprising as the composition of 
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Tanzanian imports is largely dominated by capital goods and raw 
materials for the manufacturing sector. This phenomenon is evidently 
contrary to the situation prevailing in the industrialised countries 
where consumption goods constitute a large proportion of expenditure on 
imports. In the case of Tanzania, as will be recalled from the analysis 
of Chapters 2-4, consumer goods are highly restricted under the Imports 
Ordinance. In this regard, it will be fair to say that the limited 
range of consumer goods allowed under the present Imports Ordinance are 
largely destined for the tourist sector. It is widely recognised that 
even the tourist sector is not adequately provided with essential 
consumption goods and this is particularly the case in the face of 
foreign exchange crisis which has characterized the Tanzanian economy 
during the study period. The consumption expenditure variable was 
therefore dropped from an equation purporting to explain the demand for 
imports in Tanzania. Equations 7.8.8 and 7.8.9 relate expenditure on 
imports to the level of exports (lagged and unlagged) and commercial 
bank loans and advances. Judging from the standard single-equation 
statistical criteria, Equation 7.8.9 performs quite satisfactorily. The 
coefficients of the two explanatory variables are highly significant and 
the overall explanatory power of the equation is considerably high (R-2 
= 0.9046). This equation provides even better results when a dummy 
variable (DMM5) is utilised to reflect the effects of economic crisis 
explained earlier (see Equation 7.8.10). The explanatory power (R-2 = 
0.9414) of Equation 7.8.10 is very good, the Durbin-Watson statistic (DW 
= 1.82)60 indicates no autocorrelation in the residuals and the 
coefficients of all explanatory variables are statistically significant 
at the 1% level of significance. 
7.6 Some Fiscal Variables 
As was previously mentioned, the proposed econometric model includes 
some fiscal variables; namely the magnitude of annual income tax 
payments (i. e. tax payments on profits as well as personal income tax) 
and the magnitude of indirect taxes (or taxes on expenditure). In a 
fic. The lover and upper bounds, dL and d, given by Durbin and watson at the 1% significance 
level, in the case of 19 observations and tvO explanatory variables, are 0.93 and 1.13 
respectively. 
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model of income determination the endogeneity of tax revenue seeks to 
achieve two major objectives. First, to enable estimation of the built- 
in-flexibility of the tax system; that is defined as the sensitivity of 
the tax yield to changes in the income base. 
F= dTR 
dY 
Where F stands for built-in flexibility, TR is tax revenue and Y is 
gross national income. Secondly, endogenous determination of tax 
revenue in an econometric model clearly yields more realistic reduced 
form policy multipliers. E. Balopoulos argues that the built-in- 
stability of a model is affected by the built-in flexibility of that 
model. 61 More specifically, the impact multipliers are considered much 
higher in a model whose tax yields are assumed as exogenous than in a 
model in which tax revenue is endogenously determined. Therefore, in an 
econometric model purporting to enable the policy makers to experiment 
with alternative values of tax parameters, the specification of tax 
equations should be such as to relate the dependent variables of the 
analysis to the instruments of policy that are directly under the policy 
makers' control. 
7.6.1 Direct Taxes 
In the case of direct taxes, revenue depends on the'whole schedule of 
tax rates and allowances, the income distribution, size of population, 
and other relevant demographic variables. In the context of the 
Tanzanian economy, an income tax equation should include an income 
variable, variables measuring statutory tax rates, a variable estimating 
shifts in income distribution and other variables relating to shifts in 
demographic magnitudes. In the present study however, some of those 
explanatory variables have not been included in the equation for direct 
tax revenue owing to lack of data. For instance, data could not be 
discerned on statutory tax rates, allowances and demographic magnitudes 
covering the period under study. In view of this, a very simple tax 
equation was specified as follows: 
61. E. Balopoulos, Fiscal Policy Models of the British Econovv Ilisterdaii, North-Holland, 1967) 
pp 235-12; 
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TD = no + niGNPt + n2DMM6 + U13 (7.13) 
The OLS estimated equation is 
TD = -10.6536 + . 1196 GNPt-i - 1.5861 DMM6 (6.42) (2.14) 
R- 2 
. 7490 DW 1.453 
SEE 1.542 
Despite the simple specification of the equation for direct tax revenue, 
the empirical result obtained was quite satisfactory. The coefficients 
of the income variable (lagged one period) and the dummy variable for 
economic shocks are highly significant at 1% and 5% level of 
significance respectively. The explanatory power of the equation is 
seasonably high (R2 = 0.7490) and the Durbin-Watson statistic (DW 
1.453) indicates no serial correlation in the residuals. 
7.6.2 Indirect Taxes 
An equation for indirect tax revenue should include a variable for tax 
base and the appropriate policy instruments (i. e. tax rates on 
expenditure). As already observed, instruments of tax policy have not 
been taken into account in the present study owing to lack of 
statistical data. However, it will be recalled from earlier discussion 
that the Tanzanian economy is highly dependent on its foreign sector. 
This implies that the governments ability to generate sufficient tax 
revenue also depends on the level of imports which directly determines 
the level of custom and import duties collected every year. 
Furthermore, it will be recalled that the foreign sector in Tanzania was 
frequently affected by balance of payments and foreign exchange crisis 
during the period under study. In view of this, the equation for 
indirect tax payments in Tanzania should include a dummy variable for 
economic crises. The equation is specified as follows: 
Tl = po + pi GNPt-i + P21M + P3DMM7 + U14 (7.14) 
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The OLS estimated equation is 
Tl = -9.8856 + . 1495 GNPt-1 + . 1403 lMt - 2.6000 DMM7 (4.65) (3.06) (2.39) 
R- 2= . 8162 
DW = 1.688 
SEE = 2.14 
It is seen that the coefficients of all three explanatory variables are 
statistically highly significant, and their signs are in accord with 
priori expectations. The explanatory power of the equation is quite 
satisfactory (R-2 = 0.8162) and the value of the Durbin-Watson statistic 
(DW = 1.688) indicates that the residuals contain no element of 
systematic variation. 
After considering the specification and estimation of the various 
individual equations of the model, it is important to examine briefly 
the four accounting identities and definitional variables. This 
discussion is presented in the next section. 
7.7 Identities and Definitional Variables 
It was stated in Section 7.2 that the present econometric model includes 
4 accounting identities (i. e. 7.15 - 7.18) which have been employed to 
make the system determinate. Equation 7.15 represents the basic 
identity of gross national product at factor prices which is also equal 
to the sum of the components of gross national expenditure: 
GNP = CONS + INV + IIN +G+ (X-lM) (7.15) 
Where CONS is the sum of private consumption, INV is gross fixed capital 
formation, G is government expenditure, IIN is investment in inventories 
and (X-1M) is net trade balance. 
Equation 7.16 is a definitional identity for total government revenue 
from internal taxes and custom duties which is given as follows: 
T= TD + TI (7.16) 
351 
When TD is direct tax payments and TI is indirect tax payments. 
Identity 7.17 represents the relationship for total bank deposits which 
includes demand deposits (DD), savings deposits (DS), time deposits (DT) 
and other deposits (OD). 
D= DD + DS + DT + OD (7.17) 
Finally, the accounting identity (7.18) expresses money supply (narrowly 
defined) as the sum of currency held by the public (CU) and demand 
deposits held by commercial banks (DD): 
CU + DD 
7.8 Summary Of The Estimated Model 
This section presents final estimates of the structural equations which 
have been specified and estimated in the preceding sections. 
Considering the conditions under which monetary system works in Tanzania 
and also having regard to the serious limitations imposed by the absence 
of reliable and consistent time series on some important monetary and 
other economic variables, the empirical results achieved here are quite 
encouraging. In terms of the explanatory power, all the structural 
equations estimated indicate that R-2 ranges between 0.80 and 0.96 
except for three equations (i. e. 7.6,7.11 and 7.13) for which the 
values are 0.72,0.74 and 0.74 respectively. Moreover, all the 
explanatory variables bear signs in accord with priori expectations and 
the coefficients are significant at the 5% level of significance. 
In view of these statistical results, the model appears to be well 
specified and should, therefore, be a useful framework in analysing the 
linkage between the monetary and the real sectors of the economy and its 
implication for the role of monetary Policy in Tanzania. However, the 
task of-evaluating the performance and dynamic properties of the model 
is done in Chapter 8. This section merely presents the OLS estimates of 
the 14 behavioural relationships of the model. 
352 
7.1 CU = -9.2203 + . 07806 GNP + . 8101 CUt-, -3.1313 DMM3 (4.01) (11.70) (4.29) 
R-2 = . 9150 DW = 1.881 
SEE = 1.451 
7.2 In DD = -2.7935 + . 4769 In GNPt-i + . 9346 In M -. 0639 DMM12 (2.00) (10.39) (2.38) 
R-2 = . 9658 
DW = 1.278 
SEE = 0.056 
7.3 DT = -13.2184 + . 0807 GNP + 1.5196 RS + 3.0872 DMM7 (4.10) (4.47) (2.49) 
R-2 = . 9060 
DW = 1.643 
SEE = 1.45 
7.4 DS = -2.1167 + . 02063 GNP + . 0405 M= . 3694 RS 
(4.31) (5.17) (8.94) 
R-2 = . 9561 
DW = 1.783 
SEE = . 257 
7.5 CL = -16.8671 + . 1526 GNP + . 7329 CLt-1 -5.3586 
DMM9 
(3.56) (5.84) (3.79) 
R-2 = . 9165 
DW = 1.544 
SEE = 2.182 
7.6 In VC 2.7591 + . 7766 In D (6.98) 
R-2 = . 7263 
DW = 1.441 
SEE = . 133 
7.7 RE = 9.6509 + . 5885 D- . 7976 CL + 1.2677 RB -5.8600 DMM2 (7.11) (5.31) (3.90) (3.56) 
R-2 = . 8141 
DW = 2.091 
SEE = 2.856 
7.8 RB = -3.2248 - . 3816 D+ . 6064 CL + . 4073 RE + 1.9104 DMMi (7.03) (7.30) (5.72) (2.34) 
R-2 = . 8229 
DW = 1.726 
SEE = 1.546 
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7.9 CONS = 39.1627 + . 4531 GNPt-1 + . 2526 CONSt-2 -11.9514 DMMs (3.03) (5.34) (4.08) 
R-2 = . 9073 
DW = 1.323 
SEE = 4.995 
7.10 INV 27.2259 + . 4622 GNP - 2.1072 RL -4.7222 DMM4 (8.88) (3.01) (2.25) 
R-2 = . 8514 
DW = 1.203 
SEE = 4.313 
7.11 IIN = -1.2531 + . 1189 CL + . 0524 Mt-i -1.1931 DMMio (3.18) (2.56) (2.51) 
R- 2= . 7462 
DW = 1.832 
SEE = 0.940 
7.12 IM = -19.0874 + . 8371 Xt-i + 1.3403 CL -6.0294 DMM5 (10.51) (12.26) (2.97) 
R- 2= . 9414 
DW = 1.824 
SEE = 3.469 
7.13 TD = -10.6536 + . 1196 GNPt-t - 
1.5861 DMM6 
(6.42) (2.14) 
R-2 = . 7490 
DW = 1.453 
SEE = 1.542 
7.14 TI = -9.8856 + . 1495 GNPt-1 + . 1403 IM -2.6000 DMNT (4.65) (3.06) (2.39) 
R-2 = . 8162 
DW = 1.688 
SEE = 2.219 
As previously mentioned, the structural estimates presented above were 
obtained by the OLS method which was used throughout the exploratory 
stage of specification and estimation of the model. However, the 
single-equation estimation results may not be consistent with each other 
because of the simultaneity among endogenous variables. The problem may 
be all the more serious when the OLS technique is used for estimating 
individual equations. In view of this, a stringent test on the 
consistency of the estimates obtained was made by re-estimating the 
over-all system through the use of the 2SLS technique. A summary of the 
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OLS and 2SLS estimates of all the behavioural equations of the model are 
provided on Appendix A for comparison. 
It is, however, desirable to emphasise here some of the essential 
preliminary properties of the model. The proposed simultaneous- 
equation-model consists of 14 behavioural equations and 4 accounting 
identities. It also contains 18 endogenous variables and 20 
predetermined variables. All 14 behavioural equations included in the 
econometric model are over identified by the order condition, and the 
remaining 4 identities are duly identified. It is therefore concluded 
that the entire system is identifiable. 62 
62. The order condition for identification requires that the number of predetermined variables 
excluded from an equation but included in the model must be no less than the number of 
endogenous variable in the equation minus one, i. e. P)G -1 where V is the number of 
predetermined variables excluded from the equations and G is the number of endogenous 
variables included in the equation. 
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CHAPTER 8 
DYNAMIC SIMULATIONS AND MONETARY POLICY ANALYSIS 
8.1 Introduction 
In the present chapter the primary goal is to compute and present 
dynamic multipliers of the Tanzanian econometric model. It is in the 
light of these multipliers that the evaluation of monetary policy will 
be examined. In its structural form, the model permits a partial 
evaluation of the linkages between financial and non-financial 
variables. However, it is not suitable for assessing the total 
quantitative effects of changes in the selected policy variables. In 
order to achieve this, the reduced form of the model is needed, 
expressing all the endogenous variables as explicit functions of 
exogenous variables and lagged endogenous variables, which can be 
treated as predetermined when computing dynamic multipliers. 
Obtaining multipliers for linear models involves a straightforward 
procedure. ' The reduced form is obtained from the structural linear 
form as shown below: 
The structural form can be written as: 
AY + BX =U 
Where A the coefficient matrix of the endogenous variables (N 
X N) 
y the column vector of the endogenous variables (N X 1) 
B The coefficient matrix of the predetermined variables 
(N X K) 
X the Column Vector of the predetermined variables (K X 
1) 
and U the vector. of disturbance terms (N X 1) 
1. See A. S. Goldberger, Impact Multipliers and Dynaikic Properties of the Klein-Goldberger 
Model, (2nd ed; North Holland, kisterdaz, 1959) Pp 87-96; See also Daniel Suits, 
'Forecasting and knalysis with an Econoietric Model', kikerican Iconolic Review (Ilarch 1962) 
PP 101-132. 
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The reduced form is derived by pre-multiplying the matrices by the 
inverse of the matrix A i. e. 
A- 1 AY + A- I BX = A- IU 
then the reduced form of the system is given by: 
Y -A-' BX + A-' U (3) 
or y "Irk +v (3a) 
where'ýlY = -A-' B, i. e. the multiplier matrix 
and V= A-' U 
However, the above simplified approach for estimating reduced form 
multipliers cannot be used if some of the equations are non-linear as in 
the case of the present model. Non-linearty is due to the logarithmic 
treatment of some of the equations in the structural model (i. e. 
equations for demand deposits and vault cash). Additional problems 
arise with the introduction of a dynamic structure through the use of 
lagged dependent variables in some of the equations. The values of the 
lagged variables will enter into the determination of the multipliers in 
all time periods, except the one of the initial change. Obviously, the 
multipliers will be constantly changing over time. Because of the non- 
linearity and the dynamic structure of the model, a method different 
than that used for linear models had to be used. The model was solved 
by using TSP computer Programme. 2 The solution technique of the TSP 
programme is the Fletcher-Powell iterative method. Prior to calculating 
and analysing multipliers, it is necessary to examine the dynamic 
stability of the model and its forecasting accuracy. 
For a lucid description of this computational method See TS? Users Guide Nanual, Version 1.00 
(1983) pp IN-120. - 
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8.2 Stability and Predictive Performance of the Model 
The dynamic properties of the model will be examined under three broad 
categories. The first section presents results of dynamic simulation 
experiments which indicate the models ability to track the historic time 
paths of endogenous variables. The second section provides a brief 
discussion on the predictive ability of the model outside the sample 
period i. e. ex-post forecasts. Finally, the third section is devoted to 
analysing the Sensitivity of the model to any change in the initial 
period used for simulation experiment. 
8.2.1 Dynamic Simulations 
A dynamic simulation illustrates the ability of the model to track the 
historic values of endogenous variables over time. In dynamic 
simulations, the model is run over the entire period of fit, i. e. 1967 
to 1985. Throughout the simulation, the endogenous variables are fixed 
at their actual values. In the initial period, the lagged dependent 
variables are also set at their actual values. Using these two sets of 
actual values, all endogenous variables in the starting period are 
generated simultaneously within the system. In the subsequent periods 
their solution values are computed similarly, using the actual values of 
exogenous variables and the previously generated values for the lagged 
endogenous variables. 3 The simulation results which include the 
predicted values together with the actuals and the residuals of each 
endogenous. variable are presented in Tables 8.1 through 8.18. An 
examination of these tables shows that the model describes reasonably 
well the sample period. For most cases, the size of the residuals is 
less than 15 per cent of actual values. However, in the case of Tables 
8.8 and 8.9, the size of the residuals is clearly unsatisfactory. As 
seen in the preceding chapter the statistical fit of equations for RE 
and RB was very impressive. In view of this, it has not been possible 
to establish a plausible explanation for the relatively large size of 
residual percentages of these two equations. 
Ibid. pp 10(-120. 
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However, the model as a whole indicates that the direction of change in 
the simulated series corresponds to direction of change in the actual 
series. Most of the endogenous variables included in the model depict 
the surge in economic activity experienced in Tanzania during the late 
1960's and early 1970's and the subsequent slowdown in the late 1970's 
and early 1980's are well represented. 
Below the simulation results of each endogenous variable of the model, 
are listed the following statistics: Root mean squared error (rms), 
mean absolute error, Regression Coefficient of actual on predicted, 
Theil's Inequality Coefficient, Fraction of error due to difference 
covariation and fraction of error due to residual variance. Judging by 
these statistics, it is clearly confirmed that, the overall simulation 
performance of the equations is fairly satisfactory. The ratio of the 
root mean squared error (rms) which is by far the most important 
yardstick indicates that the equations in the monetary sector have 
generally been within reasonable limits. In most cases, including 
equations for RE and RB, the rms was well below 5 per cent. However, 
the equations in the real sector show relatively poor performance. In 
the case of the equation for Gross fixed Capital formation, the rms is 
7.2 per cent. The more satisfactory performance in the real sector is 
found in the simulation result of the equations for taxes. The rms, for 
total taxes, direct taxes and indirect taxes are 2.8 per cent, 1.3 per 
cent and 1.7 per cent respectively. The rms of the equation for imports 
expenditure is 4.6 per cent. The crucial indicator of the real sector's 
simulation performance rests evidently upon GNP. Throughout the entire 
simulation period, the generated values of Gross national product stay 
close to actual values. Except for four periods (1970-1971,1973-1976, 
1979-1982 and 1984) the simulation does not yield a value of Gross 
national product which is more than 10 per cent of the actual series. 
The rms for the GNP identity is 8.7 per cent. 
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Actual and Predicted Values of Currency 
in Circulation (CU) 
Table 8.1 
Year Actual Predicted Residual Residual 
Percent 
1967 12.000 14.800 -2.800 23% 
1968 13.000 16.491 -3.491 26% 
1969 14.000 17.961 -3.961 28% 
1970 18.000 16.623 1.376 7% 
1971 20.000 17.556 2.443 12% 
1972 23.000 19.821 3.178 13% 
1973 21.000 20.342 0.657 3% 
1974 22.000 21.062 0.937 4% 
1975 20.000 21.428 -1.428 7% 
1976 21.000 21.971 -0.971 4% 
1977 20.000 23.145 -3.145 15% 
1978 22.000 24.128 -2.128 9% 
1979 27.000 26.218 0.781 2% 
1980 29.000 27.565 1.434 4% 
1981 29.000 27.615 1.384 4% 
1982 28.000 26.917 1.082 3% 
1983 23.000 23.864 -0.864 3% 
1984 25.000 24.638 0.361 1% 
1985 24.000 22.742 1.257 5% 
Root-mean-Squared error (rms) 2.0599 
Mean-absolute error 1.7729 
Regression Coefficient of actual on 
predicted 1.1625 
Theil's Inequality Coefficient 0.0086 
Fraction of error due to difference 
covariation 0.7393 
Fraction of error due to residual 
variance 0.8994 
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Actual and Predicted Values of Total Deposits (D) 
Tabld 8.2 
Year Actual Predicted Residual Residual 
Percent 
1967 25.000 29.506 -4.506 18% 
1968 30.000 32.217 -2.217 7% 
1969 37.000 43.047 -6.047 16% 
1970 39.000 34.212 4.787 12% 
1971 45.000 44.560 0.439 1% 
1972 48.000 42.697 5.302 11% 
1973 53.000 55.101 -2.101 4% 
1974 50.000 49.627 0.370 1% 
1975 52.000 58.876 -6.876 13% 
1976 55.000 58.594 -3.594 6% 
1977 56.000 59.867 -3.867 6% 
1978 58.000 64.618 -6.168 11% 
1979 71.000 69.658 1.341 1% 
1980 72.000 68.068 3.931 5% 
1981 66.000 60.568 5.431 8% 
1982 65.000 61.126 3.873 5% 
1983 61.000 49.945 11.054 18% 
1984 61.000 64.516 -3.516 5% 
1985 53.000 56.362 -3.362 6% 
Root-mean-Squared error (rms) 4.8350 
Mean-absolute error 4.1705 
Regression Coefficient of actual on 
predicted 0.9855 
Theil's Inequality Coefficient 0.0080 
Fraction of error due to difference 
Covariation 0.9690 
Fraction of error due to residual 
variance 0.9942 
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Actual and Predicted Values of Demand Deposits (DD) 
Table 8.3 
Year Actual Predicted Residual Residual 
Percent 
1967 17.000 19.697 -2.697 15% 
1968 16.000 15.119 0.880 5% 
1969 20.000 24.557 -4.557 22% 
1970 19.000 16.166 2.833 14% 
1971 22.000 23.423 -1.423 6% 
1972 22.000 19.471 2.528 11% 
1973 28.000 30.402 -2.402 8% 
1974 28.000 26.467 1.532 5% 
1975 29.000 34.472 -5.472 18% 
1976 32.000 34.766 -2.766 8% 
1977 34.000 36.958 -2.958 8% 
1978 30.000 33.162 -3.162 10% 
1979 43.000 42.991 0.008 0% 
1980 45.000 43.052 1.947 4% 
1981 39.000 35.608 3.391 8% 
1982 36.000 32.367 3.632 10% 
1983 35.000 26.485 8.514 24% 
1984 24.000 26.721 -2.721 11% 
1985 24.000 26.488 -2.488 10% 
Root-mean-Squared error (rms) 3.4361 
Mean-absolute error 2.9431 
Regression Coefficient of actual on 
predicted 0.9527 
Theil's Inequality Coefficient 0.01333 
Fraction of error due to difference 
Covariation 0.9826 
Fraction of error due to residual 
variance 0.9812 
362 
Actual and Predicted Values of Time Deposits (DT) 
Table 8.4 
Year Actual Predicted Residual Residual 
Percent 
1967 5.000 5.535 -0.535 10% 
1968 3.000 5.935 -2.935 97% 
1969 5.000 6.128 -1.128 22% 
1970 7.000 5.541 1.458 20% 
1971 7.000 5.348 1.651 23% 
1972 10.000 7.679 2.320 23% 
1973 10.000 9.751 0.248 2% 
1974 9.000 10.220 -1.220 13% 
1975 9.000 9.903 -0.903 10% 
1976 10.000 10.290 -0.290 2% 
1977 11.000 11.426 -0.426 3% 
1978 13.000 16.100 -3.100 23% 
1979 16.000 14.857 1.143 7% 
1980 16.000 14.377 1.622 10% 
1981 16.000 14.375 1.624 10% 
1982 16.000 15.587 0.412 2% 
1983 17.000 15.010 1.989 11% 
1984 16.000 16.660 -0.660 4% 
1985 19.000 19.965 -0.965 5% 
Root-mean-Squared error (rms) 1.5344 
Mean-absolute error 1.2966 
Regression Coefficient of actual on 
predicted 0.9915 
Theil's Inequality Coefficient 0.0157 
Fraction of error due to difference 
Covariation 0.9784 
Fraction of error due to residual 
variance 0.9993 
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Actual and Predicted Values of Savings Deposits (DS) 
Table 8.5 
Year Actual Predicted Residual Residual 
Percent 
1967 3.500 3.973 -0.473 13% 
1968 3.800 3.962 -0.162 4% 
1969 4.100 4.461 -0.361 8% 
1970 4.400 3.904 0.495 11% 
1971 4.400 4.188 0.211 4% 
1972 5.200 4.746 0.453 8% 
1973 5.800 5.747 0.052 1% 
1974 5.800 5.741 0.058 1% 
1975 5.500 6.000 -0.500 9% 
1976 5.600 6.138 -0.538 9% 
1977 6.100 6.582 -0.482 7% 
1978 6.500 6.855 -0.355 5% 
1979 7.200 7.010 0.190 2% 
1980 7.300 6.938 0.361 4% 
1981 7.000 6.583 0.416 5% 
1982 6.500 6.671 -0.171 2% 
1983 6.700 6.149 0.550 8% 
1984 6.500 6.634 -0.134 2% 
1985 7.400 7.308 -0.091 1% 
Root-mean-Squared error (rms) 0.3612 
Mean-absolute error 0.3189 
Regression Coefficient of actual on 
predicted 0.9949 
Theil's Inequality Coefficient 0.0037 
Fraction of error due to difference 
Covariation 0.9789 
Fraction of error due to residual 
variance 0.9978 
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Actual and Predicted Values of Money Stock (M) 
Table 8.6 
Year Actual Predicted Residual Residual 
Percent 
1967 29.000 34.397 -5.497 18% 
1968 29.000 31.611 -2.611 9% 
1969 34.000 42.518 -8.518 25% 
1970 37.000 32.789 4.210 11% 
1971 42.000 40.979 1.020 2% 
1972 45.000 39.292 5.707 12% 
1973 49.000 50.744 -1.744 3% 
1974 50.000 47.530 2.469 4% 
1975 49.000 55.901 -6.901 14% 
1976 53.000 56.737 -3.737 7% 
1977 54.000 60.103 -6.103 11% 
1978 52.000 57.290 -5.290 10% 
1979 70.000 69.210 0.790 1% 
1980 74.000 70.617 3.382 4% 
1981 68.000 63.223 4.776 7% 
1982 64.000 59.285 4.714 7% 
1983 58.000 50.439 7.650 13% 
1984 49.000 51.359 -2.359 4% 
1985 48.000 49.231 -1.231 2% 
Root-mean-Squared error (rms) 
Mean-absolute error 
Regression Coefficient of actual on 
predicted 
Theil's Inequality Coefficient 
Fraction of error due to difference 
Covariation 
Fraction of error due to residual 
variance 
4.6997 
4.1430 
1.0328 
0.0082 
0.9164 
0.9829 
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Actual and Predicted Values of Bank Credit (CL) 
Table 8.7 
Year Actual Predicted Residual Residual 
Percent 
1967 20.000 22.593 -2.593 12% 
1968 21.000 25.871 -4,871 23% 
1969 25.000 28.519 -3.519 14% 
1970 29.000 29.179 -0.178 l% 
1971 31.000 29.248 1.751 5% 
1972 30.000 28.911 1.089 A 
1973 32.000 31.253 0.746 2% 
1974 41.000 38.838 2.161 5% 
1975 38.000 38.412 -0.412 l% 
1976 37.000 38.888 -1.8 * 
88 5% 
1977 38.000 41.482 -3.482 9% 
1978 48.000 48.459 -0.459 l% 
1979 46.000 45.764 0.235 0% 
1980 41.000 42.947 -1.947 A 
1981 38.000 37.889 0.110 0% 
1982 33.000 32.147 0.852 2% 
1983 30.000 27.032 2.967 9% 
1984 30.000 26.789 3.211 lo% 
1985 33.000 30.467 2.532 7% 
Root-mean-Squared error (rms) 2.2773 
Mean-absolute error 1.8426 
Regression Coefficient of actual on 
predicted 0.9709 
Theil's Inequality Coefficient 0.0043 
Fraction of error due to difference 
Covariation 0.9886 
Fraction of error due to residual 
variance 0.9842 
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Actual and Predicted Values of Excess Reserves (RE) 
Table 8.8 
Year Actual Predicted Residual Residual 
Percent 
1967 2.000 4.423 -2.423 121% 
1968 6.000 3.526 2.473 41% 
1969 6.000 4.251 1.748 29% 
1970 4.000 -2.128 6.128 153% 
1971 7.000 8.911 -1.911 27% 
1972 10.000 16.808 -6.808 68% 
1973 12.000 18.823 -6.823 56% 
1974 14.000 13.244 0.755 5% 
1975 19.000 19.704 -0.704 3% 
1976 23.000 19.127 3.872 16% 
1977 18.000 13.581 4.418 24% 
1978 2.000 6.404 -4.404 220% 
1979 8.000 11.946 -3.946 49% 
1980 12.000 13.206 -1.206 10% 
1981 16.000 12.400 3.599 22% 
1982 19.000 17.480 1.519 7% 
1983 20.000 10.029 9.970 49% 
1984 18.000 19.857 -1.857 10% 
1985 6.000 11.451 -5.451 90% 
Root-mean-Squared error (rms) 
Mean-absolute error 
Regression Coefficient of actual on 
predicted 
Theil's Inequality Coefficient 
Fraction of error due to difference 
Covariation 
Fraction of error due to residual 
variance 
4.4072 
3.6856 
0.7966 
0.1090 
0.9940 
0.9202 
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Actual and Predicted Values of Borrowed Reserves (RB) 
Table 8.9 
Year Actual Predicted Residual Residual 
Percent 
1967 1.320 1.862 -0.542 41% 
1968 1.940 2.653 -0.713 36% 
1969 0.790 -0.471 1.261 159% 
1970 1.540 0.472 1.067 69% 
1971 3.330 2.669 0.660 19% 
1972 2.640 5.847 -3.207 121% 
1973 0.030 2.495 -2.465 821% 
1974 12.920 8.350 4.569 35% 
1975 11.500 7.444 4.055 35% 
1976 7.300 7.615 -0.315 4% 
1977 3.240 5.273 -2.033 62% 
1978 6.480 6.958 -0.478 7% 
1979 1.580 5.699 -4.119 260% 
1980 1.620 4.957 -3.337 205% 
1981 2.060 4.014 -1.954 94% 
1982 1.730 2.183 -0.453 26% 
1983 0.950 -1.510 2.460 258% 
1984 1.110 -2.805 3.915 352% 
1985 0.020 -0.980 1.000 500% 
Root-mean-Squared error (rms) 2.477 
Mean-absolute error 2.0323 
Regression Coefficient of actual on 
predicted 0.8162 
Theil's Inequality Coefficient 0.2615 
Fraction of error due to difference 
Covariation 0.9817 
Fraction of error due to residual 
variance 0.9419 
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Actual and Predicted Values of Vault Cash (VC 
Table 8.10 
Year Actual Predicted Residual Residual 
Percent 
1967 0.680 0.935 -0.255* 37% 
1968 0.950 0.993 -0.043 4% 
1969 1.050 1.210 -0.160 15% 
1970 0.930 1.035 -0.105 11% 
1971 1.290 1.239 0.050 3% 
1972 1.510 1.204 0.306 20% 
1973 1.400 1.433 -0.033 2% 
1974 1.300 1.334 -0.034 2% 
1975 1.220 1.499 -0.279 22% 
1976 1.430 1.494 -0.064 4% 
1977 1.580 1.516 0.063 3% 
1978 1.760 1.597 0.162 9% 
1979 1.510 1.681 -0.171 11% 
1980 1.550 1.655 -0.105 6% 
1981 1.500 1.528 -0.028 1% 
1982 1.360 1.538 -0.178 13% 
1983 1.460 1.340 0.119 8% 
1984 2.040 1.596 0.443 21% 
1985 1.600 1.455 0.144 9% 
Root-mean-Squared error (rms) 0.1807 
Mean-absolute error 0.1447 
Regression Coefficient of actual on 
predicted 1.1373 
Theil's Inequality Coefficient 0.0164 
Fraction of error due to difference 
Covariation 0.7651 
Fraction of error due to residual 
variance 0.9698 
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Actual and Predicted Values of Private Consumption 
Expenditure (CONS) 
Table 8.11 
Year Actual Predicted Residual Residual 
Percent 
1967 128.000 130.637 -2.637 2% 
1968 137.000 136.837 0.162 0% 
1969 138.000 138.136 -0.136 0% 
1970 139.000 140.599 -1.599 l% 
1971 138.000 137.567 0.432 0% 
1972 152.000 150.135 1.865 l% 
1973 162.000 162.663 -0.663 0% 
1974 173.000 172.756 0.243 0% 
1975 162.000 165.062 -3.062 l% 
1976 163.000 165.503 -2.503 l% 
1977 156.000 165.988 -9.988 6% 
1978 183.000 185.640 -2.640 A 
1979 174.000 173.061 0.938 0% 
1980 187.000 183.485 3.514 l% 
1981 166.000 164.869 1.130 0% 
1982 163.000 158.331 4.668 2% 
1983 147.000 147.827 -0.827 0% 
1984 146.000 143.115 2.884 2% 
1985 156.000 150.132 5.867 A 
Root-mean-Squared error (rms) 
Mean-absolute error 
Regression Coefficient of actual on 
predicted 
Theil's Inequality Coefficient 
Fraction of error due to difference 
Covariation 
Fraction of error due to residual 
variance 
3.3705 
2.4087 
0.9816 
0.0004 
0.9982 
0.9911 
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Actual and Predicted Values of Gross Fixed Capital' 
Formation (INV) 
Table 8.12 
Year Actual Predicted Residual Residual 
Percent 
1967 31.000 32.720 -1.720 5% 
1968 31.000 35.352 -4.352 14% 
1969 28.000 36.366 -8.366 29% 
1970 41.000 33.285 7.714 18% 
1971 49.000 32.267 16.732 34% 
1972 46.000 39.936 6.063 13% 
1973 45.000 48.318 -3.318 7% 
1974 43.000 50.781 -7.781 18% 
1975 40.000 49.119 -9.119 22% 
1976 44.000 49.810 -5.810 U% 
1977 57.000 60.111 -3.111 5% 
1978 56.000 57.858 -1.858 A 
1979 58.000 51.321 6.678 ll% 
1980 48.000 43.688 4.311 8% 
1981 42.000 35.480 6.519 15% 
1982 38.000 28.489 9.510 M 
1983 25.000 23.864 1.135 4% 
1984 21.000 32.534 -11.534 54% 
1985 24.000 , 24.096 -0.096 0% 
Root-mean-Squared error (rms) 
Mean-absolute error 
Regression Coefficient of actual on 
predicted 
Theil's Inequality Coefficient 
Fraction of error due to difference 
Covariation 
Fraction of error due to residual 
variance 
7.2557 
6.0913 
0.7926 
0.0301 
0.9984 
0.9077 
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Actual and Predicted Values of Inventory Investment (IIN) 
Table 8.13 
Year Actual Predicted Residual Residual 
Percent 
1967 2.000 1.365 0.635 31% 
1968 2.000 2.196 -0.196 9% 
1969 2.000 2.406 -0.406 20% 
1970 4.000 4.348 -0.438 8% 
1971 4.000 2.576 1.424 35% 
1972 1.000 2.992 -1.992 199% 
1973 3.000 4.458 -1.458 48% 
1974 7.000 6.178 0.821 11% 
1975 5.000 4.705 0.294 5% 
1976 4.000 5.247 -1.247 31% 
1977 7.000 6.891 0.108 1% 
1978 6.000 6.836 -0.836 13% 
1979 6.000 6.296 -0.296 4% 
1980 6.000 6.575 -0.575 9% 
1981 7.000 7.171 -0.171 2% 
1982 5.000 4.711 0.288 5% 
1983 6.000 4.996 1.003 16% 
1984 5.000 3.224 1.775 35% 
1985 4.000 3.801 0.198 4% 
Root-mean-Squared error (rms) 0.9350 
Mean-absolute error 0.7410 
Regression Coefficient of actual on 
predicted 0.9045 
Theil's Inequality Coefficient 0.0367 
Fraction of error due to difference 
Covariation 0.9889 
Fraction of error due to residual 
variance 0.9656 
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Actual and Predicted Values of Gross National Income (GNP) 
Table 8.14 
Year Actual Predicted Residual Residual 
Percent 
1967 167.000 168.105 -1.105 0% 
1968 170.000 172.758 -2.758 l% 
1969 173.000 175.002 -2.002 l% 
1970 179.000 168.179 10.820 6% 
1971 181.000 165.925 15.074 8% 
1972 196.000 193.059 2.940 l% 
1973 202.000 208.093 -6.093 A 
1974 201.000 213.550 -12.550 6% 
1975 194.000 209.867 -15.867 8% 
1976 206.000 214.363 -8.363 4% 
1977 227.000 227.591 -0.591 0% 
1978 228.000 228.483 0.483 0% 
1979 221.000 214.005 6.994 A 
1980 216.000 208.425 7.574 A 
1981 199.000 190.247 8.752 A 
1982 190.000 177.117 12.882 6% 
1983 170.000 170.403 -0.403 0% 
1984 175.000 189.603 -14.60 8% 
1985 186.000 182.677 3.322 l% 
Root-mean-Squared error (rms) 
Mean-absolute error 
Regression Coefficient of actual on 
predicted 
Theil's Inequality Coefficient 
Fraction of error due to difference 
Covariation 
Fraction of error due to residual 
variance 
8.7541 
7.0097 
0.8356 
0.0020 
0.9659 
0.8490 
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Actual and Predicted Values of Imports Expenditure (IM) 
Table 8.15 
Year Actual Predicted Residual Residual 
Percent 
1967 40.000 42.618 -2.618 6% 
1968 44.000 45.628 -1.628 A 
1969 40.000 46.905 -6.905 17% 
1970 49.000 54.052 -5.052 lo% 
1971 56.000 52.485 3.514 6% 
1972 55.000 52.004 2.996 5% 
1973 61.000 60.345 0.654 A 
1974 77.000 71.166 5.833 7% 
1975 65.000 61.019 3.980 6% 
1976 53.000 54.197 -1.197 2% 
1977 53.000 65.339 -12.339 23% 
1978 68.000 72.852 -4.852 7% 
1979 61.000 60.674 0.325 0% 
1980 58.000 58.322 -0.322 0% 
1981 44.000 45.272 -1.272 2% 
1982 37.000 35.414 1.585 A 
1983 24.000 22.284 1.715 7% 
1984 28.000 20.271 7.728 M 
1985 29.000 26.352 2.640 9% 
Root-mean-Squared error (rms) 4.6289 
Mean-absolute error 3.5385 
Regression Coefficient of actual on 
predicted 0.8932 
Theil's Inequality Coefficient 0.0080 
Fraction of error due to difference 
Covariation 0.9590 
Fraction of error due to residual 
variance 0.8790 
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Actual and Predicted Values of Total Taxes (T)- 
Table 8.16 
Year Actual Predicted Residual Residual 
Percent 
1967 21.000 26.214 -5.214 24% 
1968 25.000 26.393 -1.393 5% 
1969 28.000 27.849 0.150 0% 
1970 32.000 31.112 0.887 2% 
1971 31.000 29.020 1.979 6% 
1972 33.000 31.477 1.522 4% 
1973 42.000 40.092 1.907 4% 
1974 46.000 45.741 0.258 0% 
1975 44.000 42.660 1.339 3% 
1976 43.000 42.192 0.807 1% 
1977 43.000 41.864 1.135 2% 
1978 42.000 49.686 -7.686 18% 
1979 45.000 46.704 -1.704 3% 
1980 42.000 42.404 -0.404 1% 
1981 41.000 37.394 3.605 8% 
1982 34.000 31.019 2.980 8% 
1983 29.000 25.566 3.434 11% 
1984 26.000 26.584 -0.584 2% 
1985 29.000 32.705 -3.705 12% 
Root-mean-Squared error (rms) 2.8423 
Mean-absolute error 2.1241 
Regression Coefficient of actual on 
predicted 0.9260 
Theil's Inequality Coefficient 0.0060 
Fraction of error due to difference 
Covariation 0.9994 
Fraction of error due to residual 
variance 0.9587 
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Actual and Predicted Values of Direct Taxes (TD) 
Table 8.17 
Year Actual Predicted Residual Residual 
Percent 
1967 6.000 7.586 -1.586 M 
1968 8.000 7.468 0.531 6% 
1969 8.000 8.082 -0.082 l% 
1970 10.000 10.016 -0.016 0% 
1971 11.000 9.116 1.883 17% 
1972 10.000 8.818 1.181 ll% 
1973 12.000 12.397 -0.397 3% 
1974 14.000 14.380 -0.380 2% 
1975 16.000 15.100 0.899 5% 
1976 14.000 12.977 1.022 7% 
1977 14.000 13.570 0.429 3% 
1978 12.000 15.315 -3.315 27% 
1979 16.000 17.070 -1.070 6% 
1980 15.000 15.160 -0.160 A 
1981 14.000 12.787 1.213 8% 
1982 11.000 10.389 0.610 5% 
1983 11.000 8.656 2.342 21% 
1984 7.000 7.771 -0.771 ll% 
1985 8.000 10.304 -2.304 28% 
Root-mean-Squared error (rms) 1.3667 
Mean-absolute error 1.0631 
Regression Coefficient of actual on 
predicted 0.8928 
Theil's Inequality Coefficient 0.0134 
Fraction of error due to difference 
Covariation 0.9999 
Fraction of error due to residual 
variance 0.9443 
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Actual and Predicted Values of Indirect Taxes (TI) 
Table 8.18 
Year Actual Predicted Residual Residual 
Percent 
1967 15.000 18.627 -3.627 24% 
1968 17.000 18.925 -1.925 ll% 
1969 20.000 19.767 0.232 l% 
1970 22.000 21.096 0.904 A 
1971 20.000 19.904 0.095 0% 
1972 23.000 22.658 0.341 l% 
1973 30.000 27.694 2.305 7% 
1974 32.000 31.360 0.639 2% 
1975 28.000 27.560 0.439 l% 
1976 29.000 29.215 -0.215 0% 
1977 29.000 28.294 0.705 2% 
1978 30.000 34.370 -4.370 14% 
1979 29.000 29.634 -0.634 2% 
1980 27.000 27.244 -0.244 l% 
1981 27.000 24.607 2.392 8% 
1982 23.000 20.630 2.369 10% 
1983 18.000 16.908 1.091 6% 
1984 19.000 18.812 0.187 l% 
1985 21.000 22.400 -1.400 6% 
Root-mean-Squared error (rms) 
Mean-absolute error 
Regression Coefficient of actual on 
predicted 
Theil's Inequality Coefficient 
Fraction of error due to difference 
Covariation 
Fraction of error due to residual 
variance 
1.7534 
1.2696 
0.9540 
0.0050 
0.9971 
0.9832 
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The relatively high ratios of the root mean squared error and the size 
of the residuals as a percentage of actual values are primarily due to 
disturbances experienced by the Tanzanian economy during the study 
period (the four crisis periods indicated above). It will be recalled 
from Chapter 4 that these crisis periods coincide with major policy 
shifts: the restrictive Exchange Control and credit squeeze of 1971/72, 
the Import Liberalization of 1977-1978 and the major restriction in 
Government Investment programme beginning from the end 1981. In general 
terms, the combined effect of economic disturbances and policy shifts 
have produced in the simulation results a dynamic profile in which their 
solution values tend to overshoot the actual values in one period, to 
undershoot in the subsequent periods and eventually to swing back to a 
slight underestimate towards the terminal period. This dynamic profile 
is particularly delineated in the figures of dynamic simulation. 
The actual and predicted values of all the endogenous variables are 
graphed in figures 8.1 through 8.18 in order to provide a visual 
analysis of the models ability to track the historic values of 
endogenous variables. The figures track reasonably well the historic 
time paths of endogenous variables. It is clearly observed that the 
direction of change in the simulated series corresponds satisfactorily 
to the direction of change in the actual series. However, those 
equations which were mentioned above as having yielded poor simulation 
results (as judged by the size of residual percentages and/or the rms) 
indicate somewhat unsatisfactory ability to predict the turning points 
or sudden changes in the historical data (see Figures 8.1,8.8,8.9 and 
8.12). Except for these four figures, the models ability to duplicate 
turning points is satisfactory. This finding is very encouraging 
because the ability of a simulation model to predict turning points is 
an important criterion for model evaluation. 
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FIG 8.1 DYNAMIC SIMULATIONS : 
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FIG 8.10 DYNAMIC SIMULATIONS 
ACTUAL AND PREDICTED VALUES OF 
VAULT CASH 
xio-1 21- 
20- 
19- 
18- 
17- 
16- 
15- 
14- 
13- 
U) 
10- 
8- 
7 
-" 
B 
19GG 19G8 1970 1972 1971 197G 1978 1980 1982 1981 
YEAR 
388 
FIG 8.11 DYNAMIC SIMULATIONS : 
ACTUAL AND PREDICTED VALUES OF 
PRIVATE CONSUMPTION EXPENDITURE 
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FIG 8.12 DYNAMIC SIMULATIONS : 
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FIG 8.17 DYNAMIC SIMULATIONS : 
ACTUAL AND PREDICTED VALUES OF 
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8.2.2 Ex-Post Forecasting 
In this section, the purpose is to test the predictive performance of 
the model beyond the sample period. In the econometric literature, two 
types of forecasts are considered: the ex-post forecast and the exante 
forecasts. 4 The prediction beyond the sample period up to the present 
time is known as ex-post forecast. This type of forecasting does not 
give any information about the future but it is quite useful for testing 
the behaviour of the model outside the sample period. The ex-ante 
forecast is utilised only in forecasting the endogenous variables for 
the future periods. It is a conditional forecast based on the projected 
future values of the exogenous variables rather than on the historical 
values. Since the information necessary for the projection of the 
future values of the exogenous variables is not available, the ex-ante 
forecast is not provided in the present study. 
Time series for variables included in the model were available only up 
to 1986. Therefore, an expost forecast is performed for 1986 to 
determine the degree to which the model is able to replicate the actual 
series outside the sample period. Table 8.19 presents the actual 
values, predicted values, residuals and percentage error which measure 
residuals as percentage of actual values for each endogenous variable. 
An examination of Table 8.19 indicates that the forecasts are generally 
within reasonable limits and the size of the residuals is within 15 per 
cent of the actual values in most cases. However, the table shows that 
the forecasts for the equation of Excess Reserves (RE), Time Deposits 
(DT) and Imports Expenditure (IM) are far below average performance. 
These relatively high proportions of residuals as percentage of actuals 
are attributed to the three year Economic Recovery Programme (ERP) which 
was launched by the Government in June 1986. The broad macroeconomic 
objective of the programme was to reverse the severe deterioration 
See for exatple, J. Phillip Cooper, Developzent of the Monetary Sector, Prediction and Policy 
Analysis in the FRB-KIT-Penn Model op. cit. pp 97-125; I. S. Pindyck and D. L. Rubinfield op. 
cit. pp 312-311. 
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Ex-Post forecast Results for 1986 
Table 8.19 
Endogenous Actual Predicted Residual Residual 
Variables .1 Percent 
Cu 25.000 21.784 3.215 13% 
D 44.000 53.001 -9.001 20% 
DD 24.000 24.292 -0.292 1% 
DT 13.000 20.804 -7.804 60% 
DS 7.400 7.308 0.091 1% 
m 49.000 46.077 2.922 6% 
CL 37.000 29.647 7.352 20% 
RE -4.000 14.162 -18.162 450% 
RB 2.330 2.087 0.242 10% 
VC 1.540 1.395 0.144 9% 
CONS 149.000 145.721 3.279 2% 
INV 32.000 28.505 3.494 11% 
IIN 3.000 3.564 -0.564 18% 
GNP 177.000 192.442 -15.442 8% 
im 41.000 24.348 16.651 40% 
T 26.000 27.381 -1.381 5% 
TD 8.000 9.390 -1.390 17% 
TI 18.000 17.990 0.009 0% 
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of the economy through a combination of policy measures (fiscal as well 
as monetary policies). The recovery programme was supported by an 18- 
month standby IMF credit facility of SDR 64.2 million and a 
rehabilitation credit of US $ 130 million granted by the World Bank. 5 
Additional assistance of US $140 million was pledged by the 
international donors to help finance the 1986/87 structural adjustment 
measures. In view of access to such foreign exchange, it is clearly 
obvious that the effect to some of the macroeconomic aggregates included 
in the economic model would be felt even during the initial year of 
implementing the recovery programme. This fact has been duly reflected 
by the enlarged differences between actual and forecasted values 
tabulated in Table 8.19. The sizeable error of 40 per cent in the 
prediction of imports expenditure is largely attributed to the 
implementation of the recovery programme. Similarly the large diference 
of 450 per cent between actual and predicted values of excess reserves 
of commercial banks was largely attributed to the recovery programme 
which necessitated the Government to reduce it's development expenditure 
and the resulting bank borrowings in the form of Treasury Bills and 
other Government Securities which as mentioned in the preceding chapter 
accounted for a large proportion of the commercial banks holdings of 
excess reserves. In the case of time deposits, the reason for the large 
discrepancy of 60 per cent between actual and predicted values can also 
be found in the implementation of the recovery programme. It was argued 
in the preceding chapter that in the face of foreign exchange 
difficulties, the business community and parastatal institutions 
preferred to maintain their balances in the form of time deposits rather 
than demand deposits in order to earn some income on such balances. it 
is therefore expected that the implementation of the recovery programme 
which injected into the economy the badly needed foreign exchange 
resources enabled the business community and the parastatal institutions 
access to such foreign exchange for financing imports and other 
transactions reflecting improved business outlook in the economy as a 
whole. Apart from the poor ex-post forecasts of the equations for RE, 
DT and IM, the model as a whole (both the monetary sector and the real 
sector variables) performs reasonably well beyond the estimated period. 
See Review of Current Economic Outlook for Tanzania, Directorate of Research and Planning 
Bank of Tanzania, Dar es Salaam (March 1987), mimeograph. 
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8.2.3 Sensitivity Analysis of the Model 
The dynamic stability of the model is further tested by examining the 
reaction of the model to any change in the initial period used for 
simulation. It is expected that if the econometric model approximately 
represents the real world, then the model should not be very sensitive 
to any change in the initial period of simulation. That is, if the 
model was estimated using data from 1967 to 1985, then it should not 
matter significantly whether the simulation is began in 1967 or 1970. 
For this kind of test, a number of simulation runs should be made with 
the initial period of simulation being altered from run to run. Each 
run generates time path for all endogenous variables in the model. For 
each such run, the time paths generated may be compared with 
corresponding time paths of the original initial simulation period, and 
observed differences may be related to change in the initial period of 
simulation that was used. 
In the present study, the sensitivity tests are performed by simulating 
the estimated model for two different initial periods, i. e. 1970-1985 
and 1975-1985. These alternative initial periods are arbitrarily 
selected as examples of sensitivity tests. The TSP programme is used to 
conduct two dynamic simulation runs over the periods 1970-1985 and 1975- 
1985. The results of these runs are designated as period B and period C 
respectively, while the original initial period of simulation run is 
designated as period A. The simulation results obtained are summarised 
for comparison in Table 8.20. The rms is chosen for comparing the 
simulation results. A glance at the table indicates that the model in 
both periods B and C, as well as in period A (as discussed earlier) 
tracks the historical time path of the endogenous variables reasonably 
well. However, the comparison of periods B and C results with those in 
the original initial simulation i. e. period A, indicates that some 
variables as evaluated by the rms criterion are rather sensitive 
to changes in the initial simulation period. For instance the rms for 
INV and GNP of period C are significantly different from the simulation 
results of period A. This finding seems to substantiate further the 
earlier contention that the dynamic simulation yielded relatively large 
errors for these indigenous variables. On the whole, the model as 
evaluated by the rms criterion seems to be generally insensitive to 
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Sensitivity Simulation Results 
Table 8.20 
Variable 
Period A 
1967-1985 
rms 
Period B 
1970-1985 
rms 
Period C 
1975-1985 
rms 
A- 
rms 
Differences 
BA-C 
rms 
Cu 2.06 2.41 1.50 -0.35 0.56 
D 4.83 5.37 5.01 -0.54 -0.18 
DD 3.43 3.89 3.69 -0.46 -0.26 
DT 1.53 1.42 1.37 0.11 0.16 
DS 0.36 0.39 0.31 -0.03 0.05 
m 4.69 5.59 4.45 -0.90 0.24 
CL 2.27 2.02 1.83 0.25 0.44 
RE 4.40 4.69 4.52 -0.29 -0.12 
RB 2.47 2.67 2.49 -0.20 -0.02 
VC 0.18 0.18 0.18 0.00 0.00 
CONS 3.37 3.76 3.66 -0.39 -0.29 
INV 7.25 7.32 5.78 -0.07 1.47 
IIN 0.93 1.01 0.74 -0.08 0.19 
GNP 8.75 9.33 7.66 -0.58 1.0 
Im 4.62 4.62 4.36 0.00 0.26 
T 2.84 2.75 3.53 0.09 -0.69 
TD 1.36 1.39 1.79 -0.03 -0.43 
TI 1.75 1.61 1.87 0.14 -0.12 
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changes in the initial simulation period. 
On the basis of analysis undertaken in the preceding sections, one may 
conclude that the dynamic stability and predictive accuracy of the model 
is generally satisfactory. Although it may be inappropriate to suggest 
that the foregoing analysis constitute conclusive tests, on accuracyt 
nevertheless, it should provide some basis on the confidence of the 
descriptive ability of the model. It is against this background that 
the next section will be devoted to the derivation of multipliers and 
making some suggestions as to monetary policy actions and their effects 
on the Tanzanian economy. 
8.3 Dynamic Multipliers and Policy Simulations 
It was mentioned earlier that the primary goal of the present 
econometric model is to evaluate the effectiveness of monetary policy 
through multiplier analysis. The first section will discuss briefly the 
methodology of estimation of the dynamic multipliers. The second 
section discusses the results in connection with a few policy 
simulations and the multipliers obtained'. 
8.3-1. Dynamic. Multipliers 
The multipliers show the effect of a change in the exogenous variables 
on the endogenous variables. In econometric literature, there are three 
types of dynamic multipliers: Impact multipliers, Interim multipliers 
and total multipliers. The impact (Short-run) multipliers measure the 
immediate (first period) impact of each exogenous variable on each 
endogenous variable. The interim multipliers indicate the effects on 
each endogenous variable over a given time period. The sum of all 
interim multipliers over time is the total multipliers. 6 
The computer programme used to compute the dynamic multipliers is called 
Programme for Research into Optimal Policy Evaluation (in short, STATOPT 
Programme) available at Imperial College (University of London). 7 The 
6. LS. Goldberger, Izpact Kultipliers and Dynaiic Properties of the ilein-Goldberger Kodel, op. 
cit. pp 14-83. 
7. The TS? Cozputer Prograime used earlier for Dynaiic silulations could not possibly be 
iianipulated to carry out Policy sixulations and/or cotpute dynazic itultipliers. 
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model was solved through the method of successive iterations. The 
convergence depends on both normalization and ordering of the equations 
including definitional identities introduced in the system as presented 
in the preceding chapter. The solution of the model is first obtained 
by performing a dynamic simulation with the exogenous variables set at 
their historic levels. This solution is called the "Control Solution". 
This process is repeated by introducing a disturbance: a one-unit 
increase-in one of the exogenous variables. The method consists of 
varying the selected exogenous variable from the actual series and then 
performing a dynamic simulation of the model with the new level of the 
exogenous variable. 8 This process is repeated as many times as there 
are policy simulations whose dynamic multipliers are being investigated. 
The solution obtained is a "disturbed solution". The ratio of the 
difference of the endogenous variables of the control and disturbed 
solution over the difference of the exogenous variables of the control 
and disturbed solution yields the dynamic multipliers which are being 
searched. If the disturbance amounts to a one-unit change in the 
exogenous variable, as performed in the present study, the above 
mentioned ratio reduces to the difference of the endogenous variables in 
the control and disturbed solutions. In other words, by comparing the 
time paths of the endogenous variables generated by the control solution 
with those from the disturbed solution, one can determine the dynamic 
multipliers or the effects of a specified exogenous change on the 
endogenous variables over the simulation period. It is also possible to 
experiment with one-period-only shocks in the exogenous variables. 
However, the present study will only examine effects of exogenous 
changes sustained throughout the simulation period: 1967-1985. 
Tables 8.21 through 8.25 present the results of policy simulation 
experiments. In all experiments, shocks are initiated in the first year 
of the sample period i. e. 1967. Each table shows for all the endogenous 
variables, the differences in the simulated values between the control 
solution and a disturbed solution. The differences are shown in terms 
of the simulated values of the disturbed solution minus that of the 
control solution. Hence, a positive (negative) difference is obtained 
when the simulated value of the control solution is less (greater) than 
8. In cases vhere a policy package is exaiined, ure than one exogenous variable is affected. 
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that of the distributed solution. The dynamic multipliers, in terms of 
deviations from the control solution (or base run as it is often called) 
of all the endogenous variables have been traced out and presented 
graphically in Figures 8.19 to 8.23. 
Simulation results discussed below represent two policy variables: Loan 
Interest Rates (RL) and Government expenditure (G). RL is the only 
policy instrument which can be manipulated by the monetary authority 
while G represents a fiscal policy instrument. Each of these 
instruments is examined separately in order to evaluate their relative 
effects on the endogenous variables. In view of the limited range of 
policy variables the only policy package examined represent a 
combination of RL and G for a reflationary experiment with the model. 
The results are tabulated in Table 8.25. 
8.3.2 Effect of a Sustained 1 Percentage Point Increase in 
Loan Interest Rates (RL) 
The first simulation experiment is to illustrate the effect on the model 
of increasing the interest rates on commercial bank loans and advances 
by 1 percentage point in 1967 and of maintaining this increment 
throughout the simulation period. Table 8.21 and Figures 8.19 depict 
the dynamic multipliers for this experiment. A general impression given 
by some economists and monetary authorities in Tanzania is that changes 
in loan interest rates have no significant effects on economic activity. 
The results of this experiment as seen from Table 8.21 clearly show 
quite the opposite. In particular, a one-point increase in the loan 
rate is expected to cause a fall in the level of Gross fixed capital 
formation by T. Shs 3.372 billion in the first year and this fall 
increases to Shs 4.067 billion in the fourth year. The multipliers seem 
to be levelling off after the fourth year. Increases in the loan rate 
seems also to exert significant impacts on commercial bank loans and 
advances which in response to a one-point increase in RL decline by 
T. SHS . 473 billion and SHS 2.015 billion in the first and sixth year 
respectively. This decrease in commercial loans and advances seem also 
to reduce the need of bank borrowings (RB) from the Central bank. 
Furthermore, the decline in the level of commercial bank loans and 
advances results in an increase in the level of excess reserves which 
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represents largely holdings in Government Securities. Table 8.21 
indicates that throughout the simulation period, the excess reserves 
(RE) are affected positively by an increase in RL. However, in 
agreement with orthodox economic theory, the decline in the level of 
investment spending results in a decrease in the level of expenditure on 
gross domestic product and hence in national income (GNP). Table 8.21 
shows that by maintaining a one-unit increase in RL, national income 
falls by T. SHs 2.763 billion and Shs 4.303 billion in the first and 
fourth year respectively. 
The decline in the national income reduces the demand for time and 
savings deposits as well as currency and demand deposits (or money 
supply). In line with the reduction in liquid assets, the private 
sector's consumption (CONS) and the level imports are adversely 
affected. Because of lags in the equation for consumption 
expenditure, the reduction in consumption expenditure commences in the 
second period which shows T. Shs 1.344 billion but the fall increases to 
SHS 2,523 billion in the fifth period. The fall in the level of imports 
is T. SHs . 675 billion in the first year but deepens rapidly to Shs 2.024 
billion and Shs 2.449 billion in the third and fourth year respectively. 
The increase in the loan rate seems to produce significant impact on 
both financial and real sector variables. More specifically, the 
primary findings is that a rise in the loan rate tends to have 
contractionary effects on the real economy which finding provides a 
basis of optimism concerning the effectiveness of interest tate as an 
instrument of monetary policy in the Tanzanian economy. 
It is interesting to note from Table 8.21 that the dynamic multipliers 
seem to be levelling off after the 4-9 year. It seems, therefore, 
that, in agreement with other studies in the LDC's, multipliers in the 
Tanzanian economy take considerably longer time to level off than for 
the developed economies. Most of the models for developed economies 
suggest a shorter period of time for reaching the levelling-off point. 
For instance, the Klein-Goldberger model, suggests a four to five year 
period for the multipliers to level off. 9 It is argued that the time 
L. R. Ilein and 1. S. Goldberger, An Econovetric Kodel of the United States, 1929-1952, 
(North -Holland, imsterdaii, 1955). 
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period required for multipliers to level off depends on the structure of 
an economy - its lag structure and the efficiency of its stabilizers. 
To the extent that less developed economies tend to have a more 
simplified stabilising system - taxation, social security, transfer 
leakages, etc. than developed economies, an indirect link could be 
established between development and time needed for the dynamic 
multipliers to level off. It is, However, logical to suggest that 
several more econometric studies on Tanzania, and the less developed 
economies generally, are needed in order to make any meaningful 
statements in regard to the process of development and the levelling off 
point of dynamic multipliers. 
8.3.3 Effect of a Sustained 1 Percentage Point Decrease in Loan Interest 
"I% Rates (Ral 
The results of decreasing the loan interest rate by 1 percentage point 
in the initial period and maintaining the decrement throughout the 
simulation period are presented in Table 8.22. The result of the 
experiment which is intended to evaluate the symmetry of the model, 
turned out to be quite close to the mirror images of those discussed in 
the preceding section. 
An examination of Table 8.22 and Figure 8.20 indicate that a fall in the 
loan interest rate exerts an expansionary effect in the economy. A fall 
in RL yields increased demand for bank credit (CL) by the private sector 
and this in turn results in increased level of investment and imports. 
The gross national income rises through the increased demand for 
investment expenditures. The resulting increase in gross national 
income sets a stage for increased demand for liquid assets such as 
currency, demand deposits, savings deposits, time deposits and vault 
cash. Thus, a reduction in loan interest rates produces impact on both 
financial and non-financial variables and the positive effect of a fall 
in the RL is transmitted to the real sector through increased demand for 
bank credit by the private sector which results in higher levels of 
gross national income through increased spending on gross investment. 
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A feature requiring special notice is that, as expected, excess reserves 
is affected negatively. This is due to the fact that the increase in 
demand for bank credit by the private sector reduces the amount of 
excess reserves which is normally held by commercial banks in Government 
Securities. Moreover, the increase in the level of general economic 
activity yields a higher level of Government revenue through taxes which 
in turn reduces both the budgetary deficits and Government borrowings 
from commercial banks. 
As mentioned earlier, interest rate manipulation is the only monetary 
policy variable experimented in the present study. However, apart from 
this instrument of monetary policy, the authorities used as policy 
instruments, ceilings on commercial bank borrowing from the central bank 
and a number of other measures which affected the general availability 
of credit in the system. These include direct central bank advances to 
the development banks (such as the Tanzania Rural Development Bank, the 
Tanzania Investment Bank and other financial institutions), advances to 
Government, direct controls on bank credit and directives to commercial 
banks and specified financial institutions. Owing to the difficulty of 
obtaining quantitative information on these different policy measures, 
their separate effects, or dynamic multipliers could not be approximated 
in the present model. 
8.3.4. Effect of a sustained 1 Billion T. Shillings Increase 
in Government Expenditure (G) 
In most of the contemporary econometric models, multiplier analysis 
focuses on Government expenditure effects. Table 8.23 and Figure 8.21 
present a summary of the dynamic multipliers of increasing the 
Government expenditure by 1 billion T. Shillings in the initial period 
and maintaining the increase throughout the simulation period. In the 
present study, Government expenditure is defined to include both the 
current and capital budgets. 
It will be recalled from the preceding chapter that Government 
expenditures enter the model as a Positive explanatory variable in the 
GNP accounting identity. The GNP, therefore, forms the main variable 
for adjustment in the entire system following a change in Government 
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expenditures. Table 8.23 indicates that a one billion T. Shs increase in 
Government expenditure leads to an increase in the GNP by T. Shs 1.300 
billion in the first year. The magnitude of the GNP multipliers rise 
rapidly between the second and fourth year when they reach a peak of 
2.025. The GNP multipliers start to be levelling off after the fourth 
year so that the relevant magnitudes in the fifth and sixth year are 
1.984 and 1.918 respectively. In line with simulation results obtained 
in the preceding section, the effect of an increase in Government 
expenditure on private consumption expenditure is nil in the first year 
(because of lag structures). However, the interim multipliers for 
private consumption expenditure in the 2nd and 3rd years are . 632 and 
. 914 respectively. The consumption expenditure multipliers rise to 
1.209 in the 6th year and then start levelling off gradually. 
With respect to gross fixed capital formation, a one billion T. SHs 
increase in Government expenditure yields an increase of T. Shs . 587 
billion and T. Shs . 848 billion in the first and second year 
respectively. Table 8.23 indicates that the highest increase of T. Shs 
. 914 billion is reached in the fourth year and thereafter the interim 
multipliers start to level off. Another important set of multipliers in 
the real sector are those generated by imports. A one unit change in 
Government expenditures leads to a change in imports by T. shs . 317 
billion in the first year. The interim multiplier increase gradually to 
. 953 and 1.153 in the third and fourth year respectively. Furthermore, 
an increase in Government expenditures exerts some impact on the level 
of indirect taxes which rises by T. Shs . 044 billion and T. Shs . 280 
billion in the first and second year respectively. This compares 
favourably with the multipliers of direct taxes which are . 000 and . 171 
for the same period (see Table 8.23). It is, of course, logical to 
expect that an increase in Government expenditures will, ceteris 
paribus, produce larger dynamic multipliers of indirect taxes than those 
of direct taxes because of the resulting increase in the level of import 
duties as well as the sales taxes from locally produced goods. The 
effect of increased Government expenditures on direct taxes is likely to 
be nil in the first year but it is expected to increase in subsequent 
years as a result of increased economic activity and the resulting 
profitability of corporate bodies and increased employment opportunities 
generated in the economy. 
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It will be seen from Table 8.23 that the impact and interim multipliers 
generated by monetary sector variables of the model also provide some 
interesting results regarding the effect of a sustained increase of 
Government expenditures in the economy. In line with increased gross 
national income and expenditure variables (as seen above), an increase 
in Government expenditure leads to increased demand for liquid assets in 
the economy. The money supply increases by T. Shs . 174 billion in the 
first year but rises rapidly in the second and third year to T. Shs . 553 
billion and Shs . 811 billion respectively. The increase in the level of 
total deposits is equally noticeable. During the first year, an 
increase in Government expenditure by T. Shs one billion is expected, 
ceteris paribus, to produce a rise in total deposits by T. Sbs . 250 
billion. The increase in total deposits is almost equally divided 
between demand deposits and time deposits. An increase in Government 
expenditure is also expected to have substantial effects on the level of 
domestic commercial bank credits, (CL). Table 8.23 indicates impact and 
interim multipliers for CL of . 222 and . 808 in the first and fourth year 
respectively. More generally, an examination of the monetary sector 
variables shows that the effects of a sustained increase in G are more 
pronounced on money supply, total deposits and domestic commercial bank 
credit. However, a change Government expenditures exerts relatively 
minor positive effects on vault cash held by commercial banks. 
One feature of the above Government expenditure multipliers is that 
while they imply an increase (in case of all other endogenous variables 
in the model) which is in accord with expectation, in contrast, they 
indicate a decline in excess reserves. As explained in the preceding 
simulation results, this decline in excess reserves is due to the fact 
that excess reserves of commercial banks are largely held in the form 
of Treasury Bills and other Government stocks which increase or fall 
with the size of budgetary deficits. Therefore, excess reserves is 
expected to fall during expansionary periods when commercial banks 
reduce their level of excess reserves (while increasing their investment 
portfolio in loans and advances) and also the budgetary position of the 
Government is expected to improve through increased earnings of tax 
revenues which enables it to reduce its borrowings from the banking 
system. 
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In summary, a sustained increase in Government expenditures is expected 
to produce an expansionary impact in the economy. With respect to 
financial variables, it has a larger effect on commercial bank loans, 
total deposits and on money supply and a relatively smaller effect on 
vault cash. With regard to expenditure variables, the effects are more 
pronounced on both private consumption expenditure and investment 
expenditure. The resulting increase in national income is substantial 
and sets the stage for another round of expansionary effects in the 
economy. 
8.3.5 Effect of a Sustained 1 Billion T. Shillings Decrease 
in Government Expenditure 
Table 8.24 and Figure 8.22 provide a summary of the results of 
decreasing Government expenditure by one billion T. Shillings throughout 
the simulation period. As expected, the results of this experiment turn 
out to be quite close to the mirror images of those in the preceding 
experiment. 
Examining Table 8.24 indicates that by decreasing Government 
expenditure, this action exerts a contractionary effect in the economy 
and hence the dynamic multipliers have the anticipated negative signs. 
It will be observed that, on the contrary, the dynamic multipliers of 
excess reserves are positive which again is in accord with a priori 
expectations as was explained in the preceding section. 
Finally, it is interesting to note that the levelling off points of the 
dynamic multipliers are consistently found from the 4th -9th year of the 
simulation period. Again, the fall in Government expenditure exerts 
considerable contractionary impact on bank credit, deposits and money 
supply among monetary sector variables. With regard to real sector 
variables, the falling Government expenditure has a more pronounced 
effect on private consumption expenditure, investment expenditure and 
imports. The fall among these expenditure variables leaves GNP 
substantially depressed. 
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8.3.6 Effect of a Sustained Increase in G by 1-billion T. 
Shillings-and a Decrease in RL by 1 Percentage Point 
This experiment is designed to illustrate the effects on the model of a 
policy package intended to stimulate growth and economic activity. For 
this purpose, a combination of two policy variables i. e. changes in the 
loan interest rate and autonomous Government expenditures, was 
experimented as an example of a policy package. Thus, in order to 
achieve the desired expansionary stimuli of the economy, the policy 
simulation would involve maintaining an increase in G by one billion T. 
Shillings and a decrease in loan interest rates by one percentage point 
throughout the simulation period. Table 8.25 and Figure 8.23 summarise 
the results of this experiment. As is seen from the table, the results 
of the policy combination are very encouraging. It produces an 
expansionary impact on GNP and its main components. GNP is expected to 
rise by T. Shs 4.064 billion in the first year. From then on, it 
increases rapidly; the interim multipliers being 6.329 in the fourth 
year when the increases begin to level off gradually. Similarly, the 
responses of the other endogenous variables are also substantial. For 
instance, Gross fixed capital formation increases by Shs 3.959 billion 
and Shs 4.982 billion in the first and fourth year respectively. As 
expected, the effects on private consumption expenditure is nil in the 
first period but increases rapidly between the second and fifth year, 
the corresponding interim multipliers being 1.977 and 3.710. 
With regard to imports, the interim multipliers are . 993 and 4.003 in 
the first and fifth year respectively. In line with the increase in the 
GNP, tax revenue increases by Shs . 140 billion in the first year but all 
the increases being generated by indirect taxes while the effect on 
direct taxes are nil. Thereafter, with increased economic activity and 
the resulting improvement in the business outlook and employment 
opportunities created, the effect on both indirect and direct taxes is 
substantial as can be seen from Table 8.25. As expected, the 
multipliers of total taxes equals in magnitude to the summation of 
indirect and direct multipliers. 
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The effects of an expansionary Policy package on financial variables of 
the model are also significant. For instance, the policy combination is 
expected to cause an increase in total deposits of T. Shs . 782 billion 
and Shs 3.141 billion in the first and fifth year respectively, with the 
bulk of the deposits being generated by demand deposits. In the first 
year, the public's demand for savings and time deposits rose by Shs . 116 
billion and Shs . 349 billion respectively, while commercial bank loans 
and advances are increased by Shs . 696 billion. Finally, the public's 
demand for currency and money supply increases by Shs . 228 billion and 
Shs . 545 million respectively. 
P 
These findings suggest that a policy package yields relatively larger 
dynamic multipliers than those obtained in earlier experiments in which 
only one policy variable was assumed to change. In fact, the combined 
changes in G and RL yields nearly twice the effects of change in only 
one of them. In particular, a combination of policy variables exerts a 
significant influence in stimulating the economy. obviously the same 
could be said if the objective is to deflate the economy. This 
contention is based on preceding multiplier simulations which have shown 
that it makes no real difference whether the exogenous shock is an 
increase or a reduction since the effects are symmetrical. 
In concluding the multiplier analysis, it is curious to note that in 
comparison with the effects of the loan interest rate, the effects of 
autonomous Government expenditures on the endogenous variables of the 
system are relatively small. For instance, lowering the RL by one 
percentage point causes (see Table 8.22) an increase of Shs 2.763 
billion during the first year, while similar increases in investment 
expenditures is Shs 3.372. However, an expansionary fiscal policy i. e. 
an increase in G by 1 billion T. Shs yields (See Table 8.23) an increase 
in GNP of only SHs 1.300 billion while Investment expenditures increase 
by Shs . 587 billion. This result seems to contradict the view held by 
some authorities in Tanzania, namely that the loan interest rate is 
ineffective as an instrument of monetary policy. 
There is another interesting feature of the simulation results which 
deserves a special mention. It is found that although the deviations 
(or effects) of the endogenous variables is generally damped over time 
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(between the 4th and 9th period), there is a tendency for the deviations 
of some variables to increase towards the end of the simulation period. 
This is a feature of most macroeconomic models. 10 It is argued that the 
base value of the simulation has an important effect on the multiplier 
results obtained. Given that the effect of a sustained shock can be 
thought of as the summation of a series of separate spike shocks, the 
influence of the base value would be least apparent if a single spike 
shock is considered. It is, however, more usual to present simulation 
results in terms of a sustained shock and it is in this form that the 
above results are given. 
10. R. Coghlan, Noney, Credit and the Economl, (George Men and Unwin, London, 1981) pp 172-180. 
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CHAPTER 9 
SUMMARY AND CONCLUSIONS OF THE STUDY 
In this chapter the opportunity is taken to review the main empirical 
results of the study and to present broad monetary policy conclusions 
drawn from the model simulation results obtained. The chapter concludes 
with a discussion of the limitations of the study and a brief outline of 
some of the areas for further research which would significantly improve 
the dynamic properties and descriptive ability of the Tanzanian monetary 
model. 
9.1 Review of-Empirical Results and Monetary Policy Conclusions 
A summary of the main empirical results of the present study may be 
presented as follows: 
Demand for Money 
The study has shown that the demand for money (narrowly defined as 
Currency plus demand deposits) has remained stable throughout the 
estimation period 1967-1985. This finding is particularly important 
because during the period under study, the Tanzanian economy has 
experienced a recurring phenomenon of balance of payments crises which 
were often exacerbated by internal economic difficulties caused by 
different factors ranging from severe drought to sheer economic 
mismanagement. The stability of the demand for money function seems to 
hold for both narrow and broad definitions of money. This is an 
important finding with implications on the effectiveness of monetary 
policy in the Tanzanian economy. More specifically, the finding that 
the demand for money function is stable means that by changing the 
supply of money, monetary authorities can affect the real sector 
variables. If, on the contrary, the demand for money was not stable but 
shifting continually in such a way so that the desired cash balances 
were always equal to actual balances, then the economy would be 
satisfied with any level of money stock and monetary authorities would 
not be able to change the level of income by changing the supply of 
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money. However, a stable demand for money function is not sufficient to 
prove the effectiveness of monetary policy. Further inquiry into the 
nature of the relationships among other important variables must be 
made. For this purpose, a model of structural relationships was 
constructed in the preceding chapter to show how these variables relate 
to each other. 
The arguments entering the demand for money function were: the income 
variable and the proxy for the degree of monetization. The rate of 
interest which is often reported in the demand for money function in the 
advanced countries was found to be statistically insignificant. In view 
of the relative underdevelopment of the financial system and the limited 
range of financial assets in Tanzania, this finding is in accord with a 
priori expectations and ties up well with the evidence of the demand for 
money function reported in other developing countries. Another 
important difference with the demand for money in the advanced countries 
is that the income elasticity was found to be higher than unity. This 
finding rejects the hypothesis of economies of scale in money holdings 
for the Tanzanian economy and its implications for monetary policy is 
obvious. That is to say, monetary authorities should be prepared to let 
the supply of money (more accurately the monetary base) increase at a 
higher rate than the rate of growth of real national income. 
Money Supply: 
The purpose of examining money supply was to see whether the behaviour 
of the public and/or the behaviour of the Commercial banks deprive the 
authorities of their control over the supply of money. The main finding 
was that a part of the supply of money does indeed become endogenous but 
this by no means implies that control over the supply of money does not 
lie within the power of the monetary authorities if they choose to use 
it as a policy instrument. The study has shown that movements of the 
two ratios (currency-stock of money ratio and reserve- deposit ratio) 
are not erratic but are substantially explained by movements in some 
economic factors. With regard to the behaviour of commercial banks, in 
particular, their decisions with respect to excess and borrowed reserves 
seem to be affected by the level of total deposits and the stock of 
loans and advances outstanding. 
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Model Estimation: 
The model specified for the Tanzanian economy consisted of 14 
behavioural equations and 4 accounting identities, with the monetary 
sector containing eight behavioural equations and two identities and the 
real sector six behavioural equations and two identities. The model was 
estimated on annual basis for the period 1967-1985. OLS and TSLS were 
used in estimating the parameters of the structural equations of the 
model. 
In the monetary sector separate structural equations have been specified 
for the demand for currency, demand deposits, time deposits and savings 
deposits. The disaggregation of the demand for monetary assets provided 
interesting insights into the nature of forces that determine their 
demand. The demand for currency and demand deposits was best explained 
by the level of income. The income elasticity of demand for currency 
and demand deposits appeared to be higher than unity, leading to the 
conclusion that money is, to some extent, a luxury good in Tanzania. 
With regard to time deposits, it was found that the public's demand for 
this asset was insensitive to changes in the own yield of the asset, a 
finding which reflects the developmental stage of the Tanzanian 
financial structure. It was found that the demand for time deposits was 
strongly related to the level of national income and weakly related to 
the interest rate on savings deposits. The statistical significance of 
the savings interest rate variable, in the equation for time deposits, 
seems to indicate that its variation by the monetary authorities during 
the period under study positively affected the public's psychology 
towards developing banking habits in the country. In fact, the demand 
for savings deposits was also found to be determined by changes in its 
own yield, the level of national income and money supply. These 
results, together with what has been observed in practice, suggest that 
the monetary authorities should seek to influence the level of interest 
rates regularly according to the needs of the economy. Such a measure 
might turn more members of the Public towards the bankings system, 
thereby enable them to change, albeit gradually their present payment 
habits which tend to prefer currency rather than demand deposits as a 
means of payment. 
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The demand for Commercial bank loans and advances was found to depend on 
national income, its own variable lagged one period and a proxy variable 
for balance of payments crises and other economic difficulties 
experienced in the economy during the estimated period. The volume of 
cash that the commercial banks are willing to hold in their vaults is 
determined by their total deposits. The demand for the remaining 
financial variables i. e. excess reserves and borrowed reserves of 
Commercial banks was outlined above under the money supply section and 
need not be repeated here. 
With regard to the real sector, a simple model of income determination 
has been specified and integrated into the aggregate model. Effective 
demand is determined by a consumption function, an investment function, 
imports function and Government expenditures. The construction of the 
real sector equations is intended to identify the channels through which 
monetary policy operates on the real sector of the Tanzanian economy. 
The results of the real sector confirm the hypothesis that the monetary 
sector variables exert considerable influence on the aggregate demand 
through the financing of imports and investment. Specifically, bank 
credit appears to play an important role in determining the demand for 
imports and investment, thereby establishing the link from the monetary 
sector to the real sector. Also the feedback effects from the real 
sector to the monetary were transmitted through the demand function for 
bank credit and the demand for other financial assets. As noted above, 
the volume of bank credit and other financial assets, was best explained 
by the level of gross national income. 
The regression results obtained for the suggested model of the Tanzanian 
economy have been quite satisfactory. The TSLS estimates do not suggest 
any change in the specification of the equations since the explanatory 
power, the level of statistical significance, the coefficients of 
parameters and the DW statistics remain almost unchanged as compared 
with the OLS estimates. All the estimation results indicate that R-2 
ranges between 0.82 and 0.96 except for the equations of vault cash 
(VC), borrowed reserves (RB), Inventory investment UIN) and direct 
taxes (TD) for which those are 0.59,0.78,0.73 and 0.75 respectively. 
All the explanatory variables carry the expected signs, and all the 
coefficients are significant at 5 per cent level except for the income 
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variable in the equations for currency in circulation and demand 
deposits and the dummy variable in the equation for borrowed reserves, 
which are significant at 10 per cent level. On the whole, the aggregate 
model appears to be well specified considering the structural 
characteristics of the economy and the conditions under which the 
monetary system works in Tanzania. 
Model Simulations 
The results obtained from the various simulation tests indicate that the 
model is stable. it has been shown that the model fits reasonably well 
within the estimation period. In particular, the dynamic simulations 
demonstrate the consistency and stability of the model, as evidenced by 
the fact that the simulated value of each of the endogenous variables 
tracks closely its corresponding historical data series. The rms 
simulation errors computed together with other important statistics also 
provide an important measure of the models dynamic properties and 
stability. 
The model performance was further evaluated in terms of ex-post forecast 
and sensitivity analysis. With regard to ex-post forecast, the 
prediction error measurements indicate that the model tracks fairly well 
the historical time path of the endogenous variables beyond the sample 
period. It must, however, be emphasised that three equations of the 
model, namely excess reserves, imports expenditure and gross investments 
yielded somewhat poor ex-post forecast results. Apart from possible 
specification errors of. these equations, the relatively large ex-post 
forecast errors were attributed to the ongoing structural adjustment 
programme which was launched by the Government in mid 1986. Since the 
structural adjustment programme was also financed by the IMF and other 
foreign donor agencies, it is clearly possible that the implementation 
of the programme had significantly affected in. 1986 the movement of some 
of the macroeconomic variables included in the model. With regard to 
sensitivity test, the overall model performance appears to be rather 
stable, although some endogenous variables were found to be sensitive to 
change in the initial simulation period. 
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Monetary policy Conclusions: 
An attempt was made in Chapter 4 to review in detail the course of 
action undertaken by monetary authorities during the period 1967-1985. 
It was found that the deliberate actions of the authorities affected the 
level of general economic activity and Gross national income. 
The calculated reduced form of the model which attempted to incorporate 
the monetary within the real sector of the economy told the same story. 
The econometric model was built with a view to evaluate the 
effectiveness of the monetary policy actions in the Tanzanian economy. 
The policy simulation results from the estimated model are very 
encouraging indeed. However, it would be misleading at this stage to 
put too much emphasis on the particular dynamic multipliers obtained. 
No empirical model provides a perfect replication of the real world, and 
it is a mistake to expect the present one to do so. In this study the 
dynamic multipliers are interpreted as providing support for the 
effectiveness of monetary policy, and providing some broad indications 
of the magnitude involved. It is difficult to imagine how a more 
categorical conclusion could be adopted when subsequent data revision 
are capable of causing the original data series to change quite 
dramatically. Thus, in drawing conclusions for policy from the 
empirical estimates and dynamic multiplier simulations, emphasis is 
placed on the broad directions of movement rather than the specific 
multipliers obtained. The conclusions might, therefore, be best thought 
of as depending crucially on the theoretical approach adopted, deriving 
support from the specific empirical model that has been estimated. 
Tentative as they may be, conclusions which can be drawn from these 
findings provide a basis for moderate optimism with regard to the 
effectiveness of monetary policy. Policy simulations have provided some 
insights into the workings of monetary policy instruments and of the 
channels of monetary influences. Therefore, the dynamic multipliers 
obtained and presented in this study suggest that the familiar argument 
on the ineffectiveness of monetary policy in the LDC's is not supported 
by empirical evidence. More specifically, it can be shown that the 
conventional wisdom is clearly unwarranted in the context of the 
Tanzanian economy. 
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To begin with, the study has shown that interest rate manipulation as a 
policy instrument of the monetary authorities is likely to be effective. 
It seems that the conventional pessimistic view on this issue has been 
bred by the casual observation of the seemingly insatiable demand for 
bank loans at the prevailing interest rate in most developing economies. 
Based on the findings of the present empirical work, loan interest rate 
policy is reasonably effective in bringing about a change in the level 
of gross investment, imports and thus expenditure on gross domestic 
product both in the short run and in the intermediate run. For 
instance, it was found that a sustained 1 percentage point increase in 
the loan interest rate produces an initial impact of about 3.37 per cent 
and 0.67 per cent decrease in expenditure on gross investment and 
imports expenditure respectively. The corresponding decrease in 
expenditure in gross domestic product is 2.76 per cent in the initial 
period and the impact is subsequently gradually intensified before it 
finally levels off in the 5th period. 
The findings concerning the effect of a sustained 1 percentage point 
decrease in the loan interest rate produces mirror images of dynamic 
multipliers of the above policy simulation. For instance, at the 
initial impact of reducing the loan interest rate, excess reserves 
decline because of Commercial banks willingness to extend loans to 
finance industry, agriculture and other economic activities. The 
resulting increased economic activity and the improved business outlook 
generates more employment opportunities. This in turn, leads to higher 
gross national income and increased demand for financial assets. For 
example, it is estimated that a sustained reduction of loan interest 
rate by 1 percentage point tends to induce an expansion of commercial 
loans and advances by about 0.47 per cent and 2.01 per cent in the first 
and sixth simulation period. Similarly, the demand for money supply in 
the initial period increases by about 0.32 per cent. In general terms, 
the effect on gross domestic product turns out to be expansionary. 
The dynamic multipliers from the above Policy simulations being all in 
accord with priori expectations as to signs, produced quite significant 
effects on both financial and non-financial variables. With respect, to 
financial variables, it was found that the effects were more pronounced 
on bank credits, total deposits, and on demand for money supply. With 
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respect to non-financial variables both consumption and investment 
expenditure seemed to share more or less equally the impact effects of 
changes in monetary policy. As mentioned earlier, these results are 
consistent with the discussion in Chapter 4. More specifically, the' 
results seem to suggest that monetary policy is capable of playing an 
important role in affecting the level of economic activity. Whether 
however, monetary policy should be used as a short-run stabilization 
technique is another matter. What the evidence presented in this study 
suggests is that money is important. However, additional knowledge of 
the dynamics of the system is required before deciding to use monetary 
policy instruments for stabilization purposes. 
In fact, the review of monetary policy actions discussed in Chapter 4 
does not seem to suggest that monetary policy has been used as a means 
of short-run stabilization. On the contrary, it seems that the 
authorities, interested mainly in establishing a stable long-run 
monetary environment, followed a strategy of monetary management which 
purported to keep the rate of growth of the supply of money within the 
boundaries dictated by the growth of the real national income. Such 
monetary policy management is consistent with the belief that money 
matters. In fact, it is exactly this strong belief about money 
relevance which lies behind Friedman's vigorous advocation of using 
monetary policy with the sole purpose of creating a long-run stable 
monetary environment for the economy (A programme for monetary 
stability, 1968, AER). 
The similarity between Friedman's propositions and the actual policy 
followed in Tanzania during the period under study is indeed quite 
interesting. It does not seem, however, that behind that policy lay 
Friedman's theorising as to what monetary policy can and what it cannot 
do. It is more correct to say that the actual policy was conditioned by 
the particular financial structure of the Tanzanian economy. 
Conventional economic wisdom and the hard lessons of post colonial rule 
in the country, had taught the authorities the important lesson that 
money had the potential of being a major source of economic 
disturbances; they concentrated their effort to keep it underýcontrol; 
looking at the rate of growth of the supply of money and national income 
in the previous year and using estimated values of the increase in real 
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national income for the next year, they tried to achieve an increase in 
the supply of money which, in relation to the estimated increase in 
real national income, should be, more or less, analogous to that of the 
previous year. 
That policy, judged as a whole, has undoubtedly achieved a measure of 
success. one should not, however, go to the other extreme and advocate 
a Friedman-type automatic rule of monetary management. On the contrary, 
this very policy is a testimony that such an automatic rule of monetary 
management could not be applied in the particular case of Tanzania. 
During the period under study, the country has experienced a number of 
severe balance of payments difficulties which were overcome largely by a 
judicious combination fiscal policy and discretionary monetary 
management, a case where an automatic rule might have produced 
cumulative contraction effect in the real economy. 
It is clear from the above analysis that monetary policy is reasonably 
effective in the Tanzanian economy. Thus, the familiar assumptions 
about the effectiveness of monetary policy in an underdeveloped economy, 
with a significant non-monetized sector and a virtual absence of capital 
and money markets do not hold in Tanzania. The present study has shown 
that the effects of monetary policy actions are well transmitted into 
the real sector. The argument that the investment demand is inelastic 
to changes in the interest rate has no basis. The interest rate on 
loans seems to have significant influence on gross investment. it 
should, however, be noted that the interest rate does not reflect the 
total cost of borrowings because bank credits in Tanzania are secured 
through pledging securities. Some of the loans are made against 
collaterals in the form of merchandise (stock of raw materials and 
imported goods). Provision of such securities prohibits or delays their 
sale and the realization of cash from such sale which can be deposited 
to earn interest. 
The author does not, of course, pretend that the present econometric 
study has covered all the monetary measures available to the authorities 
in Tanzania. It was noted earlier, that apart from the interest rate 
manipulation, the authorities used as Policy instrument a number of 
other measures which affected the general availability of-credit in the 
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system. These included, ceilings on commercial bank (as well as 
development banks) borrowings from the central bank, ceilings on 
advances to Government, direct controls on bank credit and directives to 
Commercial banks and specified financial institutions. The separate 
effects or dynamic multipliers of these different monetary policies 
could not be evaluated in the present model owing to the difficulty of 
obtaining relevant statistical data. 
Another important observation regarding the effectiveness of monetary 
policy in Tanzania is that the finding does not imply either that 
monetary devices are more powerful than fiscal policies or that every 
decision to shape the course of the economy should be carried out by the 
use of monetary policy. The finding simply validates the view that 
monetary policy plays an important and positive role in the development 
of the Tanzanian economy. At the same time it has been shown in the 
present study that, as expected, Government expenditures are also quite 
potent in influencing the behaviour of the real sector of the economy. 
It was found that a sustained increase Government expenditures is 
expected to produce an expansionary impact in the economy. The 
expansionary effect is exerted on both financial and expenditure 
variables and the resulting increase in Gross National income is 
substantial. 
The final policy simulation. experiment undertaken in this study was 
designed to illustrate the effects on the model of a policy package 
intended to simulate growth and economic activity. The policy package 
which was achieved by maintaining an increase in G by one billion 
T. Shillings and a decrease in RL by one percentage point throughout the 
simulation period, produced an expansionary impact on all the major 
macroeconomic variables included in the model. The simulation results 
reported, clearly suggest that a policy package generates relatively 
larger dynamic multipliers than those obtained in earlier dynamic 
simulations in which only one exogenous variable was assumed to change. 
In fact, the combined changes in G and RL yield nearly twice the 
separate effects caused by either one of them. These results are 
clearly in accord with standard IS-LM analysis which postulates that the 
right blend of the two macroeconomic policies would produce the' best 
results in either stimulating or deflating the general level'of economic 
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activity. 
9.2 Limitations of the Study and-Suggestions for Further Research 
It will be both logical and instructive to conclude this study with a 
brief discussion of its limitations. These can be divided into two 
categories; those on which further research work can be done, even 
within the limited context of the presently available data; and those on 
which further research work can be accomplished only if the collection 
of the relevant time series will be substantially improved in due 
course. 
In the first case, the limitations pertain mostly to the specification 
of the different equations incorporated in the monetary model devised 
for the Tanzanian economy. For instance, with regard to the equations 
explaining the public's demand for the different financial assets and 
the banks demand for excess and borrowing reserves, the approach adopted 
in the present study has been to specify the relevant equations on an 
"ad hoc" basis. Certainly a more strong specification would improve the 
performance of the model and might reduce the simulation errors 
discussed in the previous chapter under section 8.2.1. It is possible 
that such a specification may run into statistical data difficulties, 
particularly with regard to the public's demand equations, as data on the 
distribution of personal wealth do not exist in Tanzania. However, it 
must be said that even, a much simpler approach might improve the 
statistical results, particularly if the public's demand functions for 
the different financial assets were estimated separately for the 
household and the business sector. With respect to currency, 
disaggregation is hardly feasible as it would involve collection of data 
from the individual firms. With respect to different types of deposits, 
however, more strenuous efforts in the sources of the data (different 
departments of the banks) might produce fruitful results. 
Disaggregation is also feasible with regard to Commercial bank loans and 
advances by type of sector. Apart from improving some of the equations 
in the model, this approach would also provide the authorities with 
useful information and would offer a quantitative assessment of the 
effectiveness of monetary policy with regard to its secondary objective, 
that is, the allocation of credit to the different sectors of the 
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economy. 
The expenditure equations also, estimated in the present study, could be 
substantially improved. The investment functions (fixed and Inventory) 
need substantial improvements. Improvement might be, achieved even with 
the less sophisticated specification used in the present study if an 
attempt is made to estimate less aggregated functions. With regard to 
inventory investment, disaggregation cannot go very far because of data 
limitations but it is feasible to a certain extent as far as fixed 
investment is concerned. 
The specification of the tax equations could also be substantially 
improved, permitting the examination of the effects of changes in 
statutory tax rates and allowances on both financial and non-financial 
variables of the economy. 
There is another important improvement which could be made in the model 
estimated in the present study provided that the relevant data series 
will be available in the future. In this regard, efforts should be made 
to allow for the supply relations and the wage-price link into the 
model. This would make the price level endogenous in the model. Such 
specification will be in tandem with contemporary econometric literature 
which argues that macroeconomic models for the developing economies 
should place more emphasis on supply relations. ' The underlying 
justification for this approach is that in most developing economies 
supply is slow to adapt to changing demands, liable to bottlenecks of 
all sorts, and definitely limited in its ability to expand production 
whether on short notice or over long periods of time. On the contrary, 
the problem for the developed economies, is to generate enough effective 
demand; otherwise such economies have highly productive and adaptable 
industrial complexes, capable of producing much more than they actually 
do. It is against this background, that econometric models for the 
developing countries should emphasize supply somewhat more than the 
models built for the developed countries. 
See for instance, Lawrence R. Klein, 'What kind of Kacroeconometric Model for the Developing 
Economies? ' Econometric Annual of the Indian Economic Journ_al, Vol. 13. (1965). 
440 
Moreover, the present model was estimated on annual basis while for 
practical reasons it might be useful to have a model estimated over 
intervals smaller than a year. The author recommends construction of a 
quarterly model which will be feasible whenever quarterly data on GNP 
and its main components will be made available. 
In conclusion it should be re-emphasised that, the results obtained from 
the various simulation tests clearly indicate that the model sheds light 
on the workings of the Tanzanian economy and it is, therefore a useful 
framework for monetary policy analysis. Its ability to forecast can be 
maintained and improved if the model is continuously adjusted and re- 
estimated by using more recent statistical data and information as they 
become available. In this regard, it is hoped that the present study 
will serve as an impetus for further research in macroeconometric 
modelling in Tanzania. Moreover, although the model has been developed 
and tested within the context of the Tanzanian economy, it should be 
relevant in the study of other African economies after taking account of 
their particular structural and institutional characteristics. 
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APPENDIX A 
A summary of Ordinary Least Squares (OLS) and Two-stage Least Squares 
(2SLS) estimates of the behavioural equations of the model. 
I. OLS CU a -9.3203 + . 0710GI? + . 11010t-t - 3.1113DKKi I.: x . 9150 (4.01) (11.70) (4.29) Dy a 1.81 
2SLS CU a-4.9663 + . 0511GIP + . 7944CUt-i - 2.122ODKIS 1-1 . 
8656 
(1.12) (1-021 (2.36) DI 2.00 
2. OLS In DD-2.7135 + . 4769 In GI? t-t + . 9346 In 1-. 0639 DXXt3 1.1 . 
9658 
(2.00) (10.39) (2.31) DT 1.27 
2SLS 1: DDs-9.2021 + . 05231 a Gl? t. t + . 0581 In X-2.1530 DKILI 1-1 . 
9678 
(1.43) (10.41) (2.19) 1.64 
3. OLS DT-13.2111 + . 0107 UP + 1.5196 IS + 3.0172 DM . 
9060 
(4.10) 14.47) (2.45) DI 1.64 
2SLS DTa-14.3612 + . 0519 CIP + 1.5600 IS + 3.0375 DINY 
1-1 . 9052 
(3.14) (4.41) (2.32) DY 1.63 
4. OLS DSa-2.1167 + . 0206 Gx? + . 0405 K+ . 3694 IS 
1-1 . 9561 
(4.31) 15.17) (1.91) Dy 1.78 
2SLS DS-2.6156 + . 0231 Gl? + . 0410 K+ . 3613 IS I-: a . 
9575 
(4.64) 15.06) (1.16) DT z 1.81 
5- CLS CLR-16.1671 + . 1526 UP + . 7329 CLi-i - 1.3586 DKXs 1-2 . 
9165 
(3.56) (5.14) (3.79) Dw 1.54 
2SLS CLa-19.3201 + . 1712 UP + . 690S CLi-i - 5.0327 DKXt I's a . 9161 13.26) (4.94) (3.10) DI a 1.52 
OLS In VC-2.7512 . 7766 In D 1", . 7263 (6.11) 1.44 
2SLS 14 VC-2.3775 . 6127 In D . 5999 0.92) DI 1.41 
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7. OLS 1189.6509 + . 5115 D-. 7171 CL + 1.2677 11-5.1600 DiNs 1-1 x . 1111 17.11) (5.31) (3.90) (3.56) Dy x 2.09 
2SLS 11811.6967 + . 7710 D-1.2551 CL + 1.4002 13 - 4.4736 CHI 1*1 a . 1110 (7.56) (5.10) (3.131 12.27) DI a 1.32 
1. OLS Ile-3.2241 - . 3111 D+ . 6061 CL + . 4073 11 1.9101 DM 1*1 a . 1229 17.03) (7.30) (5.72) 12.34) DY 8 1.72 
2SLS Ile-5.1111 - . 3170 D+ . 6004 CL 4 . 3531 It 1.5374 Dlli 1-8 a . 
7121 
(4.15) (6.15) 11.25) (1.73) Df 1.34 
9. CLS COIS a 39.1627 + . 4531GIN-t + . 2526CCISt-i 11.9514 DXXo 1-1 . 
9073 
(3.03) 15.14) 14.01) DI 1.32 
2SLS COISE31.3251 + . 1114GIPt-i + . 2211COISt-i 13.1195 Mo 
1-1 . 9031 
(4.70) (2-49) (3.53) DI x 1.29 
10. OLS Ills-27.2259 + . 022 CIP-2.1072 IL-1.7222 DX14 
1-1 a . 8511 
11.11) (3.01) (2-25) DI r 1.20 
1243 IL-4.5127 D114 4515 Gl? -2 1267 + 2SLS Ills-25 1-1 -C . 8501 . . . (6.64) (3-01) (2.17) DI a 1.17 
11. OLS Ills-1.2512 + . 1119 CL + . 0524 11.1 - 1.1931 MIS 
1-1 a . 7162 
(3.11) (2.56) (2.51) Dy a 1.13 
2SLS Ills-2.1116 + . 1411 CL + . 0567 1-t-t 1.2302 Mif 
1-1 a . 7539 
(3.30) OAS) (2.33) Dw a 1.67 
12- OLS lKs-19.0171 + . 1371 li-t 4 1.3403 CL 6.0294 DM 
1-1 3t . 9411 
(10.511 112.25) (2.97) Di x 1.82 
23LS 11-21.7400 + . 1333 It-i + 1.1265 CL - 6.2051 DXXs 1-1 a . 
9339 
(10.01) (10.11) (2.97) DT a 1.71 
IL OLS TDI-10.6536 + . 119; Clfi-t - 1.5161 DXX# 1-1 a . 
7190 
U. 42) (2.11) DW a 1.45 
2SLS ? Do-ll. 0669 4 . 1319 Uh-i - 1.6375 Ms 1-1 a . 7531 (5.71) (2-22) Df a 1.31 
14. OLS ? In-9.1151 + . 1495 CIP1.1 . 1403 Is - 2.600 DXXT III X . 1162 (4.15) 0.06) 12.39) a 1.61 
2SLS ? 18-1.2765 + . 1421 Cl? i. t + . 1112 IN - 3.1126 DKIT . 1201 13.50 (3.03) (2.63) Dw 1.70 
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APPENDIX B 
Sources and listing of statistical data used for estimation in the 
study. 
Most of the data used in the study has been discerned largely from two 
sources; namely, the Bank of Tanzania and the Central Statistical 
office, Dar es Salaam. The entire list of publications used is given 
below: 
1. Bank of Tanzania, Economic and Operations Reports. 
2. United Republic of Tanzania, National Accounts of Tanzania, Bureau 
of Statistics, Dar es Salaam. 
3. United Republic of Tanzania, Five-Year Plans, Government Printer, 
Dar es Salaam. 
4. United Republic of Tanzania, Annual Economic Surveys, UCHUMI, Dar 
es Salaam. 
5. United Republic of Tanzania, Annual Plans, UCHUMI, Dar es Salaam. 
6. United Republic of Tanzania, Statistical Abstracts, Bureau of 
Statistics, Dar es Salaam. 
7. IMF, Internation al Financial Statistics, Washington DC. 
8. IMF, Balance of Payments year-book, Washington DC. 
9. IMF, Surveys of African Economies, Vol. 2. (IMF 1969). 
10. United Nations, Dept. of Econ. and Social Affairs, Statistical 
Yearbook. 
All the T. Shillings variables are denominated in millions, while the 
interest rate variables are expressed in percentages. 
Most of the money variables are expressed at constant prices. Variables 
expressed in current prices bear a prime to distinguish them from the 
corresponding variables at constant prices. For example, GNP', MI and 
V indicate variables expressed at current prices while the 
corresponding variables at constant prices are GNP, X and X. 
The definitions of the symbols employed are given in the Chapters 5-7. 
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