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Abstract
The contribution of glacier mass loss to future sea level rise is still poorly con-
strained (Lemke and others, 2007). One of the remaining unknowns is how water
inputs influence glacier velocity. Short-term variations in glacier velocity occur
when a water input exceeds the capacity of the subglacial drainage system, and
the subglacial water pressure increases. Several studies (Van de Wal and others,
2008; Sundal and others, 2011) have suggested that high ice-flow velocities dur-
ing these events are later offset by lower ice-flow velocities due to a more efficient
subglacial drainage system. This study combines in-situ velocity measurements
with a full Stokes glacier flowline model to understand the spatial and temporal
variations in glacier flow on the lower Franz Josef Glacier, New Zealand. The
Franz Josef Glacier experiences significant water inputs throughout the year (An-
derson and others, 2006), and as a result, the subglacial drainage system is likely
well-developed. In March 2011, measured ice-flow velocities increased by up to
75% above background values in response to rain events and by up to 32% in
response to diurnal melt cycles. These speed-up events occurred at all survey lo-
cations across the lower glacier. Through flowline modelling, it is shown that the
enhanced glacier flow can be explained by a spatially-uniform subglacial water
pressure that increased during periods of heavy rain and glacier melt. From these
results, it is suggested that temporary spikes in water inputs can cause glacier
speed-up events, even when the subglacial hydrology system is well-developed
(cf. Schoof, 2010). Future studies should focus on determining the contribution of
glacier speed-up events to overall glacier motion.
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Chapter 1
Introduction
1.1 Overview
Sea level rise in the 21st century will likely displace hundreds of millions of peo-
ple from their homes, threaten sensitive marine ecosystems, and increase the in-
cidence of storm-related flooding (Lemke and others, 2007). To mitigate these
effects, it is important that we accurately predict future sea level rise (SLR). The
Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment predicts
sea level rise of 0.18 to 0.60 metres (m) by 2100, but that prediction excludes the
effects of future changes in glacier dynamics on glacier mass balance, as the pro-
cesses are still too poorly understood (Lemke and others, 2007). Paleoclimate
studies (e.g., Overpeck and others, 2006) have shown multimetre per century
rises in sea level in the past, and similar rates have been suggested for the 21st
century when changes in glacier dynamics are taken into account (e.g. Hansen,
2007). In an attempt to estimate the possible contribution from glacier dynamics,
Pfeffer and others (2008) concluded that glaciers and ice caps could provide up to
an additional 0.47 m SLR by 2100. When the dynamics of the major ice sheets are
included in this approach, predicted SLR is one metre greater than when those
processes are neglected (Pfeffer and others, 2008).
An improved understanding of glacier dynamics is therefore important for
future adaptation and mitigation in response to climate change. The Franz Josef
Glacier in the Southern Alps of New Zealand provides a unique opportunity to
1
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observe the dynamics of a fast-flowing, maritime glacier. To date, very few stud-
ies have explored the dynamics of this type of glacier; most, in fact, have focused
on continental mountain glaciers that experience a strong seasonal cycle in water
inputs to the glacier bed. At the Franz Josef Glacier, significant rain- and melt-
water reach the bed year round (Anderson and others, 2006). As variations in
water inputs are often correlated with variations in glacier flow (e.g., Iken and
Bindschadler, 1986; Jansson, 1995; Mair and others, 2001), the glacier dynamics of
the Franz Josef Glacier might differ from those of other glaciers. In this study, the
effects of varying water inputs on the daily and diurnal dynamics of the Franz
Josef Glacier are considered.
1.2 Glacier dynamics
1.2.1 Glacier flow
“Glacier dynamics” refers to the “dynamic processes” that govern glacier flow.
Glaciers flow from the accumulation area to the ablation area through two pri-
mary mechanisms: (1) internal deformation and (2) basal motion. Rates of in-
ternal deformation depend primarily on the glacier surface slope, ice thickness,
and temperature (Paterson, 1994), although longitudinal deviatoric stresses can
be important for some mountain glaciers (e.g. Hubbard, 1997). As these parame-
ters change with mass balance and climate, large variations in the rate of internal
deformation usually occur over time periods of a year or more (Vincent and oth-
ers, 2009).
Variations in glacier flow over shorter timescales typically result from changes
in the rate of basal motion. Basal motion consists of both sediment deformation
and glacier sliding. Many studies indicate a relationship between glacier sliding
and effective pressure (e.g., Lliboutry, 1958, 1968; Iken and Bindschadler, 1986;
Hooke and others, 1989). Effective pressure is the difference between ice overbur-
den pressure (proportional to ice thickness) and the subglacial water pressure. As
the subglacial water pressure increases, the effective pressure decreases and the
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Figure 1.1: Subglacial hydrology systems after Fountain and Walder (1998): (A)
a “fast,” arborescent system and (B) a “slow,” linked-cavity system.
ice column tends towards flotation. High subglacial water pressures increase the
rate of basal sliding through two different processes. First, high subglacial wa-
ter pressures cause separation of the ice and bedrock, also known as “cavitation”
(Lliboutry, 1968). This decreases friction where subglacial water pressures are
high, thereby increasing the basal shear stress on the parts of the glacier that re-
main in contact with the bed (Bindschadler, 1983). Second, high subglacial water
pressures in cavities exert a force in the down-glacier direction, a process known
as “hydraulic cavitation” or “hydraulic jacking” (Iken, 1981). As a result, fluc-
tuations in the subglacial water pressure can affect ice-flow velocities on a short
timescale (seasonal, daily, and diurnal).
1.2.2 Glacier hydrology
The subglacial water pressure depends on both the water input to the glacier
bed and the subglacial drainage system. A “fast” (channelized) drainage system
can evacuate water more efficiently than a “slow” (linked-cavity) system. Con-
sequently, the subglacial water pressure remains lower in a fast system than in a
slow system for the same water input (Figure 1.1; Raymond and others, 1995).
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In a slow, linked-cavity system, water travels through a system of naturally-
occurring cavities linked by narrow orifices (Lliboutry, 1968; Kamb, 1987) and
a thin film of water at the bed (Weertman, 1964; Walder, 1982). These cavities
form in the lee of steps in the bedrock and increase in number and size as bed
roughness and sliding speed increase (Nye, 1970). This system is stable when
water inputs to the glacier bed are low (Kamb, 1987).
In a fast, channelized system, water is routed primarily through relatively
straight, semicircular channels at the glacier bed. These channels can either be
incised into the ice (R-channels; Ro¨thlisberger, 1972) or into the hard bed (N-
channels; Nye, 1973). For the R-channels to remain open, melting from the heat
dissipated by the flowing water must balance or exceed the inward creep of the
ice (Kamb, 1987). A fast system is therefore stable only when water inputs to the
system are sufficiently high. When water inputs drop below a certain level, the
conduits will close due to ice creep, and the drainage system will return to a slow
system (Kamb, 1987).
The subglacial drainage system evolves in response to varying water inputs
throughout the year. In the winter, when water inputs are low, a slow system
dominates. The cavities may become constricted due to sediment build-up but
will remain open throughout the winter as long as the glacier continues to slide
along its bed (Fountain and Walder, 1998). When water inputs increase in the
spring, the slow system becomes unstable (Kamb, 1987). Initially, the drainage
system cannot handle the increased water input and the subglacial water pressure
increases, potentially leading to glacier uplift (e.g., Iken and others, 1983). This
event is known as a “spring event” (Mair and others, 2001). Over time, crevasses,
orifices, and remnants of last year’s channels start to incise. As the subglacial
water pressure is lower in a larger channel, the pressure gradient causes water
flow away from smaller channels towards the larger ones. After the spring event,
subglacial water pressures drop abruptly and remain low as long as discharge
levels remain high. The transition from a slow system to a fast system moves up
glacier to higher elevations as the melt season progresses (e.g., Nienow, 1994).
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1.2.3 Spatial variations in glacier flow
Spatial variations in the subglacial drainage system often correlate with spatial
variations in glacier flow. Areas of low subglacial water pressure act as “sticky
spots” (Alley, 1993; Iken and Truffer, 1997; Fischer and others, 1999) and increase
the basal drag at that location. Basal drag refers to the resistive force acting at
the base of the glacier, and consequently, high basal drag leads to low rates of
basal sliding. As the subglacial water pressure changes, sticky spots and their
counterparts – “slippery spots” – can be destroyed or created (Fischer and others,
1999). The impact of these “spots” on nearby surface velocities extends beyond
their immediate location as the ice column “smooths” basal motion as it is trans-
ferred to the surface (Kamb and Echelmeyer, 1986). This is a result of longitudinal
stress-coupling, or the “pulling” and “pushing” of ice nearby. The length scale
over which variations in basal drag affect surface velocities is still poorly under-
stood (Harbor and others, 1997). Balise and Raymond (1985) showed through
an analytical model of a planar parallel-sided slab that basal velocity perturba-
tions applied over a length scale of less than one ice thickness did not influence
surface velocities. From field data, Mair and others (2001) concluded that sticky
spots must be at least four ice thicknesses away for a high velocity event to occur
at a given location on Haut Glacier d’Arolla, Switzerland. These results point to
the importance of understanding the spatial distribution of subglacial water pres-
sures and basal drag across the bed when interpreting intra-annual variations in
surface flow velocities.
1.2.4 Intra-annual variations in glacier flow
Intra-annual variations in surface flow velocities can occur on a seasonal, daily,
or diurnal timescale. On a seasonal timescale, summer velocities are often greater
than winter velocities (e.g., Hooke and others, 1983; Iken and others, 1983). Spring
events usually mark the transition between the two. During this transition, ice-
flow velocities are high as the subglacial drainage system evolves to a more ef-
ficient system. At the toe of Haut Glacier d’Arolla, ice-flow velocities increased
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at all stakes by about 300-400% over a seven-day spring event in 1994 (Mair and
others, 2001). The increased surface motion occurred at a time of glacier uplift
and rising discharge in the proglacial stream, which was a result of high air tem-
peratures and heavy rain. Glacier uplift suggests increased separation between
the glacier and the bed, which would lead to reduced basal drag and high rates
of basal sliding. After the spring event, rises in river discharge did not correlate
with increases in the surface velocity, indicating that the subglacial drainage sys-
tem remained at a lower water pressure during these events. This suggests that
the system had evolved to an efficient, fast drainage system during the spring
event (Mair and others, 2001).
Daily variations in ice-flow velocities, which last only a few hours or days,
can occur anytime of the year, even after a spring event. These events tend to be
more pronounced in the early part of the summer when the drainage system is
still poorly developed (e.g., Hooke and others, 1989). Ice-flow velocities at White
Glacier (Canada), Findelengletscher (Switzerland), and Midtdalsbreen (Norway)
have increased by up to 400% (Iken, 1974), 300% (Iken and Bindschadler, 1986),
and 900% (Willis, 1995) of background speeds, respectively, during these events.
In the early summer, daily events often occur during periods of significant surface
melt and in the late summer with periods of heavy rainfall (Willis, 1995).
Similarly, diurnal cycles in ice-flow velocities tend to occur on days with pro-
nounced diurnal meltwater inputs and thereby subglacial water pressures. At
Findelengletscher, maximum daily borehole water pressures correlated with max-
imum velocities (Iken and Bindschadler, 1986). Nienow and others (2005), on the
other hand, found that peak velocities occurred during rising water pressures at
Haut Glacier d’Arolla. At Gornegletscher in Switzerland, diurnal fluctuations
in borehole water pressures occurred (Ro¨thlisberger, 1976), but there were no
changes in ice-flow velocities (Iken, 1974). Fischer and Clarke (1997) explained
these varying results in terms of a “stick-slip relaxation process” at the glacier
bed. Subglacial water pressures rise until locally-accumulated strain in the ice
is released, perhaps as a result of a failure of a sticky spot. This process causes
an increase in the sliding rate. Once the ice has “relaxed” from the strain re-
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lease, sliding velocities decrease despite higher subglacial water pressures. With
this interpretation, strain release occurred at maximum water pressure at Finde-
lengletscher and at a rising water pressure at Haut Glacier d’Arolla. The neces-
sary water pressure for strain release did not occur at Gornegletscher, and conse-
quently, the sliding velocity did not increase as a result of the diurnal variations
in the subglacial water pressure. Not all glaciers experience diurnal variations
in ice-flow velocities (Iken, 1974), and these variations often do not occur in the
winter.
As the above studies demonstrate, intra-annual variations in ice-flow veloc-
ities usually occur when the water flux exceeds the capacity of the subglacial
drainage system (Willis, 1995). Consequently, if a fast drainage system exists be-
neath the glacier, transient speed-up events are less likely to occur. To date, most
studies have focused on intra-annual variations in glacier speed on continental
mountain glaciers, which have pronounced seasonal variations in water inputs
and temperature. What if a glacier experiences significant melt and rain year
round? Will the intra-annual variations in ice-flow velocities disappear if the
subglacial drainage systems remains well-developed throughout the year? As
more glaciers become subject to increased melt and rain year round as a result
of climate change (e.g., Schuenemann and Cassano, 2010), it is important that we
answer these questions.
1.3 Motivation for this study
1.3.1 Franz Josef Glacier
The Franz Josef Glacier is a temperate, maritime glacier on the western flank of
the Southern Alps, New Zealand (43◦ 29’ S, 170◦ 10’ E; Figure 1.2). The glacier ex-
tends 11 km from an altitude of 2900 m to 300 m above sea level (m.a.s.l.). Mean
ablation rates at the glacier tongue are 20 m a−1 water equivalent (w.e.), and pre-
cipitation rates range from about 7 m w.e. a−1 at the toe to about 12 m w.e. a−1
at 600 m.a.s.l (Anderson and others, 2006). The high rates of accumulation and
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Figure 1.2: Location of the Franz Josef Glacier on the West Coast of the Southern
Alps, New Zealand.
ablation lead to fast response times of 9 to 20 years (Oerlemans, 1997) and veloc-
ities on the order of 1000 m a−1 (Anderson, 2004). At the glacier terminus, melt
and heavy rainfall occur year round. Very few supraglacial streams exist on the
surface of the glacier, suggesting that water is routed to the bed at most locations.
Very few studies have explored the dynamics and hydrology of the Franz
Josef Glacier. Anderson and others (in prep) used previously collected data to
address the intra-annual and decadal variations in ice-flow velocities. They con-
cluded that diurnal, daily, and seasonal variations likely occurred at the Franz
Josef Glacier, but it was difficult to determine the magnitude of these events as the
time interval between velocity measurements was not consistent. At nearby Fox
Glacier, Purdie and others (2008) found short-term velocity increases within 24
hours of heavy rainfall. Velocities during these events reached up to 44% greater
than background velocities, which is significantly less than the magnitude of
daily events previously discussed on Midtsalbreen, Findelengletscher, and other
continental glaciers (Purdie and others, 2008). Purdie and others (2008) did not
address diurnal variations as velocities were measured daily at Fox Glacier.
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1.3.2 Research Questions
The objective of this study is to improve our understanding of the relationship
between water inputs and short-term variations in glacier speed on the Franz
Josef Glacier. In particular, I hope to answer the following questions:
1. How do ice-flow velocities vary spatially and temporally across the lower
Franz Josef Glacier? Are there daily or diurnal variations in ice-flow veloci-
ties?
2. Why do ice-flow velocities vary at this glacier? What do these results sug-
gest about the subglacial hydrology of the Franz Josef Glacier?
3. How do the dynamics of this glacier differ from those of other glaciers, and
what does this tell us about glacier dynamics in general?
The following chapters detail my approach to address these questions. In
the next chapter, the methodology is described. I combine in-situ measurements
and ice flow modelling to understand the relationship between ice-flow veloci-
ties, water inputs, and the subglacial hydrology system on the lower Franz Josef
Glacier. The results of this analysis are presented in Chapter 3 and discussed in
Chapter 4. Finally, conclusions and recommendations for future work are ad-
dressed in Chapter 5.
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Chapter 2
Methodology
To address the research questions outlined in Section 1.3.2, the relationship be-
tween ice-flow velocities and water inputs must be examined at the Franz Josef
Glacier. Two approaches can be taken to determine this relationship: a statis-
tical approach and a modelling approach. A statistical approach compares the
timing and magnitude of observed glacier speed-up events to water inputs. If
glacier speed increases during periods of significant water input, it can be in-
ferred that subglacial water pressures increased during that time (e.g., Iken and
Bindschadler, 1986). Water inputs can be assessed by examining river discharge
(e.g., Naruse and others, 1992) or borehole water pressures (e.g., Iken and Bind-
schadler, 1986; Nienow and others, 2005). A modelling approach, on the other
hand, moves beyond this statistical analysis in an attempt to understand the
physical processes behind the relationship.
Both of these approaches are employed in this study. First, observational data
from March 2011 are used to understand the relationship between water inputs
and glacier velocity. Glacier velocity is determined by measuring the location of a
marker in the ice over time. Water inputs are harder to quantify, as water reaches
the bed from a variety of sources, such as runoff from the valley walls, rain, and
surface melt. As a result, this study combines point measurements and mod-
elling to determine water inputs to the glacier bed. Second, a full Stokes flowline
model is used to help interpret the observational data. The model incorporates
a Coulomb friction law (Schoof, 2005; Gagliardini and others, 2007) that relates
11
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the subglacial water pressure, Pw, to the sliding speed, ub. The observational data
can then be used to infer spatial and temporal variations in the subglacial water
pressure. The following sections describe the in-situ measurements followed by
the glacier flowline model.
2.1 Water inputs to the glacier bed
Rain, seasonal snow melt, and glacier melt constitute the primary water inputs
to the glacier bed. To quantify these inputs, in-situ measurements are combined
with a distributed energy balance model. The energy balance model makes it
possible to investigate water inputs across the entire glacier rather than at select
measurement locations. The melt calculated from the energy balance model is
used to drive a lumped-sum discharge model at the glacier tongue, following the
methods of Anderson and others (2010). The resulting discharge curve provides
an estimate of the total water in the glacier system over time.
2.1.1 Field methods
Rain
Precipitation totals can differ significantly between Franz Josef Village and the
glacier terminus (Anderson and others, 2006). To quantify the precipitation at the
glacier terminus, a tipping-bucket rain gauge was installed on Champness Rock,
a rock outcrop about 300 m down-valley from the glacier terminus (Figure 2.1).
The rain gauge had a resolution of 0.2 mm. The number of tips was totalled every
minute.
Ablation rates
To measure ablation, a stake network of 20 2-m-long white PVC tubes was in-
stalled across the lower glacier on March 4–6 (Figure 2.1). Each tube was drilled
into the ice with a kovacs ice drill until it was flush with the glacier surface. These
“ablation stakes” were placed on ice with different slope angles, sediment cover,
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Figure 2.1: Study site. (a) The inset map shows the location of the Franz Josef
Glacier in New Zealand. Franz Josef Village is 7 km north of the glacier. The
Waiho River originates from the glacier terminus. The black box on the lower
glacier indicates the region of focus in this study and is enlarged in (b). (b) Black
triangles, grey circles, and white circles indicate GPS stations, ablations stakes
where both ablation and GPS location were measured, and ablation stakes where
only ablation was measured. Light blue lines indicate the position of the “first”
and “second” ice falls (Figure 2.2). “Waterfall” marks the location of a large point
source of water (often called “Arthur’s Cataract”) on the lower glacier. Coordi-
nates are given in the New Zealand Transverse Mercator (NZTM) system. Ta-
ble 2.1 lists the coordinates for each instrument.
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Table 2.1: NZTM coordinates of GPS stations (G01–G07), GPS base station (MTP),
ablation stakes (S01–S17), and rain gauge installed on the lower Franz Josef
Glacier in March 2011. Ablation stakes S18–S20 were installed near G01.
Instrument Easting Northing
G01 1371391 5185402
G02 1371500 5185425
G03 1371545 5185191
G04 1371708 5185271
G05 1371818 5185071
G06 1371988 5184890
G07 1370929 5187748
MTP 1385224 5198418
S01 1372050 5184840
S02 1371970 5184797
S04 1371862 5184962
S06 1371971 5185040
S07 1371897 5185111
S09 1371476 5185309
S11 1371440 5185467
S12 1371340 5185470
S14 1371308 5185404
S15 1371578 5185364
S17 1371734 5185212
Rain gauge 1371038 5186475
Waiho River
Waterfall
First Ice Fall
Second Ice Fall
1Figure 2.2: Franz Josef Glacier in March 2011. Arrows point to the locations of
the waterfall, first and second ice falls, and Waiho River (Figure 2.1).
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Table 2.2: NZTM coordinates, glacier slope angle, debris cover, and ice properties
at each installed ablation stake. Four of the 20 stakes (S09, S18–S20) were located
on debris-covered ice on the medial moraine.
Stake NZTM N NZTM E Slope Debris Surface description
S01 5184653 1372045 flat none blue & bubble free ice
S02 5184616 1371969 flat none small & medium crystals
S03 5184679 1371943 low none small & medium crystals
S04 5184776 1371852 ∼20o dispersed sand hummocky surface, medium crystals
w/ veins of large crystals
S05 5184808 1371900 ∼20o dispersed sand medium crystals, meltwater pools
S06 5184857 1371966 flat none medium crystals
S07 5184925 1371893 flat dispersed pebbles small-medium crystals w/ veins of
large crystals
S08 5185160 1371394 low none small & medium crystals
S09 5185126 1371475 low medial moraine no ice exposed, large rocks and pebbles
S10 5185230 1371446 low minimal dust large crystals, ∼30% blue ice
S11 5185285 1371438 ∼10o minimal dust small crystals w/ veins of large crystals
S12 5185287 1371343 ∼20o dust on ridges hummocky surface w/ meltwater
drainage
S13 5185059 1371475 ∼30o none medium crystals
S14 5185218 1371300 ∼10o dispersed sand hummocky surface
S15 5185181 1371576 low none medium crystals, mostly blue ice w/
white striations
S16 5185020 1371664 steep none partway up crevasse, medium & small
crystals
S17 5185029 1371736 low none large crystals
S18 near G01 near G01 ∼20o medial moraine about ∼10% covered by pebbles and
rocks
S19 near G01 near G01 ∼20o medial moraine about ∼80% covered by pebbles
S20 near G01 near G01 ∼20o medial moraine no ice exposed, pebbles, rocks, & mud
and physical appearance to collect a wide range of ablation rates. Table 2.2 de-
scribes the surface appearance at each stake. Three stakes (S18–S20) were in-
stalled in varying sediment cover on the medial moraine to assess the effect of de-
bris cover on ablation rates. This is important because the energy balance model
(see Section 2.1.2) does not take debris cover into account when calculating glacier
melt. Average spacing between the remaining stakes (S1–S17) was 100–200 m.
To be consistent between ablation measurements, ablation was measured to
the nearest centimetre from the top of an ice-axe placed up-glacier of the ablation
stake. Lying an ice axe over the surface “smoothed” the centimetre-scale varia-
tions in ablation around the stake and provided a more representative ablation
rate for that stake. A constant ice density of 917 kg m−3 was assumed to convert
the measured ablation rates to water equivalent (w.e.) values. This allowed the
measured ablation rates to be compared to the modelled ablation rates calculated
by the energy balance model.
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2.1.2 Energy balance model
To understand ablation rates across the entire glacier, glacier melt is calculated on
an hourly timestep using a spatially-distributed energy balance model developed
by Anderson and others (2010). The energy balance at the glacier surface is given
by:
Qm = I(1− α) + Lout + Lin +QH +QE +QR +QG, (2.1)
where Qm is the energy available for melt, I is the incoming shortwave radiation,
α is the surface albedo, Lout is the outgoing longwave radiation, Lin is the incom-
ing longwave radiation, QH is the sensible heat flux, QE is the latent heat flux, QR
is the heat flux supplied by rain, and QG is the ground heat flux. Energy fluxes
towards the glacier surface are positive and energy fluxes away from the surface
are negative. The melt rate, M , is then calculated from the available energy:
M =
Qm
ρwLf
, (2.2)
where ρw is the density of water (1000 kg m−3) and Lf is the latent heat of fusion
of ice (3.34 x 105 J kg−1).
The model requires a surface digital elevation model (DEM) and meteorologi-
cal data, including temperature, precipitation, wind speed, relative humidity, and
incoming shortwave radiation. This study uses the most-recent DEM obtained by
the Shuttle Radar Topography Mission (SRTM), which was acquired in 2000. It
has a resolution of 90 m, which is then resampled to the 100 m resolution of the
energy balance model. Hourly meteorological data are from a climate station
run by the New Zealand National Institue for Water and Atmospheric Research
(NIWA). The climate station is located in Franz Josef Village, 7 km north of the
glacier (43◦ 21’ 56” S, 170◦ 8’ 3.4” E; Figure 2.1). The temperature record from
the village is adjusted for altitude at the glacier, using a mean lapse rate, dT/dh,
of -0.005 oC m−1, which was measured by Anderson and others (2006) between
Franz Josef Glacier and the village. Precipitation is interpolated across the glacier
using precipitation data from the village and a mean annual precipitation surface
developed by Stuart (2011). The precipitation surface is derived from a network
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Table 2.3: Values for the constants in the energy balance model that differ from
those in Anderson and others (2010).
Constant Value Units
dT/dh -0.005 oC m−1
zice 0.027 m
zsnow 0.0012 m
of climate stations across the Southern Alps and describes the mean spatial distri-
bution of precipitation from 1971–2000. The model calculates snow accumulation
from the precipitation data using a threshold of 1oC to differentiate between rain
and snow. This value has been used previously in snow modelling studies in
New Zealand (e.g., Anderson and others, 2006). The values for relative humidity
and windspeed are assumed to be the same at the village and on the glacier.
Using these inputs, the energy balance model is run from April 1, 2010 to
March 31, 2011. The following sections are modified from Anderson and others
(2010) and describe how the energy fluxes are calculated from the climate data.
A list of parameter values can be found in Table 2.3.
Shortwave radiation
Incoming solar radiation at a given location, I , depends on the solar constant,
cloudiness, atmospheric composition, and shadowing by surrounding slopes. It
includes a direct component, Idir, and a diffuse component, Idif . In complex
terrain, diffuse radiation can originate from (1) radiation reflecting off nearby
slopes, (2) backscattered radiation from the atmosphere, and (3) radiation initially
scattered through the atmosphere, known as “sky radiation” (e.g., Dozier, 1980;
Hock, 2005). In this study, diffuse radiation originating from nearby slopes is ne-
glected. The resulting diffuse component can then be described as (Oerlemans,
1992):
Idif = [0.8− 0.65(1− n)]S sin (pi
2
− Z), (2.3)
where n is the cloudiness, S is the solar constant, and Z is the solar zenith angle.
The solar constant, which describes the total amount of energy falling at normal
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incidence outside the earth’s atmosphere, changes throughout the year as a result
of changes in the Earth-Sun distance:
S = 1365[1 + 0.034 cos (
2piN
365
)], (2.4)
where N is the day number from 1 January.
The direct component of the incoming shortwave radiation, Idir, is only calcu-
lated for unshaded gridcells (Corripio, 2003; Oerlemans, 1992):
Idir = [0.2 + 0.65(1− n)]S cos θ, (2.5)
where θ is the incidence angle between the slope normal and the solar beam given
by Garnier (1968):
cos θ = cos β cosZ + sin β sinZ cos (ϕsun − ϕslope), (2.6)
where β is the slope angle, and ϕsun and ϕslope are the solar and slope azimuth
angles, respectively.
The distribution between direct and diffuse shortwave radiation depends on
the cloudiness, n, as scattering increases with water vapour in the atmosphere. It
is given by (Oerlemans, 1992):
I = tatc(Idif + Idir), (2.7)
where ta and tc are the transmissivity of the atmosphere and of the clouds, re-
spectively. Following Oerlemans (1992), these values are approximated as:
ta = (0.79 + 0.000024z)[1− 0.08(
pi
2
− ϕsun
pi
2
)] (2.8)
and
tc = 1− (0.41− 0.000065z)n− 0.37n2, (2.9)
where z is the surface elevation. To calculate cloudiness, n, cloudiness is increased
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from zero until the calculated and measured incoming solar radiation at Franz
Josef Village are equal (Arnold and others, 1996).
Albedo
The magnitude of absorbed incoming shortwave radiation depends largely on
the surface albedo (Equation 2.1). The surface albedo at a given location on the
glacier, α, depends on the snow albedo, ice albedo, and snow depth:
α = αsnow + (αice + αsnow)e
− d
d∗ , (2.10)
where αsnow is the snow albedo, αice is the ice albedo (0.34), d is the snow depth
in mm water equivalent (w.e.) and d∗ is the characteristic snow depth scale (11
mm w.e.). The values for constants were determined for Morteratschgletscher,
Switzerland (Oerlemans and Knap, 1998) and match well with experimental re-
sults at nearby Brewster Glacier (Anderson and others, 2010).
The snow albedo varies both in space and time due to differences in sediment
concentration, crystal structure, and solar elevation (e.g., Wiscombe and Warren,
1980; Warren, 1982). Although local variations in sediment cover are important
for understanding differences in ablation over short distances, debris cover is
neglected in this study. Snow crystal structure changes with time, and as a re-
sult many albedo models parameterise snow albedo as a function of time. Snow
albedo is calculated following the methods of Oerlemans and Knap (1998), in
which snow albedo is dependent on the time since the last snowfall event:
αsnow = αfirn + (αfrsnow + αfirn)e
s
t∗ , (2.11)
where αfirn is the firn albedo (0.53), αfrsnow is the fresh snow albedo (0.9), s is
the time since the last snowfall event (days), and t∗ is a timescale (21.9 days) that
determines how quickly the snow albedo decreases after a snowfall event.
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Longwave radiation
The Stefan-Boltzmann law describes the longwave radiation emitted from a black-
body:
L = σT 4, (2.12)
where L is the longwave radiation,  is the emissivity, σ is the Stefan-Boltzmann
constant (5.6704 x 10−8 W m−2 K−4) , and T is the absolute temperature of the ob-
ject. Outgoing longwave radiation from the glacier, Lout, is constant (317 W m−2),
assuming the glacier surface is at the melting point and the emissivity of snow
is 1.
Incoming longwave radiation, Lin, is emitted by the atmosphere and the sur-
rounding terrain. The partitioning between these sources is dependent on the sky
viewfield, v, defined as the fraction of unobstructed sky at each gridcell (Corripio,
2003):
Lin = effσT
4
a v + tσT
4
t (1− v), (2.13)
where the first term describes the longwave radiation from the atmosphere and
the second term describes the contribution from the terrain. Here eff is the effec-
tive atmospheric emissivity, Ta is the air temperature, and t is the terrain emis-
sivity (0.4; Plummer and Phillips, 2003). The terrain temperature, Tt, is set to
atmospheric temperature for terrain that is not covered by snow or ice and to 273
K for terrain that is ice- or snow-covered. The effective atmospheric emissivity,
eff , is given by Konzelmann and others (1994):
eff = c(1− np) + ocnp, (2.14)
where the clear-sky emissivity, c, is
c = 0.23 + 0.484(
ea
Ta
)
1
8 . (2.15)
The term n is the cloudiness, oc is the emissivity of an overcast sky (0.924), and ea
is the vapour pressure.. The exponent, p = 1, is used following experimental re-
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sults at nearby Brewster Glacier (Anderson and others, 2010). Brewster Glacier is
also located on the West Coast of New Zealand and therefore experiences similar
atmospheric conditions to Franz Josef Glacier.
Turbulent heat fluxes
The turbulent heat fluxes, QH (sensible heat) and QE (latent heat), are caused by
temperature and moisture gradients between the glacier surface and overlying
air and by the wind (Brutsaert, 1982). In this study, the parameterisation of Oke
(1987) is used:
QH = ρcpkHU(Ta − Ts), (2.16)
QE = 0.622ρkEULv
q − qs
p
, (2.17)
where ρ is the air density, cp is the specific heat capacity of air, kH and kE are
the exchange coefficients, U is the wind speed at 2 m above the surface, Ts is the
surface temperature, Lv is the latent heat of vaporisation (2.3 x 106 J Kg−1), q is
the vapour pressure of the air, qs is the vapour pressure of air at the glacier sur-
face, and p is the air pressure. The glacier surface temperature, Ts, is assumed
to be 0 oC. The exchange coefficients for sensible and latent heat, kH and kE , de-
termine the effectiveness of the heat transfer and relate the turbulent flux to the
temperature and wind speed gradients. They depend on the roughness length
for momentum, z0, roughness length for temperature, z0H , roughness length for
water vapour, zOE , and the atmospheric stability. The atmospheric stability is
calculated after Oke (1987):
kH =
k20
log z
z0
log z
z0H
(1− 5.2Rb)2, (2.18)
kE =
k20
log z
z0
log z
z0E
(1− 5.2Rb)2,
where k0 is von Ka´rma`n’s constant (0.4), z is the measurement height (2 m above
the surface), and Rb is the Richardson stability criterion. The stability correction
term in Equation 2.18 ((1− 5.2Rb)2) is only used for stable stratification (Rb < 0).
When Rb > 0 or U < 1, the stability correction term is removed. Unreasonably
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high bulk Richardson numbers can occur when wind speeds are low (U < 1),
which in Oke’s model, lead to the disappearance of turbulence and to a decou-
pling of the snow surface from the atmosphere above (Oke, 1987). The Richard-
son stability number, Rb, is given by:
Rb =
g
Ta
(Ta − Ts)(z − z0)
U2
, (2.19)
where g is the acceleration due to gravity (9.81 m s−2). The model assumes a con-
stant roughness length for momentum, temperature, and water vapour, which
varies over snow and ice (Anderson and others, 2010). The roughness length for
snow, zsnow, is set to 0.0012 after Anderson and others (2010) on Brewster Glacier.
The roughness length for ice, zice, is tuned to 0.027 m to minimise the difference
between modelled and measured ablation rates by Brian Anderson from 2010-
2011.
Rainfall heat flux
Assuming the rain and air temperatures are the same, the rainfall heat flux, QR,
is given by:
QR = cWPTa, (2.20)
where cW is the specific heat of water (4.186 J g−1 oC) and P is the rate of rainfall
(m h−1).
Ground heat flux
The ground heat flux is the heat flux from the glacier surface to depth. It is diffi-
cult to calculate as it depends on the available subsurface energy and the temper-
ature profile within the glacier, which are usually not known. In this model, it is
assumed that the glacier remains at 0 oC, which is a a reasonable approximation
for a temperate mountain glacier (Oerlemans, 1992). The ground heat flux, QG, is
then set to 1 W m−2 (Neale and Fitzharris, 1997; Anderson and others, 2010).
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2.1.3 Discharge model
Discharge is calculated from the modelled glacier melt using a linear-reservoir
model (Baker and others, 1982; Hock and Noetzli, 1997). This model is not spatially-
distributed. The glacier is split into three reservoirs: snow, firn, and ice. The snow
reservoir encompasses all water inputs above 2000 m, the firn reservoir includes
water inputs between 1800 m and 2000 m, and the ice reservoir includes water
inputs below 1800 m as well as all inputs off the glacier (Anderson and others
(2010)). The water that enters each reservoir is a combination of the modelled
ice melt, seasonal snow melt, and precipitation within the catchment (Figure 2.3).
The rate of change of each reservoir’s volume is given by:
dV
dt
= R(t)−D(t), (2.21)
where R(t) is the rate of water flowing into the reservoir. The discharge at the
glacier terminus, D(t), is proportional to the reservoir’s volume, V (t), at time t:
D(t) = ksV (t), (2.22)
where ks is the storage constant. Each reservoir has a different storage constant,
with ksnow = 350, kfirn = 30, and kice = 16, following values tuned at Storglacia¨ren
(Hock and Noetzli, 1997) and at nearby Brewster Glacier (Anderson and others,
2010). As discharge was not measured during the study period, it is not possible
to tune these values to the Franz Josef Glacier. Consequently, the storage con-
stants used in this study may not be correct for the Franz Josef Glacier, although
Hock and Noetzli (1997) suggested that the discharge model may be relatively in-
sensitive to the chosen storage constants (see Section 4.1.1). Combining the above
equations and solving for discharge leads to:
D(t2) = D(t1)e
− 1
ks +R(t2)−R(t2)e−
1
ks . (2.23)
The resulting discharge curve is qualitatively compared to stage data recorded
by a sonic ranger at the Waiho Bridge, which is 6 km downstream from the Franz
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Figure 2.3: Franz Josef Catchment used in the discharge modelling. River stage
was recorded at the Waiho Bridge, 6 km downstream from the glacier terminus.
Josef Glacier (Figure 2.3). Stage is recorded at this location to monitor flooding
events, and Stefan Beaumont from the West Coast Regional Council provided the
data for this study. Discharge values cannot be calculated from the stage data as
stream velocity and bed geometry are not known. Furthermore, the Waiho River
is a braided river, and the location and bed geometry of the major channels can
change quickly (Davies, 1997). Modelled discharge values are used only qualita-
tively in this study.
2.2 Ice-flow velocities
To determine the spatial and temporal variations in glacier flow, six GPS stations
were installed on the lower glacier. Repeat point measurements were also taken
at 11 ablation stakes to improve the spatial resolution of the velocity measure-
ments.
2.2.1 Field methods
GPS stations
Six GPS stations (1 Trimble 5700 and 5 Trimble Net RS units; G01–G06) were
installed on the lower glacier on March 3–4 and removed from the glacier on
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Figure 2.4: Each GPS station included a zephyr antenna, solar panel, 2-m-long
metal pole, and GPS receiver (in the orange box). The ice axe is for scale.
March 19, 2011 (Figure 2.1 and Table 2.1). To capture the small-scale spatial varia-
tions in glacier flow, GPS stations were positioned 1–2 ice thicknesses apart (Truf-
fer, 2004; Gudmundsson and Raymond, 2008). Four of the stations (G01–G04)
formed a grid below the first ice fall with an average spacing of 150 m (Figures 2.1
and 2.2). The remaining two stations (G05–G06) were installed roughly along
centerline above the first ice fall, with a spacing of 200 m.
Each GPS station included a 33 AH battery, 20 W solar panel, solar controller,
GPS receiver, and zephyr antenna installed on a 2-m-long metal pole that ex-
tended about 0.5–1.0 m above the glacier surface (Figure 2.4). Due to the high
ablation rates on the Franz Josef Glacier, the metal pole had to be re-drilled at all
stations on March 10. The stations recorded position every 15 seconds.
A GPS base station (G07) was also installed on Teichelmanns Rock, a veg-
etated rock outcrop about 1.5 km down-valley from the glacier terminus. The
addition of a base station permitted a double-differencing (DD) algorithm to be
utilised during GPS processing (see Section 2.2.2). Unfortunately, it was later dis-
covered that the satellite coverage at Teichelmanns Rock was poor (typically 4–6
satellites) and that processing the kinematic stations against a GeoNet station on
the 11-km-distant Mt. Price (MTP) provided better results. The GPS station on
Mt. Price recorded position every 30 seconds, so the GPS units on the glacier had
to be down-sampled to that rate.
On March 9, the GPS stations started to turn off due to low battery voltage, as
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Figure 2.5: Temporal overview of instrument data collection. The GPS stations
(G01–G07) shut down at various times due to low battery voltage. The dashed
appearance of G01–G04 is a result of the satellite coverage dropping to 3 satel-
lites from 03:00–05:00 each day; consequently, position estimates cannot be deter-
mined during that time. Ablation rates were recorded every 1–2 days.
the solar panels were not providing adequate power to recharge the batteries. On
March 15–16, batteries were replaced at five of the stations (G01–G05) and an ad-
ditional solar panel was installed at the remaining station (G06). After this point,
all stations, except G06, recorded data for the rest of the study period. Figure 2.5
shows when the various instruments, including the GPS stations, collected usable
data.
Repeat stake location measurements
To supplement the GPS stations, stake locations were recorded with a Trimble
GNSS handheld GPS unit at 11 of the 20 ablation stakes every 2–4 days (Fig-
ure 2.1). The stake locations were chosen to increase the spatial coverage and
resolution of the background velocity and strain rate datasets. The sampling rate
was 1 Hz. Stake occupations during the point measurement readings ranged
from 10–20 minutes depending on the reported satellite coverage from the Trim-
ble GNSS unit.
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2.2.2 GPS processing
GPS stations
The kinematic GPS data are processed with TRACK (version 1.24; Chen, 1998),
the kinematic module of the GAMIT/GLOBK software package (King and Bock,
2010). TRACK uses a DD approach to determine the integer phase ambiguity
at each epoch. The phase ambiguity, which is a multiple of the carrier phase,
must be resolved to a new integer value after every cycle slip. TRACK calculates
initial ambiguity estimates using the Melbourne-Wubena Wide Lane (MW-WL;
Melbourne, 1985; Wubbena, 1985), which determines the difference between the
L1 and L2 phases. These estimates do not have to be integer values. Integer am-
biguities are then resolved through a “relative rank” algorithm, which compares
the “best“ and “next best” choices for the integer phase ambiguity based on their
“chi-squared” values. The chi-squared value depends on (1) the match of the
ionosphere-linear combination (LC) to the estimated value, (2) the match of the
MW-WL to the average MW-WL value, and (3) the closeness of the ionospheric
delay to zero. If the difference in chi-squared values between the two choices
is large, then the ambiguity is resolved to the best choice integer. TRACK then
applies a Kalman smoothing filter to the position estimates.
There are several ways to improve the results from TRACK, including esti-
mating a priori coordinates for the base and kinematic stations before processing.
Base station coordinates are calculated using a precise point positioning (PPP)
algorithm implemented by NASA’s online Automatic Precise Positioning Service
(APPS), which uses the GIPSY/OASIS software (version 5; Zumberge and others,
1997). Rough, initial coordinates for the kinematic receivers are estimated with
a module in GLOBK that calculates point position using GPS code range data.
These rough estimates are iterated to more precise coordinates with subsequent
runs of TRACK.
The kinematic stations are then processed with the estimated locations, LC
combinations, and precise ephemerides provided by the International GPS Ser-
vice. GPS motion is loosely constrained in the east, north, and vertical directions
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Figure 2.6: GPS position estimates in the north coordinate at GPS station G02
before (grey dots) and after post-processing (black line) on March 11, 2011.
at 1 cm per epoch (28.8 m d−1), which is an order of magnitude greater than the
glacier motion at these sites. Even after processing, some of the carrier phase
ambiguities remain unresolved. If phase ambiguities are not resolved due to in-
sufficient rank but appear accurate as a result of ionospheric delay and position
values, those integer phase ambiguities are resolved manually. Unresolved in-
teger phase ambiguities that cannot be fixed through this process are left unre-
solved and are not removed from the dataset. As the satellite coverage at Franz
Josef Glacier is already poor, removing satellites with unfixed phase ambiguities
decreases the time span of calculated positions at each GPS station. Unresolved
phase ambiguities are infrequent, but when they do occur, they increase the po-
sition uncertainty at that time. These increased uncertainties are accounted for in
the error estimates (see Section 2.2.3).
After processing, TRACK RMS errors are less than 20 mm, suggesting a ro-
bust solution (Tom Herring, personal communication). TRACK provides the pro-
cessed coordinates in WGS84, which are then projected into the New Zealand
Transverse Mercator (NZTM) coordinate system. Spikes in the estimated coordi-
nates that deviate more than two standard deviations from an one-hour running
mean are removed from the data. Finally, the data are smoothed with a 30-minute
running mean and any remaining spikes are removed manually. Figure 2.6 shows
the position estimates before and after this process.
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To calculate velocities, the GPS station is assumed static over 10 minutes (20
position estimates) and a mean position is calculated for that time. A best lin-
ear least-squares fit is then determined for six hours of “static” locations. The
slope of this fit is the velocity. Through this process, ice-flow velocities are calcu-
lated every 10 minutes. Velocities are averaged over six hours to eliminate high
frequency noise from the velocity timeseries and highlight the more prominent
trends in the velocity record. Strain rates are calculated from the velocity rates
using SSPX, a software package often used to calculate strain rates in geology
(Cardozo and Allmendinger, 2009). Section 2.2.3 describes how the velocity and
strain rate uncertainties are estimated.
Repeat stake measurements
Stake positions are processed statically using NASA’s APPS, which, as previously
mentioned, implements a precise point positioning (PPP) algorithm. PPP, as com-
pared to DD, does not require a nearby base station. As a result, PPP cannot
achieve the same accuracy in position solutions as DD, but it can still provide po-
sition solutions at centimetre to decimetre level by utilising post-processed pre-
cise GPS satellite orbits and clock data (Zumberge and others, 1997).
To calculate the average velocity from the position estimates at a given stake,
the best linear least-squares fit is determined for the position estimates. The slope
of the fit is the velocity. This technique is also used to determine velocities at the
GPS stations (see previous section). The error for the calculated velocity is the
error of the fitted gradient (e.g., Taylor, 1997).
2.2.3 Uncertainty estimates at the GPS stations
Although TRACK provides position uncertainty estimates, these estimates are
often considered unreliable as the reported uncertainties are relative to the as-
sumed data noise limits in the L1 and L2 phases and the P1 and P2 ranges (Her-
ring, 2006). The provided estimates are usually within a factor of two of real
uncertainties (Herring, 2006). It is therefore important to develop independent
assessments of uncertainty.
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This study determines uncertainties through two different methods. First, po-
sition uncertainties are estimated through processing the stationary rock station
on Teichelmanns Rock (G07) as a kinematic station following the same methodol-
ogy as was applied to the stations on the glacier. As this station is not moving, any
deviations from its mean coordinates indicate measurement or processing error.
Here these deviations are called “anomalies.” The uncertainties on the glacier
and at the rock site should be similar as the separation between these sites is
1–2 km. Consequently, both sites are subject to a similar ionosphere and satellite
configuration throughout the day. In particular, when phase ambiguities cannot
be resolved on the glacier, they frequently also cannot be resolved at G07.
Position uncertainties at G07 are calculated as one standard deviation of the
coordinate anomalies in the east, north, and vertical directions. Figure 2.7 shows
this process for one six-hour period on March 7. The velocity uncertainty is twice
the position uncertainty for the six-hour period. When G07 is not operational,
the mean position uncertainty is used as the position uncertainty at that time.
Mean position uncertainty values for the east, north, and vertical coordinates are
0.7 cm, 0.9 cm, and 2.4 cm, respectively. TRACK reports slightly larger mean
uncertainties at G07 of 1.0 cm, 1.1 cm, and 2.4 cm.
The second method assumes that the velocity uncertainty is equal to the un-
certainty of the fitted gradient. As ice-flow velocities are calculated based on
a linear-least-squares best fit to position estimates over a six-hour period, these
data can be used to calculate a gradient uncertainty. This method is also used
to estimate velocity uncertainties at the ablation stakes (Section 2.2.2). Figure 2.8
compares result from the “G07” and “gradient” methods. In general, estimated
velocity uncertainties from the G07 method are greater than those determined by
the gradient method. At G02, mean uncertainties derived from the G07 method
are 2.0 cm d−1, 2.3 cm d−1, and 5.2 cm d−1 in the east, north, and vertical coor-
dinates. These values drop to 0.7 cm d−1, 0.9 cm d−1, and 2.3 cm d−1 when the
gradient method is used. At times, gradient estimates do exceed those predicted
by G07. In particular, gradient estimates are much greater in the east direction
at G01 and G03 (Figure 2.8). This is likely due to differences in the sky-view be-
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Figure 2.9: East, north, and vertical ice-flow velocities at G07. As this station is
stationary, any deviations from its known location indicate processing error. The
velocity uncertainties on the glacier are estimated from the position uncertainties
at this site.
tween these stations on the glacier and Teichelmanns Rock, as G01 and G03 are
less than 100 m to the east of a steep valley wall (Figure 2.1).
TRACK, the G07 method, and the gradient method report similar uncertainty
estimates. As the G07 method provides in-situ measurements of uncertainty, this
study reports those estimates. All reported uncertainty estimates are one-sigma
standard deviations, unless stated otherwise. Uncertainty estimates for glacier
speed and strain rate are determined through a formal error propagation (e.g.,
Taylor, 1997).
At times, velocity uncertainties are larger than those reported. This occurs
when the position values at G07 are not normally distributed. These events can
be detected in the calculated velocities at G07 (Figure 2.9). When large velocity
variations at G07 coincide with large velocity variations on the glacier (e.g., on
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March 4), those velocity variations are not considered in explaining glacier dy-
namics. The large velocity variations likely result from poorly resolved integer
ambiguities.
2.3 Finite element glacier model
To understand the link between surface velocity variations, water inputs, and
processes at the glacier bed, the surface velocity measurements are compared to
surface velocities calculated with a flowline model that incorporates both inter-
nal deformation and basal sliding. The applied friction law at the glacier bed
depends on the subglacial water pressure (Schoof, 2005; Gagliardini and others,
2007), and as a result, this value can be adjusted to reproduce the measured sur-
face velocities. The aim is to infer spatial and temporal variations in the subglacial
water pressure from the velocity measurements. Several recent studies (e.g., Jay-
Allemand and others, 2011; Flowers and others, 2011) have used this technique
to understand changes in the subglacial water pressure during glacier surges.
2.3.1 Governing equations
The model runs in a Cartesian coordinate system, with x as the horizontal di-
rection and z as the vertical direction. Glacier geomety is defined by the glacier
surface zs(x) and bedrock zb(x) topographies (see Section 2.3.3). The flowline
model solves the full Stokes equations using the finite element (FE) method, im-
plemented in the open-source FE package Elmer (version 6.2). Mass and momen-
tum are conserved, and inertia is neglected over the domain zb ≤ z ≤ zs:
∇ · ~u = 0, (2.24)
∇ · ~σ + ρ~g + ~f = 0, (2.25)
where ~u = (ux, 0, uz) is the velocity vector, ~σ is the stress tensor, ρ is the ice density,
and ~g = (0, 0,−g) is the gravity vector. The body force ~f accounts for lateral drag
along the valley walls of a three-dimensional glacier in the flowline model (Jay-
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Allemand and others, 2011):
~f = −ρ~g · ~ts(1− F )~ts, (2.26)
where ~ts is the unit vector tangent to the glacier surface. The shape factor, F =
F (x), depends on glacier geometry and varies with distance along the flowline:
F (x) =
S
PH
, (2.27)
where S is the glacier cross-sectional area, P is the glacier perimeter in contact
with the bedrock (the “wetted” perimeter), and H is the glacier height (Paterson,
1994). For an infinitely-wide glacier, the shape factor is 1 and the body force ~f
is (0,0,0) Newton, indicating that valley wall drag is negligible in this scenario
(Equation 2.26). A narrow valley glacier, such as the Franz Josef Glacier, will
have a much lower shape factor, and as a result lateral drag will be increased.
To estimate the shape factor, the glacier cross section is modelled as a trapez-
ium (Figure 2.10). The side slope angle α and valley floor width wb are taken
from Anderson (2004). Figure 2.11 shows the value of the shape factor along the
flowline.
The rheology of ice can be described by Glen’s flow law (Glen, 1955), which
relates the strain rate tensor, ~˙, to the deviatoric stress tensor, ~τ :
~˙ = Aτn−1e ~τ , (2.28)
where A is the flow law parameter, n is the flow law exponent (usually set to 3),
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Figure 2.11: Shape factor F along the glacier flowline. The shape factor is cal-
culated using Equation 2.27 and the cross-sectional bed geometry shown in Fig-
ure 2.10.
and τe is the second invariant of the deviatoric stress tensor,
τ 2e =
τijτij
2
. (2.29)
The flow law parameter,A, depends on the crystal orientation, water content, and
ice temperature through an Arrhenius relationship. As the Franz Josef Glacier is a
temperate glacier, a value recommended for temperate ice (A = 2.4 × 10−24 Pa−3
s−1) is used in this study (Cuffey and Paterson, 2010).
2.3.2 Boundary conditions
The glacier surface is treated as a stress-free surface (e.g., Blatter, 1995):
~σ · ~ns = 0 for z = zs, (2.30)
where ~ns is the unit vector normal to the glacier surface.
At the glacier bed, a non-linear friction law is applied (Schoof, 2005; Gagliar-
dini and others, 2007). This law depends on the subglacial water pressure and
bedrock geometry. The benefit of this friction law over other friction laws (e.g.,
Weertman, 1957; Budd and others, 1979) is that it fulfils Iken’s bound (Iken, 1981).
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In other words, the quantity τb/N reaches a maximum that depends only on the
maximum positive slope of the glacier bed, mmax, over a metre to decimetre scale.
The value of mmax determines the subglacial water pressure necessary to drown
obstacles at the bed and thereby increase basal drag at areas still in contact with
the bedrock (Schoof, 2005). Assuming the post-peak exponent is equal to 1 in
Gagliardini and others (2007),
τb
N
= C
(
u
(1−n)
b
CnNnAs + ub
)1/n
ub for z = zb, (2.31)
where τb is the basal drag, ub is the sliding velocity, n is the flow law exponent,
the constant C is less than the maximum positive bedrock slope (mmax), As is
the sliding parameter in the absence of cavitation, and N is the basal effective
pressure:
N = ρgH − Pw, (2.32)
where ρ is the density of ice, g is the acceleration due to gravity, H is the height
of the ice column, and Pw is the subglacial water pressure.
There are three unknowns (As, C, and Pw) in Equations 2.31–2.32. The termsC
andAs vary spatially across the glacier bed but do not vary with time (Gagliardini
and others, 2007). As a result, temporal changes in the sliding speed at a given
location indicate changes in the subglacial water pressure. Section 3.3.1 describes
how these values are estimated and the results of the flowline modelling. All
simulations are run until steady state, and each time-step is simulated separately
in the measured velocities.
2.3.3 Glacier geometry and mesh
The glacier model uses a flowline determined by Anderson (2004) for the Franz
Josef Glacier (Figure 2.12). Although the study site covers only a small portion
of the flowline model (Figure 2.12), the entire glacier is simulated to replicate
the stresses and mass flux at the top of the study site. A mesh of the glacier
geometry is generated using the open-source meshing tool Gmsh (version 2.5;
Geuzaine and Remacle, 2009). The mesh is divided into Delaunay triangles, with
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a spacing of roughly 10 m between nodes. Glacier surface and bed elevations are
determined every 100 m along the flowline.
To determine the glacier surface profile in 2011, elevation measurements taken
during the field campaign in March 2011 are combined with the most recent DEM
produced by the Shuttle Radar Topography Mission in 2000 (Figure 2.13). Ideally,
only the in-situ measurements would be used, but these measurements cover
only a small portion of the glacier surface. The SRTM data are offset by the differ-
ence between the in-situ elevation measurements and the SRTM measurements.
The adjusted SRTM elevations are then used where there are no in-situ measure-
ments from 2011.
Measurements of bed elevation exist for most of the study site and parts of
the glacier neve´ (Anderson, 2004), but do not exist for the rest of the glacier flow-
line (Figure 2.13). To estimate ice thickness where there are no measurements,
a constant driving stress, τxz, of 150 kPa is assumed (Anderson, 2004). The ice
thickness can then be calculated based on the 2011 surface profile:
τxz = −ρgHsin(θ), (2.33)
where H is the glacier thickness and θ is the glacier slope angle. This method
assumes that glacier ice behaves as a perfectly plastic material (Oerlemans, 1997).
A running mean of 500 m is applied to smooth between the measured and cal-
culated ice thicknesses. The bed elevation is the surface elevation minus the ice
thickness.
The glacier flowline is divided into two zones for varying boundary con-
ditions at the bed (Figure 2.13). Zone 1 extends from the head of the glacier
to 8000 m, thereby covering the glacier outside of the study site. As no data
exist to constrain the boundary conditions in this zone, the sensitivity of the
glacier model must be tested for different boundary conditions in Zone 1 (see
Section 3.3.2). Zone 2 starts at 8000 m and ends at the glacier terminus, thereby
covering the area of interest in this study.
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Figure 2.12: Glacier flowline. (a) Distance along the flowline from the glacier
head is marked in kilometres. The black box is the focus of this study and is
enlarged in (b). (b) Ice-flow velocity measurements at the GPS stations (black
triangles) are projected onto the flowline (black line) at the location where they
are a minimum distance from their original location.
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Figure 2.13: Glacier surface and bed elevations along the flowline (Figure 2.12).
The glacier surface (grey line) is a combination of in-situ measurements from 2011
and adjusted SRTM measurements from 2000. The bed profile (black line) com-
bines calculated and measured ice thicknesses (black dots). The dashed line indi-
cates the border between Zones 1 and 2.
2.4 Summary
In-situ measurements and glacier modelling are combined to investigate the re-
lationship between water inputs and glacier speed. This informs us about the
hydrology system beneath the glacier. The results will be detailed in the follow-
ing chapter.
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Chapter 3
Results
In this chapter, I first describe the measured and modelled water inputs to the
glacier system. From these data, the magnitude and timing of water inputs can
be determined. I then examine the background ice-flow velocities and strain rates
on the glacier, which illustrate the spatial variability of glacier flow. Afterwards,
I present the temporal variations in ice-flow velocities on a diurnal and daily
timescale and compare those velocity variations to the water inputs. Finally, re-
sults from the glacier flowline model are presented.
3.1 Water inputs to the glacier bed
3.1.1 Measured rain events
Rain event totals exceeded 10 mm on six occassions from March 3-20 (Figure 3.1).
The largest measured rain event (88 mm) occurred from 16:00 on March 16 to
12:00 on March 17. Although the rain event two days earlier (March 15) was
of lower magnitude (77 mm), the average precipitation rate during this event
(8 mm h−1) was twice that of the event on March 16-17 (4 mm h−1). The longest
dry spell was five days from March 6-11.
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Figure 3.1: Rain event totals. The width of the bar indicates the duration of the
rain event.
3.1.2 Measured ablation rates
Measured ablation rates are shown in Figures 3.2 and 3.3. The average measured
ablation rate was 7 ± 3 cm w.e. d−1 (approximately 25 m w.e. a−1). In general,
ablation rates across the glacier were greatest (10 cm w.e. d−1) and most spatially
variable from March 12-13. During this time, the highest measured air tempera-
tures of the study period occurred (Figure 3.2).
Ablation rates were greater below the first ice fall (8 ± 1 cm w.e. d−1) than
above it (6 ± 1 cm w.e. d−1). However, the lowest average ablation rate
(4 ± 1 cm w.e. d−1) occurred below the first ice fall at stake S09. This stake was
located on debris-covered ice on the medial moraine (Table 2.2). Ablation rates at
stakes S18–S20, which were also located on the medial moraine, were lower than
ablation rates observed on nearby sediment-free ice (Figure 3.5).
3.1.3 Energy balance model
Measured and modelled ablation rates are compared in Figure 3.4. On average,
the energy balance model underestimates the total measured ablation at each
stake by 13 ± 16%. Despite this general bias, the energy balance model over-
estimates the average ablation rate at stake S09 on the medial moraine by 50%.
Figure 3.5 shows the measured and modelled ablation rates at the four debris-
covered stakes (Table 2.2). The model produces similar ablation rates at all loca-
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Figure 3.2: Measured ablation rates (A), NIWA temperature record (T) at Franz
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Figure 3.4: Modelled vs. measured ablation rates at debris-covered (grey crosses)
and clear ice (black circles). The line indicates a 1:1 ratio. On average, the energy
balance model underestimates the total measured ablation rate at each stake by
13 ± 16%.
tions on the medial moraine, whereas the measured rates indicate that ablation
rates decreased with increasing sediment cover.
3.1.4 Discharge model
Figure 3.6 shows modelled discharge and river stage from April 2010 to April
2011. In January 2011, the Waiho Bridge had to be raised due to a large aggra-
dation event, and as a result, river stage was not recorded after this time. When
the two time-series overlap (April 2010 - January 2011), they are well correlated
with an R2 value of 0.73. This high correlation value is largely dependent on the
relative timing of rain events in the two records, as the diurnal cycle in glacier
melt does not appear in the stage record (Figure 3.7). A similar R2 correlation
value (0.73) is also achieved by offsetting the modelled record two hours behind
the stage measurements, suggesting that at times the modelled discharge peaks
occurred before peaks in the stage record.
Modelled discharge events during March 2011 are shown in detail in Fig-
ure 3.2. On days without rain, maximum modelled discharge occurred at 18:00.
Although the total precipitation during the rain event on March 15 was less than
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Figure 3.6: Modelled discharge (black line) vs. measured river stage at the Waiho
Bridge (blue line). River stage was not recorded after January 2011.
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Figure 3.7: Modelled discharge (black line) vs. measured stage at the Waiho
Bridge (blue line) in June and July 2010. The diurnal cycle in the modelled dis-
charge does not appear in the stage record at the Waiho Bridge.
that on March 16-17 (Figure 3.1), the modelled discharge on March 15 was greater
than that on March 16-17 (Figure 3.2). This is likely because the average intensity
of the rain event on March 15 (8 mm h−1) was greater than the average intensity
on March 16-17 (4 mm h−1; Figure 3.1).
3.2 Ice-flow velocities
3.2.1 Background ice-flow velocities and strain rates
Average ice-flow velocities ranged from 0.22 ± 0.11 m d−1 near the glacier ter-
minus to 0.67 ± 0.03 m d−1 above the first ice fall (Figure 3.8 and Table 3.1). In
general, glacier flow was in a northwest direction, although slight spatial varia-
tions occurred across the glacier. At stake S06 above the first ice fall, the flow was
more to the west. Near the glacier terminus, ice flow was towards the waterfall
(Figure 3.8 and 2.2).
Figure 3.9 shows the background strain rates and principal axes of strain.
Shearing occurred above the first ice fall and longitudinal compression occurred
in the ice fall. Lower on the glacier, there was significant compression in the direc-
tion of the waterfall. Maximum calculated extension occurred along the eastern
flank of the lower glacier (1.3 x 10−3 ± 1.8 x 10−3 d−1), and maximum compression
occurred in the direction of the waterfall (2.2 x 10−3 ± 4.4 x 10−4 d−1).
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Figure 3.8: Average ice-flow velocities in March 2011. Grey and black vectors in-
dicate stake and GPS locations, respectively. Ice-flow magnitudes and directions
are reported in Table 3.1.
Table 3.1: Average ice-flow velocities in March 2011 as shown in Figure 3.8. Ice-
flow direction is reported in degrees anticlockwise from due east.
Station Easting Northing Velocity (m d−1) Direction (deg)
G01 1371391 5185402 0.40 ± 0.02 141 ± 3
G02 1371500 5185425 0.42 ± 0.02 134 ± 2
G03 1371545 5185191 0.42 ± 0.02 139 ± 2
G04 1371708 5185271 0.48 ± 0.02 141 ± 2
G05 1371818 5185071 0.51 ± 0.02 127 ± 2
G06 1371988 5184890 0.62 ± 0.02 118 ± 1
S01 1372050 5184840 0.64 ± 0.13 140 ± 11
S02 1371970 5184797 0.67 ± 0.03 127 ± 2
S04 1371862 5184962 0.61 ± 0.09 129 ± 10
S06 1371971 5185040 0.67 ± 0.16 164 ± 6
S07 1371897 5185111 0.46 ± 0.12 130 ± 17
S09 1371476 5185309 0.31 ± 0.10 162 ± 24
S11 1371440 5185467 0.36 ± 0.30 144 ± 37
S12 1371340 5185470 0.22 ± 0.11 140 ± 31
S14 1371308 5185404 0.51 ± 0.28 154 ± 17
S15 1371578 5185364 0.33 ± 0.11 123 ± 27
S17 1371734 5185212 0.33 ± 0.11 133 ± 19
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Figure 3.9: Background strain rates in March 2011. Red and blue lines indicate
the principal axes of shortening and extension, respectively. Shaded red and blue
angles indicate one sigma uncertainty estimates in the direction of the principal
axes.
3.2.2 Short-term variations
Overview
Figure 3.10 shows the horizontal glacier speed at the six GPS stations. Ice-flow
velocities ranged from 30-60% above average velocities at the beginning of the
study period, following a large rain event that occurred two days before the sta-
tions were installed (Figure 3.10). At GPS station G02, which was the only sta-
tion to remain operational throughout the study period, ice-flow velocities then
decreased until March 9, when they reached a relatively constant velocity. Min-
imum ice-flow velocities (0.23 to 0.45 m d−1) occurred on March 13-14, with the
timing depending on when GPS stations were operational during that time. On
March 15, ice-flow velocities increased during a rain event. Another major in-
crease in ice-flow velocities coincided with a rain event on March 16-17.
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Figure 3.10: Horizontal glacier speed at the six GPS stations. Grey error bars are
one sigma uncertainty estimates and are often smaller than the size of the marker.
Dark blue lines indicate peak modelled discharge (Figure 3.6) and light blue bars
indicate periods of rain (Figure 3.1).
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Table 3.2: Ice-flow velocity increases after the four largest rain events (Figure 3.1).
Velocity increases are relative to the velocity before the rain event. Grey cells
indicate that the GPS station was not operational during that time.
Rain event Rain total G01 G02 G03 G04 G05 G06
Mar. 11 18 mm 19 ± 1%
Mar. 14-15 77 mm 75 ± 3%
Mar. 16-17 88 mm 49 ± 2% 53 ± 1% 58 ± 2% 27 ± 1% 48 ± 2%
Mar. 18-19 48 mm 2 ± 1% -10 ± 1% -10 ± 1% 11 ± 1% -4 ± 1%
Rain events
Table 3.2 reports increases in ice-flow velocities during the four largest rain events,
which ranged in total precipitation from 18 to 88 mm (Figure 3.1). To determine
the velocity increase, the peak ice-flow velocity associated with the rain event is
compared to the velocity directly before the event. During all events, peak ice-
flow velocities occurred within 2 ± 2 hours of peak modelled discharge. The
longest time period between peak ice-flow velocities and peak modelled dis-
charge was 8 hours at station G05 on March 16-17. Ice-flow velocities did not
increase noticeably during rain events of 11 mm or less.
Station G02 was the only operational station during the rain event on March 11
(18 mm over 7 hours), which resulted in a velocity increase of 19 ± 1%. Dur-
ing the most intense rainstorm of the study period on March 14-15 (77 mm over
10 hours), velocities increased by up to 75 ± 3% at G02. This increase was the
greatest measured velocity increase of the study period. Although the other sta-
tions were not operational at this time, the velocities recorded before and after
this event indicate that velocities increased by at least 20–50% at all stations (Fig-
ure 3.10).
During the largest rain event on March 16-17 (88 mm over 20 hours), ice-flow
velocities increased at all five operational stations, from 27± 1% at G04 to 58± 2%
at G03. On March 18-19 (48 mm over 15 hours), ice-flow velocities increased at
stations G01 (2± 1%) and G04 (11± 1%) but did not increase at the other stations.
The GPS stations were removed right after this event, so it is possible that glacier
velocity increased at the other stations at a later time.
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Diurnal events
Diurnal variations in ice-flow velocities are superimposed on the long-term trend
in ice-flow velocities. To isolate these variations, the daily-averaged ice-flow ve-
locities are removed from Figure 3.10. Figure 3.11 shows the resulting detrended
velocities as a percentage of the daily velocity. If a diurnal variation in ice-flow
velocities is a result of the diurnal melt cycle, peak ice-flow velocities should
be reached slightly before peak discharge (18:00), as subglacial water pressures
should be greatest at this time (e.g., Iken and Bindschadler, 1986). Figure 3.12
shows the timing of peak ice-flow velocities on a given day. If peak ice-flow ve-
locities occurred between 12:00 and 18:00, a diurnal cycle is reported on that day.
Table 3.3 reports the diurnal cycles determined through this method. Diur-
nal cycles are only determined on rain-free days or on days when rain occurred
after peak diurnal discharge (18:00). On March 6 and 16, all operational sta-
tions showed a diurnal cycle, with velocity increases ranging from 10-32% above
the daily mean ice-flow velocities. Peak velocities occurred from 14:00–15:00 on
March 6 and from 12:00–13:00 on March 16. At stations G05 and G06, a diurnal cy-
cle occurred on all rain-free days, with peak velocities reached from 14:00–15:00.
On March 8–10, the diurnal signal was very weak at G06 (5-10% above mean
daily ice-flow velocities) and not present at any other operational station. A diur-
nal cycle occurred at station G02 on all rain-free days after March 13, with peak
velocities ranging from 15-32% above average daily ice-flow velocities.
Short-term variations in ice-flow direction
In addition to short-term variations in glacier speed, this study also find varia-
tions in the direction of glacier flow. Figure 3.13 shows the flow direction at G02
and at Teichelmanns Rock on a given day. Flow direction is reported as degrees
anticlockwise from due east. All stations on the glacier showed a diurnal period-
icity in flow direction, with the flow direction changing around the time of peak
modelled discharge at the glacier terminus. If this diurnal signal was a result of
glacier dynamics, the flow direction at Teichelmanns Rock should be random. In-
stead, it followed a semidiurnal periodicity, with the flow direction also changing
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Figure 3.11: Changes in ice-flow velocities (%) from the daily mean. If a diur-
nal variation in ice-flow velocities occurs on the glacier, it should be apparent in
this figure. Dark blue lines indicate peak discharge and light blue bars indicate
periods of rain. Grey error bars are one sigma uncertainty estimates.
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Figure 3.12: Time of peak, detrended ice-flow velocities (Figure 3.11) on rain-free
days. If a diurnal variation in ice-flow velocities exists, peak velocities should
occur slightly before peak discharge. This would be between the hours of 12:00
and 18:00 (grey bar). When peak velocities fall within this timeframe, a diurnal
cycle in ice-flow velocities is reported on that day (Table 3.3).
Table 3.3: Diurnal variations in ice-flow velocities from March 6–16. Precipitation
occurred on March 11 and 15, and as a result, diurnal variations are not assessed
on those days. Diurnal cycles are reported on days when the peak ice-flow veloc-
ity falls between 12:00 and 18:00 (Figure 3.12). The velocity increase is reported as
a percentage increase from the average daily velocity. Grey cells indicate that the
GPS station was not operational during that time, and blank cells indicate that a
diurnal cycle did not occur at that station.
Date G01 G02 G03 G04 G05 G06
6 29 ± 2% 10 ± 3% 16 ± 2% 23 ± 3% 14 ± 2%
7 14 ± 2% 17 ± 2% 23 ± 2% 11 ± 1%
8 5 ± 1%
9 4 ± 2%
10 9 ± 3%
11 Rain
12
13 28 ± 2% 18 ± 2%
14 15 ± 2%
15 Rain
16 32 ± 2% 18 ± 2% 16 ± 2%
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Figure 3.13: Velocity direction at (a) G02 and at (b) Teichelmanns Rock (G07) as
a function of hour during the day. Direction is reported as degrees anticlockwise
from due east. Contour lines indicate the measurement density at a given direc-
tion and hour during the day. Blue lines indicate peak modelled discharge. As
the direction variations on the glacier occurred around the time of peak discharge,
these variations could easily have been interpreted in terms of glacier dynamics.
around the time of peak discharge.
As azimuth variations were present both on the glacier and at the rock site, the
azimuth variations likely represent a GPS processing artefact rather than glacier
dynamics. A diurnal periodicity in the estimated atmospheric delays by TRACK
further supports this conclusion (Tom Herring, personal communication). Az-
imuth is a particularly sensitive parameter in GPS position estimates, and spuri-
ous diurnal and semidiurnal signals can indicate mismodelling of the solid Earth
tides, inadequacies in troposphere and ionosphere modelling, atmospheric tides,
or multipath effects (e.g., Araszkiewicz and others, 2009; Hefty and Igondova,
2010). Diurnal and semidiurnal direction variations are therefore not interpeted
any further in this study.
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3.3 Glacier model
In this section, I first describe the sensitivity of the glacier flowline model to vary-
ing parameters and boundary conditions. I then present the modelled subglacial
water pressures which best match the measured velocities.
3.3.1 Sensitivity to parameters As and C
To understand changes in the subglacial water pressure Pw over the study period,
the parameters C and As (Equation 2.31) must first be determined. These param-
eters do not vary with time. To determine As (the sliding coefficient without
cavitation), it is assumed that the lowest measured ice-flow velocities in March
2011 occurred in the absence of cavitation (Pw = 0). The lowest measured ice-flow
velocities at stations G01, G02, G04, and G05 provide similar estimates of the As
parameter (1.18 x 10−21 m Pa−3 s−1; Figures 3.14). Stations G03 and G06, which
do not provide similar estimates, are neglected when calculating the As value,
as this study requires an As value that is most representative of the entire study
site (Figure 3.15). Possible reasons for this difference will be discussed later (see
Sections 3.3.3 and 4.2.2).
The constant C, which is less than the local positive bedrock slope, is more
difficult to determine, as it depends on the bedrock roughness and geometry
(Gagliardini and others, 2007). Following other studies (Jay-Allemand and oth-
ers, 2011; Flowers and others, 2011), this value is varied to determine several
combinations of As and C values that match the lowest measured ice-flow veloc-
ities (Figure 3.16). As illustrated in Figure 3.17, the chosen combination impacts
the relationship between the subglacial water pressure and glacier speed, par-
ticularly as the subglacial water pressure increases (Equation 2.31). However, it
should not alter the results of this study, as the glacier flowline model is used
qualitatively to assess spatial and temporal variations in the subglacial water
pressure, rather than to determine absolute values. Values of C = 0.50 and
As = 1.18 x 10−21 m Pa−3 s−1 are assumed for all future simulations (Figure 3.18).
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Figure 3.14: Estimated As values at all six GPS stations. Grey lines indicate the
lowest measured velocities, and the black lines indicate the modelled ice-flow ve-
locities as a function of the As value. The intersection of the grey and black lines
represents the best-fit As value at that station. Stations G01, G02, G04, and G05
are used to determine a spatially-uniformAs value across the study site through a
least squares approach. Stations G03 and G06 are neglected as they provide an es-
timated As value that differs significantly from the other stations. The parameter
C is set to 0.50 in all calculations.
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Figure 3.15: Glacier surface speed along the flowline, with Pw = 0 MPa. The grey
rectangles indicate the lowest measured ice-flow velocities at G01, G02, G04, and
G05, and the red rectangles represent G03 and G06. Assuming the parameter C is
constant at 0.50 along the flowline, the best-fit As value is 1.18 x 10−21 m Pa−3 s−1.
0.2 0.3 0.4 0.5 0.6 0.7 0.8
4
6
8
10
12
14
x 10−22
C
A s
 (m
 P
a−
3  s
−1
)
 
 
Values used in this study
Figure 3.16: Best-fit combinations of As and C values. For all future simulations,
C = 0.50 and As = 1.18 x 10−21 m Pa−3 s−1 are assumed (black dot).
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Figure 3.18: Modelled velocities along the flowline (Figure 2.13). Color
indicates the magnitude of the velocity. In this figure, C = 0.50 and
As = 1.18 x 10−21 m Pa−3 s−1. The subglacial water pressure, Pw, is set to 0 MPa.
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Figure 3.19: Sensitivity of the model results to exponentially-decreasing (black),
linearly-decreasing (blue), and constant flotation fractions (red) in Zone 1 at sta-
tion G02. The applied function changes the subglacial water pressure required to
produce a given ice-flow velocity (top panel), but does not significantly alter the
modelled ice-flow velocities (bottom panel).
3.3.2 Sensitivity to boundary conditions in Zone 1
As no data exists to constrain the boundary conditions outside of the study site
(Zone 1 in Figure 2.13), the sensitivity of the model to the subglacial water pres-
sure must be tested in this zone. Rather than vary the subglacial water pressure
directly, several functions are applied that vary the flotation fraction (Pw/ρgH)
across Zone 1. The flotation fraction is varied instead of the subglacial water
pressure, as the ice thickness changes from 20 m to 250 m in this zone and certain
areas would be afloat if the subglacial water pressure was varied (Figure 2.13).
Figure 3.19 shows the subglacial water pressures and modelled ice-flow veloci-
ties at station G02 for exponentially-decreasing, linearly-decreasing, and constant
flotation fractions in Zone 1. At the zone boundary (x = 8000 m), the flotation
fraction is set to the average flotation fraction in Zone 2 for all functions. The
exponentially-decreasing and linearly-decreasing functions then describe how
the flotation fraction decreases along the flowline to zero at the glacier head
(x = 0 m). Although the applied flotation fraction alters the best-fit subglacial
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water pressure, it does not greatly alter the modelled ice-flow velocities at G02
(Figure 3.19). Furthermore, it does not change the conclusions about the spatial
distribution of subglacial water pressures in Section 3.3.3. A similar result occurs
when the magnitudes of the flotation fraction and sliding coefficient are varied
or the location of the zone boundary (Figure 2.13) is shifted from x = 8000 m
to x = 9000 m along the flowline. Consequently, a linearly-decreasing flotation
fraction is applied in Zone 1 for all subsequent experiments.
3.3.3 Modelled subglacial water pressures
The glacier flowline model reproduces measured ice-flow velocities at stations
G01, G02, G04, and G05 to within 9 ± 8% assuming a spatially-uniform sub-
glacial water pressure across the study site (Figure 3.20). The model captures
both the diurnal and daily variations in glacier flow but does not always capture
the magnitude or timing of glacier speed-up events (Figure 3.10).
At the other two stations (G03 and G06), the model reproduces the temporal
variability in ice-flow velocities but does not capture the total magnitude (Fig-
ure 3.20). At G06, the model underestimates the total magnitude by 32 ± 11%.
There are several possible explanations for this: (1) the sliding coefficient with-
out cavitation, As, is higher at G06 than at the other stations (Figure 3.14), (2) the
subglacial water pressure is higher at this location, (3) the model does not ad-
equately capture the glacier dynamics at G06, or (4) the bedrock topography is
inadequate in this area. To explain the measured velocities at stations G05 and
G06 in Figure 3.15 with a spatially-variable sliding coefficient, the sliding coef-
ficient would need to be at least one order of magnitude greater at G06 than at
G05. Similarly, the subglacial water pressure would need to be at least twice
that of G05 at G06. Both of these scenarios seem unlikely, which might suggest
that the bedrock topography in this area is inadequate or that the flowline model
does not adequately capture the glacier dynamics. To estimate ice thickness near
G06, a constant driving stress was assumed (Equation 2.33; Figure 2.13). This as-
sumption is likely not valid near an ice fall, where compressive and extensional
flow dominate. If the ice was 50-100 metres thicker at this location, the ice-flow
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Figure 3.20: Modelled velocities (red lines) at the GPS stations assuming a
spatially-uniform subglacial water pressure that best reproduces measured ve-
locities (black lines) at stations G01, G02, G04, and G05 (top panel). The flowline
model simulates each time-step separately, and these results are then combined
together to form a timeseries. Modelled velocities agree well with observations at
all stations other than G03 and G06. The dashed red lines indicate that G02 was
the only station used to estimate subglacial water pressures during that time.
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velocities at G06 could be explained with a spatially-uniform subglacial water
pressure. Alternatively, the glacier width in this area decreases by about half,
and the flowline model may not adequately capture the resulting dynamics (Fig-
ure 2.12). Although the flowline model does account for increased valley wall
drag as a result of a narrower valley (Equation 2.26), it does not account for the
transverse compression and the consequent increase in mass flux, which would
lead to higher velocities at G06. At G03, ice-flow velocities are overestimated by
25 ± 5% by the model. Again, this could be a result of spatial variations in the
sliding coefficient, subglacial water pressure, bedrock topography, or valley wall
drag (see Section 4.2.2).
3.4 Summary of key results
1. The energy balance model underestimates the average measured ablation
rate at each stake by 13± 16%. However, at stake S09 on the medial moraine,
it overestimates the ablation rate by 50%.
2. The modelled discharge curve matches well with the measured stage record
at the Waiho Bridge, with a R2 correlation value of 0.73 with a lag of 2 hours
and with no lag. Diurnal melt cycles appear in the modelled discharge
curve but do not appear in the stage record.
3. Glacier speed increased during rain events of > 11 mm, with a maximum
recorded increase of 75± 3% on March 15 during the most intense rainstorm
of the study period (77 mm over 10 hours).
4. Diurnal cycles in glacier speed (4-32%) occurred at all operational stations
on March 6 and March 16. The two stations above the first ice fall (G05 and
G06) showed a diurnal cycle on all rain-free days when they were opera-
tional, with peak ice-flow velocities reached from 14:00-15:00.
5. Ice-flow velocities at stations G01, G02, G04, and G05 can be reproduced
with a full Stokes glacier flowline model assuming a spatially-uniform but
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temporally-varying subglacial water pressure. The model underestimates
ice-flow velocities at G06 by 32 ± 11% and overestimates ice-flow velocities
at G03 by 25 ± 5%.
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Chapter 4
Discussion
In this chapter, I first discuss the water inputs and background ice-flow veloci-
ties. This is followed by a discussion of the measured glacier speed-up events
and modelled subglacial water pressures. I then use these results to infer the sub-
glacial drainage system of the Franz Josef Glacier. Finally, I consider the results
of this study in the context of our current understanding of glacier dynamics.
4.1 Glacier dynamics of the Franz Josef Glacier
4.1.1 Water inputs
The ablation stake measurements, energy balance model, and discharge model
indicate that significant water entered the glacier system throughout the study
period. This study measured an average ablation rate of approximately
25 m w.e. a−1, which falls within the range of measured ablation rates on the Franz
Josef Glacier (Anderson, 2004; Anderson and others, 2006) and on the nearby Fox
Glacier (Purdie and others, 2008).
Measured ablation rates varied spatially across the glacier tongue. Ablation
rates were approximately 30% greater below the first ice fall than above it, likely
due to warmer temperatures at lower altitudes or enhanced diffuse radiation
from nearby slopes as the valley narrows towards the glacier terminus (Figure
3.3). Lower ablation rates were also measured on debris-covered ice, as debris
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cover provides an insulating layer (Nakawo and Young, 1981). Debris cover is
not taken into account in the energy balance model, and consequently, the model
cannot account for these differences (Figure 3.5). As a result, the energy balance
model does not always capture the spatial variations in glacier melt, particularly
in debris-covered areas. Spatial variations in water inputs can be important for
explaining spatial variations in glacier flow (e.g., Nienow, 1994; Mair and others,
2002), but are neglected in the modelling component of this study, as a lumped-
sum discharge model is used.
Although the discharge model does not capture the spatial variations in water
inputs, it does reproduce the observed temporal variations. Diurnal melt cycles
and rain events can be identified in the modelled discharge record (Figure 3.6).
As no data exist to tune the storage constants to the Franz Josef catchment and
instead values for Brewster Glacier are used (Anderson and others, 2010), the
timing and magnitude of these events may be unreliable. However, the discharge
and stage records peak at similar times during rain events, indicating that the
discharge model is adequately predicting these events. This suggests either that
the storage constants for the Franz Josef and Brewster glaciers are similar or that
the discharge model is relatively insensitive to the chosen storage constants (Hock
and Noetzli, 1997). The modelled diurnal cycles, on the other hand, do not appear
in the stage record at the Waiho Bridge (Figure 3.7). It is possible that this occurs
because the diurnal cycles are smaller than the stage resolution. Alternatively,
the Callery River basin, which also feeds into the Waiho River, may provide a
discharge signal that is out of phase with the water input from the Franz Josef
catchment, thereby masking the diurnal signal.
4.1.2 Glacier motion
Measured ice-flow velocities in this study (0.22± 0.11 m d−1 to 0.67± 0.03 m d−1;
Figure 3.8) are similar to previously-recorded velocities on the snout of the Franz
Josef Glacier (Gunn, 1964; Anderson, 2004; Herman and others, 2011). The flow-
line modelling indicates that about 55-90% of the total velocity was due to glacier
sliding, similar to but slightly higher than rates suggested by Anderson (2004).
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In general, ice-flow velocities decreased towards the glacier terminus. How-
ever, ice-flow velocities at the stake directly below the first ice fall (S17) were
lower than measured velocities 100-200 m further downstream, likely due to the
stake’s location in an area of compressive flow (Figure 3.9; Paterson, 1994). Near
the glacier terminus, glacier flow was diverted towards the waterfall (Figure 3.8).
Significant water enters the glacier at this location, causing substantial subglacial
melt and basal calving (Fountain and Walder, 1998). As a result, ice flows in to
replace the melted ice and frequent ice collapses occur due to undercutting near
the waterfall.
4.2 Glacier speed-up events on the Franz Josef Glacier
4.2.1 Measured glacier speed-up events
Previous studies (e.g., Iken and Bindschadler, 1986; Mair and others, 2001) have
found a relationship between short-term increases in water inputs and glacier
velocity. At the Franz Josef Glacier, this study finds increases in glacier velocity of
up to 75% above background values in response to diurnal melt cycles and rain
events. Peak ice-flow velocities occurred within 2 ± 2 hours of peak modelled
discharge during rain events and within 4 ± 1 hours during diurnal melt cycles,
suggesting an almost instantaneous response to increased water inputs.
In general, greater increases in glacier speed occurred in response to larger
water inputs to the glacier system (Figure 4.1). Increases in glacier speed during
diurnal melt cycles were often smaller (4-32%) than increases during rain events
(19-75%). The largest velocity increase (75± 3%) occurred at the only operational
station on March 14-15 (G02), during the most intense rainstorm and largest mod-
elled discharge event of the study period (77 mm over 10 hours; Figure 3.2). As a
larger but less intense rainstorm (88 mm over 20 hours) caused a smaller change
in ice-flow velocities, it is suggested that the rain intensity is more important than
the total precipitation in driving glacier speed-up events (Table 3.2). Despite the
general trend of larger water inputs leading to larger velocity increases (Figure
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Figure 4.1: Velocity percent increase as a function of modelled discharge. Cir-
cles and triangles indicate diurnal cycles and rain events, respectively. Plotted
discharge values are the peak discharge reached during the event.
4.1), velocity increases during the rain event with a modelled peak discharge of
32 m s−1 on March 18-19 were lower than velocity increases during smaller dis-
charge events. This may be because ice-flow velocities still remained high follow-
ing a discharge event of 38 m s−1 one day earlier (Figures 3.2 and 3.10).
It is difficult to compare the magnitude of glacier speed-up events on the
Franz Josef Glacier to those of other glaciers, as ice-flow velocities are averaged
over different time intervals in other studies. Furthermore, the full range of possi-
ble velocity increases may not have occurred at the Franz Josef Glacier during the
study period. With that said, Purdie and others (2008) found velocity increases
of up to 44% at Fox Glacier, suggesting that the Fox and Franz Josef Glaciers,
which are subject to similar ablation and precipitation rates, may respond sim-
ilarly to water inputs. A basic comparison to several continental glaciers, such
as Findelengletcher (300% of background speed; Iken, 1974) and Midtdalsbreen
(900% of background speed; Iken and Bindschadler, 1986), could suggest that
the magnitudes of speed-up events are lower at the Franz Josef Glacier than at
a typical continental glacier. This may be because ice-flow velocities are already
much higher at the Franz Josef Glacier, and as a result, the relative changes are
smaller even if the changes in absolute magnitude are similar (Andersen and oth-
ers, 2011). Alternatively, it could suggest that the Franz Josef Glacier is not as
sensitive to increased water inputs, as the subglacial drainage system is already
well-developed (Kamb, 1987).
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4.2.2 Modelled subglacial water pressures
As glacier speed-up events coincided with large water inputs to the glacier sys-
tem, it can be inferred that subglacial water pressures increased during these
events (Kamb, 1987; Iken and others, 1983). The glacier flowline modelling sup-
ports this finding. Ice-flow velocities at four of the six GPS stations can be ex-
plained by a spatially-uniform but temporally-varying subglacial water pressure
(Figure 3.20). Although the magnitudes of the modelled subglacial water pres-
sures are unreliable (Figures 3.16 and 3.17), the modelling shows that perturba-
tions in the subglacial water pressure occurred over a long enough distance that
the stations behaved similarly. This is different from other glaciers, such as Haut
Glacier d’Arolla, where spatial variations in the subglacial water pressure have
been found over length scales of less than 100 m (Hubbard and others, 1995). It is
possible, however, that the flowline modelling cannot capture these smaller-scale
spatial variations as the ice column smooths basal perturbations before they reach
the surface (Balise and Raymond, 1985; Kamb and Echelmeyer, 1986).
Assuming a spatially-uniform subglacial water pressure, the flowline model
produces ice-flow velocities that are within 9± 8% of the measured values at G01,
G02, G04, and G05. Several explanations could account for the small differences
between the modelled and measured ice-flow velocities. First, the differences
might be due to the station’s projected thickness on the glacier flowline being
different from its real value, as variations in the ice thickness impact the effective
pressure (Equation 2.32) and thereby the relationship between subglacial water
pressure and basal sliding (Equation 2.31). Furthermore, it is possible that the
glacier flowline model does not capture the physics of glacier sliding at the Franz
Josef Glacier. For instance, a stick-slip process (Fischer and others, 1999) might
explain the spatially-variable peaks in ice-flow velocities after the rain event on
March 16-17.
Ice-flow velocities at the other two stations–G03 and G06–cannot be explained
with a spatially-uniform subglacial water pressure. For both sites, minimum ice-
flow velocities indicate a sliding coefficient in the absence of cavitation, As, that
varies from the other four stations (Figure 3.14). Several explanations could ac-
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count for the differences between modelled and measured ice-flow velocities at
these sites. First, the glacier flowline model may assume an inaccurate ice thick-
ness at the two stations. This could be because the ice thickness at the GPS sta-
tion differs from its projected location on the flowline or because the bed profile
is poorly constrained (Figure 2.13). Second, the sliding coefficient without cav-
itation, As, may not be spatially-uniform across the lower glacier (Figure 3.14).
Third, the subglacial water pressure may not be spatially-uniform. Finally, the
flowline model may not adequately capture the dynamics of a three-dimensional
glacier. At G06, the model underestimates ice-flow velocities by 32 ± 11% but
captures the temporal variations in ice-flow velocities. It is suggested that this is
a result of (1) the poorly constrained bed topography in this area or (2) a signif-
icant decrease in the glacier width near G06, which is not fully accounted for in
the flowline model (Figure 2.13; Section 3.3.3).
At G03, the model overestimates ice-flow velocities by 25 ± 5%, but again, it
captures the temporal variations in ice-flow velocities. In addition to the previously-
proposed explanations, the model misfit at G03 could also be explained by en-
hanced valley wall drag or a more channelised subglacial drainage system near
G03. As station G03 is very close to the valley wall, valley wall drag may be
greater at this site than at the glacier flowline, which would translate into a lower
velocity at G03 than at the flowline. Furthermore, the subglacial water pressure
may be lower at this location than at the other sites. It is suspected that a large
subglacial channel flows on the true left of the glacier (near G01 and G03) due
to the presence of an exposed subglacial channel further upstream and the large
waterfall lower on the glacier (Figure 2.1). If the true left of the glacier was more
channelised than the true right of the glacier, this would cause lower subglacial
water pressures at G03 and potentially explain the lower ice-flow velocities at this
site (Mair and others, 2001).
4.2.3 Inferred subglacial hydrology
Glacier speed-up events occur when the subglacial drainage system cannot ac-
commodate the increased water input to the glacier system and the subglacial
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water pressure increases (Kamb, 1987; Iken and others, 1983). This relationship
is well-documented at many mountain glaciers around the world, such as Haut
Glacier d’Arolla (Hubbard and others, 1995; Mair and others, 2001) and Findelen-
gletscher (Iken and Bindschadler, 1986). More recently, glacier speed-up events
have been observed on the Greenland Ice Sheet in response to diurnal melt cycles
(Shepherd and others, 2009) and supraglacial lake drainage events (Zwally and
others, 2002; Das and others, 2008) as well as on the East Antarctic Ice Sheet due
to subglacial lake drainage events (Stearns and others, 2008).
At the Franz Josef Glacier, the relationship between water inputs and glacier
speed-up events is perhaps more surprising, as large water inputs enter a well-
developed subglacial drainage system throughout the year (Figure 3.6). Two pos-
sible scenarios are suggested to explain the occurrence of glacier speed-up events
on the Franz Josef Glacier. First, the subglacial drainage system develops quickly,
but it also shuts down quickly due to the high rates of ice advection and glacier
creep at the Franz Josef Glacier. As ice is advected downstream, channels become
blocked and new drainage pathways must be created. This prevents the sub-
glacial drainage system from becoming well-developed. Many small jo¨kulhlaups
(subglacial outburst floods) have been observed on the Franz Josef Glacier, which
indicate a blockage of a subglacial channel by ice collapse and the re-routing of
subglacial water over the glacier surface (Davies and others, 2003; Goodsell and
others, 2005). As a result, these events indicate that the subglacial drainage sys-
tem can shut down quickly but also that the large water inputs can quickly create
new drainage pathways.
The second scenario is that glacier speed-up events simply occur because of
the variability in water inputs to the glacier system. Schoof (2010) recently pro-
posed this concept to explain enhanced glacier flow on the Greenland Ice Sheet.
Through numerical modelling, he showed that glacier speed-up events occur as
a result of temporary spikes in water inputs, even if the subglacial drainage sys-
tem is well-developed. This happens because channel size adjusts slowly, and
as a result, the drainage system must accommodate the sudden increase in wa-
ter through an increase in the hydraulic gradient rather than in the channel size,
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which leads to higher subglacial water pressures in the drainage system.
With the data available in this study, it is not possible to determine which
of these two scenarios is the most likely for the Franz Josef Glacier. With that
said, the results of this study show that glacier surface velocities are more sen-
sitive to the rain intensity than the total precipitation during a rain event (Fig-
ure 4.1; Section 4.2.1), which would support the variability scenario. To better
understand glacier speed-up events on the Franz Josef Glacier, a dye-tracing ex-
periment would be needed to provide information about the capacity and evolu-
tion of the subglacial drainage system over time (e.g., Nienow and others, 1998;
Werder and others, 2009). If the subglacial drainage system does not evolve or
shutdown during or after glacier speed-up events, this would suggest that the
variability in water inputs is the primary driver in glacier speed-up events on the
Franz Josef Glacier.
4.3 Glacier speed-up events in overall glacier motion
The role of glacier speed-up events in overall glacier motion is still poorly under-
stood. Several recent studies (Van de Wal and others, 2008; Sundal and others,
2011) have suggested that high ice-flow velocities during glacier speed-up events
are offset by lower ice-flow velocities due to a more efficient drainage system af-
ter the event, and as a result, increased water inputs do not cause ice acceleration
over the long term. If this is the case, then climate change will not lead to en-
hanced glacier motion through a positive feedback system of faster ice advection
to lower altitudes and greater glacier melt (Parizek and Alley, 2004). In contrast,
at the Franz Josef Glacier, this study finds that speed-up events can occur even
when the subglacial drainage system is well-developed, suggesting that these
events may contribute to faster glacier flow.
These potentially-opposing results can be rationalised if glacier speed-up
events occur because of the variability in water inputs, rather than the mean wa-
ter input to the glacier system (Section 4.2.3; Schoof, 2010). From this result, we
might then expect faster glacier flow if water inputs become more variable over
the next century. However, if the total water entering glacier systems increases
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but the variability does not increase, then glacier speed-up events may not be-
come more frequent in the future. One of the remaining unknowns, however,
is how much glacier speed-up events can contribute to glacier flow, mass loss,
and sea level rise. Can the influence of these events on the major ice sheets help
explain multimetre per century rises in sea level in the past (e.g., Overpeck and
others, 2006), and what effect will they have in the future? A study into the con-
tributions of seasonal and short-term variations in glacier flow to the overall rate
of glacier flow would provide insight into the potential implications of increased
water inputs in the future.
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Chapter 5
Conclusions
This study combines observational data, an energy balance model, and a full
Stokes glacier flowline model to understand glacier speed-up events on the Franz
Josef Glacier. Glacier speed-up events occurred at all survey locations on the
lower glacier and ranged in magnitude from 2-75% above background ice-flow
velocities. With a glacier flowline model, measured ice-flow velocities were re-
produced to within 9± 8% at four of the six GPS stations with a spatially-uniform
but temporally-varying subglacial water pressure. At the other two stations, it
was hypothesised that the model could not reproduce the measured ice-flow ve-
locities due to unaccounted valley wall drag, a poorly determined ice thickness,
or glacier dynamics that were not taken into account in the flowline model. These
results indicate that perturbations in the subglacial water pressure occurred over
a long enough distance that all GPS stations on the lower glacier behaved simi-
larly to increased water inputs.
5.1 Answered research questions
From the results of this study, the research questions outlined in Section 1.3.2 can
now be addressed:
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1. How do ice-flow velocities vary spatially and temporally across the lower
Franz Josef Glacier? Are there daily or diurnal variations in ice-flow velocities?
Glacier flow varied both spatially and temporally across the glacier tongue. Spa-
tially, ice-flow velocities decreased towards the glacier terminus, with the excep-
tion of lower ice-flow velocities in an area of compressive flow directly below
the first ice fall. Temporally, increases in ice-flow velocities occurred in response
to both diurnal melt cycles (4-32% above background velocities) and rain events
(2-75% above background velocities).
2. Why do ice-flow velocities vary at this glacier? What do these results suggest
about the subglacial hydrology of the Franz Josef Glacier?
During glacier speed-up events, peak ice-flow velocities occurred within eight
hours of peak modelled discharge, suggesting a relationship between water in-
puts and short-term variations in glacier speed. This relationship is well-documented
at other glaciers (e.g., Iken and Bindschadler, 1986; Mair and others, 2001; Naruse
and others, 1992) and suggests that subglacial water pressures likely increased
during these events. The glacier flowline modelling in this study supports this
finding. Ice-flow velocities at four of the six stations can be reproduced to within
9 ± 8% with a temporally-varying but spatially-uniform subglacial water pres-
sure. This might suggest a spatially-uniform subglacial drainage system across
the lower glacier, as basal water pressure perturbations occurred over a long
enough distance that the GPS stations behaved similarly.
3. How do the dynamics of the Franz Josef Glacier differ from those of other
glaciers, and what does this tell us about glacier dynamics in general?
The identification of glacier speed-up events on the Franz Josef Glacier is perhaps
surprising, as the subglacial drainage system is likely well-developed. Two pos-
sible scenarios are proposed to explain the occurrence of glacier speed-up events
on the Franz Josef Glacier: (1) the subglacial drainage system develops quickly
but also shuts down quickly due to high rates of glacier creep and ice advection
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and (2) the variability in water inputs, rather than the mean water input to the
glacier system, drives glacier speed-up events (Schoof, 2010).
The latter scenario has potential implications for both the Franz Josef Glacier
and the major ice sheets in a warming climate. If the variability in water inputs
increases as a result of more frequent rain events and stronger diurnal melt cycles,
we might expect glacier speed-up events to become more frequent in the future.
The resulting ice acceleration could then cause faster ice advection to lower alti-
tudes and greater glacier melt, potentially leading to a positive feedback system
(Parizek and Alley, 2004). Future studies should address the importance of this
mechanism in glacier mass loss and thereby sea level rise.
5.2 Future work
The role of glacier speed-up events in overall glacier motion is still
poorly understood. When glacier speed-up events occur, they are often followed
by a period of lower ice-flow velocities after the subglacial drainage system be-
comes well-developed. These lower velocities can offset the higher velocities dur-
ing the glacier speed-up event, and thereby negate the effects of enhanced glacier
flow in response to water inputs on overall glacier motion (Sundal and others,
2011; Van de Wal and others, 2008). At the Franz Josef Glacier, glacier speed-
up events occur even though the subglacial drainage system is well-developed,
which suggests that these events may contribute to overall glacier motion. A
long-term study into the contributions of short-term velocity variations to over-
all glacier motion is important in understanding the potential effects of more fre-
quent diurnal cycles and rain events (e.g., Schuenemann and Cassano, 2010) on
glacier mass balance in the 21st century.
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