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INTRODUCTION 
The Clarke generalized gradient is known to be an important notion and 
useful tool for the study of nondifferentiable functions, especially when 
optimization problems are considered. However, for certain locally 
Lipschitz functions f, this notion can be not strongly connected tof: Indeed 
an example is given in [7] of a Lipschitz function f for which there are 
many other locally Lipschitz functions g, not merely differing from f by an 
additive constant, satisfying 8g(x) = df(x) for all x. This means that 
generalized gradients cannot discriminate between the properties of these 
functions. However, it is shown in [3, 71 that this undesirable fact does 
not hold for some important classes of functions as the upper regular and 
semismooth ones and it is known that these classes of functions have many 
nice properties in subdifferential calculus and subgradient optimization. 
Most of these properties are concerned with the relationship between the 
usual directional derivative f' (or more generally the lower Dini derivative 
df) and the Clarke directional derivative f O. 
In the present paper we will be concerned with bivariate functions 
defined on a product of two spaces Xx Y. We will see that the product 
structure allows us to introduce new classes of separately regular functions 
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which contain the class of upper regular functions and enjoy properties 
similar to the last ones. Besides the exact subdifferential calculus rules 
these classes appear as natural generalizations of convex-concave or 
convex-convex functions. 
After recalling some notions, we begin in Section 1 with some properties 
and characterization of upper regular functions. In Section 2 we introduce 
the classes of separate regular functions and we establish some stability 
properties of these classes when some operations on functions are 
concerned. Characterizations of these regularities are given in Section 3 
as well as the relationship between the Clarke directional derivative and 
partial directional derivatives. It is also proved in this section that the 
undesirable property mentioned in the first paragraph does not hold for 
these functions. Exact subdifferential calculus rules are the subject of 
Section 4; in particular it is proved that the usual subdifferential (in the 
sense of convex analysis) of a saddle function coincides with the generalized 
gradient of that function. Finally the D-representation of the generalized 
gradient of separately regular functions is studied in Section 5. 
0. PRELIMINARY DEFINITIONS 
Let us give some different usual notions of directional derivatives for 
real-valued functions defined on a Hausdorff locally convex vector space X. 
DEFINITION 0.1. The directional derivative off: X + R at a point a E X 
in a direction h E X is 
f’(a; h) = limf(a+ th) -f(‘) 
t10 t 
when the limit exists. 
Remark. If f: X-r R is convex and continuous then f’(a; h) exists and 
the function f’(a; .) is continuous, convex, and positively homogeneous. 
This fact plays a fundamental role in convex analysis. 
DEFINITION 0.2. The lower (resp. upper) Dini directional derivative of 
,f:X+R at aEXin a direction heXis 
df(a; h) =lim inf f(a + th) -‘(‘) /lo 
resp. $(~;h)=limsup’(““h)-ir”)). 
IlO t 
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DEFINITION 0.3. The bilateral directional derivative off: X -+ Iw at a E X 
in the direction h E X is 
DJ’(u; h) = lim ‘(‘+ th)-f(a) 
f-r0 t 
when the limit exists. 
DEFINITION 0.4. The upper (resp. lower) Clarke directional derivative 
off:X-+R at aEXin a direction hEXis 
f”(a; h) = lim sup f(x+ th)-f(x) 
x - a t 
IlO 
resp. f,(a; h) = lim inf f(x + th) -f(x) 
x-ta t 110 1. 
DEFINITION 0.5. A functionf: X-r R is said to be locally Lipschitz at a 
point a E X if there exists a neighbourhood V of a, a continuous seminorm 
p over X, such that 
x, x’ E v=> If(x) -f(x’)l < p(x -x’). 
The function f is said to be locally Lipschitz if it is so for all a E X. 
Remark. The function f”(u; .) is convex and positively homogeneous, 
and iff is locally Lipschitz, f”(u; h) is finite for all a, h E X. These facts play 
a fundamental role in nonsmooth analysis. If f is convex and continuous, 
thenf’=f”. It is easy to check that f”(u; h) = --f,(u; -h). 
DEFINITION 0.6. The generalized gradient of a locally Lipschitz function 
f:X-,Rat apoint uEXis theset 
a!(a)= (uEX* If”(u; h)> (v, h) for all hEX}, 
where X* is the dual locally convex vector space of X and (., -) denotes 
the canonical bilinear form of the duality on X* x X. 
Remark. The generalized gradient 13f(u) is a nonempty, w*-compact, 
and convex set. The multifunction a~( .) is upper semicontinuous in the 
sense of Berge [l].f”(u;h)= {sup(u, h) 1 u~df(u)). 
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1. UPPER REGULAR FUNCTIONS 
It is shown in [2, 3, 73 that real-valued functions f for which 
f”(a, .) =f’(a; .) have very important properties. In this section we shall 
show that this class of functions can be characterized by the upper semi- 
continuity at a of the lower Dini derivatives rrf( .; h). This characterization 
will allow us to introduce the notion of upper-lower regular functions in 
the next section. 
In view of Proposition 1.2 let us begin by recalling the following direct 
consequence of Theorem 2 in [S]. 
PROPOSITION 1.1 Let f he a continuous function from [a, /I] to R. Then 
there exists y E ICC, /I[ such that 
df(y)>S(d-f(P) 
- , x-p ’ 
where _df(y)=g’f(y; 1) (see Definition 0.2). 
PROPOSITION 1.2. Let f be a continuous function from X to R. Then 
a hE$) f”(a; h) = limsup,,, g’f(x; h) = limsup,,, $(x; h) for all 
3 
(ii) f,(a;h)=liminf,,~_df((x;h)=liminf,,~~f(x;h)foralla,h~X. 
Proof We have by Proposition 1.1 
t-‘[f(x+th)-f(x)]<_df(x+yh;h) 
for some y E [0, t]. Since y -+ 0 when t -+ 0 we deduce 
f”(a; h) d lim sup df(x; h). 
.r - L1 
NOW, making use of the upper semicontinuity off”( .; h) we can write 
lim sup c#(x; h) d lim sup df(x; h) < lim sup f ‘(x; h) 
T - <I x-0 x-0 
<f”(a; h) 
d lim sup g’f(x; h) 
r-u 
and relations (i) are proved. Analogously one proves (ii). 1 
This proposition leads us to define the upper regular functions as follows 
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DEFINITION 1.3. A continuous function f: X-, R will be said to be 
upper regular (resp. lower regular) at a point a E X in a direction h E X if 
the function @( .; h) is upper (resp. @( .; h) is lower) semicontinuous at a. 
PROPOSITION 1.4. Let f he a continuous jiunction,from X to [w. The three 
following assertions are equivalent 
(i) f is upper (resp. lower) regular at a in the direction h. 
(ii) f”(a; h) = df(u; h) (resp. f,(a; h) = $(a; h)) 
(iii) ~“‘(a; h) exists andf’(a; h) =.f”(a; h) (resp. f,(a; h)). 
Proof. It is a direct consequence of Proposition 1.2. u 
Remark. By Proposition 1.4 one sees that the notion of upper regularity 
is equivalent to that of Clarke regularity (see [2]). 
2. SEPARATE REGULARITY OF BIVARIATE FUNCTIONS 
The upper regular functions can be considered a natural generalization 
of the convex functions. Following this fact we introduce in this section two 
new classes of functions defined on the product Xx Y of two Hausdorf l.c. 
vector spaces. These functions can be seen as a generalization of convex- 
concave or biconvex functions. 
DEFINITION 2.1. Let f be a continuous function from Xx Y to R. We 
will say that f is upper-lower (resp. upper-upper) regular at (a, h) E Xx Y 
in the direction (h, k) E X x Y if #‘( ., .; h, 0) is upper semicontinuous at 
(a, b) and d!( ., .; 0, k) is lower (resp. dj( ., .; 0, k) is upper) semicontinuous 
at (a, h). We will say that f is upper-lower (resp. upper-upper) regular at 
(a, b) if it is so for any direction (h, k) E Xx Y. 
Remark. It is equivalent to say that f is upper regular at (a, b) in the 
direction (h, 0) and lower (resp. upper) regular at (a, h) in the direction 
(0, k). 
PROPOSITION 2.2. Let f be a continuous,function from Xx Y to [w. 
(i) If f is convex-concave, then it is upper-lower regular. 
(ii) If f is convex-convex, then it is upper-upper regular. 
Proof In the case where f is convex-concave, it suffices to see that 
~f(x,?;;h,O)=,f’(x,y;h,O)=i~Ct~‘Cf(x+th,Y)-f(x,~)l 
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and 
Hence, d’( ., .; h, 0) is upper semicontinuous and _df( ., .; 0, k) is lower semi- 
continuous. The case where f is convex-convex is similar. 1 
Proposition 2.3. If f and g are two upper-lower (resp. upper-upper) 
regular functions at (a, h) in the direction (h, k), the same is true for the 
function f + ccg whenever c( 2 0. 
Proof: Proposition 1.4 says that f’(a, b; h, 0) and g’(a, b; h, 0) exist and 
allows us to write 
(f + ag)‘(a, b; h, 0) =f’(a, b; h, 0) + &(a, b; h, 0) 
=.f’(u, 6; h, 0) + clg”(a, b 
3 (f+ srg)“(a, 6; h, 0). 
Hence since the opposite inequality is obvious, we have 
(f+ccg)"(a, b,h,O)= (f+crg)'(a, b,h,O). 
h, 0) 
Analogously one proves that 
(f+~g)o(a,b;O,k)=(f+ag)'(a, b,O,k) 
(rev. (f+ crs)“(a, 6; 0, k) = (f+ crg)‘(a, b; 0, k)). 
Hence by Proposition 1.4 again, f + ag is upper regular at (a, b) in the 
direction (h, 0) and lower (resp. upper) regular in the direction (0, k), and 
the result is proved. 1 
We shall prove now that a maximum of upper-upper regular functions 
is upper-upper regular. In what follows in this section Z will be a l.c. vector 
space, U a topological space, and g a continuous function from Zx U 
to R. Let S the function 
f(z) = SUPI dz, u) 124 E v. 
We will assume that the multifunction M: Z 2 U defined as the solution 
set M(z)={uEU~~(z)=g(z,u)} is semicontinuous at a point CEZ; that 
is to say that for every net (z,) in Z converging to c there exist UE M(c) 
and a net (u,) with U, E M(z,) such that u is an accumulation point of (u,). 
That is the case if U is a compact space. 
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Let us give a general result concerning the existence and characterization 
of f’(c; d). 
LEMMA. Let c, de Z be such that the function (t, u) E R, x U + 
d= g(c + td, u; d) (d= denotes here the lower Dini derivative of g( ., u)) isJinite 
and upper semicontinuous at any point of (0) x M(c). Then the directional 
derivative f’(c; d) exists and can be characterized by 
f’(c;d)=sup{g;(c,u;d)\uEM(c)}. 
Proof See Corollary 2.1 in [4]. 
The last lemma motivates the following definition: 
(*I 
DEFINITION 2.4. The function g is said to be upper regular at c 
uniformly in U in the direction d if the function dZ g( ., .; d) is upper semi- 
continuous at any point of {c} x M(c). 
PROPOSITION 2.5. Zf g is upper regular at c uniformly in U in the 
direction d, then f is upper regular at c in the direction d and its directional 
derivative can be characterized by formula (*). 
Proof Formula (*) follows immediately from the last lemma. Let (z,) 
and (t,) be such that z, --f c, t, + O+ and 
f”(c;d)=limt;‘[f(z,+t,d)-f(z,)]. 
9 
Since A4 is S.C. at c there exists an accumulation point u E M(c) of a net (u,) 
with U, E M(z, + t,d) and from Proposition 1.1 there exists y% E 10, t,[ such 
that 
t,‘Cf(z,+t,d)-f(z,)l at,‘Cg(z,+t,d, u,)- g(z%, u,)] 
d dz &, + y,d, u, ; d ), 
so, taking upper limit we deduce from the upper semicontinuity of 
d, g( ., .; d) at (c, u) and formula (*) the inequality 
f”(c;d)Gg:(x,u;d)<f’(c;d). 
The result follows immediately from Proposition 1.4. 1 
PROPOSITION 2.6. Let g be a continuous function from Xx Y x U to R 
andf a function from Xx Y to R defined asf(x, y) = sup{ g(x, y, u) 1 u E U). 
Zf the multiplication M(x, y) = {UE U ( f(x, y) = g(x, y, u)} is semicon- 
tinuous at a point (a, b) E XX Y and the function g is upper-upper regular at 
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(a, 6) uniformly in U in the direction (h, k), then ,f is upper-upper regular at 
(a, b) in the direction (h, k). 
Proof: From the upper regularity of g at (a, 6) uniformly in U in the 
directions (h, 0) and (0, k) we obtain from Proposition 2.5 that f is upper 
regular at (a, b) in the directions (h, 0) and (0, k) which is equivalent to the 
statement of the proposition. 1 
3. DIRECTIONAL DERIVATIVES AND PROPERTIES OF 
SEPARATELY REGULAR FUNCTIONS 
The following proposition gives a relationship between the Clarke direc- 
tional derivative of f and its partial directional derivatives. From this 
relationship we derive in the next section the expression of the generalized 
gradient off in terms of its partial generalized gradients. 
PROPOSITION 3.1. Let J’ be a locally Lipschitz function from XX Y to R. 
Then f is upper-lower regular ar (a, b) in a direction (h, -k) if and only if 
f’(a, 6; h, 0) andf’(a, b; 0, -k) exist and 
,f”(a, b; h, k) =,f”(a, b; h, 0) -,f’(a, b; 0, -k). 
Proof It is obvious from Proposition 1.4 that the above equality 
implies the required upper-lower regularity off: 
Conversely the upper-lower regularity implies, by Proposition 1.4 again, 
the existence off’(a, b; h, 0) and f’(a, b ; h, 0) and f’(a, b ; 0, -k) and hence 
we have 
f”(a, b; h, k) 
2 lirn;Oup tp’[,f((a, b - tk) + t(h, k)) -f(a, b - tk)] 
=1i~~~pt~‘[f(u+th,b)-f(a,b)]-t~‘[f(a,b-rk)-f(a,b)] 
=f’(o, 6; h, 0) -f’(a, b; 0, -k). 
So it remains to prove the reverse inequality. For this purpose let us write 
f(x + tk Y + tk) -t-(x, Y) 
= C.f‘(x + th, Y) -.f(~ v)l 
- [f(x + th, y + tk - tk) -f(x + th, y + tk)] 
= j-’ _df(x + sh, y; h, 0) ds - j-’ df(x + th, y + tk - sk; 0, -k) ds. 
0 0 
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Then for E > 0 invoking the upper and lower semicontinuity of &( ., .; h, 0) 
and $(. , .; 0, -k), respectively, we have 
f(x + th, Y + tk) -f(& Y) 
<j;[.f’(a,b;h,O)+~]ds-j;[f’(a:b;O, -k)-&Ids 
for t sufficiently small and (x, y) sufficiently close to (a, b). Hence 
f”(a,b;h,k)Qf’(a,b;h,O)-f’(a,b;O, -k)+2& 
and the proof is complete. 1 
It is well known that the existence of partial directional derivatives does 
not ensure in general that of jointly directional derivatives. The next 
proposition says the result does hold whenever upper-lower regularity is 
satisfied. 
PROPOSITION 3.2. Let f: Xx Y + R be locally Lipschitz and upper-lower 
regular at (a, b) in the direction (h, k). Then the directional derivative 
f’(a, b; h, k) exists and 
f’(a, b; h, k) =f’(a, b; h, 0) +f’(a, b; 0, k). 
Proqfi We have 
f(a + th, b + tk) -f(a, b) 
= [f(a + th, b + tk) -f(a, b + tk)] + [f(a, b + tk) -f(a, b)] 
= 
s 
d #(a + sh, b + tk; h, 0) ds + [f(a, b + tk) -f(a, b)] 
and hence for each E > 0 by the upper semicontinuity of @( ., .; h, 0) we 
have 
f(a+th,b+tk)-f(a,b) 
d ‘[~f(a,b;h,O)+~]ds+t[f’(a,b;O,k)+~] s 0 
for t sufficiently small; that is 
t-‘Cf(u+th,b+tk)-f(a,b)]~f’(a,b;h,O)+f’(a,b;O,k)+2&. 
409/148&12 
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Analogously using the lower semicontinuity of $( ., .; 0, k) we can obtain 
t-‘[f(a + th, b + tk) -f(a, b)] >f’(a, h; h, 0) +f’(a, b; 0, k) - 2~ 
which completes the proof. 1 
One cannot hope to have a general formula like that of Proposition 3.2 
for any upper-upper regular function. Indeed the example that follows 
Corollary 4.6 says that such a formula is not true even for jointly convex 
functions. However, the following proposition gives a case where the 
formula does hold. 
PROPOSITION 3.3. Let f: Xx Y --) R be locally Lipschitz and upper-upper 
regular at (a, b) in the direction (h, -k). Zf df(a, h; 0, k) = -f’(a, 6; 0, -k), 
then f’(a, b; h, k) exists and 
f’(a, 6; h, k) = f ‘(a, b; h, 0) + f ‘(a, 6; 0, k) 
f”(a, b;h, -k)=f’(a, b;h,O)-f’(a,b;O,k). 
Proof Because of the upper-upper regularity we have 
f “(a, b; h, 0) = f’(a, b; h, 0) = g’f(u, 6; h, 0) 
and 
f,(a, b; 0, k) = -f ‘=(a, 6; 0, -k) = -f’(a, b; 0, -k) 
= df(a, b; 0, k). 
So f is upper-lower regular at (a, b) in the direction (h, k) and hence it 
suffices to apply Proposition 3.2 and 3.1. 1 
COROLLARY 3.4. Let f: Xx Y -+ R be locally Lipschits and upper-lower 
or upper-upper regular at (a, b). If f is partially Gateaux-differentiable at 
(a, b), then it is Gateaux-differentiable at this point. 
COROLLARY 3.5. Let f: Xx Y + R be continuous and convex-concave or 
convex-convex. If f is partially Gateaux-differentiable at a point (a, b), then 
it is Gateaux-dtfferentiable at this point. 
Let us also give another property of separately regular functions which 
follows from Propositions 3.1 and 3.3. 
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COROLLARY 3.6. Let f: Xx Y -+ R be locally Lipschitz and upper-lower 
or upper-upper regular. Then the Gateaux-derivative Vf of f is continuous on 
its domain. 
Proof This is an easy consequence of the upper semicontinuity of af 
and of the fact that for any (x, y) E dom Vf by Propositions 3.1 or (3.3) one 
has 
f’(x,y;h,k)=f’(x,y; h,O)+f’(x,y;O,k). I 
Now let us extend to separately regular functions a result which has been 
proved for upper regular functions by Rockafellar in finite dimension [7] 
and for D-representable upper regular functions by Correa and JofrC [3] in 
the case of locally convex spaces. 
PROPOSITION 3.7. Let f, g: Xx Y + R be two locally Lipschitz functions 
such that 
(i) f is upper-lower (resp. upper-upper) regular at any point 
(4 Y)EJfX Y 
(ii) w, Y) = af(x, y)for (x, Y) E Xx Y. 
Then f - g turns out to be a constant function. 
Proof Let (x, y) and (h, k) in Xx Y. We can write 
dx + k Y + k) - gk Y) 
= g(x + h, y) - Ax, Y) + g(x + h, Y + k) - & + h, Y) 
= I1 dg(x + th, y; h, 0) dt + 1’ &(x + h, y + tk; 0, k) dt. 
0 0 
Now from the upper-lower (resp. upper-upper) regularity and from 
assumption(ii) we have for ail (x’, y’) E Xx Y 
f’(x’, y; k 0) =f “(x’, y; h, 0) 2 6=(x’, y; h, 0) 
2 c&(x’, Y; h, 0) 
-f’(x + h, y’; 0, -k) = f “(x + h, y’; 0, k) 2 g”(x + h, y’; 0, k) 
2 dg(x + h, y’; 0, k) 
(resp. f ‘(x + h, y’; 0, k) = f “(x + h, y’; 0, k) 
2 ddx + k Y’; 0, k)) 
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and hence 
& + h> Y + k) - .dx, Y) 
$j’f’(x+th,y;h,O)dt+j’-f~(x+h,y+tk;O, -k)dt 
0 0 
‘J’(x+th,y;h,O)dt+j’f.(l-+h, y+tk;O,k)dt) 
0 
= j’Df(x+th,y;h,O)dt+j’L’f(x+h,y+tk;O,k)dt 
0 0 
=f(x+h, y+k)-Ax, Y). 
As (x, y) and (h, k) are arbitrary we conclude that f- g is a constant 
function. 1 
Remark. This proposition shows how the Clarke generalized gradient 
of a separate regular function is closely related to this function. 
4. SUBDIFFERENTIAL CALCULUS FOR SEPARATELY REGULAR FUNCTIONS 
In this section we show that the generalized gradients of separately 
(mainly upper-lower) regular functions have the same properties as upper 
regular functions when subdifferential calculus is concerned. 
The two first propositions examine the cases of the generalized gradient 
of a sum and product of two upper-lower regular functions. 
PROPOSITION 4.1. Let f and g : Xx Y -+ 1w be locally Lipschitz and 
upper-lower egular at (a, b). Then 
W”+ s)(a, b) = @Ia, 6) + &(a, b). 
Proof: By Proposition 2.3 f+ g is upper-lower regular at (a, b) and 
hence by Proposition 3.1, 
(f+ s)“(a, b; h, k) = (f+ s)‘(a, b; h, 0) - (f+ s)‘(a, b; 0, -k) 
=f’(a, b; h, 0) -f’(a, b; 0, -k) 
+ g’(a, b; h, 0) - g’(a, b; 0, -k) 
=f”(a, 6; h, k) + g’(a, 6; h, k) 
and the proof is complete. 1 
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PROPOSITION 4.2. Let f and g: Xx Y --) R be locally Lipschitz and 
upper-lower regular at (a, b). If f (a, 6) > 0 and g(a, b) > 0, then the product 
function f. g is upper-lower regular at (a, b) and 
a(f.g)(a, b)=f(a, b)@(a,b)+g(a, b)8f(a,b). 
Proof. It is easy to check that 
(f. g)‘(a, b; k 0) =f(u, b) g’(u, b; h, 0) + g(u, b)f’(u, b; h, 0) 
=f(u, b) g’(a, b; h, 0)+ g(a, b)f”(a, b; h, 0) 
2 (f . g)“(a, b; 0) 
and hence 
(f. ~)‘(a, b; h, 0) = Cf. g)“(a, 6; h, 0). 
Similarly one can prove that (f . g)‘(u, b; 0, k) = (f g),(u, b; 0, k). There- 
fore, by Proposition 1.4 f . g is upper-lower regular at (a, b). Moreover by 
Proposition 3.1 we may write 
(f . g)“(u, b; h, h) = (f . g)‘(a, b; h, 0) - (f g)‘(u, b; 0, -k) 
=g(a, b)Cf’(a, b;h,O)-f’(a, b;O, -k)l 
+f(a, b)Cg’(a, b; h, 0) - g’(u, b; 0, -h)l 
= da, b)f ‘(a, b; h, h) +f(a, b) g”(u, b; h. h) 
which completes the proof. 1 
Consider now the composition of an upper-lower regular function with 
a strictly differentiable one. 
PROPOSITION 4.3. Let g: X,x Y,-rX,x Y, with g(x,, yl)= (h(x,), k(y,)) 
and f: X, x Y2 + R. If g is strictly differentiable at (a, 6) E X, x Y, and f is 
locally Lipschitz and upper-lower regular at g(u, b), then 
and 
a(f 0 g)(u> b) = af( g(u, b)) 0 D, g(u, b), 
where (A, B) = D, g(u, b) denotes the strict derivative of g at (a, b). 
Proof It can be proved (see for examples [2, Theorem 2.3.101) that 
(f 0 g)‘(u, 6; h, 0) and (f 0 g)‘(u, b ; 0, k) exist and are equal to 
170 CORREAAND THIBAULT 
(SO g)“(a, b; h, 0) and (fo g),(a, b; 0, k), respectively. That is, fog is 
upper-lower regular at (a, 6). 
Thus 
(f 0 g)“(a, b; h, k) = (fo s)‘(a, b; k 0) - (fo s)‘(a, b; 0, -k) 
=f’(g(a, b); Ah, O)-f’(g(a, 6); 0, -Bk) 
=f”( g(a, b); Ah, Bk). 
In terms of support functions, the above equality being equivalent to 
8fog)(a> b) = af(da, b))~~,f(a, b) 
the proof is complete. 1 
Let us denote by 8, f(x, y) the (partial) generalized gradient off( ., y) at 
x and by a,f(x, y) that off(x, .) at y. It is known in [Z] that in general 
neither of the sets 8f(x, y) and a,f(x, y) x a&x, y) need to be contained 
in the other. However, we will see that some relationships can be 
established for separately functions. 
Let us first show the following generalization of Proposition 2.4.3 in [2]. 
PROPOSITION 4.4. Let f: Xx Y + R be locally Lipschitz. Assume that f is 
upper regular at (a, 6) in the first direction; that is, df( ., ., h, 0) is upper 
semicontinuous at (a, b) for every h E X. Then 
Proof By Proposition 1.4 we have for each h E X 
f ‘(a, b; h, 0) =f’(u, b; h, 0) = g’(u; h), where g = f ( ., b). 
Therefore for (u, W) E 8f(u, 6) we obtain 
(v, h > <f “(a, b; h, 0) = g’(u; h) for all heX 
and hence v~i3g(u) =d,f(u, b). 1 
COROLLARY 4.5. Let f: Xx Y -+ R be locally Lipschitz and upper-upper 
regular at (a, b). Then 
af(a, 6) = 3, f(u> 6) x hf(u> 6). 
COROLLARY 4.6. Let f: Xx Y -+ [w be continuous and biconvex. Then 
af(u, b) = a,f(u, b) x &f(u, 6). 
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Remark. This result has also been observed for finite dimensional 
spaces in [0,2]. In general the opposite inclusion does not hold even 
for jointly convex functions. Indeed consider two differentiable convex 
functions g and h: R x R -+ [w with different partial derivatives 
D,g(a, b) # D,h(a, h) for i: 1,2 (for instance g(x, y) = x and h(x, y) = y). 
Then for f = max(g, h) one has 
af(a, b) = COda, b), Wa, b)) if g(a, b) = h(a, b) 
which cannot be expressed as a Cartesian product of two sets in IR. 
However, we prove that equality does not hold for upper-lower regular 
functions. 
PROPOSITION 4.7. Let f: Xx Y -+ [w he locally Lipschitz and upper-lower 
regular at (a, 6). Then 
Glf(a, b) = a,f(a, b) x &f(a, b). 
Proof Denote g =f( ., b) and h =f(a, .). By the upper semicontinuity 
of df( ., b; h, 0) = dg( .; h) it follows from Definition 1.3 and Proposition 1.4 
that 
f’(a, b; h, 0) = g’(a; h) = g”(a; h) = sup (u, h) 
VE&qU) 
Analogously we have 
-f’(a, b; 0, -k) = -h’(b; -k) = h”(b; k) = sup (w, k). 
,rEc’h(b) 
Therefore by Proposition 3.1 we obtain 
f’(a,b;h,k)= sup (u,h)+ sup (w,k) 
ue&(o) wtdh(b) 
=sup{(u,h)+(w,k)l(u,w)Eag(a)x~f(b)} 
which leads to the desired equality. 1 
The above proposition has the following direct consequence. 
COROLLARY 4.8. Let f: Xx Y -+ IF2 be a continuous convex-concave 
function. Then 
(i) df(x, ~)=a,f(x, y)x&f(x, y)for all (4 y)EXx Y. 
(ii) The Clarke generalized gradient off coincides with the subdifferen- 
tial off in the sense of saddle functions (see [6, 81). 
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5. D-REPRESENTABILITY OF SEPARATELY REGULAR FUNCTIONS 
For g: [w” -+ [w locally Lipschitz, the formula 
iJg(a) = Ci5{ lim Vg(x): x E G}, (*I Y + 0 
where G c dom Vg with null measure complement, is known to be very 
important in the study of nonsmooth analysis of Lipschitz functions (see 
[2, 3, 71). However, this formula (with G = dom Vg) does not hold when 
[w” is replaced by a general Banach space X (although it is true if this space 
is separable, see [9]) since for these spaces the celebrated Rademacher 
theorem, which is the key of the proof of this formula, does not have equiv- 
alent form. So a formula like (*) for a general .c. vector space X needs to 
consider subsets D c dom Vg dense in X and to find an interesting class of 
functions g for which 
Jg(a) = W( lim Vg(x): x E D}. (**I I - (I 
Moreover even in finite dimension formula (**) has its own interest. Thus 
it is natural to consider the following definition (see [3]). 
DEFINITION 5.1. Let g: X -+ Iw be locally Lipschitz and Gateaux-dif- 
ferentiable on a dense subset D in X. We say that the generalized gradient 
8g is D-representable if
L?g(a)=CC?{w*-lim Vg(x):xED} for all u E X. 
Y-u 
The purpose of this section is to show that generalized gradients of 
upper-lower regular functions are D-representable. 
The main idea of the proof of the following lemma is implicitly contained 
in the proof of Theorem 2.2 in [3]. 
LEMMA 5.2. Let g: A’-+ R be locally Lipschitz, upper (resp. lower) 
regular in a direction -h E X and Gateaux-differentiable on a dense subset D 
in X. Then 
g”(a; h) = lim sup (Vg(x), h > 
r-D, 
(resp. g,(a; h) = lim inf (Vg(x), h)). 
1+Dll 
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Proof. We shall prove the lemma for g upper regular. Let a E X, for any 
E > 0, t sufficiently small, and x sufficiently close to a we have by upper 
semicontinuity of dg( .; -h) 
g(x + th) - g(x) = 1’ Dg(x + sh; h) ds 
0 
= I ‘-cjg(x+sh; -h)ds 0 
s 
, 
< - lim sup d(x’; -h) ds 
0 r’+z;+sh 
< 
s 
‘- lim sup (Vg(x’), -A) ds 
= I ’ lim inf (Vg(x’), h) ds 
6 
s 
d [E + lim sup (Vg(x’), h)] ds 
x’-D(I 
= te + t lim sup (Vg(x’), h). 
x’ +D a 
Therefore g”(a; h) 6 lim sup, ,D L( (Vg(x), h). Since the opposite inequality 
is obvious, the lemma is proved. 1 
PROPOSITION 5.3. Let f: Xx Y x R be locally Lipschitz, upper-lower 
regular, and Gateaux-differentiable on a dense subset D in Xx Y. Then the 
generalized gradient off is D-representable. 
Proof. Obviously lim SUP(,,~,-D (u,b, <Vf(x, y), (k k)) is the support 
function of W{ w*-lim,,,,., ,D Cu,hj V’(X, y): (x, Y)E D}. So it suffices to 
show that 
f"(a,b;kk)G limsup (Vf(?, Y), (kk)). 
(r.v)+"(u.b) 
Let (a, b), 115, k) E Xx Y and E > 0. For t sufficiently small and for (x, y) 
suffkiently close to (a, b) we have 
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f(x+tk y+tk)-fb, Y) 
= ‘Df(x+sh, y+sk;h,k)ds i‘ 0 
= I : [f’(x + sh, y + sk; h, 0) 
+f’(x+sh, y+sk,O, k)] ds (by Proposition 3.2) 
= 
i k lim sup ww, Y’), (k 0) > 0 (r’.V’)-D(.~++sh,r.+.~k) 
+ lim inf Wb’. $1, (0, k))l ds (by Lemma 5.2) (.Y’, v’) 4 D(.x+sh,~+.sk) 
s 
I 
d lim sup (VW, ~‘1, (A, k)) ds 
‘1 (K’, 1.‘) -D(,+sh,y+.sk) 
6 tc + t lim sup --, V’(x, y), (h, k)) 
(1, J) -II cu. h) 
and hence the required inequality follows. 1 
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