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Zeroth-Order Stochastic Block Coordinate Type Methods for
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Zhan Yu, Daniel W.C. Ho
Abstract
We study (constrained) nonconvex (composite) optimization problems where the decision
variables vector can be split into blocks of variables. Random block projection is a popular
technique to handle this kind of problem for its remarkable reduction of the computational
cost from the projection. However, this powerful method has not been proposed for the situ-
ation that first-order information is prohibited and only zeroth-order information is available.
In this paper, we propose to develop different classes of zeroth-order stochastic block coordi-
nate type methods. Zeroth-order block coordinate descent (ZS-BCD) is proposed for solving
unconstrained nonconvex optimization problem. For composite optimization, we establish the
zeroth-order stochastic block mirror descent (ZS-BMD) and its associated two-phase method
to achieve the complexity bound for the (ǫ,Λ)-solution of the composite optimization problem.
Furthermore, we also establish zeroth-order stochastic block coordinate conditional gradient
(ZS-BCCG) method for nonconvex (composite) optimization. By implementing ZS-BCCG
method, in each iteration, only (approximate) linear programming subproblem needs to be
solved on a random block instead of a rather costly projection subproblem on the whole deci-
sion space, in contrast to the existing traditional stochastic approximation methods. In what
follows, an approximate ZS-BCCG method and corresponding two-phase ZS-BCCG method
are proposed. This is also the first time that a two-phase BCCG method has been developed
to achieve the (ǫ,Λ)-solution of nonconvex composite optimization problem. To the best of
our knowledge, the proposed results in this paper are new in stochastic nonconvex (composite)
optimization literature.
1 Introduction
This paper is concerned with the nonlinear stochastic optimization (NSO) problem given by
f∗ = min
x∈X
{
f(x) = Eξ
[
F (x, ξ)
]
=
∫
Ω
F (x, ξ)dP (ξ)
}
, (1.1)
and a class of stochastic composite optimization problem give by
Φ∗ = min
x∈X
{
Φ(x) = f(x) + χ(x)
}
, (1.2)
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China (CityU 11200717, CityU 11201518). Z. Yu and D. W. C. Ho are with the Department of Mathematics, City
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where X ⊆ Rn is a closed convex set, ξ is a random variable supported on sample space Ω ⊆ Rn,
F (x, ξ) is a Borel measurable function on X ×Ω, and almost surely for every ξ, F (·, ξ) : X → R is
continuous. f in (1.2) is defined as in (1.1). χ is a convex regularization function . Optimization
on nonconvex objective function f and composite function Φ has played an important role in
statistical machine learning and network engineering. Recent years have witnessed a resurgence
of research interest on this topic following the stochastic approximation (SA) technique (see e.g.
[5, 8, 9, 14, 15, 25, 26]). In this paper, we are interested in the case when the feasible set X is
assumed to have the block structure
X = X1 ×X2 × · · · ×Xb,
in which X ⊆ Rns , s = 1, 2, ..., b, are closed convex sets and n1 + n2 + · · · + nb = n. Also, the
regularization function χ is assumed to be block separable. For solving the problem in which X has
the block structure (1.3), different classes of block coordinate decent (BCD) based methods have
been developed quickly (see e.g., [1, 2, 6, 18, 19, 20, 27, 29, 30, 31, 32]). The coordinate gradient
descent method is introduced in [30]. The complexity of the BCD type methods has been widely
studied in recent years (see e.g., [6, 19, 20, 27]). Meanwhile, many recent studies concentrate on the
acceleration of the BCD type method (see e.g., [32]). Stochastic type BCD is a popular method to
solve problem (1.1) in which X has structure (1.3) (see e.g., [6, 31]). This type of method depends
on the access to different level of stochastic oracle information. There are three common oracles:
zeroth-order oracle (function queries), first-order (gradient queries), second-order oracle (Hessian
queries).
However, the current existing stochastic BCD methods are all at least first-order type. More-
over, there are increasingly more situations in which only noisy objective function information is
available in statistical machine learning, and first-order information can not be accessed. Then the
first-order BCD method can not be used in these situations. Meanwhile, the study of zeroth-order
theory is lacking in these situations and has not been proposed in coordinate decent literature.
These facts motivate us to consider the possibility of establishing some classes of zeroth-order
block coordinate type methods to solve problems (1.1), (1.2) in these settings.
On the other hand, the classical conditional gradient (CG) method proposed by Frank and
Wolfe [7], has resurged in recent years (see e.g., [4, 10, 13, 16, 17, 28]). The CG method is
computationally cheaper in many situations, since the CG algorithm scheme turns the optimization
problem into a linear optimization subproblem rather than a costly projection to feasible set X .
In some cases, a general projection might be computationally prohibited in practice. Hence, this
advantage motivates us to consider that, when the feasible set X has the block structure (1.3),
is it possible to incorporate the random block decomposition with the CG scheme? i.e. In each
iteration, the conditional gradient procedure is operated on only one random block. If this can
be realized, we only need to solve the linear optimization subproblem on one block instead of the
whole decision region X , further saving the computational cost. We note that this kind of block
coordinate CG algorithm is still unexplored before. In this paper, we give a positive answer to the
above question.
The main goal in this paper is to develop several classes of zeroth-order stochastic block co-
ordinate type methods to solve (1.1) and (1.2). The randomization scheme for outputting the
random solution from sequence trajectory has been widely used in several recent researches (see
e.g., [4, 6, 8, 9, 11, 28]). Meanwhile, this randomization scheme is still in the practice stage of
presenting convergence results for (nonconvex) stochastic optimization, it deserves to be further
developed in aforementioned aspects. We will establish several theoretical results via the random-
ization scheme and analyze the iteration complexity of them in different aspects. Inspired by the
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random selection rule in [3, 6, 20], we present a zeroth-order stochastic BCD (ZS-BCD) to solve un-
constrained NSO problem (1.1), then by incorporating the i.i.d random block selection procedure,
we develop a zeroth-order stochastic block mirror descent (ZS-BMD) to solve well-known noncon-
vex composite optimization problem (1.2). In what follows, a class of zeroth-order stochastic block
coordinate conditional gradient method (ZS-BCCG) is proposed for solving (1.1) and (1.2).
Two-phase optimization technique has been shown to be a powerful tool in searching for (ǫ,Λ)-
solution of NSO (see e.g., [8, 9, 16]), i.e., a point x¯ such that Prob{‖∇f(x¯)‖2 > ǫ} ≤ Λ for
some ǫ > 0 and Λ ∈ (0, 1). In [8], Ghadimi and Lan develop a two-phase stochastic first and
zeroth-order method for unconstrained stochastic optimization. Then in [9], they further extend
this technique to composite optimization scenario and develop a two-phase stochastic projected
gradient method. In [16], Lan and Zhou establish a two-phase conditional gradient type method
via a sliding procedure to solve a convex programming problem. All these two-phase methods
have the advantage of improving the direct complexity bound coming from corresponding Markov
inequality on confidence level Λ. However, to the best of our knowledge, any two-phase block
coordinate method has not been established for nonconvex (composite) optimization yet. Moreover,
zeroth-order result in coordinate descent literature is also quite limited and needs to be explored, it
makes sense to establish two-phase zeroth-order block coordinate type methods. Inspired by above
two-phase techniques, we propose to establish a two-phase ZS-BMD (2-ZS-BMD) method and
two-phase ZS-BCCG (2-ZS-BCCG) method for the constrained composite nonconvex optimization
problem, and provide complexity analysis for them respectively.
The contributions of this paper mainly contain the following aspects:
(i) Zeroth-order stochastic block decomposition is first introduced in convex and nonconvex
optimization problem. In contrast to existing block coordinate type algorithms, the proposed
methods in this paper remove the need for evaluation of the first-order information of the gradient
that the former stochastic BCD methods used, making it potentially flexible to solve some NSO
problems where the gradient is costly to evaluate. For constrained optimization problem, evaluation
of a single random block component of zeroth-order oracle is implemented. Meanwhile, Zeroth-
order projection or linear optimization is performed on only one random block instead of the whole
X . The advantage of the procedure makes the proposed methods save the iteration cost coming
from the projection subproblem effectively.
(ii) For unconstrained stochastic optimization (1.1), we develop a ZS-BCD method and give
convergence analysis for both nonconvex and convex objective functions. We propose two new
fundamental classes of stochastic block coordinate type methods (ZS-BMD with 2-ZS-BMD and
ZS-BCCG with 2-ZS-BCCG) and provide complexity analysis for both methods. For ZS-BMD,
we show that, to find an ǫ-stationary point of composite problem (1.2), the total number of calls
to stochastic zeroth-order oracle (SZO) performed by ZS-BMD can be bounded by O(b2n/ǫ2).
For ZS-BCCG, we achieve an O(b4n/ǫ4) complexity bound in a performance of classical Frank-
Wolfe gap. We further develop an approximate ZS-BCCG algorithm and achieve an improved
O(b2n/ǫ2) complexity bound in the performance of generalized gradient. These results are new
in this literature. The results give explicit dependency of complexity on both block index b and
dimension index n, which do not appear in existing results. Meanwhile, this is the first time to
establish a class of random block projection based stochastic CG method, in which the SZO is also
considered.
(iii) To the best of our knowledge, in contrast to the existing two-phase optimization schemes
established for SA algorithms. This is the first time to implement a two-phase procedure for
stochastic block coordinate type method. For 2-ZS-BMD and 2-ZS-BCCG, we show that, to find
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an (ǫ,Λ)-solution of problem (1.2), the total number of calls to SZO achieve the
O
{
bn
ǫ
log2(
1
Λ
) +
b2n(M2 + σ2)
ǫ2
log2(
1
Λ
) +
n(M2 + σ2)
Λǫ
log22(
1
Λ
)
}
(1.3)
complexity bound (bound parameter M s.t. ‖∇f‖ ≤M and gradient variance parameter σ). The
complexity results are new in two-phase optimization literature, they improve several recent two-
phase nonconvex optimization results [8, 9] to block coordinate setting. In contrast to previous
complexity bound, the block index factor b and b2 appearing in the representation accurately
indicate the influence of the block projection procedure on the complexity. In addition, detailed
form and analysis of the complexity on block Lipschitz estimations and other parameters are also
achieved.
Notation: Denote the n-dimension Euclidean space by Rn, let Rns , s = 1, 2, ..., b be the
Euclidean spaces with norm ‖·‖i induced by the inner product 〈·, ·〉 such that n1+n2+ · · ·+nb = n.
For a matrix M ∈ Rn×n, denote the element in ith row and jth column by [M ]ij , denote the
transpose of M by MT . Denote the identity matrix in Rn by In and let Us ∈ Rn×ni , s = 1, 2, ..., b
be the sets of matrices such that (U1, U2, ..., Ub) = In. For a vector x ∈ Rn, denote its sth block by
x(s) = UTs x, s = 1, 2, ..., b. For a differentiable function f , denote the gradient of f by ∇f(x), and
the sth block of ∇f(x) by ∇sf(x). Denote the class of functions which has continuous L-Lipschitz
gradient by C1,1L . For a positive real number c, ⌈c⌉ and ⌊c⌋ denote the smallest integer bigger than
c and the biggest integer smaller than c.
2 Preliminary
The main assumptions of this paper are listed in this section. Additional assumptions are added
in other section when needed.
Assumption 1. For any x ∈ X, the zeroth-order oracle outputs the estimator of f such that
E[F (x, ξ)] = f(x), E[∇F (x, ξ)] = ∇f(x) and E[‖∇F (x, ξ) −∇f(x)‖2] ≤ σ2.
Assumption 2. Almost surely for any ξ, F has the Lf -Lipschitz continuous gradient, i.e.,‖∇F (x, ξ)−
∇F (y, ξ)‖ ≤ Lf‖x− y‖. Almost surely for any ξ, F also satisfies the block gradient Lipschitz con-
dition:
‖∇sF (x+ Uses, ξ)−∇sF (x, ξ)‖s ≤ Ls‖es‖s, s = 1, 2, ..., b. (2.1)
Assumption 2 directly implies f ∈ C1,1Lf and
‖∇sf(x+ Uses)−∇sf(x)‖s ≤ Ls‖es‖s, s = 1, 2, ..., b, (2.2)
where es is the sth standard basis vector in R
ns . Now we list several results for the zeroth-order
gradient estimator and smoothing function. Let u be an n-dimensional standard Gaussian random
vector and µ be the smoothing parameter. The smoothing function fµ(x) of f(x) is defined as the
convolution of the Gaussian kernel and f :
fµ(x) = E[f(x+ µu)] =
1
(2π)
n
2
∫
f(x+ µu)e−
1
2‖u‖2du.
Nesterov [23] has shown that
∇fµ(x) = 1
(2π)
n
2
∫
f(x+ µu)− f(x)
µ
ue−
1
2‖u‖2du, (2.3)
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and suggests to consider the stochastic gradient of fµ(x) given by
Gµ(x, ξ, u) =
F (x+ µu, ξ)− F (x, ξ)
µ
u, (2.4)
which is an unbiased estimator of ∇fµ(x). The main property of fµ is described by the following
lemma due to Nesterov [23].
Lemma 1. For any f ∈ C1,1Lf ,
(a)fµ ∈ C1,1Lf , Eξ,u[Gµ(x, ξ, u)] = ∇fµ(x).
(b)for any x ∈ Rn,
|fµ(x)− f(x)| ≤ µ
2
2
Lfn, (2.5)
‖∇fµ(x) −∇f(x)‖ ≤ µ
2
Lf(n+ 3)
3
2 . (2.6)
(c)For any x ∈ Rn,
1
µ2
Eu
[{f(x+ µu)− f(x)}2‖u‖2] ≤ µ2
2
L2f(n+ 6)
3 + 2(n+ 4)‖∇f(x)‖2. (2.7)
By using relation (a+ b)2 ≤ 2a2 + 2b2, (2.6) directly implies the following estimates
‖∇µf(x)‖2 ≤ 2‖∇f(x)‖2 + µ
2
2
L2f(n+ 3)
2, (2.8)
‖∇f(x)‖2 ≤ 2‖∇fµ(x)‖2 + µ
2
2
L2f (n+ 3)
2. (2.9)
These estimates will be the crucial estimates of some of the following results.
3 Unconstrained nonconvex optimization: ZS-BCD
In this section, we present a class of ZS-BCD for solving unconstrained nonconvex and convex
optimization version of (1.1) as follow,
min
x∈Rn
f(x), (3.1)
where we spit Rn into Rn = Rn1 × Rn2 · · · × Rnb . We give a glimpse of the proposed methods in
an unconstrained setting.
3.1 Nonconvex objective function
ZS-BCD method:
Input: Initial point x1 ∈ Rn, smoothing parameter µ, total iterations T , stepsizes {αk}, k ≥ 1,
probability mass function PR(·) supported on {1, 2, ..., T}, probabilities ps ∈ [0, 1], s = 1, 2, ..., b,
s.t.
∑b
s=1 ps = 1.
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Step 0: Generate a random variable ik according to
Prob{ik = s} = ps, s = 1, 2, ..., b, (3.2)
and let R be a random variable with probability mass function PR.
Step k=1,2,...,R-1: Use the Guassian random vector generator to generate uk and call the
SZO to compute
Gµ(xk, ξk, uk) =
F (xk + µuk, ξk)− F (xk, ξk)
µ
uk. (3.3)
Update xk by:
x
(s)
k+1 =
{
x
(ik)
k − αkG(ik)µ (xk, ξk, uk), s = ik;
x
(s)
k , s 6= ik.
(3.4)
Output xR.
Theorem 1. Let {xk} be generated by ZS-BCD. Let the stepsizes {αk} are chosen such that
αk ≤ mins∈B{ps}/[2maxs∈B{psLs}(n + 4)] and the probability mass function PR in the ZS-BCD
is defined as
PR(k) := Prob{R = k} = αk[mins∈B{ps} − 2(n+ 4)maxs∈B{psLs}αk]∑T
k=1 αk[mins∈B{ps} − 2(n+ 4)maxs∈B{psLs}αk]
, k = 1, 2, ..., T.
(3.5)
Then, under Assumptions 1 and 2, the following gradient estimate holds:
1
Lf
E
[‖∇f(xR)‖2] ≤ 1∑T
k=1 αk[mins∈B{ps} − 2(n+ 4)maxs∈B{psLs}αk]
[
D2f
+2
maxs∈B{psLs}
Lf
(n+ 4)σ2
T∑
k=1
α2k + 2µ
2(n+ 4)×
(
1 + Lf(n+ 4)
2
T∑
k=1
(
mins∈B{ps}
4
αk +max
s∈B
{psLs}α2k)
)]
,
(3.6)
in which the expectation is taken with respect to R, ξ[T ], u[T ], and Df is defined as [2(f(x1)−
f∗)/Lf ]
1
2 .
Proof. Denote τk = (ξk, uk), ∆k = Gµ(xk, τk) − ∇fµ(xk). Assumptions 1, 2, (2.3) and Lemma 1
(a) imply that ∇fµ satisfies block Lipschitz condition with constant Ls, s = 1, 2, ..., b. Thus the
following holds for ikth block,
fµ(xk+1) ≤ fµ(xk) + 〈∇ikfµ(xk), x(ik)k+1 − x(ik)k 〉+
Lik
2
‖x(ik)k+1 − x(ik)k ‖2ik
≤ fµ(xk)− αk‖∇ikfµ(xk)‖2ik − αk〈∇ikfµ(xk),∆
(ik)
k 〉+
α2k
2
Lik‖G(ik)µ (xk, τk)‖2ik .
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Rearranging terms, summing up above inequality from k = 1 to T , using fµ(xT+1) ≥ f∗µ, we have
T∑
k=1
αk‖∇ikfµ(xk)‖2ik ≤ fµ(x1)−f∗µ−
T∑
k=1
αk〈∇ikfµ(xk),∆(ik)k 〉+
T∑
k=1
α2k
2
Lik‖G(ik)µ (xk, τk)‖2ik . (3.7)
Note that
Ei[k−1],τ[k−1]
[〈∇ikfµ(xk),∆(ik)k 〉] = b∑
s=1
psE
[〈∇sfµ(xk),∆(s)k 〉] = 0,
which follows from measurability of ∇sfµ(xk) with respect to the history τ[k−1] and Eτ[k−1] [∆k] = 0,
and
Ei[k−1]τ[k−1]
[
Lik‖G(ik)µ (xk, τk)‖2ik
]
=
b∑
s=1
psLsEτ[k−1] [‖G(s)µ (xk, τk)‖2s]
≤ max
s∈B
{psLs}Eτ[k−1] [‖Gµ(xk, τk)‖2]
≤ max
s∈B
{psLs}
[
2(n+ 4)Eτ[k−1] [‖∇f(xk)‖2] + 2(n+ 4)σ2 +
µ2
2
L2f (n+ 6)
3
]
,
in which the second inequality follows from Lemma 1 (c) and Assumption 1. Also note that
Ei[k−1]τ[k−1]
[‖∇ikfµ(xk)‖2ik] = b∑
s=1
psEτ[k−1] [‖∇sfµ(xk)‖2s]
≥ min
s∈B
psEτ[k−1]
[‖∇fµ(xk)‖2] ≥ min
s∈B
ps
2
[
Eτ[k−1] [‖∇f(xk)‖2]−
µ2
2
L2f (n+ 3)
3
]
.
Take expectation on both sides of (3.7) with respect to i[T ], τ[T ], it follows that
T∑
k=1
αk
mins∈B ps
2
[
Ei[T ],τ[T ]‖∇f(xk)‖2 −
µ2
2
L2f(n+ 3)
3
]
≤ fµ(x1)− f∗µ +
T∑
k=1
α2k
2
max
s∈B
{psLs}
×
[
2(n+ 4)Ei[T ],τ[T ] [‖∇f(xk)‖2] + 2(n+ 4)σ2 +
µ2
2
L2f(n+ 6)
3
]
.
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Rearranging terms, we obtain that
T∑
k=1
αk[min
s∈B
ps − 2(n+ 4)max
s∈B
{psLs}αk]Ei[T ],τ[T ] [‖∇f(xk)‖2]
≤ 2[f(x1)− f∗] + 2µ2Lfn
+max
s∈B
{psLs}
[
2(n+ 4)σ2 +
µ2
2
Lf(n+ 6)
3
] T∑
k=1
α2k
+
1
2
min
s∈B
{ps} · µ2L2f (n+ 3)3
T∑
k=1
αk.
≤ 2[f(x1)− f∗] + 2max
s∈B
{psLs}(n+ 4)σ2
T∑
k=1
α2k
+2µ2Lf (n+ 4)
[
1 + Lf(n+ 4)
2
T∑
k=1
(
mins∈B{ps}
4
αk +max
s∈B
{psLs}α2k
)]
.
Divide both sides by Lf and note the definition of Df , the desired result is obtained.
In the rest of the paper, we denote Lˆ = maxs∈B Ls.
Corollary 1. Under assumptions of Theorem 1. Suppose the random variables {ik} are uniformly
distributed (p1 = p2 = · · · = 1/b). Let the stepsizes {αk} be selected as
αk =
1√
n+ 4
min
{
D˜
σ
√
T
,
1
4Lˆ(n+ 4)
}
, k = 1, 2, ..., T,
D˜ is some positive parameter. The smoothing parameter µ is selected such that
µ ≤ Df
n+ 4
√
1
T
.
Then we have E[‖∇f(xR)‖2] ≤ b · LfBT , where
BT =
2σ
√
n+ 4√
T
(2Lˆ
Lf
D˜ +
3D2f
D˜
)
+
D2f (24Lˆ+ 2Lf)(n+ 4)
T
. (3.8)
Proof. Note that when ik are uniformly distributed, and {αk}, µ are selected as above, it follows
that,
T∑
k=1
αk[min
s∈B
{ps} − 2(n+ 4)max
s∈B
{psLs}αk] ≥ Tα1
2b
. (3.9)
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Also note that b ≥ 1, after substituting above αk and µ into (3.6), it follows that
1
Lf
E[‖∇f(xR)‖2]
≤ 2bD
2
f + 4bµ
2(n+ 4)
Tα1
+ µ2Lf(n+ 4)
3 + 4Lˆ(n+ 4)µ2Lfα1 +
4Lˆ(n+ 4)σ2
Lf
α1
≤
(
2bD2f
T
+
4bD2f
(n+ 4)T 2
)
max
{
σ
√
(n+ 4)T
D˜
, 4Lˆ(n+ 4)
}
+
bD2fLf(n+ 5)
T
+
4Lˆ
√
n+ 4σD˜
Lf
√
T
≤
(
2bD2f
T
+
4bD2f
(n+ 4)T 2
)[
σ
√
(n+ 4)T
D˜
+ 4Lˆ(n+ 4)
]
+
bD2fLf (n+ 5)
T
+
4Lˆ
√
n+ 4σD˜
Lf
√
T
=
2bD2fσ
√
n+ 4
D˜
√
T
+
4bD2fσ
√
n+ 4
D˜(n+ 4)T · √T +
8bD2f Lˆ(n+ 4)
T
+
16bD2f Lˆ
T 2
+
D2fLf(n+ 5)
T
+
4Lˆ
√
n+ 4σD˜
Lf
√
T
=
2bσ
√
n+ 4√
T
(
D2f
D˜
+
2D2f
D˜(n+ 4)T
+
2LˆD˜
Lf
)
+
bD2f(n+ 4)
T
(
8Lˆ+
16Lˆ
T
+ 2Lf
)
,
which gives (3.8) after noting that (n+ 4)T ≥ 1 and T ≥ 1.
When the parameter D˜ in (3.8) is chosen as an optimal value (3Lf/2Lˆ)
1
2 Df , an improved
bound
O
(σDf√nLˆ/Lf√
T
+
nD2f(Lˆ+ Lf )
T
)
(3.10)
can be obtained for BT . The T -rate for ZS-BCD in (3.10) matches the optimal rate for nonconvex
smooth NSO problem. Corollary 1 and Markov inequality imply that
Prob
{‖∇f(xR)‖2 ≥ λbLfBT} ≤ 1
λ
, ∀λ ≥ 0. (3.11)
Also, (3.11) can provide the complexity for computing an (ǫ,Λ)-solution of problem (1.1) in a single
run of ZS-BCD, revealing the large-deviation property for ZS-BCD. For any ǫ > 0 and Λ ∈ (0, 1),
by setting λ = 1/Λ and
T =
⌈
max
{
2bLfD
2
f(24Lˆ+ 2Lf)(n+ 4)
Λǫ
,
16b2(n+ 4)σ2L2f
Λ2ǫ2
(
2Lˆ
Lf
D˜ +
3D2f
D˜
)2}⌉
,
the complexity for finding an (ǫ,Λ)-solution in ZS-BCD method, after disregarding several constant
factors, can be bounded by
O
{
b2nσ2L2f
Λ2ǫ2
(
Lˆ
Lf
D˜ +
D2f
D˜
)2
+
bnLf(Lˆ+ Lf )D
2
f
Λǫ
}
. (3.12)
The above representation highlights the dependency of the complexity bound of ZS-BCD on the
block index b and block Lipschitz characteristic parameter Lˆ. According to the selection rule of
{αk} and PR in ZS-BCD, the influence of the estimation of Ls, s = 1, 2, ..., b on {αk} and PR, thus
on complexity bound, seems inevitable. Meanwhile, due to the random block projection structure
of the proposed algorithm, first and second order indices b, b2 appearing in the representation
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(3.12) also affect the complexity. Hence, it would be a possible future research topic to reduce the
effect of b, Lˆ on complexity of block coordinate type method. However, to reduce the effect of
index b, we may need to improve the algorithm structure or develop other types of block coordinate
type methods. To reduce effect of Ls, s = 1, 2, .., b, there seem to be more technical difficulties to
overcome the classical handling on C1,1Lf condition of f , which results in the dependency of {αk}
and PR on Lˆ.
3.2 Convex objective function
We end this session with a convex result. Define the weighted summation N 2k as follow:
N 2k =
b∑
s=1
1
ps
‖x(s)k − x(s)∗ ‖2s, k ≥ 1. (3.13)
Theorem 2. Let N 2k be defined as (3.13), denote D2p,X = N 21 . Suppose the objective in problem
(3.1) is convex with an optimal point x∗. If the stepsizes {αk} and the probability mass function
PR(·) are chosen such that αk ≤ 1/[2(n+ 5)Lf ] and
PR(k) := Prob{R = k} = αk − 4(n+ 5)Lfα
2
k∑T
k=1[αk − 4(n+ 5)Lfα2k]
, k = 1, 2, ..., T.
then for T ≥ 1, we have
E[f(xR)− f∗] ≤ 1
2
∑T
k=1[αk − 4(n+ 5)Lfα2k]
[
D2p,X + 2µ2Lf(n+ 5)
T∑
k=1
αk
+8(n+ 5)
[
µ2L2f (n+ 5)
3 + µ2L2f (n+ 5) + σ
2
] T∑
k=1
α2k
]
in which the expectation is taken with respect to R, ξ[T ], u[T ].
Proof. The ZS-BCD algorithm implies that, when s = ik,
‖x(ik)k+1 − x(ik)∗ ‖2ik = ‖x(ik)k − αkG(ik)µ (xk, τk)− x(ik)∗ ‖2ik
= ‖x(ik)k − x(ik)∗ ‖2ik − 2αk〈G(ik)µ (xk, τk), x(ik)k − x(ik)∗ 〉+ ‖G(ik)µ (xk, τk)‖2ik .
Then it follows
N 2k+1 =
b∑
s=1
1
ps
‖x(s)k+1 − x(s)∗ ‖2s =
∑
s6=ik
1
ps
‖x(s)k − x(s)∗ ‖2s +
1
pik
‖x(ik)k+1 − x(ik)∗ ‖2ik
=
∑
s6=ik
1
ps
‖x(s)k − x(s)∗ ‖2s +
1
pik
[
‖x(ik)k − x(ik)∗ ‖2ik
−2αk〈G(ik)µ (xk, τk), x(ik)k − x(ik)∗ 〉+ ‖G(ik)µ (xk, τk)‖2ik
]
= N 2k − 2αk〈
1
pik
UikG
(ik)
µ (xk, τk)−∇fµ(xk), xk − x∗〉
−2αk〈∇fµ(xk), xk − x∗〉+ α2k
1
pik
‖G(ik)µ (xk, τk)‖2ik
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By taking summation from k = 1 to k = T on both sides of the above equality, we obtain
N 2T+1 = N 21 − 2
T∑
k=1
αk〈 1
pik
UikG
(ik)
µ (xk, τk)−∇fµ(xk), xk − x∗〉
−2
T∑
k=1
αk〈∇fµ(xk), xk − x∗〉+
T∑
k=1
α2k
1
pik
‖G(ik)µ (xk, τk)‖2ik .
(3.14)
Observe that
Ei[k−1],τ[k−1]
[〈p−1ik UikG(ik)µ (xk, τk)−∇fµ(xk), xk − x∗〉]
=
b∑
s=1
Eτ[k−1]
[〈UsG(s)µ (xk, τk)−∇fµ(xk), xk − x∗〉] = 0,
which follows from Lemma 1 (a), and
Ei[k−1],τ[k−1]
[
p−1ik ‖G(ik)µ (xk, τk)‖2ik
]
=
b∑
s=1
ps · p−1s Eτ[k−1]
[‖G(s)µ (xk, τk)‖2s]
= Eτ[k−1]
[‖Gµ(xk, τk)‖2] ≤ 2(n+ 4)Eτ[k−1] [‖∇f(xk)‖2] + 2(n+ 4)σ2 + µ22 L2f (n+ 6)3.
Take total expectation with respect to i[T ] and τ[T ] on both sides of (3.14), use the notation
D2p,X = N 21 , it follows that
Ei[T ],τ[T ] [N 2T+1] ≤ D2p,X − 2
T∑
k=1
αkEi[T ],τ[T ] [〈∇fµ(xk), xk − x∗〉] + 2(n+ 4)
T∑
k=1
α2kEi[T ],τ[T ] [‖∇f(xk)‖2]
+
[
2(n+ 4)σ2 +
µ2
2
Lf(n+ 6)
3
] T∑
k=1
α2k.
Noting that
‖∇f(xk)‖2 ≤ 2‖∇fµ(xk)‖2 + µ
2
2
L2f(n+ 3)
3
≤ 4‖∇fµ(xk)−∇fµ(x∗)‖2 + 4‖∇fµ(x∗)‖2 + µ
2
2
L2f(n+ 3)
3
≤ 4Lf〈∇fµ(xk), xk − x∗〉+ 5µ
2
2
L2f(n+ 3)
3,
in which the first inequality follows from (2.9), and the third inequality follows from the convexity
and Lf -Lipschitz property of fµ and Lemma 1 with x = x∗. Combining the above two inequalities,
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we obtain
Ei[T ],τ[T ] [N 2T+1] ≤ D2p,X − 2
T∑
k=1
(
αk − 4(n+ 4)Lfα2k
)
Ei[T ],τ[T ] [〈∇fµ(xk), xk − x∗〉]
+
[
5µ2L2f (n+ 4)(n+ 3)
3 + 2(n+ 4)σ2 +
µ2
2
L2f (n+ 6)
3
] T∑
k=1
α2k
≤ D2p,X − 2
T∑
k=1
(
αk − 4(n+ 4)Lfα2k
)
Ei[T ],τ[T ] [fµ(xk)− fµ(x∗)]
+8(n+ 4)
[
µ2L2f (n+ 4)
2(n+ 5) + σ2)
] T∑
k=1
α2k
≤ D2p,X − 2
T∑
k=1
(
αk − 4(n+ 4)Lfα2k
)
Ei[T ],τ[T ] [f(xk)− f∗ − µ2Lfn]
+8(n+ 5)
[
µ2L2f (n+ 5)
3 + σ2
] T∑
k=1
α2k.
Rearranging terms and simplifying the coefficients, we obtain
2
T∑
k=1
[αk − 4(n+ 5)Lfα2k]Ei[T ],τ[T ] [f(xk)− f∗] ≤ D2p,X + 2µ2Lf (n+ 5)
T∑
k=1
αk
+8(n+ 5)
[
µ2L2f (n+ 5)
3 + µ2L2f (n+ 5) + σ
2
] T∑
k=1
α2k.
Then the desired result is obtained by noting the definition of PR(·).
In Theorem 2, if the stepsizes {αk} are taken as αk = 1√n+5 min
{
D˜
σ
√
T
, 18Lf (n+5)
}
, k = 1, 2, ..., T ,
the smoothing parameter µ are selected such that µ ≤ Dp,X/
√
n+ 5. After selecting an optimal
value of parameter D˜, an
O
(σDp,X√n√
T
+
nD2p,XLf
T
)
(3.15)
bound can be obtained for E[f(xR) − f∗]. The proving details are similar with the procedures in
Corollary 1, we omit them for saving space. In contrast to the bound (3.10) for nonconvex case,
the disappearance of Lˆ shows that the convex case removes the needs of making Ls-estimation, s =
1, 2, ..., b to achieve the rate bound. In addition, weighted summation parameter Dp,X highlights
the importance of block coordinate projection in convex case. It deserves to be explored that, if the
rate of (3.15) can be accelerated to an optimal T -rate of O
(σDp,X√n√
T
+
nD2p,XLf
T 2
)
by incorporating
with accelerated gradient technique [11],[22]?
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4 Constrained composite optimization: ZS-BMD
4.1 ZS-BMD method
In this section, a general problem setting is considered, we proposed to develop ZS-BMD method to
solve the constrained nonconvex composite optimization problem (1.2). The constrained decision
domain X has the block structure X = X1 × X2 × · · · × Xb, in which Xs ∈ Rns , s = 1, 2, ..., b,
are closed convex sets and n1 + n2 + · · · + nb = n. In the rest of the paper, function χ is
assumed to be block separable, which means that χ(·) can be written into the form χ(x) =∑b
s=1 χs(x
(s)) for any x ∈ X , in which χs : Rns → R, s = 1, 2, ..., b are closed and convex.
We introduce several standard notations for later use. For x, g ∈ Rn, α > 0, define P (x, g, α) =
(P1(x
(1), g(1), α), P2, (x
(2), g(2), α), ..., Pb(x
(b), g(b), α) in which
Ps(x
(s), g(s), α) = arg min
y∈Xs
{〈g(s), y〉+ 1
α
Dφs(y, x
(s)) + χs(y)
}
, s = 1, 2, ..., b. (4.1)
denote P(x, g, α) = (P1(x, g, α),P2(x, g, α), ...,Ps(x, g, α)), in which the generalized block gradient
mapping is defined as
Ps(x, g, α) = 1
α
[
UTs x− Ps(UTs x, UTs g, α)
]
, s = 1, 2, ..., b. (4.2)
Dφs(x, y) = φs(x) − φs(y) − 〈∇φs(y), x − y〉 is the Bregman divergence with distance generating
function φs. Without loss of generality, in what follows we assume φs, s = 1, 2, ..., b to be 1-strongly
convex functions. We mention that, when X = Rn with Xs = R
ns , s = 1, 2, ..., b, g = ∇f(x),
χs = 0, and φs(x) =
1
2‖x‖2s, the generalized block gradient degenerates to classical block gradient∇sf(x) in last section, and the results in this section can be considered as extensions of the last
section in many aspects. To get the main result, we need several basic lemmas of P (x, g, α) and
P(x, g, α), which are as results of the optimality condition of block projection operator Ps. In the
rest of the paper, we use B to denote the index set {1, 2, ..., b}. For an arbitrary given ǫ > 0, call x¯
the ǫ-stationary point of the composite problem (1.2) if E[‖P(x¯,∇f(x¯), α)‖2] ≤ ǫ for some α > 0.
Also denote Φµ(x) = fµ(x) + χ(x). We make an additional assumption as follow on gradient of
function f in the rest of the paper.
Assumption 3. There exists a constant such that ‖∇f(x)‖ ≤M for all x ∈ X.
Lemma 2. Define P (x, g, α) and P(x, g, α) as (4.1) and (4.2), denote x+ = P (x, g, α), then
〈g(s),Ps(x, Usg(s), α)〉 ≥ ‖Ps(x, Usg(s), α)‖2s +
1
α
[χs(U
T
s x
+)− χs(UTs x)], s = 1, 2, ..., b.
Proof. See Appendix.
Lemma 3. Let P (x, g, α) with its components be defined as in (4.1), then for any g1, g2 ∈ Rn, we
have
‖Ps(UTs x, UTs g1, α)− Ps(UTs x, UTs g2, α)‖s ≤ α‖UTs g1 − UTs g2‖s, s = 1, 2, ..., b.
Proof. See Appendix.
Lemma 4. Let P (x, g, α) and P(x, g, α) be defined as (4.1) and (4.2), for any g1, g2 ∈ Rn and
any s ∈ B, the following block non-expansion property for P holds,
‖Ps(x, g1, α)− Ps(x, g2, α)‖s ≤ ‖UTs g1 − UTs g2‖s, s = 1, 2..., b.
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Proof. See Appendix.
In the rest of this paper, we make use of a popular averaging technique for zeroth-order stochas-
tic gradient estimator (see e.g.[12]). In each step, an averaged estimator of the batch samples is
used instead of an individual estimator. This procedure results in the variance reduction and the
increasing precision, that is convenient for stochastic optimization circumstances.
ZS-BMD method:
Input: Initial point x1 ∈ X1 ×X2 × · · · ×Xb, total iteration T , the stepsizes αk > 0, k ≥ 1,
batch sizes Tk with Tk > 0, k ≥ 1, probability mass function PR(·) supported on {1, 2, ..., T},
probabilities ps ∈ [0, 1], s = 1, 2, ..., b, s.t.
∑b
s=1 ps = 1.
Step 0: Generate a random variable ik according to
Prob{ik = s} = ps, s = 1, 2, ..., b.
and let R be a random variable with probability mass function PR.
Step k=1,2,...,R-1: Generate uk = [uk,1, ..., uk,Tk ], in which uk,j ∼ N(0, In) and call the
stochastic oracle to compute the ikth block average stochastic gradient G
(ik)
µ,k by
G
(ik)
µ,k =
1
Tk
Tk∑
t=1
UTikGµ(xk, ξk,t, uk,t). (4.3)
Update xk by:
x
(s)
k+1 =
{
Pik(x
(ik)
k , G
(ik)
µ,k , αk), s = ik;
x
(s)
k , s 6= ik.
(4.4)
Output xR.
Theorem 3. Under Assumptions 1, 2, 3. Suppose the stepsizes {αk}, k ≥ 1 in ZS-BMD satisfy
αk ≤ 2/Ls, s ∈ B. The probability mass function PR is chosen such that
PR(k) := Prob
{
R = k
}
=
αkmins∈B{ps(1− Ls2 αk)}∑T
k=1 αkmins∈B{ps(1− Ls2 αk)}
, k = 1, 2, ..., T. (4.5)
Then we have
E
[‖P(xR,∇f(xR), αR)‖2] ≤ 4[Φµ(x1)− Φ∗µ] + 8(maxs∈B ps)σ˜2∑Tk=1 αkTk∑T
k=1 αkmins∈B ps(1 − Ls2 αk)
+
µ2
2
L2f (n+ 3)
3, (4.6)
in which σ˜2 = 4(n+ 4)[2M2 + σ2 + µ2L2f (n+ 4)
2], the total expectation is taken with respect to R,
i[T ], ξ[T ] and u[T ].
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Proof. Denote ∆˜k = G
(ik)
µ,k −∇ikfµ(xk), then block Li-Lipschitz property of fµ implies
fµ(xk+1) ≤ fµ(xk) + 〈∇fµ(xk), xk+1 − xk〉+ Lik
2
‖xk+1 − xk‖2
= fµ(xk)− αk〈∇ikfµ(xk),Pik(xk, UikG(ik)µ,k , αk)〉+
Lik
2
α2k‖Pik(xk, UikG(ik)µ,k , αk)‖2ik
= fµ(xk)− αk〈G(ik)µ,k ,Pik(xk, UikG(ik)µ,k , αk)〉+
Lik
2
α2k‖Pik(xk, UikG(ik)µ,k , αk)‖2ik
+αk〈∆˜k,P(xk, UikG(ik)µ,k , αk)〉
Using Lemma 2 with s = ik, x
+ = xk+1, g
(s) = G
(s)
µ,k to above inequality, we have
fµ(xk+1) ≤ fµ(xk)−
[
αk‖Pik(xk, UikG(ik)µ,k , αk)‖ik + χik(UTikxk+1)− χik(UTikxk)
]
+
Lik
2
α2k‖Pik(xk, UikG(ik)µ,k , αk)‖2ik + αk〈∆˜k,Pik(xk, UikG
(ik)
µ,k , αk)〉.
Note that χik(U
T
ik
xk+1)− χik(UTikxk) = χ(xk+1)− χ(xk) and denote Φµ = fµ(x) + χ(x), it follows
that
Φµ(xk+1) ≤ Φµ(xk)− αk(1− Lik
2
αk)‖Pik(xk, UikG(ik)µ,k , αk)‖2ik
+αk〈∆˜k,Pik(xk, UikG(ik)µ,k , αk)〉 (4.7)
By setting s = ik, x = xk, α = αk, g1 = ∇fµ(xk), g2 = UsG(s)µ,k and s = ik, x = xk, α = αk,
g1 = ∇fµ(xk), g2 = ∇f(xk) in Lemma 4, the following two relations are obtained,
‖Pik(xk,∇fµ(xk), αk)− Pik(xk, UikG(ik)µ,k , αk)‖ik ≤ ‖∇ikfµ(xk)− UikG(ik)µ,k ‖ik ,
‖Pik(xk,∇fµ(xk), αk)− Pik(xk,∇f(xk), αk)‖ik ≤ ‖∇ikfµ(xk)−∇ikf(xk)‖ik .
With above two relations, the following estimate for ‖Pik(xk, UikG(ik)µ,k , αk)‖2ik in (4.7) holds,
‖Pik(xk,∇f(xk), αk)‖ik ≤ 2‖Pik(xk,∇f(xk), αk)− Pik(xk,∇fµ(xk), αk)‖2ik
+2‖Pik(xk,∇fµ(xk), αk)‖2ik ,
≤ 2‖Pik(xk,∇f(xk), αk)− Pik(xk,∇fµ(xk), αk)‖2ik
+4‖Pik(xk,∇fµ(xk), αk)− Pik(xk, UikG(ik)µ,k , αk)‖2ik
+4‖Pik(xk, UikG(ik)µ,k , αk)‖2ik
≤ 2‖∇ikfµ(xk)−∇ikf(xk)‖2ik + 4‖G
(ik)
µ,k −∇ikfµ(xk)‖2ik
+4‖Pik(xk, UikG(ik)µ,k , αk)‖2ik . (4.8)
On the other hand, by using Cauchy inequality and Lemma 4, we have
〈∆˜k,Pik(xk, UikG(ik)µ,k , αk)〉 = 〈∆˜k,Pik(xk, UikG(ik)µ,k , αk)− Pik(xk,∇fµ(xk), αk)〉
+〈∆˜k,Pik(xk,∇fµ(xk), αk)〉
≤ ‖∆˜k‖ik · ‖Pik(xk, UikG(ik)µ,k , αk)− Pik(xk,∇fµ(xk), αk)‖ik
+〈∆˜k,Pik(xk,∇fµ(xk), αk)〉. (4.9)
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Substitute estimate (4.8) and (4.9) into (4.7), it follows that
Φµ(xk+1) ≤ Φµ(xk)− αk(1− Lik
2
αk)
[1
4
‖Pik(xk,∇f(xk), αk)‖2ik
−1
2
‖∇ikfµ(xk)−∇ikf(xk)‖2ik − ‖∆˜k‖2ik
]
+ αk‖∆˜k‖2ik
+αk〈∆˜k,Pik(xk,∇fµ(xk), αk)〉.
Sum up both sides from k = 1 to T and rearrange terms, it follows that
T∑
k=1
αk(1 − Lik
2
αk)‖Pik(xk,∇f(xk), αk)‖2ik
≤ 4[Φµ(xk)− Φ∗µ]+ 4 T∑
k=1
αk〈∆˜k,Pik(xk,∇fµ(xk), αk)〉
+2
T∑
k=1
αk(1− Lik
2
αk)‖∇ikfµ(xk)−∇ikf(xk)‖2ik + 8
T∑
k=1
αk‖∆˜k‖2ik . (4.10)
Denote ζk = (ik, τk), by Lemma 1 (a) and the fact that Ps(xk,∇fµ(xk), αk) is measurable with
respect to the history ζ[k−1] when s = 1, 2, ..., b, we have
Eζ[k−1] [〈∆˜k,Pik(xk,∇fµ(xk), αk)〉]
=
b∑
s=1
Eζ[k−1] [〈G(s)µ,k(xk)−∇sfµ(xk),Ps(xk,∇fµ(xk), αk)〉] = 0. (4.11)
Denote τk,t = (ξk,t, uk,t) and ∆˜k,t = G
(ik)
µ (xk, τk,t) − ∇ikfµ(xk), t = 1, 2, ..., Tk, Ht =
∑t
i=1 ∆˜k,t,
t = 1, 2, ..., Tk, H0 = 0, then the property of stochastic oracle implies
Eζ[k−1] [〈Ht−1, ∆˜k,t〉|Ht−1] = 0, t = 1, 2, ..., Tk,
and
Eζ[k−1] [‖HTk‖2ik ] = Eζ[k−1] [‖HTk−1‖2ik ] + Eζ[k−1] [‖∆˜k,Tk‖2ik ] + 2Eζ[k−1] [〈HTk−1, ∆˜k,Tk〉]
= Eζ[k−1] [‖∆˜k,Tk‖2ik ] + Eζ[k−1] [‖HTk−1‖2ik ] = · · · =
Tk∑
i=1
Eζ[k−1] [‖∆˜k,i‖2ik ].
Then the estimate for ‖∆˜k‖2ik in (4.10) is obtained as follow,
Eζ[k−1] [‖∆˜k‖2ik ] = Eζ[k−1] [‖
1
Tk
Tk∑
t=1
∆˜k,t‖2ik ] =
1
T 2k
Eζ[k−1] [‖HTk‖2ik ] =
1
T 2k
Tk∑
t=1
Eζ[k−1] [‖∆˜k,t‖2ik ]
=
1
T 2k
Tk∑
t=1
b∑
s=1
psEτ[k−1] [‖G(s)µ (xk, τk,t)−∇sfµ(xk)‖2s]
≤ maxs∈B ps
T 2k
Tk∑
t=1
b∑
s=1
Eτ[k−1] [‖G(s)µ (xk, τk,t)−∇sfµ(xk)‖2s]
=
maxs∈B ps
T 2k
Tk∑
t=1
Eτ[k−1] [‖Gµ(xk, τk,t)−∇fµ(xk)‖2]. (4.12)
16
Also note that
Eτ[k−1] [‖Gµ(xk, τk,t)−∇fµ(xk)‖2] ≤ 2Eτ[k−1] [‖Gµ(xk, τk,t)‖2] + 2Eτ[k−1] [‖∇fµ(xk)‖2]
≤ 2
[
2(n+ 4)
[
Eτ[k−1] [‖∇f(xk)‖2] + σ2
]
+
µ2
2
L2f(n+ 6)
3
]
+2
[
2Eτ[k−1] [‖∇fµ(xk)−∇f(xk)‖2] + 2Eτ[k−1] [‖∇f(xk)‖2]
]
≤ 2[2(n+ 4)(M2 + σ2) + µ2
2
L2f (n+ 6)
3
]
+ 2
[µ2
2
L2f(n+ 3)
3 + 2µ2
]
≤ 4(n+ 4)[2M2 + σ2 + µ2L2f(n+ 4)2] := σ˜2. (4.13)
in which the inequality follows from Lemma 1 (c). Then (4.12),(4.13) implies
Eζ[k−1] [‖∆˜k‖2ik ] ≤
(maxs∈B ps)σ˜2
Tk
. (4.14)
Note that
Eζ[k−1]
[
(1 − Lik
2
αk)‖Pik(xk,∇f(xk), αk)‖2ik
]
=
b∑
s=1
ps(1− Ls
2
αk)Eτ[k−1]‖Ps(xk,∇f(xk), αk)‖2s
]
≥ min
s∈B
{
ps(1− Ls
2
αk)
}( b∑
s=1
Eτ[k−1] [‖Ps(xk,∇f(xk), αk)‖2s]
)
= min
s∈B
{
ps(1− Ls
2
αk)
}
Eτ[k−1]
[‖P(xk,∇f(xk), αk)‖2] (4.15)
and
Eζ[k−1]
[
(1− Lik
2
αk)‖∇ikfµ(xk)−∇ikf(xk)‖2ik
]
=
b∑
s=1
ps(1− Ls
2
αk)Eτ[k−1]
[‖∇sfµ(xk)−∇sf(xk)‖2s]
≤ max
s∈B
{
ps(1 − Ls
2
αk)
} · b∑
s=1
Eτ[k−1]
[‖∇sfµ(xk)−∇sf(xk)‖2s]
= max
s∈B
{
ps(1 − Ls
2
αk)
}
Eτ[k−1]
[‖∇fµ(xk)−∇f(xk)‖2]
≤ µ
2
4
L2f (n+ 3)
3max
s∈B
{
ps(1− Ls
2
αk)
}
. (4.16)
Combine (4.11), (4.14), (4.15), (4.16), and take expectation on both sides of (4.10) with respect
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to ζ[T ], it follows that
T∑
k=1
αkmin
s∈B
{
ps(1− Ls
2
αk)
}
Eζ[T ]
[‖P(xk,∇f(xk), αk)‖2]
≤ 4[Φµ(x1)− Φ∗µ] + 8max
s∈B
psσ˜
2
T∑
k=1
αk
Tk
+
µ2
2
L2f (n+ 3)
3
T∑
k=1
αkmax
s∈B
{
ps(1− Ls
2
αk)
}
.
Divide both sides of the above inequality by
∑T
k=1 αkmins∈B
{
ps(1 − Ls2 αk)
}
and note that∑T
k=1 αkmaxs∈B
{
ps(1 − Ls2 αk)
}
/
∑T
k=1 αkmins∈B
{
ps(1 − Ls2 αk)
} ≥ 1, the desired result is ob-
tained.
Corollary 2. Under Assumptions of Theorem 3. Denote Lˆ = maxs∈B Ls, suppose that in the
ZS-BMD algorithm the stepsizes αk = 1/Lˆ, the random variables {ik} are uniformly distributed
(p1 = p2 = · · · = pb = 1/b). Also suppose that G(ik)µ,k is computed as (5.1) and the batch sample size
of each step Tk = T
′, then we have
E[‖P(xR,∇f(xR), αR)‖2] ≤
8bLˆ2D2Φ + 8µ
2L2fnb
T
+
16σ˜2b
T ′
+
µ2
2
L2f(n+ 3)
3, (4.17)
in which DΦ = [(Φ(x1) − Φ∗)/Lˆ] 12 , σ˜2 is defined as in (4.13), and the expectation is taken w.r.t.
R, i[T ], ξ[T ] and u[T ].
Proof. Note that
|Φµ(x)− Φ∗µ − (Φ(x) − Φ∗)| ≤ µ2Lfn,
and
T∑
k=1
αkmin
s∈B
ps(1− Ls
2
αk) ≥
T∑
k=1
1
Lˆ
· 1
2b
=
T
2bLˆ
.
Then, (4.17) follows by substituting the two inequalities into (4.6).
Remark 1. Corollary 2 also indicates that, if the smoothing parameter is taken as µ = O(1/(n+
4)
3
2
√
T ), the batch sample size T ′ is taken as T ′ = O
(
(n+4)T
)
, in order to get an ǫ-stationary point
of composite problem (1.2), the total number of calls of ZS-BMD to the SZO can be bounded by
O(b2n/ǫ2), which demonstrates a linear dependence on the dimension and a quadratic dependence
on the block index.
Corollary 3. Under conditions of Corollary 2, let T˜ be a fixed total number of calls to the SZO,
suppose the smoothing parameter µ satisfies
µ ≤ DΦ
n+ 4
√
1
T˜
, (4.18)
and the number of calls to SZO at each iteration step of the ZS-BMD method is
T ′ =
⌈
min
{
max
{√
(n+ 4)(2M2 + σ2)T˜
L˜D˜
, n+ 4
}
, T˜
}⌉
(4.19)
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for some D˜, in which L˜ = max
{
Lf , Lˆ
}
. Then the generalized Bregman projected gradient satisfies
1
L˜b
E
{‖P(xR,∇f(xR), αR)‖2} ≤ BT˜ ,
in which
B
T˜
=
64
√
(n+ 4)(2M2 + σ2)√
T˜
(
D˜γ1 +
D2Φ
D˜
)
+
(64γ2 + 33)L˜D
2
Φ(n+ 4)
T˜
, (4.20)
and
γ1 = max
{√
(n+ 4)(2M2 + σ2)
L˜D˜
√
T˜
, 1
}
, γ2 = max
{
n+ 4
T˜
, 1
}
.
Proof. Note that T = ⌊T˜ /T ′⌋, it’s obvious that T ≥ T˜ /2T ′ and T ′ ≥ 1. Also note that µ satisfies
(4.18), then from Corollary 2, we have
(4.17) ≤ 16L˜
2D2ΦbT
′
T˜
(
1 +
1
(n+ 4)T˜
)
+
64(n+ 4)(2M2 + σ2)b
T ′
+
64(n+ 4)L2fD
2
Φb
T ′T˜
+
L2fD
2
Φ(n+ 4)b
2T˜
≤ 16L˜
2D2Φb
T˜
[√
(n+ 4)(2M2 + σ2)T˜
L˜D˜γ1
+
n+ 4
γ2
]
+
16L˜2D2Φb
(n+ 4)T˜
+
64γ1L˜D˜b
√
(n+ 4)(2M2 + σ2)√
T˜
+
64γ2L˜
2D2Φ(n+ 4)b
T˜
+
L˜2D2Φ(n+ 4)b
2T˜
≤ 16L˜D
2
Φb
√
(n+ 4)(2M2 + σ2)
D˜
√
T˜
+
16L˜2D2Φb(n+ 4)
T˜
+
16L˜2D2Φb
T˜
+
64γ1L˜D˜b
√
(n+ 4)(2M2 + σ2)√
T˜
+
64γ2L˜
2D2Φ(n+ 4)b
T˜
+
L˜2D2Φ(n+ 4)b
2T˜
.
After rearranging terms, the desired result is obtained.
4.2 Two-phase optimization scheme for ZS-BMD
We propose to establish the two-phase ZS-BMD (2-ZS-BMD) method in this section.
Two-phase ZS-BMD:
Input: Initial point x1 ∈ X1 × X2 × · · · × Xb, generate the random variables {ik} that are
uniformly distributed (p1 = p2 = · · · = pb = 1/b), number of runs S, total T˜ of calls to SZO
in each run of ZS-BMD, sample size T in the post-optimization phase.
Optimization phase:
For i = 1, 2, ..., S, call the ZS-BMD algorithm with input x1, batch sizes Tk = T
′ which is as
in (4.19), iteration limit T = ⌊T˜ /T ′⌋, stepsizes αk = 1/Lˆ, k = 1, 2, ..., T , Lˆ is as in Corollary
2, smoothing parameter µ satisfying (4.18) and probability probability function PR in (4.5).
Output x¯i = xRi , i = 1, 2, ..., S.
Post-optimization phase:
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Select a solution x¯∗ from the candidate list {x¯1, x¯2, ..., x¯S} such that
x¯∗ = arg min
i=1,2,...,S
∥∥gG(x¯i)∥∥, gG(x¯i) = P(x¯i, Gµ,T (x¯i), αRi),
in which Gµ,T (x) = 1T
∑T
k=1Gµ(x, ξk, uk).
Output x¯∗.
To obtain main results for 2-ZS-BMD, the following basic lemma of martingale difference se-
quence is needed [8].
Lemma 5. For a polish space Ω with Borel probability measure µ and an increasing σ-subalgebras
F0 = {Ω, ∅} ⊆ F1 ⊆ F2 ⊆ · · · of Borel σ-algebra of Ω. Suppose that {ψi} ∈ Rn, i = 1, 2, ...∞ is a
martingale sequence of Borel functions on Ω satisfying ψi is Fi measurable and E[ψi|Fi−1] = 0. If
E[‖ψi‖2] ≤ ν2i for any i ≥ 1, then for any N ≥ 1 and λ ≥ 0, the following large-deviation property
of martingales holds:
Prob
{∥∥ N∑
i=1
ψi
∥∥2 ≥ λ N∑
i=1
σ2i
}
≤ 1
λ
.
We denote gf(x¯i) = P(x¯i,∇f(x¯i), αRi) and gfµ(x¯i) = P(x¯i,∇fµ(x¯i), αRi) in which P is defined
as in last section. Then gf (x¯i) denotes the generalized gradient of function f at x¯i.
Theorem 4. Under Assumptions 1, 2, 3. Let B
T˜
be defined as in (4.20), b is the total block
number as before. Then the 2-ZS-BMD method for constrained composite optimization problem
(1.2) has the following probability estimate:
Prob
{∥∥gf (x¯∗)∥∥2 ≥ 16bL˜BT˜ + 3D2ΦL2fb(n+ 4)T˜
+
32(n+ 4)λ
T
[
2M2 + σ2 +
D2ΦL
2
fb
T˜
]}
≤ S + 1
λ
+ 2−S , ∀λ > 0. (4.21)
Proof. Start from the definition of x¯∗ in 2-ZS-BMD and the notations of gf and gfµ , we have∥∥gG(x¯∗)∥∥2 = min
i=1,2,...,S
∥∥gG(x¯i)∥∥2
= min
i=1,2,...,S
∥∥gG(x¯i)− gfµ(x¯i) + gfµ(x¯i)∥∥2
≤ min
i=1,2,...,S
2
[∥∥gG(x¯i)− gfµ(x¯i)∥∥2 + ∥∥gfµ(x¯i)∥∥2]
≤ min
i=1,2,...,S
2
[∥∥gG(x¯i)− gfµ(x¯i)∥∥2 + 2∥∥gfµ(x¯i)− gf (x¯i)∥∥2 + 2∥∥gf (x¯i)∥∥2]
≤ 4 min
i=1,2,...,S
∥∥gf (x¯i)∥∥2 + 2 max
i=1,2,...,S
∥∥gG(x¯i)− gfµ(x¯i)∥∥2
+4 max
i=1,2,...,S
∥∥gfµ(x¯i)− gf(x¯i)∥∥2. (4.22)
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Then, it follows that∥∥gf (x¯∗)∥∥2 ≤ 2∥∥gG(x¯∗)∥∥2 + 2∥∥gG(x¯∗)− gf(x¯∗)∥∥2
≤ 2∥∥gG(x¯∗)∥∥2 + 4∥∥gG(x¯∗)− gfµ(x¯∗)∥∥2 + 4∥∥gfµ(x¯∗)− gf (x¯∗)∥∥2
≤ 8 min
i=1,2,...,S
∥∥gf (x¯i)∥∥2 + 4 max
i=1,2,...,S
∥∥gG(x¯i)− gfµ(x¯i)∥∥2
+8 max
i=1,2,...,S
‖gfµ(x¯i)− gf (x¯i)‖2 + 4
∥∥gG(x¯∗)− gfµ(x¯∗)∥∥2
+4
∥∥gfµ(x¯∗)− gf (x¯∗)∥∥2
≤ 8 min
i=1,2,...,S
∥∥gf (x¯i)∥∥2 + 4 max
i=1,2,...,S
∥∥gG(x¯i)− gfµ(x¯i)∥∥2
+4
∥∥gG(x¯∗)− gfµ(x¯∗)∥∥2 + 12 max
i=1,2,...,S
∥∥gfµ(x¯i)− gf (x¯i)∥∥2, (4.23)
in which the second inequality follows by substituting (4.22) into the first term of the right hand
side. Use the fact that x¯i, i = 1, 2, ..., S are independent and Markov inequality, it can be obtained
that
Prob
{
min
i=1,2,...,S
∥∥gf (x¯i)∥∥2 ≥ 2bL˜BT˜
}
=
S∏
i=1
Prob
{∥∥gf (x¯i)∥∥2 ≥ 2bL˜BT˜
}
≤ 1
2S
. (4.24)
Denote di,k = Gµ(x¯i, ξk, uk) − ∇fµ(x¯i), k = 1, 2, ..., T , it follows from previous calculation and
(4.18) that
E[‖di,k‖2] ≤ 4(n+ 4)
(
2M2 + σ2 +
D2ΦL
2
fb
T˜
)
=: C
T˜
. (4.25)
Since Gµ,T (x¯i) − ∇fµ(x¯i) =
∑T
k=1 di,k/T , Lemma 4 , (4.25), and Lemma 5 imply that, for any
i = 1, 2, ..., S,
Prob
{∥∥gG(x¯i)− gfµ(x¯i)∥∥2 ≥ λCT˜T
}
≤ Prob
{∥∥Gµ,T (x¯i)−∇fµ(x¯i)∥∥2 ≥ λCT˜T
}
= Prob
{∥∥ T∑
k=1
di,k
∥∥2 ≥ λT C
T˜
}
≤ 1
λ
, ∀λ > 0,
in which the first inequality follows from the block non-expansion property and the second inequal-
ity follows from Lemma 5. Then it follows that
Prob
{
max
i=1,2,...,S
∥∥gG(x¯i)− gfµ(x¯i)∥∥2 ≥ λCT˜T
}
≤ S
λ
, ∀λ > 0. (4.26)
and
Prob
{∥∥gG(x¯∗)− gfµ(x¯∗)∥∥2 ≥ λCT˜T
}
≤ 1
λ
, ∀λ > 0. (4.27)
Also note that∥∥gfµ(x¯i)− gf (x¯i)∥∥2 ≤ ∥∥∇fµ(x¯i)−∇f(x¯i)‖2 ≤ µ24 L2f (n+ 3)3 ≤ D
2
ΦL
2
fb(n+ 4)
4T˜
,
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take max over index i = 1, 2, ..., S on both sides, it follows that
max
i=1,2,...,S
∥∥gfµ(x¯i)− gf (x¯i)∥∥2 ≤ D2ΦL2fb(n+ 4)
4T˜
. (4.28)
Now combine (4.23), (4.24), (4.26), (4.27) and (4.28), the desired result then follows.
Corollary 4. Under assumptions of Theorem 4, let ǫ > 0 and Λ ∈ (0, 1), suppose the parameters
(S, T˜ , T ) are selected as
S(Λ) =
⌈
log2(
2
Λ
)
⌉
,
T˜ (ǫ) =
⌈
max
{
n+ 4,
(n+ 4)(2M2 + σ2)
L˜2D˜2
,
99 · 82(n+ 4)bL˜2D2Φ
ǫ
,[
66 · 32b√(n+ 4)(2M2 + σ2)
ǫ
(
D˜ +
D2Φ
D˜
)]2}⌉
T (ǫ,Λ) =
⌈
32(n+ 4) · 2(S + 1)
Λ
max
{
1,
16(2M2 + σ2)
ǫ
}⌉
then, the 2-ZS-BMD computes an (ǫ,Λ)-solution of problem (1.2) after taking at most total number
of calls
S(Λ)
[
T˜ (ǫ) + T (ǫ,Λ)] (4.29)
to SZO.
Proof. It’s obvious that the total number of calls to SZO in 2-ZS-BMD algorithm is bounded by
S(Λ)
[
T˜ (ǫ) + T (ǫ,Λ)]. It’s sufficient to show that x¯∗ is indeed the (ǫ,Λ)-solution of the problem
(1.2). By the selection rule of T˜ (ǫ) and the definition of B
T˜
as in (4.20), it can be obtained that
B
T˜
≤ 99L˜D
2
Φ(n+ 4)
T˜
+
66
√
(n+ 4)(2M2 + σ2)√
T˜
(
D˜ +
D2Φ
D˜
)
≤ ǫ
64L˜b
+
ǫ
32L˜b
=
3ǫ
64L˜b
,
which also shows that
16bL˜B
T˜
+
3D2ΦL
2
fb(n+ 4)
T˜
≤ 3ǫ
4
+
ǫ
2112
<
7ǫ
8
. (4.30)
On the other hand, by setting λ = 2(S + 1)/Λ and using the selection rule of T (ǫ,Λ), we have
32(n+ 4)λ
T
[
D2ΦL
2
fb
T˜
+ 2M2 + σ2
]
≤ ǫ
99× 82 +
ǫ
16
<
ǫ
8
. (4.31)
By combining (4.30) and (4.31), and noting the selection rule of S(Λ), we obtain
Prob
{‖gf(x¯∗)‖2 ≥ ǫ} ≤ Prob{‖gf(x¯∗)‖2 ≥ 16bL˜BT˜ (ǫ) + 3D2ΦL2fb(n+ 4)T˜ (ǫ)
+
32(n+ 4)λ
T (ǫ,Λ)
[
2M2 + σ2 +
D2ΦL
2
fb
T˜ (ǫ)
]}
≤ S + 1
λ
+ 2−S ≤ Λ
2
+
Λ
2
= Λ,
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which finishes the proof.
In view of Corollary 4, the complexity bound in (4.29) of 2-ZS-BMD algorithm for finding an
(ǫ,Λ)-solution of problem (1.2) for generalized gradient, can be bounded by
O
{
bn(Lf + Lˆ)
2D2Φ
ǫ
log2
(
1
Λ
)
+
b2n(M2 + σ2)
ǫ2
(
D˜+
D2Φ
D˜
)2
log2
(
1
Λ
)
+
(M2 + σ2)n
Λǫ
log22
(
1
Λ
)}
(4.32)
In (4.32), index b plays an important role in the analysis of complexity for 2-ZS-BMD method.
In contrast to the existing work like [8], [9] with no block decomposition and block projection
technique involved, the performance of b and b2 in (4.32) shows the first and second order depen-
dence of complexity on b. Also, a linear dependency of complexity on dimension n is obtained.
Appearance of n comes from the fact that SZO is used instead of the stochastic first oracle that
the existing stochastic BCD methods considered. Meanwhile, this is the first complexity result of
block coordinate type method for searching for (ǫ,Λ)-solution of nonconvex composite optimization
problem via a two-phase procedure.
5 Constrained composite optimization: ZS-BCCG
In this section, we develop ZS-BCCG method to solve constrained nonconvex (composite) opti-
mization problem. In each iteration of the proposed algorithm, only one random block implements
a zeroth-order stochastic conditional gradient descent procedure. Thus, the proposed algorithm
replaces the projection over the whole space X of projected gradient descent type algorithm by
a zeroth-order linear programming over only one block Xs. From the computational perspective,
it significantly reduces the projection cost by transforming the problem to a linear subproblem,
which is often easy to solve. Meanwhile, direct information on gradient of the objective function
is also not needed.
5.1 For nonconvex smooth objective function
ZS-BCCG method:
Input: Inital point z1 ∈ X1 × X2 × · · · × Xb, smoothing parameter µ, iteration limit T ,
stepsizes αk, k ≥ 1, probability mass function PR(·) supported on {1, 2, ..., T}, probabilities
ps ∈ [0, 1], s = 1, 2, ..., b, s.t.
∑b
s=1 ps = 1. batch sizes Tk with Tk > 0, k ≥ 1, probability mass
function PR(·) supported on {1, 2, ..., T}, probabilities ps ∈ [0, 1], s = 1, 2, ..., b, s.t.
∑b
s=1 ps =
1.
Step 0: Generate a random variable ik according to (3.2) and let R be a random variable with
probability mass function PR.
Step k=1,2,...,R-1: Generate uk = [uk,1, ..., uk,Tk ], in which uk,j ∼ N(0, In) and call the
stochastic oracle to compute the ikth block average stochastic gradient G¯
(ik)
µ,k by
G¯
(ik)
µ,k =
1
Tk
Tk∑
t=1
UTikGµ(zk, ξk,t, uk,t). (5.1)
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Update zk by: If s 6= ik, set z(s)k+1 = z(s)k ; else run
x
(ik)
k+1 = arg min
y∈Xik
〈G¯(ik)µ,k , y〉 (5.2)
z
(ik)
k+1 = (1− αk)z(ik)k + αkx(ik)k+1. (5.3)
Output zR.
We need several assumptions for part of results in this session.
Assumption 4. Each block Xs is bounded and there exists DXs such that maxx,y∈Xs ‖x−y‖ ≤ DXs
holds for s = 1, 2, ..., b.
We extend the well-known Frank-Wolfe gap(FW-gap) given by
gkX = gX(zk) = 〈∇f(zk), zk − x˜k+1〉, x˜k+1 = argmin
y∈X
〈∇f(zk), y〉,
to block coordinate setting. Define the s-block FW-gap by
gks = gs(zk) = 〈∇sf(zk), z(s)k − xˆ(s)k+1〉, xˆ(s)k+1 = arg min
y∈Xs
〈∇sf(zk), y〉, s = 1, 2, ..., b.
Theorem 5. Under Assumptions 1, 2, 3, 4. Let {zk}k≥1 be generated by ZS-BCCG. The probability
mass function PR is chosen such that PR(k) = Prob{R = k} = αk/
∑T
k=1 αk. Then, for problem
(1.1), we have
E[gRX ] ≤
f(z1)− f∗ + (
∑b
s=1 psLsDXs)
∑T
k=1 α
2
k +maxs∈B{ps/Ls}
∑T
k=1
[
σ˜2
Tk
+ µ
2
4 L
2
f (n+ 3)
3
]
(mins ps)
∑T
k=1 αk
,
(5.4)
in which σ˜2 is as in (4.13).
Proof. Set ∆¯k = G¯
(ik)
µ,k −∇ikf(zk), use the block Lipschitz property of f , we have
f(zk+1) ≤ f(zk) + 〈∇ikf(zk), z(ik)k+1 − z(ik)k 〉+
Lik
2
‖z(ik)k+1 − z(ik)k ‖2ik
= f(zk) + αk〈G¯(ik)µ,k − ∆¯k, x(ik)k+1 − z(ik)k 〉+
Lik
2
α2k‖x(ik)k+1 − z(ik)k ‖2ik
≤ f(zk) + αk〈G¯(ik)µ,k , xˆ(ik)k+1 − z(ik)k 〉 − αk〈∆¯k, x(ik)k+1 − z(ik)k 〉+
Lik
2
α2k‖x(ik)k+1 − z(ik)k ‖2ik
= f(zk)− αkgkik + αk〈∆¯k, xˆ
(ik)
k+1 − z(ik)k 〉 − αk〈∆¯k, x(ik)k+1 − z(ik)k 〉+
Lik
2
α2k‖x(ik)k+1 − z(ik)k ‖2ik
= f(zk)− αkgkik + αk〈∆¯k, xˆ
(ik)
k+1 − x(ik)k+1〉+
Lik
2
α2k‖x(ik)k+1 − z(ik)k ‖2ik
≤ f(zk)− αkgkik +
Lik
2
α2k
[‖xˆ(ik)k+1 − x(ik)k+1‖2ik + ‖x(ik)k+1 − z(ik)k ‖2ik] + 12Lik ‖∆¯k‖2ik
≤ f(zk)− αkgkik + LikD2Xikα
2
k +
1
2Lik
‖∆¯k‖2ik .
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In which the first inequality follows from (5.2), second equality follows from the definition of gkik ,
second inequality follows from Cauchy inequality. Sum both sides of the above inequality from
k = 1 to k = T , it follows that
f(zT+1) ≤ f(z1)−
T∑
k=1
αkg
k
ik
+
T∑
k=1
LikDXikα
2
k +
1
2
T∑
k=1
1
Lik
‖∆¯k‖2ik . (5.5)
Denote τk = (ξk, uk), note that, by using the similar estimate with (4.11)-(4.14),
Ei[k−1],τ[k−1] [
1
Lik
‖∆¯k‖2ik ] ≤ 2Ei[k−1],τ[k−1] [
1
Lik
‖G¯(ik)µ,k −∇ikfµ(zk)‖2ik ]
+2Ei[k−1],τ[k−1] [
1
Lik
‖∇ikfµ(zk)−∇ikf(zk)‖2ik ]
≤ max
s∈B
{ ps
Ls
}[2σ˜2
Tk
+
µ2
2
L2f(n+ 3)
3
]
. (5.6)
Also note that
Ei[k−1],τ[k−1] [−gkik ] =
b∑
s=1
psEτ[k−1] [〈∇sf(zk), xˆ(s)k+1 − z(s)k 〉]
≤ min
s∈B
ps
b∑
s=1
Eτ[k−1] [〈∇sf(zk), x˜(s)k+1 − z(s)k 〉] = −min
s∈B
ps[g
k
X ],
and
Ei[k−1],τ[k−1] [LikDXik ] =
b∑
s=1
psLsDXs .
Taking expectation on i[T ], τ[T ] on both sides of (5.5), and rearranging terms, we obtain
min
s∈B
{ps}
T∑
k=1
αk[g
k
X ] ≤ f(z1)− f∗ + (
b∑
s=1
psLsDXs)
T∑
k=1
α2k +max
s∈B
{ ps
Ls
}[ σ˜
2
Tk
+
µ2
4
L2f (n+ 4)
3].
The final result holds after noting that PR(k) = αk/
∑T
k=1 αk, k = 1, 2, ..., T .
We will show that after the stepsizes {αk}, smoothing parameter µ, and batch sizes Tk are chosen
in some special way, the ZS-BCCG can achieve an O(b4n/ǫ4) complexity bound. This result will
be stated in a general way in following composite setting.
5.2 For composite objective function
ZS-BCCG′:
Replace the updating procedure in ZS-BCCG by
Update zk by: If s 6= ik, set z(s)k+1 = z(s)k ; else run
x
(ik)
k+1 = arg min
y∈Xik
{〈G¯(ik)µ,k , y〉+ χik(y)} (5.7)
z
(ik)
k+1 = (1− αk)z(ik)k + αkx(ik)k+1. (5.8)
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Output xR.
We define the following generalized FW-gap for solving composite problem (1.2),
g¯kX = g¯(θ(zk)) = 〈∇f(zk), zk−θ(zk)〉+χ(zk)−χ(θ(zk)), where θ(zk) = argmin
y∈X
{〈∇f(zk), y〉+χ(y)}.
For later simplicity, for s = 1, 2, ..., b, we define generalized block FW-gap as follow,
g¯ks = g¯(θs(zk)) = 〈∇sf(zk), z(s)k −θs(zk)〉+χs(UTs zk)−χs(θs(zk)), where θs(zk) = arg min
y∈Xs
{〈∇sf(zk), y〉+χs(y)}.
Lemma 6. Let g¯kX , g¯
k
s , s = 1, 2, ..., b be defined as above, then we have
g¯kX ≤
b∑
s=1
g¯ks .
Proof. Observe that
b∑
s=1
g¯ks = 〈∇f(zk), zk〉+ χ(zk)−
b∑
s=1
[〈∇sf(zk), θs(zk)〉+ χs(θs(zk))]
≥ 〈∇f(zk), zk〉+ χ(zk)−
b∑
s=1
[〈∇sf(zk), UTs θ(zk)〉+ χs(UTs θ(zk))]
= g¯kX ,
the proof is concluded.
Theorem 6. Under Assumptions 1, 2, 3, 4. Let {zk}k≥1 be generated by ZS-BCCG′. The prob-
ability mass function PR is chosen such that PR(k) = Prob{R = k} = αk/
∑T
k=1 αk. Then, for
composite problem (1.2), we have
E[g¯RX ] ≤
Φ(z1)− Φ∗ + (
∑b
s=1 psLsDXs)
∑T
k=1 α
2
k +maxs∈B{ps/Ls}
∑T
k=1
[
σ˜2
Tk
+ µ
2
4 L
2
f (n+ 3)
3
]
(mins ps)
∑T
k=1 αk
(5.9)
in which σ˜2 is as in (4.13), and Φ(x) = f(x) + χ(x).
Proof. Use the optimality condition of (5.7) and the convexity of χik , it follows that, for any
u ∈ Xik , there exists hik ∈ ∂χik(UTikxk+1) such that
〈∇ikf(zk) + ∆¯k + hik , u− x(ik)k+1〉 ≥ 0 and χik(u)− χik(UTikxk+1)− 〈hik , u− x
(ik)
k+1〉 ≥ 0
holds. By setting u = θik(zk) and combining above inequalities, we have
〈∇ikf(zk), x(ik)k+1 − θik(zk)〉+ χik(UTikxk+1)− χik(θik (zk)) ≤ 〈∆¯k, θik(zk)− x
(ik)
k+1〉. (5.10)
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f(zk+1) ≤ f(zk) + 〈∇ikf(zk), zk+1 − zk〉+
Lik
2
‖z(ik)k+1 − z(ik)k ‖2ik
= f(zk)− αk〈∇ikf(zk), z(ik)k − x(ik)k+1〉+
Lik
2
α2k‖z(ik)k − x(ik)k+1‖2ik (5.11)
Convexity of χik and (5.8) implies
χik(z
(ik)
k+1) ≤ (1− αk)χik(UTikzk) + αkχik(UTikxk+1). (5.12)
Combining (5.11), (5.12) and noting that χ(zk+1)− χ(zk) = χik(UTikzk+1)− χik(UTikzk), we have
Φ(zk+1)
≤ Φ(zk)− αk〈∇ikf(zk), z(ik)k − x(ik)k+1〉 − αkχik(UTikzk) + αkχik(UTikxk+1) +
Lik
2
α2k‖z(ik)k − x(ik)k+1‖2ik
≤ Φ(zk)− αkg¯kik + αk
[〈∇ikf(zk), x(ik)k+1 − θik(zk)〉+ χik(UTikxk+1)− χik(θik(zk))]+ Lik2 α2k‖z(ik)k − x(ik)k+1‖2ik
≤ Φ(zk)− αkg¯kik + αk〈∆¯k, θik(zk)− x
(ik)
k+1〉+
Lik
2
α2k‖z(ik)k − x(ik)k+1‖2ik
≤ Φ(zk)− αkg¯kik +
Lik
2
α2k
[‖z(ik)k − x(ik)k+1‖2ik + ‖θik(zk)− x(ik)k+1‖2ik]
≤ Φ(zk)− αkg¯kik + LikD2Xikα
2
k +
1
2Lik
‖∆¯k‖2ik .
Note that by Lemma 6,
Ei[k−1]τ[k−1] [g¯
k
ik
] =
b∑
s=1
psEτ[k−1] [g¯
k
s ] ≥ min
s∈B
psEτ[k−1] [g¯
k
X ], (5.13)
then, rest of the proof is similar with Theorem 5 and details are omitted.
In the rest of the paper, denote Lˇ = mins∈B Ls. The iteration complexity of ZS-BCCG′ for
composite optimization problem (1.2) is analyzed in following corollary.
Corollary 5. Under assumptions of Theorem 6, assume that the random variables ik are uniformly
distributed. Let the smoothing parameter µ =
[
2Lˇ
√
2M2+σ2
5L2
f
(n+4)3
] 1
2 , the stepsize αk = 1/
√
T , k =
1, 2..., T , batch sample sizes Tk =
2(n+4)
√
2M2+σ2
Lˇ
T , k = 1, 2, ..., T . Then, to find an ǫ-stationary
point of the composite problem (1.2), the total number of calls to the zeroth-order oracle in ZS-
BCCG′ is bounded by O(b4n/ǫ4).
Proof. Using the fact that ik are uniformly distributed with block index b, we have
E[g¯RX ] ≤
b[Φ(z1)− Φ∗]
Tα1
+
b∑
s=1
LsDXsα1 +
4(n+ 4)[2M2 + σ2]
LˇT1α1
+
5µ2L2f (n+ 4)
3
Lˇα1
.
Substitute the selection rule of {αk}, {Tk}, µ into (5.9), it follows that
E[g¯RX ] ≤
b[Φ(z1)− Φ∗] +
∑b
s=1 LsDXs + 4
√
2M2 + σ2√
T
,
which shows the desired complexity bound.
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Next, inspired by the technique in [16] developed for solving convex optimization problem, we
develop an approximate ZS-BCCG method for solving nonconvex optimization composite problem
(1.2). Meanwhile, we use the method to improve the above complexity bound in a performance of
generalized gradient.
Approximate ZS-BCCG:
Input: Initial point x1 ∈ X1 × X2 × · · · × Xb, smoothing parameter µ, iteration limit T ,
stepsizes αk, k ≥ 1, probability mass function PR(·) supported on {1, 2, ..., T}, probabilities
ps ∈ [0, 1], s = 1, 2, ..., b, s.t.
∑b
s=1 ps = 1, batch sizes Tk with Tk > 0, k ≥ 1, approximating
parameters {δk}, k ≥ 1.
Step 0: Generate a random variable ik according to (3.2) and let R be a random variable with
probability mass function PR.
Step k=1,2,...,R-1: Generate uk = [uk,1, ..., uk,Tk ], in which uk,j ∼ N(0, In) and call the
stochastic oracle to compute the ikth block average stochastic gradient G¯
(ik)
µ,k by
G¯
(ik)
µ,k =
1
Tk
Tk∑
t=1
UTikGµ(xk, ξk,t, uk,t). (5.14)
Update xk: If s 6= ik, set x(s)k+1 = x(s)k ; else, run
x
(ik)
k+1 = CndGXik (x
(ik)
k , G¯
(ik)
µ,k , αk, δk), (5.15)
where the operator CndG represents following approximate conditional gradient procedure.
Procedure u′ = CndGXs(x, g, α, δ), x ∈ Xs, g ∈ Rns , α > 0, δ > 0, s = 1, 2, ..., b:
1.Set u1 = x ∈ Xs, t=1.
2.Let
vt+1 = arg min
u∈Xs
{
Vα,s(u) = 〈g + 1
α
(∇φs(ut)−∇φs(x)), u − ut〉+ χs(u)− χs(ut)
}
. (5.16)
3.If Vα,s(vt+1) ≥ −δ, set u′ = ut and terminate the procedure; else set ut+1 = (1− αt)ut +
αtvt+1, where αt =
2
t+1 .
4.Set t← t+ 1 and go to 2.
Output xR.
Remark 2. Existing BCCG methods are very limited in stochastic optimization literature ([2],
[18]). To the best of our knowledge, this is the first work to implement a stochastic BCCG method
by considering SZO, in contrast to the deterministic optimization in [2], [18]. However, when
the accurate information of the gradient of the objective function may be difficult to obtain, the
proposed BCCG algorithms in this section are more convenient to face the challenges of stochastic
circumstances. The objective functions in work [2], [18] are all convex, that is a strong restriction
in many modern practical situations like deep learning. The proposed stochastic BCCG algorithms
relax the condition and also work well for nonconvex stochastic composite optimization, which is
a more general setting. We mention that if the objective function in this paper is assumed to be
convex, the proposed algorithms are also suitable for solving it. Moreover, it is expected to develop
a stochastic cyclic BCCG method in the future for solving stochastic (nonconvex) optimization
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problem. Since the random block selection rule often has a better performance of convergence
behavior than purely cyclic block selection rule in deterministic case (see e.g., [1], [2]), we conjecture
that this fact also holds in stochastic CG optimization setting. The strict proof is expected in the
future work.
Lemma 7. For s = 1, 2, ..., b, let P δs (x, g, α) be the approximate solution of the generalized projec-
tion problem (4.1) such that
〈g+ 1
α
[∇φs(P δs (x, g, α))−∇φs(x), u−P δs (x, g, α)]〉+χs(u)−χs(P δs (x, g, α)) ≥ −δ, ∀u ∈ Xs. (5.17)
Then the following error estimate holds∥∥Ps(x, g, α) − P δs (x, g, α)∥∥2s ≤ αδ, s = 1, 2, ..., b. (5.18)
Proof. In following proof, for saving space, denote Ps = Ps(x, g, α) and P
δ
s = P
δ
s (x, g, α). The
optimality condition implies that there exists hs ∈ ∂χs(Ps) such that
〈g + 1
α
[∇φs(Ps)−∇φs(x)]+ hs, u1 − Ps〉 ≥ 0, u1 ∈ Xs. (5.19)
By setting u1 = P
δ
s in (5.19) and u = Ps in (5.17), and adding them together, we have
〈 1
α
[∇φs(Ps)− φs(P δs )]+ hs, P δs − Ps〉+ χs(Ps)− χs(P δs ) ≥ −δ. (5.20)
Note that by convexity of function χs at Ps, we have
χs(P
δ
s )− χs(Ps) ≥ 〈hs, P δs − Ps〉. (5.21)
Combine (5.20) with (5.21) and rearrange terms, we have
〈∇φs(Ps)−∇φs(P δs ), Ps − P δs 〉 ≤ αδ. (5.22)
The desired result is obtained after using the 1-strong convexity of φs.
Now it’s ready to present the main result of the approximate ZS-BCCG method for nonconvex
composite optimization. The result is also based on an i.i.d randomization selection scheme on block
coordinate. The following theorem provides the estimate on generalized gradient in approximate ZS-
BCCG method in terms of approximating parameters {δk}, stepsizes {αk}, dimension n, Lipschitz
constants Ls, s = 1, 2, ..., b, Lf , and block coordinate probabilities ps, s = 1, 2, ..., b. The theorem
is the foundation to further achieve rate of convergence and complexity bound.
Theorem 7. Under Assumptions 1, 2, 3. Suppose the stepsizes {αk}, k ≥ 1 in approximate
ZS-BCCG satisfy αk ≤ 1/Ls, s ∈ B. The probability mass function PR is chosen such that
PR(k) := Prob
{
R = k
}
=
αkmins∈B{ps(1 − Lsαk)}∑T
k=1 αkmins∈B{ps(1− Lsαk)}
, k = 1, 2, ..., T. (5.23)
Then we have
E
[‖P(xR,∇f(xR), αR)‖2] ≤ 2[Φ(x1)− Φ∗] + 6∑Tk=1 δk +∑Tk=1maxs∈B {ps( 1Ls + 4αk)}[ 2σ˜2Tk + µ22 L2f(n+ 3)3]∑T
k=1 αkmins∈B
{
ps(1− Lsαk)
}
(5.24)
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Proof. Use the block Lipschitz property of f , it follows that
f(xk+1) ≤ f(xk) + 〈∇ikf(xk), x(ik)k+1 − x(ik)k 〉+
Lik
2
‖xk+1 − xk‖2ik . (5.25)
Also note that, by (5.15), we have
〈G¯(ik)µ,k +
1
αk
[∇φik (x(ik)k+1)−∇φik(x(ik)k )], u− x(ik)k+1〉+ χik(u)− χik(x(ik)k+1) ≥ −δk, ∀x ∈ Xik . (5.26)
By setting u = x
(ik)
k in (5.26), summing it up with (5.25), using the 1-strong convexity of φik and
noting that ∆¯k = G¯
(ik)
µ,k (xk)−∇ikf(xk), we have
f(xk+1) ≤ f(xk) + χik(x(ik)k )− χik(x(ik)k+1)−
( 1
αk
− Lik
2
)‖x(ik)k+1 − x(ik)k ‖2ik + 〈∆¯k, x(ik)k − x(ik)k+1〉+ δk,
which together with the fact χik(x
(ik)
k ) − χik(x(ik)k+1) = χ(xk) − χ(xk+1), Φ(x) = f(x) + χ(x) and
〈∆¯k, x(ik)k − x(ik)k+1〉 ≤
Lik
2 ‖x(ik)k+1 − x(ik)k ‖2ik +
‖∆¯k‖2ik
2Lik
implies
Φ(xk+1) ≤ Φ(xk)−
( 1
αk
− Lik
)‖x(ik)k+1 − x(ik)k ‖2ik + ‖∆¯k‖2ik2Lik + δk.
Sum up both sides of the above inequality from k = 1 to T , rearrange terms and note that
Φ(xT+1) ≥ Φ∗, we have
T∑
k=1
( 1
αk
− Lik
)‖x(ik)k+1 − x(ik)k ‖2ik ≤ Φ(x1)− Φ∗ + 12
T∑
k=1
‖∆¯k‖2ik
Lik
+
T∑
k=1
δk. (5.27)
On the other hand, note the fact that x
(ik)
k+1 = P
δk
ik
(x
(ik)
k , G¯
(ik)
µ,k , αk),
α2k
∥∥Pik(xk,∇f(xk), αk)∥∥2ik = ∥∥x(ik)k − Pik (x(ik)k ,∇ikf(xk), αk)∥∥2ik
=
∥∥x(ik)k − x(ik)k+1 + P δkik (x(ik)k , G¯(ik)µ,k , αk)− Pik(x(ik)k , G¯(ik)µ,k , αk)
+Pik(x
(ik)
k , G¯
(ik)
µ,k , αk)− Pik (x(ik)k ,∇ikf(xk), αk)
∥∥2
ik
≤ 2‖x(ik)k − x(ik)k+1‖2ik + 4αkδk + 4α2k‖∆¯k‖2ik . (5.28)
Multiplying both sides of (5.28) by
αk−Likα2k
2α2
k
and combining it with (5.27), we have
T∑
k=1
(αk − Likα2k
2
)∥∥Pik(xk,∇f(xk), αk)∥∥2ik
≤ Φ(x1)− Φ∗ +
T∑
k=1
(
3− 2Likαk
)
δk +
T∑
k=1
( 1
2Lik
+ 2αk − 2Likα2k
)‖∆¯k‖2ik , (5.29)
which in view of the fact that Likαk ≥ 0 and Likα2k ≥ 0 implies that
T∑
k=1
(
αk − Likα2k
)∥∥Pik(xk,∇f(xk), αk)∥∥2ik ≤ 2[Φ(x1)− Φ∗]+ 6 T∑
k=1
δk +
T∑
k=1
( 1
Lik
+ 4αk
)‖∆¯k‖2ik .
(5.30)
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Note that
Ei[k−1],τ[k−1]
[
(αk − Likα2k)‖Pik(xk,∇f(xk), αk)‖2ik
]
= αk
b∑
s=1
ps(1− Lsαk)Eτ[k−1]
[‖Ps(xk,∇f(xk), αk)‖2s]
≥ αkmin
s∈B
ps(1− Lsαk)
( b∑
s=1
Eτ[k−1]
[‖Ps(xk,∇f(xk), αk)‖2s])
≥ αkmin
s∈B
ps(1− Lsαk)Eτ[k−1]
[‖P(xk,∇f(xk), αk)‖2],
and
Ei[k−1],τ[k−1]
[( 1
Lik
+ 4αk
)‖∆¯k‖2ik] ≤ maxs∈B {ps( 1Ls + 4αk)}[2σ˜
2
Tk
+
µ2
2
L2f (n+ 3)
3
]
,
which follows from the similar reason with (5.6). Take total expectation over i[T ], τ[T ] on both sides
of (5.30) and we conclude the proof.
Remark 3. Theorem 7 provides an important convergence result of approximate ZS-BCCG in a
generalized gradient performance. It can be treated as a counterpart of Theorem 3 for ZS-BMD.
However, there are several quite different restrictions on parameters. The available range for the
stepsizes in two methods are (0, 2/Ls] and (0, 1/Ls] respectively. In contrast to ZS-BMD, the
approximate parameters δk in approximating ZS-BCCG highlight the importance of approximation
technique used in ZS-BCCG which ZS-BMD in last section does not implement directly.
The selection details of the related parameters of approximate ZS-BCCG is analyzed in the
following corollary.
Corollary 6. Under assumptions of Theorem 7, denote DΦ = [(Φ(x1) − Φ∗)/Lˆ] 12 . Suppose that
in the approximate ZS-BCCG, stepsizes {αk} are taken as αk = 1/2Lˆ, approximating parameters
{δk} are taken as δk = δ = 1/3T , random varibles {ik} are uniformly distributed with block index
b (p1 = p2 = · · · = pb = 1/b), batch sample size of each step is taken as Tk = T ′, and the block
stochastic gradient G¯
(ik)
µ,k is computed as in (5.14), then we have
E
[‖P(xR,∇f(xR), αR)‖2] ≤ 4bLˆ2D2Φ + 4bLˆ
T
+
(4Lˆ
Lˇ
+ 8
) σ˜2
T ′
+
( Lˆ
Lˇ
+ 2
)
µ2L2f(n+ 3)
3. (5.31)
Proof. The result follows directly by noting that
T∑
k=1
αkmin
s∈B
{
ps(1− Lsαk)
} ≥ T∑
k=1
1
2Lˆ
· 1
b
=
T
2bLˆ
,
max
s∈B
{
ps(
1
Ls
+ 4αk)
} ≤ 1
bLˇ
+
2
bLˆ
,
and substituting them into (5.24), and rearranging terms.
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Remark 4. Note that in the above ZS-BCCG, when µ is taken as µ = O(1/(n + 4)
3
2
√
T ), batch
sample size T ′ is taken as T ′ = O((n + 4)T ), an O(b2n/ǫ2) complexity bound is obtained for
finding an ǫ-stationary point of the composite problem (1.2). This complexity bound coincides
with the complexity bound in Remark 1 of Corollary 2 for ZS-BMD in last section. Although they
theoretically share the same rate, however, as a result of the appearance of the Bregman divergence
in the algorithm structure of ZS-BMD, solving subproblem (4.4) can be generally much more difficult
than subproblem (5.15) due to the expensive computation. Moreover, the above fact become more
obvious when the block regularization function χs(x) is taken as some examples with special convex
structure like entropy function χs(x
(s)) =
∑s=sk
s=s1
xs log xs, (xs1 , ..., xsk) denote the component of
block variable x(s); χs(x
(s)) = l‖x(s)‖1 or l‖x(s)‖∞ for some l > 0; or p-norm χs(x(s)) = 12‖x(s)‖2p,
p ∈ (1, 2]. In these situations, it would be better to consider the proposed approximate ZS-BCCG
method.
We establish the convergence result for approximate ZS-BCCG which has an explicit represen-
tation in terms of the total calls of the zeroth-order stochastic oracle T˜ after selection of µ and T ′
in terms of T˜ . The result is the foundation to further establish the two-phase ZS-BCCG method.
In the rest of the paper, we denote ωL = Lˆ/Lˇ+ 2.
Corollary 7. Under assumptions of Corollary 6, suppose the smoothing parameter µ satisfies
µ ≤ DΦ
n+ 4
√
b
T˜
, (5.32)
the number of calls to SZO at each iteration of ZS-BCCG is
T ′ =
⌈
min
{
max
{
ωL
√
(n+ 4)(2M2 + σ2)T˜
D˜
, ωL(n+ 4)
}
, T˜
}⌉
, (5.33)
for some D˜ > 0, then the generalized gradient in ZS-BCCG satisfies 1
ωLb
E
{‖P(xR,∇f(xR), αR)‖2} ≤
C
T˜
, where
C
T˜
=
8
√
(n+ 4)(2M2 + σ2)√
T˜
(
2κ1D˜ +
Lˆ2D2Φ + Lˆ
D˜
)
+
[
(16κ2 + 1)L
2
fD
2
Φ + 8(Lˆ
2D2Φ + Lˆ)
]
(n+ 4)
T˜
,
(5.34)
and
κ1 = max
{
ωL
√
(n+ 4)(2M2 + σ2)
D˜
√
T˜
, 1
}
, κ2 = max
{
ωL(n+ 4)
T˜
, 1
}
. (5.35)
Proof. Since b ≥ 1, T ≥ T˜ /2T ′, substitute σ˜2 = 4(n + 4)(2M2 + σ2 + µ2L2f(n + 3)3) into (5.31),
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we have
(5.31) =
4bLˆ2D2Φ + 4bLˆ
T
+
4ωLbσ˜
2
T ′
+ ωLµ
2L2f (n+ 3)
3
≤ (8bLˆ
2D2Φ + 8bLˆ)T
′
T˜
+
16ωL(n+ 4)(2M
2 + σ2)b
T ′
+
16ωL(n+ 4)L
2
fD
2
Φb
T ′T˜
+
ωLL
2
fD
2
Φ(n+ 4)b
T˜
≤ 8bLˆ
2D2Φ + 8bLˆ
T˜
[
ωL
√
(n+ 4)(2M2 + σ2)T˜
D˜κ1
+
ωL(n+ 4)
κ2
]
+
16κ1ωLD˜b
√
(n+ 4)(2M2 + σ2)√
T˜
+
16κ2ωLL
2
fD
2
Φ(n+ 4)b
T˜
+
ωLL
2
fD
2
Φ(n+ 4)b
T˜
≤ (8bLˆ
2D2Φ + 8bLˆ)ωL
√
(n+ 4)(2M2 + σ2))
D˜
√
T˜
+
16κ1ωLD˜b
√
(n+ 4)(2M2 + σ2)√
T˜
+
(8bLˆ2D2Φ + 8bLˆ)ωL(n+ 4)
T˜
+
16κ2ωLL
2
fDΦ(n+ 4)b
T˜
+
ωLL
2
fD
2
Φ(n+ 4)b
T˜
.
Then desired result follows after rearranging terms and dividing both sides by ωLb.
Now we propose to establish the complexity results of approximate ZS-BCCG for finding an
(ǫ,Λ)-solution of problem (1.2). Markov inequality directly implies
Prob
{‖P(xR,∇f(xR), αR)‖2 ≥ λbωLCT˜} ≤ 1λ, ∀λ ≥ 0.
For any ǫ > 0 and Λ ∈ (0, 1), by setting λ = 1Λ and
T˜ =
⌈
max
{
ωL(n+ 4),
ω2L(n+ 4)(2M
2 + σ2)
D˜2
,
2ωLb[17L
2
fD
2
Φ + 8(LˆD
2
Φ + Lˆ)](n+ 4)
Λǫ
,
162ω2Lb
2(n+ 4)(2M2 + σ2)
Λ2ǫ2
(
2D˜2 +
Lˆ2D2Φ + Lˆ
D˜
)2}⌉
in the above inequality, we obtain that, the complexity of T˜ for finding an (ǫ,Λ)-solution in
approximate ZS-BCCG method, after disregarding several constant factors, can be bounded by
O
{
ωLbn(L
2
fD
2
Φ + LˆD
2
Φ + Lˆ)
Λǫ
+
ω2Lb
2n(M2 + σ2)
Λ2ǫ2
(
D˜ +
Lˆ2D2Φ + Lˆ
D˜
)2}
. (5.36)
6 Two-phase ZS-BCCG optimization scheme
To improve the complexity (5.36) obtained by using approximate ZS-BCCG in single run, we design
a two-phase ZS-BCCG optimization procedure by following the approximate ZS-BCCG method.
33
Two-phase ZS-BCCG:
Input: Initial point x1 ∈ X1 × X2 × · · · × Xb, generate the random variables {ik} that are
uniformly distributed (p1 = p2 = · · · = pb = 1/b), number of runs S, total T˜ of calls to SZO
in each run of approximate ZS-BCCG, sample size T in the post-optimization phase.
Optimization phase:
For i = 1, 2, ..., S, call the approximate ZS-BCCG algorithm with input x1, batch sizes Tk = T
′
which is as in (5.33), iteration limit T = ⌊T˜ /T ′⌋, stepsizes αk = 1/2Lˆ, k = 1, 2, ..., T , smoothing
parameter µ satisfying (5.32) and approximating parameters δk = 1/3T , probability function
PR in (5.23). Output x¯i = xRi , i = 1, 2, ..., S.
Post-optimization phase:
Select a solution x¯∗ from the candidate list {x¯1, x¯2, ..., x¯S} such that
x¯∗ = arg min
i=1,2,...,S
∥∥g¯G(x¯i)∥∥, g¯G(x¯i) = P(x¯i, Gµ,T (x¯i), αRi), (6.1)
in which Gµ,T (x) = 1T
∑T
k=1Gµ(x, ξk, uk).
Output x¯∗.
Theorem 8. Under Assumptions 1, 2, 3. Let C
T˜
be defined as in (5.34), b is the total block number.
Then the 2-ZS-BCCG method for constrained composite optimization problem (1.2) satisfies
Prob
{∥∥P(x¯∗,∇f(x¯∗), αR∗)‖2 ≥ 16bωLCT˜ + 3D2ΦL2fb(n+ 4)T˜
+
32(n+ 4)λ
T
[
2M2 + σ2 +
D2ΦL
2
fb
T˜
]}
≤ S + 1
λ
+ 2−S , ∀λ > 0. (6.2)
Proof. The proof follows from the similar procedure with Theorem 4 once the parameters ωL, CT˜
are replaced in appropriate positions. For saving space, the detailed proof is omitted.
In what follows, we give a detailed selection of parameters for 2-ZS-BCCG method. The
following parameters selection rule achieves an improved complexity than (5.36) on confidence
level Λ.
Corollary 8. Under assumptions of Theorem 8, let ǫ > 0 and Λ ∈ (0, 1), suppose the parameters
(S, T˜ , T ) are selected as
Sc(Λ) =
⌈
log2(
2
Λ
)
⌉
,
T˜c(ǫ) =
⌈
max
{
ωL(n+ 4),
ω2L(n+ 4)(2M
2 + σ2)
D˜2
,
82ωLb(n+ 4)[17L
2
fD
2
Φ + 8(Lˆ
2D2Φ + Lˆ)]
ǫ
,
b2ω2L
[
8 · 32√(n+ 4)(2M2 + σ2)
ǫ
(
2D˜ +
Lˆ2D2Φ + Lˆ
D˜
)]2}⌉
,
Tc(ǫ,Λ) =
⌈
32(n+ 4) · 2(S + 1)
Λ
max
{
1,
16(2M2 + σ2)
ǫ
}⌉
,
then the 2-ZS-BCCG computers an (ǫ,Λ)-solution of problem (1.2) after taking at most total number
of calls
Sc(Λ)[T˜c(ǫ) + Tc(ǫ,Λ)] (6.3)
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to SZO.
Proof. By using the selection rule of Sc(Λ), T˜c(ǫ), Tc(ǫ,Λ), we have
C
T˜
≤ 8
√
(n+ 4)(2M2 + σ2)√
T˜
(
2D˜ +
Lˆ2D2Φ + Lˆ
D˜
)
+
(n+ 4)
[
17L2fD
2
Φ + 8(Lˆ
2D2Φ + Lˆ)
]
T˜
≤ ǫ
32ωLb
+
ǫ
64ωLb
=
3ǫ
64ωLb
=
3ǫ
64
,
which also implies that
16bωLCT˜ +
3D2ΦL
2
fb(n+ 4)
T˜
≤ 3ǫ
4
+
ǫ
82 · 17 <
7ǫ
8
.
By setting λ = 2(S+1)/Λ, using the selection rule of Sc(Λ), T˜c(ǫ), Tc(ǫ,Λ) again, and noting that
ωL ≥ 3, we have
32(n+ 4)λ
T
[
D2ΦL
2
fb
T˜
+ 2M2 + σ2
]
≤ ǫ
17× 82 +
ǫ
16
<
ǫ
8
.
Finally, it follows that
Prob
{‖P(x¯∗,∇f(x¯∗), αR∗)‖2 ≥ ǫ} ≤ Prob{‖P(x¯∗,∇f(x¯∗), αR∗)‖2 ≥ 16bωLCT˜c(ǫ)
+
3D2ΦL
2
fb(n+ 4)
T˜c(ǫ)
+
32(n+ 4)λ
Tc(ǫ,Λ)
[
2M2 + σ2 +
D2ΦL
2
fb
T˜c(ǫ)
]}
≤ S + 1
λ
+ 2−S ≤ Λ
2
+
Λ
2
= Λ,
which concludes the proof.
Corollary 8 indicates that the complexity bound in (6.3) of 2-ZS-BCCG for finding an (ǫ,Λ)-
solution of composite problem (1.2) for generalized gradient, can be bounded by
O
{
bnωL[(L
2
f + Lˆ
2)D2Φ + Lˆ]
ǫ
log2
(
1
Λ
)
+
(M2 + σ2)n
Λǫ
log22
(
1
Λ
)
+
b2nω2L(M
2 + σ2)
ǫ2
(
D˜ +
Lˆ2D2Φ + Lˆ
D˜
)
log2
(
1
Λ
)}
,
which stands as one of the main contributions of this work. The appearance of ωL shows that,
in contrast to ZS-BCD and ZS-BMD, the the complexity of ZS-BCCG depends not only on the
upper bound Lˆ of block Lipschitz estimations of objective function f but also their lower bound Lˇ.
If we do not take the effect of estimations of Ls, s = 1, 2, ..., b, Lf and DΦ into consideration for
the moment, the above complexity bound results in (1.3), improving the complexity bound (3.12)
of ZS-BCD for unconstrained optimization. To the best of our knowledge, this is the first work
to consider the two-phase BCCG technique to achieve (ǫ,Λ)-solution in stochastic optimization
literature. The convergence and complexity results are new. Meanwhile, the results are convenient
for nonconvex setting, where BCCG methods have not been proposed before.
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7 Concluding remarks
In this work, we develop several new classes of zeroth-order block coordinate type algorithms for
solving nonconvex optimization problems and analyze them in several aspects. Specifically, by
incorporating randomization scheme, we first develop ZS-BCD algorithm for solving classical un-
constrained nonconvex stochastic optimization problem, then ZS-BMD algorithm and ZS-BCCG
algorithm for solving constrained nonconvex stochastic composite optimization problem. For each
of the algorithms, the rate of convergence and corresponding complexity bound for finding ǫ-
stationary point are achieved. To improve the complexity results which directly comes from corre-
sponding Markov inequality for finding (ǫ,Λ)-solution, we further develop two-phase optimization
schemes for both of these two classes of methods. The improved explicit complexity bounds are
achieved. These complexity results are new in block coordinate method literature. The methods
are suitable for optimization problems when only stochastic zeroth-order information is available.
The analysis in this work has shown considerable theoretical value of the proposed methods and
the potential practical value is expected to be further explored in the future.
Some future work based on this work may be considered. (1) In this paper, as a whole, selection
rules of random variables ik of all algorithms are in an i.i.d manner. Note that, in some application
setting like distributed optimization, sometimes i.i.d random and cyclic selections are infeasible or
quite costly. It is necessary to consider a non-i.i.d and non-cyclic selection rule for ik to overcome
the difficulty. A typical variable example is Markov chain ik (see e.g., [29]). It is interesting
to consider the possibility to propose a zeroth-order stochastic Markov chain block coordinate
type method. It is also technically not easy to make this extension. (2) Recently, the class of
weakly smooth functions has become popular to act as a basic function class to present theoretical
optimization results. It is expected that the block two-phase results in this paper can be further
extended to optimization problem of nonconvex weakly smooth functions. (3) It is possible to apply
ZS-BMD and ZS-BCCG to obtain convergence results for convex case. Accelerated ZS-BMD and
ZS-BCCG algorithms are possible to be established for convex case. (4) Online optimization has
become one of the core topics in machine learning research. It is expected to develop the proposed
methods to online setting to face increasing challenges from statistical machine learning.
8 Appendix
Proof of Lemma 2:
Proof. By using the optimality condition of (4.1), there exists an h ∈ ∂χs(UTs x+), such that
〈g(s) + 1
α
[∇φs(UTs x+)−∇φs(UTs x)] + h, 1α(y − UTs x+)〉 ≥ 0, ∀y ∈ Xs.
Set y = UTs x in above inequality, it follows that
〈g(s),Ps(x, Usg(s), α)〉 ≥ 1
α2
〈∇φs(UTs x+)−∇φs(UTs x), UTs (x+ − x)〉
+
1
α
[
χs(U
Tx+)− χs(UTs x)
]
. (8.1)
Then the lemma follows by using the 1-strong convexity of φs and the definition of Ps(x, g, α).
For saving space, in following two proofs, denote x+1 = P (x, g1, α) and x
+
2 = P (x, g2, α).
Proof of Lemma 3:
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Proof. By using the optimality condtion of (4.1), there exist h1 ∈ ∂χs(UTs x+1 ), and h2 ∈ ∂χs(UTs x+2 )
such that
〈g(s)1 +
1
α
[∇φs(UTs x+1 )−∇φs(UTs x)]+ h1, y − UTs x+1 〉 ≥ 0, ∀y ∈ Xs, (8.2)
〈g(s)2 +
1
α
[∇φs(UTs x+2 )−∇φs(UTs x)]+ h2, y − UTs x+2 〉 ≥ 0, ∀y ∈ Xs. (8.3)
Let y = UTs x
+
2 in (8.2), the convexity of χs implies
〈g(s)1 , UTs (x+2 − x+1 )〉
≥ 1
α
〈∇φs(UTs x)−∇φs(UTs x+1 ), UTs x+2 − UTs x+1 〉+ 〈h1, UTs x+2 − UTs x+1 〉
≥ 1
α
〈∇φs(UTs x)−∇φs(UTs x+2 ), UTs x+2 − UTs x+1 〉+ χs(UTs x+1 )− χs(UTs x+2 )
+
1
α
〈∇φs(UTs x+2 )−∇φs(UTs x+1 ), UTs x+2 − UTs x+1 〉. (8.4)
Similarly, by setting y = UTs x
+
1 in (8.3), we have
〈g(s)2 , UTs (x+1 − x+2 )〉
≥ 1
α
〈∇φs(UTs x)−∇φs(UTs x+2 ), UTs x+1 − UTs x+2 〉+ χs(UTs x+2 )− χs(UTs x+1 ). (8.5)
Sum up (8.4) and (8.5) and note the 1-strongly convexity of φs, it follows that
1
α
‖UTs x+2 − UTs x+1 ‖2s ≤ 〈g(s)1 − g(s)2 , UTs (x+2 − x+1 )〉 ≤ ‖g(s)1 − g(s)2 ‖s · ‖UTs x+2 − UTs x+1 ‖s, (8.6)
which implies Lemma 3.
Proof of Lemma 4:
Proof. Follow the definition of Ps(x, g, α) in (4.2),
‖Ps(x, g1, α)− Ps(x, g2, α)‖s = ‖ 1
α
(x− UTs x+1 )−
1
α
(x− UTs x+2 )‖s
=
1
α
‖UTs x+1 − UTs x+2 ‖s, (8.7)
which concludes the proof after using Lemma 3.
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