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Аннотация. При помощи принципа максимума и априорных оце-
нок изучаются первая краевая задача и задача с косой производной
с нелокальным условием по временной переменной для параболи-
ческих уравнений со степенными особенностями в коэффициентах
по временной и пространственным переменным. В гельдеровых про-
странствах со степенным весом установлено существование и един-
ственность решений поставленных задач.
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Введение
Многие задачи математической физики, квантовой механики, ре-
шение важных вопросов прикладного характера приводят к задачам
для уравнений с частными производными, коеффициенты которых
имеют особенности. Изучению качественных свойств решений крае-
вых задач для уравнений с частными производными посвящены ра-
боты [1–11]. В работах [1–4, 6, 7] исследованы краевые задачи для
уравнений второго порядка со степенными особенностями в коэффи-
циентах.В частности, в уравнении Шредингера, которое описывает
квантомеханические системы, коэффициенты имеют степенные осо-
бенности при младших производных [11]. Уравнения с сингулярным
оператором Бесселя в телах с симметрией моделируют диффузион-
ные процессы, радиальние колебания, тепло-массообмен при выра-
щивании монокристаллов [10].
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Нелокальным краевым задачам посвящены монографии [3,7]. Не-
обходимость изучения краевых задач для дифференциальных урав-
нений с нелокальными условиями стимулируется разными обстоя-
тельствами, в частности, решением обратных задач для уравнения
теплопроводности, задач из теории физики плазмы.
В этой работе установлена корректная разрешимость первой кра-
евой задачи и задачи с косой производной для параболических урав-
нений второго порядка со степенными особенностями в коэффициен-
тах на координатных плоскостях произвольного порядка. В гельде-
ровых пространствах со степенным весом установлено существование
и единственность решений поставленных задач.
1. Постановка задач и основной результат
Пусть t0; t1; : : : ; tN , T — фиксированные положительные числа,
tk < T , (x1; : : : ; xn) — координаты точки x 2 Rn, 
j = fx; x 2
Rn; xj = 0g, D — ограниченная область во множестве Rn+ = fx 2
Rn jxj  0; j 2 f1; 2; : : : ; ngg с границей @D, причем @D \ 
j 6= ;;
8j 2 f1; 2; : : : ; ng. В области Q = [0; T )D рассмотрим задачу нахо-
ждения функции u(t; x), которая при t 6= t0 удовлетворяет уравнению
(Lu)(t; x)

@t 
nX
ij=1
Aij(t; x)@xixj 
nX
i=1
Ai(t; x)@xi A0(t; x)

u = f(t; x);
(1.1)
нелокальному условию
u(0; x) +
NX
k=1
q(tk; x)u(tk; x) = '(x); (1.2)
а на боковой поверхности   = (0; T ]@D одному из краевых условий
lim
x!z2@D
[u(t; x)  g(t; x)] = 0; (1.3)
(Bu  )(t; z)  lim
x!z2@D
 nX
i=1
bi(t; x)@xiu+b0(t; x)u  (t; x)

= 0: (1.4)
Характер особенностей коэффициентов дифференциальных вы-
ражений L и B будут характеризовать функции:
s(i;P ) = s1(
(1)
i ; t)s2(
(2)
i ; xi);
где s1(
(1)
i ; t) = jt t0j
(1)
i при jt t0j  1; s1((1)i ; t) = 1 при jt t0j  1;
s2(
(2)
i ; xi) = x

(2)
i
i при 0  xi  1, s2((2)i ; xi) = 1 при xi  1;
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i = (
(1)
i ; 
(2)
i ), P (t; x) 2 Q, i 2 f1; : : : ; ng, ()i 2 ( 1;1), ()i —
вещественные числа,  2 f1; 2g.
Обозначим через l, (), ()j , 
(), , a() — вещественные числа,
 2 f1; 2g,  2 (0; 1),  = (0; : : : ; n), i = ((1)i ; (2)i ), ()i  0,
i 2 f0; 1; : : : ; ng,  = ((1); (2)), ()  0,  = ((1); (2)), ()  0,
 = (1; : : : ; n), a = (a(1); a(2)), a()  0, [l] — целая часть l, Q(0) =
Q n f(t; x) 2 Q
 t = t0; x 2 Dg.
Пусть (x(1)1 ; : : : ; x
(1)
i 1; x
(1)
i ; x
(1)
i+1; : : : ; x
(1)
n ) — координаты точки x(1)
области D = D [ @D, (x(1)1 ; : : : ; x(1)i 1; x(2)i ; x(1)i+1; : : : ; x(1)n ) — координа-
ты точки x(2) 2 D, P (t; x), P1(t(1); x(1)), P2(t(2); x(2)), Hi(t(1); x(2)i ) —
произвольные точки области Q = [0; T )D,
S(;P ) = s1(
(1); t)min
i
(s2(
(2); xi)):
Определим функциональные пространства, в которых исследую-
тся задачи (1.1)–(1.4).
C l(;; a;Q); l 2 R — пространство функций u(t; x) 2 Q, имею-
щих частные производные в Q(0) вида @jt @kxu, 2j+ jkj  [l] и конечное
значение нормы
ku; ;; a;Qkl = ku; ;; a;Qk[l] + hu; ;; a;Qil;
где, например
ku; ;; 0;Qk0 = sup
Q
juj  ku;Qk0;
ku; ;; a;Qk[l] =
X
2j+jkj[l]
sup
P2Q
S((2j + jkj) + a;P )j@jt @kxu(P )j

nY
m=1
s2( km(2)m ; xm)s1( km(1)m ; t);
hu; ;; a;Qil =
X
2j+jkj=[l]
nX
i=1
sup
(P1;Hi)Q
jx(1)i   x(2)i j flg
 j@jt @kxu(P1)  @jt @kxu(Hi)jS((l + ) + a; ~P )
 s1( flg(1)i ; t(1))s2( flg(2)i ; ~xi)
nY
m=1
s2( km(2)m ; ~xm)
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 s1( km(1)m ; t(1)) +
X
2j+jkj=[l]
nX
i=1
sup
(P2;Hi)Q
jt(1)   t(2)j  flg2
 j@jt @kxu(P2)  @jt @kxu(Hi)jS((l + ) + a; ~P )

nY
m=1
s2( km(2)m ; x(2)m )s1( km(1)m ; ~t):
Здесь обозначено: S(a; ~P ) = minfS(a;P1); S(a;P2); S(a;Hi)g,
s2(a; ~xi) = min(s2(a; x
(1)
i ); s2(a; x
(2)
i )), @
k
x = @
k1
x1    @knxn , jkj = k1 +    +
kn.
Относительно задач (1.1)–(1.4) предполагаем выполнение усло-
вий:
а) для произвольного вектора  = (1; : : : ; n) 2 Rn выполняется
неравенство
1jj2 
nX
ij=1
s(i;P )s(j ;P )Aij(P )ij  2jj2;
где 1, 2 — положительные константы и s(i;P )Ai(P ) 2 C(;; 0;
Q), s(i;P )s(j ;P )Aij(P ) 2 C(;; 0;Q), s(0;P )A0(P ) 2 C(;;
0;Q), A0 < K < +1, K — константа, @D 2 C2+;
б) функции f 2 C(;;0;Q), ' 2 C2+(~; ~; 0;D), ~ = (0; (2)),
~ = (0; (2)), q(tk; x) 2 C2+(D),
PN
k=1 jq(tk; x)je tk  0 < 1, где  —
произвольное число, удовлетворяющее неравенству  <  K;
в) g 2 C2+(;; 0;Q), g(0; x)+PNk=1 q(tk; x)g(tk; x) = '(x), () =
maxfmaxi(1 + ()i );maxi(()i   ()i ); 
()
0
2 g,  2 f1; 2g;
г) векторы
 !
b (s) = fb(s)1 ; : : : ; b(s)n g, b(s)i = s(i;P )bi(P ) и
 !
b = fb1;
: : : ; bng образуют с направлением внешней нормали  !n к   в точке
P (t; x) 2   угол, меньший 2 ; s(i;P )bi(P ) 2 C1+(;; 0;Q),
 2 C1+(;; ;Q), S(;P )b0(P ) 2 C1+(;; 0;Q), b0(P ) > 0,
limx!z2@D q(tk; x) = 0,
lim
x!z2@D
 nX
i=1
bi(0; x)@xi'+ b0(0; x)'   (0; x)

= 0;
() = maxfmaxi(1 + ()i );maxi(()i   ()i ); 
()
0
2 ;
()
2 g.
Справедливы следующие теоремы.
Теорема 1.1. Пусть для задачи (1.1)–(1.3) выполнены условия а)–в).
Тогда существует единственное решение задачи (1.1)–(1.3) в про-
странстве C2+(;; 0;Q) и для него справедлива оценка
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ku; ;; 0;Qk2+  c

kf ; ;;0;Qk + k'; ~; ~; 0;Dk2+
+ kg; ;; 0;Qk2+

: (1.5)
Теорема 1.2. Предположим, что для задачи (1.1), (1.2), (1.4) вы-
полнены условия а), б), г). Тогда существует единственное решение
задачи (1.1), (1.2), (1.4) в пространстве C2+(;; 0;Q) и для него
справедлива оценка
ku; ;; 0;Qk2+  C(kf ; ;;0;Qk + k'; ~; ~; 0;Dk2+
+ k ; ;; ;Qk1+): (1.6)
Для исследования задач (1.1)–(1.4) построим последовательности
решений краевых задач с гладкими коэффициентами, предельные
значения которых будут решениями задач (1.1)–(1.4).
2. Оценка решений краевых задач
с гладкими коэффициентами
Пусть Qm = Q \ f(t; x) 2 Q j s1(1; t)  m 11 ; s2(1; xi)  m 12 g,
i 2 f1; : : : ; ng, m1 > 1, m2 > 1 — последовательность областей, сходя-
щихся к области Q при m1 !1, m2 !1. Рассмотрим в области Q
задачу нахождения функции um(t; x), удовлетворяющей уравнению
(L1um)(t; x) 

@t 
nX
ij=1
aij(t; x)@xi@xj  
nX
i=1
ai(t; x)@xi   a0(t; x)

um
= fm(t; x); (2.1)
нелокальному условию
um(0; x) +
NX
k=1
q(tk; x)um(tk; x) = 'm(x); (2.2)
а на боковой поверхности   одному из краевых условий
lim
x!z2@D
[um(t; x)  gm(t; x)] = 0; (2.3)
(B1um    m)(t; x)
= lim
x!z2@D
"
nX
i=1
hi(t; x)@xkum + h0(t; x)um    m(t; x)
#
= 0: (2.4)
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Коэффициенты aij , ai, a0, hi, h0, функции fm, 'm,  m, gm явля-
ются непрерывными продолжениями коэффициентов Aij , Ai, A0, bi,
b0, функций f , ',  , g из области Qm в область Q nQm [5, с. 82].
В области Qm коэффициенты aij , ai, a0, hi, h0 и функции fm,
'm,  m, gm равны соответственно коэффициентам Aij , Ai, A0, bi, b0
и функциям f , ',  , g.
В задачах (2.2)–(2.4) сделаем замену um(t; x) = vm(t; x)e t, где 
удовлетворяет условию б). Тогда vm(t; x) удовлетворяет уравнению
((L1   )vm)(t; x) = fm(t; x)et; (2.5)
нелокальному условию
vm(0; x) +
NX
k=1
q(tk; x)e
 tkvm(tk; x) = 'm(x); (2.6)
а на боковой поверхности   одному из краевых условий
lim
x!z2@D
[vm(t; x)  gm(t; x)et] = 0; (2.7)
(B1vm    met)j  =
= lim
x!z2@D
h nX
i=1
hi(t; x)@xivm + h0(t; x)vm    m(t; x)et
i
= 0: (2.8)
Существование классических решений задач (2.5)–(2.8) устанав-
ливается по схеме доказательства теорем 2.2 и 2.10 из [7].
Установим оценки решений vm(t; x).
Введем в пространстве C2+(Q) норму kvm; ;; q;Qkl, эквивален-
тную при каждом фиксированном m1, m2 гельдеровой норме, кото-
рая определяется так же, как норма ku; ;; a;Qkl, только вместо
функций s(i;P ), S(;P ) берем соответственно d(i;P ), R(;P ), где
d(i;P ) = d1(
(1)
i ; t)d2(
(2)
i ; xi),
d1(
(1)
i ; t) =
8<:max(s1(
(1)
i ; t);m
 (1)i
1 ); если 
(1)
i  0;
min(s1(
(1)
i ; t);m
 (1)i
1 ); если 
(1)
i  0;
d2(
(2)
i ; xi) =
8<:max(s2(
(2)
i ; xi);m
 (2)i
2 ); если 
(2)
i  0;
min(s2(
(2)
i ; xi);m
 (2)i
2 ); если 
(2)
i  0;
R(;P ) = d1(
(1); t)mini d2(
(2); xi).
Для решений задач (2.5)–(2.8) имеют место теоремы.
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Теорема 2.1. Пусть vm — классическое решение задачи (2.5)–(2.7)
в области Q и выполнены условия а)–в). Тогда для vm справедлива
оценка
jvmj  max
( fmet a0    ;Q

0
;
'm1  NX
j=1
jq(tj ; x)je tj
 1
;D

0
;
kgmet;Qk0
)
: (2.9)
Теорема 2.2. Пусть vm(t; x) — классическое решение задачи (2.5),
(2.6), (2.8) в цилиндре Q и выполнены условия а), б), г). Тогда для
решения vm(t; x) справедлива оценка
jvmj  max
( fmet a0    ;Q

0
;
'm1  NX
j=1
jq(tj ; x)je tj
 1
;D

0
;
k metb 10 ;Qk0
)
: (2.10)
Неравенства (2.9), (2.10) устанавливаются по схеме доказатель-
ства теорем 2.1, 2.2. [1, с. 22–26], т.е. анализируются всевозможные
значения положительного максимума и отрицательного минимума
решения vm(t; x). Отличие только в случае, когда supQ jvmj =
supD jvmj = jvm(0; x(3))j. Используя условие (2.6) имеем равенство
vm(0; x
(3)) +
NX
k=1
q(tk; x
(3))e tkvm(tk; x(3)) = 'm(x(3));
из которого следует, что
vm(0; x
(3))  j'm(x(3))j

1 
NX
k=1
jq(tk; x(3))je tk
 1

'm1  NX
k=1
jq(tk; x)je tk
 1
;D

0
:
Теорема 2.3. Если выполнены условия теоремы 1:1, то для решения
задачи (2.5)–(2.7) справедлива оценка
kvm; ;; 0;Qk2+  C(kf ; ;;0;Qk
+ k'; ~; ~; 0;Dk2+ + kg; ;; 0;Qk2+): (2.11)
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Доказательство. В задаче (2.5)–(2.7) сделаем замену
vm(t; x) = !m(t; x) + gm(t; x)e
t:
Тогда !m(t; x) удовлетворяет в Q задачи
((L1   )!m)(t; x) = fm(t; x)et   ((L  )gm)(t; x)  Fm(t; x);
!m(0; x) +
NX
k=1
q(tk; x)e
 tk!m(tk; x)
= 'm(x)  gm(0; x) 
NX
k=1
q(tk; x)e
 tkgm(tk; x)  m(x); (2.12)
lim
x!z2@D
!m(t; x) = 0:
Используя определение нормы и интерполяционные неравенства
из [7]
k!m; ;; 0;Qk2  "h!m; ;; 0;Qi2+ + c(")k!m;Qk0;
k!m; ;; 0;Qk1  "k !m; ;; 0;Qk2 + c(")k!m;Qk0;
имеем
k!m; ;; 0;Qk2+  (1 + ")h!m; ;; 0;Qi2+ + c(")k!m;Qk0;
где " — произвольное действительное число, " 2 (0; 1). Поэтому до-
статочно оценить полунорму h!m; ;; 0;Qi2+. Из определения по-
лунормы следует существование в Q точек P1, P2 и Hi, для которых
справедливо одно из неравенств
1k!m; ;; 0;Qk2+  El(!m); l = 1; 2; (2.13)
где
E1(!m) =
X
2j+jkj=2
nX
i=1
jx(1)i   x(2)i j j@jt @kx!m(P1)  @jt @kx!m(Hi)j
R((2 + ); ~P )d1( (1)i ; t(1))d2( (2)i ; ~xi)

nY
=1
d2( k(2) ; ~x)d1( k(1) ; t(1));
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E2(!m) =
X
2j+jkj=2
nX
i=1
jt(1)   t(2)j =2j@jt @kx!m(P2)  @jt @kx!m(Hi)j
R((2 + ); ~P )
nY
=1
d2( k(2) ; x(2) )d1( k(1) ; ~t);
1 2 (1+02 ; 1); R(a; ~P ) = minfR(a;P1); R(a;P2); R(a;Hi)g;
d2(a; ~xi) = min(d2(a; x
(1)
i ); d2(a; x
(2)
i )):
Если jt(1)   t(2)j  R(2; ~P ) 16  T1,  — произвольное число,  2
(0; 1), то
E2(!m)  2 k!m; ;; 0;Qk2: (2.14)
Если jx(1)i  x(2)i j  n 1R(; ~P )d1( (1)i ; t(2))d2( (2)i ; ~xi)

4
 T2, то
E1(!m)  2 k!m; ;; 0;Qk2: (2.15)
Применяя интерполяционные неравенства к (2.14) и (2.15), нахо-
дим
El(!m)  "k!m; ;; 0;Qk2+ + c(")k!m;Qk0: (2.16)
Пусть jx(1)i   x(2)i j  T2 и jt(1)   t(2)j  T1. Будем считать, что
R(; ~P )  R(;P1). Предположим, что jx(1)   zj  2T2n, или jx(1)n  
znj  T2, z 2 @D.
Запишем задачу (2.12) в виде
(L2!m)(t; x) 

@t  
nX
ij=1
aij(P1)@xi@xj

!m
=
nX
ij=1
[aij(P )  aij(P1)]@xi@xj!m
+
nX
i=1
ai(P )@xi!m + (a0(P )  )!m + Fm(t; x)
 F (1)m (t; x; !m) + Fm(t; x); (2.17)
!m(0; x) = m(x) 
NX
k=1
q(tk; x)e
 tk!m(tk; x)  (1)m (x);
lim
x!z2@D
!m(t; x) = 0:
Пусть V (1)r — область из Q, V
(1)
r = f(t; x) 2 Q
 jxi   x(1)i j  rT2,
i 2 f1; : : : ; ng; jt  t(1)j  r2T1g. В задаче (2.17) сделаем замену
!m(t; x) = Wm(t; y); yi = d1(
(1)
i ; t
(1))d2(
(2)
i ; x
(1)
i )xi:
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В результате получим
(L3Wm)(t; y) 

@t  
nX
ij=1
d1(
(1)
i ; t
(1))d1(
(1)
j ; t
(1))d2(
(2)
i ; x
(1)
i )
 d2((2)j ; x(1)j )aij(P1)@yi@yj

Wm = F
(1)
m (t; ~y;Wm) + Fm(t; ~y); (2.18)
Wm(0; y) = 
(1)
m (~y); Wmj  = 0;
где
~y=(d1( (1)1 ; t(1))d2( (2)1 ; x(1)1 )y1; : : : ; d1( (1)n ; t(1))d2( (2)n ; x(1)n )yn):
Обозначим через y(1)i = d1(
(1)
i ; t
(1))d2(
(2)
i ; x
(1)
i )x
(1)
i , H
(1)
r = f(t; y)

jyi   y(1)i j  rn 1
p
T1; i 2 f1; : : : ; ng; jt   t(1)j  rT1g и возьмем три-
жды дифференцируемую функцию (t; y), обладающую следующими
свойствами:
(t; y) =
(
1; (t; y) 2 H(1)1=4; 0  (t; y)  1;
0; (t; y) 62 H(1)3=4; j@jt @kyj  CkjR( (2j + jkj);P1):
Тогда функция Vm(t; y) = (t; y)Wm(t; y) является решением сле-
дующей краевой задачи:
(L3Vm)(t; y) =
nX
ij=1
d1(
(1)
i ; t
(1))d1(
(1)
j ; t
(1))d2(
(2)
i ; x
(1)
i )
 d2((2)j ; x(1)j )aij(P1)[@yi@yjWm + @yj@yiWm]
+ wm
 nX
ij=1
d1(
(1)
i ; t
(1))d1(
(1)
j ; t
(1))d2(
(2)
i ; x
(1)
i )
 d2((2)j ; x(1)j )aij(P1)@yi@yj   @t

+ (F (1)m + Fm)  F (2)m (t; ~y; ;Wm) + Fm(t; ~y); (2.19)
Vm(0; y) = 
(1)
m (~y); Vmj  = 0:
При выполнении условий а)–в) единственное решение задачи
(2.19) существует и на основании теоремы 5.2 [1, с. 364] для него
имеет место неравенство
E3(Vm)  d (N1; N2)j@jt @kyVm(N1)  @jt @kyVm(N2)j
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 C(kF (2)m + FmkC(H(1)
3=4
)
+ k(1)m kC2+(H(1)
3=4
)
); (2.20)
где (N1; N2)  H(1)1=4, d(N1; N2) — параболическое расстояние между
точками N1, N2, 2j + jkj = 2.
Учитывая свойства функции (t; y), находим
kF (2)m + FmkC(H(1)
3=4
)
 cR( (2 + );P1)(kWm; ; 0; 0;H(1)3=4k2
+ kWm;H(1)3=4k0 + kF (1)m ; ; 0; 2;H
(1)
3=4k + kFm; ; 0; 2;H
(1)
3=4k);
(2.21)
k(1)m kC2+(H(1)
3=4
)
 R( (2 + );P1)(0kWm; ; 0; 0;H(1)3=4k2+
+ ckWm;H(1)3=4k0 + c1km; ; 0; 0;H
(1)
3=4k2+):
Подставляя (2.21) в (2.20) и возвращаясь к переменным (t; x), по-
лучим
El(!m)  c1(kF (1)m ; ;; 2;V (1)3=4k + km; ;; 0;V
(1)
3=4k2+
+ kFm; ;; 2;V (1)3=4k + k!m; ;; 0;V
(1)
3=4k2 + k!m;V
(1)
3=4k0)
+ 0k!m; ;; 0;V (1)3=4k2+: (2.22)
Учитывая интерполяционные неравенства и оценки норм каждого
слагаемого выражений F (1)m , Fm, m, получим
El(!m)  (0+"(n+2)+r2n2)k!m; ;; 0;H(1)3=4k2++c2k!m;H
(1)
3=4k0
+ c3(kfm; ;;0;Qk + k'm; ~; ~; 0;Dk2+ + kgm; ;; 0;Qk2+):
(2.23)
Рассмотрим случай, когда jx(1)   zj  2T2n и jx(1)n   znj  T2,
z 2 @D. Пусть K(P ) — шар радиуса R0, R0  4(T2n+ T1) с центром
в точке P 2  , содержащий точки P1, P2, H. Используя ограничение
на гладкость границы @D, можно распрямить область @D\K(P ) при
помощи взаимно однозначного преобразования x =  1() [5, с. 126].
В результате такого преобразования область D \ K(P ) переходит
в область , для точек которой n  0. Пусть !m(t; x), P1, P2, H
при этом преобразовании переходят соответственно в !(1)m (t; ), M1,
M2, N
(1)
i . Обозначим коэффициенты дифференциального выражения
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(L1 ) в области  через pij(; ), pi(; ), p0(; ), нелокального усло-
вия через q(1)(tk; ). Тогда !
(1)
m (t; ) будет решением задачи
(L4!
(1)
m )(t; ) 

@t  
nX
ij=1
pij(M1)@i@j

!(1)m
=
nX
ij=1
[pij(t; )  pij(M1)]@i@j!(1)m
+
nX
i=1
pi(t; )@i!
(1)
m + (p0(t; )  )!(1)m + Fm(t;  1())
 F (3)m (t; ; !(1)m ) + Fm(t;  1());
!(1)m (0; ) = m( 1()) 
NX
k=1
q(1)(tk; )!
(1)
m (tk; )e
 tk
= (1)m (; !
(1)
m ) + m( 1());
!(1)m jn=0 = 0:
На основании теоремы 6.1 [1, с. 368] и рассуждений доказатель-
ства оценки (2.22), получим неравенство
El(!
(1)
m )  (0 + "(n+ 2) + r2n2)k!(1)m ; ;; 0; k2+ + c4k!(1)m ; k0
+ c5(kfm; ;;0;Qk + k'm; ~; ~; 0;Dk2+ + kgm; ;; 0;Qk2+):
(2.24)
Воспользовавшись неравенствами (2.9), (2.13), (2.15), (2.16), (2.23),
(2.24) и выбирая ",  и r достаточно малыми, получим неравенство
kvm; ;; 0;Qk2+  c(kfm; ;;0;Qk + k'm; ~; ~; 0;Dk2+
+ kgm; ;; 0;Qk2+): (2.25)
В силу неравенства (2.25) и того, что
kfm; ;;0;Qk  ckf ; ;;0;Qk;
k'm; ~; ~; 0;Dk2+  ck'; ~; ~; 0;Dk2+;
kgm; ;; 0;Qk2+  ckg; ;; 0;Qk2+
имеем неравенство (2.11).
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Теорема 2.4. Пусть выполнены условия теоремы 1:2. Тогда для ре-
шения задачи (2.5), (2.6), (2.8) имеет место оценка
kvm; ;; 0;Qk2+  c(kf ; ;;0;Qk
+ k'; ~; ~; 0;Dk2+ + k ; ;; ;Qk1+): (2.26)
Оценка (2.26) получается при помощи методики доказательства
теоремы 2.3. Выделим наиболее существенные места.
Пусть jt(1) t(2)j  T1 и jx(1)i  x(2)i j  T2. В случае jx(1) zj  2T2n
или jx(1)n   znj  T2, z 2 @D запишем задачу (2.5), (2.6), (2.8) в виде
(L2vm)(t; x) = F
(1)
m (t; x; vm) + fm(t; x)e
t;
vm(0; x) = 'm(x) 
NX
k=1
q(tk; x)e
 tkvm(tk; x)  (3)m (x; vm); (2.27)
B2vmj  
nX
i=1
hi(P1)@xivmj 
=
 nX
i=1
[hi(P1)  hi(P )]@xivm   h0(P )vm +  m(P )et

 
 Gm(t; x; vm)

 
:
В задаче (2.27) сделаем замену vm(t; x) = w
(1)
m (t; y). Тогда фун-
кция V (1)m (t; y) = (t; y)W
(1)
m (t; y) в области H
(1)
3=4 удовлетворяет крае-
вой задаче
(L3V
(1)
m )(t; y) = F
(2)
m (t; ~y; ; w
(1)
m ) + fm(t; ~y)e
t;
V (1)m (0; y) = 
(3)
m (~y; w
(1)
m ); (2.28)
nX
i=1
hi(P1)d1(
(1)
i ; t
(1))d2(
(2)
i ; x
(1)
i )@yiV
(1)
m

 
=

(t; y)Gm(t; ~y;W
(1)
m ) W (1)m
nX
i=1
hi(P1)d1(
(1)
i ; t
(1))
 d2((2)i ; x(1)i )@yi

 
 G(1)m (t; ~y; ;W (1)m )

 
:
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При выполнении условий а), б), г) единственное решение задачи
(2.28) существует и на основании теоремы 5.3 [1, с. 364] для него имеет
место неравенство
E3(V
(1)
m )  c(kF (2)m + fmetkC(H(1)
3=4
)
+ k(3)m kC2+(H(1)
3=4
)
+ kG(1)m kC1+(H(1)
3=4
)
):
Учитывая свойства функций (t; y), оценки выражений F (2)m , G
(1)
m
и возвращаясь к переменным (t; x), получим
El(vm)  c(kF (1)m ; ;; 2;V (1)3=4k + kfm; ;; 2;V
(1)
3=4k
+ km; ~; ~; 0;V (1)3=4k2+ + kGm; ;; ;V
(1)
3=4k1+
+ kvm; ;; 0;V (1)3=4k2 + kvm;V
(1)
3=4k0):
Оценивая нормы каждого слагаемого выражений F (1)m , 
(3)
m , Gm,
находим
El(vm)  (0 + "(n+ 3) + r2n2)kvm; ;; 0;V (1)3=4k2+
+ c5kvm;V (1)3=4k0 + c6(kf ; ;;0;Qk
+ k'; ~; ~; 0;Dk2+ + k ; ;; ;Qk1+): (2.29)
В случае, когда jx(1)n   znj  2T2 и jx(1)   zj  2T2n обозначим ко-
эффициенты дифференциального выражения B2 через ~hi(t; ). Тогда
w
(2)
m (t; ) = vm(t;  1()) в области  будет решением задачи
(L4w
(2)
m )(t; ) = F
(3)
m (t; w
(2)
m ) + fm(t;  1())e
t;
w(2)m (0; ) = 
(2)
m (; w
(2)
m ) + 'm( 1());
nX
i=1
~hi(M1)@iw
(x)
m

n=0
=
 nX
i=1
[~hi(M1)  ~hi(t; )]@iw(2)m   ~h0(t; )w(2)m
+  m(t;  1())e
 t

n=0
= G(2)m (t; ; w
(2)
m )

n=0
: (2.30)
На основании теоремы 6.1 [1, с. 368] и рассуждений доказатель-
ства теоремы 2.3 получаем неравенство (2.29).
Воспользовавшись неравенствами (2.10), (2.13), (2.29) и выбирая
 , " и r достаточно малыми, получим неравенство (2.26).
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Доказательство теоремы 1:1. Учитывая замену vm = umet и нера-
венство (2.11), для решения задачи (2.1)–(2.3) имеем оценку
kum; ;; 0;Qk2+  c(kf ; ;;0;Qk + k'; ~; ~; 0;Dk2+
+ kg; ;; 0;Qk2+); (2.31)
правая часть которой не зависит от m1, m2. Кроме того, последо-
вательности fU (0)m g = fum(P )g, fU (1)m g = fd1((1)   (1)i ; t)d2((2)  

(2)
i ; xi)@xium(P )g, fU (2)m g = fR(2;P )@tum(P )g, fU (3)m g = fd1(2(1)  

(1)
i  (1)j ; t)d2((2) (2)i ; xi)d2((2) (2)j ; xj)@xi@xjum(P )g равномер-
но ограничены и равностепенно непрерывны в области Q. По теореме
Арчела существуют подпоследовательности fU ()m g, равномерно схо-
дящиеся в Q к U (),  2 f0; 1; 2; 3g. Переходя к пределу при m1 !1,
m2 ! 1 в задаче (2.1)–(2.3), получим, что u(t; x) = U (0) является
единственным решением задачи (1.1)–(1.3), u 2 C(;; 0;Q).
Доказательство теоремы 1:2. Учитывая замену vm = umet и нера-
венство (2.26), для решения задачи (2.1), (2.2), (2.4) имеем оценку
kum; ;; 0;Qk2+  c(kf ; ;;0;Qk + k'; ~; ~; 0;Dk2+
+ k ; ;; ;Qk1+); (2.32)
правая часть которой не зависит от m1;m2. Поэтому, повторяя рас-
суждения доказательства теоремы 1.1, получим, что единственное
решение задачи (1.1), (1.2), (1.4) принадлежит пространству C(;;
0;Q).
Теорема 2.5. Если f 2 C(;; 0;Q) и выполнены условия а)–в), то
единственное решение задачи (1.1)–(1.3) в пространстве C2+(;;
0;Q) определяется интегралами Стильтьеса с борелевской мерой
u(t; x) =
Z
Q
E1(t; x; d; d)f(; ) +
Z
D
E2(t; x; d)'()
+
Z
 
E3(t; x; d; dS)g(; ); (2.33)
и компоненты (E1; E2; E3) удовлетворяют неравенствам
Z
Q
E1(t; x; d; d)
  ket( A0   ) 1;Qk0;
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Z
 
E3(t; x; d; dS)
  eT ;

Z
D
E2(t; x; d)
 
1  NX
k=1
jq(tk; x)e tk j
 1
;D

0
: (2.34)
Доказательство. Согласно вложению C(;; 0;Q)  C(;;0;Q)
имеем для решения задачи (1.1)–(1.3) оценку
ku; ;; 0;Qk2+  c(kf ; ;; 0;Qk + k'; ~; ~; 0;Dk2+
+ kg; ;; 0;Qk2+): (2.35)
Рассматривая u(t; x) при фиксированных (t; x) как линейный не-
прерывный функционал A(f; '; g) на нормированном пространстве
C2+(;; 0;Q) с нормой, равной правой части неравенства (2.34),
в силу теоремы Рисса и вложения C2+(;; 0;Q)  C(Q), можно
считать, что u(t; x) порождает борелевскую меру E(t; x;Z), опреде-
ленную на -алгебре множества Z области Q, включая Q и все его
открытые подмножества такие, что значение функционала определя-
ется формулой (2.33).
Используя теорему 2.1 при f  1, '  1, g  1, получаем оценки
(2.34).
Аналогичная теорема имеет место для решения задачи (1.1), (1.2),
(1.4).
Теорема 2.6. Если f 2 C(;; 0;Q),  2 C1+(;; 0;Q) и выпол-
нены условия а), б), г), то единственное решение задачи (1.1), (1.2),
(1.4) в пространстве C2+(;; 0;Q) определяется интегралами
Стильтьеса с борелевской мерой
u(t; x) =
Z
Q
 1(t; x; d; d)f(; ) +
Z
D
 2(t; x; d)'()
+
Z
 
 3(t; x; d; dS) (; ) (2.36)
и компоненты ( 1; 2; 3) удовлетворяют неравенствам
Z
Q
 1(t; x; d; d)
  ket( A  ) 1;Qk0;
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Z
 
 3(t; x; d; dS)
  keT b 10 ;Qk0;
Z
D
 2(t; x; d)
 
1  NX
k=1
jq(tk; x)e tk j
 1
;D

0
:
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