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Hamiltonian diagonalization is at the heart of understanding physical properties and practical ap-
plications of quantum systems. It is highly desired to design quantum algorithms that can speedup
Hamiltonian diagonalization, especially those can be implemented on near-term quantum devices.
In this work, we propose a variational algorithm for Hamiltonians diagonalization (VQHD) of quan-
tum systems, which explores the important physical properties, such as temperature, locality and
correlation, of the system. The key idea is that the thermal states of the system encode the informa-
tion of eigenvalues and eigenstates of the system Hamiltonian. To obtain the full spectrum of the
Hamiltonian, we use a quantum imaginary time evolution algorithm with high temperature, which
prepares a thermal state with a small correlation length. With Trotterization, this then allows us to
implement each step of imaginary time evolution by a local unitary transformation on only a small
number of sites. Diagonalizing these thermal states hence leads to a full knowledge of the Hamil-
tonian eigensystem. We apply our algorithm to diagonalize local Hamiltonians and return results
with high precision. Our VQHD algorithm sheds new light on the applications of near-term quantum
computers.
I. INTRODUCTION
Naturally arising Hamiltonian of quantum systems
exhibit local structure, which allows efficient algorithms
on quantum computers to simulate the evolution of
these systems. Diagonalizing these Hamiltonians, how-
ever, is a more challenging task for quantum comput-
ing, which also serves as important subroutines, for
instance, of the celebrated Density Functional Theory
(DFT) [1, 2] for important applications of quantum sim-
ulation in chemistry, materials sciences and technolo-
gies [3]. Quantum algorithms have been developed for
finding the eigenvalues and eigenstates of Hamiltoni-
ans, for instance the one based on quantum fast Fourier
transform [4]. However, implementing these algorithms
require fault-tolerance [5], which are not expected to be
achievable in the near future.
With the current Noise-Intermedia-Scale-Quantum
(NISQ) era [6], it is highly desired to design quan-
tum algorithms that can take advantage of the near-
term quantum devices. Many variational/hybrid quan-
tum algorithms are proposed in recent years, for
tasks such as finding ground states of Hamiltonians
(variational quantum eigen solver, VQE [7–9]), find-
ing approximate solutions to combinatorial optimiza-
tion problems (quantum approximate optimization al-
gorithm QAOA [10]); diagonalizing density matrices
of quantum systems (variational quantum state eigen-
solver, VQSE [11]; and variational quantum state di-
agonalization VQSD [12]), finding singular values of
matrices [13], and training quantum Boltzmann ma-
chine (variational quantum Boltzmann machine [14,
∗ jfzeng@ust.hk
† chenfeng.cao@connect.ust.hk
‡ zengb@ust.hk
15]). Along this line, the variational algorithm for find-
ing Hamiltonian spectra has also been discussed [16],
with also various new methods for finding excited
states [17, 18].
In this work, we propose a new variational quantum
algorithm for Hamiltonian diagonalization (VQHD) for
quantum systems, which explores the important physi-
cal properties, such as temperature, locality and correla-
tion, of the system. The key idea is that for any system
Hamiltonian H, the thermal state ρβ = e−βH/ tr(e−βH)
encodes the information of the eigenvalues and eigen-
vectors of H, where β = 1/kBT with T the temperature
of the system. For small β, ρβ is full rank and diagonal-
izing ρβ directly returns the eigensystem of H. Hence if
we prepare the thermal state ρβ, we can then use vari-
ational algorithms to diagonalize ρβ, for obtaining the
eigensystem of H.
To prepare the thermal state ρβ, one can apply an
imaginary time evolution with a thermofield double
state, as proposed in [19]. The idea is illustrated in Fig. 1
(a), where each connected pair of dots represents a two-
qubit maximally entangled state, and the initial ther-
mofield double state |TFD(0)〉 is hence a product of n
entangled pairs. The imaginary time evolution e−βH/2
on |TFD(0)〉 returns the state |TFD(β)〉, and ρβ will be
then obtained on the bottom n qubits by tracing out the
top n qubits. For applying e−βH/2, we choose a quan-
tum imaginary time evolution (QITE) algorithm as pro-
posed in [20]. An advantage of this choice is that, for
small β, the many-body state ρβ exhibits small correla-
tion length, local unitary transformations on a relatively
small size of local sites hence suffices to simulate the
imaginary time evolution on a quantum computer.
We apply our algorithm for diagonalizing various lo-
cal Hamiltonians, to obtain the full spectrum. Notice
that a larger value of β can suppress high energy states
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2which will then return low-line eigenstates of H. De-
pending on the situation, our algorithm hence can also
be applied to find low-lying states. Our method adds a
new tool to the family of NISQ algorithms and will shed
light on the near-term application of quantum comput-
ers.
II. THE VARIATIONAL ALGORITHM FOR
HAMILTONIAN DIAGONALIZATION
Consider a quantum system of n qubits. The system
Hamiltonian H adopts the form
H =∑
i
Hi, (2.1)
with each Hi acting nontrivially on geometrically local
sites.
The thermal state ρβ of the system has the form
ρβ =
e−βH
tr(e−βH)
, (2.2)
where β = 1kBT , where T is the temperature of the sys-
tem.
Our variational quantum algorithm for Hamiltonian
diagonalization (VQHD) involves the following two
major steps:
(S1) Prepare the thermal state ρβ for small β.
(S2) Diagonalize ρβ to obtain the eigenvalues and
eigenvectors of H.
There are various methods one can use for each (S1)
and (S2). We discuss the details in the following.
A. Preparation of ρβ
The first major step (S1) of VQHD is to prepare quan-
tum Gibbs state ρβ, and to do so is known to be challeng-
ing [21]. There have been some proposed quantum algo-
rithms to prepare the thermal state. Some of the meth-
ods are based on quantum sampling [22–24], which re-
quire quantum phase estimation as a subroutine, there-
fore are not suitable for NISQ devices.
There are also some variational algorithms proposed
to be implemented on NISQ devices [14, 19, 25, 26] .
The methods used in Refs [19, 25, 26] are based on min-
imizing the free energy of the system at certain temper-
ature, which is challenging due to the nontrivial esti-
mation of von Neumann entanglement entropy. Differ-
ent authors use different approximation methods for the
free energy estimation for running their algorithms on
NISQ devices. However, these methods also introduce
other degrees of complexity. Refs [26] approximately es-
timates the free energy with tools including quantum
amplitude estimation [27] and density matrix exponen-
tiation [28, 29]. Refs [25] estimates the approximate free
energy with a truncated Taylor series.
Two other proposals given in [14, 19] both start from
the thermofield double (TFD) state and need to evolve
in imaginary time on a quantum device. Ref. [19] ar-
gues that it is hard to implement quantum imaginary
time evolution and design a variational time evolution
between the origin Hamiltonian and interacted Hamil-
tonian, which also needs to approximately estimate
the nontrivial free energy with Renyi entropy estima-
tion [30]. While Ref. [14] straightforwardly employs a
variational quantum imaginary time evolution [31, 32],
which makes the algorithm much simpler. All those
variational methods share the drawback that it is hard
to design the variational ansatz space to include the tar-
get point and the barren plateaus effect [33] when using
the gradient of loss in the quantum circuit.
The method starting from the TFD state and evolv-
ing in imaginary time for thermal state preparation is
straightforward and simple, if we can implement the
quantum imaginary time evolution(QITE) easily. Motta
et al. [20] proposed an alternative QITE algorithm in ad-
dition to the variational one [31]. The QITE can be ap-
plied to determine ground state energy and the thermal
average. We adopt this QITE algorithm to prepare the
thermal state, which can take advantage of the small cor-
relation length of the system in small β. Consequently,
our method for preparing the thermal state ρβ is to use
the QITE algorithm given in [20] to evolve the TFD state
as discussed in [19], and then trace out the subsystem of
the TFD state.
Consider a 2n-qubit pure state |TFD(0)〉, which is a
maximally entangled state between the first n qubits (i.e.
qubits 1, 2, . . . n) and the other n qubits (i.e. qubits n +
1, n+ 2, . . . 2n).
|TFD(0)〉 =
2n
∑
i=1
|i〉|i〉, (2.3)
where {|i〉} are the computational basis of n qubits. We
now define the state
|TFD(β)〉 = e
−βH/2√
tr(e−βH)
|TFD(0)〉
=
1√
tr(e−βH)
2n
∑
j=1
e−βhj/2|j〉|j〉, (2.4)
where {|j〉} are the orthonormal eigenvectors of H, and
{hj} are the corresponding eigenvalues. Tracing out the
qubits n+ 1, n+ 2, . . . 2n from |TFD(β)〉 gives
ρβ = trn+1,n+2,...2n |TFD(β)〉〈TFD(β)|. (2.5)
To be able to implement the quantum imaginary time
evolution e−βH/2 on a quantum computer, we use a
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FIG. 1. (a) Schematic illustration of the basic idea of QITE algorithm and the locality of unitary evolution in QITE when apply
to prepare the TFD state. The qubits from 1 to 2n form an one dimension chain. The bond between i qubit and i + n qubit
indicate the two qubit maximally entangled state (|00〉+ |11〉)/√2 on (i, i + n) qubits. And the one dimension chain represent
the state |TFD(0)〉 on 1 to 2n qubits before apply the quantum imaginary time transformation. The blue shadow frame indicates
the L (L = 2) local imaginary time transformation e−∆τh[m], which can be reproduced by unitary transformation e−i∆τA[m] acting
on D ≥ L qubit. When the L (L = 2) local operator acting on (i, j) qubits inside the blue shadow frame, the D (D = 4) qubit
unitary operator act on (i, j, i+ n, j+ n) qubits indicated by the solid red box. When D = 6 the unitary operator acting on
(i, j, k, i+ n, j+ n, k+ n) qubits indicated by the dotted red box. (b) The quantum circuit to prepare the state |φ0〉 describe in the
main text.
QITE algorithm as given in [20]. After Trotter decom-
position of the corresponding imaginary time evolution
in N = β/2∆τ steps, the basic idea of QITE is map the L-
local non-unitary transformation to an approximate D
local unitary transformation in each step,
|ψ′〉 = 1√
c
e−∆τh[m]|ψ〉 ≈ e−i∆τA[m]|ψ〉, (2.6)
where c = 〈ψ|e−2∆τh[m]|ψ〉 is the normalization factor.
Each h[m] acts nontrivially on L qubits. A[m] is Hermi-
tian and act on D qubits. A[m] can be expanded in terms
of Pauli basis on D qubits,
A[m] = ∑
i1i2...iD
a[m]i1i2...iDσi1σi1 ...σiD =∑
I
a[m]IσI ,(2.7)
where a[m]I is the coefficient of combine Pauli op-
erator σI and the index I is a combination of qubit
indexes{i1, i2, ..., iD}. To find coefficients a[m]I and de-
termine the concrete form of A[m], we minimize the
function
‖ |ψ′〉 − (1− i∆τA[m])|ψ〉 ‖, (2.8)
which is consistent with our goals as discribed in
Eq. (2.6). It can be easily derived that the solution of
the minimization is subject to the linear equation,
(S+ ST)a[m] = −b, (2.9)
Where the matrix S and vector b can be obtained by D
local measurements on the |ψ〉,
SI J = 〈ψ|σ†I σJ |ψ〉,
bI = −2Im
[
1√
c
〈ψ|σ†I h[m]|ψ〉
]
,
where Im[] means the imaginary part of the variable in-
side. After solve the linear equation in the classical com-
puter, we get the a[m] and construct a quantum circuit to
implement the unitary transformation e−i∆τA[m]|ψ〉 on
NISQ quantum devices at each step.
One of the most import parameters of the QITE algo-
rithm is D, which is the number of qubits that the local
unitary transformation acts on. Given L local Hamilto-
nian, the QITE algorithm can capture the correlation of
the original Hamiltonian only if D ≥ L. However, our
goal is to prepare the thermofield double state|TFD(β)〉
start from|TFD(0)〉, which is a maximally entangled
state between the first n qubits and the other. When the
unitary local operator act on i qubit, it must include the
i+ n qubit and D ≥ 2L . In this paper, we consider the
2 local Hamiltonian and D ≥ 4. The locality of the D
4qubit unitary operator in QITE algorithm is shown in
Fig. 1 (a) with L = 2, D = 4 and D = 6.
Notes that the thermofield double state |TFD(0)〉 is
not normalized. We define a variable
|φ0〉 = 1√
2n
|TFD(0)〉 = 1√
2n
2n
∑
i=1
|i〉|i〉. (2.10)
The |φ0〉 is normalization and can be easily prepared
with a quantum circuit. Fig. 1 (b) shows the quantum
circuit to prepare the state |φ0〉: start with the initial state
|0〉⊗2n and apply Hadamard gates on qubits from 1 to n;
then apply the CNOT gates on (i, i + n) qubits, where
i is the control qubit and i + n is the target qubit and i
run over 1 to n. After preparing the initial state |φ0〉 by
a quantum circuit, we use the QITE algorithm to obtain
|TFD(β)〉 =
√
2n
tr(e−βH)
e−βH/2|φ0〉. (2.11)
B. Diagonlization of ρβ
The second major step (S2) of VQHD is to diagonal-
ize ρβ for obtaining the eigenvalues and eigenvectors of
ρβ. In general, for any quantum state ρ, quantum prin-
ciple component analysis [28] can be used to diagonal-
ize ρ with an exponential speedup compared to classical
computers. However, this method needs fault-tolerance
hence it cannot be implemented on NISQ devices. Vari-
ational Quantum State Diagonalization (VQSD) [12] and
Variational Quantum State Eigensolver (VQSE) [11] are
alternative algorithms to extract the eigenvalues and
eigenstates of ρ, and they can be used on near-term de-
vices. Compared with VQSD, VQSE needs less number
of qubits. Here we then use VQSE for diagonalizing ρβ.
After preparing the thermal state ρβ with QITE, we
train a parameterized quantum circuit V(θ) to partially
diagonalize it with VQSE. Denote the circuit output
state as ρ f , ρ f = V(θ)ρβV†(θ). Suppose we want to ob-
tain the lowest K eigenstates of H, the cost Hamiltonian
is therefore
Hcost ≡ 1−
K
∑
i=1
qi |i〉 〈i| , (2.12)
where qi > qi+1 for 1 ≤ i ≤ K − 1. We measure the
expectation value of ρ f on the cost Hamiltonian to esti-
mate the cost function
C(θ) = Tr
[
Hcostρ f
]
, (2.13)
then optimize the parameters θ to minimize it.
ρβ and H share the same eigenstates. ρβ of a non-
degenerate Hamiltonian is also non-degenerate, reach-
ing the minimum value of C(θ) indicates an exact par-
tial diagonalization of the ρβ. Denote the eigenstates of
H as {|ψk〉}, where k is the level index. V(θ)|ψk〉 = |k〉
for exact partial diagonalization with k ≤ K, we can run
the inverse of V(θ) to prepare the lowest K eigenstates
of H, measurements of H give the corresponding eigen-
values.
〈ψk|H|ψk〉 = λk. (2.14)
III. RESULTS
We implement the VQHD algorithm to demonstrate
its feasibility. We apply our the algorithm to diagonalize
two one-dimensional Hamiltonian, the random 2-local
Hamiltonian and the random transverse field Heisen-
berg Hamiltonian with periodic boundary condition.
The one-dimensional random 2-local Hamiltonian is
defined as
HR2L = ∑
〈ij〉
h[i] · σ[i, j]
= ∑
〈ij〉
16
∑
I
hI [i]σI [i, j]
= ∑
〈ij〉
4
∑
α=1
4
∑
β=1
hαβ[i]σα[i]σβ[j], (3.1)
where 〈ij〉 denote the summation over the nearest-
neighbor (NN) lattice site. α, β denote the Pauli operator
index and σα[i] is one of the Pauli operators (σ0 = I, σ1 =
X, σ2 = Y, σ3 = Z) act on site i. The coefficient hαβ[i]
is sampling from a uniform distribution over the inter-
val [0, 1) and subject to the condition ∑iαβ hαβ[i] = 16n,
where n is the number of lattice sites.
The one-dimensional Heisenberg Hamiltonian with
random transverse field is defined as
HRTH = ∑
〈ij〉
Si · Sj +
n
∑
i
hiZi (3.2)
where 〈ij〉 denote the summation over the nearest-
neighbor (NN) lattice site. hi is the coefficient of the
transverse field term on each site, which is sampling
from a uniform distribution over the interval [0, 1) and
subject to the condition∑i hi = n, where n is the number
of lattice sites.
A. The numerical results for the preparation of ρβ
In the part we discuss the numerical results of prepa-
ration of ρβ. As discussed in Section II A, the minimum
D is 4 for preparing ρβ. In all the experiments we set
D = 4.
The results of the random 2-local Hamiltonian and
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FIG. 2. The numerical results of preparation of ρβ for random 2-local Hamiltonian and the random transverse field Heisenberg
Hamiltonian with D = 4. The fidelity between the ρ procuced by QITE and the exact ρ0 as a function of β for (a) random
2-local Hamiltonian and (b) random transverse field Heisenberg Hamiltonian. The von Neumann entropy for the exact state
|ψCD〉 calculated by Eq. 2.11 for (c) random 2-local Hamiltonian and (d) random transverse field Heisenberg Hamiltonian. The
C subsystem include the sites (1, 2, ..., n/2, 1+ n, 2+ n, ..., n/2+ n). The relative energy E− Eg between the energy calculated by
QITE and the ground state energy Eg as a function of β respectively for (e) random 2-local Hamiltonian and (f) random transverse
field Heisenberg Hamiltonian.
the random transverse field Heisenberg Hamiltonian
are summarized in Fig. 2. To characterize how well the
QITE can prepare the target state ρβ, Fig. 2 (a) and (b)
shows F(ρ, ρe) =
(
tr
√√
ρρe
√
ρ
)2 , the fidelity between
the ρ produced by QITE and the exact ρe as a func-
tion of β respectively for (a) random 2-local Hamilto-
nian and (b) random transverse field Heisenberg Hamil-
tonian. When the Hamiltonian defined on n = 2 site,
the whole |TFD(β)〉 defined on 2n = 4 qubits. If we
set D = 4, the unitary operator act on the whole sys-
tem and can capture the correlation of system. The fi-
delity F(ρ, ρe) of n = 2 is approximated to 1 in all β
as shown in the blue point line in Fig. 2 (a) and (b).
When n > 2 the fidelity F(ρ, ρe) decrease as β increase.
However, the fidelity F(ρ, ρe) still approximate 1 for
β < 0.1 and state produced by QITE preform well in
small β. This could be understood as follows, for small
β the many body state ρβ is near the initial ρ0 and ex-
hibit small correlation. Fig. 2 (c) and (d) show the
von Neumann entropy Se = tr ρC log ρC for the exact
state |ψCD〉 calculated by the Eq. 2.11 respectively for (c)
random 2-local Hamiltonian and (d) random transverse
field Heisenberg Hamiltonian. The C subsystem include
the sites (1, 2, ..., n/2, 1 + n, 2 + n, ..., n/2 + n). The en-
tropy Se = 0 at β = 0 and the entropy increase as β
increase. The unitary act only D = 4 qubits can approx-
imate the small correlation of the original Hamiltonian
for small β, but can not capture the correlation for large
β.
Note that when applying for the QITE to solve the
ground state energy problem. We need large β and
large D for big n. Fig. 2 (e) and (f) shown the rel-
ative energy E − Eg between the energy calculated by
QITE and the ground state energy Eg respectively for (e)
random 2-local Hamiltonian and (f) random transverse
field Heisenberg Hamiltonian. As β increase to 1, the
relative energy are convergent for all n. But only the en-
ergy of n = 2 converges to ground state energy. The
relative energy E − Eg is large for large n. Compare to
the ground state problem, we need a small D and small
β to prepare the ρ when apply for the QITE algorithm.
As space and time cost of QITE are proportional to ex-
ponentials in D. The number of measurements is also
bounded by eD. Hence, we reduce the time and space
cost as well as the number of measurements.
B. The numerical results for the diagonalization of ρβ
After preparing ρβ for the random 2-local Hamil-
tonian and the random transverse field Heisenberg
Hamiltonian with high fidelity, we apply VQSE to find
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FIG. 3. The average fidelity between the predicted K eigenstates and the real lowest K eigenstates of H for (a) random 2-local
Hamiltonian H with and (b) random transverse field Heisenberg Hamiltonian. The performance of VQHD declines as n and β
increase. But for small β, VQHD always performs well.
the lowest K eigenstates of H, i.e. the highest K eigen-
states of ρβ if ρβ is exactly prepared. After training, we
calculate the average fidelity for the K target eigenstates.
The parameterized quantum circuits can be trained by
non-gradient methods (e.g. Nelder-Mead method) or
gradient descent methods. Here we use the latter one.
Although the gradient will vanish exponentially as n in-
crease [33], there are several methods to suppress the
phenomenon, such as selecting special initial parame-
ters [34], replacing the global cost function by a local
cost function [35], training the circuit with an adaptive
Hamiltonian [11].
The results for two Hamiltonian are shown in Fig. 3.
We exactly diagonalize ρβ for n = 2, 3, 4, partially diag-
onalize ρβ for n = 5. A small K that satisfies K << 2n
makes the training much easier. VQSE performs well
for small β cases, the performance reduction for large β
is due to the inexact preparation of ρβ.
IV. DISCUSSION
In this work, we proposed a variational algorithm for
diagonalizing many-body Hamiltonians. Our VQHD
method explores important physical properties of local
Hamiltonians, including temperature, locality and cor-
relation.
The key idea is that the thermal state ρβ =
e−βH/ tr(e−βH) encodes the information of eigenvalues
and eigenstates of H, for any β in principle. Due to the
exponential function, larger β will suppress high energy
states, hence to retrieve information of low-lying states
of H. Diagonalizing ρβ with a variational algorithm on
a quantum computer will then result in either full spec-
trum or low-lying eigenstates of H, depending on β.
ρβ can be obtained from the thermofield double state
|TFD(β)〉 = e−βH/2|TFD(0)〉, by replacing the imagi-
nary time evolution e−βH/2 with a unitary transforma-
tion implemented on a quantum computer. For small
β, the many-body state |TFD(β)〉 has a small correlation
length. With Trotterization of the imaginary time evolu-
tion e−βH/2, each step can hence be replaced by a unitary
transformation on only a small number of sites.
The main reason that we choose the QITE proposed
in [20] instead of the variational one [31] in our varia-
tional quantum algorithm of Hamiltonian diagonaliza-
tion is that we only need to consider the small β region
and the local unitary transformation only needs to in-
volve a small number of qubits. To solve the ground
state energy, however, the QITE algorithm needs a larger
number of qubits in each step of the unitary transfor-
mation. In principle, starting from an initial state that
has some overlap with the ground state, evolve imagi-
nary time to infinity large β can converges to the ground
state. In practice, we need a larger β and D for the
ground-state problem than thermal state preparation in
QITE. We hence save the space and time cost of QITE
algorithm when applying to the preparation of thermal
states. Another significant difference between the ther-
mal state preparation and the ground state problem is
the locality of the unitary operators in QITE. We say that
the TFD state has a smaller correlation length for small
β, which is just defined on the first n qubits. Note that,
the initial state |TFD(0)〉 is a maximally entangle state
between the first n qubits and final n qubits. The unitary
transformations must capture the correlations between
the i and i+ n qubits, hence always need to include the
pair (i, i+ n) in the D qubits unitary transformations.
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