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A bstract
The theory of Lee and Yang, which relates the d istribution of the zeros of the 
partition  function to  the phase structure of a system , is applied to lattice field 
theory with dynam ical fermions.
A m ethod is described in which the partition  function is evaluated as a finite 
polynom ial in either the bare fermion mass or the ‘fugacity’. The roots of this 
polynom ial which are relevant to the physics, i.e.those close to the real axis, are 
then studied.
The partition  function zeros are first studied in the fermion mass plane for 
5/7(3), 5/7(2) and U( 1 ) gauge theories with four flavours of staggered fermions in 
the infinite coupling limit. Differences are observed in the distributions of zeros 
on finite lattices, but all are consistent with the expected critical point at ma  =  0  
on an infinite lattice. The 5/7(3) and U( 1) calculations are then extended to 
weaker couplings and, in the 5/7(3) case, to larger systems.
In C hapter 7 we perform the expansion in the fugacity plane. The Grand 
Canonical Partition  Function is expanded in term s of Canonical Partition  Func­
tions for fixed fermion number. The distributions of zeros give strong evidence 
for the ex is te n c e ,or otherwise, of a phase transition at finite chemical potential.
C hapter 1
Introduction
1.1
Q uantum  Chromodynamics is the field theory of the strong interactions between 
quarks and gluons. It is described by the Lagrange density
C q c d  =  - ^ T r i ^ F ^ +  ( 1 .1 )
^9 j
Fnv — &nAu — -\-\[A^ A„] (1-2)
A ^ g A ^ T a  (1.3)
and Ta is a representation of the Lie algebra of the 517(3) gauge group.
Calculations based on a weak coupling, perturbative expansion around g — 0 
have been very successful in predicting the high-energy, short distance, behaviour 
of the theory as probed in collider type experim ents. These Feynm an diagram 
techniques are valid in this regime since QCD is an asym ptotically free theory. 
The coupling tends to zero at short distances. Low order pertu rbative calcula­
tions, however, are not valid in the low energy regime where the coupling diverges
and we know th a t quarks are confined in colour singlets.
Renorm alisation group calculations predict th a t hadron masses and ( ‘ipip/ will
1
x a
Figure 1 .1 : Two contributions to the quantum  mechanical path  integral, 
be related to  a mass scale introduced by the regularisation scheme.
m H, ( W )  A =  const, e c92(°) (1-4)
g(a) is the coupling at length scale a. Equation(1.4) has an essential singularity at 
g(a) — 0. This means th a t it has no perturbative expansion. Hadron masses, chi­
ral sym m etry breaking and confinement are therefore inherently non-perturbative 
and in order to study them  we require a non-perturbative regularisation scheme 
which can be applied directly to the fields, rather than  to Feynm an diagrams. 
The la ttice  gives us such a scheme.
1.2 In troduction  to L attice G auge T heory
1.2.1 P a th  In tegrals and S ta tistica l M ech an ics
The Feynm an path  integral formulation of quantum  mechanics[l] gives us the 
probability am plitude for a particle at a point ( to ,x 0) f°  propagate to a point
G(zo,t„,i„t.)= £  e*'£L m ) ) i t  (1-5)
all paths
The sum extends over all possible paths between the initial and final points This 
infinite sum may be replaced by a functional integral over all paths. (Figure 1.1) 
L(x,  x)  is the classical Lagrangian for the system.
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We may generalise this to quantum  field theory. Let us consider a single scalar 
field, (j). Since the field is simply a function of the space-tim e coordinates, we may 
write the partition  function — the generating functional for vacuum diagrams — 
as
Z = [  [d(f>] e*7dT/ d3a?£(^M ) (1 .6 )
J  field configs
where C((f), 8 ^ )  is the Lagrangian Density function.
Expectation values of tim e ordered products are calculated with the complex 
measure
(1.7)
Z
|n> = z - 1 J[d<t>] 4,1<f,2ei f drI d°zC(*'6‘-»  (i.8)
where | ft) is the vacuum.
If we now perform  the analytic continuation t —► i x 4 (x± E 3?) we obtain a
real m easure sim ilar to the Boltzm ann factor in statistical mechanics.
1 - f d * X £ E ( 1 9 )
£l
where Ce  is the Lagrangian density function in four Euclidean dimensions.
This is now formally equivalent to a 4-D statistical system  of fields in tha t 
the tim e-ordered products of field variables are simply the statistical expectation 
values of these products with respect to the ‘Boltzm ann d istribu tion ’ given above.
It is this equivalence which allows us to calculate these expectation values 
numerically, as we shall discuss later. It also allows us to make use of many 
techniques developed for the study of statistical systems.
It m ust be noted th a t a naive calculation of expectation values using the above 
measure will still encounter divergences due to the high frequency components 
of the fields. We m ust remove these divergences by im posing a cut off on the 
m om enta associated with the fields.
The analogy with statistical mechanics, and in particu lar critical phenomena
3
X +v
*
a
t
i i
X x + n
Figure 1.2: Two dimensional slice through a hypercubic lattice
(e.^.phase transitions in spin systems), is m ade closer by the choice of regulari­
sation scheme which we make.
1.2 .2  L attice  R egu larisa tion
This regularisation scheme imposes a discrete sym m etry on a finite volume of 
space-time. This usually involves the approxim ation of continuous space-tim e by 
a hypercubic la ttice , with lattice spacing a (Figure 1.2).
The im position of this discrete structure breaks the rotational sym m etry of
the continuum  theory but we hope tha t this will be restored as we approach the
continuum  lim it (a —► 0 ).
Consider a single scalar field, (j), on a L A lattice. If we now Fourier transform 
this into m om entum  space we obtain
m =  E  *** « * )• (i- io )
x^ = na
,L
<f)(p) is periodic in p w ith period
The m om enta may be restricted to lie in the first Brillouin zone
- ~ < P , < -  ( l .H )a a
which gives us the desired ultraviolet cut-off.
We may now restore, in some sense, translational invariance, at scales above 
a, by imposing periodic boundary conditions in all directions.
1.2 .3  th e  L attice  A ctio n
The Lagrangian density for QCD w ithout fermions is
£ ,u e n  =  ( 1-12)
O ur choice of action , Sl , for the la ttice theory m ust satisfy three requirem ents.
q a—*0 /i
• * -Cquen
• we require a local action
•  S l m ust be invariant under local gauge transform ations.
The gauge fields may be naturally  associated with the la ttice  links.
A „ ( x ) -> Ux,„ =  e, / ' +'‘^ W
a~ ° eiaAn(x)
~  1 +  iaA^(x)  (1.13)
The link variables, UXtfl, are elements of the gauge group, ra ther than  the Lie 
algebra.
To preserve local gauge invariance, our lattice action m ust be built up from 
products of link variables around closed paths on the lattice. The sim plest, and 
m ost local, choice is the elementary plaquette.[2 ]
Re Tr(£/X)M Ux+n,v Ux+n+i/,—n Ux+v,—v)
Re Tr ( U ^ U x+^ u U u , M . , )  ( 1 •14)
Re Tr Up 
5
x+v ^  X-+H-+V
Re Qx x+n
On the lattice, where derivatives are replaced by finite differences,
6p Au(x)  —> ~ ( A u(x  +  p)  — A„(x) )  (1-15)
and
T r U ^ T r i l - ^ F ^  + Oia6). (1.16)
If the la ttice action is taken to be
S (U ) = £  E a - h M T r t y )  (1.17)
then  the  correct action is recovered in the continuum  lim it. The la ttice action 
m ay be modified by the addition of term s which vanish in the continuum  lim it 
bu t Eqn(1.17) gives the simplest, and most frequently used form.
T he lattice partition function becomes
Z  =  J  VU e~s m  (1.18)
where V U  is the invariant Haar measure of the gauge group. Z , for a finite 
system , is now well defined, with no divergences.
1 .2 .4  T h e C ontinuum  L im it
In order to approach the continuum quantum  field theory we m ust remove the 
cut-off by letting the lattice spacing shrink to zero. Hadronic physics has a char­
acteristic length scale of around lfm . Since this is a physical length scale which 
m ust rem ain constant as the lattice spacing becomes smaller, it m ust become very 
large when compared to the lattice spacing as a —> 0. Since the interactions in the 
la ttice theory are given by finite differences, and thus extend over infinitessimal 
distances, it requires careful tuning of the param eters in the action so th a t non­
trivial behaviour, with correlations extending over finite distances and hopefully 
describing physical processes, is obtained.
This tuning is exactly analogous to the tuning required in the approach to 
the critical tem perature in statistical mechanical models. [6 ]
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Ising model Q .F.T.
T - > T C
» ooa
£ —> oo, a fixed 
a ~  lA
9 9m
^ > ooa
£ fixed, a —> 0  
£ ~  lfm
Table 1 .1 : Comparison of the critical behaviour of the Ising model and the ap­
proach to the continuum lim it of la ttice  gauge theory. £ is the correlation length 
in physical units.
Consider an Ising model at a tem perature above Tc. correlations between spins 
will extend over only a few lattice spacings. As the tem peratu re is tuned towards 
Tc, the correlation length increases towards infinity and the system  ungergoes a 
second order phase transition.
The critical behaviour, as described by the critical exponents, depends only on 
the spatial dimension and the symmetries of the Hamiltonian. This is in contrast 
with the correlations above Tc which depend on the lattice structu re  and the 
exact form of the interactions.
In quantum  field theory, the coupling constant g m ust be tuned to a critical 
value, g*, so tha t the correlation length diverges when m easured in units of the 
la ttice  spacing. In this case, however, physical distances m ust rem ain finite. 
Therefore the lattice spacing m ust be simultaneously tuned to  zero.
Perturbative calculations tell us th a t QCD is asym ptotically free[3]. For small 
coupling, g(a) —> 0 as a —> 0. The continuum lim it is approached by sim ultane­
ously tuning g and a to zero while holding physical quantities fixed.
Since the only dimensionful quantity in lattice QCD is the lattice spacing, a,
7
any mass prediction should take the form
M = - f ( g ) .  (1.19)
a
In a renormalisable theory, as the lattice spacing becomes small com pared to 
characteristic length scales, and so the cut off becomes large, the spacing is no 
longer expected to affect the physics. This requirem ent th a t physical quantities 
be cut-off independent,
d M
a —— =  0 (1.20)
da a—►()
leads to  the relation
where
M  + M ^  = o ( i .2 i)
J%) =  (1.22)da
is the  Callan-Symanzik beta function. [4]
E quation (1 .2 2 ) relates the lattice spacing at different values of the  coupling
by
r g dafi£l = e-£jr,I. ( 1.23)
“(So)
In our simulations we typically calculate dimensionless quantities, e . g . M a .  If 
our answer is relevant to the continuum theory then we should find th a t it scales 
w ith the lattice spacing as we perform the m easurem ent at various values of the 
coupling.
_  rg dg
M{a = constant, e Jg° &g) (1-24)
irrespective of the form of /3(g). This leads to the conclusion th a t we m ust reduce 
the coupling until the ratio of two masses , e.^.pion and nucleon, becomes constant 
as g  changes.
^  =  constant (1.25)
rrija rrij
As we system atically reduce the lattice spacing we are forced to increase the 
num ber of lattice sites so th a t the physical size of the lattice does not become too
small. It is the extra com putation required for these large lattices which makes 
sim ulation in this ‘scaling regime’ very expensive.
The 2-loop perturbative form for (3(g) is well known[5].
m  = -/3o9Z - / 3 l95 + 0 ( g 7) (1.26)
where (30 = 11/16?r2 and f t  =  ^ (3 /16?r2)2.
This gives
a(g) =  +  0 ( g 2)) (1.27)
where Al is a cut off independent mass param eter which sets the scale of QCD. 
It is an external param eter which m ust be m easured by experim ent.
If we are working at sufficiently small coupling, then we expect (3(g) to ap­
proach the 2 -loop f t  function, (3(g) = —(30g3 — f t # 5. Our measured value of ma  
should have the dependence
h.
ma = const, e 2/3° fl2 ((3og2) ^  (1.28)
ma
= const.Al  =  m  (1.29)
a{2 — loop)
where a (2-loop) is the value calculated from the perturbative formula. This be­
haviour is known as asym ptotic scaling.
If we observe asym ptotic scaling behaviour then we can say th a t we are 
approaching the perturbative regime which describes so well much of the phe- 
nomonology of QCD. The non-perturbative inform ation is the value of the con­
stan t in equation (1.29).
1.3 C alculational M ethods
1.3.1 S trong C oupling E xpansion
The strong coupling expansion of lattice QCD is equivalent to the high tem pera­
tu re  expansion of therm odynam ic systems. The ‘Boltzm ann factor is expanded
9
in powers of (5 =  6 /g 2 .[7 ]
e - S ( U )  =  1 _  p  £ ( 1  _  J _  R e ( X r  U p ) )  +  . . . ( 1  3 0 )
Each factor of (3 brings with it a product of group variables around a plaquette.
The problem  reduces to the com putation of chains of group integrals. For
57/(3) gauge theory we may use the identities[8 ]
j w  = 1 (1.31)
J V U U  = J v U l P  =  0 (1.32)
J v U U U  =  ( V U  f7t £/t =  0  (1.33)
J  V U  UjjUh = l<5,i£jfc (1.34)
J  'DUUijUkiUmn =  (1.35)
As an example, let us calculate the expectation value of a W ilson loop, W(r ,  t). 
The closed loop on the lattice is the simplest object w ith any physical significance. 
It can be shown quantum-mechanically th a t the  potential, V (r), between a static  
quark and antiquark can be defined via
< W(r,  ( ) > '= “  e - v w ‘ (1.36)
where r  and t are the spatial and tem poral dimensions of the loop.
Substitu ting equation (1.30) for the exponential of the gauge action and using 
equations (1.31)—(1.35), the expectation value picks up its first non-zero contri­
bution from the diagram in which the Wilson loop is ‘tiled ’ using the m inimum 
num ber of plaquettes. (Figure 1.3)
All link variables now appear in the form T t(UU^). This leads to the result
Figure 1.3: The minimally tiled Wilson loop. The lowest order strong coupling 
contribution to (W(r,  t))
Comparison with Equation (1.36) leads to the linear confining potential
V(r)  ~  err (1.38)
w ith string tension.
l n ( V )  (1.39)a  =
However, this result may not be of direct relevance to continuum  QCD. A 
sim ilar result may be obtained for QED, which is not a confining theory in the 
continuum . The linear potential may only be lost through a phase transition 
which should be evident at higher (3 and higher order in the expansion. Un­
fortunately, the results of the strong coupling expansion becom e unclear as we 
approach the scaling region. We need a more powerful technique if we are to 
probe continuum  physics.
1.3 .2  M onte Carlo M ethod
The path  integrals to be evaluated in the calculation of an expectation value are 
ordinary multiple integrals over the group manifold.
<4>> = i  J  V U  <j,(U)e-s^  (1.40)
11
= J  Z  m ) e - S m  (1.41)
all config
A naive sum m ation in equation (1.41) is im practical. Even for the simplest 
possible gauge group, the Z 2 group of the Ising model, on a 1 0 4 lattice, we have 
1.58 X lO12041 configurations. The sum m ation could not be performed in the age 
of the universe.
All is not lost, however. Due to the Boltzm ann factor in equation (1.41), only 
a sm all subset of configurations make any significant contribution to the sum. 
One m ust generate configurations according to their im portance. [8 ]
P([U])[DU] = [DC/]e-s(t/> (1.42)
The expectation  values then become averages over a large num ber of configura­
tions taken from the  distribution (1.42).
< ^ > = 4  £  *(«/) + O ( - T )  (1.43)
iV N configs V  Jy
These configurations may be produced by a Markov process in which each con­
figuration is generated from its im m ediate predecessor w ith probability P([UXitl] —>
W L J ) .
The conditions placed on this probability function will be discussed in the next 
chapter along w ith the algorithms used to generate configurations in practice.
1.4 Ferm ions on the L attice
If we hope th a t the  la ttice theory will reproduce the phenomenological results of 
QCD, e.^.the low lying hadron spectrum , and explain the mechanism by which 
chiral sym m etry is broken, then we m ust include the effect of quark loops in our 
calculations.
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1.4.1 T h e ferm ion  d oub lin g  prob lem
The fermion part of the action for continuum  QCD is
S  =  X ]  f  d4x [^ (x ) ( ^ +  * 4  +  m ) ^ ( x ) ]  ( I-4 4 )
/  J
where the  sum is over all fermion flavours.
A naive transcription onto the la ttice gives, for a single flavour of fermion,
S f  =  +  P) “  +  phnUl(x)il>(x))  +  2m a  J 2
^  x , n  x
(1.45)
For free fermions, when =  1 , we may transform  into m om entum  space
using
H p ) =  X I e,p,nV>(a:) (1.46)
n
where the vector n has integer com ponents labeling the  la ttice  sites, p^ =
m ^ir /N^  where N M is the length of the la ttice in the p  direction and m ^  =
0 ,1, . . . ,  2Nm — 1.
The action then becomes
S f  =  J 2 ^ ( p ) J 2 ( 2i'y^s ln Pm)i’( - p )  +  2 m r p ( p ) ^ ( - p )  (1.47)
P M
w ith la ttice  fermion propagator
S ( p ) =  ( £  -*7i*s in Pm +  2m )_1 (1-48)
„ a
For pm <C Tr we recover the continuum form
S (P) = E ~ +  2 m ) " 1 ~  —j —  (1.49)M a p +  m
However, for pM close to 7r we also recover the  continuum  form w ith a new set 
of 7  m atrices.
In 4-D, the propagator has 16 poles at the corners of the first Brillouin zone. 
This means th a t a single naive Dirac field describes not one bu t sixteen fermions. 
This is the doubling problem of lattice field theory.
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This doubling arises from the periodicity of the sine function in the fermion 
propagator obtained from the fourier transform  of the nearest neighbour form of 
the la ttice derivative. In a continuum theory, a derivative ju st gives a factor of 
the m om entum . However, if we replace the sinpM by p^ in the la ttice propagator 
and then retu rn  to position space,we obtain highly non-local fermion interactions.
The doubling problem  is also very closely related to chiral symmetry. Suppose 
th a t we want to describe a theory with only left-handed particles |(1  — 7 5 )^  and 
+ 7 5 ). W hen we put this naively on the lattice, we find th a t we now have 
16 particles, 8  right-handed and 8  left-handed. This is because, at some of the 
poles of the propagator, we have to modify the 7  m atrices in such a way tha t 75 
changes sign. W ith the original 7 5 , | ( 1  — 7 5 )^  will now describe a right handed 
particle at th a t pole.
This is a general feature of lattice theories which is expressed in a theorem of 
Nielson and Ninomiya[9] : A herm itian, local and translationally  invariant lattice 
field theory has an equal num ber of left and right-handed fermions in every charge 
sector of the H ilbert space.
We can avoid the doubling only by explicitly breaking the chiral sym m etry of 
the m a = 0 action. There are two widely used formulations.
• Wilson fermions, in which the chiral sym m etry is com pletely broken.
• Kogut-Susskind (staggered) fermions which retain  a rem nant of chiral sym­
m etry  at the expense of not completely solving the  doubling problem.
1.4.2 W ilso n  Ferm ions
Wilson added to  the naive action an irrelevant operator, which van­
ishes in the continuum  lim it[10]. For the free fermion action on the lattice we
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now have
(1.50)
where
(1.51)
is the Wilson hopping param eter.
The free fermion propagator now becomes
At p — (0 ,0 ,0 ,0 ) we recover the continuum  form of the propagator. At other 
corners of the Brillouin zone we have fermions with mass
nr
2m  -|------
a
where n is some integer. Since r is fixed, this represents a divergent mass as 
a —> 0 . this lifts the degeneracy.
r  is conventionally taken to be equal to 1 , which gives us projection operators 
(1 — 7 M) and (1 +  7 M). In order th a t ma  =  0 we m ust tune k to  a critical value,
2  ma
1
(1.53)
8
In the interacting theory,
X
+i>(x +  n) ( l  +  7 < .)^ (z )0 (* )} ] (1.54)
kc will be a function of the coupling, varying between the free field value, |  and 
the strong coupling value of
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1.4.3 S taggered  F erm ions
Kawamoto and Smit [11] reduce the number of degenerate flavours by perform ing a spin 
diagonalisation of the action. Define a new field, x> by
xl)(x) = 7 i17 2 2733744X(#)> ^ 4  =  t (1.55)
The fermion action then becomes
S@,1>,U) = S ( x , X , U )  
a 3 _
=  +  /*) -  x ( x  -  l*)riv(x  -  p ) u l ( x ) x ( x ) )
+  2 m a x (z )x (z )l (1.56)
The fermion signs, t/m(x), arise from the com m utation of 7  m atrices.
rj^(x) =  1 if fi = 1
=  (—i )xi + - +xm- i otherwise (1-57)
The action is now diagonal in the spin degrees of freedom and so describes four 
single com ponent complex fields.If we retain only one of these fields, we reduce 
the num ber of flavours to four.
The action (for m  =  0) now has a U( 1 ) x £7(1) sym m etry
X°e -  eia°X°e (1-58)
T e - > T e e - ia% (1-59)
where V  and ‘o’ refer to the fields on even and odd la ttice  sites, x  fields on 
neighbouring sites have opposite chirality. A mass te rm  couples fields even to 
even and odd to odd. This forces a e =  a 0. This corresponds to  the fact th a t a 
mass in the continuum  Lagrangian couples left handed fields to  left handed fields 
and right to right, forbidding independent rotations of left and right handed 
components.
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It is possible to reconstruct a 4-component, flavoured, Dirac field from the 
X field. This field is defined on a la ttice of spacing 2a w ith its spin and flavour 
d istribu ted  over an elem entary hypercube of the original lattice. The action is 
th a t for a naive fermion with an additional term  of relative order a which lifts 
the degeneracy. The 4-mom entum is now restricted to the first Brillouin zone 
associated with the new lattice.
(L60)
The proptigator now has,for m  =  0, only one pole a t =  (0 ,0 ,0 ,0 ) , in each 
flavour channel, giving four massless flavours.
This action at m  — 0 has a Uv{l)  x Ua(1) symmetry. The U a { 1 ) is a rem nant 
of the SUa{4)  sym m etry of the naive action, not the Ua(1) chiral symmetry. 
However, when the Ua{ 1) is broken spontaneously, we will get a massless ‘pion’. 
We do, therefore, have some rem nant of the correct chiral symmetry.
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C hapter 2
A lgorithm s for sim ulations o f  
QCD
2.1 Introduction
T he m ajority  of algorithm s for the sim ulation of QCD w ith dynam ical quarks 
follow one of two philosophies
• fairly large changes m ade to one link a t a tim e w ith an exact calculation of 
ferm ion determ inant ratios a t every link update .T his is a very expensive 
calculation. The m ost common algorithm  of this type is th a t of M etropolis 
et aZ.[1 2 ].
• approxim ate m ethods which update  the whole la ttice  by a small am ount 
using an equation of motion. This requires the calculation of inverse 
m atrix  elements only once per la ttice  update  b u t expectation values m ust 
be ex trapolated  to zero tim e-step, m aking m ultiple runs necessary.
Exam ples are the Langevin[13], Microcanonical[14] and Hybrid[16] algo­
rithm s.
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One algorithm  which appears to have the advantages of bo th  these m ethods 
is the H ybrid M onte Carlo A lgorithm  (HMC)[17].
In this m ethod the la ttice  is updated  using one hybrid trajectory . The new 
configuration is then accepted w ith probability = m in [ l ,e m ]. where 5H  is 
the change in  the H am iltonian during the hybrid trajectory . The M etropolis 
accep t/re ject step ensures th a t this is an exact algorithm  w ith no step-size 
dependence in expectation values.
In this chapter the M etropolis, Langevin, M icrocanonical and HMC m ethods 
will be briefly discussed. A m ore detailed description of one form ulation for the 
H ybrid algorithm  and the extensions needed to im plem ent the HMC algorithm  
will then  be given.
The last section will give an outline of the algorithm s used to  calculate the 
required inverse m atrix  elements.
2.2 T he M etropolis A lgorithm
The properties required of a M arkov process used to  generate field configurations 
in a M onte Carlo algorithm  are
1 . ergodicity : for any two configurations [Ux^] and  [U'x ]
P { \ v . A  -  K , J )  >  o (2 .i)
2 . norm alisation :
E p(\u*A -  KJ) = i (2.2)
3 . to ensure th a t we obtain  configurations d istribu ted  according to the cor­
rect probability  density
p([U\) = [dU\e-s m )  (2.3)
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we require th a t p([U]) be a fixed point of our algorithm , i.e.
X > ([U ])P ([t/]  - [ U '] )  =  p([U’}) (2.4)
vn
A sufficient condition is th a t the process satisfies detailed balance.
P([U})P([U) _  [U']) =  p ([ tr '] )P ([ iq  -  [c/]) (2 .5 )
A sim ple way to  im plem ent this is th e  M etropolis algorithm .
P ( { U ] ^ [ U ' } )  =  m in [ l ,e - w ] (2 .6 )
SS  =  S([U'}) -  S([U])
If dynam ical fermions are included we m ust calculate
M =  detM([U')
detM([U]) ’
for every link update . It is not actually  necessary to calculate the full determ i­
nan t each tim e. The ratio  may be rew ritten  as
<2-8 ’
where 8 M  = M([U’/]) — M ([!/]) has non zero elements in only a sm all block, 
however, we still have the costly calculation of the necessary inverse m atrix
elem ents. This lim its exact M etropolis updating  to  very small lattices.
2.3 Sm all step-size algorithm s
2.3 .1  K ram ers equation
The K ram ers equation[18] for a classical particle of m ass m  moving in a one 
dim ensional potential V(x)  takes the form
d2x d V  dx ( 2a \ 2
m d ^  = - d ^ - a ^  + { j )  n(T)• ( 2 -9 )
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This is the Newton equation w ith the addition of a drag te rm  w ith coefficient 
a  and a G aussian noise tj(t ) w ith norm alisation
(n(r)T]{Tr)) = 6(t -  t ) (2.10)
where, in this case, {x) denotes the statistical average of x.
The noise need not actually  be G aussian bu t m ust satisfy the above nor­
m alisation. The K ram ers equation describes the Brownian m otion of a particle 
w ith the drag te rm  included in the calculation.
T he K ram ers equation can be rew ritten  in canonical form  by introducing 
the m om entum  variable p.
dp d V  p f ‘2 a \ 2 t N dx
dr dx  m  I [3
Sim ulations of this system  are perform ed by discretising r  and  in troducing a
tim e step, e. If the  resulting finite difference equations are solved to  first order
in  e, the equilibrium  probability density is found to  be
P ( x ,p )  =  e - '3(£ +1/<I » +  O(e) (2.12)
The K ram ers equation thus generates a particle d istribu tion  in therm al equi­
librium  at tem pera tu re  T  =  ^  , independent of the drag coefficient a .
2.3 .2  L angevin  A lgorith m
The m  —»• 0  lim it of the K ram ers equation, after rescaling to  remove a ,  becomes
dx 8V f 2 \ 2 , ,
+ U J  ^  (2-13)
This is the Langevin equation.
For a scalar field theory, the Langevin equation takes the form
^  = (2-14)d r  a<p(x,T)
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where t  is the  fictitious tim e, S[(f>] is the  la ttice  action and 7] ( x , t )  is Gaussian 
noise norm alised by
( l i x . T ^ x ' . T ) )  =  2 8xx'8(t -  t ). (2.15)
For sufficiently large r ,  the configurations <£(.t , t ) are generated according 
to th e  probability  d istribution
P(d>) =  e~5[<*]. (2.16)
This is exactly the required d istribution.
For actual num erical sim ulations, Langevin tim e m ust be discretised, giving 
the following recurrence relations for the  fields.
c) S
<f>(x i Tn+i) =  (j>(x ,Tn) -  e—    +  y/erj(x,Tn) (2.17)d(p(x,Tn)
The delta  function in the norm alisation equation for t](x , t ) (Equation(2.15)) 
now becomes a Kroneck&rdelta, 8Ty  in  discrete Langevin tim e. This leads to an 
equilibrium  probability d istribution
P{<f>)d<f> = e ' ^ d c j )  (2.18)
where 5  is the modified action
5[0] =  5[0] +  6S 1M  +  --- (2.19)
The O(e) correction m ust be elim inated by ex trapolation  to e =  0.
It can be shown th a t, for some actions, the 0 (e ) te rm  can be absorbed into 
a renorm alisation of the bare param eters of S[</>] giving an effective action S'[(f)\. 
[13]
S'[cf>} =  5 ®  (2 .2 0 )
*  =  (2 -2 1 )
D iscretisation errors can only be absorbed into a renorm alisation of the bare 
couplings and masses in this way if the new action is in the same universality
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class as tlie old one. This is only satisfied for small e and  local actions, e.g.The 
pure gauge W ilson action.
This algorithm  m ay be generalised to non-abelian gauge fields in  a s tra igh t­
forw ard m anner.
The iterative Langevin scheme
UfJt( x , r n+1 ) =  e~lfaTaU^(x,Tn) ( 2 .22 )
w ith  driving force
fa — e^ai>ojT] T  yfer)a (2.23)
is the sim plest group invariant discretisation of the differential Langevin equa­
tion for a gauge invariant action So[U] built up from  U^(x)  link variables.
The inclusion of fermion loops results in a m odification of the  driving force.
/  =  e[dS0 -  \ R e ( ( ' ± d M O }  + Vir,  (2.24)
where £ is a gaussian random  vector.
This involves one full m atrix  inversion per la ttice update .T h is is still quite 
expensive in com puter time.
2.3 .3  M icrocanon ical and H ybrid M eth od s
The a  —» 0 lim it of the Kram ers equation gives the purely determ inistic  Newton 
equation.
—  =  (2.25)
d r 2 dx
This, when w ritten  in term s of the canonical variables x  and  p, is precisely the 
microcanonical m ethod .[14,15]
dp 1 W  . „ x—  = - (2.26)
d r  2 dx
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As for the Langevin algorithm  one can w rite down a version of the equations 
for field theories and then  proceed to the discretised recurrence relations.
The K ram ers equation interpolates between the Langevin and m icrocanon­
ical (M olecular Dynamics) lim its. The H ybrid M olecular Dynamics algorithm  
used in QCD sim ulations is not actually the K ram ers equation but the philos­
ophy of using a m ethod between the lim iting cases is similar.
In the H ybrid algorithm  the m icrocanonical equations of m otion are in­
teg ra ted  for a few steps. The m om enta are then refreshed from a lieatbath .
i.e.several m olecular dynamics steps followed by one Langevin step.
This m ethod will converge to the correct equilibrium  distribution  faster than  
the  Langevin lim it. The optim um  rate  can be obtained by adjusting the length 
of the m icrocanonical trajectories -  equivalent to tuning  a  in the K ram ers 
equation.
2 .3 .4  T h e H ybrid  M onte Carlo A lgorith m
The HMC algorithm  combines the good points of the exact algorithm s with 
those of the small step-size algorithm s. The parallel updating  across the lattice 
which is the advantage of the approxim ate algorithm s is retained  bu t all finite 
step-size errors are eliminated.
This is achieved by using a hybrid algorithm , ra th e r th an  local changes, to 
generate successive configurations in a Markov chain. Each new configuration 
is then accepted/rejected  in a global M etropolis type decision which checks the 
change in the H am iltonian of the system.
It is easy to prove [17] th a t this process of determ inistic evolution followed by 
accep t/re ject satisfies detailed balance. Ergodicity is ensured by choosing the 
m om enta random ly from a Gaussian d istribution at the s ta rt of every trajectory.
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T he d istribu tion  of configurations is completely determ ined by the Ham il­
tonian  in the accept/reject step. In principle one could use any action in the 
hybrid evolution. In practice it is m ost efficient to use the sam e, or a very simi­
la r, H am iltonian for bo th  parts  of the algorithm . This point is discussed in more 
detail for the particu lar im plem entation described in the following sections.
2.4 The H ybrid A lgorithm
T he partition  function for QCD in Euclidean space is
Z  = J  (2.28)
which can be w ritten  in  term s of pseudofermion fields on even sites only.
J  =  de tM  (2.29)
J  = (2.30)
=  de tM
Z  = J  VUV(f>eV(j)le-SG- ^ M]M)~1)4>e (2.31)
where M  is the fermion m atrix  for staggered fermions.
M,j = mSi, + \  £  <?;,„(!7;,Aj-« -  ^ , A ^ )  (2-32)
m  is the staggered quark mass, are the link variables and 77^  are the 
staggered fermion phases.
D efinition of the fields on even sites only avoids the doubling of quark
flavours which would result from the use of in the  action. This is possible
since the staggered quark fermion m atrix  has no elements connecting odd and 
even sites.
T he partition  function can be rew ritten as [19]
Z = J  V f a V U V P e - 71* (2.33)
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= \  TrE ^  + ^ e Tr y ( l  -  up) + v i (M'M)- '6c (2.34)
Tlie traceless, lierm itian P ,;/J are in terpreted  as the m om enta conjugate to 
Since the <f)e fields are given no dynamics, they have no conjugate m om enta.
T he P ’s are gaussian variables and can therefore be in tegrated  out analy t­
ically. The correlation functions of U and 6  are therefore identical to those 
ob ta ined  using Equation 2.31.
T he P  variables are initially set by
ivc2- i
P.,- = E (2.35)
n = l
w here Xn are the generators of S U ( N C) and the r"  are independent, real, gaus­
sian random  variables with variance This gives the d istribu tion  of the P  
variables as
p ( P )  =  e " 2 Trp2 (2.36)
In  order th a t U remains an element of S U ( N C), the evolution of U m ust be 
of th e  form
U(t +  e) =  ek p U(t)  (2.37)
U(t) =  i P  U(t)  (2.38)
T he (j) fields are set by defining
l  = M ' r  (2.39)
w here r  is a vector of complex, gaussian variables defined on bo th  odd and even 
sites.
P( r )  =  e - r’ => P{<t>) =  (2 .40)
I t is sufficient to  evolve U and P , keeping <f> fixed. The evolution equations 
m ust conserve Ttq, and the differential volume element in configuration phase 
space.
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Tlie equation of m otion,Eqn 2.37, for U satisfies this requirem ent. The
T his in tegration  scheme is one which is reversible and conserves phase space 
volumes.
T he finite step-size errors for a single leapfrog step are 0 (e 3) [2 1 ]. These 
errors have been calculated and are seen to have opposite signs for the two 
possible first order leapfrog schemes: M ethod 1, where the in itia l half step is 
perform ed on the U fields and M ethod 2 , where the m om enta are updated  by 
|  as the  first step.
equation  for P  is obtained by imposing the conservation of in the motion.
on even sites and
on odd sites. W here
(2.45)
(2.43)
(2.44)
[A It.4 stands for the traceless antiherm itian part of A  and I^ tfi is the sum  of the 
staples around the link U{tti.
T he integration of the equations of motion is perform ed using a leapfrog 
scheme [2 0 ].
P ( \j)  =  P(0) + P ( 0 ) l e = P ( 0 ) - g ( 0 ) l e
U(e) =  U(0) + U(±e)e = U(0) + P ( t ) t  
„ , 3 , „ ,1 , a, , „ ,1 , O S , .
p ( J £) =  P t y  + p (e)e = ~  d U ^ e
(2.46)
(2.47)
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The error in  a trajectory of N  = e_1 steps is 0 ( e 2). These errors can, to a 
certa in  extent, be absorbed into a finite renorm alisation of the couplings used 
in  the  guidance Ham iltonian used in the Molecular Dynamics equations. This 
poin t is discussed in section 2.5 where the various param eters in our final HMC 
program  are tuned.
2.5 T he Global M etropolis Step
In  th e  H ybrid M onte Carlo Algorithm, one proposes as a candidate configuration 
th a t produced, from the initial configuration, by a single H ybrid trajectory.
is calculated for the initial and final configurations and the com plete 
la ttice  update  is accepted with probability
P  =  e ' m * — ------------------------------ (2 481acc e e - n * { u , p )
at the  end of the leapfrog sequence.
T he entire procedure is thus
1 . Refresh m om enta and pseudofermion fields from  G aussian d istributions.
2. C alculate H $(U,P)
3. Perform  leapfrog sequence.
(M ethod 2 is more efficient when performing calculations which include 
the  effects of dynamical fermions.Since the gauge fields are not updated  
betw een the calculation of and the first m om entum  update , it is not 
necessary to  recalculate between these steps. The same saving
of a m a trix  inversion can be made at the end of the trajectory.)
4. C alculate P')
5. Perform  the Metropolis accept/reject.
28
T he equilibrium  distribution of fields is completely determ ined by the Ham il­
ton ian  used in the global Metropolis step. This step is completely independent 
of th e  param eters used in the guidance Hamiltonian of the H ybrid evolution. 
We may, therefore, tune the couplings in the Hybrid Ham iltonian to com pensate 
for the  'renorm alisation caused by the finite step-size errors.
T he value of /3m^, the coupling in the molecular dynamics equations, can be 
tuned  so th a t the acceptance probability in the M etropolis step is m axim ised. 
As one would expect from the signs of the step-size errors, the sign of ({3 — (3md) 
for th e  optim al value of f3md is opposite for the two leapfrog schemes. This is 
clearly seen in simulations of pure S U (3) gauge theory[2 1 ,2 2 ](F ig .l).
T he peak in the acceptance rate is much less pronounced in dynam ical sim­
ulations. There is a peak in the acceptance probability as the quark  mass 
in  the  guidance ham iltonian is adjusted. However, this peak is very close to 
(m md — m) =  0  and it is, therefore, very close to optim al for the m asses to be 
equal(Fig.2).
A nalytical calculations on systems of N  uncoupled harm onic oscillators have 
given the  HMC acceptance probability as a function of 8t and tq , the  step-size 
and  the  trajecto ry  length respectively[2 0 ].
T he H am iltonian for this system is
For a  tra jecto ry  consisting of a single leapfrog step we are in effect consid­
ering the Langevin Monte Carlo algorithm -  the leapfrog equations are given
by
2.6 Calculations in Free Field Theory
(2.49)
Pi(ST) = Pi(0) -  u>hi(°)6T (2.50)
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qi (28r)  — qi(0)  -f p ^ S r ' jS r  
P i ( 2 8 r )  =  p i ( 8 r )  - u f q i ( 2 8 r ) 8 T
for a  tra jec to ry  of length 28r.
T he change in energy for this step is
8H = H(28t ) - H ( 0 )
=  Y , { 2ujUiPiSTZ +  2u * ( p ]  -  u ) < S r 4
i
- 4 w f  q i P i S r 5 +  2 w f  q ^ S r 6 }
T he acceptance probability is
Pace = \ j d Nq dNp e- * l ' 'W n ( l ,  e -5H) 
A fter several pages of algebra, this reduces to
Pace =  e r f  c \ 8 t :
'NcTf
cr6 is th e  spectral average.
(2.51)
(2.52)
(2.53)
(2.54)
(2.55)
(2.56)
(2.57)
1= 1
T he resu lt for free field theory has the same form w ith
'2,r dp r 2 , „ . 2 Pl3
^  = L ' £ [ m 2 + 4 s i n 2 l f
2 0  +  18m +  6 m +  m
(2.58)
(2.59)
If we increase the number of leapfrog steps to n =  , the leapfrog algorithm
is a linear m ap on phase space.
1 -  2u J 8 t 2 2 8 t
—2 u>28 t ( 1  -  i o f S r 2 ) 1 -  2 ( j f 8 r 2 y
^ qi(28r) ^ ^
Pi(28r) V Pi( 0)
(2.60)
T he final expression for the acceptance probability after n steps is
Pace = erf C &T‘ (2.61)
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(2.62)
For free field theory
(2.63)
In  th e  N  —> oo and m  =  0 limits
  2  rn
<74 =  7T Jo ^ X sin4 X ^  ~  COS(8 r0 sin  *)] (2.64)
(2.65)
T his shows th a t there are oscillations in the acceptance probability  as To 
increases for fixed 8r (Fig. 3). This phenomenon has been observed in H ybrid 
M onte Carlo com putations for interacting, four dimensional field theories (Fig.
T he optim al trajectory  length for a free field system, i.e .th a t tra jec to ry
a m ean value of r0. For a Hybrid Algorithm with fixed trajecto ry  length  the 
correlation  length  is found to be infinite.
This is consistent with the numerical results of Mackenzie[23], who found 
th a t the  relaxation tim e for a free scalar field was greatly reduced by the use of 
ran d o m  tra jec to ry  lengths.
A fixed trajectory  length was chosen to exactly m atch the tim escale of one 
m om entum  mode of the system.This is not so artificial as is sounds since the 
density  of m om entum  modes above u;mi-n means tha t it is probable th a t an 
a rb itra ry  choice of trajectory length will be close to the peiiod of at least one
4).
leng th  which will minimise the correlation lengths of observables, has also been 
calcu la ted  and was found to be
1
(2 .66 )
m tn
T his gives a correlation length of T  =
T his is only true for trajectories with lengths distributed random ly about
31
m ode.The periodicity of the system was evident in the evolution of the action, 
which relaxed to  close to its equilibrium value bu t then retu rned  to close to its 
s ta rtin g  value each trajectory.The system did not approach equilibrium  even 
after several hundred  trajectories.
T he tra jec to ry  length was then chosen random ly around the same value. 
T he system  approached equilibrium after only a few trajectories.
O ur sim ulations of nearly free [/(1) gauge theory did not show the same 
behaviour of the action. This is probably due to the action being sensitive to 
only the  high m om entum  modes through the plaquette.
Studies of the Fourier transform ed force term  in the H ybrid evolution do 
show the phenom enon well.
On a 24 la ttice  w ith periodic boundary conditions, we have five m om entum  
modes ; p2 =  0,4,8,12,16. At each P update , the force term , is calcu-
la ted .T he  fourier transform  of this quantity is calculated. We then  calculate
the  gauge invariant observable,
^ I F ' X r f f o c p 2 (2.67)
A*
If we set the  num ber of molecular dynamics steps per tra jec to ry  to 1, we can 
recover the  Langevin result.
E I ^ ( P ) | 2 =  ¥  [2.68)
A* P
This agreem ent is reasonable even from very short runs.
If we repeat the measurements with longer trajectories the agreement is 
worse, even for longer runs. The autocorrelation function of this quantity  was 
calculated, for lag ,r ,  of up to 40 steps, for each non zero value of p2.
T he tra jec to ry  length was arranged to m atch the period of the p2 =  8 mode.
For fixed trajecto ry  length, the p2 =  4, 12 and 16 modes were seen to 
decorrelate bu t the value of the p2 =  8 autocorrelation function was found to
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oscillate w ith period equal to the trajectory  length. The value at the end of each 
tra jec to ry  was approxim ately constant, giving a long, if not infinite correlation 
leng th  (Fig. 5a).
W hen the trajectory  lengths were chosen random ly from a d istribu tion  cen­
tred  on the length used above, the oscillations were seen to be dam ped out 
and  th e  observable did decorrelate (Fig. 5b), albeit more slowly th an  the other 
m odes. T he decorrelation time may be reduced further by increasing the ‘ran ­
dom ness’ of the trajectory  lengths.
A sim ilar effect can be obtained by assigning a ‘m ass’ to each m om entum
variable in the Hybrid algorithm . These masses are chosen random ly from  a
d is tribu tion  centred on unity and are refreshed before each trajectory.
2.7 M atrix Inversion A lgorithm s
As we have seen, the most com putationally intensive p art of any sim ulation of 
QCD w ith  dynam ical quarks is the calculation of m atrix  elements of the  inverse 
lattice D irac operator, M ~l .It is the time required for this calculation which 
lim its the  speed at which new field configurations can be generated.
Due to  the large size and sparcity of M , this calculation is best done using 
an itera tive  m ethod.
To calculate the ith column of M ~ l we require the solution, ifr of the  equation
= r] (2.69)
w here Tjj — 8j ,• . Since the fermion m atrix  is non-herm itian, we may reform ulate 
the  problem  as
=  M fr/ (2.70)
For the pseudofermion approach used in the Hybrid M onte Carlo we require 
the solution of
w here </> are the pseudofermion fields.
W ith  these specific examples in mind, we may sta te  the general problem  as
Hxf> = r\ (2.72)
w ith  i f  a herm itian  m atrix.
M im im u m  R esidue A lgorithm
T he m inim um  residue algorithm[24] is defined by
r , i f r t-
a = w
a = oja 
ipi+i = fa +  a r i
r ,-+1 =  ri -  ol'H r { (2.73)
r l = r j -  Hipi
ipi is arb itrary , usually chosen to be the null vector. A choice of 1 <  lo <  2 may 
im prove convergence. If to =  1, each step minimises |r t |2 along the direction of 
r,-. U nfortunately, subsequent minimisations may spoil this m inim isation and 
we m ay have to  repeat the minimisation in the r t- direction at a la ter stage.
Vectors , pi,Pj , satisfying PiHpj =  0 are said to be if-con jugate , m inim isa­
tions along H -conjugate directions are independent and so a m inim um  residue
algorithm  using a sequence of if-conjugate directions, ra th e r than  the sequence 
of residue vectors, would converge exactly in N  iterations, for i f  an V x N  
m atrix , in  exact arithm etic.
C onjugate G radient A lgorithm
T he Conjugate G radient algorithm[24] explicitly minimises along a sequence of 
if-con jugate  directions, defined by the vectors pi.
4>i+1 =  V’i +  api
ri+1 =  -  aHpi
Pi+i — Pi +  f3pi (2-74)
f3 is chosen such th a t =  0 . This ensures th a t the current step does
not spoil the  previous one. The remarkable thing about conjugate gradient is 
th a t th e  new direction is actually H -conjugate to all the previous p ’s. In exact 
arithm etic , we would solve the problem in N  steps.
In  reality, where we do not have exact arithm etic, the p vectors drift out of 
iJ-conjugacy  w ith the early vectors. This does not prevent convergence to a 
solution, since the only requirement is local H - conjugacy, bu t it will affect the 
speed of convergence.
T he num ber of iterations required to converge to a given residue depends 
upon the  eigenvalue spectrum  of H.  although numerical analysis suggests th a t 
th e  convergence tim e should depend simply upon the condition num ber, 
s — ^max/ o f  H \  in practice it is found th a t the density of small eigenvalues 
is also im p o rtan t.[24] In fact, it is found in tests using diagonal m atrices w ith 
known condition number and eigenvalue distribution tha t the \Js behaviour 
only holds when the eigenvalues are d istributed logarithmically.
T he fermion m atrix  becomes more ill-conditioned (5  increases), and the 
num ber of iterations required to obtain a solution grows, for la ttice  QCD, in 
the in teresting  range of couplings and masses.
L anczos A lgorithm
A nother algorithm , and the one used in our program s, is the Lanczos A lgorithm . 
T he Lanczos algorithm[25] performs a unitary  transform ation on a H erm itian
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m atrix , i f ,  producing a tridiagonal form T.  The columns of the un itary  tran s­
form ation  m atrix  are the m utually orthonorm al Lanczos vectors X{. These are 
calculated using the recurrence relations
c*i = x \H xi  
U = H x i -  Xi_ 1(3j_l -  XiCti
P\Pi = u ' u
x i+i =  U P ' 1
T he a,- and  Pi are the diagonal and off-diagonal elements of T .
/ ~ \
T  —
Oil P i  
P i  a 2 P 2 
P 2  • • •
V
(2.75)
(2.76)
T he a ; ,  Pi and  aq may be used to build up an iterative solution [26] to
Hip =  7 7 .
Ak+ 1 =  — ak+i{Pk y A k  +  Bk  
Bk+i =  — Pk+i(Pk xy A k  
Vk+l =  Vk +  Afe+lV'
f^c+i =  -~Bk+iAkh t k. (2-77)
Uk+i = Uk +  %k+i{Pk y A k  
14+i = Vk — Uk+iAkh t k
ipk =  ~Vk(yk  +  1 —► as h- —*• 0
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w here A 1 =  t x =  1 , B 1 = yx =  0 
and  a?! =  77 , 1 4  =  -a q f t" 1 , Ch =  0
T he param eter t is related to the residue vector by the relation
H 2 = (2.78)
Vk +  ai/?i
and  we can use this to calculate the norm  of the residue w ithout storing the 
residue vector itself.
A lthough they have very different philosophies, it can be shown th a t the 
conjugate gradient and Lanczos algorithms are equivalent. If ipi is chosen to be 
th e  null vector in conjugate gradient then they will give the same residue and 
solution vector step by step, in exact arithm etic. [26 a]
R ounding errors will result in the Lanczos vectors losing orthogonality  but 
th is is no t so serious a problem as the loss of H -conjugacy in conjugate gradient. 
T he Lanczos algorithm  can be continued until the residue is very small 
(<  10-70). Due to the fact tha t it explicitly calculates the residue vector, the 
conjugate gradient algorithm  would fail much earlier than  this. A lthough we 
would never need this degree of accuracy in calculation of fermion propagators in 
a sim ulation program , this is im portant when we want to look at the eigenvalue 
spec tra  of fermion matrices.
B lock  A lgorithm s
It is often necessary to calculate several columns of the inverse ferm ion m a­
trix  for the same calculation, e.g.All the columns affected by a link update  
w hen using the Metropolis algorithm. It is possible to reform ulate the conju­
gate gradient and Lanczos algorithms so th a t these columns may be calculated
sim ultaneously [27].
Taking as our example the Lanczos algorithm , the scalar vaiiables are re­
placed by full B  x B  matrices and the N  dimensional vectors by N  x B  ‘block
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vectors'.
T he calculation of B  columns by this m ethod would , in exact arithm etic, 
take the  sam e tim e as the calculation of one column using the conventional algo- 
rithm .T h is factor of B  gain is not achieved in practice bu t the block algorithm  
does give a considerable saving over using the single algorithm  B  times.
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C hapter 3
P artition  Function Zeros
It is a well known result of statistical mechanics tha t, if one knows the partition  
function of a system, then one can, in principle, calculate all therm odynam ic 
quantities.
I t was shown by Lee and Yang [28] that a knowledge of the distribution of the 
zeros of the  partition  function can yield much information on the phase structure 
of the  system  under investigation. We will follow Lee and Yang by using the 
simple exam ple of a monatomic classical gas in the grand canonical ensemble. 
This exam ple will illustrate the im portant features of a m ethod which may then 
be generalised to more complex, and realistic, systems.
T he ‘atom s’ in our gas have interactions of the form
U = Y l u (rij) (3-1)
where r tJ- is the distance between the zth and j t h  atoms. We will make three 
assum ptions about the form of these interactions.
1. The atoms have a finite impenetrable core of diam eter a.
u(r) = Too r < a (3.2)
2. The interaction has a finite range, b.
u(r) =  0 r  >  b (3-3)
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3. u(r)  is nowhere —oo
These restrictions may be relaxed and the theory generalised, but we will continue 
on this simplest path.
Consider this gas confined in a box of volume V  and at constant tem perature, 
t. The system  can exchange particles with a reservoir at chemical potential p per 
atom .
The relative probability of having N  particles in the box is
Qn VN fo A \
~ n T  ( 3 '4 )
where
Q n = J . . . J  dri ..  .dTNexp(—U/kt) ,  (3.5)
the  integration being over the coordinates of the N  particles, and
y = (2irmkt/h2)* exp(f i /kt)  (3.6)
is known as the fugacity.
The grand canonical partition function for the gas in a volume V  is then
Z v = t  % N (3-7)
N = 0  •
where M  is the maximum possible number of particles in the box.
In therm odynam ics we may calculate quantities such as the average pressure 
and density from the infinite volume behaviour of Z y .
p = ktLimy-+oo — In Z y  (3.8)
p =  Limy—oovpp— In Z v (3.9)
o  In y V
The existence of the above limits must be established before we may continue.
Lee and Yang proved two theorems regarding the infinite volume behaviour 
of this theory.
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T h e o re m  1
For all real, positive values of y, T }n Z y  approaches a limit as
V  > 0 0  which is independent of the shape of V.
This lim it is a continuous monotonically increasing function of y.
This obviously solves the problem for Equation(3.8).
T he lim it in Equation(3.9) may be investigated if we realise tha t, as a con­
sequence of the hard core of the atoms, we can only squeeze a finite num ber of 
atom s into the box and so Z y  is a polynomial of finite degree in y.
M
z v  =  n t e - y )  (3-iq )
1=1
where yi are the roots of Z y  =  0.
Since all the coefficients, Qjy, are positive, the yt- can never be real and positive. 
They m ust either be real and negative or else come in complex conjugate pairs.
A lthough the only physically meaningful values of y lie along the real axis, we 
may learn much by studying the distribution of zeros in the complex p lane.T he 
d istribution of zeros in the infinite volume limit can tell us about the analytic 
behaviour of therm odynam ic functions in the y plane.
Theorem  2
If, in the complex y plane, a region R  containing a segment of the 
positive real axis is always free of roots, then in this region as V  —► 0 0  
all the quantities
approach lim its which are analytic with respect to y. Furtherm ore 
the operations (d /d \n  y) and L i m y ^  com mute in R  so th a t, e.g.
(3.11)
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This gives, together with (3.8) and (3.9),
p = m B ( B  <3-12>
The quantity  (d / d \ n y ) V  1 In Z y  does not always approach a lim it for all 
values of y. At these values of y the density does not assume a single value — we 
have a phase transition.
T he problem of phase transitions is intrinsically related to the d istribution of 
zeros in the complex y plane.
We will discuss two cases:
1. The zeros of Z v (y )  do not close on to the real axis of y as V  —> oo. There 
exists a region R , enclosing the whole positive real axis, which is free of 
zeros. (F igure(l))
In this case, the two theorems give the result tha t the pressure and density 
are analytic, monotonically increasing functions of y in the region R  i.e. 
for all real positive values of y .The system exists in a single phase.
2. The zeros of Z v(y )  close in on to the positive real axis as V  —> oo; say at 
the  points yx and y2. There exist three regions Ri ,  R 2 and R 3 which are 
free of zeros.(Figure(2))
By the same reasoning as in the previous case, in each of the segments of 
the real axis which is free of roots, the system exists in a single phase. At 
the points yt- the pressure is continuous (by theorem 1) but its derivative, 
p, has in general a discontinuity. It can be shown th a t the density always 
increases across the discontinuity.
As the tem perature varies, the points y2 and y2 will in general move along 
the real axis. If at a certain tem perature the zeros cease to close in on to one 
of the points then we are at the critical tem perature, tc for th a t transition.
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Im y A
Re y
A
Figure 3.1: A nalytic behaviour at a fixed tem perature of therm odynam ic func­
tions for a single phase system.
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In yx In y2 In yj In y2
Figure 3.2: Analytic behaviour at a fixed tem perature of therm odynam ic func­
tions for a system having two phase transitions.
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Figure 3.3: Definition of the critical angles p  and if; for the Ising model
This theory was generalised in a second paper[29] to la ttice gas and Ising 
models in which the zeros are shown to be constrained to  lie on the unit circle in 
the complex y plane (complex h plane in the case of the Ising model with external 
field h).
The partition  function zeros of the Ising model have been studied as a func­
tion of tem perature, both in zero magnetic field [30] and with a non-zero external 
m agnetic field [31]. In the latter case, an analysis of the finite size scaling be­
haviour of the zeros was performed. Two critical angles were defined, p  describes 
the angle between the line of zeros and the real axis in the complex tem perature 
plane, near to the critical point with zero magnetic field, ijj is the angle at which 
these zeros move off in a real magnetic field. These angles may be related to the 
usual critical exponents of the system.
tan[(2 — a)<p] = cos(7rQf) ~  (3.,3)
LV s m ( 7 r a j
where a  is the specific heat critical exponent and A - / A +  is the ratio of specific
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heat am plitudes above and below the critical tem perature. Similarly, the angle 
-0 is related to the spontaneous magnetisation critical exponent , (3, and 6, the 
exponent which relates magnetic field and magnetisation at critical tem perature 
(h ~  m 8).
* ~ W i  | u < )
Mean field theory predicts the values p  =  45° and ip = 60°. The analysis of 
Itzykson et al.gives p  = 57° and ^  =  58°.
T he critical behaviour of gauge theories without fermions has been studied 
by looking at the distribution of zeros in the complex u =  exp((3) plane, where (3 
is the  inverse coupling [32,33]. Plots of these zeros show the type of distribution 
predicted in the second case discussed above, with the value of (3 a t the criti­
cal point in agreement with simulations performed using an order param eter to 
indicate a phase transition.
Given these previous successes, it seems reasonable to expect th a t the m ethod 
should be applicable to lattice QCD with fermions and QCD at finite chemical 
potential, the la tte r is a return towards the original idea of Lee and Yang, with 
the G rand Canonical partition function being expanded in term s of the individual 
Canonical partition  functions.
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C hapter 4
T h e partition function o f  
strongly  coupled gauge theories  
w ith  staggered ferm ions
4.1 Introduction
Q uantum  chromodynamics is expected to have a non-trivial phase structure . A 
phase transition  is expected between the low tem perature, confining phase which 
results in the observed spectrum of colour singlet states and a high tem perature 
phase in which the quarks and gluons are deconfined and behave essentially like an 
ideal gas (Figure 4.1). The transition tem perature and the order of this transition 
are not yet fully determined, even in the pure gauge sector, and calculations on 
larger lattices on computers with teraflop or even petaflop capability will probably 
be required to give a definitive answer to these questions. On a finite la ttice the 
physical tem perature is determined by the tem poral extent of the lattice.
The la ttice  spacing, a, may be related to the coupling by the ^-function ( Equation 
1.22) bu t the im portant point is that a decreases as we reduce the coupling, he.the
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Figure 4.1: Schem atic phase diagram for QCD in the tem perature/quark-m ass 
plane.
tem peratu re  increases as /3 increases.
Previous studies of the phase structure have concentrated on the search for the 
critical coupling at fixed bare quark mass. By examining the partition function 
as a function of the quark mass, we may approach the problem from the opposite 
viewpoint. At a fixed value of the coupling we may look for the critical quark 
mass which gives a phase transition.
In the  strong coupling regime we have only one critical point, the chiral limit 
at m a = 0. At interm ediate values of the coupling we expect to have a finite 
tem peratu re  phase transition at a finite mass which prevents the approach to 
the chiral lim it (Figure 4.1). As the lattice size is increased and therefore the 
tem peratu re  reduced, we expect this critical mass to approach zero since the 
chiral lim it m ust be attainable in the infinite volume, zero tem perature limit 
which corresponds to our low energy world.
48
In this chapter, a method is introduced for the study of partition function 
zeros in gauge theories with four flavours of staggered fermions. The study of 
partitio n  function zeros allows the investigation of phase transitions and critical 
behaviour w ithout the need for an order parameter. This is useful in the case of 
QCD since we have no exact order param eter for the phase transition — 
is only an exact order param eter in the ma = 0 limit and the Polyakov loop is 
only rela ted  to the free energy for the pure gauge (ma —► oo) case.
T he partition  function can be written as the average value of the determ inant 
of th e  ferm ion m atrix , with a suitably weighted averaging procedure. For once we 
make a v irtue out of the fact that we are working on a finite lattice since, because 
the ferm ion m atrix  is of finite size, we may expand the determ inant exactly as a 
polynom ial in the bare fermion mass.
P relim inary  calculations were performed at strong coupling ((3 = 0) and on 
sm all la ttices for SU(2), SU (3) and U( 1) gauge groups.. The results are consistent 
w ith th e  expected critical behaviour at ma = 0 in all three cases.
4.2 T he M ethod
4 .2 .1  T h e E xpansion of the P artition  Function
The partition  function for S U ( N ) gauge theory with staggered fermions may be 
w ritten  as a function of the bare fermion mass.
Z(m )  =  J  V U  det(M (m )) e~5» (4.2)
Since we have the freeedom to define the partition function up to a constant
m ultip licative factor, we may write
_  J\dU] det{M(m))e~s‘ (4 3)
[m’ {{dU} de t (M (m 0))e-s>
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= im  aB ide t(J tf(^ ))e-«.
J\dU] det(M (m 0))e-S> (4'4)
_  /  det (M(m))  \
“  \d e t(M (m 0) ) / mo (4'5)
The average in equation(4.5) is over gauge field configurations, generated using 
a dynam ical quark mass of m 0.
A nother self-consistent definition of Z(m)  would be
Z(m)  =  (D et(M (m )))quenched (4.6)
However, m any more measurements would be required in order to produce accu­
ra te  results in this case since the quenched probability distribution,
P{[U]J)  oces' W M  (4.7)
peaks in a region of phase space where there is negligible contribution from the 
determ inant, and vice-versa. This effect is discussed in reference [49]. Quenched 
updating  is only useful on small systems wfiere the reduced updating tim e allows 
us to  m ake m any measurements in a short time.
We m ay use the param eter mo to deal with this problem. If mo is tuned to 
be in the  neighbourhood of the bare mass of physical interest, we will m axim ise 
the overlap between our observable and the update probability distribution.
Since the  fermion m atrix  for staggered fermions, M , has the mass only on the 
diagonal, we may write
M(m )  =  iM '  +  m l  (4.S)
where I  is the identity matrix.
Using the  block odd/even structure of the fermion m atrix
det(M (m )) =  det(M fM)e (4-9)
=  det (A/^Af7 + /m 2)e (4-10)
=  det(M /2 +  I m 2)e (4-11)
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ex-
where the subscript e denotes the m atrix on even sites onlv.
Since we have a finite lattice, the determinant in Equation(4.11) may be 
pressed as a finite polynomial in m 2.
JV/2
det( M( m) )  = ^  A nm 2n (4.12)
n=0
w here N  = n sN c and n s and N c are the number of space-time sites and colours 
respectively.
We m ay also expand the determinant as a Taylor expansion around m i, which 
can be chosen to have any value. The most useful situation is when m i is equal 
to  or close to  mo. In this case the statistical errors in the first few coefficients of 
the expansion will be reduced and we can, therefore, extract the zeros close to 
m 0 m ost efficiently.
In the  strong coupling simulations described later we ran at a small bare quark 
mass, m a  =  0.025. We expanded the polynomial around several imaginary values 
of m i and looked for those zeros which were obtained from several of these Taylor 
expansions.
Configurations are generated using the Hybrid Monte Carlo algorithm  de­
scribed in C hapter 3. Measurements are made at intervals of >  0 (1 ) in molecular 
dynam ics tim e, giving configurations which, hopefully, are sufficiently indepen­
dent. T he m atrix  M 'e2 is then tridiagonalised using the Lanczos algorithm , giving 
the tridiagonal form, T.
ft '
T  =
/?1 OL 2 @2
@2
(4.13)
v '• /
Since tridiagonalisation may be performed using a unitary transform ation, we 
now have
det(M (m )) =  det(U*M* M U  + U* I U m 2)e (4.14)
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— det(T  -f I m 2)t '4.15'
Here U denotes the unitary transformation m atrix, not a link variable. The 
coefficients of the polynomial (Equation(4.12)) are now calculated recursively 
from the tridiagonal form, T.
Let Tn =
« i  Pi 
Pi <*2 p2
/?p - i  
A>-i a p j
(4.16)
where a t- =  o:,- -f m i2. 
Then
det(Tp +  (m — m j)) =  (a p +  (m 2 — m J))det(Tp_i +  (m 2 — ra j))
-  /?p_idet
Tp_2 +  (m2 -  m \) • \
V f t p — 2  P p - 1 }
(4.17)
The cofactor of the /5p_2 term  in the second determ inant is obviously zero 
since we have a complete column of zeros. We may repeat the step above to 
obtain
det(Tp +  (to2 -  m 2)) =  (a„ +  (m 2 -  m 2)) det(Tp_! +  (m 2 -  m 2))
—/?p_i det(Tp_2 +  (m 2 — m 2)) (4.18)
We m ay now insert a polynomial expansion for this determ inant.
det(Tp +  (m 2 -  m 2)) =  £  -  m \ T (4.19)
71=0
p -1
V <j(f)(m2 -  m2)n = (a,+ (m2-m?))£«Jr1,("*2- ”>?)"
n= 0  71=0
P-2
(4.20)
1 = 0
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This results in a set of recurrence relations for the an.
an ] +  l < n < p - 2  (4.21)
a! - i  =  +  a^_ j1* (4.22)
4 P) =  d - 'i1’ (4 -23)
aoW =  d pa t 1] -  (4.24)
T he in itia l conditions for these recurrence relations are easily obtained.
det(Ti +  (m 2 — raj)) =  ah +  (m 2 — ra j) (4.25)
d et(T 2 +  (ra2 — raj)) =  c?ia2 — /?J +  (d i -f d 2)(ra2 — raj) +  (ra2 — ra j)2 (4.26)
giving th e  initial values
«o1) =  “ l
a «  =  1
a<2) =  f t a ^ - f t 2 (4.27)
(2) - , -a \ =  a i  +  a 2
, (2) _ 1 (4.28)
Since the coefficients vary in size by many orders of m agnitude, we adopt an 
exponential param eterisation.
a„ =  e*" (4.29)
This results in a new set of recurrence relations between the x n values.
XM = x (p- i) +  log(dp +  (4.30)
The in itia l conditions become
4 1} =
(2)
Xo =  log ( d ^ - P l )  (4.31)
(2)
x \ = log(ax +  d 2)
x 2 ] =  0 (4.32)
As required by Eqn.(4.5) the coefficients are then normalised by dividing out 
d e t(M (m 0)).
C" = d 5 ( i f e j  (4 '33)
Cn = eXn( l ± ( j „ )  (4.34)
where crn is the fractional error in Cn.
The coefficients, Cn, are averaged over many configurations and the resulting 
polynom ial is solved for the complex zeros. Since the fermion determ inant is real 
and positive for all real m, the coefficients are real. In the simulations discussed 
below we always find the Cn to be positive for rrti =  0. It can be easily shown 
th a t the  coefficients must be positive for all real values of m i. The determ inant 
may be w ritten in term s of the eigenvalues, A of M ' .
N f  2 N / 2
D etM  =  ][J (m +  i \ k ) (m  — zA*.) =  ]j[ (m 2 +  A£) (4.35)
k = l  k = l
N / 2
= n ( ( ™ 2 - m ? ) + ( ^ + m i)) (4-36)
^=1
The coefficients are thus identified with products of real positive num bers (A£ +  m \  
This argum ent holds also if m \ < 0 but |m i| <  Vk.
4 .2 .2  E x tra ctio n  o f th e zeros from th e  p o ly n o m ia l
The extraction of the zeros of the averaged polynomial given by Eqn.(4.12) is non­
trivial. F ig .(4.2) shows the logarithm of the coefficients Cn(m\ = 0) obtained from 
200 m easurem ents on a 44 lattice at strong coupling and update mass mo = 0.025. 
The errors shown are statistical.
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One im m ediately notes that, for this lattice size, the coefficients vary in m ag­
n itude between e and e422 and that their errors (on the logarithm ic scale) are 
sm all. For small n, they are less than 1% but grow monotonically with n  to about 
30% at n =  N /2 .  This is a consequence of their intrinsic dependence on n and 
the constrain t th a t
N /2
(Cn) m l n =  1 (4.37)
71=0
which follows from Eqn(4.33). Since, in this case, we are updating at a small 
quark m ass, we are minimising the fluctuations in the coefficients which give 
sizeable contributions to the fermion determ inant.For this reason, it is essential 
to pick an update  mass close to the region in which the zeros of the partition  
function are expected to be. Otherwise many more m easurements are required 
before the  errors in the im portant coefficients are small and the zeros can be 
determ ined reliably.
O ne m ust also make a good choice for m\.  If |m 2 — m 2| is small enough, 
the  last term s of the polynomial will give negligible contributions to  the sum. 
The ex traction  of the zeros then follows by noting tha t the distribution of the 
coefficients as a function of n permits the truncation of the polynomial to order 
N  say, finding its zeros by some standard numerical procedure and m onitoring 
their stab ility  as N  is increased. The zeros obtained by this process are then 
substitu ted  into the full polynomial and those with small residue are accepted 
as being true  zeros of the polynomial. This procedure can be applied to each 
of the  polynom ials arising from different choices of m i in order to evaluate the 
zeros in m  close to m i. The same zeros should appear for adjacent values of mi 
if they  are true  zeros of the full polynomials. This stability of the zeros should 
not be confused with their stability with respect to increasing the num ber of 
m easurem ents. Essentially, increasing the number of m easurements provides a 
more accurate Taylor’s series for the partition function. Hence, as a function of 
the num ber of measurements, it is the zeros close to the update mass which will
55
converge to a constant value first. For the above reasons, it is not possible to 
determ ine accurately all the zeros of the partition function. However, the zeros 
close to  the physical region (m real and > 0) can be found and their volume 
dependence measured.
The shape of the plot of coefficients must be independent of the choice of mo, 
this giving only an overall normalisation by a constant m ultiplicative factor. This 
has been checked on small lattices.
4.3 Strong Coupling R esults
4.3 .1  S U (2 ) and S U (3) R esu lts
Simulations were performed for QCD with SU(2) and SU(3) gauge fields with 
staggered fermions at /3 = 0 and m 0 =  0.05 on 24 and 44 lattices, fn the strong 
coupling lim it, we expect only one critical point, the chiral lim it at m  =  0. We 
therefore expect the relevant zeros of the partition function to be close to  m  =  0.
This is precisely the case in our simulations of S U (3). Here, the zeros are 
purely im aginary and evenly spaced along the imaginary axis.
zeron =  ±z(a +  nb) (4.38)
If we are to recover the expected phase transition at ma = 0 as V  —> oo then 
a and 6 m ust scale as V ~ k with k > 0.
The constants a and b appear to scale as L~4 as we move from 24 to 44 lattices, 
fn F ig .(4.3) the im aginary parts of all the zeros on the 24 lattice are shown along 
w ith the lowest 10 zeros on the 44 lattice. The zeros from the 24 la ttice are scaled 
by a factor of 24/4 4. The loss of linearity of the zeros on the 24 lattice for zeros 
greater than  0.1 is due to non-negligible errors remaining in the higher coefficients 
after 800 m easurem ents of the Cn.
For SU(2) the zeros were found to lie in the complex m plane with a non-zero
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real part. This is shown in Figs.(4.4 a & b) for 24 and 44 lattices. The distributions 
of the  zeros in these two cases are similar. A low statistics m easurem ent on a 
64 la ttice  a t strong coupling confirms th a t the shape of the distribution does not 
change greatly  w ith increasing lattice volume, especially in the region close to the 
real axis. As in SU(3), the imaginary parts of the zeros are evenly spaced and 
scale w ith the  la ttice volume. This is shown in Fig.(4.5) where the im aginary 
parts  of all th e  zeros on the 24 lattice (scaled by a factor 24/4 4) are plotted along 
w ith the  lowest 20 zeros on the 44 lattice. It can also be seen from Figs.(4.4 a Sz 
b) th a t th e  real part of the zeros close to the real axis scale approxim ately with 
the  la ttice  volume. The low statistics run on the 64 la ttice was in agreement with 
this scaling behaviour.
We can param eterise the zeros by
zeron =  ± r n ±  i(a +  nb) (4.39)
r, a and b are constants, n = 0 ,1 ,2 _____ The real parts, r n, were observed to scale
as L~4 on these small lattices. This is consistent w ith a zero critical mass in the 
infinite volume lim it. The constants a and b are accurately described by a volume 
scaling behaviour.
Using th e  distribution (4.38) it is possible to calculate ^0 0 ^  in the infinite 
volume lim it.
3 V/ 2
In Z SU{3) =  J 2  ln(ra2 +  (a +  nb)2) (4.40)
n=0
r 3 / 2
=  V  I ln(m 2 +  (a 4- Vbx) )dx (4.41)
Jo
where V  =  L 4 is the volume of the lattice. ( In the SU(2) case we have
V / 2
In Zsu(2) = Y . M ( r n  + rn)2H ^ n b ' l V ) 2) + H ( m - r n)2H a  + nbll V ) 2^  (4.42)
71=0
and the  following calculation goes through similarly.)
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(4.43)
_2_
Vb arctan(
Vbx  +  a
m
3 /2
(4.44)
Using the  finite size scaling behaviour observed in the numerical results, a =  a' f V , 
b =  b ' /V  and taking the lim it V  —► oo,
(</>V-) =  ^ a r c t a n | i
2m
If we now take the limit m —► 0,
(4.45)
( W )  -► u  =  2.01 ±  0.01b
using the  numerical result b' =  1.56 ±  0.01 
A sim ilar calculation in the SU(2) case gives
2tt
=  —  =  1.34 ±  0.03
(4.46)
(4.47)
The strong coupling expansion[35], taken to first order in the quark mass gives 
an expression for the condensate.
/ m \ -  !k  (11 _ EJL  _ JL2L r . £ A  + 4si
(iW v ^ ( l e  64JV2 32 AT4 +  N/g (  4 8 1VJ 4 N* J J
< w ) ( / » = o )  =
=  1.99 — 0.56m
(4.49)
(4.50)
If we expand the right hand side of Eqn.(4.45) to O (m ) we obtain
(&</>) =  ^ arctan( ^ )  (4'51)
2 t  _  ^  +  3) (4.52)
6, v2 W '
=  2.01 -0 .5 5 m  (4.53)
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The SU(2) results are in similar agreement with the strong coupling expansion.
The distributions of zeros for SU(2) and SU(3) at strong coupling are therefore 
consistent w ith chiral symmetry breaking on an infinite lattice but the d istribu­
tions are different on a finite lattice.
This difference arises from the fact tha t SU{2)  is a pseudo-real group. For 
S U ( 2) and SU(3)  the partition function is given by an average over the charac­
te ristic  polynom ials, / i (m 2), each from a single configuration.
Z (ra) =  l E / ' ( m !) =  E  Cnm2" (4.54)
iV :'=1
For staggered fermions, the eigenvalues of the fermion m atrix  M ', on a single 
configuration, appear in complex conjugate im aginary pairs ±zA and hence the 
coefficients of the characteristic polynomials / , (m 2) are real and positive and con­
sequently the Cn > 0. Hence Z { m ) can have no roots w ith m 2 real and positive. 
In addition, since S U (2) is pseudo-real its eigenvalues come in degenerate pairs 
and we have
f i {m 2) = ^ b j m 2^  . (4.
Z ( m )  for S U ( 2) is therefore the average of characteristic polynomials, each of 
which is a perfect square. It can only vanish for m 2 real if all the / , (m 2) =  0 at 
the sam e value of m 2. However, this cannot be the case since we know th a t the 
eigenvalues differ from configuration to configuration. Thus Z (m )su (2) can have 
no zeros for any real value of m 2, z.e.real or im aginary m.
4 .3 .2  R esu lts  for com pact U ( l )
Sim ulations were performed of compact U( 1) on a 24 la ttice at mo =  0.1, 0.8, 1.0
and 1.02 and (3 = 0.0. On this small lattice, and with this simple gauge group,
the partition  function can be calculated analytically as a a polynomial in m  [34]. 
If the  polynom ial is defined as
ifc(0) +  k ( l ) m 2 +  • • • +  fc(8)m16 (4.56)
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oIIcSa m a=0.8 m a=1.0 ma=1.02
k(0) 1.030 0.990 1.025 0.991
k(l ) 28.523 28.166 27.844 27.700
k(2) 179.392 177.867 174.921 174.458
k(3) 438.564 435.607 428.927 427.558
k(4) 511.113 508.347 502.076 499.822
k(5) 310.176 308.652 305.806 304.288
k(6) 99.773 99.316 98.702 98.274
k(7) 16.002 15.949 15.897 15.856
k(8) 1.000 1.000 1.000 1.000
Table 4.1: Normalised coefficients from 24 U(l )  at various values of the  update 
mass.
then  the  k(i) are calculated to be as follows.
Jfc(O) =  1.0625 Jfe(l) =  29 k{ 2) =  182
Ar(3) =  444 k( 4) =  516 k{ 5) =  312 (4-57)
fc(6) =  100 k(7) =  16 k(8) =  1
W hen normalised to k(8), the coefficients obtained from the sim ulations a t each 
update  mass were in excellent agreement ith each other and with the analytical 
result (Table 4.1). This must be the case since the update mass contributes only 
to the  overall norm alisation of the polynomial.
T he zeros were found for each polynomial and were found to  be purely im ag­
inary and evenly spaced along the imaginary axis. The zeros from all five poly­
nomials were in agreement to better than 1%. Figure (4.6) shows the im aginary 
part of zeron plotted against n.
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A strong coupling simulation was then performed on a 4 4 lattice at an update  
mass of m a  =  0.05. The zeros were again found to lie evenly spaced along the 
im aginary m  axis. Figure(4 .7 )
zeron =  i(a +  nb) (4.58)
w ith a =  0.014 and b =  0.018
If we repeat the analysis performed on the S U (3) da ta  , assuming, w ith little  
justification other than consistency and the desire to have a well defined answer 
in th e  infinite volume limit, that the spacing scales as V - 1  we can obtain an 
estim ate  of the chiral condensate. (The 24 and 4 4 results show this scaling but 
this does not constitute a proof.)
(M>) =  0.682
Again, this is in good agreement with the strong coupling expansion[35].
4 .3 .3  A n a ly tica l C alculations
We m ay check our simulation by calculating the coefficients of the highest powers 
of m  analytically  from Newtons equations. These are a set of recurrence relations 
which allow the calculation of the coefficients of the characteristic polynomial 
from the  traces of powers of M.
T rM 2" +  +  2 n ( - l ) BA„ =  0 (4.59)
1 =  1
c(n) =  b{N -  n)  (4.60)
T he order of coefficients is reversed in Equation(4.60) so th a t c(0) is the term  
independent of the mass. Since T r M 2 is independent of the gauge configuration, 
we m ay always calculate b\. The functional integrals over gauge fields is possible in 
strong coupling, allowing us to calculate 62 on a lattice. W ith our norm alisation
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Figure 4.8: Lattice diagrams contributing to (T rM 4) in strong coupling, 
of th e  fermion m atrix,
TrM2 = 2NiN.\Nc
4
=  2 N ,N C (4.61)
where Nd is the dimension of our lattice. In this case Nd = 4. The diagram s 
which contribute to Tr A/4 are shown in Figure (4.8). These diagram s have m ul­
tiplicities (2Nd)2 and 2Nd(2Nd — 1) respectively. The Polyakov (W ilson) line and 
p laquette  diagrams, which will contribute on individual configurations, will av­
erage to  zero on integration over the group manifold, leaving only those term s 
which are gauge field independent, he.diagrams in which all links U are m atched 
by the  corresponding W .
This leads to
Tr M 4 =  [(21Vj)2 +  2Nd(2Nd -  1)] (4.62)
One can similarly calculate T rM 6 and thus obtain analytic values for the last
four coefficients.
For S U ( 3) on a 44 lattice we have from equations (4.61 -  4.62)
T rM 2 =  1536
T rM 4 =  5760 (4.63)
T rM 6 =  26304
This, along with the recurrence relations gives us
Ai =  I  T rM 2
Ld
=  768 (4.65)
b2 =  j  ( — Tr M 4 +  t ( T r  M 2)2)
=  e1259 (4.66)
As =  1 (T r M 6 -  1  Tr M 4 Tr M 2 +  i ( t r  M 2)3)
_  e 18.125 (4.67)
T he num erical results, when normalised so tha t b0 = 1, give 768 , e1259 and e18125. 
Here we have m ade the factorisation
(Tr AP  Tr M q) = (Tr M p) (Tr M q) (4.68)
since we have to  m atch every U with the corresponding UT  This factorisation 
breaks down on a lattice of length 2. On a 24 lattice, say, sites 1 and 2 will be 
connected by links U\2 and U21 - T rM 2 will have term s such as
T r(t/12+  £ 4 X ^ 2  +  7721) (4.69)
The cross term s will vanish when we calculate (T rM 2) but ((T rM 2)2) will have 
a te rm  U\2 ^ 2 1^ 1 2 ^ 2 1  coming from these cross term s. Our factorisation will not 
give the  correct result in this case. It will obviously also be invalid for ( (T rM 4)2) 
on all la ttice  sizes since the plaquette/plaquette^ will also contribute at this order 
and above. However, since this is at the same order as (T rM 8) it is beyond the 
point where we have attem pted to enum erate all the contributing diagrams. The 
factorisation is therefore valid only for the term s which we calculate on the 44 
lattice.
In principle one could continue this process but since the coefficients which 
govern the physics are the lowest ones it is not a practical m ethod for the study of 
the partition  function. The number of diagrams contributing to the higher traces
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will become very large and the multiplicities will become almost impossible to 
calculate. Nevertheless, this is a useful check on our m ethod in strong coupling. 
Since Tr M 2 is independent of the gauge field, we may use this known value as a 
check on our simulations at all couplings.
4.4  C onclusions
A pplication of our m ethod to the partition function of strongly coupled gauge 
theories w ith staggered fermions gives encouraging results. We obtain  the ex­
pected  value for the critical mass, m cr;t =  0 and can give an estim ate of the chiral 
condensate in the V  —> oo, m —> 0 lim it which is in good agreement with the 
strong coupling expansion.
The results obtained using this m ethod in the strong coupling case are suffi­
ciently encouraging for an investigation at interm ediate coupling to  proceed. We 
expect th a t the zeros will move out into the complex m  plane and indicate a 
phase transition  at a finite value of m  for a prescribed value of the  coupling, ft.
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Figure 4.2 : The logarithm s of the coefficients of the partition  function for S U (3) 
a t f3 =  0.0 on a 44 lattice. The expansion is around m i =  0.0 averaged over 200 
configurations.
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Figure 4.3 : The imaginary part of the n th zero of the partition  function, for 
S U (3) at P = 0.0 on 24 and 44 lattices, plotted against n. The 24 results are 
scaled by a factor of 24/4 4.
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ll
l
l
(
 
Z
l
T
l
)
;
0.4
0.3 -
0.2  -
0.0
0.0 5.0 20.015.010.0
n
Figure 4.5 : The imaginary part of the n th zero of the partition  function, for 
S U {2) a t ft =  0.0 on 24 and 44 lattices, plotted against n. The 24 results are 
scaled by a factor of 24/4 4.
32
0
8 106420
n
Figure 4.6 : The im aginary part of the n th zero of the partition  function, for U( 1) 
at /? =  0.0 on a 24 lattice, plotted against n.
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Figure 4.7 : The imaginary part of the n th zero of the partition function, for U( 1) 
a t /3 =  0.0 on a 44 lattice, plotted against n.
C hapter 5 
R esu lts at Interm ediate  
C ouplings
5.1 Introduction
In th is chapter we generalise the method of Chapter 4 to weaker couplings. We ex­
pect to  find a phase diagram qualitatively similar to Figure (4.1), w ith m ca = 0 at 
low (3 and a critical line extending from m a  =  0 at some value of (3 and in terpo la t­
ing between the chiral phase transition at ma  =  0 and the pure gauge deconfine­
m ent transition at m a  =  oo. It is still an open question as to w hether the  critical line 
is continuous across the whole range of quark masses. Some investigations[36,39] 
have concluded tha t the phase transition disappears for masses above a certain 
value . This corresponds to a break in the critical line for in term ediate masses 
(Fig.(5.1)).
Previous investigations of this phase diagram have looked for a critical cou­
pling a t fixed ma. Some evidence has been found for a phase transition  up to 
m a — 1.0 on lattices with temporal extent,n t =  4 [46]. There is strong evidence 
th a t this phase transition is first order for small bare quark masses, but weakens 
and eventually becomes a continuous cross-over for larger values of m a .[37] The
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Figure 5.1: Another proposed phase diagram for QCD at finite tem perature. 
Com pare w ith Fig. (4.1).
behaviour of the m axim al mass for which the transition is first order as the lattice 
size, particularly  in the tim e direction, is increased should tell us if the transition 
persists for finite masses in the continuum.
A modified m easurem ent method, which will allow the extension of the m ethod 
to larger lattices, is decribed. This new method, along w ith our original m ethod, 
is used to investigate the phase diagram of QCD on a 44 la ttice  at four values of 
/3. These sim ulations give four points on the critical line which are in agreement 
w ith previous published data.
At one of these values of /?, the behaviour of the zeros is studied as the lattice 
size is increased to 63.4.
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5.2 A voiding R eorthogonalisation
5.2.1
Our m easurem ent algorithm, as described in Chapter 4, suffers from a huge m em ­
ory requirem ent which will ultim ately prevent us from continuing to larger la t­
tices. This results from our need to calculate all the Lanczos or’s and /Ts before 
we can construct our polynomial. In order th a t we can do this we m ust artificially 
m ain tain  orthonorm ality of the Lanczos vectors, lost due to rounding errors. For 
this purpose we must store . all the Lanczos vectors at each stage. This means 
th a t we need extra storage for N sN c/2  complex vectors, each of length N SN C/ 2. 
On a 44 lattice this amounts to almost 2.5Mb and, on a 64 lattice, to over 60Mb.
We can avoid this problem by allowing the Lanczos vectors to drift out of 
orthonorm ality  as we iterate the algorithm. In order th a t the Lanczos vectors still 
span the N-dimensional space of the eigenvectors we will now have to perform 
M  > N  iterations of the Lanczos algorithm. We may now use the m ethod of 
S turm  sequences (See section 5.2.2) to find the eigenvalues of the M  x M  m atrix  
and sort out those which are also eigenvalues of the original N  x N  m atrix . We 
know th a t the sum of the eigenvalues of (M ^M )e is a constant, 2N SN C, since 
Tr A ftM  is gauge field independent, so we can easily check th a t we have found 
all the  correct eigenvalues.
We may then use the eigenvalues to calculate the coefficients of the charac­
te ristic  polynomial.
A n  =
A2 +  m :
(5.1)
Aw 4  771^
A n  =  Aat_i (An +  ^ 2) (5.2)
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This m ethod takes approximately the same tim e as the  m ethod with reorthog- 
onalisation on a 44 lattice and gives a considerable mem ory saving.
5.2.2 S tu rm  Sequences
Let B r be the r x r  m atrix  formed by taking the first r rows and columns of an N  x 
N  herm itian  m atrix. Define the polynomials Po(A) • • • Pn (^)  as th e characteristic 
polynom ials of B 0 . . .  B n -
Po(A) =  1 (5.6)
Pr( A) =  Det(jBr — XI) (5.7)
Then, for any real value of A, the number of sign changes in the sequence 
{P0(A ),P i(A ),...  , P^(A)} equals the number of eigenvalues of B n  less than A.
For a tridiagonal m atrix  we may calculate the Pr (A) using a recurrence rela­
tion.
Pr(A) =  (ar -  A)Pr_,(A) -  /3 j.iA -iP ,-2 (A ) (5.8)
It is usually more convenient to calculate the ratios of successive term s in the
sequence.
rr(A) =  p - f i T )  ~ a r ~ x ~ (5'9)
r 0(A) =  0 (5.10)
The num ber of eigenvalues less than A is now given by the num ber of negative
term s in the sequence {r0(A ),. . . ,  rjv(A)}.
By successive bisections of an interval which is known to originally contain all 
the eigenvalues, we may home in on the kth eigenvalue.
If an eigenvalue of the N  x N  m atrix lies in the interval (A — 8, A +  <5) then we 
may also check to see if it is also an eigenvalue of the (N  — 1) x (TV — 1) m atrix . 
T he m ost convenient way to do this is to look at r^(X  — 8) and rw(X + 8). If these 
term s have the same sign then there is also an eigenvalue of the sm aller m atrix  
in the  interval (A — 8, A +  8).
T he shift of an eigenvalue is defined as the smallest 8 for which the eigenvalue 
rem ains in the interval on the removal of the last a  and /?.
Real eigenvalues of the smaller m atrix, ACM , will have a small shift since the 
eigenvectors will have small entries after the first N sN c/2  places. In contrast, the 
eigenvectors of spurious eigenvalues will have large entries and so will be sensitive 
to the  removal of the last a  and /3, resulting in a large shift.
A nother problem which must be dealt with is the duplication of real eigen­
values. If we continue the algorithm long enough for the slowly converging eigen­
values to be obtained, those eigenvalues of M  which converge quickly may 
appear several times as eigenvalues of B jsj. We therefore assume nondegeneracy 
of the  eigenvalues and demand tha t successive eigenvalues differ by m ore than  
some cut-off.
5.3 R esu lts at Interm ediate C ouplings on a 4 4 
la ttice
5.3 .1  (3 =  3 . 0
At a coupling of (3 = 3.0 QCD is still in the strong coupling regime. The lowest 
zeros of the partition function,in the complex quark mass plane, are still evenly 
spaced along the imaginary axis. The im aginary part of the n th zero is plotted
against n in F ig.(5.2).
T he spacing in this case is greater than in the (3 = 0.0 case. Thus, if the
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chiral condensate is calculated by the same method as in C hapter 4, one obtains 
a lower value in the infinite volume limit. This is w hat we expect as we make the 
coupling weaker.
(W>) (/? =  3.0) =  1.60 (5.11)
(*/>) (/? =  0.0) =  2.01 (5.12)
5.3 .2  0  =  5.04
It is only as one weakens the coupling to the vicinity of the finite tem perature 
phase transition  th a t one expects the zeros to m igrate off the im aginary axis 
and move onto the complex m  plane. This is illustrated  in F ig .(5.3b) where 
we show the  zeros of the partition function in the complex mass plane at j3 = 
5.04 on a 44 lattice. Configurations were generated using an update  quark mass 
of m 0 =  0.025 and 3060 measurements (using the original m ethod, including 
reorthogonalisation.) of the coefficients of the characteristic polynom ial were 
averaged. The shape of the coefficients, Cn, when plotted as a function of n,(Fig. 
(5.3a)), is visually similar to that at strong coupling (F ig .(4.2)) but a strong 
signal was found for the complex nature of the zeros (Fig(5.3b)).
The positions of the zeros were monitored every 50 m easurem ents during the 
sim ulation. The im aginary parts of those zeros close to the real axis were seen to 
stabilise very quickly, but many more measurements were required before the real 
parts stopped increasing and began to converge towards stable values. This is 
shown in F ig .(5.4) where we plot the lowest zeros as a function of the num ber of 
m easurem ents averaged over. The lowest three zeros are very close to convergence. 
Again, since the characteristic polynomial is in m 2, there are corresponding zeros 
in the unphysical Real(m) <  0 plane.
The zeros form a distribution which is qualitatively sim ilar to the ideal case 
described in C hapter 3 (Fig.(3.2)). The zeros approach the real m axis at on
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one point, indicating that the system on a finite lattice must be a ttem pting  to 
sim ulate a phase transition’ at m c close to 0.05 . he.for m  <  0.05 the system  
will sim ulate the chirally restored phase and for m  >  0.05 it will be in the broken 
phase. Since the zeros have still not fully converged to constant values, we can 
pu t a good lower bound on the value of m c but the upper bound can only be 
obtained  from a fit to the data. The bound obtained from this fit is obviously 
dependent on the functional form we fit to. We therefore give a fairly conservative 
error estim ate on m c.
+0.01
m c (f i  — 5.04) =  0.045 (5.13)
-0 .003
5.3 .3  £  =  4.9
In th is case, the coefficients of the expansion of the partition function were av­
eraged over 3260 measurements at a coupling of p  = 4.9 on the 44 lattice. The 
sim ulation again had an update quark mass of 0.025.
T he behaviour of the zeros is slightly different in this case, probably because 
we find we are simulating in the chirally broken phase whereas at (3 = 5.04 we 
were in the restored phase.
T he final distribution has the same basic shape as the previous case, with 
the ‘p inch’ onto the real axis occurring at ma  ~  0.01. (F ig.(5.5)) The difference 
between the two cases is not in the final distribution: this m ust be independent 
of the  update  mass and thus independent of which phase we are sim ulating. The 
difference occurs in the way the zeros approach their final values. In this case, 
complex zeros appear after around 200 measurements and then decrease towards 
a constant value. (Fig.(5.6 a & b)) Again, the im aginary parts stabilise much 
m ore quickly than the real parts.
Sim ulation at such a low bare quark mass, ma  ~  0.01, is very difficult and 
expensive in com puter time since the m atrix inversion required in the update
process becomes much more ill conditioned. Onr m ethod allows the extraction of 
inform ation relevant at this quark mass w ithout encountering the problems of 
sim ulating there.
5.3 .4  /3 = 5.2
The m easurem ent m ethod w ithout reorthogonalisation was used to perform  1200 
m easurem ents a t /? =  5.2 with m 0 =0.18.
The zeros again form a ‘cavity’ around the low m  p a rt of the real axis, 
(Fig(5.7)) bu t in this case the approach of the zeros towards the real axis at the 
‘critical’ mass is much less pronounced. We find the critical mass to  be at around 
m  =  0 .2 .
This is consistent with a weakening of the transition at this mass and coupling. 
Estim ates of the largest bare quark mass at which one would see a discontinuity 
in ^ '0 )  as P ^  increased indicate tha t this is above or a t least around th a t value, 
a m max. S. G ottlieb, in Lattice 90, estimates am max ~  0.07 [37] for lattices with 
n T =  4 . In the same proceedings, A. Vaccarino estim ates 0.05 <  a m max < 0.2 
[38].
5.4 E xten sion  to larger la ttices
The removal of the requirem ent tha t the Lanczos vectors be stored for reorthog­
onalisation allows us to increase the size of the system under consideration. This 
extension could follow either of two paths.
The la ttice could be enlarged isotropically and the zeros m onitored as we move 
towards the infinite volume, zero tem perature lim it. In this case, we would expect 
the zeros to approach the real m  axis, indicating a sharpening of the transition, 
and sim ultaneously the point of closest approach should move towards Re(m ) =  0. 
This would indicate a true critical point at m  =  0 in the V > oo limit.
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The second option, and the one chosen here, is to increase the spatial size of 
the la ttice  while keeping the tem poral extent constant. Provided the coupling , 
and hence the lattice spacing, is kept constant our system remains a t a constant 
physical tem perature. Here we expect (hope?) tha t the lowest zeros will approach 
the real axis but with approximately constant real part.
5.4 .1  R esu lts  on th e  6 3 4  la ttice
Sim ulations were performed at (3 = 5.04 on a lattice of size 634. In the light of 
the results from the 44 lattice, the update mass was chosen to  be m a  =  0.04. 
We hope th a t the zeros closest to the real axis will still lie close to this point 
on the  larger lattices. A Taylor expansion of the partition function around the 
update  mass will have small statistical errors in the first few coefficients. If the 
zeros of interest do indeed lie close to this point then we should be able to  obtain 
estim ates of their values after many fewer measurements.
It should be stressed again tha t our choice of update mass does not affect 
the  positions of the zeros. It merely influences which zeros we can obtain  after a 
certain  num ber of measurements.
The position of the smallest zero (he.the zero closest to the real axis) was 
m onitored as a function of the number of m easurements m ade on the 634 lattice. 
W hen the  simulation was stopped, after 225 measurem ents, the lowest two zeros 
had converged to stable values. The exact positions of other zeros could not 
be determ ined, although the general area covered by them  could be estim ated 
from the  positions of less well determined zeros obtained from expansions around 
various values of the mass. (Fig.(5.8))
The lowest zero was seen at (i?e(m), 7m (m )) =  (0.0424,0.0093). The real 
p art of the  zero is slightly smaller than in the 44 case. This is consistent w ith the 
corresponding increase of (3C in traditional finite tem perature sim ulations as the 
spatial size of the lattice is increased.
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As expected, the lowest zero is seen to approach the real axis as we increase 
the la ttice size.
The m ethod was also applied to a system of size 83.4 at a coupling of (3 = 5.04. 
In this case, due to limits on computer tim e — one update  and m easurem ent 
requires ~  l |  Cray XMP hours.— it was only possible to perform  100 m easure­
m ents. The zeros obtained from this simulation do not appear to have converged 
to  their physical values (Figure(5.9)). No agreement is seen between zeros ob­
tained using different values of m j. No signal is seen, however, th a t the m ethod 
is breaking down on this lattice size. This appears to be yet another la ttice prob­
lem which simply requires more cpu tim e or preferably more Mega(or Giga)Flops. 
The problem  of non-agreement between different expansions is a sign th a t we have 
pushed our root-finder to its limit. The range of m agnitudes covered by the co­
efficients means th a t, even using suitable changes of variables, we can only use 
170 of the 3073 coefficients. Some zeros are found which appear to  be relatively 
insensitive to the level of truncation on individual expansions. However, if we 
are to obtain  agreement between different expansions, we will have to solve much 
larger polynomials. This will probably require the development of a specialist 
algorithm  of the type used by Karliner, Sharpe and Chang [32].
5.4.2 Infin ite  vo lu m e and continuum  lim its
The above results , showing the approach of the partition  function zeros to the 
real axis as L s increases, would indicate a real phase transition  at finite m as the 
spatial size of the lattice goes to infinity. This L s —> oo lim it at fixed (3 does not 
describe continuum  QCD but some explicitly lattice theory with fixed and finite 
la ttice spacing.
It would be interesting to see the behaviour of the transition point as the 
continuum  lim it is approached. In particular, is there a phase transition  which 
extends to m q >  0 in the continuum?
74
T he approach to the continuum limit would be obtained by increasing f3.  
thereby reducing the lattice spacing, and simultaneously increasing the num ber 
of sites in the time-like direction, n T, in such a way as to keep the tem perature, 
T  — l / a n T, constant. Obviously, this process would require a prohibitive cost in 
com puter tim e. It is, however, interesting to speculate as to  possible results.
Since we are changing the coupling, we have one more level of com plication. 
T he quan tity  we can measure is m ca, while the physical object is m c. We can 
deal w ith this in the following way.
Consider the ratio of the two physical quantities T  and m c.
/ K 1 A \—  = anTm c (5.14)
We can m easure a m c and nT and so we know the value of m c/T \ If we can keep 
the  tem pera tu re  constant, while increasing n T, we can investigate the behaviour 
of m c.
As we increase (3 we must monitor the reduction in a by calculating correlation 
lengths. We m ust be in the scaling region of course. We then increase n t to keep 
the  tem pera tu re  constant. In this way the behaviour of m c could be studied. As
we get deeper into the scaling regime, we would hope th a t m c/ T  would approach
the  continuum  value , m c(continuum )/T .
T he analysis of Gottlieb [37] predicts the m axim um  value of m a  a t which 
we can have a first order transition. This value, am maI, is seen to decrease as 
the  la ttice  size increases, nT going from 4 to 6 to 8. Since this transition must 
be tak ing  place at the same physical tem perature on all three la ttice sizes we 
m ay use Equation(5.14) to look for scaling behaviour. The results are shown in 
Table(5.1). Substantial violation of scaling occurs between n T =  4 and n T =  6. 
As we go from 6 to  8, however, the behaviour is much better. Using estim ates of 
m max(continuum ) /  Tc and of Tc we can obtain a value for m max(con tinuum ).
m m a x  =  m rnax_T c  _  0  1 2 () x lOOMeV ~  12MeV (5.15)
Tc
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nT ®^mai ^max /  Tc — 0,TTimaxTLr
4 0.073 0.292
6 0.021 0.126
8 0.015 0.120
Table 5.1: Scaling behaviour of rnmax. Taken from S. G ottlieb in Lattice 90.
Thus, for some values of the coupling, such tha t T  ~  Tc, we m ight expect m c to 
approach a non-zero value in the continuum limit.
5.5 C om parison w ith  previous p u b lished  data
There have been several studies of finite tem perature QCD on lattices with N t = 
4. The spatial sizes of these lattices varies from 43 to 123. These simulations 
used several different update algorithms— Exact updating [40,41], Langevin[46], 
Hybrid[44,45] and Hybrid Monte Carlo [43,42]— but all look for j3c a t a fixed 
value of m.
The results for are in general insensitive to the spatial size of the  lattice, 
w ith the exception of the 434 simulations which give results which, while com pa­
rable, are consistently slightly lower than the larger lattices at the same value of 
the quark mass.
F ig .(5.10) shows a comparison of our results with results from several other 
sources. The agreement, considering the radically different m ethod of m easure­
m ent, is very good. Our results on 434 lattices are , in fact, consistently closer to 
the L s >  6 results than are previous 434 simulations. This m ay be due to  finite 
size effects affecting the two methods in different ways.
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5.6 C onclusions
T he m ethod  described above can be seen in two ways. It can be considered as 
an a lternative m ethod for finite tem perature lattice field theory. As such it gives 
results which are in agreement with previous methods.
A second use, which is equally applicable on isotropic lattices, is in investigat­
ing the  sm allest dynamical quark mass which should be used on any particular 
la ttice  a t given coupling. If one makes the bare quark mass too small then the 
therm odynam ics of the system will be altered. The system will be in the wrong 
phase and e.^.the masses of hadronic excitations could be drastically different.[47] 
Ideally one would like to approach the chiral lim it, m a  =  0, or at least work with 
quark masses which are comparable to the masses of the light up and down quarks 
which form the lowest hadronic states. The m easurem ent of hadronic masses re­
quires much lower bare masses than are used at present.
S tudy of the zeros of the partition function may give some inform ation re­
garding the  allowable values of ma  in future simulations and on the size of lattice 
required in order th a t ‘physical’ quark masses can be simulated.
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Figure 5.2 : T he im aginary part of the n th partition  function zero, for S U (3) a t 
(3 =  3.0 on a  44 lattice, plotted against n.
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Figure 5.3a : The logarithm s of the coefficients of the  p a rtitio n  function ex­
panded  in the bare quark mass for SU(3)  at (3 =  5.04 on a 44 la ttice . Averages 
are taken  over 3060 configurations.
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Figure 5.3b : T he partition  function zeros in the  com plex quark  m ass plane for 
SU (3)  a t p  =  5.04 on a 44 lattice. Averages are taken  over 3060 configurations.
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Figure 5.4a : The evolution of the lowest zeros for the sam e system  as F ig .(5.3). 
The zeros are plotted every 50 measurements.
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Figure 5.4b : The real part of the zero closest to the real axis p lo tted  against the 
num ber of m easurem ents made.
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Figure 5.5 : The partition function zeros in the complex quark mass plane for 
577(3) a t =  4.90 on a 44 lattice. Averages are taken over 3260 configurations.
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Figure 5.6a : The evolution of the lowest zeros for the  sam e system  as F ig.(5.5). 
The zeros are p lo tted  every 50 measurements.
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SU(3)  a t =  5.20 on a 44 lattice. Averages are taken over 1200 configurations.
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Figure 5.9 : T he p artition  function zeros in  the com plex quark  m ass plane for 
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C hapter 6 
P artition  Function Zeros for 
C om pact Lattice Q ED.
In this chapter we use the method of previous chapters to study the critical be­
haviour of com pact lattice QED. The com parative sim plicity of this m odel— our 
U( 1) gauge field variables are single complex num bers ra ther than  complex val­
ued m atrices — and the resultant saving in com putation tim e means th a t it is 
possible to perform  a much more detailed investigation than  was possible with 
S U ( 2) or SU(3)  gauge fields. A further tim e saving could have been m ade by 
working with the real phases, 0x,m rather than the link variables UXifJ. =  e19*^. It 
was decided, however, th a t, considering the tim e and effort required to rewrite 
the H ybrid M onte Carlo code in this form, the original code, modified to elimi­
nate m atrix  m ultiplications, would be fast enough for the size of systems under 
investigation.
O ur study is again in some sense ‘orthogonal’ to previous work on the critical 
behaviour of the theory. Previous studies worked at a fixed value of the bare 
fermion mass, chosen to make the simulation stable and either looked for a dis­
continuity in (tjj'i/j') as the coupling is varied, or for evidence of coexisting phases 
at a critical coupling [48] or else attem pted to evaluate the fermionic determ inant
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as a function of the energy of the system [49]. We perform sim ulations at several 
values of (3 and try  to estim ate the critical value of the mass in each case. The 
scaling properties of the partition function zero closest to the real axis should 
give some inform ation on the order of the phase transition.
We have been able to perform simulations at 10 values of (3 in the range 
0.0 <  ft <  1*5. Systematic errors have been controlled by repeating some of the 
sim ulations using different update masses.
6.1 R esu lts
Results for compact U{ 1) at (3 = 0.0 on 24 and 44 lattices were presented in 
C hapter 4. In this section we present the results obtained for weaker couplings.
In each simulation the system was evolved through 600 therm alisation sweeps 
from either a random or ordered start. This should ensure th a t when m easure­
m ents are taken the configurations used are generated with the correct weight. 
M easurem ents of the coefficients were made after every hybrid M onte Carlo sweep. 
(A sweep consists of several trajectories and the molecular dynam ics tim e between 
m easurem ents, weighted by the HMC acceptance, is of 0 (1 )) The zeros were cal­
culated  every 400 measurements up to 3200. This gives us eight sets of zeros from 
each run, which will give us some indication of the stability of the zeros obtained.
In every case, the coefficients form a curve very similar to  th a t shown in 
Figures (4.2) and (5.3a) for QCD. The sim ilarity between the distributions of the 
coefficients for different values of j3, and even for different gauge groups, makes 
th e  study of these graphs uninformative. For this reason the reader is referred to 
Figure(4.2) as the generic example rather than showing several indistinguishable 
figures.
D espite this apparent similarity, if one looks at the numerical values of the 
coefficients, ra ther than the general shape of the curve, one can see some in terest­
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ing behaviour. In Figure(6.1) we show the behaviour of the first few coefficients , 
In Cn (n =  1 , . . . ,  9) with varying /3. They are all norm alised so th a t C0 = 1. We 
note th a t all the coefficients are characterised by a rapid, alm ost sim ultaneous, 
transition  at (3 ~  0.8 -  0.9. This, as we shall see later, is the range of couplings 
where we see evidence for critical behaviour.
In Figures(6.2 a-j) we show the corresponding  behaviour of the partition  
function zeros as f3 is increased. We have already seen (C hapter 4 ) th a t at 
infinite coupling, (3 = 0.0, the zeros are purely im aginary (Figure(6.2 a)). This 
behaviour persists up to about (3 ~  0.8, where some zeros begin to m igrate into 
the complex plane. (Figures(6.2 b & c)) For these values of (3 the real axis is 
‘pinched’ a t the origin, suggesting a critical mass value m ca = 0.0.
As we move towards weaker couplings, the zeros m igrate into the complex 
plane and pinch the real axis. For (3 ~0.8-0.9 the pinch occurs a t m c ~  0.1-0.4 
(Figures(6.2 d-g)). In the weak coupling regime, (3 ~  1.0, there is no evidence 
for a critical value of the bare fermion mass (Figures(6.2 h -j)) .
6.2 S ystem atic  Error
Having obtained the main features of the theory’s behaviour, we now tu rn  to a 
system atic analysis of the stability of our results. Results in this section should 
also be applicable to the work presented in Chapters 4 and 5 where such a thor­
ough investigation was not possible.
The first question which must be addressed is the independence of the results
on the choices of m i  and m 0.
In these simulations m x has always been chosen to vary in the intervals [0,0.4] 
on the real axis and [-0.4,0.4] on the imaginary axis. Since it is not possible 
to obtain  all the zeros of the polynomial we m ust ensure th a t the zeros which 
we do obtain  are not influenced by our choice of m i.  The root finding routine
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will preferentially find those roots close to mi but if we have two values of m\  
reasonably close to the root in question, the root should be found in bo th  cases, 
w ith no system atic shift due to the different values of m \.  The zeros which are 
accepted as true zeros of the partition function are those which appear for more 
than  one value of m*. The fact th a t we always have m \  real means th a t the 
root finder can easily find roots close to the axes, but has difficulty coping when 
the  zeros are far away in the m-plane. This explains the scarcity of zeros found 
a t large values of /?. This problem could be made less serious by the use of 
complex values for m\.  However, this would result in complex valued coefficients 
in the  polynom ial and a more sophisticated root finding routine would have to 
be im plem ented. Since the physically interesting zeros are those close to  the real 
axis, this is not a serious problem when it comes to understanding the physics.
O ur results should be independent of the update mass, m 0, since this only gives 
an overall m ultiplicative factor in the partition  function. Figures (6.3 a h  b) show 
the  zeros obtained after 3200 measurements with two different masses a t each of 
two f3 values. Those zeros which we would expect to be calculated accurately are 
seen to be independent of ra0.
As a check th a t the zeros we calculate have converged to stable values, i .e.we 
have performed enough measurements, we look at the zeros obtained as the num ­
ber of m easurem ents increases. In Figure (6.4) we show the zeros a t /? =  0.85 
after 2400, 2800 and 3200 measurements. The zeros close to our values of m u  
those close to the axes, have converged to stable values. The zeros fu rther from 
our expansion points are less stable.
6.3 C onclusions
The physics observed for compact U( 1) gauge theory with dynam ical staggered 
fermions is summarised in Figure (6.5). The real part of the zero closest to the
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real axis is p lotted for the values of f3 considered. The critical mass, m c, is 
com patible w ith zero in the strong coupling area. For values of /3 in the range 
0.8 -  0.9 the critical mass is strongly (3 dependent. In the weak coupling regime, 
(3 > 1.0, there is no sign th a t the theory displays critical behaviour at any mass.
The fact th a t U( 1) is cheaper to simulate than QCD has allowed us to  examine 
the system atics of our m ethod very thoroughly. The partition  function zeros are, 
as expected theoretically, independent of the updating mass in the simulation. 
Work is currently in progress to investigate the dependence of the zeros on the 
la ttice  boundary conditions. Runs are being done using identical param eters with 
both  periodic and antiperiodic boundary conditions in all directions.
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F igure 6.1 : Logarithm s of the first nine coefficients in  the  expansion of the 
p a rtitio n  function for U(l)  on a 44 la ttice as ft is varied. All coefficients are 
norm alised  such th a t Cq =  1.
Figure 6.2 : P artitio n  function zeros in the com plex ferm ion m ass plane 
U (l )  on a 44 la ttice.
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Figure 6.3a : P a rtitio n  function zeros for U{  1) on a  44 la ttice  a t j3 — 0.8. Zeros
are p lo tted  for runs w ith updating mass 0.05 and  0.075.
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C hapter 7
Q C D  at finite chem ical p o ten tia l
7.1 Introduction
The QCD phase transition between confined hadronic m a tte r and the deconfined 
chrom oplasm a phase may be induced by two mechanisms. The tem peratu re  may 
be increased to  a critical value, Tc — This is the m echanism  driving the transition  
in previous chapters — or else the density of the quark m a tte r m ay be system ­
atically increased. As the quarks are forced closer together the short distance, 
asym ptotically  free behaviour may take over from the confining potential which 
dom inates at long distances. The baryonic m atter may then undergo a phase 
transition  at a tem perature below Tc. It is through a com bination of these ef­
fects th a t heavy ion collision experiments are hoped to produce deconfined quark 
m a tte r.
Lattice simulations of QCD usually have a net baryon num ber density of 
zero since m a tte r is always produced as a quark /an tiquark  pair. F inite baryon 
num ber density may be produced by introducing a chemical potential, /z, for the 
production of quarks. As in statistical mechanics, the chemical poten tial is the 
Lagrange m utiplier for the constraint on the particle num ber, N .  The G rand
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Canonical Partition  Function is given by
Z (T , f i )  = T r ( e - ( * - ^ )  (7.1)
where 7i is the H am iltonian of the system.
7.2 L attice QCD at fin ite chem ical p o ten tia l
Finite chemical potential is introduced in the QCD la ttice  action by m ultip ly­
ing forward timelike links by a factor and backward links by e_M° [50]. This 
has the  effect of encouraging forward propagation of quarks and inhibiting back­
ward propagation of antiquarks, resulting in a non-vanishing net fermion num ber 
density on the lattice.
We now have
Z  = J v U D e t ( M { U , li ) ) e - s’{u) (7.2)
1
z^) — ma8Xiy T  ~ ^  ^ h.c.)
^ v = x ,y ,z
-\-UT(x)T]T(x)e^a8yjX+T -  Ul{y)rjT(y)e~^a8yiX. T (7.3)
The gauge part of the action, Sg, is unaffected by the  in troduction of the  chem­
ical potential since it always involves timelike links in pairs, one forwards and 
one backwards. In general the only loops which will pick up a contribution from 
the chemical potential are those which wind com pletely round the la ttice in the 
tim elike direction. It is easy to see tha t these loops correspond to particles which 
propagate infinitely in tim e and so contribute to a net particle num ber. In con­
tras t, closed loops which do not wind round the la ttice pick up no contribution 
and correspond to quark /antiquark  creation and annihilation.
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The result of adding a chemical potential to our action is tha t the fermion 
determ inant becomes complex. The in terpretation  of D et(M )  as a probability 
in our M onte Carlo integration therefore becomes difficult. It has been shown 
th a t it is the presence of this complex phase in D et(M )  which causes quenched 
calculations at finite chemical potential to show incorrect behaviour[51,53]. This 
phase also causes great difficulty in m ethods which use |D et(M )| in the im por­
tance sampling. [52]The phase, </>, is moved from the  update  weight into the 
observable. This is a well defined process which should produce correct answers. 
The expectation value of the observable becomes
m  -  m
where the  averages on the right hand side are over configurations generated using 
|D et(A f)| in the im portance sampling.
T he trouble comes from the fact th a t, in the interesting region, becomes
very sm all due to large fluctuations in the phase. This makes the calculation of 
(O) alm ost impossible. Simulations are only feasible a t very large or very small 
chemical potential, where ^eu^  ~  1.
The expansion of the Grand Canonical P artition  Function has the  great ad­
vantage th a t the behaviour of the system may be exam ined over a range of chem­
ical po ten tial while we can avoid the difficulties described above by updating  the 
la ttice  a t /z =  0.
7.3 T he E xpansion o f th e  G rand C anonical 
P artition  Function.
Using our freedom to normalise the partition  function as we please, we m ay w rite 
the grand canonical partition function for QCD at finite chemical potential as
_ IVU D etm U , r i ) e - s’M
~  f 'DUT>et{M(U,n = 0 ) )e - s*W
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=  s v u  d e t(M ( U ^  = ° ) ) e - SAU) f76)
/  V U  Det(M(U,f i  = 0 ))e_sstc,>
=  /  D et(M (U ,n ) )  \  (77)
\D e t(M ((7 ,/j =  0 ) ) / M=0
This looks very similar to the expression for the partition  function as a function 
of the  quark mass given in C hapter 4. However, since the  chemical po ten tial does 
not lie on the diagonal of the fermion m atrix , we m ust introduce one m ore level 
of com plication before we may proceed.
T he m atrix  M ( U , //) may be w ritten as
i M  -  G + Ve* +  Vt e_M +  im  (7.8)
where G  contains all the spacelike gauge links, V  the forward tim elike links , and 
V t the backward tim elike links.
D et(iM ) =  D et(G  +  Ve* +  V V *  +  im )  (7.9)
We may now define the fermion propagator m atrix  [54].
P  =
(  _  i m V  V  ^
\ - V  0 
T he determ inants of P  and M  are related.
(7.10)
D e ^ P - e ' 11) = Det(GVe~“ +  i m V e ~ ,‘ +  e -2*1 +  V 2) (7.11)
=  D et((G e_l* +  ime~>L +  V^e-2" +  V ) V )  (7.12)
=  e -"w Det (G + Ve* + V i e - “ + im )  (7.13)
Since Det V  =  1 and
V ' V  =  VV + =  1 (7.14)
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This gives us the result
Det(tM) =  e»N D e t(P  -  c“ M) (7.15)
where N  =  n^nTn c is the size of the m atrix.
Since we now know Det M  in term s of the  determ inant of a m atrix  which is 
diagonal in e±/x, we may use the m ethod described in C hapter 4 to expand Det M
as a polynom ial in eM. i.e.we expand the grand canonical partition  function in
term s of the  canonical partition functions for fixed particle num ber on the lattice.
2 N
D et(P  -  e-/i) =  2 2  wne~n^ (7.16)
71=0
From this expansion we may derive an expression for the grand canonical 
partition  function.
N
Z =  2 2  Znennr/i (7.17)
n = - N
By considering the inverse of the propagator m atrix  one can derive an expres­
sion sim ilar to  (7.16) which leads to [56]
2 N
D et( P  -  e-") =  Det(e" -  P ~' )  =  e~w » £  < e”'‘ (7-18)
71=0
This leads to
yjn =  WlN-n (7-19)
A check on our m ethod is possible since one can formally calculate the coef­
ficients in the  expansion in term s of traces of powers of the propagator m atrix  
using the following recurrence relation.
T r(P n) +  2 2  Wj Tr( P n~j ) + n w n = 0 (7.20)
j=i
wq = 1 and «7i =  - TV P-
Since the propagator m atrix causes a step forward in tim e, only those traces 
of P n w ith n an integer multiple of n T will be non-zero. The recurrence relations
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now give
uj0 =  w 0 =  1 ( 7 .21 )
W\ =  wnr =  — — Tr P"T (7.22)
Ylrsj*
V 2 = W2nT = ~ 2^ ~  (TrP2"’’ — l - ( T r /”*r)2)  (7.23)
W3 = t«3nr =  |T rP 3n' -  - 5 - Tr P 2n'Tr P n' + -^ (T r  P"')3 j(7.24)
x j T t s p  \ L iT l / t f  2 T b  ^  J
etc.
ujn gives the coefficient for a lattice with n fermions missing. The Z n will be 
the  expectation values of the wn.
Z n  — { ^ 2 N - n )  (7.25)
Since in S U (N C) we have N c equivalent vacua related by Z ( N C) ro tations and 
since tunneling is always possible between these vacua on a finite la ttice, our 
canonical partition  functions must be invariant under a change of variables which 
describes this tunneling. A rotation between Z (N C) vacua corresponds to the 
introduction of an im aginary part to the chemical potential. This leads to
Zn =  e2*-myWc z n (7.26)
which means th a t the Z n m ust be zero unless n is a m ultiple of A^ c.
This result can also be seen from the expressions for the u>n. Since P  involves 
only forward timelike links the functional integrations over link variables will 
result in a non-zero answer only if the trace corresponds to a loop which winds 
around the lattice a multiple of N c times.
ujn = 0  n ±  0(M odAc) (7.27)
Ujn £  0 n =  0(ModJVc) (7.28)
(7.29)
If the  Z n are to  be interpreted as canonical partition  functions then they m ust 
be real and positive. Our final expression for the partition  function is thus
N
Z  =  J 2 ( Z nenNcnr,x +  Z * e-nNcnr(i) (7.30)
n=0
N
Z = £ Z n cosh(nNcn Tfi) (7-31)
n=0
where we have absorbed a factor of 2 into the definition of Z n in the  second 
equation.
In strong coupling we can perform the functional integrations over gauge fields 
analytically. The ratio  of the canonical partition  functions for a full la ttice  and for 
a la ttice  w ith two fermions missing was calculated for S U (2) at strong coupling 
on a 44 la ttice  bo th  analytically and by M onte Carlo sim ulation.
— (analytical) =  e9'13 (7.32)
u>o
— (Monte Carlo) =  e9'075 ( 7.33)
LO0
These results are w ithin the statistical errors in the num erical calculation.
7.4 R esu lts
In th is section results obtained in previous sim ulations of QCD at finite chemical 
po ten tial are reviewed and the expansion of the partition  function is reanalysed 
by studying the zeros in the complex fugacity (eM) plane. The results obtained 
from the  partition  function zeros are com pared w ith those obtained directly from 
the partition  function.
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7.4 .1  S trong C oupling R esu lts
Sim ulations were performed at strong coupling (J3 =  0) on a 24 la ttice  by I.M. 
Barbour, C.T.H. Davies and Z.A. Sabeur[55]. The coefficients of the  expansion 
were found by a different m ethod in this case. The fermion determ inan t m ay be 
expanded as
n m a x
R e(Det iM (fi))  = cq + ^  (cn +  c_n) cosh(3nnt/za) (7.34)
n = l
Gauge fields are generated with weight e~S9 in the im portance sam pling. The left 
hand side of Equation(7.34) is evaluated at several complex values of the  chemical 
poten tial, resulting in a set of simultaneous equations which m ay be solved for the 
cn. These cn are then averaged over many configurations to give the expansion 
of th e  grand canonical partition  function.
T he sim ulation was repeated using Det(M (/z =  0))e-59 in the  upd a te  weight. 
This gave results which agreed to within statistical errors w ith the  results from 
pure gauge updating.
The canonical partition  functions were found, to a good approxim ation to 
satisfy
(7.35)
a n = a -f bn (7.36)
Using this form, and the numerical result for 6, the zeros of the partition  function 
were obtained for m a  =  0.1, 0.2, 0.3 and 0.4. These zeros were found to lie on 
circles in the plane with the radius giving a value for //c, the  critical chemical 
po tential for the phase transition. (Figure (7.1))
A value for fic may also be obtained by noting th a t due to the form of the 
coefficients (Equation(7.36)) a value of the chemical poten tial exists such th a t 
all the term s of the polynomial have the same weight. If we define the  critical 
chemical potential to  be this value we have
e 3 Mcn £ =  e - b  ( T > 3 7 )
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Me =  ^  (7.38)
ont
These two definitions of /zc give results which are in agreem ent a t all four 
values of the bare quark mass. The values of fic are seen to  vary linearly with 
m a  and a linear fit gives \lc — 0.58 at ma  =  0.(Figure(7.2)) This is clear evidence 
th a t the  full theory, including the effects of fermions, will give results which are 
different from those obtained using the quenched approxim ation which indicate 
th a t n c —► 0 as m a  —> 0.
7 .4 .2  R esu lts  at in term ed ia te  cou p lin gs
Sim ulations were performed by I.M. Barbour and Z.A. Sabeur [56] on a 44 lattice 
a t two values of /? and two quark masses. The partition  function was expanded in 
term s of the canonical partition functions using the propagator m atrix  formalism.
Sim ulations a t (3 =  4.9 and ma = 0.05 and 0.025 are in the  confined phase at 
H =  0. These sim ulations show a clear signal for a phase transition  at a non-zero 
value of the chemical potential.
Assuming positivity and continuity of the canonical partition  functions, the 
num ber density m ay be evaluated as a function of //.
p = n Z  (7.39)
V o[i
_  1 En=i Z n ^ n t sinh(3n n tfi) ^  4Q.
V  En=o z nnnt cosh(3nn tfi)
Plots of num ber density against chemical potential show an abrup t change of
slope a t a value of jj around 0.3. The lattice then fills over a range of fi up to
about 1.0 .(Figures (7.3 a k  b))
We m ay also define fic as the value of the chemical potential when the  la ttice 
is as likely to  have three fermions as it is to  be em pty :
Z0 =  Z3 cosh(3nt/zc) (7.41)
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This gives f ic =  0.35 at m a  = 0.05 and f i c = 0.30 at m a  =  0.025. This is in 
agreem ent with the values obtained from the density function.
In this study we extend the investigation to the exam ination of the zeros of 
the  partition  function. The partition  function may be expressed as a polynom ial 
in entM which may be solved for the zeros. In Figures (7.4 a b) a plot is shown 
of the  zeros in the complex eM plane. The zeros form two rings ( corresponding to 
// and —fi ) and approach the real axis over a range of values which s ta rts  from 
around fic as calculated above and extends over the region in which the transition  
takes place.
At /? =  5.05 we are already in the deconfined phase at [i =  0. We do not, 
therefore, expect to see any signal for a phase transition at finite chemical poten­
tial in this case. The density function varies smoothly from zero a t fi = 0 till the 
la ttice  fills, with no sharp change in slope. (Figure (7.5))
The zeros of the partition  function have a m arkedly different d istribu tion  from 
th a t of the zeros at (3 = 4.9. The zeros still have absolute values which cover the 
transition  region. This is to be expected since we expect the d istribu tion  to vary 
sm oothly as we increase (3. In this case, however, the zeros do not approach the 
real axis. (Figure (7.6))
7.5 C onclusions
The exam ination of partition  function zeros is a very effective m ethod in the 
stydy of QCD at finite chemical potential. The distribution of zeros gives a clear 
indication of the presence or otherwise of a phase transition, the zeros approaching 
the  real axis only for tem peratures below Tc, the critical tem pera tu re  at zero 
chemical potential. This signal is much clearer than th a t obtained from the 
baryon num ber plots. The critical chemical potential for the phase transition 
may be estim ated from the distribution of zeros or calculated from the original
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polynom ial.
T he m ethod has the disadvantage th a t the propagator m atrix  is neither her- 
m itian  nor antiherm itian . This means th a t the Lanczos vectors m ust be reorthog- 
onalised during the tridiagonalisation. We cannot avoid this as we do in the  mass 
zeros case since there is no analogue of S turm  Sequences in the case of complex 
eigenvalues. T he storage space required for all the Lanczos vectors lim its the  size 
of la ttice  to  which this m ethod may be applied.
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Figure 7.1 : Zeros of the partition  function in the  eM plane at /3 =  0.0 on a 24 
la ttice. The five circles of zeros correspond to m a  =  0 .0 ,0 .1 ,0 .2 ,0 .3 ,0 .4 . The 
m a  =  0.0 result comes from a linear extrapolation of 6.
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Figure 7.2 : Linear fit to fic on the 24 la ttice  as a function of m a.  This shows the 
linear extrapolation to m a  =  0.0.
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Figure 7.3a : The baryon num ber density as a function of fi a t j3 =  4.9 and m a  =
0.025. The kink a t /z ~  0.5 is non-physical and is due to  the  higher coefficients 
in the  expansion being less well determ ined. Figure taken from  reference [56].
ma = 0.05
Figure 7.3b : The baryon number density as a function of fi a t (3 — 4.9 and 
m a  =  0.05. Figure taken from reference [56].
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Figure 7.4a : Partition function zeros in the e“ plane for 0  =  4.9 and ma -  0.025.
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Figure 7.4b P artition  function zeros in the eM plane for (3 =  4.9 and m a =  0.05.
180-
n (p )
120-
3 = 5.05 
ma = 0.025
60 -
Figure 7.5 : The baryon num ber density as a function of n  a t (3 — 5.05 and 
m a  =  0.025. Figure taken from reference [56].
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Figure 7.6 : P artition  function zeros in the  plane for (3 =  5.05 and m a  =  0.025.
C hapter 8
C onclusions
We have shown th a t the study of partition  function zeros is a powerful tool in 
the  investigation of the  phase structu re of la ttice field theories w ith staggered 
ferm ions.The m ethod is useful both in the case of QCD at finite baryon num ber 
density and for the  study of the effects of a finite bare mass on the  chiral phase 
transition .
Unfortunately, the com puting power available to this study did not perm it 
th e  continuation to  very large lattices for la ttice QCD. It is hoped th a t th e  work 
on U( 1) will be extended to larger lattices, both  in the  com pact and non-com pact 
formulations. The study of the scaling behaviour of the  zeros, especially those 
closest to  the  real axis, will yield im portan t inform ation regarding the  order of 
any phase transition.
8.1 O ther applications
The work of Lee and Yang is applicable to  any statistical mechanics system . The 
m ethod proposed here m ay be used in the study of fermionic system s in which 
the  partition  function can be expressed as the expectation value of a determ inant. 
If one can arrange th a t a particular variable appears only on the diagonal of the 
m atrix  in question, then the characterisic polynom ial, in th a t variable, can be
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averaged and used to  find the  partition  function zeros. This work is currently 
being applied to  two such systems. These systems are described below. No results 
are quoted since my involvement in the work extended only to  th e  in itia l setting 
up and the  provision of some of the  com puter code. The purpose of the  following 
sections is to  show the  wider applicability of the  previously described work.
8 .1 .1  W ilso n  F erm ions
In th is thesis we have applied the theory of Lee and Yang to gauge theories w ith 
staggered fermions. The m ethod is equally applicable to  th e  W ilson form ulation 
of la ttice  fermions where the  expansion is perform ed in powers of k being the 
hopping param eter which determ ines the mass of the  fermions.
The action for W ilson fermions is
£  =
X
(^(a?)(1 ~ ^ n ) U n ( x ) H x  +  f i )  + ^(ar + ^)(l +X i)£/’i ( a0 ^ (a0)
x n
=  ”0(1 — K p)xj> ( 8-1)
If one m ultiplies through by 1/ k, the hopping param eter m ay be moved onto the 
diagonal and we m ay proceed in the same way as for staggered fermions.
The fermion determ inant for Wilson fermions, det M  =  d e t( l — k f t ) ,  is real 
sinceYsM^Ys =  M ,  bu t not positive definite. In order to in terp ret the  determ inant 
as a probability density we m ust use d e t(M ^M )  as the update  weight. Thus, 
HMC sim ulations of dynam ical Wilson fermions is restric ted  to  m ultiples of two 
degenerate flavours. Since P  is not an an tiherm itian  m atrix  one m ight expect 
th a t the  expansion of the  characteristic polynom ial will have bo th  odd and even 
powers of k . However, since the eigenvalues come in sets of four, A, —A, A* and 
—A*, we m ay write
N
det M  =  I D  -  K\i) (8.2)
1=1
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N / 2
=  n c 1 - * 2^ )  (8-3)
*=i
Since det M  is real, det =  det M  and the update  weight is
N / 2
update  weight =  ( 1 1 ( 1 A?))2 (8.4)
1= 1
= (det(l -  K2 ^ 2)2 (8.5)
where the  determ inant is over only even (or odd) sites.
The expansion which we want to  make is thus
Z ( k ) =  (det(.02 -  (i)2))2 (8.6)
AC
N / 2
=  a * K ~ 2 t  (8-7)
i=i
This system  is currently  being studied, at strong coupling and on small lattices, 
by a collaboration involving physicists at Glasgow and Edinburgh, using Maxwell, 
the  UKQCD parallel supercom puter. An investigation is also being carried out 
of p artition  function zeros for both  one and two flavours of W ilson fermions using 
pure gauge updating. Since the partition  function is insensitive to  the  overall 
m ultiplicative factor which is introduced by the average sign of the  determ inant, 
it is also planned to  sim ulate a single flavour of W ilson fermions using | d e tM \  
in the  updating  procedure. The usually quoted value for the  critical value of ac 
which gives zero mass quarks, /cc =  0.25 at f3 =  0.0, is calculated in the  quenched
approxim ation. I t  is hoped th a t the study of partition  function zeros will indicate
th e  value of acc in the  presence of dynam ical quarks.
8.2 T he H ubbard M odel
The H ubbard model is the  simplest model for electrons in a m etal. The ham ilto- 
nian for the model is given by [57]
h = -t y , chc3,° + uY(n‘+ - §) (” ■ - E ( n«'+ +  "•■-) (8-8)
* *
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where ( i , j )  denotes nearest neighbour la ttice  sites, a  denotes the  spin degree 
of freedom and the electron num ber operator c f t<7 c,>. The constant t is 
the  hopping param eter which allows electrons to move from site to  site, and U 
represents the  on-site Coulomb repulsion.
The numerical sim ulation of the  H ubbard model w ith a finite electron density 
has a ttrac ted  much a tten tion  due to  the  suggested relation between the  2-D 
H ubbard model and high Tc superconductivity. Since this problem  is essentially 
non-relativistic, m any problem s, such as fermion doubling, are avoided. However, 
the  inherent difficulties of sim ulating fermions a t finite density can not be avoided 
completely.
We have already seen th a t in the case of QCD at finite chemical potential the 
fermionic determ inant becomes complex and any im portance sam pling based on 
th is determ inant ceases to  be well defined in term s of probability densities.
In th e  H ubbard model, the partition  function is always real. In the  case of 
th e  half-filled H ubbard model (one electron per site) the partition  function can 
be expressed as the product of the determ inants of a m atrix  and its complex 
conjugate and is thus positive definite.
Z(fi = 0) oc (det M  det
=  ((det M ){det M)*)  (8.9)
However, if a real, finite chemical potential is introduced for the  im purities (holes) 
then  this positivity is lost and we can have configurations w ith real, negative 
determ inants. Two solutions to this problem  are currently  being investigated 
[58].
Since the  update  action contributes only a m ultiplicative constant to  the  par­
tition  function, we can follow the same route as in the  QCD case and update  at 
=  0. The partition  function can then be expanded as a polynom ial in eM/3, where 
(3 is the  inverse tem perature. This tem peratu re is introduced by extending the
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2-D la ttice in a th ird , im aginary tim e, direction and relating (3 to  the tem poral 
extent by (3 = n T St where n T is the num ber of tim e slices and St is the tim e-step. 
T he resulting polynom ial expression for the partition  function can then be solved 
for the  partition  function zeros. Alternatively, differentiation w ith respect to  // 
will give the  hole density as a function of fi.
A nother approach is to  choose the updating chemical potential, //o, such th a t 
the  first few term s in the polynomial are of similar m agnitude: if one updates 
a t /i =  0, then  all other term s are small com pared to  the  first and are therefore 
m ore susceptible to fluctuations. The la ttice can then  be updated  using the 
absolute value of the weight function in the updating procedure and the  first few 
coefficients, corresponding to  the lowest excitations, can be determ ined reliably.
Prelim inary results using both  the above m ethods are encouraging and in 
good agreement bo th  w ith each other and w ith previous studies [59].
It is probable th a t this m ethod will prove useful in fu ture studies of theories 
involving la ttice fermions, both  in la ttice field theories and in non-relativistic 
H ubbard type models.
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