Conic martingales refer to Brownian martingales evolving between bounds. Among other potential applications, they have been suggested for the sake of modeling conditional survival probabilities under partial information, as usual in reduced-form models. Yet, conic martingale default models have a special feature; in contrast to the class of Cox models, they fail to satisfy the so-called immersion property. Hence, it is not clear whether this setup is arbitrage-free or not. In this paper, we study the relevance of conic martingales-driven default models for practical applications in credit risk modeling. We first introduce an arbitrage-free conic martingale, namely the Φ-martingale, by showing that it fits in the class of Dynamized Gaussian copula model of Crépey et al., thereby providing an explicit construction scheme for the default time. In particular, the Φ-martingale features interesting properties inherent on its construction easing the practical implementation. Eventually, we apply this model to CVA pricing under wrong-way risk and CDS options, and compare our results with the JCIR++ (a.k.a. SSRJD) and TC-JCIR recently introduced as an alternative.
Introduction
Term-structure models that is, models that allow to generate a set of curves at future times, starting from a given curve at time 0 are particularly popular in interest rates to model discount or forward curves. In this context, the interest rates model is chosen so as to yield a deterministic discount curve at time 0, P 0 (T ), say, and various discount curves at any time t > 0, P t (T ), T ≥ t. Note that the curve P 0 (T ) is deterministic, but those associated to future times, P t (T ), depend on the evolution of the underlying stochastic model up to t. This can be achieved by relying on short-rate models (Vasicek, Hull-White, CIR, etc) or instantaneous forward rates (Heath-Jarrow-Morton (HJM) or market models). Term-structure models are equally useful in credit risk applications, to model the dependency of credit spreads to the maturity. More generally, term-structre models are required to model the default (or survival) probability curve prevailing at time t, Q t (T ). Just like interest rates models, we start by assuming a given curve at time 0 (here, a survival probability curve Q 0 (T ) = G(T )), and let the stochastic model generate future curves, noted Q t (T ), T ≥ t.
Given the well-known equivalence between short-rate interest rates models and intensity-based default models, the machinery developed in the interest rates literature can be recycled in credit risk applications, possibly with some restrictions. Indeed, while negative rates can be tolerated (or even desired), such a thing like a "negative intensity" makes no sense.
In standard reduced-form models, credit risk is handled by modelling the default time as the first jump of a stochastic process. The jump likelihood is controlled by the intensity process. The later is most of the time stochastic, and in any case is restricted to be positive or, at least, non-negative. This specific setup corresponds to the Cox framework. This specific class of reduced-form models is popular due to its tractability and the fact that it satisfies the immersion property. The later guarantees the absence of arbitrage opportunities. Following [29, 22, 26] , a reduced-form model for defaultable claims can be constructed by considering a full filtration obtained by progressively enlarging the defaultfree market filtration with the default time. The full filtration is usually considered as the relevant filtration in credit risk models: it represents the information available on the market, to be used for pricing and hedging defaultable claims. When working in such a setup, the most fundamental object attached to the random default time is certainly the conditional survival process, known as the Azéma supermartingale. Another fundamental behaviour ensuring the no-arbitrage condition in the enlarged filtration is the above-mentioned immersion property which states that the martingales in the default-free filtration remain martingales in the full filtration. For more details about the immersion property and the enlargement of filtration theory we refer the reader to, among others, [25] and [27] . Alternatively, when considering such a framework, a set of problems concerns the specification of the dynamics of the default intensities. In order to ease the calibration of the model, one naturally choose a specification allowing for an easy solution of the pricing problem. Several routes are possible, but some of them run into other problems. One could think about postulating Gaussian dynamics, but this could mean negative default intensities in a large number of classes. Yet, from a practical perspective, it is common to consider the homogeneous affine term structure models with positive dynamics such as CIR (see [19] ) or JCIR (CoxIngersoll-Ross with independent compound Poisson jumps, see [7] ) to deal with the intensity process. Although very popular, these models present some drawbacks. The classical time-homogeneous affine models such as CIR do not have enough flexibility when it comes to perfectly fit a given market curve. To circumvent this issue, these models were extended by starting with a non-negative time-homogeneous affine (i.e. very tractable) model and adding a deterministic shift, leading to the well known CIR++ (SSRD) or JCIR++ (SSRJD) introduced in [8] and further studied in [6] and [7] for specific applications in credit derivatives. The shift approach is appealing since it solves the perfect fit problem and preserves the affine property of the dynamics. However, when shifting the intensity process in a deterministic way, there is no guarantee that the resulting process remains positive when forcing the fit to a given market curve. This problem can be handled by including a non-negativity constraint on the shift function when optimizing the parameters of the time-homogeneous intensity process. More recently, the calibration problem has been solved using a different deterministic adjustment: the shift function is replaced by a time change. These two modifications of the shift extension are refered to as the positive-shift (PS-(J)CIR) and the time-changed (TC-(J)CIR) (J)CIR [33] . We refer to [18, 20] for general results within the affine term structure models and to [33] regarding the perfect fit problem.
Interestingly, all these models fit in the class of Cox models. Indeed, in all these cases, the associated Azéma supermartingale is decreasing; its Doob-Meyer decomposition exhibits no martingale component. This shows that such models actually correspond to a very special case. Yet, the above property is interesting: a vanishing martingale part in the Doob-Meyer decomposition of the Azéma supermartingale proves the associated models to be arbitrage-free. Although a few models featuring a martingale component in their Azéma supermartingale have been discussed in the literature [3, 28, 16] , little work has been done to actually make "non-Cox models" workable.
In this paper, we deal with a class of default models, conic martingales or the martingale approach, recently introduced in [36] and [37] and further developed in [28] . Conic martingales offer a modelling framework that completely gets out of Cox models. It consists of a direct modeling of the Azéma supermartingale and is a setup where immersion property does not hold. As explained above, it is therefore not clear whether this model is free of arbitrage opportunities. A central point in this paper is indeed to give an answer to this question but in a more practical perspective. While very promising, conic martingales trigger important mathematical challenges and deserve in depth technical analysis when dealing with arbitrages opportunities in a no-immersion setup. To fill this gap, we rely on recent results introduced by Crépey et al. [16] to show that a special case of conic martingales, the Φ-martingale, belongs to another class of default models that are arbitrage free. In particular, we pay attention to the fact that the Φ-martingale possesses interesting analytical properties which rends it quite suitable for credit risk applications.
In Section 2, we recall some standard Cox models (like JCIR++, TC-JCIR and HJM) and briefly review the martingale approach with a particular focus on the Φ-martingale case. For both models, we provide the default time definition. Section 3 introduces the study of the no-arbitrage property under immersion and beyond immersion. The arbitrage free property of the Φ-martingale model is then established. In Section 4, we compare the performances of the Φ-martingale model with the JCIR++ and TC-JCIR models to the pricing of two classes of credit derivatives: credit valuation (CVA) adjustment under the presence of wrong-way risk and credit default swap (CDS) option, before concluding in section 5.
Intensity-based default models
Throughout the paper, we consider a fixed time horizon T * and a probability space (Ω, G, Q). Our financial market can feature default-free entities and, to ease the exposition, a single credit-risky entity, which default time is modeled by the random time τ . Hence, we deal with two classes of financial instruments: those which future cashflows (hence prices) are not impacted by the default of the risky reference entity (called default-free assets in the sequel), and those who are (defaultable assets). To deal with those products, we consider several flows of information, modeled as filtrations satisfying the usual conditions. They will be formally specified for each model below, but they can be intuitively introduced as follows. The full market information is noted G = (G t , t ∈ [0, T * ]). In this paper, all risk factors and price processes are G-adapted. Then, we define the filtration specific to the default event, i.e. the natural filtration of the default indicator
is a sub-filtration of G. Loosely speaking, it is defined as the largest sub-filtration of G such that τ is a F-but not a G-stopping time. Notice that F should not be considered as the information conveyed by the risk factors driving the default-free assets only. Indeed, some processes impacting the default likelihood could be F-adapted, too. The important thing is that, given F t , it should not be possible to determine whether the default event took already place or not. We assume in the sequel that G = G T * and τ > 0. The probability Q stands for an equivalent martingale probability measure, so that every payoff discounted at the F-adapted risk-free rate r is a (Q, G)-martingale. Notice that the discounted prices of default-free assets (which future cashflows do not depend on τ ) are (Q, F)-martingales as well. Eventually, we assume that the market provides us with the (risk-neutral) survival curve G, which represents the current Q-distribution that the reference entity survives up to some point in time, i.e.
In practice, the G curve is obtained by a bootstrapping procedure, that is, by considering the market prices of defaultable instruments like credit-risky bonds or credit default swaps (CDS), and reverseengineering the risk-neutral valuation formula iteratively, for increasing maturities. Obviously, the G function must start from 1, remain positive and be decreasing. As standard in the literature and in line with the market practice, we assume that G is differentiable [32] . Therefore, the market-implied survival probability curve observed at time 0 can be parametrized as
for some positive function h called hazard rate.
The purpose of a dynamic default model is to generate a set of probability curves at some future time t > 0, that is, to model the probability that a default event occurs after a given time T ∈ [t, T * ] given the information available at time t ≤ T . Mathematically speaking, the model aims at providing
These curves are needed for pricing (e.g. options on CDS or credit valuation adjustment) or riskmanagement purposes. We refer to [12] for a couple of examples.
Conditional survival probabilities under partial information
Although prices are given by considering the full market information that is, by computing G-conditional expectations, the considered setup allows us to work in the sub-filtration F thanks to the Key lemma.
More explicitly, the above G t -conditional probability can be written as a ratio of F t -probabilities, scaled by a survival indicator [4, Lemma 3.2.1.]:
Introducing the following notation for the F t -conditional survival probability curve
one gets that the G t -risk-neutral probability of the event {τ > T }, T ≥ t, can be written as
Interestingly, for every
. By contrast,
is also valued in [0, 1], but is a (Q, F)-supermartingale. Indeed, from the tower law, we have for s ≥ t,
process is often referred to as survival process, but is also known as the Azéma supermartingale in the probability literature. Clearly, S 0 = S 0 (0) = 1 from (6) because τ > 0 and, from (5), Q 0 (T ) = S 0 (T ) = G(T ) where the last equation comes from the calibration procedure at time 0. Notice that from the tower law again, the expectation of the survival process at time T is nothing but the probability that the reference entity survives up to T , as seen from time t = 0:
One can consider this expression as a kind of constraint (or calibration) that the default model must satisfy at time 0. Note that not all models generate a curve E[S · ] compatible with the form of G(·) given in (1) . It is however the case for all models such that τ is a continuous random variable satisfying Q(τ ≤ T * ) < 1. In this case, τ admits a density, α and
. This expectation can be written as in (1) provided that h(t) :=
. This will be the case in all models considered below.
A fundamental result from stochastic calculus stipulates that any survival process S admits a unique Doob-Meyer decomposition [17] , [4] S
where M is a (Q, F)-martingale and A is an F-predictable decreasing process, satisfying M 0 = 0 and A 0 = 1. If in addition S is continuous, then so are A and M [3] . Moreover, if A is absolutely continuous with respect to the Lebesgue measure, dA t = −µ t dt and dM t = σ t dB t where µ is a positive process, µ, σ are F-adapted and B a (Q, F)-Brownian motion [3] . Hence, whenever S t > 0 for every t ∈]0, T * ], then the dynamics of the survival process can be written as
λ t := µ t /S t is an F-progressively measurable non-negative process called default intensity.
Remark 1.
It is common to expect the survival process S to be decreasing. This is a feature that is indeed met in the usual default models. Surprisingly or not, this is just a special case: it is clear from the calibration procedure that the expectation of S is decreasing but, from (8), the process S is decreasing if and only if M ≡ 0, i.e. σ ≡ 0. At this stage, observe that S t (T ) in (4) is decreasing with respect to T for T ∈ [t, T * ] but is a (Q, F)-martingale. In particular, it does not decrease with t. This behavior simply results from the fact that we are computing probabilities under partial information and, in such circumstances, one is allowed to change her mind about past events, at least as long as those events remain unobserved, i.e. as long as they are not measurable.
We now recall three different models and introduce a new one. The first model is the well-known deterministic shift extension to the Cox-Ingersoll-Ross model with compound Poisson jumps (JCIR++ or SSRJD) extensively studied in [8] . It will serve as comparison for the other -more recent-models further considered. The second model is a time-changed version of the JCIR, called TC-JCIR, introduced in [33] . It is indeed an interesting alternative to the JCIR++ model. The third model is a defaultable HeathJarrow-Morton (HJM) model [4] . As shown below, all these approaches are Cox models. Eventually, the last model, which is of interest here, is based on conic martingales originally introduced in [36] and further studied in [28] . For each model, we derive the F− and G-conditional survival probability curves (i.e. S · (T ) and Q · (T )), as well as the Azéma supermartingale (S · ).
Reduced-form approach: the Cox setup
The Cox setup is the most popular approach for dynamic intensity-based (reduced form) modelling. It is originally due to [31] and [19] . We refer to [8] for extensive applications in credit risk. In contrast with the firm-value (from which default occurs when the firm's asset breaches a default barrier, a.k.a. Black-Cox or structural models [34] ) the default event is triggered by the first jump of a counting process with stochastic intensity λ. Equivalently, τ can be modelled as the first passage of · 0 λ s ds above a random threshold E:
In this model, λ is a non-negative, F-adapted process and E is a random variable with unit exponential distribution, independent from F T * . Hence, one can choose as F the natural filtration of λ (possibly enlarged with the factors impacting the default-free assets), D collapses to the filtration generated by the pair (λ, E) and
Because λ is positive Q-a.s., Λ is increasing, hence, the survival process S defined in (6) reduces to
λsds .
The dynamics of the survival process are given by
showing that λ in (9) actually corresponds to the default intensity introduced in (8) . Moreover, the Cox setup corresponds to a very special Doob-Meyer decomposition: it deals with decreasing survival processes, i.e. with S having no martingale part (M ≡ 0).
It is also easy to compute the conditional survival probabilities under both filtrations. For instance, the F t -conditional survival probability that τ > T is obviously a (Q, F)-martingale on [0, T ], and reads as
The corresponding G t -conditional survival probability is, from (5), given by
In the special case where λ is an affine process, the above conditional expression takes the usual exponential-affine form:
where
for 0 ≤ t ≤ T ≤ T * and some deterministic functions A x and B x (we refer to [8] for more details). To ease the notation, we set P x (t) := P x 0 (t, x 0 ). We give below to examples of reduced-form models.
JCIR++
The JCIR++ model postulates the following dynamics for the intensity process:
where ϕ is a deterministic function and x is a time-homogeneous JCIR model
with κ, β, δ some positive constants and J is a compound Poisson process with jump intensity ω ≥ 0 and exponential jump size with mean 1/α, α > 0, independent of B.
In this model, τ is defined as in (9) but with intensity λ ← λ ϕ . Therefore, F is chosen to be the natural filtration of x (possibly enlarged with the factors impacting the default-free assets), while D and G are as before.
The shift function ϕ is used in the calibration step. Its purpose is to guarantee a perfect fit between the survival probability Q(τ > t) implied by the model with the curve G(t) extracted from market data. Mathematically, it is determined such that
. This identifies the prevailing shift function for a given set (x 0 , κ, β, δ), which takes a well-known expression:
The conditional survival probabilities that τ > t become
and
This model has the advantage of being able to perfectly fit any (continuous) survival probability curve G implied from the market without affecting analytical tractability (in terms of prices of zerocoupon bonds and European options). Moreover, thanks to the jump process J, it can generate large implied volatilities without breaking Feller's constraint, i.e. such that the origin is not accessible for λ. Unfortunately, it suffers from an important drawback: we cannot guarantee the positiveness of the intensity process λ ϕ (hence, of λ since x can be arbitrarilly close to 0) without ad-hoc constraints when computing the parameters (x 0 , κ, β, δ). This drawback becomes more and more serious when increasing the activity of the jump process J since only positive jumps are allowed for tractability reasons. Therefore, increasing the jump activity under the constraint that E[S t ] = G(t) for a given curve G requires to lower the shift, possibly to the negative territory. We refer to [33] for a detailed analysis of the negativity intensity issue of the JCIR++ model.
TC-JCIR
The TC-JCIR model is an alternative to the JCIR++ aiming to solve the negative intensity issue without losing neither the analytical tractability nor the calibration flexibility of the JCIR++. The model flexibility is achieved by time-changing the non-negative x-model in a deterministic way. Therefore, although similar in principle with the deterministic shift extension of time-homogeneous models introduced above, the positiveness of the intensity process is guaranteed by construction. More specifically, the intensity is modeled as
, where x is a time-homogeneous non-negative affine model (e.g. JCIR), Θ(t) is a time change function called a clock and θ(t) := Θ ′ (t) is the clock rate. In this model, τ is defined as in (9) but with λ ← λ θ . Therefore, F θ := (F Θ(t) ) t∈[0,T ] is chosen to be the natural filtration of x θ (possibly enlarged with the factors impacting the default-free assets), while D and G are given by their corresponding time change filtrations.
The clock plays a similar role as the shift in the JCIR++ model: it is chosen such that
where Q x is the inverse of P x . We refer to [33] for more details about this model.
The conditional survival probabilities that τ > t are given by
It can be shown that the clock solving equation (18) takes the form Θ(t) := t 0 θ(s)ds where θ is non-negative, leading to a valid time change function. Hence, Q(λ t ≥ 0) = 1 for all t, solving the negative intensity issue. Interestingly, the process x θ remains affine if so is x, although not necessarily time-homogeneous affine, obviously. In the sequel we take consider JCIR dynamics for x, i.e. the same as for the JCIR++, for the sake of comparison.
HJM intensities
The general expression of Q t (T ) in (13) suggests that the reduced-form models (and JCIR++ and TC-JCIR in particular) can be considered as short intensity models, by analogy with short rate models in the interest rates literature. Indeed, the conditional expectation agrees with the time-t no-arbitrage price of a default-free zero-coupon bond price with maturity T provided that λ stands for the short risk-free rate. It is possible to revisit these modelsà la Heath-Jarrow-Merton, by modeling directly the term structure of the future default intensities, i.e. by modeling the hazard rate curve at once.
In [35] , Schonbucher models the default-free and defaultable instantaneous forward rate curves with a same Brownian motion. The instantaneous forward curve associated with the risk-free rate is noted f t (u). The time-t no-arbitrage price of a default-free zero-coupon bond price with maturity T becomes e − T t ft(u)du as the function f t is F t -measurable. This expression can take a similar form to the short-rate expression
provided that we set r t := f t (t) with initial condition f 0 (T ) = − d du P 0 (u) u=T . In this setup, only the diffusion coefficients of f · (T ) need to be specified; the drift is given by a no-arbitrage argument. A similar term structure model is assumed for the instantaneous forward curves associated with the defaultable instruments,f t (T ). It turns out that defining the credit spread process λ t (T ) :
, the process λ t := λ t (t) is strictly positive, Q-a.s. In fact, the latter can be interpreted as the default intensity, in the sense that the default time can be defined as in (9) .
A slightly different point of view is considered in [13] where the author starts from a similar setup but model f t (T ) and λ t (T ) with two correlated Brownian motion to obtain the dynamics off t (T ) satisfyinḡ f t :=f t (t) = f t (t) + λ t (t) = r t + f t . Here again, λ t (T ) can be interpreted as the F t -measurable hazard rate curve prevailing at time t. In either HJM frameworks, the drift off · (T ) (hence that of λ · (T )) is given by no-arbitrage, and it holds that
Compared to the JCIR++ model, HJM models are appealing for several reasons. First, the calibration equation E[S t ] = G(t) is automatically satisfied by imposing the initial condition λ 0 (T ) = h(T ):
The problem of negative intensities in the JCIR++ model can thus be ruled out by choosing appropriate dynamics for λ · (T ), as the calibration equation is handled by the initial condition. Second, one can directly model the shape of the volatility of instantaneous forward intensities via the diffusion coefficients. It is worth pointing out that although this can be appealing for the sake of dealing with risky rates (like Libor rates, as in [23] ), it is probably less relevant for pure credit applications due to the scarcity of quotes on the credit options' market. Moreover, as pointed out in [23] , this model is not easy to deal with in practice. Anyway, as shown above, it still fit in the same class of Cox models (just like JCIR++ and TC-JCIR). Instead, we consider a similar -but different -alternative, called martingale approach.
Conic martingale approach
In contrast with the models introduced above, the martingale approach is a framework that does not fit in the Cox setup. Instead of defining τ directly as in (9) for Cox models or via an intensity, this approach consists of modeling the F-conditional survival probability curves (4) directly using diffusion martingales,
The requirement
is automatically satisfied by choosing the initial condition S 0 (T ) = G(T ).
Remark 2. Because we are modeling the F-conditional probabilities with the help of the Brownian motion B, the latter must be F-adapted. Hence, F can be chosen as the natural filtration of B (possibly enlarged with the factors impacting the default-free assets). Notice that we do not provide an explicit construction scheme for τ . Therefore, at this stage, we cannot specify explicitly the filtrations D and G. This is a major drawback of the martingale models. This point will be addressed later in the paper in the particular case of Φ-martingales.
To the best of our knowledge, the martingale approach was first considered in [12] in the context of counterparty risk on credit derivatives. They postulate a diffusion coefficient of the form σ(t, T ) [12, section 3.3.1]. Obviously, because of the lack of state-dependency, this setup leads to Gaussian dynamics,
Just like the JCIR++, TC-JCIR and HJM models introduced above, the model can be perfectly calibrated to the market: imposing the initial condition S 0 (T ) = G(T ) leads to as E[S T ] = G(T ). Notice that (20) is a family of SDEs. For each T ∈ [0, T * ], the process S t (T ), 0 ≤ t ≤ T represents the evolution of the F t -conditional probability that τ > T . It is obviously not a binary process since τ is not an F-stopping time.
1 Nevertheless, each of those processes must belong to the interval [0, 1]. This is clearly violated by Gaussian dynamics. Specifying the shape of the diffusion coefficient such that S · (T ) ∈ [0, 1] and, at the same time, get a tractable model is not easy. To circumvent this problem, we can directly model S · (T ) with conic martingales, i.e., with martingales evolving within a specific range. Credit risk has been mentioned as a potential application for such processes, but without being further developed [28] .
Following [28] , the F-conditional probability curves are modeled in one go. To make sure that S t (T ) ∈ [0, 1], we start from a family of latent processes, and map them into a function with appropriate image:
where F : R −→ [0, 1] is a C 2 invertible function and Z t,T , 0 ≤ t ≤ T, T ≤ T * , a family of diffusions driven by the same Brownian motion B,
This is similar in spirit to one-factor HJM models in the sense that we directly model probability curves with the help of a single Brownian motion. Moreover, the drift in (22) is uniquely determined by the martingale property of S t (T ):
This is a simple consequence of Itô's lemma (see [28] for more details).
However, there is a fundamental difference with HJM models: the martingale approach does not belong to the class of Cox models. Indeed, in contrast with intensity models where S is decreasing (11), the decomposition of S in the the martingale approach does feature a non-zero martingale part. In the conic martingale case for instance,
In the sequel, we assume that the diffusion coefficient of Z t,T is a bounded function of time, i.e. η(t, z) = η(t) where 0 < η
. Moreover, we assume that the score function ψ of the mapping F is Lipschitz continuous. Then, for each u ≤ T * , 0 ≤ t ≤ u, the SDE
has a strong, pathwise unique solution on [0, T * ] (see ). Since F is a bijection, it is invertible, and the diffusion coefficient of S t (T ) in (20) takes the form σ(t, z) = η(t)F ′ F −1 (z) .
The Φ-martingale default model
A special case consists of considering F = Φ, the cumulative distribution of the standard normal random variable. This is a very particular case where Z ·,T are Gaussian processes. Indeed, the score function ψ collapses to the identity. Therefore, the drift in (22) is linear and the diffusion coefficient is a bounded, implying that the SDE admits a unique strong solution, and leading to a tractable model. In this model, the process S · (T ) corresponds to Φ-martingale [28] .
Definition 1 (The Φ-martingale default model). The Φ-martingale model postulates that S · (T ) is a Gaussian process mapped to the standard normal cumulative distribution function, i.e.
with
This model is of particular interest for several reasons. First, when η ≡ 1, the process (25) can be seen as the analog of the Brownian motion (martingale valued on R) or its Doléans-Dade exponential (martingale valued in R + ) but for the [0, 1] range; see [28] for a discussion. This feature has been noticed independently by Carr, who called the corresponding process Bounded Brownian motion, [11] . Second, the solution S t (T ) ∈ [0, 1] is known in closed form for all 0 ≤ t ≤ T , T ∈ [0, T * ], and the probability distribution of S t (T ) is known analytically from (27) . Third, this model automatically meets the calibration equation, by construction. Indeed, for every X ∼ N (µ, σ 2 ), it holds
Hence,
The only "free" parameter is thus the time-dependent volatility function η, controlling the randomness of the survival probabilities. As explained above, sparsity is often considered as an asset in credit derivatives. By using the properties of Φ, it is easy to show that the diffusion coefficient associated with the Φ-martingale in (20) is σ(t, z) = η(t)φ(Φ −1 (z)).
The associated Azéma supermartingale is given by the following Itô process
Differentiating (28) shows that it is a supermartingale satisfying (8) with
Default time definition in martingale models
The conic martingale setup provides an appealing way to model future survival probability curves with the correct range and therefore, is an interesting alternative to [12] . However, the standard approach in default modeling is to first define τ , e.g. as a first-passage time, and then compute the survival probabilities of interest, as in (9) for Cox. At this stage however, it is not clear how one can construct a default time τ associated with given dynamics for the Azéma supermartinagle in the case of conic martingale models. This is not a secondary question as the explicit construction scheme for τ may help to deal with potential arbitrages issues in the enlargement of filtration setup.
A natural question to ask is whether one could still use the intensity process λ to define τ as in (9) when the martingale part of the Doob-Meyer decomposition of the Azéma supermartingale in (8) does not vanish. After all, Λ is still increasing. It turns out that, generally speaking, this is not correct: defining τ as in (9) leads to a random time which distribution is not compatible with the survival process S, as we now show. Lemma 1. Consider a model whose Azéma supermartingale S takes the Doob-Meyer decomposition (8) . and let us note τ the default time associated with this model. Now, defineτ as in (9) where λ is the intensity process in (8) . Then, τ ∼τ , in general.
Proof. It is clear thatτ is the default time in a Cox setup which survival process solves dS t = −λ tSt dt withS 0 = 1, i.e.S t = exp{− t 0 λ s ds}. Because the same intensity process λ enters both S andS, the solution to (8) can be written as the multiplicative form S t =S tMt whereM t := exp{− 
From the Tower law, we have Q(τ > t) = E[S t ] and Q(τ > t) = E[S t ], where
Clearly, σ depends on S (in a non-linear way as the coefficient of dB must vanish when S ↓ 0 or S ↑ 1), hence on λ. Therefore,S andM both depend on λ, and there is no reason for their covariance to vanish, in general.
Remark 3.
In the limit where η ≡ 0, so is σ, each process S · (T ) becomes a trivial martingale (i.e. a constant equal to G(T )), and the model becomes deterministic, S t = G(t). Hence, the survival process solves
where the deterministic intensity function satisfies λ(t) = h(t). This becomes similar to a Cox model with a deterministic intensity λ given by the hazard rate function h associated with G. One can then define the default time as in (9) with λ t ← h(t). Similarly, when the intensity process is deterministic, so isS and Cov S t ,M t = 0. Therefore, Q(τ > t) = E[S t ] = E[S t ] = Q(τ > t) and both τ,τ have the same survival function given by G, showing that in the case of a deterministic intensity, one can define τ as in (9) . But these two examples are special cases. In general, we cannot define τ using (9) in models whose Azéma supermartingale is non-decreasing.
Immersion and arbitrages
In this paper, we consider several information flows, characterized by the knowledge (or not) of the default indicator. This does not trigger any problem in Cox processes, where an explicit construction scheme is available for τ . In this case indeed, the various filtrations (namely, F, D and G = F∨D) are well identified. For instance, it is therefore relatively easy to check that the knowledge of the default indicator does not provide a superior information to F when it comes to pricing default-free assets. This is however much more difficult to verify when there is no explicit definition for τ . In this case indeed, D and hence G are not explicitly identified. We refer to [1] for more details and explicit examples of classical arbitrages using the knowledge of τ . To avoid these issues, a basic reduced-form approach under the standard Cox model has already been proposed in order to deal with counterparty risk modeling [19, 9, 14] . Our purpose is to investigate how to use a non-Cox setup without facing arbitrage opportunities by using a conic martingale model.
Models without martingale part (Cox models)
As recalled above, default models that belong to the class of Cox models are known to be arbitragefree. Indeed, it can be shown that there is no arbitrage opportunity provided that every F-martingale remains a G-martingale (see [25] ). This condition, first introduced under the name of H hypothesis in [5] , is commonly referred to as the immersion property. Cox models provide a very convenient modeling environment in this respect, as they are proven to always satisfy the immersion property. Indeed, it is known (see e.g. [4, Remark 3.2.1. (iii)]) that the immersion property is equivalent to
Cox models satisfy the above condition (hence the immersion property):
, where we have used that E is independent from F T * and Λ is F-adapted.
Models with martingale part (Conic martingale models)
It is easy to see that the condition (30) implies that the martingale part in the Doob-Meyer decomposition of S must vanish. Indeed, S t (T ) is decreasing in T for all t. In particular, S T * (T ) is decreasing in T , too from (30), so must be S. As a consequence, immersion cannot hold if S features a non-trivial martingale part. Therefore, existence of potential arbitrage opportunities in such models require more attention compared to Cox models. Interestingly, it has been shown in [16] that a suitable redued-form can be applied beyond the immersion setup under some conditions satisfied by the dynamic Gaussian copula (DGC) credit model. A total valuation adjustment (TVA) price process of a general defaultable security based on the dynamic Gaussian copula model have been proposed. In this section, we show that the Φ-martingale default model rules out arbitrage opportunities in the sense that it is a particular case of a DGC when an additional condition on the diffusion parameter η is satisfied. To do this, we first recall how to define a corresponding default time to the Φ-martingale model.
Lemma 1 calls for a procedure to construct τ in the martingale setup. We show below that this is easy for the Φ-martingale approach, as it fits in the class of Dynamized Gaussian copula models, for which a closed-form expression of the default time has been given; see [15] .
Definition 2 (Dynamized Gaussian Copula model). The dynamized Gaussian copula (DGC) model is a default model where the default time is defined as
where B is an F-adapted Brownian motion, f is a square integrable function with unit L 2 -norm and ℓ : R + → R is a differentiable increasing function from satisfying lim u→0 ℓ(u) = −∞ and lim u→∞ ℓ(u) = +∞. f (s)dB s . Then,
The Itô integral is distributed as a zero-mean normal variable with variance ς(t), so that the F-conditional survival process of τ collapses to
Let us now set F = Φ and show that this is the form taken by the F t -conditional survival probability of the event τ > T in the Φ-martingale model provided that
Using these notations, we can write the solution in (27) as
Indeed, notice that f in (34) is of unit L 2 -norm (as in Definition 2) if
From (25),
which agrees with (33) . Note that f defined in (34) meets the assumptions given in Definition 2.
Let us now show that S t (T ) associated with the conic martingale default model with F = Φ cannot be written as (33) . It is easy to show that if ψ is regular enough for (24) to admit a unique strong solution,
This agrees with (33) if and only if F = Φ, leading to ψ(x) = x and l t (T ) = −F −1 (G(T )) = l(T ).
The next corollary shows that the Φ-martingale model is an arbitrage free default model in the of [16] which in addition allows for automatic calibration to CDS market quotes insured by a specific function ℓ in (34).
Corollary 1.
The Φ-martingale model is a case of "non immersion" arbitrage free default model if
Proof. The result follows with a direct application of Proposition 1 and Theorem 6.2 in [16] Notice that on the top of being arbitrage-free, the Φ-martingale default model features some attractive additional properties in a practical perspective. First the distribution of S t (T ) is known in close form. Second, since in our case, we first specify the dynamics of Z t,T , this intuitively implies the choices of f and ℓ in (34) , where, in particular, ℓ is given by the calibration constraint, ℓ(u) = Z 0,u := Φ −1 (S 0,u ) = Φ −1 (G(u)). Third, another contribution comes from the fact that one has an exact scheme for S and then for λS via (29) easing the numerical computation of respectively (41) and (48) since S t (T ) can be rewritten as a function of S t (see Appendix 6 for more details).
Numerical experiments
In this section, we provide numerical examples by considering the Φ-martingale default model in (1) with constant diffusion coefficient η(t) = η (so that ∞ 0 η 2 (u)du = +∞). We choose as benchmark the JCIR++ model devised in section 2.2.1 which is a very standard approach when it comes to deal with high credit spread [7] .
The performances of the Φ-martingale model will be compared to respectively the PS-JCIR (i.e. the JCIR with positive shift constraint) and the TC-CIR (i.e. CIR time-changed in a way such that a perfect fit is achieved) models using real market data when the default counterparty is Ford. We then consider two different applications in credit risk namely the pricing of credit value adjustment (CVA) in the presence of wrong-way risk (WWR) effects and credit default swap options (CDSO) by considering Ford as reference entity. The considered Ford's CDS spreads are presented on the table below. As we can see with Table 1 , the counterparty's term structure is not fully known at each point in time but only provides data at some maturities. In this context, we need further assumptions in order to construct the market curve G associated to the default time τ of the reference entity. To do so, we assume piecewise constant hazard rates bootstrapped form the CDS spread associated to each maturity of Table 1 . This is a common market practice procedure known as the JP Morgan model [32] . Once the market curve G is fully determined, the next step is to calibrate the models parameters to the obtained market curve. While the Φ-martingale model provide an automatic calibration, the PS-JCIR and the TC-CIR models's parameters need to calibrated to the market curve. This is done using an optimization procedure searching the models parameters that minimize the discrepancies between model and market risk-neutral survival probability curves. Notice that for the spacial case of the PS-JCIR, the optimization problem includes an additional constraint (i.e. ϕ ≥ 0) ensuring non-negativity of the intensity process governed by the JCIR++ model. The parameters obtained after calibration are 
Observe that the jumps parameters of the PS-JCIR model in (38) are very close to zero. 4 Numerical examples about the PS-CIR model showing its limitations to reproduce high WWR effects and CDSO implied volatilities are provided in [33] . In what follows, we will focus on the numerical comparison of the three considered models (Φ-martingale, PS-JCIR and TC-CIR) in term of their ability to feature both WWR and CDSO implied volatilities.
Application to wrong-way risk CVA
Before the 2008 global crisis, the large financial institutions were considered as too big to fail and assumed to be free of default risk. But after the consequences of the crisis resulting to the collapse of Lehman Brothers, counterparty credit risk started to be considered. The associated risk can be priced using CVA which corresponds to the counterparty risk correction to the standard contract's value [24, 2] . Hence CVA is a price and not a risk measure which therefore can be computed using the risk-neutral pricing machinery. As shown in section 3, all the considered default models (Φ-martingale, PS-JCIR and TC-CIR) are free of arbitrage opportunities and a general risk-neutral valuation formula of the time-t CVA on [0, τ ∧ T ] (neglecting margin effects) is given according to Corollary 1 by
for a G τ -measurable exposure V , recovery rate R and bank account β t = e t 0 rsds where r is the risk-free rate that we assume to be driven by the following Vasicek dynamics:
where γ, θ, σ are positive constants and W is an F-Brownian motion. The time-t CVA formula (39) can be expressed in term of F t conditional expectations with an integral involving the Azéma supermartingale S t . Using this shortcut, the time-0 CVA simly yields
which is equivalent to the general CVA formula
where λ t S t is given by (29) for the Φ-martingale model, λ An IRS contract implies two counterparties: B (most often a bank), the paper, exchanges a fixed rate K for a floating rate F with a defaultable counterparty C (here, Ford), called the receiver, at say quarterly payments dates T a+1 , . . . , T b . The contract starts at T a and ends at T = T b . However, if C defaults before the maturity of the contract (at the default time τ ), B looses part of the contract and will only receive the recovered part of the exposure . CVA is the expected losses (the non-recovered part) do to the default of C. The discounted payoff at time t, seen from B, of an IRS with a unit notional can be expressed as:
is the forward rate prevailing at t between T i−1 and T i and P t (T ) = E[β t /β T |F t ] given in (19) is the time-t risk free zero-coupon bond price with maturity T .
In general, the exposure process V cannot be considered as independent from τ . This dependency is known as wrong-way risk (WWR) and is handled here by correlating the Brownian motions B and W entering the dynamics of the exposure and the process governing the default, i.e. dB t dW t = ρdt. In the independent case (no-WWR or ρ = 0), CVA only depends on the recovery rate, the survival probability curve extracted from the market G and the discounted expected positive exposure (EPE) E V + t βt . Under this assumption, the CVA formula is simply given by: Figure 1 depicts the typical EPE profile of a 5-year IRS struck at the prevailing swap rate with respect to time. Under no-WWR, the default model plays no role. The CVA formula (42) can be decomposed in the recovery rate, the exposure and the default components. In particular, the only thing that matters regarding τ is the market curve G. This means that whatever the default model considered, the CVA will remain unchanged provided that the model is calibrated to the market curve G. The picture completely changes under WWR as the EPE needs to be replaced by a conditional EPE. This triggers a dependency to both the dynamics of the default model and the dependence parameter ρ. We refer to [10] for more details about the management of WWR, including some analytical approximations of conditional EPEs.
In Figure 2 , we plot the CVA as a function of ρ for the three considered models: PS-JCIR (solid green), TC-CIR (dotted blue) and Φ-martingale (dashed magenta with η ∈ {0.10, 0.15, 0.20, 0.50, 0.75}), calibrated to the same survival probability curve G given by Ford's CDS term structure. Thus due to the calibration constraint, all models agree with the special case of no-WWR (ρ = 0): the independent CVA lined up in cyan. Further, we observe that CVA generally increases with the correlation parameter ρ for all the considered models meaning that all the models are able to reproduce the WWR effect. However, if we evaluate the models performances in term of their capability to feature high WWR, one can notice that the PS-JCIR is less competitive. Because of the positivity constraint, the model features the lowest WWR impact which is comparable to the one featured by the Φ-martingale with η = 10%. In particular, when increasing the volatility parameter η, the WWR produced by the Φ-martingale model increases as well and is comparable to the one generated by the TC-CIR model when η = 75%. Hence, the Φ-martingale is a simple and tractable model allowing for automatic calibration to CDS quotes, and able to generate a wide range of WWR effects by playing with the parameter, η. Although it is possible to extend the model to make η a time-dependent, the sparsity of the model is a nice feature for illiquid products, like CDS options. 
Volatility surface of CDS option
We now proceed to the assessment of the volatility of CDS spreads in term of CDS option implied volatilities. A CDS (call) option with maturity T a on a single name gives the invertor the right to enter at T a a payer CDS on a single name with contractual spread k and terminantion time T b > T a . The corresponding no-arbitrage price (as explained in [7] ) is given at time t = 0 by:
in which CDS t (a, b, k) stands for the time-t pre-default value of the underlying CDS starting at time T a with maturity T b given by
where we assume independence between the risk-free rate and the default intensity processes,
is the time-t value of the CDS premia paid during the life of the contract when the spread is 1 known as the risky duration. Setting expression (44) to zero and solving in k yields the expression for the par CDS spread
Finally, plugging (44) into (43), the time-0 CDS option price can be simply rewritten as
is the Dirac delta function centred at s. Clearly, formula (48) can be implemented using the three considered models (Φ-martingale, PS-JCIR and TC-CIR) by considering the corresponding conditional survival process of each model.
A CDS option is typically quoted on the market in term of its Black implied volatilityσ which is based on the assumption that the credit spread follows a geometric Brownian motion. The Black formula for payer swaptions at time 0 with maturity T a is
and Φ is the distribution function of a standard Normal random variable. Hence, the CDS option implied volatilityσ can be found by solving the following equation
Given the forward spread and risky annuities, we can compute the implied volatilities for payers written on the same underlying CDS for the three models (Φ-martingale, PS-JCIR and TC-CIR) using at-themoney payer (Table 2) or with different strikes (Table 3) . We have assumed zero interest rates in the numerical applications since we are focusing on the impact of the default model. As expected, Table  2 shows that the PS-JCIR model generates small implied volatilities compared the other models. In addition, it is not difficult to notice that the TC-CIR model features much more implied volatilities compared to the PS-JCIR but the level of volatility remains relatively small. It could be possible to increase level of volatility implied by the TC-CIR by playing with the model's parameters but Feller's constraint is required and puts limits to the volatility magnitude that can be achieved. In contrast, the Φ-martingale model gives the freedom to increase the volatility level without facing any constraint and this in turn allows to increases the CDS option implied volatility without bounds. This is very important when dealing with a counterparty of poor credit quality characterized by a high credit risk as it was the case of many firms in the recent global crisis, a property that most existing models fail to capture. Table 2 : Black volatilities for at-the-money (k = s 0 (a, b)) payer CDS options implied by the PS-JCIR, TC-CIR and the Φ-martingale models using Monte Carlo simulation (2.10 6 paths with time step 0.01) for various volatility parameter η. Table 3 shows how the CDS option price evolves when increasing the strike k. We observe first that the payer CDS option decreases when the strike prices increases which is evident since a payer with higher strike price is worthless. Alternatively, the Φ-martingale model seems to be more sensitive with respect to the strike and can give different levels of price even with lower or higher strike with the help of the parameter η. In contrast, the parameters of the other models are fixed due to the calibration constraint (PS-JCIR and TC-CIR) or the positivity constraint (PS-JCIR). Table 3 : European payer (bps) with maturity T a = 1 year to enter into a single-name CDS (Ford Inc.) with T b = 5 year maturity with different strikes implied by the PS-JCIR, TC-CIR and Φ-martingale models using Monte Carlo method with 10 6 paths and time step 0.01. The forward spread is s 0 (a, b) = 238 bps and the volatility parameter of the Φ-martingale model is η = 0.15.
Conclusion
The most popular class of credit risk models is undoubtedly the set of Cox models with stochastic default intensities governed by positive dynamics such as CIR or JCIR. If the intensity dynamics are simple enough (like time-homoegeneous square-root diffusions), these models allow for closed form solutions for the prices of defaultable bonds or even options, and are arbitrage-free by construction since the immersion property is satisfied. However, this simplicity comes at the price of drawbacks that are manifest in actual credit risk applications. The first one is that, given the few number of parameters at hand, such models are not flexible enough to allow a good fit to the prices prescribed by the market. To circumvent the calibration issues, the deterministic shift extension, leading in particular to CIR++ and JCIR++ models, is a very good alternative but is often problematic in practice as it features negative intensities. Adding a non-negativity constraint is a simple fix, but which often drastically limits the model's volatility. A timechange version seems to help in this respect, as it allows to get a perfect fit while generating volatilities being somewhat larger. Second, a modeling framework that satisfies the immersion property is quite a specific configuration, corresponding to a decreasing Azéma supermartingale.
In this paper, we have developed a defaultable term structure model that does not fit in the class of Cox models. The conic martingale approach seems a promising alternative to the standard stochastic default intensity model in this respect. It fills the gap of negative intensities since all survival probabilities are bounded and belong to [0, 1] by construction. Moreover, although it goes beyond immersion, we have shown that a particular case of conic martingales models, the Φ-martingale approach, is a special case of the dynamic Gaussian copula (DGC) introduced by Crépey et al [16] , and therefore is arbitrage-free.
Furthermore, this allows us to identify an explicit construction scheme for the default time. Eventually, the model is sparse, and can exhibit a large volatility impact, which is interesting for option and counterparty credit risk pricing. These interesting features have been illustrated in two examples: the valuation adjustment under counterparty credit (CVA) risk and the pricing of CDS option. For all these reasons, the Φ-martingale model seems to be an appealing trade-off between theory and practice and provides an interesting tool for credit risk practitioners such as CVA traders and risk managers.
Dealing with arbitrage for a general conic martingales model seems to be less evident. Nevertheless, additional conditions on the score function ψ show that conic martingales belong to the density models of El Karoui et al. [21] which are examples of beyond immersion models satisfying the H ′ -hypothesis (i.e. the martingales on the default-free filtration are semimartingales in the full filtration). Future research will investigate the special case of the positive density hypothesis, a sufficient condition ensuring the no-arbitrage property in this class of models.
6 Appendix: Exact scheme of S via Z
In this section, we show that is possible to simulate exactly the survival process S with the Φ-martingale model in contrast with the other models considered in this paper that require a full truncation scheme such as Euler to be simulated. Let's consider (26) by setting the diffusion coefficient η(t) = η to be constant to simplify the exposition. One gets 
Using (50) and considering a time step ∆, we can express the exact distribution of Z t+∆ in term of Z t : where Y t ∼ N (0, 1) is independent from Z t . From the latter, we can deduce the exact simulation of S by setting S t = Φ(Z t ). In addition, the survival process S t (T ) the can also be derived from S t . Indeed, using (50) again, 
