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Abstract. We develop methods for investigating baryon acoustic oscillation (BAO) features
in cosmological models with non-trivial (but slowly varying) averaged spatial curvature: mod-
els that are not necessarily flat, close to flat, nor with constant spatial curvature. The class of
models to which our methods apply include Lemaître-Tolman-Bondi models, modified gravity
cosmologies, and inhomogeneous cosmologies with backreaction – in which we do not have a
prediction of the shape of the spatial 2-point correlation function, but where we nevertheless
expect to see a BAO feature in the present-day galaxy distribution, in form of an excess in
the galaxy 2-point correlation function.
We apply our methods to the Baryon Oscillation Spectroscopic Survey (BOSS) dataset,
investigating both the Lambda Cold Dark Matter (ΛCDM) and timescape cosmological mod-
els as case studies. The correlation functions measured in the two fiducial models contain a
similarly-pronounced BAO feature. We use the relative tangential and radial BAO scales to
measure the anisotropic Alcock-Paczyński distortion parameter, , which is independent of
the underlying BAO preferred scale. We find that  is consistent with zero in both fiducial
cosmologies, indicating that models with a different spatial curvature evolution can account
for the relative positions of the tangential and radial BAO scale. We validate our methods
using ΛCDM mocks.
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1 Introduction
The study of baryon acoustic oscillation (BAO) features in the recent-epoch matter distri-
bution is, together with the cosmic microwave background (CMB) and supernovae, a cor-
nerstone of observational cosmology. In the Lambda Cold Dark Matter (ΛCDM) cosmology,
sound waves in the primordial plasma, and the subsequent decoupling of photons from the
baryons, produce a characteristic scale in the distribution of the baryons at the drag epoch
[1, 2], which is predicted to be visible in the matter distribution of today.
The BAO feature, in the form of an excess in the spatial 2-point correlation function of
the matter distribution [3, 4] was first detected in the distribution of galaxies by [5, 6] and,
since then, more precisely measured by large-volume galaxy surveys such as the WiggleZ Dark
Energy Survey [7] and the Baryon Oscillation Spectroscopic Survey [8]. The BAO feature has
also been detected using the Lyman-α absorption line of hydrogen as a tracer of the matter
distribution [9, 10]. The visibility of a characteristic scale in the 2-point matter distribution,
at around the expected acoustic scale from CMB constraints [11], is a success of the ΛCDM
cosmology as a self-consistent framework for the interpretation of cosmological observations.
However, as successful as the ΛCDM cosmological model might be for describing avail-
able data, it has foundational mysteries – physically unexplained dark components must
account for 95% of the energy content of the universe – and observational tensions between
different probes [12–16], that motivate a continued exploration of alternative models. The
statistical and systematic errors in current data, and the observational degeneracy of differ-
ent physical phenomena, makes it difficult to discriminate between ΛCDM and alternative
cosmologies. With next-generation surveys by facilities such as the Large Synoptic Survey
Telescope (LSST), Gaia, Euclid, the Dark Energy Spectroscopic Instrument (DESI) and the
Square Kilometre Array (SKA), we will enter a new level of precision in data, that must be
matched by theoretical precision in order to improve our understanding of the universe.
Most current analyses interpret cosmological data within the (spatially flat) Friedman-
Lemaître-Robertson-Walker (FLRW) class of models. However, general relativity allows for
a much richer curvature behaviour. The timescape cosmology [17, 18] and tardis cosmology
[19] are phenomenological examples of models with non-FLRW spatial curvature evolution, as
arises in schemes with backreaction from small-scale inhomogeneities [20, 21]. The timescape
model has significantly different predictions to the spatially flat ΛCDM model for several ob-
servables, such as cosmographic relationships and redshift drift [23]. Improved data precision
will allow us to discriminate between cosmological models with different spatial curvature
evolution. For example, projections for the Euclid satellite show that the ΛCDM, timescape
and tardis models should be observationally distinguishable: see [22], Fig. 10. Realizing such
goals, however, also requires that data is reduced in as model–independent manner as possible
when performing any tests of galaxy clustering, such as BAO extraction.
BAO analysis is usually performed assuming a fiducial spatially flat ΛCDM cosmology to
transform data into a “comoving grid”, from which the galaxy 2-point correlation function can
be estimated and the BAO scale extracted by fitting a fiducial ΛCDM power spectrum [24, 25].
Additional fiducial cosmology analysis steps, such as ΛCDM density-field reconstruction [26],
are also often applied. A priori, results based on fiducial data-reduction procedures are not
valid beyond the given fiducial model, and any extension of such results must be carefully
examined for the particular class of models of interest. The extent to which the fiducial
ΛCDM results can be applied when considering models with non-trivial spatial curvature is
not clear, as the regime of application is usually investigated for FLRW models close to the
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original fiducial cosmology.
In this paper we develop methods for using generic metrics to transform galaxy data into
a correlation function. Furthermore, we propose and test an empirical fitting procedure with
no model assumptions to extract a characteristic scale in the 2-point correlation function. Our
fitting procedure can be applied to a large class of cosmological models. We focus on probing
a statistical volume-averaged BAO feature. This does not mean that local environmental
effects in the BAO feature are unexpected (see, e.g., [27–29]), but in this paper we probe the
volume-averaged BAO scale for which local effects are marginalised.
We apply our new methods to the CMASS and LOWZ galaxy surveys of the Baryon
Oscillation Spectroscopic Survey 12th Data Release (BOSS DR12). Testing our empirical
procedure on ΛCDM BOSS mocks, we recover the BAO scale as the characteristic scale in
our empirical fitting function. Our fits to the data using a ΛCDM fiducial cosmology also
agree with the results of previous fiducial ΛCDM analyses [24, 25]. We then demonstrate
our new methods by self-consistently re-analysing the BOSS dataset assuming the timescape
cosmological model.
We summarize the structure of our paper as follows. In section 2.1 we extend the
notion of FLRW comoving distances to geodesic distances on preferred spatial hypersurfaces
in generic globally hyperbolic space-times in order to calculate the spatial 2-point correlation
function for generic models. A restriction to spherical symmetry is then made in order to be
able to split small spatial distances into angular and transverse parts, and to associate the
redshift with a radial coordinate. The class of models we investigate is detailed in section 2.2,
and in section 2.3 we define an Alcock-Paczyński scaling equivalent to that used in standard
BAO analyses for FLRW models (see e.g., [30]). This allows us to parameterise the model
cosmology in terms of an underlying “true” spherically-symmetric metric. The accuracy of the
Alcock-Paczyński scaling depends on the models tested and the size of the survey domain. In
section 3 we present the DR12 CMASS and LOWZ galaxy surveys, random catalogues and
simulated mocks used in this analysis. In section 4.1 we propose an empirical fitting function
for BAO analysis, and in section 4.2 we use the ΛCDM mocks to test that we recover the
BAO scale for a ΛCDM fiducial cosmology. In section 5 we analyse the BOSS DR12 LOWZ
and CMASS surveys in both the timescape and ΛCDM cosmologies. We discuss our results
and possible extensions in section 6.
2 Theory
2.1 Generalising the comoving distance definition to non-FLRW space-times
In BAO analysis we consider the spatial 2-point correlation function, which describes the
excess probability of two galaxies being a certain spatial distance apart as compared to a
Poisson point process. We are thus concerned with the spatial separation of galaxies, even
though we are observing galaxies from a wide range of “cosmic times” when creating our
galaxy catalogues.
However, if we know the (statistical) extension of the galaxy world-lines from the cosmic
time of observation, we can map the galaxy distribution on our null cone to a spatial hyper-
surface of reference. In FLRW cosmology this is done by tracking the galaxies through their
comoving coordinates. One can then define spatial comoving distances between the galaxies
at the present epoch, and recover the distances at any other reference hypersurface via mul-
tiplication by the homogeneous scale factor. For general globally hyperbolic space-times we
can also track the galaxy distribution in comoving coordinates to a reference hypersurface, on
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which we can compute the shortest spatial distances between galaxy pairs that are analogous
to FLRW comoving separations.
We consider a globally hyperbolic space-time, and assume that the vorticity of the matter
distribution in this space-time can be ignored1, and that caustics in the matter distribution
can be ignored at the coarse-graining level and over the timescale considered. The metric can
then in general be written in Gaussian normal coordinates, xµ = (t, xi),
ds2 = −α2c2 dt2 + gij dxi dxj (2.1)
where xi are comoving coordinates labelling the fluid elements of the matter distribution, t la-
bels the hypersurfaces normal to the fluid flow,2 gij is the metric adapted to the hypersurfaces
defined by t = constant, and αdt is the proper time measure on the particle worldlines.
Consider two particles (galaxies) at space-time events P1 and P2 with coordinates x
µ
1 (P1) =
(t1, x
i
1) and x
µ
2 (P2) = (t2, x
i
2). We would like to define the shortest spatial distance between
the two particles on a reference hypersurface t = T . Since the particles are by construc-
tion moving on lines of constant comoving coordinates, we can extend the particles to the
reference hypersurface t = T . We keep the comoving coordinates xi1 and xi2 fixed, and con-
sider the new space-time events P1,T and P2,T with coordinates x
µ
1,T (P1,T ) = (T, x
i
1) and
xµ2,T (P2,T ) = (T, x
i
2). From the metric eq. (2.1) we can compute the shortest spatial distance
between P1,T and P2,T on the surface t = T from the geodesic equation of the adapted metric
ds2T = gij(t = T, x
k)dxidxj . (2.2)
We denote the resulting shortest distance, DT (P1, P2), the Lagrangian distance between P1
and P2 at the reference surface t = T . This Lagrangian distance definition reduces to the
comoving distance definition in FLRW cosmology, when the matter frame coincides with the
surfaces of homogeneity and isotropy.
2.2 Models under investigation
In this section we outline the assumptions regarding the class of cosmological models for which
the procedures outlined in sections 2.3 and 4.1 apply. The motivation for restricting the class
of models is to be able to parameterise different cosmological models in terms of each other
through an Alcock-Paczyński scaling, as outlined in section 2.3 (see e.g., [30]). We note that
the results of the data analysis in the present paper can be applied only to the class of models
discussed here.3
As in section 2.1, we consider globally hyperbolic average space-times, in which vorticity
and caustics of the matter distribution can be neglected. We can write the metric in such a
space-time as in eq. (2.1). We are interested in using this metric to describe the distances
between galaxies within a given survey in a statistical sense. Thus, we need to write the
metric in terms of coordinates (z, θ, φ) of the average model to which the observed redshifts,
and angular positions of galaxies are mapped.
1This assumption is made in order to define reference hypersurfaces orthogonal to the fluid frame. However,
nothing prevents us from mapping the galaxy distribution to generic spatial hypersurfaces of the given space-
time, allowing for a generalisation of the present procedure to the case of vorticity in the matter distribution.
2 For simplicity we consider model universes where all relevant matter is in the same rest frame. This
is never entirely true. The present procedure can easily be generalised to handle multicomponent fluids by
simply choosing one of the fluids as a reference fluid for constructing hypersurfaces of reference.
3The standard BAO results such as [24, 25] are also limited by the regime of applicability of the AP-scaling.
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Suppose that we have a set of comoving coordinates (r, θ, φ), where θ and φ are mapped
to the observed angles, and where r is a radial coordinate. For simplicity we shall assume
spherical symmetry in (θ, φ) such that the adapted metric eq. (2.1) can be written
ds2 = −α(t, r)2c2dt2 + grr(t, r) dr2 + gθθ(t, r)
(
dθ2 + cos2(θ)dφ2
)
(2.3)
where cos2(θ) comes from the convention in the definition of the declination angle. The red-
shift z of radially propagating null rays, α(t, r)2dt2 = grr(t, r)dr2, can therefore be considered
as a function of either t or r (since t and r are monotonic functions of each other on radial null
lines). Note that since the metric (2.3) only applies to average light propagation over large
cosmic distances, z is an average model parameter. Although z is not directly observable, it is
assumed to be a good approximation for the mean observed redshift. We consider universes
that are overall expanding, and neglect the small scale collapse of structures that can cause
the redshift to be multivalued along the null rays4. In such model-universes it is reasonable
to assume that z is a strict monotonic function in t (and therefore also in r)5. In this case, we
can treat z as a radial coordinate on the spatial sections t = T and write the adapted metric
(2.2) as6
ds2T = gzz(t = T, r)dz
2 + gθθ(t = T, r)
(
dθ2 + cos2(θ)dφ2
)
, (2.4)
where7
gzz(t = T, r) ≡ grr(t = T, r)
(
dr
dz
)2
. (2.5)
The BAO scale is a statistical standard ruler, and in practice the 2-point correlation function
probing the BAO scale is obtained by summing over many galaxy pairs. Thus, it is reasonable
to consider models with large smoothing scale compared to galaxy pair separations of order
the BAO scale ∼ 100Mpc/h. In particular, we only discuss models in which the typical pair
separation of galaxies surveyed is small compared to variations of the adapted spatial metric
(2.2), as detailed in appendix A. In these cases we can approximate the Lagrangian distance
DT (P1, P2) for two galaxies with coordinates (z1, θ1, φ1) and (z2, θ2, φ2) separated by redshift
δz = z2 − z1 and angle δΘ
δΘ = arccos [sin(θ1) sin(θ2) + cos(θ1) cos(θ2) cos(φ2 − φ1)] (2.6)
≈
√
(θ2 − θ1)2 + cos2(θ¯)(φ2 − φ1)2, θ¯ = (θ1 + θ2)/2
4See section 3 of [31] for relevant calculations of mean redshift in statistically homogeneous and isotropic
space-times, and section 3.2 in particular for a discussion of multivaluedness of redshift along light cones in
relation to statistical homogeneity and isotropy.
5The monotonicity assumption is independent of the exact parameterisation, t, of the fluid-adapted folia-
tion. Since t labels surfaces normal to the averaged fluid flow, we have u ∝∇t, where u is the averaged fluid
4-velocity, and t is unique up to transformations t→ f(t) by a monotonic function f . Any function z that is
monotonic in t will be monotonic in f(t).
6Since the redshift, z, is only defined along the radial null geodesics it is important to realise that (2.4), (2.5)
is a projection from the null cones onto fiducial spatial hypersurfaces, not a global coordinate transformation
in the original space-time (2.3).
7In any spatially flat FLRW model, with t = T corresponding to the “present time” hypersurface, we have
grr(t = T, r) = a(t = T )
2 = 1 and gzz(t = T, r) =
(
dr
dz
)2
= (c/H)2, where a(t) is the scale factor, and we have
used the convention a(t = T ) = 1.
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as
D2T (P1, P2) ≈ gzz(t = T, z¯)(δz)2 + gθθ(t = T, z¯)(δΘ)2, (2.7)
where z¯ = (z1 + z2)/2 is the intermediate redshift.
The validity of the approximation of eq. (2.7) is cosmology-dependent8, and must be
assessed for the particular class of model cosmologies of interest. In appendix A we give the
explicit expansion of the geodesic path integral up to third order, and in appendix A.1 we
apply our results to spherically-symmetric metrics. For the FLRW and timescape models
with reasonable model parameters, we find that higher-order corrections to eq. (2.7) are of
order <∼ 10−3 for Lagrangian galaxy separations of order 100 Mpc/h.
It will be convenient to define
µT (P1, P2) =
√
gzz(t = T, z¯)(δz)2
DT (P1, P2)
(2.8)
as the “radial fraction” of the separation. Note that such a splitting into the radial and
transverse components of a geodesic distance is not meaningful for general metrics. However,
when the approximation of eq. (2.6) is valid, such an Euclidean notion still applies.
Conventionally, the surface of evaluation t = T is taken to be the present day. Whenever
we refer to evaluation at the present day we shall omit the T subscript on eq. (2.7) and (2.8).
For ease of notation the dependence on the points of the galaxies will also be implicit, and
we will just write D and µ respectively.
2.3 Alcock-Paczyński scaling
In the later analysis it will be convenient to parameterise the model cosmology in terms of
an unknown “true” cosmology. We will assume that the universe is well-described by a “true”
metric of the form in section 2.2, and that we have a model cosmology also of the form
outlined in section 2.2, but not necessarily with the same adapted metric.
We can write the model Lagrangian distance between two galaxies eq. (2.7) at mean
redshift z¯i and separation δzi, δΘi on the sky in terms of the “true” distance measures
(DT,i)
2 ≈ gzz(t = T, z¯i)(δzi)2 + gθθ(t = T, z¯i)(δΘi)2 (2.9)
=
1
α2‖,i
gtrzz(t
tr = T tr, z¯i)(δzi)
2 +
1
α2⊥,i
gtrθθ(t
tr = T tr, z¯i)(δΘi)
2
where “tr” stands for the “true” cosmology, the index i labels the galaxy pair, and
α‖,i ≡
√
gtrzz(t
tr = T tr, z¯i)
gzz(t = T, z¯i)
, α⊥,i ≡
√
gtrθθ(t
tr = T tr, z¯i)
gθθ(t = T, z¯i)
(2.10)
8The validity of the approximation relies on second order variations of the metric (curvature degrees of
freedom) being small as compared to the metric and its first order variations in the adapted coordinate-
system (z, θ, φ) over scales of the galaxy pair separations of interest (see appendix A). Examples of models
with significant spatial curvature for which eq. (2.7) apply to a good approximation for galaxy pair separations
of order ∼ 100Mpc/h are the empty Milne universe (FLRW with ΩM = ΩΛ = 0, Ωk = 1) and the timescape
model, which have significant metric variations only on scales 3R−1/2∼ c/H0∼ 3 Gpc/h at the present epoch,
where 3R is the spatial Ricci scalar of the given model.
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are the Alcock-Paczyński (AP) scaling parameters. Note that we are comparing a reference
hypersurface of the “true” cosmology ttr = T tr to the reference hypersurface t = T of the
model cosmology, by associating points of the same observational coordinates (z, θ, φ).
Each galaxy pair will be associated with its own unique scalings of eq. (2.10). For suffi-
ciently small volumes of the galaxy survey considered, we might approximate the individual
distortion parameters by one global scaling α‖, α⊥ to lowest order. This is a reasonable ap-
proximation if the survey volume has a relatively narrow redshift distribution, and if both the
“true” and the model metric are slowly changing in redshift. As a rule of thumb, the narrower
the redshift distribution, and the larger the curvature scales of the models of interest, the
better the global scaling approximation is. In the present work we use the global AP-scaling
as a rough tool for testing consistency of the investigated fiducial cosmologies, keeping in
mind the limitations of this approximation.
We can define the “isotropic scaling” α and the “anisotropic scaling” 
α ≡ (α2⊥α‖)1/3, (1 + )3 ≡
α‖
α⊥
. (2.11)
Such a decomposition will be useful in the following analysis, since in an isotropically-sampled
galaxy distribution we expect the BAO feature to be degenerate with α and not . (See
section 4.1 for explicit expressions in the context of the particular fitting function used in
this analysis.) We note that α and  as defined in eq. (2.11) are analogous to the AP-scaling
parameters outlined in, e.g., [30], when associating gzz with the inverse Hubble parameter
multiplied by the speed of light c/H and gθθ with the angular diameter distance DA.
The isotropic scaling α describes how the volume measure of a small coordinate volume
δz cos(θ) δθ δφ differs to lowest order between the “true” and the model cosmology,
α ≈
(
δV tri (t
tr = T tr, z¯i)
δVi(t = T, z¯i)
)1/3
=
(
gtrzz(t
tr = T tr, z¯i)
(
gtrθθ(t
tr = T tr, z¯i)
)2
gzz(t = T, z¯i) (gθθ(t = T, z¯i))
2
)1/6
(2.12)
with
δVi(t = T, z¯i) ≡
√
det(g)(t = T, z¯i) δz δθ δφ, (2.13)
where det(g) is the determinant of the spatial metric (2.4) in the coordinate basis (z, θ, φ).
It will prove convenient to parameterise α and  of two model cosmologies in terms of
the relative transverse and radial distance measures of the models
α1 = α2
(
g2,zz(t2 = T2, z¯)
g1,zz(t1 = T1, z¯)
)1/6(g2,θθ(t2 = T2, z¯)
g1,θθ(t1 = T1, z¯)
)1/3
(2.14)
1 = (1 + 2)
(
g2,zz(t2 = T2, z¯)
g1,zz(t1 = T1, z¯)
)1/6(g2,θθ(t2 = T2, z¯)
g1,θθ(t1 = T1, z¯)
)−1/6
− 1.
Knowing α () within a reference/fiducial cosmology, we can calculate α () within a different
cosmology from the known model distance measures using the identity in eq. (2.14).
From the assumption of slowly varying α⊥ and α‖ over the survey volume we can ap-
proximate
(DT,i)
2 ≈ 1
α2‖
gtrzz(t
tr = T tr, z¯i)(δzi)
2 +
1
α2⊥
gtrθθ(t
tr = T tr, z¯i)(δΘi)
2, (2.15)
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which we can invert to DtrT tr approximated in terms of DT , µT , and the global Alcock-
Paczyński scaling parameters α‖, α⊥.
(DtrT tr,i)
2 ≈ gtrzz(ttr = T tr, z¯i)(δzi)2 + gtrθθ(ttr = T tr, z¯i)(δΘi)2 (2.16)
≈ α2‖gzz(t = T , z¯i)(δzi)2 + α2⊥gθθ(t = T , z¯i)(δΘi)2
= α2⊥(DT,i)
2
(
1 +
(
α2‖
α2⊥
− 1
)
µT,i
)
= α2(DT,i)
2
(
α⊥
α‖
)2/3(
1 +
(
α2‖
α2⊥
− 1
)
µ2T,i
)
,
where the definition of µT in eq. (2.8) has been used. Similarly we have for µtr
µtrT tr,i =
√
gtrzz(t
tr = T tr, z¯i)(δzi)2
DtrT,i
≈ α‖
α⊥
µT,i
1√
1 +
(
α2‖
α2⊥
− 1
)
µ2T,i
. (2.17)
2.4 Overview of the timescape model
In the present analysis we apply our methods to the spatially flat ΛCDM and the timescape
cosmologies. Both models are part of the class described in section 2.2, and we can therefore
test them with the procedures outlined in this paper.
The timescape cosmology [17, 18] is a model which invokes non-trivial backreaction
of inhomogeneous structures on <∼ 100 Mpc/h scales on the average expansion of the uni-
verse. In particular, Einstein’s equations are not taken to govern a global background metric,
rather matter and geometry couple locally, allowing for non-trivial curvature evolution. In
the timescape model the early universe is close to critical density (and well-approximated by
a spatially flat FLRW geometry) and evolves into a void-dominated present day universe of
average negative spatial curvature. Typical observers in the timescape model have a mass-
biased view of the universe, as they are located in gravitationally-bound structures which are
overdense with respect to the average density of the universe. For a review of the timescape
model and its observable consequences, see [32].
The timescape model and spatially ΛCDM model have the same number of free param-
eters. In both cases, the main features of the late epoch universe are determined by two
independent parameters, which can be thought of as the Hubble parameter and a matter
density parameter. However, in the timescape case, on account of inhomogeneities, not every
observer is the same average observer with identical clocks and rulers. There are “bare” and
“dressed” versions of each parameter – the bare ones referring to volume averages of the small
scale Einstein equations which best describes average cosmic evolution [20], and the dressed
ones to observers like ourselves in gravitational bound systems and the measurements on
our past light cone in terms of our rulers and clocks [17]. The dressed parameters are the
observationally relevant ones for model comparisons.
In the present paper we aim to demonstrate feasibility of the method, by making just
one choice of the timescape dressed matter density parameter, equal to that of the ΛCDM
matter density parameter, ΩM0 = 0.3 at the present epoch. However, it should be stressed
that dressed parameter in the timescape case does not enter any Friedmann-like Hamiltonian
constraint equation. Furthermore, the value chosen is a reasonable one in the timescape case
[33, 34], but not singled out as a best fit in other tests [35].
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In the timescape “tracking limit” [23] applicable to redshifts z <∼ 10, the adapted metric
(2.4) of the timescape model is given by an exact solution [18]√
gθθ(t = t0, r(t)) = (1 + z)ct
2/3 (F(t0)−F(t)) ,
√
gzz(t = t0, r(t)) =
c
H
, (2.18)
where the position r(t) of sources on radial null rays is parameterised in terms of the volume–
average time parameter at emission, t0 denotes the present epoch value of t,
H(t) =
3(2t2 + 3bt+ 2b2)
t(2t+ 3b)2
, (2.19)
is the dressed Hubble parameter relevant for all observational measures in this paper,
F(t) = 2 t1/3 + b
1/3
6
ln
(
(t1/3 + b1/3)2
t2/3 − b1/3t1/3 + b2/3
)
+
b1/3√
3
tan−1
(
2t1/3 − b1/3√
3b1/3
)
, (2.20)
b ≡ 2(1 − fv0)(2 + fv0)/[9fv0H¯0], H¯0 = 2(2 + fv0)H0/(4fv02 + fv0 + 4) is the “bare Hubble
constant”, H0 = H(t0) the “dressed Hubble constant”, and fv0 = fv(t0) the present epoch
value of the void volume fraction. In the timescape model the void volume fraction,
fv(t) =
3fv0H¯0t
3fv0H¯0t+ (1− fv0)(2 + fv0) , (2.21)
is a parameter which arises in the Buchert average [20]. The dressed ΩM parameter is not
a natural timescape parameter but is constructed to take values similar to the ΛCDM case,
being given by ΩM = 12(1− fv)(2 + fv) with inverse fv = 12 [−1 +
√
9− 8 ΩM ]. An important
feature of the timescape model, crucial to inferring late–epoch apparent acceleration, is that
the statistical time parameter t is not the observed expansion age. Rather, this is given by
τ = 23 t+
2(1− fv0)(2 + fv0)
27fv0H¯0
ln
(
1 +
9fv0H¯0t
2(1− fv0)(2 + fv0)
)
(2.22)
in the tracking limit. The observed redshift then also reads
z + 1 =
24/3t1/3(t+ b)
f
1/3
v0 H¯0t(2t+ 3b)
4/3
. (2.23)
For a derivation and discussion of the above results, see [23].
Figure 1 shows √gθθ and √gzz of eq. (2.4) for the timescape and ΛCDM models with
ΩM0 = 0.3 relative to the empty universe. The same global Hubble parameter H0 is assumed
for all three models. Since dA ≡
√
gθθ(t = t0, r(t))/(1 + z) is the angular diameter distance,
while dH ≡
√
gzz(t = t0, r(t))/(1 + z) represents the projected radial proper distance between
two particles separated by a small distance δz in redshift, these quantities represent the
standard angular and radial distance measures.
The timescape model redshift–distance relation is closer to that of the empty universe
than to ΛCDM for redshifts z <∼ 19. While the timescape model distance measures are within
9For high redshifts the timescape model expansion history is closer to a FLRW model containing the usual
matter and radiation species. Its distance–redshift relation effectively interpolates between those of ΛCDM
models with different values of ΩM0 and ΩΛ0 at different redshifts [23, 32].
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∼ 2% of the empty universe case, the ΛCDMmodel differs from the empty universe by up to ∼
15% in the redshift range 0.15 ≤ z ≤ 0.7.10 The low-redshift proximity of the timescape model
expansion history to that of the empty universe reflects the late-epoch volume dominance of
voids relative to gravitationally-bound structures, which in the timescape model gives rise to a
present-day on average negatively-curved universe. Given this comparison, BOSS large-scale
structure data has the potential to distinguish between these scenarios.
The timescape model is currently much less experimentally constrained than the ΛCDM
model [33, 34], since a perturbation theory describing structure formation within the timescape
model has yet to be developed. As a consequence CMB constraints on the BAO scale are
much less precise for timescape as compared to ΛCDM. (One can fit the angular positions of
the acoustic peaks CMB using conservative priors for the baryon-to-photon ratio, following
an equivalent procedure to that described in appendix D of [35].) This makes the  parameter
the most powerful discriminator between the timescape model and ΛCDM, in the context of
the present analysis.
0.0 0.2 0.4 0.6 0.8 1.0
z
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
g X
X
g X
X,
em
pt
y
g X
X,
em
pt
y
CDM X = , dA
Timescape X = , dA
CDM X = z, dH
Timescape X = z, dH
Figure 1: ΛCDM ΩM0 = 0.3 and timescape dressed ΩM0 = 0.3 radial and transverse
distance measures, relative to the empty universe distance measures, as a function of redshift
z. The axis (√gXX − √gXX,empty)/√gXX,empty represents the fractional difference of the
angular diameter distance and radial Hubble distances for ΛCDM and timescape relative
to an empty universe for an observer at the present epoch, assuming the same value of
the Hubble parameter for all three models. I.e., when X = θ it corresponds to δdA ≡
(dA − dA,empty)/dA,empty and when X = z it corresponds to δdH ≡ (H−1 −H−1empty)/H−1empty.
2.5 The Landy-Szalay estimators
The 2-point correlation function in cosmology (see for example [36]) describes the excess
in correlation between structure in a spatial section of the universe, relative to the case in
which matter is distributed according to an uncorrelated Poisson process. Thus the 2-point
correlation function describes characteristic scales in the matter distribution.
10These percentage estimates would in general change for distances measured in units of Mpc (rather than
units of Mpc/h) for reasonable values of H0 of the individual models. Typical values of H0 for the timescape
model are around 10% smaller than for the ΛCDM model.
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The spatial 2-point correlation function is defined as
ξ(X,Y ) =
f(X,Y )
f(X)f(Y )
− 1 (2.24)
where f(X,Y ) is the ensemble probability density of finding two galaxies at points X and Y ,
and f(X) is the uncorrelated probability density of finding a galaxy at point X. By assuming
that the galaxy distribution is well-described by a homogeneous and isotropic point process,
eq. (2.24) reduces to
ξ(D) =
f(D)
fPoisson(D)
− 1, (2.25)
where D is the Lagrangian distance of the “true” underlying metric between the points X,Y
defined in section 2.1, f(D) represents the probability density of finding two objects with
the mutual distance D, and fPoisson(D) represents the analogous probability density in the
uncorrelated case. Note that we can define a correlation function with a similar form to
eq. (2.25) for an inhomogeneous and anisotropic point process by marginalising over the
position and direction degrees of freedom in f(X,Y ) (see appendix B). For a given spherically-
symmetric metric, where in addition to the Lagrangian distance D we can define the radial
fraction of the separation µ (see section 2.2), it will be convenient to define the correlation
function analogous to eq. (2.25),
ξ(D,µ) =
f(D,µ)
fPoisson(D,µ)
− 1, (2.26)
parameterised by µ and D. (See appendix B for details.)
Various estimators of the 2-point correlation function have been tested within ΛCDM
[37]. An efficient estimator is found to be the Landy-Szalay (LS) estimator [38]
ξˆLS(D,µ) =
DD(D,µ) +RR(D,µ)− 2DR(D,µ)
RR(D,µ)
, (2.27)
where DD is the binned normalised number count
DD(D,µ) =
1
ND(ND − 1)
ND∑
a,b
1D±∆D(D(xia, x
i
b))1µ±∆µ(µ(x
i
a, x
i
b)) (2.28)
over galaxies in the survey, where ND is the total number of galaxies, and ∆D and ∆µ are
the binning size, and 1A(y) is the indicator function, having the value 1 for y ∈ A and 0 for
y /∈ A. RR is defined in the same way
RR(D,µ) =
1
NR(NR − 1)
NR∑
a,b
1D±∆D(D(xia, x
i
b))1µ±∆µ(µ(x
i
a, x
i
b)), (2.29)
except that the sum is now over NR artificial galaxies in a random Poisson catalogue, designed
to match the galaxy density of the galaxy survey. We also define DR, the normalised cross
pair-count between the galaxy catalogue and the random sample, by
DR(D,µ) =
1
NDNR
ND∑
a
NR∑
b
1D±∆D(D(xia, x
i
b))1µ±∆µ(µ(x
i
a, x
i
b)) (2.30)
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We will use the LS estimator (2.27) to estimate the underlying 2-point correlation func-
tion in this paper. It will be convenient to average this estimator in µ to obtain the wedge
LS estimator,
ξˆLS[µ1,µ2](D) =
1
µ2 − µ1
∫ µ2
µ1
dµ ξˆLS(D,µ). (2.31)
We define the isotropic wedge ξˆ(D), the transverse wedge ξˆ⊥(D) and radial wedge ξˆ‖(D)
estimator as respectively
ξˆ(D) ≡ ξˆLS[0,1](D), ξˆ⊥(D) ≡ ξˆLS[0,0.5](D), ξˆ‖(D) ≡ ξˆLS[0.5,1](D) (2.32)
where we have dropped the subscript LS.
3 Galaxy surveys, random catalogues, and mocks
In this section we describe the datasets (observed and simulated) used in this analysis. Since
the 2-point correlation function is defined as an excess probability of the correlation of galaxies
compared to an unclustered Poisson distribution, we also use a random catalogue to construct
the Landy-Szalay estimators (2.32). We use mock catalogues to test our analysis methods in
a fiducial ΛCDM cosmology, and to estimate the covariance of our measurements.
3.1 The galaxy surveys
The Sloan Digital Sky Survey (SDSS) III [39] is a large spectroscopic redshift survey performed
at the Apache Point Observatory in New Mexico. SDSS contains the Baryon Oscillation
Spectroscopic Survey (BOSS) [40] of Luminous Red Galaxies (LRGs), which constitutes the
current largest-volume map of large-scale structure, spanning the approximate redshift range
0.1 ≤ z ≤ 0.7 across 10,000 deg2 of sky. Different colour and magnitude cuts are used to select
homogeneous galaxy types across redshift ranges 0.15 ≤ z ≤ 0.43 (the LOWZ sample) and
0.43 ≤ z ≤ 0.7 (the CMASS sample). The samples are split into disconnected sub-surveys
containing the galaxies from the North Galactic Cap (NGC) and South Galactic Cap (SGC).
We use the BOSS Data Release 12 (DR12) [41] in this analysis. Each of the galaxies is
labelled by observed coordinates (z, θ, φ), where z is the observed redshift, θ is the angle of
declination and φ is the angle of right ascension. The redshift distribution of the surveys is
shown in figure 2. The total number of galaxies contained in our selected redshift intervals is
361,762 for LOWZ and 777,202 for CMASS.
We do not use a reconstruction procedure of peculiar motions of galaxies such as the
one described in [26]. Such a procedure reconstructs the displacements of galaxies relative to
a ΛCDM background based on the density field of the survey, using the relation between the
linear density field and velocity fields in ΛCDM perturbation theory. Such a perturbation
theory has not yet been developed for the timescape cosmology, so we do not apply it in our
analysis.
In computing the spatial 2-point correlation function, we make use of the cosmology-
independent “total galaxy weights” (or completeness weights) described by [42]. These weights
are designed to account for observational biases, in order to make the observed galaxy distri-
bution an unbiased estimate of the underlying galaxy distribution. For example, neighbours
to galaxies for which redshift determination failed are up-weighted in order to compensate for
the missing galaxy in the sample. We do not use Feldman, Kaiser & Peacock (FKP) weights
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Figure 2: Redshift distribution of CMASS (red) and LOWZ (blue).
(see [42, 43]), since they are derived in the context of a fiducial cosmological model. However,
the application of FKP weights does not significantly affect acoustic peak measurements in
BOSS.
3.2 The random catalogues
We use random catalogues generated from the CMASS and LOWZ galaxy distributions as
described by [42]. The random catalogues are generated independently of a cosmological
model and are based solely on the distribution of the galaxies in observed coordinates (z, θ, φ).
The random catalogue uniformly samples the angular coverage of the data, and random
redshifts are assigned from the redshift probability distribution of the survey. We use a
random catalogue 10 times the size of the given galaxy catalogue or mock.
3.3 The mocks
The errors in the correlation function used in BAO analysis can be estimated in the context
of a fiducial ΛCDM cosmology using theory or simulations. Alternatively, non-parametric
methods such as jack-knife estimation can be applied.
The assumption of a fiducial cosmology in error analysis is not satisfying from the point
of view of investigating a broader class of models than the fiducial cosmology. However,
in practice non-parametric methods are hard to implement, as the assumptions underlying
them cannot be satisfied for current galaxy surveys. To apply jack-knife variance estimation
we must be able to divide our sample into a (large) number of subsamples that are well
approximated as resulting from identical and independent probability distributions, i.e., we
must be able to view the regions as realisations of an ensemble. Furthermore, jack-knife
regions must be sufficiently large to contain enough galaxy pairs separated by the relevant
scales, which conflicts with the requirement that the number of jack-knife regions must be
sufficiently large to allow an accurate inverse covariance matrix to be constructed.
We instead use the Quick Particle Mesh (QPM) mocks as described in detail in [44] for
error analysis. These mocks are based on ΛCDM N -body simulations, and are generated
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specifically for the BOSS clustering analysis. The number density in the mock catalogues is
designed to match the observed galaxy number density of the BOSS catalogues, and to follow
the radial and angular selection functions of BOSS. The fiducial ΛCDM cosmology of the
QPM simulations is
ΩM0 = 0.29, ΩΛ0 = 0.71, Ωb0 = 0.048, σ8 = 0.8, h = 0.7, (3.1)
where ΩM0, ΩΛ0 and Ωb0 are the present epoch matter density parameter, dark energy density
parameter, and baryonic matter density parameter respectively, σ8 is the root mean square
of the linear mass fluctuations at the present epoch averaged at scales 8 Mpc/h given by the
integral over the ΛCDM power spectrum, and H0 = 100h km/s/Mpc is the Hubble parameter
evaluated at the present epoch. The sound horizon at the drag epoch within this model is
rs = 103.05 Mpc/h.
There are 1000 QPM mocks available. We use all of these to construct an approximate
covariance matrix of the measured galaxy correlation function. Furthermore, we use these
mocks to test how well our empirical procedure can recover the input acoustic scale and the
anisotropic distortion in the fiducial ΛCDM cosmology with parameters (3.1).
4 Empirical model for the correlation function, and extraction of the BAO
characteristic scale
Conventional ΛCDM BAO fitting procedures [24, 25] involve the construction of a template
power spectrum model motivated by ΛCDM perturbation theory. We cannot necessarily
apply these techniques in more general cosmological models. In this section we therefore
develop an empirical approach for fitting the baryon acoustic oscillation feature in models
with non-trivial curvature, where we do not have a model for the shape of the correlation
function, but where we nevertheless expect a characteristic scale in the matter distribution
to be sourced from early-universe oscillations of the baryonic plasma.
In our analysis we will leave the Hubble constant free to vary and extract the BAO scale
in units Mpc/h, rather than fixing h independently to some particular value. Our key fitted
parameter, , is dimensionless and independent of H0. In future analysis we aim to obtain
independent constraints on both ΩM0 and H0 from joint BAO and CMB observations; ΩM0
is just fixed in the present paper to develop the methodology.
4.1 The fitting function
The simplest model-independent form we might consider for the BAO correlation function
is the superposition of a Gaussian and a featureless (e.g., polynomial) fitting function. Such
empirical models have been considered in e.g., [45–47]. For a universe with statistical homo-
geneity and isotropy, we expect the BAO characteristic scale to be statistically independent of
the direction of separation of the galaxies relative to our position, up to observational biases
such as redshift-space distortions and non-representative sampling of the underlying galaxy
distribution. These considerations motivate the following empirical model as a function of
the Lagrangian separation D and radial fraction µ:
ξFit(D
tr, µtr) = (Dtr)2A exp
[
− (Dtr − rBAO)2
2σ2
]
+ C0(µ
tr) +
C1(µ
tr)
Dtr
+
C2(µ
tr)
(Dtr)2
(4.1)
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where the superscript “tr” refers to the underlying “true” cosmology. The polynomial terms
model the underlying featureless shape of the correlation function without the BAO feature
and are equivalent in form to those of [24]. The scaled Gaussian empirically models the BAO
feature, and replaces the ΛCDM power spectrum model of [24].
We note that the local maximum of the 2-point correlation function at the BAO peak
does not in general correspond to the BAO scale in a particular cosmological model (for
example, these two characteristic scales differ by ∼ 2−3% in ΛCDM cosmology, a systematic
difference which is significantly larger than the statistical measurement error in the scale).
This is a significant issue for empirical modelling, if we wish to incorporate predictions of the
underlying BAO scale.
To partially address this issue, we include a factor (Dtr)2 multiplying the Gaussian term
in eq. (4.1), which changes the position of the local maximum in order to produce a closer
match to the expected fiducial characteristic scale rBAO of the ΛCDMmock catalogues, within
the current level of statistical precision. This calibration would need to be re-assessed in the
context of other cosmological models.11 Furthermore, we do not assume any calibration of
rBAO in this study, instead quoting results for rBAO/α, and focus our investigation on the
significance of the BAO feature and the self-consistency of the radial and transverse wedges.
We allow for µtr dependence in the polynomial terms of the fitting function (4.1) since
observational biases such as redshift-space distortions can depend on the separation of the
galaxies relative to the line of sight. We assume that the BAO feature is independent of µtr,
although asymmetric biases might enter here as well. However, from our mock investiga-
tions (see section 4.2) we find that we successfully recover the BAO scale and the distortion
parameter  with the fitting function (4.1), justifying this form at least for the ΛCDM model.
We can approximate eq. (4.1) in terms of the model cosmology through the Alcock-
Paczyński scaling explained in section 2.3. Substituting Dtr with the approximation (2.16)
and µtr with the approximation (2.17), the empirical model (4.1) can be written
ξFit(D
tr, µtr) ≈ ξFit
(
D˜tr(D,µ;α‖, α⊥), µ˜tr(D,µ;α‖, α⊥)
)
(4.2)
= (D)2α2⊥
(
1 + ψµ2
)
A e
−
(
Dα⊥
√
1+ψµ2−rBAO
)2
/(2σ2)
+C0(µ) +
C1(µ)
D
+
C2(µ)
(D)2
,
with
ψ ≡
(
α‖
α⊥
)2
− 1 = (1 + )6 − 1, (4.3)
and where D˜tr(D,µ;α‖, α⊥) is the approximation of Dtr given by (2.16) and µ˜tr(D,µ;α‖, α⊥)
is the approximation of µtr given by (2.17). Thus, when ξFit(Dtr, µtr) is expressed in terms
of D and µ through the approximation of the Alcock-Paczyński scaling, it has the form of
a Gaussian in D scaled by D2 plus first and second order polynomial terms in D−1. The
coefficients of the Gaussian in the basis of the model cosmology eq. (4.2) are now dependent
on µ.
As discussed in section 2.5, we construct two wedge correlation functions and the angle-
averaged correlation function, by averaging eq. (4.2) over µ-ranges. For current galaxy sur-
veys, it is in practice not useful to consider finer binning in µ, as the noise in the 2-point
11Models that are not developed with respect to perturbation theory cannot be tested against the full
information in the CMB anisotropies, and are consequently more weakly constrained than ΛCDM scenarios.
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correlation function increases with decreasing bin-size, and two wedges already capture the
information on α and .
In the regime of ψD/σ  1, we may expand the Gaussian part of the fitting function
(4.2) to linear order in ψD/σ before performing the averaging in µ. This has the advantage
of providing an analytic expression for the average. Expanding the Gaussian part of ξFit,N
(4.2) to linear order in ψD/σ we have
ξFit,N (D,µ) ≈ (D)2α2⊥
(
1 + ψµ2
)
A e−(Dα⊥−rBAO)
2/(2σ2)−ψµ2Dα⊥(Dα⊥−rBAO)/(2σ2) (4.4)
≈ (D)2α2⊥A e−(Dα⊥−rBAO)
2/(2σ2)
(
1− ψµ
2Dα⊥ (Dα⊥ − rBAO)
2σ2
+ ψµ2
)
,
and taking the average in µ over the range [µ1, µ2] we have
1
µ2 − µ1
∫ µ2
µ1
dµ ξFit,N (D,µ) (4.5)
≈ (D)2α2⊥A e−(Dα⊥−rBAO)
2/(2σ2)
[
1 +
1
3
ψ
µ32 − µ31
µ2 − µ1
(
1− Dα⊥ (Dα⊥ − rBAO)
2σ2
)]
≈ (D)2α2⊥ (1 + κ)A e−
[
Dα⊥
(
1+
1
2κ
)
−rBAO
]2
/(2σ2)
≈ (D)2A˜ e−(D−r˜BAO)2/(2σ˜2),
where
κ ≡ 1
3
ψ
µ32 − µ31
µ2 − µ1 , (4.6)
we have neglected terms O(κ2) at each step, and in the final line the distorted Gaussian
parameters are defined by
r˜BAO ≡
1− 12κ
α⊥
rBAO, σ˜ ≡
1− 12κ
α⊥
σ, A˜ ≡ α2⊥(1 + κ)A. (4.7)
The final wedge fitting function thus yields
ξFit,[µ1,µ2](D) = (D)
2A˜ e−(D−r˜BAO)
2/(2σ˜2) +C¯0 +
C¯1
D
+
C¯2
(D)2
, (4.8)
where C¯0, C¯1, and C¯2 are unspecified coefficients depending on the interval [µ1, µ2]. In the
following, we investigate some limits of the wedge fitting function eq. (4.8).
We emphasise that the applicability of the expansion in eq. (4.4) and the resulting
expression for the wedge fitting function (4.8) must be checked for a given application. When
ψD/σ  1 is not satisfied over the fitting range in D, one must average the full expression
(4.2) over µ in order to obtain the exact expression for the empirical wedge fitting function.
We use the approximation (4.8) in our analysis, and confirm its validity by repeating our
analysis using the exact expression. (See section 5.2 for a discussion of this point.)
The ideal wedge limit . Let us consider the ideal wedge limit µ2 → µ1, in which the bin
width is reduced to zero. In this limit we have
κ = ψµ21 = ψµ
2
2. (4.9)
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Working to linear order in the anisotropic distortion parameter, so that by (4.3) α‖/α⊥ '
1 + 3, the distorted Gaussian parameters (4.7) in this case read
r˜BAO =
rBAO
α
1−µ21
⊥ α
µ21
‖
, σ˜ ≡ σ
α
1−µ21
⊥ α
µ21
‖
, A˜ ≡ α2−2µ21⊥ α
2µ21
‖ A, (4.10)
e.g., for the pure transverse wedge (µ21 = µ22 = 0) and pure radial wedge (µ21 = µ22 = 1), one
can check that this expression reduces to the expected scaling by α⊥ and α‖ respectively. For
µ21 = µ
2
2 =
1
2 , eq. (4.10) is symmetric in α⊥ and α‖, as expected.
The observational wedges. In practice we need to make a crude binning in µ in order to
increase the galaxy counts for each bin. Thus in the further analysis we shall work with two
µ-bins and denote µ1 = 0, µ2 = 12 the transverse wedge, and µ1 =
1
2 , µ2 = 1 the radial wedge.
For the transverse and radial wedges we find respectively for κ
κ⊥ =
1
12
ψ, κ‖ =
7
12
ψ, (4.11)
which on substitution in eq. (4.7), to linear order in , yield the distorted Gaussian parameters
r˜BAO⊥ =
rBAO
α
11/12
⊥ α
1/12
‖
, σ˜⊥ ≡ σ
α
11/12
⊥ α
1/12
‖
, A˜⊥ ≡ α11/6⊥ α1/6‖ A, (4.12)
and
r˜BAO‖ =
rBAO
α
5/12
⊥ α
7/12
‖
, σ˜⊥ ≡ σ
α
5/12
⊥ α
7/12
‖
, A˜⊥ ≡ α5/6⊥ α7/6‖ A, (4.13)
for the transverse and radial wedges, respectively. Note that eq. (4.12) and (4.13) are not
symmetric under interchange α⊥ ↔ α‖. This asymmetry between the radial and transverse
wedges comes from the fact that we have defined the wedge as an unweighted average in µ.
The isotropic wedge . For the isotropic wedge (µ1 = 0, µ2 = 1) we have κ = ψ/3 which to
linear order in  leads to the “isotropically distorted” Gaussian parameters
r˜BAO =
rBAO
α
, σ˜ ≡ σ
α
, A˜ ≡ α2A. (4.14)
Note that only the isotropic scaling parameter α enters here, and not the anisotropic distortion
parameter .
4.2 Testing on ΛCDM mocks
We now apply the fitting function (4.8) to ΛCDMmocks, to test if we recover the fiducial BAO
scale and distortion parameter. To do this we perform fits to the mean correlation function of
the QPMmocks based on the CMASS NGC and LOWZ NGC galaxy distributions, assuming a
fiducial flat ΛCDM model with ΩM0 = 0.3. First we perform a fit to the isotropic correlation
function ξ(D) with the fitting function discussed in section 4.1. Next we perform a joint
fit to estimates of the radial wedge ξ‖(D) and transverse wedge ξ⊥(D) functions. We fit
to correlation function measurements in the range D ∈ [50; 150] Mpc/h with a bin size of
5 Mpc/h.
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For the likelihood function L of the data given the model, we assume a Gaussian distri-
bution with mean ξFit
L
(
¯ˆ
ξ
∣∣∣ ξFit) ∝ exp(−χ2/2), (4.15)
with
χ2 = Z
ᵀ
C−1¯ˆ
ξ
Z, Z =
¯ˆ
ξ − ξFit, (4.16)
where ξˆ is the binned estimate of the (isotropic or wedge) 2-point correlation function, and
¯ˆ
ξ is its average over the mocks. For the wedge analysis, the transverse and radial estimates
are combined into a single vector ξˆ in order to perform a combined fit, taking into account
the covariance between the wedges. ξFit is the fitting function prescribed in eq. (4.8). The
covariance matrix of ¯ˆξ is given by the covariance of the individual measurements ξˆ scaled by
the number of mocks over which we take the mean, Nmean
C ¯ˆ
ξ
=
1
Nmean
C
ξˆ
, C
ξˆ
= (ξˆ − ¯ˆξ)(ξˆ − ¯ˆξ)ᵀ, (4.17)
where the overbar represents the averages over the number of mocks, Nmocks. In this analysis
we have Nmocks = 1000 for both CMASS and LOWZ. Nmean is chosen such that χ2/Ndof∼ 1 in
order to not to go beyond the regime of applicability of the empirical fitting function (Nmean =
40 for CMASS and Nmean = 80 for LOWZ), where Ndof is the number of independent degrees
of freedom.
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Figure 3: Fit to the isotropic wedge ξ(DΛCDM) of the mean of the CMASS NGC and LOWZ
NGC QPM mocks respectively. DΛCDM is the Lagrangian distance evaluated at present times
for ΛCDM with ΩM0 = 0.3. The model fit includes 6 parameters
(
rBAO
α ,
σ
α , Aα
2, C0, C1, C2
)
.
The best fit (green line) is the fit that maximises the likelihood function. The median fit
(purple line) is based on the 50% quantiles of the Bayesian posterior, resulting from conser-
vative priors (meaning priors that span the significant volume of the likelihood). Mean values
of rBAOα ,
σ
α , and Aα
2 with 1σ equal tail credible intervals are superimposed on the plots.
We determine the parameters of ξFit in both a frequentist and Bayesian setting: that
is, we find frequentist best fit parameters as well as Bayesian median parameters with con-
servative priors. The results of the fit to the isotropic correlation function for the CMASS
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and LOWZ QPM mock mean are shown in figure 3, and the results of the fit to the wedges
are shown in figure 4. The estimates of the parameters describing the isotropic BAO fea-
ture
(
rBAO
α ,
σ
α , Aα
2
)
are in good agreement between the isotropic and wedge analyses. The
results for the estimated isotropic BAO scale are rBAOα = 102.1± 0.4 Mpc/h for CMASS and
rBAO
α = 101.8±0.5 Mpc/h for LOWZ, and the results for the estimated anisotropic distortion
parameter are  = 0.0005± 0.0035 for CMASS and  = 0.0008± 0.0043 for LOWZ.
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Figure 4: Combined fit to the transverse wedge ξ⊥(DΛCDM) and radial wedge ξ‖(DΛCDM) of
the mean of the CMASS NGC and LOWZ NGC QPM mocks respectively, where DΛCDM is
the Lagrangian distance evaluated at present times for ΛCDM with ΩM0 = 0.3. The model
fit includes 10 parameters
(
rBAO
α ,
σ
α , Aα
2, , C¯0⊥, C¯1⊥, C¯2⊥, C¯0‖, C¯1‖, C¯2‖
)
. The best fit (green
line) is the fit that maximises the likelihood function. The median fit (purple line) is based
on the 50% quantiles of the Bayesian posterior, resulting from conservative priors (meaning
priors that span the significant volume of the likelihood). The numerical values superimposed
on the plot of ξ⊥ are the mean values with 1σ equal tail credible intervals.
As noted in section 3.3, the acoustic scale of the model underlying the QPM mocks is
rs = 103.05 Mpc/h. Since the QPM mocks are generated using ΩM0 = 0.29, and our fiducial
model has ΩM0 = 0.30, we have α(z¯ = 0.55) = 1.005, and α(z¯ = 0.32) = 1.003. We thus
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compute expected fiducial values
rs
α(z¯ = 0.55)
= 102.5 Mpc/h,
rs
α(z¯ = 0.32)
= 102.7 Mpc/h (4.18)
(z¯ = 0.55) = 0.0013, (z¯ = 0.32) = 0.0008 (4.19)
As seen in the isotropic results in figure 3, the BAO scale is recovered to a precision of
0.4%± 0.4% for CMASS and 0.9%± 0.5% for LOWZ. The difference between the measured
and the model -parameter is |∆| <∼ 0.0008, which is much smaller than typical errors in  in
the context of ΛCDM template-fitting approaches to BAO.
We note that ∼ 1% systematic error is significant in standard BAO template-fitting
approaches, where the statistical errors in the BAO scale measurement from the latest galaxy
redshift surveys are around 1%, and the contribution from systematic errors in a ΛCDMmodel
universe are significantly less than 1% [48]. Systematic errors in a empirical fitting procedure
will inevitably be larger, and dependent on the cosmological model.12 However, the errors
in the underlying calibration of the BAO scale from the CMB are also larger in models with
greater uncertainities in the underlying physical parameters. In this paper, we will mainly be
interested in the  parameter as a consistency check of the tested fiducial cosmologies, and in
comparing the significance of the BAO feature between the tested models, and do not include
a calibration of the underlying BAO scale.
We experimented with modifications of eq. (4.8), allowing for a relative scaling of the
wedge amplitudes, wedge widths, or both. The resulting fits were of similar quality to that
of eq. (4.8) from an Akaike Information Criterion perspective. Thus we had no ΛCDM-based
motivation for introducing additional parameters in the analysis of the galaxy survey. We
note, however, that for models with more complicated curvature evolution than ΛCDM, there
might be physical effects equivalent to the ΛCDM redshift-space distortions but possibly with
stronger magnitude, distorting the relative amplitude and width of the BAO feature in the
two wedges.13
We also experimented with different scaling behaviour of the Lagrangian distance Dtr in
eq. (4.1) – for example, changing the scaling (Dtr)2 of the Gaussian function to (Dtr)n with
different values of n. The inferred peak of the Gaussian changed as expected, in some cases
being significantly different from the BAO scale. However,  was consistent with the expected
values in eq. (4.19) for all investigated modifications of the fitting function.
5 Data analysis
The empirical procedure developed in this paper can be applied to a wide class of cosmological
models. In this analysis, we consider two fiducial model frameworks – the timescape model
12A fiducial ΛCDM fitting function per construction gives back the correct BAO scale when fitted to mocks
generated from that same fiducial ΛCDM model. Any empirical fitting model, aiming at analysing BAO
features for a broader class of models will yield larger systematics in the context of ΛCDM model simulations
than the fitting procedure adapted specifically to ΛCDM. The price to pay for introducing a flexible fitting
function adaptable to a large range of cosmologies, is exactly that it is not adapted to a particular cosmology.
13There is no obvious reason for this to be the case in the timescape model, however, since it implements a
“uniform quasilocal Hubble flow condition” [17, 23]. Calculations of the amplitude of redshift-space distortions
require the development of a framework analogous to standard cosmological perturbation theory, which is yet
to be done for the timescape cosmology. Estimates of the amplitude of non-kinematic differential expansion
[49] have been made using the Lemaître-Tolman-Bondi models for local structures on scales of order 10–
60Mpc [50], with the result that differences from the standard model expectation are smaller than current
measurement uncertainties in peculiar velocities. Thus we would not expect substantial differences from the
amplitude of the standard Kaiser effect [51], at least within this class of models.
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and the spatially flat ΛCDM model, with ΩM0 = 0.3 in both cases. We note that both the
ΛCDM and timescape models have a spherically symmetric effective adapted geometry with
a large curvature scale proportional to the Hubble distance ∼ c/H0, which is in both models
of order 3 Gpc/h. Thus the curvature scale is of order the survey diameter. The Lagrangian
distance introduced in section 2.1 between two galaxies separated around ∼ 100 Mpc/h is
thus well approximated by eq. (2.7) with correction terms14 of order <∼ 10−3. We caution
that our results may not be suitable for extrapolation to other model cosmologies, depending
on the Alcock-Paczyński scaling.
We estimate the 2-point correlation function in each fiducial model for the CMASS and
LOWZ NGC and SGC regions using the LS estimator described in section 2.5. We compute
the isotropic correlation function estimator ξˆ(D), along with the radial and transverse wedge
correlation function estimators, ξˆ‖(D) and ξˆ⊥(D), defined in eq. (2.32). We use the covariance
matrix C
ξˆ
formulated in eq. (4.17), computed from the QPM mocks described in section 3.3,
to estimate the variance of the correlation function over realisations of an imagined ensemble
of galaxy catalogues, of which our galaxy catalogue is a single realisation. We expect different
models to ΛCDM, with different models for structure formation and global geometry, to give
rise to a different random process underlying our measured galaxy catalogue. However, we
shall assume that the ΛCDM estimate provides a reasonable lowest-order approximation of
the covariance.
We combine the estimated correlation functions for the NGC and SGC regions using the
inverse covariance weighting [7, 52]
ξˆcomb = Ccomb
(
C−1NGC ξˆNGC + C
−1
SGC ξˆSGC
)
, (5.1)
where
C−1comb = C
−1
NGC + C
−1
SGC, (5.2)
is the inverse covariance of the combined measurement, and where ξ represents either the
isotropic correlation functions ξ(D) or the combined wedge correlation function (ξ‖(D), ξ⊥(D)).
We experimented with different methods of combining the NGC and SGC measurements, and
found that our results were robust to the exact weighting scheme used.
5.1 Isotropic fitting analysis
The estimated isotropic correlation function and best fit and median models are displayed in
figure 5 for ΛCDM and in figure 6 for the timescape cosmology, and the results of the fits are
summarised in table 1. The Gaussian peak component is significant in the CMASS isotropic
correlation function at the 4.6σ level for ΛCDM and at the 3.8σ level for timescape. We
quantify the significance of the peak as the posterior probability of having α2A > 0.15 For
the LOWZ correlation function, the peak is significant at the 2.4σ level for ΛCDM and at the
1.9σ level for timescape.
We have used conservative priors for our fits to both timescape and ΛCDM, meaning
(log-)uniform priors that span all regions of parameter space of significant likelihood volume.
For the sake of comparing our ΛCDM results with the standard fiducial ΛCDM analysis of
14See appendix A for an explicit derivation of the correction terms.
15We note that this is different to the typical way of quantifying BAO significance in ΛCDM-based fitting,
where a reference power spectrum with no BAO feature is used to assess the increase of quality in fit when
introducing the BAO feature [53].
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[24] and [25], we have repeated the fit with narrow Gaussian error bars on σBAO/α with
mean and standard deviation as determined by the isotropic mock fit of section 4.2. For
both models, using this prior increases the significance of the BAO feature and decreases the
errors in rBAO/α. We only compare model fits when the priors are equally restrictive for both
models and, unless otherwise stated, we comment on the analysis with conservative priors.
The results for rBAO/α and σBAO/α are consistent between the LOWZ and CMASS
samples for both timescape and ΛCDM. The results for the CMASS BAO peak positions
for the conservative prior analysis are rBAO/α = 102.0 ± 1.7 Mpc/h for ΛCDM and 95.4 ±
1.8 Mpc/h for timescape. The equivalent results for LOWZ are 99.9± 4.3 Mpc/h for ΛCDM
and 93.4± 4.9 Mpc/h for timescape. The sign and magnitude of the relative peak positions
of timescape and ΛCDM are consistent with figure 1 within the statistical error bars of the
analysis. This can be realised by computing the relative isotropic AP-scaling α (2.14) between
ΛCDM and timescape based on figure 1 and comparing it to the ratio of the measured peak
positions rBAO/α of the models.
Values of the Hubble constant for the timescape model obtained from CMB constraints
can be up to 10% smaller than for the ΛCDM model [33]. Thus for typical values of H0 the
estimated isotropic peak position in units Mpc may in fact be slightly larger for timescape
than the analogous peak position for ΛCDM.
The fits are reasonably good, all with a minimum χ2 value of reasonable probability.
The most extreme value is χ2 = 22 for the timescape LOWZ fit, the probability of χ2 > 22
being 8% for 14 degrees of freedom.
When we include a prior in σ, our ΛCDM results for the isotropic peak position rBAO/α
are in <∼ 1% agreement with those found in the fiducial ΛCDM analysis considered in e.g.,
[24] and [25]. The magnitude of the error bars are also comparable to those found in stan-
dard analyses. As an example, we compare our results with the isotropic pre-reconstruction
DR12 results of table 8 in [25], derived assuming the fiducial cosmology ΩM0,fid = 0.29
and rBAO,fid = 103.0 Mpc/h. The isotropic CMASS measurement yields α˜ = α(ΩM0 =
0.29)
rBAO,fid
rBAO
= 1.015± 0.013, which together with the value of rBAO,fid yields rBAOα(ΩM0=0.29) =
101.4±1.3 Mpc/h, and finally scaling the result with the α-ratio of ΛCDM fiducial ΩM0,fid =
0.29 and ΩM0 = 0.3 we have rBAOα(ΩM0=0.30) = 100.9 ± 1.3 Mpc/h. This result is within 1σ
agreement with the ΛCDM results in table 1 for both the conservative prior analysis and
for the analysis with a narrow Gaussian prior in σBAO/α. The analogous isotropic LOWZ
result from table 8 in [25] reads α˜ = α(ΩM0 = 0.29)
rBAO,fid
rBAO
= 1.009 ± 0.030, which gives
rBAO
α(ΩM0=0.30)
= 101.7 ± 3.1 Mpc/h, in agreement with the ΛCDM results in table 1 for the
conservative prior analysis and for the narrow Gaussian prior in σBAO/α.
5.2 Anisotropic fitting analysis
We now turn to the wedge analysis, which is useful for examining the consistency of the BAO
feature in the transverse and radial separation of galaxy pairs. The results of fitting the
empirical parameters describing the BAO feature are shown in table 2. The measurements
of the anisotropic distortion parameter in CMASS are  = −0.021 ± 0.017 for ΛCDM and
 = 0.021 ± 0.017 for timescape, and the LOWZ results are  = −0.022 ± 0.084 for ΛCDM
and  = 0.013 ± 0.110 for timescape. The CMASS and LOWZ results for the peak position
rBAO/α and the width σBAO/α are consistent within 1σ for both ΛCDM and the timescape
model.
The Gaussian peak in the CMASS wedge correlation functions has a significance of
∼ 4.8σ for ΛCDM and ∼ 3.9σ for timescape. For LOWZ, the peak has a significance of
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Figure 5: Fit to the isotropic wedge ξ(DΛCDM) of the CMASS and LOWZ survey respectively,
where DΛCDM is the Lagrangian distance evaluated at present times for ΛCDM with ΩM0 =
0.3. The model fit includes 6 parameters
(
rBAO
α ,
σ
α , Aα
2, C0, C1, C2
)
. The best fit (green line)
is the fit that maximises the likelihood function. The median fit (purple line) is based on the
50% quantiles of the Bayesian posterior, resulting from conservative priors (meaning priors
that span the significant volume of the likelihood). Mean values of rBAOα ,
σ
α , and Aα
2 with
1σ equal tail credible intervals are superimposed on the plots.
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Figure 6: Fit to the isotropic wedge ξ(Dtimescape) of the CMASS and LOWZ survey respec-
tively, whereDtimescape is the Lagrangian distance evaluated at present times for the timescape
model with ΩM0 = 0.3. The model fit includes 6 parameters
(
rBAO
α ,
σ
α , Aα
2, C0, C1, C2
)
. The
best fit (green line) is the fit that maximises the likelihood function. The median fit (purple
line) is based on the 50% quantiles of the Bayesian posterior, resulting from conservative
priors (meaning priors that span the significant volume of the likelihood). Mean values of
rBAO
α ,
σ
α , and Aα
2 with 1σ equal tail credible intervals are superimposed on the plots.
∼ 1.4σ and ∼ 1.3σ for ΛCDM and timescape respectively. As above, the significance of the
peak is quantified as the posterior probability of having α2A > 0.
We note that the values of epsilon gives ψ ≈ 0.1, for which the expansion in eq. (4.4)
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Isotropic fit ξ α2A · 104 rBAO/α σBAO/α χ2/Ndof
ΛCDM CMASS 0.0032 ± 0.0007 102.0 ± 1.7 9.7 ± 1.8 17/14
ΛCDM LOWZ 0.0034 ± 0.0014 99.9 ± 4.3 13.1 ± 3.3 19/14
Timescape CMASS 0.0034 ± 0.0009 95.4 ± 1.8 9.8 ± 2.8 21/14
Timescape LOWZ 0.0035 ± 0.0018 93.4 ± 4.9 13.1 ± 4.2 22/14
ΛCDM CMASS NσBAO/α 0.0037 ± 0.0007 100.4 ± 1.5 12.2 ± 0.3 17/14
ΛCDM LOWZ NσBAO/α 0.0035 ± 0.0011 100.6 ± 3.0 12.2 ± 0.3 19/14
Table 1: Results of fitting the isotropic correlation function of CMASS and LOWZ. The
parameter estimates shown are the Bayesian median with 1σ equal tail credible intervals.
Conservative priors (meaning priors that span the significant volume of the likelihood) are
used for all parameters in all fits, except for the ΛCDM fits labelled NσBAO/α, which use a
narrow Gaussian prior with mean and width as determined in the mock analysis of section
4.2. The minimum χ2 value divided by number of degrees of freedom Ndof is also quoted.
rBAO/α and σBAO/α are in units of Mpc/h. A is in units of (Mpc/h)2.
is not guaranteed to hold for the fitting range D ∈ [50; 150] Mpc/h. We checked the validity
of the approximate fitting model eq. (4.8) by comparing to the exact wedge fitting functions
calculated from the average of eq. (4.2) over µ, and found that best fit parameter results
derived in our linearised analysis receive corrections of order ∼ 10% of the error bars on the
same parameters. Since the corrections are an order of magnitude smaller than the error bars,
we ignore these corrections here and quote the results from the linearised analysis.
The best fit and median models of eq. (4.8) are shown superimposed on the ξ⊥ and ξ‖
measurements for the spatially flat ΛCDM fiducial cosmology in figure 7 and for the timescape
fiducial cosmology in figure 8. The most extreme χ2 value is for the timescape CMASS fit
with χ2 = 49, with 2% probability of χ2 > 49 for 30 degrees of freedom.
The significance and precision of the acoustic peak in the LOWZ sample is significantly
increased by imposing a prior in σBAO/α, which is illustrated for the ΛCDM case in table
2. Using narrow Gaussian priors with mean and width determined by the mock analysis of
section 4.2, the significance of the peak goes up to 2σ and the errors in rBAO/α decrease by
∼ 30%. The measurements of α2A, rBAO/α, and σBAO/α for the wedge analysis are in good
agreement with those of the isotropic analysis in table 1 for both timescape and ΛCDM. We
note that the errors on α2A, rBAO/α, and σBAO/α all decrease when going from the isotropic
analysis to the anisotropic analysis for CMASS, whereas they all increase for LOWZ. This
might be because of the strong correlation between σBAO/α and the remaining parameters of
the analysis: a posterior which widens in σ/α is likely to widen in the other parameters as
well.
The results of our fiducial ΛCDM analysis displayed in table 2 are in good agreement
with previous measurements reported by [24] and [25]. For example, table 8 of [25] reports
 = −0.016 ± 0.020 for a DR12 CMASS pre-reconstruction wedge analysis which, when
transformed through AP-scaling eq. (2.14) from the fiducial model ΩM0 = 0.29 of [25] to the
fiducial model ΩM0 = 0.3 of this paper, produces  = −0.015 ± 0.020. This is in agreement
well within 1σ of our results listed in table 2. The analogous result for the LOWZ sample in
table 8 of [25] is 0.026±0.041, which AP-scaled gives  = 0.025±0.041, which is in agreement
with our ΛCDM results for LOWZ in table 2 at the 1σ level.
The anisotropic distortion parameter  describes how the fiducial model is distorted in
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Figure 7: Combined fit to the transverse wedge ξ⊥(DΛCDM) and radial wedge ξ‖(DΛCDM) of
the CMASS and LOWZ survey respectively, where DΛCDM is the Lagrangian distance eval-
uated at present times for ΛCDM with ΩM0 = 0.3. The model fit includes 10 parameters(
rBAO
α ,
σ
α , Aα
2, , C¯0⊥, C¯1⊥, C¯2⊥, C¯0‖, C¯1‖, C¯2‖
)
. The best fit (green line) is the fit that max-
imises the likelihood function. The median fit (purple line) is based on the 50% quantiles
of the Bayesian posterior, resulting from conservative priors (meaning priors that span the
significant volume of the likelihood). The numerical values superimposed on the plot of ξ⊥
are the mean values with 1σ equal tail credible intervals.
a relative angular and radial sense compared to the “true” underlying cosmology, to lowest
order. Since  is consistent with zero at the < 2σ level for both timescape and ΛCDM in the
above data analysis, both models are in agreement with no anisotropic distortion. We can
formulate the  = 0 consistency test in terms of the effective metric combination g1/2θθ /g
1/2
zz
(equal to dAH/c in ΛCDM, where dA is the angular diameter distance, and H is the Hubble
parameter), which from the AP-scaling of our results can be formulated as
g
1/2
θθ
g
1/2
zz
≈ α⊥
α‖
g
1/2
fid,θθ
g
1/2
fid,zz
= (1 + )−3
g
1/2
fid,θθ
g
1/2
fid,zz
(5.3)
where gfid corresponds to the fiducial adapted metric of either ΛCDM or timescape, and
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Figure 8: Combined fit to the transverse wedge ξ⊥(DTimescape) and radial wedge
ξ‖(DTimescape) of the CMASS and LOWZ survey respectively, where DTimescape is the La-
grangian distance evaluated at present times for the timescape model with ΩM0 = 0.3. The
model fit includes 10 parameters
(
rBAO
α ,
σ
α , Aα
2, , C¯0⊥, C¯1⊥, C¯2⊥, C¯0‖, C¯1‖, C¯2‖
)
. The best fit
(green line) is the fit that maximises the likelihood function. The median fit (purple line)
is based on the 50% quantiles of the Bayesian posterior, resulting from conservative priors
(meaning priors that span the significant volume of the likelihood). The numerical values
superimposed on the plot of ξ⊥ are the mean values with 1σ equal tail credible intervals.
where  is the estimate quoted in table 2 for the respective fiducial cosmologies. The results
of the effective measurement of the metric combinations (5.3) for CMASS and LOWZ are
shown in figure 9. We see that both effective measurements are consistent with the respective
fiducial lines, as expected since the estimated -parameter is consistent with zero within
both models. The precision in the measurements of the metric combination is comparable to
the difference between the fiducial metric combination of the two cosmologies for the CMASS
survey, potentially making this metric combination a useful discriminator between the ΛCDM
and timescape model for future surveys. We also note that the systematics in the measurement
arising from the choice of fiducial cosmology is of order the distance between the cosmologies,
indicating that a careful analysis of the regime of application of the AP-scaling is needed.
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Wedge fit ξ⊥, ξ‖ α2A · 104 rBAO/α σBAO/α  χ2/Ndof
ΛCDM CMASS 0.0029 ± 0.0006 102.6 ± 1.5 9.0 ± 1.6 -0.021 ± 0.017 48/30
ΛCDM LOWZ 0.0024 ± 0.0017 98.5 ± 7.2 12.9 ± 6.0 -0.022 ± 0.084 40/30
Timescape CMASS 0.0031 ± 0.0008 95.4 ± 1.6 8.2 ± 1.9 0.021 ± 0.017 49/30
Timescape LOWZ 0.0023 ± 0.0018 92.1 ± 7.6 10.8 ± 7.2 0.013 ± 0.110 38/30
ΛCDM CMASS NσBAO/α 0.0035 ± 0.0006 100.9 ± 1.8 12.3 ± 0.2 -0.022 ± 0.023 48/30
ΛCDM LOWZ NσBAO/α 0.0027 ± 0.0012 100.3 ± 4.6 12.3 ± 0.3 -0.008 ± 0.060 40/30
Table 2: Results of the combined fit to the transverse and radial wedge for CMASS and
LOWZ. The parameter estimates shown are the Bayesian median with 1σ equal tail credible
intervals. Conservative priors (meaning priors that span the significant volume of the likeli-
hood) are used for all parameters in all fits, except for the ΛCDM fits labelled NσBAO/α, where
a narrow Gaussian prior is used with mean and width as determined in the mock analysis
of section 4.2. The minimum χ2 value divided by number of degrees of freedom Ndof is also
quoted. rBAO/α and σBAO/α are in units of Mpc/h. A is in units of (Mpc/h)2.
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Figure 9: Effective measurement of the metric combination g1/2θθ /g
1/2
zz for LOWZ and CMASS
within the timescape model and ΛCDM respectively, with the fiducial ΛCDM and timescape
ΩM0 = 0.3 predictions superimposed. The timescape measurements are artificially shifted
slightly in redshift relative to the mean LOWZ and CMASS redshifts z = 0.32 and z = 0.55,
in order to see the measurements and their comparison more clearly.
6 Discussion
In this paper we have developed methods for examining BAO features in the 2-point cor-
relation function for cosmological models with non-trivial curvature: models that are not
necessarily spatially flat, close to spatially flat, nor with constant spatial curvature. The
methods outlined in section 2 and 4.1 are applicable for a broad class of large-scale cosmolog-
ical models. (See section 2.2 for precise statements about the regime of applicability.) Our
assumptions on the model cosmology can be summarised as follows:
• We assume global hyperbolicity of the average space-time, and that the galaxies can
to a good approximation be described as particles in a non-caustic, vorticity-free fluid
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description. These assumptions are made in order to formulate the reduced 2-point
correlation function descriptive statistic in terms of the Lagrangian distance definition
given in section 2.1, generalising the comoving distance definition of FLRW cosmology.
• We further impose the assumptions outlined in section 2.2, such that the Lagrangian
distance definition can be approximated as in eq. (2.7). The approximation (2.7) is
needed to: (i) define the “radial fraction” of the separation µT in (2.8); and (ii) make
sense of the generalised AP-scalings α‖, α⊥ of the “radial” and “transverse” component
of the metric introduced in section 2.3.
• Finally, we assume that the empirical fitting function described in section 4.1 is appro-
priate for extracting the isotropic BAO characteristic scale and the anisotropic distor-
tion between the radial and transverse scale. (This assumption is tested and confirmed
for a fiducial ΛCDM model using mocks catalogues, but is left as an ansatz for other
cosmologies.)
Our methods allow us to explicitly formulate the 2-point correlation function in the context of
a broad class of cosmologies and hence analyse the clustering statistics for those cosmologies
in detail, instead of relying on results extrapolated from ΛCDM. The only ΛCDM estimate
used in this paper enters when estimating errors in the observed 2-point correlation function,
where we use mocks generated from a fiducial ΛCDM model to give a rough estimate for the
variance over ensembles of our sky.
When testing our methods on ΛCDM mocks we recover the isotropic peak position to
within one per cent of the fiducial value. This <∼ 1% discrepancy is due to a calibration issue
between the characteristic scale extracted in the fitting procedure and the underlying BAO
scale discussed in section 4. It should be noted that, while this level of systematic error
is somewhat higher than obtained by ΛCDM fitting procedures, it can be considered low
in (semi-)model independent analysis. Removing cosmology dependence in data reduction
necessarily comes at the price of increasing uncertainties. The systematics related to the
BAO scale extraction in the context of other models must be assessed for each cosmology of
interest. The anisotropic scaling parameter  is recovered to high precision; the systematics
in our mock analysis on the determination of  are much smaller than the usual statistical
errors in ΛCDM fitting procedures. The estimation of the  parameter is robust to the exact
form of the fitting function assumed, and is not associated with the calibration issues of the
statistical BAO scale.
A shortcoming of this analysis is that a fiducial cosmology of choice is still needed in
order to reduce data into a 2-point correlation function. Model-independent analysis has
been proposed in, e.g., [45] and [46]. While such procedures are certainly relevant for next-
generation surveys, the signal strength is greatly reduced due to the split of the fiducial spatial
scale to a range of angular and redshift separations.
Another shortcoming of this paper is the approximations of section 2.2, implying that
only effective cosmic metric theories which are averaged on scales of the order of the BAO scale
can be tested in our framework. While testing more complicated models with a hierarchy of
curvature scales, describing different scales of structure in our universe, would be of interest,
this is beyond the scope of this paper.
We apply our fitting methods to the BOSS DR12 CMASS and LOWZ galaxy surveys
using two fiducial cosmologies: a spatially flat ΛCDM model and the timescape model, which
at the present epoch has a marginal apparent acceleration with a recent expansion history
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closer to the empty FLRW universe. We recover the pre-reconstruction results for the BAO
peak position and the anisotropic distortion parameter  based on ΛCDM template-fitting
obtained in [25].
It should be noted, that since the parameter estimates of our empirical procedure and
of the standard ΛCDM template-fitting are based on the same datasets, any difference in the
results can be attributed to systematic differences in the parameter extraction procedures.
For procedures with small systematic differences as compared to the statistical errors, we
would thus expect differences in parameter estimates much smaller than 1σ. The systematic
differences between the present procedure and the standard ΛCDM procedure are smaller, but
of order, the statistical errors. The main difference between the estimated BAO peak position
of the present procedure and of the standard ΛCDM power spectrum fitting procedure can
be ascribed to the systematics related to the calibration of the BAO scale in the empirical
fit (see discussion in section 4). Other examples of systematics between the procedures that
can lead to differences in the parameter estimates are: choice of statistical framework, choice
of priors, and galaxy weights. For example, the σBAO/α prior in the present analysis has a
∼ 1% effect on the peak position, which is comparable to the differences in our inferred scale
as compared to the results of [25].
Based on our empirical model for the shape of the 2-point correlation function, we find
that the BAO feature of the models is detected at a similar level of significance in the two
cosmologies, and that the distortion between the radial and transverse directions, quantified
by the  parameter, is consistent with zero for both fiducial models within 2σ. Thus, both
models are consistent with no anisotropic distortion with respect to the “true” cosmological
model, and thus provide self-consistent fits to the BAO-data. This finding is interesting in
light of the significant difference between the timescape model and the ΛCDM model distance
measures (see figure 1).
Our analysis suggests that a wide class of cosmological models can yield a statistically
isotropic BAO feature with  = 0, consistent with the expectation of statistical homogeneity
and isotropy of our universe. In future work, we will combine these BAO measurements
with estimations of the standard ruler scale in timescape cosmology to perform a full model
comparison.
Acknowledgments
We wish to thank Thomas Buchert for hospitality at the ENS, Lyon, France. This work
was supported by Catalyst grant CSG-UOC1603 administered by the Royal Society of New
Zealand. AH is grateful for the support given by the funds: ‘Knud Højgaards Fond’, ‘Torben
og Alice Frimodts Fond’, and ‘Max Nørgaard og Hustru Magda Nørgaards Fond’.
A Taylor expansion of geodesic distances
In the present analysis we make use of a Taylor expansion of the spatial geodesic distance
between two points on a spatial hypersurface. Such an expansion is convenient when the
spatial geodesic equation (defined on spatial hypersurfaces of interest) of the model under
investigation has no analytic solution, and applicable when the curvature scale of the model
is much larger than the particle separation of interest.
We consider a metric on the form eq. (2.1)
ds2 = −α2c2dt2 + gijdxidxj , (A.1)
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where t defines a spatial foliation of interest. (In the context of this analysis, t = constant
slices are taken to coincide with the matter frame, which can be done in the absence of
vorticity.)
Consider a geodesic spatial line between two points P1 and P2 on the hypersurface t = T ,
such that the line is required to lie in the t = T plane everywhere. The geodesic distance
between the points is given by
dT (P1, P2) ≡
∫ l2
l1
dl
√
gij
dxi
dl
dxj
dl
= l2 − l1 (A.2)
where l is the affine parameter along a spatial geodesic connecting P1 and P2, dx
i
dl is the
tangent to the geodesic with gij dx
i
dl
dxj
dl = 1, l1 = l(P1) and l2 = l(P2) is the affine parameter
evaluated at the endpoints. The function dT coincides with the Lagrangian distance DT
defined in section (2.1), when the points P1 and P2 represent the intersection of two particle
worldlines with the surface t = T .
We expand the coordinate functions on the line in the affine parameter l
xi2 = x
i
1 +
dxi
dl
∣∣∣∣
l=l1
(l2 − l1) + f i, (A.3)
f i =
∞∑
n=2
f in, f
i
n =
1
n!
dnxi
dln
∣∣∣∣
l=l1
(l2 − l1)n
where xi1 = xi(P1) and xi2 = xi(P2) are the coordinate labels of the end points. The higher-
order terms f in can be expressed in terms of ∆xi = xi2−xi1 up to a given order. Here we shall
keep terms up to O (f i3), where we assume ∆xjfk2 ∼O (f i3) etc. The second order term yields
f i2 =
1
2
d2xi
dl2
(l2 − l1)2 = −1
2
Γijk
dxj
dl
dxk
dl
(l2 − l1)2 (A.4)
= −1
2
Γijk(∆x
j − f j)(∆xk − fk) = −1
2
Γijk ∆x
j ∆xk + Γijk ∆x
j fk2 +O
(
f i4
)
= −1
2
Γijk ∆x
j ∆xk − 1
2
ΓijkΓ
k
st ∆x
j ∆xs ∆xt +O (f i4) ,
where the first line follows from the affine geodesic equation, the second line follows from
applying (A.3) and keeping terms up toO (f i3). The third line comes from recursively plugging
(A.4) into itself and again keeping terms up to O (f i3). The evaluation at l = l1 is implicit.
With a similar derivation, the third-order term of the expansion eq. (A.3) yields
f i3 =
(
1
3
ΓijkΓ
k
st −
1
6
∂sΓ
i
jt
)
∆xj∆xs∆xt +O (f i4) . (A.5)
We can now expand the geodesic distance (A.2) in an adapted coordinate system xi of choice.
Keeping terms up to O (f i4) we have
dT (P1, P2) = l2 − l1 =
√
gij
dxi
dl
dxj
dl
(l2 − l1)2 (A.6)
=
√
gij(∆xi − f i)(∆xj − f j)
=
√
gij∆xi∆xj − 2gij∆xi(f j2 + f j3 ) + gijf i2f j2 +O
(
f i5
)
=
√
(0)g + (1)g + (2)g +O (f i5),
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where all terms are evaluated at l = l1. The first line follows from a convenient multiplica-
tion by 1 =
√
gij
dxi
dl
dxj
dl . The following lines come from applying the expansion (A.3) and
truncating the resulting terms at O (f i4). In the last line we have used the definitions
(0)g ≡ gij ∆xi∆xj , (1)g ≡ gij Γjst ∆xi∆xs∆xt (A.7)
(2)g ≡
[
1
3
gij
(
∂sΓ
j
tb + Γ
j
abΓ
a
st
)
+
1
4
gkj Γ
k
stΓ
j
ib
]
∆xi∆xs∆xt∆xb
The extent to which the coordinate expansion (A.6) is accurate at a given truncation of the
series depends on the space-time metric and the chosen events P1 and P2, but also on the
adapted coordinates used in the expansion. The convergence of the expansion (A.6) must be
examined for the particular problem at hand.
A.1 Spherically symmetric metrics
As a special case relevant for this paper we consider the spherically-symmetric metric (2.3)
of section 2.2. The adapted metric on the spatial hypersurfaces given by eq. (2.4)
ds2T = grr(t = T, r)dr
2 + gθθ(t = T, r)
(
dθ2 + cos2(θ)dφ2
)
. (A.8)
In this case we have for the lowest-order term of eq. (A.6)
(0)g = grr(∆r)
2 + gθθ
(
(∆θ)2 + cos2(θ)(∆φ)2
)
. (A.9)
The first order correction yields
(1)g =
1
2
∂
∂xk
(gsm)∆x
m∆xk∆xs (A.10)
=
1
2
∆grr(∆r)
2 +
1
2
∆gθθ
(
(∆θ)2 + cos2(θ)(∆φ)2
)
+
1
2
gθθ[∆ cos
2(θ)](∆φ)2,
where we have defined
∆grr ≡ dgrr
dr
∆r, ∆gθθ ≡ dgθθ
dr
∆r, ∆ cos2(θ) ≡ d(cos
2(θ))
dθ
∆θ. (A.11)
Combining the lowest order term and the first order correction we thus have for eq. (A.6) up
to O ((2)g)
dT (P1, P2) =
√
grr(∆r)
2 + gθθ
(
(∆θ)2 + cos2(θ)(∆φ)2
)
+O ((2)g), (A.12)
where we have used the definition
grr ≡ grr + 12∆grr, gθθ ≡ gθθ + 12∆gθθ, cos2(θ) ≡ cos2(θ) + 12∆ cos2(θ), (A.13)
and a term −12∆gθθ[∆ cos2(θ)](∆φ)2 is subsumed in the O
(
(2)g
)
terms in (A.12). Hence
the first order correction represents a shift of evaluation at xi1 to the mean coordinate point
x¯i = xi1 +
1
2∆x
i.
We can examine the accuracy of the approximation (A.12), truncated at first order,
by evaluating the second order correction terms of (2)g, which will contain terms of order
∼ (
(1)g)
2
(0)g
and terms involving the second derivatives of the metric. All of these terms should
be evaluated in the model of interest and in the desired coordinate system, in order to examine
the approximation (A.12). For observational coordinates (z, θ, φ) in both the FLRW and
timescape model with realistic model parameters, we find
(2)g
(0)g
<∼ 10−3, for separation distances
∆z, ∆θ, ∆φ around the BAO scale.
– 31 –
B The 2-point correlation function
The spatial 2-point correlation function ξ describes the excess probability of finding two
galaxies at two given points on a spatial surface, relative to an uncorrelated sample. The
typical formulation of the 2-point correlation function in standard cosmology is tightly linked
to the assumption of symmetries of the “background” FLRW space-time, and the ergodic
assumptions on the density perturbation field on top of the background, which leads to the
modelling of the galaxy distribution as a stationary and ergodic point process.
Thus if we revisit the “background” cosmology, or do cosmology without imposing a
background, we should also revisit the theory underlying the 2-point correlation function.
Here we seek to provide a more general introduction to the 2-point correlation function, valid
for models with no exact symmetries in the pointwise ensemble average of the galaxy counts.
Consider a spatial domain of a hypersurface D. We view the position of the galaxies
within this domain as random variables, and fix the total number of galaxies N within the
domain D. We use adapted coordinates xi on the hypersurface, and denote the random
position of the a’th particle xia. The scaled probability (ensemble average number count) of
finding two galaxies located in the infinitesimal volume elements dVX and dVY centred at the
points xi = Xi and xi = Y i can be written as
f(X,Y )dVX dVY ≡ 〈N(dVX)N(dVY )〉 , (B.1)
where f(X,Y ) is the number count density and where
N(dVX) ≡
N∑
a
1dVX (x
i
a). (B.2)
is the number count in the volume element dVX in a given realisation, where
1dVX (x
i
a) =
{
1, xia ∈ dVX ,
0, xia /∈ dVX ,
(B.3)
is the indicator function. (If the volume dVX is made small enough, this is zero or one in
practice.) The spatial volume elements dV are given by16 the adapted metric (2.1)
dV =
√
det(gij)dx
1 ∧ dx2 ∧ dx3. (B.4)
The integral of (B.1) over two arbitrary domains DX ∈ D and DY ∈ D is∫
X∈DX
∫
Y ∈DY
f(X,Y )dVX dVY = 〈N(DX)N(DY )〉 (B.5)
following from the property 1A∪B(y) = 1A(y) +1B(y) of the indicator function, where A and
B are disjoint sets.
The scaled probability of finding a galaxy in the small volume dVX (ensemble average
number count) can be expressed as an integral over (B.5)
f(X)dVX ≡ 〈N(dVX)〉 = 1
N
∫
Y ∈D
f(X,Y )dVX dVY . (B.6)
16We could alternatively absorb any non-zero function into the number count density f(X,Y ) and make
the redefinition f(X,Y )→ det(gij)f(X,Y ), dV → dV/
√
det(gij) = dx
1 ∧ dx2 ∧ dx3 if we prefer to work in
terms of coordinate volumes instead of physical volumes.
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We shall be interested in writing the probability (B.1) in terms of the excess probability of
the uncorrelated process
fPoisson(X,Y ) = f(X)f(Y ), X 6= Y. (B.7)
Assuming that f(X) 6= 0 over the domain D we can write
f(X,Y ) dVX dVY = f(X)f(Y ) (1 + ξ(X,Y )) dVX dVY (B.8)
where we have defined
ξ(X,Y ) =
f(X,Y )
f(X)f(Y )
− 1. (B.9)
This correlation function, ξ, is zero for X 6= Y for a Poisson point process per construction,
and measures the departure from an uncorrelated distribution of galaxies.
The correlation function (B.9) is a function of all 6 variables (Xi, Y i) in a general
inhomogeneous universe. In practice, in BAO analysis, we are interested in integrating out
some of these degrees of freedom, to isolate a characteristic statistical scale. We can make
the substitution (Xi, Y i)→ (Xi, nˆiX , D) in (B.1), where nˆiX is a unit vector at Xi defining a
geodesic starting at Xi and intersecting Y i and D is the geodesic distance from Xi to Y i
f(X,Y ) dVX dVY = f(X, nˆX , D) dVX dnˆX dD = f(X, nˆX , D) J dVX dVY (B.10)
with
J ≡ det
(
∂(X, nˆX , D)
∂(X,Y )
)
(B.11)
being the Jacobian of the transformation. It follows that (B.9) reads
ξ(X, nˆX , D) =
f(X, nˆX , D)
fPoisson(X, nˆX , D)
− 1, (B.12)
where the Jacobian J of the transformation (Xi, Y i) → (Xi, nˆiX , D) cancels in (B.9), since
f and fPoisson have identical transformations. We denote the random process underlying
the ensemble homogeneous and isotropic if fHI(X + α) = fHI(X), fHI(X + α,RnˆX , D) =
fHI(X, nˆX , D) are satisfied, where α is an arbitrary translation, R is an arbitrary rotation
of the unit vector nˆX , and where the subscript HI stands for homogenous and isotropic. In
this case (B.12) becomes the so-called reduced 2-point correlation function
ξHI(D) =
fHI(D)
fHI Poisson(D)
− 1. (B.13)
In the general case where the random process underlying the ensemble is not associated with
any exact symmetries, we can still create a reduced version of the correlation function (B.12)
by marginalising over the direction and position degrees of freedom nˆX , X. This can be done
as follows. We define the marginalised number count density over a subdomain DS ∈ D as
f(D,DS) ≡
∫
X∈DS
dVX
∫
dnXf(X, nˆX , D). (B.14)
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The marginalised ensemble number count in a small range of affine distance dD is given by
f(D,DS)dD =
〈
N∑
a,b
1[D,D+dD](D(x
i
a, x
i
b))1DS (x
i
a)
〉
, (B.15)
where we have used the fact that we can rewrite the number count in terms of the new
coordinates X, nˆX , D,
N(dVX)N(dVY ) =
N∑
a,b
1dVX (x
i
a)1dVY (x
i
b)
=
N∑
a,b
1dVX (x
i
a)1[nˆX ,nˆX+dnˆX ](nˆX(x
i
a, x
i
b))1[D,D+dD](D(x
i
a, x
i
b)), (B.16)
and that by (B.10) f(X, nˆX , D) dVX dnˆX dD = 〈N(dVX)N(dVY )〉. We can write (B.14) in
terms of fPoisson(D,DS) defined through the integral over fPoisson(X, nˆX , D) analogous to
(B.14).
f(D,DS) dD = fPoisson(D,DS) (1 + ξ(D,DS)) dD, (B.17)
with
ξ(D,DS) = f(D,DS)
fPoisson(D,DS) − 1, (B.18)
which we denote the “marginalised” two point correlation function.
Note that eq. (B.18) has the form of the conventional reduced 2-point correlation function
of a homogenous and isotropic cosmology. However, the interpretation is different here, as
the reduction does not follow from symmetry assumptions on the probability distribution
of the density field, but rather follows from marginalisation over the position and direction
degrees of freedom (and hence depends on scale through DS). Eq. (B.18) coincides with the
conventional 2-point correlation function (B.13) when the galaxy distribution is assumed to
be represented by a homogeneous and isotropic point process. We can thus view eq. (B.18)
as a generalisation of the 2-point correlation function to inhomogeneous space-times.
For models of the form outlined in section 2.2 we can decompose nˆX into µ, sgn(δz),
and the normalised angular separation vector δΘˆ = 1|δΘ|(δθ, cos(θ)δφ). In this case we can
write
f(X,Y )dVX dVY = f(X,µ, sgn(δz), δΘˆ, D)dVX dµ dδΘˆ dD (B.19)
and we can construct a marginalised number count density in D analogous to (B.14) by
marginalising over the remaining variables. We shall sometimes be interested in keeping µ as
a variable, and construct the following marginalised number count density
f(D,µ,DS) ≡
∑
sgn(δz)=±1
∫
X∈DS
dVX
∫
dδΘˆ f(X,µ, sgn(δz), δΘˆ, D), (B.20)
for which we can define the marginalised µ-dependent 2-point correlation function
ξ(D,µ,DS) = f(D,µ,DS)
fPoisson(D,µ,DS) − 1. (B.21)
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Integrating out the µ-dependence in (B.20) we arrive at the marginalised isotropic number
count density f(D,DS) from which we can construct the isotropic marginalised 2-point cor-
relation function of (B.18).17
We define the “wedge” as the mean of eq. (B.21) over a given µ range [µ1, µ2].
ξ[µ1,µ2](D) ≡
1
µ2 − µ1
∫ µ2
µ1
dµ ξ(D,µ), (B.22)
where the dependence on DS is implicit in (B.22) and in the following. It can be viewed as
the mean excess of probability of finding two galaxies a distance D apart over the given µ
range. We define the transverse and the radial wedge as respectively
ξ⊥(D) ≡ ξ[0,0.5](D), ξ‖(D) ≡ ξ[0.5,1](D). (B.23)
When f(D,µ) is mainly depending on D such that
f(D,µ) = f(D)(1 + h(D,µ)), h(D,µ) 1 (B.24)
fPoisson(D,µ) = fPoisson(D)(1 + hPoisson(D,µ)), hPoisson(D,µ) 1,
we have the useful approximation∫ 1
0
dµ ξ(D,µ) =
∫ 1
0
dµ
f(D)(1 + h(D,µ))
fPoisson(D)(1 + hPoisson(D,µ))
− 1 (B.25)
≈
∫ 1
0
dµ
f(D)
fPoisson(D)
(1 + h(D,µ)− hPoisson(D,µ))− 1
=
f(D)
fPoisson(D)
− 1 = ξ(D)
where we have used
∫ 1
0 dµh(D,µ) = 0 and
∫ 1
0 dµhPoisson(D,µ) = 0 by construction. Note
that corrections to eq. (B.25) are second order in h and hPoisson. A similar approximation
can be formulated for the wedges (B.22)
ξ[µ1,µ2](D) ≈ ξ(D,µ1 ≤ µ ≤ µ2) ≡
f(D,µ1 ≤ µ ≤ µ2)
fPoisson(D,µ1 ≤ µ ≤ µ2) − 1. (B.26)
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