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ABSTRACT
We study the existence of minimal supersolutions of BSDEs under a
family of mutually singular probability measures. We consider gener-
ators that are jointly lower semicontinuous, positive, and either convex
in the control variable and monotone in the value variable, or that ful-
fill a specific normalization property.
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1. Introduction
We study the existence of minimal supersolutions of BSDEs under a general family of mutually
singular probability measures. To that end we consider a probability space (Ω,F , P ) carrying a
Brownian motion W . By (Ft) we denote the Brownian filtration. Given a family Θ of volatility
processes θ, we consider the process W˜ : Ω˜× [0, T ]→ S>0d defined as the stochastic integral
W˜ (θ) =
∫
θ1/2dW, θ ∈ Θ,
where Ω˜ := Ω × Θ. It generates a raw filtration F˜t := σ(W˜s; s ≤ t), t ∈ [0, T ]. The family
of measures is now given by P θ[A] := P [A(θ)], θ ∈ Θ, for A ∈ F˜T and in general it is not
possible to define a probability measure under which all probability measures P θ are absolutely
continuous.
Following the approach developed in Drapeau et al. [10] and Heyne et al. [16] we aim at
constructing the candidate value process for the minimal supersolution of a BSDE by taking
the essential infimum at each point in time and obtaining the corresponding control process by
some compactness arguments. Since the definition of an essential infimum over a set of random
variables depends strongly on the underlying probability measure we first provide conditions
under which it is possible to define a related notion. More precisely, this is done by only min-
imizing over random variables with a specific regularity structure. Moreover, by assuming that
the set of probability measures is relatively compact we also obtain the existence of a sequence
approximating the infimum in the capacity sense.
With this at hand, the next step is to adjust the framework of [10] and [16] in order to incorpo-
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rate measurability with respect to the filtration (F˜t) generated by W˜ . Quite often, the analysis in
[10, 16] is based on arguments involving supermartingales and their respective right hand limit
processes. However, since in general (F˜t) is neither right- nor left-continuous, we cannot resort
to these standard procedures while staying adapted. Therefore, we adopt the notion of optional
strong supermartingales, which, by a result of Dellacherie and Meyer [7], are làdlàg processes
and relieve us of having to take right hand limits. Accordingly, we formulate our BSDE in a
stronger sense, that is with respect to stopping times. More precisely, a làdlàg process Y and a
control process Z constitute a supersolution of a backward stochastic differential equation if
Yσ −
τ∫
σ
gs (Ys, Zs) ds+
τ∫
σ
ZsdW˜s ≥ Yτ and YT ≥ ξ, (1.1)
for all stopping times 0 ≤ σ ≤ τ ≤ T . Here, Y and Z are adapted and predictable with respect
to (F˜t), respectively, and the equation is to be understood in a θ-wise sense, that is for example∫
ZdW˜ represents the family of projections (∫ Z(θ)dW (θ))θ∈Θ.
Our main result proves that under the same conditions on the generator as in [10], [16] or [11],
there exists a minimal supersolution to (1.1) in the quasi-sure sense among the supersolutions
with a regularity controlled in terms of modulus of continuity. As aforementioned, an appro-
priate essential infimum is necessary to overcome the lack of a dominating probability measure.
Therefore, we first prove that the pointwise infimum of the regular supersolutions is a good can-
didate value process that can be approximated by a sequence of supersolutions. Second, with
the candidate value process at hand, we obtain the candidate control process by arguing for each
θ separately and then aggregating similar to Soner et al. [23] and Nutz and Soner [20] by using
a result by Karandikar [17].
The super replication problem under model uncertainty introduced by Lyons [19] is relatively
recent and has been subject to many studies, see for example, Avellaneda et al. [1], Bion-Nadal
and Kervarec [2, 3], Denis and Martini [8], Epstein and Ji [13]. Except for the latter, they all
take into account a superhedging problem under volatility uncertainty, whereas the latter also
takes into account drift uncertainty. It happens that the mathematical techniques underlying
the problem of superhedging under volatility uncertainty are related to the theory of capacities
introduced by Choquet [5] and to quasi-sure stochastic analysis, see [27], Denis and Martini [8],
Denis et al. [9], and the numerous references therein. The superhedging problem under volatility
uncertainty is also closely linked to other mathematical topics. On the one hand, to the so called
G-expectations introduced by Peng [21, 22], see also [9] and Soner et al. [25] for further studies
and references. On the other hand, to fully non-linear parabolic Partial Differential Equations as
introduced by Cheridito et al. [4] and second order Backward Stochastic Differential Equations
– 2BSDE for short – see [23] for the well posedness, Soner et al. [26] for a dual formulation, and
Soner and Touzi [24] for the corresponding dynamic programing principle. In contrast to these
works, the technique presented here allows to consider generators without growth conditions,
and also, no particular stability conditions on the set of volatility models.
The paper is organized as follows. In Section 2 we fix our notations and the setting, and
introduce our notion of essential infimum. We define minimal supersolutions and introduce our
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main conditions in Section 3, which also contains our main result.
2. Setting and Notation
The set of dyadic numbers between 0 and a finite time horizon T > 0 is denoted by Π :=
{kT/n : n ∈ N, k = 0, . . . , n}. Let (Ω,F , P ) be a probability space carrying a d-dimensional
Brownian motion W . By (Ft) we denote the augmented filtration generated by W , which
satisfies the usual conditions. Let L0(Ft) denote the set of Ft-measurable random variables,
where two of them are identified if they coincide P -almost surely. For p > 0, the space Lp(Ft)
denotes those random variables in L0(Ft) with finite p-norm. We denote by T the set of (Ft)-
stopping times on Ω with values in [0, T ]. An (Ft)-optional process Y : Ω × [0, T ] → R is a
strong supermartingale if Yσ ∈ L1(Fσ) and E [Yτ | Fσ] ≤ Yσ, for all σ, τ ∈ T with σ ≤ τ .
Let Θ be a family of volatility processes
θ : Ω× [0, T ] −→ S>0d ,
which are progressively measurable and such that
∫ T
0 ‖θ
1/2
u ‖2du < ∞, P -almost surely. Here,
S>0d is the set of strictly positive definite d× d-matrices. On the product space Ω˜ := Ω×Θ, we
consider the process W˜ : Ω˜× [0, T ]→ Rd defined as the stochastic integral
W˜ (θ) =
∫
θ1/2dW, θ ∈ Θ,
generating the filtration (F˜t), where F˜t := σ(W˜s; s ≤ t). Since (F˜t) is in general not right-
continuous, we also consider (F˜+t ) defined by F˜+t :=
⋂
s>t F˜s, for t ∈ [0, T ), and F˜
+
T := F˜T .
On the sigma-algebra F˜T , it is in general not possible to define a probability measure under
which all probability measures P θ[A] := P [A(θ)], θ ∈ Θ, are absolutely continuous where
A(θ) = {ω ∈ Ω : (ω, θ) ∈ A}. We therefore define the set function P˜ : F˜T → [0, 1] by
P˜ [A] := sup
θ∈Θ
P θ [A] , A ∈ F˜T . (2.1)
By C0([0, T ];Rd) we denote the space of continuous functions w : [0, T ] → Rd, w(0) = 0,
equipped with the uniform norm ||w||∞ := sup0≤t≤T |w(t)|.
Remark 2.1. For each θ ∈ Θ, let µθ[B] := P [W˜ (θ) ∈ B], where B ∈ B(C0([0, T ];Rd)). By
means of [9, Theorem 1], c(B) := supθ∈Θ µθ(B) defines a capacity on B
(
C0([0, T ];R
d)
)
.
Since any A ∈ F˜T is of the form A = W˜−1(B) for some B ∈ B(C0([0, T ];Rd)), it follows
that P˜ [A] = c(B) is a capacity on F˜T . In applications, the measures µθ, θ ∈ Θ, are often
mutually singular. 
We work under the following assumption on the measures µθ defined in Remark 2.1.
(RCP) the set {µθ : θ ∈ Θ} is relatively weak∗-compact1.
1That is, the σ(M1, Cb)-topology on the probability measures over the Polish space C0([0, T ];Rd).
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By means of Prohorov’s theorem, the relatively weak∗-compactness of {µθ : θ ∈ Θ} is equiv-
alent to the fact that {µθ : θ ∈ Θ} is tight, see also [9, Theorem 6]. For instance, (RCP) is
satisfied, if a ≤ θ ≤ b for every θ ∈ Θ for constants 0 < a ≤ b.
In the following we summarize some notations of capacity theory, see also [9]. A subset A
of Ω˜ is called a polar set if there exists B ∈ F˜T with A ⊆ B such that P˜ [B] = 0. The set of
all polar sets is denoted by N . We say that a property holds quasi-surely if this property holds
outside a polar set, that is, this property holds P θ-almost surely for all θ ∈ Θ. By L0(F˜t) we
denote the set of F˜t-measurable random variables X : Ω˜→ R, where two of them are identified
if they coincide quasi-surely. Equalities and inequalities between F˜t-measurable random vari-
ables are understood in the quasi-sure sense. For any X ∈ L0(F˜T ) such that E[X(θ)] exists for
all θ ∈ Θ, we define the upper expectation of X as
E˜ [X] := sup
θ∈Θ
E [X(θ)] . (2.2)
The set L1(F˜T ) consists of those X ∈ L0(F˜T ), for which E˜[|X|] < +∞.
For any X ∈ L0(F˜t), there exists a measurable function ϕ : C0([0, T ],Rd) → R such that
X = ϕ(W˜ t), where W˜ t is the stopped process W˜ ts := W˜s∧t. In general it is not possible to
define an “essential infimum” for subsets in L0(F˜t) with respect to the capacity P˜ . However,
under the assumption that the infimum is taken over a subset of regular random variables, then it
is an essential infimum in the sense of the subsequent proposition. To this end, we fix an arbitrary
countable set M of moduli of continuity m, that is, m : [0,∞] → [0,∞] where m(0) = 0 and
m is continuous at 0.2 For m ∈ M, we further define Cm(F˜t) as the set of those X = ϕ(W˜ t) ∈
L0(F˜t) where ϕ has a modulus of continuity m, that is |ϕ(w) − ϕ(w′)| ≤ m(||w − w′||∞),
for all w,w′ ∈ C([0, T ];Rd). Recall that the infimum of an arbitrary family of functions with
moduli of continuity m has itself also a modulus of continuity m provided it is finite valued at
every point.
Proposition 2.2. Let X ⊆ Cm(F˜t), m ∈M, bounded from below and define
X∗ := ϕ∗(W˜ t) ∈ Cm(F˜t)
whereϕ∗ is the pointwise infimum over all functions ϕ : C0([0, T ];Rd)→ R satisfying ϕ(W˜ t) ∈
X . Then, for any θ ∈ Θ, there exists a sequence (Xn) in X such that
X∗(θ) =
(
inf
n∈N
Xn
)
(θ). (2.3)
If in addition (RCP) is fulfilled, then there exists a sequence (Xn) inX such that for every ε > 0
it holds
lim
n→∞
P˜
[
(X1 ∧ · · · ∧Xn)−X∗ > ε
]
= 0. (2.4)
2 For instance, M = {m(x) = qx : q ∈ Q+} or M′ = {m(x) = qxr : q, r ∈ Q+, 0 < r ≤ 1} correspond to the
moduli of continuity of all Lipschitz or Hölder continuous functions, respectively.
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Proof. Step 1: Fix ε > 0 and θ ∈ Θ. There exists a compact set K ∈ B(C0([0, T ];Rd)) such
that µθ(Kc) ≤ ε. For any x ∈ K let ϕεx : C0([0, T ];R) → R be a function with modulus of
continuity m such that ϕεx(W˜ t) ∈ X and |ϕ∗(x)− ϕεx(x)| ≤ ε, and define the open sets
Oεx :=
{
y ∈ C0([0, T ];R
d) : |ϕεx(y)− ϕ
ε
x(x)| < ε and |ϕ∗(x)− ϕ∗(y)| < ε
}
.
The family (Oεx)x∈K is an open cover of K , so that by compactness, there exist x1, . . . , xN such
that K ⊆ Oεx1 ∪ · · · ∪ O
ε
xN . By construction holds ϕ
ε
x1 ∧ · · · ∧ ϕ
ε
xN ≤ ϕ
∗ + 3ε on the set K .
Hence
P
[
ϕεx1
(
W˜ t(θ)
)
∧ · · · ∧ ϕεxN
(
W˜ t(θ)
)
> ϕ∗
(
W˜ t(θ)
)
+ 3ε
]
≤ ε.
This shows that X∗(θ) = ess inf
{
X ∈ L0(Ft) : X ∈ X (θ)
}
and by Föllmer and Schied [14,
Theorem A.32] there exists a sequence (Xn) in X such that X∗(θ) = (infnXn)(θ).
Step 2: Fix ε > 0. Since {µθ : θ ∈ Θ} is tight, it follows that there exists a compact set
K ∈ B(C0([0, T ];R
d)) such that c(Kc) ≤ ε. Let ϕεx1 , . . . , ϕ
ε
xN
be the functions as defined in
the previous step, so that
P˜
[(
ϕεx1(W˜
t) ∧ · · · ∧ ϕεxN (W˜
t)−X∗
)
> 3ε
]
≤ ε
Finally, defining (Xn) as a sequence running through
⋃
n∈N{ϕ
1/n
x1 (W˜
t), . . . , ϕ
1/n
xN(n)(W˜
t)} is as
desired. 
3. Minimal Supersolutions under Volatility Uncertainty
Let M,N : Ω˜ × [0, T ] → R be (F˜t)-adapted processes. The process M is called càdlàg,
càglàd or làdlàg if the paths of M are càdlàg, càglàd or làdlàg quasi-surely, respectively. Given
a làdlàg process, we denote by M− and M+ its càglàd and càdlàg version, respectively, that is
M−t := lim
sրt
Ms, for t ∈]0, T ], and M−0 := M0,
M+t := lim
sցt
Ms, for t ∈ [0, T [, and M+T := MT ,
outside the polar set where M is not làdlàg. Two (F˜t)-adapted processes M,N : Ω˜×[0, T ]→ R
are modifications of each others, if Mt = Nt, for all t ∈ [0, T ]. We say that M is a supermartin-
gale or a strong supermartingale, if M(θ) is a supermartingale or a strong supermartingale, for
all θ ∈ Θ, respectively. See [7, Appendix I] for a definition of strong supermartingales.
Let us define the following sets of value and control processes:
• S is the set of (Ft)-adapted làdlàg processes Y : Ω× [0, T ] → R;
• S˜ is the set of làdlàg processes Y : Ω˜ × [0, T ] → R, and such that Y (θ) is optional, for
all θ ∈ Θ;
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• For every θ ∈ Θ, L(θ) is the set of (Ft)-predictable processes Z : Ω× [0, T ] → Rd such
that P
[∫ T
0 ‖Zuθ
1/2
u ‖2du <∞
]
= 1;
• L˜ is the set of (F˜t)-predictable processes Z : Ω˜ × [0, T ] → Rd such that Z(θ) ∈ L(θ),
for all θ ∈ Θ.
A generator is a jointly measurable function g from Ω˜ × [0, T ] × R × R1×d to R ∪ {+∞}
such that the mapping (s, ω, θ) 7→ gs(ω, θ, y, z) : ([0, t] × Ω˜,B([0, t]) ⊗ F˜t) → (Rd,B(Rd)) is
measurable, for each t, for all (y, z) ∈ Rd+1. We say that a generator g is
(POS) positive, if g (θ, y, z) ≥ 0;
(LSC) if (y, z) 7→ g(θ, y, z) is lower semicontinuous;
(MON) increasing, if y 7→ g (θ, y, z) is increasing;
(MON′) decreasing, if y 7→ g (θ, y, z), is decreasing;
(CON) convex, if z 7→ g (θ, y, z) is convex;
(CON′) jointly convex, if (y, z) 7→ g (θ, y, z) is convex;
(NOR) normalized, if g (θ, y, 0) = 0;
P ⊗ dt-almost surely, for all y ∈ R, all z ∈ R1×d and all θ ∈ Θ.
A pair (Y,Z) ∈ S˜×L˜ is said to be a supersolution of the BSDE with generator g and terminal
condition ξ ∈ L0(F˜T ), if
Yσ(θ)−
τ∫
σ
gu(θ, Yu(θ), Zu(θ))du+
τ∫
σ
Zu(θ)dW˜u(θ) ≥ Yτ (θ) and YT (θ) ≥ ξ(θ), (3.1)
for all σ, τ ∈ T , with σ ≤ τ , and for all θ ∈ Θ. For such a supersolution (Y,Z), we call Y the
value process and Z its control process. However, in order to avoid so-called “doubling strate-
gies”, present even for the simplest generator g ≡ 0, see Dudley [12] or Harrison and Pliska [15,
Section 6.1], we only consider control processes, which are admissible, that is ∫ Z(θ)dW˜ (θ) is
a supermartingale, for all θ ∈ Θ. We denote the set of such supersolutions by
A(ξ) = {(Y,Z) ∈ S˜ × L˜ : Z is admissible and (3.1) holds}. (3.2)
Our goal is to prove the existence of minimal supersolutions. In order to make use of the notion
of "essential infimum" in the sense of Proposition 2.2, we restrict to the subclass AM(ξ) of those
supersolutions (Y,Z) ∈ A(ξ) which are M-regular, that is, Y has a modification Yˆ satisfying
Yˆt ∈ Cm(F˜t) for all t ∈ [0, T ] for some m ∈M.
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The main result of this paper states that the infimum over all M-regular supersolutions
EMt (ξ) := inf
{
Yt : (Y,Z) ∈ A
M(ξ)
}
is a supersolution, that is, there exists (Y,Z) ∈ A(ξ) such that EM(ξ) is a modification of Y .
Here, the infimum is understood as the pointwise infimum over the respective representants in⋃
m∈MCm(F˜t). The result strongly relies on the following proposition which shows that EM(ξ)
can be approximated by a sequence of M-regular supersolutions.
Proposition 3.1. Let g be a generator fulfilling (POS) and ξ ∈ L0(F˜T ) be a terminal condition
such that ξ− ∈ L1(F˜T ). Suppose that (RCP) holds and that there exists θ¯ ∈ Θ such that µθ¯ is
strictly positive, and AM(ξ) 6= ∅. Then, there exists a sequence ((Y n, Zn)) ⊆ AM(ξ) such that
Y := inf Y n ∈ S˜ is a modification of EM(ξ).
Proof. Let Am := Am(ξ) be the set of supersolutions (Y,Z) ∈ A(ξ) which are m-regular, that
is, Y has a modification Yˆ satisfying Yˆt ∈ Cm(F˜t) for all t ∈ [0, T ].
Step 1: Fix an m ∈ M such that Am 6= ∅ and define Emt = inf {Yt : (Y,Z) ∈ Am}. In this
first step, we provide a countable dense subset of paths in C([0, T ];Rd) along which Em jumps
only countably many times. By Lemma A.1, for any supersolution (Y,Z) ∈ Am, it holds
Yt(θ) ≥ −E[ξ
−(θ) | Ft], for all θ ∈ Θ and t ∈ [0, T ]. Hence, by Proposition 2.2 there exist ϕt :
C0([0, T ];R
d) → R with modulus of continuity m such that Emt = ϕt(W˜ t), for all t ∈ [0, T ].
Define the mappings ϕ−, ϕ+ : C0([0, T ];Rd)→ R[0,T ] given by
w 7→
(
lim sup
Π∋q↑t
ϕq(w
q)
)
t∈[0,T ]
and w 7→
(
lim sup
Π∋q↓t
ϕq(w
q)
)
t∈[0,T ]
(3.3)
where wq := w·∧q, respectively. Since ϕt has a modulus of continuity m for every t, it follows
that ϕ−t , ϕ+t also have a modulus of continuity m for every t. For quasi all w ∈ C0([0, T ];Rd)
the image ϕ−(w) is càglàd. Indeed, note first that, by Lemma A.2, for all θ ∈ Θ, P -almost
surely,
ϕ−
(
W˜ (θ)
)
=
(
lim sup
Π∋q↑t
ϕq
(
W˜ q (θ)
))
t∈[0,T ]
=
(
lim sup
Π∋q↑t
Emq (θ)
)
t∈[0,T ]
= Em,− (θ) .
Now, let N := {w ∈ C0([0, T ];Rd) : ϕ−(w) is not càglàd}. Then, again with Lemma A.2, for
all θ ∈ Θ,
P
[
W˜ (θ) ∈ N
]
= P
[
ϕ−
(
W˜ (θ)
)
is not càglàd
]
= P
[
Em,− (θ) is not càglàd
]
= 0,
and hence c(N) = 0. By the same arguments we obtain that for quasi all w ∈ C0([0, T ];Rd) the
image ϕ+(w) is càdlàg. It follows that for quasi all w ∈ C0([0, T ];Rd) the set of jump points
J (w) :=
{
t ∈ [0, T ] : ϕ−t (w) > ϕ
+
t (w)
}
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is countable. Indeed, for N := {w ∈ C0([0, T ];Rd) : J (ω) is uncountable} we have
P
[
W˜ (θ) ∈ N
]
= P
[
J
(
W˜ (θ)
)
is uncountable
]
= P
[
Em,−t (θ) > E
m,+
t (θ) for uncountably many t ∈ [0, T ]
]
= 0,
(3.4)
for all θ ∈ Θ, which implies c(N) = 0. To see the last equality in (3.4), note first that, P -almost
surely, Em,−t (θ)(ω) > E
m,+
t (θ)(ω) implies that E
m,+
t (θ)(ω) jumps at t. Indeed, suppose that it
does not, that is Em,+t (θ)(ω) = lims↑t E
m,+
s (θ)(ω). Then we can find, for every ε > 0, some
s ∈ [0, t) and a p ∈ Q with s < p < t, such that∣∣∣Em,+t (θ)(ω)− Emp (θ)(ω)∣∣∣ ≤ ∣∣∣Em,+t (θ)(ω)− Em,+s (θ)(ω)∣∣∣+ ∣∣Em,+s (θ)(ω)− Emp (θ)(ω)∣∣ ≤ ε.
Hence, for εn := 1/n and the corresponding pn, with pn ≤ pn+1, we obtain the contradiction
Em,+t (θ)(ω) = limn E
m
pn(θ)(ω) = E
m,−
t (θ)(ω). This implies the result since the càdlàg process
Em,+(θ) has only countably many jumps.
Recall that C0([0, T ];Rd) is separable and that by assumption there exists θ¯ such that µθ¯ is
strictly positive, that is µθ¯(B) > 0, for each nonempty open set B ∈ B(C0([0, T ];Rd)). This
allows us to choose a dense3 sequence (wk) in C0([0, T ];Rd), such that J (wk) is countable for
all k ∈ N. Indeed, we start with an arbitrary dense subset (w¯k) and consider the countable set
of balls (B1/m(w¯k))m,k∈N. Each B1/m(w¯k) has positive measure under µθ¯ and hence contains
some wm,k such that J (wm,k) is countable. By construction (wm,k)m,k∈N is a dense subset,
which for simplicity is denoted with (wk). The countable union
J :=
⋃
k∈N
J (wk)
is a countable subset of [0, T ].
Step 2: In this second step, still for a fixed m ∈M withAm 6= ∅, we construct an approximating
sequence and a limit as in the statement of the proposition but for Em. By (RCP) and Proposition
2.2, for each t ∈ Π ∪ J there exists a sequence (Y n,t, Zn,t)n∈N in Am which satisfies
lim
n→∞
P˜
[
(Y 1,tt ∧ · · · ∧ Y
n,t
t )− E
m
t ≥ ε
]
= 0, for every ε > 0.
Now, let ((Y n, Zn)) be a sequence running through the countable family ((Y n,t, Zn,t))n∈N,t∈Π∪J ,
such that
P˜
[(
Y 1t ∧ · · · ∧ Y
n
t
)
− Emt ≥ ε
]
→ 0, for all t ∈ Π ∪ J and every ε > 0. (3.5)
Defining Y := infn∈N Y n, it holds Yt = Emt , for all t ∈ Π ∪ J .
3That is, the ‖ · ‖∞-closure of {wk : k ∈ N} is C0([0, T ];Rd).
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We next fix an arbitrary θ ∈ Θ and show that Y (θ) is a strong supermartingale. Indeed, since
Y n(θ) is a strong supermartingale, see Lemma A.1, for each n ∈ N, it follows
E [Yτ (θ) | Fσ ] ≤ inf
n∈N
E [Y nτ (θ) | Fσ ] ≤ inf
n∈N
Y nσ (θ) ≤ Yσ(θ),
for all σ, τ ∈ T with σ ≤ τ . The integrability condition of Y follows from Y 1τ (θ) ≥ Yτ (θ)
and the fact that Y nτ (θ) is uniformly bounded from below by −E[ξ−(θ) | Fτ ] ∈ L1(Fτ ), for all
τ ∈ T .
The process Y ∈ S˜ . Indeed, for each θ ∈ Θ the process Y n(θ) is (Ft)-optional. Since Y is the
countable infimum over the processes Y n, it follows that Y (θ) is (Ft)-optional for all θ ∈ Θ.
Thus, we deduce by means of [7, Appendix 1, Theorem 4, p. 395] that Y (θ) is làdlàg, for all
θ ∈ Θ. This shows that quasi all paths of Y are làdlàg. In particular, since Yt = Emt , for all
t ∈ Π, it follows Y − = Em,− and Y + = Em,+.
Let us show that Yt = Emt , for all t ∈ [0, T ]. Two distinct cases may happen
a) either P˜ [Em,−t > Em,+t ] > 0. In this case, recall that ϕ−t , ϕ+t are continuous, the set{
w ∈ C0([0, T ];R
d) : ϕ−t (w) > ϕ
+
t (w)
}
.
is open and nonempty. Hence, it contains some wk0 and consequently t ∈ J , which
implies Yt = Emt .
b) or P˜ [Em,−t > Em,+t ] = 0, that is Em,−t = Em,+t . Since Y is a supermartingale and (Ft)
fulfills the usual conditions, it holds Y −t ≥ Yt, for all t ∈ [0, T ], see Karatzas and Shreve
[18, Proposition 1.3.14]. By Lemma A.2, we get
Em,−t = Y
−
t ≥ Yt ≥ E
m
t ≥ E
m,+
t ,
which in turns implies Yt = Emt .
Step 3: Finally, we construct the approximating sequence for EM. W.l.o.g. we assume that
Am 6= ∅ for all m ∈ M. For every m ∈ M, denote by ((Y n,m, Zn,m)) the sequence constructed
in the previous step so that Y m = infn∈N Y n,m ∈ S˜ is a modification of Em. By the same
argumentation as in the previous step,
Y := inf
m∈M
Y m = inf
n∈N,m∈M
Y n,m ∈ S˜.
We are left to show that Y is a modification of EM. To this end, for every t ∈ [0, T ],
EMt (θ) ≤ Yt(θ) = inf
m∈M
Y mt (θ) = inf
m∈M
Emt (θ) = E
M
t (θ), P -almost surely for all θ ∈ Θ,
showing that Y is a modification of EM. 
Our main existence result for minimal supersolutions of BSDE under model uncertainty can
now be stated as follows.
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Theorem 3.2. Suppose that (RCP) holds and that there exists θ¯ ∈ Θ such that µθ¯ is strictly
positive. Let g be a generator fulfilling (POS), (LSC), (CON) and either (MON) or (MON′), and
a terminal condition ξ ∈ L0(F˜T ) such that ξ− ∈ L1(F˜T ). If AM(ξ) 6= ∅, then, there exists a
there exists a unique (Y,Z) ∈ A(ξ) such that EM(ξ) is a modification of Y .
Remark 3.3. The subsequent proof together with the methods and results developped respec-
tively in [16] and [11], show that the statment of the theorem holds true under either one of the
following assumption on the generator:
• g fulfills (POS), (LSC), and (CON′), see [16];
• g fulfills (POS), (LSC), and (NOR), see [11].
As for the assumption AM(ξ) 6= ∅, it is fulfilled for a wide class of generators and terminal
conditions. For instance, if g satisfies (NOR), then any terminal condition ξ bounded from above
by a constant K admits (Y,Z) = (K, 0) as supersolution which is of any degree of regularity.
Indeed, since g(θ, y, 0) = 0, it follows that
Yσ(θ)−
τ∫
σ
g(θ, Yu(θ), Zu(θ))du+
τ∫
σ
Zu(θ)dW˜u(θ) = K −
τ∫
σ
g(θ,K, 0)du = K = Yτ (θ)
and YT = K ≥ ξ. 
Proof. Set EM := EM(ξ). By Lemma A.1, for any stopping time τ ∈ T and any supersolution
(Y,Z) ∈ A(ξ) holds Yτ (θ) ≥ −E[ξ−(θ) | Fτ ], for all θ ∈ Θ. In particular, EMt ∈ L1(F˜t), for
all t ∈ [0, T ]. Further, by means of Proposition 3.1, there exists a sequence ((Y n, Zn)) ⊆ AM
such that Y = infn Y n ∈ S˜ and Y is a modification of EM.
Step 1: In this step, we construct for each θ ∈ Θ an admissible control process Zθ ∈ L(θ), such
that (Y (θ), Zθ) fulfills (3.1). We start by considering the sequence (Yˆ n(θ)) := ((Y n)+(θ)) and
the limit Yˆ = infn Yˆ n. Lemma A.1 implies that (Yˆ n(θ), Zn(θ)) fulfills (3.1), for all n ∈ N. In
the following, we argue for a fixed θ ∈ Θ, and only indicate dependency on θ if necessary.
Given the first set of assumptions on the generator we want to apply the method introduced in
[10] to obtain a process Zθ ∈ L(θ) such that (Yˆ +(θ), Zθ) fulfills (3.1). Therefore, we need
to construct a sequence ((Y˜ n, Z˜n)) ⊆ S × L(θ), such that Y˜ n is càdlàg and (Y˜ n, Z˜n) fulfills
(3.1), for all n ∈ N, (Y˜ n) is monotone decreasing, and limn Y˜ nt = Yˆt(θ), for all t ∈ Π. We
proceed as follows and refer to [10, Lemma 3.1] for a justification of the involved pastings. Fix
k ∈ N, ε > 0, and let Πk := {iT/2k : i = 0, · · · , 2k − 1}. Set (Y˜ 1,0, Z˜1,0) := (Yˆ 1(θ), Z1(θ))
and, for n ∈ N, n ≥ 2,
Y˜ n,0 := Y˜ n−1,01[0,τn0 [ + Yˆ
n(θ)1[τn0 ,T ],
Z˜n,0 := Z˜n−1,01[0,τn0 ] + Z
n(θ)1]τn0 ,T ],
10
where τn0 := inf{t ≥ 0 : Y˜
n−1,0
t > Yˆ
n
t (θ)}. By construction holds limn Y˜
n,0
0 = Yˆ0(θ) and we
may choose n0 ∈ N such that Y˜ n0,00 − ε ≤ Yˆ0(θ). Set (Y˜ ε,0, Z˜ε,0) := (Y˜ n0,0, Z˜n0,0). Now, let
(Y˜ 0,1, Z˜0,1) := (Y˜ ε,0, Z˜ε,0) and set, for n ∈ N, n ≥ 1,
Y˜ n,1 := Y˜ n−1,11[0,τn1 [ + Yˆ
n(θ)1[τn1 ,T ],
Z˜n,1 := Z˜n−1,11[0,τn1 ] + Z
n(θ)1]τn1 ,T ],
where τn1 := inf{t ≥ 1T/2k : Y˜
n−1,1
t > Yˆ
n
t (θ)}. By construction holds limn Y˜
n,1
T/2k
=
YˆT/2k(θ) and using the same arguments as in [10, Proposition 3.2.2] we may then construct
(Y˜ ε,T/2
k
, Z˜ε,T/2
k
) such that Y ε,T/2
k
iT/2k
− ε ≤ YˆiT/2k(θ), for i = 0, 1. The continuation of this
procedure yields a pair (Y˜ ε,Πk , Z˜ε,Πk) such that Y ε,Π
k
t − ε ≤ Yˆt(θ), for all t ∈ Πk. Let
now ((Y˜ n, Z˜n) := (Y˜ 1/n,Π
n
, Z˜1/n,Π
n
)). Then, ((Y˜ n, Z˜n)) fulfills all the requirements, except
that it needs not be monotone decreasing. However, this can be achieved by the same pasting
arguments as in the last part of Step 2 in the proof of [10, Theorem 4.1]. We denote the resulting
sequence again with ((Y˜ n, Z˜n)) and observe that the method in [10, Theorem 4.1] yields Zθ ∈
L(θ) such that (Y˜ +, Zθ) fulfills (3.1), where Y˜ + is the right hand limit process of the monotone
limit Y˜ = limn Y˜ n. Consequently, since Y˜ coincides with Yˆ (θ) on all dyadic rationals, we
obtain that (Yˆ +(θ), Zθ) fulfills (3.1).
Now, we show that Yˆ +t (θ) = Y +t (θ), for all t ∈ [0, T ] and θ ∈ Θ. On the one hand, from
Y nt (θ) ≥ Yˆ
n
t (θ), see Lemma A.1, follows Yt(θ) ≥ Yˆt(θ) and Y +t (θ) ≥ Yˆ +t (θ). On the other
hand, (3.1) implies, for all s ≥ t, and θ ∈ Θ,
Yˆ nt (θ) ≥ −
s∫
t
Znu (θ)dW˜u(θ) + Y
n
s (θ).
By taking conditional expectation we obtain Yˆ nt (θ) ≥ E[Y ns (θ) | Ft]. This yields
Yˆt(θ) ≥ inf
n
E[Y ns (θ) | Ft] ≥ E[Ys(θ) | Ft].
Since Y (θ) ≥ E[ξ(θ) | F·] we may apply Fatou’s lemma and obtain, by sending s to t, that
Yˆt(θ) ≥ Y
+
t (θ), which in turn implies Yˆ +t (θ) ≥ Y +t (θ), for all t ∈ [0, T ]. Hence Y +t (θ) =
Yˆ +t (θ), for all t ∈ [0, T ], and we deduce that (Y +(θ), Zθ) fulfills (3.1).
It remains to show that (Y (θ), Zθ) fulfills (3.1), for all θ ∈ Θ. To that end note that, since Y (θ)
is a strong supermartingale and (Ft) fulfills the usual conditions, by [7, Appendix 1, Remark
5.c, p. 397] it holds Y −τ (θ) ≥ Yτ (θ) ≥ Y +τ (θ), for all stopping times τ ∈ T , and by similar
arguments as in Lemma A.1 we have Y (θ) = Y +(θ), P ⊗ dt-almost surely. Since every (Ft)-
stopping time is predictable we may choose, for 0 ≤ σ ≤ τ ≤ T with σ, τ ∈ T , an increasing
sequence (τn) of stopping times converging to τ , with τn < τ , for all n ∈ N. This yields, for all
11
θ ∈ Θ,
Yσ(θ)−
τ∫
σ
gu(θ, Yu(θ), Z
θ
u)du+
τ∫
σ
ZθudW˜u(θ)
≥ lim
n
Y +σ (θ)−
τn∫
σ
gu(θ, Y
+
u (θ), Z
θ
u)du+
τn∫
σ
ZθudW˜u(θ)
≥ lim
n
Y +τn(θ) = (Y
+
τ )
−(θ) = Y −τ (θ) ≥ Yτ (θ),
where the second equality follows from the làdlàg property of Y . Thus, (Y (θ), Zθ) fulfills (3.1),
for all θ ∈ Θ.
Step 2: In this second and final step, we provide Z ∈ L˜ such that Z(θ) = Zθ, for all θ ∈ Θ.
The argumentation of this aggregation result relies on a result in[17] extended in the present
context in [23] and [20]. Since Y + is càdlàg and (Y +(θ), Zθ) fulfills (3.1), we know that
〈Y +(θ), W˜ (θ)〉 =
∫
Zθθdu and that
〈Y +(θ), W˜ (θ)〉 = Y +(θ)W˜ (θ)−
∫
Y −(θ)dW˜ (θ)−
∫
W˜ (θ)dY +(θ), for all θ ∈ Θ. (3.6)
We next argue that the right hand side of the previous expression is (F˜+t )-adapted. Indeed, the
process Y +W˜ is (F˜+t )-adapted and since Y − and W˜ are càglàd, we know by [17] that there
exists an (F˜+t )-adapted process I which coincides with the integral terms θ-wise in the P -almost
sure sense. We briefly expose how one constructs such a functional for the first integral term.
For each n ∈ N, we consider the sequence of (F˜+t )-stopping times τ˜n0 = 0 and τ˜nk+1 = inf{t ≥
τ˜nk :
∣∣∣Y +t − Y +τ˜nk
∣∣∣ ≥ 2−n}. We then define the process In through
Int := Y
+
τ˜nk
+
k−1∑
i=0
Y +τ˜ni
(
W˜τ˜ni+1 − W˜τ˜ni
)
, for τ˜nk ≤ t < τ˜nk+1, and k ≥ 0. (3.7)
By construction, In is an (F˜+t )-adapted process and we define I = lim supn In which is also
(F˜+t )-adapted. By use of the Burkholder-Davis-Gundy inequality4 holds
E

 sup
t∈[0,T ]
∣∣∣∣∣∣Int (θ)−
t∫
0
Y −u (θ)dW˜u(θ)
∣∣∣∣∣∣

 ≤ C2−nE



 T∫
0
θudu


1/2

 . (3.8)
Since the right hand side of the previous inequality converges to 0 for each θ ∈ Θ, it follows
that I is an (F˜+t )-adapted process such that I(θ) =
∫
Y −(θ)dW˜ (θ), for all θ ∈ Θ.
4For any (Ft)-adapted process Xθ holds E
[
supt∈[0,T ]
∣∣∣∫ t0 XθudW˜u(θ)
∣∣∣] ≤ CE
[(∫ T
0
∣∣Xθu∣∣2 θdu
)1/2]
.
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Hence, there exists an (F˜+t )-adapted Rd-valued process denoted by 〈Y +, W˜ 〉, which θ-wise
coincides with
∫
Zθθdu. Since 〈Y +, W˜ 〉 is θ-wise continuous, we deduce that it is (F˜+t )-
predictable, which implies, see [6, IV.61 Remark (c)], that it is (F˜t)-predictable. The same
argumentation holds for 〈W˜ , W˜ 〉, for which holds 〈W˜ (θ), W˜ (θ)〉 =
∫
θdu. We define Z by
the pathwise left derivatives, which by means of Lebegue’s derivative theorem exists dt-almost
surely, as follows
Zt :=
(
lim
hց0
〈Y +, W˜ 〉t−h − 〈Y
+, W˜ 〉t
h
)(
lim
hց0
〈W˜ , W˜ 〉t−h − 〈W˜ , W˜ 〉t
h
)−1
, t ∈]0, T ],
(3.9)
and so Z is (F˜t)-predictable. Thus, we obtain some Z ∈ L˜ such that Z(θ) = Zθ for all θ ∈ Θ.
Step 3: From the previous argumentation we know that (Y +, Z) fulfills (3.1). Hence, unique-
ness of Z follows from the Doob-Meyer decomposition under each θ ∈ Θ, see [10, Lemma 3.3]
for details. 
A. Auxiliary Results
In the following, we state two technical results that are θ-wise argumentations similar to [10].
Lemma A.1. Let g be a generator fulfilling (POS), and ξ ∈ L0(F˜T ) be a terminal condition
such that ξ−(θ) ∈ L1(FT ), for all θ ∈ Θ. Let (Y,Z) ∈ A(ξ). Then ξ(θ) ∈ L1(FT ), for all
θ ∈ Θ, and
(i) the value process Y is a strong supermartingale such that Yσ(θ) ≥ −E[ξ−(θ) | Fσ], for
all σ ∈ T , and all θ ∈ Θ.
(ii) it holds Y −σ (θ) ≥ Yσ(θ) ≥ Y +σ (θ), for all σ ∈ T , and all θ ∈ Θ. Moreover, we have
Y (θ) = Y +(θ), P ⊗ dt-almost surely, and (Y +(θ), Z(θ)) fulfills (3.1).
Proof. As for Item (i), from (3.1) and the positivity of the generator follows
Y0(θ) +
τ∫
0
Zu(θ)dW˜u(θ) ≥ Yτ (θ) ≥ −ξ
−(θ)−
T∫
τ
Zu(θ)dW˜u(θ), (A.1)
for all τ ∈ T and θ ∈ Θ. Both sides being integrable by assumption, so is Yτ (θ) ∈ L1(Fτ ).
Since ξ−(θ) ≤ ξ(θ) ≤ YT (θ), we deduce ξ(θ) ∈ L1(FT ), for all θ ∈ Θ. Furthermore, from the
admissibility of Z follows Yτ (θ) ≥ −E[ξ−(θ) | Fτ ]. Similar to (A.1) we deduce that
Yσ(θ) ≥ Yτ (θ)−
τ∫
σ
Zu(θ)dW˜u(θ), (A.2)
for all stopping times 0 ≤ σ ≤ τ ≤ T .
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As for Item (ii), the first statement follows from [7, Appendix 1, Remark 5.c, p. 397], since
Y (θ) is a strong supermartingale and (Ft) fulfills the usual conditions. To see the second state-
ment, note that by the làdlàg property of Y holds (Y +σ (θ))− = Y −σ (θ), for all σ ∈ T . Conse-
quently, for σ ∈ T such that (Y +σ (θ))− = Y +σ (θ), that is Y +(θ) does not jump at σ, we have
Y −σ (θ) = Yσ(θ) = Y
+
σ (θ), that is Y (θ) does not jump at σ. Denote with (τn) the sequence
of stopping times which exausts the jumps of Y +(θ), see Dellacherie and Meyer [6, Theorem
IV.88B]. Then, the process Y¯ θ defined by Y¯ θt := Y +t (θ) +
∑
n 1[τn](t)(Yτn(θ) − Y
+
τn(θ)), for
all t ∈ [0, T ], is an optional modification of Y (θ). Moreover, it holds Y¯ θσ = Yσ(θ), for all
σ ∈ T . Hence, by [6, Theorem IV.86] Y¯ θ is indistinguishable from Y (θ). Since, by definition
Y¯ θ = Y +(θ), P ⊗dt-almost surely, we conclude Y (θ) = Y +(θ), P ⊗dt-almost surely. Finally,
for any σ, τ ∈ T let (σk) be a sequence of stopping times decreasing to σ. Then,
Y +σ (θ)−
τ∫
σ
gu(θ, Y
+
u (θ), Zu(θ))du+
τ∫
σ
Zu(θ)dW˜u(θ)
= lim
k
Yσk(θ)−
τ∫
σk
gu(θ, Yu(θ), Zu(θ))du+
τ∫
σk
Zu(θ)dW˜u(θ) ≥ lim
k
Yτ (θ) ≥ Y
+
τ . 
Let Am be the set of supersolutions (Y,Z) ∈ A(ξ) which are m-regular, that is, Y has a
modification Yˆ satisfying Yˆt ∈ Cm(F˜t) for all t ∈ [0, T ]. Define Emt = inf {Yt : (Y,Z) ∈ Am}.
Lemma A.2. Let g be a generator fulfilling (POS), and ξ ∈ L0(F˜T ) be a terminal condition
such that ξ−(θ) ∈ L1, for all θ ∈ Θ. Suppose that Am 6= ∅. Then Em is a supermartingale, and
the limits
Em,−t := lim
s↑t,s∈Π
Ems , and E
m,+
t := lim
s↓t,s∈Π
Ems (A.3)
exist, for all t ∈]0, T [, quasi-surely.
Moreover, Em,− and Em,+ are càglàd and càdlàg supermartingales respectively,5 which sat-
isfy
Em,− ≥ Em,+ and Em,−t ≥ Emt ≥ E
m,+
t , for all t ∈ [0, T ]. (A.4)
Proof. Note first that Em is adapted by definition. Furthermore, given (Y,Z) ∈ Am 6= ∅,
Lemma A.1 implies ξ(θ) ∈ L1(FT ) and Yt(θ) ≥ −E [ξ−(θ) | Ft], for all θ ∈ Θ. Hence
Yt(θ) ≥ E
m
t (θ) ≥ −E[ξ
−(θ) | Ft] and Emt (θ) ∈ L1(FT ), for all θ ∈ Θ.
Fix θ ∈ Θ. We show that given t ∈ [0, T ] and ε > 0 there exists (Y ε, Zε) ∈ S × L(θ) fulfilling
(3.1), Y εt ≤ Emt (θ) + ε and Y εs ≥ Ems (θ), for all s ∈ [0, T ]. By means of Proposition 2.2,
there exists a sequence (Y n, Zn) ∈ Am such that Emt (θ) = (infn Y nt )(θ) and Ems ≤ Y ns , for
all s ∈ [0, T ]. From this sequence, we define recursively (Y˜ n, Z˜n) ∈ S × L(θ) starting with
Y˜ 0 = Y 0(θ) and Z˜0 = Z0(θ) and
Y˜ n = Y 0(θ)1[0,t[ + Y˜
n−11{Y˜ n−1t <Y nt (θ)}
1[t,T ] + Y
n(θ)1{Y˜ n−1t ≥Y nt (θ)}
1[t,T ],
Z˜n = Z0(θ)1[0,t] + Z˜
n−11{Y˜ n−1t <Y nt (θ)}
1]t,T ] + Z
n(θ)1{Y˜ n−1t ≥Y nt (θ)}
1]t,T ],
5With the convention that Em,−0 := Em0 , and E
m,+
T := E
m
T .
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for n ≥ 1. It is clear that (Y˜ n, Z˜n) ⊆ S × L(θ) and fulfills (3.1). By construction, (Y˜ nt ) is
decreasing and such that Emt (θ) = infn Y˜ nt and Y˜ ns ≥ Ems (θ), for all s ∈ [0, T ]. Moreover, [10,
Lemma 3.1] shows that (Y ε, Zε) defined as
Y ε = Y˜ 01[0,t[ +
∑
n
Y˜ n1[t,T ]1Bn ,
Zε = Z˜01[0,t] +
∑
n
Z˜n1]t,T ]1Bn ,
where B0 = A0, Bn = An \ An−1, and An = {Y nt ≤ Emt (θ) + ε}, for n ∈ N, is such that
(Y ε, Zε) ∈ S × L(θ), fulfills (3.1) and by construction fulfills Y εt ≤ Emt (θ) + ε.
For ε > 0, and any 0 ≤ s < t ≤ T we pick (Y ε, Zε) ∈ S × L(θ) fulfilling (3.1) such that
Y εs ≤ E
m
s (θ) + ε and Y εt ≥ Emt (θ), for all t ∈ [0, T ]. Hence
Emt (θ) ≤ Y
ε
t ≤ Y
ε
s −
t∫
s
gu(Y
ε
u , Z
ε
u)du+
t∫
s
ZεudW˜u(θ) ≤ E
m
s (θ) +
t∫
s
ZεudW˜u(θ) + ε. (A.5)
Taking conditional expectation on both sides under Fs followed by sending ε to zero shows the
supermartingale property for Em(θ). Hence, Em is a supermartingale and the definition of P˜
immediately yields that P˜ [A] = 0, where A ∈ F˜T is the set where the limits in (A.3) do not
exist. 
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