In this paper we propose a semi-supervised multiple instance learning based boosting algorithm for domain adaptation, with face detection as an example. Very often a generic classifier learned using a large volume of training data needs to be tuned to work for a specific scenario. However when deployed, the test scenarios may differ marginally from the training ones. For e.g. a face detection system may be deployed in an airport as well as in an auditorium hallway. The classifier then needs to adapt to the new domain. Instead of retraining the classifier completely using examples from the new scenario, it is desirable to see how much the classifier can "self-learn". Conventional self-learning algorithms consider putative positives on test data given by the base classifier, and select a subset of those based on more stringent thresholds. In this paper we propose an alternative self-learning approach which is based on the popular multiple instance learning approach which makes use of "bags" instead of single instances for training the classifier. We pool the putative positives on a given test image into a positive bag and the putative negatives into a negative bag. We augment this data to the initial training data and retrain the classifier using MILBoost. Specifically the advantage of our approach is that since it makes use of bags it is more robust to classification errors by the base classifier. We demonstrate the improvement in classification accuracy using our approach on Faces in the Wild database. We show that our approach outperforms self-learning and compares favorably with MILBoost trained on manually marked face data without the corresponding increase in labeling effort.
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Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Object detection is an important step for surveillance in public domain for identifying unattended items and is also a precursor to perform recognition. Object detection modules in surveillance videos give different accuracy depending on the variations in scale, illumination, pose, noise, and background clutter. Ideally, the classifier should be able to adapt to variations in these conditions. For example, consider a vision algorithm trained using a large amount of training data. When such an algorithm has to be deployed in a specific location, say an airport, there may be a need to adapt the said generic classifier to the specific scenario (viz. indoor space with artificial lighting) to achieve better performance. This problem of updating a generic classifier to be effective in a specific test scenario is referred to as domain adaptation.
Typically, object detection is carried out by training a classifier with a large number of positive and negative examples. However, in practice, classifiers trained for the specific scenarios perform better than a generic classifier in the given scene. One way to adapt to the new scenarios is to retrain the classifier using ground truth for the new scenario. However, this requires manual annotation of the new data which is an expensive and time consuming process. There is a need for algorithms facilitating classifier domain adaptation where in such user effort is minimized.
Semi-supervised self-learning provides one solution to this problem. In self-learning, the base classifier is applied to the unlabeled data and the putative positive results are designated as true positives and added to the training set. The underlying assumption here is that the detector is likely to identify the object within the few top detections. Selflearning is a wrapper algorithm around the original detection algorithm, which aims to strengthen the original classifier by using the classifier itself to label unlabeled data. This newly labeled data is then used to train the classifier iteratively [15] . The classifier in essence is teaching itself to adapt to the new domain by assimilating unlabeled data with high confidence measure. This approach can also be used to reduce human effort required in generating ground truth for base classifier training.
However, as can be expected, the labeling errors committed by a self-learning algorithm can quickly escalate by polluting the training data. This results in irrelevant and sometimes misleading features being picked up by the classifier leading to increasing classifier labeling errors.
To overcome this, we propose a new multiple instance learning based self-learning framework to train the classifier. Multiple Instance Learning(MIL) [8] is a learning framework which is more tolerant of uncertainty in instance labels. In this framework, the classifier is trained on groups of positive and negative instances (called bags) rather than individual instances. Each positive bag contains at least one positive instance and a negative bag must contain all negative instances.
The novelty in our approach lies in the modification of the conventional self-learning framework to include bags(groups of instances) instead of single instances in the training stage. The testing is carried out on individual instances. Our method is more accomodative of labeling errors in self-learning and prevents error propagation. We demonstrate the proposed method by applying semi-supervised multiple instance learning framework to learn a boosted classifier ( we used Adaboost [9] in this paper). However, the principles apply to any generic self-learning based classification algorithm ( for e.g. with regularization penalty term in SVM [14] ). Our approach retains the accuracy of the underlying classifier and the simplicity of self training approach while making object detection more robust to labeling errors. The advantage lies in the robust labeling of the bags automatically resulting in 100% reduction in human effort as compared to the manually labeled MILBoost approach [12] .
In this paper, we demonstrate the method for the face detection problem. We present comparisons between both the classifiers and the state-of-the-art self-learning algorithm. We also study the effects of modifying instance weights by complementary evidence. The rest of the paper has been organized as follows. Section 2 presents the literature survey of the existing approaches. Our algorithm is presented in Section 3. Experiments and results have been discussed in Section 4 followed by future steps in Section 5.
LITERATURE SURVEY

Semi-Supervised Self Training
Semi-supervised learning is a class of algorithms that uses some labeled data D l and some unlabeled data Du to train a classifier. It lies between supervised and unsupervised algorithms. To give an example of a semi-supervised algorithm, an initial model is fit on the available labeled training data and then it is improved uponby using more samples of unlabled data which are relatively inexpensive to acquire when compared to labeled data.
Some of the techniques being used for semi-supervised learning are: a) Self-learning [15] , [3] , b) Co-training [15] , c) Generative model based Semi-Supervised Learning(SSL) [4] and d) Graph based SSL [10, 2] . In this paper, for the purpose of domain adaptation, we focus on self-learning based methods. In self-learning, labeled data is used to train a base classifier. The classifier output on the unlabeled data is considered as the new label. The putative positives, having classification scores greater than a certain threshold, are selected for further training of the classifier. The samples with scores less than the threshold form the unlabeled set for the next iteration. The classifier, in essence, is training itself. However, in such a scenario, as discussed in Section 1, it is very likely that the mistakes made by the classifier are propagated through the iterations in the re-training of the classifier [15] . The strategies used to solve this problem involve modifications like adding a confidence factor to each sample point, or rendering the threshold stricter etc.
We propose to address the problem of learning reliably using self-learning by using Multiple Instance Learning(MIL).
MIL is explained in the following section.
Multiple Instance Learning
As mentioned in Section 1, multiple instance learning framework trains a classifier on a group of instances( called a bag), rather than on the individual instances (or singletons). Each positive bag must contain atleast one positive instance and each negative bag must contain only negative instances. The complete MIL framework is described in the Section 3. Supervised MIL frameworks have been defined for face detection, image categorization, segmentation, tracking, and pose detection. The constraint defined by the MIL framework on the positive bag to contain atleast one positive instance, provides flexibility in cases when there is ambiguity in the determination of the label of the positive sample. For e.g. in the object detection problem, the presence of the object in an image is known but not the exact location. Each positive bag can then contain various segments around the true location of the object.
Viola et al. proposed a MIL framework for object detection for boosted learning called MILBOOST [12] . To annotate(label) data for object detection, a rectangular region is drawn around the object of interest manually. Some part of the background context also becomes a part of the region of interest. Each positive bag contains multiple positive instances that are generated at different scales and locations in the neighborhood of each manually marked window. This helps in including the surrounding context around each putative positive (for e.g. the person's body structure, pose, background etc) to help track a person in a video.
MIL framework was used by Leung et al. for handling noise in the labeling of data for the video classification problem [7] and by Yang et al. who used partial labels from news text to improve their face recognition accuracy [5] .
Babenko et al. [1] used online MILBoost to automatically learn the changing appearance of the object being tracked. The user is asked to mark the object to be tracked in the first frame and the classifier is then learned with windows(instances) drawn around that location. More samples are drawn from the next frame from a region around the initial location assuming smoothness and continuity of object motion. The classifier is progressively learnt with more data as more frames are received (online learning). An extension of this framework is proposed by Zeisl et al. called MILSERBoost [13] . They used a regularization term to assign bag and instance labels.
Proposed Approach
We propose a two-step semi-supervised MIL framework for object detection with a boosted classifier for use in domain adaptation. Our method reduces the effort required for the manual labeling of data since the bags are generated automatically in the second stage using a semi-supervised approach. In the first step, a generic base classifier is learnt with a small amount of manually annotated data (using Viola Jones Adaboost algorithm for face detection [9] ). In the second stage, the system is deployed for object detection in specific test cases that are acquired under different imaging conditions than the ones used to train the data, the classifier trains itself with this new data automatically.
The major differences with the other techniques using MIL described above is the following.
• Self-learning (SL) [15, 3] tons. We propose a self-learning method using MIL framework (SSMILB) for boosted classifiers which makes the learning framework more robust to labeling errors. SSMILB and SL frameworks both use the same number of images for training in both the stages and hence the same amount of training data. However, SSMILB extracts more instances from around the putative positives and negatives from the same number of images.
• Babenko et al. and Zeisl et al. use an online learning framework using MIL whereas we employ batch training. Furthermore they focus on tracking applications rather than object detection.
• Viola et al. propose a one step technique for object detection using manually labeled positive bags in a boosting framework. We propose a two-step training method, using a novel technique for generating positive bags in a semi-supervised manner, more suitable for domain adaptation (as opposed to manual labeling in [12] ).
To the best of our knowledge, this has not been attempted before. We present our algorithm in the next section. We demonstrate results on two face datasets in Section 4. However, it should be noted that the principles hold for the detection of any object.
SEMI-SUPERVISED MIL FRAMEWORK
In a Multiple Instance Learning(MIL) framework, the classifier is trained on labeled positive and negative bags instead of single instances. By definition, each positive bag must contain at least one positive instance and the negative bags can have only negative instances (See Figure 2) . The labels are provided for the bag as a whole and not the individual instances. In MIL, the algorithm must learn to classify the positive instances in the positive bag as well as the parameters of the classifier. Viola and Jones proposed the Adaboost algorithm for face detection, which is considered to be a breakthrough in object detection [9] . Viola et al. also proposed a modified Adaboost algorithm using the multiple instance learning framework and called it MILBoost [12] .
Adaboost considers each instance separately whereas the MIL framework works with a group of instances. MILBoost does not require the exact locations of the object for training data. This is an important advantage since the accuracy of Adaboost falls with the increase in noise in the labeling (marking object locations) of the training data. In MIL framework, the user marks various regions around each object of interest in the training data. All these regions get clubbed together into a bag. Each image contributes a bag instead of a single instance. Negative bags are created from images having non-faces. We call this approach MMILB in Section 4 to differentiate between the manual labeling of bags and proposed semi-supervised bagging, called SS-MILB. A point to be noted is that both manual annotation as well as semi-supervised annotation(both SL and SSMILB) require substantial amount of training data(in the order of 10 3 positives and 10 6 negatives) and manual labeling of so much data is time consuming and expensive( [9, 12] ).
Our approach uses a combination of the precision of adaboost to learn a moderately strong generic classifier in the first stage and the flexibility of MIL framework to automatically update the generic classifier to a more specific scenario in the second stage. We use a small amount of manually labeled data to train an adaboost classifier C1 (without cascades) in the first stage. Then, the system is deployed in the target scenario. Each test image is divided into a set of overlapping windows at different scales and each of these windows is run through C1 to obtain a score. Let this set of candidate windows extracted from the i The classifier C1 gives a modest accuracy of around 90% since it is trained on a small dataset (having 400 faces and 2000 non-faces). This works well for the bag generation process in the second stage, since a positive bag does not need more than 1 positive instance to be present. Hence, for bag generation, the correct detection (face in this case) need not be the top scoring window. By taking the top n i u detections, we can reasonably ascertain the presence of the correct detection in the bag. It is also fair to assume that if the cutoff threshold tSSMILB for putative matches is relaxed to include more instances, the least scoring instances will form a set of tough negatives. Therefore, we include the bottom scoring m Once the positive and the negative bags are generated, they are pooled with the manually labeled data from stage 1 to re-train the classifier (Figure 1 ). In the MIL framework, each of these manually labeled instances is considered as a separate bag having one instance each. MILBoost is an iterative training procedure. In the first iteration, the weights are initialized as follows:
Let i be the bag number and j be the instance number. Let Ci−1 be the classifier learned in the (i − 1) th iteration and xij is the j th instance in i th bag. Let yij be the classifier score on the instance xij.
Let pij be the probability of an instance being positive.
The probability of a bag being positive can be evaluated as,
Let ti = {0, 1} be the label of the bag such that ti = 0 denotes a negative bag & ti = 1 denotes positive bag. The weights between iterations are updated as:
Except the weight initialization step and the weight update, the rest of the training proceeds in a similar fashion as that of Adaboost using Haar features [9] .
EXPERIMENTS & RESULTS
To highlight the improvement in accuracy using semisupervised MILBoost, we compared the proposed approach (SSMILB) with the following 3 classifiers (see Table 1 ): i) The base classifier trained using Adaboost (Adaboost), ii) Stage 2 classifier trained using Self-learning approach(SL) using single instances, iii) MILBoost with manually labeled bags (MMILB). The comparison with MILBoost using manually labeled bags acts as a baseline for comparing the accuracy dropped due to the semi-supervised labeling of bags. We describe the experiment setup for both the experiments in this section and the results have been provided in Table  1 (For results, see Figure 4 ).
The initial base classifier C1 is trained using Adaboost algorithm (presented by Viola et al. in [9] ) using (manually marked) 400 faces and 2000 non-faces. C1 is then used on the unlabeled image to generate positive bags as shown in Figure 2 . Each image from the dataset is divided into a number of overlapping windows at various scales. The objective is to find which of these windows contain a face and place them together as a positive bag. We approximate this by recording the scores assigned by C1 and from the set of putative matches, the top 10 scoring windows are assigned to a positive bag and the bottom 10 to a negative bag (Figure 3) . 400 positive and 400 negative bags were formed by using 400 unlabeled images from the labeled Faces in the Wild database [6] . Another 400 negative bags were formed by randomly sampling windows from non-face images. This was done to ensure that the ratio of faces to non-faces is atleast 1:2.One of the problems of using C1 to pick the instances for the positive bags is that, along with the correct object regions, there will also be some false positives in the bag which look very similar to a true positive. For example, in the case of face detection, we also get partial faces because of considering the top 10 scoring instances. By taking the 10 lowest scores, we ensure that the tough negative examples also become a part of the training.
Once the 400 positive and 800 negative bags are generated as described above, they are pooled with the manually annotated 400 faces and a classifier (SSMILB) is trained using MILBoost as described in Section 3 ( Figure 3 ). The MIL framework should recognize the non-positive instances in the positive bags as belonging to the negative class. The classifier C2, or SSMILB (Semi-Supervised MilBoost) was learnt having a total of 50 weak classifiers using the MILBoost framework. It should be noted here that the comparisons are presented only for the first stage cascade of face detection (as opposed to the cascades of multiple classifier in Adaboost [9] ).
To train the SL classifier, we took the same 400 unlabeled images used for training the base adaboost classifier and labeled the highest scoring region in the unlabled images to be positive samples. We pooled these 400 putative positives(as singletons) with the original 400 true positives and trained classifier C3, SL, having 50 weak classifiers. For comparison with MILBoost, the 400 manually labeled singletons are directly clubbed with 400 manually labeled bags and trained as described in [12] . For MMILB, bags were generated by manually marking the faces and taking the reamining instances from around the marked location to create a positive bag.
Dataset: In this paper, we considered two datasets to simulate the difference between the imaging conditions during the training and the testing phase . To demonstrate the difference in the performance of the 4 classifiers (see Table  1 ), we designed the test sets in the following manner. The first test set, Test Set 0, contains 1000 faces and 10000 nonfaces. The set consists of frontal faces only. The same test is used to train the Adaboost algorithm in the first stage of the propposed approach. The following 5 test sets, LFW 1 − 5 have been taken from the Faces in the Wild dataset ( [6] ). LFW contains face images taken in unconstrained scenarios and hence includes illumination variations, face images in various poses and accessories like glasses, hats etc. The set LFW constitutes data from the new domain to which the existing classifier needs to adapt. This forms the set of unlabled data from which the positive and the negative bags are generated for both MILB and SSMILB. The results shown in Table 1 are discussed below.
Results: It can be seen from the table that semi-supervised learning performs better with multiple instance learning. If we look at rows 2 to 6 containing 5 test sets taken from the LFW dataset, the average improvement in accuracy with SSMILB is 4% more than that achieved by SL classifier. It is also interesting to note that no improvement in accuracy is achieved by using SL over Adaboost even after adding more data(Adaboost is the stage 1 base classifier that learns with 400 positive faces as opposed to the 800 faces used by the rest). However, an improvement of 4% is achieved using SSMILB over Adaboost. This shows that our algorithm is more robust to labeling errors than SL. The face detections on LFW can be seen qualitatively in Figure  4 .
The performance accuracy of SSMILB also improves on Test Set 0. This shows that training the classifier on new data using SSMILB improves overall accuracy of the classifier over both frontal faces as well as the faces captured under different poses and lighting conditions. The accuracy improves by 3% compared to the base classifier and 4% compared to SL (See first row in Table 1 ). Needless to say that the test samples being considered are different than the ones used for the training stage from the same dataset.
The third column shows the results obtained by the original MILBoost classifier using manually labeled bags. This serves as a baseline for our algorithm to measure the error caused due to the automatic labeling of the bags. Specifically, for MMILB, if we set the effort required by a human operator to mark one box containing the face as one unit, for the experiment we conducted, the human labeling effort would be 400 units for the new unlabeled data. Note that the corresponding effort for SSMILB is 0. Given this huge reduction in labeling effort, it is encouraging to see a drop of only 1% on an average.
One way to alleviate this drop in performance is to give higher weights to the correct faces over partial faces during the process of bagging (see Figure 2 ). This would encourage the classification algorithm to seek rules and features that support the instances carrying higher weights. But these weights are sensitive and need to be designed carefully. One way to augment the weights to make them more useful would be to consider evidences coming from features other than Haar features. Experiment using alternate feature space to assign appropriate sample weights: To test this hypothesis, we considered the PCA based reconstruction error ( [11] ) of the instances using the projection space of the manually labeled face class. For e.g. let D l be the manually labeled set of n = 400 faces, where each face has a size of 24 × 24. So, the dimension of the matrix D l is 576 × 400, such that each column represents a face image,
The eigenvectors of the above matrix, when ranked in decreasing order of magnitude of the eigenvalues represent the information contained in the set in decreasing order. The matrix of eigenvectors E has a dimension of 576 × 576. We take the first 20 eigenvectors and get the reduced matrix Er of size 576 × 20 . If Dm l is the mean subtracted vector, E T r * Dm l gives us the dataset projection in a lower space, Dp l which is of size 20 × 400. A reconstruction from the reduced image can be obtained by taking the first 20 columns of Er. The reconstructed set Dr l is then computed using the equation Er * Dp l . The reconstructed image, however will not be exactly the same as the template because of loss due to projection to a lower space. A reconstruction error can thus be computed as:
The expectation is that the reconstruction error of the true positives should be lesser, since it should not be possible to reconstruct the negatives from the projection space of the true positives. Error is then computed by projecting each sample of the unlabeled data Du in this lower dimensional space of the true positives. Then each of these samples is assigned a weight which is inversely proportional to the normalized PCA error. Recall from Equation 1 that i is the bag number and j is the instance number. Then:
negative instances should get lower scores and the true positives should get higher values. But instead of improving the confidence, including these weights bring down the accuracy to an average of 85% for the LFW test sets (See Table  2 ). This number is lower than the 89% accuracy achieved by using the base Adaboost classifier. This is because the sensitivity of the PCA algorithm to object pose and illumination settings was found to be more than we had expected. Projection in PCA space makes sense only when the training data is aligned precisely. But in our case, we cannot ensure this since we do not have the calibration parameters of the camera and the person's pose. These results have been shared to highlight the effect of noise in the unlabeled data and to impress upon the need to explore more complementary methods of assigning scores to the partial faces to get better results.
CONCLUSION & FUTURE WORK
In this paper, we address the problem of domain adaptation in classifiers. The performance of a classifier goes down when deployed in a test scenario having substantially different imaging conditions compared to that of the training data. The drop in accuracy can be mitigated by training the classifier with the new data. The major hurdle in this training is the annotation of the data from the test environment. Manual labeling at the deployment site is impractical and also expensive. We have shown in this paper how the base classifier can be used to assign putative labels to the unlabeled data automatically and also proposed an algorithm to train a new classifier robustly with these putative labels. We used semi-supervised multiple instance learning to achieve this. We demonstrate results on the problem of face detection. We used single stage classifier as proposed by Viola et al. Our results demonstrate (see Table 1 ) clear improvement compared to the state of the art self-learning algorithm showing that our algorithm is more tolerant to labeling errors. We also provided a baseline using the manual labeling in MILBoost and found that the errors committed while labeling the data automatically results in a loss of accuracy of 1% while providing a 100% reduction in the labeling effort.
In future, we wish to investigate newer methods for obtaining a complementary feature space to improve the accuracy of the algorithm. We also plan a detailed study to evaluate the relationships and bounds on the number of bags, training data and accuracy of the algorithm.
