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1 Introduction 
Augmented Reality (AR) is a technique capable of extending 
the perception of reality by mixing both real world and 
computer-generated graphics. This technique can be exploited 
in many ways, by making use of head-mounted or hand-held 
devices, resulting in an individual mixed reality experience, or 
by displaying/projecting contents in shared spaces, resulting in 
a collective mixed reality experience [1]. 
Spatial Augmented Reality (SAR, also known as projection 
mapping) is a current trend on developing all sorts of mixed 
reality interfaces from artwork installations, experimental 
movies or games [2,3,4]. SAR technique adds to a real world 
object a new layer of virtual information displayed on its 
surface. Because of this characteristic, SAR can be easily 
associated with tangible user interface as a method to translate 
between mixed reality, such as a virtual object can exist in a 
physical correspondence in shared interactive spaces.  
Interaction with spatially augmented objects is however, in 
many cases, limited to a setup where objects and projectors 
remain static in relation to each other or present some lack of 
mobility. Our research is motivated by exploiting techniques 
capable of producing adhesive SAR to be laid on top of non-
static objects. Here we discuss about the piece of hardware 
developed in order to run our experiment with spatial scenes 
(Figure 1) and point out these actions characteristics.
!  
Figure 1 -  Spatial actions are performed on physical creases 
mixing support object movement synchronized with animation 
designed to enhance the sense of depth in the projected scene.  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Abstract  
We propose a novel concept of game, which allows players to experience tangible interaction with the virtual world of 
digital games by mixing motorized scenery (object support) with dynamically generated spatial augmented reality. 
A specific hardware, which includes a turntable platform, on where players can setup customized polygonal shaped 
scenery to play the game projected onto its surfaces, and a single, or a pair, of focus free laser pico-projectors pointed 
toward the platform is proposed as a game console able to run this experiment. The turntable platform orientation is 
synchronized with the game play in a way the physical object rotates aligned with the projected virtual reality in relation 
to the player’s fixed perspective. By designing 3-dimensional animations, which are rendered and projected in 
accordance with the surface orientations, we were able to enhance the illusion of depth toward these planar structures 
during the game play. 
The use of spatial augmented reality is justified by exploiting the characteristics of projected 2-dimensional light onto 3-
dimensional objects in order to extend the game possibilities. As an example, the number and orientation of polygons 
found on the support can be directly associated with the complexity of the game universe, affecting the game difficulty, 
scale and game play. In this paper we discuss about spatial actions, which are actions players can perform at object 
support creases. When synchronized with motor movements, these actions extend the sense of volume in relation to the 
game avatars providing a tangible connection between players and digital content.
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Figure 2 - Dynamic SAR interactions designed for moving supports depend on image sensors to detect target object movements before 
updating contents to be projected. (a) Side by Side hand-held camera-projector device. (b) Reflective IR markers used on Project Omote, 
(c) Scanning the environment with Microsoft Kinect in RoomAlive project. 
2 Related work 
Most of the digital game experiences designed to have 
tangible interfaces using SAR are somehow based on tabletop 
game plays, in such way players can manipulate physical 
props like mini-figures or cards [5,6], having the projectors 
fixed above a table. As example, researches and products such 
as Microsoft PlayAnywhere [7], and Lampix [8] seems to be 
aligned with this setup. 
Other setups that allow projection to be expressed on 3-
dimensional objects or surfaces with or without any degree of 
freedom are also available: 
• ARmy [9] is a tabletop military strategy game where players 
can use primitive blocks to build up their own board before 
the game starts. A camera positioned above the board detects 
the blocks distribution to calculate the game dynamics. During 
the game play the board remains static while mini-figures are 
manipulated directly by players, thus updating the game 
instructions.  
• RoomAlive [10] is a concept of immersive gameplay in 
which the player's room is 3-dimensionally scanned, allowing 
the system to make use of each physical surface to be part of a 
SAR game. During the game play the previously scanned 
surfaces remains static while the players’ bodies movements 
update the game framework.  
• SideBySide [11] proposes a portable device, which embeds 
an IR camera in a portable projector. Working similarly as a 
flashlight, which projects virtual information directly on 
planar object. The player can freely move this hand-held 
device and project contents on apparently any dull surface. 
The contents are updated accordingly to the device orientation 
and readings from the IR camera. 
Projecting virtual contents onto moving objects requires the 
system to be aware of what content and how this content must 
be projected (Figure 2). The basic framework for this kind of 
applications relies on how the player’s interaction over the 
target objected is detected by image sensors, and how fast and 
efficient the system reads data from these sensors to extract 
relevant information necessary to update the contents to be 
projected. 
Other than limiting the target objects to be moved in a slow 
manner, running sophisticated computing vision subroutines in 
real time can overload graphic processors. This affects the 
main routine, reducing interaction performance. Consequently 
this compromises the projection alignment with the target 
support, vanishing the illusion necessary to create convincing 
mixed reality. An alternative would require a extremely high-
rate frame rate camera-projector module (above the average 
60 fps) [12] connected to a system capable of running both 
computing vision subroutine and game play.  
Instead, in our experiment we are working in the opposite 
direction, having the player to control the system which in its 
turn mechanically rotates the support object (Figure 3). This 
technique has the advantage of eliminating computing vision 
subroutines, thus having the processors dedicated to the 
generation of virtual imagery to be projected. Also, because 
the motor spins accordingly to known constants, it is possible 
to rotate it at any speed supported by the hardware (±10 to 100 
RPM) without having the virtual projection to be misaligned 
with the physical object support. 
Figure 3 - An (a) object support lays on top of a (b) turntable 
platform hardware placed in front of a (c) free-focus laser 
projector. Composition proposed as game console for this 
experiment. [Work in progress] 
3 Hardware and software development 
3.1 Hardware: At this very stage, hardware and software are 
under development in order to facilitate its usage, while the 
main procedures runs satisfactorily. We present the hardware 
as a turntable platform connected to a 200 steps/revolution 
stepper motor which is driven by the system. The system can 
recognise the angle of this turntable to project onto the support 
object accordingly. When hardware is turned on it will run a 
self-alignment procedure so the its rotor will start at origin. 
Figure 4 -  Hardware is connected to a PC by (a) serial cable, 
which controls (b) a stepper motor. A support object is fixed 
on (c) a perforated disc mounted on top of the hardware. 
The turntable platform is stabilized by 3 bearing balls located 
bellow its disc contact points. In addition, the platform disc is 
perforated in a pattern, which allows the posterior fixation of a 
support object (Figure 4). Support objects can be made of 
paper, or 3-D printed, having its surface made dull for 
receiving projection if this is the case. Pico-projectors are 
portable devices designed to project contents during more 
casual situations. Their lenses field of view are not so wide 
and the brightness and contrast they offer are limited, since 
they use different source of light in comparison to desktop 
projectors, such as LED or Laser. The choice of using a laser 
projector is due to its focus free characteristic, perfect for the 
case where the distance between projector lens and projected 
surface isn't constant. Also, the lenses characteristics of these 
projectors allows small details to be observed with satisfactory 
resolution on the near projected surfaces. 
3.2 Software: developed in Processing IDE [13], it consists of 
three basic modules, which are able to run a projector-
calibration tool, a motor control and the game play. Projector 
calibration is made every time a new support is changed or 
when projector or turntable changes their position in relation 
to each other. The motor control sends data to the hardware 
depending on game instructions. These data are degrees of 
rotation the motor is set to perform and speed of rotation. 
Motor control can also read if hardware has completed its self-
calibration procedure in order to setup rotor at origin. The 
game play runs a basic physics class capable or allowing the 
player to move the game avatar along the scenes. Game is 
composed by sequence of scenes, which are designed and 
mapped to each polygonal surface found on the object support. 
When game avatar moves through the scenes, the motor is 
instructed to rotate accordingly. In this scenario, motor can run 
smoothly, following the avatar position, or revealing next 
scenes abruptly if this is the intention of the game design.  
  
Figure 5 - Spatial actions designed for the turntable platform hardware. Animation plays aligned with the rotation of object support 
enhancing the illusion of depth. 
4 Spatial actions  
We suggest two spatial actions, which can be taken by the 
game avatar in order to enhance the perception of 3-
dimensional space in SAR interactions. Spatial actions are 
designed to combine digital animation and object support 
movement in such way players have the illusion of volume 
coming from the projected surfaces. 
These actions are provided by making use of the physical 
creases found on the support object and giving to it an 
opportunity to serve as attributes in the game such as places 
the game avatar specifically can use perform spatial actions. 
For this concepts we are highlighting two actions: sneak peek 
and sidestep (Figure 5) 
Sneak peek actions take places on vertically oriented creases 
representing a wall corner from where the avatar can verify 
contents on its adjacent polygon. The crease angle between 
polygons must be physically constructed to make possible 
such kind of action inside the game. As a default value, if the 
crease angle between adjacent polygons are greater than 60°, 
the system will accept sneak peek action on this location. By 
performing this command, players can anticipate what is 
coming on next game scenes and get ready for a duel or 
reward, or even finding another path to go in order to avoid 
that part of the game. 
Sidestep actions allows a runway manoeuvre to dodge enemy 
fire or seek temporary refuge. This action can be performed in 
spots where crease angle found on support object allows this 
kind of interaction between animation and support object. 
Sidestep action is designed for vertical or horizontal creases, 
but subjected to the game design basic rules.  
5 Conclusion and future work 
We have introduced spatial actions to be performed in digital 
games projected onto 3-dimensional moving support object 
with the goal of mixing this sort of interaction with tangible 
interface for games. Traditionally, game consoles embeds a 
CPU able to load data from external removable media and 
process it in real time according to the player's commands. 
The same game can be played, talis qualis, in any compatible 
console. Instead, we propose the concept where the same 
game can vary infinitely according to the physical 
environment where it is projected onto. This concept of game 
can be developed bearing in mind to run a set of constant 
rules, such as the game objectives, challenges, story, 
characters, all previously defined by the game developer. At 
the same time, all these rules can be distorted by the physical 
surface onto where game is decided to be played. We envision 
a moment where this sort of hardware and software would be 
available for game designers and players so they could 
produce creative customized contents to be shared among 
other players. For the next steps, we are aiming to produce a 
more solid and standalone concept for hardware and improve 
the game engine and game design tools, including mapping 
procedures and intuitive methods for 3-dimensionally scan 
support objects. 
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