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The exactly-solvable Sachdev-Ye-Kitaev (SYK) model has recently received considerable attention
in both condensed matter and high energy physics because it describes quantum matter without
quasiparticles, while being at the same time the holographic dual of a quantum black hole. In
this Letter, we examine SYK-based charging protocols of quantum batteries with N quantum cells.
We demonstrate that the optimal charging power of our SYK quantum batteries displays a super-
extensive scaling with N that stems from genuine quantum mechanical effects. To the best of our
knowledge, this is the first quantum many-body battery model where fast charging occurs due to
the maximally-entangling underlying quantum dynamics.
Introduction.—In the era of quantum supremacy for
quantum computing [1], research on the potential use-
fulness of quantum mechanical resources (such as entan-
glement) in energy science has led a consistent number
of authors to introduce and study “quantum batteries”
(QBs). A QB [2, 3] is a system composed of N identi-
cal quantum cells, where energy is stored and from which
work can be extracted.
In 2013, Alicki and Fannes [2] suggested that “en-
tangling unitary controls”, i.e. unitary operations act-
ing globally on the state of the N quantum cells, lead
to better work extraction capabilities from a QB, when
compared to unitary operations acting on each quantum
cell separately. Hovhannisyan et al. [4] were the first
to demonstrate that entanglement generation leads to a
speed-up in the process of work extraction, thereby lead-
ing to larger delivered power. Later on, the authors of
Refs. [5, 6] focussed on the charging (rather than the
discharging) phase and identified two types of charging
schemes: i) the parallel charging scheme in which each
of the N quantum cells is acted upon independently of
the others; and ii) the collective charging scheme, where
global unitary operations (i.e. the entangling unitary con-
trols of Ref. [2]) acting on the full Hilbert space of the
N quantum cells are allowed. In the collective charg-
ing case and for N ≥ 2, the power absorbed by a QB is
larger than in the parallel scheme. This collective speed-
up, stemming from entangling operations, in the charging
phase of a QB has been dubbed “quantum advantage”.
In the quest for such quantum advantage and potential
laboratory implementations of QBs—based, e.g., on cir-
cuit quantum electrodynamics and trapped-ion setups—
the abstract concepts of “quantum cell” and “entangling
operations” have been recently spelled out more explic-
itly [7–25]. Different concrete models of quantum cells
and related QBs have been studied: i) Dicke models
where arrays of N qubits (i.e. the proper battery) are
coupled to a harmonic energy source [8–13]; ii) deter-
t⌧0
FIG. 1. (Color online) The charging protocol of a QB made
of N spin-1/2 units, described by the Hˆ0 in Eq. (1). At time
t < 0, the battery is fully discharged. In the time interval 0 <
t < τ , the interacting charging Hamiltonian Hˆ1 is switched
on, and energy is injected via the quench. Finally, at time τ ,
interactions are switched off and Hˆ0 is switched back on, so
that the stored energy EN (τ) is conserved thereafter.
ministic spin chains [7, 24, 25]; and iii) disordered spin
chains [14, 15]. These quantum cells can be charged by
switching on either direct [7, 14, 15] or effective [8–13]
interactions between them.
The problem, however, is that no genuine quantumness
is rooted in the charging dynamics of all these micro-
scopic QB models. Indeed, the authors of Ref. [24] proved
that rigorous classical analogues of all the aforementioned
models display an optimal charging power with the same
scaling with N . At best, certain quantum models were
found [24] to display a parametric advantage, indepen-
dent of N , over their classical analogues. Finally, the au-
thors of Ref. [25] derived a powerful bound for the charg-
ing power, which allows to distinguish between a genuine
entanglement-induced speed-up and a “collective” speed-
up with a fully classical counterpart. In agreement with
Ref. [24], the conclusion of Ref. [25] is that all the many-
body QB models proposed in the literature so far do not
feature any genuine quantum advantage.
Motivated by this literature, here we propose a model
of a QB which unequivocally presents a neat quantum
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2advantage. Our implementation relies on the Sachdev-
Ye-Kitaev (SYK) model [26–29], which has recently at-
tracted a great deal of attention for its exact solvabil-
ity and profound properties. The SYK model describes
quantum matter with no quasiparticles. It displays fast
scrambling [30, 31], has a nonzero entropy density at
vanishing temperature [32, 33], all its eigenstates exhibit
volume-law entanglement entropy [34], and is holograph-
ically connected to the dynamics of AdS2 horizons of
quantum black holes [27, 28, 35, 36]. Proposals to real-
ize the SYK Hamiltonian have been recently put forward
and rely on ultra-cold atoms [37], graphene flakes with
irregular boundaries [38], and topological superconduc-
tors [39, 40].
Many-body QBs and figures of merit.—Consider a QB
made of N identical quantum cells (for a cartoon, see
Fig. 1), which are governed by the following free and
local Hamiltonian (~ = 1):
Hˆ0 =
N∑
j=1
hˆj . (1)
At time t = 0, the system is prepared in its ground state
|0〉, physically representing the discharged battery. By
suddenly switching on a suitable interaction Hamiltonian
Hˆ1 for a finite amount of time τ (and switching off Hˆ0),
one aims at injecting as much energy as possible into the
quantum cells [5–7]. The time interval τ is called the
charging time of the protocol.
The full model Hamiltonian can be thus written as
Hˆ(t) = Hˆ0 + λ(t)
(Hˆ1 − Hˆ0) , (2)
where λ(t) is a classical parameter that represents the
external control exerted on the system, and which is
assumed to be given by a step function equal to 1 for
t ∈ [0, τ ] and zero elsewhere. Accordingly, denoting by
|ψ(t)〉 the state of the system at time t, its total energy
EtotN (t) = 〈ψ(t)|Hˆ(t)|ψ(t)〉 is constant for all values of t
but t = 0 and t = τ (the switching points).
The energy injected into the N quantum cells can be
expressed in terms of the mean local energy at the end
of the protocol, EN (τ) = 〈ψ(τ)|Hˆ0|ψ(τ)〉. In writing
the previous equation, we have set to zero the ground-
state energy 〈0|Hˆ0|0〉. Other crucial figures of merit are
the average charging power PN (τ) = EN (τ)/τ and its
optimal value
PN (τ
∗) = max
τ>0
PN (τ) , (3)
obtained at time τ∗. In the following, we will be mainly
interested in the scaling of the optimal charging power
PN (τ
∗) with the number N of quantum cells.
SYK-based charging protocols.—We consider a QB
where each quantum cell is a spin-1/2 system. In the ab-
sence of charging operations, the system is described by
the non-interacting Hamiltonian (1), with hˆj = ω0σˆ
y
j /2.
Here, ω0 > 0 represents a magnetic field strength (with
units of energy) and σˆαj (α = x, y, z) are the usual Pauli
matrices. The battery energy EN (τ) will be measured
in units of the energy scale ω0. At time t = 0, the
quantum cells are initialized in the ground state of Hˆ0,
|0〉 = ⊗Nj=1 |↓(y)〉j , where σˆyj |↓(y)〉j = − |↓(y)〉j .
For the charging Hamiltonian Hˆ1, we use the complex
SYK (c-SYK) [28, 41, 42] model Hamiltonian:
Hˆc-SYK1 =
N∑
i,j,k,l=1
Ji,j,k,lcˆ
†
i cˆ
†
j cˆk cˆl , (4)
where cˆ†j (cˆj) is a spinless fermionic creation (annihila-
tion) operator [43]. This has to be understood in its
spin-1/2 representation, which is obtained by the usual
Jordan-Wigner (JW) transformation cˆ†j = σˆ
+
j
(
Πj−1m=1σˆ
z
m
)
,
where σˆ±j ≡ (σˆxj ± iσˆyj )/2. For more details on the JW
transformation and numerical calculations see Ref. [44].
The couplings Ji,j,k,l are zero-mean Gaussian-
distributed complex random variables, with variance
〈〈J2i,j,k,l〉〉 = J2/N3, satisfying Ji,j,k,l = J∗k,l,i,j and
Ji,j,k,l = −Jj,i,k,l = −Ji,j,l,k. In the following, we av-
erage any quantity of interest O over the distribution
of {Ji,j,k,l}, and denote by 〈〈O〉〉 the averaged quantity,
i.e. 〈〈O〉〉 ≡ ∫ P ({Ji,j,l,k})O({Ji,j,l,k}) d{Ji,j,l,k}.
We emphasize that our choice of battery and charg-
ing Hamiltonians is such that [Hˆ0, Hˆ1] 6= 0, a condition
which ensures energy injection into the QB by the charg-
ing protocol (2). Note, finally, that the Hamiltonian in
Eq. (4) is invariant under particle-hole symmetry (PHS)
in the thermodynamic limit N →∞. Extra terms, how-
ever, need to be added to it in order to enforce PHS at
any finite N [41]:
Hˆc-SYK (PHS)1 = Hˆc-SYK1 +
1
2
N∑
i,j,k,l=1
Ji,j,k,l (5)
× (δi,k cˆ†j cˆl − δi,lcˆ†j cˆk − δj,k cˆ†i cˆl + δj,lcˆ†i cˆk) .
Hereafter, we will always use this version of the c-SYK
model. We have however checked that our main findings
do not qualitatively change if PHS is not enforced and
(4), rather than (5), is used as charging Hamiltonian.
In the following, we will also consider charging Hamil-
tonians based on a bosonic version of the SYK model
(b-SYK) [41]:
Hˆb-SYK1 =
N∑
i,j,k,l=1
J¯i,j,k,lbˆ
†
i bˆ
†
j bˆk bˆl . (6)
Here, bˆ†j (bˆj) creates (annihilates) an hard-core boson.
The following relations are obeyed: {bˆj , bˆ†j} = 1 and
[bˆi, bˆj ] = 0 for i 6= j. Hence, bˆ†j can be directly written in
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FIG. 2. (Color online) Dynamics of the dimensionless population pk(τ) of the QB energy levels as a function of time τ (in
units of 1/J) and the level index k for three different charging protocols: c-SYK (a), b-SYK with J¯ = J (b), and Ising with
K = 0.4 J (c). Data in panels (a) and (b) correspond to a single realization of disorder in the couplings Ji,j,k,l and J¯i,j,k,l.
its spin representation as bˆ†j = σ
+
j . Similarly to Ji,j,k,l,
the quantities J¯i,j,k,l in Eq. (6) are random, Gaussian-
distributed variables, with variance 〈〈J¯2i,j,k,l〉〉 = J2/N3,
satisfying J¯i,j,k,l = J¯
∗
k,l,i,j and J¯i,j,k,l = J¯j,i,k,l = J¯i,j,l,k
(in order to comply with the bosonic commutation rules
of the model). For PHS to hold, we enforce the site in-
dices i, j, k, l in Eq. (6) to be all different [41].
Finally, we will also examine charging protocols based
on the Ising Hamiltonian,
HˆIsing1 = −K
N∑
j=1
σˆzj σˆ
z
j+1 . (7)
This charging Hamiltonian is known to display no quan-
tum advantage [25] and will therefore work for us as ref-
erence model, to be compared against the c- and b-SYK
charging models.
Microscopy of the charging dynamics in energy
space.—As an indicator of the speed at which the dy-
namics occurs, we start by looking at the evolution
in time of the occupations of the energy levels. Con-
sider the spectral decomposition of the Hamiltonian (1):
Hˆ0 =
∑N
k=0 k
∑
i |k, i〉 〈k, i|, where k = kω0 denote its
eigenvalues and the index i accounts for the degenerate
eigenvectors. We are interested in the dynamics of the
populations:
pk(τ) =
∑
i
| 〈k, i|ψ(τ)〉 |2 . (8)
Figure 2 displays pk(τ) for three cases, corresponding to
the three charging Hamiltonians introduced above: c-
SYK (a), b-SYK (b), and Ising (c). While in the lat-
ter two cases the charging protocol generates a dynamics
that is clearly local in energy space, this is not the case
for the c-SYK model. This charging model generates
a non-local population dynamics in energy space, which
manifests as a sudden macroscopic population of excited
levels. Indeed, after an ultrashort “thermalization” time,
a central band of excited energy levels appears uniformly
populated. This non-locality in energy space is a direct
realization of the global charging dynamics envisioned by
the authors of Ref. [5]. We finally note that panel (c) is
the only one to display recurrences, since it corresponds
to the charging dynamics dictated by the only integrable
model we have studied here, i.e. the Ising model (7).
Power, bounds, and quantum charging supremacy.—
Quantitative conclusions on the charging performances
of SYK QBs—as compared to those of other reference
many-body QBs—can be drawn from the analysis of
the optimal power PN (τ
∗) in Eq. (3) and its scaling
with N . Such comparisons need to be made with great
care. We note that the time-evolution operator is Uˆ(t) ≡
exp (−iHˆ1t). The charging Hamiltonian Hˆ1 contains an
energy scale, i.e. J (J¯) for the c-SYK (b-SYK) model
and K for the Ising model. We here want to: 1) rule out
trivial power enhancements determined by an increase
in the energy scale, i.e. obtained by multiplying the en-
ergy couplings by a factor α > 1, and 2) compare the
three models in a fair manner—“fair” in the sense that,
trivially, an Ising charging protocol with K ≥ J, J¯ , for
example, may outperform c- and b-SYK charging proto-
cols, and we want to avoid that.
To rule out these spurious effects, we first consider the
rescaled charging Hamiltonians [6],
Hˆ1 ≡ Hˆ1‖Hˆ1‖
, (9)
where ‖Oˆ‖ = µ(max)Oˆ − µ
(min)
Oˆ defines the norm of the
Hermitian operator Oˆ, µ(max)Oˆ (µ
(min)
Oˆ ) being its maxi-
mum (minimum) eigenvalue. The charging Hamiltonian
(9) allows a fair comparison between different QB mod-
els. In Fig. 3, we report the optimal charging power
〈〈PN (τ∗)〉〉 as a function of N , calculated for the c-SYK,
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FIG. 3. (Color online) The dependence of the averaged opti-
mal charging power 〈〈PN (τ∗)〉〉 on the number N of quantum
cells. This is the only plot of our Letter where data have
been calculated by using the rescaled Hamiltonian (9). This
implies that the averaged optimal charging power shown in
this plot is measured in units of ω0. In red, we show the
optimal power calculated for the c-SYK model with PHS. In
blue (black) we show the same quantity for the b-SYK (Ising)
model. Here and in all the rest of the figures, data for both
types of SYK models have been obtained after averaging over
Ndis = 10
3 (for N = 4, . . . , 10), 5× 102 (for N = 11, 12), and
102 (for N = 13, . . . , 16) instances of disorder in the couplings
{Ji,j,k,l} and {J¯i,j,k,l}.
b-SYK, and Ising rescaled charging Hamiltonians. For
the case of the c- and b-SYK models, data have been
obtained after averaging over many disorder realizations.
Results in this figure are independent of the microscopic
energy scale appearing in Hˆ1.
We see that the c-SYK is the only model for which
〈〈PN (τ∗)〉〉 clearly increases with N , thereby presenting
a qualitative advantage over the b-SYK and Ising QBs.
Concerning the b-SYK QB, its poor performance with
respect to its fermionic cousin, the c-SYK QB, indicates
that random pair hopping, which both models (5) and
(6) share, is not enough to guarantee a quantum advan-
tage. The non-local JW strings for fermions are crucial,
as they maximize entanglement production during the
time evolution and therefore correlations between the N
quantum cells.
In order to certify whether the highlighted charging
advantage of the c-SYK model has an exquisite quantum
origin, we now consider the following bound [25]:
PN (τ) ≤ 2
√
∆τ Hˆ20 ∆τ Hˆ21 , (10)
where ∆τ Hˆ2 ≡ (1/τ)
∫ τ
0
dt[〈Hˆ2〉t − (〈Hˆ〉t)2] and 〈Oˆ〉t ≡
〈ψ(t)|Oˆ|ψ(t)〉. Here, ∆τ Hˆ21 represents the charging speed
in the Hilbert space: larger values of such quantity cor-
respond to trivial increases of the charging speed [25].
In contrast, ∆τ Hˆ20 is connected with the distance trav-
eled in the Hilbert space [25]. An enhancement of it
can be linked to shortcuts in the Hilbert space: going
through highly entangled states, it is possible to reduce
the length of the trajectory in such space, consequently
enhancing the charging power [25]. This is an exquisite
quantum effect, which has no classical analogue. Any in-
crease of the average optimal power that can be linked to
∆τ Hˆ20, can be considered as a smoking gun of the quan-
tum supremacy of a QB model, unreproducible by classi-
cal dynamics. For the sake of completeness, a detailed
derivation of the bound (10) can be found in Ref. [44].
If the battery Hamiltonian Hˆ0 is made of a sum of local
terms, as in the case of Eq. (1), it is possible write ∆τ Hˆ20
as the sum of two terms: ∆τ Hˆ20 = ∆Locτ Hˆ20 + ∆Entτ Hˆ20,
with [25]
∆Locτ Hˆ20 ≡
1
τ
∫ τ
0
dt
∑
i
[
〈hˆ2i 〉t − 〈hˆi〉
2
t
]
, (11)
∆Entτ Hˆ20 ≡
1
τ
∫ τ
0
dt
∑
i 6=j
[
〈hˆihˆj〉t − 〈hˆi〉t 〈hˆj〉t
]
.(12)
The quantity (11), being a sum of local terms, scales lin-
early with N (i.e. is extensive) by construction. On the
other hand, ∆Entτ Hˆ20, whose explicit form can be imme-
diately linked to correlations between sites i and j, may
display a super-linear scaling with N . Due to the non-
linearity of the bound (10), which applies to a single dis-
order realization, averaging over disorder is not straight-
forward. Through the Cauchy-Schwarz inequality,
though, it is however possible to rewrite it as 〈〈PN (τ)〉〉 ≤
2
〈〈√
∆τ Hˆ20 ∆τ Hˆ21
〉〉
≤ 2
√
〈〈∆τ Hˆ20〉〉〈〈∆τ Hˆ21〉〉. This
means that one can separately study the averaged quan-
tities 〈〈∆τ Hˆ20〉〉 and 〈〈∆τ Hˆ21〉〉. In the following we are
interested in the scaling at the optimal time τ∗, thus we
focus on
〈〈PN (τ∗)〉〉 ≤ 2
√
〈〈∆τ∗Hˆ20〉〉〈〈∆τ∗Hˆ21〉〉 . (13)
Since the battery energy is measured in units of ω0
and time in units of 1/J , the averaged charging power
〈〈PN (τ∗)〉〉 is measured in units of ω0J . Given these
choices, we need to specify only the energy scales of the
b-SYK and Ising charging protocols: below we set J¯ = J
and K = 0.4 J [46]. In Fig. 4 we display results on the
bound (13) for a c-SYK QB. Panel (a) shows the relevant
quantities for the bound (13), as functions of N . While
〈〈∆τ∗Hˆ21〉〉 is extensive in N , we clearly see that both
〈〈∆τ∗Hˆ20〉〉 and 〈〈∆Entτ∗ Hˆ20〉〉 display a super-linear scaling
with N , which is compatible with a quadratic ∼ N2
growth. This, together with Eq. (13), suggests a super-
linear scaling with N of the optimal charging power,
〈〈PN (τ∗)〉〉 ∼ N1+k , with k > 0 , (14)
where k ≈ 0.5. For the first time in the literature on
QB models [7–25], we are thus in a situation where the
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FIG. 4. (Color online) Panel (a) The relevant quantities for
the bound (13), evaluated at the optimal time τ∗, and aver-
aged over disorder: time-averaged variances 〈〈∆τ∗Hˆ20〉〉 (blue
triangles, in units of ω20), 〈〈∆τ∗Hˆ21〉〉 (green squares, in units of
J2), 〈〈∆Entτ∗ Hˆ20〉〉 (black circles, in units of ω20), as functions of
N . Dashed curves denote linear (green) and quadratic (blue,
black) fits to the numerical results. The four data points cor-
responding to the smallest N have been always eliminated
from the fits. Panel (b) The optimal power (red) 〈〈PN (τ∗)〉〉
and the quantity in the right-hand-side of Eq. (13) (blue) are
plotted as functions of N , in a log-log scale and in units of
ω0J . Dashed lines correspond to power laws ∼ N1+k (k = 0.5:
red; k = 0: orange) and are plotted as guides to the eye. Data
in this figure refer to the c-SYK QB model.
power enhancement is genuinely linked to ∆τ Hˆ20, a fact
that hints at a quantum supremacy (i.e. supremacy over
any classical battery) displayed by the c-SYK model with
respect to the charging task.
The left- and right-hand-side members of the inequal-
ity (13) are displayed in panel (b), in red and blue, re-
spectively. We clearly see a super-linear scaling with N
(k = 0.5 corresponds to the red dashed straight line).
We have also considered the b-SYK and Ising models,
showing that, in both cases, all the quantities 〈〈∆τ∗Hˆ20〉〉,
〈〈∆τ∗Hˆ21〉〉, and 〈〈∆Entτ∗ Hˆ20〉〉 are extensive in N [44]. In
agreement with the results shown in Figs. 2-4, we thus
conclude that these two QB models do not display any
quantum advantage. Note that there is no contradiction
between the scaling of the optimal charging power shown
in Fig. 3 for the c-SYK charging protocol and the ∼ N3/2
scaling seen in Fig. 4(b). The point is that, in the former,
the rescaled Hamiltonian (9) was used. We have checked
that the ratio between the two optimal charging powers
yields the correct bandwidth of the c-SYK model, which
scales linearly with N .
We finally note that optimal charging powers scaling
super-linearly with N have been found in Refs. [7, 8].
As shown in Ref. [25], such super-linear scalings do not
stem from ∆τ Hˆ20 but, rather, from ∆τ Hˆ21. They have
therefore no quantum origin. Furthermore, the models
used in Refs. [7, 8] display a pathology in the thermo-
dynamic limit [25], in the sense that they do not scale
linearly with N , but super-linearly. This is ultimately at
the origin of the spurious super-extensive scaling of the
optimal charging power found in Refs. [7, 8]. In this Let-
ter, we have eliminated these problems by choosing the
appropriate scaling [26–29, 41, 42] with N of the variance
〈〈J2i,j,k,l〉〉 = J2/N3 of the c-SYK coupling parameters.
Summary.—In summary, we have presented a numeri-
cal study of QBs where the charging Hamiltonian is based
on the c- and b-SYK models [26, 27, 29]. We have used
two independent strategies to show that fermionic SYK
QBs display a truly genuine quantum advantange, i.e. a
speed-up in the charging dynamics that stems from en-
tanglement and is therefore unreproducible by any clas-
sical battery. This is in stark contrast with all known
previous QB models [24, 25]. The first strategy, consists
in comparing different QB models on equal footing, by
using the rescaled Hamiltonian approach, Eq. (9). In this
approach, a truly quantum advantage manifests as a lin-
ear scaling of the optimal charging power on the number
N of quantum cells—see Fig. 3. The second strategy uses
recently proposed bounds on the charging power, first
demonstrated in Ref. [25]. In this case, the quantum ad-
vantage emerges as a non-zero super-linear scaling with
N of the correlation-induced time-averaged variance (12)
of the local quantum battery Hamiltonian (1). We hope
that this work will stimulate further studies on QBs and
experimental realizations of them on the basis of scalable
solid-state technology.
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In this Supplemental Material we provide additional information on the way in which the c-SYK model is mapped
onto a spin-1/2 model, and include also a few details on the numerical calculations. We then present a formal
derivation of Eq. (10) in the main text. We finally provide explicit numerical evidence for the lack of a quantum
advantage in b-SYK and Ising QBs.
On the JW transformation and other details on the
numerical calculations
The c-SYK model [S1] for finite N is best handled nu-
merically after mapping it onto a spin model. This is
accomplished through the JW transformation. For the
sake of clarity, we here report the c-SYK model Hamil-
tonian [cf. Eq. (4) in the main text]:
Hˆc-SYK1 =
N∑
i,j,k,l=1
Ji,j,k,l cˆ
†
i cˆ
†
j cˆk cˆl . (S1)
Here, cˆ†j (cˆj) creates (annihilates) a complex spinless
fermion and the usual fermionic anticommutation rela-
tions, {c†i , cj} = δi,j , {ci, cj} = 0, hold true. The JW
transformation, which maps spinless fermions into spin-
1/2 degrees of freedom, reads as following:
cˆ†j = σˆ
+
j
[
j−1∏
m=1
σˆzm
]
, cˆj =
[
j−1∏
m=1
σˆzm
]
σˆ−j , (S2)
where σˆ±j ≡ (σˆxj ± iσˆyj )/2.
Applying such transformation to the model in Eq. (S1),
one has to distinguish three cases [S2]:
• All indices are different (i 6= j 6= k 6= l). In this case
cˆ†i cˆ
†
j cˆk cˆl = β
[
ζ2−1∏
ξ=ζ1+1
σˆzξ
][
ζ4−1∏
ξ′=ζ3+1
σˆzξ′
]
σˆ+i σˆ
+
j σˆ
−
k σˆ
−
l ,
(S3)
where {ζ1, ζ2, ζ3, ζ4} = {i, j, k, l} are the four reordered
indices, such that ζ1 < ζ2 < ζ3 < ζ4, and β = sign(i −
j) sign(k − l);
• Two indices are equal (e.g. j = l and i 6= j 6= k). In
this case:
cˆ†i cˆ
†
j cˆj cˆk = σˆ
+
i
[
ζ2−1∏
ξ=ζ1
σˆzξ
]
σˆ+j σˆ
−
j σˆ
−
k , (S4)
where {ζ1, ζ2} = {i, k} are reordered such that ζ1 < ζ2;
• Indices are equal in pairs (e.g. j = k and i = l). In this
case
cˆ†i cˆ
†
j cˆj cˆi = σˆ
+
i σˆ
+
j σˆ
−
j σˆ
−
i . (S5)
As we mentioned in the main text, in order to enforce
PHS, one needs to add extra terms of the form cˆ†i cˆk to
Eq. (S1) [cf. (5) in the main text]. We can again use
the JW transformation in order to write each of these
one-body contributions in terms of spin-1/2 operators:
cˆ†i cˆk = σˆ
+
i
[
ζ2−1∏
ξ=ζ1
σˆzξ
]
σˆ−k , (S6)
where {ζ1, ζ2} = {i, k} are reordered such that ζ1 < ζ2.
Once the Hamiltonian is written in the spin-1/2 repre-
sentation (spin operators do commute on different sites),
one can safely write its matrix representation in the usual
computational basis where the operator σˆzj is diagonal.
Notice that, for the b-SYK Hamiltonian [Eq. (6)], the
JW string is not required.
In order to evaluate the properties of the time-evolved
state during our charging protocol (~ = 1),
|ψ(τ)〉 = e−iHˆ1τ
( N⊗
j=1
|↓(y)〉j
)
, (S7)
we numerically integrated the equation of motion for
|ψ(τ)〉 using a fixed-stepsize fourth-order Runge-Kutta
method. To ensure convergence, typical integration time
steps of order δt ≈ 10−3 (in units of 1/J) were used.
We checked that our choice of δt is always conservative
(i.e., it guarantees convergence in time of all our results,
within an error bar that is negligible on the scale of the
figures).
Derivation of Eq. (10) in the main text
From the Heisenberg equation of motion for 0 ≤ t ≤ τ
we get: (
dEN (t)
dt
)2
=
∣∣ 〈[Hˆ0, Hˆ1]〉t ∣∣2 . (S8)
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FIG. S1. (Color online) Panels (a,b) The relevant quantities for the bound (13) in the main text, evaluated at the optimal
time τ∗ and averaged over disorder: time-averaged variances 〈〈∆τ∗Hˆ20〉〉 (blue triangles), 〈〈∆τ∗Hˆ21〉〉 (green squares), 〈〈∆Entτ∗ Hˆ20〉〉
(black circles), as functions of N . Dashed lines denote linear fits to the numerical results. The four data points corresponding
to the smallest N have been always eliminated from the fits. Panels (c,d) The optimal power (red) 〈〈PN (τ∗)〉〉 and the quantity
in the right-hand-side of Eq. (13) (blue) are plotted as functions of N , in a log-log scale. Dashed lines correspond to power
laws ∼ N1+k (k = 0.5: red; k = 0: orange) and are plotted as guides to the eye. Data in panels (a,c) refer to the b-SYK QB
model. Data in panels (b,d), instead, refer to the Ising QB model.In panels (a,b), 〈〈∆τ∗Hˆ20〉〉 and 〈〈∆Entτ∗ Hˆ20〉〉 are measured in
units of ω20 , while 〈〈∆τ∗Hˆ21〉〉 is measured in units of J2 for both b-SYK and Ising charging protocols. Data in panels (c,d) are
in units of ω0J for both b-SYK and Ising charging protocols. This implies that choices need to be made for the parameters J¯
and K, in units of J : data in this figure have been obtained by setting J¯ = J and K = 0.4 J .
The Schro¨dinger-Robertson (SR) inequality [S3] yields:
| 〈[Hˆ0, Hˆ1]〉t |2 ≤ 4 (δtHˆ20) (δtHˆ21), where δtHˆ2 ≡ 〈Hˆ2〉t −
〈Hˆ〉2t . Taking the square root of Eq. (S8), using the SR
inequality, applying the integral
∫ τ
0
dt/τ to both mem-
bers of Eq. (S8), and using EN (0) = 0, we finally get the
inequality:
PN (τ) ≡ EN (τ)
τ
≤ 2
∫ τ
0
dt
τ
√
(δtHˆ20) (δtHˆ21) . (S9)
Using the Cauchy-Schwarz inequality with respect to the
scalar product induced by
∫ τ
0
dt/τ , we finally get Eq. (10)
in the main text, i.e.
PN (τ) ≤ 2
√
∆τ Hˆ20 ∆τ Hˆ21 . (S10)
Power and bounds for the b-SYK and the Ising
model
In the main text it has been shown that a QB charged
through the c-SYK model is able to outperform any clas-
sical battery, since both 〈〈∆τ∗Hˆ20〉〉 and 〈〈∆Entτ∗ Hˆ20〉〉 grow
quadratically with N (see Fig. 4 in the main text). Time
fluctuations of Hˆ0 are thus super-extensive. On the other
hand, as expected, 〈〈∆τ∗Hˆ21〉〉 is extensive in N . This sug-
gests that the bound (13), as well as the optimal power,
scale as N3/2:
〈〈PN (τ∗)〉〉 ∼ N1+ 12 (for the c-SYK model) , (S11)
a fact that is fully confirmed by our numerical calcula-
tions.
3In Fig. S1, we show the same quantities for the b-SYK
model [panels (a)-(c)] and for the Ising model [panels
(b)-(d)]. It is evident that, in both cases, all of the above
mentioned time-averaged variances, as well as the opti-
mal charging power, grow linearly in N ,
〈〈PN (τ∗)〉〉 ∼ N (for the b-SYK & Ising models) .
(S12)
This rules out the possibility to have a genuine quantum
speed-up in the charging process, by using the b-SYK
and Ising charging Hamiltonians.
∗ davide.rossini@unipi.it
† gian.andolina@sns.it
[S1] W. Fu and S. Sachdev, Phys. Rev. B 94, 035135 (2016).
[S2] L. Garc´ıa-A´lvarez, I.L. Egusquiza, L. Lamata, A. del-
Campo, J. Sonner, and E. Solano, Phys. Rev. Lett. 119,
040501 (2017).
[S3] H.P. Robertson, Phys. Rev. 34, 163 (1929).
