Abstract-In this paper the problem of discovering association rules among items in extremely large databases has been considered. A novel mining algorithm named Improved Cluster Based Association Rules (ICBAR) has been proposed which can explore efficiently the large itemsets. Achieving this and initializing the cluster table (where transaction records with length k are placed in kth cluster table), database will be once scanned. Simultaneously an array with appropriate size for each itemset (named itemset array (IA)) will be created. Here kth element in the array of each itemset indicates number of transaction records in kth cluster table which have that itemset. Presented method not only prunes considerable amounts of data by comparing with the partial cluster tables but also reduces the number of large candidate itemset that must be checked in each cluster through itemset arrays. Performance and efficiency of proposed method has been compared with CBAR and Apriori algorithms. Experiments illustrate that ICBAR will do better than both of them.
I. INTRODUCTION
Data mining is the process of discovering useful knowledge from databases. Based on the kinds of knowledge we are seeking, tasks in data mining can be categorized into summarization, classification, clustering, association and trend analysis [1] .
Association rules exploring is an important data mining task and was introduced in [2] . Formally, the problem is stated as follows :
Let For mining association rules initially we find set of items that their support is greater than or equal to user_specified minimum support (minsup). We call them large itemsets. If there are K items in a large itemset we call it a large k_itemset. Manuscript Subsequently, we use the large itemsets to generate effective association rules. If the confidence of an association rule is greater than or equal to user_specified minimum confidence (minconf), then it is effective. The key work for finding the association rules is to generate all large itemsets.
Several algorithms for mining association have been proposed. The importance is that algorithms must be efficient. In this paper, we present a new algorithm called Improved Cluster Based Association Rule (ICBAR) for efficient association rules mining.
The rest of this paper is organized as follows: in Section 2, previous works has been reviewed. In Section 3 we propose our algorithm and give an example. Experimental studies are presented in Section 4, and finally Section 5 include conclusion.
II. PREVIOUS WORK
A grawal et al. proposed the Apriori association rule algorithm [3] , [4] . Their algorithms for discovering large itemsets make multiple passes over the data. In the first pass they count the support of individual items and determine which of them are large. In each subsequent pass, they start with large itemsets that are generated at the end of the previous pass and generate new potentially large itemsets, called candidate itemsets and counted the actual support for these candidate itemsets during the pass over the hole data. They determine which of the candidate itemsets are actually large and they become the seed for the next pass. This process continued until no new large itemsets are found [3] . They need to contrast with the whole data base level by level in the process of mining the association rules.
Savasere et al. proposed the partition algorithm to reduce both CPU and I/O over heads. Their algorithm executes in two phases. In the first phase, the partition algorithm logically divides the database in to a number of on overlapping partitions. The partition is considered one at a time and all large itemsets for that partition are generated. At the end of phase 1, these large itemsets are merged to generate a set of all potential large itemsets. In phase 2, the actual support for theses itemsets are generated and the large itemsets are identified. The partition sizes are chosen such that each partition can be accommodated in the main memory so that the partitions are read only once in each phase [5] .
Pork et al. proposed an effective algorithm DHP (direct hashing and pruning) for the initial candidate set generation. This method efficiently controls the number of candidate 2_itemsets, pruning the size of database [6] . Like Apriori it requires as many database passes as the largest itemset.
Agrawal et al. proposed the mining sequential patterns
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Reza Sheibani and Amir Ebrahimzadeh, Member, IACSIT algorithm that included time attributes to discover sequential patterns [7] . Cheung et al. proposed the fast distributed algorithm (FDA) to efficiently discover association rules in a distributed system [8] . Toivonen proposed a sampling algorithm which can reduce the number of database scans to a single scan but still wastes considerable time on candidate itemsets [9] . Brin et al. proposed the dynamic itemset count (DIC algorithm). DIC algorithm dynamically counts candidates of varying length as the database scan progresses, and thus is able to reduce the number of scans over Apriori [10] . Similarly, other algorithms were proposed for reducing either the CPU computation time or the disk access overhead [11] - [15] .
Tsay et al. proposed cluster_based association rule (CBAR) algorithm. it creates cluster tables to aid discovery of large itemsets. The large itemsets are generated by contrasts with the partial cluster tables [11] .
III. IMPROVED CLUSTER BASED ASSOCIATION RULE (ICBAR)
If an algorithm can both reduce the number of database scans, and also the number of candidate itemsets, its efficiency will be improved. Thus we present ICBAR algorithm for discovering the large itemsets. ICBAR not only requires a single scan of the transaction database -followed by contrasts with the partial cluster tables-but also reduces the time needed to generate candidate large itemsets in each cluster by using itemset arrays. 
A. ICBAR algorithm
It will first scan the database once, and cluster the transactions. If the length of transaction record is k, the transaction record will be stored in cluster table (k) 1≤k≤ m, where m is the length of the largest transaction record in database (statement1).
The set of large 1_itemset, L1, is generated. For each large 1_itemset like C1, we create its itemset array (IA C1 ) with M element.
K_th element of IA C1 indicates number of transaction records in cluster_table(k) that contain C1 (statement 2).
We generate the set of candidate k_itemset C k similar to the candidate generation of Apriori algorithm (statement 4).
For each candidate large itemset Like CL, first we create its itemset array (IA C1 ) and the sum of elements of its itemset array (sum C1 ).
Second, the number of transaction records in each cluster_table that contain this CL will be estimated by considering IAs correspond to constructive large itemsets (statements 5-8).
For each candidate large itemset like CL, when sum CL is less than minsup, CL from candidate large itemsets will be deleted. If real number of appearance of CL in cluster_table (i) is less than IA CL [i], we update IA CL [i] and sum cl . CL may be deleted from candidate large itemsets by reducing sum CL (statements 9-15).
B. An example of ICBAR
We provide an example to further explain the application of our algorithm. There are 24 transactions in the database. An example transaction database is show in Table I .
Cluster_tables are shown in table II. Minsup is set at 30%. The large 1_Itemsets are {1}, {2}, {3}, {4} and their itemset arrays are shown in table III.
For k=2 we generate candidate 2_itemsets C2. They are {1,2}, {1,3}, {1,4}, {2,3}, {2,4}, {3,4}. Their itemset array and sum of elements of itemset array (sum CL ) are shown in table IV. All of them may be large because their sum CL are greater than or equal to minsup. For i=2, it is necessary to compute the number of occurrences of each candidate large itemset (CL) in the cluster_table(2) and update IA CL {2} and sum CL (Table X) . {3, 4} and {1, 4} are deleted from candidate large itemsets.
For i=3, it needs to compute the number of appearance of each candidate large itemset, CL, in the cluster_table(3) and update their itemset array and sum CL (Table VI) .
{2, 4} is deleted from candidate large itemsets. After execution iterations for i=4 and i=5 our arrays and sum of their elements are shown in Table VII . The large 2_itemsets {1, 2}, {1, 3}, {2, 3} are generated.
For k=3, only candidate 3_tiemset (C3) is {1, 2, 3}. Its itemset array and sum of its elements are shown in Table  VIII . The minsup is specified as 20%. {1,2,3} can be large itemset. We execute statements 9-15 for 3≤i≤5. {1,2,3} occurs only once in cluster_table(3) and occurs three times in the cluster_table(4) and occurs once in cluster_table(5) (Table IX) . Its support is greater than 20%. Thus {1,2,3} is large 3_itemset and our algorithm is terminated. Therefore the large itemsets in this example are {1,2}, {1,3}, {2,3} and {1,2,3}. Then we can transform each large itemset into an association rule. 
IV. EXPERIMENTED RESULTS
To evaluate the efficiency of the proposed method, we have implemented the ICBAR along with apripri and CBAR algorithms.
All programs were developed on a Pentium III,1.1 6ooMHZ PC with 256MB Main memory, running on windows XP operating system. All programs were developed using Delphi 7. The test database is real_life database. The efficiency of ICBAR is compared to Apriori and CBAR algorithms. Table  X . We can show that whenever the minsup is deceases the gaps between algorithms are evident. 2) 30000 transaction records of experimental data are randomly sampled from real_life database. The test database contains 1500 items in which the longest transaction record contains 19 items. The performance of ICBAR is compared to Apriori and CBAR algorithms under the various minimum supports are set at 0.42%, 0.40%, 0.38%, 0.36% and 0.34%. The results are shown in Table XI .We can show that whenever the minsup is decrease, again the gap between algorithms increases too. 3) 25000, 35000, 45000 and 55000 transaction records of experimental data are randomly sampled from real_life database. The test database contains 1500 items, in which the longest transaction record contains 19 items. The performance of ICBAR is compared with Apriori and CBAR algorithms, where minsup is set to 0.45% and the number of transaction records is varied at levels 25000, 35000,45000, and 55000. The results are shown in Table  XII . 0  1400  2010  4000  5400  0  300  900  1200  1800  0  200  415  500  710 TABLE XII   2500  0  35000  45000  55000   1200  1800  2200  2600  410  700  910  1100  300  460  550  650 Plot of Table X Plot of Table XI Plot of Table XII V. CONCLUSION
The ICBAR algorithm creates cluster_tables and IAs to aid discovery of large itemsets. ICBAR not only requires a single scan of the transaction database, followed by contrasts with the partial cluster tables, but also reduces the time needed to generate large itemsets by pruning the candidate large itemset through IAs.
Experiments show that the ICBAR algorithm has better performance than Apriori and CBAR algorithms. Specially, when there is an increase in the number and the size of discovered patterns the performance efficiency of proposed algorithm and two others will be clearly visible.
