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Dynamics And Mechanics Of Glasses In Bulk And Confined Materials
Abstract
Disordered materials surround us in our daily lives from glasses and plastics to sandcastles and
mudslides; however, their properties are poorly understood compared to their crystalline counterparts.
Here we address two longstanding questions about glassy materials: how the microscopic structural
defects in these systems lead to macroscopic mechanical properties and the causes of anomalous
changes in the glass transition upon strong confinement. Until recently, defects in amorphous solids were
elusive; however, a novel machine learning method for uncovering them has been discovered. This
method allows for the construction of a structural quantity, softness, related to the rearrangement
probability of a particle. We begin by comparing rearrangement size of to defect size, the softness
correlation length, in a broad set of experimental and simulated materials. These length scales are similar
suggesting that softness sets the rearrangement length scale in these materials. Next, we find these
defects react similarly for a given amount of strain across all studied materials. Thus, a build-up of
softness may set the universal yield strain in disordered materials. To better understand material failure,
we introduce an ensemble of simulated polymer nanopillars that we strain apart. We build a machine
learning model to detect where shear bands will form using structural features measured prior to
deformation. We find that small density fluctuations at the pillar’s surface are the most important
structural features to determine where shear bands form up to approximately 100nm in diameter. The
importance of a plane’s mean softness to shear band classification grows with diameter suggesting
softness predicts shear banding in the bulk. Finally, we turn to examining the dynamic heterogeneity of
glassy films under strong confinement. To understand this, we bias model polymer thin film trajectories
toward the dynamic first-order phase transition between high and low mobility dynamic basins. Changes
in the transition under confinement are reminiscent of capillary condensation. The changes parallel
changes in the glass transition observed in ultrathin film experiments suggesting a possible link between
the effects we see and experiments.
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ABSTRACT
DYNAMICS AND MECHANICS OF GLASSES IN BULK AND CONFINED
MATERIALS
Robert J. S. Ivancic
Robert A. Riggleman
Disordered materials surround us in our daily lives from glasses and plastics to sandcastles
and mudslides; however, their properties are poorly understood compared to their crystalline
counterparts. Here we address two longstanding questions about glassy materials: how the
microscopic structural defects in these systems lead to macroscopic mechanical properties
and the causes of anomalous changes in the glass transition upon strong confinement. Until
recently, defects in amorphous solids were elusive; however, a novel machine learning method
for uncovering them has been discovered. This method allows for the construction of a
structural quantity, softness, related to the rearrangement probability of a particle. We
begin by comparing rearrangement size of to defect size, the softness correlation length,
in a broad set of experimental and simulated materials. These length scales are similar
suggesting that softness sets the rearrangement length scale in these materials. Next, we find
these defects react similarly for a given amount of strain across all studied materials. Thus,
a build-up of softness may set the universal yield strain in disordered materials. To better
understand material failure, we introduce an ensemble of simulated polymer nanopillars
that we strain apart. We build a machine learning model to detect where shear bands will
form using structural features measured prior to deformation. We find that small density
fluctuations at the pillar’s surface are the most important structural features to determine
where shear bands form up to approximately 100 nm in diameter. The importance of a
plane’s mean softness to shear band classification grows with diameter suggesting softness
predicts shear banding in the bulk. Finally, we turn to examining the dynamic heterogeneity
of glassy films under strong confinement. To understand this, we bias model polymer thin

v

film trajectories toward the dynamic first-order phase transition between high and low
mobility dynamic basins. Changes in the transition under confinement are reminiscent
of capillary condensation. The changes parallel changes in the glass transition observed
in ultrathin film experiments suggesting a possible link between the effects we see and
experiments.
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FIGURE 1.1 : Dominant features of the glass transition. (a) Dependence of
viscosity on inverse temperature. Here Tg is defined where viscosity reaches 1013 poise. Some glasses (SiO2 and GeO2 ) are strong
glass formers while others are fragile. (b) Dependence of entropy
(volume) on temperature. Here we see a first order phase transition
to the crystal where volume changes discontinuously. If cooled fast
enough, the liquid may pass this point and enter the metastable supercooled liquid. Eventually, it falls out of equilibrium at a cooling
rate dependent glass transition temperature. Here, Tga represents
a glass cooled at a slower rate than Tgb . (c) A map of the displacements of particles after tobs = τα in a Lennard-Jones model
of a supercooled liquid in two dimensions. This map reveals that
particles with differing mobilities are spatially correlated. Images
(a) and (b) are taken from Ref. [36] while (c) is taken from [13]. .

xi

3

FIGURE 1.2 : Relationship between softness and dynamics. (a) Probability of rearrangement (PR (S)) as a function of softness (S) at
three different temperatures T = 0.47 (blue), 0.53 (purple) and
0.58 (red). For reference, the distribution of softness (P (S)) has
standard deviation of approximately 1 in this case. (b) Probability of rearrangement against inverse temperature for a selection of
softness values ranging from −3 to 3 from blue to red. Each individual softness demonstrates Arrhenius scaling. The inset shows
the collapse of these values when PR (S, T ) is scaled by the probability of rearrangement for softness at T = ∞ (P0 (S)) and the
apparent activation energy at a given softness (∆E(S)) is scaled
by T . (c) Softness (blue), density (black), and Debye-Waller factor
(green), phop (red), and τα−1 (purple) as functions of the distance
away from the center of a freestanding film around 32σ thick. Measures listed on the left hand axis are structural measures that are
thought to be associated with dynamics. Measures on the right
hand axis are measures of dynamics. There is a large region of the
film (6σ < |z| < 13σ) in which no correlation between structural
and dynamic measures is seen. Softness only sees a sharp increase
at the edge of the film as the film edge begins to intersect the local
radius within which softness is calculated. The inset shows similar
results in a supported model polymer film. Images (a) and (b) are
taken from Ref. [128] while image (c) is taken from Ref. [146]. . .

6

FIGURE 1.3 : Typical stress-strain curves. The stress response (denoted σn
here) of polymethyl methacrylate (PMMA) to strain (denoted n
here) at a variety of different temperatures in degrees Celsius. As
the material is cooled, it goes from ductile to brittle behavior. The
x’s denote fracture strains. Image is taken from Ref. [101]. . . . .
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7

FIGURE 1.4 : Anomalous changes in glass transition upon confinement.
(a) Glass transition temperature in polystyrene as a function of
film thickness. Triangles, circles, and diamonds represent molecular weights of 120000, 500800, and 2900000 respectively. The line is
a vest fit line to the data. (b) Glass transition temperature of the
surface of polystyrene (diamonds) and of the entire film (line) as
functions of film thickness. (c) Width of the glass transition temperature in polystyrene as a function of film thickness. The inset
shows the upper (T+ ) and lower (T− ) onsets of the glass transition
as a function of film thickness. (d) Dependence of viscosity on inverse temperature in TPD. The black line shows bulk viscosity of
TPD while the dashed line is a VFT fit to this behavior. Filled
(open) symbols show the viscosity of films that were obtained via
dewetting (cooling rate dependent Tg ) experiments. While thick
films seem to follow VFT behavior, thin films deviate from such
behavior. This deviation is Arrhenius in nature. The thinner the
film the greater the variance from expected behavior. While results (c) and (d) were only shown for polystyrene and TPD respectively similar results hold for both materials. Images are taken
from Ref. [74], [42], [57], and [165] respectively.

. . . . . . . . . .

10

FIGURE 1.5 : Evidence of dynamic phase transition. (a) Average of dynamic order parameter as a function of field strength (Ks = hK [x]is )
which displays a crossover from a large value in the unbiased case
(s = 0) to a small one at s > 0. This behavior sharpens with longer
observation times. (b) At the coexistance point, the probability
distribution of the dynamic order parameter displays bimodality
which grows stronger with increased observation time. Images are
taken from Ref. [61].
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2
FIGURE 2.1 : Spatial correlations in Dmin
and softness fields. (A and B)
2
Spatial correlations in the Dmin
field (A) and softness field (B)

for two very different systems: a 3D short-chained polymer pillar
studied by molecular dynamics simulation (circles) and a 2D bidispersed granular pillar studied experimentally (triangles). Here,
d is the diameter of a single monomer for the polymer pillar and of
a large particle for the granular pillar, and r is the radial distance.
The dashed lines are fits to exp(−r/ξr ) in (A) and to exp(−r/ξs )
in (B), defining the size of rearrangements, ξr , and of soft regions,
ξs . Similar exponential decays hold for all other systems studied [46]. 18
FIGURE 2.2 : Microscopic analysis of dynamics and structure. Emergent
2
properties of the Dmin
and softness fields for six different materials

are shown, as indicated within (C). (A and B) The correlation
2
lengths of Dmin
(A) and softness (B), ξr and ξS respectively, are

plotted against particle diameter d for each material on a log-log
scale. The dashed lines in (A) and (B) represent the proportionality
relations ξr /d = 1.1 ± 0.2 and ξS /d = 1.1 ± 0.2, respectively. The
insets show ξr /d and ξS /d, respectively, versus d on a log-linear
scale. (C) The ratio ξr /ξS is plotted against d for each material on
a log-linear scale. The average of this ratio is ξr /ξS = 0.97 ± 0.07
2
(dashed line). (D) Snapshots of the Dmin
and softness fields for

the oligomer pillar simulation and the granular pillar experiment.

xiv

19

FIGURE 2.3 : Macroscopic mechanical response.

An Ashby chart shows

yield stress σy versus Young’s modulus E for a variety of experimental and simulated disordered systems. We also include literature
values for metallic glass experiments [70], glassy polymer experiments [79], and BKS silica simulations [150]. The data collapse onto
a single curve, implying a universal yield strain of y = 2.9 ± 0.3%
(dashed line). In contrast, crystalline metals (red cloud) show a
large variation in strength with little change in E, and semicrystalline polymers (blue cloud) show a wide variation in E with little
change in strength. Previously reported crystalline material clouds
were generated using Materials Property CES Selector software by
Granta Design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

FIGURE 2.4 : Response of softness to affine strain. The response of the
mean softness to an affine uniaxial extension, , for six different
materials is quantified using ∆S() = [hS ()i − hS (0)i]/σS , where
hS ()i is the mean softness at a strain of  and σS is the standard deviation of softness at a strain of  = 0. These data were
obtained by applying a uniaxial extension of magnitude  to the
neighborhood about each particle larger than the one used to calculate softness in each material. The softness field for the strained
material was calculated using the original hyperplane and then averaged. The dashed line denotes the universal value of yield strain
for disordered materials, y . The inset shows values of ∆S(y ) versus particle diameter d for all six systems. These values are all
similar, suggesting that the universality of the yield strain of disordered materials reflects a common response of softness to strain.
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2
FIGURE 2.5 : Parameter selection for Dmin
. Demonstrates how the rear-

rangement length scale, ξr , varies with (A) RcD and (B) ∆t. Here,
ξr,0 is the reported rearrangement length scale and ∆t0 is lag-time
of the minimum ξr . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

FIGURE 3.1 : Characterization of basic mechanical properties of oligomer
nanopillars. (a) Stress-strain curves averaged over all configurations found for each nanopillar diameter when deformed under
uxiaxial tension. The curves are vertically shifted by constant c
for clarity. (b) Young’s modulus (navy squares) and the strength
(red diamonds) of the nanopillars as a function of the pillar diameter. (c) The local von Mises strain rate field of a single D = 50
pillar calculated for balls of size 2.5 around each particle after a
strain of  = 5.5%, and (d) the local von Mises strain rate field
averaged over 50 D = 50 pillars in the isoconfigurational ensemble.
Nanopillar snapshots were created using OVITO software [145]. .

44

FIGURE 3.2 : Performance of plane weakness as structural indicator of
shear banding planes. (a) Test set accuracy and expected percentage of shear bands that are weak at all pillar diameters. (b)
The probability that a plane will shear band as a function of its
weakness at pillar diameters D = 12.5 and D = 100. The inset
shows the underlying distribution of plane weakness for all planes
at pillar diameters D = 12.5 and D = 100. Solid lines are exponential fits to the data. Error bars for (a) and (b) are calculated using
a binomial confidence interval. (c) A snapshot of an undeformed
D = 50 pillar where each monomer j is colored by Pj . Note that
this is the same pillar as in Figures 3.1c and 3.1d.
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FIGURE 3.3 : Plots of structure functions averaged over all (blue diamonds) and shear band (red squares) planes with corresponding FIRM scores (black circles). The left hand axis
corresponds to the average of the set of structure functions. The
right hand axis corresponds to the FIRM score of the given structure function. The graphics depicted to the right of the plots illustrate the region over which each structure function is calculated.
The green plane represents the plane of consideration while the
magenta regions represent the region over which the density function is calculated. All functions are plotted for the D = 100 pillar. The functions these plots show are: (a) hG̃R (i; 3.00, 0.5, R)i,
(b) hG̃h (i; 0.5, h)i, (c) hΓR (i; 3.00, 0.5, R)i and (d) hΓh (i; 0.5, h)i
for h ≤ 1.5. Definitions of the functions in (a), (b), (c), and (d)
can be found in Equations 3.7, 3.6, 3.10, and 3.9 respectively.
Here, a tilde above the function indicates that it has been normalized by the maximum of the given structure function set averaged over all planes, e.g. hG̃h (i; 0.5, h)iX =

hGh (i;0.5,h)iX
Mh (0.5,h)

where

Mh (0.5, h) ≡ max (hGh (i; 0.5, h)iall ) and X ≡ all or SB indicates
averaging over all or shear band planes.

. . . . . . . . . . . . . .
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FIGURE 3.4 : Importance of sets of structure functions in shear band
prediction. Plots of the MFIRM scores the plane, radial, and angular structure functions along the major and minor axes of each
plane weighted by (a) the local density and (b) the mean softness
as a function of pillar diameter D. These plots explain the percentage of the variance in plane weakness explained by each of these
sets of features respectively. . . . . . . . . . . . . . . . . . . . . .
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FIGURE 3.5 : Fluctuation models for various sets of structure functions.
(a) The test set accuracy of the fluctuation models of all angular density structure functions, the radial softness structure functions, and the plane softness structure functions that are local
to the plane (h ≤ 1.5) given the plane and radial density structure functions at all pillar diameters, D. Plots of the residuals
of the angular density structure functions along the (b) minor,
hr̃A,m (i; 3.00, 48.6, θc )i, and (c) major, hr̃A,M (i; 3.00, 48.6, θc )i, for
the D = 50 pillars. (d) Plots of the residuals of the plane softness structure functions (hρh (i; 0.5, h)i) for the D = 100 pillars.
For plots of residuals listed above, the FIRM score corresponds to
the given fluctuation model, not the plane weakness measure found
using all structure functions. A tilde above the residual function indicates that the residuals have been normalized by the maximum of
the corresponding original structure function set averaged over all
planes, e.g. hr̃A,M (i; 3.00, 48.6, θc )iX =

hrA,M (i;3.00,48.6,θc )iX
MA,M (i;3.00,48.6,θc )

where

MA,M (i; 3.00, 48.6, θc ) ≡ max (hGA,M (i; 3.00, 48.6, θc )iall ) and X ≡
all or SB indicates averaging over all or shear band planes.

. . .
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FIGURE 3.6 : Details of plane weakness models. (a) 3-fold cross-validation
accuracy is plotted against C and Nprune for the D = 12.5 pillar
diameter. (b) Plot of Nprune as a function of pillar diameter. (c)
Test set accuracy for smallest three pillar diameters when tested on
the model that was trained at the largest pillar diameter (D = 100). 59
FIGURE 3.7 : P (SB|W ) for intermediate pillar diameters. Plots plane weakness, W , against the proability that a plane will shear band given
that plane weakness P (SB|W ) for the intermediate pillar diameters. These plots are similar in nature to the plots in Figure 2b.
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FIGURE 3.8 : Surface fluctuation depth as a function of pillar diameter.
Plots of hriAll − hriSB as a function of pillar diameter D.

. . . .
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FIGURE 3.9 : Surface fluctuation width as a function of pillar diameter.
(a) Plots of ∆Gh (h) at each studied pillar diameter. (b) Plots h∗ ,
a length scale which characterizes the width of the density fluctuations, against each studied pillar diameter with power law line of
best fit.
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FIGURE 3.10 :Testing the normality of our structure functions. (a) Plots
the distribution of skews (γ1 ) and excess kurtosis (γ2 ). (b) Distributions of the most non-normal structure functions. Here, the
bar above the structure function indicates that we have normalized them to have 0 mean and unit variance. (c) Distributions
of the 4th , 6th , 10th , and 20th most non-normal structure function
distributions respectively.
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FIGURE 3.11 :Fluctuation models of all other softness structure functions. Plots the test set accuracy of based on fluctuation models
of all softness structure functions except the plane softness structure functions that describe mean softness for h ≤ 1.5 against pillar
diameter. The linear regression for these fluctuation models were
based on the radial and plane density structure functions as well
as the plane softness structure functions h ≤ 1.5 from the plane.
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FIGURE 4.1 : Evidence of changing dynamics in amorphous thin films. In all
plots, the bulk, thick film and thin film correspond to the grey, blue,
and red curves respectively. (a and b) Average space-time mobility order parameter minus the equilibrium mobility as a function of
field strength (s) at two temperatures, T = 0.5/kB and 0.48/kB .
The sigmoidal behavior in these plots demonstrate a first-order dynamic phase transition. This indicates fat-tails in the equilibrium
probability distribution of the (∆K [x] = K [x] − K0 ) compared to
the expected Gaussian distribution (black dashed lines) as shown
in the insets. This was first demonstrated in the bulk in Ref. [139].
This deviation from Gaussian is reduced with increased confinement suggesting decreased spatio-temporal dynamic heterogeneity
in thin films. (c and d) Susceptibility plotted at all confinements.
These plots demonstrate that confinement shifts the peak in χs ,
a finite-sized estimate coexistance point of the dynamic transition
(s∗ ) to higher field strengths. They also demonstrate a rounding
of the thick film transition which becomes sharper with increased
confinement. (e and f ) Alpha relaxation times measured as the
time at which the self-intermediate scattering function averaged at
a field strength of s intersects 1/e. Local relaxation times (τα (z))
are plotted for z = 6σ away from the interface as dashed lines for
both film thicknesses. These lines follow each other until they separate at their respective dynamic transitions. This nonlinear effect
suggests that overlapping dynamic gradients are not the cause of
the shifting dynamic transition. Error bars are not included in the
inset or local relaxation rate date for clarity.
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FIGURE 4.2 : Average local mobility in films as a function of the distance away
from the interface at selected field strengths (Ks (z) = hK(z) [x]is ),
for thick (solid) and thin (dashed) films. The inset shows a closeup of the same profiles. These profiles are separate at intermediate
field strengths. Similar profiles are seen for films with high (s =
0.013σ −2 ∆t−1 ) and low (s = 0.000σ −2 ∆t−1 ) field strengths. . . .
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FIGURE 4.3 : Average local mobility in films as a function of field strength for selected distances from the interface. (a and b) Plots of the difference
between the mean local mobility at s and equilibrium at selected
distances away from the interface z (∆Ks (z) = Ks (z) − K0 (z)) for
thick and thin films. These plots demonstrate that while the local
coexistance point in thick films shifts to higher field strengths as
the interface is approached, the thin films seem to transition at a
single high coexistance point. . . . . . . . . . . . . . . . . . . . . .
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FIGURE 4.4 : Evidence of two dynamic transitions in thick films that merge into
a single transition. (a and b) This figure shows the coexistance
point (s∗ ) of of the local mobility order parameter as a function
of distance from the interface (z) at T = 0.5/kB and 0.48/kB .
Here we see that the thick films have two transitions, one that is
bulk-like and one that is on the surface of the film. The thin films
only have a single transition that is surface-like. This effect is more
pronounced at lower temperatures. The dotted line in the inset of
a represents our model of the thin film as a linear combination of
mobility in the thick film. While this model homogenizes the film,
it does so at the bulk-like rather than the surface-like coexistance
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 4.5 : Mean mobility order parameter in equilibrium (K0 = hK [x]i0 )
at all confinements. Red dots represent high temperatures (T =
0.5/kB ) while blue dots show low temperatures (T = 0.48/kB ). .
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FIGURE 4.6 : Mean mobility order parameter at a field strength of (s) minus the
equilibrium mobility order parameter (∆Ks = hK [x]is − hK [x]i0 )
for a smaller observation time than the one used in the main text
(tobs = 200∆t).
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FIGURE 4.7 : Insets of Figs. 1a and 1b with error bars. . . . . . . . . . . . . . .
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FIGURE 4.8 : Local density a distance z away from the interface for (a) thick
and (b) thin films at various field strengths. (c) Local density as a
function of field strength at various distances from the interface in
the thick film. Distances are chosen to be the first few peaks and
valleys near the interface. Similar results hold throughout the film
and in the thin film. . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 4.9 : Local self part of local intermediate scattering function averaged
at a field strength of s for (a) thick and (b) thin films. Colors
from red to blue indicate different field strengths s = 0, 0.01, and
0.013σ −2 ∆t−1 . Line type indicates distance away from the interface which are z = 1.5, 4.0, 6.0, and 9.0σ for dotted, dash-dotted,
dashed, and solid lines respectively. . . . . . . . . . . . . . . . . .
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FIGURE 4.10 :Local alpha relaxation times in thin and thick films. (a) We show
the local alpha relaxation time a function of distance away (z)
from the interface at selected field strengths (s) for thick (solid)
and thin (dashed) films. Chosen field strengths s = 0, 0.006, 0.008,
and 0.011σ −2 ∆t−1 run from red to blue respectively. (b) Ratio of
fit parameters for the thick and thin films. These parameters seem
to diverge away from each other as the thick film begins to feel the
effects of the dynamic transition. . . . . . . . . . . . . . . . . . . .
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CHAPTER 1 : Introduction
Glassy materials are important in engineering applications. I do not say this simply because
I am typing on a plastic keyboard, looking at these words through a glass computer monitor,
or holding a ceramic cup of tea in my hand. Indeed, these materials are used far beyond
the purview of my living room in many contexts such as fiber-optic cable for long distance
telecommunication [81], polymer glasses replacing metal parts in commercial aircraft [138],
and the coating of space shuttles [86]. While these materials are widely used, they are
not well understood compared to their crystalline counterparts. When a crystal forming
material, e.g. water, is cooled slowly enough it undergoes a first order phase transition
from an amorphous liquid to an ordered solid. We can then interpret the solidification of
these materials in terms of breaking the continuous rotational and translational symmetries
of the fluid. When a glass forming material, e.g. polystyrene, is cooled or a crystal forming material is cooled fast enough, it too solidifies, but its microscopic structure remains
disordered. These materials still look like liquids structurally but behave mechanically like
solids. Therein lies the mystery. Adding to this complicated situation, the properties of
glassy materials are strongly dependent on confinement below several hundred of nanometers. These properties are particularly important in application of ultrathin amorphous
films including flexible integrated curcuits [124], tissue engineering [90], and semiconductor
manufacturing [143].
The purpose of this thesis is to delve into these two puzzles: how does the structure of
glasses lead to their mechanical properties and how does confinement of glasses affect these
properties? In particular, we make heavy use of a machine learned structural quantity,
softness [33, 128], that is designed to be maximally predictive of rearrangements. We find
that this quantity allows us to rationalize the universal size of rearrangements and yield
strain in glassy materials. We also find that softness prior to deformation is predictive
of where mechanical failure (shear banding) occurs post-yield in large diameter oligomer
nanopillars. At all nanopillar diameters (up to ∼100 nm), we find that surface fluctuations
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dominate in their importance in predicting shear band location, but this dominance is
decreasing with increasing pillar diameter. Finally, we turn to the contested origins of the
anomalous changes in the glass transition upon confinement seen in thin films. We relate
these changes to changes in a dynamic phase transition between high and low mobility
dynamic basins. This work suggests that the anomalous changes in the glass transition
may be linked to a type of dynamic capillary condensation (in the freestanding film case)
or localization-delocalization (in the supported film case) phenomena.

1.1. The glass transition phenomenology in bulk materials
Three features dominate the behavior of glassy materials. The first is a massive increase
in viscosity (η) of more than a factor of 1014 that results in a continuous transition from a
liquid at high temperatures to a glass at low temperatures. Some glasses such as SiO2 have
viscosities that exhibit Arrhenius scaling, i.e. η ∼ exp (A/T ) where A is a constant and T
is temperature. These glasses are deemed strong glasses. Many others such as o-Terphenyl
have viscosities that exhibit super-Arrhenius scaling, i.e. faster than Arrhenius scaling suggesting increased cooperativity in the relaxation mechanism. These types of glasses are
called fragile. The fitting form for viscosity in the fragile case is still debated, but one commonly used form is the Vogel-Fulcher-Tammann (VFT) equation, η ∼ exp (A/(T − TVFT ))
[149, 53] where Tc is a constant. The temperature dependence for several strong and fragile
glasses are illustrated in Fig. 1.1a.
On a microscopic level it is useful to relate this increase in viscosity to an increase in the time
that it takes for a system’s atoms or molecules to find a new configuration. This timescale,
denoted as the alpha-relaxation time (τα ), is usually found using the self-intermediate scattering function which can be measured from inelastic neutron scattering [52]

F (t, q) =

1 X iq(rj (t)−rj (0))
e
N

(1.1)

j

where the sum is over all N particles, rj (t) is the position of particle j at time t, q is a vector
in Fourier space, and t is a given amount of time. If molecular motion is non-directional,
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Figure 1.1: Dominant features of the glass transition. (a) Dependence of viscosity on
inverse temperature. Here Tg is defined where viscosity reaches 1013 poise. Some glasses
(SiO2 and GeO2 ) are strong glass formers while others are fragile. (b) Dependence of
entropy (volume) on temperature. Here we see a first order phase transition to the crystal
where volume changes discontinuously. If cooled fast enough, the liquid may pass this point
and enter the metastable supercooled liquid. Eventually, it falls out of equilibrium at a
cooling rate dependent glass transition temperature. Here, Tga represents a glass cooled
at a slower rate than Tgb . (c) A map of the displacements of particles after tobs = τα in
a Lennard-Jones model of a supercooled liquid in two dimensions. This map reveals that
particles with differing mobilities are spatially correlated. Images (a) and (b) are taken
from Ref. [36] while (c) is taken from [13].
i.e. we do not strain our material in any particular direction, we may integrate over all
directions in q-space and obtain an expression that only depends on the magnitude of q

F (t, q) =

X sin (q krj (t) − rj (0)k)
j

N q krj (t) − rj (0)k

3

(1.2)

By setting q =

2π
d ,

this function approximately measures how many particles have moved

more than d (typically taken to be around a particle diameter) in a time t. We define τα as
the time at which this function decays to 1/e.
The second feature of the glass transition is the temperature dependence of entropy. If a
crystal forming material is cooled sufficiently slowly, it may experience a first order transition
from a melt to a crystal at its melting temperature (Tm ). At Tm , the free energy of the
ordered crystalline state becomes equal to that of the disordered melt. This ordered phase
nucleates until the melt has dissipated. If a material is not crystal forming or is cooled
rapidly enough to avoid crystal nucleation at Tm , the material enters a long-lived metastable
state, the supercooled liquid, in which it maintains an amorphous structure. If such a trend
continued, the entropy of the supercooled liquid would become less than that of the crystal
at the Kauzmann temperature [73]. In practice this temperature may never be reached
as the dynamics of the glass become increasingly sluggish. Instead, the supercooled liquid
falls out of equilibrium at a cooling rate dependent temperature that is deemed the glass
transition temperature (Tg ). These effects are summarized in Fig. 1.1b.
The final dominant feature of the glass transition is the large increase in dynamic heterogeneity on approach to Tg . At high temperatures, liquids are homogeneous in both space
and time i.e. particle rearrangement rates do not depend on their location in the material
or the time at which they are measured. Supercooled liquids are not like this. Instead if
observed for a period of time spatial clusters of particles have large and small displacements
as shown in Fig. 1.1c. Moreover, slowly moving particles can stay that way for some time.
These dynamic heterogeneities grow on approach to Tg . Near Tg , these relaxation rates can
vary by several orders of magnitude in a few nanometers [152].

1.2. Relating dynamics to structure through machine learning
One can explain dynamical heterogeneity in glasses by postulating small, local structural
defects in the material that make particles more likely to rearrange. Until recently, all
attempts to identify such defects have failed [28, 56]. While analysis of low frequency
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vibrational modes provides some understanding of these defects near T = 0 these methods
degrade with temperatures, and its implementation scales poorly with system size [22].
Within the last five years, this situation has rapidly evolved. By mathematically encoding
the structure around particles and employing machine learning techniques to differentiate
the local structures of particles that rearrange from those that do not, it has become possible
to generate a scalar quantity for each particle, softness, that relates the instantaneous local
structure around a particle to the probability that particle will rearrange at that time
[33, 128]. An example of the development of such a field are discussed in the Chapter 3
section “Softness field”. The probability of rearrangement grows exponentially with softness
(Fig. 1.2a) and has been found to exhibit Arrhenius scaling in bulk, quiescent Kob-Andersen
[128], model polymer glasses [146], and supercooled colloidal liquids [94] as shown in Fig.
1.2b. This quickly led to the discovery that the average softness of a Kob-Andersen glass
i
h

where
is related to the average softness of the system τα ∼ exp (α1 hSi − α2 ) T10 − T1
αi are constants and T0 is the onset temperature [127]. More recently, this approach has
been used to study polycrystalline structures with grain boundaries [131] and non-spherical
particles [60].
While these results show promise, there are several outstanding challenges in relating structure to dynamics in glassy materials especially when dealing with glassy mechanics or
confinement. This is shown starkly in Ref. [146]. Figure 1.2c shows the average softness on
approach to an free interface in a model polymer film. Here, blue (softness), black (density), and green (Debye-Waller factor) lines represent structural measures thought to be
associated with dynamics. Red (phop [136]) and purple (τα−1 ) represent various measure of
dynamics. Clearly, in the region from 6σ < |z| < 13σ there is no correlation between the
structural measures and the dynamical ones. Moreover, the authors of Ref. [146] attempted
to use the same machine learning techniques that were employed to generate the softness
field to distinguish the difference between monomers on the edge of the film from monomers
in the film’s center and were unable to. This suggests there is no structural difference be-
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Figure 1.2: Relationship between softness and dynamics. (a) Probability of rearrangement (PR (S)) as a function of softness (S) at three different temperatures T = 0.47
(blue), 0.53 (purple) and 0.58 (red). For reference, the distribution of softness (P (S)) has
standard deviation of approximately 1 in this case. (b) Probability of rearrangement against
inverse temperature for a selection of softness values ranging from −3 to 3 from blue to red.
Each individual softness demonstrates Arrhenius scaling. The inset shows the collapse of
these values when PR (S, T ) is scaled by the probability of rearrangement for softness at
T = ∞ (P0 (S)) and the apparent activation energy at a given softness (∆E(S)) is scaled
by T . (c) Softness (blue), density (black), and Debye-Waller factor (green), phop (red),
and τα−1 (purple) as functions of the distance away from the center of a freestanding film
around 32σ thick. Measures listed on the left hand axis are structural measures that are
thought to be associated with dynamics. Measures on the right hand axis are measures
of dynamics. There is a large region of the film (6σ < |z| < 13σ) in which no correlation
between structural and dynamic measures is seen. Softness only sees a sharp increase at the
edge of the film as the film edge begins to intersect the local radius within which softness
is calculated. The inset shows similar results in a supported model polymer film. Images
(a) and (b) are taken from Ref. [128] while image (c) is taken from Ref. [146].
tween particles near the free interface and particles in the bulk but there is a dynamical one.
In Chapter 4 of this thesis, we hint that this difference may be due to a varying dynamic

6

phase transition.
As for mechanics, little work has been done connecting softness to mechanical properties of
glasses even though such defects are often implicitly assumed in phenomenological models
of mechanical failure [118, 119, 21, 137, 167, 97]. In this thesis, Chapters 2 and 3 focus on
expanding this connection.

1.3. Mechanics of glassy materials
From an engineering perspective, it is imperative to understand the mechanical properties of
a glassy materials. A quantity of particular interest is the amount of stress (σ) that a glassy
material experiences at a given amount of strain (). This information may be summarized
by plotting stress-strain curves for a particular material. Figure 1.3 is a typical example
of such a curve plotted at several temperatures for polymethyl methacrylate (PMMA) also
known as plexiglass. At low strains, glasses deform elastically such that the deformation
is reversible and the stress-strain curve is linear. The slope within this regime is called
the material’s elastic modulus (E) and is a measure of the stiffness of a material. As the

Figure 1.3: Typical stress-strain curves. The stress response (denoted σn here) of
polymethyl methacrylate (PMMA) to strain (denoted n here) at a variety of different
temperatures in degrees Celsius. As the material is cooled, it goes from ductile to brittle
behavior. The x’s denote fracture strains. Image is taken from Ref. [101].
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material is strained further, it enters a non-linear regime in which the material begins to
plastically deform. The stress at which this occurs is defined as the yield stress (σy ). As
seen in Fig. 1.3, the yield stress of glasses can vary dramatically even for the same material
measured at different temperatures. On the other hand, the strain at which onset of plastic
deformation occurs ( ≈ 2–3%) is constant for numerous glassy materials including metallic
glasses [70, 30] and colloidal pillars [144]. In Chapter 2 of this thesis, we provide evidence
that the vast majority of glassy materials have a nearly universal yield strain and relate
this to the increase in softness upon strain within glassy materials.
Post-yield behavior in glasses varies from material to material but is quite important considering their universal yield strain. In engineering applications, it is typically desirable to
increase a material’s toughness or ability to absorb energy per unit volume prior to fracture.
R
Specifically, toughness is defined as the area under a stress-strain curve i.e. 0 f σd where
f is the strain at which the material fractures. In order to increase toughness, we must
better understand the post-yield failure mechanisms in glassy materials.
Many glassy materials fail via shear banding, a phenomena in which strain localizes to a
single plane in a material as opposed to being equally distributed throughout the material.
This phenomena affects many amorphous materials including granular materials [47], complex fluids [95], and metallic glasses [70]. While the mechanism that controls shear banding
remains unknown, studies of metallic glasses have shown that the rate at which a material
is cooled control shear band formation. In Chapter 3 of this thesis, we begin the process
of uncovering the mechanism that controls shear band formation by predicting where shear
band formation in a set of nanopillars from the structure of the pillar prior to deformation.
While this approach does not provide a dynamic explanation of the mechanism, we have
found surface and softness defects prior to deformation contribute to shear band formation
much later in our simulations.
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1.4. The glass transition in confined materials
As confinement is increased, the phenomenology of the glass transition temperature changes
dramatically. This was first noted in Ref. [74] which reported large decreases of more than
30 K in Tg for polystyrene (PS) films as a function of film thickness. This decrease was
independent of molecular weight as shown in Fig. 1.4a. These changes in Tg in freestanding
and supported films have subsequently been reported in a diverse array of glasses including
polymers poly(n-methacrylate) (PnMA) [24, 116] and poly(vinyl acetate) (PVAc) [104] as
well as molecular glass films of N , N 0 -Bis(3-methylphenyl)-N , N 0 -diphenylbenzidine (TPD)
[166]. The shift in Tg seems to depend critically on the interaction between the polymer
and the substrate but is clearly unrelated to the size of the molecules. Weak or repulsive
interactions with the substrate and freestanding films experience decreases in the glass
transition while strong interactions with a substrate tend to increase this temperature.
The second feature of the thin film glass transition that we consider is the gradient of Tg on
approach to the free surface. In Ref. [42], the glass transition temperature at the surface
of a thin film (Tg,s ) is found to be about 30 K less than the bulk Tg in thick films as shown
in Fig. 1.4b. As the total film thickness is decreased, Tg,s anomolously increases and meets
Tg of the film at large around 30 nm. This suggests a homogenization of the dynamics in
films under confinement on fairly large length scales as this homogenization starts at around
50 nm.
The third new phenomena that occurs in confined glasses is a broadening of the glass
transition temperature [57, 166]. This occurs in two stages as shown in Fig 1.4c. As films
become thinner, first the lower onset of Tg decreases indicating an increasing amount of
fast relaxation modes (low τα ) are available to the material due to the effect of the free
surface. At around 30 nm, the upper onset of the glass transition begins to decrease as well
in parallel with the upper onset. This implies that bulk-like dynamics are disappearing and
hints at the reason for the homogenization of Tg and Tg,s suggesting that dynamic bridges
may be forming in these thin films.
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Figure 1.4: Anomalous changes in glass transition upon confinement. (a) Glass
transition temperature in polystyrene as a function of film thickness. Triangles, circles,
and diamonds represent molecular weights of 120000, 500800, and 2900000 respectively.
The line is a vest fit line to the data. (b) Glass transition temperature of the surface
of polystyrene (diamonds) and of the entire film (line) as functions of film thickness. (c)
Width of the glass transition temperature in polystyrene as a function of film thickness.
The inset shows the upper (T+ ) and lower (T− ) onsets of the glass transition as a function
of film thickness. (d) Dependence of viscosity on inverse temperature in TPD. The black
line shows bulk viscosity of TPD while the dashed line is a VFT fit to this behavior. Filled
(open) symbols show the viscosity of films that were obtained via dewetting (cooling rate
dependent Tg ) experiments. While thick films seem to follow VFT behavior, thin films
deviate from such behavior. This deviation is Arrhenius in nature. The thinner the film the
greater the variance from expected behavior. While results (c) and (d) were only shown for
polystyrene and TPD respectively similar results hold for both materials. Images are taken
from Ref. [74], [42], [57], and [165] respectively.
The final phenomena is the sudden deviation from the bulk VFT curve below a given temperature and film thickness [57, 165]. Figure 1.4d shows the relationship between viscosity
and inverse temperature for several film thicknesses for TPD. The black line displays the
bulk rheology of TPD while the dashed line is a VFT fit to such behavior. Filled symbols
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show viscosity that is obtained via dewetting measurements in thin films. Open symbols
show viscosity obtained via cooling rate Tg measurements. Here, we see thick films (100 nm)
follow the bulk-like VFT behavior. Below 30 nm films begin to show Arrhenius scaling such
that they stay liquid like far below the bulk glass transition. Moreover, the apparent activation energies of these films demonstrate a sigmoidal transition at 30 nm suggesting a
fundamental change in the glass on this length scale [165].

1.5. Dynamic phase transitions
Because one of the main features of supercooled liquids is their dynamic heterogeneity, it
is natural to study the dynamics of glass formers from the point of view of the “statistical
mechanics of trajectories” rather than equilibrium statistical mechanics which focuses on
configurations. This may be done by studying trajectories of N particles over some observation time, tobs . We denote such a trajectory x = {rj (t)}1≤j≤N,0≤t<tobs where rj (t) denotes
position of particle j at time t. We can define an order parameter (K [x]) that describes
the dynamical activity of x. In practice, the only such limits on such an order parameter is
that it is time-integrated over x such that it is extensive in both time and space. Because
of the dynamic heterogeneity of the supercooled liquid, the dynamical activity of x will
fluctuate. We may measure these fluctuations by considering the probability distribution
P
P (K) = x P [x] δ(K − K [x]) where P [x] is the probability that trajectory x is generated.
For more details, see the “Introduction” and “Methods” sections of Chapter 4 of this thesis.
More generally, we may linearly bias the distribution of K by a field s by considering
P
Ps (K) = x Ps [x] δ(K − K [x]) where Ps [x] ∝ P [x] e−sK[x] . When this is done, we find
evidence of a first-order dynamic phase transition in glassy materials as in Fig. 1.5 from
a high mobility (active) phase to a low mobility (inactive) phase [61]. In the language
of large deviations theory [151, 43], this indicates a non-convex rate function governs the
distribution of K. As the system gets larger (tobs → ∞), the transition sharpens due to
reduced finite-sized effects. Such a dynamic phase transition indicates more slow dynamic
state than one would expect from a Gaussian (random) distribution [139]. Moreover, as
temperature is decreased, the coexistence point of this transition decreases as well [61, 155]
11

Figure 1.5: Evidence of dynamic phase transition. (a) Average of dynamic order
parameter as a function of field strength (Ks = hK [x]is ) which displays a crossover from a
large value in the unbiased case (s = 0) to a small one at s > 0. This behavior sharpens
with longer observation times. (b) At the coexistance point, the probability distribution
of the dynamic order parameter displays bimodality which grows stronger with increased
observation time. Images are taken from Ref. [61].
indicating that the importance of this slow dynamic states is growing as Tg is approached.
Such effects have now been seen in experimental colloidal systems [114] indicating this is a
physical effect and not the result of an unrealistic simulation protocol. The properties of
such a phase transition are contentious. Some contend that the dynamic phase boundary
between active and inactive phases will ultimately end at T = 0 as suggested by kinetically
constrained models (KCMs) [43]. More recent simulations of Kob-Andersen glasses seem to
indicate that the phase boundary ends at the Kauzmann temperature [155].
Importantly, while such a transition is often associated with dynamic facilitation theory [27],
it is a property of glasses in and of itself. Therefore, the existence of a dynamic transition
does not prove dynamic facilitation theory, but any theory of the glass transition must
explain this phenomenon. There are already hints that some theories such as Random First
Order Transition (RFOT) could account for this dynamic transition as a by-product of the
theory [155, 15]. Additionally, simply because a transition occurs in the dynamics does not
mean there is no change in time-averaged structure. Indeed, many studies have shown that
this dynamic transition can be perturbed by generating an order parameter that sums the
number of locally favored structures, structures that are correlated with long-τα , that occur
within a trajectory [140, 114, 155]. Thus, the low dynamic state also has increased local
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order. While it is tempting to view this as evidence for a thermodynamic transition, these
transitions dissipate as tobs → 0 suggesting that the nature of these transitions is not purely
structural.
In Chapter 4 of this thesis, we find the dynamic transition in a set of polymer thin films
undergoes qualitatively similar anomalous behavior to glassy thin films. Upon confinement
the dynamic transition shifts to higher field strengths (s) similar to the shifting of Tg to
lower temperatures, the dynamic transition homogenizes for thin enough films similar to
the homogenization of Tg in thin films, and the dynamic transition broadens similar to
the broadening of Tg . While we cannot verify the deviation of τα from VFT behavior due
to computational limitations, we do find that thin films in the low mobility state have
lower τα than thick films in the low-mobility state. These similarities point to a dynamic
version of capillary condensation occurring in thin films and suggest that changes in the
glass transition upon confinement may be due to changes in the dynamic transition in thin
films.
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CHAPTER 2 : Structure-property relationships from universal signatures of
plasticity in disordered solids
When deformed beyond their elastic limits, crystalline solids flow plastically via particle
rearrangements localized around structural defects1 . Disordered solids also flow, but without obvious structural defects. We link structure to plasticity in disordered solids via a
microscopic structural quantity, “softness,” designed by machine learning to be maximally
predictive of rearrangements. Experimental results and computations enabled us to measure
the spatial correlations and strain response of softness, as well as two measures of plasticity:
the size of rearrangements and the yield strain. All four quantities maintained remarkable
commonality in their values for disordered packings of objects ranging from atoms to grains,
spanning seven orders of magnitude in diameter and 13 orders of magnitude in elastic modulus. These commonalities link the spatial correlations and strain response of softness to
rearrangement size and yield strain, respectively.

2.1. Introduction
Disordered materials such as metallic glasses have desirable properties such as high strength
and stiffness, ultrasmooth surfaces, corrosion resistance, and ultralow mechanical dissipation [153, 69, 8, 109, 82]. Their widespread use is limited because they tend to fail in a
catastrophic, brittle fashion [129, 29, 9, 120]. Brittle failure likewise hinders applications
of amorphous carbon [121], functional nanoparticle films [62, 161], and colloidal packings
[63]. These complex failure modes also limit our understanding of granular systems and
symptoms of failure modes such as avalanches and earthquakes [69, 102, 55].
In many cases, the failure process starts with plastic deformation characterized by rearrangements of constituent atoms or particles. Rearrangements can occur at any strain,
even when the material response appears nominally elastic, but they do not begin to play a
prominent role in relaxing stress until the strain reaches the macroscopically evident yield
1

The contents of this chapter were published in Science (2017) volume 358, issue 6366, pp 1033–1037 in
a modified version.
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strain. In crystalline solids, rearrangements at defects such as dislocations typically allow
for plastic flow even at strains well above the yield strain, leading to a ductile response.
In disordered solids, by contrast, initially localized and homogeneously distributed rearrangements often proliferate rapidly above the yield strain, coalescing to form shear bands
[129, 58]. This process is considered the culprit behind unpredictable and often catastrophic
failure.
Here, we focus on the structural underpinnings of the size of rearrangements at low strains,
where rearrangements are localized and homogeneously distributed, and the magnitude of
the yield strain. In crystals, most rearrangements occur at dislocations, rendering the task
of linking these measures to structure relatively straightforward. For disordered solids,
structural fingerprints of rearrangements are subtle. We exploit a recently introduced,
machine–learned microscopic structural quantity, “softness,” which has been shown to be
strongly predictive of rearrangements in disordered solids [33] and has expanded our conceptual understanding of glassy liquids [128, 35] and aging glasses [127]. We link the spatial
correlations of softness to the size of rearrangements, and we link the strain response of
softness to the yield strain.
We conducted experiments and simulations on a range of materials including amorphous
carbon, silica, metallic glasses, small-molecule and oligomeric glasses, nanoparticle packings,
colloidal systems, aqueous foams, and granular packings. In many of these systems, the
interparticle interactions are purely repulsive, whereas in others there is metallic, covalent,
or van der Waals bonding. Some of the systems are two-dimensional (2D), but most are
3D. Moreover, the rearrangements have differing origins. In packings of atoms, molecules,
and smaller colloids, thermal fluctuations can induce rearrangements even in the absence
of any mechanical load. Under applied load, both the incurred stress and the temperature
can contribute to rearrangements. In aqueous foams, which are disordered packings of air
bubbles, some of the rearrangements are induced by load while others are caused by the
coarsening process, in which large bubbles grow at the expense of smaller ones. In larger
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colloids and granular packings, all of the rearrangements are induced by the applied load.
We consider a variety of loading geometries including indentation, uniaxial loading of pillars
under extension or tension, and simple shear.

2.2. Common rearrangement size in disordered solids
We begin by characterizing the size of rearrangements, which are the precursors to global
plasticity. Rearrangements (or the initial rearrangements in an avalanche) have been recognized as being localized in systems such as Lennard-Jones glasses [46], bubble rafts [3],
foams [40], and colloidal glasses [125]. Frameworks such as shear transformation zone theory start with the assumption that rearrangements are localized [46, 45]. Nonetheless, a
consistent quantitative measure of their size has been lacking. For systems in which we
can obtain the particle positions in real space as a function of time, namely colloidal and
granular packings or computational models, it is essential to distinguish rearrangements
from other types of displacements without specifying the nature of the rearrangement. To
2
do so, we follow the literature and evaluate the quantity Dmin
between times t and t + ∆t

[46]. This quantity captures the mean square deviation of a particle’s position from the
best-fit affine deformation of its neighborhood,

2
Dmin
(k; t)

Mk
1 X
[ rik (t + ∆t) − Jk (t)rik (t)]
=
Mk

2

(2.1)

i

and therefore measures the nonaffine motion of particle k at time t [46]. Here, rik (t) is
the displacement vector between particles i and k at time t, Jk (t) is the “best-fit” local
2 (k; t) and the summation
deformation gradient tensor about particle k that minimizes Dmin

runs over the Mk particles within a radius RcD of particle k. To measure the spatial extent
of rearrangements, we consider the normalized correlation function

2
2
hδDmin
(0)δDmin
(r)i ≡

2 (0)D 2 (r)i − hD 2 i2
hDmin
min
min
 2 2
2
h Dmin i − hDmin i2

(2.2)

2 . Many of the
Note that the result depends on the time interval ∆t used to define Dmin

systems we study exhibit avalanches near yielding, where an initial localized rearrangement
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can trigger others, leading to a cascade. To focus on the initial rearrangement, we calculate
2
Dmin
at the value of ∆t corresponding to the minimum of the correlation length ξr (see

Fig. 2.5 in the Appendix in this chapter). It also depends on the size of the neighborhood
RcD ; we find that ξr is insensitive to RcD as long as it lies somewhere between the first
and second peaks of the pair correlation function, g(r) (see Fig. 2.5 in the Appendix in
2 (0)δD 2 (r)i with
this chapter). Figure 2.1A demonstrates the exponential decay of hδDmin
min

r in units of the particle diameter d for two different systems selected from our broader
study: a 3D melt of short polymer chains, in which the diameter d corresponds to the size
of a monomer, and a 2D bidisperse granular pillar, where d represents the diameter of the
larger particles. Indeed, for all of the experimental and computational systems studied,
we find that the correlations are reasonably well described by an exponential decay with a
correlation length ξr . We therefore characterize the size of rearrangements by ξr . Note that
this length scale is distinct from that associated with dynamical heterogeneities near the
2
glass transition [14]. The first quantity is obtained from Dmin
calculated over a microscopic

time scale; the second quantity is measured over a longer time period and is considerably
larger because an initial rearrangement of size ξr can spread in avalanche fashion [25].
In crystalline systems, rearrangements are concentrated at crystalline defects and therefore
reflect spatial correlations associated with the dimensionality and spatial extent of the specific defects. Planar defects such as grain boundaries delineate crystal-crystal interfaces,
whereas linear defects such as dislocations can take on complex and spatially extended configurations with a multitude of characters (edge, screw, or mixed). These details can vary
enormously from one crystalline system to another and will inevitably affect ξr . Furthermore, not all crystalline defects can produce plastic strain (e.g., immobile grain boundaries).
We therefore do not expect any commonality in the value of ξr for crystalline systems.
Our analysis of disordered solids draws a striking contrast. Overall we have studied 12
different systems. For six of these systems, which span almost the entire range covered by
the 12 systems in terms of Young’s modulus, particle size, and particle interactions, we have
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2
Figure 2.1: Spatial correlations in Dmin
and softness fields. (A and B) Spatial
2
correlations in the Dmin field (A) and softness field (B) for two very different systems: a 3D
short-chained polymer pillar studied by molecular dynamics simulation (circles) and a 2D
bi-dispersed granular pillar studied experimentally (triangles). Here, d is the diameter of
a single monomer for the polymer pillar and of a large particle for the granular pillar, and
r is the radial distance. The dashed lines are fits to exp(−r/ξr ) in (A) and to exp(−r/ξs )
in (B), defining the size of rearrangements, ξr , and of soft regions, ξs . Similar exponential
decays hold for all other systems studied [46].

obtained the particle position versus time data needed for the analysis of rearrangement
size. Specifically, three of these systems are computational disordered solids, all in 3D [the
van Beest, Kramer, and van Santen (BKS) silica model [157], the Kob-Andersen model of a
Lennard-Jones glass [77], and oligomer glass pillars [132]] and three are experimental disordered solids [3D colloidal pillars, 2D granular pillars, and 2D poly(N-isopropyl acrylamide)
(PNIPAM) colloid glasses]. Figure 2.2A compiles our results for ξr versus particle diameter.
The results fall very close to the line of best fit, ξr /d = 1.1 ± 0.2, where d is the effective
particle diameter. In the inset of Fig. 2.2A, we show the ratio ξr /d for the same systems
on a log-linear scale; this more unforgiving way of plotting our results shows the adherence
to a common value of ξr /d.

2.3. Linking softness to rearrangements
Mounting evidence has shown that rearrangements across a wide array of disordered materials depend on local structure and energetics [22, 6, 123, 126, 110]. It has been shown that
local yield stress is an excellent predictor of rearrangements in athermal glasses [110]. How-
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Figure 2.2: Microscopic analysis of dynamics and structure. Emergent properties of
2
the Dmin
and softness fields for six different materials are shown, as indicated within (C).
2
(A and B) The correlation lengths of Dmin
(A) and softness (B), ξr and ξS respectively, are
plotted against particle diameter d for each material on a log-log scale. The dashed lines in
(A) and (B) represent the proportionality relations ξr /d = 1.1 ± 0.2 and ξS /d = 1.1 ± 0.2,
respectively. The insets show ξr /d and ξS /d, respectively, versus d on a log-linear scale.
(C) The ratio ξr /ξS is plotted against d for each material on a log-linear scale. The average
2
of this ratio is ξr /ξS = 0.97 ± 0.07 (dashed line). (D) Snapshots of the Dmin
and softness
fields for the oligomer pillar simulation and the granular pillar experiment.
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ever, calculation of local yield stress requires knowledge of interparticle interactions; this
is often difficult to obtain in experimental systems such as colloidal and granular packings,
which are naturally polydisperse. Several of us [128, 127] have shown that local structure
alone can be used to develop a predictive description of dynamics in glassy liquids [128] and
aging glasses [127]. Central to the approach is the introduction of “softness,” a particlebased quantity that depends only on the local structural environment of the particle. Thus,
softness can be determined from any static picture (or snapshot) of the structure along
deformation, time, or temperature trajectories. Softness is essentially a weighted integral
over the local pair correlation function gi (r) [35]. Using a machine-learning approach akin
to linear regression, the weighting function is designed to optimize the prediction accuracy
for rearrangements [128]. In Lennard-Jones glasses [128] and oligomer glasses [146], it has
been shown that the energy barrier that must be surmounted for the particle to rearrange
decreases linearly with increasing softness. Thus, rearrangements are exponentially more
likely to involve particles with high softness. Note that just as not all dislocations contribute
to plasticity in crystals, not all high-softness particles participate in rearrangements; like
particles surrounding dislocations, soft particles are simply more likely to rearrange than
others.
Because high-softness particles are much more likely to rearrange, one would expect the size
of a rearrangement to be limited by the spatial extent of high-softness regions. In analogy
2 , we quantify the size of structural heterogeneities by
to the previous discussion of Dmin

considering the normalized spatial correlation function,

hδS(0)δS(r)i ≡

hS(0)S(r)i − hSi2
hS 2 i − hSi2

(2.3)

2 , we find that hδS(0)δS(r)i decays approximately exponentially with the correAs with Dmin

lation length ξS , as shown in Fig. 2.1B for the short-chain polymer glass and granular pillar.
Similar plots have been found for the other four systems. Thus, ξS is a good measure of the
size of high-softness regions that are more likely to rearrange. We find that the emergent
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correlations of S are nearly universal: Fig. 2.2B shows that like the rearrangement size ξr ,
the spatial correlation length for softness (the size of soft regions), ξS , falls on a common
line ξS /d = 1.1 ± 0.2 for all systems studied. Thus, ξr and ξS are strongly correlated. We
now ask whether ξS is comparable to the size of rearrangements, ξr . In Fig. 2.2C we show
the ratio of the size of rearrangements to the size of soft regions, ξr /ξS . Indeed, we find
ξr /ξS = 0.97 ± 0.07, with a scatter in ξr /ξS that is significantly smaller than for ξr /d or
ξS /d, even while ξr and ξS individually vary by more than seven orders of magnitude. Our
multiscale analysis provides compelling evidence that the size of rearrangements, ξr , is encoded in the size of correlated soft regions in the system, ξS , independent of the nature and
even the sign of interactions, the dimensionality of the system, and how the rearrangements
were induced.

2.4. Common yield strain in disordered solids
We next asked whether commonality of plasticity is observed only in microscopic measures
(i.e., rearrangement size and softness correlation length) or whether it is also present in
macroscopic measures, such as the strain at the onset of yielding. In crystalline systems,
the yield strain is strongly dependent on microstructural details. Only in the limit of ideal
strength (the theoretical upper limit) is a constant yield strain expected, as a result of the
cooperative crystal shearing mechanism needed in this extreme. In crystalline engineering
materials, preexisting defects are plentiful and thus the yield strain depends strongly on
processing. A common practice in selection of materials for engineering design is to populate
a plot of yield strength versus Young’s modulus E. Slopes drawn on such an “Ashby chart”
give one measure of the yield strain. As a basis for comparison, we examined values for
crystalline systems categorized by material class, represented in Fig. 2.3 as clouds. The yield
strength of crystalline metals varies by nearly four orders of magnitude despite a relatively
small variation in E. Semicrystalline polymers, on the other hand, show a relatively small
variation in yield strength yet can exhibit large differences in E. Clearly, there is no
universality in the onset of yielding in crystalline systems, either within a particular material
class or overall.
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Figure 2.3: Macroscopic mechanical response. An Ashby chart shows yield stress σy
versus Young’s modulus E for a variety of experimental and simulated disordered systems.
We also include literature values for metallic glass experiments [70], glassy polymer experiments [79], and BKS silica simulations [150]. The data collapse onto a single curve, implying
a universal yield strain of y = 2.9 ± 0.3% (dashed line). In contrast, crystalline metals (red
cloud) show a large variation in strength with little change in E, and semicrystalline polymers (blue cloud) show a wide variation in E with little change in strength. Previously
reported crystalline material clouds were generated using Materials Property CES Selector
software by Granta Design.
In contrast, it is known that certain classes of disordered materials share a common value of
the yield strain [70, 30, 144] despite the heterogeneity of atomic or particle positions within
the material. A constant value of the yield strain in shear of 2.7% was empirically shown for
a set of metallic glasses on the basis of mechanical tests [70] and was further corroborated
by atomistic simulations [30]. Experiments on uniaxially loaded colloidal pillars showed a
similar yield strain even though the elastic moduli were smaller by as much as five orders
of magnitude [144].
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Here, we extend the Ashby chart for disordered solids from five orders of magnitude [144]
to more than 13 orders of magnitude in elastic modulus. To do this, we have expanded
the class of disordered systems to include covalently bonded amorphous solids (amorphous
carbon) and several different metallic glasses as well as extremely weakly attracting or
purely repulsive systems (colloids, aqueous foams, and granular materials). We include
experimental and computational results for systems subjected to various loading conditions
(uniaxial compression/tension, indentation, and shear). Fig. 2.3 shows our collated results
for yield strength versus E. Strikingly, the data collapse onto a single line on this log-log
plot with a linear relationship, corresponding to a universal yield strain of y = 2.9 ± 0.3%.
Note that the data collapse is insensitive to the specific definition of the yield strain, as
detailed for each system. We also include literature values for metallic glasses [70], glassy
polymers [79], and simulations of silica [150], which also collapse on the universal curve.
We note that although microscopic information is not available in all systems shown in Fig.
2.3, four of the systems spanning nearly the full range of E values appear in both Figs. 2.2
and 2.3. The implication of this result is that the macroscopic shape change (kinematics)
needed for the onset of yield is essentially universal in disordered materials, irrespective of
the nature of the interparticle or atomic interactions.

2.5. Linking softness to yield strain
To draw a link between the yield strain and microscopic structure as quantified by softness,
we draw insight from results for glass-forming liquids by noting an analogy between the yield
strain y and the glass transition temperature Tg . They respectively mark the strain and
temperature at which rearrangements relax the system on the time scale of measurement.
In thermal glassy liquids, the average softness hSi is controlled by temperature T ; the
higher T , the higher hSi [128]. Moreover, it has been shown that there is a relation between
relaxation time and hSi; the higher hSi, the shorter the relaxation time [127]. The shift
in hSi with T thus provides a structural measure that tells us about the sensitivity of the
relaxation time to temperature.
We suggest that the sensitivity of hSi to strain  provides a way of understanding the
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common value of the yield strain across systems. We consider a neighborhood around
particle k that is larger than the neighborhood required to calculate softness, and apply an
affine uniaxial extension at fixed volume (pure shear) of magnitude e to the neighborhood.
We then recalculate softness for particle k. The result averaged over all particles is hS ()i;
we also calculate the standard deviation of the softness distribution in the absence of strain,
p
σS = hS 2 i − hSi2 . The quantity ∆S() ≡ [hS ()i − hS (0)i]/σS measures the change of
softness due to applied strain in units of the standard deviation of the softness distribution.
Figure 2.4 shows that ∆S() increases with strain , indicating an increased likelihood of
rearrangements with strain, as expected. A value of ∆S() = 1 would correspond to a
shift of the average softness equal to the standard deviation of the softness distribution.
Note that the shift in average softness is an order of magnitude smaller than the standard
deviation for all systems over the range of strains studied. The response of softness to
strain is characterized by a smooth function that is quite similar quantitatively for all six
systems up to (and even beyond) the onset of macroscopic yielding. The inset of Fig. 2.4
shows the value of ∆S() at the common value of the yield strain y as determined from
Fig. 2.3, demonstrating commonality across length scales. This quantitative similarity
of the response of softness to strain for all systems studied provides strong evidence that
commonality of yield strain has an underlying structural origin.

2.6. Discussion
Figures 2.2, 2.3, and 2.4 provide evidence of universality of spatial correlations in the microscopic dynamics and structure connected to plasticity, as well as universality in the onset
of macroscopic yielding and in the response of microscopic structure to strain in disordered solids. These quantitative commonalities transcend the details of constituent size
and interactions.
The observed universality lends quantitative credence to the use of model disordered solids
as analogs of atomic glasses—for instance, in sheared bubble rafts [3] and colloidal solids
[125]. Commonalities in the statistics of slip intermittency just above yield among var-
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Figure 2.4: Response of softness to affine strain. The response of the mean softness
to an affine uniaxial extension, , for six different materials is quantified using ∆S() =
[hS ()i − hS (0)i]/σS , where hS ()i is the mean softness at a strain of  and σS is the
standard deviation of softness at a strain of  = 0. These data were obtained by applying a
uniaxial extension of magnitude  to the neighborhood about each particle larger than the
one used to calculate softness in each material. The softness field for the strained material
was calculated using the original hyperplane and then averaged. The dashed line denotes
the universal value of yield strain for disordered materials, y . The inset shows values of
∆S(y ) versus particle diameter d for all six systems. These values are all similar, suggesting
that the universality of the yield strain of disordered materials reflects a common response
of softness to strain.
ious disordered solids [156, 38] suggest additional universality near yield. One corollary
of commonality of yield strain is that one cannot easily increase the strain at the onset
of yielding of a disordered solid. A more promising route to increasing the toughness of
disordered solids may be to manipulate the evolution of rearrangements above the yield
strain, thereby increasing the window of plastic flow between the yield strain and failure.
The success of the softness framework in explaining two properties of plasticity near yield
suggests that it may also provide a fruitful approach for studying shear band formation in
systems beyond yield.
The universal behaviors that we observe are all the more striking because there is no sign
of universality in the microscopic packing structure itself. For each system, the definition of
softness is different. Universality only becomes apparent once the softness of the constituent
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particles is considered, where we see emergent commonality in the properties of softness.
In crystals, on the other hand, there is universality in the microscopic structure, in the
sense that there is a universal definition of a dislocation independent of constituent size,
interactions, or crystal structure. However, the spatial correlations of dislocations vary
enormously from one crystalline system to another—a direct consequence of the extended
nature of these linear defects. As a result, the emergent properties of crystalline defects
are not universal. There is no commonality in the spatial correlations of dislocations, so we
expect no commonality in the spatial size of rearrangement events. Likewise, there is no
commonality in the yield strain among material classes (Fig. 2.3). Indeed, most efforts in the
modeling of crystal plasticity focus on incorporating specific features of the material under
study (e.g., dislocation density and character of dislocations) and the prevailing notion is
that no unifying theory is tractable.
The essential differences between plasticity in crystals and plasticity in disordered materials can be summarized as follows. In crystals, there is universality in the definition of
the microscopic structural features correlated with rearrangements, but in disordered solids
there is not. On the other hand, in disordered solids there is emergent universality in the
properties of those features, but in crystals there is not. The origin of this universality
is not yet understood. Our results, however, point to the possibility of a unifying framework and a vast simplification of our understanding of plasticity in disordered solids, which
paradoxically may not be possible for crystals.

2.7. Appendix
To ensure that we find the rearrangement length scale in a consistent way from system to
system, we have studied how RcD and ∆t affect ξr . The sampling radius, RcD , determines
2
2
the size of the volume over which Dmin
is computed. In order for Dmin
to be well defined,

we must take RcD to be greater than the first peak in the radial distribution function. Figure 2.5A demonstrates that RcD has little effect on the rearrangement length scale between
the first and second peaks of the radial distribution function. As the second peak is crossed,
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the correlation length modestly increases. To maintain consistency in our results, we report
ξr at RcD = 1.5d in all of the systems we study.
The second parameter, ∆t, denotes the lag-time between frames. Figure 2.5B illustrates
how ξr varies with ∆t. At small ∆t, ξr is large and decreases with increasing ∆t. At some
finite lag-time, ξr begins to increase again as rearrangements induce nearby rearrangements.
Thus, this minimum value of ξr is a good measure of the size of a single rearrangement. We
report this value in all of the systems we study. For reference, the ∆t which corresponds to
the minimum ξr is typically several times longer than the ballistic timescales in molecular
dynamics simulations.
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scale, ξr , varies with (A) Rc and (B) ∆t. Here, ξr,0 is the reported rearrangement length
scale and ∆t0 is lag-time of the minimum ξr .
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CHAPTER 3 : Identifying structural signatures of shear banding in model polymer
nanopillars
Amorphous solids are critical in the design and production of nanoscale devices, but under
strong confinement these materials exhibit changes in their mechanical properties which are
not well understood1 . Phenomenological models explain these properties by postulating an
underlying defect structure in these materials but do not detail the microscopic properties
of these defects. Using machine learning methods, we identify mesoscale defects that lead
to shear banding in model polymer nanopillars well below the glass transition temperature
as a function of pillar diameter. Our results show that the primary structural features
responsible for shear banding on this scale are fluctuations in the diameter of the pillar.
Surprisingly, these fluctuations are quite small compared to the diameter of the pillar, less
than half of a particle diameter in size. At intermediate pillar diameters, we find that these
fluctuations tend to concentrate along the minor axis of shear band planes. We also see the
importance of mean “softness” as a classifier of shear banding grow as a function of pillar
diameter. Softness is a new field that characterizes local structure and is highly correlated
with particle-level dynamics such that softer particles are more likely to rearrange. This
demonstrates that softness, a quantity that relates particle-level structure to dynamics on
short time and length scales, can predict large time and length scale phenomena related to
material failure.

3.1. Introduction
There are numerous applications where amorphous organic materials are used in highly confined geometries, including as polymer photoresists in semiconductor manufacturing [143],
the active layers in organic light-emitting diodes [163, 75], and in polymer nanocomposites at high loadings of nanoparticles [66, 65]. In many of these applications, in particular semiconductor manufacturing, the mechanical properties of the confined material are
of utmost importance. Generally speaking, amorphous materials have many unique me1

The contents of this chapter were published in Soft Matter (2019) volume 15, issue 22, pp 4548–4561 in
a modified version.
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chanical properties including high strength, high stiffness, and low mechanical dissipation
[5, 71, 153, 69, 8, 109, 82]. These properties make them desirable in a number of engineering
applications; however, their use is hindered by their tendency to fail in a brittle manner
[121, 4, 62, 162, 63]. A hallmark of these catastrophic failure modes is shear banding, the
localization of shear strain to a narrow region which develops during deformation [16, 97].
Shear banding has been experimentally observed in many types of amorphous materials
including: granular materials [47, 154], bubble rafts [84, 72], complex fluids [95, 96], and
metallic glasses [92, 70].
Although shear banding has been extensively studied in the bulk using phenomenological
models, a microscopic theory of shear banding has proven elusive. The phenomenological
models that describe shear banding can broadly be classified into two types. Solid mechanics models postulate some constitutive relations about how a material behaves at each
point in space. In these theories, a shear band forms when a small region of the material
has a perturbed set of constitutive relations causing it to shear more easily [118, 119, 21].
Similarly, mean-field models, including shear transformation zones [46, 83], soft glassy rheology [137], and others [167], hypothesize mesocale “configurational soft spots” [97], regions
that are more likely to yield under shear stress, and these regions propagate to form a
shear band. While these two types of theories have significantly different starting points,
they both predict that shear bands form from mesoscale defects in a solid but provide few
details as to the nature of these defects. Although some indirect estimates of their volume
are available [107, 32], the microscopic structure that underlies these defects is unknown
[129]. Moreover, it is unclear whether bulk defects are the primary cause of shear banding
in confined materials. Previous work has shown that the location of strain localization is
somehow quenched into the molecular structure when forming a glass [132], suggesting that
the local structure could play a key role.
In this study, we examine a large set of molecular dynamics simulations of amorphous
oligomeric nanopillars that are strained to failure. Using a novel machine learning method,
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we detect mesoscale structural defects which lead to shear band formation. We systematically vary the pillar diameter in these systems from 12.5–100 monomer diameters to
understand how these defects vary as the system becomes less confined and more bulk-like.
From this defect structure, we make quantitative predictions about where shear bands will
form. Our machine learning approach allows us to look at a broad array of structural
features and perform an unbiased selection of those which correlate with shear banding at
each pillar diameter. Here, we pay special attention to another machine-learned microscopic
structural quantity, “softness,” which is strongly predictive of particle-level rearrangements
in disordered materials [33]. Softer particles have structures which make them more likely
to rearrange than harder (less soft) particles. This quantity has been implicated in the understanding of aging glasses [127] and the universal yield strain in bulk disordered materials
[34], but the connection between softness and mesoscale phenomena such as shear banding
has not been explored.
We find that small fluctuations in the diameter of the pillar, less than half of a particle
diameter in size, are most predictive of where shear bands will form in these pillars regardless of the diameter of the pillar. This is surprising as these surface fluctuations are not
mechanically induced (from dust for example) but come about from the thermalization of
the pillars themselves. We also find that our coarse grained softness features become more
important for distinguishing whether a plane will shear band as pillar diameter increases.
Planes that are softer than average are more likely to shear band. To ensure the density features are not sufficient to predict shear banding alone, we verify that these softness features
do better than random chance at identifying shear bands even in the absence of correlations
with other density features.
The importance of these results is twofold. First, they suggest that small surface defects
induced during the thermalization of nanoscale amorphous components may play a major
role in their mechanical properties up to the micron scale. Indeed, these results suggest that
focusing on manufacturing processes that lead to smooth surfaces as opposed to hard interi-
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ors will yield stronger nanoscale materials. Second, more fundamentally, they suggest that
softness may be the microscopic origin of mesoscale configurational soft spots in the bulk.
This connection is non-trivial as we are relating a structural quantity (that is associated
with local, short-time scale dynamics) to shear band formation, a non-local, long-time scale
event. Even more interesting, we find that we do not need to know the dynamical nature of
these defects as we approach the shear banding event. Knowing their configuration prior to
deformation is sufficient. This suggests that at temperatures well below the glass transition
temperature these defects are locked in place.

3.2. METHODS
3.2.1. Simulation model
We simulate a coarse grained bead-spring polymer with chains of length N = 5. The bonded
interactions are taken through a harmonic bonding potential,

b
=
Ujk

kh
(rjk − d)2 ,
2

(3.1)

where rjk is the radial distance between monomers j and k and kh = 2000/d2 . Here, d
and  are the length and energy scales of our simulations respectively. The non-bonded
interactions are taken using a modified 12-6 Lennard-Jones (LJ) potential,

nb
= 4
Ujk

"

σ
rjk − ∆

12


−

σ
rjk − ∆

6 #
.

(3.2)

We choose ∆ = 0.75d and σ = d−∆/21/6 . This gives our potential shorter range and higher
curvature while restricting the minimum to reside at the same location as the standard LJ
potential where ∆ = 0. This modification promotes brittle fracture at low temperatures
as is expected in experiments. In the text, we present our findings in units reduced by d, 
and the monomer mass m. This study was completed using the LAMMPS [115] simulation
package with a simulation timestep of 0.0006636, chosen to be commensurate with the
increased curvature of the non-bonded interactions. The pillars are aligned along the ẑ axis
and periodic in this direction, and surfaces in the radial direction are free. We hold the
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length of our pillars fixed at L = 200 particle diameters and vary the diameter of our pillars
to be nominally D = 12.5, 25, 50, and 100 particle diameters. We generate Npillar = 100
independent pillar configurations for the three smallest pillar diameters and Npillar = 50
independent pillar configurations for the largest diameter pillars.
Using a cooling rate of 5 × 10−5 , we find the glass transition temperature of the pillars
to be Tg = 0.38 by identifying the intersection of linear fits of the density as a function of
temperature in the supercooled and glassy states. Pillars were thermalized at T = 0.5 within
a cylindrical, harmonic confining wall which is fixed to ensure the density of the monomers
is ρ ≈ 0.3 within it. The pillars were cooled at a rate of 5 × 10−4 to a temperature of
T = 0.05. This caused the pillar diameter to contract away from the confining wall as the
density of monomers rose to ρ ≈ 1.0 within the pillar below Tg . We then deform our samples
by applying a uniaxial strain to the ẑ axis at an engineering strain rate of ˙ = 2.5 × 10−5 .
3.2.2. Softness field
The softness field used in this study was first characterized in Ref. [34]. We repeat relevant
details here for completeness. We first characterize the local structure around each monomer
j, using a set of NLSF = 165 “local structure functions”2 :

ΨR (j; µ, L) =

X

e(rjk −µ)

2 /L2

(3.3)

k

ΨA (j; ξ, λ, ζ) =

X

2
2
2
2
e(rjk +rkl +rjl )/ξ (1 + λ cos θjkl )ζ

(3.4)

k,l

where µ, L, ξ, λ, and ζ are parameters that characterize the members of each family of
structure functions. Here, rjk is the distance between monomers j and k. The variable θjkl
2

In this chapter, we make a distinction between structure functions used to calculate our softness field
which we deem “local structure functions” and the structure functions that describe the mesoscale structure
of the planes in the pillar which we deem “structure functions”. In all other chapters that do not require such
distinction, we refer to the following set of functions simply as “structure functions” which is the standard
notation.
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is the angle made between monomers j, k, and l. The summations are performed for all
monomers within a radius RcS . Our results are insensitive to changes in RcS so long as we
include the first few neighboring shells [33]. In this work, we set RcS = 2.5. The parameter
sets that we used to characterize the local environment may be found in the Appendix of this
chapter. We standardize each local structure function by subtracting its mean and dividing
by its standard deviation across all monomers and then assign each particle j a vector,
vj ∈ RNLSF in which each orthogonal component of the vector is one of the standardized
local structure functions. We call these “local structure vectors”.
Next we need to develop a “training set”, an example set of rearranging and non-rearranging
particle the machine learning algorithm. To create this set, we ran additional independent
molecular dynamics simulations in which we thermalized and strained pillars at several
temperatures: T = 0.05, 0.1, 0.15, 0.2, 0.25, 0.275, 0.3, and 0.325. These pillars all had
a nominal diameter of D = 50 and had a length along their ẑ axis of 100. Because the
deformation of the pillars causes affine transformations of particle configurations which
do not necessarily correspond to rearrangements, we quantify rearrangements of particle j
using:

2
Dmin
(j; t) =

Nj
1 X
[rjk (t + ∆t) − Λj (t)rjk (t)]2
Nj

(3.5)

k

which measures the non-affine motion of particle j at time t. Here rjk is the vector between
particles j and k and Λj (t) is the best fit local gradient tensor about particle j which
minimizes the quantity [46]. Summations are performed over all Nj particles within a
cutoff radius of 2.5 particle diameters. We chose ∆t to correspond to a strain of 0.00166.
2 (j; t) > 0.1. This value was chosen
We say that a particle j at time t rearranges if Dmin

by using the same method as in Ref. [33]. Additionally, we confine our rearranging and
non-rearranging sets of particles to be selected from a region 17 particle diameters from
the center of the pillar and in the elastic regime of strain to avoid rearrangements caused

33

by zero-modes on the surface of the pillar and particles in the shear band respectively. At
each temperature, we chose Nr = 700 randomly rearranging particles, and Nn = 700 nonrearranging particles to be in our training set. We say that a particle is non-rearranging if
2
it has the one of the lowest Nn values of Dmin
averaged over a relaxation time [128].

We then use a linear support vector machine (SVM) to calculate the hyperplane that best
separates the local structure vectors corresponding to rearranging particles from points
corresponding to non-rearranging particles. It is not possible to specify a hyperplane that
completely separates rearranging particles from non-rearranging ones. Thus, the SVM
is designed to penalize particles whose classification is incorrect. This misclassification
penalty is controlled by the parameter C where larger C values correspond to fewer incorrect
classifications. This parameter was chosen to be C = 0.1 by k-folds cross-validation. We
find that more than 93% of rearrangements occur on particles with softness S > 0 by nested
cross-validation [26]. As with plane weakness, SVM algorithm was implemented using the
scikit-learn package [111]. For the purposes of this study, we normalize our softness field
to have zero mean and unit variance at each pillar diameter. This leads to an easier
interpretation of our softness based results as the number of standard deviations away from
0.
3.2.3. Structure functions
Shear bands are expected to form along approximately 45° planes in the pillars. We partition
our pillars into Nplane = 7200 45°–planes with 200 partitions in the ẑ axis and 36 partitions
in the θ̂ direction, along the polar angle. We seek to mathematically encode the structure
of these planes. To do this, we devise a set of “structure functions”3 that describe the
local structure of the pillar around each of plane. We define these functions to respect
the symmetries of the elliptical prism that characterizes each plane in the pillar. These
functions come in two categories with three families each. The first category is the density
structure functions:
3

Please see previous footnote for an explanation of the notation used in this chapter.
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Gh (i; ξh , h) =

1 X P
Θij (h, ξh )
D2

(3.6)

j

GR (i; ξh , LR , R) =

2
1 X P
2
Θij (0, ξh ) e−dij (R) /LR
R

(3.7)

j

GA,a (i; ξh , ξR , θc ) =


1 X P
a ζ(θc )
Θij (0, ξh ) ΘE
ij (ξR ) cos θij
2
D

(3.8)

j

where each structure function is for a plane i and sums are performed over all particles j
whose contribution to the sum is greater than 0.1 for numerical efficiency. Here, LR , ξh ,
ξR , h, and R are parameters that characterize these functions. The function ΘPij (h, ξh ) =
2

e−(|hij |−h)

2
/ξh

is a soft step function that controls the spatial extent of the mapping from

plane i to particle j, hij is the distance between plane i and particle j and ξh is a parameter
that controls the decay length of ΘPij . The function dij (R) is the distance in plane i
that particle j is away from an ellipse that is centered on the ẑ axis and has a minor
axis of length R. The ellipse is oriented so that it covers the ellipse of eccentricity

√1
2

that is formed by making a 45° plane through the pillar. The ellipse is defined by the
equation (xM )2 /2 + (xm )2 = R2 where xM and xm are the in plane distances along the
major and minor axes of the ellipse cut out by the 45°–plane respectively. The function
M 2 /2+(xm )2
ij

−((xij )
ΘE
ij (ξR ) = e

)/ξR2 is a soft step function for particles within an ellipse with

a is the angle between the a axis of plane i and
a minor axis of length ξR . The variable θij

particle j where a is either the major (M ) or minor (m) axis. Here, ζ (θc ) =

−1
log2 (cos(θc )) .

These families correspond to simple physical quantities in the following way. Eq 3.6 is
proportional to the density of particles a distance h away from plane i in a plane of thickness
ξh . Eq 3.7 is proportional to the density of particles in an elliptical shell of width LR and
thickness ξh that has a minor axis of length of R and is centered on plane i. Finally, ζ (θc ) is
defined so that the cos (θc )ζ(θc ) =

1
2

allowing us to interpret of this term as another soft step
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function with a cutoff angle of θc . Thus, Eq 3.8 is proportional to the density of particles
in pie slices that have width θc and width of ξR and depth of ξh along the major and minor
axes of plane i. We call these families of structure functions the plane density, radial density,
and angular density structure functions respectively.
The other category is the softness structure functions.

These come in three families,

Γh (i; ξh , h), ΓR (i; ξh , LR , R), and ΓA,a (i; ξh , ξR , θc ), and measure the mean softness of the
regions that correspond to the density structure functions, Gh (i; ξh , h), GR (i; ξh , LR , R),
and GA,a (i; ξh , ξR , θc ) respectively. We define these functions specifically as:

P

j

Γh (i; ξh , h) = P

P

j

ΓR (i; ξh , LR , R) = P

Sj ΘPij (h, ξh )
j

(3.9)

ΘPij (h, ξh )

Sj ΘPij (0, ξh ) e−dij (R)
j

ΘPij (0, ξh ) e−dij (R)

2

2

/L2R

/L2R

 ζ(θc )
P (0, ξ ) ΘE (ξ ) cos θ a
S
Θ
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ij R
ij
j j ij
ΓA,a (i; ξh , ξR , θc ) =

ζ(θc )
P P
E
a
j Θij (0, ξh ) Θij (ξR ) cos θij

(3.10)

P

(3.11)

where each function is for a plane i and sums are performed over all interior particles
j. For this study, we define the interior of the pillar as all particles greater than 3.5
particle diameters from the pillar’s surface. Summations are restricted to interior particles
because the structures which cause rearrangements in the bulk, where the softness field was
developed, are likely to be different than the structures on the surface of the pillars that
lead to rearrangements. For numerical efficiency, we further restrict the summation so that
a term only contributes to either sum if the product of that term’s functions (excluding Sj )
is greater than 0.1. We call these structure functions the plane, radial, and angular softness
structure functions respectively.
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3.2.4. Plane weakness
The primary goal of this paper is to identify which structural motifs (e.g., the local density
in the center of the pillar, or perhaps the local roughness on the surface) are associated
with shear band formation. We approach this problem as one of classification in which we
want to distinguish between two sets of planes: those that are likely to shear band and
those that are not; these sets will be called “weak” and “strong” planes respectively. Thus,
we aim to create an independent function for each pillar diameter, called a “classifier”,
that can classify a plane into the weak or strong category at each pillar diameter based
on its structure alone. By independent, we mean that our classifiers should be trained on
independent data sets at each pillar diameter, not that they are necessarily statistically
independent of each other. We examine this point in the Appendix of this chapter. Using
specific classifiers for each pillar diameter allows for the possibility that the features which
determine shear banding vary with pillar diameter.
We approach this problem in a way that mirrors the creation of our softness field (described
in 2.2 Softness field ). For each pillar, we describe every 45°–plane prior to deformation
with NSF = 612 structure functions. Specific parameter sets used can be found in the
Appendix of this chapter. At each pillar diameter, we standardize each structure function
by subtracting the mean and dividing by the standard deviation. We then assign each
plane i a vector, pi ∈ RNSF where each orthogonal component of the vector is one of the
standardized structure functions. We call these the “structure vectors”, {p1 , ..., pN } where
N = Nplane × Npillar .
To determine where each pillar shear bands, we consider the local von Mises shear strain
rate around each particle j, denoted as J2,j , a common metric in numerical studies of shear
banding [1, 87, 134]. We evaluate the local shear strain rate between the unstretched pillar
configuration and the pillar configuration at a strain of  = 5.5% with a cut-off radius of
2.5 particle diameters. At this strain, we see we see regions of strain localization for all
pillar diameters. An example of this may be seen in Figure 3.1c. For each plane i, we then
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evaluate its average strain rate,

J2,j ΘPij (0, ξh )
P P
.
j Θij (0, ξh )

P
hJ2 ii =

j

(3.12)

where the summation runs over all monomers in the interior of the pillar. Here, we take
ξh = 2 but find our results are qualitatively insensitive to this parameter.
To develop our classifier, we build a training set of planes: one population that does shear
band (shear band planes), and a second population that does not shear band (non-shear
band planes), which are defined based on the largest and smallest average von Mises shear
strain rate in a pillar, respectively. These planes are selected from the set of Npillar independent pillar thermalizations and deformations at each pillar diameter. This yields a training
set with 2Npillar elements at each pillar diameter.
To solve this classification problem, a linear support vector machine (SVM) finds the best
hyperplane to separate shear band and non-shear band structure vectors in RNSF . We define
the “weakness” of a plane i, Wi , to be the shortest signed distance from pi to this hyperplane
in RNSF . Larger values of plane weakness indicate planes that are structurally similar to
shear banding planes while smaller values of Wi indicate little structural similarity to shear
banding planes. This hyperplane is then employed to determine the plane weakness of any
plane at a given pillar diameter. We normalize our hyperplane so that the distribution of
plane weakness has a standard deviation of 1. Our SVM method was implemented using
scikit-learn [111]. To ensure that our model was not overfit, we employ recursive feature
elimination (RFE) which prunes Nprune of the least important structure functions from our
model [59].
Two choices are made in the development of our linear SVM used to generate plane weakness. First, we must decide how many structure functions to prune from our model, Nprune .
Second, the SVM method typically incorporates a misclassification penalty C, as described
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in the section 2.2 Softness field, which must be chosen as well. We want to make both of
these choices so that our model best generalizes to new planes. To do this, we use stratified
3-fold cross-validation with a grid-search over a set of possible C values ranging from 10−4 –
100 and Nprune values ranging from 0–(NSF − 1). To ensure our parameter selection was
independent of fold selection, we randomly shuffle planes between between our folds 10 times
and take Nprune and C to be the values which produce the highest average cross-validation
accuracy across re-shufflings.
While a linear SVM may not be the best model for shear band classification, there are
two reasons why we use it here regardless. First, we are in a data-limited regime, i.e. our
training set size is much less than the number of structure functions describing a plane
(2Npillar  NSF ). This regime tends to disallow overly complicated non-linear models
such as neural-networks or radial basis function SVMs, and we have found that we rely on
RFE extensively (which simplifies our model even further) to prevent over-fitting. See the
Appendix of this chapter for further details. Second, the principle aim of this paper is not
to determine the best model to classify shear bands but instead to develop an adequate
model and analyze the structural motifs it unveils. Linear models, in particular, are easy
to analyze.
3.2.5. Multiple Feature Importance Ranking Measure
Once a classifier is obtained, our main task is to analyze it to determine which structures
it uses to distinguish shear band from non-shear band planes. Since plane weakness Wi is
defined as the signed normal distance to a hyperplane in a space defined by our structure
functions, a natural approach to determining the importance of various structure functions
would be to consider the magnitude of the projection of the hyperplane normal onto each
structure function axis. This approach, however, would not account for the instability in
the RFE algorithm given correlations between structure functions. For example, consider
the structure functions Gh (i; ξh , h) and Gh (i; ξh , h + δh) where δh is an arbitrarily small
constant. These structure functions must be perfectly correlated. During the pruning
process, the RFE algorithm will recognize this and arbitrarily prune one of these structure
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functions causing its importance to drop to 0 under the previous metric while its neighbor
will have some finite importance. Thus, as a result of correlation and our fitting procedure,
slight differences in sampled data may lead to large differences in the perceived importance
of arbitrarily similar structure functions.
To remedy this problem, we will say that a structure function is important to our model if
varying that structure function is likely to cause a large variance in plane weakness. Thus,
in the previous example, the importance of the pruned structure function would not go
to 0 as it is correlated with its neighbor. This is because varying the pruned structure
function would likely vary its neighbor and thus, vary plane weakness. A metric for this
is called the Feature Importance Ranking Measure (FIRM) [168]. A structure function’s
FIRM score is the percentage of the variance in plane weakness that can be described by
the variance in that structure function if correlations with other structure functions are
included. As such, FIRM scores range between 0, where the variance in plane weakness is
not described by a given structure function, and 1, where the variance of plane weakness is
entirely described by variance of a given structure function. In the event that our structure
functions are uncorrelated, FIRM simplifies to the projection of the structure function onto
the hyperplane normal.
While FIRM is restricted to the analysis of individual structure functions, we often wish
to understand the importance of sets of related structure functions. To address this shortcoming, in this work we extend FIRM to analyze the importance of multiple structure
functions simultaneously. Our approach, the Multiple Feature Importance Ranking Measure
(MFIRM), describes the percentage of the variance in plane weakness that can be ascribed
to the variance in a given set of structure functions if we take correlations into account,
and we use this metric to distinguish the importance of families of structure functions
(e.g., surface density fluctuations, angular density fluctuations, etc.). We derive this metric
(which parallels that of FIRM) below.
Consider a set of NMFIRM structure functions for which we want to determine the impor40

tance. Let

f : RNSF →
− RNMFIRM

(3.13)

be a function which projects the orthogonal components which correspond to the set of
structure functions from the original vector space of all structure functions to a new vector
space with only the structure functions of which we wish to find the importance. The
expected plane weakness given a set of values of the selected features t ∈ RNMFIRM is:

qf (t) = hW (p) |f (p) = ti

(3.14)

The MFIRM score of this set of features then corresponds to the standard deviation of
qf (t):

sZ
Qf =

dt (qf (t) − hqf i)2 P (f (p) = t)

(3.15)

where P (f (p) = t) is the probability density of obtaining selecting the structure function
values t and hqf i is the expected value of qf (t).
In general, this quantity is quite difficult to calculate as P (f (p) = t) is unknown. To
simplify calculation, we assume the structure functions are normally distributed with a
mean of µ and covariance matrix Σ. The mean may be partitioned into µf and µl which
correspond to the sets of structure functions that that are part of the f mapping, i.e. the
ones we wish to know the importance of, and structure functions that are leftover, i.e. not
in that set, respectively. Similarly, we may partition the covariance matrix as well,
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Σll Σlf 
Σ=
.
Σfl Σff

(3.16)

Then, via the properties of the conditional distributions of the multivariate normal distribution, we find

T
qf (t) − hqf i = nTl Σlf Σ−1
ff (t − µf ) + nf (t − µf ) ,

(3.17)

where nf and nl is the partitioned normal of plane weakness. The superscript T ’s denote
transposition. Then, we may use the quadratic form expectation to show that Eq. 3.15 is

Qf =

p
ṽ T Σff ṽ,

(3.18)

T
where ṽ T = nTl Σlf Σ−1
ff + nf . If the structure functions are not normally distributed,

this quantity provides a second-order approximation of MFIRM. Because plane weakness
is normalized to have a standard deviation of 1, Qf may be readily interpreted as the
percentage of variance in plane weakness that can be described by a given set of features.
For models which are not normalized, we can normalize by the standard deviation in the
measure to obtain the same interpretation.
3.2.6. Fluctuation models
The correlation between structure functions makes it difficult to disentangle whether high
FIRM and MFIRM scores represent a single underlying important variable or many such
important variables. For example, again consider the structure functions Gh (i; ξh , h) and
Gh (i; ξh , h + δh) where δh is chosen to be arbitrarily small. These structure functions have
identical FIRM scores as they are perfectly correlated, but including Gh (i; ξh , h + δh) in our
model does not help classify shear band planes because it is degenerate with its neighbor.
Thus, while there are two structure functions, they really measure the same information.
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To ascertain whether two subsets of structure functions measure the different underlying
variables, we want to instead ask the following question: given two subsets of structure
functions A and B, does B classify shear band planes well independent of its correlations
with A? If so, the structure functions in B must have access to some underlying variable
(information) that is not present in A which is predictive of shear band formation.
To do this mathematically, we fit the structure functions in B to those in A using linear
least squares regression for all N planes at a given pillar diameter. We interpret this fit
as a function that provides the expected value B’s structure functions given A’s structure
functions, i.e. this function describes the correlations between subsets A and B. We next
calculate the residuals between the actual and expected structure function values. We call
these residuals the “fluctuations” away from the structure function set’s expected value.
We then train a new machine learning hyperplane based exclusively on these fluctuations
to obtain plane weakness, thus creating a metric that distinguishes between shear band and
non-shear band planes based exclusively on these fluctuations.
If this “fluctuation model of B given A” can predict shear band formation at rates greater
than chance, then B must contain an underlying variable not in A. We note that we do not
expect these models to be especially predictive compared to our original plane weakness
metric because we have restricted the number of structure functions and have removed any
correlations between A and B which may have aided in the prediction. However, we may
conclude that the more predictive these fluctuations are the greater the strength of the
underlying variables in B that are not degenerate with A.

3.3. Mechanical properties
Figure 3.1 shows that the mechanical properties of our pillars depends strongly on the
pillar diameter. We plot engineering stress-strain curves averaged over all configurations
at each pillar diameter in Figure 3.1a. We find that both the Young’s modulus, which was
determined by linear fits to the initial ( ≤ 0.5%) stress-strain response, and the strength
(stress maximum) of our pillars increases with pillar diameter. Both material properties
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increase by more than 50% as the pillar diameter increases from D = 12.5 to D = 100 as
shown in Figure 3.1b. The overall trends with sample dimension are in good qualitative
agreement with experiments on thin polymer films as a function of film thickness [141, 91].
b
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Figure 3.1: Characterization of basic mechanical properties of oligomer nanopillars. (a) Stress-strain curves averaged over all configurations found for each nanopillar
diameter when deformed under uxiaxial tension. The curves are vertically shifted by constant c for clarity. (b) Young’s modulus (navy squares) and the strength (red diamonds)
of the nanopillars as a function of the pillar diameter. (c) The local von Mises strain rate
field of a single D = 50 pillar calculated for balls of size 2.5 around each particle after a
strain of  = 5.5%, and (d) the local von Mises strain rate field averaged over 50 D = 50
pillars in the isoconfigurational ensemble. Nanopillar snapshots were created using OVITO
software [145].
The strain in our samples strongly localizes into a shear band as our deformations reach
the yield point. To understand how deformation effects the strain field within our pillars,
we examine the local von Mises shear strain rate around in a ball of size 2.5 around each
particle after a strain of  = 5.5%. Figure 3.1c shows the von Mises strain rate field of a
single D = 50 pillar, and this field exhibits an unambiguous shear band plane of high von
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Mises shear strain rate. At this low temperature, all of our samples at any pillar diameter
exhibit a strong strain localization.
A key point we wish to address with our study is whether the location where a material fails
is dictated by the local structure, and if so, we further wish to identify the structural motifs
that promote strain localization and shear banding. To first test whether the local structure
plays a role in the localization of a shear band, we employ the isoconfigurational ensemble
[159], which is a technique that played a key role in demonstrating that there exists an
interplay between local structure and dynamic heterogeneities in supercooled liquids. By
beginning a series of simulations with the same monomer positions, but with momenta
re-drawn from the Maxwell-Boltzmann distribution, we can examine whether the location
of the shear band in our pillar is caused by random thermal fluctuations or the material
structure. If we begin with the same configuration used to generate the strain field in
Figure 3.1c and run 50 deformation trajectories with randomly initialized momenta, the
average strain field hJ2,j i field for each particle j is shown in Figure 3.1d. Clearly the
strain tends to localize in one of two locations, while if the location of the shear band were
random, we would expect a more uniform distribution. These results indicate that the local
structure that is frozen when the sample is quenched plays an important role in determining
the shear band location, consistent with prior work [132]. Furthermore, this tendency for
strain to localize is robust across all studied pillar diameters.

3.4. Plane weakness
Having established that the local structure dictates where shear bands will form using the
isoconfigurational ensemble, in order to guide the development of mesoscale and constitutive
models, it is essential to determine the nature of the structural variables that lead to strain
localization. Therefore, we will first demonstrate that our structural machine-learned quantity, plane weakness, is quite predictive of shear band formation, and then we will analyze
this metric to determine how it predicts where shear bands will occur.
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3.4.1. Performance
Figure 3.2a demonstrates that our classifiers are able to distinguish shear banding planes
(the plane in each pillar with the maximum hJ2 ii ) planes from non-shear banding planes
(the plane in each pillar with the minimum hJ2 ii ) at each pillar diameter. The test set
accuracy, found using 10-fold nested cross-validation [26], gives an unbiased estimate of the
percentage of shear band and non-shear band planes that are correctly classified. At each
pillar diameter over 85% of planes are correctly classified, which is 8 standard errors above
random (50%) proving that we do better than chance at distinguishing between shear band
and non-shear band planes. The second metric, P (W > 0|SB), provides the probability
that a shear band plane (SB) is classified as weak (W > 0). This was also found using
10-fold nested cross-validation. We find that over 90% of shear band planes are weak at
each pillar diameter. These results show that our linear SVMs correctly classify the vast
majority of shear band planes as weak.
One curious feature in Figure 3.2a is the small but significant non-monotonicity in both
the behavior of the test set accuracy and P (W > 0|SB). This behavior indicates that it
is more difficult for plane weakness to predict shear band from non-shear band planes at
intermediate pillar diameters suggesting new physics at these intermediate diameters which
is not available at the smallest or largest pillars. This new physics is expressing itself in one
of two ways. First, it may simply indicate that our fitting procedure (including our structure
function design, our machine learning model, and our procedure to prevent overfitting) may
not work as well at detecting shear band from non-shear band planes at intermediate pillar
diameters because of the changing physics governing shear band formation. On the other
hand, this drop in accuracy may be fundamental, i.e. it may be intrinsically more difficult
to predict shear band formation at intermediate length scales compared to smaller or larger
length scales. Additional research is needed to distinguish between these scenarios.
Now we consider the predictive nature of plane weakness’ magnitude within the entire set
of planes at a given pillar diameter rather than its sign alone in the subset of shear band
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Figure 3.2: Performance of plane weakness as structural indicator of shear banding planes. (a) Test set accuracy and expected percentage of shear bands that are weak
at all pillar diameters. (b) The probability that a plane will shear band as a function of
its weakness at pillar diameters D = 12.5 and D = 100. The inset shows the underlying
distribution of plane weakness for all planes at pillar diameters D = 12.5 and D = 100.
Solid lines are exponential fits to the data. Error bars for (a) and (b) are calculated using
a binomial confidence interval. (c) A snapshot of an undeformed D = 50 pillar where each
monomer j is colored by Pj . Note that this is the same pillar as in Figures 3.1c and 3.1d.
and non-shear band planes. The inset of Figure 3.2b shows the distributions of weakness
across all planes for the D = 12.5 and D = 100 pillars. These distributions are both roughly
Gaussian with means that are approximately 0. We now turn to the probability a plane
will shear band for a given plane weakness, P (SB|W ), in Figure 3.2b for the D = 12.5 and
D = 100 pillars. We see an exponential increase by more than 2 decades over the range
W = 0 to W = 3 in the probability of shear banding, and the trends are remarkably similar
across pillar diameter, despite the fact that each diameter is characterized by a distinct
classifier. This similarity holds for across pillar diameters as shown in the Appendix of
this chapter. This plot explicitly demonstrates that the probability of a shear banding is a
function of magnitude, not just the sign, of plane weakness. As a plane becomes weaker as
quantified by the local structure through Wi , it is more likely to shear band.
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We next investigate whether there are spatial correlations in plane weakness that lead to
regions in our sample that are more (or less) likely to shear band. To do so, we begin with
P (SB|Wi ), the probability that plane i of given weakness will shear band, and map it to
the particles near the plane to estimate the probability that particle j will be in a shear
band,

P
Pj =

iP

(SB|Wi ) ΘPij (0, ξh )
P P
.
i Θij (0, ξh )
2

Here, the sum is over all planes, ΘPij (h, ξh ) = e−(|hij |−h)

2
/ξh

(3.19)

is a weighting function that

controls the spatial extent of the mapping from plane i to particle j, hij is the distance
between plane i and particle j and ξh = 1/2 is a parameter that controls the decay length
of ΘPij . The map of Pj for all particles is shown for a D = 50 pillar in Figure 3.2c, and this is
the same pillar configuration shown in Figures 3.1c and 3.1d. Evidently, spatial correlations
exist in plane weakness leading to two large defect regions in the pillar where the particles
are more likely to be involved in a shear band. The locations of high average local von
Mises shear strain rate seen in Figure 3.1d show striking similarities with regions of high Pj
in Figure 3.2c. The Pearson correlation between these two plots is 0.52, and the probability
that there is no correlation between these fields is less than 10−6 . This strong correlation
demonstrates that plane weakness predicts not only the planes that are likely to fail but
also the spatial regions that are likely to fail in a pillar. This distinction is important as it
indicates that plane weakness is a direct structural measure of these regions as opposed to
an indirect quantity that is only useful in plane space. We emphasize that what makes this
result remarkable is that we are predicting the location of shear bands, a strongly nonlinear
phenomenon, from the initial configuration prior to any deformation and then finding these
results directly compare to the actual locations of failure.
3.4.2. Importance of individual features
Taken together the results in Figure 3.2 demonstrate that plane weakness captures the
structural origin of shear banding in glassy polymer nanopillars well. We now turn to FIRM
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(as described in section 2.5 Multiple Feature Importance Ranking Measure) to analyze which
individual structure functions are most useful in the prediction of shear band formation.
Because we use a second order approximation of FIRM and MFIRM, we show that most
of our structure functions are approximately normally distributed in the Appendix of this
chapter. Figure 3.3 plots several of the structure functions along with their FIRM scores
to demonstrate the relative importance of different structural variations to shear banding
for pillars with D = 100. The structure function characterizing the density as a function
of radial position in a given plane is shown in Figure 3.3a for shear-banding and all planes,
where each point in the curve corresponds to a different structure function. In general, we
see that average radius of a shear banding plane is slightly smaller than the average plane.
What is surprising about this feature is how small the fluctuation in the radius is, less than
half of a particle diameter. This length scale is nearly constant at all pillar diameters as
shown in the Appendix of this chapter. The FIRM score for the density variations is also
the highest near the surface, indicating that the variations in the density near the cylinder
surface can be used to explain a large fraction of the variations in the plane weakness. In
contrast, the density further away from the interface (where R ≈ 48) is a less important
indicator, as shown by the FIRM scores that decrease below 0.1 for R . 48. Remarkably,
these fluctuations are not due to any mechanical scraping of the surface of the pillars but
arise from the thermal fluctuations in the formation of our pillars alone.
The remaining panels in Figure 3.3 show the importance of structure functions in other
families that we have employed in our machine learning approach. Figure 3.3b shows the
importance of the total density in a plane a distance h away from the test plane. Intuitively,
this function is very important for small h (FIRM score above 0.8) where it characterizes
the density close to the plane, and this function becomes decreasingly important as h
increases. This provides further confirmation of our previous results revealing the most
important feature is a slight undercoordination of the shear band plane due to these small
surface fluctuations. We also see that these surface defects are quite long ranged along
the surface of the pillar, approximately 18 particle diameters for the D = 100 pillar. The
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Figure 3.3: Plots of structure functions averaged over all (blue diamonds) and
shear band (red squares) planes with corresponding FIRM scores (black circles). The left hand axis corresponds to the average of the set of structure functions.
The right hand axis corresponds to the FIRM score of the given structure function. The
graphics depicted to the right of the plots illustrate the region over which each structure
function is calculated. The green plane represents the plane of consideration while the
magenta regions represent the region over which the density function is calculated. All
functions are plotted for the D = 100 pillar. The functions these plots show are: (a)
hG̃R (i; 3.00, 0.5, R)i, (b) hG̃h (i; 0.5, h)i, (c) hΓR (i; 3.00, 0.5, R)i and (d) hΓh (i; 0.5, h)i for
h ≤ 1.5. Definitions of the functions in (a), (b), (c), and (d) can be found in Equations 3.7,
3.6, 3.10, and 3.9 respectively. Here, a tilde above the function indicates that it has been
normalized by the maximum of the given structure function set averaged over all planes, e.g.
h (i;0.5,h)iX
hG̃h (i; 0.5, h)iX = hGM
where Mh (0.5, h) ≡ max (hGh (i; 0.5, h)iall ) and X ≡ all or
h (0.5,h)
SB indicates averaging over all or shear band planes.
length scale of these surface defects grows sub-linearly with pillar diameter, which suggests
that surface defects may become less important as the pillar diameter increases. This is
in qualitative agreement with capillary-wave model (CWM) theory for planar liquid-vapor
interfaces which suggests that this length scale should increase with the system’s interfacial
area as these fluctuations can better explore large wavelength modes [12]. This suggests
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that these surface fluctuations are trapped during the quench of our pillars.
As described above, the softness of a particle has been shown to be intimately related to the
tendency for an individual particle to rearrange under mechanical deformation or thermal
relaxation [34, 128, 127, 146]. A natural question to ask is whether the softness of the
particles associated with a given plane is in any way indicative of the tendency of that
plane to shear band and lead to failure. In Figure 3.3c, we plot the structure functions
characterizing the average softness as a function of radial position in the pillars. The shear
banding planes tend to have smaller values of softness near their surface compared to average
planes, suggesting that shear band planes are harder near the surface. Now, we plot the
structure functions that describe the average softness as a function of distance away from a
test plane, h, in Figure 3.3d. We note that shear band planes have larger values of softness
for small h than non-shear band planes. However, given the relatively small FIRM score
for each of these softness-based structure functions, we find that they are not individually
predictive of the structural variations in shear banding planes. Other structure functions,
such as the radial density shown in Figure 3.3a, are better able to distinguish shear-banding
planes on their own.
3.4.3. Importance of collections of features
The results described above in Figure 3.3 suggest that different families of structure functions can have varying amounts of overall importance, and a natural question to ask is
how the importance of groups of structure functions might change with pillar diameter.
To answer these questions, we turn to MFIRM. MFIRM then enables us to examine how
the importance of families of structure functions changes with pillar diameter and assess
whether we approach a limit where the bulk-response dominates the behavior.
Figure 3.4a considers the MFIRM score of each family of functions weighted by the density
at each pillar diameter D. The most striking feature of this plot is the large MFIRM scores
of the radial and plane density structure functions which correspond to the sets of structure
functions plotted in Figures 3.3a and 3.3b respectively. These structure functions account
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Figure 3.4: Importance of sets of structure functions in shear band prediction.
Plots of the MFIRM scores the plane, radial, and angular structure functions along the
major and minor axes of each plane weighted by (a) the local density and (b) the mean
softness as a function of pillar diameter D. These plots explain the percentage of the
variance in plane weakness explained by each of these sets of features respectively.
for more than 90 percent of the variance in plane weakness at all pillar diameters though
percentage seems to decrease with increasing pillar diameter. We note that it is possible to
have multiple feature sets with high scores due to the correlation between the families of
structure functions, an issue we account for below. The second important feature of Figure
3.4a is the increasing MFIRM scores for angular density structure functions, which examine
the density in angular slices along the minor and major axes of the ellipsoidal plane, with
increasing pillar diameter. These scores explain around 70 percent of the variance in plane
weakness by D = 25, however these structure functions are unimportant for our smallest
nanopillar. Thus, angular density structure functions are becoming more predictive of shear
band formation as pillar diameter grows.
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The MFIRM scores of the families of softness structure functions at each pillar diameter are
shown in Figure 3.4b. Interestingly, the percentage of the variance in plane weakness these
structure functions can explain increases with the pillar diameter, suggesting that softness
structure functions become increasingly important as pillar diameter increases. We observe
the two largest increases in MFIRM occur in the radial and minor angular mean softness
structure functions. These sets of functions increase from accounting for 13 and 7 percent
of the variance in plane weakness at D = 12.5 to 39 and 31 percent of the variance in plane
weakness respectively. Interestingly, the plane softness structure functions that individually
have quite small FIRM scores (≈ 5 percent) have significantly larger MFIRM scores as a
collective group (≈ 25 percent) at the largest pillar diameter. This suggests that, while
local fluctuations of softness in the plane are not important in shear band prediction, longer
range fluctuations are.

3.5. Underlying variables excluding in-plane and surface density fluctuations
As we have made clear by showing the high MFIRM scores of the plane and radial density
structure functions in Figure 3.4a, in-plane and in particular surface density fluctuations
are the most important underlying variable in the plane weakness model. This leads to
the question: are the large and increasing MFIRM scores of other families of structure
functions indicative of other important underlying variables or are they simply caused by
the increased correlation of structure functions at large pillar diameters? In other words,
we seek to know whether other families of structure functions provide new information
to the machine learning algorithm or whether they are becoming more important simply
because they are better measures of in-plane and surface density fluctuations. To do this,
we consider fluctuation models of various sets of structure functions given the plane and
radial density structure functions. Here we use test set accuracy, i.e. the percentage of
correctly classified shear band and non-shear band planes found using 10-fold nested crossvalidation, as a metric of the predictive strength of various fluctuation models. The results
of this analysis are shown in Figure 3.5a.
The fluctuation models of the angular density structure functions given the plane and radial
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Figure 3.5: Fluctuation models for various sets of structure functions. (a) The
test set accuracy of the fluctuation models of all angular density structure functions, the
radial softness structure functions, and the plane softness structure functions that are local to the plane (h ≤ 1.5) given the plane and radial density structure functions at all
pillar diameters, D. Plots of the residuals of the angular density structure functions
along the (b) minor, hr̃A,m (i; 3.00, 48.6, θc )i, and (c) major, hr̃A,M (i; 3.00, 48.6, θc )i, for
the D = 50 pillars. (d) Plots of the residuals of the plane softness structure functions
(hρh (i; 0.5, h)i) for the D = 100 pillars. For plots of residuals listed above, the FIRM score
corresponds to the given fluctuation model, not the plane weakness measure found using
all structure functions. A tilde above the residual function indicates that the residuals
have been normalized by the maximum of the corresponding original structure function
hrA,M (i;3.00,48.6,θc )iX
set averaged over all planes, e.g. hr̃A,M (i; 3.00, 48.6, θc )iX = M
where
A,M (i;3.00,48.6,θc )
MA,M (i; 3.00, 48.6, θc ) ≡ max (hGA,M (i; 3.00, 48.6, θc )iall ) and X ≡ all or SB indicates averaging over all or shear band planes.
density structure functions do no better than chance (P = 50%) at D = 12.5 and D = 100
but exhibit some predictive power at intermediate pillar diameters. To better understand
the underlying variable described by these structure functions at intermediate pillar diameters, we plot the residuals of the minor and major angular density structure functions,
denoted rA,m and rA,M , in Figures 3.5b and 3.5c respectively at D = 50. FIRM scores
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listed describe the percentage of variance in the fluctuation model that is described by each
residual. Here we see the minor angular structure functions in Figure 3.5b are quite undercoordinated and become increasingly more so with larger angular resolution. In contrast, the
major angular structure functions in Figure 3.5c are overcoordinated compared to the average plane. This suggests that the undercoordination experienced by shear band planes at
these intermediate pillar diameters, between 25 and 50 particle diameters, typically occurs
along its minor axis. As the pillar diameter grows, the size of these fluctuations decrease
as a percentage the plane’s radius. This leads to a decrease in the importance of these
fluctuations at large pillar diameters. In small pillars, shear banding is entirely controlled
by density fluctuations in pillar planes rather than the geometry of these fluctuations.
Next, we turn to fluctuation models of the radial softness structure functions given the plane
and radial density structure functions. A priori, we might expect these fluctuation models
to be the most predictive of all softness structure function models due to their high MFIRM
scores relative to other families of softness structure functions. Instead, Figure 3.5a shows
that these models have test set accuracies of just higher than chance, approximately 55
percent. Because these structure functions have such high MFIRM scores but are not very
predictive on their own, they must be highly correlated with the plane or radial structure
functions. This indicates that the hard exterior regions in Figure 3.3c are not the cause of
shear band formation, but rather are caused by surface density fluctuations. We suspect
this effect is due to enhanced surface mobility, which is commonly found in glassy materials
with free surfaces [106, 165, 146]. Monomers near the surface are more mobile, potentially
allowing them to explore phase space locally [93] and leading to harder structures due to a
slower effective quench rate [127]. Thus, shear band planes which tend to have smaller local
radii are likely to have harder particles at small R than the average plane. Figure 3.3c also
supports this idea as we find that on both on average and in shear band planes, softness
decreases as we approach the surface of the pillar.
Finally, we examine fluctuation models of the plane softness structure functions that are
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local to the plane (h ≤ 1.5) given the plane and radial density structure functions. For
simplicity of interpretation, we restrict our analysis to the mean softness of planes that are
local to the test plane, h ≤ 1.5. Although the plane softness structure functions have the
smallest MFIRM scores out of all of the sets of structure functions we have examined, their
fluctuation models obtain large test set accuracies (P = 0.71±0.04) at large pillar diameters.
This indicates that they must measure some underlying variable not covered by the simple
model involving only the plane and radial density; i.e., the specific packing in the shear
band plane becomes increasingly important as the pillar diameter increases. To understand
this latent variable, we plot the residuals ρh of the plane softness structure functions in
Figure 3.5d for the D = 100 pillar. Here, we see that shear band planes are softer than
the average plane in the pillar (h = 0). This effect is apparently important since the FIRM
scores suggest that the variance of each of the first three structure functions accounts for
approximately 70 percent of the variance in the fluctuation model. We find that the mean
softness of shear band planes decreases sharply at h = 1.5, and adding additional plane
softness or angular softness structure functions to this model does not improve its accuracy
as shown in the Appendix of the chapter.
Taken together, our analysis of the fluctuation models suggests that as we approach the
large pillar limit, the only underlying variable that is predictive of shear banding and not
accounted for by the in-plane and surface density fluctuations is the mean softness local
to the plane (h < 1.5). This is interesting as the importance of these in-plane and surface
fluctuations is decreasing with increasing pillar diameter as shown by the MFIRM scores
of the radial and plane density structure functions in Figure 3.4a. Combined with the
information that MFIRM is increasing for the plane softness structure functions with pillar
diameter, we expect softness, a microscopic structural quantity to play a major role in the
macroscopic dynamics. The identification of such a structural quantity is a key step for the
development of mesoscale and constitutive models for the dynamics of materials [169].
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3.6. CONCLUSION
Our results demonstrate that the mesocopic structure of planes can be used to predict
shear banding in amorphous solids. This structure can be quantified by plane weakness.
According to our analysis, the main component of plane weakness for submicroscopic pillars
are small, less than half of a particle diameter, radial fluctuations on the exterior of the
plane. These fluctuations come from the thermalization of the pillar alone and are not
artificially induced. This provides valuable insight about manufacturing strong nanoscale
components: to strengthen glassy nanoscale components, we may neglect bulk effects and
focus on developing components that are smooth on the atomistic level. Even in pristine
lab environments, surface defects large enough to cause shear banding may arise in the melt
of a material.
As pillar diameter increases, this variable becomes less important and is replaced by other
structure functions. In particular, we find that the mean softness local to a plane is an
increasingly important predictor of shear banding with increased pillar diameter and is the
dominant predictor outside of the radial fluctuations at the largest pillar diameter considered. This observation links the machine learned quantity softness to mesoscale theories
such as Shear Transformation Zone (STZ) theory which hypothesize mesocale “configurational soft spots”, regions that are more likely to yield under shear stress [97]. This link
is non-trivial as softness is constructed as a measure of short, local particle motions while
shear bands are by definition long timescale, non-local events. Moreover, because we are
only using configurational information prior to deformation to predict shear bands, we have
shown that at temperatures well below the glass transition that these defects can be considered to be frozen in place, i.e. we do not need to consider thermal fluctuations to build
a mesoscale model that predicts mechanical behavior so long as such behavior occurs well
below Tg even when the constituent pieces of a material are atomic in nature.
These predictions come with some important limitations which can be found by examining
the choices made in this study. First, we have chosen to study un-scuplted nanopillars.
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Previous work has demonstrated that sculpting the surface of metallic glass nanopillars
can increase roughness and change the failure mode of the pillar from ductile to brittle [1].
Thus, we postulate that sculpting may change the relative importance of surface density
fluctuations to mean softness within a plane at a given pillar diameter, i.e. smoothing or
roughening our pillar’s surfaces may make mean softness within a plane more or less important respectively. Similarly, we could “sculpt” our pillars through a processing technique
that changes the softness distribution within them. We suspect that creating homogeneous
softness fields within our pillars would decrease the relative importance of softness compared to surface defects at a given diameter. This may be possible using physical vapor
deposition techniques. On the other hand, we could imagine that adding nanoparticles may
cause large variations in the local softness field near the particle causing softness to increase
dramatically compared to surface defects at a given pillar diameter.
Second, we have chosen to consider polymers that are quite short. This suggests that our
research is most applicable to small molecule glasses and oligomers in which entanglements
play little role. Within these bounds, we expect that our conclusions to hold qualitatively
as the properties of softness are quite general [34]. For long polymer chains, we anticipate
that entanglements will play an essential role in the post-yield behavior[103, 88, 54, 11],
though we speculate that the connection between surface defects, local structure, and the
location of the initial strain localization (shear band and/or cavitation) will be robust. The
depletion of entanglements near an interface will also present a competing effect to decouple
from the failure of a confined polymer glass[158, 147, 164] that is not present in simulations
of bulk polymer glasses.

3.7. Appendix
3.7.1. Additional details about plane weakness models
Here, we provide additional details about the plane weakness models. Figure S3.6a shows a
typical plot of plane weakness 3-fold cross-validation accuracies (the percentage of correctly
classified planes with the highest and lowest hJ2 ii in each pillar) as a function of both our
hyperparameters, C and Nprune . Note that test set accuracies are typically 1−2 percent less
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Figure 3.6: Details of plane weakness models. (a) 3-fold cross-validation accuracy is
plotted against C and Nprune for the D = 12.5 pillar diameter. (b) Plot of Nprune as a
function of pillar diameter. (c) Test set accuracy for smallest three pillar diameters when
tested on the model that was trained at the largest pillar diameter (D = 100).
than these values due to a slight amount of overfitting. We find that increasing the number
of pruned structure functions moderately increases cross-validation scores indicating that
our model improves as we prune more structure functions but does not change much so long
as C < 10−2 . We now turn to a plot of the number of pruned structure functions against
pillar diameter, Figure S3.6b. We find that this number generally decreases with increasing
pillar diameter. This suggests that a greater number of structure functions are predictive
of shear band formation as pillar diameter increases.
While our models are are clearly independent in the sense that they are trained on independent sets of data, we have not shown that they are statistically independent. To determine
this, we plot the test set accuracy of the three smallest pillars for a model trained exclusively on data from the largest pillar diameter, D = 100. If the models are statistically
the same, we would expect to see similar test-set accuracies as the largest pillar diameter
(99 ± 1 percent). Instead, we see a large decrease in test set accuracy to 91 ± 3 percent for
the D = 50 pillar. Moreover, as expected test set accuracy decreases as we decrease pillar
diameter and our models diverge even more. At the smallest pillar diameter the test set
accuracy is only 83±3 percent. This suggests that, indeed, our models are truly statistically
independent.
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3.7.2. Additional P (SB|W ) curves
In Figure S3.7, we include the P (SB|W ) curves for the intermediate pillar diameters D = 25
and D = 50. We note that they are roughly exponential and similar in nature to the curves

P(SB|W)

at the smallest and largest pillar diameters.
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Figure 3.7: P (SB|W ) for intermediate pillar diameters. Plots plane weakness, W ,
against the proability that a plane will shear band given that plane weakness P (SB|W ) for
the intermediate pillar diameters. These plots are similar in nature to the plots in Figure
2b.
3.7.3. Surface fluctuation depth
To measure the depth of the fluctuations causing shear banding on the surface of our pillars,
we fit the average radial density structure functions (as shown in Figure 3a for D = 100) to
the functional form

hG̃R,i (i; 3.00, 1.00, R)i =

Ai
(1 + tanh (αi (R − hrii )))
2

(3.20)

at each pillar diameter. Here the constants Ai , αi , and hrii are fitting parameters. The
parameter i denotes whether the fit is for the average over all planes (i = All) or shear band
planes (i = SB). We measure the surface fluctuation depth of the average shear band by
considering the quantity hriAll − hriSB in Figure S3.8. These values are impressively small.
This quantity obtains its maximum value at D = 100 where it is 0.43 and its minimum
value at D = 50 where it is 0.22. We find no general trend in these data.
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Figure 3.8: Surface fluctuation depth as a function of pillar diameter. Plots of
hriAll − hriSB as a function of pillar diameter D.
3.7.4. Density fluctuation width
The width of the density fluctuations may be shown by plotting

∆Gh (h) = hG̃h (i; 1.00, h)iSB − hG̃h (i; 1.00, h)iAll

(3.21)

for each pillar diameter in Figure S3.9a. Interestingly, we see for small pillar diameters that
these functions are greater than 0 at large h indicating that they have greater than average
density. We believe this is a finite size effect due to the the large extent of these surface
fluctuations.
To understand the width of these fluctuations, we plot the h∗ = {h : ∆Gh (h) = ∆Gh (1.0) /2}
against pillar diameter in Figure S3.9b. We see the width of these fluctuations are increasing sublinearly. The line in Figure S3.9b corresponds to the power law line of best fit which
has an exponent of 0.54.
3.7.5. Assumption of normality of structure functions
When using FIRM and MFIRM metrics in this paper, we have made the assumption that
our structure functions follow a multivariate normal distribution. If our structure functions
deviate significantly from this assumption, the approximate FIRM scores presented here
may deviate significantly from their correct values. To check how well this assumption
holds, we will consider the necessary condition that each individual structure funciton is
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Figure 3.9: Surface fluctuation width as a function of pillar diameter. (a) Plots of
∆Gh (h) at each studied pillar diameter. (b) Plots h∗ , a length scale which characterizes
the width of the density fluctuations, against each studied pillar diameter with power law
line of best fit.
normally distributed. To this end, we first consider the skewness (γ1 ) and excess kurtosis
(γ2 ) of each structure function of a D = 100 pillar in Figure S3.10a. For a perfectly normal
distribution, these values would be 0 for all structure functions. Indeed, we find γ1 ≈ 0 and
γ2 ≈ 0 for the vast majority of structure functions.
We note that 27 structure functions have values skewness or excess kurtosis outside of the
range shown in Figure S3.10a. To examine these more closely, we plot the distributions
of the structure functions with the 3 most non-normal skews and excess kurtosis in Figure
S3.10b. For each of these distributions, we have normalized them so they have means of
0 and variances of 1 as indicated by the bar above the structure functions. The worst of
these distributions has a unimodal distribution with a large skew (2.6) and excess kurtosis
(9.3). These structure functions correspond to R values which are much larger than the
nominal radii of the pillar and thus, rarely have values above 0. This indicates that we
may expect significant error in our FIRM scores for the largest R values for radial density
structure functions. It is important to note, however, that these structure functions are
not chosen in our RFE algorithm and thus, we do not expect them to effect the results of
FIRM overall. Next, let us look at the distributions of the 4th , 6th , 10th , and 20th most
non-normal distributions in Figure S3.10c. These distributions look reasonably normal and
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seem to be quickly converging to a normal distribution. Based on these observations and
because our models are based on tens or hundreds of structure functions, we believe that
our second order approximation to FIRM is quite reasonable for this work. Similar results
hold at other pillar diameters.
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Figure 3.10: Testing the normality of our structure functions. (a) Plots the distribution of skews (γ1 ) and excess kurtosis (γ2 ). (b) Distributions of the most non-normal
structure functions. Here, the bar above the structure function indicates that we have normalized them to have 0 mean and unit variance. (c) Distributions of the 4th , 6th , 10th , and
20th most non-normal structure function distributions respectively.
3.7.6. Effects of additional softness structure functions on fluctuation models
Results from the main text demonstrate that an increase in mean softness local to a given
plane increases the probability that the plane will shear band independent of correlations
with fluctuations on the plane’s surface and internal density fluctuations. One can now
postulate that certain configurations of mean softness in the plane may increase the probability that the plane will shear band even further. To test this hypothesis, we fit a multiple
linear regression model of all softness structure functions except the plane softness structure
functions that describe mean softness for h ≤ 1.5 to the plane density structure functions,
radial density structure functions, and plane softness structure functions for h ≤ 1.5. We
then proceed to build a fluctuation model based on this multiple linear regression in the
manner described in the main text. Thus, this model checks if specific configurations of
softness structure functions are predictive of shear banding absent of any correlation with
surface fluctuations, internal density or mean softness near the plane. We plot the test set
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accuracy at each pillar diameter in Figure S3.11. We find that these models do no better
than chance (50 percent). This provides evidence that softness far from the plane and specific configurations of softness within the plane are not predictive of shear banding in pillars
of this size.
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Figure 3.11: Fluctuation models of all other softness structure functions. Plots the
test set accuracy of based on fluctuation models of all softness structure functions except
the plane softness structure functions that describe mean softness for h ≤ 1.5 against pillar
diameter. The linear regression for these fluctuation models were based on the radial and
plane density structure functions as well as the plane softness structure functions h ≤ 1.5
from the plane.
3.7.7. Parameters for local structure functions
To fully define softness, we need to define the parameters used to characterize local structure
around particles. We use two parameters to define local structure functions in the ΨR
family: µ and L. We take L = 0.05 for all of these structure functions and have µ ∈
{0.25, 0.30, 0.35, ..., 2.45}. For the ΨA family, there are three parameters: ξ, λ, and ζ. We
take these parameters to be every unique tuple from the following sets: ξ ∈ {1.0, 1.5, 2.0},
λ ∈ {−1, 1}, and ζ ∈ {1.000, 1.122, 1.265, 1.434, 1.635, 1.878, 2.174, 2.541, 3.003, 3.597,
4.377, 5.432, 6.906, 9.057, 12.369, 17.863, 27.976, 49.826, 112.253, 449.360}. Classification
accuracy is insensitive to the exact set of parameters used so long as they adequately capture
the local structure around particles.
3.7.8. Parameters for structure functions
The structure functions used in this text are parameterized by several variables including: LR , ξh , ξR , h, and R. For each family of structure functions, we describe the corre64

sponding density and softness categories of structure functions as with the same parameters. For the plane family of structure functions (Gh and Γh ), we take ξh = 0.5 and
h ∈ {0, 0.5, 1.0, ..., 18.0}. For the radial family of structure functions (GR and ΓR ), we take
LR = 0.5. We then take every unique pair of ξh and R such that ξh ∈ {1.0, 2.0, 3.0} and
R ∈ {D/2−5, D/2−5+LR , ..., D/2+4}. For the angular structure functions (GA,a and ΓA,a ),
we take every unique tuple for the sets ξh ∈ {1.0, 2.0, 3.0}, ξR ∈ {D/8, D/4, 3D/4, D/2},
and θc ∈ {1.047, 0.785, 0.654, 0.572, 0.471, 0.368, 0.276, 0.186, 0.092} along both the minor
and major axes. Any structure function in which any plane in any pillar of a given diameter was found to be not a number was not used to fit any plane weakness or subsequent
fluctuation models. This condition occurs rarely for softness structure functions when few
monomers are in a given region due to our computational cutoffs. We find that, similar
to the particle-level softness field, test set accuracy of plane weakness is insensitive to the
exact set of parameters in our calculation so long as the structure of the plane is adequately
described.
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CHAPTER 4 : Dynamic phase transitions in freestanding glassy thin films
After more than two decades of study, many fundamental questions remain unanswered
about the dynamics of glass-forming materials confined to thin films1 . Experiments and
simulations indicate that the dynamics in thin films with free interfaces are enhanced over
length scales larger than the size of the molecules, and the effect becomes stronger at lower
temperatures. However, the nature of the influence of interfaces remains a point of significant debate. In this work, we explore the properties of the non-equilibrium, dynamic phase
transition between high and low mobility basins in model polymer freestanding thin films.
In thick films, the film-averaged transition is broader compared to the bulk transition, while
in thin films the transition is a variant of the bulk transition that is shifted towards a higher
bias. When we plot the coexistance point of this transition against the distance from the
films’ surface, we find that thick films have both a surface and bulk transition while thin
films transition essentially all at once. These results are reminiscent of thermodynamic
capillary condensation of a vapor-liquid phase between parallel plates that prefer one of
the phases. This transition bears similarities to several experiments that demonstrate the
viscosity of amorphous thin films exhibits a sharp transition from glassy to liquid-like behavior when film thickness is reduced below a material dependent onset thickness, and this
is the first demonstration of an effect analogous to capillary condensation in non-equilibrium
phase transitions in a structural glass-former of which we are aware.

4.1. Introduction
There are numerous applications of ultrathin amorphous films including flexible integrated
curcuits [124], tissue engineering [90], and semiconductor manufacturing [143]. However,
after more than 25 years of study, the dynamics of amorphous ultrathin film materials are
still not well understood. As film thickness (h) is reduced in systems with weak substrate
interactions, the glass transition temperature (Tg ) in both polymeric and small molecule
glass supported films decreases by 15 K – 30 K [74, 49, 122, 44, 160, 57, 166]. This effect is
1
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especially large in freestanding polystyrene films, where decreases of up to 70 K are reported
[50]. In the thick film limit (h > hc ≈ 30 nm) or when one probes time scales shorter than
approximately 1 s where the confinement effects are relatively modest, the changes in Tg
can be understood as a consequence of a mobile surface layer that propagates from the free
surface into the film [130].
However, as the film thickness is reduced below hc and longer time scales are probed, several
new features emerge. Measurements of the gradient of Tg (∇Tg ) in supported polystyrene
films indicate that the changes in Tg cannot be explained as a film with a bulk-like Tg being
supplanted by a surface layer with a lower glass transition temperature (Tg,s = Tg − ∆T )
as h decreases [42]. While Tg,s  Tg in thick films, Tg,s anomalously increases dramatically
upon reduction of h until it joins the film average Tg for h < hc at which point the Tg
measured at the surface can no longer be distinguished from that of the entire film. This
important result suggests that the film dynamics as a function of the distance from the
interface homogenize for thin films.
While it is conceivable that having distinct surface and bulk Tg that converge to a single
value upon reduction of h would lead to a narrowing of the glass transition, this view does
not agree with results in supported thin films with weak substrate interactions. In these
cases, the reduction of ∇Tg is accompanied by a broadening of Tg for both polymeric and
molecular glass films, suggesting the material still samples a broad distribution of dynamics
in ultrathin films [57, 166]. This transition occurs in two stages. As h decreases in thick
films, the lower onset of Tg decreases independent of the constant bulk-like upper onset
of Tg suggesting an increasing amount of fast-modes are becoming available due to the
effect of the free surfaces. For h < hc , these lower and upper onsets decrease sharply and
in parallel implying that bulk-like dynamics begin to disappear at this length scale. The
dynamics of freestanding and supported polymer films have been studied directly using
the dynamics of fluorescent dye molecules and demonstrate the emergence of a fast decay
process independent of the single, slow decay process available for thick films [106, 105]. This
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population of fast decaying processes may account for the increased dynamic heterogeneity
in thin films.
These corresponding transitions indicate a qualitative difference in the dynamics of glassy
films below hc , but an explanation for such a transition remains elusive. Molecular dynamics
simulations have studied the mobility of ultrathin films extensively in the weakly supercooled
regime [10, 78, 64, 133], but simulations only observe a weak increase in the size of the
mobile surface layer with decreasing temperature [112, 39], though this may be due to the
limited timescales available to molecular dynamics simulations. The fastest rate typically
used in experimental cooling rate dependent Tg measurements is approximately 1 K s−1 at
which point Tg only weakly depends on h [57], while the longest timescale reached in direct
simulations of glassy solids is approximately 1 µs [39, 67]. Moreover, while many of these
molecular dynamics studies focus on the average local relaxation time on approach to a film’s
interface, we have not found a study that looks at the spatio-temporal fluctuations of the
dynamic heterogeneities in ultrathin films. This oversight seems conspicuous considering
that this is a fundamental feature of bulk supercooled liquids on approach to the glass
transition [41] and given the widening distribution of relaxation rates seen in thin film
experiments.
One approach to studying dynamic heterogeneity in bulk glasses is through the use of space
and time-integrated dynamic order parameters that are defined over entire trajectories. A
typical dynamic order parameter may count the number of particle “hops” in a trajectory
of a given number of particles and observation time. Applying a large deviations theory
framework [151, 43] to such dynamic order parameters has allowed for the determination of
first-order phase transition in the dynamics of model [61, 140, 139, 155] and experimental
[114] glassy materials from an “active”, high-mobility state to an “inactive”, low-mobility
state. For a finite-sized system, this transition indicates an excess of low-mobility trajectories in the distribution of a dynamic order parameter in equilibrium compared to the
expected Gaussian distribution. This excess of low mobility trajectories is the dynamic

68

analogy to excess low-density fluctuations as a liquid approaches a liquid-vapor transition.
The so-called “fat-tails” of the dynamic distributions are typically enhanced through the
use of a biasing field, s, which couples linearly with the dynamic order parameter, in analogy to a reduced pressure biasing a liquid towards low-density states. Importantly, while
this dynamic transition was initially observed in kinetically constrained models, the phenomenology behind such transitions is independent of any particular theory. In fact, recent
simulations [155, 15] indicate that this transition could be related to the ideal glass transition predicted by the random first order transition (RFOT) theory [20, 108].
Here, we use the “s–ensemble” described above to analyze the dynamic phase transition
in model low molecular weight polymer freestanding thin films. We find evidence that
the active phase “wets” the free surface of the interface in equilibrium (s = 0) at the
temperatures we study. In thick films, we find a broad, rounded transition. Locally, this
transition splits into two parts: one that is near bulk-like in the center of the film and
one that dewets the surface of the film at higher field strengths s. In thin films, the
entire film transitions nearly uniformly. We interpret these observations as a dynamic
version of capillary condensation analogous to thermodynamic capillary condensation that
occurs in Ising magnets [48, 100] and binary polymer films [99]. We also discuss what
such a transition would mean in experimental cases and whether our results relate to the
fundamental transition in dynamics for h < hc .

4.2. Methods
In this work, we model oligomeric bead-spring polymers each with 10 beads of diameter σ
and mass m. Here the non-bonded interactions are taken via a Lennard-Jones interaction
with a well-depth of  that is truncated at 2.5σ, and the bonded interactions are taken via
a finite extensible nonlinear elastic potential [80]. Here, we study systems of N = 1250
monomers at two temperatures: T = 0.5/kB and 0.48/kB . At each temperature, we
simulate two ensembles of freestanding films, thick films with h = 20σ and thin films with
p
h = 12.5σ, in the NVT ensemble with a timestep of δt = 0.002τLJ with τLJ = mσ 2 /
the unit Lennard-Jones time scale. The temperature is maintained through an Andersen
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thermostat [2] using a massive stochastic collision every ∆t = 656δt. At T = 0.5/kB ,
we also simulate bulk trajectories using periodic boundary conditions in all directions and
modify Andersen’s algorithm so that it is run in the NPT ensemble at a pressure of P = 0.
We generate trajectories by harvesting configurations every ∆t. Except for our finite-sized
scaling results where we vary tobs , we maintain trajectories of duration tobs ≈ 17.4τα,b where
τα,b is the bulk relaxation time, which we define as the time at which the self part of the
intermediate scattering function intersects 1/e at each temperature. Precisely, we analyze
trajectories in which tobs = 270∆t and 576∆t for our high and low temperature cases
respectively. All simulations are performed with LAMMPS [115].
The dynamic order parameter of interest in this study measures the mobility of a trajectory
and is defined as
K [x] = ∆t

NX
N
obs −1 X
i=1

∆rj (ti−1 , ti )2

(4.1)

j=1

where x = {rj (t)}1≤j≤N,0≤t<tobs is a trajectory, ti = i∆t is a time within x, and ∆rj (t, t0 ) =
krj (t0 ) − rj (t)k is the distance a monomer j travels between times t and t0 within x. Here,
rj (t) is the position of particle j at time t within x, and we take Nobs = tobs /∆t to be the
number of observed frames within x. This order parameter has been shown to exhibit a
dynamic phase transition in the bulk [61] and has been been linked to a dynamic transition
from a state with a large number of particle hops (large K [x]) to a state with a small
number of particle hops (small K [x]) [139]. Following Refs. [61, 85], we may now consider
the probability distribution of trajectories at a fictitious field, s, that is linearly coupled to
this order parameter
Ps [x] ∝ P0 [x] e−sK[x]

(4.2)

in which P0 [x] is the equilibrium probability distribution of trajectories and Ps [x] is the
probability distribution of trajectories at a given field strength s. While we could obtain
this distribution at all s by generating a sufficient number of trajectories in the equilibrium
distribution (s = 0), this is not computationally efficient because of the rarity of the lowmobility (small K[x]) trajectories at the temperatures at which we simulate. Instead, we
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perform Monte Carlo in trajectory space, transition path sampling (TPS) [37] at multiple
values of s. All averages are calculated using the multistate Bennett acceptance ratio [135],
and we implement replica exchange across windows in s [23] and use waste recycling [51, 7]
to enhance our sampling. Obtaining converged statistics requires more than 105 trajectories
across all windows in s for a given (h, T ) combination. Complete simulation and TPS details
can be found in the Appendix of this chapter.

4.3. Global dynamic transition
We begin our analysis by considering the average value of our mobility order parameter
K [x] at a given field strength (Ks = hK [x]is ). To better visualize the behavior of this
order parameter, we plot the difference between the mean mobility at s and its equilibrium
value (∆Ks = Ks − K0 ) for T = 0.5/kB and 0.48/kB in Figs. 4.1a and 4.1b. Error
bars show bootstrap error across our two configurations. We include plots of K0 in the
Appendix of this chapter (Fig. 4.5). The ∆Ks plots show sigmoidal behavior in all cases. We
include plots in the Appendix of this chapter that demonstrate this behavior sharpens with
increased observation time (Fig. 4.6) consistent with previous observations in the bulk [61].
This indicates that the sigmoid behavior that is observed will sharpen into a discontinuous
transition with a coexistence point, s = s∗ , in the large system limit (N, tobs → ∞). Thus,
we are observing a first-order dynamic phase transition in K [x]. This transition is equivalent
to the to a fat-tail in the ∆K [x] probability distribution in equilibrium (P0 (∆K [x])) at low
∆K [x] compared to the expected Gaussian as shown in the insets of Figs. 4.1a and 4.1b.
Larger versions of these insets may be found in the Appendix of this chapter (Fig. 4.7).
These insets reveal that under confinement low mobility trajectories become less probable,
and the low-mobility tails of the distribution becomes more Gaussian in ultrathin films.
Next we analyze the susceptibility of our K [x] order parameter

χs = −

∂Ks
= h(K [x] − Ks )2 is
∂s

(4.3)

which is plotted in Figs. 4.1c and 4.1d. Taking the peak of this function to be the finite
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Figure 4.1: Evidence of changing dynamics in amorphous thin films. In all plots, the bulk,
thick film and thin film correspond to the grey, blue, and red curves respectively. (a and b)
Average space-time mobility order parameter minus the equilibrium mobility as a function of
field strength (s) at two temperatures, T = 0.5/kB and 0.48/kB . The sigmoidal behavior
in these plots demonstrate a first-order dynamic phase transition. This indicates fat-tails
in the equilibrium probability distribution of the (∆K [x] = K [x] − K0 ) compared to the
expected Gaussian distribution (black dashed lines) as shown in the insets. This was first
demonstrated in the bulk in Ref. [139]. This deviation from Gaussian is reduced with
increased confinement suggesting decreased spatio-temporal dynamic heterogeneity in thin
films. (c and d) Susceptibility plotted at all confinements. These plots demonstrate that
confinement shifts the peak in χs , a finite-sized estimate coexistance point of the dynamic
transition (s∗ ) to higher field strengths. They also demonstrate a rounding of the thick film
transition which becomes sharper with increased confinement. (e and f ) Alpha relaxation
times measured as the time at which the self-intermediate scattering function averaged at a
field strength of s intersects 1/e. Local relaxation times (τα (z)) are plotted for z = 6σ away
from the interface as dashed lines for both film thicknesses. These lines follow each other
until they separate at their respective dynamic transitions. This nonlinear effect suggests
that overlapping dynamic gradients are not the cause of the shifting dynamic transition.
Error bars are not included in the inset or local relaxation rate date for clarity.
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system estimate of the coexistance point (s∗ ) between high and low mobility phases, we
find that low temperatures have decreased s∗ and sharper peaks compared to high temperatures as seen in Ref. [61]. These changes in s∗ indicate changes in equilibrium dynamic
behavior with lower values of s∗ indicating greater deviance from Gaussian, consistent with
the behavior in the insets of Figs. 4.1a and 4.1b. We also find s∗ increases with increasing confinement at both temperatures. Again, this effect is related to the more Gaussian
distribution of dynamics in thin films demonstrating decreased low mobility fluctuations.
We additionally observe that the thick film has a broader transition compared to either the
bulk or thin film. This broadness suggests that the thick film does not fall out of dynamic
equilibrium all at once but rather in stages.
This dynamic transition corresponds to a dramatic increase in the alpha relaxation time (τα )
defined as the time at which the self part of the intermediate scattering function evaluated
at a field strength s,
Fs (t) =

+
*
X sin (q∆rj (t0 , t + t0 ))
j

N q∆rj (t0 , t + t0 )

,

(4.4)

t0 ,s

intersects 1/e as shown in Fig. 4.1e and 4.1f. Here we take q = 6.96σ −1 . While this increase
is evident in all instances, the growth in the films’ relaxation rates seems to be significantly
less than the apparent relaxation rate of the bulk in the low mobility, inactive phase. Thus,
although the films are able to reach a low mobility dynamic phase, the effect of this phase
on the relaxation rates appears to be significantly lessened.
We also plot the local alpha-relaxation time (τα (z)) a distance of z = 6σ for the thick
and thin films in Fig. 4.1c. While these curves track each other for small fields (s <
0.003σ −2 ∆t−1 ), the two curves separate from each other at s values where the thick film
begins to transition. This effect seems nonlinear in nature. Further analysis of τα (z) suggests that this difference is not due to linear additive effects of two h-independent mobility
profiles (Fig. 4.10). While the thin and thick films local τα (z) maintain the roughly double exponential form found in typical molecular dynamics simulations [10, 78, 64, 133] for
s > 0, the parameters of this fit do not obey the thickness independent scaling relationship
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Figure 4.2: Average local mobility in films as a function of the distance away from the
interface at selected field strengths (Ks (z) = hK(z) [x]is ), for thick (solid) and thin (dashed)
films. The inset shows a close-up of the same profiles. These profiles are separate at
intermediate field strengths. Similar profiles are seen for films with high (s = 0.013σ −2 ∆t−1 )
and low (s = 0.000σ −2 ∆t−1 ) field strengths.
found in Ref. [39]. Additional details of this calculation are available in the Appendix of
this chapter.

4.4. Local dynamic transition
We now explore the local dynamics of the film in greater detail by measuring our mobility
order parameter as a function of the distance away from the interface
NX
N
obs −1 X
−(z−zj (ti−1 ))2
∆t
2
2δ 2
K(z) [x] = √
∆rj (ti−1 , ti ) e
2πδ 2 i=1 j=1

(4.5)

where zj (t) is the shortest distance of monomer j to the interface at time t. We find that
our results are qualitatively insensitive to the choice of δ so long as δ ≤ 0.05σ. For each
trajectory, we define the interface as the slab that the local film density reaches 1/2 its
average interior value. We start by examining the average value of the local dynamics at a
given field strength (Ks (z) = hK(z) [x]is ) for thick and thin films at T = 0.5/kB in Fig. 4.2.
As is typical in simulations of freestanding films, we find an increase in mobility as measured
by Ks (z) near the free surface. Similar to other simulation results, we find the dynamics
of the equilibrium systems (s = 0) is nearly identical in the thick and thin film cases. As
s increases, however, the profiles of our local mobility order parameters in thick and thin
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films differ. At s = 0.008σ −2 ∆t−1 , we find that the thick (h = 20σ) films experience a large
decrease in the mobility in the film interior while a smaller change occurs in the dynamics
of the thin (h = 12.5σ) films. As we increase field strength to s = 0.011σ −2 ∆t−1 , we find
the mobility profile of the thick film from 2σ < z < 4σ joins the mobility profile of the
thin film while separation still occurs in the center of the film. When both films reach the
inactive state (s = 0.013σ −2 ∆t−1 ), mobility profiles again join.
To further investigate this effect, we show the local mean mobility as a function of field
strength s minus the equilibrium local mean mobility for a selection of distances from the
interface z (∆Ks (z) = Ks (z) − K0 (z)) in Fig. 4.3a and 4.3b for thick and thin films
respectively. At each z, our local order parameter ∆Ks (z) exhibits a clear sigmoidal transition associated with the dynamic phase transition. These plots illuminate two trends on
approach to the interface. First, the height of the transition decays indicating more homogeneous dynamics on the at the interface in both the thick and thin films. Second, the
coexistance point of this local transition shifts smoothly as a function of z in the thick film
while the thin film seems to transition at a similar high s∗ throughout the entire film, except
for the plane closest to the free surface.
We can see the homogeneity in the thin film transition more clearly by plotting s∗ against
the distance away from the interface in both the h = 20σ and 12.5σ films in Fig. 4.4a and
4.4b for T = 0.5/kB and 0.48/kB , respectively. We extract this value by taking s∗ (z) as
s (z)
at each z which is found by fitting the
the position of the maximum in χs (z) = − ∂K∂s

profiles in Fig. 4.3 to the sum of a linear function and a hyperbolic tangent. In each case,
it appears that the thick films have two distinct transitions: one on the interior of the film
and one at the interface with a smooth transition between the two, and this is consistent
with the broadening of the susciptibility peak for the thick films shown above in Fig. 4.1.
For thin films, this splitting of the surface and interior transitions is either dramatically
decreased (T = 0.5/kB ) or disappears entirely (T = 0.48/kB ) indicating that sufficiently
thin films only have a single transition which has a coexistance point near that of the surface
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Figure 4.3: Average local mobility in films as a function of field strength for selected distances from the interface. (a and b) Plots of the difference between the mean local mobility at s and equilibrium at selected distances away from the interface z (∆Ks (z) =
Ks (z) − K0 (z)) for thick and thin films. These plots demonstrate that while the local coexistance point in thick films shifts to higher field strengths as the interface is approached,
the thin films seem to transition at a single high coexistance point.
transition in the thick films.
We now investigate whether the merging of the surface and bulk transitions could be described by a simple model in which we assume the dynamics in a thin film is described by a
simple linear combination of the enhanced mobility at each interface. To do this, we assume
the local mobility in the h = 12.5σ films is described by a linear combination of the local
mobility in the h = 20σ films from both interfaces which are distances z and 12.5σ − z away
in the h = 12.5σ films. Here, we suppose that interfaces in h = 20σ films are separated
enough to leave local mobility unaffected by the interference of multiple interfaces. Thus,
we model Ksh=12.5 (z) = Ksh=20 (z) + Ksh=20 (12.5 − z) and find the coexistance point of this
model as the dotted line in Fig. 4.4a. While this model homogenizes the thin films, it does
so at the value of s∗ from the film center rather than the surface value, in contrast to our
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Figure 4.4: Evidence of two dynamic transitions in thick films that merge into a single
transition. (a and b) This figure shows the coexistance point (s∗ ) of of the local mobility order parameter as a function of distance from the interface (z) at T = 0.5/kB and
0.48/kB . Here we see that the thick films have two transitions, one that is bulk-like and
one that is on the surface of the film. The thin films only have a single transition that is
surface-like. This effect is more pronounced at lower temperatures. The dotted line in the
inset of a represents our model of the thin film as a linear combination of mobility in the
thick film. While this model homogenizes the film, it does so at the bulk-like rather than
the surface-like coexistance point.
simulation results. This indicates that the merging of s∗ is not a result of a linear combination of the enhanced dynamics at the interfaces of the films. Thus, the homogenization
in thin films is not a result of overlapping mobility gradients.

4.5. Discussion
In conclusion, we have applied “s-ensemble” methods to show evidence of changes in the
dynamic phase transition of glassy freestanding films. Our thick (h = 20σ) films have a
much more rounded transition compared to bulk or thin (h = 12.5σ) films as evidenced by
a broader peak in the susceptibility. In the thinner films, the peak sharpens and requires
stronger biasing (larger s∗ ) to induce the phase transition, which is consistent with a strong
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suppression of low-mobility fluctuations in the thin films. Moreover, we have looked at the
local mobility profiles in these cases and have determined that the thin films experience a
single transition while thick films experience two: a film center and a surface transition.
This implies a homogenization of the dynamic transition under confinement.
These features are reminiscent of capillary condensation between parallel plates [48, 100, 99].
Capillary condensation occurs when a binary fluid is in contact with two symmetric walls
in which one fluid species prefers the walls. Such a scenario can cause the a phase boundary
between the blended phase to a single phase to shift to lower temperatures and larger
values of exchange potential (∆µ). The shift occurs because the local decrease in ∆µ at
the interface due to interactions with the walls causes the free energy to favor the surface
species. For films with thicknesses much larger than the bulk correlation length (ξ), the
films divide into three regions: (a) a wetted region close to the wall with width hw , (b)
a transition region with width ξ, and (c) a bulk-like region. When h ≈ 2(hw + ξ), the
transition begins to round. For h < 2hw , the transition becomes a shifted version of the
bulk. The parallels between the evidence we have presented and these features point to
a dynamic version of capillary condensation occurring in the freestanding films we have
studied.
The establishment of such an effect in freestanding films leads to the question: do thin films
on a substrate also see dynamic versions of confined wetting transitions? Near a rough
substrate dynamics tend to slow down which suggest that these surfaces could enhance
fluctuations into the low-mobility, inactive phase. Such a scenario would lead to the dynamic
analog of a delocalization-localization phase transition due to the anti-symmetric wetting
conditions [19, 18, 17, 99]. We would expect that such a transition also broadens and is
pushed to lower temperatures and higher field strengths as in the capillary condensation
case, and we speculate that one may also observe a merging of the near-substrate and nearsurface transitions in thin films. In this view, the suppression of ∇Tg in equilibrium[42] is
equivalent to the suppression of ∇s∗ shown in Fig. 4.4 as film thickness is reduced, and
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hc ≈ 2hw . Moreover, the broadening of Tg [57, 166] in supported films may be explained
via a broadening of dynamic delocalization-localization transition.
Due to the difficulty in probing freestanding films, few experiments address them directly.
However, there are several features in previous experiments that are consistent with this
point of view. The larger decrease in Tg in freestanding polystyrene films than supported
polystyrene films [50] is consistent with larger shifts in the phase boundary for capillary condensation phenomena as compared to delocalization-localization phenomena [99]. Maybe
the most compelling piece of evidence is the emergence of a fast relaxation mode in freestanding polystyrene films while the slow relaxation mode seems to follow the bulk for films
as small as 14 nm [106]. Such an effect is particularly unexpected because coarse-grained
simulations of thin freestanding films [133] show deviations from bulk behavior in relaxation
times in the center of freestanding films at this level of confinement. Given that the mobile
surface layer is expected to grow upon cooling, this would suggest even greater deviations
from bulk behavior in experiments which regularly reach significantly larger timescales and
higher mobility gradients. In light of our results, this fast mode may be interpreted as a
layer near the free surface with minimal low-mobility fluctuations, while the rest of the film
exhibits bulk-like fluctuations into the low-mobility phase.
The homogenization of the transition point in thin films also provides further evidence of the
existence of an interfacial tension between the active and inactive phases studied herein.
However, we emphasize that these results do not require a view of the glass transition
through the lens of dynamic facilitation [98]. Given that it is known that the inactive phase
preferentially samples low energy states [68] with locally preferred packing motifs [155], we
cannot rule out the possibility that our results are a manifestation of the predicted interfacial
tension between amorphous states predicted from the random first order transition (RFOT)
theory [76]. Some attempts at describing the dynamics near free surfaces have relied on
accounting for simple changes in the number of particles forming a cage near the free surface
[142] and propagating this effect into the film [113], and our results suggest that it may be
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important to take into account the spatial variation in the materials’ ability to sample low
energy amorphous states and the interfacial energy between them. This would manifest as
a term that penalizes the formation of large gradients in mobility and not a simple additive
effect of the two interfaces involved as shown in Fig. 4.4a and Fig. 4.10. As emphasized
above, it will be of interest to observe how this manifests in films with asymmetric and
competing boundary conditions.

4.6. Appendix
4.6.1. Additional simulation details
We perform molecular dynamics simulations of a coarse-grained model linear polymers [80]
prepared in thin film geometries. All of our films have N = 1250 monomers of diameter σ.
The chain length of these polymers is Nch = 10 monomers. The non-bonded interactions
between particles i and j are specified by

Uijnb = 4



σ
rij

12


−

σ
rij

6 !


− 4

σ
rcnb

12


−

σ
rcnb

6 !
(4.6)

when the distance between monomers is less than the cutoff distance (rij < rcnb ) and Uijnb = 0
otherwise. Here,  is the depth of the Lennard-Jones well, and we take the range of our
interactions to be rcnb = 2.5σ. The bonded interactions are specified by finite extensible
nonlinear elastic (FENE) potential given by
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where rcb is the maximum bond length, and k is the spring constant of the model. We choose
these to be rcb = 1.5σ and k = 30/σ 2 as in Ref. [80].
Thin film simulations are performed in NVT ensemble while bulk simulations are performed
in the NPT ensemble. In both cases temperature is maintained the Andersen thermostat
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p
[2] at a timestep of δt = 0.002 /mσ 2 where m is the mass of a monomer. Here the temperature is maintained through massive stochastic collisions in which the velocity of every
monomer is randomly reassigned from a Gaussian distribution at the given temperature.
These collisions are performed the every ∆t = 656δt time steps. We also output configurations every ∆t. These parameters are similar to those used in [61]. For the NPT ensemble,
pressure is maintained at P = 0 using a Nosé-Hoover barostat in the NPH ensemble between stochastic collisions. All simulations are performed using a python wrapper around
LAMMPS [115].
4.6.2. Monte Carlo details
Transition path sampling
To efficiently sample trajectories within the s-ensemble, we employ Transition Path Sampling (TPS) [37]. This technique uses Monte Carlo on trajectories rather than configurations
to build an ensemble of trajectories that transition between states A and B. By relaxing
the requirement that trajectories start in state A and end in state B, we may build up an
ensemble of trajectories in general. Starting from a trajectory with observation length tobs ,
we generate new trajectories with the using the TPS moves described below. We accept
these new trajectories at a rate in accordance with detailed-balance to maintain equilibrium.
Transition path sampling moves
We use two types of TPS moves to generate new trajectories from old trajectories that
are randomly performed each with a 50% probability. The first we call a “partial shooting
move”. This is a variant of the “half shooting move” first used in Ref. [37]. In a half
shooting move, we choose a random configuration (C) of the old trajectory and a random
direction either forward or backward. If the forward direction is chosen, we generate a new
trajectory by replacing the configurations from C to the end of the old trajectory with a
new simulation of the same length that starts from C. This will generate a new trajectory
due to the stochastic nature of our thermostat. If the backward direction is chosen, a new
trajectory is generated by replacing the configurations from the start of the old trajectory
to C with the reverse of a new simulation of the same length that starts from C. New
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0 = min 1, e−s(Knew −Kold ) where K
trajectories are accepted with a probability of Pacc
new
and Kold are the dynamic order parameters of the new and old trajectories respectively.
In a partial shooting move, we perform a forward shooting move if the timestep of C is
greater than tobs /2 and a backward shooting move otherwise. This modification increases
the efficiency over half shooting moves in two ways. First, it reduces simulation time to
simulate a new trajectory by a factor of 2 on average. It also increases the acceptance rate
of new trajectories at large field strengths by decreasing the size of the Monte Carlo step
which leads to faster mixing, i.e. we find new trajectories that contain less than tobs /2 old
trajectory configurations are very unlikely to be accepted. While this move obeys detailed
balance, it is non-ergodic due to the inability to mix configurations near tobs /2. This issue
may be avoided by combining it with an ergodic move. The ergodic move that we chose is
the multiple proposal shifting move introduced in Ref. [7]. We note the acceptance criteria to
P −sKj
0 = e−sKi /
where Ki is the dynamic order parameter
accept shift proposal i is Pacc
je
of shift proposal i.
We note that if system lengths are small in the dimensions with periodic boundary conditions our films occasionally crystallize into a body-centered cubic (BCC) structure at large
field strengths (s). Because we are concerned with the dynamic transition in amorphous
materials, we want to exclude trajectories with crystalline order. To do this we modify the
0
acceptance criterion of the TPS moves as in Ref. [61] so that Pacc = Θ (0.0015 − ρBCC ) Pacc

where ρBCC is the time-averaged percentage of monomers in a BCC crystal structure according to a common neighbor analysis (CNA) and Θ (x) is a step function. This prevents
trajectories from crystallizing.
Replica exchange
For each simulation, we sample our system at several different field strengths (s). To
increase the mixing rate of our Markov chain, we employ replica exchange between these
field strengths. Specifically, we use a decenteralized replica exchange algorithm [89] that
does not wait for all replicas to complete their Monte Carlo moves before swapping replicas.
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This is significantly more efficient than centralized algorithms because no time is wasted
waiting for other replicas to finish their TPS moves once a replica has finished its TPS
move. Additionally, we employ all-exchange replica swapping moves [23] which attempt to
swap a single replica with all other replicas in the system. Sampled field strengths were
chosen so that the distributions of the dynamic mobility order parameter K at each given
sampled field strength would have a constant overlap with its neighboring sampled field
strengths [117]. After any replica completed a Monte Carlo move, it attempts 82 replica
exchange moves as in Ref. [31]. All of these methods have been shown to provide more
efficient mixing compared to ordinary replica exchange [148].
Averaging
All averages are performed using the multistate Bennett acceptance ratio (MBAR) python
code introduced in Ref. [135]. To more efficiently use data, we record the use waste recycling
of rejected states [51] to obtain better estimates of all quantities that involve our order
parameter K [x] (∆Ks , P0 (∆K [x]), and χs ) as done in Ref. [7]. All other quantities are
calculated by using MBAR on post-processed trajectories that we store every Nout cycles.
We define a cycle as a TPS move followed by all replica exchange moves. We choose Nout
large enough to minimimize storage demands but smaller than the mixing rate of our Markov
Chain.
Error bar computation
At each temperature and confinement, two independent simulations are performed. This
ensures our Monte Carlo has converged fully and is not stuck in a local minima. These
independent configurations allow us to calculate the bootstrap error across configurations
for an observable (O) at a field strength (s)

 (O)s =

1
2

q
(hO00 is − hO01 is )2 + (hO11 is − hO01 is )2

(4.8)

where Oij is the observable computed using data from configurations i and j. The averages
presented in the text are of the given observable across both configurations, i.e. hO01 is .
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Table 1: List of the type of confinement, temperature, configuration, replica field strengths,
number of cycles between output trajectories (Nout ) and the total number of cycles used
(Ncycle ) in each simulation.
Replica field strengths
Confinement kB T / Configuration
Nout Ncycle
(sσ 2 ∆t × 104 )
bulk

0.5

0

35, 40, 45, 50, 55, 60, 65, 70,
75, 80, 85, 90, 95, 100, 105, 110,
115, 120, 125, 130

bulk

0.5

1

35, 40, 45, 50, 55, 60, 65, 70,
75, 80, 85, 90, 95, 100, 105, 110,
115, 120, 125, 130

50

22000

h = 20σ

0.5

0

0, 27, 50, 67, 81, 95, 110, 127

250

47000

h = 20σ

0.5

1

0, 27, 50, 67, 81, 95, 110, 127

250

46000

h = 12.5σ

0.5

0

0, 23, 45, 65, 82, 98, 114, 133

500

45000

h = 12.5σ

0.5

1

0, 23, 45, 65, 82, 98, 114, 133

500

45000

h = 20σ

0.48

0

0, 15, 26, 34, 41, 48, 56

250

20000

h = 20σ

0.48

1

0, 15, 26, 34, 41, 48, 56, 66

250

28000

h = 12.5σ

0.48

0

0, 16, 30, 42, 50, 57, 66

500

32000

h = 12.5σ

0.48

1

0, 16, 30, 42, 50, 57, 66

500

30000

50

24000

Parameters used in study
The Table 1 lists the parameters used in this study. Ncycle is the approximate number of
cycles in each TPS simulation. In each case, the first 10000 cycles are “burned” in order
for the system to reach equilibrium.
4.6.3. Additional discussion
Mean mobility in equilibrium at each confinement
Figure 4.5 shows the mean mobility (K0 = hK [x]i0 ) for all temperatures and confinements
in this study. As confinement and temperature increases, there is a corresponding increase
in mobility in the unbiased system.
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Figure 4.5: Mean mobility order parameter in equilibrium (K0 = hK [x]i0 ) at all confinements. Red dots represent high temperatures (T = 0.5/kB ) while blue dots show low
temperatures (T = 0.48/kB ).
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Figure 4.6: Mean mobility order parameter at a field strength of (s) minus the equilibrium
mobility order parameter (∆Ks = hK [x]is − hK [x]i0 ) for a smaller observation time than
the one used in the main text (tobs = 200∆t).
Finite-sized scaling of thin film
Figure 4.6 demonstrates the mean mobility curves for thick (h = 20σ) and thin (h = 12.5σ)
films at high temperature (T = 0.5/kB ) at a shorter observation time than that used in
the main text (tobs = 200∆t). Here we see that there is a clear broadening of the transition
with decreased observation time, i.e. an increased finite-sized effect, suggests that we are
indeed seeing a first-order dynamic transition.
Equilibrium distribution of mobility
Figure 4.7 provides a larger size of the insets in Figs. 1a and 1b respectively. This more
clearly demonstrates the trend towards smaller fat-tails as the films are confined.
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Figure 4.7: Insets of Figs. 1a and 1b with error bars.

Local time-averaged density
We consider the density profiles for trajectory x as described by
Nobs X
N
1 X
ρ(z) [x] =
φ (zj (ti−1 ), z, L)
Nobs

(4.9)

i=1 j=1

where Nobs = tobs /∆t, N = 1250 monomers, and ti = i∆t, L is the length of the periodic
dimensions of x, and zj (t) is the distance monomer j is from the interface at time t in x.
Here, φ (zj (t), z, L) =

√ 1
e
2πδL2

−(z−zj (t))2
2δ 2

determines the density of monomers a distance z

from the interface at time t. Here, we choose δ = 0.05σ. In each trajectory, we define the
interface as the z at which ρ(z) [x] = ρbulk /2 where ρbulk is the maximum of a hyperbolic
tangent fit to the density profile.
We may take the average of this over trajectories at a given field strength (ρs (z) = hρ(z) [x]is ).
We plot these averages as a function of distance from the interface at selected field strengths
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for the thick (h = 20σ) and thin (h = 12.5σ) films in Figs. 4.8a and 4.8b. This demonstrates
density oscillations, typical of freestanding films, as the surface of the film is approached.
These density oscillations are typical of simulations of freestanding films. As we increase
field strength these density oscillations become stronger. It is unclear whether these oscillations propagate throughout the bulk of the film due to the large error bars in this
region. We show the local density as a function of field strength at z that correspond the
the nearest the peaks and valleys near the surface of the film in Fig. 4.8c. These order
parameters smoothly increase or decrease across the dynamic transition. This suggests that
these changes cannot drive a structural phase transition. Indeed, they are likely due to
changes in local structure as we cross the dynamic transition that increases the likelihood
of locally favored structures [140].
Local alpha-relaxation times
To better understand the local dynamics of our films, we consider the self part of intermediate scattering function a distance z from the interface averaged at a field strength of
s
*
Fs (t, z) =

sin (q∆rj (t0 , t + t0 )) φ (zj (t0 ), z, L)
q∆rj (t0 , t + t0 ) hφ (zj (t0 ), z, L)it0 ,j,s

+
.

(4.10)

t0 ,j,s

We show this function for thick and thin films in Figs. 4.9a and 4.9b respectively for
selected distances from the interface and field strengths. In both cases, as z and s increase
the time that it takes to decay greatly increases. At low s and z, thick and thin films are
relatively similar. At high (but the same) s and z, the decay rate in thin films is significantly
faster than the decay rate in thick films. The behavior of Fs (t, z) in the center of the thick
films (z = 9.0) is quite interesting. Even at high levels of bias (0.013σ −2 ∆t−1 ), the selfintermediate scattering function experiences a modest decay as opposed to the bulk in our
case (not shown) and previous bulk results [61]. This suggests that inactive states in the
bulk may have a large (but finite) relaxation rate indicating that these states are ergodic.
To better understand the relaxation rates in these materials, we plot the local alpharelaxation time (which we define as the intercept of Eq. 4.10 with 1/e) as a function
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Figure 4.8: Local density a distance z away from the interface for (a) thick and (b) thin
films at various field strengths. (c) Local density as a function of field strength at various
distances from the interface in the thick film. Distances are chosen to be the first few peaks
and valleys near the interface. Similar results hold throughout the film and in the thin film.
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of distance from the interface for selected field strengths at both film thicknesses in Fig.
4.10a. All of these relaxation rate profiles show roughly double exponential behavior, however, clear differences emerge between the thick and thin films in their centers. To examine
whether such behavior could be attributable to an increasing overlap in dynamic gradients,
we fit this data to the functional form
h

i
τα (z, s, h) = τ (s, h) exp −A(s, h) e−z/ξ(s,h) + e−(h−z)/ξ(s,h)

(4.11)

where τ (s, h), A(s, h), and ξ(s, h) are fitting parameters at each given field strength and
film thickness. We show the ratios of these parameters for the thick (h = 20σ) and thin
films (h = 12.5σ) in Fig. 4.10b. If the differences between thick and thin films were due
to overlapping dynamic gradients, one would expect the fit parameters to be the same for
the thick and thin films, i.e. the ratio of these fitting parameters should be 1. Instead, we
find that these order parameters begin to deviate from this value far before the dynamic
transition. This provides further confirmation that our results cannot be described by a
linear superposition of dynamic gradients.
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Figure 4.9: Local self part of local intermediate scattering function averaged at a field
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Figure 4.10: Local alpha relaxation times in thin and thick films. (a) We show the local
alpha relaxation time a function of distance away (z) from the interface at selected field
strengths (s) for thick (solid) and thin (dashed) films. Chosen field strengths s = 0, 0.006,
0.008, and 0.011σ −2 ∆t−1 run from red to blue respectively. (b) Ratio of fit parameters for
the thick and thin films. These parameters seem to diverge away from each other as the
thick film begins to feel the effects of the dynamic transition.
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CHAPTER 5 : Conclusions and outlook
In this work we have investigated both the dynamics and mechanics of glassy materials and
supercooled liquids in the bulk and under confinement. In particular, we focused on two
questions: how does the structure of glasses lead to their mechanical properties and how
does confinement of glasses effect these properties?
We began in Chapter 2 where we demonstrated the size of rearrangements in a broad array
of glassy systems from granular materials to oligomer nanopillars is about the size of a
particle diameter. Moreover, the spatial correlation length of softness in every material is
also around a particle diameter. When we examined the ratio of these quantities, it is quite
close to 1 (ξr /ξS = 0.97 ± 0.07) suggesting that the commonalities in these length scales
is due to softness, a structural quantity, setting the length scale of particle rearrangements
in each material. We moved on to show that the yield strain across the vast majority of
glassy materials is the same (y = 2.9 ± 0.3%). Surprisingly, this mechanical property is not
material dependent suggesting it can be linked to the structure of the glass. We rationalized
this property by examining how softness responds to strain. We found similar increases in
strain across all materials we examine. This indicates that the commonality in yield strain
in glasses may be set by the commonality in the response of softness to strain.
We next examined this relationship between softness and mechanics in greater detail in
Chapter 3. In particular, we found structural motifs prior to deformation associated with
post-yield behavior, shear banding and strain localization, in a set of polymer nanopillars.
The first message of this chapter was that small fluctuations (only 1/2 a particle diameter in
size) in the surface of nanopillars dominates where strain localization occurs in pillars up to
100 nm in diameter rather than bulk behavior. These fluctuations were not caused by any
mechanical perturbation to the pillars but by the thermalization of the pillar itself. This
suggests that any theory that tries to account for the mechanical behavior of pillars of this
diameter will ultimately need to include these subtle surface effects. The second message
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of this chapter was the increasing importance of fluctuations of softness in the plane in
determining which plane will eventually shear band as pillar diameter grows. Softer planes
were significantly more likely to shear band even in the absence of surface fluctuations
or density fluctuations within the pillars. This provides confirmation that at least in the
large-pillar limit softness should plane a significant role in post-yield behavior.
Finally, we turned to explaining the anomalies in the glass transition in thin films in Chapter
4. To do that, we studied the spatio-temporal fluctuations in dynamics in the bulk and a
set of freestanding thin polymer films through the lens of the dynamic phase transition from
high to low mobility states. We found that confinement effects on this dynamic transition are
similar to capillary condensation. Upon confinement the dynamic transition shifts to higher
field strengths similar to the shifting of Tg to lower temperatures, the dynamic transition
homogenizes for thin enough films similar to the homogenization of Tg in thin films, and the
dynamic transition broadens similar to the broadening of Tg . While we could not verify the
forth anomalous effect described in Chapter 1 “The glass transition in confined materials”,
i.e. the deviation from VFT behavior upon cooling, due to the computational effort, such
a feature seems plausible as we see dramatic decreases in τα in the inactive, low-mobility
phase upon confinement.
While we are excited about the results demonstrated in this thesis, we are hopeful that they
will be extended in the future. It is clear that deriving an “equation of motion” governing
the time-evolution of softness fields would allow for significant theoretical progress. The
development of a general equation to do this would be though the General Equation for NonEquilibrium Reversible-Irreversible Coupling (GENERIC) framework may provide some
guidance [169]. While a rearrangement clearly changes the structure near and therefore
the softness of that particle, it also affects the structure of nearby particles. The strain
caused by a rearrangement may additionally change the softness of particles far from the
rearrangement in addition to facilitating nearby rearrangements. Additional complications
may occur in the presence of surface effects as demonstrated by Chapter 3 of this thesis.
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Significant work needs to be performed to confirm the speculative conclusions contained
in Chapter 4. The lowest hanging fruit would be to ensure that supported thin films
undergo a dynamic form of a localization-delocalization (anti-symmetric wetting) and that
such a transition homogenizes the dynamic transition as in the case of freestanding films.
While it is not computationally feasible with the method used here, it would be of interest
to investigate the phase boundary of these confined dynamic transitions as a function of
temperature, and check the scaling of τα at each level of confinement with temperature. This
may be done with Ginzburg-Landau type models in which the order parameter is taken to
be dynamic or kinetically constrained models on a lattice, which could be parameterized
based on the methods presented herein. Additionally, further work is needed to connect
the dynamic phase transition (which we stress is a phenomena independent of Dynamic
Facilitation theory [98]) to other theories of the glass transition such as Random First
Order Transition theory [20, 108].
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[72] A. Kabla and G. Debrégeas. Local Stress Relaxation and Shear Banding in a Dry
Foam under Shear. Physical Review Letters, 90(25):258303, June 2003.
[73] W. Kauzmann. The Nature of the Glassy State and the Behavior of Liquids at Low
Temperatures. Chemical Reviews, 43(2):219–256, Oct. 1948. Publisher: American
Chemical Society.
[74] J. L. Keddie, R. A. L. Jones, and R. A. Cory. Size-Dependent Depression of the Glass
Transition Temperature in Polymer Films. Europhysics Letters (EPL), 27(1):59–64,
July 1994.

100

[75] Y.-H. Kim, H. Cho, J. H. Heo, T.-S. Kim, N. Myoung, C.-L. Lee, S. H. Im, and T.W. Lee. Multicolored Organic/Inorganic Hybrid Perovskite Light-Emitting Diodes.
Advanced Materials, 27(7):1248–1254, Feb. 2015.
[76] T. R. Kirkpatrick, D. Thirumalai, and P. G. Wolynes. Scaling concepts for the dynamics of viscous liquids near an ideal glassy state. Physical Review A, 40(2):1045–1054,
July 1989. Publisher: American Physical Society.
[77] W. Kob and H. C. Andersen. Scaling Behavior in the $\ensuremath{\beta}$Relaxation Regime of a Supercooled Lennard-Jones Mixture. Physical Review Letters,
73(10):1376–1379, Sept. 1994. Publisher: American Physical Society.
[78] W. Kob, S. Roldán-Vargas, and L. Berthier. Non-monotonic temperature evolution
of dynamic correlations in glass-forming liquids. Nature Physics, 8(2):164–167, Feb.
2012.
[79] V. V. Kozey and S. Kumar. Compression behavior of materials: Part I. Glassy
polymers. Journal of Materials Research, 9(10):2717–2726, Oct. 1994. Publisher:
Cambridge University Press.
[80] K. Kremer and G. S. Grest. Dynamics of entangled linear polymer melts: A moleculardynamics simulation. The Journal of Chemical Physics, 92(8):5057–5086, Apr. 1990.
[81] S. Kumar and M. J. Deen. Fiber Optic Communications: Fundamentals and Applications. John Wiley & Sons, May 2014. Google-Books-ID: yxvnAgAAQBAJ.
[82] R. F. Landel and L. E. Nielsen. Mechanical Properties of Polymers and Composites,
Second Edition. CRC Press, Dec. 1993. Google-Books-ID: l0xUDwAAQBAJ.
[83] J. S. Langer. Shear-transformation-zone theory of plastic deformation near the glass
transition. Physical Review E, 77(2):021502, Feb. 2008.
[84] J. Lauridsen, M. Twardos, and M. Dennin. Shear-Induced Stress Relaxation in a
Two-Dimensional Wet Foam. Physical Review Letters, 89(9):098303, Aug. 2002.
[85] V. Lecomte, C. Appert-Rolland, and F. van Wijland. Thermodynamic Formalism for
Systems with Markov Dynamics. Journal of Statistical Physics, 127(1):51–106, Apr.
2007.
[86] D. B. Leiser, R. Churchward, V. Katvala, D. Stewart, and A. Balter.
Advanced Porous Coating for Low-Density Ceramic Insulation Materials.
Journal of the American Ceramic Society, 72(6):1003–1010, 1989.
eprint:
https://ceramics.onlinelibrary.wiley.com/doi/pdf/10.1111/j.11512916.1989.tb06259.x.
[87] W. Li, J. M. Rieser, A. J. Liu, D. J. Durian, and J. Li. Deformation-driven diffusion
and plastic flow in amorphous granular pillars. Physical Review E, 91(6):062212, June
2015.
101

[88] X. Li. Illustrating the Molecular Origin of Mechanical Stress in Ductile Deformation
of Polymer Glasses. Physical Review Letters, 120(7), 2018.
[89] Y. Li, M. Mascagni, and A. Gorin. A decentralized parallel implementation for parallel
tempering algorithm. Parallel Computing, 35(5):269–283, May 2009.
[90] X. Liu and P. X. Ma. Polymeric Scaffolds for Bone Tissue Engineering. Annals of
Biomedical Engineering, 32(3):477–486, Mar. 2004.
[91] Y. Liu, Y.-C. Chen, S. Hutchens, J. Lawrence, T. Emrick, and A. J. Crosby. Directly Measuring the Complete Stress–Strain Response of Ultrathin Polymer Films.
Macromolecules, 48(18):6534–6540, Sept. 2015.
[92] J. Lu, G. Ravichandran, and W. L. Johnson. Deformation behavior of the
Zr41.2Ti13.8Cu12.5Ni10Be22.5 bulk metallic glass over a wide range of strain-rates
and temperatures. Acta Materialia, 51(12):3429–3443, July 2003.
[93] I. Lyubimov, L. Antony, D. M. Walters, D. Rodney, M. D. Ediger, and J. J. de Pablo.
Orientational anisotropy in simulated vapor-deposited molecular glasses. The Journal
of Chemical Physics, 143(9):094502, Sept. 2015.
[94] X. Ma, Z. S. Davidson, T. Still, R. J. Ivancic, S. Schoenholz, A. Liu, and A. Yodh.
Heterogeneous Activation, Local Structure, and Softness in Supercooled Colloidal
Liquids. Physical Review Letters, 122(2):028001, Jan. 2019.
[95] R. W. Mair and P. T. Callaghan. Observation of shear banding in worm-like micelles
by NMR velocity imaging. EPL (Europhysics Letters), 36(9):719, Dec. 1996.
[96] R. Makhloufi, J. P. Decruppe, A. Aı̈t-Ali, and R. Cressely. Rheo-Optical Study of
Worm-like Micelles Undergoing a Shear Banding Flow. EPL (Europhysics Letters),
32(3):253, 1995.
[97] M. L. Manning, J. S. Langer, and J. M. Carlson. Strain localization in a shear
transformation zone model for amorphous solids. Physical Review E, 76(5):056106,
Nov. 2007.
[98] M. Merolle, J. P. Garrahan, and D. Chandler. Space–time thermodynamics of the
glass transition. Proceedings of the National Academy of Sciences of the United States
of America, 102(31):10837, Aug. 2005.
[99] M. Müller. Interplay between wetting and miscibility in thin binary polymer films.
Computer Physics Communications, 147(1):292–297, Aug. 2002.
[100] H. Nakanishi and M. E. Fisher. Critical point shifts in films. The Journal of Chemical
Physics, 78(6):3279–3293, Mar. 1983.
[101] Y. Nanzai. Molecular kinetics of yield deformation and ductile fracture in polymer
glasses. Progress in Polymer Science, 18(3):437–479, Jan. 1993.
102

[102] R. M. Nedderman. Statics and Kinematics of Granular Materials. Cambridge University Press, Sept. 2005. Google-Books-ID: 52XuyGlewh8C.
[103] H. T. Nguyen and R. S. Hoy. Effect of the Ratio lK/p on Glassy-Polymeric Shear
Deformation Mechanisms. Macromolecules, 51(11):4370–4380, June 2018.
[104] P. A. O’Connell and G. B. McKenna. Rheological Measurements of the Thermoviscoelastic Response of Ultrathin Polymer Films. Science, 307(5716):1760–1763, Mar.
2005. Publisher: American Association for the Advancement of Science Section: Report.
[105] K. Paeng, R. Richert, and M. D. Ediger. Molecular mobility in supported thin films
of polystyrene, poly(methyl methacrylate), and poly(2-vinyl pyridine) probed by dye
reorientation. Soft Matter, 8(3):819–826, 2012.
[106] K. Paeng, S. F. Swallen, and M. D. Ediger. Direct Measurement of Molecular Motion
in Freestanding Polystyrene Thin Films. Journal of the American Chemical Society,
133(22):8444–8447, June 2011.
[107] D. Pan, Y. Yokoyama, T. Fujita, Y. H. Liu, S. Kohara, A. Inoue, and M. W. Chen.
Correlation between structural relaxation and shear transformation zone volume of a
bulk metallic glass. Applied Physics Letters, 95(14):141909, Oct. 2009.
[108] G. Parisi, P. Urbani, and F. Zamponi. Theory of Simple Glasses: Exact Solutions
in Infinite Dimensions. Cambridge University Press, Jan. 2020. Google-Books-ID:
7oDCDwAAQBAJ.
[109] K. E. Parmenter and F. Milstein. Mechanical properties of silica aerogels. Journal of
Non-Crystalline Solids, 223(3):179–189, Jan. 1998.
[110] S. Patinet, D. Vandembroucq, and M. L. Falk. Connecting Local Yield Stresses with
Plastic Activity in Amorphous Solids. Physical Review Letters, 117(4):045501, July
2016.
[111] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau,
M. Brucher, M. Perrot, and \. Duchesnay. Scikit-learn: Machine Learning in Python.
Journal of Machine Learning Research, 12(Oct):2825–2830, 2011.
[112] S. Peter, H. Meyer, and J. Baschnagel. Thickness-dependent reduction of the glasstransition temperature in thin polymer films with a free surface. Journal of Polymer
Science Part B: Polymer Physics, 44(20):2951–2967, 2006.
[113] A. D. Phan and K. S. Schweizer. Theory of the spatial transfer of interface-nucleated
changes of dynamical constraints and its consequences in glass-forming films. The
Journal of Chemical Physics, 150(4):044508, Jan. 2019. Publisher: American Institute
of Physics.

103

[114] R. Pinchaipat, M. Campo, F. Turci, J. E. Hallett, T. Speck, and C. P. Royall. Experimental Evidence for a Structural-Dynamical Transition in Trajectory Space. Physical
Review Letters, 119(2):028004, July 2017.
[115] S. Plimpton. Fast Parallel Algorithms for Short-Range Molecular Dynamics. Journal
of Computational Physics, 117(1):1–19, Mar. 1995.
[116] R. D. Priestley, M. K. Mundra, N. J. Barnett, L. J. Broadbelt, and J. M. Torkelson.
Effects of Nanoscale Confinement and Interfaces on the Glass Transition Temperatures of a Series of Poly(n-methacrylate) Films. Australian Journal of Chemistry,
60(10):765–771, Oct. 2007. Publisher: CSIRO PUBLISHING.
[117] N. Rathore, M. Chopra, and J. J. de Pablo. Optimal allocation of replicas in parallel
tempering simulations. The Journal of Chemical Physics, 122(2):024111, Dec. 2004.
[118] J. Rice. The initiation and growth of shear bands. Plasticity and Soil Mechanics, Jan.
1973.
[119] J. R. Rice. The localization of plastic deformation. In in: W.T. Koiter (Ed.), Theoretical and Applied Mechanics, pages 207–220. North-Holland Publishing Company,
1976.
[120] R. O. Ritchie. The conflicts between strength and toughness. Nature Materials,
10(11):817–822, Nov. 2011. Number: 11 Publisher: Nature Publishing Group.
[121] J. Robertson. Diamond-like amorphous carbon. Materials Science and Engineering:
R: Reports, 37(4):129–281, May 2002.
[122] C. B. Roth and J. R. Dutcher. Glass transition and chain mobility in thin polymer
films. Journal of Electroanalytical Chemistry, 584(1):13–22, Oct. 2005.
[123] J. Rottler, S. S. Schoenholz, and A. J. Liu. Predicting plasticity with soft vibrational
modes: From dislocations to glasses. Physical Review E, 89(4):042304, Apr. 2014.
Publisher: American Physical Society.
[124] G. A. Salvatore, N. Münzenrieder, T. Kinkeldei, L. Petti, C. Zysset, I. Strebel,
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