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Abstract
In this paper, we study the existence and (Ho¨lder) regularity of local times of
stochastic differential equations driven by fractional Brownian motions. In particular,
we show that in one dimension and in the rough case H < 1/2, the Ho¨lder exponent (in
t) of the local time is 1−H , where H is the Hurst parameter of the driving fractional
Brownian motion.
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1 Introduction
In this paper, we consider the following stochastic differential equation (SDE)
Xt = x+
∫ t
0
V0(Xs)ds +
d∑
i=1
∫ t
0
Vi(Xs)dB
i
s, t ∈ [0, T ], (1.1)
where x ∈ Rd, V0, V1, · · · , Vd are C
∞-bounded vector fields on Rd and {Bt}0≤t≤T is a d-
dimensional fractional Brownian motion with Hurst parameter H ∈ (1/4, 1). Throughout
our discussion, we assume that the vector fields Vi satisfy the uniform elliptic condition.
When H ∈ (1/2, 1), the above equation is understood in Young’s sense. When H ∈
(1/4, 1/2), stochastic integrals in equation (1.1) are interpreted as rough path integrals (see,
e.g., [8, 10]) which extends the Young’s integral. Existence and uniqueness of solutions
to the above equation can be found, for example, in [13]. In particular, when H = 12 , this
notion of solution coincides with the solution of the corresponding Stratonovitch stochastic
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differential equation. It is also clear now (cf. [1, 6, 7, 11]) that under Ho¨rmander’s condition
the law of the solution Xt has a smooth density with respect to the Lebesgue measure on
R
d.
We are interested in the existence and regularity of local times of the solution X to
equation (1.1). For a d-dimensional fractional Brownian motion B itself, its local time
has been studied intensively under the framework of Gaussian random fields and is now
well-understood (see, e.g., [4], [9] and [5]). The challenge to investigae local times of X is
that it is not a Gaussian process in general. Many tools developed for Gaussian random
fields can not be directly applied. For example, the Fourier transform of the law of X is
not easy to analyze in such a non-Gaussian setting.
Our approach relies on a sharp estimate of the joint density of finite distributions of X
(Theorem 2.4 below). Essentially, this density estimate plays a similar role to the “local
nondeterminism” condition that is often used in the content of Gaussian random fields.
The main result of our investigation is summarized as follows.
Fix any small positive number a. Let L(t, x) be the local time (occupation density)
of X up to time t and La(t, x) the occupation density of X over the time interval [a, t].
Define the pathtwise Ho¨lder exponent of La(·, x) by
α(t) = sup
{
α > 0, lim sup
δ→0
sup
x∈Rd
La(t+ δ, x)− La(t, x)
δα
= 0
}
. (1.2)
Theorem 1.1. Let X be the solution to equation (1.1).
(1) When dH < 1, the local time L(t, x) of X exists almost surely for any fixed t.
(2) Assume d = 1 and 1/4 < H < 1/2. There exists a version of La(t, x) that is jointly
continuous in (t, x). Moreover, for any β < 1 −H, La(t, x) is β-Ho¨lder continuous
in t, uniformly in x. And its pathwise Ho¨lder exponent is given by
α(t) = 1−H, a.s. for all t ∈ [a, T ].
Finally, let us briefly explain why we have to impose the technical assumption d = 1 and
1/2 < H < 1/4 for the Ho¨lder regularity of La(t, x). In order to establish the continuity
of La(t, x) in the space variable, the natural approach is to provide an upper bound for
E|La(t, x)− La(t, y)|n.
Our observation is that the above quantity can be bounded from above by
|x− y|n
∫
[a,T ]n
|∂nxpt1,...,tn(x1, ..., xn)|dx1, ..., dxn,
where pt1,...,tn(x1, ..., xn) is the joint density of (Xt1 , ...,Xtn ). In general, one needs n > d
in order to conclude the continuity of La(t, x) in x. However, as one can see from Theorem
2.4, large n and H tend to blow up the time integral above. Consequently, we have to
restrict our discussion to the assumption n = 2 and (1+d)H < 1, i.e., d = 1 and H < 1/2.
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The rest of the paper is organized as follows. In Section 2, we introduce some basic tools
for analyzing SDEs driven by fractional Brownian motions. In particular, we establish the
key estimate for the joint density of (Xt1 , ...,Xtn ), which enables us to establish both the
existence of local time in Section 2 and the regularity of the local time in Section 3.
2 SDEs driven by fractional Brownian motions
In this section, we present some tools for analyzing SDEs driven by fractional Brownian
motions which will be needed for the remainder of the paper.
Let B = {Bt = (B
1
t , . . . , B
d
t ), t ∈ [0, T ]} be a d-dimensional fractional Brownian
motion with Hurst parameter H ∈ (0, 1). That is, B is a centered Gaussian process whose
covariance structure is induced by
R (t, s) := EBisB
j
t =
1
2
(
s2H + t2H − |t− s|2H
)
δij , i, j = 1, . . . , d. (2.1)
It can be shown, by a standard application of Kolmogorov’s criterion, that B admits a
continuous version whose paths are γ-Ho¨lder continuous for any γ < H.
2.1 Malliavin calculus
We introduce the basic framework of Malliavin calculus in this subsection. The reader is
invited to read the corresponding chapters in [14] for further details. Let E be the space
of Rd-valued step functions on [0, 1], and H the closure of E for the scalar product:
〈(1[0,t1], · · · ,1[0,td]), (1[0,s1], · · · ,1[0,sd])〉H =
d∑
i=1
R(ti, si).
H is the reproducing kernel Hilbert space for B.
Some isometry arguments allow to define the Wiener integral B(h) =
∫ 1
0 〈hs, dBs〉 for
any element h ∈ H, with the additional property E[B(h1)B(h2)] = 〈h1, h2〉H for any
h1, h2 ∈ H. A F-measurable real valued random variable F is said to be cylindrical if it
can be written, for a given n ≥ 1, as
F = f
(
B(φ1), . . . , B(φn)
)
,
where φi ∈ H and f : Rn → R is a C∞ bounded function with bounded derivatives. The
set of cylindrical random variables is denoted by S.
The Malliavin derivative is defined as follows: for F ∈ S, the derivative of F is the Rd
valued stochastic process (DtF )0≤t≤1 given by
DtF =
n∑
i=1
φi(t)
∂f
∂xi
(
B(φ1), . . . , B(φn)
)
.
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More generally, we can introduce iterated derivatives by Dkt1,...,tkF = Dt1 . . .DtkF. For
any p ≥ 1, we denote by Dk,p the closure of the class of cylindrical random variables with
respect to the norm
‖F‖k,p =

E (F p) + k∑
j=1
E
(∥∥DjF∥∥p
H⊗j
)
1
p
,
and
D
∞ =
⋂
p≥1
⋂
k≥1
D
k,p.
Let F = (F 1, . . . , Fn) be a random vector whose components are in D∞. Define the
Malliavin matrix of F by
γF = (〈DF
i,DF j〉H)1≤i,j≤n.
Then F is called non-degenerate if γF is invertible a.s. and
(det γF )
−1 ∈ ∩p≥1L
p(Ω).
It is a classical result that the law of a non-degenerate random vector admits a smooth
density with respect to the Lebesgue measure on Rn.
It is well-known that for a fractional Brownian motion B, there is an underlying Wiener
process W such that
Bt =
∫ t
0
KH(t, s)dWs,
where K(t, s) is a deterministic kernel whose expression is explicit. Based on the above
representation, one can consider fractional Brownian motions and hence functionals of
fractional Brownian motions as functionals of the underlying Wiener process W . This
observation allows us to perform Malliavin calculus with respect to the Wiener process W .
We shall perform Malliavin calculus with respect to both B andW . In order to distinguish
them, the Malliavin derivatives (and corresponding Sobolev spaces, respectively) with re-
spect to W will be denoted by D (and by Dk,p, respectively). The relation between the
two operators D and D is given by the following (see e.g. [14, Proposition 5.2.1]).
Proposition 2.1. Let D1,2 be the Malliavin-Sobolev space corresponding to the Wiener
process W . Then D1,2 = D1,2, and for any F ∈ D1,2 we have DF = K∗DF ,where K∗ is
the isometry between L2([0, T ]) and H.
It is known that B and the Wiener process W generate the same filtration which we
denote by {Ft; t ∈ [0, 1]}. Set L
2
t ≡ L
2([t, 1]) and Et = E(· |Ft). For a random variable F
and t ∈ [0, 1], define, for k ≥ 0 and p > 0, the conditional Sobolev norm
‖F‖k,p;t =

Et [F p] + k∑
j=1
Et
[∥∥DjF∥∥p
(L2t )
⊗j
]
1
p
.
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By convention, when k = 0 we always write ‖F‖p;t = ‖F‖0,p;t. The conditional Malliavin
matrix of F is given by
ΓF,t =
(
〈DF i,DF j〉L2t
)
1≤i, j≤n
. (2.2)
The following is a conditional version of Proposition 2.1.4 of [14].
Proposition 2.2. Fix k ≥ 1. Let F = (F 1, ..., Fn) be a random vector and G a random
variable. Assume both F and G are smooth in the Malliavin sense and (det ΓF,s)
−1 has
finite moments of all orders. Then for any multi-index α ∈ {1, . . . , n}k, k ≥ 1, there exists
an element Hsα(F,G) ∈ ∩p≥1 ∩m≥0 D
m,p such that
Es [(∂αϕ)(F )G] = Es [ϕ(F )H
s
α(F,G)] , ϕ ∈ C
∞
p (R
d),
where Hsα(F,G) is recursively defined by
Hs(i)(F,G) =
n∑
j=1
δs
(
G
(
Γ−1F,s
)
ij
DF j
)
, Hsα(F,G) = H
s
(αk)
(F,Hs(α1, ..., αk−1)(F,G)).
Here δs denotes the Skorohod integral with respect to the Wiener process W on the interval
[s, 1]. (See [14, Section 1.3.2] for a detailed account of the definition of δs.) Furthermore,
the following norm estimate holds true:
‖Hsα(F,G)‖p;s ≤ cp,q‖Γ
−1
F,sDF‖
k
k,2k−1r;s‖G‖
k
k,q;s,
where 1p =
1
q +
1
r .
2.2 SDEs driven by fractional Brownian motions and density estimate
Consider the following stochastic differential equation driven by a fractional Brownian
motion with Hurst parameter H > 1/4,
Xt = x0 +
d∑
i=1
∫ t
0
Vi(Xs)dB
i
s +
∫ t
0
V0(Xs)ds, t ∈ [0, T ]. (2.3)
Here Vi, i = 0, 1, ..., d are C
∞-bounded vector fields on Rd which form a uniform elliptic
system.
Recall that D is the Malliavin derivative operator with respect to the underlyingWiener
process W and ΓF,t is defined in (2.2) for a random variable F . The following estimate is
a restatement of Proposition 5.9 in [2].
Lemma 2.3. Let a ∈ (0, T ), and consider H ∈ (1/4, 1). Then there exists a constant
C > 0 depending on a such that for a ≤ s ≤ t ≤ T the following holds:
‖Γ−1Xt−Xs,s‖
d
d,2d+2;s ≤
C
(t− s)2dH
(
Es(1 +G)
) d
2d+2
‖D(Xt −Xs)‖
d
d,2d+2;s ≤ C(t− s)
dH
(
Es(1 +G)
) d
2d+2 ,
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where G is a random variable smooth in the Malliavin sense and has finite moments to
any order.
The above lemma allows us to estimate the joint density of (Xt1 , ...,Xtn ), or equivalently
the joint density of (Xt1 ,Xt2 −Xt1 , ...,Xtn −Xtn−1).
Theorem 2.4. Fix a ∈ (0, T ) and γ < H. Let p˜t1,...,tn(ξ1, ..., ξn) be the joint density of
the random vector (Xt1 ,Xt2 − Xt1 , ...,Xtn − Xtn−1), a ≤ t1 < · · · < tn ≤ T . For any
non-negative integers k1, ..., kn, there exists a constant C1, C2 > 0 (depending on a) such
that
∂k1ξ1 . . . ∂
kn
ξn
p˜t1,...,tn(ξ1, ..., ξn)
≤ C1
1
(t2 − t1)(d+k2)H
e
−
|ξ2|
2γ
2|t2−t1|
2γ2 . . .
1
(tn − tn−1)(d+kn)H
e
− |ξn|
2γ
C2|tn−tn−1|
2γ2
.
Remark 2.5. In the above upper bound, the term t
−(d+k1)H
1 has been absorbed in the
constant C1, given the fact that t1 ≥ a > 0.
Proof. The proof is similar to the one for Theorem 3.5 in [12]. We only prove the case of
n = 3. The general case is almost identical. The positive constants ci, 1 ≤ i ≤ 4, may
change from line to line.
First observe that p˜t1,t2,t3 can be expressed as
∂k1ξ1 ∂
k2
ξ2
∂k3ξ3 p˜t1,t2,t3(ξ1, ξ2, ξ3)
=∂k1ξ1 ∂
k2
ξ2
∂k3ξ3 E [δξ1(Xt1) δξ2(Xt2 −Xt1) δξ3(Xt3−t2) ] , for ξ1, ξ2, ξ3 ∈ R
d,
=∂k1ξ1 ∂
k2
ξ2
E
[
δξ1(Xt1) δξ2(Xt2 −Xt1) ∂
k3
ξ3
Et2 [δξ3(Xt3 −Xt2)]
]
.
Due to Proposition 2.2, Mt2t3 = ∂
k3
ξ3
Et2 [δξ2(Xt3 −Xt2)] can be bounded from above as
follows:
|Mt2t3 | ≤ c1‖Γ
−1
Xt3−Xt2 ,t2
‖d+k3
d+k3,2d+k3+2,t2
‖D(Xt3 −Xt2)‖
d+k3
d+k3,2d+k3+2;t2
(
Et2 [1(Xt3−Xt2>ξ3)]
)1/2
,
where c1 is some positive constant. Therefore, Lemma 2.3 yields that for some constant
c2 > 0,
∂k1ξ1 ∂
k2
ξ2
∂k3ξ3 pt1,t2,t3(ξ1, ξ2, ξ3) (2.4)
≤
c2
(t3 − t2)(d+k3)H
∂k1ξ1 ∂
k2
ξ2
E
[
δξ1(Xt1) δξ2(Xt2 −Xt1)
(
Et2(1 +G)
2
) d+k3
2d+k3+1
(
Et2 [1(Xt3−Xt2>ξ3)]
)1/2]
To proceed, denote by B the lift of B as a rough path. Set
Nγ,q(B) =
∫ T
0
∫ T
0
d(Bv ,Bu)
q
|v − u|γq
dudv,
where γ < H and q a nonnegative integer. Nγ,q(B) is the Besov norm of B (as a function
in t). The reason we need to consider these Besov norms Nγ,q(B) is that they are smooth
in the Malliavin sense.
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Fix any ε > 0 satisfying γ + ε < H. It has been shown in [12, Theorem 3.5] that for
some c > 0,
|Xt −Xs| ≤ c |t− s|
γ(1 +Nγ+ǫ,2q(B)
1/2q)1/γ ,
and there exists a constant λ0 > 0 such that
E exp
{
λ0Nγ+ǫ,2q(B)
1/q
}
<∞.
That is, Nγ+ǫ,2q(B)
1/2q has Gaussian tail. Thus, for λ < λ0 we can find a constant c3 > 0,
Et2
[
1(Xt3−Xt2>ξ3)
]
≤ c3 exp
{
−λ
|ξ3|
2γ
|t3 − t2|2γ
2
}
Et2 exp
{
λ(1 +Nγ+ǫ,2q(B))
2/2q
}
.
Plugging this inequality into (2.4), we end up with:
∂k1ξ1 ∂
k2
ξ2
∂k3ξ3 p˜t1,t2,t3(ξ1, ξ2, ξ3) (2.5)
≤
c3
(t3 − t2)(d+k3)H
e
−λ
|ξ3|
2γ
c4|t−s|
2γ2 ∂k1ξ1 ∂
k2
ξ2
E [δξ1(Xt1) δξ2(Xt2 −Xt1)Ψ]
where Ψ is a random variable that is smooth in the Malliavin calculus sense. [Ψ only
depends on G and Nγ+ǫ,2q(B)
1/2q.]
Now we can continue our computation by writing
∂k1ξ1 ∂
k2
ξ2
E [δξ1(Xt1) δξ2(Xt2 −Xt1)Ψ] = ∂
k1
ξ1
E
[
δξ1(Xt1) ∂
k2
ξ2
Et1 [δξ2(Xt2 −Xt1)Ψ]
]
,
and repeating the above argument to establish an upper bound forMt2t1 = ∂
k2
ξ2
Et1 [δξ2(Xt2−
Xt1)Ψ]. Observe that the existence of a smooth random variable Ψ does not affect the
upper bound estimate when applying integration by parts. [But we may need to choose λ
small enough to ensure sufficient integrability for Ψ and its Malliavin derivatives.] Hence,
∂k1ξ1 ∂
k2
ξ2
∂k3ξ3 p˜t1,t2,t3(ξ1, ξ2, ξ3) (2.6)
≤c3
1
(t3 − t2)(d+k3)H
e
−λ
|ξ3|
2γ
c4|t3−t2|
2γ2 1
(t2 − t1)(d+k2)H
e
−λ
|ξ2|
2γ
c4|t2−t1|
2γ2 ∂k1ξ1 E [δξ1(Xt1)Φ]
where Φ is a random variable that is smooth in the Malliavin calculus sense. [Φ still only
depends on G and Nγ+ǫ,2q(B)
1/2q .] We can now integrate (2.6) safely by parts in order to
regularize the term δξ1(Xs), which finishes the proof.
The following technical result will be needed later. Let pt1,...,tn(x1, ..., xn) be the joint
density of (Xt1 , ...,Xtn ), a ≤ t1 ≤, ...,≤ tn ≤ T , and set
v(x1, ..., xn) =
∫
[a,T ]n
pt1,...,tn(x1, ..., xn)dt1, ..., dtn. (2.7)
Corollary 2.6. If (1 + d)H < 1, then v is uniformly continuous in (x1, ..., xn).
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Proof. Let x¯ = (x1, ..., xn) and y¯ = (y1, ..., yn).
|v(x¯)− v(y¯)| ≤
∫
[a,T ]n
|pt1,...,tn(x¯)− pt1,...,tn(y¯)|dt1, ..., dtn
≤|x¯− y¯|
∫
[a,T ]n
|∂x¯pt1,...,tn(x¯
∗)|dt1, ..., dtn. (2.8)
Observe that
pt1,...,tn(x1, ..., xn) = p˜t1,...,tn(x1, x2 − x1, x3 − x2, ..., xn − xn−1).
It follows immediately from Theorem 2.4 that
|∂x¯pt1,...,tn(x¯)| ≤c1
n∑
k=2
1
|t2 − t2|dH
· · ·
1
|tk − tk−1|(1+d)H
· · ·
1
|tn − tn−1|dH
≤c2
1
|t2 − t1|(1+d)H
· · ·
1
|tn − tn−1|(1+d)H
. (2.9)
By combining (2.8) and (2.9), and since there is no singularity in the integral (2.8) in t
under our assumption (1 + d)H < 1, the proof is complete.
3 Existence of local time
For any time interval I ⊂ [0, T ], define
L(I,A) := λ({s ∈ I : Xs ∈ A}), A ⊂ R
d,
where λ is the Lebesgue measure on R+. It is clear that L(I, ·) is the occupation measure
on Rd of X during time interval I. If L(I, ·) is absolutely continuous with respect to the
Lebesgue measure λd on R
d, we denote the Radon-Nikodym derivative by
L(I, x) =
dL(I, ·)
dλd
,
and call L(I, x) the occupation density of X at x during time interval I. Thus it holds for
all measurable A ⊂ Rd that
L(I,A) =
∫
x∈A
L(I, x)dx.
Whenever there is no confusion, we always write L(t, A) = L([0, t], A) and L(t, x) =
L([0, t], x) for the occupation measure and occupation density, respectively.
The following theorem is a classical result on the existence of occupation density (local
time) for a stochastic process X ([9, Theorem 21.12]).
Theorem 3.1. For any interval I ⊂ R+, suppose
lim inf
ǫ↓0
1
ǫd
∫
I
P{(|Xs −Xu|) ≤ ǫ}ds <∞ for a.e. u ∈ I,
then the occupation density L(I, x) exists almost surely.
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On account of the above theorem, we are ready to state our result on the existence of
local time for the solution to equation (2.3).
Theorem 3.2. Let X be the solution to equation (2.3). Assume that dH < 1, then for
each fixed t ∈ [0, T ], X has local time L(t, x) almost surely.
Proof. Fix a t ∈ [0, T ] and a ∈ (0, t]. It follows from Theorem 2.4 that the probability
density p˜s,u(z) of Xu −Xs satisfies that for some c1, c2 > 0,
p˜s,u(z) ≤
c1
(u− s)dH
exp
{
−
|z|2γ
c2(u− s)2γ
2
}
, for all a ≤ s < u ≤ T,
where γ < H. It follows immediately that under our assumption dH < 1, we have for the
solution X to equation (2.3)
lim inf
ǫ↓0
1
ǫd
∫ t
a
P{(|Xs −Xu|) ≤ ǫ}ds <∞ for all u ∈ [a, t].
Thus, by Theorem 3.1, there exists a null set Na ⊂ Ω such that the occupation density
L([a, t], x)(ω) exists for all ω /∈ Na. Since the occupation density exists for all ω /∈ Na, we
can work on the following modification (in x) of it (for all ω /∈ Na), which is still denoted
by L([a, t], x),
L([a, t], x) = lim inf
ǫ↓0
L([a, t], B(x, ǫ))
Cdǫd
= lim inf
ǫ↓0
1
Cdǫd
∫ t
a
1B(x,ǫ)(Xs)ds.
Here, Cd is such that Cdǫ
d gives the volume of the ball B(x, ǫ) in Rd. The reason to work
on this version of L([a, t], x) is that it is monotone in a.
Observe that we have for all ω /∈ Na,
L([a, t], A) =
∫
x∈A
L([a, t], x)dx, for all Broel A ⊂ Rd.
Letting a ↓ 0 (along a sequence an) in the above and by monotone convergence theorem,
we have for all ω /∈ ∪∞n=1Nan
L([0, t], A) = lim
an↓0
L([an, t], A) =
∫
x∈A
lim
an↓0
L([an, t], x)dx.
Hence, almost surely, the occupation density L([0, t], x) of the occupation measure L([0, t], A)
exists (which is liman↓0 L([an, t], x)).
4 Regularity of local time
Unless otherwise stated, it is assumed that (1 + d)H < 1 throughout this section. As a
remark, in the case d = 1, any H < 1/2 satisfies this condition.
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Fix a small positive number a ∈ (0, T ], and let La(t, A) and La(t, x) be the occupation
measure and occupation density respectively on the time interval [a, t]. That is
La(t, A) = L([a, t], A), and La(t, x) = L([a, t], x).
In order to use Kolmogorov type continuity theorems to conclude various continuities
of La(t, x) in t and x, we seek to provide upper bounds for quantities in the form of
E|La(t, x) − La(t, y)|n. For this purpose, it is necessary to specify, for each fixed t and x,
a version of La(t, x) more carefully. Let
La0(t, x) = lim inf
ǫ↓0
1
Cdǫd
∫ t
a
1B(x,ǫ)(Xs)ds, (4.1)
which, by our discussion before, exists as a finite limit for a.e. x almost surely. Set
Laǫ (t, x) =
1
Cdǫd
∫ t
a
1B(x,ǫ)(Xs)ds (4.2)
Recall the content of Corollary 2.6, standard argument shows that the uniform continuity
of v implies that Laǫ (t, x) is Cauchy in L
n(P), uniformly in x. [See the argument in p42-
p43 in [9].] It follows that there is a subsequence {ǫn}n≥1 such that L
a
ǫn(t, x) converges
uniformly in Ln(P) and converges almost surely for each fixed x. Hence the limit exists
in (4.1) through the subsequence ǫn both uniformly in L
n(P) and almost surely for each
fixed x, and there is no problem then in arguing as if ǫn is the full sequence ǫ in the limit
in (4.1). This limit, which we denote by La(t, x), is the version we work with throughout
our discussion below.
The following theorem is a restatement of Theorem 3.1 of [3].
Theorem 4.1. Let Y (t, x), (t, x) ∈ [0, T ] × IR be a stochastic process of two parameters.
Suppose there are positive constants n,C and c, d such that
E|Y (t, x+ k)− Y (t, x)|n ≤ C|k|1+c, for x, x+ k ∈ IR, t = 0, T ; (4.3)
E|Y (t+ h, x)− Y (t, x)|n ≤ C|h|1+d, for all t, t+ h ∈ [0, T ], and x ∈ IR; (4.4)
E|Y (t+ h, x+ k)− Y (t, x+ k)−Y (t+ h, x) + Y (t, x)|n ≤ C|k|1+c|h|1+d,
for all t, t+ h ∈ [0, T ] and x, x+ k ∈ IR. (4.5)
Then there exists a version of the process Y jointly continuous in (t, x). Moreover, for
every γ < d/r there exist random variables η and ∆ which are almost surely positive and
finite such that
|Y (t+ h, x) − Y (t, x)| ≤ ∆|h|γ , for all t, t+ h ∈ [0, T ], x ∈ IR, and |h| < η.
Our primary goal for this section is to find a version of the local time La(t, x) with
jointly Ho¨lder continuity in (t, x). Furthermore, on account of Theorem 4.1, we show that
the Ho¨lder regularity of the local time in the time variable is uniform in the space variable.
The next three lemmas establish the three inequalities in the condition of Theoerm 4.1.
We start off with the Ho¨lder continuity in the space variable.
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Lemma 4.2. Assume d = 1 and 1/4 < H < 1/2. For any t ∈ [a, T ], and α satisfying
1 < α < 1H − 1, there exists a constant C1 > 0 (depending on a and T ) such that for any
x, y ∈ R,
E |La(t, x)− La(t, y)|2 ≤ C1|x− y|
α. (4.6)
Proof. By our choice of La(t, x) in the paragraph after (4.1), and by Fatou’s lemma,
E |La(t, x)− La(t, y)|2 = E lim
ǫ↓0
∣∣∣∣La(t, B(x, ǫ)) − La(t, B(y, ǫ))Cdǫ
∣∣∣∣
2
≤ lim inf
ǫ↓0
1
C2dǫ
2
E |La(t, B(x, ǫ))− La(t, B(y, ǫ))|2 .
Let pu,s(z1, z2) be the joint density of (Xu,Xs). By change of variables, we have
E |La(t, B(x, ǫ)) − La(t, B(y, ǫ))|2
=2E
∫ t
s=a
∫ s
u=a
(
1B(x,ǫ)(Xu)− 1B(y,ǫ)(Xu)
) (
1B(x,ǫ)(Xs)− 1B(y,ǫ)(Xs)
)
dsdu
=2
∫ t
s=a
∫ s
u=a
∫
R2
(
1B(x,ǫ)(z1)− 1B(y,ǫ)(z1)
) (
1B(x,ǫ)(z2)− 1B(y,ǫ)(z2)
)
pu,s(z1, z2)dz1dz2dsdu
=2
∫ t
s=a
∫ s
u=a
∫ ∫
z1,z2∈B(x,ǫ)
[
p(z1, z2)− p(z1 − (x− y), z2)
+ p(z1 − (x− y), z2 − (x− y))− p(z1, z2 − (x− y))
]
dz2dz1duds.
For notation convenience, we introduce
Fx,y(z1, z2)
= p(z1, z2)− p(z1 − (x− y), z2) + p(z1 − (x− y), z2 − (x− y))− p(z1, z2 − (x− y)).
By Theorem 2.4 and Taylor expansion of Fx,y(z1, z2) to the first and second order (with
respect to x− y), there exist a constant c1 such that
Fx,y(z1, z2) ≤ |x− y|
c1
|s− u|2H
, (4.7)
and
Fx,y(z1, z2) ≤ |x− y|
2 c1
|s− u|3H
. (4.8)
Write
E |La(t, B(x, ǫ)) − La(t, B(y, ǫ))|2 = 2
∫ t
s=a
∫ s
u=a
∫ ∫
z1,z2∈B(x,ǫ)
Fx,y(z1, z2)dz2dz1duds
=2
∫ ∫
|s−u|H>|x−y|
∫ ∫
z1,z2∈B(x,ǫ)
Fx,y(z1, z2)dz2dz1duds
+ 2
∫ ∫
|s−u|H≤|x−y|
∫ ∫
z1,z2∈B(x,ǫ)
Fx,y(z1, z2)dz2dz1duds. (4.9)
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We take care of the two terms on the right hand side of (4.9) separately. Let δ > 0 be a
fixed constant satisfying d+ 1 + δ < 1/H. For the first term, it holds∫ ∫
|s−u|H>|x−y|
∫ ∫
z1,z2∈B(x,ǫ)
Fx,y(z1, z2)dz2dz1duds
≤
∫ ∫
|s−u|H>|x−y|
∫ ∫
z1,z2∈B(x,ǫ)
|x− y|2
c2
|s− u|3H
dz1dz2duds [ by (4.8) ]
≤ c2 ǫ
2|x− y|1+δ
∫ ∫
|s−u|H>|x−y|
1
|s− u|(2+δ)H
duds ≤ c2 ǫ
2|x− y|1+δ (4.10)
Now for the second term on the right hand side of (4.9), due to (4.7) it holds∫ ∫
|s−u|H≤|x−y|
∫ ∫
z1,z2∈B(x,ǫ)
Fx,y(z1, z2)dz2dz1duds
≤
∫ ∫
|s−u|H≤|x−y|
∫ ∫
z1,z2∈B(x,ǫ)
|x− y|
c3
|s− u|(d+1)H
dz1dz2duds [ by (4.7) ]
≤ c3 ǫ
2|x− y|
∫ ∫
|s−u|H≤|x−y|
1
|s− u|2H
duds
≤ c3 ǫ
2|x− y| · |x− y|(1−2H)/H = c3 ǫ
2|x− y|
1
H
−1, (4.11)
where 1H − 1 > 1 + δ. Therefore, the proof is complete by choosing α = 1 + δ in the
statement of the theorem.
It follows immediately by Kolmogorov continuity theorem that, when d = 1 and H <
1/2, there exists a modification of La(t, x) that is α-Ho¨lder continuous in x for any α <
1
2H − 1.
In the following discussion, we seek to establish the Ho¨lder regularity of La(t, x) in the
time variable. We start with two technical lemmas which correspond to (4.4) and (4.5) in
Theorem 4.1
Lemma 4.3. Assume dH < 1. For all x ∈ Rd, and even n ∈ N, there exists some positive
constant C2 (depending on a and n) such that for all x ∈ R
d, all a < s < t ≤ T ,
E |La(t, x)− La(s, x)|n ≤ C2|t− s|
(1−dH)(n−1)+1. (4.12)
Proof. As before, we only need to find an upper bound for the following:
E |La(t, B(x, ǫ)) − La(s,B(x, ǫ))|n
= n!E
∫ t
un=s
∫ un
un−1=s
· · ·
∫ u2
u1=s
1B(x,ǫ)(Xu1) · · · 1B(x,ǫ)(Xun)du1 · · · dun
= n!E
∫ t
un=s
∫ un
un−1=s
· · ·
∫ u2
u1=s
∫
z1,···zn∈B(x,ǫ)
pu1,··· ,un(z1, · · · , zn)dz1 · · · dzndu1 · · · dun.
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In the above, pu1,...,un(z1, · · · , zn) is the joint density of (Xu1 , ...,Xun). By Theorem 2.4,
clearly we have that for some c1 > 0 (which may change from line to line),
pu1,...,un(z1, · · · , zn) ≤ c1
1
(un − un−1)dH
· · ·
1
(u2 − u1)dH
,
Hence the right hand side above is upper bounded by
c1n!ǫ
nd
∫ t
un=s
∫ un
un−1=s
· · ·
∫ u2
u1=s
1
(un − un−1)dH
· · ·
1
(u2 − u1)dH
du1 · · · dun
≤c1n!ǫ
nd
∫ t
un=s
∫ un
un−1=s
· · ·
∫ u3
u2=s
1
(un − un−1)dH
· · ·
1
(u3 − u2)dH
(u2 − s)
1−dH du2 · · · dun
≤c1n!ǫ
nd
∫ t
un=s
∫ un
un−1=s
· · ·
∫ u3
u2=s
1
(un − un−1)dH
· · ·
1
(u3 − u2)dH
(u3 − s)
1−dH du2 · · · dun
≤c1n!ǫ
nd
∫ t
un=s
∫ un
un−1=s
· · ·
∫ u3
u2=s
1
(un − un−1)dH
· · ·
1
(u4 − u3)dH
(u3 − s)
2(1−dH) du3 · · · dun
≤ · · · ≤ c1n!ǫ
nd
∫ t
un=s
(un − s)
(1−dH)(n−1)dun ≤ c1n!ǫ
nd(t− s)(1−dH)(n−1)+1 (4.13)
The proof is complete.
Again on account of Kolmogorov continuity theorem, there exists a modification of
La(t, x) being β-Ho¨lder continuous in t for any β < 1− dH. The next lemma is needed for
the uniform Ho¨lder continuity of the local time in the time variable (uniform in x).
Lemma 4.4. Assume d = 1 and H ∈ (1/4, 1/2). For any δ ∈ (0, 1H − 2) and any even
integer n ∈ N, there exists some C3 > 0 such that
E [La([s, t], x)− La([s, t], y)]n ≤ C3|x− y|
1+δ · |t− s|1+(1−H)(n−3), (4.14)
for all a ≤ s < t ≤ T and x, y ∈ R.
Proof. Denote by
Gx,y;ǫ(z) = 1B(x,ǫ)(z) − 1B(y,ǫ)(z).
We divide the proof into three steps.
Step 1 : For any ǫ > 0, the following holds:
E [La ([s, t], B(x, ǫ)) − La ([s, t], B(y, ǫ))]n
=n!E
∫
s≤u1≤···≤un≤t
Gx,y;ǫ(Xu1) · · ·Gx,y;ǫ(Xun) du1 · · · dun
=n!
∫
s≤u1≤···≤un≤t
du1 · · · dun E
[
1B(x,ǫ)(Xu1)1B(x,ǫ)(Xu2)− 1B(y,ǫ)(Xu1)1B(y,ǫ)(Xu2)
− 1B(y,ǫ)(Xu1)1B(x,ǫ)(Xu2) + 1B(y,ǫ)(Xu1)1B(y,ǫ)(Xu2)
]
Gx,y;ǫ(Xu3) · · ·Gx,y;ǫ(Xun).
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We first estimate the probability expectation in the above. Note
E
[
1B(x,ǫ)(Xu1)1B(x,ǫ)(Xu2)− 1B(y,ǫ)(Xu1)1B(y,ǫ)(Xu2)
− 1B(y,ǫ)(Xu1)1B(x,ǫ)(Xu2) + 1B(y,ǫ)(Xu1)1B(y,ǫ)(Xu2)
]
Gx,y;ǫ(Xu3) · · ·Gx,y;ǫ(Xun)
=
∫
Rn
[
1B(x,ǫ)(z1)1B(x,ǫ)(z2)− 1B(y,ǫ)(z1)1B(y,ǫ)(z2)− 1B(y,ǫ)(z1)1B(x,ǫ)(z2)
+ 1B(y,ǫ)(z1)1B(y,ǫ)(z2)
]
Gx,y;ǫ(Xu3) · · ·Gx,y;ǫ(Xun)pu1,··· ,un(z1, · · · , zn)dz1 · · · dzn,
(4.15)
where pu1,···un(z1, · · · zn) is the joint density for (Xu1 , ...,Xun). For notation convenience,
we denote by z¯ = (z3, ..., zn), and write p(z1, z2, z¯) = pu1,...,un(z1, ..., zn). By doing change
of variable three times in (4.15) to make all the terms in the square brackets equal to
1B(x,ǫ)(z1)1B(x,ǫ)(z2), we can write the last display of (4.15) as∫
Rn
1B(x,ǫ)(z1)1B(x,ǫ)(z2)Gx,y;ǫ(z3) · · ·Gx,y;ǫ(zn)Fx,y(z1, z2, z¯)dz1dz2dz¯,
where
Fx,y(z1, z2, z¯)
=p(z1, z2, z¯)− p(z1, z2 − (x− y), z¯)− p(z1 − (x− y), z2, z¯) + p(z1 − (x− y), z2 − (x− y), z¯).
Hence we have for any even integer n,
E [La ([s, t], B(x, ǫ)) − La ([s, t], B(y, ǫ))]n
≤ n!
∫
s≤u1≤···≤un≤t
du1 · · · dun∫
Rn
1B(x,ǫ)(z1)1B(x,ǫ) (z2)|Gx,y;ǫ(z3) · · ·Gx,y;ǫ(zn)| · |Fx,y(z1, z2, z¯)|dz1dz2dz¯. (4.16)
Setp 2 : Applying Taylor’s expansion to the first and second order, and by the estimates
of derivatives of the joint density p(z1, z2, z¯) (Theorem 2.4), it can be seen immediately
that there exist constants ci such that the following upper bounds hold.
|Fx,y(z1, z2, z¯)| ≤ c1|x− y|
(
1
(u3 − u2)H
+
1
(u2 − u1)H
)
1
(un − un−1)H
· · ·
1
(u2 − u1)H
;
(4.17)
and
|Fx,y(z1, z2, z¯)| ≤ c2|x− y|
2
(
1
(u3 − u2)2H
+
1
(u2 − u1)2H
)
1
(un − un−1)H
· · ·
1
(u2 − u1)H
.
(4.18)
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In order to get (4.18) as above, we have used the elementary inequality
(u3 − u2)(u2 − u1) ≥ min{(u3 − u2)
2, (u2 − u1)
2}
for the cross term.
Setp 3 : We split the right hand-side of (4.16) into J1 + J2 where
J1 = n!
∫
{s≤u1<···<un≤t}∩{u2−u1≥u3−u2}
du1 · · · dun∫
Rn
1B(x,ǫ)(z1)1B(x,ǫ) (z2)|Gx,y;ǫ(z3) · · ·Gx,y;ǫ(zn)||Fx,y(z1, z2, z¯)|dz1dz2dz¯, (4.19)
and J2 is defined similarly for {u2 − u1 < u3 − u2}.
In the following, we only show how to bound J1, as J2 can be treated in a similar
manner. Below, the positive constants ci (1 ≤ i ≤ 5) may change from line to line. From
our bound of Fx,y(z1, z2, z¯), we clearly have
J1
≤c1ǫ
n
∫
{
s≤u1<···<un≤t
u2−u1≥u3−u2
}
(
|x− y|
(u3 − u2)H
∧
|x− y|2
(u3 − u2)2H
)
1
(un − un−1)H
· · ·
1
(u2 − u1)H
du1 · · · dun
≤c1ǫ
n
∫
{s≤u1<···<un≤t}
(
|x− y|
(u3 − u2)H
∧
|x− y|2
(u3 − u2)2H
)
1
(un − un−1)H
· · ·
1
(u2 − u1)H
du1 · · · dun
≤c1ǫ
n(t− s)1−H
∫
{s≤u3<···<un≤t}
du3 · · · dun
1
(un − un−1)H
· · ·
1
(u4 − u3)H∫ u3
u2=s
(
|x− y|
(u3 − u2)H
∧
|x− y|2
(u3 − u2)2H
)
1
|u3 − u2|H
du2. (4.20)
For the integral with respect to u2 in the last display of (4.20), we have for any δ <
1
H − 2,∫ u3
u2=s
(
|x− y|
(u3 − u2)H
∧
|x− y|2
(u3 − u2)2H
)
1
|u3 − u2|H
du2
=
∫
(u3−u2)H<|x−y|
(
|x− y|
(u3 − u2)H
∧
|x− y|2
(u3 − u2)2H
)
1
|u3 − u2|H
du2
+
∫
(u3−u2)H≥|x−y|
(
|x− y|
(u3 − u2)H
∧
|x− y|2
(u3 − u2)2H
)
1
|u3 − u2|H
du2
≤
∫
(u3−u2)H<|x−y|
|x− y|
(u3 − u2)2H
du2 +
∫
(u3−u2)H≥|x−y|
|x− y|2
(u3 − u2)3H
du2
≤ |x− y| · |x− y|
1
H
[1−2H] +
∫
(u3−u2)H≥|x−y|
|x− y|(1+δ)
(u3 − u2)(2+δ)H
du2
≤
(
|x− y|
1
H
−1 + |x− y|1+δ
)
≤ |x− y|1+δ . (4.21)
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To complete the computation for (4.20), by following the same line of computation as the
proof of Lemma 4.3, we obtain∫
{s≤u3<···un≤t}
1
(un − un−1)dH
· · ·
1
(u4 − u3)dH
du3 · · · dun ≤ c2(t− s)
(1−dH)(n−3)+1. (4.22)
Combining (4.21) and (4.22), we have shown that for any δ < 1H − 2, there exists some
constant c3 > 0
J1 ≤ c3ǫ
n|x− y|1+δ(t− s)(1−dH)(n−3)+1. (4.23)
Following same line of argument as above, it holds for some c4 > 0 that
J2 ≤ c4ǫ
n|x− y|1+δ(t− s)(1−dH)(n−3)+1. (4.24)
Therefore we have established the following desired upper bound for (4.16):
E [La ([s, t], B(x, ǫ)) − La ([s, t], B(y, ǫ))]n ≤ c5ǫ
n|x− y|1+δ(t− s)(1−H)(n−3)+1. (4.25)
The proof is thus complete.
Remark 4.5. Clearly, Lemma 4.2 is a special case of Lemma 4.4. The reason that we keep
Lemma 4.2 is because the proof of this simpler result provides a better idea of the more
complex proof of Lemma 4.4. We also remark that by taking s = a in Lemma 4.4, we have
for any δ ∈ (0, 1H − 2) and even n ∈ N, there exists a positive constant C4 depending on T
and a such that
E [La(t, x)− La(t, y)]n ≤ C4|x− y|
1+δ. (4.26)
Denote by IR = [−R,R] ⊂ R. Now that all the three conditions in Theorem 4.1 have
been established in the three lemmas above, the following theorem results from Theorem
4.1 naturally.
Theorem 4.6. Assume d = 1 and H < 1/2. For every β < 1 −H, there exists a version
of the local time La(t, x) jointly continuous in (t, x) ∈ [a, T ] × R. Moreover, there exist
random variables η and ∆ which are almost surely positive and finite such that
|La(t+ h, x)− La(t, x)| ≤ ∆|h|β , for all x, t, h satisfying t, t+ h ∈ [a, T ], and |h| < η.
Proof. Fix R > 0. Apply Theorem 4.1 to Y (t, x) = L([a, a + t], x) and by Lemma 4.3,
Lemma 4.4 and (4.26), we obtain for each m ∈ N a joint continuous version Ym(t, x) of
Y (t, x) on [0, T ]× ImR which is β-Ho¨lder continuous in time uniformly in x ∈ ImR, for all
β < 1−H.
Observe that form′ > m, Ym′(t, x) is a continuous extension of Ym(t, x) from [0, T ]×ImR
to [0, T ]× Im′R. Therefore, we can define a continuous version of Y on [0, T ]× R by
Y (t, x) = Ym(t, x), for (t, x) ∈ [0, T ]× ImR.
The proof is complete by observing that Y (t, x) = L([a, a + t], x) has compact support in
x ∈ R (for each fixed ω ∈ Ω).
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Recall the definition of pathwise Ho¨lder exponent of La(t, x) in (1.2). We are now ready
to state the main result of this section.
Theorem 4.7. Assume d = 1 and 1/4 < H < 1/2. Let X be the solution to equation
(2.3). The pathwise Ho¨lder exponent of La(t, x) is given by
α(t) = 1−H, a.s. for all t ∈ [a, T ].
Proof. It follows immediately from Theorem 4.6 that αL ≥ 1 −H. We show αL ≤ 1 −H
in what follows. Fix any t > 0. Since the local time vanishes outside the range of X, it
holds
δ =
∫
Rd
(L(t+ δ, x) − L(t, x)) dx
≤ sup
x∈Rd
(L(t+ δ, x) − L(t, x)) sup
s,u∈[t,t+δ]
|Xu −Xs|
≤ 2 sup
x∈Rd
(L(t+ δ, x)− L(t, x)) sup
s∈[t,t+δ]
|Xt −Xs|. (4.27)
Now in order to show αL ≤ 1 − H, it suffices to observe for any α > 0, by (4.27), it
holds that
supx∈Rd (L(t+ δ, x) − L(t, x))
δα
≥
δ1−α
2 sups∈[t,t+δ] |Xt −Xs|
.
On the other hand, by the construction of rough integrals, we have, for any γ < H, a finite
random variable Gγ such that for all s, t ∈ [0, T ],
|Xt −Xs| ≤ Gγ |t− s|
γ .
Hence for all γ < H,
supx∈Rd (L(t+ δ, x) − L(t, x))
δα
≥
δ1−α
Gγδγ
=
δ1−α−γ
Gγ
.
For any α > 1−H, we can always find a γ < H such that the right hand side above tends
to infinity as δ ↓ 0, which implies α(t) ≤ 1−H. The proof is complete.
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