As the core of the rail freight flow organization process, train formation problem (TFP) has attracted much attention. In Chinese practice, car flow routing, TFP, and train routing are usually optimized sequentially to reduce the complexity of computation, which may result in a local optimum, and even no feasible solution. To address this issue, this paper studies the integrated optimization of the three sub problems with aims to minimize the total cost of transportation cost, accumulation cost, and classification cost. An integer linear arc-based model incorporating the unitary and in-tree rules of a shipment is first formulated and solved by the state-of-the-art solver GUROBI. Since GUROBI can't deal with the large test cases, a path-based model is built and solved by a bespoken two-phase algorithm. The first phase of the algorithm is Benders-and-Price approach that combines Benders decomposition and column generation, and the second phase is to solve the arc-based model with some variables fixed as the corresponding values fetched from the first phase. The results show that the proposed algorithm outperforms GUROBI, and the acceleration techniques, i.e., trust region and Pareto-optimal cuts, can improve the convergence efficiency of Benders decomposition significantly.
I. INTRODUCTION
In rail freight transportation systems, an important problem arising is how to optimally deliver railcars (loading with shipments) from their origins to their destinations on a capacity-constrained railway network. Generally, for high value-added goods or regular and high-volume demands, direct train services will be provided. However, for efficient long-haul transportation, most demands with possibly different origins and destinations are sorted and merged into a group of railcars, which forms a so-called block, and then the blocks are grouped again to make up train. A block is moved as a single unit by one train or a series of trains until its destination, where it is broken down (denoted classification), the cars being either delivered to their final consignees or The associate editor coordinating the review of this manuscript and approving it for publication was Chi-Tsun Cheng .
sorted into new blocks. The train formation problem (TFP) is the problem that answers to between which pairs of yards should build a block and how to group those blocks into trains.
In practice, there have several sub problems in the rail freight flow organization process, i.e., the car flow routing problem, the blocking problem, the block-to-train assignment problem, the train routing and scheduling problem and the resource allocation problem [1] , [2] . Specifically, (1) the car flow routing problem is to determine the physical paths of all shipments with aims to minimize transportation cost, (2) the blocking problem is to decide between which yards (where trains are formed or disassembled, and shipments originate and terminate at yards) to build block and the sequence of blocks for each shipment aiming at delivering all the shipments with the minimum total cost while fulfilling various constraints and business rules, (3) the block-to-train assignment problem is to consider which train services (defined by origin-destination pairs) are to be supplied at what frequency and the consolidation of blocks to train services, (4) the train routing problem is to identify the physical path (usually expressed as yard chain) for each train service, (5) the train scheduling problem determines the timetable for each train service, i.e., the arrival time and departure time of each stop on the physical path, (6) the resource allocation problem is to distribute the necessary resources, e.g., locomotives and crew, to each train service to enable the proper service performance. Since every above mentioned sub problem is NP-hard, they are solved sequentially to relieve the computational burden in practice, which may result in a local optimum. For example, the optimal car flow routes simply given by car flow routing optimization is no longer the optimal solution when classification costs are taken into account. Furthermore, without considering train routing in the optimization of block-to-train assignment problem or blocking problem, it may bring about overloads on rail links (especially bottlenecks) [3] , [4] .
In North American railway systems, TFP consists of the blocking problem and the block-to-train assignment problem. Since we mainly focus on railway freight transportation in China in this paper, some special characteristics should be taken into account. The one is that most freight trains in China railway system are operated as single-block trains, that is, each block has a dedicated train, so it is not necessary to make block-to-train assignment decisions or block swap operations at rail yards in TFP. Thus, we use the terms ''block'' and ''train service'' interchangeably throughout this paper. Additionally, some special operational requirements, e.g., the unitary and in-tree rules of each shipment, should be followed, where the unitary rule means the cars in a shipment must follow the same path and are transported by the same sequence of blocks, and the in-tree rule is that the shipments with the same destination whose cars are to be classified at a particular yard must be grouped into the same block over the remain of itineraries. These two rules are seldom considered in most literature.
In this paper, we address the TFP that integrated with the car flow routing problem and train routing problem, which is the same as that in Lin [3] . The difference is that we build two integer linear models by applying arc-based and path-based variables, respectively, and well-designed linear constraints for the in-tree rule, whereas a nonlinear, recursive model is presented in Lin [3] . On the other hand, we propose a heuristic algorithm with two-phase. In the first phase, the path-based model is solved by a developed algorithm that combines Benders decomposition and column generation, which can provide a tight lower bound. The second phase is to obtain a feasible solution by solving the arc-based model with some variables fixed as the solution fetched from the first phase.
The rest of paper is organized as follows. A brief literature review about TFP is presented in Section 2. In Section 3, a general problem description and an example of the problem are given. Section 4 presents the arc-based model and the path-based model. Section 5 designs the solution approach based on Benders decomposition and column generation for the path-based model. Four different scale instances are used to test the effectiveness and efficiency of the proposed approach in Section 6. Finally, conclusion and future work extensions are discussed in Section 7.
II. LITERATURE REVIEW
There is rich literature in the research of TFP. As the NP-hard of TFP, many heuristic methods have been proposed. Bodin et al. [5] formulated the problem as a mixed-integer linear program (MILP) using data from the Norfolk and Western Railroad, which consists of 33 classification yards. This model contains an extremely large number of binary variables and was solved by MPSX/370 with local searching and extensive manual intervention. Crainic et al. [6] presented a comprehensive model that considered the interactions among car flow routing, train scheduling, blocking strategy, and devised a heuristic algorithm based on decomposition and column generation to solve it. Haghani [7] formulated a model with a nonlinear objective function. The model combined train routing and makeup, and empty car distribution, and was solved by a heuristic decomposition. Keaton [8] proposed a combined car flow routing and train makeup model. A solution was obtained by solving the model with no limit on train size using Lagrangian relaxation and then adjusted heuristically if some trains are overloaded. Ahuja et al. [9] developed a very large-scale neighborhood search algorithm to solve the blocking problem and reported that a near optimality solution can be obtained in one to two hours using a standard workstation computer. Lin et al. [10] presented a bi-level model, whose upper-level is intended to find an optimal blocking plan, and the lower-level is used to determine the sequence of train services for each shipment. The model is solved by simulated annealing algorithm using data from the subnetwork of China railway system, which has 127 yards and 14440 shipments. Hasany and Shafahi [11] formulated a two-stage stochastic program considering the uncertainty inherent in demand and flow capacity, and two variants of L-Shaped method are applied to solve the model. The experiments showed that the two methods yielded significant efficiency compared to CPLEX. Lin [3] proposed a nonlinear binary programming model to address the TFP problem integrated car flow routing and train routing. The model considered the unitary and in-tree rules and a set of capacity constraints, including yard classification capacity, link capacity, and classification track number restrictions, with an objective function that minimizes the total costs of accumulation cost, classification cost, and transportation cost. A simulated annealing based heuristic algorithm was developed to solve the model. Other studies include the ant colony optimization algorithm [12] , tabu search [13] , genetic algorithm [14] , etc.
Besides the heuristic algorithms, there are also some exact algorithms in the literature. Newton et al. [15] formulated a mixed-integer model based on a service network graph and developed column generation and branch-and-bound to [16] proposed a Lagrangian relaxation technique to decompose the problem into two simple sub problems. A set of inequalities and an advance dual feasible solution are generated to speed up the convergence. Recently, Zhu et al. [17] presented a model integrating blocking, train makeup and scheduling, and routing of time-dependent shipments based on a cyclic three-layer space-time network. A solution method integrating exact and heuristic principles based on slope scaling was used to address the comprehensive model. Chen et al. [18] developed a binary linear model to minimize the total sum of accumulation costs and classification costs, and a novel tree-based decomposition algorithm was proposed. Zhao and Lin [19] formulated the multi-shipment train formation problem as a nonlinear binary model, which was linearized and then solved by LINGO. They reported the linear model has better performance than the nonlinear one in terms of solving efficiency.
To better highlight the differences between our research and the literature, Table 1 lists the main characteristics in the literature and this paper.
III. PROBLEM STATEMENT A. GENERAL PROBLEM DESCRIPTION
Given a physical network G = (V , E), where V is the set of nodes representing yards and E is the set of links representing the track sections between yards, as well as a set of shipments that required to be delivered. As the traffic flow of a single shipment is not sufficient for dispatching an entire train, sets of railcars belonging to different shipments are temporarily merged together into blocks, which are then grouped again to make up trains (in the single-block case, a train service exactly carry one block). Based on this configuration, individual shipment may be placed in a series of blocks to travel from its origin to destination. The aim of this paper is to determine, in an integrated manner, a minimum-cost train service network that answers to the following questions: (1) between which pairs of yards should build a block(train service)?, (2) what should be the frequencies of the train services?, (3) what should be the physical paths of these trains?, and (4) what should be the sequence of blocks to deliver each shipment. The sequence of blocks for each shipment represents a path from the shipment's origin to its destination, and we call this path as a block path to differentiate with the physical path. Because we also consider the train routing problem, the block path is not only characterized by the sequence of blocks, but also the train path of each block (train service). Therefore, what we research in is subordinate to the well-known problem in railroad freight transportation, i.e., train formation problem (TFP), and further integrated it with car flow routing and train routing problem. The objective of this problem is to minimize the total costs of transportation (car-kilometers), service accumulation delay (car-hours), and delay due to railcars classification when moving from one block to another (car-hours), while satisfying link capacity constraints, yard capacity constraints, classification tracks constraints, and the constraints of the unitary and in-tree rules mentioned in Section 1.
In the above three mentioned objectives, transportation cost is easy to understand, that is the number of utilized cars multiplied by the transportation distance, so the accumulation delay and classification delay are mainly explained as follows: (1) the accumulation delay: a train is permitted to depart from a yard only when its tonnage or its length reaches a predefined train size, i.e. the total number of railcars in a train. In particular, the cumulative arrival process of railcars at a yard is illustrated in Figure 1 , where the train size is set to m = 50 cars. We see that the railcars arrive at discrete times t 1 , t 2 , t 3 , t 4 and t 5 , respectively. The number of railcars reaches 50 at time t 4 which means that a train can be dispatched from the yard. This cumulative arrival process enforced due to the train size requirement can cause accumulation delay which is equal to the area below the cumulative arrival curve. To simplify the calculation of the accumulation cost, an empirical method to approximate the accumulation costs is adopted. As analyzed in Lin et al. [10] , an accumulation parameter c is introduced and the daily service accumulation delay generally can be given as cm. The value of c is dependent on yard and can be obtained based on historical data and it usually falls into the interval between 8 and 12, and (2) the classification delay: we define a parameter τ that represents the relative delay due to classification, which equals to the delay cost that a classification car spends more than that of a passing through car (which only experiences the arriving, inspecting, and departing process) spends at yard. The value of τ is also yard-dependent and ranges from 2.2 to 4.5 in China [10] . Note that we don't need to consider the classification delay in the origin and destination yards for each shipment.
B. EXAMPLE FOR THE PROBLEM
In order to better illustrate the TFP and its relationship with car flow routing and train routing, a simple network composed of four yards as shown in Figure 2 is taken as an example. Assuming that there are five shipments, i.e., N 14 , N 13 , N 12 , N 24 , N 34 . Train services, T 12 , T 13 , T 24 , T 34 , must be provided to service those shipments, i.e., N 13 , N 12 , N 24 , N 34 . Whether to provide train service T 14 is a decision variable that needs to be optimized in TFP. If the train service T 14 is provided for N 14 , an additional accumulation cost is incurred at the origin yard, that is, the shipment N 14 must be waiting at the origin station until the accumulated cars reach the minimum size of dispatching a train. Moreover, since the cars belong to different blocks should occupy different tracks, more outbound blocks in a yard mean more classification tracks are needed that may exceed the number of available tracks in the yard. If the train service T 14 is not provided for N 14 , N 14 will be classified at the intermediate yards (yard 2 or yard 3) on its itinerary, which increases the classification cost, and may cause congestion at yard 2 or yard 3. Thus, whether to provide a direct service need an overall consideration of various factors, such as the track number of yard, accumulation cost and classification cost, and so on.
When T 14 is not provided, N 14 has two block paths to choose, i.e., path I and path II in Figure 2 . In block path I, N 14 will be classified at yard 2, and consolidated in T 24 with N 24 . In block path II, N 14 will be consolidated in T 13 and T 34 in sequence. When T 14 is provided, in order to reduce the FIGURE 2. A simple railway network with four yards. VOLUME 7, 2019 classification cost, N 14 will not be consolidated in T 12 and T 13 , but directly consolidated in T 14 .There are two physical paths to choose for T 14 , i.e., 1-2-4 and 1-3-4, which make two difference block paths for N 14 , i.e., path III and path IV in Figure 2 . The block path III and IV have the same sequence of blocks, i.e., block 1-4, but they have different train paths. The frequency of a train service equals to the total number of cars it carries over the size of the train in cars, and a link capacity will restrict the number of train passing it. From above, we can see that there has a close relationship among the car flow routing, TFP, and train routing. The comprehensive optimization of TFP, car flow routing and train routing can make more balanced and full use of the capacity of the rail network, and avoid the occurrence of no feasible solution in sequential optimization because of the bottleneck of the capacity of some yards or links.
IV. FORMULATION
Based on the physical network G, a service network
and A is the set of directed arcs between any two different nodes representing train services that may be operated. Note that, we use the term ''arc'' to distinguish with the term ''link'' in G. The former one is fictitious and represents train service, and the latter one represents the physical track section between yards. For example, the railway network in Figure 2 can be abstracted into the physical network in Figure 3 (a), and the service network corresponding to the physical network in Figure 3 (a) is shown in Figure 3 (b). The arc (1, 4) is selected in an optimal result representing that the train service T 14 is provided. In this section, an arc-based model and path-based model will be established respectively on the basis of graph . 
A. THE ARC-BASED MODEL
Some notations for the whole paper are firstly introduced in Table 2 .
To restrict the number of train routes in ρ a (a ∈ A), a detour ratio method is introduced. Let d min denote the length of the shortest path between two yards. For the l th route between these two yards with the length d l , its detour ratio γ can be calculated as γ = d l d min . If a physical route's detour ratio exceeds a predefined detour ratio threshold, this route will be eliminated from the reasonable route set.
The arc-based model for the simultaneous optimization of car flow routing, TFP, and train routing is given as follows: 
where Eq. (1) is the objective function, which represents to minimize the total operational cost (in car-hour), including three components: the accumulation cost, the transportation cost, and the classification cost; Constraints (2) are the flow balance equations for each shipment, i.e., each shipment is required to be transported from the origin to the destination; Constraints (3) represent that the number of classification of shipment f ∈ F should not be more than q f . Note that the number of blocks in any block path is one more than the number of classification. Because the classification is time-consuming, this constraint can guarantee the delivery deadline to some degree; Constraints (4) indicate that the shipment f ∈ F can select arc a ∈ A only if the corresponding block is built. Constraints (5) guarantee that for each a ∈ A, the paths in ρ a cannot be chosen more than one; Constraints (6) limit the train flow volume passing through a rail link; Constraints (7) state that the number of classified cars is less than the capacity at a yard; The in-tree rule is guaranteed by Constraints (8), more specifically, if one shipment choose arc a ∈ A, then the shipments with the same destination cannot choose arc a ∈ A(s(a ) = s(a)&d(a ) = d(a)); Constraints (9) ensure that the number of occupied classification tracks is less than the number of available tracks, where D a is the cars flow on a ∈ A, and ϕ(D a ) is a track number function, which can be expressed as follows:
where · denotes the operator that rounds up to nearest integer, and g is a constant, which can be taken as 200 [10] . Finally, Constraints (10) are the binary restrictions on decision variables. The unitary rule is satisfied by the binary constraints on variables x fa in Constraints (10) , that is, each shipment is delivered on exactly one block path. Since the Eq. (1) and (6) contain quadratic terms, and Eq. (9) contains nonlinear terms, they are relatively difficult to solve. Therefore, to better solve the model, these constraints and objective function can be linearized by defining integer variables x a (≥ 0, a ∈ A), which indicate the number of tracks in the yard s(a) occupied by the block a, and then Eq. (9) can be replaced by Eq. (13)- (15) as follows:
a∈A:s(a)=i
Similarly, defining binary variables z l fa , which take 1 if shipment f chooses the path l ∈ ρ a on arc a ∈ A, and 0, otherwise. Then Eq. (6) can be replaced by Eq. (16)- (20) as follows:
After linearization, the arc-based model is as follows, denoted as M1, which is deterministic and linear:
B. THE PATH-BASED MODEL
According to the definition of A, we have |A| = |V | 2 − |V | ≈ |V | 2 , where |·| denotes the number of elements in the corresponding set. If traffic demands between each yard to each another yard are all positive, then |F| = |V | 2 − |V | ≈ |V | 2 . The number of constraints of model M1 is about
where n is the average value of the number of train paths of each arc, i.e., n = a∈A |ρ a | |A|. The number of variables is n·|V
. It can be seen that the size of model M1 depends on the number of yards. In the numerical experiments, with the increasing of the solving scale, using the general MILP solvers (e.g., GUROBI, CPLEX), to solve the problem become increasingly inefficient and intractable. In order to solve large-scale problems more efficiently, a path-based model for the TFP with car flow routing and train routing is established in this section, where the path is corresponding to the block path for each shipment. To solve the path-based model, a designed decomposition algorithm is proposed in the next section.
Let's consider the example in Section 3B. Although there are only four yards, the number of block paths for N 14 reaches four. When the scale of the rail network is large, the number of block paths is too large to enumerate one by one. To avoid providing a list of all possible blocking paths, column generation technique will be used, which includes a pricing problem that is converted to find a shortest path in . The weights of the arcs are shipment-dependent and updated at the iterations of the algorithm, so that the shipment can choose different arcs a ∈ A and different train paths in ρ a . How to update the weights will be explained in detail in Section 5B.
Defining the following symbols: P f , the set of block paths for shipment f ; V P , the set of yards where the shipment has to be classified in block path p; E p , the set of links in block path p; A P , the set of arcs in block path p; B p = {(a, l a )|a ∈ A p }, where l a is the corresponding train path selected from ρ a in the block path p. For example, when p is the block path III in Figure 2 , we have V p = ∅, E P = {(1, 2), (2, 4)}, A P = {(1, 4)}, B p = {((1, 4), (1, 2, 4) )}. Other symbol definitions are the same as in Table 2 . The path-based model can be given as follows, denoted as M2:
p∈P f 
f ∈F p∈P f :i∈V p
x a ≥ 0, integer ∀a ∈ A
where the objective function (22) is to minimize the total cost as Eq. (1) expresses; Constraints (23) indicate that each shipment select exactly one block path; Constraints (24)- (27) are corresponding to Constraints (4)- (7) , respectively, and Constraints (30) are corresponding to Constraints (8) . Constraints (28) and (29) are the track number constraints as Constraints (9) express. Constraints (3), i.e., the maximum allowed number of classifications for each shipment can be handled by the column generation algorithm described below, so it is no need to add them in M2.
V. SOLUTION METHOD FOR MODEL M2 A. BENDERS-AND-PRICE FRAMEWORK
Model M2 is a deterministic and linear model with the integer variables y al , x a , and x fp , and the variables x fp need to be generated by column generation. We adopt Benders decomposition algorithm to decompose model M2 as follows. The variables x fp are linear relaxed as x fp ∈ [0, 1], and non-binary integer variables x a are linear relaxed as x a ≥ 0, then the model M2 become a mixed-integer linear model. We regard the variables y al as complex variables, and decompose the model M2 into a Benders master problem (BMP) and a Benders sub problem (BSP). The BMP only contains the variables y al , and the BSP contains the continuous variables x fp and x a , which can be solved by column generation. After the convergence of Benders decomposition algorithm, instead of branching variables upon x fp and x a to achieve integer solutions, we fetch the optimal values of y al from the BMP, and input them into model M1, and then solve the model M1. If it is infeasible, a constraint is added to the BMP to eliminate the infeasible solution, and the Bender decomposition iteration is continued. This algorithm combines Benders decomposition and column generation, so it is called Benders-and-Price. This approach has been applied to other integrated problems in transportation, such as aircraft routing and crew scheduling problem [20] , and vehicle scheduling based on a variable timetable problem [21] . For more literature about this approach, we refer the reader to Mercier et al. [22] , Restrepo et al. [23] , and Lee and Han [24] . For the details on Benders decomposition and column generation, readers are referred to Costa [25] and Barnhart et al. [26] , respectively. Introducing an auxiliary variable z 0 (z 0 ≥ 0), the BMP is now given as follows:
where z down 0 is the lower bound of z 0 , A F is the set of train services that operated between two adjacent yards with positive traffic demands. Constraints (35) represent that when the train service is included in A F , it will be provided without optimization. By comparing the objective function (22) and (33) 
In order to make sure the sub problem always is feasible, Eq. (23) is transformed into Eq. (39), and a penalty term, i.e., Note that, Constraints (30) are not included in BSP, and we will reveal how to deal with those constraints in the following Section 5D.
The null vector 0 always satisfies all the constraints of BSP, so BSP is always feasible, and Benders feasibility cuts are not essential to be generated. Moreover, it's easy to see that the objective value of BSP is greater than the least transportation cost for all shipments, so BSP is bounded. A restricted Benders sub problem (RBSP) is obtained by replacing p f with its subsetp f , which can be set asp f = ∅ initially. Let π 1 = (π 1 f ≤ 0), π 2 = (π 2 fal ≤ 0), π 3 = (π 3 e ≤ 0), π 4 = (π 4 i ≤ 0), π 5 = (π 5 i ≤ 0) be the dual variables associated with Constraints (39)-(43), respectively. The dual of RBSP (DRBSP) can be stated as the following formulation (45)-(47). Since RBSP is bounded and feasible, i.e., RBSP has an optimal solution. From the duality theory, DRBSP also has an optimal solution.
(DRBSP) max
Obviously, it is impossible to enumerate all the possible block paths for each shipment, so column generation algorithm is used to solve RBSP. For each shipment f ∈ F, to identify a column with a minimum reduced cost of each pricing step is equivalent to the following pricing sub problem (PSP):
If ζ (f ) < 0, we can append the corresponding path intoP f to improve the solution. If ζ (f ) ≥ 0 for each f ∈ F, the optimal solution of RBSP at the current iteration has been acquired. In order to solve the pricing sub problems and satisfy some additional constraints, e.g., the maximum allowable number of classification for each shipment, a label correcting shortest path will be present in the next section. At each iteration of Benders-and-Price, the objective value of RBSP and BMP are corresponding to the upper bound and lower bound, denoted as η UB and η LB , respectively. If |η UB − η LB | /η UB ≤ ε, where ε is a predefined tolerance, the process of Benders-and-Price can be terminated. Otherwise, a Benders cut below has to be imposed into BMP, and return to solve BMP. For each shipment f ∈ F, updating the weight of the arc a ∈ A in can be divided into two steps: first, the shortest train path in ρ a is achieved by Eq. (51) below, and then the weight of the arc a is updated as the value of Eq. (52) below. Since π ≤ 0, we have cost(a) ≥ 0 for each a ∈ A. It should be noted that the Constraints (3) in model M1 require that the number of classification of shipment f ∈ F should not exceed q f , so the number of vertices in the shortest path including the source vertex and destination vertex should not exceed q f + 2. In this paper, the classical Bellman-Ford algorithm is modified by making full use of its methodology that one more vertex than previous is added into the shortest path to solve the shortest path problem with vertices-constrained. The modified algorithm can find the optimal shortest path that satisfies the requirement that the number of vertices on the shortest path doesn't exceed a predefined number. For each f ∈ F, let w(k, i)(k ≤ q f + 2) be the least cost (i.e. label) from o f to vertex i with at most k vertices, pv(k, i)(k ≤ q f +2) be the preceding vertex of vertex i on the shortest path that uses at most k vertices. Pseudocode for the shortest path algorithm is presented below:
Step 2. Label updating 4. For k = 2 to q f + 2 5.
For each arc a ∈ A 6.
If w(k, d(a)) > w(k − 1, s(a)) + cost(a) Then 7.
w(k, d(a)) = w(k − 1, s(a)) + cost(a); 8.
pv(k, d(a)) = s(a); 9.
End if 10.
End for 11. End for 12.
Step 3. Fetch the shortest path 13 . Set d f as the current vertex i; 14. For k = q f + 2 to 1 15.
If vertex i is not o f 16.
Set the current vertex i as its preceding vertex pv(k, i); 17.
End if 18. End for 19. Output the least cost path from o f to d f with at most q f intermedium vertices.
C. ENHANCING BENDERS DECOMPOSITION METHOD 1) TRUST REGION
In the early iteration of Benders decomposition, the solutions of BMP tend to oscillate wildly from one feasible region to another, thereby slowing convergence [27] . To prevent the master problem solution from moving too far from the previous iteration, the trust-region (TR) strategy is employed, that is, the feasible region of BMP is restricted by determining a reasonable neighborhood around the previous solution and then solving the restricted BMP to find an optimal or a good feasible solution. As the method used in Santoso et al. [27] , we used the Hamming distance between the binary solution vectors of BMP as a measuring unit for the TR. In our case, suppose y t al is the master problem solution obtained at iteration t and let Y t := {(a, l) : y t al = 0}. We impose the following constraint in the BMP of iteration t + 1 to restrict the feasible region:
is TR size at iteration t +1, that is a positive integer number with a reasonable value. In the first time to solve BMP, Y 0 is obtained by the following approach. The integrality constrains on all variables are removed in model M2, and the resulting relaxed model is denoted as M2_R. It can be seen that the model M2_R is similar to RBSP. The only difference is that y al in RBSP are fixed values, however, y al in M2_R are variable values. Therefore, M2_R can also be solved by column generation as solving RBSP. Suppose that the optimal solution of M2_R is (x fp ,ỹ al ,x a ), then we set Y 0 := {(a, l) :ỹ al = 0}.
Although adding constraint (53) in BMP may result in the solution of BMP is not optimal at the iterations, Geoffrion and Graves [28] pointed out that there is no need to acquire the optimal solution of BMP at each iteration, but a sub-optimal solution could be also useful. Additionally, BMP is an IP model and with the new optimality cuts appending in each iteration makes it even more complex. To overcome this problem, Fischetti and Lodi [29] and Rei et al. [30] applied a local branching method to solve complex BMP. The methodology of local branching is similar to the TR. They also restricted the feasible region by adding a constraint to BMP. Thus the TR method can also speed up solving the BMP.
2) CUT STRENGTHENING
If the dual problem of RBSP degenerates, several cuts exist for the same BMP solution. Magnanti and Wong [31] proposed a method to generate Pareto-optimal cuts (POCs). These cuts are not dominated by any other cuts and can improve the convergence of the Benders decomposition significantly. To generate a POC, let Y be the polyhedron of the feasible region of the variables y al , and let y 0 denote the relative interior of Y. Suppose at one iteration of Bendersand-Price, the optimal objective value of RBSP isZ RBSP . To identify an optimal solution to the dual problem of RBSP that yields a POC, one must solve the following dual auxiliary problem.
≤ 0, π 2 ≤ 0, π 3 ≤ 0, π 4 ≤ 0, π 5 ≤ 0 (57)
The Magnanti-Wong problem (54)-(57) is similar in structure to DRBSP. The purpose of the equality constraint (55) is to restrict the feasible region to the optimal face of the DRBSP, i.e., guarantee that one will pick a solution that has the same optimal objective value asZ RBSP . However, Papadakos [32] and Rahmanian et al. [33] show that the equality constraint (55) is very dense and may entail numerical instabilities. To remove it from formulation (54)-(57), we can use constraints (58) below instead of Constraint (55) as in Rahmanian et al. [33] .
( π 1 , π 2 , π 3 , π 4 , π 5 ) = 0 (58)
where ( π 1 , π 2 , π 3 , π 4 , π 5 ) indicates the vector of variables with nonzero reduced cost of DRBSP. The vector ( π 1 , π 2 , π 3 , π 4 , π 5 ) is obtained by solving the corresponding DRBSP after the RBSP is solved optimally by column generation. The equivalence is evident because to remove Constraint (55), the variables with nonzero reduced cost in DRBSP should maintain their current value at any alternate optimal solution. Furthermore, the variables with nonzero reduced cost are all nonbasic variables and equal to zero in the optimal solution. Thus, Constraint (55) is equivalent to fixing the variables with nonzero reduced cost to zero, which can efficiently be handled by the optimization solver, e.g., GUROBI. Additionally, the relative interior point is not easy to find [31] . An approximation scheme of dynamically updating core point used in Papadakos [32] and Rahmanian et al. [33] is adopted here, such as:
where y t is the solution of BMP on iteration t, y 0 t is the core point at iteration t. For the first iteration, y 0 1 are set equal to the solution of BMP.
D. OVERALL ALGORITHM
The overall algorithm comprises two phases. In the first phase, the Benders-and-Price approach alternates between BMP and RBSP with Benders cuts (49) generation until the gap between η UB and η LB is small enough. The BMP and column generation master problem in RBSP can be solved by optimization solvers, while PSP is solved by Algorithm 1. When the Benders-and-Price algorithm is terminated, then the algorithm enters the second phase, where the optimal solution of the variables y * al obtained from the first phase is input into the model M1, and then model M1 is optimized to acquire the block path for each shipment. That is, in the first phase of the algorithm, the output solution is which pair of yards provide train services, including their corresponding train paths, and the second phase is to achieve the block path for each shipment satisfying various constraints including the in-tree rule (remember that we didn't include Constraints (30) in BSP). If model M1 is infeasible in the second phase, then Constraint (60) below will be added to BMP to eliminate the current solution, where Y satisfies Y = {(a, l)|y * al = 0}, and the iteration of Benders-and-Price continues. The final solution is optimal or near-optimal, depending on some parameters setting, e.g., the optimality gap ε in Benders-and-Price. Algorithm 2 below gives the pseudocode for the overall algorithm. Z BMP be the optimal objective value. Set η LB =Z BMP ; 4. Solve the RBSP with column generation takingȳ al as input, and letZ RBSP be the optimal objective value. IfZ RBSP < η UB , let η UB =Z RBSP , and update the optimal solution y * al =ȳ al ; 5. If (η UB − η LB )/η UB ≤ ε, then y * al is an optimal solution to the problem, stop this phase. Goto step 7. 6. Solve the DRBSP to obtain the vector of variables with nonzero reduced cost ( π 1 , π 2 , π 3 , π 4 , π 5 ), and solve the variant Magnanti-Wong problem, takingZ RBSP , y al as input, and let (π 1 , π 2 , π 3 , π 4 , π 5 ) be the optimal solution. Generate the Benders cut (49) taking (π 1 , π 2 , π 3 , π 4 , π 5 ) as input. It should be noted that Algorithm 2 is only capable of finding a feasible solution. There are mainly three reasons. First, the integrality variables x fp and x a are linear relaxed in the RBSP, the optimal solution attained by the developed Benders-and-Price algorithm is a lower bound of the model M1. Further, the trust region acceleration strategy used in our algorithm may hinder the Benders-and-Price procedure converge to an optimal solution. Last, in the second phase, fixing the variables y al as the values y * al obtained from the Benders-and-price approach does not return an optimal solution for the original problem. Nevertheless, the algorithm can find good upper bounds in reasonable times comparing with the solver, i.e., GUROBI, in our test cases.
VI. NUMERICAL EXPERIMENTS A. TEST CASES AND PARAMETER SETTINGS
In order to demonstrate the effectiveness and efficiency of our algorithm, GUROBI 8.1.0 optimizer is adopted as both the MILP and LP solvers for all test cases (GUROBI is the fastest mathematical optimization solver at present [34] , [35] ). The algorithm is coded by C# on Visual Studio 2015. The experiments are performed on Dell XPS3 notebook computer equipped with Intel Core i5-8300H CPU, 2.30GHz and 12GB memory.
Four different scale test cases are designed to validate the models and algorithms. The related data are shown in Table 3 . The ''# of classification'' means the maximum allowed number of classification for each shipment. The optimality gap ε of Benders decomposition is 0.01%. When solving BMP and model M1 by GUROBI, the optimality gaps are set as 0.1%. The TR size in (53) is set as a conservative value 0.1 · a∈A |ρ a | for each corresponding test case. Table 4 shows the results of the comparison between GUROBI and our algorithm. The sign ''-'' means GUROBI can't obtain a feasible solution in 3h, and ''-'' means the model is infeasible. The statement is valid for the remainder of this paper. It can be seen that the efficiency of our algorithm is higher than that of GUROBI in all test cases except the smallest scale test case (Case 1). With the scale increasing, the efficiency of solving model M1 by GUROBI is getting worse. For example, the solving time in Case 2 is 5682s, and even it's out of memory in Case 4, which means that the branch-and-bound tree has exhausted all available main memory. Obviously, it is not advisable to use GUROBI to solve model M1 directly when the scale is large. In terms of solution accuracy, when the scale is relatively small (Case 1 and Case 2), the algorithm can obtain the same solutions as GUROBI in a short time. In Case 4, an optimal or near-optimal solution can be obtained in 3994s. Moreover, the maximum memory consumption is only 3.5G in the whole process in our algorithm.
B. COMPARISON BETWEEN GUROBI AND THE PROPOSED ALGORITHM
In our test experiments, Constraint (60) is not generated in Case 1 and Case 2, that is, after the Benders-and-Price algorithm is terminated in the Phase I for the first time, the model M1 taking y * al as input is feasible for the two cases. This indicates that although we linear relax the variables x fp in model M2, the Benders-and-Price algorithm provides a well lower bound. Besides, Constraint (60) is generated two times and four times in Case 3 and Case 4, respectively.
C. ANALYSIS OF THE ALGORITHMIC ENHANCEMENTS
In order to assess the effectiveness of the algorithmic enhancements proposed in Section 5C, we use four different types of solution methods. The first one is the algorithm without any acceleration strategies, named S1; the second one only uses the TR strategy, without POCs, named S2; the third and fourth one use both acceleration strategies, and former one generates POCs using the original Magnanti-Wong problem (54)-(57), named S3, while the later one generates POCs using the variant Magnanti-Wong problem (using Constraint (58) instead of Constraint (55)), named S4. Four methods are used to solve four cases, and the results are shown in Table 5 . The header ''Iter.'' means the number of iteration of Benders-and-Price, ''Master(s, s)'' represents the total time (in second and the average CPU second of each iteration) spent in solving BMP, ''Time(s,%)'' represents the total CPU second and the time reduced comparing with the last method, e.g., the CPU time of method S2 in Case 4 is 5481s, and the time reduced by (9917−5481)/9917 = 44.7% comparing with method S1.
It's clear that the acceleration strategies can significantly improve the efficiency of Benders decomposition. Compared with S1, the method of S2 reduces the average CPU time by 53.5%. The reason is that the TR can not only avoid the oscillation of the solution of BMP, but also can reduce the computation complexity of BMP, which can be reflected by the header ''Master(s, s)'', that is, the average CPU second of each iteration spend in solving BMP is smaller. POCs can also speed up the convergence of the algorithm. Compared with S2, the average percentage of CPU time saved by using POCs (generated by the original Magnanti-Wong problem) in S3 is 22.5%. Through comparing the CPU time between S3 and S4, using the POCs generated by the variant Magnanti-Wong problem can improve the solving efficiency by 8.9% in average. We can observe the convergence behavior of the first three methods over iteration as illustrated in Figure 4 for Case 4. Note that, Figure 4 and Table 5 only show the results before the algorithms enter Phase II of Algorithm 2.
D. BENEFITS OF THE INTEGRATED OPTIMIZATION
For comparative analysis, two experiments, i.e., fixing car flow routes and without considering train routing in TFP, will be performed, respectively. First, the experiment of fixing car flow routes is executed. A multi-commodity flow model with link capacity constraints is established to determine car flow routes first, then we restrict the classification yards of each shipment (not required all passing yards during its itinerary) are included in the yards of the predetermined car flow route. We add these constraints into model M1, and then solve it, with the results reported in Table 6 . Compared with the results reported in Table 4 , we see the fixing car flow routes approach can improve the solving efficiency significantly, but the objective values are increased. However, although fixing car flow routes can reduce the computational complexity, GUROBI still can't solve model M1 efficiency when the solving scale is large, e.g. Case 4.
Next, we will investigate the performance of the experiment without considering the train routing problem in TFP, which also comprises two steps. In the first step, model M1 is solved without link capacity constraints to obtain the train service structure and the sequence of blocks for each shipment, and then the train routing problem is optimized with link capacity constraints in the second step. The results are also reported in Table 6 . As we can see, there is no feasible solution for some cases, only Case 2 has a feasible solution. The reason is that the link capacity constraints are not considered in the first step, then some blocks may be chosen by too many shipments, which results in that the frequencies of the corresponding trains are relatively large and the link capacity constraints may be violated in the optimization of the second step. Thus, considering train routing in TFP is necessary to avoid the infeasible situation. 
E. THE DETAILED RESULTS FOR CASE 1
In this section, we will give the detailed results of Case 1. Before that, the data set of Case 1 is first provided. The physical network of Case 1 is depicted in Figure 5 , and the link parameters and yard parameters are showed in Table 7 and Table 8 , respectively. Table 9 gives the number of cars per day averagely for each origin-destination demand. Note that, the two different directions of links between any two adjacent yards have the same parameter settings, e.g., link 0-1 and link 1-0 have the same link capacity and distance. Thus, we only give one certain direction information of links in Table 7 . The detour ratio γ is set as 1.35, and 1 car-kilometer is equal to 0.1 cost unit, i.e., λ = 0.1.
The optimal train service (block) structure is given in Figure 6 , which also shows other information including train frequencies (the numbers beside the lines), the capacity utilization rates of links and yards. For reasons of clarity, the train routes are not presented. The accumulation cost, transportation cost, classification cost, and the total cost are showed in Table 10 . 
VII. CONCLUSION AND FUTURE WORKS
In this paper, the TFP with car flow routing and train routing is studied. An integer linear arc-based model and a path-based model are formulated. The arc-based model can be solved by GUROBI. However, with the solving scale increasing, it's hard to handle by GUROBI, and the memory occupied increases sharply. Therefore, it is not advisable to solve model M1 directly by commercial software. A bespoke two-phase algorithm is designed to solve the model M2, and two acceleration strategies, TR and POCs, are used to improve the Benders decomposition. The numerical experiments show that the model M2 can be solved by the proposed algorithm efficiency both in the solution quality and CPU time. It is also verified that the two acceleration methods of TR and POCs have a significant improvement in the efficiency of the algorithm. Finally, considering the car flow routing and train routing in TFP can obtain a better solution and avoid the situation of no feasible solution.
After solving M2_R, the proposed algorithm utilized column generation in the context of the Benders decomposition. We note that it might be possible to incorporate column generation into branch-and-bound which branches upon the variables y al with fractional values, resulting in the so-called branch-and-price approach. In the Benders-and-Price framework of Lee and Han [24] , making full use of some variables have been fixed in Benders master problem, the Benders sub problem is easy to be decomposed into multi sub problems, and they reported that Benders-and-Price approach is significantly faster than the branch-and-price. But it's not applicable for our problem to decompose the Benders sub problem. Therefore, our future researches will concentrate on implementing the branch-and-price algorithm for comparison with our Benders-and-Price approach. In addition, to improve further computation efficiency of our algorithm, parallel computing method can be used in solving RBSP, i.e., multiple PSPs are run in different threads at the same time.
Since the TFP for railway freight transportation is at the tactical level (medium term, e.g. one month or even one year) [14] , it may not be appropriate at the operational level. Hence, it is necessary to adjust the train formation plan during the actual operation according to the real-time transportation demands and other special cases, e.g., natural disasters. 
