Abstract-We establish a Pontryagin maximum principle for discrete-time optimal control problems under the following three types of constraints: first, constraints on the states pointwise in time, second, constraints on the control actions pointwise in time, and, third, constraints on the frequency spectrum of the optimal control trajectories. While the first two types of constraints are already included in the existing versions of the Pontryagin maximum principle, it turns out that the third type of constraints cannot be recast in any of the standard forms of the existing results for the original control system. We include several special cases fine-tuned to control-affine nonlinear and linear system models.
Discrete Time Pontryagin Maximum Principle Under
State-Action-Frequency Constraints
I. INTRODUCTION
As control engineers we encounter various types of constraints in control systems for a plethora of reasons: limitations on the magnitude of actuator outputs are almost omnipresent; bounds on the state variables of, e.g., robotic arms and chemical plants, should be ensured for safety considerations; satellites that image particular geographical areas of the earth must orient themselves and point at precise coordinates at prespecified instants of time, etc. While constrained control problems are difficult in general, and this is evidenced by the fact that the literature on unconstrained control problems by far outweighs that on constrained problems, control synthesis techniques that account for all possible constraints are bootstrapped to result in greater accuracy due to increased awareness of the actuator limitations and foresight. The burgeoning demand for execution of precise control tasks necessitates the development of tools that permit the inclusion of such constraints at the synthesis stage, and in this respect, inclusion of control frequency constraints is a natural direction to pursue.
Optimal control theory provides us with a set of sophisticated and powerful tools to design controllers under an array of constraints, and also to boost the performance by taking account of such constraints on the states and the control actions in time domain. These techniques typically rely on the assumption that the values attained by the candidate control functions can be changed arbitrarily quickly over time, but such an assumption rarely holds true in practice. Rate constraints on inertial actuators are ubiquitous and engineers on the floor usually specify them in terms of "frequencies". For instance, control moment gyroscopes employed for orientation manoeuvres of satellites cannot reproduce control commands beyond a certain threshold of frequencies due to their inertia [1] , and control commands that oscillate too rapidly cannot be faithfully reproduced by such actuators. Moreover, in certain systems, the presence of certain frequencies in the control may lead to detrimental performance, e.g., actuators for read/write operations in disk drives are attached to the read/write heads for transfering them to precise locations on the disk drives [2] , and excitation of these actuators at flexible modes may result in undesired perturbations of the positions of the read/write heads, leading to erroneous read/write operations. Such issues naturally lead to lacunae between the control commands received at the actuators and those that are faithfully executed, thereby contributing to loss of precision and the emergence of differences between desired and observed outputs. This paper addresses a class of optimal control problems that includes constraints on the frequency of admissible control functions in addition to state and control constraints. More specifically, we address optimal control problems for discrete-time nonlinear smooth control systems with the following three important classes of constraints: 1) constraints on the states at each time instant; 2) constraints on the control magnitudes at each time instant; and 3) constraints on the frequency of the control functions.
Constraints on the states (as in (I)) are desirable and/or necessary in most applications; the class of constraints treated here are capable of describing a general class of path-planning objectives, and subsumes both ballistic and servomechanism reachability problems. Constraints on the control magnitudes (as in (II)) are typically simpler to deal with compared to state constraints; in particular, the two general techniques for synthesis of optimal controls, namely, dynamic programming and the maximum principle [3] , 1 are capable of dealing with these constraints with relative ease.
Constraints on the control frequencies (as in (III)), in contrast to the other two types of constraints, are rarely encountered in the theory despite the fact that control theory started off with the so-called frequencydomain techniques. A well-known and widely employed control strategy that treats frequency-domain properties of control functions is the so-called H ∞ control [5] , but these techniques can neither treat prespecified hard bounds on the frequency components in the control signals, nor are they capable of admitting state or control constraints at the synthesis stage. Frequency constraints can be indirectly addressed in H ∞ control through penalization of appropriate H ∞ norms, but such designs rely on heuristics and many trial-and-error steps. Apart from [2] , to the best of our knowledge, there has been no systematic investigation into control with mixed frequency and time-domain constraints.
The celebrated Pontryagin maximum principle [6] , a central tool in optimal control theory, provides first order necessary conditions for optimal controls. These necessary conditions serve the purpose of narrowing the search space over which appropriate algorithms can be employed to extract optimal trajectories. The discrete time Pontryagin 1 See, e.g., [4] for a maximum principle for stochastic systems.
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maximum principle was developed primarily by Boltyanskii (see [6] , [7] , and the references therein), with several early refinements reported in [8] - [10] , and perhaps the most recent extensions appearing in [11] ; see [12] for a careful discussion about the differences between continuous and discrete time versions of the Pontryagin maximum principle. While these versions of the Pontryagin maximum principle are capable of handling constraints of the form (I) and (II), the new ingredient in this paper is the set of frequency constraints (III). We formulate frequency constraints on the control functions in terms of the active support setthe set on which the Fourier transform of the control function is allowed to take nonzero values. We engineer band-limited controls by appropriately defining the active sets; This set should be selected based on specific features or physics of the actuators, thereby ensuring faithful execution of the control commands. Our main result-Theorem 3.1 in Section III-is a Pontryagin maximum principle for discrete-time nonlinear control systems with smooth data under all the three types of constraints (I)-(III). This maximum principle yields a well-defined two-point boundary value problem, which may serve as a starting point for algorithms relying on shooting techniques that typically employ variants of the classical Newton method, to arrive at optimal control trajectories. If a solution of the two-point boundary value problem is found, feasibility of the original optimal control problem is automatically established. However, since the maximum principle provides (local) necessary conditions for optimality, not all solutions may provide the minimum cost, and further analysis may be needed to select the cost-minimizing controls. A number of special cases of the main result, dealing with control-affine nonlinear systems, time-varying linear systems, etc., are provided in Section III. The proof of Theorem 3.1 is provided in Appendix A, and Appendix B contains the proofs of the various special cases.
Notation: We employ standard notation: N denotes the nonnegative integers, N * the positive integers, R the real numbers, and C the complex numbers. For us i := √ −1 is the unit complex number, I n is the n × n identity matrix. The vector space R n is always assumed to be equipped with the standard inner product v, v := v v for every v, v ∈ R n . In the theorem statements, we use R n to denote the dual space of R n for the sake of precision; of course, R n is isomorphic to R n in view of the Riesz representation theorem.
II. PROBLEM SETUP
Consider a discrete time control system described by
where x t ∈ R d and u t ∈ R m and (f t )
T −1 t = 0 denote the kth control sequence, and u (k ) denote its discrete Fourier transform (DFT). The relationship between
In the context of (1), the objective of this paper is to characterize solutions of the finite horizon constrained optimal control problem
state constraints at each stage t = 0, . . . , T control constraints at each stage t = 0, . . . , T − 1 constraints on frequency components of the control sequence (3) where T ∈ N * is fixed, and i) Control constraints: U t ⊂ R m is a given nonempty set for each t = 0, . . . , T − 1. We impose the constraints that the control action u t at stage t must lie in U t u t ∈ U t for t = 0, . . . , T − 1.
ii) State constraints: Let S t ⊂ R d be a given nonempty set for each t = 0, . . . , T . We shall restrict the trajectory of the states (x t )
iii) Frequency constraints: For a control sequence u (k ) , we define F (k ) ⊂ C T to be the set of permissible frequency components
is constructed such that it allows nonzero components only in the selected frequencies. For a vector v ∈ C T we define its support as
We stipulate that
where W (k ) ⊂ {0, . . . , T − 1} represents the support for the selected frequencies in the kth control sequence. The sets
are assumed to be given as part of the problem specification. The standard DFT relation in (2) can be written in a compact form as
where
and ω := e −i2 π / T is a primitive T th root of unity. In order to visualize the frequency components in all the control inputs, we represent the combined control profile in the following (stacked) fashion: (1) . . .
In terms of the representations (8), the relation (7) can be written in a compact way as
where blkdiag(F, . . . , F ) denotes the block diagonal matrix with F as the diagonal blocks.
Since U is a vector with real entries, the real and imaginary parts of the frequency components can be separated by considering the real and imaginary parts in the matrix F individually. To impose the given frequency constraints and yet work with real numbers only, we separate out the real and imaginary parts. We define a band-stop filter BS := S U , where S := blkdiag(S (1) , . . . , S (m ) ), with each of the S (k ) formed by the rows e ξ of I T for ξ ∈ W (k ) . The constraints (6) on the frequency components of the control now translate to
Define F := (
SF real SFimag
) and let D ∈ R m T ×m T denote the matrix that
. . .
Observe that D is nonsingular since the transformation representing D is a permutation matrix, and in particular is a bijection. Then, we can write the frequency constraints in (6) as
Eliminating, if necessary, the zero rows of the matrix F , our constraint takes the form
where F t ∈ R ×m represents the corresponding columns of F D −1 that multiply u t . In other words, there exists a linear map F : mT −→ mT that describes the constraints on the frequency spectrum of the control trajectory (u t )
T −1 t = 0 as the following equality constraint:
We shall refer to F as our frequency constraint map.
The abstract optimal control problem (3) can now be formally written as
with the following data: 
is called an optimal state-action trajectory.
Remark 2.1: Constraints on the control frequencies cannot in general be translated into equivalent constraints on the control actions and/or the states of the original system. Had that been possible, the standard PMP would have sufficed. To see this negative assertion, consider the simple case that the system (1) is linear and time-invariant, i.e., f t (ξ, μ) = Aξ + Bμ for all t and for some fixed A ∈ R 
III. MAIN RESULT
The following theorem provides first-order necessary conditions for optimal solutions of (14); it is our main result.
Theorem 3.1 (Pontryagin maximum principle under state-actionfrequency constraints):
be an optimal state-action trajectory for (14) with F as defined in (13) . Define the Hamiltonian as follows: (PMP-iii) state and adjoint system dynamics
where η x t lies in the dual cone of a tent q
where η 
is a local tent at u * t of the set U t of admissible actions; (PMP-vi) frequency constraints
We present a proof of Theorem 3.1 in Appendix A. The rest of this section is devoted to a scrutiny of various facets of Theorem 3.1 over a sequence of remarks, and providing a set of corollaries catering to various special cases.
Remark 3.1: The term η u , F t μ in the Hamiltonian H η C , η u is an additional term compared to the usual Hamiltonian formulation and corresponds to the constraints on the frequency components of the control sequence. Observe that since this term does not enter the conditions (PMP-i), (PMP-iii), and (PMP-iv), the state and adjoint dynamics are unaffected.
Remark 3.2: From the definition (15) of the Hamiltonian function
In other words, the state dynamics prescribed in (PMP-iii) simply states that the optimal state-action trajectory (x * t )
T −1 t = 0 satisfies the system dynamics (1).
Remark 3.3:
The tents q a tent (to a set at a point) consists of a set of directions along which it is possible to enter the set from that point. By construction a tent to a set at a point is a convex cone. The dual cone of a cone C is the convex cone that consists of all the directions along which one can most efficiently exit/leave the cone C. The vectors η x t lying in dual cones of a tent q x t (x * t ) of S t at x * t represent the directions along which one can leave the set S t most efficiently from x * t . See [14, Appendix A, Appendix B] for a detailed exposition of dual cones and tents.
Remark 3.4: In simple terms, the condition (PMP-v) means that along the directions entering the set U t from u * t , the Hamiltonian H η C , η u does not increase locally. We have used the name "Hamiltonian maximization condition" for this condition; although not entirely apt, it is borrowed from the continuous time counterpart of the Pontryagin maximum principle where the optimal control at time t maximizes the Hamiltonian at that instant t over the admissible action set. At the level of generality of Theorem 3.1, an actual Hamiltonian maximization does not hold. However, such a maximization condition does indeed materialize under additional structural assumptions on the sets of admissible actions, as described in Corollary 3.2.
Remark 3.5: It follows from the condition (PMP-v), the larger the tent q Remark 3.6: The conditions (PMP-i)-(PMP-vi) together constitute a well-defined two point boundary value problem with (PMP-iv) giving the entire set of boundary conditions. Newton-like methods may be employed to solve this (algebraic) two point boundary value problem; see, e.g., [17, Sec. 2.4] for an illuminating discussion in the context of continuous-time problems. Solution techniques for two point boundary value problems is an active field of research.
Remark 3.7: Uncertainty principles in time-frequency analysis impose fundamental restrictions on the classes of control magnitude and frequency constraints. For instance, the Donoho-Stark uncertainty principle [18] shows that every nonzero C-valued function g : {0, 1, . . . , N − 1} −→ C must satisfy supp(g) + supp(ĝ) 2 |N |. 4 Applied to the control trajectories u
, one immediately finds that imposing certain types of control magnitude and frequency constraints simultaneously may lead to empty feasible sets of controls irrespective of the dynamics and other constraints. In other words, sufficient care needs to be exercised to ensure a well-posed control problem.
We now describe a few special cases of Theorem 3.1 that are finetuned to specific classes of control systems.
Consider a discrete-time control-affine system described by
where x t ∈ R d and u t ∈ R m , and (f t )
T −1 t = 0 and (g t )
T −1 t = 0 are two families of maps such that
d ×m are continuously differentiable for each s = 0, . . . , T − 1. Consider the optimal control problem (14) with the dynamics given by (16) 
U t convex, compact, and nonempty
Corollary 3.2 (PMP for control-affine systems):
be an optimal state-action trajectory for (17) with F as defined in (13) . Define the Hamiltonian
be an optimal state-action trajectory for (17) with F as defined in (13) . Moreover, suppose that in the optimal control problem (17), the underlying system is linear, state constraints are absent and the end points x 0 and x T are fixed, i.e.
and
With the Hamiltonian as defined in (18), the conditions (AFF-i), (AFFii), (AFF-v), and (AFF-vi) hold, the condition (AFF-iv) is trivially satisfied, and the adjoint dynamics in (AFF-iii) is given by
APPENDIX A PROOF OF MAIN RESULT The basic idea of the proof is to rewrite the frequency constraints in the form accepted/allowed by the standard PMP and apply it thereafter; see [14] for a direct, detailed, and more illuminating proof.
Proof of Theorem 3.1: Let us define an auxiliary system with the dynamics w t + 1 = h t (w t , u t ) := w t + F t u t for t = 0, . . . , T − 1
where w t ∈ R .
Observe that the frequency constraints in (14) , in view of (13) , can now be viewed as the terminal state constraints on the auxiliary system (21) as w 0 = 0 and w T = 0.
We can now rewrite the problem (14) into a standard optimal control problem with constraints on control magnitude and states = 0 for t = 1, . . . , T − 1. Thus, the adjoint dynamics in (AFFiii) specializes to (20) . Since S 0 and S T are singleton sets, the vectors η x 0 and η x T are arbitrary, and thus, the transversality conditions in (AFFiv) are trivially satisfied.
