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Strictly positive definite kernels on a product
of spheres
J. C. Guella∗and V. A. Menegatto
For the real, continuous, isotropic and positive definite kernels on a product
of spheres, one may consider not only its usual strict positive definiteness but
also strict positive definiteness restrict to the points of the product that have
distinct components. In this paper, we provide a characterization for strict
positive definiteness in these two cases, settling all the cases but those in
which one of the spheres is a circle.
Key words and phrases: positive definite kernels, strictly positive definite, isotropy, prod-
uct of spheres, Schoenberg theorem, Gegenbauer polynomials.
2010 Math. Subj. Class.: 33C50; 33C55; 42A82; 43A35
1 Introduction
Let Sm denote the m-dimensional unit sphere in Rm+1 and S∞ the unit sphere in the real
space ℓ2. Extrapolating a little bit the concepts found in [13], but still keeping the setting
of the general theory developed in [3], we will say that a kernel K ∶ Sm × SM → R is positive
definite if
n
∑
µ,ν=1
cµcνK((xµ,wµ), (xν ,wν)) ≥ 0,
for n ≥ 1, distinct points (x1,w1), (x2,w2), . . . , (xn,wn) on Sm×SM , and real scalars c1, c2, . . . ,
cn. It is strictly positive definite if it is positive definite and the previous inequalities are strict
whenever at least one of the cµ is nonzero. It is DC-strictly positive if it is positive definite
and the previous inequalities are strict whenever the x and the w components of the points
are pairwise distinct and at least one of the cµ is nonzero. Clearly, a strictly positive definite
kernel is DC-strictly positive definite but not conversely. The symbol DC refers to “distinct
components”.
A kernel K acting on Sm × SM is isotropic (radial) if
K((x, z), (y,w)) =Kr(x ⋅ y, z ⋅w), x, y ∈ Sm, z,w ∈ SM ,
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for some real function Kr on [−1,1]2, where ⋅ stands for the inner product of both Rm+1 and
RM+1. In other words, the isotropy of K corresponds to the property
K((Ax,Bz), (Ay,Bw)) =K((x, z), (y,w)), x, y ∈ Sm, z,w ∈ SM , A ∈ Om, B ∈ OM ,
in which Om denotes the orthogonal group in Rm+1. The kernel Kr in the definition above
will be referred to as the isotropic part of K.
Finally, in order to speak of continuity of a kernel as above, we need to assume that
all the spheres involved are endowed with their geodesic distances. A nice discussion on
continuous, isotropic and positive definite kernels on a single sphere, including applications,
is made on the recent paper [8]. Additional information can be found in references therein.
As for positive definiteness on a product os spheres, we have found no relevant references to
quote, except [10].
For m,M <∞, a result proved in [10] reveals that a real, continuous and isotropic kernel
K on Sm×SM is positive definite if, and only if, its isotropic part has a double Fourier series
representation in the form
Kr(t, s) = ∞∑
k,l=0
ak,lP
m
k (t)PMl (s), t, s ∈ [−1,1],
in which fˆk,l ≥ 0, k, l ∈ Z+, Pmk is the Gegenbauer polynomial of degree k with respect to the
real number (m − 1)/2, and
∞
∑
k,l=0
ak,lP
m
k (1)PMl (1) <∞.
Obviously, this theorem extends a famous result of I. J. Schoenberg ([13]) to products of
spheres. The Gegenbauer polynomials appearing above are discussed in [7, 14]. In particular,
one may find there the orthogonality relation for them
∫
1
−1
Pmn (t)Pmk (t)(1 − t2)(m−2)/2dt = τm+1τm
m − 1
2n +m − 1
Pmn (1)δn,k,
in which τm+1 is the surface area of Sm, that is,
τm+1 ∶=
2π(m+1)/2
Γ((m + 1)/2) .
If one or both spheres coincide with S∞, the representation theorem described above still
holds. Indeed, it suffices to replace each Gegenbauer polynomial with the standard monomial
of equal degree in the appropriate spots in the expansion for Kr.
The results in this paper will apply to the case m,M ≥ 2 only; in the other cases, some
of the corresponding questions are still open while at least one has been settled already (see
either comments ahead or [11]). Thus, throughout the paper, we will assume that m,M ≥ 2.
For a real, continuous, isotropic and positive definite kernel K on a product of spheres, we
can define the set
JK ∶= {(k, l) ∈ Z2 ∶ ak,l > 0}
2
attached to its isotropic part Kr (in the cases we need to work with more then one product
simultaneously, we will emphasize the dependance on the dimensions involved by writing
a
m,M
k,l and JK(m,M)). One of the results to be proved in this paper is this one.
Theorem 1.1. Let K be a real, continuous, isotropic and positive definite kernel on Sm×SM .
It is DC-strictly positive definite if and only if the sets {(k, l) ∈ JK ∶ k + l ∈ 2Z+} and{(k, l) ∈ JK ∶ k + l ∈ 1 + 2Z+} are infinite.
For a continuous, isotropic and positive definite kernel K, we can also also define the sets
J
0,0
K = JK ∩ (2Z+ × 2Z+)
J
0,1
K = JK ∩ [2Z+ × (1 + 2Z+)]
J
1,0
K = JK ∩ [(1 + 2Z+) × 2Z+]
J
1,1
K = JK ∩ [(1 + 2Z+) × (1 + 2Z+)].
so that
JK = J
0,0
K ⊍ J
0,1
K ⊍ J
1,0
K ⊍ J
1,1
K .
The second main contribution in this paper is this one.
Theorem 1.2. Let K be a real, continuous, isotropic and positive definite kernel on Sm ×
SM . It is strictly positive definite if and only if for each pair (i, j), there exists a sequence{(ki,jr , li,jr )}r∈Z+ in J i,jK so that limr→∞ ki,jr = limr→∞ li,jr =∞.
A version of this theorem in the case in which m =M = 1 was obtained in [11].
The paper proceeds as follows. In Section 2, we present an alternative formulation for
the concept of strict positive definiteness of a real, continuous, isotropic and positive definite
kernel on Sm×SM . The proof of Theorem 1.1 is a consequence of the results proved in Section
3, while Theorem 1.2 follows from the results to be presented in Section 4.
2 Strict positive definiteness: technical results
In order to verify that a continuous, isotropic and positive definite kernel K on Sm × SM is
either strictly positive definite or DC-strictly positive definite on Sm×SM , one needs to deal
with the positive definiteness of matrices A having µν-entries in the form
Aµν =Kr(xµ ⋅ xν ,wµ ⋅wν),
for n distinct points (x1,w1), (x2,w2), . . . , (xn,wn) on Sm × SM . In other words, no matter
what the data above is, with or without the additional requirement in the definition of
DC-strict positive definiteness, one needs to conclude that c = (c1, c2, . . . , cn) = 0 from the
equality
ctAc =
n
∑
µ=1
n
∑
ν=1
cµcνKr(xµ ⋅ xν ,wµ ⋅wν) = 0.
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In particular, one needs to extract one vector equality (n scalar equalities) from just one
scalar equation. Depending on the situation, this may be an indigestible task, perhaps im-
possible. Roughly speaking, the results in this section will provide a concise option to change
the equation ctAc = 0 into a set of functional equations, a procedure that allows the task
mentioned above to be performed in a quite more reasonable way. The notation ctAc will
always refer to the setting explained above.
We will write Hmk to denote the space of all spherical harmonics of degree k in m + 1
variables with dimension d(k,m) and {Y mk,1, Y mk,2, . . . , Y mk,d(k,m)} to denote a basis for that
space. In particular, d(k,m) stands for the dimension of the space Hmk . The addition theorem
asserts that ([7, p. 10])
Pmk (x ⋅ y) = m − 12k +m − 1
d(k,m)
∑
j=1
Y mk,j(x)Y mk,j(y), x, y ∈ Sm.
More information on spherical harmonics can be found in [2, 9, 12].
Proposition 2.1. Let K be a nonzero, real, continuous, isotropic and positive definite kernel
on Sm×SM . For distinct points (x1,w1), (x2,w2), . . . , (xn,wn) on Sm×SM and real numbers
c1, c2, . . . , cn, the following assertions are equivalent:(i) ctAc = 0;(ii) The equality
n
∑
µ=1
cµP
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0
holds for (k, l) ∈ JK, x ∈ Sm and w ∈ SM .
Proof. The addition theorem and the representation for the isotropic part Kr of K justify
the equality
ctAc =
∞
∑
k,l=0
m − 1
2k +m − 1
M − 1
2l +M − 1
ak,l
d(k,m)
∑
i=1
d(l,M)
∑
j=1
∣ n∑
µ=1
cµY
m
k,i(xµ)Y Ml,j (wµ)∣
2
.
Hence, ctAc = 0, if and only if,
n
∑
µ=1
cµY
m
k,i(xµ)Y Ml,j (wµ) = 0, (k, l) ∈ JK , i = 1,2, . . . , d(k,m), j = 1,2, . . . , d(l,M).
Multiplying the previous equality by Y mk,i(x)Y Ml,j (w), adding up on i and j and using the
addition theorem once again leads to the statement in (ii). Conversely, if (ii) holds, the
addition formula implies that
d(l,M)
∑
j=1
⎡⎢⎢⎢⎢⎣
d(k,m)
∑
i=1
n
∑
µ=1
cµY
m
k,i(xµ)Y mk,i(x)Y Ml,j (wµ)
⎤⎥⎥⎥⎥⎦
Y Ml,j = 0, x ∈ S
m, (k, l) ∈ JK .
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Since {Y Ml,1 , Y Ml,2 , . . . , Y Ml,d(l,M)} is a basis of HMl for all l, then
d(k,m)
∑
i=1
[ n∑
µ=1
cµY
m
k,i(xµ)Y Ml,j (wµ)]Y mk,i = 0, j = 1,2, . . . , d(l,M), (k, l) ∈ JK .
Likewise, since {Y m
k,1
, Y m
k,2
, . . . , Y m
k,d(k,m)
} is a basis of Hm
k
for all k, and taking into account
the first equality in the proof, the equality ctAc = 0 follows.
The theorems below are obvious consequences of the proposition.
Theorem 2.2. Let K be a real, continuous, isotropic and positive definite kernel on Sm×SM .
The following assertions are equivalent:(i) K is DC-strictly positive definite;(ii) If n ≥ 1 and (x1,w1), (x2,w2), . . . , (xn,wn) are distinct points on Sm × SM possessing
distinct components, then the only solution of the system
n
∑
µ=1
cµP
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0, (k, l) ∈ JK , x ∈ Sm, w ∈ SM ,
is c = 0.
Theorem 2.3. Let K be a real, continuous, isotropic and positive definite kernel on Sm×SM .
The following assertions are equivalent:(i) K is strictly positive definite;(ii) If n ≥ 1 and (x1,w1), (x2,w2), . . . , (xn,wn) are distinct points on Sm×SM , then the only
solution of the system
n
∑
µ=1
cµP
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0, (k, l) ∈ JK , x ∈ Sm, w ∈ SM ,
is c = 0.
3 DC-strict positive definiteness on Sm × SM , m,M > 1
The results to be proved in this section will justify the first main contribution of the pa-
per, namely, Theorem 1.1. If one compares the concept of DC-strict positive definiteness
introduced here with that one of strict positive definiteness on a single sphere originally
considered in [6], it becomes quite clear that the first one is a true two-dimensional version
of the second one. As so, one should expect that a characterization of DC-strict positive
definiteness should be the natural extension of that for strict positive definiteness on just
one sphere in [5]. Thus, to a certain extension, the results here are an upgrade of those in [5].
In contrast with the proofs in [5], the arguments to be used here make no use of spherical
coordinate systems in either sphere involved.
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The necessity of the condition quoted in Theorem 1.1 is easily verified following basic
estimations on the rank of the matrices A mentioned in the previous section, for special point
distributions on Sm ×SM . In order to explain that, we will use the fact that the Gegenbauer
polynomials of even degree are even functions while Gegenbauer polynomials of odd degree
are odd functions. We include the proof in the case in which both m and M are finite; the
reader can verify himself that it works on the other cases too, after making the obvious
modifications.
Proposition 3.1. Let K be a real, nonzero, continuous, isotropic and positive definite kernel
on Sm×SM . In order that it be DC-strictly positive definite it is necessary that {k+l ∶ (k, l) ∈
JK} contains infinitely many even and infinitely many odd integers.
Proof. Let us assume that {(k, l) ∈ JK ∶ k + l ∈ 2Z+} is nonempty and finite. Hence, we can
write
Kr(t, s) = N∑
k=0
N
∑
l=0
ak,lP
m
k (t)PMl (s) + ∑
(k,l)∈K1
ak,lP
m
k (t)PMl (s), t, s ∈ [0,1],
in which N is a nonnegative integer and every element (k, l) of K1 satisfies k + l ∈ 1 + 2Z+.
Now, pick 2n distinct points x1, x2, . . . , x2n in Sm and 2n distinct points w1,w2, . . . ,w2n
in SM , chosen so that xn+j = −xj and wn+j = −wj , for j = 1,2, . . . , n. The 2n × 2n matrix
A = [Kr(xµ ⋅xν ,wµ ⋅wν)] breaks down into a sum B+C, in accordance with the decomposition
ofKr introduced above. If we define cj as the vector having its j-th and (n+j)-th components
equal to 1, then it is straightforward to verify that {c1, c2, . . . , cn} is a subset of the kernel
of C. In particular, the rank of C is at most n. On the other hand, since the 2n × 2n
matrix [xµ ⋅ xν] has rank at most m + 1, its Schur product [(xµ ⋅ xν)j] has rank at most(m + 1)j . Since Pmk is a polynomial of degree k, the matrix [Pmk (xµ ⋅ xν)] has rank at most
1+m+1+⋯+(m+1)k ≤ (N +1)(m+1)N , whenever k ≤ N . It is now clear that the rank of B
is at most (N +1)4[(m+1)(M +1)]N . Thus, if n > (N +1)4[(m+1)(M +1)]N , then A is not of
full rank 2n and K cannot be DC-strictly positive definite on Sm ×SM . If the assumption is
the nonemptiness and finiteness of {(k, l) ∈ JK ∶ k+ l ∈ 1+2Z+}, then a similar procedure can
be applied. Finally, if one of the sets {(k, l) ∈ JK ∶ k+l ∈ 2Z+} and {(k, l) ∈ JK ∶ k+l ∈ 1+2Z+}
is empty, the procedure above works using an arbitrary positive integer n and the the same
choices of points.
An alternative proof for Proposition 3.1 can be achieved via Proposition 4.4 in [10].
Indeed, if K is a real, continuous, isotropic and DC-strictly positive definite kernel on
Sm × SM , then that proposition implies that t ∈ [−1,1] → Kr(t, t) is a continuous, isotropic
and strictly positive definite kernel on Sm∧M , in which m ∧M ∶= min{m,M}. Since the
linearization formula
Pmk (t)PMl (t) =
⌊(k+l)/2⌋
∑
j=0
α
m,M
j (k, l)Pm∧Mk+l−2j(t), αm,Mj (k, l) > 0,
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holds for all k and l, it is promptly seen that
Kr(t, t) = [ ∑
k+l∈1+2Z+
+ ∑
k+l∈2Z+
]ak,l ⌊(k+l)/2⌋∑
j=0
α
m,M
j (k, l)Pm∧Mk+l−2j(t) t ∈ [−1,1].
Invoking the main theorem in [5], we now see that
ak,l
⌊(k+l)/2⌋
∑
j=0
α
m,M
j (k, l) > 0
for infinitely many pairs (k, l) with k + l even and infinitely many pairs with k + l odd. But
that implies the necessary condition in Proposition 3.1.
Next, we normalize the Gegenbauer polynomials by writing
Rmk =
Pmk
Pmk (1) , k ∈ Z+.
Since ∣Pmk (t)∣ ≤ Pmk (1), t ∈ [−1,1], we immediately have that
∣Rmk (t)∣ ≤ 1, k ∈ Z+, t ∈ [−1,1].
Two more specific properties of the Gegenbauer polynomials are included in the lemma
below.
Lemma 3.2. The following assertions hold:(i) ∣Rmk (t)∣ = 1 if and only if either t = 1 or t = −1.(ii) limk→∞Rmk (t) = 0, t ∈ (−1,1).
Proof. Assertion (i) can be deduced from the fact that Gegenbauer polynomials can be
expanded in terms of Tchebyshev polynomials ([1, p.59]): if k is a nonnegative integer, then
there are positive constants cmk (j), j = 0,1, . . . , k, such that
Pmk (t) =
⌊k/2⌋
∑
j=0
cmk (j)P 0k−2j(t), t ∈ [−1,1].
As for (ii), it is implied by a quite general inequality for Jacobi polynomials described in
[14, p.196] (see also [7, p.416]).
Lemma 3.2-(ii) plays an important role in this paper. Since it does not hold in the case
m = 1, the characterization for strict positive definiteness and DC strict positive definiteness
in the cases when at least one of the spheres is a circle needs to follow a different pattern.
This is one of the reasons why those cases cannot be included in this paper.
We are about ready to prove the converse of the previous proposition.
Theorem 3.3. Let K be a real, continuous, isotropic and positive definite kernel on Sm×SM .
In order that it be DC-strictly positive definite it is sufficient that {k+l ∶ (k, l) ∈ JK} contains
infinitely many even and infinitely many odd integers.
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Proof. Assume {(k, l) ∈ JK ∶ k + l ∈ 2Z+} and {(k, l) ∈ JK ∶ k + l ∈ 1 + 2Z+} are infinite, let n
be a positive integer, x1, x2, . . . , xn distinct points in SM and w1,w2, . . . ,wn distinct points
on SM . As before, write A to denote the n×n matrix with entries Aµν =Kr(xµ ⋅xν ,wµ ⋅wν).
We will show that the equality ctAc = 0 implies c = 0. Applying Proposition 2.1, we know
that the equality ctAc = 0 corresponds to
n
∑
µ=1
cµP
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0, (k, l) ∈ JK , x ∈ Sm, w ∈ SM .
Next, for α in {1,2, . . . , n} fixed, we will conclude that cα = 0 via specific choices for the points
x ∈ Sm and w ∈ SM in the equality above and with the help of some special computations.
There are 5 distinct cases to be considered.
Case 1 No xµ is antipodal of xα and no wµ is antipodal of wα.
Here, the choices are x = xα and w = wα, the resulting equation being
cαP
m
k (1)PMl (1) + ∑
µ≠α
cµP
m
k (xµ ⋅ xα)PMl (wµ ⋅wα) = 0, (k, l) ∈ JK ,
that is,
cα + ∑
µ≠α
cµR
m
k (xµ ⋅ xα)RMl (wµ ⋅wα) = 0, (k, l) ∈ JK .
Due to our assumption on {k+l ∶ (k, l) ∈ JK}, we can select a sequence {(kr, lr)} ⊂ JK so that
either limr→∞ kr = ∞ or limr→∞ lr = ∞. Introducing the sequence in the previous equality,
observing that
xµ ⋅ xα ≠ ±1 ≠ wµ ⋅wα, µ ≠ α
and calculating the limit as r →∞ with a help of Lemma 3.2-(ii), we obtain
0 = cα + lim
r→∞
∑
µ≠α
cµR
m
kr
(xµ ⋅ xα)RMlr (wµ ⋅wα) = cα.
Case 2 No xµ is antipodal of xα and some wβ is antipodal of wα.
The same choice used in the previous case leads to
cα + (−1)lcβRmk (xβ ⋅ xα) + ∑
µ≠α,β
cµR
m
k (xµ ⋅ xα)RMl (wµ ⋅wα) = 0, (k, l) ∈ JK .
If there exists a sequence {(kr, lr)} ⊂ JK so that limr→∞ kr =∞, then Lemma 3.2-(ii) implies
that
0 = cα + lim
r→∞
(−1)lrcβRmkr(xβ ⋅ xα) + limr→∞ ∑
µ≠α,β
cµR
m
kr
(xµ ⋅ xα)RMlr (wµ ⋅wα) = cα.
Otherwise, we can select a nonnegative integer k and a sequence {lr} ⊂ Z+ fulfilling the
following requirements: the parity among the elements in the sequence is the same, {(k, lr)} ⊂
JK , and limr→∞ lr =∞. Inserting this sequence in the initial equation of the case, we obtain
cα + (−1)lrcβRmk (xβ ⋅ xα) + ∑
µ≠α,β
cµR
m
k (xµ ⋅ xα)RMlr (wµ ⋅wα) = 0.
8
Letting r →∞, we conclude that
cα + cβ(−1)pRmk (xβ ⋅ xα) = 0,
in which p is either even or odd, depending on the parity of the elements of the sequence{lr}. To conclude the arguments, we consider a second choice for x and w, namely, x = xβ
and w = wα and insert the same sequence to reach
cαR
m
k (xα ⋅ xβ) + (−1)lrcβ + ∑
µ≠α,β
cµR
m
k (xµ ⋅ xβ)RMlr (wµ ⋅wα) = 0.
Letting r →∞ once again, now leads to
cαR
m
k (xα ⋅ xβ) + (−1)pcβ = 0.
The two relations between cα and cβ deduced above produce the single equation
cα [1 −Rmk (xα ⋅ xβ)2] = 0.
Taking into account that xβ and xα are distinct and not antipodal, Lemma 3.2-(i) implies
that cα = 0.
Case 3 Some xβ is antipodal of xα and no wµ is antipodal of wα.
This case is similar to the previous one.
Case 4 Some xβ is antipodal of xα and wβ is antipodal of wα.
The choices x = xα and w = wα leads to
cα + (−1)k+lcβ + ∑
µ≠α,β
cµR
m
k (xµ ⋅ xα)RMl (wµ ⋅wα) = 0, (k, l) ∈ JK .
Our assumption on JK allows the selection of two subsequences {(kr, lr)} and {(ks, ls)} of
JK with kr + lr ∈ 2Z+ for all (k, l), ks + ls ∈ 1 + 2Z+ for all (k, l), limr→∞ kr + lr = ∞, and
lims→∞ ks + ls = ∞. Introducing these two sequences in the previous equation and letting
r, s →∞ lead to
cα + cβ = cα − cβ = 0.
In particular, cα = 0.
Case 5 Some xβ1 is antipodal of xα, some wβ2 is antipodal of wα, and β1 ≠ β2.
This case requires the consideration of subcases. If there exists a sequence {(kr, lr)} ⊂ JK for
which limr→∞ kr = limr→∞ lr = ∞, then choosing x = xα and w = wα in the original equality
and inserting the sequence leads to
cα + (−1)krcβ1Rmlr (wβ1 ⋅wα) + (−1)lrcβ2Rmkr(xβ2 ⋅ xα) + ∑
µ≠α,β1,β2
cµR
m
kr
(xµ ⋅ xα)RMlr (wµ ⋅wα) = 0.
Letting r →∞ we reach cα = 0. If there exists no such sequence in JK , our assumptions on
JK leaves us with two possibilities: either there is a fixed k and a sequence {lr} so that all
the lr have the same parity p, {(k, lr)} ⊂ JK and limr→∞ lr = ∞ or there is a fixed l and a
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sequence {kr} so that all the kr have the same parity p, {(k, lr)} ⊂ JK and limr→∞ kr = ∞.
We will proceed with the first possibility, the other one being similar. The choice x = xα and
w = wα in the original equation and the insertion of the sequence of the subcase provides the
relation
cα + (−1)kcβ1RMlr (wβ1 ⋅wα) + (−1)lrcβ2Rmk (xβ2 ⋅ xα) + ∑
µ≠α,β1,β2
cµR
m
k (xµ ⋅ xα)RMlr (wµ ⋅wα) = 0,
while the choice x = xβ2 and w = wα yields
cαR
m
k (xβ2 ⋅xα)+cβ1Rmk (xβ1 ⋅xβ2)RMlr (wβ1 ⋅wα)+(−1)lrcβ2+ ∑
µ≠α,β1,β2
cµR
m
k (xµ ⋅xβ2)RMlr (wµ⋅wα) = 0.
Letting r →∞ in both equations, we deduce that
cα + cβ2(−1)pRmk (xβ2 ⋅ xα) = cαRmk (xβ2 ⋅ xα) + (−1)pcβ2 = 0.
It is now clear that
cα [1 −Rmk (xα ⋅ xβ2)2] = 0.
Since xβ2 and xα are distinct and not antipodal, Lemma 3.2-(ii) implies that cα = 0.
The technique presented in proof of Theorem 3.3 can be used in the writing of an alter-
native proof of the main theorem in [5], one that does not depend upon special coordinate
systems on the sphere.
Another important fact to be noticed at this time is that the proof of Theorem 3.3 cannot
be modified in order to produce a sufficient condition for the plain strict positive definiteness
of the kernel K. Indeed, if we relax our assumptions and permit repetitions among either
the xµ or the wµ, then we will no longer be able to use Lemma 3.2-(ii). Therefore, a different
approach needs to be implemented in the general case, as the reader shall see in the next
section.
Lemma 3.2 does not hold when m = 1. Therefore, the cases in which either m = 1 or
M = 1 cannot be included in the statement of Theorem 3.3. A characterization for DC-strict
positive definiteness in the cases in which at least one of the spheres is a circle remains open
at this time.
To close the section we will ratify Theorem 1.1 in the case when either m orM is infinite.
We need two technical lemmas, the first one originally proved in [4].
Lemma 3.4. Let m be an integer at least 2. If k is a nonnegative integer, then there are
positive integers c(k,m, j), j = 0,1, . . . , ⌊k/2⌋, so that
tk =
⌊k/2⌋
∑
j=0
c(k,m, j)Pmk−2j(t), t ∈ [−1,1].
As for the other one, we sketch the proof.
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Lemma 3.5. Let K be a continuous, isotropic and positive definite kernel on S∞×SM . The
following assertions are equivalent:(i) K is DC-strictly positive definite on S∞ × SM ;(ii) K is DC-strictly positive definite on Sm × SM , m = 2,3, . . ..
Proof. One implication uses the fact that each Sm is isometrically embedded in S∞. Hence,
so does Sm ×SM in S∞×SM . As for the other, one needs to use the fact that the linear span
of a subset of S∞ containing n points can be seen as a subset of a copy of Sn isometrically
embedded in S∞.
The isotropic part Kr of a real, continuous, isotropic and positive definite kernel K on
Sm × SM is also the isotropic part of a continuous, isotropic and positive definite kernel on
Sn × SM , for n ≤ m. As so, if the dimensions are to be emphasized, we will write Km,Mr
instead of Kr, a
m,M
k,l for the Fourier coefficients of K
m,M
r and JK(m,M) for the index set JK .
Here is the version of Theorem 1.1 when m =∞.
Theorem 3.6. Let K be a continuous, isotropic and positive definite kernel on S∞ × SM .
In order that it be DC-strictly positive definite it is necessary and sufficient that both sets{(k, l) ∈ JK(∞,M) ∶ k + l ∈ 2Z+} and {(k, l) ∈ JK(∞,M) ∶ k + l ∈ 1 + 2Z+} be infinite.
Proof. If m is a positive integer at least 2, we can use Lemma 3.4 to write
K∞,Mr (t, s) = ∞∑
k=0
∞
∑
l=0
⎡⎢⎢⎢⎢⎣
a
∞,M
k,l
⌊k/2⌋
∑
j=0
c(k,m, j)
⎤⎥⎥⎥⎥⎦
Pmk−2j(t)PMl (s), t, s ∈ [−1,1].
Obviously, the formula can be re-written as
K∞,Mr (t, s) = ∞∑
k=0
∞
∑
l=0
[ ∞∑
n=0
c(k + 2n,m,n)a∞,Mk+2n,l]Pmk (t)PMl (s), t, s ∈ [−1,1].
Due to the orthogonality relation for the Gegenbauer polynomials, it is not hard to see
that the functions (t, s) ∈ [−1,1]2 → Pmk (t)PMl (s) form an orthogonal system in the space
L2([−1,1],wm,M), in which
wm,M(t, s) = (1 − t2)(m−2)/2(1 − s2)(M−2)/2, t, s ∈ [−1,1].
Hence, the expansion for K∞,Mr above corresponds to the series representation of K
m,M
r . In
particular, the number cm,Mk,l ∶=∑∞n=0 c(k+2n,m,n)a∞,Mk+2n,l is a positive multiple of am,Mk,l . Now,
we have a solid terrain on which the proof of the theorem itself can be drafted. If either set
in the statement of the theorem is finite, then we can pick m ≥ 2 of our choice and conclude
that either {(k, l) ∈ JK(m,M) ∶ k + l ∈ 2Z+} or {(k, l) ∈ JK(m,M) ∶ k + l ∈ 1 + 2Z+} is finite.
That being the case, Theorem 1.1 reveals that K is not DC-strictly positive definite on
Sm × SM . Due to Lemma 3.5, we now see that K cannot be DC-strictly positive definite
on S∞ × SM . Conversely, if both sets in the statement of the theorem are infinite, then no
matter what m ≥ 2 we pick, we will have that cm,Mk,l > 0, for infinitely many elements in both
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{(k, l) ∈ JK(m,M) ∶ k + l ∈ 2Z+} and {(k, l) ∈ JK(m,M) ∶ k + l ∈ 1 + 2Z+}. Thus, the same
Theorem 3.3 implies that K is DC-strictly positive definite on every Sm×SM . An application
of Lemma 3.5 reveals that K is strictly positive definite on S∞ × SM .
Adapting the arguments used in the proof of Theorem 3.6 and invoking the theorem
itself, one can deduce the following additional result.
Theorem 3.7. Let K be a continuous, isotropic and positive definite kernel on S∞ × S∞.
In order that it be DC-strictly positive definite it is necessary and sufficient that both sets{(k, l) ∈ JK(∞,∞) ∶ k + l ∈ 2Z+} and {(k, l) ∈ JK(∞,∞) ∶ k + l ∈ 1 + 2Z+} be infinite.
A closer look at the proof of Theorem 3.6 reveals that one can deduce a characterization
for plain strict positive definiteness on Sm × SM , in the case when either m =∞ or M =∞,
as long as a similar characterization for strict positive definiteness on Sm × SM , m,M <∞,
is available.
4 Plain strict positive definiteness
The intended goal in this section is to present a proof for Theorem 1.2. While the character-
ization for DC-strict positive definiteness described in Section 3 had some resemblance with
that for strict positive definiteness on a single sphere, a characterization for strict positive
definiteness on Sm × SM demands quite different arguments.
We begin with the notion of antipodal free sets in Sm ×SM . A subset {(x1,w1), (x2,w2),
. . . , (xn,wn)} of Sm × SM is antipodal free if there are no pairs of antipodal points among
the xµ and among the wµ. We observe that, even the points in an antipodal free set being
distinct, some of the x components and some of the w components may be equal.
The lemma below concerns the extraction of antipodal free sets from a given set. Since
the result is quite elementary, the proof will be omitted.
Lemma 4.1. If (x1,w1), (x2,w2), . . . , (xn,wn) are distinct points on Sm × SM , then there
exists p ≤ n and an antipodal free subset {(x′
1
,w′
1
), (x′
2
,w′
2
), . . . , (x′p,w′p)} of Sm ×SM so that
{(xµ,wµ) ∶ µ = 1,2, . . . , n} ⊂ {(±x′1,±w′1), (±x′2,±w′2), . . . , (±x′p,±w′p)}.
Needless to say that the antipodal free set provided by the previous lemma is not unique.
Next, we present an alternative formulation for Theorem 2.3. The letter I in the statement
of the theorem will refer to the set {(0,0), (1,0), (0,1), (1,1)}.
Theorem 4.2. Let K be a real, continuous, isotropic and positive definite kernels on Sm ×
SM . The following assertions are equivalent:(i) K is strictly positive definite on Sm × SM ;(ii) If n is a positive integer and {(x1,w1), (x2,w2), . . . , (xn,wn)} is an antipodal free subset
of Sm ×SM , then the only solution (c0,0
1
, . . . , c0,0n , c
1,0
1
, . . . , c1,0n , c
0,1
1
, . . . , c0,1n , c
1,1
1
, . . . , c1,1n ) to the
system of equations
n
∑
µ=1
⎡⎢⎢⎢⎢⎣ ∑(i,j)∈I
(−1)ik+jlci,jµ
⎤⎥⎥⎥⎥⎦
Pmk (xµ ⋅ x)PMl (wµ ⋅w) = 0, (x,w) ∈ Sm × SM , (k, l) ∈ JK ,
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is the zero vector.
Proof. Assume (i) holds. The set
{(±x1,±w1), (±x2,±w2), . . . , (±xn,±wn)},
constructed from an antipodal free subset {(x1,w1), (x2,w2), . . . , (xn,wn)} of Sm × SM con-
tains exactly 4n distinct points. Applying Proposition 2.1 to this set of points leads to the
following outcome: the system
n
∑
µ=1
∑
(i,j)∈I
ci,jµ P
m
k ((−1)ixµ ⋅ x)PMl ((−1)jwµ ⋅w) = 0, x ∈ SM , w ∈ SM , (k, l) ∈ JK ,
has just one solution, the zero one. Condition (ii) is nothing but a re-writing of this fact.
Conversely, let (x1,w1), (x2,w2), . . . , (xn,wn) be distinct points of Sm ×SM . We can employ
Lemma 4.1 to pick an antipodal free subset {(x′
1
,w′
1
), (x′
2
,w′
2
), . . . , (x′p,w′p)} of Sm × SM so
that {(xµ,wµ) ∶ µ = 1,2, . . . , n} ⊂ {(±x′1,±w′1), (±x′2,±w′2), . . . , (±x′p,±w′p)}.
If the system
n
∑
µ=1
cµP
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0, x ∈ Sm, w ∈ SM , (k, l) ∈ JK
has a nontrivial solution (c1, . . . , cn), it is promptly seen that the same will be true for the
system
p
∑
µ=1
∑
(i,j)∈I
ci,jµ P
m
k ((−1)ix′µ ⋅ x)PMl ((−1)jw′µ ⋅w) = 0, x ∈ SM , w ∈ SM , (k, l) ∈ JK ,
that is, for the system described in (ii).
We now bring into play the disjoint union decomposition for JK explained in Section 1.
In doing so, the previous theorem can be specialized to the following one.
Theorem 4.3. Let K be a real, continuous, isotropic and positive definite kernel on Sm×SM .
The following assertions are equivalent:(i) K is strictly positive definite on Sm × SM ;(ii) If n is a positive integer and {(x1,w1), (x2,w2), . . . , (xn,wn)} is an antipodal free subset
of Sm × SM , then the only solution (d0,0
1
, . . . , d
0,0
n , d
1,0
1
, . . . , d
1,0
n , d
0,1
1
, . . . , d
0,1
n , d
1,1
1
, . . . , d
1,1
n ) to
the (block) system of equations
n
∑
µ=1
di,jµ P
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0, x ∈ SM , w ∈ SM , (k, l) ∈ J i,jK ; (i, j) ∈ I,
is the zero vector.
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Proof. Assume K is strictly positive definite on Sm × SM . If (ii) were not true, it would
be possible to find an antipodal free subset {(x1,w1), (x2,w2), . . . , (xn,wn)} of Sm ×SM for
which the system described in (ii) has a nontrivial solution. But then the subsystem
n
∑
µ=1
di,jµ P
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0, (x,w) ∈ Sm−1 × SM−1, (k, l) ∈ J i,jK ,
would have a nontrivial solution (di,j
1
, d
i,j
2
, . . . , d
i,j
n ), for at least one pair (i, j) ∈ I, say (i, j) =(0,0) (in the other cases, the procedure is analogous). Now observe that for every µ ∈{1,2, . . . , n}, the system of 4 linear equations
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
c
0,0
µ + c
1,0
µ + c
0,1
µ + c
1,1
µ = d
0,0
µ
c
0,0
µ − c
1,0
µ + c
0,1
µ − c
1,1
µ = 0
c
0,0
µ + c
1,0
µ − c
0,1
µ − c
1,1
µ = 0
c
0,0
µ − c
1,0
µ − c
0,1
µ + c
1,1
µ = 0
has a unique solution (c0,0µ , c1,0µ , c0,1µ , c1,1µ ). If at least one d0,0µ is nonzero, then at least one of
the solutions (c0,0µ , c1,0µ , c0,1µ , c1,1µ ), µ ∈ {1,2, . . . , n}, is nontrivial. Therefore, returning to our
previous arguments, the corresponding system in Proposition 4.2-(ii) would have a nontrivial
solution (c0,0
1
, . . . , c0,0n , c
1,0
1
, . . . , c1,0n , c
0,1
1
, . . . , c0,1n , c
1,1
1
, . . . , c1,1n ).
Therefore, K would not be strictly positive definite. Thus, (i) implies (ii). Conversely, let{(x1,w1), (x2,w2), . . . , (xn,wn)} be an antipodal free subset of Sm × SM and consider the
system described in (ii). The sum ∑(i,j)∈I(−1)ik+jlci,jµ remains constant in each J i,jK . As a
matter of fact, it assumes the following values:
d
0,0
µ ∶= c
0,0
µ + c
1,0
µ + c
0,1
µ + c
1,1
µ , (k, l) ∈ J0,0f , µ ∈ {1,2, . . . , n},
d
1,0
µ ∶= c
0,0
µ − c
1,0
µ + c
0,1
µ − c
1,1
µ (k, l) ∈ J1,0f , µ ∈ {1,2, . . . , n},
d
0,1
µ ∶= c
0,0
µ + c
1,0
µ − c
0,1
µ − c
1,1
µ , (k, l) ∈ J0,1f , µ ∈ {1,2, . . . , n},
d
1,1
µ ∶= c
0,0
µ − c
1,0
µ − c
0,1
µ + c
1,1
µ , (k, l) ∈ J1,1f . µ ∈ {1,2, . . . , n}.
If (ii) holds, we can conclude that d0,0µ = d1,0µ = d0,1µ = d1,1µ = 0. But that corresponds to
(c0,0
1
, . . . , c0,0n , c
1,0
1
, . . . , c1,0n , c
0,1
1
, . . . , c0,1n , c
1,1
1
, . . . , c1,1n ) = 0.
In other words, the system in Proposition 4.3-(ii) has just one solution, the zero one. Thus(i) holds.
Before proving Theorem 1.2, we need to recast a last technical result on the characteri-
zation of the strict positive definiteness of a real, continuous, isotropic and positive definite
kernels on a single sphere ([5]).
Lemma 4.4. Let K be a real, continuous, isotropic and positive definite kernel on Sm and
consider the Fourier-Gegenbauer series representation for the isotropic part Kr of K:
Kr =
∞
∑
k=0
akP
m
k , ak ≥ 0,
∞
∑
k=0
akP
m
k (1) <∞.
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For distinct points x1, x2, . . . , xn on Sm and real numbers c1, c2, . . . , cn, the following asser-
tions are equivalent:(i) ∑nµ,ν=1 cµcνg(xµ ⋅ xν) = 0;(ii) It holds
n
∑
µ=1
cµP
m
k (xµ ⋅ x) = 0, k ∈ {k ∶ ak > 0}, x ∈ Sm−1.
Theorem 4.5. Let K be a real, continuous, isotropic and positive definite kernel on Sm×SM .
If it is strictly positive definite, then for each pair (i, j) ∈ I, there exists a sequence {(ki,jr , li,jr )}
in J i,jK so that limr→∞ k
i,j
r = limr→∞ l
i,j
r =∞.
Proof. Assume there exists a positive integer k0 so that {k ∶ (k, l) ∈ J0,0K } ⊂ {0,1, . . . , k0}. For
a positive odd integer n, let us define (xµ,wµ) ∈ Sm ×SM through the following expressions:
xµ = (cos(2πµ/n), sin(2πµ/n),0, . . . ,0), µ = 1,2, . . . , n,
wµ = (cos(2πµ/n), sin(2πµ/n),0, . . . ,0), µ = 1,2, . . . , n.
It is an obvious matter to certify that the set (of n2 points)
Γn ∶= {(xµ,wν) ∶ µ, ν = 1,2, . . . , n}
is antipodal free. Next, we define
cµ = (−1)µ(eipiµ/n + e−ipiµ/n), µ = 1,2, . . . , n,
and calculate the quadratic form
QF (m) ∶= n∑
µ,ν=1
cµcν
k0
∑
k=0
Pm
2k(xµ ⋅ xν).
Introducing Tchebyshev polynomials, we have that
QF (m) = k0∑
k=0
k
∑
j=0
cm
2k(j)
n
∑
µ,ν=1
cµcν cos[2π(2k − 2j)(µ − ν)/n]
=
k0
∑
k=0
k
∑
j=0
cm
2k(j) ∣
n
∑
µ=1
(−1)µ[eipiµ/n + e−ipiµ/n]ei2piµ(2k−2j)/n∣
2
=
k0
∑
k=0
k
∑
j=0
cm
2k(j) ∣
n
∑
µ=1
ei2piµ(2k−2j−(n+1)/2)/n +
n
∑
µ=1
ei2piµ(2k−2j−(n−1)/2)/n∣
2
If n > 4k0+1, then all the numbers 2k−2j −(n+1)/2 and 2k−2j −(n−1)/2 do not belong to
nZ. As so, the exponentials appearing above vanish and QF (m) = 0. An appeal to Lemma
4.4 yields
n
∑
µ=1
cµP
m
2k(xµ ⋅ x) = 0, k = 0,1, . . . , k0, x ∈ Sm,
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as long as n > 4k0 + 1. Defining d
0,0
µ,ν = cµcν , µ, ν = 1,2, . . . , n, we finally deduce that
n
∑
µ,ν=1
d0,0µ,νP
m
k (xµ ⋅ x)PMl (wν ⋅w) =
n
∑
µ=1
cµP
m
2k(xµ ⋅ x)
n
∑
ν=1
cνP
M
2k (wν ⋅w) = 0,
whenever (x,w) ∈ Sm × SM , (k, l) ∈ J0,0K and n > 4k0 + 1. This information reveals that
assertion (ii) in Theorem 4.3 does not hold for the set Γn and (i, j) = (0,0). Thus, K cannot
be strictly positive definite on Sm × SM . A similar procedure leads to the same conclusion,
if we assume the existence of a positive integer l0 such that {l ∶ (k, l) ∈ J0,0K } ⊂ {0,1, . . . , l0}.
Finally, the very same procedure can be adapted to hold in the case we replace the set J0,0K
with J i,jK , (i, j) ∈ I ∖ {(0,0)}. The proof is complete.
Theorem 4.6. Let K be a real, continuous, isotropic and positive definite kernel on Sm×SM .
If for each pair (i, j) ∈ I, there exists a sequence {(ki,jr , li,jr )} in J i,jK so that limr→∞ ki,jr =
limr→∞ l
i,j
r =∞, then K is strictly positive definite on Sm × SM .
Proof. We intend to use Theorem 4.3. So, for each pair (i, j) ∈ I, assume there exists
a sequence {(ki,jr , li,jr )} in J i,jK so that limr→∞ ki,jr = limr→∞ li,jr = ∞. Let {(x1,w1), (x2,w2),
. . . , (xn,wn)} be an antipodal free subset of Sm × SM and suppose that
n
∑
µ=1
di,jµ P
m
k (xµ ⋅ x)PMl (wµ ⋅w) = 0, (x,w) ∈ Sm × SM , (k, l) ∈ J i,jK ; (i, j) ∈ I.
For α ∈ {1,2, . . . , n} fixed, let us choose x = xα and w = wα in the above system. For each
pair (i, j), we can plug in the appropriated sequence guaranteed by our assumption in each
one of the four blocks of the system to obtain
di,jα P
m
k
i,j
r
(1)PM
l
i,j
r
(1) + ∑
µ≠α
di,jµ P
m
k
i,j
r
(xµ ⋅ xα)PMli,jr (wµ ⋅wα) = 0, (i, j) ∈ I,
that is,
di,jα + ∑
µ≠α
di,jµ R
m
k
i,j
r
(xµ ⋅ xα)RMli,jr (wµ ⋅wα) = 0, (i, j) ∈ I.
Taking into account that xµ ⋅ xα ≠ ±1, µ ≠ α, that wµ ⋅wα ≠ ±1, µ ≠ α, and Lemma 3.2-(ii),
we can let r →∞ in each of the four resulting equations to deduce that di,jα = 0.
Recalling the remark at the end of Section 3, it follows that Theorem 1.2 holds when
either m =∞ or M =∞. A version of the theorem in the case in which one of the spheres is
a circle but the other one is not, is still an open question.
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