Abstract-Photo response non-uniformity (PRNU) noise is a sensor pattern noise characterizing the imaging device. It has been broadly used in the literature for source camera identification and image authentication. The abundant information that the sensor pattern noise carries in terms of the frequency content makes it unique, and hence suitable for identifying the source camera and detecting image forgeries. However, the PRNU extraction process is inevitably faced with the presence of image-dependent information as well as other non-unique noise components. To reduce such undesirable effects, researchers have developed a number of techniques in different stages of the process, i.e., the filtering stage, the estimation stage, and the postestimation stage. In this paper, we present a new PRNU-based source camera identification and verification system and propose enhancements in different stages. First, an improved version of the locally adaptive discrete cosine transform filter is proposed in the filtering stage. In the estimation stage, a new weighted averaging technique is presented. The post-estimation stage consists of concatenating the PRNUs estimated from color planes in order to exploit the presence of physical PRNU components in different channels. Experimental results on two image data sets acquired by various camera devices have shown a significant gain obtained with the proposed enhancements in each stage as well as the superiority of the overall system over related state-of-the-art systems.
I. INTRODUCTION
O VER the last decade, the use of digital image devices has incredibly become widespread due to the advance of digital technologies. Nowadays, every digital multimedia device incorporates a camera for taking good quality pictures at no cost. As a result, digital pictures constitute a reliable means for testifying incidents and providing legally acceptable evidence in courtroom. However, a digital picture can be edited, transmitted and distributed easily with recent technologies such as Bluetooth and Internet. Therefore, knowing the source of the image and verifying its integrity is essential in forensic applications. The field of image forensics is concerned with authentication, integrity verification and Source Camera Identification (SCI) [1] . Over the last decade, a significant number of attempts to extract features which characterize the camera device have been reported in the literature [1] - [27] . Fig. 1 shows the common process to produce a picture via a digital imaging device. A digital device fingerprint could be characterizing some of the following components; the Color Filter Array (CFA) interpolation artifacts [2] , [3] , the lens aberration noise [4] , [5] , sensor dust [6] , Photo Response Non-Uniformity(PRNU) noise [7] - [27] . This work addresses the problem of source camera identification and verification in image forensics based on PRNU estimation. It is worth mentioning that the PRNU is the result of imperfections caused by the manufacturing process due to the lack of homogeneity of the silicon area in the imaging sensor [28] . The noise due to sensor imperfections is a weak signal of the same size as the output image denoted here by K ∈ ω×ν , where ω × ν represent the dimension of the sensor. Regardless of the sensor type, the final camera output is expressed as [8] , [10] 
where I 0 is the original input image. I 0 K represents the PRNU term and is a random noise factor respectively. Note that the effect of the sensor pattern noise K on the original image follows a multiplicative rule. It has been reported in the literature that the PRNU is very similar to a white Gaussian noise and hence abundant in terms of the frequency content and unique to every sensor allowing for reliable identification even if the camera devices under investigation are of the same brand and model. This also enables the investigator to verify the authenticity of digital images and detect forgeries. In the literature, there has been a growing body of research devoted to source camera identification using the PRNU. The PRNU estimation process can be divided into three stages, i.e., the filtering stage, the estimation stage, and finally the postestimation (enhancement) stage. In the filtering stage, a pattern residual signal, also called the noise residue is obtained from each image through the difference between the input image and its filtered version.
where r is the noise residue containing the PRNU and F(·) is the filtering process. In the estimation stage, the PRNU is estimated from a set of noise residues. In the post-estimation stage, the PRNU is enhanced further for better camera identification. The most widely known system was initially developed by Lukas et al. [7] , [8] in order to identify the origin of digital images using the PRNU. It uses a set of images to extract a noise residue from each image. The estimated noise residues are then averaged to obtain a camera reference PRNU noise. In [9] and [10] , the Maximum Likelihood Estimator (MLE ) was applied to estimate the camera reference PRNU. In [10] , the authors proposed preprocessing steps to enhance the commonly used PRNU through Wiener filtering and zero-mean operations. The rational is that there are artefacts which may be shared by different cameras of the same model or brand and this leads to a rise in false identification rates. In [11] , the authors noticed that the estimated PRNU with a commonly used technique [8] does not have the characteristics of white Gaussian noise. They proposed to whiten the noise residues by using only the phase component in the Fourier domain. The author in [12] pointed out that the PRNU obtained from an image may be contaminated by its content especially if it is characterized by edges, contours, and texture. His idea is based on the assumption that the less trustworthy components are the stronger signals components in a PRNU, and therefore they should be attenuated. Nevertheless, attenuating strong components from a signal may lead to reduction of the useful PRNU components too [11] . In [13] , an image sharpening idea is used to amplify the high frequency content of PRNU noise in images. This process can ensure a strong presence of PRNU before estimation. In [14] , the authors proposed an improved technique based on the assumption that the large element of the PRNU is more trustworthy and consequently should be utilized in the matching stage, while other elements are discarded. Another technique has been proposed in [15] for suppressing the random noise contamination in the PRNU noise. The aim of this approach is achieved by clustering the PRNU pixels of similar values, the pixels of PRNU are sorted a descending/ascending order. Next, every number of pixels is averaged and the positions of the clustered pixels are saved, in order to be applied noise residue of the tested image. Theoretically, such process could generate a higher quality reduced-size PRNU, which may lead to a more trustworthy PRNU than its original full-size one. In [16] an approach based on a Weighted Averaging (WA) technique to optimize PRNU estimation was applied. The idea is based on the assumption that images are acquired under different conditions making the corresponding residual signals different from each other. For instance, bright images provide better sensor pattern noise estimation than dark images. Also, saturated pixels cause undesirable noise in residual signals. In this approach the steps of removing undesirable components are applied as proposed in [10] . In [17] , the Principal Component Analysis (PCA) method was used to reduce the dimensionality of the PRNU noise and attenuate the effect of scene details on the filtering process. The idea underlying this algorithm is that the energy of the noise residuals characterizing the reference PRNU is concentrated in a small subspace of the entire eigenspace, while the remaining energy represents undesirable (imagedependent) noise components. Therefore, by preserving only the most important subspace (characterized by the eigenvectors which are associated to the most significant eigenvalues) and then conducting the inverse PCA transform, the imagedependent noise could be significantly attenuated. In [18] , the authors showed that the use of random projections can significantly reduce the dimension of fingerprints without affecting the camera identification performance. The authors adopted a compressive sensing method to represent the sensor fingerprints space by a dictionary. Since the filtering stage contributes significantly to the accuracy of PRNU estimation, the influence of denoising filter has been discussed in [29] for forgery detection and [30] for source camera identification. The authors show that the Blockmatching and 3D filtering (BM3D) algorithm [31] outperforms the wavelet-based Mihcak's filter [32] which was initially adopted in [8] . In [33] , it has been shown that the accuracy of sensor pattern noise estimation can also be improved by removing the denoising distortions. In [19] , the author pointed out that although the wavelet-based Mihcak's filter has been commonly accepted in the literature for estimating the noise residue, it may spread the details and edges of an image creating various disturbing signals around such areas. This leads to a decrease in correlation between the noise residue and the right PRNU. He introduced a PRNU estimation technique using a combination of adaptive Wiener and median filtering in the pixel domain. This suggested filtering approach is followed by an enhancement strategy where only the pixels with high probabilities of significant noise residue bias are retained. Kang et al. [20] developed a filter based on an eight-neighbor context-adaptive interpolation algorithm. In this technique the local regions are classified into six types: vertically edged, horizontally edged, smooth, right-diagonal edge, left-diagonal edge and others. The method can estimate the center-pixel values in different local regions since it is adaptive to local image context. Consequently, the difference between the actual values and the predicted ones could reduce the effect of the edges while PRNU components are preserved.
Other attempts focused on color combination to exploit the presence of the PRNU in different color planes. Indeed, the authors in [21] proposed a color decoupling algorithm prior to the filtering stage to reduce the color interpolation noise which is caused by the CFA. In [22] , three color combination schemes were proposed to obtain the final PRNU using the red, green and blue channels. The basic idea is to extract the PRNU from each color channel separately and then select the pixel with the largest magnitude. Furthermore, the similarity between the estimated PRNU and the noise residue is another parameter which may affect the performance of the source camera identification system. Initially, researchers adopted the normalized correlation as in [7] - [10] and [12] - [19] . Then, with the aim of reducing the effect of periodic noise contamination and hence enhancing the false positive rate in SCI, the peak to correlation energy (PCE) was proposed [23] , [34] . The main idea behind PCE is to consider the correlation between the PRNU and shifted versions of the noise residue in order to lessen the similarity which may exist between the PRNU of a specific camera and the noise residue of an image taken by a different camera. In [11] , the authors used an improved version of PCE called the correlation over circular cross-correlation norm (CCN) by taking into account the negative values of correlation between the PRNU and noise residues estimated from images of different cameras. The CCN has been shown to reduce the false positive rate to half of that with PCE. In [24] , a preprocessing technique based on spectrum equalization has been developed to decrease the false identification rate. The idea is to equalize the magnitude spectrum of the PRNU by detecting and suppressing the memorable peaks according to the local characteristics because such peaks in the spectrum are likely to be created by periodic artifacts. More recently, the PRNU has been used to detect forgeries caused by Hue modification [35] .
As discussed earlier, the process of source camera identification and/or verification has different stages. In this paper, we present a new PRNU-based source camera identification and verification system and propose enhancements in different stages of the process. First, an improved version of the Locally Adaptive Discrete Cosine Transform (LADCT) filter is proposed in the filtering stage. In the estimation stage, a new weighted averaging technique is presented. The postestimation stage consists of combining PRNU signals where each is estimated from a color plane in order to exploit the presence of physical PRNU components in different channels. Experimental results on two image datasets, acquired by various camera devices, have shown a significant gain obtained with the proposed enhancements in each stage and the superiority of the overall system over related state-of-the-art systems. The rest of this paper is structured as follows; Section II describes the proposed system and discusses its different components in detail. Experimental results and analysis are provided in Section III. A conclusion is drawn in Section IV.
II. PROPOSED SYSTEM Fig. 2 illustrates the proposed source camera identification system. First, digital images are considered in the form of separate color channels. Then, an improved version of the LADCT de-noising filter is applied to reduce the effect of scene details on noise residues. Next, for efficient sensor pattern noise estimation, the obtained noise residues are averaged using the proposed WA technique. Finally, we propose to concatenate the PRNUs estimated from the primary color planes in order to exploit the presence of physical PRNU components in different color channels. In camera identification, the noise residue of a query image is compared to all PRNUs stored in the database. The closest PRNU corresponds to the camera which has been used to take the image. In camera verification, however, the similarity between the noise residue and the PRNU of a certain camera is compared to a given threshold in order to verify whether the image is originated by the camera. The system's components will be discussed in more detail in the next subsections.
A. Improved Locally Adaptive DCT Filter
The Discrete Cosine Transform (DCT) has been broadly adopted in applications of image processing including feature extraction, quality assessment, filtering, and compression [36] . The Locally Adaptive DCT filter (LADCT) has a range of advantages exceeding other filters that operate on full images, such as wavelets and is meant to perform well on images affected by image-dependent noise including the multiplicative noise [37] . This gives a good reason for adopting this filter because the PRNU is also multiplicative. The LADCT filter operates on sliding blocks (local action filter), which could offer more information about the local effect of noise on the image in a better fashion [38] . Furthermore, it performs well on different noise models such as Poisson and film-grain types [39] . Finally, averaging multiple de-noised estimates for each pixel in the block will overcome the problem of undershoots and overshoots which occur around the neighborhood of discontinuities as a result of the Gibbs Phenomenon [40] and this is directly related to the problem of scene details in the estimated sensor pattern noise. The authors in [37] introduced the LADCT filter for a type of noise that contaminates the signal through a multiplicative rule. They used a sliding block window to obtain de-noised estimates of neighboring and overlapping blocks. The multiple estimates are then averaged to suppress artifacts caused by undershoots and overshoots around the highly textured regions. The threshold for each block depends on the local mean of the block and the local noise variance. This filter was referred to as LADCT 1 in [37] and is improved here. Since we are concerned with the extraction of PRNU, which is a multiplicative noise, for source camera identification, we take advantage of the LADCT 1 filter. To the best of our knowledge, this filter has not been used in the field of image forensics. The main steps of LADCT 1 are summarized below.
1) The image is first divided into blocks of u × u pixels. Let S be a horizontal or vertical shift (S = 1) between two consecutive blocks. According to [37] , the best performance of the filter can be achieved when u = 8 and S = 1 (This is why number 1 is included in the notation of LADCT 1 ).
2) For each block b whose upper left corner is at (m, l),
DCT coefficients are computed as
where
3) A threshold is computed for each block as
where k = 2.6 is a constant which controls the threshold value. b refers to the local mean of the block and σ represents the noise standard deviation. 4) Hard thresholding is applied on each DCT coefficient as
where B ( p, q) is the result of thresholding B( p, q). 5) The processed blocks are reconstructed in the pixel domain using the inverse DCT as
6) The final estimate for a pixel at (m, l) is computed by averaging the multiple estimates at the same location which were obtained from overlapping blocks due to the shifting process. It is worth mentioning that the conventional LADCT 1 filter uses the same threshold on blocks that are characterized with a similar statistical mean regardless of their textural information (see (4) ). However, the filtering process inevitably removes a portion of the image content along with the SPN and because natural images are not stationary, it is sensible to set a varying threshold, especially across blocks of small size (8×8), which depends on their textural content that has been removed by the filter. In order to adjust the LADCT 1 filter for PRNU estimation, we propose an improved version of the filter in the following.
As illustrated by Fig. 3 , we introduce two improvements of LADCT 1 . The first improvement is based on estimating the noise variance for every block independently using the threshold as described above (Steps 1-6). This is to estimate a block-dependent threshold which will be used in another stage of the LADCT 1 filtering.
The proposed method for estimating a threshold for each block consists of two phases as follows. Let us define an estimate of the sensor pattern noise K as
where I i is the i th observed image and f (I i ) represents its filtered version with the conventional LADCT 1 where σ 2 = 0.002. Denote by n K the estimation noise for K where K = K + n K . In practice, the estimation noise n K is more significant than the actual K since the correlation between various estimates of k obtained from different sets of images of the same camera is normally very small (i.e. less than 0.2). Given a block b, let us consider only the dominant portion of noise in the model given in (1) as
If I 0 b K b is viewed as an additive noise, the block-dependent threshold T b can be given as [41] 
where k is a constant which can be determined empirically (see (4) ). σ 2 b is the additive noise variance which can be expressed approximately as 1
where σ 2
K b
represents the variance of K within the block b.
However, the estimate of σ 2
cannot be obtained from (7) because of the significance of n K as mentioned earlier. Indeed, (12) and likewise σ
where σ n K b represents the standard deviation of n K within the block b. To overcome this issue, we instead take into account the local presence of textural image content n K b in the estimate of K by the conventional filter. The following threshold is proposed for each block b
where σ is the noise standard deviation as used in (4). The idea underlying this threshold value is based on the fact that the statistical variance of the estimated noise may vary significantly across blocks. Therefore, blocks in which the 1 In (10), the second moment of the observed image block I b is assumed to be equal to that of the original image block I 0 b .
estimated noise K b has high variance should be filtered with a relatively small threshold in the DCT domain to retain the image content because the high activity in such blocks is likely to be from edges and texture (i.e. n K b ). On the other hand, a low variance estimate of noise in a block could well represent the actual sensor pattern noise and thus should be filtered out with a relatively large threshold. σ K is used in the ratio as a reference to measure the extent to which the estimated noise has high or low activity in a specific block. Finally, the second moment in (14) enables us to exploit bright regions more than dark ones since the multiplicative nature of the sensor pattern noise makes its presence stronger in bright regions. As for the second method of enhancement, it is worth noting that the LADCT 1 filter was initially used [37] in just one direction. This is sensible for image de-noising purposes since the size of the filtered image has to be the same as the original one. In our application, however, we can have two versions of the filtered image and hence two PRNUs each estimated in one direction (horizontal and vertical). The rationale behind this process is to increase the size of the PRNU camera reference and noise residue in order to reduce to probability of false alarms (i.e. reduce the similarity between PRNUs and noise residues of different cameras). Indeed, there could be some components of the PRNU that are hard to estimate in the horizontal direction but estimable in the vertical direction and vice versa. We refer to the combination of the PRNU estimates in the horizontal and vertical directions as LADCT H V
.

B. Weighted Averaging
The WA technique relies on the principle of unknown signal estimation from noisy observations [42] , [43] . As discussed earlier, the PRNU is estimated using N images
Denote by L the number of samples of each image rearranged in one direction (i.e. vertically or horizontally). In view of (1) and (2), the corresponding noise residue can be expressed as
where i is an independent noise. For the sake of demonstration, let us assume that the images used for estimating the PRNU represent smooth regions describing the same color information such as blue sky content (i.e., the variance of
. This may not be true in practice but the development given below remains valid to some extent as will be shown in experiments on natural images of various content. Let ξ be a constant so that
Here we are mainly interested in the sensor pattern noise K . In view of (16) and (17), the problem of estimating the PRNU from a set of N images can be seen as an estimation of an unknown signal s( j ) with j = 1, 2 · · · , L in a noisy environment, i.e., using N noisy observations. The i th observation r i is the sum of a signal s and a random noise i with zero mean and a variance for each observation equal to σ 2 i . The conventional method to estimate s consists of averaging the observations [44] 
In the rest of the paper, this technique is referred to as constant averaging because each observation is equally multiplied by the same weight which is a constant factor of 1/N. Most state-of-the-art systems use the idea of constant averaging for estimating the PRNU; this is based on the assumption that each noise residue is a noisy observation of the PRNU because images are acquired under different conditions, making the corresponding noise residues distinct from each other. For example, bright images provide better PRNU estimation than dark images. Also, saturated pixels raise estimation errors in residual signals [8] . However, constant averaging is not optimal if the noise variance σ 2 i changes from one observation to another. Theoretically speaking, the WA technique offers the closest estimation to the actual signal in terms of the mean squared error [42] , [45] . The estimated signal with WA is described asŝ
where w i is a weight corresponding to the i th noise residue r i . The optimal weight for the i th observation is given by (See Appendix)
Obviously, the weights depend on the variance of undesirable noise i in each observation. As proposed in [42] , the estimated noise variance can be computed as
wheren i denotes the mean of the estimated noisen i and
represents the average signal. The estimated PRNU term with WA can be computed as
C. Color PRNU Concatenation
A challenging task for estimating the PRNU consists of the color channel to take into consideration at each pixel location. This is because of the three primary colors (Red, Green and Blue), the sensor exhibits a physical noise pattern in one color component only at each pixel location, while the other components are estimated through interpolation involving the neighboring pixels [8] . Some PRNU estimation techniques, such as [19] and [25] , rely on the gray scale version of images to extract the PRNU. Alternatively, the authors in [8] , [17] , and [26] 
where I R , I G , and I B represent the red, green, and blue channels respectively. Other techniques use only the green channel in order to extract the PRNU as it contains more physical PRNU information when compared to the other channels [11] , [27] . However, the linear combination of color channels with fixed weights would include some interpolation noise if a certain color location does not correspond to the physical light information. Indeed, the combination of three PRNU estimates may have an adversary effect on performance because only one estimate corresponds to the actual PRNU component while the two other estimates represent noise. The noise estimates may cancel the actual one due to the linear combination. On the other hand, if the green channel only is used, the physical PRNU information which could exist in other color components (red and blue) is not taken into account. In [22] , a non-linear combination is applied by extracting the PRNU from each color channel separately, and then the largest coefficient in magnitude at each location is chosen. In this work, the PRNU is estimated from each channel separately and then the resulting PRNUs are concatenated to form a color PRNU. Similarly, a color noise residue can be obtained from the test image through concatenation of the three noise residues, each corresponding to a color plane. This way the physical information characterizing the PRNU can be exploited efficiently.
D. CCN Similarity Measure
Finally, the proposed system performs the Circular Correlation Norm (CCN) as proposed in [11] to measure the similarity between the PRNU x and the noise residue y estimated from a query image. For a ω ×ν query image, the size of the PRNU is ω × ν where ω = 2ω and ν = 3ν. The CCN measure is defined as
where A is a small neighbor area typically of size 11 × 11 around the central point at (0, 0), |A| is the number of pixels in A, and ψ xy (m 1 , m 2 ) represents the circular cross-correlation expressed as
III. EXPERIMENTAL RESULTS
In this section, a number of experiments have been conducted to assess the performance of the proposed system. The evaluation has been conducted using two different datasets; our dataset and the Dresden Dataset [46] . Tables I and II list the cameras used in each dataset with the technical properties of each camera sensor. In this experimental evaluation, each PRNU is estimated from 50 natural images captured by the same sensor. To measure the effect of the image size on performance, the extraction of PRNU has been carried out by considering cropped blocks from the images with different sizes,i.e., 128 × 128, 256 × 256 and 512 × 512. The blocks are taken from the center of each image without affecting its content.
A. Analysis of the System's Components
Since there are three contributions in the proposed system, i.e. improvement of the LADCT 1 filter, weighted averaging, and color combination, it is sensible to assess each part separately to highlight the improvements gained at each stage. As mentioned earlier, 50 images have been used to estimate the PRNU while the remaining ones are used as test images. A pattern noise residue is estimated from each test image and compared with the extracted PRNUS. For fair comparison, however, the normal correlation coefficient is used at the matching stage in this section since it was adopted in related competing techniques. This also enables us to measure the gain obtained when the CCN is used, instead, in subsection III-B. In the identification experiments, the False Negative Rate (FNR) and False Positive Rate (FPR) are computed to evaluate the performance. Denote by y j i the noise residue of a test image i taken by a camera C j whose PRNU is x j . Let ρ(y j i ) be the closest PRNU to y j i according to the similarity measure used. Given M different cameras where N j is the number of test images per camera C j , the FNR for the j th camera is defined as
Likewise, the FPR for the j th camera is given by
The overall FNR and FPR given as FNR=
, respectively, are used in our identification experiments.
1) Enhanced LADCT 1 Filtering: In this part, the advantage of the proposed enhancements to the conventional LADCT 1 filter for camera identification is demonstrated. The performance LADCT 1 and its improved versions are evaluated. Note that the constant averaging is used to obtain the PRNU in this part as we are concerned with the filtering process only. With regards to the conventional LADCT 1 , the noise variance for each image block is constant. In order to get the optimal parameter setting for LADCT 1 , we tested different values for the noise variance σ 2 (see (4)). On both datasets, table III shows that the best results can be achieved with a value 2 of σ 2 = 0.002. Table IV depicts the identification performance obtained when using LADCT 1 in two directions, i.e., horizontal and vertical which is referred here to as LADCT H V 1 as well as the gain of the proposed enhancement with block-based noise variance (i.e. using (14) ). For the sake of comparison, three other filters used in the literature for PRNU estimation have been listed, namely the wavelet-based Mihcak's [8] , [32] , the BM3D filter [31] , and the predictive filter based on eight-neighbor context-adaptive interpolation (PCAI8) [20] . It can be seen that the proposed enhancements significantly reduce the FNR and FPR when compared with the conventional LADCT 1 filter. With such enhancements, the proposed filter outperforms other competing filters. Interestingly, BM3D and PCAI8 perform worse than the wavelet-based Mihcak's filter. These findings are actually in perfect agreement with those obtained in [24] (page 134, Fig. 5 ). This can be justified by the fact that, in the original papers [20] , [30] where these filters were shown to outperform the waveletbased Mihcak's filter, blue sky images were used to estimate the PRNU. This suggests that the filters are very sensitive to the content of images used. It is, however, worth noting that the assumption on the availability of blue sky images may not be realistic in practical forensic applications.
Since most of the computational complexity in PRNU estimation is due to the filtering process, the computational cost of the filters is evaluated here. The average running time on a test image of size 512 × 512 is compared. All the source codes were implemented in MATLAB and run on a platform of an Intel Core Duo i7 − 4770 CPU 3.40GHz with 16 GB of memory. We used the authors' implementation of the wavelet-based Mihcak's filter and BM3D while we implemented the other filters. The results in (ms) are depicted in Table V . The computational cost of the proposed filter is low in comparison with PCAI8 and BM3D but is slightly higher than that of the wavelet-based filter. It is, however, worth mentioning that the main computational component in our proposed filter is the DCT and inverse DCT applied on 8 × 8 image blocks. Therefore, one can explore some parallelism to run these transforms on image blocks of different locations simultaneously since each block DCT (or inverse block DCT) does not depend on the result of other block DCTs (or inverse block DCTs). 
2) Weighted Averaging vs Constant Averaging:
In the rest of the paper, the improved LADCT 1 filter, i.e., LADCT H V 1 with the proposed block-based adaptive threshold as given in (14) is used unless otherwise stated. In this section, the efficiency of the WA technique is illustrated. It is worth noting that only the green channel is used for the PRNU and noise residue estimation in this section. The analysis of color combination methods will be discussed in the next experiment. The results depicted in Table VI filter for both datasets. This is true for all image sizes. As can be seen, significant enhancements are obtained especially on the Dresden dataset with image size 128 × 128 and 256 × 256, where the decrease in FNR and FPR reaches 15% and 30% respectively. However, smaller improvements have been achieved on our dataset.
3) Color PRNU Evaluation: Here we adopt the WA technique discussed earlier. Different methods for combining color channels in PRNU estimation are assessed. That is, the green channel-based PRNU as suggested in [11] and [27] , the luminance image-based PRNU estimation as mentioned in [19] and [25] , the luminance PRNU method as proposed in [8] , [17] , and [26] , and finally the color combination scheme developed in [22] . Note that the authors in [22] developed three schemes but scheme 3 is used here because it has been found to deliver the best performance. The results shown in Table VII reveal an interesting finding in that the PRNU extracted from gray level images seems to offer better source camera identification than that of the green channel in both datasets. Also, it is clear that the combination of the three RGB channels as proposed in [22] outperforms the methods which use the green channel only, the Luminance image and the luminance PRNU. Finally, the proposed color concatenation achieves the best performance among the tested methods.
B. Comparison With State-of-the-Art Systems
In this section, the proposed system, referred here to as Color LADCT H V 1 +WA, is assessed in comparison with existing state-of-the-art systems, namely Basic PRNU [8] , the Maximum Likelihood Estimator MLE 3 [10] , Phase PRNU [11] , Color Decoupling estimator (CD PRNU) [21] , wavelet-based Mihcak's filter followed by Weighted Averaging (Wavelet+WA) [16] , and Wiener-median PRNU [19] . The comparative analysis covers three different aspects, i.e., source camera identification, source camera verification, and the purity of PRNU estimation. It is worth mentioning that CCN has been used in the proposed system as described in subsection II-D.
1) Source Camera Identification:
In source camera identification, the forensic analyst possesses a number of cameras and the objective is to identify the camera used to take a picture. Here, it is assumed that the picture has been taken by one of the cameras available. Therefore, a test image is assigned to a specific camera if the corresponding PRNU provides the highest similarity when compared with the noise residue extracted from that image as described earlier in section III-A. The results of FNR and FPR on our dataset and the Dresden dataset are depicted in Table VIII . As can be seen, the proposed system provides the best performance on the two datasets for all image sizes. The difference is more significant on the Dresden Dataset with clear enhancements to FPR and FNR exceeding 50% when compared with other techniques. If one takes the Basic PRNU technique [8] as a reference point, the Wiener-median PRNU technique [19] does not bring clear improvements. It is, however, worth highlighting some improvements with larger size images which suggest that the technique is sensitive to the image size.
2) Source Camera Verification: The task of the forensic analyst in source camera verification is to verify whether a source camera has been used to acquire a given picture. Because a threshold must be set in order to reach such a decision, one can use a range of values in order to measure the performance of the system, i.e., the False Acceptance Rate (FAR) and the True Acceptance Rate (TAR), for each threshold value as will be described later. This leads us to what is known in the literature as the Receiver Operating Characteristics (ROC) curve. Again, 50 images per camera are used to estimate the PRNU while the remaining images are used in the testing. In this experiment, 23 cameras (our dataset combined with the Dresden dataset) have been used to calculate the values of similarity between each source camera PRNU and the noise residues extracted from images of different cameras. This enables us to calculate FAR as follows. Denote by CC N(x j , y k i ) the measure of similarity between the PRNU x j of a camera C j and the noise residue y k i of an image i taken by the camera C k . Given M different cameras and N j test images per camera C j , the FAR for each threshold T can be determined as
On the other hand, the values of similarity between each source camera PRNU and the noise residues extracted from images of the same camera have been calculated and compared against the same threshold value T to determine TAR as
It is worth mentioning here that the process of removing the shared component is conducted as proposed in [10] to reduce the correlation between the PRNUs extracted from different cameras. The ROC curve performance of the proposed system along with that of existing state-of-the-art techniques are displayed in Fig. 4 , 5, and 6 for various image sizes respectively. In practical applications, it is extremely important to ensure a sufficiently low FAR (the ROC performance against low FPR is more critical); consequently, the horizontal axis of all the ROC curves is adjusted to illustrate the detail of the ROC at low FAR accordingly. The experimental results show that the proposed system performs better than its competitors. This is true for all image sizes. In Tables IX and X, the TAR at fixed values of FAR (10 −2 and 10 −3 ) are depicted.
As can be seen, the systems perform differently in source camera verification when compared to the results of source camera identification. Indeed, the CD PRNU technique is outperformed by the basic PRNU technique. Interestingly, the Wiener-median PRNU technique appears significantly more powerful than CD PRNU and Basic PRNU on images of has been shown in [21] to outperform MLE in a number of PRNU-based image authentication experiments but these were slightly different from ours. Indeed, in the ROC curves plotted in [21] , the authors estimated the values of TAR and FAR for an individual camera by varying a certain threshold. This is a single camera verification problem and such a different setting could justify the different performance here since our varying threshold is applied to multiple cameras in order to estimate the overall TAR and FAR. In this context, it is worth noting that experiments on single and multiple camera verification were conducted by Swaminathan et al. in [47] where it was shown that the performance of their system differs in each experiment. Overall, the results of source camera verification confirm the superiority of the proposed system.
3) Purity of the PRNU: In this experiment, we aim to quantify the purity of the estimated PRNU with the proposed system as well as with other competing systems. The idea underlying this experiment is that the similarity between PRNUs extracted from the same sensor must be equal to the highest possible value while the similarity between PRNU's estimated from different cameras must be minimum because the actual PRNUs are statistically independent and similar to a white Gaussian noise. Five PRNUs have been estimated for each digital camera where each uses 50 different images. Different block size values have been considered (64 × 64, 128 × 128 and 256 × 256). Similar to sub-section III-B.2, we have combined our dataset with the Dresden dataset to obtain a consistent number of similarity measures. These measures have been collected by comparing each PRNU with all other PRNUs. The Equal Error Rate (EER) has been adopted in this experiment to illustrate the purity of PRNU estimation for each technique. The EER defines the point in percentage where the false rejection rate (i.e., 100(1 − T AR)) becomes equal to the false acceptance rate. This can be determined by finding a threshold T * so that F AR(T * ) = 100(1 − T AR(T * )). As can be seen in Table XI , the proposed system offers the smallest EER values. Interestingly, PRNU estimation with the Basic PRNU technique and MLE is less accurate than that with other competing techniques for the block size of 128 × 128 and 256 × 256. This suggests that the estimation of the noise residue from individual images plays a crucial role in source camera identification and verification.
IV. CONCLUSION
In this paper, an efficient source camera identification and verification system has been introduced. The idea uses an improved locally adaptive DCT Filter followed by a weighted averaging method to exploit the content of images carrying the PRNU efficiently. Furthermore, since the physical PRNU is present in all color planes, the estimated color PRNUs have been concatenated for better matching. The system has been thoroughly assessed where the gain obtained with each of its components has been highlighted through intensive experiments on two different image datasets considering various image sizes. Finally, an experimental analysis covering three application scenarios in digital image forensics has shown the superiority of the proposed system over state-of-the-art techniques.
APPENDIX PROOF OF (20) First, to obtain an unbiased estimation, the weights are assumed to sum up to 1; that is [45] N k=1 w k = 1
Let us define the Mean Square Error (MSE) as
whereŝ is the estimated version of s as given by (19) . In a matrix form, the MSE can be expressed as 
Minimizing the MSE leads to the following estimate
Under the assumption that the noise i is centered (i.e., zero mean) and independent of the signal s, we obtain 
In view of (31) and (37) , the weights can be deduced as 
