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SSP-RK54Abstract In this paper, a new method ‘‘extended modified cubic B-spline differential quadrature
method (EMCB-DQM)” is introduced by using extended modified cubic B-spline functions as test
functions in the traditional differential quadrature method. The accuracy and efficiency of the
method are tested in view of three numerical problems. The obtained results are compared with
the exact solutions and with the results available in the literature. The simple algorithm, least com-
putational efforts and good accuracy are the main advantages of the proposed method. Thus, the
proposed method may be used as an alternative method for the numerical treatment of the nonlin-
ear partial differential equations (PDEs). The stability analysis of the method is also carried out.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Let us consider a well-known population based one
dimensional nonlinear Fisher’s reaction-diffusion equation
ut  a1uxx ¼ a2uð1 uÞ; x 2 ½a; b; tP 0; ð1Þ
with initial condition
uðx; 0Þ ¼ xðxÞ; x 2 ½a; b; ð2Þ
and Dirichlet boundary conditions
uða; tÞ ¼ f0ðtÞ; uðb; tÞ ¼ f1ðtÞ; tP 0: ð3Þ
where the positive constants a1 and a2 are the diffusion coeffi-
cient and the reaction factor, respectively. This equation deals
with the populations, that can consist of cells in a tumor orpeople or fish. The wave of advance of advantageous genes
is described by the Fisher’s equation [2]. In the last decades,
enormous efforts have been carried out by many researchers
for the numerical study of the Fisher’s reaction-diffusion equa-
tion. This equation attracts the researchers because of its mul-
tiple applications in different fields of science and engineering.
First of all, an approach ‘‘pseudo-spectral approach” was used
for the numerical simulation of the Fisher’s equation by Gaz-
dag and Canosa [6]. An explicit and implicit finite-difference
algorithm was used by Parekh and Puri [17] while Adomian
decomposition method was used by the authors of [13,28].
Logan [12] used perturbation method to evaluate the existence
of a traveling wave solution. Qiu and Sloan [18] used moving
mesh method. Sahin et al. [19] applied B-spline Galerkin
approach while Cattani and Kudreyko [3] proposed the
wavelet-Galerkin approach toward the solution of the Fisher’s
equation using complex harmonic wavelets. Mittal and Jiwari
[16] used differential quadrature method to find the numerical
solution of the Fisher’s reaction diffusion equation. Mittal and
Jain [15] proposed modified cubic B-spline collocation method
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diffusion equation. Verma et al. [27] used Lie symmetry
method for analytic and the numerical study of the nonlinear
diffusion equations of Fisher’s type. Zhao and Wei [29] intro-
duced a discrete singular convolution algorithm for the numer-
ical solution of the Fisher’s equation. They proposed two
numerical treatments, a moving frame and a new asymptotic
scheme to overcome the slight difficulties involved in the
numerical solution of the Fisher’s equation. The efficiency of
the algorithm was confirmed through the three other schemes,
i.e. Fourier pseudospectral, the accurate spatial derivatives,
and the Crank–Nicolson schemes. Sahin and O¨zmen [32] used
the collocation method with quintic B-spline functions on a
uniform mesh while Dag˘ et al. [31] used the Galerkin method
with quadratic B-spline base functions to solve the Fisher’s
equation numerically. Authors of [30,31] studied the effects
of reaction and diffusion related to pulse disturbance, step dis-
turbance, super-speed wave and strong reaction.
In this paper, an extended modified cubic-B-spline algo-
rithm with differential quadrature method is introduced to
solve the population based one dimensional nonlinear Fisher’s
reaction diffusion equation. Proposed method is used in space
and an optimal five-stage and fourth order strong stability-
preserving Runge-Kutta method (SSP-RK54) is used in time,
to solve the Fisher’s reaction diffusion equation. The efficacy
and accuracy of the method are confirmed by taking three test
problems. Rest part of the paper is organized as follows: DQMh3EmðxÞ ¼
4hð1 gÞðx xm2Þ3 þ 3gðx xm2Þ4; x 2 ½xm2; xm1Þ
h4ð4 gÞ þ 12h3ðx xm1Þ þ 6h2ð2þ gÞðx xm1Þ2
12hðx xm1Þ3  3gðx xm1Þ4;
x 2 ½xm1; xmÞ
h4ð4 gÞ  12h3ðx xmþ1Þ þ 6h2ð2þ gÞðx xmþ1Þ2
þ12hðx xmþ1Þ3  3gðx xmþ1Þ4;
x 2 ½xm; xmþ1Þ
4hðg 1Þðx xmþ2Þ3 þ 3gðx xmþ2Þ4; x 2 ½xmþ1; xmþ2Þ
0; otherwise;
8>>>>>><
>>>>>>:
ð5Þis introduced in Section 2 while Extended modified cubic
B-spline functions, weighting coefficients and implementation
procedure of the method, are given in Sections 2.1–2.3,
respectively. In Section 3, Stability analysis of the method is
discussed. In Section 4, three test problems are taken in order
to check the accuracy and efficiency of the method while
Section 5 concludes our study.
2. Differential quadrature method
The differential quadrature method is used to approximate the
special derivatives as a linear combination of functional values
at some given discrete points in the entire domain. Easiness
and effortlessness for the numerical solution of PDEs make
this method more appropriate. First of all, Bellman et al.
[34] introduced this method. To apply this method, we assume
that N grid points: a= x1 < x2, . . . < xN = b are uniformlydistributed with space step size h= xi+1  xi. The rth order
partial derivatives of u(x, t) with respect to x are approximated
at xi for i= 1, 2, . . . , N, are defined as follows:
@ruðxi; tÞ
@xr
¼
XN
j¼1
a
ðrÞ
ij uðxj; tÞ; i ¼ 1; 2; . . . ;N ð4Þ
The B-spline functions have a significant role in spline func-
tion spaces. They are used as a test function in differential
quadrature method to approximate the weighting coefficients.
In this method, several B-spline basis functions, viz., B-spline,
cubic B-spline, Quartic B-spline, modified cubic B-spline and
sinc functions, Lagrange interpolation and Legendre polyno-
mials [21,22,20,16,14,9,10,8,11,1,23,25] are used as a test func-
tions. There exists another basis functions called as extended
B-spline functions [32] having the same characteristic proper-
ties such as the B-spline functions. Ersoy and Dag˘ [5] proposed
an extended B-spline collocation method for the Fisher’s equa-
tion while Dag˘ et al. [4] proposed extended cubic B-spline algo-
rithm for a modified RLW equation. In this paper, an
extended modified cubic-B-spline algorithm with differential
quadrature method is introduced.
2.1. Extended modified cubic B-spline functions
Suppose g 2 R, then the blending function of degree 4 of
extended cubic B-spline has the following form [4,5,32]where kðk 2Þ 6 g 6 1, k denotes the degree of extended
cubic B-spline. g is called free parameter, which is used to
obtain different forms of extended cubic B-Spline function.
For g= 0, the extended cubic B-spline function reduces to
cubic B-spline function. The extended cubic B-spline is the gen-
eralization of the B-spline. Gang and Guo-Zhao [32] studied
the three extended B-splines of degrees 4, 5, and 6. To change
the shape of the cubic B-spline curve, the free parameter is
introduced within the cubic B-spline. This new form is called
the extended B-spline base function. Therefore, the extended
B-spline base function is constructed in such a way that one-
free parameter is included and the degree of the piecewise poly-
nomials is increased but the continuity of the extended cubic
B-spline remains in the cubic order. This gives an idea to set
up a numerical method using extended cubic B-spline as a trial
function. Here {E0, E1, . . . , EN, EN+1} is chosen in such a way
that it forms a basis over the domain [a, b]. The values of
Table 1 Coefficients of the extended cubic B-spline Ei and its
derivatives at the node xi.
xm2 xm1 xm xm+1 xm+2
24Em(x) 0 4  g 16 + 2g 4  g 0
2hE0mðxÞ 0 1 0 1 0
2h2E00mðxÞ 0 2 + g 4  2g 2 + g 0
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are given in Table 1.
It modified in such a way that that the diagonally domi-
nance property of the resulting matrix will remain preserved.
The extended cubic B-spline basis functions are modified as
B1ðxÞ ¼ E1ðxÞ þ 2E0ðxÞ
B2ðxÞ ¼ E2ðxÞ  E0ðxÞ
BmðxÞ ¼ EmðxÞ for m ¼ 3; . . . ;N 2
BN1ðxÞ ¼ EN1ðxÞ  uNþ1ðxÞ
BNðxÞ ¼ ENðxÞ þ 2ENþ1ðxÞ
9>>>>>>>=
>>>>>>>;
; ð6Þ
where {B1, B2, . . . , BN} forms a basis over the domain [a, b].
2.2. Determination of the weighting coefficients
Taking r= 1 in Eq. (4) and substituting the values of Bm(x),
m= 1, 2, . . . , N, we get a system of linear equations:
B0mðxiÞ ¼
XN
j¼1
a
ð1Þ
ij BmðxjÞ; for i;m ¼ 1; 2; . . . ;N: ð7Þ
With the help of Eq. (6) and Table 1, Eq. (7) reduces into a
tri-diagonal system of equations:
A~að1Þ½i ¼ ~R½i; for i ¼ 1; 2; . . . ;M; ð8Þ
where A is the coefficient matrix of order N given by the
following:
A ¼
1 4g
24
0 16þ2g
24
4g
24
4g
24
16þ2g
24
4g
24
. .
. . .
. . .
.
4g
24
16þ2g
24
4g
24
4g
24
16þ2g
24
0
4g
24
1
2
66666666666666666666666664
3
77777777777777777777777775
ð9Þ
~að1Þ½i ¼ ½að1Þi1 ; að1Þi2 ; . . . ; að1ÞiN 
T
is the weighting coefficient vector
corresponding at the knot point xi, and the coefficient vector~R½i ¼ ½B01ðxiÞ;B02ðxiÞ; . . . ;B0N1ðxiÞ;B0NðxiÞT corresponding to
knot point xi, i= 1, 2, . . . , N is evaluated as
~R½1 ¼
 1
h
1
2h
0
0
..
.
0
0
2
6666666666664
3
7777777777775
; ~R½2 ¼
 1
2h
0
1
2h
0
..
.
0
0
2
6666666666664
3
7777777777775
;
~R½3 ¼
0
 1
2h
0
1
2h
0
..
.
0
2
6666666666664
3
7777777777775
; . . . ; ~R½N 1 ¼
0
0
..
.
0
 1
2h
0
1
2h
2
66666666666664
3
77777777777775
; ~R½N ¼
0
0
..
.
0
0
 1
h
1
h
2
66666666666664
3
77777777777775
:
ð10Þ
We note that the coefficient matrix A is invertible. The
tri-diagonal system of equations is solved for each knot point
xi(i= 1, 2, . . . , N) using the Thomas algorithm [26], which
gives the weighting coefficients a
ð1Þ
i1 ; a
ð1Þ
i2 ; . . . ; a
ð1Þ
iN1; a
ð1Þ
iN
(i= 1, 2, . . . , N) for the first order partial derivative.
The weighting coefficients a
ð2Þ
ij ð1 6 i; j 6 NÞ for second
order partial derivatives are computed by using the formula
given by Shu [20]
a
ðrÞ
ij ¼ r að1Þij aðr1Þii 
a
ðr1Þ
ij
xixj
 
; for i – j and
i ¼ 1; 2; 3; . . . ;N; r ¼ 2; 3; . . . ;N 1
a
ðrÞ
ii ¼ 
XN
j¼1;j–i
a
ðrÞ
ij ; for i ¼ j;
8>>><
>>>>:
ð11Þ
where a
ðr1Þ
ij and a
ðrÞ
ij are the weighting coefficients of the (r  1)
th and rth order partial derivatives with respect to x.
2.3. Implementation of the method
On substituting the approximated values of the spatial deriva-
tives computed by EMCB-DQM, Eq. (1) transformed into the
form:
duðxi; tÞ
dt
¼ a1
XN
j¼1
a
ð2Þ
ij uðxjÞ þ a2uðxi; tÞð1 uðxi; tÞÞ;
a 6 xi 6 b; t > 0; i ¼ 1; 2; . . . ;N: ð12Þ
Finally, Eq. (10) can be written as
duðxi; tÞ
dt
¼ Lðuðxi; tÞÞ; i ¼ 1; 2; . . . ;N; ð13Þ
where L denotes spatial nonlinear differential operators.
An optimal five-stage, order four strong stability-preserving
time-stepping Runge-Kutta (SSP-RK54) method [7,24] is used
to solve Eq. (11) together with initial and boundary conditions.
SSP-RK54 scheme is defined through the following steps:
Figure 1 Eigen values of the matrix P.
2874 H.S. Shukla, M. Tamsiruð1Þ ¼ um þ 0:391752226571890DtLðumÞ
uð2Þ ¼ 0:444370493651235um þ 0:555629506348765uð1Þ
þ 0:368410593050371DtLðuð1ÞÞ
uð3Þ ¼ 0:620101851488403um þ 0:379898148511597uð2Þ
þ 0:251891774271694DtLðuð2ÞÞ
uð4Þ ¼ 0:178079954393132um þ 0:821920045606868uð3Þ
þ 0:544974750228521DtLðuð3ÞÞ
uðmþ1Þ ¼ 0:517231671970585uð2Þ þ 0:096059710526147uð3Þ
þ 0:063692468666290DtLðuð3ÞÞ
þ 0:386708617503269uð4Þ
þ 0:226007483236906DtLðuð4ÞÞ3. Stability analysis
After implementation of boundary conditions and using lin-
earization technique for the nonlinear term u(1  u) by assum-
ing u is locally constant [33], Eq. (10) can be rewritten as
follows:duðxi; tÞ
dt
¼ a1
XN1
j¼2
a
ð2Þ
ij uðxjÞ þ a2uðxiÞð1UiÞ þ Gi;
i ¼ 2; 3; . . . ;N 1; ð14Þ
whereGi ¼ a1ðað2Þi1 uðx1Þ þ að2ÞiN uðxNÞÞ þ a2fuðx1Þð1U1Þ
þ uðxNÞð1UNÞg;
which can be written in the matrix form asdfWg
dt
¼ PfWg þ Gi ð15Þ
where {W} = (u2, u3, . . . , uN1) is an unknown vector of the
functional values andP is square block diagonalmatrix given byP¼
a
ð2Þ
22 þa2ð1U2Þ að2Þ23 . .. að2Þ2ðN1Þ
a
ð2Þ
32 a
ð2Þ
33 þa2ð1U3Þ . .. að2Þ3;N1
..
. ..
. . .
. ..
.
a
ð2Þ
ðN1Þ2 a
ð2Þ
ðN1Þ3 . .. a
ð2Þ
ðN1ÞðN1Þ þa2ð1UN1Þ
2
666666664
3
777777775
ðN2ÞðN2Þ
:
ð16Þ
Stability of the proposed method depends upon the stability
of the system of ODEs (12). If the system (12) is unstable, the
method for the temporal discretization may not generate the
converged solution. The system (12) will be stable if the real
parts of the eigen values of matrix P are either negative or zero.
For complex eigen values, some tolerance may exist that the
real parts of eigen values may be small positive. Fig. 1
(a) and (b) shows the real and imaginary parts of the eigen val-
ues of matrix P for a2 = 1 and 10 (U2, U3, . . . , UN1 are cho-
sen from Example 1). It is clear that the real parts of all eigen
values of matrix P are negative for a2 = 1 and 10. So, the real
part of eigen values of matrix P depends on a2. Thus, the
method is conditionally stable.4. Numerical results and discussion
In this section, we consider three test problems of the nonlinear
Fisher’s equation to perform the numerical computation of the
proposed method. The accuracy and consistency of the method
are measured in terms of error norms L2 and L1, defined as
follows:
L2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h
Pn
j¼1jUj  ujj2
q
L1 ¼ max
j
jUj  ujj
9>=
>;; ð17Þ
where U and u denote the exact and computed solutions at the
node j, respectively.
Example 1. In this example, we consider the Fisher’s equation
(1) with a1 = 1 as given in [14,15]
ut  uxx ¼ a2uð1 uÞ; ð18Þ
and with the boundary conditions
lim
x!1
uðx; tÞ ¼ 1:0 and lim
x!1
uðx; tÞ ¼ 0:
Table 2 Absolute error for different g for Example 1 with
a2 = 2000, h= 0.025, Dt= 0.00001.
Free parameter
g
Absolute
error
Free parameter
g
Absolute
error
0.2 4.40463E04 0 .0 8.03067E05
0.18 3.99685E04 0.02 8.03063E05
0.16 3.58911E04 0.04 8.03058E05
0.14 3.18143E04 0.06 9.00762E05
0.12 2.77378E04 0.08 1.30333E04
0.1 2.36619E04 0.1 1.70724E04
0.08 1.95864E04 0.12 2.11433E04
0.06 1.55113E04 0.14 2.52137E04
0.04 1.14368E04 0.16 2.92837E04
0.02 8.03068E05 0.18 3.33532E04
Figure 2 Numerical vs. exact solution for Example 1 with
a2 = 2000, h= 0.025, Dt= 0.0001 at different t.
Figure 3 Numerical vs. exact solution for Example 1 with
a2 = 5000, h= 0.025, Dt= 0.0001 at different t.
Figure 4 Numerical vs. exact solution for Example 1 with
a2 = 10,000, h= 0.025, Dt= 0.0001 at different t.
Table 3 L1 and L2 error norm for different for Example 1
with h= 0.025, Dt= 0.00001 for different t.
t a2 = 2000 a2 = 10,000
L1 L2 L1 L2
0.001 5.1823E03 9.0884E04 1.9179E03 3.9350E04
0.0015 2.4526E03 4.4933E04 7.2132E03 1.6280E03
0.002 1.1091E03 2.0939E04 1.4389E02 3.3457E03
0.0025 4.9251E04 9.5672E05 2.2691E02 5.3175E03
0.003 2.1682E04 4.6126E05 3.1669E02 7.4283E03
0.0035 9.5010E05 3.0024E05 4.1033E02 9.6176E03
0.004 7.2326E05 2.8783E05 9.4202E02 1.5361E02
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1þ exp ﬃﬃﬃa2
6
p 
x 5a2
6
 
t
  2 : ð19Þ
The initial conditions are extracted from Eq. (16). The numer-
ical solution of the Example 1 is computed in the domain
[0.2,0.8] at a2 = 2000, 5000, and 10,000 with Dt= 0.00001
for h= 0.025. In order to find the best value of free parameterg, the program is run for different values of g in the range
[8,1] for h= 0.025, a2 = 2000 with Dt= 0.0001. Table 2
shows the absolute error for the range 0:2 6 g 6 :18, and it
is clear that the least absolute error is found for g= 0.04.
Finally, we set up g= 0.04 for the remaining calculation.
Computed results are presented graphically in Figs. 2–4 to
compare with the exact solution at different time levels. Table 3
shows L1 and L2 error norm for different values of t for
a2 = 2000 and 10,000. An excellent agreement is found
between exact and numerical solutions. Table 4 lists the com-
parison of the solution approximated by present method for
N= 64, a2 = 10,000, Dt= 5  106 with the solutions
approximated in [29] by Crank-Nicolson finite difference
scheme (CN), Accurate space derivatives (ASD) and Discrete
singular convolution (DSC) and with two results of moving
mesh method [18] (a) MMDAE with N= 50 and (b) method
of lines on an evenly spaced grid with N= 300 at different t.
It can be seen from Table 4 that the present results are much
accurate than the results approximated by CN [29], ASD [29]
and with two results of moving mesh method [18]. Thus, pro-
posed method may be considered as an alternative method for
solving PDEs.
Example 2. We consider the Fisher’s equation (1) as given in
[3,14,15]
uta1uxx¼ qu2pu; 0< t<1 and 1< x<1; ð20Þ
Table 4 Comparison of the present solution with CN [29], ASD [29], DSC [29], MMDAE [18] with N= 50 and method of lines on an
evenly spaced grid with N= 300 for Example 1 with a2 = 10,000, Dt= 0.000005.
Scheme Error t
0.0005 0.001 0.0015 0.002 0.0025 0.003
Present L1 1.05E04 7.37E05 6.87E04 1.62E03 2.76E03 4.04E03
L2 2.13E05 2.08E05 1.50E04 3.74E04 6.48E04 9.48E04
CN [29] L1 1.03E02 5.55E02 1.25E01 2.04E01 2.80E01 3.60E01
L2 1.92E03 1.17E02 2.65E02 4.36E02 6.18E02 8.04E02
ASD [29] L1 1.07E02 2.88E02 4.93E02 7.10E02 9.37E02 1.24E01
L2 2.09E03 6.07E03 1.06E02 1.53E02 2.02E02 2.68E02
DSC [29] L1 6.28E06 3.03E06 1.98E06 3.23E06 4.46E06 5.44E06
L2 1.24E06 6.53E07 5.92E07 8.35E07 1.16E06 1.43E06
MMDAE [18] L1 9.25E03
Method of lines [18] L1 9.34E03
Figure 5 Absolute error for different g for Example 2 with
h= 0.025, Dt= 0.01 at t= 2.
Table 5 Comparison of numerical and exact solutions for Example 2 with a1 = 1, h= 0.25 at t= 2.
x Cattani and Kudreyko [3] Mittal and Arora [14] Mittal and Jain [15] Present Exact
20 0.498681 0.498653 0.498652 0.498652 0.498652
16 0.495130 0.495745 0.495741 0.495740 0.495740
12 0.486758 0.486679 0.486670 0.486669 0.486669
8 0.459576 0.459478 0.459477 0.459478 0.459478
4 0.386681 0.386742 0.386787 0.386792 0.386791
2 0.158878 0.159011 0.158859 0.158847 0.158850
6 0.041822 0.041877 0.041852 0.041851 0.041851
10 0.006455 0.006426 0.006462 0.006466 0.006465
14 0.000750 0.000746 0.000754 0.000755 0.000755
18 7.617E05 7.79E05 0.000079 7.918E05 7.915E05
Table 6 Comparison of numerical and exact solutions for
Example 2 with a1 = 1, h= 0.25 at t= 4.
x Cattani and
Kudreyko
[3]
Mittal and
Arora [14]
Mittal
and Jain
[15]
Present Exact
20 0.498678 0.499412 0.499413 0.499416 0.499416
16 0.498525 0.498146 0.498142 0.498150 0.498150
12 0.494757 0.494149 0.494140 0.494164 0.494164
8 0.481776 0.481763 0.481756 0.481829 0.481829
4 0.445508 0.445372 0.445395 0.445607 0.445606
2 0.279025 0.280082 0.279947 0.280528 0.280528
6 0.116980 0.117196 0.116975 0.117463 0.117467
10 0.025927 0.025881 0.025967 0.026144 0.026142
14 0.003695 0.003559 0.003618 0.003651 0.003650
18 0.000409 0.000395 0.000405 0.000409 0.000409
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Figure 6 Comparison of numerical vs. exact solution for
Example 2 with h= 0.25, Dt= 0.01 at different t= 1, 2, 3, 4
and 5.
Table 7 L2 and L1 error norms for Example 3 at different t.
t c1 = 5 c1 = 10
L2 L1 L2 L1
0.2 7.6525E06 1.0374E05 3.4815E10 4.7196E 10
0.4 9.9012E06 1.3475E05 4.5033E10 6.1288E10
0.6 1.1794E05 1.6056E05 5.3629E10 7.3012E10
0.8 1.3944E05 1.8984E05 6.3392E10 8.6305E10
1.0 1.6473E05 2.2427E05 7.4880E10 1.0195E09
1.2 1.9460E05 2.6494E05 8.8446E10 1.2042E09
1.4 2.2988E05 3.1297E05 1.0447E09 1.4224E09
1.6 2.7156E05 3.6972E05 1.2341E09 1.6801E09
1.8 3.2079E05 4.3675E05 1.4577E09 1.9847E09
2.0 3.7895E05 5.1592E05 1.7220E09 2.3441E09
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uðx; 0Þ ¼  p
4q
sech2 
ﬃﬃﬃﬃﬃﬃﬃ
p
24r
r 
x
 
 2 tanh 
ﬃﬃﬃﬃﬃﬃﬃ
p
24r
r 
x
 
 2
	 

;
and boundary conditions
lim
x!1
uðx; tÞ ¼ 0:5 and lim
x!1
uðx; tÞ ¼ 0:
The exact solution of Example 2 is given as
uðx;tÞ¼ p
4q
sech2 
ﬃﬃﬃﬃﬃﬃﬃ
p
24r
r 
xþ5p
12
t
 
2tanh 
ﬃﬃﬃﬃﬃﬃﬃ
p
24r
r 
xþ5p
12
t
 
2
	 

:
ð21Þ
The solution of the Fisher’s equation (17) represents a
shock-like traveling wave, which predicts a wave front of
increasing allele frequency that propagates through the popu-
lation. In front of the wave, only original alleles are present but
behind the wave, mutant allele is taken an area. This equation
represents the change in density of labeled particles, which
depends on the infection rate qu2 + pu at a given time and
the diffusion in the nearest region. The infection rate is mea-
sured by the term pu, which is proportional to the density of
the infected and uninfected particles. The term qu2 shows
how fast the infected particles are diffusing.Figure 7 Absolute error for different g for Example 2 with
h= 0.5, a2 = 1, c1 = 5, Dt= 0.0001 at t= 1.
Figure 8 Comparison of (a) numerical solution and (b) exact
solution for Example 3 with h= 0.5, Dt= 0.0001 for different
time level t.The EMCB-DQM solutions of Eq. (17) together with initial
and boundary conditions are obtained for parameter a1 = 1,
p= 0.5, q= 1, r= 1, Dt= 0.01 at different values of t. In
order to find the best value of free parameter g for this prob-
lem, the program is run for different values of g in the range
[-1, 1] for h= 0.25 and shown in Fig. 5, it is clear that the least
absolute error is found for g= 1. Finally, we set up g= 1 for
remaining calculation of Example 2. The comparison of the
proposed method results with the results obtained in
[3,14,15] at t= 2 and t= 4 is reported in Tables 5 and 6,
respectively. It is found that the computed results are better
than the earlier results. Fig. 6 shows the comparison of numer-
2878 H.S. Shukla, M. Tamsirical solutions with the exact solutions. A good agreement is
found between the solutions.
Example 3. Consider the Fisher’s equation (1) over the
domain [0,1] with a1 = 1 and with the exact solution [27]
uðx; tÞ ¼ 1
4
 1
2
tanh c1 þ 1
12
ﬃﬃﬃﬃﬃﬃﬃ
6a2
p
ðx ctÞ
 
þ 1
4
tanh c1 þ 1
12
ﬃﬃﬃﬃﬃﬃﬃ
6a2
p
ðx ctÞ
 2
; ð22Þ
where c ¼ 5
ﬃﬃﬃ
a2
pﬃﬃ
6
p , initial and boundary conditions are extracted
from Eq. (19). To find the best value of free parameter g for
this problem, the program is run for different values of g in
the range [8,1] for h= 0.25, a2 = 1, c1 = 5, Dt= 0.0001
at t= 1 and shown in Fig. 7 in the range [2,1]. It is clear that
the least absolute error is found approximately for g= 1.8.
Finally, we set up the g= 1.8. Table 7 shows the L2 and
L1 errors norms for a2 = 1, h= 0.25, c1 = 5, and 10,
Dt= 0.0001 at different time t, which are very small and neg-
ligible. Comparison of numerical and exact solution with
h= 0.5, Dt= 0.0001 for different time level t is shown in
Fig. 8. It is concluded in Fig. 8 that the computed and exact
solutions are very similar.5. Conclusions
In this paper, a new technique based on extended modified
cubic B-spline functions is introduced to solve nonlinear par-
tial differential equations. Extended modified cubic B-spline
functions are used with differential quadrature method to find
the weighting coefficients. The proposed method is tested on
nonlinear Fisher’s reaction-diffusion equation. Finally, the
authors draw the following conclusions:
(i) A technique based on extended modified cubic-B-spline
functions is introduced to find the weighting coefficients
of differential quadrature method than the traditional
technique of Lagrange interpolation.
(ii) The numerical results obtained by the proposed method
are compared with the numerical results obtained in
[3,14,15,18,29]. It is found that the present results are
much accurate than the results obtained in [3,14,15]
and obtained by MMDAE [18], method of lines [18],
CN [29] and ASD [29].
(iii) The simple algorithm, least computational efforts and
good accuracy are the main advantages of the proposed
method. Thus, the proposed method may be used as an
alternative method for nonlinear PDEs.
(iv) The proposed method may be useful to extend for
computation of higher dimensional partial differential
equations appearing in the various applications of
engineering and science.
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