In addition, we demonstrate the applications of the GQR factorization in solving the linear equality-constrained least-squares problem and the generalized linear regression problem, and in estimating the conditioning of these problems.
INTRODUCTION
The QR factorization of an n x m matrix A assumes the form A = QR where Q is an n x n orthogonal matrix, and R = QrA is zero below its diagonal. If n 2 m, then QTA can be written in the form [RI, RI,] where RI1 is an n x n upper triangular matrix. However, in practical applications, it is more convenient to represent the factorization in this case as which is known as the RQ factorization. Closely related to the QR and RQ factorizations are the QL and LQ factorizations, which are orthogonal-lowertriangular and lower-triangular-orthogonal factorizations, respectively. It is well known that the orthogonal factors of A provide information about its column and row spaces [lo] .
A column pivoting option in the QR factorization allows the user to detect dependencies among the columns of a matrix A. If A has rank k, then there are an orthogonal matrix Q and a permutation matrix P such that Q=AP= [ ';' ';'I:_, k m-k where R,, is k x k, upper triangular, and nonsingular [lo] . Householder transformation matrices or Givens rotation matrices provide numerically stable numerical methods to compute these factorizations with or without pivoting [lo] . The software for computing the QR factorization on sequential machines is available from the public linear-algebra library LINPACK [8] . Redesigned codes in block algorithm fashion that are better suited for today's high-performance architectures will be available in LAPACK [l] .
The terminology generalized QR factorization (GQR factorization), as used by Hammarling [12] and Paige [20] , refers to the orthogonal transformations that simultaneously transform an n x m matrix A and an n x p matrix B to triangular form. This decomposition corresponds to the QR factorization of B-'A when B is square and nonsingular. For example, if n 2 m, n < p, then the GQR factorization of A and I3 assumes the form
Q=A = [ ;], Q=BV= [o s],
where Q is an n x n orthogonal matrix or a nonsingular well-conditioned matrix, V is a p x p orthogonal matrix, R is m x m and upper triangular, and Just as the QR factorization has proved to be a powerful tool in solving least-squares and related linear regression problems, so too can the GQR factorization be used to solve both the linear equality-constrained least-squares problem min (1 AX -bll, QR factorization approaches have been used for solving these problems; see Lawson and Hanson [16, Chapter 51 . We shall see that the GQR factorization of A and B provides a uniform approach to these problems. The benefit of this approach is threefold. First, it uses a single GQR factorization concept to solve these problems directly. Second, from the software-development point of view, it allows us to develop fewer subroutines that can be used for solving these problems. Third, just as the triangular factor in the QR factorization provides important information on the conditioning of the linear least-squares problem and the classical linear regression model, the triangular factors in the GQR factorization provide information on the conditioning of these generalized problems. Our motivation for the GQR factorization is basically the same as that of Paige [20] . However, we present a more general form of the factorization that relaxes the requirements on the rank of some of the submatrices in the factored form. This modification is significant because it simplifies the development of software to compute the factorization but does not limit the class of application problems that can be solved. We also distinguish between the GQR factorization with pivoting and without pivoting and introduce a generalized RQ factorization.
The outline of this paper is as follows: In Section 2, we show how to use the existing QR factorization and its variants to construct the GQR (or GRQ) factorization without pivoting of two matrices A and B having the same number of rows. In Section 3, we add a column pivoting option to the GQR factorization. Then, in Section 4, we show the applications of the GQR factorization in solving the linear equality-constrained least-squares problem and the generalized linear model problem, and in estimating the conditioning of these problems.
GENERALIZED QR FACTORIZATION
In this section, we first introduce the GQR factorization of an n X m matrix A and an n x p matrix B. For the sake of exposition, we assume n 2 m, the most frequently occurring case. Then, for the case n < m, we introduce the GRQ factorization of A and B.
GQR factorization.
Let A be an n x m matrix, B an n X p matrix, and assume that n 2 m. Then there are orthogonal matrices Q (n x m) and V (pxp) suchthat Another straightforward application of the GQR factorization is to find a maximal set of BBT-orthonormal vectors orthogonal to g(A).
That is, we want to find a matrix Z such that
Let us rewrite the decomposition (1) as where Q is partitioned conformally with R, and S,,, S,, are upper triangular. Then the desired matrix Z is given by
When A is an n x m matrix with n < m, although it still can be presented in forms similar to that of the GQR factorization of A and B, it is sometimes more useful in applications to represent the factorization as the following:
GRQ factorization.
Let A be an n x m matrix, B an n x p matrix, and assume that n < m. Then there are orthogonal matrices Q (n x n) and U (m x m) such that 
Proof.
The proof is similar to that of the GQR factorization. Briefly, one first does the QR factorization of B (B = QS), then follows it by the RQ factorization of QTA.
n From the GRQ factorization of A and B, we see that if B is square and nonsingular, then the RQ factorization of B-'A is given by
GENERALIZED QR FACTORIZATION WITH PIVOTING
The previous section introduced the generalized QR factorization. As in the QR factorization of a matrix, we can also incorporate pivoting into the GQR factorization to deal with ill-conditioned or rank-deficient matrices.
GQR factorization with column pivoting.
Let A be an n x m matrix and B be an n x p matrix. Then there are orthogonal matrices Q (n x n) and V ( p x p) and a permutation matrix P such that where QTAP = R, QTBV = S,
R 11 
APPLICATIONS
In this section, we shall show that the GQR factorization not only provides a simpler and more efficient way to solve the linear equality-constrained least-squares problem and the generalized linear regression problem, but also provides an efficient way to assess the conditioning of these problems. Hence the GQR factorization for solving these generalized problems is just as powerful as the QR factorization is for solving least-squares and linear regression problems.
In the next section, we shall briefly mention some other applications of the GQR factorization.
4.1.
Linear Equality-Constrained Least Squares The linear equality-constrained least-squares (LSE) problem arises in constrained surface fitting, constrained optimization, geodetic least-squares adjustment, signal processing, and other applications. The problem is stated as follows: find an n-vector r that solves where A is an m x n matrix, m > n, B is a p x n matrix, p < n, b is an n-vector, and d is a p-vector. Clearly, the LSE problem has a solution if and only if the equation Bx = d is consistent. For simplicity, we shall assume that rank(B) = p,
i.e., B has linearly independent rows, so that Bx = d is consistent for any right-hand side d. Moreover, we assume that the null spaces Jv( A) and "Y(B) of A and B intersect only trivially:
Then the LSE problem has a unique solution, which we denote by xe. We note that (6) Barlow et al. [3] , and Barlow [4] . The null-space approach via a two-step QR decomposition is one of the most general methods for dense matrices. Now this approach can be presented more easily in terms of the GQR factorization of A and B.
By the GQR factorization of BT and AT, we know that there are orthogonal matrices Q and U such that and the residual sum of squares p2 = 11 r, 11 2 = )I Ax, -b II 2 is given by p2 = II ~1 II 2 + II R:, ~1 -~2 II 2.
EXAMPLE.
Let the LSE problem be specified with where we do not need to form RizT or S& T, but rather solve the triangular system and do matrix-vector operations. Roughly speaking, the conditioning of the LSE problem only depends on the conditioning of the matrices R,, and S,,. In the last example, although the matrix R is ill conditioned (actually, it is singular), we have ' so it turns out to be a well-conditioned problem.
Generalized Linear Regression Model
The generalized linear regression model (GLM) problem can be written as
where w is a random error with mean 0 and a symmetric nonnegative definite variance-covariance matrix u2 W. The problem is that of estimating the unknown parameters x on the basis of the observation b. If W has rank p, then W has a factorization W = BBT.
where the n x p matrix B has linearly independent columns (for example, the Cholesky factorization of W could be carried out to get B). In some practical problems, the matrix B might be available directly. For numerical computation reasons it is preferable to use B rather than W, since W could be ill conditioned, but the condition of B may be much better. Thus we replace (8) by
where A is an n x m matrix, B is an n x p matrix, and u is a random error with mean 0 and covariance a21. Then the estimator of x in (9) is the solution to the following algebraic generalized linear least-squares problem:
min uTU x,u subject to b = Ax + Bu.
Notice that this problem is defined even if A and B are rank-deficient. For convenience, we assume that n 2 m, n 2 p, the most frequently occurring case. When B = 1, (10) is just an ordinary linear regression problem. We assume that the matrices A and B in (10) are general dense matrices. If we know A or B has a special structure, e.g. if B is triangular, then we might need to take a different approach in order to save the work without destroying the structure (see, for example, [Is] ).
The GLM problem can be formulated as the LSE problem:
Hence, it is easy to see that the GLM problem has a solution if the linear system [A Bl [:] =b is consistent. Because of high overhead and possible numerical diffkulties if the matrices A and B are scaled differently, it is not advisable to solve the GLM problem directly by the method of the LSE problem. Paige [lS] and Hammarling [12] proposed a two-step QR decomposition approach to the GLM problem to treat A and B separately. Now, we show that this approach can be simplified with GQR-factorization terminology. By the GQR factorization with pivoting of A and B, we have orthogonal matrices Q (n x n) and V ( p x p) and a permutation matrix P such that
n-q where the 9 x 9 matrix R,, is upper triangular and nonsingular. We also assume that the (n -9) x (n -9) matrix S,, is upper triangular and nonsingular for simplicity of exposition. If we partition
where Q, has 9 columns, V, has n -9 columns, and P, has 9 columns, and set "=vTuE It is obvious that to get the minimum-2-norm solutions, the remaining components of the solutions can be chosen as Here O(E') represents the higher-order term in the perturbation matrices E,
The proof is long and appears in the appendix.
If we note that lIfwl1 Pll Q eqqll4~
then the bounds (12) and (13) can be simplified. We see that the sensitivities of 5, and U, basically depend on K~( A) and K*(B). For this reason, K~( A) and K~( B) are defined as the condition numbers of the GLM problem. They can be used to predict the effects of errors in the regression variables on regression coefficients.
As a special case, we note that if B = I, then the GLM problem is reduced to the classical linear regression problem. Then u, is just the residual vector, These are the well-known perturbation results for the solution and residual of the ordinary linear regression problem [22, lo] .
Estimation of Condition Numbers.
To estimate the condition numbers
Kg(A)
and K~( B) of the GLM problem, we again can use the Hager-Higham method without the expense of forming At or (GB)+. By this technique, the required vector norms ]I Kz 11 o can be computed from the GQR factorization of A and B, where K = (GB)+ or K = AL and z > 0 is a vector that is readily computed. After tedious computations, we have (GB)+z = V,S,'Q;z ALz = P,R,'(QTz -S,,S,'Q~z).
Hence, we can just use a triangular system solver and matrix-vector operations to give the estimation of condition numbers of the GLM problem.
Roughly speaking, we see that the conditioning of the GLM problem depends on the conditioning of the triangular matrices II,, and S,,.
4.3.
Other Applications In this section, we briefly mention some other applications of the GQR factorizations.
The GQR factorization has been used as a preprocessing step for computing the generalized singular-value decomposition in the Jacobi-Kogbetliantz approach; see Paige [19] and Bai [2] . The GQR factorization can also be used in solving structural equations: 
SUMMARY AND FUTURE WORK
In this paper, we have defined the generalized QR factorization with or without partial pivoting of two matrices A and B, each having the same number of rows, and shown its applications in solving the linear equalityconstrained least-squares problem and generalized linear model problems, and in assessing the conditioning of these problems. A similar development could be done for matrices A and B having the same number of columns, instead of the same number of rows. Then the GQR factorization of A and B would be equivalent to the QR factorization of AB-'. These discussions have served as the guideline for our future development of GQR factorization software for the LAPACK library [l] .
APPENDIX
In this appendix, we prove the perturbation bounds (12) and (13) for the solutions x and u of the GLM problem presented in Section 4.2.
The Lagrangian of the GLM problem is h(x,u, p) = uTu + 2p'(b -Ax -"),
where p is a vector of Lagrange multipliers. Taking derivatives with respect to x, U, and p and equating the results to zero gives the first-order necessary conditions for the minimum:
(The theory may be found in most textbooks dealing with constrained optimization; see for example [17] .) S ince this is a linear equality-constrained problem and the Hessian of the objective function is 2 I, which always is positive definite, any solution of (14) also solves the GLM problem, so that (14)
is necessary and sufficient for the GLM problem. Here we can eliminate u = BTp to give Similarly, the perturbed GLM problem can be reformulated as
0

A+E AT+ET T][ -;p+:;p)] = [,!.I. (16) -(B + F)(B + F)
The (pseudo)inverse of the coefficient matrix is in the following lemma, which is due to Elditn [9]; we have modified it slightly to fit our case. 
LEMMA. Let
