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ABSTRACT
We present a synthetic galaxy lightcone specially designed for narrow-band optical photometric surveys. To reduce time-discreteness
effects, unlike previous works, we directly include the lightcone construction in the L-Galaxies semi-analytic model applied to the
subhalo merger trees of the Millennium simulation. Additionally, we add a model for the nebular emission in star-forming regions,
which is crucial for correctly predicting the narrow/medium-band photometry of galaxies. Explicitly, we consider, individually for
each galaxy, the contribution of 9 different lines: Lyα (1216Å), Hβ (4861Å), Hα (6563Å), [O ii] (3727Å, 3729Å), [O iii] (4959Å,
5007Å), [Ne iii] (3870Å), [O i] (6300Å), [N ii] (6548Å, 6583Å), and [S ii] (6717Å, 6731Å). We validate our lightcone by comparing
galaxy number counts, angular clustering, and Hα , Hβ , [O ii] and [O iii]5007 luminosity functions to a compilation of observations. As
an application of our mock lightcones, we generate catalogues tailored for J-PLUS, a large optical galaxy survey featuring 5 broad
and 7 medium band filters. We study the ability of the survey to correctly identify, with a simple three filter method, a population
of emission-line galaxies at various redshifts. We show that the 4000Å break in the spectral energy distribution of galaxies can be
misidentified as line emission. However, all significant excess (larger than 0.4 magnitudes) can be correctly and unambiguously
attributed to emission line galaxies. Our catalogues are publicly released to facilitate their use in interpreting narrow-band surveys
and for quantifying the impact of line emission in broad band photometry.
Key words. cosmology: dark matter – cosmology: large-scale structure – methods: numerical
1. Introduction
Optical surveys have been important in establishing our cur-
rent understanding of how galaxies form and evolve (York
et al. 2000; Gunn et al. 2006; Eisenstein et al. 2011; Driver
et al. 2009; Grogin et al. 2011; Sánchez et al. 2012; Dawson
et al. 2013; Sobral et al. 2018a). Statistical studies of the
distribution of e.g. mass in stars and gas, star formation rates,
metallicities, and sizes at different redshifts, have allowed
us to sketch a consistent picture of how different physical
processes are responsible for setting the global properties
of galaxies (Kauffmann et al. 2003; Tremonti et al. 2004;
Brinchmann et al. 2004; Pérez-González et al. 2005; Bamford
et al. 2009; Gadotti 2009; Firmani et al. 2010; Peng et al.
2010; Nuza et al. 2013; Harrison et al. 2017). Despite the
progress, our picture is still incomplete and an ongoing and
future generation of surveys, such as The Extended Baryon
Oscillation Spectroscopic Survey (eBOSS, Dawson et al. 2016),
Dark Energy Spectroscopic Instrument (DESI, Dark Energy
Survey Collaboration et al. 2016), Euclid (Laureijs et al. 2011),
Wide Field Infrared Survey Telescope (WFIRST, Dressler et al.
2012) or eROSITA (Merloni et al. 2012), could soon fill the gaps.
Synthetic galaxy catalogues are crucial to optimally ex-
ploit the data from galaxy surveys (e.g. Blaizot et al. 2005;
Kitzbichler & White 2007a; Guo et al. 2011; Merson et al. 2013;
Lacey et al. 2016; Merson et al. 2018). By using these mock
catalogues it is possible to estimate uncertainties in deriving a
given galaxy property, study selection effects, or quantify the
impact of different sources of errors. In addition, it is possible
to modify various assumptions regarding galaxy formation
physics, and explore their impact on observable galaxy proper-
ties. Thus, realistic and physically-motivated mock catalogues
are extremely important to interpret observational data in terms
of the underlying galaxy-formation physics.
In particular, mock galaxy catalogues are particularly
important for interpreting surveys that combine broad-band
with narrow-band photometry (Wolf et al. 2003; Moles et al.
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2008; Ilbert et al. 2009; Pérez-González et al. 2013; Benitez
et al. 2014; Cenarro et al. 2019; Padilla et al. 2019). These
surveys attempt to inherit the power of spectroscopy in reliably
estimating physical properties of galaxies, and of photometry
in measuring the light in a spatially-resolved manner while
avoiding pre-selection of targets. Thus, they deliver smaller
statistical uncertainties and weaker degeneracies in estimating
physical properties of galaxies compared to broad-band surveys.
On the other hand, due to the complexity of the data and its
acquisition, they might contain more uncertainties related to
the measurement of line emission compared to spectroscopic
surveys.
There are several requirements for realistic mock catalogues.
First, one requires a galaxy formation model that predicts all
the relevant observable properties of galaxies, such as position,
redshift, metallicity, stellar mass, or star formation rate (Croton
et al. 2006; Somerville et al. 2008; Guo et al. 2011; Lacey et al.
2016; Henriques et al. 2015). Second, it is important to include
emission lines from star-forming regions and quasars (Orsi et al.
2014; Molino et al. 2014; Comparat et al. 2019): although lines
contribute in a relatively minor way to broad-band magnitudes,
they can dominate the total flux in narrow and medium bands
(see e.g. Sobral et al. 2009, 2013; Vilella-Rojo et al. 2015;
Matthee et al. 2015; Stroe & Sobral 2015; Stroe et al. 2017;
Sobral et al. 2018b). Third, it is necessary to project the light
and spatial distribution of mock galaxies onto the observer’s
frame of reference. This, the so-called lightcone, is a crucial
ingredient since a given narrow band can receive contributions
from multiple emission lines at different redshifts.
During the last years, various galaxy lightcones using
merger trees of dark matter N-body simulations and galaxy
formation models have been developed (Blaizot et al. 2005;
Kitzbichler & White 2007b; Merson et al. 2013; Overzier et al.
2013). These mocks were designed for broad band surveys,
such as SDSS, where the contribution of emission lines in the
final galaxy photometry was neglected. With the advancement
of more sophisticated narrow band photometric surveys such as
Survey for High-z Absorption Red and Dead Sources (SHARDS,
Pérez-González et al. 2013), Javalambre-Photometric Local
Universe Survey1 (J-PLUS, Cenarro et al. 2019), Javalambre
Physics of the Accelerating Universe Astrophysical Survey
(J-PAS, Benitez et al. 2014) or Physics of the Accelerating
Universe (PAU, Padilla et al. 2019) the line contributions from
star forming galaxies need to be taken into account. Still, up to
date, few works have addressed this. For instance, Merson et al.
(2018) by using the CLOUDY photo-ionisation code (Ferland
et al. 2013) included the Hα emission in the GALACTICUS
galaxy formation model (Benson 2012). By constructing a 4
square degree catalogue they were able to predict the expected
number of Hα emitters as a function of redsfhit, a critical
aspect for Euclid and WFIRST surveys. On the other hand,
Stothert et al. (2018) performed forecasts for PAU employing
the GALFORM version of Gonzalez-Perez et al. (2014) where the
modelling of Hα , [O ii] and [O iii] lines was included.
In this paper we present a new procedure to generate a
synthetic galaxy lightcones, specially designed for narrow-band
surveys. We employ state-of-the-art theoretical galaxy forma-
tion models applied to a large N-body simulation to predict
the properties and clustering of galaxies. We improve these
1 www.j-plus.es
results with a model for the nebular emission from star-forming
regions considering the contribution of nine different transition
lines. The properties of these lines are computed separately for
each mock galaxy based on its predicted star formation and
metallicity. This is one of the first times that multiple emission
lines have been included in mock galaxy lightcones following
a self-consistent physical model (Merson et al. 2018; Stothert
et al. 2018). Additionally, we embed the lightcone building
procedure inside the galaxy formation modelling, allowing us
to minimize the time-discreteness effects. As an application
of our lightcone construction, we have generated catalogues
for the photometry of the ongoing J-PLUS photometric survey
(Cenarro et al. 2019). The mock catalogue is publicly available
at https://www.j-plus.es/ancillarydata/mock_galaxy_lightcone.
This paper is organised as follows. In section 2 we describe
the methodology we follow to construct the galaxy lightcone,
predict galaxy properties, and model the strength of emission
lines. In section 3, we present various comparisons with obser-
vations, which illustrate the accuracy of our predictions. In sec-
tion 4, we employ our synthetic catalogues to study the selection
of emission line galaxies (hereafter, ELGs) in J-PLUS. Finally,
in section 5 we summarise our main findings. In this work, mag-
nitudes are given in the AB system. A ΛCDM cosmology with
parameters Ωm = 0.25, ΩΛ = 0.75 and H0 = 73 km s−1 Mpc−1 is
adopted throughout the paper.
2. Methodology
In this section we discuss the general procedure to construct
our mock galaxy lightcone. We start by describing our N-body
simulation, galaxy formation models, and prescription for emis-
sion lines. Then, we discuss our method for projecting simulated
galaxy properties onto the lightcone.
2.1. The Millennium simulation
The backbone of our lightcone construction is the Millennium
N-body Simulation (Springel 2005) which follows the cosmo-
logical evolution of 21603 w 1010 dark matter (DM) particles of
mass 8.6× 108 M/h inside a periodic box of 500 Mpc/h on a
side, from z = 127 to the present. The cosmological parameters
used in the simulation were: Ωm = 0.25, ΩΛ = 0.75, σ8 = 0.9,
H0 = 73 km s−1 Mpc−1, n = 1.
Simulation data were stored at 63 different epochs (referred
as snapshots) spaced logarithmically in time at early times
(z> 0.7) and linearly in time afterwards (∆t∼ 300 Myr). At
each snapshot, DM haloes and subhaloes were identified with a
Friends-of-Friends (FoF) group-finder and an extended version
of the SUBFIND algorithm (Springel et al. 2001). Objects
more massive than Mhalo = 2.7× 1010 M/h (corresponding
to 32 particles) were kept in the catalogues. Subhaloes were
linked across snapshots by tracking a fraction of their most
bound particles, weighted by particle rank in a list sorted by
binding energy. Subhalo catalogues and descendant links were
arranged to form merger trees, which allowed us to follow the
assembly history of any given DM object. Given the halo mass
resolution of the Millennium simulation, we expect converged
properties and abundance for galaxies with stellar masses above
Mstellar ∼ 108 M/h (see Guo et al. 2011; Henriques et al. 2015).
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2.2. The galaxy formation model
We employ a semi-analytical model (SAM) of galaxy formation
to predict the properties of galaxies in our simulation. The aim
of a SAM is to simulate the evolution of the galaxy population
as a whole in a self-consistent and physically-motivated manner.
For this, galaxy properties such as star formation rate, stellar
mass, luminosity or magnitudes are a result of a simultaneous
modelling of multiple physical processes, which typically
include gas cooling, star formation, AGN and SuperNovae
feedback, metal enrichment, black hole growth, and galaxy
mergers (see e.g. Bower et al. 2006; Guo et al. 2011; Gargiulo
et al. 2015; Lacey et al. 2016). All these processes are im-
plemented through a system of coupled differential equations
solved along the mass assembly history of DM objects, given by
their respective merger tree (see Baugh 2006, for a review).
In this work, we employ the L-Galaxies SAM code,
in the variant presented by Guo et al. (2011). In the future,
we plan to apply the same procedure on the most updated
version of L-Galaxies, presented in Henriques et al. (2015). In
Appendix A, we provide a short summary of the main equations
and physical processes implemented. A more thorough descrip-
tion of the model can be found in Croton et al. (2006); De Lucia
& Blaizot (2007); Guo et al. (2011); Henriques et al. (2015).
2.3. Lightcone construction
We outline our method for constructing a lightcone. We start
defining the location of an observer and specifying the orien-
tation, geometry, and angular extent of the lightcone. Then,
we continue defining how we identify the moment in which a
galaxy crosses the observer past lightcone.
The 500 Mpc/h side-length of the Millennium simulation is
not always able to encompass the full volume, or redshift range,
of observational surveys. Thus, to cover the relevant regions, we
take advantage of its periodic boundary conditions and replicate
the simulated box 8 times in each coordinate direction. This
corresponds to a maximum redshift of z∼ 3, and will also allow
us to incorporate high-z ELGs as potential contamination for
low-z ELGs. Although the replicated volume underestimates
the total number of independent Fourier modes in a survey, it is
adequate when different redshift slices are considered separately
and the redshift direction is chosen appropriately, as we discuss
below.
For convenience, we place the observer at the origin of
the first replication, and define the extent of the lightcone as
the angular size of 1000 Mpc/h at z∼ 1. This ensures that no
more than two repetitions are required to represent the cosmic
structure in any redshift shell up to z∼ 1. This provides a
22.5°× 22.5 ° (∼ 309.4 deg2) lightcone. The orientation of the
lightcone was chosen following Kitzbichler & White (2007b) to
minimise repetition of structure along the line of sight (LOS).
According to their methodology, the LOS will pass by the first
periodic image at the point (nL,mL, nmL), where m and n are
integers with no common factor and L is the box size. We set
the values of n = 2 and m = 3, resulting in a viewing direction
(θ, ϕ) = (58.9°, 56.3°). In Appendix B, we show that this LOS
yields a small overlap between box replicas.
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Fig. 1. Observed colour g -r as a function of redsfhit for galaxies with
Mstellar > 1010M/h. The grey scale represents the number density of
galaxies.
The next step is to determine the moment at which galaxies
cross the observer’s past lightcone. There are several different
methods in the literature to do this (e.g. Kitzbichler & White
2007b; Merson et al. 2013), most of which interpolate galaxy
properties across the discrete dark matter simulation snapshots
or by directly storing the DM mass field as the N-body sim-
ulation evolves. Here we have decided to follow a different
approach. L-Galaxies accurately follows in time the evolution
of individual galaxies between DM snapshots with a time step
resolution . 5− 19 Myr. This includes the tracking of central,
satellite, and orphan galaxies (i.e. those whose DM host has
fallen below the resolution of the simulation), improving along
the way the links of the underlying subhalo merger tree (De
Lucia & Blaizot 2007). Here we take advantage of this and use
the galaxy merger trees as an estimation of the continuous path
in space-time of a galaxy. Linearly interpolating between two
contiguous galaxy time steps, we search for the the lightcone
crossing redshift, zg, where the comoving radial distance is
equal to the distance to the observer. The galaxy properties are
then evolved down to that exact moment inside L-Galaxies.
This approach has the advantage of reducing an artificial
discretization of galaxy properties usually seen in lightcone
algorithms (e.g. Fig. 4 of Merson et al. 2013). To illustrate that
discretizaton effects in our mock galaxy photometry are small,
in Fig. 1 we show the observed colour g -r as a function of
redshift (which is usually the most affected quantity, see Merson
et al. 2013) for galaxies with Mstellar > 1010M/h. No evident
discontinuities are seen along the g -r axis.
Finally, we add the contribution of peculiar velocities to the
observed redshift of a galaxy as:
zobs = (1 + zg)
(
1 +
vr
c
)
− 1 , (1)
where zg is the geometrical redshift at which the galaxy crosses
the lightcone and vr is the line-of-sight component of its peculiar
velocity, and c is the speed of light.
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Fig. 2. Left panel: The spatial distribution of galaxies in a thin angular slice (1 deg) inside our mock lightcone. Each galaxy with Mstellar > 1010 M/h
is shown as a black dot. The contribution of peculiar velocities has not included. Right panel: The same but including the peculiar velocities in the
estimation of the redshift. The clustering, hence, is enhanced on large scales due to coherent bulk motions, whereas it is damped on small scales
due to random motions inside dark matter halos.
The spatial distribution of galaxies in our lightcone inside a
1 deg slice thick is presented in Fig. 2. We only display galax-
ies more massive than 1010 M/h. No visible discreteness ef-
fects originating from a finite number of simulation snapshots
are seen.
2.4. Line emission modelling
In order to include the contribution of emission lines to the
predicted photometry of our mock galaxies, we follow the
model described in Orsi et al. (2014). Specifically, we consider
the contribution of 9 different lines: Lyα (1216Å), Hβ (4861Å),
Hα (6563Å), [O ii] (3727Å, 3729Å), [O iii] (4959Å, 5007Å),
[Ne iii] (3870Å), [O i] (6300Å), [N ii] (6548Å, 6583Å), and [S ii]
(6717Å, 6731Å), which are those we expect to contribute most
significantly to the rest-frame optical wavelength.
In brief, the Orsi et al. (2014) model obtains the lines flux
based on a Levesque et al. (2010)2 model grid of H ii region.
Four different parameters are needed as an input to the grid: (i)
age of the stellar cluster that provides the ionising radiation (t∗),
(ii) density of the ionised gas (ne), (iii) galaxy gas-phase metal-
licity (Zcold), and (iv) ionisation parameter (q). For the first two
parameters we assume constant values: t∗ = 0 and ne= 10 cm−3
(see the discussion in Orsi et al. 2014). The last two parame-
ters are directly set by the cold gas metallicity predicted by our
galaxy formation model adopting the following relation for the
ionization parameter:
q (Z) = q0
(
Zcold
Z0
)−γ
[cm/s], (2)
where q0, Z0, and γ are free parameters set to 2.8× 107 cm/s,
0.012 and 1.3, respectively, to match observational measure-
ments of Hα , [O ii], and [O iii] luminosity functions (Orsi et al.
2014).
By using the predicted line fluxes, the luminosity of a given
line, L(λj), is given by:
L(λ) = 1.37 × 10−12QHo
F(λj| q,Zcold)
F(Hα| q,Zcold) [erg/s], (3)
where F(Hα| q,Zcold) and F(λj| q,Zcold) are, respectively, the flux
of Hα and λ j line in a galaxy with ionization parameter q and
2 These authors computed the theoretical spectral energy distributions
(SEDs) for H ii regions using the Starburst99 code (Leitherer &
Heckman 1995) in combination with the MAPPINGS-III photoioniza-
tion code (Dopita & Sutherland 1995, 1996; Groves et al. 2004).
metallicity Zcold. QHo is the ionization photon rate in units of
s−1 calculated from the galaxy instantaneous star formation rate
predicted by our SAM. Here, we assume that all the emitted
photons contribute to the production of emission lines.
We highlight that the model predictions for “Baldwin,
Phillips & Telervich” diagram (BPT diagram, Baldwin et al.
1981) and for the evolution of the emission line luminosity func-
tion are in a reasonable agreement with observations. For more
information, we refer the reader to Orsi et al. (2014).
2.5. Observed magnitudes
Once we have placed galaxies in the lightcone and computed
their physical properties (such as stellar mass, star formation
rate, and metallicity), we derive their observed photometric
properties. The observer-frame apparent magnitudes in the AB
system, mAB, are defined as:
mAB=−2.5 log10 ( fν)−48.6=−2.5 log10
∫
T(λ)λ fλdλ
c
∫
T(λ)
λ
dλ
−48.6, (4)
where c is the speed of light, T(λ) is the filter transmission curve,
and λ is the wavelength. fν is the flux density per frequency
interval erg s−1 cm−2 Hz−1 and fλ the flux density per wavelength
interval in erg s−1 cm−2 Å−1.
We assume that our final galaxy photometry is the sum of
two contributions. The first one is the continuum emission from
the mixture of stellar populations hosted by the galaxy ( f cλ ). The
second one, is the specific flux of all the recombination lines ( f l jλ )
generated in H II regions. Therefore:
fλ ≡ f cλ +
nlines∑
j=1
f l jλ . (5)
Including Eq. (5) in Eq. (4), the magnitude mAB can be expressed
as:
mAB = 2.5 log10
10−0.4(mcAB+48.6) +
∫
T(λ)λ
∑nlines
j=1 f
l j
λ dλ
c
∫
T(λ)
λ
dλ
 − 48.6,
(6)
The magnitude mcAB is computed by our SAM in a self-
consistent way according to the galaxy evolution pathway
(Section 2.3 and Appendix A). By using Bruzual & Charlot
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Fig. 3. The abundance of galaxies as a function of observed magnitude for the different SDSS bands. Symbols show a compilation of observational
results from different datasets, with the measurements from SDSS highlighted as large coloured circles. In each panel, solid and dashed lines
show the predictions by our mock galaxy lightcone before and after a correction to apparent magnitudes designed to improve the agreement with
observations (see Section 3.1).
(2003) synthesis models and a Chabrier initial mass function,
L-Galaxies updates the galaxy luminosity in each photometric
band every time that the galaxy experiences a star-forming
event. Additionally, a model is assumed to account for the light
attenuation due to the absorption in the interstellar medium
(ISM) and molecular clouds (see Appendix A). When the galaxy
crosses the lightcone, the observed magnitudes in the chosen
photometric system are output according to the total luminosity
at that moment.
The contribution of emission lines (second term in Eq. 6)
is taken into account in post processing. Throughout this work
we only consider the line emission produced by star formation
events, ignoring the contribution of AGNs. The line l j is added
in its observed wavelength with f l jλ determined by a δ-Dirac pro-
file of amplitude F(λj|q,Zcold). In our case, nlines are the 9 lines
described in Section 2.4. As in the case of the galaxy continuum,
all the line fluxes included here are affected by the surrounding
dust. A discussion on the impact and modelling of dust is pre-
sented in Section 3.2.
3. Validation
In this section, we present a set of basic tests for our mock galaxy
lightcone. In Section 3.1 we compare the predicted galaxy num-
ber counts against a compilation of observations in 5 broad bands
(u , g , r , i , z ). In Section 3.2, we extend our comparison to the
luminosity functions of Hα , Hβ , [O ii] and [O iii]5007 lines. We
use this comparison to calibrate a dust obscuration model. Fi-
nally, in Section 3.3 we show the ability of our mock to repro-
duce the observed clustering of g -band selected galaxies.
3.1. Galaxy Number Counts
In Fig. 3 we show the total number of galaxies in our light-
cone mock as a function of apparent magnitude. We present
our predictions for the 5 SDSS broad band magnitudes, and
compare them to various observational estimates as indicated
by the legend (Koo 1986; Guhathakurta et al. 1990; Jones et al.
1991; Hogg et al. 1997; Arnouts et al. 2001; Yasuda et al. 2001;
Metcalfe et al. 2001; Huang et al. 2001; McCracken et al. 2003;
Radovich et al. 2004; Kashikawa et al. 2004; Capak et al. 2004;
Eliche-Moral et al. 2005; Capak et al. 2007; Hoversten et al.
2009; Rovilos et al. 2009; Grazian et al. 2009; López-Sanjuan
et al. 2019). Note different observations usually employ slightly
different filter transmission curves, however, this introduces
only a very minor correction, which we ignore.
Our theoretical predictions and the observations are in good
agreement, specially for the r , i , and z SDSS bands. This repre-
sents an important validation of our methodology. Still, we find
a slight systematic disagreement across bands, transiting from
a well matched number counts on long wavelengths to an un-
derestimation at short ones (u and g ). At such wavelengths the
magnitudes are sensitive to the rather crude dust modelling im-
plemented in the SAM. Since our main goal is to create mock
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Fig. 4. The luminosity function of emission lines. Each panel displays the results for a different emission line, from top to bottom and from left
to right: Hα , [O ii], Hβ , and [O iii]5007. Within each panel, we show various observational estimates (c.f. Section 3.2 and Appendix C) at different
redshifts, as pointed out by the legend. Dashed and solid lines display the results from our mock galaxy catalogue before and after applying an
empirical model for dust attenuated, respectively. This dust model has been calibrated to improve the agreement between the observations and our
predictions.
galaxy catalogues as realistically as possible, we have applied
an ad-hoc correction to our apparent magnitudes:
mAB → mAB + α
(
λ0
λAB
− 1
)
, (7)
where λAB is the effective wavelength of the filter under consid-
eration, and α and λ0 are free parameters that we set respectively
to −0.47 and 6254 Å (the central wavelength of the r SDSS fil-
ter) by requiring an improved agreement with the number counts
shown in Fig. 3. We apply Eq. (7) to all photometric bands we
consider, including narrow/intermediate bands not used in the
calibration. Our updated predictions, displayed as dashed lines
in Fig. 3, are in a better agreement with the data for blue bands
which increases the overall level of realism of our lightcone.
3.2. Emission line luminosity functions and line dust
attenuation
A distinctive feature of our mock lightcone is the inclusion of
emission lines. Our model estimates line luminosities based on
the intrinsic amount of photons produced during an event of
instantaneous star formation. However, star-forming galaxies
are expected to also contain a large amount of dust, which can
significantly attenuate the luminosity of these emission lines.
In the following, we detail our dust-attenuation model which is
calibrated by making use of the well-constrained Hα , Hβ , [O ii],
and [O iii]5007 luminosity functions (LFs) provided by previous
works3. We stress that, given the much more complex physics
involved in Lyα-photons radiative transfer in star-forming
galaxies (Gurung-López et al. 2019; Gurung-Lopez et al. 2019;
Weinberger et al. 2019), we do not use Lyα line luminosities
functions for our calibrations.
In Fig. 4, we present a comparison of our LF predictions
against different observed (not dust corrected) luminosity
functions for Hα , Hβ , [O ii], and [O iii]5007 (Gilbank et al.
2010; Gunawardhana et al. 2013; Sobral et al. 2013; Comparat
et al. 2016). For clarity, we only show 4 different redshifts and
defer the comparison with other redshifts to Appendix C. Our
dust-free predictions are, at all redshifts, above the observed
ones. This suggest dust attenuation is required to match the
observations.
3 The comparison between observed and predicted LFs includes the
small corrections due to the diverse cosmologies assumed by the differ-
ent works. We checked that the variations in the LF amplitude due to
this effect are minimum (< 2%).
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Fig. 5. Redshift dependence of the dust attenuation coefficient, Cb f , ap-
plied to the nebular emission in our mock galaxies. Symbols represent
the mean value estimated by requiring agreement between the predicted
and observed luminosity function for either Hβ , [O ii] or [O iii]5007
(blue, green, and red, respectively). The best fit relation is displayed
by the solid black line.
Given the difficulty in properly simulating dust formation
and destruction (e.g. Fontanot & Somerville 2011), here we re-
sort to a simple empirical dust modelling. The goal is to consis-
tently reproduce the observed luminosity functions across red-
shifts for different lines. Following De Lucia et al. (2004), for
each galaxy we compute a mean absorption coefficient as:
Aλ = −2.5 log10
(
1 − e−τλsec θ
τλsec θ
)
, (8)
where θ is the inclination angle of the galaxy with respect to
the line of sight (randomly chosen) and τλ is the optical depth
associated with stellar birth clouds. Here, we assume that τλ has
the following dependence with the cold gas metallicity of the
host galaxy:
τλ = C(z) Zcold
AV
AB
A(λ)
AV
, (9)
where the values of AB/AV and A(λ)/AV have been computed
based on the extinction curves of Cardelli et al. (1989). C(z) is a
free parameter, which we refer to as dust attenuation coefficient,
and controls the amplitude and redshift dependence of our dust
attenuation model.
To constrain the value of C(z), we compute the dust-
attenuated luminosity function for a wide set of values for C
(namely [0, 1000]). We then find the value of C that minimises
the root-mean-squared differences with the observed luminosity
function. We apply this procedure separately for each line and
redshift. The best-fit values for C (Cb f ) as a function of redshift
for [O ii], [O iii]5007, and Hβ lines is shown in Fig. 5. For the
case of Hα , as our predicted LFs are already in good agreement
with the observed ones we rather not correct them. As Fig. 5
shows, the corrections for Hβ and [O iii]5007 are systematically
larger than the ones for [O ii]. We connect this evidence to the
slight overestimation of the galaxy intrinsic Hβ and [O iii]5007
luminosity (see Orsi et al. 2014). Being the refinement of Hβ and
[O iii]5007 modelling beyond the scope of our work, we absorb
these overestimations in our dust correction, at the price of using
10−3 0.01 0.1 1
θ [deg]
10−4
10−3
0.01
θw
(θ
)
This work
Favole et al. 2016
Fig. 6. Two-point angular correlation function of g -selected galaxies
(20 < g< 22.8) in the redshift range 0.6< z< 1.0. Purple symbols dis-
plays the measurements of Favole et al. (2016) whereas solid black
line shows the predictions of this work. We display θ × w(θ) to en-
hance the dynamic range shown. The clustering has been rescaled from
the WMAP cosmology to the PLANCK one following Springel et al.
(2018).
large C coefficients for these lines.
We find that all 3 lines considered and the whole redshift
range display a consistent behaviour, with a smaller attenuation
coefficient required at high redshift. Our results are described by
C(z) = αe−βz, with α= 176.69 ± 46.1 and β= 0.59 ± 0.34. This
relation is shown as a solid black line in Fig. 5. We will em-
ploy it to model dust attenuation for every line we include in our
mock, with the exception of Hα . The resulting dust-attenuated
line luminosity functions in our mock lightcone are displayed in
Fig. 4. As intended, we find a better agreement with the observa-
tional measurements, which supports the validity of our mocks
for analysing and predicting emission lines in the Universe. Nev-
ertheless, given the simplicity of our dust correction, the final
results have their limitations. For instance, while the [O ii] line
is slightly overcorrected at low-z, Hβ is undercorrected at high-z.
In future work we will address a more sophisticated dust attenu-
ation.
3.3. The clustering of high redshift g -band selected sources
An important validation of our mock lightcone is the spatial
distribution of ELGs. In this subsection we compare our results
to the measurements of Favole et al. (2016) who computed
the two-point angular correlation function of g -band and
redshift-selected galaxies in SDSS (a selection designed to be a
proxy for [O ii] emitter selection).
We construct a mock galaxy sample by applying the same
selection criteria as in Favole et al. (2016). Specifically, we
impose 20< g< 22.8 and 0.6< z< 1.0. This results in a sam-
ple of ∼ 2×105 galaxies, with a median star formation rate of
1.70 M/yr. We compute the angular correlation function, w(θ),
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using the Corfunc package (Sinha 2016) with the Landy-Szalay
estimator (Landy & Szalay 1993):
w(θ) =
DD(θ) − 2DR(θ) + RR(θ)
RR(θ)
, (10)
where DD(θ) is the number of galaxy-galaxy pairs within
separation θ, RR(θ) is the expected number of such pairs in a
random sample generated with the same selection function of
our mock data, and RD(θ) the data-random pairs.
In Fig. 6 we present the comparison. The clustering has been
rescaled from the WMAP cosmology of the Millennium to the
PLANCK one following Springel et al. (2018). Our predictions
display a remarkable agreement with the observations, being sta-
tistically consistent within the measurement uncertainties. Ad-
ditionally, there is a good agreement in the physical properties
of the underlying sample: our mock sample has a median host
halo mass of MFOFvir = 1.249×1012M with a 27% satellite frac-
tion. These figures are to be compared with a typical host halo
mass (1.25± 0.45)×1012M and a satellite fraction of ∼ 22.5%,
as estimated by Favole et al. (2016). Note that this level of agree-
ment compares favourably with respect to what it is found in
other SAMs (e.g. Gonzalez-Perez et al. 2018).
4. J-PLUS mock galaxy catalogues
In this section, we will employ our procedure to build lightcones
to mimic the J-PLUS survey. We explore its ability to charac-
terise ELGs in the Universe.
J-PLUS (Cenarro et al. 2019) is an ongoing photomet-
ric survey carried out from the Observatorio Astrofísico de
Javalambre (OAJ) in Spain. The J-PLUS collaboration plans
to observe thousands of square degrees of the northern sky, to
which ∼ 1022 deg2 have already been completed and publicly
released4 (Cenarro et al. 2019). The survey uses a specially-
designed camera with a 2 deg2 field of view and 0.55" pix−1
scale. The unique feature of J-PLUS is its combination of 5
broad- and 7 medium band filters (see Table 3 of Cenarro
et al. 2019). We show in Fig. 7 the J-PLUS filter transmission
curves and the observed wavelengths of 9 different lines inside
the J-PLUS spectral range as a function of redshift. In this
way, we can visualise the redshifts at which different emission
lines could be selected by various narrow bands. We highlight
the J0660 filter (138Å wide and centred at 6600Å) in red,
which is expected to capture the Hα emission of star-forming
regions in the nearby universe (z< 0.017), Hβ and [O iii] at
z∼ 0.3, and [O ii] at z∼ 0.7, but also the 4000 Å break at z∼ 0.65.
Using the J-PLUS set of transmission curves shown in
Fig. 7, and the procedure presented in Section 2.5 and 3.2, we
have computed synthetic magnitudes for each galaxy in our
mock lightcone. In order to be consistent with the survey, we
have kept galaxies with an apparent magnitude r< 21.3 i.e, 5σ
detection threshold of galaxies expected in J-PLUS.
The synthetic J-PLUS photo-spectra for four typical ELGs
in our mock is shown in Fig. 8. For each object, we present
its photometry including the contribution of emission lines
and excluding it. In the first panel of Fig. 8 we display a local
4 www.j-plus.es/datareleases/data_release_dr1
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Fig. 7. Right y-axis: Transmission curves of the J-PLUS system. They
have been obtained by convolving the measured transmission curves for
each filter with the quantum efficiency of the CCD and the atmosphere
absorption lines. Left y-axis: Wavelength at which the 9 different lines
included in the model fall as a function of redshift. Dashed line repre-
sents the same but for the 4000 break.
galaxy (zobs ∼ 0) with a stellar mass of 1.55× 1010 M/h and
an instantaneous star formation rate (SFRinst) of 1.25 M/yr.
We can see how the measured fluxes in the J-PLUS filters are
significantly affected by the line emission. Specifically, Hα ,
[O ii], and [O iii] increase the flux in the filters J0660, J0378,
and J0515, respectively. Emission lines also affect significantly
the broad-band fluxes, as it is the case for r which is affected by
Hα , and for g by [O iii] (doublet). Thus, the line fluxes have to
be taken into account even for broad band only analyses. This,
for instance, will be important for deep photometric surveys
such as LSST.
In the second panel of Fig. 8, we show a galaxy at z∼ 0.31,
with stellar mass of 1.57× 1010 M/h and a SFRinst = 3.2 M/yr.
As in the previous example, the emission lines of this galaxy
contribute significantly to the flux measured. However, in this
particular case the main line contributing to the J0660 filter is
[O iii], and [O ii] for the J0515 filter. Hα emission is outside
the narrow bands, falling in z -band filter. In the third panel of
Fig. 8, we also show a similar galaxy. In this case the redshift is
zobs ∼ 0.36 and the line which falls in the J0660 is Hβ . Finally,
in the last panel of Fig. 8 we present a high star formation rate
galaxy (SFRinst ∼ 22 M/yr) at zobs ∼ 0.78. The main emission
lines that can be observed for this galaxy are [O ii] in the narrow
band J0660 filter and the sum of [O iii] and Hβ in the J0861
narrow-band and z broad band.
The above examples serve as an illustration for the possibil-
ity of J-PLUS to detect ELGs, but they also show two poten-
tial limitations: (i) disentangling the contribution of continuum
and emission line to the narrow bands, and (ii) distinguishing the
fluxes of different emission lines generated by galaxies at differ-
ent redshift.
4.1. J-PLUS mocks validation
In this section we further validate our mock by showing the
agreement with the currently available data of the survey
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Fig. 8. The predicted flux in the 12 J-PLUS filters for four mock galax-
ies in our lightcone. From left to right: u , J0378, J0395, J0410, J0430,
g , J0515, r , J0660, i , J0861 and z filters. The shaded areas indicate the
location and extent of the J0515 and J0660 filters. Empty and filled cir-
cles represent the galaxy photometry without/with line contributions,
respectively. First and second panels are examples of Hα and [O iii]
emitters at z∼ 0 and z∼ 0.3, respectively. Third and fourth panels show
other examples but for Hβ and [O ii] emitters at z∼ 0.3 and z∼ 0.78, re-
spectively.
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Fig. 9. Galaxy number counts in each of the 12 J-PLUS filters.
Solid/Dashed lines display the mocks predictions with/without includ-
ing the line emission in the galaxy photometry. Symbols show their
counterpart in actual J-PLUS observations. Data has been obtained from
the data release DR1 of J-PLUS, after masking for saturated objects and
applying quality cuts to separate tiles. In the panel of the r band we have
included the number counts presented in López-Sanjuan et al. (2019)
computed by using the early data release of J-PLUS.
(Cenarro et al. 2019).
Firstly, the number counts of the 12 J-PLUS bands are
presented in Fig. 9. Galaxies in the J-PLUS DR1 have been
selected imposing the morphological star/galaxy classification
parameter of López-Sanjuan et al. (2019) to be less than 0.5.
The match between mocks and observations is remarkable. Note
that the agreement in the bluest narrow bands starts to fail at
magnitude & 19.5. This is principally due to the fact that our
SAM variant underestimates the population of blue counts (see
Section 3). In the same plot, we have added with dashed lines
the number counts after removing the line contribution in the
galaxy photometry. We do not see significant differences for
the global population of galaxies. This is expected since only a
small fraction of galaxies would display emission lines falling
within one of the J-PLUS narrow bands.
Finally, in Fig. 10 we present the predicted and observed
Hα luminosity function in the local universe (z< 0.017) seen
by the J-PLUS survey. The observational results can be found in
Vilella-Rojo et al. (in prep). Again, predictions and observations
agree with each other. The fact that our LF is not as smooth as
the observed one is due to the limitation imposed by the cosmic
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Fig. 10. Hα luminosity function of the local universe (z< 0.017). Red
symbols indicate the observational results presented in Vilella-Rojo et
al. (2019, in prep) using J-PLUS. The solid black line displays the pre-
dictions from our J-PLUS mock catalogue.
variance at such low-z. This is the result of the narrow angular
aperture which characterizes our lightcone.
4.2. Selecting emission lines galaxies
We now use the methods developed by Vilella-Rojo et al. (2015)
to estimate the emission line flux from a linear combination
of broad and narrow band filters. In short, this method infers
the continuum of galaxy in a narrow band (J0660) by linearly
interpolating the continuum using two adjacent broad band
filters (r and i ). We stress that this method takes into account the
emission line contribution in the broad band when performing
the interpolation. Using synthetic photometry computed from
SDSS spectra, Vilella-Rojo et al. (2015) demonstrated that for
z∼ 0 galaxies the method is nearly unbiased (. 9%) in extracting
Hα emission. Henceforth, we will refer to this methodology as
3FM (3-filter method).
In the following, we explore higher redshifts (z> 0.017, im-
plying no Hα emission in the J0660 filter) and we asses the per-
formance of the 3FM method to extract line emission of high
redshift galaxies. For that, we have applied the 3FM method
to every galaxy in our J-PLUS mock using the J0660 narrow
band as a line tracer and r and i broad band filters to estimate the
galaxy continuum, mcont,EstJ0660 . We build the magnitude excess, ∆m,
as follows:
∆m = mcont,EstJ0660 −mJ0660, (11)
where mJ0660 is the observed magnitude in the J0660. We select
objects with an excess of flux such that ∆m> 0. This is close
to imposing an equivalent width (EW)5 cut on the galaxy line
emission6.
We present the redshift distribution of selected galaxies in
Fig. 11. From left to right, the red peaks in the distribution
5 The equivalent width is defined as the ratio between the total line
flux, F(λj|q,Zcold), and the continuum density flux f cλ at the line position.
6 By assuming a δ-Dirac line profile we can establish the relation:
∆m = 2.5 log10
[
1 +
(
λobsLine T(λ
obs
Line)/
∫
λT(λ) dλ
)
EW
]
where λobsLine is the
observed line wavelength, T(λ) the narrow band filter transmission
curve and EW is the line equivalent width.
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Fig. 11. Redshift distribution of galaxies selected to have a positive ex-
cess in the J0660 filter associated to line emission. Top, middle and bot-
tom panels display results employing different magnitude thresholds,
∆m> 0.2, ∆m> 0.4 and ∆m> 0.4 plus 3σ significance level with re-
spect to the J-PLUS typical uncertainties. Blue histograms show galax-
ies selected using the 3-filter-method of Vilella-Rojo et al. (2015),
whereas red dashed histograms show galaxies selected using the true
magnitude excess associated to a line emission.
correspond to Hα , [O i], [O iii] (4959Å, 5007Å), Hβ , [Ne ii] and
[O ii] doublet at redshift 0.01, 0.05, 0.33, 0.36, 0.7 and 0.78,
respectively. When using a minimum detection of ∆m> 0.2, we
see that most of the objects selected will correspond to galaxies
at z ∈ [0.3, 0.7] that do not necessarily present a significant
line emission. This implies that a sample selected using this
threshold is contaminated by a significant fraction of spurious
detections. As we will see in Section 4.3, these spurious detec-
tion are produced by the non-linear behaviour of the continuum
for the concerned range of wavelength, which corresponds to
the 4000Å break crossing the J-PLUS set of filters r , J0660,
and i between 0.3. z.0.8.
When we apply a more higher threshold, ∆m> 0.4, the
spurious selection is significantly reduced and the detections
correspond to galaxies with emission lines, covering the correct
range of redshift. For this ∆m threshold, the 74.7% of the
selected emitters are [O iii], 13.1% Hβ , 10.4% Hβ+ [O iii]7,
0.9% Hα , 0.2% [Ne ii] and, 0.7% [O ii]. Notice that, with the
3FM method, we are not able to detect the [O i] emitters due to
the weak emission of this line. Besides, independently of the
∆m cut, [NeII] and [O ii] emitters have a low completeness, i.e.
the true distribution (dashed red line) is above the recovered one
(solid blue line).
Finally, to mimic a more realistic scenario, in the bottom
panel of Fig. 11 we also account for the photometric uncertain-
ties of the J-PLUS survey. For this, we applied an extra cut such
that the magnitude excess in the narrow band filter is above a
significance of 3σ with respect to the J-PLUS typical uncertain-
ties. To estimate the J-PLUS data uncertainty level, we used the
7 Notice that the Hβ and [O iii] overlap inside J0660 in the redshift
range 0.34. z. 0.36.
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Fig. 12. Comparison between the true, f Trueλ , and inferred, f
3FM
λ values
for the continuum density flux. Orange line represents the comparison
for all the galaxies (with and without emission lines) in the mock. Blue
line represents the same but only for galaxies displaying emission line
features in the filter J0660. In both cases, shaded areas enclose the 25
and 75 percentiles.
median uncertainty reported in the J-PLUS data release DR1 as
a function of r magnitude. As we can see, the 3σ significance
cut leaves the distribution almost unchanged when we compare
it with the one that does not have such cut (middle panel). The
high-z emitters are the most affected by this extra cut as they are
faint sources with typically larger photometric uncertainties.
4.3. Understanding the population of interlopers
To understand the origin of the interlopers and the under recov-
ered population of [NeII] and [O ii] in Fig. 12, we compare the
true, f Trueλ , and inferred, f
3FM
λ , values for the continuum density
flux. From Fig. 12, we confirm the findings of Vilella-Rojo et al.
(2015) in that the 3FM provides a nearly unbiased estimate
of the continuum at z∼ 0. However, we find significant biases
at higher redshifts. Most notably at z∼ 0.4 and 0.6, where the
continuum is overestimated by ∼ 20%.
Moreover, there is an underestimation of the continuum
at z∼ 0.8 of about 20% 8. A similar behaviour can be found
for the true emission line galaxies (blue line in the figure). To
investigate the origin of these trends, we have applied the 3FM
to magnitudes that exclude the contribution of emission lines.
We found that the trends are preserved, indicating that the biases
are caused by features in the SED continuum of galaxies. In
fact, we expect any non-linear feature of in a galaxy spectrum
to produce biases in the continuum estimation. In particular, the
4000Å break crossing our set of filters r , J0660 and i between
0.40. z. 0.8 is responsible for the systematic overestimation of
the continuum at z∼ 0.6 and the underestimation at z∼ 0.8. The
typical curvature of our mock galaxy photospectra moves from
positive to negative. A correction of this continuum subtraction
bias could be applied by combining photo-z information with a
flux correction based on the orange curve of Fig. 12. However,
8 We have computed this biases as a function of different r apparent
magnitudes [18,19], [19,20], and [20,21] finding almost identical re-
sults.
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Fig. 13. Purity in a catalogue of mock J-PLUS galaxies selected to have
emission lines, as a function of the threshold used for detection ∆mcut.
this procedure goes beyond the scope of this paper.
The purity of ELGs as a function of magnitude excess cut
is presented in Fig. 13. The curve displays a decreasing trend
between 0.1<∆mcut < 0.2, consequence of the fact that these
∆m cuts remove low equivalent width ELGs while they still
keep the majority of interlopers. As soon as ∆mcut & 0.2 we start
to avoid interlopers, recovering the increasing trend. As shown,
the 4000 Å break is not capable of generating fake magnitude
excess above ∆mcut∼0.36, where we obtain a purity of 100%.
Finally, in Fig. 14 we present the typical equivalent width
as a function of ∆m cuts for the different emission lines that
contribute in the J0660 filter i.e Hα at 0< z< 0.02, [O iii]5007 at
0.3< z< 0.35, Hβ at 0.33< z< 0.39 and [O ii] at 0.74< z< 0.81.
We find that while ∆m. 0.2 imposes Hα , Hβ and [O iii]5007
EW cuts of ∼10 Å, it implies a much more strict cut for [O ii],
with an EW∼ 50 Å. When we increase ∆mcut, we can see that
more severe EW requirement is imposed for all the lines. In
particular, ∆m> 0.4 implies EW> 70 Å.
All this, points towards the good capability of J-PLUS to
study ELGs in the universe. The forthcoming J-PAS survey
(Benitez et al. 2014) will increase the capabilities of detecting
line-emission galaxies due to the higher number of narrow-bands
(56) and the higher depth, with respect to J-PLUS. The methods
we developed here can be easily generalized to the J-PAS case,
hence providing a efficient tool to test the survey’s data capabil-
ities.
5. Summary and conclusions
In this paper we have presented a new procedure to generate
synthetic galaxy lightcones specifically designed for narrow
band photometric surveys. Different from previous lightcone
construction methods, we have embedded its assembly inside
the galaxy formation modelling so that each galaxy is evolved
up to the exact moment it crosses the past lightcone of a given
observer. This produces accurate results across cosmic time,
while minimising time-discreteness effects. Specifically, we
have used L-Galaxies (Guo et al. 2011) implemented on top of
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Fig. 14. Relation between ∆mcut and the equivalent width of the line
(EW). From upper left to lower right: Hα at 0< z< 0.017, [O iii] at
0.3< z< 0.35, Hβ at 0.33< z< 0.39 and [O ii] at 0.74< z< 0.81. The er-
rors represents the 1σ value of the distribution.
the dark matter mergers trees of Millennium N-body simula-
tion (Springel 2005). Since the Millennium box size is not able
to cover the whole survey volume, we have replicated the box
8 times in each spatial direction, corresponding to a maximum
redshift z∼ 3, large enough to include high-z ELGs. With the
purpose of minimizing the repetition of large-scale structures,
we have placed the observer in the origin of the first replication
with a line of sight orientation of (θ, ϕ) = (58.9°, 56.3°). The
angular extent of the lightcone is chosen to be 22.5°× 22.5°, i.e
no more than two repetitions of the simulation box would be
required to represent the cosmic structure up to z∼ 1.0.
As a particular feature of our mock, we have included the
effect of 9 different emission lines in the final galaxy photome-
try. In particular, Lyα(1216Å), Hβ (4861Å), Hα (6563Å), [O ii]
(3727Å, 3729Å), [Ne iii] (3870Å), [O iii] (4959Å, 5007Å), [O i]
(6300Å), [N ii] (6548Å, 6583Å) and [S ii] (6717Å, 6731Å). This
is one of the first times that multiple emission lines have been
included in mock galaxy cone (Merson et al. 2018; Stothert
et al. 2018). The properties of these lines has been computed
using Orsi et al. (2014) model for nebular emission from star
forming regions. Based on MAPPINGS-III photo-ionization
code the model predicts different line luminosities according
to the galaxy gas metallicity, instantaneous star formation rate,
and ionisation parameter. For the two former quantities we have
used the predictions of our mock SAM galaxies.
We presented various tests to validate our lightcone con-
struction. Galaxy photometry has been tested with the galaxy
number counts in u , g , r , i , z broad bands. In the case of
galaxy spatial distribution we have compared the clustering
of g selected galaxies with the work of Favole et al. (2016).
In both cases the agreement is good. By comparing our mock
line-luminosity functions to observational works we calibrated
our dust attenuation. It was based on a dependence with the
galaxy redshift and metallicity. In particular, we compared our
results with to the well-constrained Hα , Hβ , [O ii] and [O iii]5007
luminosity functions to develop a global line attenuation for
all the lines included in our mock. Despite its limitations, this
simple method produces final luminosity functions in good
agreement with observations, even with respect to the observed
redshift evolution.
As an application of our lightcone, we have generated
catalogues tailored to the photometry of the ongoing J-PLUS
survey (Cenarro et al. 2019). With these mocks we have studied
the ability of the survey to correctly identify emission-line
galaxies at various redshifts. In particular, among all the inter-
mediate/narrow band filter available to detect lines, we have
focused in the J0660 which is able to capture the Hα emission of
star forming regions in the nearby universe (z< 0.017) and other
lines at higher redshifts (z> 0.3) such as Hβ , [O iii] and [O ii].
To assert the detection of the emission lines in J-PLUS, we used
the three filters method developed by Vilella-Rojo et al. (2015).
Our mocks proved that the emission line extraction is very
dependent on the continuum shape. In particular, we show that
the 4000Å break in the spectral energy distribution of galaxies
can be misidentified as line emission, selecting a population of
fake emission line galaxies at 0.3< z< 0.6. However, we showed
that all significant excess n the narrow band (larger than 0.4
magnitudes) can be correctly and unambiguously attributed to
emission line galaxies. The mock catalogue is publicly available
at https://www.j-plus.es/ancillarydata/mock_galaxy_lightcone.
In summary, in this work we have implemented a new ap-
proach to mimic photometric narrow band survey observations.
We have shown that the synergy between galaxy formation mod-
els, dark matter N-body simulations and photo-ionization codes
is an adequate combination for the creation of realistic mocks
for the next generation of narrow-band photometric surveys. Be-
sides, we anticipate that our work will be an important tool to
correctly interpret narrow band surveys and for quantifying the
impact of line emission in broad band photometry. As a future
applications the procedure presented here would be extended to
the J-PAS survey Benitez et al. (2014) whose unique feature of
56 narrow-band filters would require mock galaxy catalogues to
exploit its data capabilities.
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Appendix A: Semi analytical model description
Here we recap the main physics and equations implemented in
the L-Galaxies semi-analytic model for galaxy formation. A
full information can be found in Guo et al. (2011).
Following the standard White & Frenk (1991) approach,
the model assumes that when a DM halo collapses, a cosmic
abundance of baryons (a fraction fb = Ωb/Ωm of DM mass)
collapses with it. These baryons are initially in the from of
diffuse pristine gas forming a quasi-static hot gas atmosphere
with mass Mhot. Gradually, this gas cools and reaches the halo
centre via cooling flows over a time tcool (De Lucia et al. 2004).
Given this timescale and the halo dynamical time, tdyn,h, a
cooling radius rcool is defined. Depending on its value with
respect to the halo virial radius (R200c) two different cooling
rates (M˙cool) are distinguished. While the first one is rapid infall
regimen (rcool >R200c) which leads to the fast condensation of
the whole hot atmosphere (M˙cool = Mhot/tdyn,h), the second one is
an slower hot phase (rcool <R200c) in which only a fraction of the
hot gas is allowed to cool down (M˙cool = Mhotrcool/R200ctdyn,h).
As soon as the gas is accreted and cooled onto the central
halo, the galaxy develops a cold gas disk settled with a similar
dark matter angular momentum (see Guo et al. 2011). If the sur-
face density of this gas is bigger than a critical value Mcrit (Kauff-
mann 1996) the galaxy trigger a secular burst of star formation.
The rate in which the gas is transformed into stars is modulated
with αSF parameter and given by the functional expression:
M˙? = αSF
(Mcool −Mcrit)
tdyn,disk
, (A.1)
where Mcool is the total mass of cold gas and tdyn,disk the dynam-
ical time of the disk. All the time that a new amount of stars
is generated, the model recompute the properties of the galaxy
stellar population and its photometric characteristics. In order
to reach this information, the model uses a stellar population
synthesis models. In this work it was use the Bruzual & Charlot
(2003) as the default stellar population synthesis model and a
Chabrier initial mass function (IMF).
Shortly after the star formation events, a fraction of new stars
explode as a supernovae i) enriching the environment with newly
formed heavy elements and ii) releasing an amount of energy
able to eject and warm up the cold gas from the galaxy disk. The
exact value of this energy is:
∆ESN = 0.5halo∆MstarsV2SN, (A.2)
where ∆Mstars is the amount of newly formed stars, 0.5V2SN is the
mean energy injected per unit mass of star formed, and halo a
efficiency parameter which depends on the halo circular velocity.
The stellar feedback is not the only one used in order to re-
duce the cooling rate. For massive system, the model use the
feedback from the central black hole (BH) to decrease the cool-
ing rate and hence stopping the galaxy growth. The bigger is the
BH, the higher impact it has in the galaxy. The model divide the
BH growth in two types: quasar and radio mode. Quasar mode
is due to the BH accreted cold gas in a efficient way from the
galaxy after a galaxy merger. The codes assumes that the gas
mass accreted in this mode is proportional to the total cold gas
mass present in the new galaxy but weighted by the mass ra-
tio of the galaxies (central and satellite) involved in the merger
(Kauffmann & Haehnelt 2000):
∆MBH,Q = fBH
msat/mcentral
1 + (VBH/V200c)2
(A.3)
where V200c is the virial velocity of the central halo and fBH and
VBH are two adjustable parameters which control the fraction of
the available cold gas that is accreted and the virial velocity at
which the efficiency saturates, respectively. On the other hand,
the radio mode accrets hot gas directly from the hot halo gas
atmosphere that surrounds the galaxy and it is closely linked with
the AGN feedback. Following the Croton et al. (2006) the BH
mass accretion during this phase is:
M˙BH,R = κAGN
(
MBH
108M
) (
Mhot
0.1
) (
Vvir
200km/s
)3
(A.4)
where MBH is the BH mass, Mhot is the fraction of the total
hot gas halo mass and, κAGN is a free parameter which con-
trols the efficiency accretion. During this mode the BH injects
energy efficiently into the surrounding medium able to reduce
or even stop the cooling flow in the halo centres. Thus, the me-
chanical heating due to this BH mass accretion parametrized as
Lradio = M˙BHc2, with  the BH accretion efficiency, introduces
a change in the infall rate:
M˙cool,eff = M˙cool − 2Lradio
V2200c
, (A.5)
Respect to the global galaxies properties, mergers and secu-
lar evolution play an important role in the model triggering star
formation and bulge/disk growth. On the merger side, the model
distinguish between two types of galaxy interactions: major and
minor. When the total baryonic mass of the less massive galaxy
exceeds a fraction of mR of that of the more massive galaxy we
have a major merger, otherwise is a minor. After a major merger
the disks of both galaxies are completely destroyed and the rem-
nant galaxy is a pure spheroidal. In minor merger, instead, the
remnant retains the stellar disc of the large progenitor and its
bulge gains only the stars from the smaller progenitor. In both
mergers types, the descendant galaxy undergoes a star formation
process, know as collisional starburst (Somerville et al. 2001):
M?,burst = αSF,burst
(
M1
M2
)βSF,burst
Mcold, (A.6)
where M1 <M2 are the baryonic masses of the two galaxies,
Mcold is the total cold gas masses, and αSF,burst and βSF,burst are
two free parameters. The supernova feedback in this process is
the same as the secular star formation.
Concerning the galaxy secular evolution, the codes takes into
account the disc instabilities (DIs). In this context, DIs refers to
the process by which the stellar disk becomes massive enough
to be prone to non-axisymmetric instabilities which ultimately
lead to the formation of a central ellipsoidal component via the
buckling of nuclear stellar orbits (see Izquierdo-Villalba et al.
2019). The criterion used for modelling the disk instabilities is
an analytic stability test based on Mo et al. (1998):
VmaxR?,d
GM?,d
6 1, (A.7)
where R?,d and M?,d are the exponential scale-length and the
stellar mass of the stellar disc. When the instability criterion is
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met, the code transfers the sufficient stellar mass from the disc
to the bulge to make the disc marginally stable again.
Finally, respect to the dust modelling the SAM follows De
Lucia & Blaizot (2007) formalism considering the dust extinc-
tion separately from the diffuse interstellar medium (ISM) and
for the molecular birth clouds (BC) within which stars form. The
value of the optical depth in the ISM, τISMλ , is assumed to vary as
τISMλ = (1+z)
−0.4
(
Aλ
AV
)
Z
(
Zgas
Z
)s ( 〈NH〉
2.1 × 1021atoms/cm2
)
(A.8)
where 〈NH〉 is the mean column density of hydrogen, s = 1.35 for
λ < 2000Å and s = 1.6 for λ > 2000Å. The redshift dependence
described in Eq. (A.8) is different respect previous version of
Kitzbichler & White (2007b) and the Henriques et al. (2015)
new one. The value of the optical depth in the molecular birth
clouds, τBCλ , is assumed to follow the expression:
τBCλ = τ
ISM
λ
(
1
µ
− 1
) (
λ
5500Å
)−0.7
, (A.9)
where µ is given by a random Gaussian deviate with mean 0.3
and standard deviation 0.2, truncated at 0.1 and 1.
In order to compute the total extinction it is assigned to all
the galaxies an inclination given by the angle between the disc
angular momentum and the z-direction of the simulation box.
Besides, a slab geometry is assumed in ISM. The mean absorp-
tion coefficient is:
Aλ = −2.5 log10
1 − e−τISMλ secθ
τISMλ secθ
 − 2.5 log10 (e−τBCλ ) , (A.10)
where θ is the angle of inclination of the galaxy relative to light-
of-shight and the last term affects the emission from young stars
embedded within birth clouds.
Appendix B: Minimum structure repetition
In Fig. B.1, we present, for different z-axis slabs, the original
(x,y) coordinates (i.e. without replication) for galaxies in the
redshifts range 0.75< z< 0.77. Different colours represent a
different box replication. As we can see, the overlap between
same structures belonging to different replications boxes is
minimum. Obviously, the bigger the redshift range the larger the
overlapping would be.
Appendix C: Luminosity function evolution
In this appendix we extend the Section 3.2 presenting all the Hα ,
Hβ , [O ii] and [O iii]5007 luminosity functions (LF) predicted by
our mocks at different redshifts. Fig. C.1, Fig. C.2, Fig. C.3,
Fig. C.4 are presented the LF of Hα , Hβ , [O iii]5007 and [O ii]
lines respectively. In all of them black dots represent the obser-
vational data while solid orange line and grey dashed line the
predictions of our mocks LF with and without dust attenuation.
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Fig. B.1. Example for the minimum repetition between Millennium
box replications. For 4 different z-axis thickness we present the plane
x-y for galaxies in the redshift bin 0.75< z< 0.77. To check the structure
repetition we have taken the modulus 500 Mpc/h (box size) of the x and
y position. Each colour represents different box replication. As we can
see, a minimum overlap is seen.
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Fig. C.1. The luminosity function of Hα line at 7 different redshifts. We compare with Gallego et al. (1995); Fujita et al. (2003); Gunawardhana
et al. (2013); Sobral et al. (2013); Stroe & Sobral (2015) observational data. Black dots represent the observational data while solid orange line
and grey dashed line the predictions of our mocks LF with and without dust attenuation.
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Fig. C.2. The luminosity function of Hβ line at 5 different redshits. We compare with the recent observational work of Comparat et al. (2016).
Black dots represent the observational data while solid orange line and grey dashed line the predictions of our mocks LF with and without dust
attenuation.
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Fig. C.3. The luminosity function of [O iii]5007 line at 7 different redshifts. We compare with the recent observational work of Comparat et al.
(2016) and Ly et al. (2007); Drake et al. (2013) . Black dots represent the observational data while solid orange line and grey dashed line the
predictions of our mocks LF with and without dust attenuation.
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Fig. C.4. The luminosity function of [O ii] line at 18 different redshifts. We compare with the observational works of Ly et al. (2007); Gilbank
et al. (2010); Drake et al. (2013); Ciardullo et al. (2013); Khostovan et al. (2015); Comparat et al. (2016). Black dots represent the observational
data while solid orange line and grey dashed line the predictions of our mocks LF with and without dust attenuation.
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