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El projecte sorgeix de la necessitat de l’Agència 
Catalana de Notícies d’implementar un sistema de 
recuperació de desastres. Aquest ha d’assegurar la 
continuïtat del negoci en cas de caiguda de les 
seves infraestructures. Habilitant, en un curt 
espai de temps, un nou entorn rèplica del de 
producció. 
Per la seva implementació s’analitzaran dos 
possibles escenaris. La replicació dels sistemes al 
núvol i el reaprofitament de les infraestructures 
actuals per realitzar un context independent. La 
solució final s’implementarà seguint els 
requeriments facilitats per la direcció de 
l’empresa: serveis a incloure, temps de restauració 
i cost associat al projecte, entre els més 
importants. La decisió final s’implementarà i es 
realitzarà l’activació del nou entorn simulant una 
situació de desastre. Per avaluar la seva 
fiabilitat i analitzar els possibles punts de 
millora. Tot el procés s’acompanya de la 
documentació necessària perquè els tècnics 
realitzin totes les passes necessàries en cas de 
necessitat d’iniciar el nou entorn i la seva 
tornada a producció.	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1.Introducció	  
	  
Ens	  troben	  en	  un	  moment	  on	  la	  continuïtat	  de	  l’activitat	  de	  qualsevol	  negoci	  no	  es	  pot	  
veure	  afectada	  per	  incidències	  a	  les	  infraestructures	  de	  dades	  i	  comunicacions,	  que	  
impliquin	  una	  caiguda	  dels	  serveis	  .	  Els	  departaments	  de	  tecnologia,	  han	  de	  trobar	  
estratègies	  per	  minimitzar	  l’impacte	  als	  seus	  sistemes	  i	  planificar	  entorns	  de	  
recuperació	  davant	  de	  desastres	  per	  preservar	  la	  continuïtat	  de	  les	  companyies.	  
Principalment	  els	  serveis	  relacionats	  amb	  les	  ventes,	  la	  facturació	  i	  la	  seva	  imatge	  
corporativa.	  
	  
El	  projecte	  realitzat	  a	  continuació	  es	  basa	  en	  l’estratègia	  per	  la	  planificació	  del	  pla	  de	  
recuperació	  de	  desastres	  (DRP)	  de	  l’Agència	  Catalana	  de	  Notícies.	  I	  s’inicia	  amb	  la	  
presa	  de	  requeriments	  que	  negoci	  a	  considerat	  necessari	  per	  oferir	  els	  serveis	  mínims	  
als	  seus	  clients.	  Seguiment	  es	  realitzarà	  un	  estudi	  de	  les	  possibles	  opcions	  disponibles	  
per	  dur	  a	  terme	  la	  solució.	  S’analitzaran	  dues	  opcions	  per	  la	  seva	  realització.	  Aquelles	  
ofertes	  per	  les	  empreses	  de	  serveis	  al	  núvol,	  de	  les	  quals	  s’ha	  seleccionat	  la	  companyia	  
Amazon	  amb	  la	  seva	  solució	  AWS.	  I	  la	  reestructuració	  i	  optimització	  de	  les	  xarxes	  
actuals	  degut	  a	  que	  es	  disposa	  de	  diferents	  ubicacions	  geogràfiques	  que	  també	  
faciliten	  el	  desplegament.	  
	  
Després	  de	  la	  presa	  de	  decisió	  i	  la	  implementació	  del	  projecte	  es	  realitza	  el	  document	  
d’activació	  i	  tornada	  a	  producció	  per	  facilitar	  les	  tasques	  als	  tècnics	  designats	  i	  
responsables	  del	  nou	  entorn.	  I	  es	  detalla	  un	  anàlisi	  dels	  resultats	  aconseguits	  després	  
de	  posar	  el	  DRP	  en	  producció	  per	  verificar	  el	  seu	  correcte	  funcionament	  i	  poder	  
extreure	  les	  conclusions	  finals.	  Els	  errors	  detectats	  i	  les	  millores	  a	  afegir	  per	  millorar	  el	  
seu	  rendiment.	  Per	  finalitzar	  s’analitzaran	  futures	  vies	  de	  treball	  que	  plantegen	  noves	  
vies	  per	  evolucionar	  el	  projecte.	  
	   	  
	   	   2.Objectius	  
	  
	  
	  
	  
	  
	  
8	  
2.Objectius	  
	  
L’objectiu	  principal	  que	  es	  desitja	  assolir	  amb	  la	  realització	  del	  projecte	  és	  l’anàlisi	  i	  
implementació	  d'un	  sistema	  de	  recuperació	  de	  desastres	  d'una	  infraestructura	  de	  
dades.	  I	  neix	  de	  la	  necessitat	  d’una	  empresa	  que	  actualment	  no	  disposa	  de	  pla	  de	  
contingència	  per	  incidents	  greus.	  Aquesta	  situació	  impossibilita	  la	  utilització	  dels	  
diferents	  recursos	  de	  la	  seva	  xarxa	  i	  implica	  aturar	  la	  producció	  i	  la	  comercialització	  de	  
continguts.	  
	  
El	  sistema	  paral·∙lel,	  ha	  de	  garantir	  a	  una	  empresa,	  la	  continuació	  del	  seu	  negoci	  en	  cas	  
de	  fallida	  de	  les	  connexions	  de	  dades	  o	  els	  equips	  de	  producció.	  Així,	  davant	  una	  
incidència	  greu	  que	  interrompi	  l’accés	  als	  serveis,	  es	  disposi	  d’un	  pla	  perquè	  els	  usuaris	  
i	  clients	  puguin	  continuar	  realitzant	  les	  seves	  tasques	  habituals	  després	  de	  la	  seva	  
activació.	  El	  nou	  entorn	  ha	  de	  complir	  un	  certs	  paràmetres	  que	  es	  detallaran	  a	  apartats	  
posteriors,	  però	  el	  nostre	  objectiu	  principal,	  porta	  implícit:	  reduir	  l’impacte	  d’una	  
degradació	  total	  o	  parcial	  dels	  sistemes,	  una	  recuperació	  en	  un	  temps	  raonable	  dels	  
serveis	  amb	  més	  transcendència	  del	  negoci	  i	  el	  compromís	  de	  disponibilitat	  de	  les	  
dades	  recuperades	  amb	  un	  desfasament	  respecte	  a	  l’entorn	  del	  mínim	  hores.	  De	  
forma	  que	  les	  conseqüències	  derivades	  del	  desastre	  siguin	  minimitzades	  i	  permeti	  al	  
departament	  de	  tecnologia	  resoldre	  l’incident	  mentre	  es	  disposa	  d’un	  entorn	  temporal	  
pels	  usuaris.	  El	  manteniment	  del	  pla	  ha	  de	  suposar	  una	  despesa	  controlada	  i	  acotada,	  
tal	  i	  com	  s’especifica	  als	  requeriments	  que	  s’exposaran.	  
	  
Després	  de	  realitzar	  la	  implantació,	  i	  formant	  part	  del	  mateix	  objectiu,	  caldrà	  realitzar	  
un	  runbook1	  pels	  tècnics	  responsables	  del	  sistema.	  Amb	  aquest	  document	  
assegurarem	  que	  en	  cas	  d’activació	  del	  sistema	  de	  recuperació	  de	  desastres	  (a	  partir	  
d’ara	  DRP),	  el	  procés	  es	  realitza	  de	  forma	  àgil	  i	  precisa,	  reduint	  el	  temps	  d’espera	  dels	  
clients	  interns	  i	  externs,	  i	  millorant	  la	  percepció	  de	  seguretat	  dels	  responsables	  de	  
l’organització.	  
	  
En	  el	  procés	  d’assolir	  el	  principal	  propòsit	  del	  projecte,	  sorgirà	  un	  nou	  objectiu	  
secundari	  de	  nivell	  personal:	  aprenentatge	  del	  funcionament	  dels	  sistemes	  de	  
virtualització	  al	  núvol.	  Un	  tipus	  de	  servei	  el	  qual	  està	  introduint-­‐se	  gradualment	  al	  
mercat	  dels	  sistemes	  de	  virtualització	  i	  al	  qual	  no	  es	  tenia	  experiència	  abans	  d’iniciar	  el	  
projecte.	  Aquests	  flexibilitzen	  l’administració	  dels	  sistemes	  informàtics	  i	  obren	  un	  nou	  
ventall	  de	  possibilitats	  al	  oferir	  tot	  un	  conjunt	  d’eines	  que	  faciliten	  la	  implementació	  
dels	  requeriments	  de	  les	  empreses	  de	  forma	  estable,	  escalable	  i	  estalviant	  costos	  de	  
manteniment.	  	  
	  
	  
	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  Dintre	  dels	  sistemes	  informàtics	  aplica	  a	  un	  conjunt	  de	  procediments	  i	  operacions,	  per	  ser	  realitzats	  pels	  tècnics.	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3.Àmbit	  de	  l’aplicació	  
	  
L'Agència	  Catalana	  de	  Notícies	  en	  endavant	  ACN	  és	  una	  de	  les	  primeres	  agències	  de	  
notícies	  digitals	  creades	  a	  Europa	  i	  opera	  a	  Catalunya	  des	  de	  l'any	  1999.	  És	  pionera	  en	  
l'ús	  de	  les	  tecnologies	  de	  la	  informació,	  el	  teletreball	  i	  l'organització	  descentralitzada	  
aplicats	  a	  un	  entorn	  periodístic	  virtual.	  L'empresa	  propietària	  de	  l'ACN	  és	  una	  societat	  
de	  capital	  públic	  de	  la	  Generalitat	  de	  Catalunya	  amb	  una	  participació	  minoritària	  de	  la	  
Corporació	  Catalana	  de	  Mitjans	  Audiovisuals.	  
	  	  
L'ACN	  utilitza	  una	  tecnologia	  pròpia,	  que	  permet	  oferir	  un	  servei	  extremadament	  
competitiu	  als	  abonats.	  La	  producció	  informativa	  es	  presenta	  en	  formats	  de	  text,	  
àudio,	  fotografies	  i	  vídeo	  digitals	  incorporables	  tant	  a	  mitjans	  tradicionals	  com	  a	  
plataformes	  de	  continguts	  lligades	  a	  l'actualitat,	  com	  ara	  Internet,	  telefonia	  mòbil,	  
tauletes	  digitals	  i	  televisions	  publiques	  i	  estatals.	  
	  	  
L'ACN	  fa	  visible	  als	  mitjans	  de	  comunicació	  generalistes	  i	  al	  món	  la	  realitat	  local	  i	  
comarcal,	  acosta	  als	  mitjans	  locals	  i	  comarcals,	  la	  informació	  d'àmbits	  que	  no	  els	  són	  
propers	  però	  que	  els	  afecten	  directament	  des	  de	  l'actualitat	  política,	  social,	  econòmica	  
o	  cultural.	  
	  	  
L'ACN	  ofereix	  continguts	  d'interès	  especial	  tant	  per	  a	  la	  premsa	  convencional	  o	  
electrònica,	  com	  per	  a	  la	  ràdio	  o	  per	  als	  mitjans	  audiovisuals.	  Continguts	  que	  també	  
poden	  ser	  d'utilitat	  a	  institucions	  públiques	  i	  organismes	  dependents,	  a	  empreses	  i,	  
fins	  i	  tot,	  a	  usuaris	  particulars	  que	  en	  el	  desenvolupament	  de	  les	  seves	  activitats	  
quotidianes	  necessiten	  una	  informació	  especialitzada	  en	  els	  àmbits	  local	  i	  comarcal,	  
però	  que	  volen	  conèixer	  també	  l'actualitat	  global	  interpretada	  en	  clau	  catalana.	  
	  	  
ACN	  doncs,	  té	  com	  meta	  final	  aconseguir	  la	  satisfacció	  dels	  seus	  usuaris	  i	  es	  
compromet	  	  construir	  i	  mantenir	  amb	  eficiència	  i	  qualitat	  la	  infraestructura	  dels	  
Sistemes	  d’Informació,	  possibilitant	  la	  seva	  continuïtat	  i	  seguretat.	  
ACN	  per	  tant	  vol:	  
	  	  
• Donar	  valor	  afegit	  a	  l’usuari	  
• Proporcionar	  solucions	  competitives	  
• Transmetre	  confiança	  als	  seus	  clients	  
• Tenir	  persones	  qualificades	  i	  compromeses.	  
	  
La	  seu	  de	  l’ACN	  es	  troba	  localitzada	  a	  Barcelona	  i	  es	  punt	  neuràlgic	  de	  la	  organització.	  
On	  un	  grup	  de	  professionals	  del	  periodisme	  coordinen	  i	  gestionen	  les	  diferents	  noticies	  
derivades	  de	  l’actualitat	  informativa.	  Així	  mateix,	  disposa	  de	  reporters	  repartits	  per	  
tota	  la	  geografia	  de	  Catalunya,	  València,	  Madrid,	  Londres	  i	  Brussel·∙les,	  que	  diàriament	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nodreixen	  el	  portal	  http://acn.cat	  amb	  les	  noticies	  de	  màxima	  actualitat	  utilitzant	  eines	  
telemàtiques.	  	  
	  
Els	  clients	  disposen	  de	  diferents	  serveis	  per	  rebre	  aquestes	  notícies	  i	  continguts,	  poden	  
subscriure	  a	  ells	  per	  rebre-­‐les	  de	  forma	  ràpida	  i	  còmoda.	  Aquests	  serveis	  son:	  
Portal	  web	  de	  l’acn	  on	  consultar	  les	  noticies	  i	  descarregar	  els	  continguts.	  
Sistema	  d’enviament	  directe	  a	  l’entorn	  del	  client,	  mitjançant	  el	  qual	  rebrà	  als	  seus	  
sistemes	  els	  continguts	  immediatament	  després	  de	  la	  seva	  publicació.	  
Sistema	  d’alertes	  via	  sms,	  mail	  i	  aplicació	  mòbil.	  Rebent	  les	  noticies	  més	  importants	  	  en	  
temps	  real.	  
Servei	  de	  previsions,	  per	  rebre	  les	  notificacions	  de	  les	  properes	  cobertures	  
informatives	  de	  l’agència.	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4.Estat	  de	  l’art	  
	  
A	  l’actualitat	  els	  plans	  de	  recuperació	  davant	  desastres	  s’han	  introduït	  
progressivament	  a	  als	  procediments	  de	  negoci	  i	  departaments	  tecnològics	  de	  les	  
empreses.	  Les	  avantatges	  que	  comporten	  superen	  amb	  escreix	  l’esforç	  necessari	  per	  
poder	  implementar-­‐lo	  i	  redueixen	  l’impacte	  de	  possibles	  incidents	  greus	  al	  
funcionament	  habitual	  dels	  serveis	  que	  s’ofereixen	  als	  clients.	  	  
	  
Aquest	  tipus	  de	  pla,	  no	  substitueix	  els	  tradicionals	  sistemes	  de	  copies	  de	  seguretat,	  
treballen	  conjuntament	  amb	  elles.	  Arribar	  a	  considerar	  que	  un	  backup	  es	  suficient	  com	  
a	  pla	  de	  contingència	  es	  un	  error,	  aquests	  permeten	  recuperar	  dades	  eliminades	  o	  
modificades	  i	  restaurar	  sistemes,	  però	  no	  permeten	  disposar	  d’un	  nou	  entorn	  
(infraestructura)	  a	  una	  localització	  diferent	  i	  en	  un	  temps	  reduït,	  en	  cas	  d’incident	  
greu.	  La	  recuperació	  de	  copies	  de	  seguretat	  necessiten	  llargs	  períodes	  de	  restauració	  i	  
nous	  sistemes	  on	  integrar-­‐les.	  La	  Figura	  4.1	  mostra,	  de	  forma	  piramidal,	  els	  diferents	  
tipus	  de	  solucions	  que	  es	  poden	  implementar	  per	  donar	  alternatives	  a	  una	  fallida	  dels	  
sistemes	  o	  de	  l’accés	  als	  fitxers	  de	  dades.	  I	  ens	  permet	  visualitzar	  que	  el	  DRP	  es	  l’única	  
que	  pot	  garantir	  la	  continuïtat	  de	  les	  operacions	  d’una	  organització.	  Els	  sistemes	  
tradicionals	  de	  backups	  o	  equips	  redundants	  operen	  de	  forma	  local	  i	  no	  ens	  seran	  
d’utilitat	  en	  incidents	  (problemes	  amb	  el	  subministrament	  elèctric,	  a	  la	  connexió	  de	  
dades,	  incendis...)	  a	  la	  mateixa	  localització	  de	  l’entorn	  de	  producció.	  Els	  sistemes	  de	  
clúster	  i	  d’alta	  tolerància	  permeten	  disposar	  de	  sistemes	  de	  control	  i	  continuïtat	  a	  una	  
infraestructura,	  però	  aquestes	  continuen	  tenint	  una	  dependència	  geogràfica	  que	  
impedeix	  la	  continuïtat	  de	  negoci.	  Aquesta	  continuïtat	  es	  protegida	  mitjançant	  els	  
plans	  de	  recuperació	  de	  desastres.	  
	  
	  
	  
Figura	  4.1:	  Comparativa	  de	  diferent	  tipus	  de	  solucions	  de	  backup	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Detectar	  quin	  tipus	  de	  tasques	  son	  critiques	  per	  l’empresa	  i	  el	  temps	  d’espera	  que	  es	  
pot	  permetre	  per	  recuperar	  el	  servei,	  es	  primordial	  per	  conèixer	  al	  dissenyar	  un	  
sistema	  de	  recuperació:	  	  -­‐ Quins	  serveis	  cal	  implementar	  al	  DRP	  -­‐ Quin	  temps	  de	  recuperació	  màxim	  es	  disposa	  per	  tornar	  a	  tenir	  els	  serveis	  
disponibles	  -­‐ Quin	  cost	  implica	  a	  l’empresa	  els	  danys	  ocasionats	  per	  aquesta	  aturada.	  	  
	  
La	  Figura	  4.2	  s’ha	  recreat	  una	  comparativa	  dels	  processos	  empresarials	  de	  l’empresa	  
on	  es	  realitza	  el	  projecte,	  segons	  la	  seva	  criticitat	  i	  la	  importància	  de	  recuperar-­‐los	  
segons	  el	  seu	  impacte	  al	  negoci.	  L’impacte	  varia	  segons	  el	  tipus	  de	  servei	  i	  els	  clients	  
interns	  o	  externs,	  que	  es	  veuran	  afectats	  per	  la	  incidència.	  Prioritzant	  la	  disponibilitat	  
dels	  productes	  que	  es	  comercialitzen	  i	  el	  seu	  accés	  per	  part	  del	  client,	  a	  serveis	  
considerats	  secundaris	  i	  que	  disposen	  d’un	  període	  més	  flexible	  per	  la	  seva	  
recuperació.	  
	  
	  
Figura	  4.2:	  Comparativa	  cost	  de	  negoci	  i	  criticitat	  	  
	  
L’activació	  del	  DRP	  i	  la	  seva	  posterior	  tornada	  a	  producció	  compren	  una	  sèrie	  de	  fases	  
que	  es	  poden	  delimitar	  a	  sobre	  d’una	  línia	  de	  temps.	  A	  la	  Figura	  4.3	  s’ha	  realitzat	  un	  
símil	  amb	  una	  fletxa	  que	  representa	  l’evolució	  dels	  diferents	  processos	  al	  temps	  durant	  
un	  incident	  crític.	  La	  duració	  dels	  mateixos	  depèn	  del	  disseny	  realitzat,	  on	  l’empresa	  
pot	  prioritzar	  quina	  etapes	  s’han	  de	  reduir	  i	  el	  pressupost	  disponible	  per	  aconseguir-­‐
ho.	  Les	  fases	  principals	  son:	  -­‐ Inici	  incidents:	  Moment	  al	  qual	  es	  detecta	  l’incident	  (caiguda	  sistema	  elèctric,	  tall	  
de	  servei	  del	  proveïdor	  de	  telecomunicacions,	  incendi...)	  -­‐ Període	  de	  decisió:	  On	  els	  recursos	  designats	  per	  direcció	  valoren	  la	  gravetat	  de	  
l’incident	  i	  el	  temps	  aproximat	  per	  restablir	  el	  servei.	  A	  aquesta	  etapa	  es	  valora	  en	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quin	  moment	  s’ha	  d’iniciar	  l’entorn	  de	  recuperació,	  en	  cas	  de	  que	  es	  consideri	  
necessari.	  -­‐ Temps	  d’activació	  DRP:	  Període	  necessari	  per	  activar	  l’entorn	  d’emergència	  
dissenyat.	  Al	  qual	  els	  sistemes	  no	  estan	  disponibles	  o	  estan	  degradats	  i	  els	  recursos	  
tècnics	  administren	  el	  seu	  desplegament.	  -­‐ Sistema	  DRP	  en	  funcionament:	  Moment	  a	  partir	  del	  qual	  l’activitat	  de	  negoci	  es	  
recupera	  per	  seguir	  funcionant.	  Segons	  el	  seu	  disseny,	  pressupost	  associat	  i	  
necessitats	  de	  l’empresa,	  aquest	  disposarà	  d’un	  major	  nombre	  de	  serveis	  
disponibles	  i	  millor	  rendiment.	  -­‐ Tornada	  a	  producció:	  Aquesta	  es	  la	  etapa	  a	  la	  qual	  l’incident	  inicial	  s’ha	  resolt	  i	  
migren	  els	  serveis	  a	  l’entorn	  de	  producció.	  Novament	  aquest	  període	  suposarà	  talls	  
de	  serveis,	  degradació	  i	  inestabilitat	  de	  l’entorn.	  -­‐ Producció:	  Els	  sistemes	  de	  producció	  tornen	  a	  estar	  disponibles	  i	  funcionen	  amb	  
normalitat,	  tancant	  així	  l’incident.	  
	  	  
	  
Figura	  4.3:	  Evolució	  de	  les	  fases	  davant	  un	  incident	  al	  DRP	  
	  
	  
Els	  sistemes	  de	  recuperació	  s’acompanyen	  d’un	  procediment	  o	  runbook	  per	  la	  seva	  
activació	  i	  aquest	  ha	  de	  té	  la	  funció	  de	  facilitar	  la	  seva	  activació	  i	  posada	  en	  producció.	  	  
L’any	  2010,	  l’empresa	  Janco	  Associates	  Inc,	  especialista	  en	  sistemes	  de	  recuperació	  
d’equips	  de	  producció,	  seguretat	  i	  continuïtat	  del	  negoci	  va	  realitzar	  un	  estudi	  on	  es	  
volia	  detectar	  els	  principals	  errors	  que	  apareixien	  durant	  l’activació	  del	  sistema	  de	  DRP	  
de	  les	  empreses	  que	  havien	  dissenyat	  un	  pla	  estratègic.	  Les	  dades,	  que	  es	  mostren	  a	  la	  
Figura	  4.4,	  mostren	  que	  els	  problemes	  que	  més	  influeixen	  en	  una	  implementació	  
deficient,	  son	  els	  errors	  al	  realitzar	  la	  planificació	  del	  pla,	  deixar	  el	  pla	  sense	  actualitzar	  
i	  errors	  detectats	  a	  les	  paraules	  de	  pas	  dels	  elements	  que	  el	  formen.	  Durant	  la	  
realització	  del	  projecte	  s’abordaran	  aquests	  conceptes	  amb	  la	  finalitat	  d’evitar	  
reproduir	  els	  errors	  que	  mostren	  la	  figura	  i	  el	  fet	  de	  disposar	  del	  consentiment	  per	  
realitzar	  una	  prova	  del	  nou	  entorn	  a	  producció	  ens	  permetrà	  estudiar	  si	  el	  pla	  
contempla	  la	  mitigació	  dels	  mateixos.	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Figura	  4.4:	  Taula	  de	  principals	  errors	  detectats	  al	  disseny	  d’un	  DRP	  
	  
	  
Després	  d’una	  visió	  global	  del	  concepte	  del	  DRP	  i	  les	  seves	  principals	  etapes	  es	  
procedeix	  amb	  els	  requeriments	  i	  disseny	  del	  nou	  sistema,	  com	  tot	  seguit	  s’explica	  al	  
següent	  capítol.	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5.Disseny	  	  
	  
Requeriments	  del	  projecte	  
El	  primer	  pas	  per	  començar	  a	  desenvolupar	  el	  disseny	  es	  definir	  els	  requeriments	  del	  
projecte.	  
Aquests	  seran	  les	  condicions	  que	  la	  organització	  vol	  satisfer,	  de	  forma	  que	  quedin	  
reflectides	  les	  capacitats	  del	  producte.	  Ens	  marcaran	  les	  restriccions	  del	  projecte,	  els	  
requisits	  d’aprovació	  i	  fixarà	  els	  objectius	  principals	  a	  assolir	  i	  els	  entregables	  que	  l’han	  
d’acompanyar.	  La	  organització	  ha	  decidit	  prioritzar	  la	  implantació	  dels	  serveis	  crítics	  
per	  l’agència	  que	  es	  mostraven	  a	  la	  figura	  4-­‐2	  i	  ha	  afegit	  els	  considerats	  més	  
importants	  dels	  que	  originen	  incidents	  amb	  impacte	  alt.	  Als	  requeriments	  que	  tot	  
seguit	  s’exposen	  es	  poden	  veure	  els	  detalls.	  
	  
Els	  requeriments	  del	  projecte	  son:	  
	   -­‐ Disposar	  d’un	  sistema	  de	  recuperació	  davant	  desastres	  que	  permeti	  a	  negoci	  
continuar	  donant	  serveis	  als	  seus	  clients	  interns	  i	  externs,	  en	  cas	  d’incident	  
greu	  o	  tall	  de	  connexió.	  
	  -­‐ Donat	  que	  l’actiu	  més	  important	  de	  l’agencia	  es	  el	  seu	  portal	  web,	  aquest	  i	  les	  
aplicacions	  relacionades,	  seran	  l’eix	  de	  la	  continuïtat	  del	  negoci.	  I	  son	  els	  
serveis	  que	  formaran	  part	  del	  nou	  entorn	  de	  recuperació	  
	   -­‐ Serveis	  mínims	  del	  DRP:	  Els	  serveis	  que	  l’empresa	  considera	  que	  han	  d’estar	  
disponibles	  al	  nou	  entorn	  son	  els	  següents:	  
o Portal	  web	  principal	  de	  l’empresa	  www.acn.cat	  
o Aplicacions	  web	  utilitzades	  per	  pujar	  contingut	  al	  portal	  i	  enviament	  del	  
nou	  material	  als	  clients	  
o Servei	  de	  DNS	  intern	  per	  les	  aplicacions	  (requeriment	  tecnològic	  per	  
satisfer	  els	  requeriments	  anteriors)	  
o Sistema	  de	  transcodificació	  de	  vídeo	  
o Dades	  multimèdia	  dels	  portals	  web	  (text,	  àudio,	  foto	  i	  vídeo)	  
o Servei	  del	  ERP	  del	  departament	  de	  finances	  i	  administració	  
o Connexió	  a	  internet	  pels	  usuaris	  ubicats	  a	  la	  seu	  
	   -­‐ Temps	  de	  recuperació:	  Es	  defineixen	  els	  següents	  temps	  de	  decisió	  i	  del	  procés	  
d’activació	  i	  funcionament	  del	  entorn:	  
o Marge	  decisió:	  30	  minuts	  al	  qual	  direcció	  decidirà	  si	  s’activa	  el	  pla	  o	  es	  
decideix	  restar	  a	  l’espera	  de	  la	  recuperació	  dels	  sistemes	  de	  producció	  
segons	  el	  tipus	  d’incident	  i	  la	  informació	  aportada	  pel	  departament	  de	  
tecnologia.	  
o Marge	  d’activació:	  Després	  de	  decidir	  l’activació	  del	  drp,	  es	  disposarà	  de	  
dues	  hores	  després	  de	  les	  quals	  l’entorn	  a	  d’estar	  completament	  
	   	   5.Disseny	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operatiu,	  donant	  servei	  als	  clients	  i	  als	  usuaris.	  Durant	  aquesta	  franja	  els	  
sistemes	  poden	  ser	  inestables,	  degradats	  o	  inexistents.	  	  
	  
Es	  representen	  aquests	  marges	  gràficament	  a	  la	  Figura	  5.1	  comparant	  el	  
rendiment	  de	  negoci	  amb	  l’evolució	  del	  temps,	  on	  es	  delimiten	  les	  diferents	  
etapes	  per	  les	  quals	  transcorre	  el	  procés.	  L’eix	  vertical	  representa	  el	  rendiment	  
de	  l’empresa:	  el	  servei	  que	  es	  presta	  als	  clients,	  la	  capacitat	  dels	  treballadors	  
per	  continuar	  desenvolupant	  les	  seves	  tasques...	  S’ha	  realitzat	  una	  marca	  al	  
moment	  al	  qual	  es	  detecta	  l’incident,	  a	  partir	  del	  qual	  tenim	  una	  caiguda	  de	  la	  
infraestructura	  i	  dona	  pas	  a	  l’estudi	  de	  la	  situació	  i	  es	  dictamina	  si	  es	  cal	  
executar	  el	  procediment	  d’activació	  o	  es	  resta	  a	  l’espera.	  Durant	  el	  marge	  
d’activació	  cal	  recordar	  que	  els	  sistemes	  no	  estan	  donant	  els	  servei	  òptim,	  ja	  
que	  necessiten	  temps	  per	  poder	  estar	  desplegats.	  Els	  servidors	  es	  posaran	  en	  
producció	  i	  s’activaran	  les	  diferents	  aplicacions	  i	  serveis	  seguint	  un	  ordre	  
seqüencial.	  L’entorn	  de	  DRP	  estarà	  degradat,	  perquè	  tal	  i	  com	  es	  comentava	  
anteriorment,	  només	  disposarà	  dels	  serveis	  crítics	  definits	  als	  requeriments.	  La	  
tornada	  a	  producció	  recupera	  la	  resta	  de	  serveis	  i	  sincronitza	  les	  dades	  entre	  
entorns	  fins	  arribar	  al	  període	  on	  l’empresa	  torna	  a	  disposar	  de	  la	  seva	  
infraestructura	  a	  ple	  rendiment.	  
	  
	  
Figura	  5.1:	  Representació	  gràfica	  marges	  activació	  del	  DRP	  
	   -­‐ Diferència	  de	  dades	  entre	  entorns:	  Les	  dades	  que	  tindrà	  disponible	  el	  nou	  
entorn	  poden	  tenir	  un	  desfasament	  màxim	  respecte	  l’entorn	  de	  producció	  de:	  
o Base	  de	  dades:	  Al	  tractar-­‐se	  del	  servei	  on	  es	  contenen	  les	  notícies,	  
dades	  estadístiques	  i	  usuaris,	  la	  base	  de	  dades	  del	  DRP	  pot	  tenir	  un	  
màxim	  de	  60	  minuts	  de	  diferència	  respecte	  a	  la	  de	  producció	  
o Dades	  multimèdia:	  Es	  permet	  un	  marge	  de	  quatre	  hores	  pels	  continguts	  
d’àudio,	  fotografia	  i	  vídeo.	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-­‐ Runbook:	  El	  projecte	  s’ha	  d’acompanyar	  de	  la	  documentació	  necessària	  per	  
activar	  i	  realitzar	  la	  tornada	  a	  producció	  del	  DRP,	  a	  fi	  de	  que	  els	  tècnics	  tinguin	  
el	  procediment	  per	  realitzar	  les	  accions	  que	  acompanyen	  a	  l’actuació	  i	  aquesta	  
es	  realitzi	  en	  el	  més	  curt	  termini	  de	  temps	  i	  de	  manera	  àgil.	  -­‐ Durant	  tot	  el	  procés	  d’activació	  del	  entorn	  de	  recuperació	  i	  tornada	  als	  
sistemes	  de	  producció	  s’han	  de	  mantenir	  les	  estadístiques	  web.	  L’entorn	  del	  
DRP	  ha	  d’estar	  accessible	  per	  l’aplicació	  Google	  Analytics2	  
	  -­‐ Rendiment	  del	  portal:	  Al	  tractar-­‐se	  d’un	  entorn	  temporal	  dissenyat	  per	  la	  
continuïtat	  dels	  principals	  serveis,	  el	  portal	  web	  ha	  de	  poder	  donar	  servei	  al	  
70%	  de	  la	  mitjana	  de	  pàgines	  vistes.	  Les	  estadístiques	  situen	  aquesta	  xifra	  a	  
20.000	  pàgines	  vistes	  diàriament.	  
	   -­‐ El	  cost	  anual	  de	  manteniment	  dels	  sistema	  DRP	  no	  pot	  superar	  els	  2.000€	  
	  
Per	  realitzar	  el	  projecte	  es	  disposen	  de	  diferents	  recursos	  a	  temps	  parcial	  que	  han	  de	  
combinar	  les	  seves	  tasques	  diàries	  amb	  el	  disseny,	  implementació	  i	  execució	  del	  nou	  
sistema	  de	  recuperació.	  Els	  recursos	  disponibles	  son:	  
	  
o Un	  cap	  de	  projecte	  
o Dos	  tècnics	  de	  sistemes	  
o Un	  desenvolupador	  	  
	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2	  Eina	  d’analítica	  web	  de	  l’empresa	  Google	  per	  recollir	  estadístiques	  de	  les	  visites	  als	  portals	  i	  comportaments	  dels	  
usuaris	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5.1.1.Planificació	  inicial	  del	  projecte	  
	  
La	  Figura	  5.2	  mostra	  el	  cronograma	  resumit	  realitzat	  a	  l’inici	  de	  l’execució	  del	  projecte,	  
al	  qual	  es	  diferencien	  les	  diferents	  etapes	  per	  finalitzar-­‐lo.	  Al	  capítol,	  6.Resultats	  finals,	  
s’inclourà	  el	  cronograma	  detallat.	  L’inici	  del	  projecte	  es	  el	  dia	  3	  de	  novembre	  de	  2014	  i	  
s’ha	  fet	  una	  previsió	  de	  finalització	  pel	  9	  de	  febrer.	  Realitzant-­‐se	  una	  prova	  d’activació	  
del	  DRP	  abans	  del	  tancament	  del	  projecte.	  La	  programació	  té	  en	  compte	  el	  període	  de	  
vacances	  de	  nadal	  a	  la	  qual	  no	  es	  disposarà	  de	  tots	  els	  recursos	  assignats.	  
	  
	  
	  
Figura	  5.2:	  Cronograma	  del	  projecte	  
	  
Anàlisi	  de	  la	  infraestructura	  
5.1.2.Ubicació	  de	  la	  infraestructura	  
	  
La	  infraestructura	  de	  dades	  actuals	  està	  formada	  per	  dos	  centres	  de	  processament	  de	  
dades	  (a	  partir	  d’ara	  cpd)	  situats	  a	  diferents	  localitzacions,	  una	  a	  Barcelona	  
(maternitat)	  i	  l’altre	  a	  l’Hospitalet	  de	  Llobregat	  (pedrosa).	  Els	  quals	  estan	  
interconnectats	  per	  un	  enllaç,	  i	  que	  comparteixen	  sortida	  a	  internet.	  El	  proveïdor	  de	  la	  
línia	  es	  Orange.	  Aquests	  cdps	  contenen	  els	  servidors	  de	  l’empresa,	  els	  dispositius	  de	  
xarxa,	  cabines	  de	  dades	  i	  resta	  d’electrònica.	  La	  Figura	  5.3	  mostra	  un	  esquema	  bàsic	  de	  
les	  ubicacions:	  
	  
	  
Figura	  5.3:	  Esquema	  bàsic	  ubicació	  de	  la	  infraestructura	  
	  
Tot	  seguit	  es	  detalla	  el	  contingut	  mes	  rellevant	  pel	  projecte	  i	  serveis	  dels	  cpds.	  
	   	   5.Disseny	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CPD	  Hospitalet	  (pedrosa)	  
	  
Format	  per	  2	  servidors	  HP	  Proliant	  amb	  la	  funció	  de	  servidors	  de	  màquines	  virtuals	  
Vmware	  (ESX),	  aquestes	  contenen	  les	  diferents	  aplicacions	  de	  l’empresa.	  I	  una	  cabina	  
de	  discos	  model	  EMC	  VNX5300	  que	  conté	  els	  datastores	  dels	  ESX	  i	  els	  fitxers	  de	  
continguts	  del	  portal.	  S’acompanyen	  de	  diferent	  electrònica	  de	  xarxa	  per	  realitzar	  les	  
comunicacions	  entre	  els	  elements,	  la	  sortida	  a	  internet	  i	  la	  seu	  de	  Barcelona.	  Aquesta	  
es	  composa	  de	  2	  switches	  ethernet	  de	  la	  marca	  i	  model	  Cisco	  Catalyst	  2950	  i	  dos	  
switches	  de	  fibra	  de	  marca	  i	  model	  EMC	  ds-­‐200b	  utilitzats,	  aquests	  darrers,	  per	  les	  
connexions	  dels	  servidors	  ESX3	  amb	  la	  cabina	  de	  dades	  EMC.	  La	  sortida	  es	  realitzar	  a	  
través	  d’un	  Firewall	  Juniper	  model	  Netscreen	  SSG140.	  El	  qual	  realitza	  les	  tasques	  
d’enrutament	  entre	  les	  seus	  i	  conté	  les	  regles	  de	  seguretat	  per	  l’accés	  entre	  les	  
diferents	  xarxes	  internes	  i	  externa.	  
	  
A	  la	  Figura	  5.4	  trobem	  un	  esquema	  que	  detalla	  les	  connexions	  al	  cpd	  de	  l’Hospitalet	  i	  
les	  xarxes	  que	  en	  formen	  part.	  
	  
	  
Figura	  5.4:	  Esquema	  xarxa	  CPD	  Hospitalet	  
	  
Es	  disposen	  de	  dos	  rangs	  de	  xarxa	  a	  aquesta	  ubicació,	  i	  son	  les	  següents:	  -­‐ 10.125.53.0/24:	  Destinat	  als	  servidors	  i	  les	  aplicacions	  contingudes	  -­‐ 10.125.55.0/24:	  Destinat	  a	  les	  bases	  de	  dades	  
	  
Tot	  seguit	  es	  mostra	  la	  Figura	  5.5,	  on	  podem	  observar	  els	  diferents	  servidors	  virtuals	  
continguts	  i	  la	  cabina	  de	  discos.	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3	  Plataforma	  de	  Vmware	  que	  proporciona	  un	  entorn	  de	  gestió	  de	  les	  màquines	  virtuals	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Figura	  5.5:	  Detall	  dels	  servidors	  virtuals	  actuals	  
	  
CPD	  Seu:	  	  	  
	  
Format	  per	  un	  servidor	  HP	  Proliant	  amb	  la	  funció	  de	  servidor	  de	  màquines	  virtuals	  
Vmware	  i	  una	  cabina	  de	  dades	  que	  conté	  les	  dades	  compartides	  de	  la	  xarxa	  d’usuaris,	  
el	  datastore	  del	  servidor	  ESX	  anterior	  i	  una	  copia	  de	  seguretat	  dels	  fitxers	  continguts	  a	  
la	  cabina	  EMC.	  	  
Aquest	  entorn	  disposa	  d’un	  servidor	  virtual	  per	  realitzar	  backups	  de	  les	  màquines	  
virtuals	  mitjançant	  el	  software	  Veeam	  Backup.	  La	  infraestructura	  està	  formada	  per	  un	  
switch	  central	  HP	  Procurve	  2810,	  on	  estan	  connectats	  el	  servidor,	  la	  cabina	  i	  els	  
usuaris.	  Aquest	  node	  realitza	  la	  sortida	  al	  cpd	  de	  Pedrosa	  mitjançant	  un	  Firewall	  i	  un	  
router	  facilitat	  pel	  proveïdor	  de	  la	  línia.	  La	  Figura	  5.6	  resumeix	  l’esquema	  del	  cpd	  de	  
Barcelona	  
	  
	  
Figura	  5.6:	  Esquema	  xarxa	  seu	  de	  Barcelona	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A	  la	  seu	  s’utilitza	  un	  rang	  d’ips:	  -­‐ 172.22.72.0/24:	  Destinada	  als	  usuaris	  de	  la	  xarxa	  i	  els	  diferents	  servidors	  
continguts	  al	  cpd.	  
	  
	  
Tota	  aquesta	  infraestructura	  comentada	  no	  disposa	  de	  pla	  de	  recuperació	  davant	  
desastres.	  Els	  serveis	  no	  estan	  replicats	  a	  diferents	  ubicacions,	  només	  es	  disposen	  de	  
backups	  nocturns	  dels	  arxius	  modificats	  durant	  el	  dia	  (incrementals)	  a	  l’entorn	  del	  cpd	  
d’Hospitalet.	  Aquest	  sistema	  depèn	  d’una	  única	  sortida	  al	  exterior.	  	  
Es	  disposa	  de	  copies	  de	  seguretat	  de	  les	  màquines	  virtuals	  i	  de	  la	  cabina	  EMC	  del	  cpd	  
d’Hospitalet	  a	  la	  seu	  de	  Barcelona.	  La	  restauració	  d’aquestes,	  al	  realitzar-­‐se	  de	  forma	  
manual	  necessitaria	  de	  dies	  per	  poder	  replicar	  novament	  l’entorn.	  
	  
	  
	  
5.1.3.Arquitectura	  de	  l’entorn	  a	  replicar	  
	  
Segons	  l’abast	  del	  projecte,	  aquest	  son	  els	  diferents	  serveis	  implicats,	  la	  seva	  
localització	  i	  els	  servidors	  que	  els	  composen:	  
	  
CPD	  Hospitalet	  
	  
Servei	  web	  
• 1	  balancejador	  de	  carrega	  que	  utilitza	  l’aplicació	  Apache	  amb	  el	  mòdul	  jk	  com	  
aplicació	  per	  repartir	  les	  peticions	  entre	  els	  frontals.	  
• 2	  frontals	  web	  Tomcat	  amb	  el	  portal	  acn.cat	  actius	  i	  2	  frontals	  en	  standby	  per	  
necessitats	  puntuals	  
• 1	  servidor	  de	  base	  de	  dades	  Oracle.	  Aquest	  conté	  la	  base	  de	  dades	  utilitzada	  
per	  la	  web	  i	  les	  aplicacions	  relacionades	  amb	  el	  portal	  per	  la	  pujada	  de	  
fotografies,	  gestió	  dels	  usuaris	  i	  cerca	  de	  contingut	  i	  serveis	  oferts	  als	  clients.	  
• 1	  servidor	  de	  transcodificació	  de	  vídeos,	  encarregat	  de	  realitzar	  les	  diferents	  
codificacions	  dels	  vídeos	  enregistrats	  pels	  redactors,	  als	  formats	  que	  el	  portal	  
ofereix	  als	  clients	  per	  la	  seva	  descarrega.	  Dintre	  de	  la	  funció	  de	  transcodificació	  
realitza	  la	  inclusió	  de	  marca	  d’aigua	  corporativa	  als	  clips	  que	  es	  poden	  
visualitzar	  al	  portal.	  
• 1	  servidors	  d’enviament	  de	  continguts	  als	  equips	  dels	  clients	  subscrits	  al	  servei,	  
mitjançant	  el	  protocol	  FTP.	  
• 1	  servidor	  d’aplicacions	  amb	  la	  redacció	  virtual,	  sistema	  mitjançant	  el	  qual,	  els	  
redactors	  poden	  pujar	  notícies	  i	  contingut	  audiovisual	  al	  portal	  acn.cat.	  
• 1	  cabina	  de	  discos	  amb	  tots	  els	  arxius	  de	  l’agència	  que	  es	  poden	  descarregar	  els	  
clients:	  àudio,	  vídeo,	  foto,	  text	  i	  xmls	  amb	  les	  metadades	  dels	  arxius.	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Servei	  finances	  
• 1	  servidor	  amb	  l’aplicació	  ERP	  Microsoft	  Dynamics	  utilitzada	  pel	  departament	  
de	  finances	  per	  la	  facturació	  de	  clients,	  introducció	  de	  moviments	  financers	  i	  
gestió	  d’actius.	  
	  
Servei	  DNS	  
• 2	  servidors	  DNS	  Unix	  amb	  l’aplicació	  bind	  realitzant	  la	  resolució	  de	  noms	  dels	  
portals	  i	  dels	  servidors	  de	  la	  infraestructura,	  que	  permeten	  l’accés	  dels	  visitants	  
externs	  i	  per	  les	  crides	  realitzades	  entre	  les	  diferents	  aplicacions	  internes.	  
	  
Servei	  internet	  
• 1	  sortida	  a	  internet	  de	  20Mb	  simètrics,	  utilitzada	  pels	  sistemes,	  els	  usuaris	  i	  per	  
on	  accedeixen	  els	  clients	  externs	  al	  portal.	  
	  
	  
	  
CPD	  Barcelona	  
	  
Els	  serveis	  oferts	  a	  aquest	  cpd	  es	  redueixen	  a	  donar	  accés	  als	  usuaris	  a	  internet,	  a	  les	  
aplicacions	  de	  l’ACN	  i	  les	  dades	  dels	  recursos	  compartits	  entre	  departaments,	  així	  com	  
el	  servei	  de	  directori	  actiu.	  Segons	  els	  requeriments	  del	  projecte	  i	  que	  s’han	  definit	  a	  
l’apartat	  5.1,	  s’haurà	  d’assegurar	  que	  els	  usuaris	  poden	  navegar	  per	  internet	  i	  accedir	  
al	  portal	  i	  aplicacions	  d’acn.cat	  
	  
Servei	  internet:	  
• 1	  enllaç	  punt	  a	  punt	  de	  100Mb	  simètrics,	  amb	  el	  CPD	  d’Hospitalet,	  per	  
proporcionar	  sortida	  a	  internet	  als	  usuaris	  i	  servidors	  de	  la	  xarxa	  de	  la	  seu.	  
	  
A	  la	  Taula	  1	  es	  realitza	  un	  recull	  dels	  serveis,	  servidors	  i	  funcions	  dels	  mateixos,	  que	  
necessitem	  incloure	  al	  nou	  entorn.	  Aquest	  elements	  son	  els	  que	  formaran	  el	  nou	  
entorn	  de	  recuperació.	  	  
	  
	  
	  
Taula	  1:	  Resum	  dels	  servidors	  del	  DRP	  i	  les	  seves	  funcions	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Si	  descartem	  aquells	  elements	  que	  no	  participaran	  al	  DRP,	  l’esquema	  bàsic	  de	  l’entorn	  
que	  cal	  replicar	  es	  pot	  resumir	  a	  la	  Figura	  5.7.	  I	  que	  consta	  de	  la	  connexió	  a	  internet,	  
dues	  xarxes	  internes,	  la	  cabina	  i	  els	  servidors	  anteriorment	  definits.	  	  
	  
	  
Figura	  5.7:	  Esquema	  de	  servidors	  i	  connexions	  que	  han	  de	  formar	  part	  del	  DRP	  
	  
5.1.4.Anàlisi	  del	  rendiment	  del	  entorn	  a	  replicar	  
	  
L’anàlisi	  del	  rendiment	  de	  la	  infraestructura	  que	  volem	  replicar	  ens	  permetrà	  obtenir	  
dades	  objectives	  de	  les	  característiques	  i	  requeriment	  de	  recursos	  del	  nou	  entorn.	  Al	  
final	  de	  l’anàlisi	  s’adjuntarà	  resum	  amb	  les	  dades	  extretes	  que	  s’utilitzarà	  per	  fer	  
l’estudi	  del	  disseny	  del	  DRP.	  
	  
El	  primer	  pas	  per	  l’anàlisi	  es	  identificar	  els	  servidors	  que	  cal	  replicar	  i	  estudiar	  els	  
recursos	  que	  utilitzen.	  La	  Taula	  2,	  ens	  mostra	  un	  resum	  dels	  servidors	  actuals	  i	  
configuracions	  que	  tenen	  implementades	  als	  seus	  respectius	  ESX.	  On	  es	  realitza	  un	  
recull	  de	  les	  següents	  dades	  per	  cada	  servidor:	  	  
-­‐	  Número	  de	  CPUs	  	  
-­‐	  Memòria	  RAM	  en	  MB	  
-­‐	  Espai	  en	  disc	  configurat	  per	  cadascun	  d’ells	  en	  GB.	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Taula	  2:	  Taula	  resum	  de	  les	  configuracions	  dels	  servidors	  de	  producció	  
	  
Per	  saber	  si	  aquests	  valors	  son	  equilibrats	  i	  els	  nostres	  equips	  necessiten	  conservar	  la	  
configuració	  original,	  es	  realitzarà	  un	  estudi	  dels	  diferents	  requeriments	  d’aquests	  
recursos,	  per	  detectar	  els	  valors	  mitjans	  de	  rendiment	  que	  utilitzen	  durant	  el	  dia	  als	  
entorns	  de	  producció.	  	  
	  
Al	  realitzar	  un	  entorn	  de	  recuperació	  temporal,	  s’ajustaran	  les	  configuracions	  per	  
reduir	  la	  utilització	  de	  ram,	  CPU,	  disc	  dur	  i	  xarxa	  i	  minimitzar	  el	  cost	  del	  DRP	  estalviant	  
al	  hardware	  d’aquells	  equips	  on	  el	  seu	  rendiment	  mitjà	  sigui	  inferior	  dels	  recursos	  que	  
actualment	  tenen	  disponibles.	  Els	  equips	  disposen	  de	  recursos	  suficients	  per	  les	  seves	  
necessitats	  diàries	  i	  possibles	  pics	  de	  càrrega	  en	  moments	  puntuals.	  
	  
Les	  dades	  s’han	  extret	  de	  realitzar	  un	  anàlisi	  dels	  equips	  de	  producció	  entre	  les	  dades	  1	  
d’Agost	  de	  2014	  i	  1	  de	  Novembre	  de	  2014	  (4	  mesos).	  
	  
	  
	  
	  
Requeriments	  de	  CPU	  	  
	  
Per	  realitzar	  la	  recopilació	  de	  les	  dades	  associades	  a	  la	  CPU	  ,	  s’ha	  utilitzat	  l’eina	  de	  
reporting	  que	  inclou	  el	  Virtual	  Center	  4	  de	  Vmware.	  El	  percentatge	  d’utilització	  de	  la	  
CPU	  	  ens	  permetrà	  objectivar	  el	  número	  de	  CPU	  s	  que	  caldrà	  configurar	  per	  cadascun	  
dels	  servidors.	  Tal	  i	  com	  s’ha	  detallat	  a	  l’apartat	  anterior,	  les	  dades	  extretes	  son	  
mitjanes	  de	  quatre	  mesos.	  I	  les	  taules	  detallades	  amb	  les	  dades	  extretes	  es	  poden	  
consultar	  a	  l’annex	  del	  projecte.	  
	  
A	  la	  Figura	  5.8	  s’ha	  extret	  el	  percentatge	  d’utilització	  del	  total	  de	  CPUs	  configurades,	  i	  
s’adjunta	  una	  taula	  on	  s’especifica	  el	  valor	  màxim.	  A	  partir	  d’aquest	  valor,	  per	  cada	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4	  Plataforma	  centralitzada	  per	  gestionar	  de	  forma	  centralitzada,	  els	  sistemes	  Vmware	  Vsphere	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servidor	  i	  la	  configuració	  utilitzada	  per	  cadascun	  d’ells,	  es	  podrà	  extreure	  el	  número	  de	  
CPUs	  necessàries	  per	  satisfer	  les	  necessitats	  de	  rendiment	  al	  DRP.	  Les	  gràfiques	  dels	  
diferents	  servidors	  s’han	  superposat	  al	  mateix	  gràfic,	  on	  l’eix	  X	  representa	  el	  període	  
de	  temps	  de	  l’anàlisi	  i	  l’eix	  Y	  el	  percentatge	  d’utilització.	  
	  
Després	  de	  la	  recopilació	  de	  les	  dades,	  s’ha	  realitzat	  una	  valoració	  dels	  recursos	  
utilitzats	  actualment	  pels	  servidors,	  i	  la	  conclusió	  de	  les	  necessitats	  de	  CPU	  	  del	  nou	  
sistema	  de	  drp.	  
	  
	  
	  
Figura	  5.8:	  Anàlisi	  utilització	  de	  CPU	  	  i	  aproximació	  pel	  nou	  entorn	  
	  
	  
Observem	  que	  el	  servidor	  ACNTranscoder	  pics	  que	  confirmen	  la	  utilització	  intensa	  dels	  
recursos	  actuals.	  Això	  es	  degut	  a	  la	  petició	  de	  recursos	  de	  processament	  per	  la	  
transcodificació	  de	  vídeos.	  Els	  altres	  servidors	  no	  superen	  valors	  del	  50%	  i	  ens	  
permetran	  estalviar	  el	  nombre	  de	  CPUs.	  	  
	  
Arribem	  a	  la	  conclusió	  de	  que	  els	  servidors	  de	  producció	  no	  tenen	  problemes	  de	  
rendiment,	  i	  estan	  preparats	  per	  suportar	  pics	  de	  càrrega.	  Pel	  disseny	  del	  nou	  entorn	  
utilitzarem	  només	  els	  recursos	  necessaris	  per	  poder	  donar	  servei	  prenent	  de	  
referència	  els	  valors	  més	  alts	  registrats.	  La	  reducció	  de	  número	  de	  CPUs	  es	  
significativa,	  ja	  que	  actualment	  a	  producció	  s’estan	  reservant	  33,	  el	  DRP	  tindrà	  
configurades	  17	  CPUs.	  Assumirem	  que	  pics	  més	  alts	  dels	  registrats	  durant	  l’anàlisi	  ens	  
poden	  ocasionar	  problemes	  de	  rendiment.	  Tot	  i	  reduir	  el	  nombre	  es	  manté	  un	  
percentatge	  de	  marge	  a	  tots	  els	  servidors.	  
	  
Al	  analitzar	  les	  dades	  arribem	  a	  la	  conclusió	  de	  que	  el	  nou	  sistema	  que	  s’està	  
dissenyant	  requereix	  un	  total	  de	  17	  CPUs	  per	  assolir	  els	  nivells	  mitjans	  de	  rendiment.	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Requeriments	  de	  RAM	  
	  
Seguint	  el	  procediment	  dels	  requeriments	  de	  CPU	  ,	  s’ha	  analitzat	  el	  percentatge	  
d’utilització	  de	  la	  memòria	  RAM	  actualment	  utilitzada.	  La	  Figura	  5.9	  superposa	  els	  
diferents	  percentatges,	  utilitzant	  l’eix	  X	  per	  representar	  l’evolució	  temporal	  de	  les	  
dades	  i	  l’eix	  Y	  per	  representar	  el	  percentatge	  de	  la	  RAM	  configurada	  que	  utilitzen	  els	  
diferents	  servidors.	  La	  taula	  que	  acompanya	  la	  Figura	  5.9,	  analitza,	  a	  partir	  d’aquesta	  
dada,	  el	  número	  final	  de	  gigues	  necessaris	  per	  poder	  assegurar	  el	  rendiment	  dels	  
equips	  al	  nou	  entorn,	  al	  comparar	  el	  valor	  configurat	  per	  defecte	  i	  la	  màxima	  utilització	  
detectada	  durant	  el	  període	  de	  temps	  de	  l’estudi.	  
	  
	  
	  
	  
Figura	  5.9:	  Anàlisi	  utilització	  de	  memòria	  RAM	  i	  aproximació	  pel	  nou	  entorn	  
	  
Al	  igual	  que	  l’anàlisi	  de	  la	  utilització	  de	  CPU	  	  podem	  observar	  que	  els	  servidors	  no	  
utilitzen	  tota	  la	  RAM	  configurada,	  i	  que	  davant	  de	  pics	  de	  rendiment	  o	  necessitat	  de	  
recursos,	  podran	  adaptar-­‐se.	  	  Al	  igual	  que	  a	  l’anàlisi	  de	  la	  CPU	  ,	  reduïm	  les	  necessitats	  
de	  memòria	  i	  realitzem	  una	  disminució	  de	  30GB	  a	  16GB.	  Els	  frontals	  web	  i	  servidors	  
d’aplicacions	  ens	  permetrà	  la	  configuració	  d’un	  marge	  major	  al	  reduir	  el	  nombre	  de	  
servidors	  frontals.	  	  
	  
El	  nou	  sistema	  es	  dissenyarà	  segons	  els	  paràmetres	  necessaris	  i	  requerirà	  d’un	  total	  de	  
16	  GB	  per	  assolir	  els	  nivells	  mitjans	  de	  rendiment.	  
	  
	  
Requeriments	  de	  disc	  
	  
Per	  analitzar	  els	  requeriments	  de	  disc	  tindrem	  2	  factors	  en	  consideració:	  l’espai	  en	  disc	  
necessari	  per	  les	  dades	  a	  replicar	  i	  la	  utilització	  del	  disc	  dels	  diferents	  servidors.	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La	  Figura	  5.10	  mostra	  l’evolució	  de	  l’espai	  en	  disc	  de	  la	  cabina,	  aquesta	  conté	  els	  
continguts	  multimèdia	  produït	  a	  la	  redacció	  per	  la	  seva	  comercialització,	  i	  la	  resta	  de	  
dades	  utilitzades	  pels	  diferents	  serveis	  i	  aplicacions	  configurats	  a	  la	  xarxa.	  
	  
	  
	  
Figura	  5.10:	  Evolució	  de	  la	  utilització	  de	  l’espai	  a	  la	  cabina	  
	  
D’ella	  podem	  deduïm	  que	  l’espai	  utilitzat	  son	  8,09Tb	  i	  l’increment	  mensual	  es	  troba	  al	  
voltant	  de	  180Gb.	  Per	  realitzar	  l’entorn	  considerarem	  el	  període	  d’un	  any	  que	  implica	  
disposar	  de	  10,25Tb,	  per	  facilitar	  els	  càlculs	  es	  decideix	  fixar	  10Tb	  com	  l’espai	  
necessari	  al	  nou	  entorn.	  
	  
	  
Requeriments	  utilització	  disc	  dur	  base	  de	  dades	  
	  
Per	  realitzar	  posteriorment	  els	  càlculs	  del	  servidor	  de	  base	  de	  dades	  al	  servei	  
d’Amazon,	  realitzarem	  un	  anàlisi	  del	  pics	  màxims	  d’utilització	  del	  disc	  dur	  del	  servidor	  
OracleServer.	  Observant	  la	  gràfica	  de	  la	  Figura	  5.11	  i	  analitzant	  la	  taula	  de	  valors	  
adjuntada	  al	  annex,	  observem	  que	  el	  valor	  màxim	  d’utilització	  del	  disc	  es	  de	  
2723KBps.	  
	  
	  
Figura	  5.11:	  Anàlisi	  utilització	  del	  disc	  als	  servidors	  de	  producció	  
	  
S’adjunta	  a	  l’annex	  del	  projecte,	  les	  taules	  amb	  els	  diferents	  valors	  extrets	  per	  realitzar	  
les	  gràfiques	  de	  requeriments.	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Resum	  requeriments	  de	  hardware	  
	  
Tot	  seguit	  s’adjunta	  la	  Taula	  3,	  on	  s’ha	  resumit	  les	  necessitats	  dels	  nous	  servidors	  a	  la	  
qual	  afegirem	  el	  requeriment	  d’una	  unitat	  amb	  10Tb	  de	  disc	  dur	  per	  emmagatzemar	  
les	  dades.	  Aquesta	  taula	  de	  requeriments,	  serà	  la	  utilitzada	  pel	  disseny	  del	  nou	  entorn	  
de	  recuperació.	  
	  
	  
Taula	  3:	  Requeriments	  dels	  servidors	  del	  DRP	  
	  
	  
Requeriments	  ample	  de	  banda	  
	  
Després	  de	  l’anàlisi	  del	  hardware	  es	  procedeix	  a	  estudiar	  els	  requeriments	  d’ample	  de	  
banda	  per	  poder	  decidir	  el	  tipus	  de	  connexió	  que	  necessita	  el	  nou	  entorn.	  
Per	  realitzar	  aquesta	  aproximació	  utilitzem	  les	  dades	  subministrades	  pel	  sistema	  de	  
monitorització	  durant	  el	  mes	  de	  Novembre	  (mes	  de	  màxima	  activat	  durant	  l’estudi).	  I	  
revisem	  les	  mitjanes	  i	  pics	  màxims	  en	  Mb/s	  de	  la	  pujada	  i	  la	  descarrega	  de	  dades.	  La	  
Figura	  5.12	  ha	  estat	  extreta	  del	  sistema	  que	  monitoritza	  la	  sortida	  a	  internet	  al	  cpd	  
d’Hospitalet.	  	  
	  
	  
Figura	  5.12:	  Gràfiques	  monitorització	  de	  la	  sortida	  a	  internet	  
	  
Amb	  la	  revisió	  de	  les	  gràfiques	  arribem	  a	  la	  següent	  conclusió:	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-­‐ Pujada	  de	  dades:	  Els	  pics	  màxims	  son	  29,98	  Mb/s	  de	  i	  la	  mitjana	  es	  de	  5,31	  
Mb/s	  -­‐ Descarrega	  de	  dades:	  El	  pic	  màxim	  es	  de	  31,07	  Mb/s	  i	  la	  mitjana	  es	  de	  1,97	  
Mb/s	  
	  
	  
Al	  dissenyar	  el	  DRP	  s’ha	  realitzat	  un	  estudi	  de	  la	  mida	  de	  les	  pàgines	  i	  continguts	  que	  
s’envien	  als	  clients.	  Aquestes	  dades	  ens	  ajudaran	  a:	  aconseguir	  una	  estimació	  del	  
consum	  d’ample	  de	  banda	  generat	  per	  la	  web,	  i	  realitzar	  comparatives	  i	  anàlisi	  del	  
rendiment	  durant	  l’activació	  de	  l’entorn	  del	  drp.	  	  
Utilitzant	  l’eina	  Sawmill5	  per	  analitzar	  el	  balancejador	  dels	  frontals	  de	  la	  web	  acn.cat.	  
Servidor	  pel	  qual	  a	  part	  de	  l’entrada	  es	  realitzen	  les	  sortides	  totes	  les	  dades,	  podem	  fer	  
una	  estimació	  per	  extreure	  quin	  ample	  de	  banda	  mensual	  utilitzen	  els	  clients	  del	  
portal.	  La	  Figura	  5.13	  analitza	  els	  diferents	  directoris	  que	  formen	  el	  portal	  web,	  al	  
període	  1	  de	  novembre	  2014	  –	  1	  desembre	  2014.	  	  
	  
	  
	  
Figura	  5.13:	  Enviament	  de	  dades	  del	  portal	  acn.cat	  
Analitzant	  les	  dades	  durant	  aquest	  període	  s’ha	  realitzat	  un	  consum	  total	  de	  1,05TB,	  
que	  implica	  uns	  33,54GB	  diaris.	  Per	  facilitar	  l’estudi,	  aproximem	  que	  el	  DRP	  ha	  d’enviar	  
1TB	  de	  dades	  al	  mes,	  això	  implica	  una	  mitja	  de	  33,5GB	  diaris.	  
Després	  d’aquest	  estudi	  previ	  es	  procedeix	  a	  plantejar	  els	  diferents	  entorns.	  
	  
	  
Estudi	  de	  les	  diferents	  solucions	  
	  
Per	  realitzar	  la	  implementació	  del	  DRP	  s’ha	  decidit	  analitzar	  dues	  opcions	  diferents	  per	  
concloure	  quina	  d’elles	  s’adapta	  millor	  als	  requeriments	  del	  projecte	  i	  a	  les	  necessitats	  
de	  l’empresa.	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  Les	  solucions	  a	  estudiar	  son:	  	  -­‐ Reaprofitament	  de	  la	  infraestructura	  actual	  per	  dissenyar	  un	  entorn	  paral·∙lel	  
amb	  una	  sortida	  a	  internet	  pels	  servidors	  i	  usuaris	  independent	  a	  l’actual.	  
Aquesta	  opció	  permet	  aprofitar	  el	  rendiment	  dels	  sistemes	  allotjats	  al	  cpd	  de	  
Barcelona	  i	  reduir	  costos	  al	  no	  haver	  de	  contractar	  serveis	  de	  proveïdors	  
externs.	  	  -­‐ Disseny	  del	  entorn	  de	  recuperació	  al	  núvol	  utilitzant	  els	  serveis	  d’Amazon	  
(AWS).	  Després	  de	  revisar	  diferents	  companyies	  que	  ofereixen	  les	  seves	  
plataformes	  per	  implementar	  sistemes	  informàtics	  al	  núvol:	  Microsoft	  Azure,	  
Google	  Cloud,	  Rackspace	  Cloud.	  S’ha	  decidit	  estudiar	  els	  costos	  de	  replicar	  la	  
els	  serveis	  a	  Amazon	  per	  la	  seva	  major	  experiència	  dintre	  dels	  sector	  i	  pel	  
volum	  de	  diferents	  eines	  que	  ofereixen	  com	  a	  valor	  afegit.	  	  
	  
5.1.5.Reaprofitament	  de	  la	  infraestructura	  
	  
Aquest	  plantejament	  contempla	  utilitzar	  les	  infraestructures	  actuals,	  aprofitant	  que	  es	  
disposa	  d’una	  segona	  ubicació	  física	  (Barcelona)	  amb	  un	  servidor	  de	  màquines	  virtuals	  
Vmware,	  amb	  poca	  utilització	  dels	  seus	  recursos	  i	  una	  cabina	  de	  discos.	  
Per	  poder	  implementar	  aquesta	  solució,	  cal	  analitzar	  si	  els	  actuals	  sistemes	  poden	  
absorbir	  els	  requeriments	  del	  nou	  entorns.	  I	  les	  modificacions	  que	  caldrà	  realitzar	  per	  
habilitar	  una	  nova	  connexió	  a	  internet	  per	  oferir	  els	  serveis	  al	  clients	  externs	  i	  als	  
usuaris	  de	  la	  xarxa	  de	  la	  seu,	  independent	  de	  l’actual.	  S’utilitzaran	  les	  dades	  
recopilades	  al	  apartat	  5.2	  del	  projecte.	  
	  
a.1	  Requeriments	  de	  hardware	  
	  
Després	  de	  fer	  l’anàlisi	  de	  requeriments	  es	  necessita	  confirmar	  si	  el	  hardware	  
disponible	  pot	  assumir	  la	  necessitat	  de	  recursos	  dels	  deu	  nous	  servidors.	  Si	  la	  cabina	  
pot	  emmagatzemar	  les	  dades	  a	  traspassar	  del	  cpd	  d’Hospitalet	  i	  el	  seu	  rendiment	  en	  
lectura	  i	  escriptura	  serà	  suficient	  per	  no	  minvar	  el	  rendiment	  a	  l’accés	  dels	  equips	  a	  les	  
dades.	  
	  
El	  servidor	  virtual	  i	  cabina	  disponibles	  per	  la	  replicació	  al	  cpd	  de	  Barcelona,	  tenen	  les	  
següents	  característiques:	  
	  
Servidor	  Virtual:	  
	  
	  
Taula	  4:	  Detall	  del	  servidor	  ESX	  del	  cpd	  de	  Barcelona	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El	  servidor	  ESX	  disposa	  dels	  suficients	  recursos	  per	  afegir	  tots	  els	  servidors	  necessaris	  
pel	  DRP.	  Segons	  les	  dades	  disposem	  de:	  
	   -­‐ Un	  total	  de	  65	  Gb	  de	  RAM,	  dels	  quals	  resten	  disponibles	  30	  Gb,	  segons	  l’apartat	  
5.2.3.	  els	  requeriments	  son	  16Gb	  -­‐ 32	  CPU	  S,	  de	  les	  quals	  resten	  disponibles	  23,	  segons	  l’apartat	  5.2.2.	  els	  
requeriments	  son	  17	  CPU	  S	  -­‐ 2	  ports	  ethernet	  a	  1000	  Mbps	  on	  podrem	  configurar	  les	  dos	  xarxes	  que	  
necessita	  l’entorn,	  una	  pel	  servidor	  de	  base	  de	  dades	  i	  una	  per	  la	  resta	  de	  
servidors	  -­‐ 700	  Gb	  de	  disc	  dur	  per	  desar	  les	  màquines	  virtuals,	  segons	  l’apartat	  5.2.3	  calen	  	  
522,25Gb	  
	  
Es	  confirma	  que	  els	  requeriments	  de	  hardware	  al	  ESX	  compleixen	  els	  requisits	  i	  que	  es	  
podran	  instal·∙lar	  els	  servidors	  que	  formen	  el	  DRP	  i	  donar	  connexió	  a	  les	  diferents	  
xarxes.	  
	  
Cabina	  discos:	  
	  
	  
Taula	  5:	  Detall	  de	  la	  cabina	  de	  discos	  del	  cpd	  de	  Barcelona	  
	  
Després	  de	  confirmar,	  revisant	  les	  característiques	  de	  la	  cabina,	  la	  suficient	  capacitat	  
per	  allotjar	  les	  dades,	  estudiarem	  el	  rendiment	  de	  l’escriptura	  i	  lectura,	  i	  la	  
compararem	  amb	  la	  cabina	  de	  producció.	  
Mitjançant	  la	  comanda	  “dd”	  realitzarem	  copies	  de	  fitxers	  d’un	  megabit	  per	  saber	  la	  
velocitat	  de	  lectura	  i	  escriptura	  de	  totes	  dues	  cabines.	  	  
	  
	  
Escriptura	  cabina	  EMC	  (mitjana	  MB/s)	  
	  
ACNTranscoder:/data	  #	  dd	  if=/dev/zero	  of=/data/test/write1	  bs=1M	  count=1024	  oflag=direct	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  10.2775	  s,	  104	  MB/s	  
	  
ACNTranscoder:/data	  #	  dd	  if=/dev/zero	  of=/data/test/write2	  bs=1M	  count=1024	  oflag=direct	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	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1073741824	  bytes	  (1,1	  GB)	  copied,	  11.1842	  s,	  96,0	  MB/s	  
	  
ACNTranscoder:/data	  #	  dd	  if=/dev/zero	  of=/data/test/write3	  bs=1M	  count=1024	  oflag=direct	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  11.3822	  s,	  94,3	  MB/s	  
	  
	  
Escriptura	  cabina	  Iomega	  (mitjana	  MB/s)	  
	  
	  
	  
ACNdevel:/mnt	  #	  dd	  if=/dev/zero	  of=/mnt/iomega/testdisc/write1	  bs=1M	  count=1024	  oflag=direct	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  12.2328s,	  87,8	  MB/s	  
	  
ACNdevel:/mnt	  #	  dd	  if=/dev/zero	  of=/mnt/iomega/testdisc/write2	  bs=1M	  count=1024	  oflag=direct	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  11.926	  s,	  90,0	  MB/s	  
	  
	  
ACNdevel:/mnt	  #	  dd	  if=/dev/zero	  of=/mnt/iomega/testdisc/write3	  bs=1M	  count=1024	  oflag=direct	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  11.6511	  s,	  92,2	  MB/s	  
	  
	  
Lectura	  cabina	  EMC	  (mitjana	  MB/s)	  
	  
ACNTranscoder:/data	  #	  dd	  if=/data/test/write1	  of=/dev/zero	  	  bs=1M	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  10.4367	  s,	  102,3	  MB/s	  
	  
ACNTranscoder:/data	  #	  dd	  if=/data/test/write2	  of=/dev/zero	  bs=1M	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  11.3691	  s,	  94,5	  MB/s	  
	  
ACNTranscoder:/data	  #	  dd	  if=/data/test/write3	  of=/dev/zero	  bs=1M	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  10.9114	  s,	  101,1	  MB/s	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Lectura	  cabina	  Iomega	  (mitjana	  MB/s)	  
	  
	  
	  
ACNdevel:/mnt	  #	  dd	  if=/mnt/iomega/testdisc/read1	  of=/dev/zero	  bs=1M	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  11.7801s,	  92,2	  MB/s	  
	  
ACNdevel:/mnt	  #	  dd	  if=/mnt/iomega/testdisc/read2	  of=/dev/zero	  bs=1M	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  11.2240	  s,	  94,7	  MB/s	  
	  
	  
ACNdevel:/mnt	  #	  dd	  if=/mnt/iomega/testdisc/read3	  of=/dev/zero	  bs=1M	  
	  
1024+0	  records	  in	  
	  
1024+0	  records	  out	  
	  
1073741824	  bytes	  (1,1	  GB)	  copied,	  11.1788	  s,	  95,9	  MB/s	  
	  
Les	  mitjanes	  que	  podem	  extreure	  de	  les	  anteriors	  comandes	  ens	  proporcionen	  la	  
següent	  informació:	  -­‐ Velocitat	  escriptura	  cabina	  EMC:	  	  98,1MB/s	  -­‐ Velocitat	  escriptura	  cabina	  Iomega:	  	  90MB/s	  -­‐ Velocitat	  lectura	  cabina	  EMC:	  	  99,3MB/s	  -­‐ Velocitat	  escriptura	  cabina	  Iomega:	  	  94,2	  MB/s	  
	  
El	  rendiment	  de	  les	  dues	  cabines	  son	  molts	  semblants	  entre	  elles,	  es	  detecta	  que	  la	  
cabina	  de	  producció	  té	  una	  velocitat	  de	  lectura	  i	  escriptura	  lleugerament	  superior,	  
però	  amb	  les	  dades	  aconseguides	  confirmem	  que	  la	  cabina	  que	  emmagatzemarà	  les	  
dades	  al	  drp	  compleix	  els	  requisits	  per	  donar	  el	  rendiment	  necessari	  a	  l’entorn.	  
	  
	  
a2.	  Requeriments	  de	  la	  connexió	  a	  internet	  
	  
L’anàlisi	  de	  la	  xarxa	  realitzat	  al	  punt	  5.2.3	  arribava	  a	  la	  conclusió	  de	  que	  els	  amples	  de	  
banda	  que	  s’estan	  consumint	  actualment	  per	  la	  sortida	  a	  internet	  es:	  -­‐ Pujada:	  5,31Mb/s	  amb	  pics	  de	  29,98Mb/s	  -­‐ Baixada:	  1,97Mb/s	  amb	  pics	  de	  31,07Mb/s	  
	  
Per	  les	  característiques	  geogràfiques	  de	  la	  seu	  de	  Barcelona,	  la	  línia	  de	  major	  qualitat	  
que	  es	  pot	  instal·∙lar,	  es	  la	  fibra	  òptica	  de	  la	  companyia	  Movistar.	  El	  proveïdor	  ens	  
garanteix	  una	  línia	  de:	  -­‐ Pujada:	  10Mb/s	  -­‐ Baixada:	  100Mb/s	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Aquests	  valors	  ens	  asseguren	  poder	  donar	  un	  servei	  sense	  degradació	  si	  utilitzem	  com	  
valor	  de	  referència	  els	  5,31Mb/s,	  però	  analitzarem	  amb	  més	  detall	  el	  consum	  d’ample	  
de	  banda	  diari	  per	  acotar	  les	  franges	  de	  temps	  a	  les	  quals	  la	  línia	  es	  pot	  fer	  disminuir	  el	  
rendiment	  i	  ocasionar	  una	  disminució	  de	  la	  velocitat:	  
	  
	  
Figura	  5.14:	  Anàlisi	  diari	  del	  consum	  de	  dades	  
	  
La	  Figura	  5.14	  mostra	  franges	  entre	  les	  9:00h-­‐10:00h	  del	  matí	  on	  es	  realitza	  un	  consum	  
intens	  de	  la	  pujada	  de	  dades,	  mantenint-­‐se	  durant	  la	  resta	  del	  dia	  a	  valors	  menors	  de	  
10Mb/s	  a	  excepció	  de	  petits	  pics	  puntuals.	  Si	  finalment	  es	  determina	  utilitzar	  aquest	  
entorn	  caldrà	  assumir	  que	  durant	  aquesta	  hora	  hi	  haurà	  degradació	  del	  servei.	  
	  
La	  descarrega	  no	  s’hauria	  de	  veure	  afectada,	  perquè	  la	  línia	  disposa	  de	  suficient	  ample	  
de	  banda	  de	  baixada	  per	  satisfer	  la	  demanda	  actual.	  	  
	  
	  
a.4	  Valoració	  econòmica	  
	  
Donat	  que	  les	  infraestructures	  ja	  estan	  disponible,	  no	  caldria	  realitzar	  despesa	  en	  
compra	  de	  hardware	  o	  software	  per	  realitzar	  el	  drp.	  	  
L’entorn	  necessita	  la	  contractació	  d’una	  nova	  línia	  de	  dades.	  Per	  aquest	  motiu	  es	  
realitza	  consulta	  al	  portal	  de	  Movistar	  per	  saber	  la	  quota	  d’alta	  i	  les	  successives	  
despeses	  mensuals	  per	  realitzar	  els	  nostres	  càlculs.	  La	  figura	  s’ha	  extret	  de	  la	  secció	  de	  
contractacions	  de	  línies	  de	  dades.	  I	  mostra	  les	  diferents	  opcions	  que	  facilita	  el	  
proveïdor	  on	  s’inclouen	  diferents	  serveis.	  Pel	  projecte	  es	  necessitaria	  contractar	  el	  
paquet	  “Movistar	  Fibra	  Optica”	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Figura	  5.15:	  Servei	  de	  fibra	  òptica	  oferta	  pel	  proveïdor	  
	  
Segons	  la	  Figura	  5.15,	  les	  despeses	  associades	  a	  l’alta	  del	  servei	  i	  la	  quota	  mensual	  a	  
abonar	  son	  les	  resumir-­‐les	  a	  la	  Taula	  6:	  
	  
	  
Taula	  6:	  Despesa	  anual	  entorn	  DRP	  al	  cpd	  de	  Barcelona	  
	  
El	  manteniment	  del	  DRP	  al	  cpd	  de	  Barcelona	  implica	  una	  despesa	  de	  434,16€	  anuals,	  
xifra	  que	  augmenta	  a	  591,16€	  el	  primer	  any	  degut	  al	  alta	  del	  servei.	  
	  
Per	  completar	  la	  valoració	  econòmica,	  realitzarem	  un	  estudi	  de	  l’amortització	  dels	  
principals	  elements	  que	  formen	  la	  xarxa	  dels	  cpd	  de	  Maternitat:	  servidor	  ESX	  i	  la	  
cabina	  (s’obviaran	  els	  elements	  de	  xarxa).	  Aquest	  estudi	  ens	  ajudarà	  a	  justificar	  la	  
reutilització	  dels	  sistemes	  actuals	  i	  reaprofitar	  el	  marge	  d’amortització	  romanent	  en	  
comparació	  amb	  una	  nova	  inversió	  a	  un	  sistema	  al	  núvol.	  	  
	  
L’amortització	  utilitzada	  actualment	  al	  departament	  de	  tecnologia	  es	  de	  tipus	  lineal.	  
Produint	  una	  amortització	  constant	  en	  els	  actius	  i	  fixant	  la	  seva	  vida	  útil	  d’amortització	  
en	  5	  anys.	  Amb	  aquestes	  dades	  poden	  extreure,	  tal	  i	  com	  mostren	  els	  càlculs	  inferiors,	  
que	  la	  quantitat	  restant	  per	  amortitzar	  del	  hardware	  actual	  es	  de	  9.120€.	  Aquesta	  
dada	  es	  tindrà	  en	  compte	  quan	  es	  decideixi	  la	  opció	  a	  implementar.	  
	  
	  
Vida	  útil	  amortització	  =	  5	  anys	  
Tipus	  amortització:	  Lineal	  
Any	  compra:	  2013	  
Import	  compra	  servidor	  ESX:	  6.200€	  
Import	  compra	  cabina:	  9.000€	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Import	  total:	  15.200€	  
	  
Percentatge	  d’amortització	  anual	  100/5=20	  -­‐>	  20%	  
Amortitzat	  anual:	  3.040€	  
Amortitzat	  a	  1	  gener	  2015	  (2	  anys)	  =	  2	  x	  3.040€	  =	  6.080€	  
	  
Falta	  per	  amortitzar=	  9.120€	  
	  
	  
	  
a.3	  Limitacions	  i	  conclusions	  
	  
Amb	  la	  disponibilitat	  actual	  podem	  concloure	  amb	  el	  següent:	  
	  
Els	  sistemes	  es	  poden	  replicar	  al	  servidor	  virtual	  actual	  del	  cpd	  de	  la	  seu	  i	  la	  cabina	  
disposa	  de	  l’espai	  suficient	  per	  emmagatzemar	  els	  fitxers	  de	  continguts.	  	  
	  
El	  principal	  inconvenient	  es	  la	  capacitat	  de	  pujada	  de	  la	  línia	  d’internet	  a	  instal·∙lar	  al	  
cpd	  de	  Barcelona,	  aquesta	  línia	  implicarà	  reducció	  de	  la	  velocitat	  de	  pujada	  a	  la	  franja	  
diària	  compresa	  entre	  les	  09:00h	  i	  les	  10:00h.	  Aquesta	  franja	  no	  es	  troba	  dintre	  del	  
marge	  d’hores,	  on	  segons	  l’abast	  del	  projecte,	  el	  sistema	  ha	  de	  treballar	  en	  un	  estat	  
mínim	  de	  degradació.	  
	  
El	  hardware	  que	  s’utilitzaria	  encara	  no	  s’ha	  amortitzat,	  utilitzar-­‐lo	  per	  realitzar	  el	  nou	  
entorn	  significa	  treure	  partit	  d’uns	  actius	  que	  encara	  es	  troben	  dintre	  del	  marge	  de	  
vida	  útil	  i	  eviten	  a	  negoci	  una	  nova	  despesa	  econòmica	  en	  inversió.	  
	  
Després	  d’aquest	  anàlisi	  arribem	  a	  la	  conclusió	  de	  que	  el	  DRP	  es	  pot	  implementar	  
utilitzant	  les	  infraestructures	  actuals.	  Mantenint	  una	  despesa	  controlada,	  al	  només	  
haver	  de	  contractar	  una	  línia	  de	  fibra	  i	  reaprofitant	  els	  recursos	  dels	  que	  al	  moment	  
actual	  es	  disposen.	  
	  
	  
5.1.6.Migració	  dels	  sistemes	  al	  núvol	  
	  
Amazon	  Web	  Services	  (AWS)	  es	  un	  servei	  de	  computació	  al	  núvol,	  ofert	  per	  l’empresa	  
Amazon	  on	  es	  proporciona	  al	  client	  una	  infraestructura	  virtual.	  
El	  servei	  va	  començar	  el	  seu	  desplegament	  a	  l’any	  2006	  i	  a	  l’actualitat	  ofereix	  al	  client	  
tot	  un	  conjunt	  d’aplicacions	  i	  eines	  de	  cloud	  computing	  per	  empreses,	  utilitzant	  la	  seva	  
infraestructura	  interna.	  Aquest	  serveis	  es	  proporcionen	  mitjançant	  una	  tarificació	  
basada	  en	  el	  número	  de	  funcionalitats,	  el	  temps	  d’utilització,	  l’ús	  de	  l’ample	  de	  banda,	  
l’espai	  en	  disc,	  etc.	  Oferint	  així	  solucions	  permanents	  o	  temporals	  a	  les	  empreses.	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Figura	  5.16:	  Imatge	  representativa	  d’Amazon	  Web	  Services	  
AWS	  permet	  als	  clients	  obtenir	  diferents	  serveis	  i	  plataformes	  al	  núvol	  evitant	  una	  
important	  inversió	  en	  infraestructura	  IT.	  Aquestes	  son	  ampliables	  i	  escalables,	  això	  
permet	  adaptar	  els	  sistemes	  a	  les	  necessitats	  empresarials,	  adaptant	  els	  sistemes	  a	  
possibles	  pics	  de	  càrrega	  puntuals	  i	  creixements	  de	  l’entorn	  TIC.	  	  
	  
Al	  ser	  una	  de	  les	  	  primeres	  empreses	  en	  oferir	  aquests	  serveis,	  disposa	  d’una	  amplia	  
experiència	  en	  el	  sector	  i	  consolidat	  tota	  un	  catàleg	  de	  serveis	  que	  inclou,	  a	  part	  del	  
cloud	  computing,	  solucions	  per	  telefonia	  mòbil,	  serveis	  d’entrega	  de	  contingut,	  
sistemes	  de	  bases	  de	  dades	  propis	  i	  streaming	  entre	  altres.	  I	  disposa	  de	  les	  
denominades	  AMI,	  màquines	  virtuals	  preparades	  pel	  seu	  desplegament	  immediat	  i	  
totalment	  optimitzades	  pel	  núvol	  de	  AWS.	  Aquestes	  s’ofereixen	  sota	  les	  principals	  
plataformes	  del	  mercat,	  lliures	  i	  propietàries,	  després	  d’haver	  arribat	  a	  acords	  amb	  les	  
principals	  plataformes	  del	  mercat:	  Microsoft,	  Red	  Hat,	  Oracle,	  Suse,	  etc.	  Les	  AMIs	  
ajuden	  al	  client	  a	  treure	  profit	  del	  lloguer	  de	  la	  plataforma,	  el	  software	  i	  la	  
infraestructura	  i	  faciliten	  el	  ràpid	  desplegament	  de	  les	  noves	  infraestructures.	  	  
	  
La	  gran	  estructura	  que	  forma	  un	  gegant	  empresarial	  com	  Amazon,	  permet	  que	  
s’ofereixin	  acords	  d’	  SLA	  amb	  uns	  valors	  de	  nivell	  de	  compromís	  de	  disponibilitat	  del	  
99,95%.	  Arribant	  a	  abonar	  al	  client	  entre	  10%	  i	  el	  25%	  del	  cost	  mensual	  després	  de	  no	  
complir	  amb	  aquest	  acord.	  Això	  incrementa	  el	  nivell	  de	  confiança	  a	  les	  empreses	  per	  
invertir	  a	  aquesta	  infraestructura.	  	  
	  
Ofereixen	  al	  client	  nou	  regions	  mundials	  diferents	  distribuïdes	  per	  Europa,	  Àsia,	  Nord	  
Amèrica	  i	  Sud	  Amèrica,	  per	  implementar	  els	  seus	  sistemes.	  Això	  permet	  la	  flexibilitat	  
de	  focalitzar	  els	  sistemes	  a	  localitzacions	  properes	  als	  clients	  a	  qui	  van	  dirigits	  els	  
serveis	  i	  escollir	  la	  zona	  on	  donar	  servei	  que	  permetin	  assolir	  els	  requeriments	  legals	  
associats.	  
	  
Analitzant	  el	  creixement	  de	  la	  infraestructura	  de	  serveis	  al	  núvol	  (Figura	  5.17),	  
observem	  com	  Amazon	  es	  posiciona	  al	  davant	  de	  la	  resta	  dels	  competidors	  del	  seu	  
sector(dades	  del	  primer	  quadrimestre	  de	  2014),	  amb	  una	  quota	  superior	  al	  25%,	  
seguida	  del	  servei	  ofert	  per	  Microsoft	  amb	  la	  seva	  solució	  Azure.	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Figura	  5.17:	  Comparativa	  de	  la	  quota	  de	  mercat	  dels	  principals	  proveïdors	  
	  
	  
A	  la	  Figura	  5.18	  es	  mostra	  una	  captura	  de	  pantalla	  del	  panell	  de	  control	  de	  AWS	  on	  es	  
poden	  observar	  tots	  els	  serveis	  que	  ofereix	  el	  proveïdor	  classificats	  segons	  la	  seva	  
categoria.	  A	  continuació	  es	  resumeixen	  els	  més	  importants	  pel	  desenvolupament	  del	  
projecte	  
	  
	  
Figura	  5.18:	  Captura	  del	  panell	  de	  serveis	  d’AWS	  
	  
	  
• Compute	  EC2:	  Servei	  web	  que	  proporciona	  servidors	  virtuals	  amb	  mida	  
modificable	  al	  núvol.	  Dissenyat	  per	  facilitar	  als	  departaments	  tic	  la	  informàtica	  
escalable	  basada	  en	  entorns	  web.	  
	  
• Amazon	  RDS:	  Amb	  l’eina	  Relational	  Database	  Service	  (RDS),	  es	  proporciona	  una	  
eina	  per	  configurar,	  escalar	  i	  gestionar	  les	  bases	  de	  dades	  al	  núvol.	  Amazon	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proporciona	  instàncies	  amb	  les	  principals	  plataformes:	  MySQL,	  Oracle,	  SQL	  
Server	  i	  PostgreSQL,	  oferint	  el	  seu	  sistema	  propietari	  Aurora,	  que	  asseguren	  
ofereix	  un	  rendiment	  cinc	  vegades	  superior	  a	  MySQL.	  	  
	  
• Amazon	  S3:	  Servei	  d’emmagatzematge	  d’objectes	  altament	  escalable	  i	  segur.	  
Aquest	  pot	  ser	  utilitzat	  de	  forma	  independent	  o	  juntament	  amb	  altres	  serveis	  
de	  AWS	  com	  per	  exemple	  EC2.	  El	  client	  pot	  donar	  el	  rol	  que	  més	  s’adapti	  a	  les	  
seves	  necessitats:	  distribució	  de	  continguts,	  copies	  de	  seguretat,	  aplicacions	  al	  
núvol,	  etc.	  
	  
• Amazon	  Elastic	  Load	  Balancing:	  Sistema	  de	  distribució	  automàtic	  del	  tràfic	  de	  
dades	  entrant	  a	  les	  instàncies	  allotjades	  a	  EC2,	  oferint	  equilibri	  a	  la	  carrega	  de	  
les	  aplicacions.	  
	  
• Route	  53:	  Servei	  web	  DNS	  que	  ofereix	  a	  les	  empreses	  una	  forma	  rentable	  i	  
fiable	  de	  direccionar	  les	  peticions	  dels	  usuaris	  a	  les	  aplicacions	  a	  internet,	  
traduint	  a	  nombres	  i	  direccions	  IP.	  
	  
Tal	  i	  com	  es	  comentava	  a	  la	  introducció	  del	  apartat,	  Amazon	  tarifica	  els	  seus	  serveis	  
segons	  la	  seva	  utilització	  i	  configuració.	  La	  Figura	  5.19	  mostra	  un	  quadre	  extret	  del	  
portal	  web	  del	  servei	  EC2	  on	  podem	  observar	  la	  variació	  de	  preus	  segons	  el	  tipus	  de	  
servidor	  i	  les	  seves	  característiques.	  Segons	  l’entorn	  que	  es	  necessiti	  dissenyar,	  
s’aplicaran	  un	  cost	  mensual.	  Per	  realitzar	  la	  simulació	  del	  cost	  d’implementació	  del	  
DRP,	  s’utilitzaran	  les	  dades	  extretes	  al	  apartat	  5.1.1	  on	  s’ha	  desenvolupat	  un	  estudi	  
dels	  requeriments	  de	  la	  infraestructura.	  
	  
	  
Figura	  5.19:	  Característiques	  i	  preus	  de	  les	  instàncies	  EC2	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5.1.7.Estudi	  costos	  infraestructura	  AWS	  
	  
Amazon	  ens	  proposa	  seguir	  l’esquema	  de	  la	  figura	  5.20,	  on	  es	  poden	  diferenciar	  els	  
diferents	  serveis	  abans	  descrits	  i	  que	  s’integren	  de	  forma	  conjunta	  per	  donar-­‐nos	  la	  
solució	  més	  optima	  per	  un	  hosting	  d’aplicacions	  web.	  Aquest	  escenari	  es	  molt	  proper	  
al	  necessari	  pel	  drp,	  només	  caldria	  afegir	  el	  servei	  de	  ERP.	  I	  s’utilitzarà	  aquest	  esquema	  
per	  realitzar	  el	  disseny	  del	  entorn	  a	  AWS	  i	  els	  càlculs	  dels	  serveis	  a	  contractar	  i	  el	  seu	  
import	  mensual.	  Les	  arquitectures	  a	  utilitzar	  son:	  
	   -­‐ Amazon	  EC2	  -­‐ Elastic	  Load	  Balancing	  -­‐ Amazon	  Route	  53	  -­‐ Amazon	  S3	  
	  
	  
	  
	  
Figura	  5.20:	  Proposta	  d’Amazon	  per	  la	  implementació	  d’un	  portal	  web	  
	  
	  
Per	  realitzar	  el	  càlcul	  de	  l’estructura	  necessària	  a	  Amazon	  web	  services,	  s’ha	  utilitzat	  la	  
pròpia	  calculadora	  de	  preus	  que	  proporciona	  al	  seu	  portal	  web	  a	  la	  direcció:	  
http://calculator.s3.amazonaws.com/index.html	  on	  podrem	  extreure	  el	  cost	  mensual	  
utilitzant	  un	  configurador	  d’entorns,	  que	  permet	  seleccionar	  el	  tipus	  d’instància	  i	  
temps	  d’utilització	  de	  la	  mateixa.	  Al	  càlcul	  de	  costos	  del	  DRP	  inclourem:	  
	   -­‐ Els	  servidors	  virtuals	  necessaris	  -­‐ L’espai	  en	  disc	  per	  les	  dades	  audiovisuals	  -­‐ El	  balancejador	  de	  carrega	  dels	  portals	  -­‐ La	  base	  de	  dades	  -­‐ Transferència	  de	  dades	  de	  l’entorn	  -­‐ El	  servei	  de	  dns	  pel	  domini	  acn.cat	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I	  l’esquema	  respon	  a	  la	  següent	  figura:	  
	  
	  
Figura	  5.21:	  Esquema	  de	  serveis	  a	  configurar	  al	  núvol	  
	  
	  
Configuració	  dels	  servidors	  (EC2	  Instances):	  
	  
Utilitzant	  les	  dades	  extretes	  al	  apartat,	  5.2.3	  Anàlisi	  del	  rendiment	  del	  entorn	  a	  
replicar,	  s’ha	  decidit	  unificar	  els	  servidors	  dels	  serveis	  FTP	  i	  DNS,	  per	  la	  mínima	  
utilització	  de	  recursos	  que	  aquests	  necessiten.	  Segons	  l’abast	  del	  projecte,	  el	  número	  
de	  frontals	  web	  es	  fixaran	  a	  dos	  servidors.	  
	  
Realitzem	  una	  consulta	  de	  la	  Figura	  5.22,	  facilitada	  per	  Amazon,	  on	  es	  detallen	  les	  
característiques	  dels	  diferents	  tipus	  de	  servidor	  per	  seleccionar	  el	  més	  adequat	  segons	  
el	  nostre	  entorn	  analitzat.	  Aquesta	  taula	  mostra	  les	  CPU	  s,	  ram,	  disc	  dur	  (i	  el	  seu	  
rendiment)	  i	  el	  cost	  de	  demanda	  i	  reserva.	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Figura	  5.22:	  Taula	  amb	  totes	  les	  instàncies	  EC2	  disponibles	  
	  
Tindrem	  en	  compte	  la	  necessitat,	  segons	  el	  tipus	  d’instància	  seleccionada,	  d’adquirir	  
disc	  dur	  pels	  servidors.	  Segons	  el	  punt	  5.2.3,	  els	  valors	  en	  IOPS	  dels	  discs	  utilitzats	  pels	  
servidors	  es	  troben	  per	  sota	  de	  100	  a	  excepció	  del	  ERP	  que	  necessitarà	  un	  valor	  de	  
200IOPS.	  	  
	  
I	  el	  resultat	  al	  realitzar	  la	  conversió	  a	  màquines	  amazon	  es	  el	  següent:	  
	   -­‐ 1	  servidor	  t2.micro	  pels	  serveis	  d’ftp	  i	  dns	  -­‐ 1	  servidor	  t2.small	  pel	  servei	  d’ERP	  -­‐ 1	  servidor	  c3.xlarge	  pel	  servei	  de	  transcodificació	  -­‐ 2	  servidors	  c4.large	  pel	  servei	  de	  frontals	  web	  -­‐ 1	  servidor	  t2.medium	  pel	  servei	  d’aplicacions	  web	  del	  servidor	  web05v	  -­‐ 1	  servidor	  t2.small	  pel	  servei	  d’aplicacions	  web	  del	  servidor	  web06v	  -­‐ 4	  disc	  durs	  magnètics	  de	  80gb	  a	  100IOPS	  (els	  servidors	  c4.large	  l’inclouen)	  -­‐ 1	  disc	  dur	  magnètic	  de	  80gb	  a	  200IOPS	  destinat	  al	  ERP	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Figura	  5.23:	  Càlcul	  de	  costos	  entorn	  DRP	  actiu	  a	  la	  infraestructura	  d’Amazon	  
A	  la	  Figura	  5.23	  es	  mostra	  el	  conjunt	  de	  servidors	  que	  formaran	  l’entorn	  i	  el	  seu	  cost	  
mensual.	  Aquest	  ascendeix	  a	  un	  total	  de	  588,55€/mes.	  Aquesta	  simulació	  s’ha	  realitzat	  
suposant	  que	  els	  sistemes	  estaran	  constantment	  funcionant.	  
	  
Tenint	  en	  compte	  que	  l’entorn	  te	  la	  finalitat	  de	  ser	  una	  infraestructura	  temporal	  per	  
ser	  utilitzada	  puntualment	  davant	  una	  incidència	  greu	  als	  sistemes	  de	  producció,	  
variarem	  el	  configurador	  per	  simular	  que	  la	  infraestructura	  només	  serà	  utilitzada	  3	  dies	  
al	  mes.	  D’aquesta	  manera	  simularem	  la	  utilització	  com	  entorn	  de	  DRP.	  
	  
	  
Figura	  5.24:	  Càlcul	  de	  costos	  entorn	  DRP	  segons	  demanda	  a	  la	  infraestructura	  d’Amazon	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Observem	  (Figura	  5.24)	  una	  reducció	  del	  cost	  mensual	  respecte	  el	  cas	  anterior,	  
establint	  el	  cost	  del	  servei	  EC2	  en	  182,65$/mes.	  Al	  partir	  de	  la	  base	  de	  que	  l’entorn	  
s’activaria	  només	  en	  cas	  d’emergència	  i	  seria	  de	  manera	  temporal,	  utilitzarem	  aquesta	  
dada	  per	  fer	  el	  càlcul	  final	  del	  cost	  mensual.	  
	  
	  
	  
Configuració	  del	  servei	  de	  base	  de	  dades	  (RDS):	  
	  
Amazon	  utilitza	  la	  mesura	  IOPS	  per	  determinar	  el	  rendiment	  de	  lectura/escriptura	  
realitzada	  per	  les	  seves	  bases	  de	  dades.	  Per	  poder	  calcular	  aquest	  valor	  al	  nostre	  
entorn	  s’ha	  realitzat	  la	  taula	  4	  del	  Annex	  on	  es	  realitza	  un	  recull	  dels	  diferents	  valors	  
de	  throughput	  del	  disc	  utilitzat	  al	  oracle	  i	  on	  el	  màxim	  es	  2723KBps.	  
	  
Realitzem	  la	  conversió	  a	  IOPS	  ajustant	  el	  throughput	  a	  2,8MBps	  i	  utilitzant	  la	  següent	  
equació:	  
	  
IOPS	  =	  (MBps	  Throughput	  /	  KB	  per	  IO)	  *	  1024	  
	  
IOPS	  =	  (2,8MBps/4KB)	  *	  1024	  =	  730	  IOPS	  
	  
Amb	  aquestes	  dades	  s’utilitza	  el	  configurador	  per	  simular	  el	  servidor	  de	  base	  de	  dades	  
oracle	  amb	  la	  seva	  llicència	  Enterprise	  (Figura	  5.25)	  i	  que	  tal	  i	  com	  es	  podrà	  veure	  al	  
resum	  final	  de	  la	  taula	  7,	  	  té	  un	  cost	  de	  1041,61€/mes.	  
	  
	  
Figura	  5.25:	  Configuració	  servidor	  Oracle	  a	  Amazon	  
	  
A	  diferència	  dels	  servidors	  configurats	  al	  EC2	  configurades,	  s’ha	  decidit	  realitzar	  el	  
càlcul	  sobre	  una	  base	  de	  dades	  utilitzada	  contínuament	  al	  tractar-­‐se	  del	  core	  de	  les	  
aplicacions	  i	  frontal	  web	  i	  la	  necessitat	  de	  tenir-­‐la	  actualitzada	  constantment	  davant	  la	  
necessitat	  d’activar	  urgentment	  l’entorn.	  
	  
	  
Configuració	  del	  servei	  de	  disc	  (S3):	  
	  
Segons	  els	  càlculs	  inicials	  l’espai	  necessari	  es	  d’aproximadament	  10TB.	  S’ha	  realitzat	  
una	  estimació	  d’un	  milió	  de	  peticions	  i	  d’1TB	  de	  pujada	  i	  descarrega	  de	  dades.	  Aquests	  
valors	  no	  penalitzen	  al	  preu	  final,	  l’storage	  es	  el	  valor	  que	  marca	  el	  preu	  mensual	  del	  
servei.	  Resumim	  a	  la	  Figura	  5.26,	  la	  configuració	  del	  disc,	  que	  tindria	  un	  preu	  de	  
308$/mes.	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Figura	  5.26:	  Configuració	  storage	  del	  DRP	  amb	  els	  servei	  S3	  
	  
Servei	  Balancejador	  (Elastic	  Load	  Balancing)	  
	  
El	  servei	  que	  ofereix	  Amazon	  per	  balancejar	  les	  carregues	  de	  tràfic	  als	  portals	  es	  
tarifica	  per	  hores	  d’utilització	  i	  GB	  de	  dades	  processades.	  
Per	  poder	  realitzar	  un	  càlcul	  de	  les	  dades	  utilitzarem	  les	  dades	  del	  apartat	  de	  consum	  
de	  xarxa	  que	  s’ha	  extret	  al	  apartat	  d’anàlisi	  de	  l’entorn.	  Aquest	  reflectia	  que	  el	  màxim	  
de	  dades	  de	  pujada	  era	  de	  5,31Mb/s.	  Utilitzant	  les	  tarifes	  que	  mostra	  la	  Figura	  5.27i	  
que	  detallen	  un	  preu	  de	  0,008	  dollars	  per	  GB	  realitzem	  un	  càlcul	  del	  import:	  
	  
Megabits	  segon	  a	  GigaBytes	  segon	  -­‐>	  	  0,000531Gbps	  /	  8	  =	  0,000663GBps	  
GigaBytes	  mensuals	  processats	  -­‐>	  	  (0,000663GBps	  *	  86400s)	  *	  12	  =	  	  687	  GB/mes	  
	  
	  
	  
Figura	  5.27:	  Captura	  de	  la	  informació	  i	  preus	  del	  servei	  de	  balanceig	  
	  
L’import	  associat	  al	  balancejador	  es	  el	  següent:	  
	   -­‐ Cost	  per	  hora:	  0,028$	  *	  744hores	  al	  mes	  =	  20,83$	  -­‐ Cost	  dades:	  0,008$	  *	  687GB/mes	  =	  5,49$	  
	  
Arribant	  a	  la	  conclusió	  de	  que	  el	  cost	  final	  mensual	  del	  balancejador	  es	  de	  26,32$/mes.	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Servei	  DNS	  (Amazon	  Route	  53)	  
	  
El	  servei	  de	  DNS	  d’Amazon	  es	  factura	  segons	  el	  nombre	  de	  peticions	  mensuals	  
rebudes.	  Pel	  nostre	  escenari	  només	  necessitem	  gestionar	  el	  domini	  acn.cat	  i	  els	  valors	  
que	  introduirem	  al	  configurador	  per	  fer	  el	  càlcul	  seran	  els	  mínims	  permesos	  (Figura	  
5.28),	  que	  s’inicien	  a	  partir	  del	  milió	  de	  peticions,	  nombre	  molt	  superior	  al	  que	  
realment	  té	  el	  domini.	  Aquest	  càlcul	  inclou	  els	  subdominis,	  ja	  que	  aquest	  son	  gratuïts.	  
	  
	  
	  
Figura	  5.28:	  Configuració	  del	  servei	  de	  DNS	  Route	  53	  
L’import	  mensual	  del	  servei	  de	  dns	  implica	  un	  total	  de	  2,20$/mes	  
	  
	  
Despesa	  econòmica	  
	  
Al	  finalitzar	  la	  implementació	  del	  entorn	  al	  configurador	  d’Amazon	  AWS,	  s’ha	  realitzat	  
la	  taula	  de	  la	  Taula	  7	  amb	  els	  diferents	  imports	  per	  reflectir	  el	  cost	  mensual	  final	  de	  la	  
solució.	  A	  l’import	  final	  s’ha	  aplicat	  un	  canvi	  de	  divisa	  a	  euros6.	  
	  
	  
Taula	  7:	  Valoració	  econòmica	  mensual	  de	  l’entorn	  de	  DRP	  a	  la	  plataforma	  AWS	  
	  
Arribem	  a	  la	  conclusió	  final	  de	  que	  el	  cost	  associat	  a	  implementar	  el	  DRP	  al	  entorn	  
d’Amazon	  té	  un	  cost	  mensual	  associat	  de	  1.560,78$.	  I	  un	  cost	  anual	  final	  de	  
14.983,44$.	  On	  els	  conceptes	  que	  més	  penalitzen	  el	  pressupost	  es	  la	  instància	  de	  la	  
base	  de	  dades	  Oracle	  i	  el	  conjunt	  de	  servidors	  EC2	  necessaris	  per	  replicar	  l’entorn.	  
	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6	  S’ha	  aplicat	  el	  factor	  de	  conversió	  1$	  =	  0,8€	  amb	  data	  5	  de	  desembre	  2014	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5.1.8.Valoració	  final	  i	  decisió	  	  
	  
Després	  de	  realitzar	  l’anàlisi	  dels	  dos	  entorns	  candidats	  a	  ser	  escollits	  com	  a	  futur	  drp,	  
es	  decideix	  implementar	  el	  pla	  de	  recuperació	  de	  desastres	  utilitzant	  la	  infraestructura	  
actual.	  
Els	  motius	  i	  punts	  positius	  pels	  quals	  s’ha	  seleccionat	  aquesta	  opció	  son:	  	  
	   -­‐ Cost	  del	  projecte:	  L’anàlisi	  del	  cost	  dels	  dos	  entorns	  mostra	  que	  el	  
reaprofitament	  de	  la	  infraestructura	  suposa	  una	  despesa	  tres	  vegades	  inferior	  a	  
l’entorn	  al	  núvol.	  -­‐ Facilitat	  d’implementació:	  Al	  utilitzar	  els	  sistemes	  actuals,	  els	  tècnics	  no	  
necessiten	  formar-­‐se	  a	  l’administració	  d’infraestructures	  Amazon,	  reduint	  
d’aquesta	  manera	  el	  temps	  i	  l’esforç	  per	  implementar	  el	  projecte.	  -­‐ Augment	  de	  rendiment	  dels	  sistemes	  actuals:	  Al	  reaprofitar	  els	  recursos	  de	  
hardware	  actuals	  aconseguim,	  proporcionar	  un	  nou	  servei	  sense	  realitzar	  noves	  
adquisicions.	  I	  ens	  aproximem	  a	  la	  màxim	  rendiment	  que	  pot	  donar	  la	  
infraestructura	  durant	  la	  seva	  vida	  útil.	  
	  
Amb	  aquestes	  valoracions	  justifiquem	  la	  decisió	  pressa	  entre	  les	  dues	  opcions,	  després	  
d’haver	  realitzat	  un	  anàlisi	  detallat,	  plantejades	  a	  l’inici	  del	  projecte.	  Tot	  seguit	  s’inicia	  
l’execució	  i	  implementació	  del	  nou	  entorn	  de	  recuperació	  de	  desastres.	  
	  
	  
	  
Execució	  del	  projecte	  
	  
5.1.9.	  Arquitectura	  de	  l’entorn	  DRP	  
	  
Per	  realitzar	  el	  disseny	  del	  nou	  entorn	  es	  realitzarà	  la	  creació	  de	  dues	  noves	  subxarxes	  
a	  la	  seu	  de	  Barcelona,	  on	  es	  replicarà	  l’estructura	  del	  cpd	  d’Hospitalet,	  amb	  la	  finalitat	  
d’aconseguir	  un	  entorn	  igual	  que	  el	  de	  producció.	  Que	  pugui	  realitzar	  la	  sortida	  per	  la	  
nova	  connexió	  de	  dades	  contractada	  i	  es	  mantingui	  aïllada	  dels	  equips	  de	  producció	  
per	  evitar	  duplicitats	  i	  errors	  entre	  entorns.	  
Es	  crea	  el	  rang	  de	  xarxa	  10.125.53.0/24	  pels	  servidors	  virtuals	  i	  el	  10.125.55.0/24	  per	  la	  
base	  de	  dades.	  
La	  utilització	  d’aquest	  nou	  entorn	  implica	  la	  utilització	  d’un	  element	  que	  realitzi	  
l’enrutament	  entre	  les	  diferents	  xarxes	  i	  ens	  permeti	  accedir	  de	  forma	  diferenciada	  al	  
DRP	  i	  a	  producció,	  ja	  els	  diferents	  elements	  que	  els	  formen	  tenen	  les	  mateixes	  ips.	  
Per	  realitzar	  aquesta	  tasca	  s’ha	  decidit	  utilitzar	  una	  màquina	  virtual	  amb	  el	  sistema	  
operatiu	  PFSense	  que	  tindrà	  la	  funció	  de	  realitzar	  l’enrutament	  entre	  les	  diferents	  
xarxes	  i	  permetre	  l’accés	  des	  del	  rang	  172.22.72.0/24	  per	  administrar	  el	  nou	  entorn	  i	  
poder	  accedir	  als	  servidors.	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Aquest	  nou	  entorn	  es	  realitza	  sobre	  el	  ESXi	  de	  la	  xarxa	  de	  Maternitat	  i	  gràcies	  al	  
Firewall	  virtual	  podem	  dotar-­‐lo	  de	  connectivitat	  amb	  accés	  a	  internet	  mitjançant	  la	  
fibra	  de	  Movistar	  i	  el	  Firewall	  perimetral	  de	  Maternitat	  i	  d’accés	  a	  les	  dades	  de	  la	  
cabina	  Iomega	  que	  es	  troba	  físicament	  al	  propi	  cpd.	  
	  
L’arquitectura	  del	  nou	  entorn	  queda	  representada	  pel	  següent	  esquema	  de	  la	  Figura	  
5.29,	  on	  es	  poden	  diferenciar	  les	  diferents	  xarxes	  que	  s’han	  d’implementar.	  A	  
l’esquema	  es	  diferencien	  els	  servidors	  que	  queden	  aïllats	  a	  la	  xarxa	  53	  i	  55,	  i	  aquells	  
que	  han	  de	  comunicar-­‐se	  amb	  totes	  dues.	  Servidors	  virtuals,	  que	  per	  les	  aplicacions	  
que	  contenen,	  necessiten	  comunicar-­‐se	  amb	  les	  bases	  de	  dades	  oracle.	  El	  servidor	  
pfsense,	  que	  realitza	  la	  funció	  de	  Firewall,	  comunicarà	  les	  aplicacions	  amb	  la	  cabina	  de	  
dades	  iomega	  situada	  al	  rang	  172.22.72.0/24.	  La	  sortida	  a	  l’exterior	  es	  realitza	  
mitjançant	  el	  Firewall	  juniper	  amb	  ip	  172.22.72.235,	  aquest	  es	  comunica	  amb	  el	  router	  
facilitat	  pel	  proveïdor	  de	  la	  connexió	  de	  fibra	  i	  permet	  l’accés	  a	  internet	  i	  l’entrada	  dels	  
clients	  al	  portal	  i	  continguts.	  	  
	  
	  
	  
Figura	  5.29:	  Arquitectura	  de	  xarxa	  del	  nou	  entorn	  dissenyat	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Configuració	  de	  les	  noves	  xarxes	  i	  enrutaments	  
	  
Se’ns	  presenten	  diferents	  elements	  a	  configurar	  per	  tal	  de	  poder	  accedir	  a	  les	  diferents	  
xarxes	  i	  permetre	  la	  sortida	  a	  internet	  del	  nou	  entorn.	  
El	  primer	  pas	  a	  realitzar	  es	  configurar	  el	  Firewall	  del	  cpd	  de	  maternitat	  per	  permetre	  la	  
interconnexió	  entre	  el	  rang	  172.22.72.0/24	  on	  tindrem	  instal·∙lat	  el	  pfSense	  i	  la	  
connexió	  de	  router	  que	  ens	  permetrà	  accedir	  a	  internet.	  
	  
Al	  Firewall	  Juniper	  de	  maternitat	  s’ha	  configurat	  una	  nova	  interface	  que	  s’utilitzarà	  
com	  a	  sortida,	  aquesta	  anirà	  connectada	  al	  router	  de	  Movistar,	  l’entrada	  dels	  clients	  al	  
portal	  i	  aplicacions	  i	  la	  sortida	  a	  internet	  es	  realitzarà	  mitjançant	  aquest	  accés.	  Per	  fer-­‐
ho	  s’ha	  assignat	  la	  ip	  estàtica	  192.168.1.200	  del	  mateix	  rang	  que	  utilitza	  el	  router	  tal	  i	  
com	  mostra	  el	  configurador	  del	  Firewall	  de	  la	  Figura	  5.30.	  
	  
	  
Figura	  5.30:	  Configuració	  de	  l’interface	  a	  la	  xarxa	  del	  DRP	  
	  
	  
El	  tràfic	  del	  router	  de	  Movistar	  es	  redirigit	  íntegrament	  al	  Firewall	  de	  Maternitat,	  a	  la	  
nova	  ip	  vip	  192.168.1.200,	  aquest	  Firewall	  redirigeix	  tot	  el	  tràfic	  al	  pfsense	  virtual,	  això	  
permet	  tenir	  aïllat	  l’entorn	  de	  DRP	  de	  la	  xarxa	  de	  maternitat.	  Per	  fer-­‐ho,	  aquest	  
Firewall	  virtual	  s’ha	  connectat	  a	  la	  xarxa	  172.22.72.0/24	  amb	  la	  ip	  172.22.72.250,	  
utilitzant	  de	  default	  gateway	  la	  ip	  vip	  del	  Firewall	  de	  maternitat	  per	  aquest	  servei,	  la	  
172.22.72.235	  
	  
Necessitarem	  una	  nova	  vlan	  al	  esx	  on	  aniran	  connectats	  els	  servidors	  nous	  i	  el	  pfSense,	  
per	  fer-­‐ho	  s’ha	  accedit	  al	  virtual	  center	  i	  s’han	  configurat	  dues	  noves	  vlans.	  Una	  serà	  
destinada	  al	  rang	  53	  (servers)	  i	  l’altre	  pel	  rang	  55	  (base	  de	  dades)	  i	  s’assignaran	  als	  
diferents	  servidors.	  
	  
Per	  accedir	  des	  de	  la	  xarxa	  de	  maternitat	  al	  entorn	  de	  drp,	  s’han	  configurat	  una	  sèrie	  
de	  redireccions	  dels	  ports	  de	  la	  ip	  172.22.72.250	  a	  diferents	  serveis	  dels	  servidors	  de	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l’entorn	  del	  DRP	  al	  servidor	  pfSense.	  A	  continuació	  detallem	  les	  ips,	  el	  port	  d’origen	  i	  
els	  servidors	  destinació	  i	  el	  seu	  respectiu	  port	  a	  la	  Taula	  8.	  
	  
	  
Taula	  8:	  Redireccions	  realitzades	  al	  servidor	  pfSense	  
	  
Per	  redirigir	  el	  tràfic	  als	  portals	  web	  es	  realitza	  una	  implementació	  al	  pfSense,	  perquè	  
realitzi	  port	  forwarding	  i	  enviï	  les	  peticions	  al	  port	  80	  al	  balancejador.	  D’aquesta	  
manera	  totes	  les	  peticions	  web	  seran	  redirigides	  a	  la	  ip	  10.125.53.127	  i	  aquestes	  
redirigides	  als	  dos	  servidors	  web	  segons	  la	  carrega	  de	  treball	  de	  cadascun	  d’ells.	  
Mitjançant	  la	  opció	  del	  configurador	  del	  sistema	  pfSense	  podrem	  definir	  la	  regla	  
necessària	  accedint	  a	  l’edició	  d’entrades	  de	  redireccionament.	  Configurant-­‐lo	  tal	  i	  com	  
mostra	  la	  Figura	  5.31,	  on	  s’ha	  definit	  l’interface	  per	  a	  la	  qual	  s’aplica	  la	  regla,	  en	  el	  
nostre	  cas	  la	  definida	  amb	  el	  nom	  WAN,	  el	  protocol	  i	  ports	  necessaris	  per	  la	  navegació,	  
TCP	  i	  HTTP.	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Figura	  5.31:	  Captura	  de	  la	  redirecció	  al	  port	  80	  del	  tràfic	  web	  
Després	  de	  realitzar	  aquesta	  configuració	  s’haurà	  habilitat	  l’accés	  extern	  a	  la	  navegació	  
del	  portal	  i	  des	  de	  la	  xarxa	  172.22.72.0/24,	  gràcies	  a	  la	  redirecció	  realitzada	  a	  la	  
interface	  172.22.72.235.	  
	  
	  
	  
5.1.10.Replicació	  de	  l’entorn	  al	  CPD	  de	  Barcelona	  
	  
Després	  de	  configurar	  les	  xarxes,	  firewall	  i	  enrutaments	  necessaris,	  el	  següent	  pas	  a	  
realitzar	  es	  la	  replicació	  dels	  servidors	  de	  producció	  a	  l’entorn	  DRP	  i	  dissenyar	  un	  
sistema	  per	  tenir	  les	  dades	  sincronitzades.	  
	  
Dintre	  del	  conjunt	  de	  servidors	  a	  replicar	  només	  el	  que	  conté	  l’oracle	  té	  variacions	  
continues	  durant	  el	  temps,	  al	  seu	  sistema	  d’arxius.	  La	  resta	  de	  servidors	  son	  estàtics,	  
no	  varien	  els	  seus	  fitxers	  a	  no	  ser	  que	  es	  realitzi	  una	  actualització	  o	  modificació,	  els	  
arxius	  que	  es	  modifiquen	  constantment,	  com	  pot	  ser	  el	  cas	  dels	  logs	  de	  sistema,	  es	  
desen	  a	  la	  cabina	  de	  producció.	  Això	  ens	  suposa	  una	  avantatge,	  ja	  que	  només	  caldrà	  
clonar-­‐los	  al	  cpd	  de	  maternitat	  al	  moment	  del	  disseny	  i	  no	  es	  necessari	  implementar	  
un	  sistema	  amb	  la	  funció	  d’actualitzar	  constantment	  aquesta	  granja	  de	  servidors.	  
Només	  després	  de	  canvis	  programats	  o	  evolutius	  caldrà	  actualitzar	  els	  servidors	  del	  
drp.	  
	  
Per	  tal	  de	  poder	  formar	  la	  nova	  granja	  de	  servidors,	  s’utilitzarà	  el	  software	  de	  backup	  i	  
restore	  de	  màquines	  virtuals	  Veeam	  Backup,	  anteriorment	  citat	  a	  l’apartat.	  I	  per	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realitzar	  la	  sincronització	  de	  les	  dades	  de	  la	  cabina	  de	  producció	  a	  la	  del	  DRP	  
utilitzarem	  la	  flexibilitat	  i	  fiabilitat	  de	  la	  comanda	  rsync	  sota	  un	  script	  de	  control	  del	  
procés.	  La	  Figura	  5.32	  mostra	  l’esquema	  de	  les	  replicacions	  que	  es	  volen	  implementar	  
entre	  els	  dos	  entorns.	  
	  
	  
Figura	  5.32:	  Esquema	  simplificat	  de	  la	  replicació	  entre	  entorns	  
	  
	  
Restauració	  de	  l’entorn	  amb	  Veeam	  Backup	  
	  
Aquesta	  aplicació	  té	  la	  funcionalitat	  de	  realitzar	  backups	  de	  les	  màquines	  virtuals	  que	  
contenen	  els	  servidors	  ESX	  de	  Vmware.	  Permet	  la	  programació	  automatitzada	  i	  
configurar	  el	  nombre	  de	  copies	  a	  desar	  per	  futures	  recuperacions.	  Mitjançant	  el	  seu	  
sistema	  de	  restauració	  es	  possible	  recuperar	  antics	  backups	  i	  activar-­‐los	  novament	  
restablint	  la	  màquina	  a	  l’estat	  del	  moment	  en	  que	  es	  va	  realitzar	  la	  copia	  de	  seguretat.	  	  
	  
Utilitzant	  els	  sistema	  de	  backups	  que	  es	  realitza	  diàriament	  mitjançant	  jobs,	  de	  
l’entorn	  de	  producció.	  I	  que	  es	  desen	  a	  la	  cabina	  Iomega	  del	  cpd	  de	  Barcelona,	  crearem	  
tot	  el	  seguit	  de	  màquines	  que	  necessitem	  al	  DRP.	  La	  Figura	  5.33	  mostra	  la	  pantalla	  que	  
correspon	  al	  procés,	  i	  que	  detalla	  el	  resum	  del	  procés	  de	  restauració	  del	  servidor.	  A	  
l’annex	  del	  projecte	  s’ha	  inclòs	  el	  detall	  de	  les	  passes	  a	  realitzar	  per	  restaurar	  una	  nova	  
màquina	  al	  DRP.	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Figura	  5.33:	  Resum	  de	  la	  tasca	  de	  restauració	  d’un	  servidor	  virtual	  
Després	  de	  tenir	  el	  conjunt	  de	  màquines	  estàtiques	  preparades,	  cal	  implementar	  
alguna	  estratègia	  per	  aconseguir	  que	  el	  servidor	  d’oracle	  s’actualitzi	  de	  forma	  
periòdica.	  Aquesta	  estratègia	  de	  restaurar	  copies	  de	  la	  màquina	  virtual,	  no	  es	  factible	  
per	  el	  requeriment	  d’actualitzar	  les	  dades	  de	  l’entorn	  amb	  intervals	  màxims	  de	  quatre	  
hores.	  Això	  es	  degut	  al	  temps	  que	  necessita	  el	  software	  per	  realitzar	  la	  copia	  del	  
servidor	  de	  producció,	  traspassar	  les	  dades	  a	  la	  xarxa	  de	  Barcelona	  i	  restaurar	  la	  copia.	  
I	  que	  es	  situa	  a	  prop	  de	  les	  cinc	  hores.	  	  
	  
Per	  aquest	  motiu	  es	  decideix	  utilitzar	  la	  opció	  que	  incorpora	  el	  software	  amb	  el	  nom	  
“Replicator”	  i	  que	  permet	  programar	  treballs	  tal	  i	  com	  mostra	  la	  Figura	  5.34.	  
	  
	  
Figura	  5.34:	  Captura	  de	  l’inici	  de	  creació	  d’una	  tasca	  de	  replicació	  
	  
	  
Aquesta	  funció	  està	  dissenyada	  per	  realitzar	  contínuament	  replicacions	  de	  la	  màquina	  
virtual	  seleccionada,	  realitzant	  en	  un	  marge	  de	  vint	  minuts,	  el	  traspàs	  dels	  canvis	  
generats	  a	  la	  màquina	  de	  producció	  i	  afegint-­‐lo	  a	  la	  replica	  situada	  al	  DRP.	  Aprofita	  les	  
avantatges	  de	  treballar	  amb	  entorns	  virtualitzats	  per	  traspassar	  només	  canvis	  
incrementals	  que	  afegeix	  als	  fitxers	  de	  la	  rèplica.	  Obtenint	  d’aquesta	  manera,	  una	  
pèrdua	  de	  dades	  mínima,	  depenent	  del	  període	  de	  replicació	  definit	  al	  crear	  la	  tasca.	  El	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servidor	  replica	  ha	  d’estar	  aturat	  per	  requisit	  de	  l’aplicació	  i	  tindrem	  que	  tenir	  present	  
al	  nostre	  runbook	  per	  activar	  el	  drp,	  que	  cal	  iniciar-­‐la	  per	  tenir-­‐la	  operativa.	  Pel	  nostre	  
sistema	  DRP	  es	  decideix	  configurar	  una	  replicació	  cada	  seixanta	  minuts,	  amb	  un	  marge	  
de	  tres	  intents	  si	  el	  treball	  detecta	  algun	  error	  durant	  el	  procés,	  tal	  i	  com	  mostra	  la	  
Figura	  5.35.	  Assegurant	  així	  que	  complim	  els	  valors	  sol·∙licitats	  a	  l’abast	  i	  millorant	  els	  
temps	  de	  desfasament	  de	  la	  base	  de	  dades	  entre	  els	  entorns.	  
	  
	  
Figura	  5.35:	  Configuració	  de	  la	  periodicitat	  de	  la	  replicació	  
	  
Dintre	  del	  procés	  on	  es	  crea	  la	  tasca,	  es	  definirà	  el	  servidor	  ESX	  on	  s’ha	  de	  desar	  la	  
replica,	  al	  nostre	  cas	  es	  selecciona	  el	  servidor	  virtual03	  amb	  ip	  172.22.72.10,	  i	  el	  
datastore	  on	  s’han	  d’emmagatzemar	  els	  fitxers	  que	  formen	  aquesta	  màquina	  virtual,	  
pel	  qual	  s’ha	  seleccionat	  la	  cabina	  Iomega_Lenovo	  del	  cpd	  de	  Barcelona.	  
Per	  finalitzar	  la	  configuració	  del	  procés	  de	  replicació,	  s’ha	  decidit	  conservar	  un	  total	  de	  
vint-­‐i-­‐cinc	  punts	  de	  possible	  restauració.	  Això	  permetrà	  tornar	  a	  punts	  anteriors	  del	  dia	  
en	  cas	  de	  detectar	  un	  error	  a	  la	  base	  de	  dades	  anterior	  a	  l’activació	  del	  DRP.	  Tots	  
aquests	  paràmetres	  es	  poden	  modificar	  a	  posteriori	  en	  cas	  de	  modificar	  els	  requisits	  de	  
replicació.	  La	  Figura	  5.36	  mostra	  el	  resum	  del	  job	  configurat	  i	  especifica	  la	  seva	  
programació,	  origen	  de	  la	  màquina	  virtual,	  destinació	  i	  nombre	  de	  rèpliques	  que	  es	  
mantindran.	  A	  l’annex	  del	  projecte	  on	  s’inclou	  el	  document	  d’activació	  de	  l’entorn	  de	  
recuperació,	  es	  mostra	  com	  habilitar	  el	  servidor	  d’oracle	  a	  partir	  de	  la	  seva	  rèplica.	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Figura	  5.36:	  Resum	  final	  de	  la	  tasca	  creada	  per	  replicar	  el	  servidor	  d’Oracle	  
Utilitzant	  les	  funcions	  de	  restore	  i	  replication	  del	  Veeam	  hem	  implementat	  els	  
servidors	  de	  l’entorn	  del	  drp	  i	  hem	  assegurat	  que	  el	  servidor	  de	  base	  de	  dades	  
actualitzar	  el	  seu	  estat	  cada	  60	  minuts.	  El	  següent	  pas	  a	  realitzar	  es	  el	  traspàs	  de	  dades	  
entre	  les	  cabines	  de	  discos.	  
	  
	  
5.1.11.Implementació	  sistema	  actualització	  de	  dades	  
	  
Per	  poder	  automatitzar	  el	  procés	  i	  que	  el	  sistema	  actualitzi	  de	  forma	  independent	  les	  
dades,	  s’ha	  utilitzat	  un	  servidor	  que	  no	  forma	  part	  de	  l’entorn	  del	  DRP	  i	  que	  es	  troba	  a	  
la	  xarxa	  del	  cpd	  d’Hospitalet.	  Aquest	  servidor	  amb	  nom	  acnbackup01	  i	  ip	  10.125.53.88	  
centralitza	  els	  backups	  que	  es	  realitzen	  diàriament	  i	  conté	  un	  sistema	  operatiu	  Ubuntu	  
14.04	  server.	  Del	  conjunt	  de	  directoris	  continguts	  a	  la	  cabina	  de	  discos	  de	  producció,	  
s’ha	  de	  sincronitzar	  les	  següents:	  
	   -­‐ /data:	  Conté	  un	  arbre	  de	  directoris	  on	  hi	  ha	  emmagatzemats	  els	  continguts	  
multimèdia	  de	  vídeo	  en	  les	  diferents	  resolucions	  i	  xml	  amb	  les	  metadades	  dels	  
fitxers	  descarregables,	  que	  conté	  el	  portal	  web	  i	  que	  negoci	  comercialitza.	  
	  -­‐ /u03/web/mmedia:	  Directori	  que	  conté	  els	  àudios	  i	  fotografies	  a	  les	  diferents	  
resolucions	  del	  portal	  i	  logs	  de	  les	  aplicacions.	  	  
	  
Per	  realitzar	  la	  replicació	  de	  les	  dades	  s’ha	  decidit	  utilitzar	  la	  comanda	  de	  consola	  
rsync.	  Aquesta	  serà	  implementada	  a	  un	  script	  que	  es	  programarà	  al	  cron	  del	  servidor	  
acnbackup01.	  La	  funció	  d’aquesta	  comanda	  es	  la	  sincronització	  de	  fitxers	  entre	  una	  
ubicació	  origen	  i	  una	  destinació.	  L’algoritme	  amb	  que	  es	  basa	  l’rsync,	  permet	  
transmetre	  de	  manera	  eficient	  una	  estructura	  a	  través	  dels	  canals	  de	  comunicació	  
quan	  el	  sistema	  receptor	  ja	  conté	  una	  versió	  de	  la	  mateixa	  estructura.	  Utilitza	  varies	  
sumes	  de	  verificació	  per	  cada	  bloc	  que	  envia	  el	  receptor	  perquè	  la	  font	  pugui	  comparar	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la	  seva	  estructura	  i	  determini	  si	  existeixen	  coincidències.	  D’aquesta	  manera	  l’emissor	  
només	  envia	  els	  bloques	  pels	  quals	  no	  s’ha	  trobat	  coincidència,	  desant	  finalment	  una	  
copia	  exacta	  del	  contingut	  a	  la	  destinació.	  La	  sintaxi	  de	  la	  comanda	  rsync	  es:	  
	  
#	  rsync	  [opcions]	  origen	  destinació	  
	  
La	  comanda	  rsync	  disposa	  de	  diferents	  arguments	  que	  permeten	  adaptar	  el	  tipus	  de	  
sincronització	  a	  diferents	  entorns	  segons	  les	  necessitats.	  Al	  nostre	  cas	  es	  faran	  servir	  
les	  següents	  opcions:	  
	  
-­‐a:	  Realitzar	  un	  rsync	  recursiu	  (directoris)	  
-­‐v:	  Permet	  escriure	  un	  fitxer	  amb	  el	  llistat	  de	  les	  dades	  transferides	  
-­‐u:	  No	  sobreescriure	  els	  fitxers	  que	  ja	  existeixen	  i	  tenen	  data	  més	  actual	  
	  
Així	  es	  realitzarà	  una	  copia	  de	  tota	  l’estructura	  de	  directoris	  i	  els	  seus	  fitxers,	  
conservant	  els	  que	  ja	  existien.	  Aconseguint	  reduir	  el	  temps	  necessari	  per	  realitzar	  la	  
sincronització.	  S’ha	  afegit	  la	  opció	  de	  crear	  un	  fitxer	  de	  log	  amb	  el	  llistat	  d’arxius	  
transferits	  per	  possibles	  consultes	  de	  la	  tasca.	  
	  
Per	  realitzar	  simulacions	  dels	  fitxers	  a	  copiar	  abans	  de	  confirmar	  la	  sincronització	  	  es	  
decideix	  utilitzar	  els	  següents	  arguments:	  
	  
-­‐-­‐dry	  -­‐-­‐run:	  Mostra	  el	  llistat	  de	  fitxers	  que	  s’haurien	  transferit	  
	  
El	  motiu	  per	  utilitzar-­‐lo	  es	  poder	  desenvolupar	  dintre	  dels	  processos	  d’activació	  i	  
tornada	  a	  producció	  una	  simulació	  dels	  fitxers	  que	  es	  sincronitzaran.	  Consultant	  el	  
fitxer	  de	  log	  generat	  es	  pot	  confirmar	  que	  les	  dades	  a	  traspassar	  son	  les	  correctes	  i	  que	  
podrem	  controlar	  replicacions	  d’estructures	  amb	  les	  dades	  desactualitzades.	  
	  
La	  comanda	  final	  que	  s’implementarà	  tindrà	  la	  següent	  estructura:	  
	  
	   rsync	  –avu	  \DirectoriOrigen	  	  \DirectoriDestinació	  
	  
	  
Problemes	  detectats	  al	  sincronitzar	  
	  
Al	  realitzar	  les	  proves	  inicials	  de	  resposta	  de	  la	  comanda	  rsync	  es	  detecta	  que	  el	  temps	  
necessari	  per	  realitzar	  el	  procés	  de	  sincronització	  es	  situa	  en	  les	  tres	  hores.	  Tot	  i	  
complir	  els	  requeriments	  del	  projecte,	  aquesta	  franja	  de	  temps	  no	  permet	  preparar	  
l’entorn	  del	  DRP	  en	  cas	  d’emergència,	  al	  haver	  d’esperar	  per	  la	  seva	  finalització.	  El	  
motiu	  pel	  qual	  necessita	  tantes	  hores	  per	  traspassar	  el	  contingut	  es	  degut	  a	  
l’estructura	  de	  directoris	  que	  contenen	  els	  arxius	  multimèdia	  i	  la	  seva	  recursivitat,	  
trobant	  centenars	  de	  directoris	  a	  diferents	  subnivells.	  La	  comanda	  necessita	  accedir	  a	  
tots	  els	  directoris	  per	  processar	  tots	  els	  fitxers	  a	  comparar,	  seguidament	  realitzarà	  la	  
mateixa	  operació	  a	  la	  destinació.	  Aquesta	  conté	  la	  mateixa	  estructura	  de	  fitxers,	  la	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qual	  també	  ha	  de	  ser	  revisada	  i	  posteriorment	  comparada	  amb	  l’origen	  endarrerint	  el	  
procés	  de	  copia	  incremental.	  
	  
Per	  aquest	  motiu	  es	  decideix	  dissenyar	  una	  alternativa	  per	  reduir	  el	  temps	  que	  
necessita	  l’rsync	  i	  optimitzar	  el	  procés	  de	  sincronització	  de	  dades.	  Per	  realitzar-­‐la	  el	  
projecte	  utilitzarà	  el	  recurs	  d’un	  programador	  que	  forma	  part	  de	  l’equip	  de	  tecnologia	  
de	  l’agència	  i	  es	  realitzarà	  la	  petició	  d’implementar	  una	  aplicació	  que	  mitjançant	  la	  
consulta	  de	  la	  base	  de	  dades	  realitzi	  el	  retorn	  del	  llistat	  de	  fitxers	  que	  cal	  actualitzar	  i	  la	  
seva	  localització	  a	  la	  cabina,	  reduint	  el	  contingut	  a	  revisar	  per	  l’rsync,	  ja	  que	  només	  
necessitarà	  verificar	  l’origen	  i	  destinació	  dels	  fitxers	  facilitats.	  Aquest	  servei	  
s’anomenarà	  migrationProDRP.	  
	  
Servei	  migrationProDRP	  
	  
El	  servei	  migrationProDRP	  s’ha	  creat	  per	  generar	  un	  document	  de	  sortida	  on	  es	  llisten	  
el	  total	  de	  vídeos,	  fotografies,	  àudios	  i	  xml’s	  que	  els	  redactors	  han	  generat	  als	  últims	  
dies.	  Aquest	  servei	  s’ha	  instal·∙lat	  al	  servidor	  central	  de	  backups	  acnbackup01	  amb	  ip	  
10.125.53.88	  i	  s’ha	  desat	  a	  la	  ruta	  /home/acn/migrationProDRP.	  
	  
Per	  poder	  iniciar	  el	  servei	  cal	  executar	  la	  comanda:	  -­‐ “service	  migrationProDRP	  start”	  
	  
I	  per	  aturar	  el	  servei	  s’executa:	  -­‐ “service	  migrationProDRP	  stop”	  
	  
El	  servei	  té	  configurat	  a	  la	  ruta	  /var/log/acn_pro_to_drp.log	  el	  sistema	  de	  logs	  per	  
revisar	  el	  seu	  correcte	  funcionament	  i	  consultar	  l’estat	  del	  mateix.	  I	  utilitza	  consultes	  a	  
la	  base	  de	  dades	  oracle	  de	  producció	  per,	  a	  partir	  de	  les	  dates,	  escollides,	  de	  publicació	  
de	  les	  noticies,	  extreure	  el	  nom	  dels	  fitxers	  i	  rutes	  on	  estan	  desats	  de	  la	  cabina.	  
Aquesta	  informació	  està	  continguda	  a	  la	  taula	  NOTICIES	  de	  la	  base	  de	  dades	  ACN	  al	  
registre	  PATH.	  
	  
Disposa	  de	  tres	  mètodes	  diferents	  que	  ofereixen	  diferents	  opcions	  per	  implementar	  la	  
sincronització	  de	  les	  dades,	  tot	  seguit	  es	  procedeix	  a	  descriure:	  
	  
Descripció	  del	  mètode	  pathDaysDRP:	  La	  funció	  d’aquest	  mètode	  es	  generar	  un	  fitxer	  al	  
path	  introduït	  com	  a	  paràmetre	  a	  la	  seva	  crida.	  A	  aquest	  fitxer	  s’escriurà	  la	  ruta	  de	  
cada	  fitxer	  generat	  durant	  el	  període	  de	  temps,	  dues	  dates,	  que	  s’introdueix	  també	  
com	  a	  paràmetre	  a	  la	  crida.	  Aquestes	  rutes	  es	  separen	  entre	  elles	  amb	  un	  salt	  de	  carro	  
per	  diferenciar-­‐les.	  Els	  paràmetres	  que	  introduirem	  a	  la	  crida	  son:	  
	   -­‐ path:	  Valor	  string	  on	  introduirem	  el	  path	  i	  fitxer	  on	  es	  desitja	  que	  l’aplicació	  
desi	  el	  resultat	  amb	  els	  arxius	  i	  les	  seves	  rutes	  que	  cal	  sincronitzar.	  Cada	  línia	  
del	  document	  correspondrà	  a	  un	  arxiu.	  Si	  el	  fitxer	  introduït	  com	  path,	  ja	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existeix,	  aquest	  no	  es	  sobreescriu,	  l’aplicació	  continuarà	  a	  partir	  de	  l’última	  
línia.	  -­‐ startDate:	  Valor	  string	  amb	  la	  data	  d’inici	  de	  la	  franja	  de	  temps	  a	  sincronitzar.	  -­‐ endDate:	  Valor	  string	  amb	  la	  data	  final	  de	  la	  franja	  de	  temps	  a	  sincronitzar.	  -­‐ mmediaOrData:	  Valor	  numèric	  que	  pot	  ser	  zero	  o	  un,	  segons	  el	  path	  de	  la	  
cabina	  de	  producció	  que	  es	  vol	  sincronitzar.	  Amb	  l’equivalència	  
/u03/web/mmedia	  (0)	  i	  /data/	  (1).	  
	  
Per	  realitzar	  la	  crida	  només	  cal	  executar	  la	  comanda:	  
curl	  -­‐-­‐data	  
"path=/RutaOnDessar/fitxer.txt&startDate=DD/MM/AAAA&endDate=DD/MM/AAA
A&mmediaOrData=0/1"	  http://10.125.53.88:8080/pathDaysDRP	  
	  
Després	  de	  finalitzar	  la	  generació	  del	  fitxer,	  l’aplicació	  retorna	  el	  path	  on	  s’ha	  desat	  la	  
informació	  generada.	  
	  
	  
Descripció	  del	  mètode	  pathNumberDaysDRP:	  Aquest	  mètode	  es	  molt	  similar	  a	  
l’anterior,	  i	  conté	  una	  diferència.	  El	  marge	  de	  dies	  on	  es	  realitzarà	  l’anàlisi	  no	  
s’introdueix	  mitjançant	  dues	  dates,	  la	  forma	  a	  utilitzar	  serà	  el	  nombre	  dels	  darrers	  N	  
dies.	  Aquest	  valor	  serà	  introduït	  al	  realitzar	  la	  crida.	  Els	  paràmetres	  seran	  els	  següents:	  
	   -­‐ path:	  Valor	  string	  on	  introduirem	  el	  path	  i	  fitxer	  on	  es	  desitja	  que	  l’aplicació	  
desi	  el	  resultat	  amb	  els	  arxius	  i	  les	  seves	  rutes	  que	  cal	  sincronitzar.	  Cada	  línia	  
del	  document	  correspondrà	  a	  un	  arxiu.	  Si	  el	  fitxer	  introduït	  com	  path,	  ja	  
existeix,	  aquest	  no	  es	  sobreescriu,	  l’aplicació	  continuarà	  a	  partir	  de	  l’última	  
línia.	  -­‐ numberDays:	  Valor	  sencer	  que	  especifica	  el	  número	  dels	  darrers	  dies	  que	  es	  vol	  
analitzar	  per	  la	  seva	  sincronització.	  Sent	  el	  valor	  1,	  el	  llistat	  del	  dia	  actual	  
(aquest	  es	  valor	  utilitzar	  al	  exemple	  de	  comanda	  que	  s’introdueix	  a	  aquest	  
apartat).	  -­‐ mmediaOrData:	  Valor	  numèric	  que	  pot	  ser	  zero	  o	  un,	  segons	  el	  path	  de	  la	  
cabina	  de	  producció	  que	  es	  vol	  sincronitzar.	  Amb	  l’equivalència	  
/u03/web/mmedia	  (0)	  i	  /data/	  (1).	  
	  
Aquest	  es	  el	  model	  de	  la	  comanda	  amb	  que	  realitzar	  la	  crida:	  
curl	  -­‐-­‐data	  "path=/	  RutaOnDessar/fitxer.txt	  &numberDays=1&mmediaOrData=0/1"	  
http://10.125.53.88:8080/pathNumberDaysDRP	  
	  
Al	  igual	  que	  l’anterior	  mètode,	  després	  de	  finalitzar	  la	  generació	  del	  fitxer,	  l’aplicació	  
retorna	  el	  path	  on	  s’ha	  desat	  la	  informació	  generada.	  
	  
	  
Descripció	  del	  mètode	  numberDaysDRP:	  Per	  finalitzar	  s’ha	  introduït	  un	  darrer	  mètode,	  
aquest	  simplifica	  l’anterior,	  al	  poder	  introduir	  el	  path	  per	  defecte	  on	  es	  desarà	  el	  fitxer	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resultant.	  Per	  fer-­‐ho	  es	  defineix	  al	  arxiu	  proToDRP.properties	  del	  servei,	  la	  ruta	  
genèrica	  que	  sempre	  utilitzarà	  quan	  es	  realitzi	  aquesta	  crida.	  Al	  igual	  que	  els	  altres	  
mètodes	  introdueix	  el	  contingut	  al	  final	  del	  fitxer	  en	  cas	  de	  d’aquest	  existeixi	  i	  retorna	  
el	  path	  on	  s’ha	  desat.	  Els	  paràmetres	  utilitzats	  son:	  
	   -­‐ numberDays:	  Valor	  sencer	  que	  especifica	  el	  número	  dels	  darrers	  dies	  que	  es	  vol	  
analitzar	  per	  la	  seva	  sincronització.	  Sent	  el	  valor	  1,	  el	  llistat	  del	  dia	  actual	  
(aquest	  es	  valor	  utilitzar	  al	  exemple	  de	  comanda	  que	  s’introdueix	  a	  aquest	  
apartat).	  -­‐ mmediaOrData:	  Valor	  numèric	  que	  pot	  ser	  zero	  o	  un,	  segons	  el	  path	  de	  la	  
cabina	  de	  producció	  que	  es	  vol	  sincronitzar.	  Amb	  l’equivalència	  
/u03/web/mmedia	  (0)	  i	  /data/	  (1).	  
	  
La	  comanda	  a	  utilitzar	  es	  la	  següent:	  
curl	  -­‐-­‐data	  "numberDays=1&mmediaOrData=0/1"	  
http://10.125.53.88:8080/numberDaysDRP	  
	  
Aquest	  son	  un	  exemples	  de	  la	  sortida	  dels	  fitxers	  retornats	  per	  l’aplicació	  i	  que	  
utilitzarem	  al	  script	  de	  sincronització	  per	  facilitar	  les	  rutes	  directament	  a	  l’rsync	  i	  
optimitzar	  els	  temps	  de	  resposta:	  
	  
	  
Sortida	  mmediaOrData=1	  
	  
alta/100000/10000/0000/000/20/110025.mp4	  
mitjana/100000/10000/0000/000/20/110025.mp4	  
flv/100000/10000/0000/000/20/110025.mp4	  
keyframes/100000/10000/0000/000/20/110025_0.jpg	  
keyframes/100000/10000/0000/000/20/110025_1.jpg	  
keyframes/100000/10000/0000/000/20/110025_2.jpg	  
xml/foto/mitjana/900000/40000/8000/000/30/948031-­‐778271.xml	  
xml/foto/alta/900000/40000/8000/000/30/948031-­‐778271.xml	  
xml/foto/mitjana/900000/40000/8000/000/30/948032-­‐778271.xml	  
xml/foto/alta/900000/40000/8000/000/30/948032-­‐778271.xml	  
xml/text/700000/70000/8000/200/70/778273-­‐778273.xml	  
xml/audio/900000/40000/8000/000/30/948033-­‐778273.xml	  
	  
	  
Sortida	  mmediaOrData=0	  
	  
mmedia/imatge/baixa/18/947618.jpg	  
mmedia/imatge/baixa_aigua/18/947618.jpg	  
mmedia/imatge/mitjana_aigua/18/947618.jpg	  
mmedia/imatge/mitjana/18/947618.jpg	  
mmedia/imatge/original/18/947618.jpg	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mmedia/audio/62/947662.mp3	  
mmedia/audio/62/947662.mp3	  
mmedia/audio/62/947662.mp3	  
mmedia/audio/62/947662.mp3	  
	  
	  
L’esquema	  final	  de	  la	  sincronització	  de	  dades	  de	  la	  cabina	  de	  producció	  a	  la	  cabina	  del	  
DRP	  es	  mostra	  a	  la	  Figura	  5.37,	  on	  es	  pot	  observar	  la	  crida	  que	  realitza	  el	  servidor	  a	  la	  
base	  de	  dades	  mitjançant	  el	  servei	  migrationProDRP.	  I	  com	  després	  d’obtenir	  el	  llistat,	  
realitza	  la	  copia	  dels	  fitxers	  de	  producció	  al	  DRP	  amb	  la	  comanda	  rsync.	  
	  
	  
	  
Figura	  5.37:	  Circuit	  de	  sincronització	  de	  les	  dades	  entre	  cabines	  
	  
	  
Disseny	  de	  l’script	  de	  sincronització	  
	  
Tot	  seguit	  es	  detalla	  i	  comenta,	  aquest	  script	  que	  es	  desarà	  al	  servidor	  acnadmin01	  i	  
que	  s’ha	  dissenyat,	  per	  poder	  realitzar	  de	  forma	  controlada,	  una	  actualització	  de	  les	  
dades	  a	  la	  cabina	  del	  drp.	  L’script	  següent	  permet:	  	  
	   -­‐ Escollir	  un	  període	  en	  format	  dies,	  sobre	  els	  que	  volem	  sincronitzar	  -­‐ Realitza	  un	  llistat	  previ	  dels	  fitxers	  que	  s’actualitzaran.	  -­‐ Permet	  a	  l’usuari	  escollir	  si	  vol	  executar	  la	  sincronització	  després	  de	  visualitzar	  
el	  llistat	  de	  fitxers	  que	  es	  sincronitzaran.	  -­‐ L’script	  realitzarà	  automàticament	  la	  selecció	  de	  l’opció	  mmediaOrData	  als	  
valors	  0	  i	  1	  per	  actualitzar	  les	  dues	  particions.	  -­‐ Desa	  un	  fitxer	  de	  text	  amb	  els	  fitxers	  que	  finalment	  s’han	  sincronitzat	  i	  
possibles	  errors	  al	  procés.	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L’script	  utilitzat	  per	  la	  transferència	  dels	  arxius	  a	  la	  cabina	  de	  producció:	  
nfsSyncRemoteDay.sh	  
	  
Definim	  les	  variables	  que	  s’utilitzaran	  per	  la	  sincronització,	  on	  s’inclou:	  	  la	  data	  actual	  
al	  executar	  l’script,	  un	  path	  i	  fitxer	  per	  desar	  un	  log	  on	  es	  podrà	  revisar	  l’estat	  de	  
l’script	  durant	  l’execució,	  directori	  i	  arxiu	  on	  desar	  el	  llistat	  de	  fitxers	  a	  copiar	  per	  la	  
partició	  /data	  i	  /u03/web/mmedia,	  el	  log	  final	  amb	  les	  dades	  desades	  i	  possibles	  
errors,	  opcions	  utilitzades	  per	  la	  comanda	  rsync	  i	  la	  seva	  simulació:	  	  
	  
	  
	  
#!/bin/bash	  
#	  Sincronitzacio	  dades	  de	  DRP	  a	  SeuBCN	  
	  
#	  Fitxer	  de	  log	  
NOW=$(date	  +"%m-­‐%d-­‐%Y_%H%M%S")	  
LOGFILE="/root/logs/nfsRestauraDRP-­‐$NOW.log"	  
TMP_FILE_DATA=/tmp/rsync_files_data_drp_$$.txt	  
TMP_FILE_MMEDIA=/tmp/rsync_files_mmedia_drp_$$.txt	  
LOG_IOMEGA_DIR=/mnt/iomega/oracledrp	  
RSYNC_OPTS="-­‐avu"	  
RSYNC_OPTS_DRY="-­‐-­‐dry-­‐run	  -­‐avu"	  
	  
	  
Seguidament	  es	  realitza	  la	  petició	  a	  l’usuari	  perquè	  introdueixi	  els	  nombre	  de	  dies	  que	  
es	  necessita	  sincronitzar	  i	  es	  controla	  la	  correcta	  introducció	  del	  paràmetre.	  Permetent	  
visualitzar	  el	  contingut	  que	  es	  restaurarà	  a	  l’entorn	  DRP	  utilitzant	  la	  opció	  “-­‐-­‐dry-­‐run”	  
de	  l’rsync	  i	  confirmant	  si	  realment	  es	  desitja	  executar	  la	  comanda	  o	  es	  pel	  contrari	  es	  
decideix	  aturar	  la	  sincronització.	  
	  
	  
if	  [	  $#	  -­‐ne	  1	  ];	  then	  
	  	  	  echo	  "Numero	  de	  parametres	  incorrete."	  
	  	  	  echo	  "Format	  esperat:	  $0	  <Numero_de_Dies_a_Restaurar>"	  
	  	  	  exit	  1	  
fi	  	  	  	  	  	  	  
	  
DIES_A_RESTAURAR=$1	  
	  
if	  [[	  !	  $DIES_A_RESTAURAR	  =~	  ^-­‐?[0-­‐9]+$	  ]];	  then	  
	  	  	  echo	  "El	  parametre	  <Numero_de_Dies_a_Restaurar>	  ha	  de	  ser	  numeric."	  
	  	  	  exit	  1	  
fi	  
	  
if	  [	  $DIES_A_RESTAURAR	  -­‐le	  0	  ];	  then	  
	  	  	  echo	  "El	  valor	  de	  <Numero_de_Dies_a_Restaurar>	  a	  de	  ser	  superior	  a	  0."	  
	  	  	  exit	  1	  
fi	  	  	  	  	  	  	  
	  
read	  -­‐p	  "Desitja	  visualitzar	  previament	  el	  contingut	  a	  actualitzar	  des	  de	  l'entorn	  de	  Backup	  ?	  
[S/N]:	  "	  -­‐n	  1	  -­‐r	  
echo	  
if	  [[	  $REPLY	  =~	  ^[Nn]$	  ]]	  
then	  
	  	  	  export	  PREVI=0	  	  	  
	  	  	  export	  ACTUALITZA=1	  
	  	  	  echo	  "No	  es	  desitja	  visualitzar	  previament	  el	  contingut	  a	  actualitzar."	  
	  	  	  echo	  
	  	  	  read	  -­‐p	  "Esta	  segur	  que	  desitja	  restaurar	  el	  contingut	  de	  l'entorn	  de	  Backup	  cap	  a	  la	  cabina	  
de	  Produccio	  ?	  [S/N]:	  "	  -­‐n	  1	  -­‐r	  
	  	  	  echo	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  if	  [[	  !	  $REPLY	  =~	  ^[Ss]$	  ]]	  
	  	  	  then	  
	  	  	  	  	  	  echo	  "Accio	  cancelada	  per	  l'usuari."	  
	  	  	  	  	  	  exit	  1	  
	  	  	  fi	  
else	  
	  	  	  export	  PREVI=1	  
	  	  	  echo	  
	  	  	  echo	  "A	  continuacio	  es	  mostrara	  previament	  el	  contingut	  a	  actualitzar."	  
	  	  	  echo	  
fi	  
	  
echo	  "El	  log	  d'actualitzacio	  es	  generara	  en	  el	  fitxer	  $LOGFILE"	  
echo	  
	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "	  Iniciant	  $0	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "	  Restaurem	  $DIES_A_RESTAURAR	  dies	  "	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
L’script	  inicia	  el	  procés	  de	  sincronització	  de	  la	  partició	  que	  conté	  els	  vídeos,	  /data,	  per	  
fer-­‐ho	  utilitza	  els	  paràmetres	  necessaris	  perquè	  el	  mètode	  pathNumberDaysDRP	  rebi	  
el	  valor	  mmediaOrData	  =1.	  Utilitza	  la	  comanda	  facilitada	  pel	  desenvolupador,	  
encarregada	  de	  realitzar	  la	  petició	  del	  llistat	  de	  vídeos	  a	  copiar	  a	  la	  base	  de	  dades	  
	  
	  
#	  Sincronitzacio	  video	  	  
curl	  -­‐i	  -­‐-­‐data	  "path=$TMP_FILE_DATA&numberDays=$DIES_A_RESTAURAR&mmediaOrData=1"	  
http://10.125.53.88:8080/pathNumberDaysDRP	  >/dev/null	  2>&1	  
echo	  "	  FIND	  data	  finalitzat,	  iniciem	  RSYNC.	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
	  
	  
	  
Ara	  que	  hem	  aconseguit	  el	  llistat	  de	  paths	  i	  fitxers	  els	  introduïm	  a	  la	  comanda	  rsync	  
amb	  l’opció	  “-­‐-­‐files-­‐from”	  i	  el	  paràmetre	  definit	  a	  l’inici	  de	  l’script	  TMP_FILE_DATA,	  
realitzant	  primerament	  la	  simulació	  per	  obtenir	  la	  confirmació	  de	  l’operador.	  El	  
resultat	  final	  de	  la	  comanda	  es	  desarà	  a	  un	  fitxer	  de	  log	  a	  la	  cabina	  del	  DRP,	  per	  la	  seva	  
posterior	  revisió.	  
	  
	  
if	  [	  $PREVI	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Contingut	  de	  DATA:"	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS_DRY}	  -­‐-­‐files-­‐from=$TMP_FILE_DATA	  /mnt/iomega/video/data/data	  	  
	  	  	  echo	  
	  	  	  export	  ACTUALITZA=0	  
	  	  	  read	  -­‐p	  "Esta	  segur	  que	  desitja	  restaurar	  aquest	  contingut	  cap	  a	  la	  cabina	  de	  Produccio	  ?	  
[S/N]:	  "	  -­‐n	  1	  -­‐r	  
	  	  	  echo	  
	  	  	  if	  [[	  $REPLY	  =~	  ^[Ss]$	  ]]	  
	  	  	  then	  
	  	  	  	  	  	  export	  ACTUALITZA=1	  
	  	  	  fi	  
fi	  
if	  [	  $ACTUALITZA	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Actualitzem	  el	  contingut	  de	  DATA."	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS}	  -­‐-­‐files-­‐from=$TMP_FILE_DATA	  /mnt/iomega/video/data/data	  /media/data/data	  
>>	  $LOGFILE	  2>&1	  
else	  
	  	  	  echo	  
	  	  	  echo	  "No	  s'actualitza	  el	  contingut	  de	  DATA."	  
	  	  	  echo	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  echo	  "No	  s'actualitza	  el	  contingut	  de	  DATA."	  >>	  $LOGFILE	  2>&1	  
fi	  
RESULTAT_data=$?	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  data	  ${RESULTAT_data}	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "."	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
	  
rm	  -­‐f	  $TMP_FILE_DATA	  
	  
	  
	  
Per	  finalitzar	  es	  realitzarà	  automàticament	  el	  mateix	  procediment	  per	  la	  partició	  de	  la	  
cabina	  amb	  els	  continguts	  d’àudio	  i	  fotos.	  Al	  igual	  que	  la	  part	  anteriorment	  descrita	  el	  
paràmetre	  mmediaOrData	  es	  defineix	  al	  valor	  corresponent,	  en	  aquest	  cas	  0.	  I	  
s’afegeix	  les	  línies	  de	  sortida	  de	  la	  comanda	  al	  fitxer	  de	  log	  abans	  generat.	  
	  
	  
#	  Sincronitzacio	  fotos	  i	  audios	  
curl	  -­‐i	  -­‐-­‐data	  "path=$TMP_FILE_MMEDIA&numberDays=$DIES_A_RESTAURAR&mmediaOrData=0"	  
http://10.125.53.88:8080/pathNumberDaysDRP	  >/dev/null	  2>&1	  
echo	  "	  FIND	  web	  finalitzat,	  iniciem	  RSYNC.	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
if	  [	  $PREVI	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Contingut	  de	  MMEDIA:"	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS_DRY}	  -­‐-­‐files-­‐from=$TMP_FILE_MMEDIA	  /mnt/iomega/u03/web/web	  
/media/u03/web/web	  
	  	  	  echo	  
	  	  	  export	  ACTUALITZA=0	  
	  	  	  read	  -­‐p	  "Esta	  segur	  que	  desitja	  restaurar	  aquest	  contingut	  cap	  a	  la	  cabina	  de	  Produccio	  ?	  
[S/N]:	  "	  -­‐n	  1	  -­‐r	  
	  	  	  echo	  
	  	  	  if	  [[	  $REPLY	  =~	  ^[Ss]$	  ]]	  
	  	  	  then	  
	  	  	  	  	  	  export	  ACTUALITZA=1	  
	  	  	  fi	  
fi	  
if	  [	  $ACTUALITZA	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Actualitzem	  el	  contingut	  de	  MMEDIA."	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS}	  -­‐-­‐files-­‐from=$TMP_FILE_MMEDIA	  /mnt/iomega/u03/web/web	  /media/u03/web/web	  
>>	  $LOGFILE	  2>&1	  
else	  
	  	  	  echo	  
	  	  	  echo	  "No	  s'actualitza	  el	  contingut	  de	  MMEDIA."	  
	  	  	  echo	  
	  	  	  echo	  "No	  s'actualitza	  el	  contingut	  de	  MMEDIA."	  >>	  $LOGFILE	  2>&1	  
fi	  
RESULTAT_web=$?	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  web	  ${RESULTAT_web}	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "."	  >>	  $LOGFILE	  2>&1	  
#	  
#	  Anotar	  resultats	  al	  mateix	  log	  per	  poder-­‐ho	  revisar	  des	  del	  dali	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "Finalitzacio	  $0	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  data:${RESULTAT_data}"	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  web:${RESULTAT_web}"	  >>	  $LOGFILE	  2>&1	  
echo	  "."	  >>	  $LOGFILE	  2>&1	  
	  
rm	  -­‐f	  $TMP_FILE_MMEDIA	  
	  
echo	  "Proces	  finalitzat."	  >>	  $LOGFILE	  2>&1	  
	  
#	  Copiem	  el	  log	  del	  proces	  a	  la	  cabina	  Iomega	  de	  backup	  
cp	  -­‐ipr	  $LOGFILE	  $LOG_IOMEGA_DIR	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Per	  realitzar	  un	  càlcul	  aproximat	  del	  procés	  d’activació	  del	  DRP,	  s’han	  realitzat	  proves	  
amb	  l’script	  per	  definir	  el	  temps	  necessari	  per	  sincronitzar	  les	  dades.	  Per	  fer	  una	  
estimació	  s’han	  utilitzat	  com	  a	  dies	  de	  restauració	  els	  valors	  1	  (restaurar	  el	  dia	  actual)	  i	  
2	  (restaurar	  el	  dia	  actual	  i	  anterior).	  Les	  proves	  ens	  donen	  una	  mitjana	  de	  20	  minuts	  
per	  realitzar	  la	  copia	  de	  les	  darreres	  24	  hores	  i	  suposen	  una	  millora	  de	  2:40	  hores	  
respecte	  a	  l’execució	  inicial	  sense	  utilitzar	  mètode	  pathNumberDaysDRP.	  
	  
	  
5.1.12.Configuració	  del	  servei	  DNS	  
	  
La	  infraestructura	  de	  sistemes	  té	  configurat	  el	  servei	  de	  DNS	  pels	  servidors	  i	  usuaris	  
interns	  i	  els	  clients	  externs	  de	  forma	  interna	  utilitzant	  el	  servidor	  dnsvm01	  i	  dnsvm02.	  
Tenir	  en	  possessió	  aquest	  servei	  ofereix	  no	  dependre	  de	  proveïdors	  externs	  i	  controlar	  
les	  peticions	  realitzades.	  Això	  reporta	  una	  avantatge	  respecte	  mantenir-­‐los	  de	  forma	  
externa,	  però	  representa	  un	  problema	  per	  la	  configuració	  de	  l’entorn	  DRP.	  Al	  caure	  els	  
equips	  o	  connexió	  de	  producció,	  aquest	  servei	  es	  deixa	  d’oferir	  i	  impossibilitat	  l’accés	  
als	  portals,	  navegació	  i	  resta	  d’aplicacions.	  Per	  aquest	  motiu	  es	  decideix	  canviar	  la	  
gestió	  dels	  DNS	  i	  externalitzar-­‐los.	  
	  
Després	  d’haver	  realitzat	  estudi	  de	  la	  plataforma	  Amazon	  i	  confirmar	  que	  disposa	  de	  
SLAS	  molt	  restrictius	  i	  un	  baix	  cost	  pel	  servei	  Route	  53,	  es	  decideix	  externalitzar	  el	  
servei.	  Afegint	  totes	  les	  zones	  dependents	  de	  l’Agència	  Catalana	  de	  Notícies	  i	  
assegurar	  que	  en	  cas	  d’incident	  a	  l’entorn	  de	  producció,	  es	  podrà	  realitzar	  un	  canvi	  de	  
les	  ips	  on	  es	  redireccionen	  les	  peticions	  i	  no	  deixarà	  d’oferir	  el	  servei	  al	  no	  trobar-­‐se	  
dintre	  de	  la	  xarxa	  de	  l’empresa.	  
	  
També	  s’aprofitarà	  la	  promoció	  realitzada	  per	  Amazon	  al	  seu	  servei	  Compute	  EC2,	  que	  
ofereix	  realitzar	  una	  instància	  micro	  (servidor	  amb	  1CPU	  i	  1GB	  RAM)	  amb	  una	  
utilització	  de	  750	  hores	  mensuals	  de	  forma	  gratuïta.	  Aquesta	  serà	  utilitzada	  per	  desar	  
una	  pàgina	  web	  estàtica	  amb	  un	  text	  indicant	  que	  el	  portal	  es	  troba	  en	  fase	  de	  
manteniment.	  Així	  durant	  el	  procés	  de	  canvi	  entre	  entorns	  i	  temps	  d’espera	  per	  la	  
finalització	  de	  l’activació	  del	  DRP,	  podrem	  oferir	  als	  nostres	  usuaris	  i	  clients	  una	  pàgina	  
on	  s’informi	  de	  l’estat	  del	  portal	  evitant	  així	  un	  missatge	  d’error	  al	  navegador.	  
	  
	  
	  
	  
Figura	  5.38:	  Web	  de	  manteniment	  creada	  a	  Amazon	  EC2	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Per	  implementar	  les	  zones	  a	  Amazon	  Route	  53,	  s’introdueixen	  els	  diferents	  dominis	  
que	  es	  desitgen	  enrutar,	  i	  les	  direccions	  ips	  externes	  on	  s’han	  de	  dirigir	  les	  peticions.	  La	  
secció	  web	  del	  servei	  Route	  53,	  Figura	  5.39	  mostra	  el	  llistat	  de	  dominis	  introduïts	  i	  el	  
nombre	  de	  redireccions	  configurades.	  	  
	  
	  
Figura	  5.39:	  Pantalla	  de	  configuració	  de	  dominis	  Route	  53	  
	  
I	  accedint	  a	  la	  secció	  “Record	  Set”	  podem	  definir	  les	  diferents	  entrades	  corresponents	  
al	  domini	  acn.cat.	  Permet,	  al	  igual	  que	  qualsevol	  servei	  de	  dns,	  definir	  valors	  de	  tipus	  
alies,	  registres	  mx	  i	  ns.	  S’ha	  introduït	  els	  corresponents	  al	  domini	  acn,	  afegint	  la	  ip	  
externa	  del	  portal	  i	  la	  configuració	  que	  pertany	  al	  servei	  de	  correu	  de	  l’agència	  que	  
pertany	  a	  Google,	  Figura	  5.40.	  
	  
	  
	  
Figura	  5.40:	  Registres	  DNS	  del	  portal	  acn.cat	  
	  
	  
S’ha	  realitzat	  diferents	  proves	  per	  establir	  el	  temps	  que	  necessita	  la	  plataforma	  per,	  
després	  de	  modificar	  la	  ip	  externa	  del	  portal,	  tornar	  a	  resoldre	  correctament	  la	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redirecció.	  La	  plataforma	  Route	  53	  necessita	  15	  minuts	  per	  eliminar	  l’antic	  registre	  i	  
replicar	  la	  nova	  ip	  als	  seus	  servidors.	  Afegirem	  aquesta	  dada	  a	  la	  taula	  de	  temps	  
d’activació	  del	  DRP	  i	  serà	  el	  temps	  necessari	  perquè	  els	  nous	  usuaris	  siguin	  redirigits	  
correctament	  al	  portal	  de	  l’entorn	  de	  recuperació.	  
	  
5.1.13.Disseny	  del	  procés	  de	  roll-­‐back	  
	  
Després	  del	  dissenyar	  l’activació	  del	  sistema	  de	  recuperació,	  s’ha	  d’implementar	  el	  
procediment	  de	  tornada	  als	  equips	  de	  producció	  recuperats.	  
	  
El	  procés	  es	  basarà	  en	  la	  replicació	  de	  les	  noves	  dades	  introduïdes	  a	  la	  base	  de	  dades	  
Oracle	  i	  a	  la	  cabina	  Iomega	  del	  DRP,	  els	  canvis	  de	  redirecció	  del	  domini	  a	  Amazon	  i	  les	  
modificacions	  a	  les	  rutes	  de	  la	  xarxa	  interna	  per	  deixar	  d’accedir	  a	  l’entorn	  del	  DRP	  i	  
tornar	  al	  de	  producció.	  
	  
	  
Restauració	  de	  la	  base	  de	  dades	  
	  
Per	  realitzar	  aquest	  pas	  utilitzarem,	  tal	  i	  com	  es	  va	  realitzar	  al	  procediment	  d’activació,	  
la	  replicació	  de	  màquines	  virtuals	  que	  proporciona	  el	  software	  Veeam	  Backup.	  	  
	  
Realitzar	  una	  rèplica	  del	  servidor	  del	  DRP	  a	  producció	  ens	  penalitzaria	  amb	  uns	  temps	  
aproximats	  a	  les	  dues	  hores,	  degut	  a:	  haver	  de	  realitzar	  una	  copia	  de	  tot	  el	  servidor,	  
desplaçar-­‐la	  al	  cpd	  de	  l’Hospitalet	  i	  iniciar-­‐la	  al	  servidor	  ESX.	  Per	  aquest	  motiu	  s’ha	  
dissenyat	  una	  nova	  tasca	  de	  replicació	  al	  Veeam	  i	  s’ha	  deixat	  en	  mode	  standby.	  
Aquesta	  ja	  disposa	  de	  la	  primera	  rèplica	  al	  servidor	  de	  producció,	  i	  al	  realitzar	  el	  procés	  
de	  roll-­‐back	  només	  necessita	  enviar	  els	  canvis	  que	  s’ha	  produït	  durant	  la	  convivència	  a	  
l’entorn	  de	  recuperació.	  
	  
	  
	  
Sincronització	  de	  les	  dades	  emmagatzemades	  
	  
El	  següent	  pas	  per	  actualitzar	  l’entorn	  de	  producció	  serà	  actualitzar	  els	  fitxers	  nous	  
generats	  a	  la	  cabina	  de	  discos	  Iomega.	  Necessitem	  un	  procés	  que	  revisi	  els	  canvis	  
efectuats	  i	  traspassi	  els	  arxius	  a	  la	  cabina	  EMC.	  
	  
Per	  realitzar	  aquesta	  tasca	  es	  tornarà	  a	  utilitzar	  l’script	  nfsSyncRemoteDay.sh,	  definit	  i	  
detallat	  a	  l’apartat	  5.5.3	  del	  projecte.	  I	  es	  realitzaran	  les	  modificacions	  necessàries	  per	  
invertir	  la	  seva	  direcció.	  De	  forma	  que	  producció	  sigui	  la	  destinació	  dels	  fitxers	  a	  
sincronitzar.	  El	  nom	  del	  nou	  script	  es	  nfsRestauraDRP.sh,	  i	  aquest	  permetrà	  definir	  el	  
nombre	  de	  dies	  que	  el	  DRP	  ha	  estat	  activat,	  per	  poder	  acotar	  la	  cerca	  de	  fitxers.	  
Aquest	  paràmetre	  s’introduirà	  al	  mètode	  pathNumberDaysDRP	  realitzat	  per	  l’equip	  de	  
desenvolupament,	  el	  qual	  proporcionarà	  el	  llistat	  d’arxius	  a	  la	  comanda	  rsync	  .	  La	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forma	  utilitzada	  per	  la	  seva	  crida	  a	  aquest	  script	  es:	  nfsRestauraDRP.sh	  [Nº	  dies].	  Tot	  
seguit	  es	  detalla	  l’script.	  
	  
Realitzem	  la	  creació	  de	  les	  diferents	  variables	  de	  l’script,	  on	  es	  defineixen	  les	  rutes	  dels	  
logs,	  els	  llistats	  de	  fitxers	  a	  sincronitzar	  per	  part	  de	  l’rsync	  i	  les	  opcions	  que	  
s’introduiran	  a	  la	  comanda:	  
	  
	  
	  
#!/bin/bash	  
#	  Sincronitzacio	  dades	  de	  DRP	  a	  Producció	  
#	  
NOW=$(date	  +"%m-­‐%d-­‐%Y_%H%M%S")	  
LOGFILE="/root/logs/nfsRestauraDRP-­‐$NOW.log"	  
TMP_FILE_DATA=/tmp/rsync_files_data_drp_$$.txt	  
TMP_FILE_MMEDIA=/tmp/rsync_files_mmedia_drp_$$.txt	  
LOG_IOMEGA_DIR=/mnt/iomega/oracledrp	  
RSYNC_OPTS="-­‐avu"	  
RSYNC_OPTS_DRY="-­‐-­‐dry-­‐run	  -­‐avu"	  
	  
	  
	  
L’script	  rep,	  per	  part	  de	  l’operador	  al	  executar	  la	  comanda,	  el	  número	  de	  dies	  que	  es	  
necessiten	  restaurar.	  Aquest	  valor	  dependrà	  del	  temps	  que	  ha	  estat	  activat	  l’entorn	  i	  
s’introduirà	  com	  paràmetre	  a	  la	  crida	  del	  mètode,	  i	  s’emmagatzemarà	  a	  la	  variable	  
DIES_A_RESTAURAR.	  Es	  disposa	  d’un	  sistema	  de	  control	  que	  verifica	  que	  s’introdueix	  
un	  número	  dintre	  del	  marge	  1	  a	  9.	  I	  després	  d’aquesta	  comprovació	  permet	  visualitzar	  
el	  contingut	  a	  sincronitzar	  i	  confirmar	  l’operació.	  
	  
	  
	  
if	  [	  $#	  -­‐ne	  1	  ];	  then	  
	  	  	  echo	  "Numero	  de	  parametres	  incorrete."	  
	  	  	  echo	  "Format	  esperat:	  $0	  <Numero_de_Dies_a_Restaurar>"	  
	  	  	  exit	  1	  
fi	  	  	  	  	  	  	  
	  
DIES_A_RESTAURAR=$1	  
	  
if	  [[	  !	  $DIES_A_RESTAURAR	  =~	  ^-­‐?[0-­‐9]+$	  ]];	  then	  
	  	  	  echo	  "El	  parametre	  <Numero_de_Dies_a_Restaurar>	  ha	  de	  ser	  numeric."	  
	  	  	  exit	  1	  
fi	  
	  
if	  [	  $DIES_A_RESTAURAR	  -­‐le	  0	  ];	  then	  
	  	  	  echo	  "El	  valor	  de	  <Numero_de_Dies_a_Restaurar>	  a	  de	  ser	  superior	  a	  0."	  
	  	  	  exit	  1	  
fi	  	  	  	  	  	  	  
read	  -­‐p	  "Desitja	  visualitzar	  previament	  el	  contingut	  a	  actualitzar	  des	  de	  l'entorn	  de	  Backup	  ?	  
[S/N]:	  "	  -­‐n	  1	  -­‐r	  
echo	  
if	  [[	  $REPLY	  =~	  ^[Nn]$	  ]]	  
then	  
	  	  	  export	  PREVI=0	  	  	  
	  	  	  export	  ACTUALITZA=1	  
	  	  	  echo	  "No	  es	  desitja	  visualitzar	  previament	  el	  contingut	  a	  actualitzar."	  
	  	  	  echo	  
	  	  	  read	  -­‐p	  "Esta	  segur	  que	  desitja	  restaurar	  el	  contingut	  de	  l'entorn	  de	  Backup	  cap	  a	  la	  cabina	  
de	  Produccio	  ?	  [S/N]:	  "	  -­‐n	  1	  -­‐r	  
	  	  	  echo	  
	  	  	  if	  [[	  !	  $REPLY	  =~	  ^[Ss]$	  ]]	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  then	  
	  	  	  	  	  	  echo	  "Accio	  cancelada	  per	  l'usuari."	  
	  	  	  	  	  	  exit	  1	  
	  	  	  fi	  
else	  
	  	  	  export	  PREVI=1	  
	  	  	  echo	  
	  	  	  echo	  "A	  continuacio	  es	  mostrara	  previament	  el	  contingut	  a	  actualitzar."	  
	  	  	  Echo	  
fi	  
	  
echo	  "El	  log	  d'actualitzacio	  es	  generara	  en	  el	  fitxer	  $LOGFILE"	  
echo	  
	  
	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "	  Iniciant	  $0	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "	  Restaurem	  $DIES_A_RESTAURAR	  dies	  "	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
	  
	  
	  
Tot	  seguit	  s’	  inicia	  la	  sincronització	  dels	  vídeos	  i	  arxius	  audiovisuals,	  després	  de	  rebre	  el	  
llistat	  de	  fitxers	  mitjançant	  la	  sortida	  del	  servei	  pathNumberDaysDRP.	  
Recordem	  que	  aquest	  servei	  realitza	  l’anàlisi	  a	  la	  base	  de	  dades	  de	  producció,	  i	  que	  
aquesta	  ja	  ha	  estat	  prèviament	  actualitzada	  mitjançant	  el	  sistema	  de	  rèpliques	  
dissenyat	  i	  comentat	  a	  l’apartat	  anterior.	  
	  
	  
#	  Sincronitzacio	  video	  	  
curl	  -­‐i	  -­‐-­‐data	  "path=$TMP_FILE_DATA&numberDays=$DIES_A_RESTAURAR&mmediaOrData=1"	  
http://10.125.53.88:8080/pathNumberDaysDRP	  >/dev/null	  2>&1	  
echo	  "	  FIND	  data	  finalitzat,	  iniciem	  RSYNC.	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
if	  [	  $PREVI	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Contingut	  de	  DATA:"	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS_DRY}	  -­‐-­‐files-­‐from=$TMP_FILE_DATA	  /mnt/iomega/video/data/data	  
/media/data/data	  
	  	  	  echo	  
	  	  	  export	  ACTUALITZA=0	  
	  	  	  read	  -­‐p	  "Esta	  segur	  que	  desitja	  restaurar	  aquest	  contingut	  cap	  a	  la	  cabina	  de	  Produccio	  ?	  
[S/N]:	  "	  -­‐n	  1	  -­‐r	  
	  	  	  echo	  
	  	  	  if	  [[	  $REPLY	  =~	  ^[Ss]$	  ]]	  
	  	  	  then	  
	  	  	  	  	  	  export	  ACTUALITZA=1	  
	  	  	  fi	  
fi	  
if	  [	  $ACTUALITZA	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Actualitzem	  el	  contingut	  de	  DATA."	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS}	  -­‐-­‐files-­‐from=$TMP_FILE_DATA	  /mnt/iomega/video/data/data	  /media/data/data	  
>>	  $LOGFILE	  2>&1	  
else	  
	  	  	  echo	  
	  	  	  echo	  "No	  s'actualitza	  el	  contingut	  de	  DATA."	  
	  	  	  echo	  
	  	  	  echo	  "No	  s'actualitza	  el	  contingut	  de	  DATA."	  >>	  $LOGFILE	  2>&1	  
fi	  
RESULTAT_data=$?	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  data	  ${RESULTAT_data}	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "."	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	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rm	  -­‐f	  $TMP_FILE_DATA	  
	  
	  
#	  Sincronitzacio	  fotos	  i	  audios	  
curl	  -­‐i	  -­‐-­‐data	  "path=$TMP_FILE_MMEDIA&numberDays=$DIES_A_RESTAURAR&mmediaOrData=0"	  
http://10.125.53.88:8080/pathNumberDaysDRP	  >/dev/null	  2>&1	  
echo	  "	  FIND	  web	  finalitzat,	  iniciem	  RSYNC.	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
if	  [	  $PREVI	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Contingut	  de	  MMEDIA:"	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS_DRY}	  -­‐-­‐files-­‐from=$TMP_FILE_MMEDIA	  /mnt/iomega/u03/web/web	  
/media/u03/web/web	  
	  	  	  echo	  
	  	  	  export	  ACTUALITZA=0	  
	  	  	  read	  -­‐p	  "Esta	  segur	  que	  desitja	  restaurar	  aquest	  contingut	  cap	  a	  la	  cabina	  de	  Produccio	  ?	  
[S/N]:	  "	  -­‐n	  1	  –r	  
	  
	  	  	  echo	  
	  	  	  if	  [[	  $REPLY	  =~	  ^[Ss]$	  ]]	  
	  	  	  then	  
	  	  	  	  	  	  export	  ACTUALITZA=1	  
	  	  	  fi	  
fi	  
if	  [	  $ACTUALITZA	  -­‐eq	  1	  ];	  then	  
	  	  	  echo	  "Actualitzem	  el	  contingut	  de	  MMEDIA."	  
	  	  	  echo	  
	  	  	  rsync	  ${RSYNC_OPTS}	  -­‐-­‐files-­‐from=$TMP_FILE_MMEDIA	  /mnt/iomega/u03/web/web	  /media/u03/web/web	  
>>	  $LOGFILE	  2>&1	  
else	  
	  	  	  echo	  
	  	  	  echo	  "No	  s'actualitza	  el	  contingut	  de	  MMEDIA."	  
	  	  	  echo	  
	  	  	  echo	  "No	  s'actualitza	  el	  contingut	  de	  MMEDIA."	  >>	  $LOGFILE	  2>&1	  
fi	  
RESULTAT_web=$?	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  web	  ${RESULTAT_web}	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "."	  >>	  $LOGFILE	  2>&1	  
#	  
#	  Anotar	  resultats	  al	  mateix	  log	  per	  poder-­‐ho	  revisar	  des	  del	  dali	  
echo	  ""	  >>	  $LOGFILE	  2>&1	  
echo	  "Finalitzacio	  $0	  .	  Ara	  son	  `/bin/date`	  "	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  data:${RESULTAT_data}"	  >>	  $LOGFILE	  2>&1	  
echo	  "+	  RESULTAT	  web:${RESULTAT_web}"	  >>	  $LOGFILE	  2>&1	  
echo	  "."	  >>	  $LOGFILE	  2>&1	  
	  
rm	  -­‐f	  $TMP_FILE_MMEDIA	  
	  
echo	  "Proces	  finalitzat."	  >>	  $LOGFILE	  2>&1	  
#	  Copiem	  el	  log	  del	  proces	  a	  la	  cabina	  Iomega	  de	  backup	  
cp	  -­‐ipr	  $LOGFILE	  $LOG_IOMEGA_DIR	  
	  
	  
Al	  finalitzar	  aquest	  script	  tindrem	  la	  cabina	  de	  producció	  correctament	  actualitzada	  i	  
preparada	  per	  mostrar	  el	  contingut	  audiovisual	  al	  portal.	  
	  
	  
Inici	  servidors	  i	  canvi	  de	  DNS	  
	  
Per	  finalitzar	  el	  procediment	  caldrà	  realitzar	  les	  dues	  darreres	  accions.	  Iniciar	  els	  
servidors	  aturats	  durant	  l’activació	  del	  DRP:	  balancejador	  i	  servidors	  d’aplicacions	  
(web05	  i	  web06).	  I	  modificar	  els	  registres	  del	  servei	  de	  DNS	  del	  Route	  63	  d’AWS	  
introduint	  novament	  la	  ip	  externa	  del	  portal	  web	  localitzat	  al	  cpd	  de	  producció.	  
	   	   5.Disseny	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5.1.14.Càlcul	  temps	  d’activació	  de	  l’entorn	  
	  	  
Mitjançant	  la	  recopilació	  de	  les	  tasques	  a	  realitzar,	  s’aconseguit	  un	  anàlisi	  del	  temps	  
necessari	  per	  realitzar	  el	  procediment	  d’activació.	  Per	  fer-­‐ho	  s’han	  utilitzat	  les	  dades	  
extretes	  de	  les	  proves	  realitzades	  a	  les	  diferents	  etapes.	  I	  mitjançant	  el	  software	  
Microsoft	  Visio,	  s’ha	  avaluat	  les	  fases	  implicades	  i	  el	  seu	  marge	  en	  minuts	  associat.	  Tal	  i	  
com	  mostra	  la	  Figura	  5.41,	  el	  temps	  total	  necessari	  estimat	  per	  activar	  el	  DRP	  es	  de	  1	  
hora	  i	  46	  minuts.	  Aquesta	  dada	  contempla	  realitzar	  alguna	  de	  les	  operacions	  en	  
paral·∙lel,	  ja	  que	  aquelles	  que	  impliquen	  la	  sincronització	  de	  dades	  entre	  entorns,	  
permeten	  realitzar	  altres	  tasques	  mentre	  l’operador	  espera	  a	  la	  seva	  finalització.	  
	  
	  
Figura	  5.41:	  Cronograma	  del	  procés	  d’activació	  del	  DRP	  i	  temps	  associats	  
	  
Després	  de	  realitzar	  la	  simulació	  del	  pla,	  es	  podrà	  comprovar	  si	  l’estimació	  ha	  sigut	  
correcte.	  Durant	  el	  procediment	  poden	  aparèixer	  tasques	  no	  contemplades	  al	  disseny	  i	  
pot	  haver	  fases	  que	  impliquin	  un	  augment	  inesperat	  del	  temps	  total	  d’activació.	  A	  
l’apartat	  6	  i	  7	  del	  projecte,	  s’analitzarà	  l’activació	  realitzada	  i	  les	  conclusions	  extretes	  a	  
la	  seva	  finalització.	  
	  
Matriu	  de	  riscos	  del	  projecte	  
	  
Abans	  de	  realitzar	  l’actuació	  s’ha	  realitzat	  un	  quadre	  on	  s’exposa	  una	  matriu	  de	  riscos,	  
la	  qual	  té	  la	  finalitat	  d’avançar	  possibles	  incidències	  durant	  l’activació	  i	  les	  accions	  que	  
es	  realitzaran	  de	  forma	  preventiva	  o	  per	  mitigar	  el	  problema.	  Aquesta	  matriu	  pretén	  
analitzar	  els	  principals	  focus	  de	  risc	  i	  la	  seva	  probabilitat.	  
 
Risc Detalls Probabilitat Preveentius Pla	  resposta	  al	  risc 
Perdre	  dades	  
estadístiques	  a	  
lGoogle	  
Analytics 
Google	  no	  detecta	  
el	  portal	  acn	  del	  
drp	  i	  es	  perden	  les	  
estadístiques 
Baixa Revisar	  el	  codi	  
generat	  per	  
Google	  Analytics	  
als	  portals	  del	  drp 
Realitzar	  test	  amb	  
els	  frontals	  del	  drp	  
creant	  un	  domini	  de	  
proves	  al	  Google	   
	   	   0.	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Risc Detalls Probabilitat Preventius Pla	  resposta	  al	  risc	  
Baixada	  de	  
rendiment	  del	  
portal	  acn.cat 
Els	  frontals	  de	  
producció	  
disposen	  de	  dos	  
servidors	  en	  
standby	  per	  
possibles	  
sobrecarregues	  al	  
portal 
Mitjana Preparar	  un	  nou	  
servidor	  al	  
servidor	  ESX	  del	  
DRP	  en	  mode	  
standby	  per	  una	  
possible	  activació	  
puntual	  
Aixecar	  el	  frontal	  en	  
standby	  del	  entorn	  
drp.	  En	  cas	  de	  falta	  
de	  recursos	  s’aturarà	  
temporalment	  el	  
servidor	  ERP-­‐AX	  
	  
Lentitud	  
navegació	  per	  
internet	  als	  
usuaris,	  als	  
clients	  i	  als	  
redactors	  de	  
territori	  al	  
pujar	  contingut 
La	  
sortida/entrada	  
d’internet	  es	  
realitzarà	  
mitjançant	  la	  línia	  
de	  fibra	  de	  
Movistar	  amb	  una	  
velocitat	  menor	  a	  
la	  línia	  de	  
producció 
 
Mitjana Es	  deixarà	  
preparats	  altres	  
mètodes	  d’accés	  
a	  internet	  a	  la	  
seu.	  Una	  línia	  
ADSL	  i	  mòdems	  
usb	  Vodafone	  
Separar	  les	  
connexions	  per	  
grups	  d’usuaris	  i	  
descarregar	  l’ús	  de	  la	  
línia	  de	  fibra.	  Aquells	  
usuaris	  no	  redactors	  
utilitzaran	  aquestes	  
línies	  per	  
descarregar	  la	  
principal 
Errors	  
d’enviaments	  
als	  clients 
El	  servei	  
d’enviament	  no	  es	  
pot	  comunicar	  
correctament	  
amb	  la	  base	  de	  
dades	  o	  les	  
cabines	  amb	  el	  
contingut 
Baixa Realitzar	  prova	  a	  
l’aplicació	  del	  
drp,	  activant	  un	  
servei	  de	  test	  
controlat	  i	  
publicant	  
contingut	  nou	  a	  
la	  redacció	  virtual	  
del	  drp	  
confirmant	  que	  
s’envia	  
correctament 
S’aturarà	  l’aplicació	  
del	  drp	  per	  fer	  servir	  
el	  de	  producció.	  
Es	  coordinarà	  amb	  
l’equip	  de	  
desenvolupament	  la	  
redirecció	  de	  
l’aplicació	  a	  la	  base	  
de	  dades	  i	  la	  cabina	  
Activació	  de	  
l’entorn	  amb	  
manca	  de	  
dades 
Al	  realitzar	  
l’activació	  del	  drp	  
o	  tornada	  a	  
producció	  falten	  
continguts	  que	  no	  
s’han	  sincronitzat	  
correctament 
Baixa Revisió	  de	  les	  
dades	  	  
actualitzades	  al	  
nou	  entorn	  
durant	  utilitzant	  
els	  logs	  de	  la	  	  
sincronització 
Sincronització	  
manual	  dels	  fitxers	  
no	  traspassats.	  
Consulta	  a	  la	  base	  de	  
dades	  per	  comparar	  
les	  darreres	  notícies	  
introduïdesroducció	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6.Resultats	  aconseguits	  
	  
Planificació	  de	  l’actuació	  
Després	  de	  d’implementar	  el	  nou	  entorn	  i	  finalitzar	  les	  configuracions	  exposades	  al	  
capítol	  5	  de	  disseny	  es	  decideix	  realitzar	  una	  prova	  simulant	  una	  caiguda	  real	  dels	  
equips	  de	  producció.	  
	  
La	  data	  inicial	  per	  fer	  el	  simulacre	  estava	  prevista,	  segons	  el	  simulacre,	  per	  dur-­‐se	  a	  
terme	  durant	  la	  setmana	  compresa	  entre	  el	  9	  de	  febrer	  i	  el	  10	  de	  febrer	  de	  2015.	  Però	  
degut	  a	  la	  bateria	  de	  proves	  a	  realitzar	  i	  als	  problemes	  de	  lentitud	  detectats	  al	  
sincronitzar	  els	  fitxers	  de	  la	  cabina,	  aquesta	  data	  es	  va	  posposar	  al	  dia	  12	  de	  febrer.	  Per	  
dur	  a	  terme	  l’actuació	  s’ha	  realitzat	  el	  runbook	  que	  s’adjunta	  a	  aquest	  capítol.	  Aquest	  
recull	  totes	  les	  tasques	  procedimentades,	  de	  forma	  que	  s’optimitza	  el	  temps	  necessari	  
per	  tenir	  el	  nou	  entorn	  preparat	  i	  l’operador	  només	  necessita	  cenyir-­‐se	  a	  seguir	  les	  
passes	  descrites,	  per	  activar	  el	  circuit.	  
	  
Aquesta	  prova	  controlada	  i	  programada,	  ens	  ajudarà	  a	  revisar	  el	  procés	  dissenyat	  i	  
trobar	  possibles	  errors	  a	  la	  seva	  execució	  o	  al	  rendiment	  final	  del	  nou	  entorn.	  
	  
L’inici	  de	  l’actuació	  es	  va	  programar	  per	  les	  23:59h	  del	  dia	  11	  de	  febrer,	  moment	  al	  
qual	  l’ús	  del	  portal	  es	  troba	  a	  nivells	  mínims	  i	  els	  redactors	  no	  utilitzen	  les	  aplicacions	  
(al	  ser	  una	  agència	  de	  notícies	  assumim	  que	  en	  qualsevol	  moment	  l’actualitat	  
periodística	  pot	  fer	  aturar	  l’actuació).	  Segons	  els	  càlculs	  inicials	  l’entorn	  del	  DRP	  hauria	  
d’estar	  completament	  actiu	  a	  les	  01:45h	  del	  12	  de	  febrer	  i	  per	  realitzar	  l’actuació	  s’ha	  
format	  un	  equip	  de	  dos	  tècnics.	  Tot	  i	  haver	  preparat	  el	  runbook	  perquè	  un	  sol	  
operador	  pugui	  realitzar	  la	  operació,	  s’estima	  que	  dos	  recursos	  agilitzaran	  les	  tasques	  
al	  poder	  fer	  varies	  en	  paral·∙lel,	  i	  es	  poden	  donar	  suport	  en	  cas	  d’incident	  greu.	  	  
	  
A	  la	  Figura	  6.1	  es	  mostra	  el	  cronograma	  total	  del	  projecte,	  amb	  totes	  les	  tasques	  
realitzades	  des	  del	  seu	  inici,	  fins	  a	  la	  seva	  finalització.	  On	  es	  mostren	  les	  diferents	  
etapes	  per	  les	  quals	  s’ha	  desenvolupat.	  Aquestes	  s’han	  assignat	  als	  diferents	  recursos	  
del	  projecte	  i	  s’adjunta	  la	  seva	  programació	  i	  fites	  necessàries	  per	  poder	  dur-­‐lo	  a	  
terme.	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Figura	  6.1:	  Cronograma	  total	  del	  projecte	  
	   	   6.Resultats	  aconseguits	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Execució	  de	  l’actuació	  i	  runbook	  
Per	  poder	  realitzar	  l’actuació,	  s’ha	  redactat	  un	  document	  de	  runbook	  on	  pas	  a	  pas	  
s’expliquen	  les	  diferents	  tasques,	  a	  mode	  seqüencial,	  que	  necessiten	  realitzar	  els	  
tècnics	  responsables	  de	  l’execució.	  Aquest	  document	  es	  part	  dels	  requisits	  del	  projecte	  
i	  té	  per	  finalitat	  ajudar	  als	  recursos,	  ja	  que	  els	  facilita	  un	  guió	  per	  poder	  seguir.	  Tot	  
seguit	  es	  detalla	  aquest	  runbook.	  
	  
6.1.1.Activació	  de	  l’entorn	  
	  
Abans	  de	  realitzar	  l’actuació	  es	  realitzarà	  una	  sèrie	  de	  preparatius.	  Aquests	  
contemplen	  activar	  el	  portal	  de	  manteniment,	  l’aturada	  dels	  serveis	  de	  producció	  que	  
pertanyen	  a	  la	  pujada	  de	  nous	  continguts	  i	  la	  revisió	  de	  l’estat	  de	  les	  diferents	  
replicacions	  programades.	  
	  
	  
1.Activació	  del	  portal	  de	  manteniment	  
	  
Accedir	  al	  portal	  AWS	  per	  redirigir	  el	  portal	  http://www.acn.cat	  al	  servidor	  EC2	  on	  s’ha	  
configurat	  una	  pàgina	  web	  amb	  el	  text	  que	  informa	  als	  usuaris	  que	  s’està	  duent	  a	  
terme	  un	  actuació	  i	  que	  actualment	  el	  portal	  es	  troba	  en	  manteniment.	  	  	  
Accedim	  a	  la	  web	  d’Amazon	  http://aws.amazon.com/es/	  ,	  validem	  la	  sessió	  amb	  
l’usuari	  i	  paraula	  de	  pas	  configurats	  i	  s’accedeix	  (Figura	  6.2)	  	  a:	  Services	  -­‐>	  Route	  53	  -­‐>	  
Hosted	  Zones.	  
	  
	  
Figura	  6.2:	  Captura	  del	  panell	  d’administració	  AWS	  i	  accés	  a	  Route	  53	  
	  
Es	  selecciona	  el	  domini	  acn.cat	  i	  la	  opció	  	  Go	  to	  Record	  Sets,	  tal	  i	  com	  mostra	  la	  Figura	  
6.3.	  Per	  accedir	  a	  la	  redirecció	  configurada	  pel	  portal	  i	  on	  es	  modifica	  la	  ip	  del	  portal	  
utilitzant	  la	  54.171.14.173	  que	  pertany	  al	  servidor	  temporal	  de	  manteniment.	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Figura	  6.3:	  Panell	  d’administració	  dels	  dominis	  gestionats	  a	  Amazon	  
2.Aturar	  el	  servei	  de	  pujada	  de	  continguts	  
	  
Per	  assegurar	  que	  els	  usuaris	  de	  redacció	  deixen	  de	  pujar	  material	  al	  entorn	  de	  
producció	  s’aturarà	  la	  aplicació	  utilitzada	  per	  publicar	  notícies	  i	  continguts,	  la	  redacció	  
virtual.	  Per	  realitzar	  la	  operació	  cal	  aturar	  l’aplicació	  tomcat	  allotjada	  al	  servidor	  
web05v.	  Es	  farà	  servir	  l’aplicació	  probe7,	  instal·∙lada	  a	  aquest	  servidor.	  Tal	  i	  com	  mostra	  
la	  Figura	  6.4,	  es	  possible	  aturar	  la	  redacció	  virtual	  seleccionant	  la	  paraula	  “running”.	  Al	  
realitzar	  la	  selecció,	  l’aplicació	  passa	  a	  l’estat	  “stop”	  i	  els	  clients	  interns	  deixen	  de	  tenir	  
accés	  al	  portal.	  
	  
	  
Figura	  6.4:	  Captura	  del	  panell	  de	  monitorització	  de	  les	  aplicacions	  Tomcat	  
	  
3.Revisió	  estat	  de	  la	  replicació	  
	  
Tal	  i	  com	  es	  va	  detallar	  al	  punt	  5.4	  Execució	  del	  projecte,	  el	  sistema	  utilitzat	  per	  tenir	  
sincronitzat	  els	  entorns	  es	  realitza	  mitjançant	  repliques.	  Per	  poder	  activar	  l’entorn	  del	  
DRP	  cal	  assegurar-­‐se	  de	  que	  el	  sistema	  de	  copies	  i	  replicacions	  està	  aturat.	  
	  
Per	  realitzar	  aquesta	  operació	  es	  realitza	  un	  escriptori	  remot	  al	  servidor	  veeambackup	  
i	  iniciem	  l’aplicació	  Veeam	  Backup	  &	  Replication.	  A	  la	  secció	  “Jobs”	  ,	  Figura	  6.5,	  es	  
poden	  visualitzar	  els	  treballs	  actius	  i	  es	  podrà	  decidir	  si	  s’aturen	  els	  treballs	  o	  si	  es	  
realitza	  una	  darrera	  replicació	  de	  les	  dades	  del	  servidor	  d’oracle.	  En	  cas	  d’incident	  a	  les	  
comunicacions	  entre	  CPDs	  o	  sistemes	  de	  producció,	  no	  es	  podrà	  realitzar	  una	  darrera	  
actualització.	  
	  
	  
Figura	  6.5:	  Accés	  a	  Veeam	  Backup	  i	  captura	  dels	  tipus	  de	  jobs	  disponibles	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7	  Aplicació	  de	  software	  lliure	  per	  monitoritzar	  un	  servidor	  Apache	  Tomcat	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En	  cas	  de	  realitzar	  una	  nova	  rèplica	  perquè	  es	  disposa	  de	  connectivitat	  i	  es	  volen	  tenir	  
les	  dades	  més	  actualitzades,	  es	  realitzarà	  la	  següent	  acció:	  
Accedir	  a	  la	  secció	  Jobs	  -­‐>	  Replication	  i	  seleccionar	  el	  job	  “Replication	  –	  PRO	  to	  DRP	  –	  
ACNSERVER5”,	  que	  mostra	  la	  figura	  ,	  i	  seleccionem	  la	  opció	  Start,	  tal	  i	  com	  es	  mostra	  a	  
la	  Figura	  6.6.	  Aquesta	  darrera	  replica	  serà	  el	  servidor	  d’oracle	  a	  l’entorn	  del	  DRP.	  
	  
	  
Figura	  6.6:	  Accés	  a	  la	  replicació	  del	  DRP	  configurada	  i	  inici	  de	  la	  tasca	  
	  
Després	  de	  finalitzar	  la	  revisió	  dels	  sistemes	  i	  l’activació	  del	  portal	  de	  manteniment	  es	  
procedeix	  a	  iniciar	  les	  replicacions	  i	  inici	  de	  l’entorn	  DRP.	  
	  
	  
4.Sincronització	  dels	  fitxers	  de	  la	  cabina	  de	  dades	  
	  
El	  següent	  pas	  del	  procés	  d’activació	  del	  DRP	  consisteix	  en	  la	  sincronització	  dels	  fitxers	  
de	  la	  cabina,	  en	  cas	  de	  tenir	  l’entorn	  de	  producció	  accessible.	  Tenint	  en	  compte	  que	  els	  
arxius	  es	  sincronitzen	  varies	  vegades	  durant	  el	  dia	  es	  pot	  executar	  l’script	  que	  realitza	  
l’rsync,	  ja	  que	  aquest	  contempla	  les	  últimes	  24	  hores	  i	  assegurem	  que	  les	  dades	  finals	  a	  
la	  cabina	  del	  DRP,	  son	  les	  darreres.	  
	  
Accedint	  al	  servidor	  acnadmin	  executem	  l’script	  nfsSyncRemoteDay	  utilitzant	  la	  
següent	  comanda:	  	  “/var/scripts/nfsSyncRemoteDay.sh”	  ,	  aquesta	  comanda	  
sincronitzarà	  els	  fitxers	  de	  dades	  entre	  cabines,	  tal	  i	  com	  es	  detalla	  a	  l’apartat	  
5.4.3.Implementació	  sistema	  actualització	  de	  dades.	  	  
	  
5.Comprovació	  de	  logs	  de	  la	  sincronització	  
	  
El	  sistema	  de	  sincronització	  desa	  un	  fitxer	  amb	  informació	  del	  procés	  realitzat.	  Aquest	  
log	  ens	  mostra	  el	  número	  de	  fitxers	  copiats	  de	  les	  particions	  “data”	  i	  “media”.	  Es	  pot	  
consultar	  a	  la	  ruta	  \\172.22.72.29\Backup_multimedia\oracledrp	  
I	  obrir	  el	  fitxer	  “nfsRemoteDay-­‐DataActual“,	  tot	  seguit	  es	  mostra	  un	  resultat	  
d’exemple:	  
	  
Iniciant	  /var/scripts/nfsSyncRemoteDay.sh	  .	  Ara	  son	  Sat	  Mar	  	  7	  20:01:01	  CET	  2015	  
	  
FIND	  data	  finalitzat,	  iniciem	  RSYNC.	  Ara	  son	  Sat	  Mar	  	  7	  20:03:11	  CET	  2015	  
	  
building	  file	  list	  ...	  done	  
	  
sent	  10	  bytes	  	  received	  12	  bytes	  	  44.00	  bytes/sec	  
total	  size	  is	  0	  	  speedup	  is	  0.00	  
	  
+	  RESULTAT	  data	  0	  .	  Ara	  son	  Sat	  Mar	  	  7	  20:03:11	  CET	  2015	  
.	  
FIND	  web	  finalitzat,	  iniciem	  RSYNC.	  Ara	  son	  Sat	  Mar	  	  7	  20:04:24	  CET	  2015	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building	  file	  list	  ...	  done	  
	  
sent	  10	  bytes	  	  received	  12	  bytes	  	  44.00	  bytes/sec	  
total	  size	  is	  0	  	  speedup	  is	  0.00	  
	  
+	  RESULTAT	  web	  0	  .	  Ara	  son	  Sat	  Mar	  	  7	  20:04:24	  CET	  2015	  
.	  
	  
Finalitzacio	  /var/scripts/nfsSyncRemoteDay.sh	  .	  Ara	  son	  Sat	  Mar	  	  7	  20:04:24	  CET	  2015	  
+	  RESULTAT	  data:0	  
+	  RESULTAT	  web:0	  
	  
	  
Cal	  revisar	  que	  no	  apareguin	  errors	  d’escriptura	  als	  continguts	  multimèdia,	  tenint	  en	  
compte	  que	  la	  comanda	  rsync	  pot	  intentar	  copiar	  arxius	  temporals	  que	  deixen	  d’estar	  
disponibles	  al	  moment	  de	  la	  copia.	  En	  cas	  necessari	  es	  pot	  tornar	  a	  llençar	  l’script	  o	  
copiar	  manualment	  aquells	  fitxers	  que	  han	  donat	  error.	  
	  
	  
6.	  Activació	  servidor	  oracle	  DRP	  
	  
Després	  de	  confirmar	  la	  finalització	  de	  la	  rèplica	  del	  servidor	  procedirem	  a	  encendre	  la	  
nova	  màquina	  virtual.	  Abans	  de	  realitzar	  l’operació	  cal	  confirmar	  la	  xarxa	  a	  la	  qual	  està	  
connectada	  ja	  que	  aquesta	  ha	  de	  ser	  “Lan	  DDBB	  Pedrosa	  DRP”.	  Al	  Virtual	  Center,	  
seleccionem	  el	  servidor	  acnserver5_drp	  i	  amb	  el	  boto	  dret	  escollim	  “Edit	  settings”.	  
Accedirem	  a	  la	  configuració	  de	  la	  màquina	  virtual.	  Cal	  confirmar	  que,	  el	  “Network	  
adapter	  1”	  està	  configurat	  tal	  i	  com	  a	  la	  figura	  6.7.	  En	  aquest	  moment	  ja	  es	  pot	  
encendre	  el	  servidor	  de	  base	  de	  dades	  de	  l’entorn	  DRP.	  	  
	  
	  
Figura	  6.7:	  Configuració	  de	  la	  lan	  de	  les	  bases	  de	  dades	  del	  DRP	  
	  
	  
Després	  de	  l’inici	  de	  la	  màquina	  virtual,	  cal	  revisar	  que	  el	  servei	  d’oracle	  s’ha	  iniciat	  
correctament.	  Mitjançant	  una	  connexió	  per	  consola	  al	  servidor	  i	  la	  comanda	  
/etc/init.d/oracle	  status	  que	  mostra	  la	  figura	  6.8,	  es	  pot	  confirmar	  si	  els	  serveis	  
d’oracle	  s’han	  reestablert	  correctament	  amb	  l’inici	  del	  servidor.	  	  
	  
	  
Figura	  6.8:	  Captura	  del	  resultat	  correcte	  de	  la	  comanda	  status	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Si	  es	  detecta	  que	  l’estat	  de	  l’instancia	  es	  “up”	  accedim	  al	  directori	  
/opt/oracle/product/10.2/db_1/bin	  	  i	  executem:	  
	  
#su	  oracle	  
#./sqlplus	  /	  as	  sysdba	  
#Startup	  
	  
En	  cas	  de	  que	  l’estat	  del	  Listener	  es	  detecti	  en	  estat	  “down”	  anem	  al	  directori	  
/opt/oracle/product/10.2/db_1/bin	  i	  executem:	  
	  
#su	  oracle	  
#./lsnrctl	  start	  	  	  	  –>	  Per	  aixecar	  el	  servei	  de	  Listener	  
o	  
#./lsnrctl	  reload	  	  	  –>	  Per	  reiniciar	  el	  servei	  de	  Listener	  
	  
Confirmem	  que	  la	  connexió	  al	  servidor	  d’oracle	  es	  correcte	  mitjançant	  una	  aplicació	  de	  
connexió	  de	  dades.	  Al	  projecte	  s’ha	  fet	  servir	  el	  software	  Oracle	  Sql	  Developer.	  Com	  es	  
pot	  veure	  a	  la	  figura	  6.9,	  utilitzant	  les	  dades	  d’accés	  a	  la	  base	  de	  dades,	  podrem	  
assegurar	  el	  correcte	  funcionament	  obrint	  el	  llistat	  de	  taules	  de	  la	  bbdd	  i	  realitzant	  
alguna	  consulta.	  
	  
Figura	  6.9:	  Accés	  a	  la	  base	  de	  dades	  per	  revisar	  el	  seu	  funcionament.	  
	  
	  7.	  Revisió	  dels	  frontals,	  servidors	  aplicacions	  i	  balancejador	  
	  
Després	  de	  confirmar	  el	  correcte	  funcionament	  del	  servidor	  d’oracle,	  es	  revisarà	  que	  
els	  servidors	  web,	  els	  servidors	  d’aplicacions	  i	  el	  balancejador,	  es	  troben	  encesos.	  En	  
cas	  contrari	  caldrà	  aixecar-­‐los,	  comprovant	  que	  es	  troben	  a	  la	  “Lan	  Pedrosa	  DRP”	  
diferenciant-­‐la	  de	  la	  Lan	  que	  pertany	  a	  la	  base	  de	  dades,	  tal	  i	  com	  mostra	  la	  figura	  
6.10.	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Figura	  6.10:	  Configuració	  de	  la	  lan	  del	  DRP	  pels	  servidors	  d’aplicacions	  
	  
	  
8.Revisió	  muntatge	  cabina	  DRP	  
	  
Al	  modificar	  l’entorn	  dels	  sistemes,	  es	  necessita	  modificar	  els	  punts	  de	  muntatge	  a	  
cabina	  que	  aquests	  tenen	  configurats.	  La	  nova	  cabina	  on	  s’ha	  d’accedir	  es	  la	  Iomega	  
amb	  ip	  172.22.72.29.	  
S’accedeix	  per	  consola	  als	  servidors	  dels	  frontals	  web	  i	  les	  aplicacions	  i	  es	  consulta	  la	  
configuració	  dels	  muntatges	  accedint	  al	  fitxer	  /etc/fstab	  i	  es	  verifica	  que	  conté	  les	  
línies	  relacionades	  a	  la	  cabina	  Iomega	  tal	  i	  com	  mostra	  la	  figura	  6.11,	  sense	  comentar.	  
	  
	  
Figura	  6.11:	  Sortida	  del	  fitxer	  /etc/fstab	  amb	  el	  muntatge	  de	  la	  cabina	  drp	  
	  
I	  confirmem	  que	  la	  cabina	  de	  l’entorn	  de	  producció	  amb	  IP	  10.125.53.126	  està	  
comentada	  i	  que	  no	  es	  muntaran,	  figura	  6.12.	  
	  
	  
Figura	  6.12:	  Sortida	  del	  fitxer	  /etc/fstab	  amb	  la	  cabina	  de	  producció	  desmuntada	  
	  
	  
Si	  es	  necessari	  forçar	  el	  muntatge	  després	  de	  revisar	  el	  fitxer	  fstab,	  s’utilitzarà	  la	  
comanda	  “mount	  –a”,	  aquesta	  iniciarà	  el	  procés	  de	  consulta	  del	  fitxer	  i	  executarà	  els	  
muntatges	  allà	  definits.	  
	  
	  
9.	  Canvi	  servidor	  controlador	  de	  domini	  
Algunes	  de	  aplicacions	  que	  contenen	  els	  servidors	  web05	  i	  web06	  realitzen	  la	  validació	  
d’usuaris	  mitjançant	  el	  protocol	  LDAP.	  Per	  aquest	  motiu	  cal	  accedir	  al	  fitxer	  de	  
configuració	  de	  les	  mateixes	  i	  modificar	  el	  servidor	  de	  domini	  on	  han	  de	  realitzar	  les	  
consultes,	  de	  forma	  que	  s’enviïn	  al	  servidor	  de	  domini	  que	  conté	  el	  cpd	  de	  barcelona.	  
Per	  realitzar	  l’operació,	  obrim	  el	  fitxer:	  	  “/opt/apache-­‐tomcat-­‐
5.5.30/webapps/enviaments/WEB-­‐INF/classes/config-­‐pro.properties”	  i	  es	  realitza	  una	  
cerca	  de	  la	  línia:	  
notificacions.activedirectroy.url=ldap://10.125.53.25:389	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i	  la	  reemplacen	  per:	  	  
notificacions.activedirectroy.url=ldap://172.22.72.17:389	  
	  
Ara	  les	  aplicacions	  accediran	  al	  servidor	  de	  domini	  actiu	  correcte	  per	  la	  seva	  validació.	  
Després	  de	  realitzar	  aquest	  canvi,	  cal	  reiniciar	  l’aplicació	  tomcat	  amb	  la	  comanda:	  	  
/etc/init.d/tomcatd	  restart	  
	  
	  
10.	  Inici	  de	  les	  aplicacions	  	  
El	  primer	  pas	  a	  realitzar	  es	  comprovar	  a	  l’aplicació	  “probe”	  que	  les	  aplicacions	  de	  
cadascun	  dels	  frontals	  web	  i	  dels	  servidors	  d’aplicacions	  s’han	  iniciat	  correctament.	  Per	  
fer-­‐ho	  s’accedeix	  amb	  el	  navegador	  a	  les	  rutes:	  	  	  
	  
http://10.125.53.13:8080/probe	  
http://10.125.53.14:8080/probe	  
http://10.125.53.15:8080/probe	  
http://10.125.53.73:8080/probe	  
http://10.125.53.74:8080/probe	  
	  
	  
La	  figura	  6.13,	  mostra	  el	  llistat	  d’aplicacions	  allotjades	  i	  el	  seu	  estat	  actual.	  Després	  
d’iniciar	  els	  servidors	  de	  l’entorn	  del	  DRP,	  totes	  elles	  han	  d’aparèixer	  amb	  l’estat	  
“running”,	  es	  pot	  veure	  un	  exemple	  a	  la	  Figura	  6.13,	  on	  les	  diferents	  aplicacions	  
contingudes	  a	  un	  servidor	  estan	  funcionant.	  
	  
	  
Figura	  6.13:	  Captura	  del	  probe	  amb	  les	  aplicacions	  iniciades	  correctament	  
	  
Finalment	  es	  comprova	  l’accés	  a	  la	  pàgina	  web	  dels	  frontals	  i	  les	  aplicacions,	  utilitzant	  
el	  navegador	  web	  i	  utilitzant	  les	  següents	  direccions	  url:	  
	   -­‐ http://10.125.53.13:8080/acn/home.html	  -­‐ http://10.125.53.14:8080/acn/home.html	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-­‐ http://10.125.53.73:8080/rv/	  -­‐ http://10.125.53.74:8080/gen	  
	  
	  
11.	  Restauració	  màquina	  virtual	  
Si	  es	  detecta	  algun	  incident	  als	  servidors	  que	  formen	  el	  conjunt	  de	  l’entorn	  del	  DRP,	  es	  
té	  l’opció	  de	  restaurar	  un	  backup	  de	  les	  màquines	  de	  producció.	  Recordem	  que	  aquest	  
backup	  es	  realitza	  diàriament	  i	  disposaríem	  d’un	  servidor	  amb	  menys	  de	  24	  hores	  de	  
diferencia	  respecte	  els	  de	  producció.	  Per	  realitzar	  aquest	  pas	  s’utilitzarà	  el	  software	  
Veeam	  Backup.	  
	  
Per	  realitzar	  l’operació	  s’aturarà	  el	  servidor	  a	  substituir,	  per	  seguidament	  utilitzar	  
l’última	  copia	  realitzada	  i	  encendre	  la	  nova	  màquina	  virtual.	  Accedim	  a	  l’opció	  Backups,	  
com	  es	  mostra	  a	  la	  Figura	  6.14.	  I	  seleccionem	  el	  nom	  del	  job	  que	  conte	  la	  maquina	  que	  
volem	  restaurar.	  Al	  desplegable	  es	  seleccionarà	  amb	  el	  boto	  dret	  la	  maquina	  que	  es	  
necessita	  restaurar	  i	  es	  selecciona	  la	  opció	  “Restore	  entire	  VM”.	  
	  
	  
Figura	  6.14:	  Finestra	  de	  restauració	  de	  vm	  al	  Veeam	  Backup	  
	  
Escollim,	  tal	  i	  com	  es	  mostra	  a	  la	  Figura	  6.15,	  l’opció	  de	  “Restore	  to	  a	  new	  location,	  or	  
with	  diferent	  Settings”.	  	  Aquesta	  opció	  permet	  realitzar	  una	  restauració	  escollint	  la	  
configuració	  que	  es	  necessita	  per	  integrar-­‐la	  dintre	  de	  l’entorn	  del	  DRP.	  Seleccionant	  la	  
opció	  “Next”	  s’accedeix	  a	  les	  diferents	  finestres	  del	  Wizard.	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Figura	  6.15:	  Pantalla	  de	  selecció	  del	  tipus	  de	  restauració	  
	  
	  
Com	  es	  mostra	  a	  la	  Figura	  6.16,	  s’ha	  d’escollir	  el	  host	  ESX	  de	  la	  seu	  de	  Barcelona,	  
aquest	  es	  el	  172.22.72.10.	  Al	  seleccionar-­‐lo	  i	  continuar	  el	  configurador,	  el	  host	  que	  
gestionarà	  i	  on	  s’aixecarà	  la	  màquina	  virtual,	  es	  la	  corresponent	  a	  l’entorn	  del	  DRP.	  A	  la	  
figura	  podem	  observar	  que	  el	  selector	  ens	  permetria	  crear	  la	  màquina	  al	  cpd	  
d’hospitalet,	  ja	  que	  es	  pot	  seleccionar	  els	  dos	  servidors	  ESX	  del	  cpd	  corresponent.	  
	  
	  
	  
Figura	  6.16:	  Selecció	  del	  servidor	  ESX	  de	  Barcelona	  on	  restaurar	  
	  
	  
El	  pool	  de	  recursos	  el	  podem	  deixar	  per	  defecte.	  Cliquem	  “Next”	  i	  seguidament	  s’arriba	  
a	  la	  finestra	  on	  es	  configuren	  les	  ubicacions	  on	  es	  desarà	  la	  màquina	  virtual.	  Al	  estar	  
treballant	  dintre	  de	  l’entorn	  del	  DRP,	  s’ha	  d’escollir	  el	  datastore	  de	  la	  cabina	  de	  discos	  
Iomega.	  A	  la	  Figura	  6.17	  es	  mostra	  que	  la	  opció	  que	  cal	  seleccionar,	  la	  
Cabina_EMC_Pedrosa.	  Durant	  l’activació	  de	  l’entorn,	  aquesta	  serà	  la	  cabina	  a	  la	  qual	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s’accedirà	  per	  consultar	  els	  fitxers	  que	  utilitzen	  les	  aplicacions	  i	  emmagatzemarà	  tot	  
l’entorn	  virtual.	  
	  
	  
Figura	  6.17:	  	  Pantalla	  de	  selecció	  del	  datastore	  on	  es	  desarà	  el	  servidor	  
	  
Per	  finalitzar	  la	  configuració	  de	  la	  màquina	  a	  restaurar,	  es	  seleccionarà	  la	  xarxa	  Lan	  
DDBB	  Pedrosa	  DRP	  o	  “Lan	  Pedrosa	  DRP”	  dintre	  de	  la	  finestra	  mostrada	  per	  la	  Figura	  
6.18,	  on	  es	  selecciona	  la	  xarxa.	  	  
	  
	  
Figura	  6.18:	  Captura	  selecció	  de	  la	  xarxa	  on	  es	  connecta	  el	  servidor	  
	  
Amb	  aquestes	  accions	  tornem	  a	  tenir	  disponible	  al	  nostre	  entorn	  del	  DRP	  una	  màquina	  
restaurada	  a	  partir	  d’una	  copia	  de	  seguretat,	  de	  la	  seva	  homònima	  de	  producció.	  
	  
	  
12.	  Modificació	  de	  les	  DNS	  
Després	  de	  preparar	  tot	  l’entorn	  i	  confirmar	  que	  les	  aplicacions	  estan	  funcionant	  
correctament,	  el	  següent	  pas	  a	  realitzar	  es	  el	  canvi	  de	  la	  direcció	  on	  ha	  d’apuntar	  el	  
portal	  acn.cat.	  Aquests	  registres	  normalment	  apunten	  als	  sistemes	  de	  producció,	  però	  
a	  aquest	  pas	  es	  necessita	  modificar	  per	  encaminar	  al	  DRP.	  
	  
Per	  realitzar	  aquesta	  operació,	  es	  modificaran	  les	  DNS	  a	  l’entorn	  d’Amazon,	  tal	  i	  com	  
s’ha	  realitzat	  al	  punt	  1	  d’aquest	  runbook.	  Es	  recorda	  que	  a	  aquest	  pas	  la	  redirecció	  està	  
enviant	  les	  peticions	  a	  la	  pàgina	  web	  de	  manteniment.	  Ara	  es	  modificarà	  el	  camp	  
introduint	  la	  IP	  de	  la	  línia	  de	  dades	  de	  fibra	  (80.32.143.152)	  instal·∙lada	  a	  la	  seu	  de	  
Barcelona	  i	  que	  serà	  utilitzada	  per	  l’entrada	  i	  sortida	  de	  dades	  del	  DRP	  implementat.	  
Els	  registres	  a	  modificar	  son:	  	  acn.cat,	  	  	  www.acn.cat	  	  i	  	  ftp.acn.cat.	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Després	  d’aquesta	  modificació,	  caldrà	  esperar	  un	  període	  comprés	  entre	  els	  10	  i	  15	  
minuts	  per	  confirmar	  que	  la	  redirecció	  s’ha	  realitzat	  correctament.	  
	  
Arribat	  a	  aquest	  punt,	  i	  si	  s’han	  seguit	  les	  diferents	  tasques	  explicades	  seqüencialment,	  
l’entorn	  del	  DRP	  ja	  estaria	  activat	  i	  funcionant	  correctament.	  
	  
13.	  Confirmar	  accessos	  reals	  
Per	  finalitzar	  l’actuació	  es	  revisarà	  que	  el	  software	  Google	  Analytics	  està	  registrant	  
correctament	  les	  visites	  al	  portal,	  es	  recorda	  que	  les	  dades	  proporcionades	  per	  
aquesta	  web,	  son	  utilitzades	  per	  realitzar	  les	  estadístiques	  dels	  visitants	  i	  pàgines	  
vistes.	  	  
Accedint	  a	  la	  sessió	  que	  monitoritza	  el	  portal	  acn.cat	  i	  seleccionant	  la	  opció	  de	  
“Tiempo	  real”	  podrem	  consultar	  i	  fer	  proves	  iniciant	  diferents	  sessions	  a	  la	  web	  
http://www.acn.cat	  i	  revisar	  que	  es	  registren	  les	  dades	  d’accés,	  tal	  i	  com	  es	  pot	  veure	  a	  
la	  captura	  de	  pantalla	  de	  la	  Figura	  6.19.	  
	  
	  
	  
Figura	  6.19:	  Monitorització	  del	  portal	  acn.cat	  a	  Google	  Analytics	  
	  
6.1.2.Desactivació	  de	  l’entorn	  
	  
Per	  realitzar	  la	  tornada	  a	  l’entorn	  de	  producció,	  seguirem	  les	  tasques	  indicades	  al	  
runbook	  anterior	  tenint	  en	  compte	  dues	  passes	  diferents.	  	  
	  
Es	  comença	  l’actuació	  activant	  novament	  el	  portal	  de	  manteniment	  que	  s’ha	  deixat	  
allotjat	  a	  Amazon.	  Seguidament	  s’aturarà	  l’entorn	  del	  DRP	  per	  deixar	  d’introduir	  dades	  
i	  modificacions	  als	  arxius	  de	  la	  cabina	  i	  les	  aplicacions.	  
	  
S’ha	  facilitat	  la	  replicació	  del	  servidor	  d’oracle	  afegint	  una	  nova	  tasca	  de	  replicació.	  
Aquesta	  actualitzarà	  les	  dades	  al	  servidor	  de	  producció	  de	  forma	  incremental,	  ja	  que	  
conté	  aquest	  data	  del	  moment	  en	  que	  es	  va	  desactivar	  l’entorn	  de	  producció.	  
Executant	  la	  tasca	  DRP	  to	  PRO	  que	  mostra	  la	  Figura	  6.20,	  s’iniciarà	  el	  procés	  de	  
replicació	  del	  servidor	  d’oracle.	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Figura	  6.20:	  Inici	  procés	  replicació	  tornada	  a	  producció	  
	  
	  
Per	  poder	  replicar	  la	  cabina	  de	  dades,	  es	  va	  dissenyar	  al	  apartat	  5.4.6	  Disseny	  del	  
procés	  de	  roll-­‐back,	  un	  script	  que	  facilita	  al	  operador	  el	  control	  de	  la	  diferència	  de	  dies	  
que	  cal	  actualitzar.	  Per	  fer-­‐ho	  s’inicia	  el	  servei	  migrationProDRP	  que	  es	  comunicarà	  
amb	  la	  base	  de	  dades	  per	  consultar	  els	  fitxers	  a	  copiar	  i	  l’script	  nfsRestauraDRP.sh	  [Nº	  
de	  dies]	  on	  acotarem	  el	  període	  a	  sincronitzar.	  Les	  comandes	  a	  executar,	  al	  nostre	  cas	  
on	  només	  s’ha	  utilitzat	  el	  DRP	  durant	  un	  dia	  son:	  
	  	  	  
service	  migrationProDRP	  start	   	  
/mnt/iomega/oracledrp/scripts/nfsRestauraDRP.sh	  1	  
	  
Seguidament	  podrem	  revisar	  els	  logs	  extrets	  per	  l’aplicació	  per	  comprovar	  que	  la	  tasca	  
s’ha	  realitzat	  exitosament.	  Aquest	  arxiu	  es	  troba	  a	  la	  cabina	  Iomega,	  a	  la	  ruta	  
\Backup_multimedia\oracledrp	  i	  tot	  seguit	  es	  mostra	  l’exemple	  del	  seu	  resultat	  per	  
pantalla.	  On	  es	  pot	  veure	  els	  arxius	  que	  s’han	  copiat,	  la	  mida	  total	  i	  la	  velocitat	  mitja	  de	  
la	  transferència.	  
	  
	  
Iniciant	  ./nfsRestauraDRP.sh	  .	  Ara	  son	  Fri	  Feb	  13	  00:58:11	  CET	  2015	  	  
	  Restaurem	  2	  dies	  	  
	  
	  FIND	  data	  finalitzat,	  iniciem	  RSYNC.	  Ara	  son	  Fri	  Feb	  13	  00:59:48	  CET	  2015	  	  
	  
building	  file	  list	  ...	  
mmedia/imatge/original/97/	  
mmedia/imatge/original/97/948697.JPG	  
mmedia/imatge/original/97/948797.jpg	  
mmedia/imatge/original/98/	  
mmedia/imatge/original/98/948798.jpg	  
mmedia/imatge/original/99/	  
mmedia/imatge/original/99/948699.JPG	  
alta/100000/10000/0000/000/90/110095.mp4	  
alta/100000/10000/0000/000/90/110096.mp4	  
alta/100000/10000/0000/000/90/110097.mp4	  
alta/100000/10000/0000/000/90/110098.mp4	  
alta/100000/10000/0000/000/90/110099.mp4	  
mmedia/audio/20/	  
mmedia/audio/20/948620.mp3	  
mmedia/audio/20/948820.mp3	  
xml/text/700000/70000/8000/500/80/	  
xml/text/700000/70000/8000/500/80/778580-­‐778580.xml	  
xml/text/700000/70000/8000/500/80/778581-­‐778581.xml	  
xml/text/700000/70000/8000/500/80/778582-­‐778582.xml	  
sent	  362757994	  bytes	  	  received	  19953	  bytes	  	  4099185.84	  bytes/sec	  
total	  size	  is	  1214346401	  	  speedup	  is	  3.35	  
	  
+	  RESULTAT.	  Ara	  son	  Fri	  Feb	  13	  01:17:27	  CET	  2015	  	  
.	  
Finalitzacio	  ./nfsRestauraDRP.sh	  .	  Ara	  son	  Fri	  Feb	  13	  01:17:27	  CET	  2015	  	  
.	  
Proces	  finalitzat.	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Finalitzarem	  el	  procés	  revisant	  el	  correcte	  funcionament	  dels	  sistemes	  i	  aplicacions	  de	  
producció	  i	  es	  redirigirà	  novament	  el	  domini	  acn.cat	  a	  la	  ip	  externa	  utilitzada	  per	  la	  
connexió	  a	  internet	  del	  cpd	  de	  l’Hospitalet.	  
	  
	  
Resultats	  de	  l’actuació	  
Després	  de	  seguir	  el	  document	  realitzat	  a	  l’apartat	  anterior,	  el	  sistema	  de	  DRP	  es	  va	  
poder	  activar	  sense	  incidents	  i	  complint	  l’estimació	  de	  temps	  de	  l’apartat	  5.5.7	  del	  
projecte.	  	  
	  
Per	  poder	  controlar	  els	  sistemes	  es	  va	  implementar	  un	  servei	  de	  monitorització	  a	  un	  
servidor	  independent	  utilitzat	  per	  realitzar	  proves	  de	  desenvolupament.	  Mitjançant	  
l’aplicació	  Opsview8	  es	  va	  crear	  un	  quadre	  de	  control,	  tal	  i	  com	  mostra	  la	  Figura	  6.21,	  
per	  detectar	  possibles	  incidents	  o	  problemes	  de	  recursos	  durant	  l’actuació.	  En	  ell	  es	  
van	  definir	  els	  checks	  relacionats	  amb	  la	  CPU	  ,	  ram,	  connexió	  de	  xarxa,	  espai	  en	  disc	  i	  
diferents	  serveis	  instal·∙lats.	  D’aquesta	  forma	  en	  cas	  d’errors	  s’enviarà	  directament	  un	  
correu	  electrònic	  informant	  de	  l’incident.	  	  
	  
Al	  finalitzar	  el	  procediment,	  tots	  els	  checks	  del	  sistema	  de	  monitorització	  eren	  
correctes,	  i	  la	  bateria	  de	  proves	  realitzada	  a	  totes	  les	  aplicacions,	  accessos	  i	  continguts	  
de	  la	  cabina	  del	  DRP	  van	  ser	  satisfactòries.	  L’entorn	  del	  DRP	  s’havia	  activat	  
completament,	  sense	  incidents	  i	  aconseguint	  satisfer	  els	  temps	  definits	  als	  requisits	  
marcats	  per	  negoci.	  
	  
	  
	  
Figura	  6.21:	  Captura	  del	  sistema	  de	  monitorització	  del	  DRP	  mitjançant	  OpsView	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8	  Aplicació	  utilitzada	  per	  la	  monitorització	  de	  sistemes,	  que	  utilitza	  el	  core	  de	  Nagios	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La	  següent	  Figura	  6.22,	  mostra	  els	  consums	  d’ample	  de	  banda	  de	  pujada	  i	  baixada	  del	  
durant	  l’actuació	  del	  DRP,	  on	  la	  primera	  figura	  detalla	  les	  dades	  per	  hores	  i	  la	  segona	  la	  
mostra	  durant	  tota	  la	  setmana	  (el	  DRP	  es	  va	  activa	  el	  dijous).	  	  
L’anàlisi	  de	  l’ample	  de	  banda	  utilitzat	  pel	  DRP,	  mitjançant	  la	  fibra	  de	  Movistar	  
instal·∙lada,	  reflexa	  que	  durant	  tot	  el	  període	  al	  qual	  es	  va	  utilitzar	  l’entorn	  de	  
recuperació,	  l’ample	  va	  ser	  consumit	  constantment	  a	  les	  franges	  de	  major	  activitat.	  La	  
gràfica	  de	  color	  verd	  mostra	  com	  la	  pujada	  de	  continguts	  als	  servidors	  dels	  clients	  i	  les	  
seves	  descarregues	  es	  troben	  a	  valors	  propers	  als	  10MB/s,	  que	  es	  el	  màxim	  que	  
l’operador	  ofereix	  a	  la	  ubicació	  geogràfica	  de	  la	  seu.	  L’ús	  total	  de	  l’ample	  es	  va	  reflectir	  
en	  petites	  lentituds	  als	  enviaments	  automàtics	  que	  es	  realitzen	  a	  l’aplicació	  gen,	  però	  
en	  cap	  moment	  va	  haver	  incidents	  relacionats	  amb	  la	  xarxa.	  
	  
	   	  
Figura	  6.22:	  Consums	  d’ample	  de	  banda	  registrats	  durant	  el	  DRP	  
	  
	  
El	  rendiment	  dels	  servidors	  durant	  dia	  de	  l’actuació	  es	  va	  trobar	  dintre	  dels	  marges	  
esperats	  durant	  el	  disseny,	  tal	  i	  com	  mostra	  la	  gràfica	  de	  percentatge	  d’us	  de	  CPU	  	  i	  
RAM	  al	  servidor	  ESX	  del	  DRP,	  de	  la	  Figura	  6.23.	  Els	  valors	  es	  van	  mantenir	  dintre	  la	  
franja	  dels	  50%	  i	  70%,	  detectant-­‐se	  pics	  d’utilització	  durant	  els	  períodes	  compresos	  
entre	  les	  10:00h	  i	  13:30h	  i	  posteriorment	  entre	  les	  18:00h	  i	  les	  22:00h.	  Períodes	  durant	  
els	  quals	  es	  realitza	  la	  pujada	  de	  la	  major	  part	  del	  contingut	  al	  portal,	  i	  major	  
descarrega	  per	  part	  dels	  mitjans	  audiovisuals,	  que	  preparen	  el	  material	  pels	  noticiaris	  
del	  migdia	  i	  la	  matinada.	  Les	  màquines	  virtuals	  dedicades	  als	  servidors	  frontals	  i	  a	  la	  
transcodificació	  de	  vídeos	  son	  les	  màximes	  implicades	  en	  la	  utilització	  dels	  recursos	  del	  
ESX.	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Figura	  6.23:	  Rendiment	  del	  servidor	  de	  màquines	  virtuals	  de	  l’entorn	  del	  DRP	  
	  
Consultant	  les	  estadístiques	  de	  l’accés	  al	  portal	  es	  detecta	  que	  la	  mitja	  de	  carrega	  de	  la	  
web	  es	  trobava	  dintre	  dels	  valors	  habituals	  de	  l’entorn	  del	  redactor.	  La	  següent	  Taula	  9	  
mostra	  la	  comparativa	  entre	  el	  temps	  de	  carrega	  del	  portal	  a	  l’entorn	  de	  producció	  
d’un	  dia	  habitual	  i	  els	  registrats	  durant	  el	  dia	  12	  de	  Febrer.	  El	  temps	  mig	  de	  càrrega	  del	  
portal	  va	  ser	  de	  1,973ms.	  
	  
	  
	  
Taula	  9:	  Comparativa	  resposta	  portal	  als	  dos	  entorns	  
	  
	  
Aquestes	  dades	  demostren	  que	  l’experiència	  d’usuari	  per	  consulta	  i	  navegació	  de	  les	  
diferents	  notícies	  i	  continguts	  va	  ser	  l’esperada	  durant	  el	  seu	  disseny.	  Revisant	  el	  
quadre	  es	  pot	  detectar	  un	  temps	  màxim	  que	  pràcticament	  triplica	  el	  valor	  habitual.	  
Aquesta	  dada	  es	  deguda	  a	  una	  incidència	  detectada	  durant	  el	  transcurs	  de	  l’entorn	  de	  
recuperació,	  i	  que	  serà	  detallada	  al	  següent	  apartat.	  
	  
	  
6.1.3.Incident	  al	  portal	  durant	  l’actuació	  
	  
Durant	  l’actuació	  on	  es	  va	  activar	  el	  DRP	  del	  dia	  12	  de	  Febrer	  es	  va	  detectar	  un	  incident	  
al	  rendiment	  del	  portal	  web	  de	  l’acn,	  el	  qual	  va	  deixar	  de	  respondre	  o	  registrava	  valors	  
molt	  elevats	  per	  la	  seva	  càrrega.	  Aquest	  incident	  va	  ser	  degut	  un	  pic	  de	  visites	  i	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sessions	  al	  portal	  concentrades	  a	  les	  12:00h,	  moment	  al	  qual	  es	  va	  publicar	  una	  sèrie	  
de	  noticies	  que	  cobrien	  l’actualitat	  informativa	  que	  s’estava	  desenvolupant	  a	  la	  
localitat	  d’Igualada	  i	  relacionada	  amb	  la	  fuita	  de	  gasos	  irritants	  a	  una	  empresa	  química	  
propera	  a	  la	  localitat.	  La	  notícia	  relacionada	  al	  portal	  de	  l’acn	  es	  la	  mostrada	  a	  la	  Figura	  
6.24.	  
	  
	  
Figura	  6.24:	  Captura	  de	  la	  notícia	  causant	  del	  augment	  de	  tràfic	  al	  portal	  
	  
Una	  consulta	  a	  les	  sessions	  establertes	  al	  balancejador,	  Figura	  6.25,	  ens	  mostra	  el	  pic	  
originat	  al	  voltant	  de	  les	  12:00h.	  El	  nivell	  de	  sessions	  al	  portal	  va	  suposar	  un	  augment	  
del	  700%	  respecte	  els	  valors	  que	  es	  poden	  registrar	  habitualment	  i	  que	  estan	  propers	  a	  
les	  600	  sessions.	  La	  gràfica	  la	  diferència	  respecte	  el	  dia	  11	  de	  febrer	  (gràfica	  taronja),	  
mostra	  com	  l’actualitat	  va	  canviar	  la	  tendència	  de	  visites	  en	  comparació	  amb	  el	  dia	  en	  
que	  va	  activar	  l’entorn	  de	  recuperació	  (gràfica	  blava).	  I	  que	  fins	  entrada	  la	  nit	  no	  va	  
tornar	  a	  valors	  normals.	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Figura	  6.25:	  Gràfica	  del	  número	  de	  sessions	  al	  balancejador	  durant	  el	  DRP	  
	  
Aquesta	  pujada	  de	  sessions	  concentrades	  en	  un	  curt	  espai	  de	  temps	  va	  originar	  errors	  
al	  servidor	  de	  balanceig	  de	  la	  pàgina	  web.	  Es	  detecta	  que	  el	  balancejador	  es	  queda	  
saturat	  i	  que	  el	  servei	  d’apache	  sota	  el	  qual	  s’executa	  deixa	  de	  respondre.	  Originant	  
que	  els	  tècnics	  necessitin	  reiniciar	  manualment	  l’aplicació	  dues	  vegades	  per	  recuperar	  
el	  servei	  web	  als	  clients.	  
	  
Al	  revisar	  les	  estadístiques	  de	  la	  plataforma	  Google	  Analytics	  del	  portal	  i	  que	  
s’adjunten	  a	  la	  captura	  de	  pantalla	  de	  la	  Figura	  6.26,	  es	  pot	  observar	  clarament	  
l’increment	  de	  visites	  que	  es	  va	  originar	  el	  dia	  12,	  i	  com	  supera	  clarament	  les	  
detectades	  la	  resta	  de	  dies	  de	  la	  mateixa	  setmana.	  Arribant	  a	  la	  xifra	  de	  5.000	  pàgines	  
vistes	  de	  manera	  puntual.	  
	  
	  
	  
Figura	  6.26:	  Comparativa	  de	  número	  de	  pàgines	  vistes	  al	  Google	  Analytics	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Analitzem	  utilitzant	  l’eina	  Pingdom9	  la	  connectivitat	  i	  temps	  de	  resposta	  del	  portal.	  I	  es	  
detecta,	  tal	  i	  com	  es	  pot	  comprovar	  a	  la	  Figura	  6.27,	  que	  el	  portal	  va	  tenir	  problemes	  
de	  connexió	  en	  dos	  períodes	  diferents	  durant	  el	  dia	  12	  de	  febrer.	  El	  primer	  marge	  
detectat	  a	  la	  matinada	  es	  deguda	  al	  procés	  de	  replicació	  i	  activació	  del	  DRP,	  i	  la	  segona	  
detectada	  al	  voltant	  de	  les	  12:00	  hores,	  correspon	  a	  la	  publicació	  de	  les	  noticies	  
relacionades	  amb	  l’incident	  químic	  que	  va	  suposar	  l’augment	  de	  visites.	  Durant	  aquest	  
període	  l’eina	  registre	  talls	  a	  la	  connexió	  amb	  el	  portal	  i	  alts	  temps	  de	  resposta	  de	  
carrega	  de	  la	  web.	  
	  
	  
	  
Figura	  6.27:	  Temps	  de	  resposta	  i	  talls	  de	  connexió	  durant	  el	  DRP	  
	  
Les	  proves	  realitzades	  durant	  la	  posada	  en	  producció	  de	  l’entorn	  del	  DRP	  confirmen	  
que	  els	  sistemes	  i	  aplicacions	  funcionen	  correctament	  i	  que	  el	  servei	  als	  clients	  interns	  
i	  externs	  van	  estar	  disponibles,	  tret	  del	  període	  de	  20	  minuts	  al	  qual	  es	  va	  tenir	  
l’incident	  causat	  pel	  pic	  de	  visites.	  Al	  següent	  apartat	  del	  projecte	  es	  realitzaran	  les	  	  
conclusions.	  
	  
	  
Cost	  del	  projecte	  
	  
Per	  realitzar	  el	  càlcul	  del	  cost	  total,	  s’ha	  analitzat	  el	  cost	  aproximat	  associat	  als	  
recursos	  necessaris	  per	  dur	  a	  terme	  el	  projecte,	  fent	  una	  estimació	  de	  les	  hores	  
dedicades,	  i	  les	  despeses	  de	  manteniment	  del	  DRP	  durant	  el	  primer	  any.	  	  
	  
La	  Taula	  10,	  mostra	  les	  diferents	  tasques	  realitzades	  i	  les	  hores	  dedicades	  per	  cadascun	  
dels	  rols	  implicats.	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  que	  ofereix	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Recordem	  que	  al	  projecte	  han	  participat:	  	  
	   -­‐ Un	  cap	  de	  projecte:	  Amb	  la	  responsabilitat	  d’assolir	  les	  fites	  i	  requeriments	  del	  
projecte.	  Així	  com	  el	  control	  de	  les	  diferents	  etapes	  i	  les	  comunicacions	  i	  
reporting	  als	  interessats.	  -­‐ Dos	  tècnics	  de	  sistemes:	  Que	  han	  realitzat	  els	  estudis,	  disseny,	  implementació	  i	  
documentació	  de	  la	  solució	  final.	  -­‐ Desenvolupador:	  Que	  ha	  reforçat	  l’equip	  del	  projecte	  donant	  suport	  a	  la	  part	  
de	  configuració	  i	  replicació	  d’aplicacions	  i	  base	  de	  dades.	  
	  
	  
Taula	  10:	  Càlcul	  esforç	  dedicat	  pels	  recursos	  del	  projecte	  
	  
S’ha	  realitzat	  una	  valoració,	  Taula	  11,	  de	  les	  hores	  dedicades	  i	  el	  cost	  aproximat	  per	  
l’empresa	  dels	  recursos.	  S’han	  inclòs	  un	  total	  de	  30	  hores	  al	  rol	  de	  cap	  de	  projecte	  on	  
s’afegeix	  tasques	  de	  control	  i	  report	  del	  projecte.	  I	  les	  realitzades	  pels	  tècnics	  de	  
sistemes	  i	  el	  desenvolupador	  abans	  exposades.	  El	  preu	  hora	  s’ha	  aproximat	  segons	  les	  
informacions	  proporcionades	  per	  l’empresa,	  establint	  20€	  pel	  perfil	  de	  cap	  de	  projecte	  
i	  12€	  pels	  perfils	  de	  tècnics	  de	  sistemes	  i	  desenvolupament.	  El	  cost	  total	  de	  les	  hores	  
invertides	  al	  projecte	  pels	  recursos	  es	  de	  3.984€.	  
	  
	  
Taula	  11:	  Càlcul	  cost	  associat	  al	  esforç	  dels	  recursos	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Finalment	  s’afegeix	  a	  aquesta	  despesa,	  els	  costos	  de	  l’alta	  de	  línia	  de	  fibra	  contractada	  
i	  el	  manteniment	  anual	  de	  la	  mateixa,	  Taula	  12,	  per	  determinar	  l’import	  final	  associat	  
al	  projecte.	  	  
	  
	  
Taula	  12:	  Cost	  total	  del	  projecte	  
	  
El	  cost	  final	  del	  projecte	  es	  situa	  en	  4575€,	  on	  s’inclou	  el	  disseny	  i	  implementació	  del	  
sistema	  i	  el	  primer	  any	  de	  manteniment.	  S’ha	  complert	  el	  requeriment	  inicial	  de	  
realitzar	  un	  entorn	  de	  recuperació	  amb	  una	  despesa	  anual	  continguda	  i	  no	  es	  
sobrepassa	  el	  límit	  de	  2000€	  anuals	  de	  manteniment	  de	  la	  nova	  infraestructura.	  
L’objectiu	  de	  costos	  del	  projecte	  s’ha	  assolit.	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7.Conclusions	  
Després	  de	  realitzar	  el	  disseny	  de	  la	  solució	  i	  fer	  el	  desplegament	  a	  producció,	  podem	  
extreure	  una	  sèrie	  de	  conclusions	  del	  funcionament	  de	  la	  mateixa.	  Tot	  seguit	  es	  
detallen:	  
	  
-­‐ Integritat	   de	   les	   dades:	   La	   sincronització	   de	   la	   base	   de	   dades	   i	   els	   fitxers	   de	  
contingut	  audiovisual	  no	  va	  reportar	  cap	  incident	  i	  es	  va	  realitzar	  correctament.	  
Els	   scripts	   programats	   i	   les	   replicacions	   configurades	   al	   Veeam	   Backup,	   van	  
permetre	  disposar	  d’un	  entorn	  amb	  les	  dades	  actualitzades,	  això	  va	  permetre	  
donar	  servei	  sense	  pèrdua	  de	  dades.	  
	  
-­‐ Disponibilitat	  web:	  Després	  de	  publicar	  la	  noticia	  del	  incident	  químic	  a	  l’Anoia	  
(http://acn.cat/acn/778526/General/text/Simar-­‐explosio-­‐empresa.html)	   es	   va	  
rebre	   un	   nivell	   molt	   elevat	   de	   visitants	   que	   va	   afectar	   al	   rendiment	   del	  
balancejador.	   Aquest	   finalment	   es	   va	   col·∙lapsar	   i	   va	   ser	   necessari	   reiniciar	   el	  
servei	   associat.	   L’incident	   s’hauria	   reproduït	   de	   forma	   idèntica	   a	   l’entorn	   de	  
producció,	   perquè	   no	   va	   ser	   degut	   a	   falta	   de	   recursos	   o	   connectivitat.	   A	   les	  
futures	   vies	   de	   treball	   cal	   estudiar	   la	   configuració	   del	   balancejador	   perquè	  
estigui	  preparat	  per	  absorbir	  grans	  volums	  de	  càrrega	  de	  manera	  puntual	  sense	  
afectar	  a	   la	  disponibilitat	  web.	  A	   l’inici	  del	  projecte	  es	  va	  establir	   l’objectiu	  de	  
garantir	   un	   70%	   del	   número	   de	   visites	   i	   pàgines	   vistes	   del	   portal.	   El	   DRP	   va	  
donar	   serveis	   al	   clients	   sense	   incidents	   a	   volums	   similars	   i	   més	   alts	   dels	  
habituals,	  fins	  arribar	  al	  pic	  anteriorment	  detallat.	  
	  
-­‐ Enviament	   de	   continguts:	   El	   servei	   d’enviament	   de	   continguts	   va	   funcionar	  
correctament	  durant	  l’actuació.	  Però	  es	  van	  detectar	  cues	  degudes	  a	  l’ample	  de	  
banda	   de	   sortida	   disponible	   (10MB/s).	   La	   mitjana	   d’enviaments	   en	   cua	   a	  
l’entorn	  de	  producció	  es	  de	  tres	  enviaments,	  al	  DRP	  es	  van	  produir	  esperes	  de	  
fins	  cinc	  enviaments	  de	  continguts.	  Disposar	  d’una	  línia	  de	  connexió	  amb	  major	  
ample	   de	   banda	   de	   sortida,	   facilitaria	   el	   procés	   d’entrega	   directa	   als	   clients	  
reduint	  el	  temps	  d’espera.	  
	  
-­‐ Replicació	  oracle:	  A	  l’inici	  del	  projecte	  es	  va	  considerar	  realitzar	  la	  replicació	  de	  
la	   base	   de	   dades	   oracle	   mitjançant	   un	   procés	   d’exportació	   i	   importació,	   les	  
proves	  realitzades	  reflectien	  un	  temps	  d’execució	  superior	  a	  les	  dues	  hores	  que	  
no	  s’ajustaven	  als	   requeriments	  del	  projecte.	  Es	  va	  optar	  per	   implementar	  un	  
procés	  de	  replicació	  amb	  l’eina	  Veeam	  Backup	  que	  mitjançant	  les	  rèpliques	  ha	  
permès	  realitzar	  el	  traspàs	  de	  la	  base	  de	  dades	  en	  temps	  propers	  als	  20	  minuts.	  
Al	   ser	  un	  procés	  automatitzat	   i	  monitoritzat,	   s’ha	  aconseguit	   implementar	  un	  
sistema	   que	   assegura	   la	   integritat	   de	   les	   dades	   i	   facilita	   la	   gestió	   de	   la	  
replicació,	   al	   no	   haver	   de	   revisar	   els	   logs	   d’importació	   per	   corregir	  
incoherències	  als	  registres	  que	  estan	  en	  us	  durant	  la	  copia.	  	  	  	  	  
	  
	  
	   	   7.Conclusions	  
	  
	  
	  
	  
	  
	  
95	  
-­‐ Temps	   activació/desactivació	   del	   DRP:	   Després	   de	   l’actuació	   es	   van	   poder	  
extreure	  els	  temps	  necessaris	  per	  activar	  el	  nou	  entorn	  i	  tornar	  al	  de	  producció.	  
Per	   realitzar	   el	   procés	   d’inici	   es	   van	   necessitar	   dues	   hores,	   temps	   a	   partir	  
d’iniciar	   l’actuació	   activant	   el	   portal	   de	   manteniment	   fins	   a	   tenir	   online	   i	  
redireccionat	   el	   portal.	   Per	   la	   seva	   desactivació	   i	   tornada	   a	   producció	   es	   van	  
necessitar	  novament	  dues	  hores.	  Recordem	  que	  l’execució	  es	  va	  realitzar	  tenint	  
en	   compte	   que	   tots	   els	   sistemes	   i	   connexions	   estan	   disponibles,	   i	   part	   del	  
temps	  empleat	  pertany	  al	   procés	  de	   sincronització	  de	  dades	  per	   tenir	   el	  DRP	  
actualitzat.	   En	   cas	   d’haver	   d’activar-­‐lo	   per	   emergència,	   aquestes	   no	   estarien	  
disponibles	   i	   el	   procés	   es	   redueix	   a	   un	  marge	   comprès	   entre	   una	   hora	   i	   una	  
hora	  i	  trenta	  minuts.	  	  	  
	  
	  
-­‐ Temps	  de	  resposta	  del	  portal:	  Tal	  i	  com	  es	  mostra	  a	  l’apartat	  6.3	  Resultats	  de	  
l’actuació,	   els	   temps	  de	   carrega	  del	   portal	   van	   ser	  molt	   propers	   als	   habituals	  
registrats	  els	  dies	  anteriors.	  La	  diferència	  no	  va	  superar	  els	  300ms,	  assegurant	  
d’aquesta	  manera	  que	  l’usuari	  no	  experimentés	  lentitud	  a	  la	  navegació	  per	  les	  
notícies	  del	  portal.	  	  
	  
	  
-­‐ Aplicació	  cerca	  del	  portal:	  Durant	  les	  proves	  realitzades	  al	  activar	  el	  DRP	  es	  va	  
detectar	   que	   l’aplicació	   encarregada	   de	   realitzar	   cerca	   de	   notícies	   del	   portal	  
acn.cat	   no	   funcionava	   correctament.	   El	   procés	   necessitava	   llargs	   períodes	   de	  
temps,	   tres	   i	   quatre	   minuts,	   per	   retornar	   els	   resultats.	   Amb	   el	   suport	   del	  
departament	   de	   desenvolupament,	   es	   va	   detectar	   que	   el	   problema	   estava	  
relacionat	  amb	  els	  fitxers	  temporals	  que	  crea	  l’aplicació	  per	  tenir	  indexades	  les	  
notícies.	   	   Per	   solucionar	   l’incident	   es	   van	   copiar	   manualment	   els	   fitxers	  
necessaris,	   i	   per	   futures	   actuacions	   es	   va	   modificar	   l’script	   de	   sincronització	  
perquè	  afegís	  aquest	  directori	  cada	  vegada	  que	  es	  realitzi	  la	  replicació.	  
	  
	  
Amb	  l’anàlisi	  de	  conclusions	  que	  s’han	  extret	  després	  de	  la	  posada	  en	  marxa	  de	  
l’entorn	  de	  recuperació	  es	  realitza	  la	  següent	  valoració	  del	  projecte.	  Que	  l’entorn	  
dissenyat	  i	  implementat	  cobreix	  els	  requeriments	  i	  necessitats	  de	  l’empresa	  per	  donar	  
solució	  a	  una	  possible	  incidència	  que	  obligui	  a	  activar	  un	  entorn	  temporal	  on	  poder	  
continuar	  amb	  les	  activitats	  de	  negoci.	  El	  temps	  necessari	  per	  preparar	  els	  sistemes	  i	  
recursos	  temporals	  es	  troben	  dintre	  del	  requeriment	  de	  dues	  hores,	  sent	  aquest	  
inferior	  en	  cas	  de	  tall	  de	  servei.	  	  
	  
L’experiència	  d’usuari	  a	  la	  navegació	  i	  pujada	  de	  continguts	  no	  s’ha	  vist	  influenciada	  i	  
només	  destaquem	  un	  lleuger	  augment	  en	  els	  temps	  d’espera	  dels	  enviaments	  d’arxius	  
als	  clients.	  El	  portal	  està	  preparat	  per	  absorbir	  el	  70%	  de	  les	  visites	  habituals,	  tot	  i	  patir	  
un	  incident	  al	  haver	  de	  gestionar	  el	  balancejador	  un	  augment	  exponencial	  a	  un	  curt	  
espai	  de	  temps	  comentat	  a	  l’apartat	  6.3.1	  del	  projecte.	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Gràcies	  a	  la	  programació	  de	  la	  replicació	  d’entorns	  s’ha	  complert	  la	  petició	  de	  tenir	  els	  
sistemes	  amb	  una	  diferència	  màxima	  de	  seixanta	  minuts,	  arribant	  a	  situar-­‐se	  a	  la	  franja	  
dels	  30-­‐40	  minuts.	  	  
	  
Per	  facilitar	  l’execució	  s’ha	  redactat	  un	  runbook,	  el	  qual	  pot	  ser	  seguit	  pels	  tècnics	  de	  
manera	  que	  es	  facilita	  la	  seva	  actuació	  al	  tenir	  totes	  les	  etapes	  definides	  i	  comentades	  
de	  forma	  seqüencial.	  Aquest	  es	  pot	  consultar	  a	  l’apartat	  6.2	  Execució	  de	  l’actuació	  i	  
runbook,	  del	  projecte.	  Al	  document	  s’han	  adjuntat	  captures	  de	  pantalla	  i	  les	  comandes	  
necessàries	  per	  agilitzar	  el	  canvi	  d’entorn.	  
	  
El	  cost	  relacionat	  amb	  el	  projecte,	  fixat	  a	  l’inici	  amb	  un	  màxim	  de	  2.000€	  anual,	  s’ha	  
rebaixat	  fins	  els	  591€	  i	  434€	  del	  primer	  i	  successiu	  anys	  respectivament.	  
	  
Tot	  i	  així	  es	  detecten	  punts	  de	  millora	  al	  sistema	  plantejat,	  que	  poden	  millorar	  la	  seva	  
resposta	  i	  rendiment.	  I	  es	  poden	  plantejar	  altres	  escenaris	  per	  allotjar	  i	  gestionar	  els	  
sistemes	  i	  entorns.	  Aquests	  es	  detallaran	  al	  següent	  apartat	  del	  projecte	  de	  futures	  
vies	  de	  treball.	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8.Futures	  vies	  de	  treball	  
	  
A	  la	  finalització	  del	  projecte,	  i	  després	  d’haver	  complert	  els	  requisits	  inicials	  i	  extreure	  
les	  conclusions	  de	  l’apartat	  7,	  s’obren	  noves	  vies	  de	  treball	  per	  perfeccionar	  el	  nou	  
sistema	  implementat.	  	  
	  
Per	  tal	  d’evitar	  l’incident	  relacionat	  amb	  el	  balancejador	  durant	  l’actuació,	  cal	  realitzar	  
un	  estudi	  de	  rendiment	  del	  mateix	  per	  determinar	  si	  cal	  substituir-­‐lo	  o	  modificar	  la	  
seva	  configuració	  a	  fi	  d’evitar	  nous	  talls	  de	  servei	  en	  moments	  de	  màxima	  càrrega	  
originada	  per	  les	  visites	  al	  portal.	  Per	  assegurar	  el	  servei	  es	  necessari	  realitzar	  proves	  
de	  càrrega	  en	  un	  entorn	  de	  test	  per	  conèixer	  el	  límit	  de	  connexions	  simultànies	  i	  
millorar	  la	  resposta	  del	  balancejador	  en	  cas	  d’excedir-­‐lo.	  S’ha	  començat	  a	  analitzar	  
diferents	  solucions	  que	  ofereix	  el	  mercat	  per	  la	  implementació	  de	  balancejadors	  de	  
càrrega	  a	  servidors	  Linux.	  
	  
Amb	  l’anàlisi	  del	  rendiment	  de	  l’aplicació	  d’enviament	  de	  contingut	  es	  va	  detectar	  una	  
degradació	  del	  servei	  al	  utilitzar	  una	  línia	  de	  comunicacions	  amb	  un	  ample	  de	  banda	  de	  
pujada	  inferior	  al	  de	  producció.	  Una	  segona	  línia	  de	  fibra	  dedicada	  íntegrament	  a	  
aquest	  servei	  podria	  ser	  la	  solució	  i	  incrementar	  la	  velocitat	  de	  transferència	  d’arxius	  al	  
estar	  dedicada	  només	  a	  aquest	  servei,	  deixaria	  de	  compartir	  la	  sortida	  amb	  la	  resta	  
d’aplicacions	  i	  usuaris	  de	  la	  xarxa.	  Aquest	  canvi	  milloraria	  el	  temps	  de	  resposta	  a	  la	  
navegació	  del	  portal	  web,	  tot	  i	  continuar	  dintre	  dels	  marges	  acceptables	  (diferències	  
de	  200ms)	  durant	  l’activació	  del	  DRP	  actual.	  
	  
La	  millora	  del	  sistema	  d’automatització,	  podria	  reduir	  el	  temps	  actual	  d’activació	  i	  
desactivació	  de	  l’entorn	  de	  recuperació,	  i	  facilitaria	  la	  tasca	  dels	  tècnics	  responsables.	  
Un	  estudi	  de	  les	  solucions	  ofertes	  per	  Vmware	  i	  Veeam	  Backup,	  tenint	  en	  compte	  que	  
aquestes	  funcionalitat	  equivalen	  a	  l’increment	  de	  costos	  per	  llicències,	  ajudaria	  a	  
automatitzar	  el	  procés,	  podent	  configurar	  els	  sistemes	  perquè	  sense	  la	  intervenció	  dels	  
tècnics	  s’activés	  de	  forma	  autònoma,	  després	  de	  detectar:	  problemes	  a	  la	  connexió	  
d’internet,	  falta	  de	  connectivitat	  amb	  els	  ESX	  del	  cpd	  d’Hospitalet,	  o	  caiguda	  al	  
rendiment	  dels	  servidors	  virtuals.	  
	  
Cal	  tenir	  present	  l’escenari	  que	  presenten	  les	  solucions	  al	  núvol.	  Tot	  i	  suposar	  un	  
increment	  de	  la	  despesa	  que	  no	  podia	  ser	  assumida	  pel	  projecte,	  aquest	  tipus	  de	  
solucions	  estan	  experimentant	  una	  tendència	  a	  reduir	  els	  costos	  dels	  seus	  serveis.	  I	  
plantegen	  una	  nova	  via	  d’implementació	  pels	  entorns	  de	  producció	  empresarials.	  Una	  
disminució	  del	  preu	  associat	  a	  un	  increment	  de	  l’antiguitat	  dels	  sistemes	  actuals,	  i	  el	  
cost	  de	  manteniment,	  ens	  apropen	  al	  canvi	  de	  la	  infraestructura	  per	  fer	  el	  salt	  a	  la	  
migració	  al	  núvol.	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9.Annex	  
	  
Taules	  de	  dades	  de	  l’estudi	  del	  rendiment	  
	  
	  
Taula1:	  CPU	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Taula2:	  RAM	  
	  
	  
	  
	  
Taula3:	  Xarxa	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Taula	  4:	  Disc	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