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Universita` Roma Tre and Universita` “La Sapienza”
We consider random walks in a random environment which are
generalized versions of well-known effective models for Mott variable-
range hopping. We study the homogenized diffusion constant of the
random walk in the one-dimensional case. We prove various estimates
on the low-temperature behavior which confirm and extend previous
work by physicists.
1. Introduction. Random walks among randomly distributed traps have
been proposed as models to study the low-temperature behavior of conduc-
tivity in disordered solids in which the Fermi level (set equal to 0 below) lies
in a region of strong Anderson localization. In the so-called Mott variable-
range hopping model one considers trapping sites ξ = {xi} randomly dis-
tributed on Rd, d≥ 1, with a given density ρ. Each site xi is marked with
a random energy Ei ∈ [−1,1], where the variables Ei are independent and
identically distributed according to some law ν on [−1,1], and are assumed
to be independent of ξ. The law ν satisfies ν[−E,E] ∼ |E|δ when E ≪ 1,
for some positive constant δ. Then one considers a continuous-time random
walk which starts at a given site x0 and jumps from a site xi to any other
site xj with rate
cxi,xj = exp{−|xi − xj| − βu(Ei,Ej)},(1.1)
where β is the inverse temperature and the function u is given by
u(Ei,Ej) = |Ei|+ |Ej |+ |Ei −Ej |.(1.2)
The associated random resistor network is obtained by connecting each pair
of sites xi, xj by the resistor Rxi,xj = 1/cxi,xj . At the heuristic level, as
predicted by the Einstein relation, the effective conductivity σ of the medium
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can be identified with the diffusion coefficient D associated to the random
walk. We refer to [2, 14, 22] and references therein for a justification of the
model (1.1) from the physical point of view.
As shown in [2] in the case δ = 1, by means of percolation arguments this
model is well suited to explain Mott’s law which asserts that the conductivity
σ should vanish as
logσ ∼−βδ/(d+δ), d≥ 2,(1.3)
as β→∞. The heuristics behind this behavior can be roughly explained as
follows. As β increases, the dominant contribution comes from traps x˜i with
energy Ei ∈ [−E˜(β), E˜(β)] where E˜(β)→ 0 as β→∞. The traps ξ˜ = {x˜i}
are a thinning of the original process ξ = {xi}. Since ν[−E,E]∼ |E|
δ , these
traps have a density ρν[−E˜(β), E˜(β)]∼ E˜(β)δ and are typically separated by
a distance ℓ(β)∼ E˜(β)−δ/d. Percolation ideas valid for d≥ 2 allow to argue
that these traps contribute roughly −c1ℓ(β)− c2βE˜(β) to logσ. One obtains
the desired estimates by optimizing with the choice E˜(β) = β−d/(δ+d).
Recently, a mathematical proof of Mott’s law for the diffusion coefficient
D of the variable-range random walk introduced above was presented in
[13, 14] for all dimensions d≥ 2.
The situation is quite different in dimension one. As argued in the physics
literature [17], here one should have two possible regimes:
diffusive regime: logσ ∼−β,(1.4)
subdiffusive regime: logσ ∼−∞.(1.5)
More precisely, in [17] an upper bound on σ is obtained by heuristic argu-
ments when δ = 1 and ξ = {xi} is a Poisson point process of density ρ. This
upper bound is in agreement with (1.4) when ρ > 1 and implies that σ = 0
when ρ ≤ 1. As we shall see, the point is that a thinning with arbitrarily
small density does not contribute to the conductivity when d = 1, that is,
nonzero contributions come only from traps with sufficiently high density.
We thus have an insulator/conductor transition with critical density ρc = 1.
The exponential law in (1.4) is in striking contrast with the stretched
exponential appearing in the standard Mott law. There is a large literature
on the conductivity of one-dimensional or quasi one-dimensional physical
systems where the two regimes are compared, see, for example, [1, 18, 19,
21]. Recently, the one-dimensional variable-range hopping model has been
also used to study electrical properties of the DNA double helix [23]. All
these works focus also on finite-size effects which allow for the onset of a
stretched exponential law which is experimentally observed at suitably low
temperatures.
Let us now turn to a discussion of our results. We first establish the
functional central limit theorem for the diffusively rescaled variable-range
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random walk. We then characterize its limiting diffusion coefficient D and
prove rigorous bounds on D. Our bounds will confirm in particular the
exponential behavior (1.4) and the transition predicted in [17]. Although the
model is spatially one dimensional, the presence of multiple jumps between
arbitrarily far traps does not allow for explicit solutions.
Moreover, we will investigate the generalized model which is obtained by
replacing the distance |xi − xj| in (1.1) by |xi − xj|
α, with a new parame-
ter α > 0. Although the standard case α = 1 is the most natural from the
physical point of view, we shall see that the case α< 1 allows us to produce
the various stretched exponential laws discussed in the physics literature. In
particular, our main results will establish that if the distribution ν satisfies
ν[−E,E]∼ Eδ , δ > 0, if ξ is a Poisson point processes with density ρ, then
one has the following behavior of logD as a function of β:
logD ∼

−β, α= 1, ρ > 1,
−βδα/(1−α+δα), α < 1, ρ > 0,
−∞, α > 1, ρ > 0 or α= 1, ρ≤ 1.
(1.6)
We shall observe that for α≥ 1 the behavior of the diffusion coefficient D is
qualitatively the same as that of the diffusion coefficient D′ of the nearest-
neighbor random walk on ξ = {xi} with jump rates between consecutive
sites xi and xi±1 given by (1.1).
On the other hand, the stretched exponential behavior in the case α < 1
will be obtained by optimization arguments partially inspired by the one
discussed above for the higher-dimensional case, since in this case one can
show that nontrivial contributions come from any thinning of the original
process. However, we stress that in dimension 1 percolation arguments do
not work and in contrast to the higher-dimensional case jumps contributing
to logσ can be arbitrarily long if the distances between consecutive points
in ξ = {xi} are not bounded from above. In particular, the heuristics given
above has to be modified. We will show that the contribution of traps with
energy inside the interval [−E˜(β), E˜(β)] is no longer −c1ℓ(β)− c2βE˜(β) but
rather −c1ℓ(β)
α/(1−α) − c2βE˜(β), with ℓ(β) ∼ E˜(β)
−δ . This will give the
behavior in (1.6) for α< 1, by setting E˜(β) = β−(1−α)/(1−α+δα).
Finally, we shall investigate a different but related problem, namely the
relaxation speed of the random walk in finite boxes, via spectral gap and
isoperimetric estimates. This gives another point of view to discuss the tran-
sition from diffusive to subdiffusive behavior. This approach was developed
in [6] for the case of dimension d ≥ 2. Here we describe some finer results
that can be obtained in the one-dimensional setting. An important difference
with respect to the case d≥ 2 is that here we expect that the diffusion coef-
ficient is positive if and only if the finite volume spectral gaps obey diffusive
estimates.
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1.1. Model and results. We consider the following generalization of the
variable-range random walk discussed above. Let {Zj , j ∈ Z} denote a sta-
tionary and ergodic sequence of positive random variables with finite mean.
Define the variables {xk, k ∈ Z} by
xk = xk−1+Zk−1, k ∈ Z, x0 = 0.(1.7)
Then, we consider the point process ξ = {xk} on R. If {Zj} are i.i.d. then
ξ is a renewal process. If {Zj} are i.i.d. exponentially distributed variables
then ξ is a homogeneous Poisson process conditioned to contain the origin.
We refer to [7] for a basic reference on point processes.
Let Θ = {Ek}k∈Z denote a family of i.i.d. random variables with values in
[−1,1] with common law ν. We do not make any special assumption on ν.
The processes ξ and Θ are supposed to be independent and we denote by
ω = (ξ,Θ) the resulting marked point process (we interpret Ej as an energy
mark for the point xj). We denote by P and E the associated probability
measure and expectation.
Given a realization of the environment ω, Xω(t) denotes the continuous-
time random walk having state space ξ = {xk}, starting at the origin and
jumping from xi to xj , i 6= j, with jump rate
cxi,xj(ω) = exp{−|xi − xj |
α − βu(Ei,Ej)}.(1.8)
Here α> 0 and the function u is assumed to satisfy
c1(|Ei|+ |Ej |)≤ u(Ei,Ej) = u(Ej ,Ei)≤ c2(|Ei|+ |Ej |)(1.9)
for some positive constants c1 ≤ c2, for any Ei,Ej ∈ [−1,1]. We set cxi,xi(ω) =
0. When α= 1 and u is given by (1.2) we are back to the standard model
(1.1).
Letting Pω denote the law of Xω, the dynamics is described by the fol-
lowing identities:
Pω(Xω(t+ dt) = xj|X
ω(t) = xi) = cxi,xj(ω)dt+ o(dt), t≥ 0, i 6= j,
Pω(Xω(t+ dt) = xi|X
ω(t) = xi) = 1−
∑
j : j 6=i
cxi,xj(ω)dt+ o(dt), t≥ 0.
Equivalently, the random walk Xω can be described as follows: after arriving
at site xi the particle waits an exponential time with parameter
λxi(ω) =
∑
j∈Z
cxi,xj (ω)(1.10)
and then jumps to site xj , j 6= i, with probability
cxi,xj(ω)
λxi(ω)
.(1.11)
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By standard methods (see, e.g., [5] and [14], Appendix A), one can check that
the random walk Xω is well defined for P-a.a. ω as soon as E(λ0(ω))<∞.
One can easily verify that the above condition is equivalent to requiring
E(ξ[0,1])<∞,(1.12)
where ξ[0,1] denotes the number of points of ξ in the interval [0,1]. Note
that this always holds for ξ a renewal process, since in this case (see Lemma
A.1) one has
E(ξ[0,1]k)<∞ ∀k ∈N.(1.13)
In order to state our main results we need some further notation. Pω, the
law of Xω, is a probability measure on the space D([0,∞), ξ) of right con-
tinuous paths having left limits from [0,∞) to ξ, endowed of the Skorokhod
topology [4, 10]. We write Eω for the associated expectation. We will often
identify the random sets ξ, ω with random measures, namely
ξ =
∑
i∈Z
δxi , ω =
∑
i∈Z
δ(xi,Ei).
Given functions f = f(ξ), g = g(ω) we set
∇yf(ξ) = f(τyξ)− f(ξ), ∇yg(ω) = g(τyω)− g(ω), y ∈ ξ,
where
τyξ =
∑
i∈Z
δxi−y, τyω =
∑
i∈Z
δ(xi−y,Ei), y ∈ ξ.
The following functional central limit theorems (FCLTs) hold for all α> 0
and for all probability distributions ν of the energy marks.
Theorem 1.1. (i) As ε→ 0, the law Pωε of the diffusively rescaled ran-
dom walk
Xωε := (εX
ω(ε−2t) : t≥ 0),
converges weakly in P-probability to the law of a 1D Brownian motion with
diffusion coefficient D(β) admitting the variational characterization
D(β) = inf
g∈L∞(P)
E
{∑
i∈Z
c0,xi(xi +∇xig)
2
}
.(1.14)
(ii) If in addition E[(c0,x1)
−1] <∞, then for P-a.a. environments ω as
ε→ 0 the law Pωε converges weakly to the law of the 1D Brownian motion
with diffusion coefficient D(β).
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We recall that the weak convergence in P-probability stated above sim-
ply means that, for any bounded continuous function F on the path space
D([0,∞),R) endowed with the Skorokhod topology, the random variable
ω→Eωε (F (X
ω
ε ))
with Eωε denoting expectation with respect to P
ω
ε , converges in P-probability
to the expectation of F (W ), where W is a 1D Brownian motion with diffu-
sion coefficient D(β), that is, the variance of Wt equals D(β)t.
The first part of the above theorem will be obtained along the lines of
classical homogenization results [8, 16]. It is derived also in [14] under an
additional finite moment condition. The second part of the theorem is an
almost sure FCLT and its proof will be based on the construction of the
so-called corrector field.
We point out that the diffusion coefficient D(β) characterized by (1.14)
could be zero, thus implying the subdiffusive behavior of the random walk. If
not zero, it is relevant to analyze the behavior of D(β) as β goes to infinity in
the same spirit of Mott’s law. In the next theorem, we answer these issues by
giving upper and lower bounds on D(β) under suitable assumptions. Before
stating our results, it is convenient to adopt the following notation: given
functions f(x) and g(x), x positive number, we write
f(x)∼ g(x), xց 0[xր∞],
if there exist c1, c2 > 0 such that
c1g(x)≤ f(x)≤ c2g(x)
for all x in a neighborhood of 0 [∞].
Theorem 1.2. Suppose that Zj has finite second moment, that is,
E[Z2j ]<∞.
(1) If E[exp (Zαj )]<∞, then there exist C,κ > 0 such that for all β ≥ 0
D(β)≥C exp [−κβ].(1.15)
(2) Suppose that α≥ 1 and that {Zj} are positive i.i.d. random variables.
Then
D(β)> 0 ⇐⇒ E[exp(Zj
α)]<∞.(1.16)
If in addition to the above bound ν has no mass at zero, that is, ν[−E,E]→ 0
as Eց 0, then
C1 exp[−κ1β]≤D(β)≤C2 exp[−κ2β](1.17)
for suitable positive constants C1,C2, κ1, κ2, for all β ≥ 0.
(3) Suppose that α< 1 and that {Zj} are positive i.i.d. random variables.
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(i) If E[exp(γZj
α)] =∞ for some γ ∈ (0,1), then D(β) = 0.
(ii) If E[exp(εZj)]<∞ for some ε > 0 and
ν[−E,E]∼Eδ, Eց 0,(1.18)
for some constant δ > 0, then
C1 exp[−κ1β
δα/(1−α+δα)]≤D(β)≤C2 exp[−κ2β
δα/(1−α+δα)](1.19)
for suitable positive constants C1,C2, κ1, κ2, for all β ≥ 0.
The upper bounds in (1.17) and (1.19) will be obtained by choosing suit-
able test functions in the variational characterization (1.14). The proof of
the other bounds on D(β) will be based on comparison with suitable nearest-
neighbor random walks for whose diffusion coefficients one can derive explicit
expressions. For instance, to define a nearest-neighbor walk on ξ with a dif-
fusion coefficient smaller than D(β) we shall simply cut all jumps of the
form xi → xj with |i − j| 6= 1. This produces the random walk Y
ω which
will be used in the proof of (1.15). On the other hand, the construction of
a nearest-neighbor walk on ξ whose diffusion coefficient is larger than D(β)
is more tricky. This will be needed for the proof of points (2) and (3)(i) in
Theorem 1.2. Here the electric network representation and the associated
monotonicity laws [9] will turn out to be a very useful guide for our compar-
ison arguments. A convenient construction in the electric network context
has been outlined in [17].
It will be clear from our proof that the diffusion coefficient of the nearest-
neighbor walk Y ω defined above is positive iff the condition in the right-
hand side of (1.16) is satisfied and, under this assumption it satisfies the
same bounds appearing in (1.17). Hence, we can conclude that for α ≥ 1
and at least for renewal point processes ξ the Mott variable-range hopping
is essentially a nearest-neighbor hopping. If α < 1 on the other hand, the
proof of the stretched exponential estimates in point (3)(ii) above will make
clear that the main contribution to diffusion comes from jumps between sites
xi with small energy marks, which are typically not nearest neighbors.
Let us now draw some consequences of Theorem 1.2 in specific cases.
Various other cases can be considered in the way described below.
1.1.1. Poissonian case. This is the case where {Zj} are i.i.d. exponen-
tials of parameter λ > 0. Here we can easily collect the estimates in Theorem
1.2 to obtain the picture anticipated in (1.6), where ρ= λ. In particular, the
critical point for diffusivity appears at α= αc = 1, λ= λc = 1 and the system
is subdiffusive at the critical point.
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1.1.2. Diluted lattice. Suppose the {Zj} are i.i.d. geometric random vari-
ables with parameter p ∈ (0,1), that is, P(Zj = k) = p(1− p)
k−1, k ∈N. This
corresponds to the point process ξ obtained by deleting independently each
point of Z \ {0} with probability 1− p. It is easily seen that here one has
the same picture as in the Poissonian case described above with the corre-
spondence p= 1− e−λ.
1.1.3. Weibull distribution. Here we take {Zj} to be i.i.d. with a Weibull
distribution, that is, P(Zj > t) = e
−λtτ , t ≥ 0, for some λ > 0, τ > 0. This
generalizes the Poissonian case (τ = 1). It follows from Theorem 1.2 that
the critical point for diffusivity is given by α = αc = τ , and λ = λc = 1.
Thanks to point (2) in the theorem we know that the system is subdiffusive
at the critical point at least in the case τ ≥ 1. For τ < 1 we cannot exclude
positive diffusion constant at the critical point.
1.1.4. Gaussian distribution. We may take {Zj} to be i.i.d. with Zj dis-
tributed as |Y | where Y is a normal random variable with mean 0 and
variance σ2. Since, apart from polynomial corrections, P(Y ≥ t) behaves as
e−t
2/(2σ2) for t large, it is simple to check that in this case the asymptotic
behavior of D(β) corresponds to the case of Weibull distribution with τ = 2,
λ= 1/(2σ2).
1.1.5. Random variables with polynomial tails. If we take {Zj} to be
i.i.d. with P(Zj > t)∼ t
−r ∀t≥ 1, for some r > 2 (we require r > 2 so that
E[Z2j ]<∞), then it is immediate to use points (2) and (3)(i) in the theorem
to see that the system is subdiffusive for all α> 0 and all r > 2.
1.2. Diffusivity via spectral gap and isoperimetric bounds. As in [6] our
finite volume estimates will be related to the geometry of the point process
only and the temperature plays essentially no role. Therefore, without loss
of generality, we set β = 0 for this subsection. We stress that the results
presented here are proven for almost all environments under the assumption
that ξ is a renewal process. As a convention, whenever we state that some
event EL involving the parameter L holds P-a.s. we mean that with P-
probability 1 there exists L0 = L0(ξ)<∞ such that the event EL occurs for
all L ∈N, with L≥L0.
Let ξ = {xk, k ∈ Z} denote as usual the renewal process generated by
(1.7). We write, for every L > 0, ξL := ξ ∩ ΛL, where ΛL = [−L/2,L/2], for
the process inside the segment of length L.
We recall the definition of Cheeger’s isoperimetric constant ΦL(ξ):
ΦL(ξ) := min
U⊂ξL : #(U)≤1/2#(ξL)
IU (ξ),(1.20)
IU (ξ) :=
1
#(U)
∑
x∈U,y∈ξL\U
e−|x−y|
α
,(1.21)
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where #(U) stands for the number of points in U .
In order to estimate the isoperimetric constant ΦL(ξ) it is convenient to
introduce the random variable ζL defined as the maximal distance between
consecutive points in ξL:
ζL =max{xk+1 − xk :xk, xk+1 ∈ ξL}.(1.22)
Then the behavior of ΦL is mostly determined by ζL.
Proposition 1.3. For any γ ∈ (0,1), there exists a positive constant C
such that
1
CL
e−ζ
α
L ≤ΦL(ξ)≤
C(logL)2
L
e−d(α)ζ
α
γL , P-a.s.,(1.23)
where d(α) := 1 ∧ 3α−1. If there exists ε > 0 such that P(Zi > ε) = 1 then
(1.23) holds without the (logL)2 factor in the right-hand side.
Since the Zi are independent, the a.s. behavior of ζL can be characterized
in terms of the tail
ψ(t) = P(Zi > t).
We note that limL↑∞ ζL =∞ a.s. if Zi’s are unbounded and limL↑∞ ζL <
∞ a.s. if Zi’s are bounded [11], Chapter 3. Hence, from Proposition 1.3,
ΦL(ξ) ≪ L
−1 a.s. if Zi are unbounded, while ΦL ∼ L
−1 a.s. if Zi’s are
bounded and bounded away from zero. In [6] the bound ΦL ∼ L
−1 was
shown to be characteristic of the diffusive regime for the spectral gap of the
random walk in dimension d≥ 2. When d= 1, we shall see that Proposition
1.3 and the results of the previous section imply that this is no longer true.
Namely, the spectral gap can have diffusive behavior while ΦL≪L
−1.
Proposition 1.3 and standard results concerning the a.s. asymptotic be-
havior of maxima of i.i.d. random variables (see [15], Section 4, [11], Section
3.5) allow to derive rather fine estimates on ΦL. In Section 6 we discuss
a general method and, as an application, we derive the following criterion
which covers several interesting cases discussed below.
Theorem 1.4. Let {Zi, i ∈ Z} be i.i.d. positive variables with finite
mean µ. Let a, b :R+→R+ be two nonnegative, nondecreasing functions sat-
isfying ψ(a(n)), ψ(b(n))→ 0, and nψ(b(n))→∞ as n→∞ and such that∑
n∈N
ψ(a(n)) <∞,(1.24)
∑
n∈N
ψ(b(n))e−nψ(b(n)) <∞.(1.25)
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Then, for any γ ∈ (0,1), there exists a positive constant C =C(γ)<∞ such
that
1
C
e−a(L/(γµ))
α
L
≤ΦL ≤C(logL)
2 e
−d(α)b(γL/µ)α
L
, P-a.s.,(1.26)
where d(α) = 1 if α≥ 1 and d(α) = 3α−1 if α < 1. Moreover, if the Zi’s are
bounded one can take a and b constant in (1.26). Finally, if the Zi’s are
bounded away from zero then the estimate in the right-hand side of (1.26)
holds without the logarithmic correction.
Let us now look at the Poincare´ or spectral gap inequality associated to
the random walk in ΛL. The Poincare´ constant γ(L) = γ(L, ξ) is defined by
γ(L) := sup
f : ξL→R
1
#(ξL)
∑
x,y∈ξL
(f(x)− f(y))2∑
x,y∈ξL
e−|x−y|α(f(x)− f(y))2
.(1.27)
The spectral gap is given by gap(L) := γ(L)−1. We recall that gap(L) coin-
cides with the smallest nonzero eigenvalue of the nonnegative matrix −LL,
where LL is the Markov generator of the variable-range random walk con-
fined to the segment ΛL, defined by its action on vectors f : ξL → R as
follows:
LLf(x) =
∑
y∈ξL
e−|x−y|
α
(f(y)− f(x)), x ∈ ξL.(1.28)
In the diffusive regime we expect the Laplacian-like behavior gap(L)∼ L−2.
In view of our previous discussion this cannot be obtained in general through
Cheeger’s inequality asserting that γ(L) ≤ 8Φ−2L ; cf. [6]. However, a sim-
ple alternative is available in dimension one and we are able to prove that
gap(L)≥ cL−2, P-a.s. as soon as E[eZ
α
1 ]<∞. On the other hand, the simple
estimate γ(L)≥ 12Φ
−1
L [which follows from (1.27) by restricting f to be an
indicator function] allows to obtain upper bounds on the spectral gap from
Theorem 1.4. We can summarize these facts in the following:
Corollary 1.5. Let {Zi, i ∈ Z} be i.i.d. positive variables with finite
mean µ.
1. If E[eZ
α
1 ]<∞ then there exists c > 0 such that
gap(L)∼ L−2, P-a.s.(1.29)
2. Let the function b :R+ → R+ be as in Theorem 1.4. Then, for any
γ ∈ (0,1), there exists a positive constant C =C(γ)<∞ such that
gap(L)≤C(logL)2
e−d(α)b(γL/µ)
α
L
, P-a.s.,(1.30)
where d(α) = 1 ∧ 3α−1. If P(Zi ≤ δ) = 0 for some δ > 0 the last estimate
holds without the logarithmic correction.
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1.2.1. Examples. Let us conclude this discussion with some details on
specific examples. We start with the Poisson case, that is, {Zj} are i.i.d.
exponential variables of parameter λ > 0.
We can apply Theorem 1.4 with the following choice of the functions a, b:
a(t) =
1
λ
log[t(log t)p], b(t) =
1
λ
log[t/(p log log t)](1.31)
for some p > 1 and all t large enough. Here ψ(t) = e−λt and one can easily
check that both (1.24) and (1.25) are satisfied, since with this choice we have
ψ(a(n)) =
1
n(logn)p
, ψ(b(n)) =
p log logn
n
,
(1.32)
ψ(b(n))e−nψ(b(n)) =
p log logn
n(lnn)p
.
If α= 1, from (1.26) we then obtain in particular that for every λ > 0 there
exists some constant c > 0 such that
(logL)−cL−1−1/λ ≤ΦL ≤ (logL)
cL−1−1/λ, P-a.s.(1.33)
Since ΦL behaves like L
−1−1/λ apart from logarithmic corrections, Corollary
1.5 implies in particular that gap(L) ∼ L−2, P-a.s. whenever λ > 1, while
gap(L)≤ (logL)cL−1−1/λ, when λ < 1. Hence, we have a transition at λ= 1
from diffusive to subdiffusive relaxation.
If α> 1 then we easily see from Theorem 1.4 and Corollary 1.5 that both
gap(L) and ΦL decay to zero almost surely, faster than any inverse power
of L.
When α ∈ (0,1), we know by Corollary 1.5 that gap(L)∼ L−2, P-a.s. while
LΦL→ 0 as L→∞ since Zj ’s are unbounded.
The same arguments apply to the diluted lattice, that is, to the case
of geometric random variables with parameter p, with the correspondence
p= 1−e−λ. Moreover, the extension toWeibull distributions is also straight-
forward. Here we have ψ(t) = e−λt
τ
, for some λ > 0, τ > 0. We simply replace
the functions in (1.31) by a(t)→ a(t)1/τ and b(t)→ b(t)1/τ . Then it follows
that (1.24) and (1.25) are satisfied, just as in the case τ = 1 discussed above.
In conclusion, thanks to Corollary 1.5, one has that gap(L) shrinks faster
than any inverse power of L for α > τ , while gap(L) ∼ L−2 for α < τ . At
α= τ ≥ 1 one finds again a transition at λ= 1. Indeed, a direct inspection
of the bounds in (1.26) shows that for α= τ ≥ 1 one has again the estimate
(1.33) for every λ > 0. In particular, Corollary 1.5 shows a transition from
gap(L)∼ L−2 (when λ > 1) to gap(L)≤L−2−ε for some ε > 0 (when λ < 1).
When α= τ < 1 we believe that the same should hold. However, since now
d(α) = 3α−1 < 1, then the right-hand side of (1.33) has to be modified with
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replacement of (logL)cL−1−1/λ by (logL)cL−1−3
α−1/λ. Therefore, by Corol-
lary 1.5, if α = τ < 1, gap(L)≪ L−2 for λ < 3α−1 while gap(L) ∼ L−2 for
λ > 1, thus we are only able to say that a transition occurs for λ somewhere
between 3α−1 and 1. Note that, when τ = 2, the same behavior is produced
in the Gaussian case, that is, by random variables Zi = |Yi|, where Yi are
normally distributed with mean 0 and variance σ2 = 1/(2λ).
Finally, one may consider variables with a polynomial tail, such as, for
example, ψ(t) = t−r, with some r > 1, for all t≥ 1. Theorem 1.4 allows to
obtain detailed estimates on ΦL as follows. Fix p > 1 and define, for t large
enough,
a(t) = t1/r(log t)p/r, b(t) =
(
t
p log log t
)1/r
.
The above sequences are increasing for t large enough, moreover one can
check that (1.32) holds. In particular, Theorem 1.4 can be used to produce
the estimates, for any ε > 0
exp[−Lα/r(logL)α/r+ε]≤ΦL ≤ exp[−L
α/r(logL)−ε], P-a.s.
1.3. Overview of the following sections. The paper is organized as fol-
lows. The proof of Theorem 1.1 is given in Section 2. The proof of Theorem
1.2 requires several distinct tools which are given separately in Sections 3, 4
and 5. In Section 3 we introduce nearest-neighbor random walks, character-
ize their diffusion constants and prove the lower bound (1.15) and the lower
bound in the left-hand side of (1.19). In Section 4 we prove the equivalence
(1.16) and statement (3)(i) of Theorem 1.2. In Section 5 we prove the upper
bounds in (1.17) and (1.19). Finally, in Section 6 we prove our results on
isoperimetric constants and spectral gaps.
2. Proof of Theorem 1.1. In order to prove Theorem 1.1, it is convenient
to fix some notation. We denote by N0 the space of doubly–infinite sequences
ω = {xi,Ei}i∈Z, where xi < xi+1, x0 = 0 and Ei ∈ [−1,1]. The topology of
N0 is the one making the map
N0 ∋ ω→{(xi+1 − xi,Ei)}i∈Z ∈ ((0,∞)× [−1,1])
Z
a topological homeomorphism. We recall that, given ω as above, ξ denotes
its spatial projection, namely ξ = {xi}i∈Z.
The annealed FCLT given in part (i) can be derived by applying The-
orem 2.1 of [8] and then using a time–change argument. We only sketch
the proof, since these methods are rather standard. First, we consider the
discrete-time random walk {Xˆω(n)} starting at the origin and jumping from
xi to xj , j 6= i, with probability cxi,xj(ω)/λxi(ω). The associated environ-
ment viewed from the particle ωn := τXˆω(n)ω is reversible (see Lemma 1(i)
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in [14]) and ergodic with respect to the probability measure Q defined as
dQ(ω) = (λ0(ω)/E(λ0))dP(ω). Then, we note that the function f(ω,ω
′) de-
fined as x if ω′ = τxω and 0 otherwise is P×P-a.s. (and therefore Q×Q-a.s.)
well defined on N0 ×N0 if
τxω 6= ω ∀x ∈ ξ, P-a.s.(2.1)
The above condition is violated only if ξ = aZ and Ei ≡E for suitable con-
stants a,E. Since in this case the analysis of the random walk Xω becomes
trivial, without loss of generality we can assume (2.1). Then f is a well-
defined and antisymmetric function. Moreover, due to our basic assumption
(1.12),
E(f(ω0, ω1)
2) =
∫
Q(dω)
∑
i∈Z
c0,xi(ω)
λ0(ω)
x2i
(2.2)
= E(λ0)
−1
∫
P(dω)
∑
i∈Z
c0,xi(ω)x
2
i <∞,
where the first member denotes the expectation with respect to the process
{ωn}, ω0 being chosen with distribution Q. In particular, all the conditions of
Theorem 2.1 in [8] are satisfied. Since Xˆω(n) =
∑n−1
j=0 f(ωj, ωj+1), this theo-
rem implies that the diffusively rescaled random walk Xˆωε := (εXˆ
ω([ε−2t]) : t≥
0) converges weakly in Q-probability to the 1D Brownian motion with dif-
fusion coefficient Dˆ(β) defined as (see [8], (2.28))
Dˆ(β) =E(f(ω0, ω1)
2)− 2‖ϕ‖2−1,L2(Q),(2.3)
where ϕ(ω) =
∑
i∈Z(c0,xi(ω)/λ0(ω))xi and ‖ϕ‖−1,L2(Q) denotes the H−1-
norm of ϕ with respect to the symmetric operator Lg(ω) =
∑
i∈Z(c0,xi(ω)/
λ0(ω))× (g(τiω)− g(ω)) defined on L
2(Q). Since the family B∞ of bounded
Borel functions is dense in L2(Q), (2.3) reads
Dˆ(β) =E(f(ω0, ω1)
2)− 2 sup
g∈B∞
(2〈ϕ,g〉L2(Q) − 〈g,−Lg〉L2(Q)).
By standard algebra together with Lemma 1(i) in [14], it is simple to prove
that the above right-hand side coincides with E(λ0)
−1D(β), with D(β) de-
fined as in (1.14). At this point, part (i) of Theorem 1.1 can be obtained by
thinking of Xω as obtained from Xˆω by a time change (see, e.g., [14], page
13) and then applying Theorem 17.1 in [4] as done in the proof of Theorem
4.5 in [8].
Let us now prove the almost sure FCLT stated in Theorem 1.1(ii). Again,
we first prove that the diffusively rescaled random walk Xˆωε converges to
the 1D Brownian motion with diffusion coefficient Dˆ(β) and then extend
the result to Xω by means of time–change arguments. The proof for Xˆω is
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based on the construction of the so-called corrector field χ(ω,xi), a random
variable at each point xi such that ξ ∋ x→ ϕ(ω,x) := x+χ(ω,x) is harmonic
with respect to the random walk Xˆω . This approach is by now rather stan-
dard and we shall only point out the main steps required together with the
relevant literature; see, for example, [3, 20] for recent accounts. As in these
works the FCLT is derived from a sublinearity property of the corrector to-
gether with an application of the Lindeberg–Feller CLT for martingales. It
is important to note that the 1D setting allows for significant simplification.
On the other hand, the long-range nature and the intrinsically nondetermin-
istic structure of the state space of our walk do require some modifications
of the standard arguments.
In order to construct the corrector, we introduce the Hilbert space H
of square-integrable forms vanishing at the origin, that is, of measurable
functions u :N0×R→R such that u(ω,0) = 0, P-a.s. and
‖u‖2 :=
∑
i∈Z
E[c0,xi(ω)u(ω,xi)
2]<∞.(2.4)
Note that, from our basic assumption (1.12), we know that u(ω,x) = x is
an element of H. Let H∆ ⊂H denote the closure of the linear subspace of
gradient functions. Namely, ψ ∈H∆ iff there exists a sequence of bounded
measurable functions gn :N0→ R such that ‖ψ −∇gn‖2 → 0, n→∞, with
∇gn(ω,x) defined as gn(τxω)− g(ξ), for x ∈ ξ, and 0 otherwise. Elements of
H∆ are called potential forms. Its orthogonal complement H
⊥
∇ is the space
of solenoidal forms. It can be checked that the standard theory applies.
Namely:
(1) Potential forms u ∈ H∆ are curl-free, that is, they satisfy the co-
cycle property: for P-a.a. ω, for every x ∈ ξ, for any finite set of points
y0, . . . , ym ∈ ξ with y0 = ym one has
m−1∑
j=0
u(τyjω, yj+1− yj) = 0.(2.5)
[The above property trivially holds if u=∇g(ω,x) and extends by continuity
to all H∆.]
(2) A form u ∈H is solenoidal if and only if it is divergence free, that is,
for P-a.a. ω it holds
divu(ω) :=
∑
x∈ξ
c0,x(ω)(u(ω,x)− u(τxω,−x)) = 0.(2.6)
The above characterization is implied by the identity:
E
(∑
x∈ξ
c0,x(ω)∇g(ω,x)u(ω,x)
)
=−E
(∑
x∈ξ
c0,x(ω)g(ω,x)divu(ω)
)
,
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where g is a bounded measurable function on N0 ×R and u ∈H.
Finally, (3) a form ϕ which is both curl-free and divergence free must be
harmonic, that is, for P-a.a. ω, for any x∈ ξ we must have
ϕ(ω,x) =
∑
y∈ξ
cx,y(ω)(ϕ(ω, y)− ϕ(ω,x)).(2.7)
Indeed, due to (2.5) it must be ϕ(ω, z) + ϕ(τzω,−z) = 0 for P-a.a. ω, for
any z ∈ ξ. This together with (2.6) implies (2.7) for x= 0. The general case
follows from the covariance of jump rates with respect to translations.
We can finally define the corrector field χ. Consider the form u defined
by u(ω,x) = x. Let π :H→H∇ be the orthogonal projection on potential
forms and define the corrector field by χ := π(−u). We see that the form
ϕ = u+ χ is curl-free (u is clearly curl-free and χ is potential). Moreover,
by construction ϕ is solenoidal and therefore divϕ= 0. It follows that ϕ is
harmonic as in (2.7). We can list the following properties of the corrector χ:
Lemma 2.1. (1) χ ∈ H, that is, χ(ω,0) = 0 for P-a.a. ω and
E[
∑
i∈Z c0,xi(ω)χ(ω,xi)
2]<∞.
(2) For any i ∈ Z, the map N0 ∋ ω→ χ(ω,xi) is in L
1(P) and E[χ(ω,xi)] =
0.
(3) For P-a.a. ω, given ε > 0, there exists K =K(ω, ε)<∞ such that
|χ(ω,x)| ≤K + ε|x| for all x ∈ ξ.(2.8)
(4) For P-a.a. ω, the discrete-time process
M(n) := Xˆω(n) + χ(ω, Xˆω(n))
is a martingale (with respect to the natural Xˆω-filtration) with square-integrable
increments.
We stress that the property E[(c0,x1)
−1] <∞ is used to derive property
(2).
Proof of Lemma 2.1. (1) follows from the definition of the corrector
χ. To prove (2) note that there exists a sequence gn of bounded functions
on N0 such that ∇gn→ χ in H. From stationarity E[∇x1gn] = 0, so that the
claim for i= 1 follows from the Schwarz inequality:
E[|χ(ω,x1)−∇x1gn|]≤ E[c
−1
0,x1
]1/2E[c0,x1 |χ(ω,x1)−∇x1gn|
2]1/2
≤ E[c−10,x1 ]
1/2‖χ−∇gn‖2→ 0.
For any i ∈ Z we have, by the co-cycle property
χ(ω,xi) = χ(ω,x1) + · · ·+ χ(τxi−1ω,xi− xi−1).
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Therefore the claim follows for any i by stationarity.
To prove (3), we shall use property (2). Namely, for i= 1 we have E[χ(ω,
x1)] = 0. From the ergodic theorem and the co-cycle property we have
1
xn
χ(ω,xn) =
n
xn
1
n
n−1∑
j=0
[χ(ω,xj+1)− χ(ω,xj)]
=
n
xn
1
n
n−1∑
j=0
[χ(τxjω,xj+1− xj)]→ E[Z0]
−1E[χ(ω,x1)] = 0,
almost surely as n→∞. Similarly, one has 1x−nχ(ω,x−n)→ 0, n→∞. This
proves the sublinearity of the corrector claimed in (2.8).
Finally, let us prove (4). Since Xˆω(n) =
∑n−1
j=0 f(ωj, ωj+1), due to (2.2)
and the stationarity of the process ωn we know that EQ[Eˆ
ω(Xˆω(n)2)]<∞,
where Eˆω denotes the expectation with respect to the law of Xˆω . Hence for
P-a.a. ω the random walk Xˆω(n) has square-integrable increments. Due to
the sublinearity of the corrector χ given by (2.8), the same holds for the
Markov chain χ(ω, Xˆω(n)). Hence, for P-a.a. ω, M(n) has square-integrable
increments. The martingale property follows from the fact that for P-a.a. ω
the map ξ ∋ x→ x+ χ(ω,x) ∈R is harmonic for the random walk Xˆω (see
the discussion preceding the lemma). 
We can now conclude the proof of the a.s. FCLT. Following line by line the
d= 2 argument in [3], Section 6.1, one obtains an a.s. FCLT for the deformed
walk M(n) = Xˆω(n)+χ(ω, Xˆω(n)). From this result and the sublinearity of
the corrector field [see Lemma 2.1(3)], reasoning as in [3], Section 6.2, (6.10)–
(6.13), one derives the FCLT for Xˆω for a suitable diffusion coefficient Dˆ(β).
This coefficient must coincide with the one obtained in the proof of part (i).
Finally, one derives the FCLT for Xω by a time–change argument as in [3],
Section 6.3, proof of Theorem 1.2.
3. Proof of Theorem 1.2: Lower bounds on D(β) by comparison with
nearest-neighbor random walks. In this section we prove the lower bounds
(1.15) and (1.19) (left-hand side) by comparing Mott variable-range random
walk with suitable nearest-neighbor random walks, whose diffusion coeffi-
cient can be computed explicitly. Trivially, the lower bound in (1.17) is
implied by (1.15).
3.1. Nearest-neighbor walks on ξ. Let ω = (ξ,Θ) denote a given realiza-
tion of our marked point process [as defined in the Introduction; cf. the
paragraph after (1.7)].
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Given κ ∈ (0,∞], we consider the nearest-neighbor random walk (Y ωκ (t), t≥
0) on ξ starting at 0, with infinitesimal generator
Lωκf(xi) =
∑
j : j=i±1
r(κ)xi,xj(ω)(f(xj)− f(xi)) ∀f : ξ→R,
where
r(κ)xi,xj(ω) = exp{−(|xi − xj |
α ∧ κ)− βu(Ei,Ej)}.
The random walk Y ωκ can be described as follows: after arriving at site xi
the particle waits an exponential time with parameter
γ(κ)xi (ω) = r
(κ)
xi,xi+1(ω) + r
(κ)
xi,xi−1(ω)(3.1)
and then jumps to the nearest-neighbor point xi±1 with probability r
(κ)
xi,xi±1(ω)/
γ
(κ)
xi (ω). Since the parameters (3.1) satisfy 0< γ
(κ)
xi (ω)≤ 2, it is standard to
check that the random walk is well defined (see, e.g., [5]) for any 0<κ≤∞.
Since
r(∞)xi,xj = cxi,xj ,(3.2)
Y ω∞ is the nearest-neighbor version of the random walk defined by (1.8).
Note that the definition above is such that when κ <∞ one has uniformly
elliptic jump rates.
By the same methods used in Section 2 and thanks to the finite second
moment condition, it is simple to establish the following invariance principle.
Let Pωκ,ε denote the law on D([0,∞),R) of the rescaled process εY
ω
κ (ε
−2t).
Then, for any 0< κ≤∞, Pωκ,ε weakly converges in P-probability to a one-
dimensional Brownian motion W with variance E(W (t)2) =Dκ(β)t, where
Dκ(β) = inf
g∈L∞(P)
E
{∑
i=±1
r
(κ)
0,xi
(xi +∇xig(ω))
2
}
.(3.3)
Note that, at this stage, the value of Dκ(β) in (3.3) could well be zero.
As before we shall obtain an almost sure invariance principle under the
following extra assumption:
E[1/r
(κ)
0,Z0
]<∞.(3.4)
Note that (3.4) is trivially satisfied for κ <∞. Below we derive an explicit
expression for Dκ(β).
Proposition 3.1. Assume (3.4). Then P-a.s. the law of Y ωε = (εY
ω
κ (ε
−2t) :
t≥ 0) converges weakly as ε→ 0 to the law of the 1D Brownian motion W
with variance E(W 2(t)) = D˜κ(β)t, where
D˜κ(β) =
2E[Z0]
2
E(1/r
(κ)
0,x1
)
.(3.5)
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The proof of the above proposition will be based on the corrector field.
Alternatively, the same result could be obtained by expressing the nearest-
neighbor random walk as a space–time change of a Brownian motion and
applying Stone’s method [12, 24].
Proof. We repeat the main steps of the proof of Theorem 1.1 with the
explicit choice for χ given by
χ(ω,xn) =
n−1∑
j=0
(
C
r
(κ)
xj ,xj+1
−Zj
)
,
(3.6)
χ(ω,x−n) =−
n∑
j=1
(
C
r
(κ)
x−j ,x−j+1
−Z−j
)
,
where
C :=
E[Z0]
E(1/r
(κ)
0,x1)
.
The crucial observation is that this function χ has the property (1), (2),
(3) and (4) listed in Lemma 2.1. For instance, property (4) follows from the
harmonicity Lωκϕ(ω,x) = 0, x ∈ ξ, where ϕ(ω,x) = χ(ω,x) + x. Therefore,
it satisfies the same conclusions. In particular, the almost sure invariance
principle holds for εY ωκ (ε
−2t) with constant diffusion coefficient given by
D˜κ(β) =
1
tEE0,ω[M
2
t ], for any t > 0, where Mt denotes the continuous-time
martingale Mt = ϕ(ω,Y
ω
κ (t)). Here E0,ω denotes expectation with respect
to the random walk with generator Lωκ , started at the origin. It remains to
check that D˜κ(β) is given by (3.5). There are several ways to do this. For
instance one can check that, [Lωκϕ
2](ω,0) =C2/r
(κ)
0,x1
+C2/r
(κ)
x−1,0
. In this way
it follows that
D˜κ(β) = lim
t→0
1
t
EE0,ω[M
2
t ] = E[(L
ω
κϕ
2)(ω,0)] = 2C2E[1/r
(κ)
0,x1
],(3.7)
which gives the desired expression (see, e.g., [8], (4.22), for a similar argu-
ment). 
As a corollary we thus obtain the following consequences for the constant
Dκ(β) appearing in (3.3).
Corollary 3.2. For any 0< κ≤∞ we have
Dκ(β) =
2E[Z0]
2
E(1/r
(κ)
0,x1
)
.(3.8)
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In particular, D∞(β)> 0 if and only if
E(exp(Zα0 ))<∞.(3.9)
Moreover, assuming (3.9), there exist C1, κ1 ∈ (0,∞) such that for all β ≥ 0
D∞(β)≥C1e
−κ1β.(3.10)
Finally, if ν 6= δ0 then there exist C2, κ2 ∈ (0,∞) such that for all β ≥ 0
D∞(β)≤C2e
−κ2β.(3.11)
Proof. Clearly, whenever (3.4) is satisfied thenDκ(β) must equal D˜κ(β)
and therefore (3.8) holds in this case. The only way to violate (3.4) is to have
κ=∞ and E(exp(Zα0 )) =∞. But here we can use monotonicity in κ of the
variational characterization (3.3) which implies that
D∞(β)≤Dκ(β) =
2E[Z0]
2
E(1/r
(κ)
0,x1
)
∀κ∈ (0,∞).
By taking the limit κ→∞ we get that D∞(β) = 0. In particular, (3.8) is
always valid.
To prove (3.10) simply observe that by (1.9), using |Ei| ≤ 1 we have
ν[exp(βu(E0,E1))]≤ e
2c2β.(3.12)
Finally, if ν 6= δ0 then there is ε > 0 such that ν(|E0| ≥ ε) > 0, so that by
(1.9)
ν[exp(βu(E0,E1))]≥ ν(|E0| ≥ ε)e
c1εβ,(3.13)
which proves (3.11). 
3.2. Proof of the lower bound (1.15). We compare the variational char-
acterizations (1.14) and (3.3). Clearly,
D(β)≥D∞(β).(3.14)
Hence the lower bound on D(β) follows from (3.10).
3.3. Proof of the lower bound (1.19). Here {Zj} are i.i.d. with E[expεZj ]<
∞ for some parameter ε > 0. Let E∗ > 0 be a small fixed number [later we
shall take E∗ =E∗(β)→ 0 as β→∞]. From (1.14) we have
D(β)≥ inf
g∈L∞(P)
E
{
χ{|E0|≤E∗}
∑
i∈Z
c0,xi(xi +∇xig)
2χ{|Ei|≤E∗}
}
,(3.15)
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where χ denotes the indicator function. Let P0,∗ = P(·||E0| ≤ E∗) and let
ν∗ = ν([−E∗,E∗]), so that the right-hand side above can be written as
ν∗ inf
g∈L∞(P)
E0,∗
{∑
i∈Z
c0,xi(xi +∇xig)
2χ{|Ei|≤E∗}
}
,(3.16)
where E0,∗ denotes expectation with respect to P0,∗. Let ξ
∗ := {xi ∈ ξ : |Ei| ≤
E∗} denote the set of points in ξ with energy of modulus less than E∗. This
is a thinning of the original process. Moreover, the law P∗ of ξ
∗ under P0,∗
coincides with the law of the process obtained from (1.7) where the distances
Zj between consecutive points are replaced by new independent variables Z
∗
j ,
each distributed as
Z∗1 =
Q∑
j=1
Zj ,(3.17)
where Q is an independent geometric random variable with parameter p :=
ν∗. That is, Q is independent of the {Zi} and P(Q= k) = ν∗(1− ν∗)
k−1 for
all positive integers k.
We write cˆxi,xj for the rates (1.8) evaluated at β = 0, that is, cˆxi,xj =
exp{−|xi − xj|
α}. In particular, by (1.9), assuming |E0| ≤E∗ we have
c0,xiχ{|Ei|≤E∗} ≥ e
−cβE∗ cˆ0,xiχ{|Ei|≤E∗}
for some constant c > 0, for every xi. From (3.15), (3.16) and by the same
arguments used in the proof of Proposition 5 in [14], it then follows that
D(β)≥ ν∗e
−cβE∗D∗,(3.18)
where D∗ is defined by
D∗ := inf
g∈L∞(P∗)
E∗
{∑
i∈Z
cˆ0,xi(xi +∇xig)
2
}
(3.19)
with E∗ denoting expectation with respect to the new measure P∗. Thus
D∗ is the diffusion coefficient at β = 0 associated to the point process P∗.
Now, we note that D∗ can be bounded from below by comparison with the
associated nearest-neighbor walk as we did in (3.14). Namely,
D∗ ≥D∗∞ :=
2E[Z∗1 ]
2
E(exp[(Z∗1 )
α])
,(3.20)
where Z∗1 is defined by (3.17).
Next, we claim that there exists a constant C such that for all values of
ν∗:
E(exp[(Z∗1 )
α])≤ exp[Cν
−α/(1−α)
∗ ].(3.21)
To prove our claim we need the following lemma.
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Lemma 3.3. Set ϕ∗(t) := P(Z
∗
1 ≥ t). Then there exists a constant c > 0
independent of ν∗ such that for all t≥ 0
ϕ∗(t)≤ 4e
−cν∗t.(3.22)
Proof. Since ϕ∗ is bounded, it is enough to prove the statement for ν∗
small enough. Let Λ(δ) := logE[eδZ1 ], δ ≥ 0, denote the logarithmic moment
generating function of the original variable Z1. We know this is finite for
sufficiently small δ > 0 since we are assuming E[eεZ1 ]<∞ for some ε > 0.
From the independence of the {Zi} we have E[e
δSn ] = eΛ(δ)n, where Sn =∑n
i=1Zi. Since the geometric variable Q is independent of the {Zi} we have
E[eδZ
∗
1 ] = E[eδSQ ] = E[eΛ(δ)Q].
Moreover, for any a > 0 such that ea < (1−ν∗)
−1, for the geometric variable
Q with parameter ν∗ we have
E[eaQ] =
ν∗e
a
1− (1− ν∗)ea
.
Therefore, for any δ > 0 such that eΛ(δ) < (1− ν∗)
−1 we have
ϕ∗(t)≤ e
−δtE[eδZ
∗
1 ]≤ e−δt
ν∗e
Λ(δ)
1− (1− ν∗)eΛ(δ)
.
It follows that for any δ > 0 such that
eΛ(δ) ≤
1− ν∗/2
1− ν∗
,(3.23)
we have
ϕ∗(t)≤ 2e
Λ(δ)e−δt.(3.24)
Let us now show that there exists a constant c > 0 such that setting δ = cν∗
we can satisfy the bound (3.23) for all sufficiently small values of ν∗. In this
case the desired estimate (3.22) would follow from (3.24) since Λ(δ)→ 1 as
δ→ 0.
Set µ := E[Z1]> 0, so that Λ
′(0) = µ. It is easy to check that Λ(δ)≤ 2µδ
for all sufficiently small values of δ. Therefore (3.23) follows if
δ ≤
1
2µ
log
(1− ν∗/2)
1− ν∗
.
However, one checks that log (1−ν∗/2)1−ν∗ ≥ ν∗/2, and therefore the estimate
above is certainly satisfied by δ = 14µν∗. 
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3.3.1. Proof of claim (3.21). Using Lemma 3.3, we have
E(exp[(Z∗1 )
α]) =
∫ ∞
0
P(exp[(Z∗1 )
α]≥ t)dt
= 1+
∫ ∞
1
ϕ∗[(log t)
1/α]dt(3.25)
≤ 1 + 4
∫ ∞
1
exp[−cν∗(log t)
1/α]dt.
Since α < 1, the last integral is finite. In particular, it is enough to prove
(3.21) for ν∗ small enough. By the variable change s = λ∗(log t)
1/α, where
λ∗ := cν∗, the last integral becomes
λ−α∗
∫ ∞
0
αsα−1e−ses
αλ−α∗ ds.
This, in turn, is estimated from above by
Cαλ
−α
∗ e
λ−α∗ + λ−α∗
∫ ∞
1
e−ses
αλ−α∗ ds,
with some constant Cα independent of λ∗. To estimate the last integral we
set C = 21/(1−α) and observe that for s > Cλ
−α/(1−α)
∗ one has s
αλ−α∗ < s/2.
Therefore, the integrand e−ses
αλ−α∗ can be estimated by exp[Cαλ
−α/(1−α)
∗ ]
for s≤Cλ
−α/(1−α)
∗ and by e
−s/2 for s > Cλ
−α/(1−α)
∗ . By splitting the integral
one obtains∫ ∞
1
e−ses
αλ−α∗ ds≤Cλ
−α/(1−α)
∗ exp[C
αλ
−α/(1−α)
∗ ] + 2≤ exp[2C
αλ
−α/(1−α)
∗ ],
where the last bound follows if we assume that λ∗ is sufficiently small.
Putting these estimates together and using λ−α∗ e
λ−α∗ ≤ exp[λ
−α/(1−α)
∗ ] (for
λ∗ small enough) we have
Cαλ
−α
∗ e
λ−α∗ + λ−α∗
∫ ∞
1
e−ses
αλ−α∗ ds≤ exp[C ′λ
−α/(1−α)
∗ ](3.26)
for some new constant C ′, whenever λ∗ is sufficiently small. Using (3.25),
and recalling that λ∗ = cν∗, this proves the claim (3.21).
We can now finish the proof of the lower bound (1.19) in Theorem 1.2.
Going back to (3.20) and observing that E[Z∗1 ] ≥ E[Z1] =: µ > 0 for some
constant µ, we see that thanks to (3.21) we have
D∗∞ ≥ 2µ
2 exp[−Cν
−α/(1−α)
∗ ].
From (3.18) and (3.20) it follows that
D(β)≥ 2µ2ν∗ exp[−cβE∗ −Cν
−α/(1−α)
∗ ].(3.27)
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By assumption there are positive constants c1, c2 such that
c1E
δ
∗ ≤ ν∗ ≤ c2E
δ
∗ .(3.28)
Therefore, the exponent in (3.27) is bounded from below by −cβE∗ − κ1 ×
E
−δα/(1−α)
∗ , with a new constant κ1. Choosing E∗ = β
−(1−α)/(1−α+δα) one
obtains
D(β)≥ exp[−κβδα/(1−α+δα)]
for all sufficiently large β, for some constant κ > 0. This ends the proof of
the lower bound (1.19) in Theorem 1.2.
We remark that the preceding proof is obtained by optimization over
several possible choices of nearest-neighbor walks. In particular, it shows
that the true diffusion constant D(β) can be much larger than the diffusion
constant of the nearest-neighbor walk defined in (3.2), which is characterized
by the low-temperature behavior given by (3.10) and (3.11).
4. Proof of Theorem 1.2: subdiffusive regime. Here we shall prove points
(2) and (3)(i) of Theorem 1.2. Due to point (1) in Theorem 1.2, we only
need to show for renewal point processes ξ that D(β) = 0 if (i) α ≥ 1 and
E[exp(Zαj )] =∞, or if (ii) α < 1 and E[exp(γZ
α
j )] =∞ for some γ ∈ (0,1).
To this end, we define ϕ(x) = e|x|
α
and, for any g ∈ L∞(P), we set
A(g) =A+(g) +A−(g), A±(g) := E
{
∞∑
i=1
ϕ(x±i)(x±i +∇x±ig)
2
}
.
(4.1)
Then, due to (1.9), we have the upper bound D(β)≤ c(β) infg∈L∞(P)A(g).
We only need to show that this last infimum is zero in the above cases (i)
and (ii).
To this end we pick g ∈L∞(P) and, given i≥ 1, we write
xi +∇xig =
i−1∑
ℓ=0
[Zℓ +∇Zℓg(τxℓω)].
Applying the Schwarz inequality we get
(xi +∇xig)
2 ≤ i
i−1∑
ℓ=0
[Zℓ +∇Zℓg(τxℓω)]
2.
Therefore, we can bound
A+(g)≤ E
{
∞∑
i=1
iϕ(xi)
i−1∑
ℓ=0
[Zℓ +∇Zℓg(τxℓω)]
2
}
(4.2)
=
∞∑
ℓ=0
E{cℓ(ξ)[Zℓ +∇Zℓg(τxℓω)]
2},
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where we use the notation cℓ(ξ) :=
∑∞
k=ℓ+1 kϕ(xk). Using shift invariance,
we can write
E{cℓ(ξ)[Zℓ +∇Zℓg(τxℓω)]
2}= E
{
∞∑
k=1
((ℓ+ k)ϕ(xk − x−ℓ))[Z0 +∇Z0g(ω)]
2
}
.
In conclusion, we arrive at the bound A+(g) ≤ E{C1(ξ)[Z0 +∇Z0g(ω)]
2},
where
C1(ξ) :=
∞∑
m=0
∞∑
n=0
(1 + n+m)ϕ
(
Z0 +
n∑
ℓ=1
Zℓ +
m∑
ℓ=1
Z−ℓ
)
,
(we agree to set
∑b
ℓ=a equal to zero if a > b). By the same arguments, one
can bound A−(g) and therefore arrive at the estimate
A(g)≤ E
{ ∑
j=±1
Cj(ξ)[xj +∇xjg(ω)]
2
}
,
where
C−1(ξ) :=
∞∑
m=0
∞∑
n=0
(1 + n+m)ϕ
(
Z−1 +
n−1∑
ℓ=0
Zℓ +
m+1∑
ℓ=2
Z−ℓ
)
.
Collecting all our bounds, we get that
D(β)≤ c(β) inf
g∈L∞(P)
A(g)≤ c(β)D¯,(4.3)
where
D¯ := inf
g=g(ξ)
bounded
E
{ ∑
j=±1
Cj(ξ)[xj +∇xjg(ξ)]
2
}
.(4.4)
Given κ > 0 we define
C
(κ)
j (ξ) :=Cj(ξ) + κ.
Since Cj(ξ)≤C
(κ)
j (ξ), we conclude that
D¯ ≤ D¯κ := inf
g=g(ξ)
bounded
E
{ ∑
j=±1
C
(κ)
j (ξ)[xj +∇xjg(ξ)]
2
}
.
Since E(
∑
j=±1C
(κ)
j (ξ)x
2
j )<∞ [recall that E(Z
2
j )<∞] and E(1/C
(κ)
j )<∞
we can apply the same arguments used in Section 3 and check that D¯κ is
the diffusion coefficient of the nearest-neighbor random walk on ξ jumping
from xi to xi±1 with rate C
(κ)
±1 (τxiξ), and that D¯κ equals 2E(Z0)
2/E(1/C
(κ)
1 ).
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Since C
(κ)
1 (ξ)ց C1(ξ), by applying the monotone convergence theorem we
conclude that
D¯ ≤ lim
κ↓∞
2E(Z0)
2/E(1/C
(κ)
1 ) = 2E(Z0)
2/E(1/C1).
In conclusion, in order to prove that D(β) = 0 it is enough to show that E(1/
C1) =∞.
4.1. Case α≥ 1 and E[exp(Zαj )] =∞. Since α≥ 1, we have
ϕ
(
Z0 +
n∑
ℓ=1
Zℓ +
m∑
ℓ=1
Z−ℓ
)
≤ ϕ(Z0)ϕ
(
n∑
ℓ=1
Zℓ+
m∑
ℓ=1
Z−ℓ
)
.
It follows that C1(ξ)≤ ϕ(Z0)C¯1(ξ), where
C¯1(ξ) :=
∞∑
m=0
∞∑
n=0
(1 + n+m)ϕ
(
n∑
ℓ=1
Zℓ +
m∑
ℓ=1
Z−ℓ
)
.
It is easy to check that E[(C¯1)
−1]−1 ≤ E[C¯1]≤K for some constant K <∞.
Moreover, by independence of the Zk
E[(C1(ξ))
−1]≥ E[ϕ(Z0)
−1]E[(C¯1(ξ))
−1]≥K−1E[ϕ(Z0)
−1] =∞,
due to our main assumption.
4.2. Case α< 1 and E[exp(γZαj )] =∞ for some γ ∈ (0,1). It is the same
proof as above, with the exception that by concavity of xα we can estimate
(a+ b)α ≥ (γa+ (1− γ)b)α ≥ γaα + (1− γ)bα
for all γ ∈ (0,1) and all positive a, b, therefore
ϕ
(
Z0 +
n∑
ℓ=1
Zℓ+
m∑
ℓ=1
Z−ℓ
)
≤ exp(−γZα0 ) exp
(
(1− γ)
[
n∑
ℓ=1
Zℓ+
m∑
ℓ=1
Z−ℓ
]α)
.
From here on we can repeat the previous argument and the conclusion fol-
lows.
5. Proof of Theorem 1.2: Upper bounds on D(β). In this section we
prove the upper bounds in (1.17) and (1.19) by using suitable test functions
g in the variational formula (1.14). To this end the exponential moment
assumption is not needed. Indeed, what we shall use is only the existence of
the second moment in Lemma 5.1 below.
We start the proof in the general case α > 0 and then separate the two
cases α ≥ 1 and α < 1 afterward. Given a value E∗ > 0 of the energy and
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a realization ω = (ξ,Θ) of the sequence {xj} in (1.7) and of the associated
energies Ej , we define the new sequence yk as follows:
y0 := 0, yk :=
{
inf{xj :xj > yk−1, |Ej| ≤E∗}, k ≥ 1,
sup{xj :xj < yk+1, |Ej | ≤E∗}, k ≤−1.
(5.1)
Note that, apart from y0 = x0 = 0 which may have energy E0 satisfying
|E0| > E∗, the sequence yk corresponds exactly to the points xj such that
|Ej | ≤E∗. We call ξ
∗ := {yk, k ∈ Z} the new point process (a thinning of ξ).
Next, given a sequence of nonnegative numbers {c(n), n ∈ N} to be chosen
later we define
L+n := inf{k ≥ 0 :yk+1− yk ≥ c(n)},
(5.2)
L−n := sup{k ≤ 0 :yk − yk−1 ≥ c(n)}.
We consider the function g(ω) given by
g(ω) := yL+n ∧ n.(5.3)
Therefore, from (1.14) we may estimate
D(β)≤ E
{∑
j∈Z
e−|xj |
α
e−βu(E0,Ej)(xj +∇xjg)
2
}
.(5.4)
We split the expectation above in two terms given by the events |E0| ≤ E∗
and its complement. Letting E0,∗ denote the expectation with respect to the
conditional probability P0,∗ = P(·||E0| ≤ E∗) and setting ν∗ = ν([−E∗,E∗])
we have
D(β) =D1(β) +D2(β),(5.5)
where
D1(β) := ν∗E0,∗
{∑
j∈Z
e−|xj |
α
e−βu(E0,Ej)(xj +∇xjg)
2
}
,(5.6)
D2(β) := E
{∑
j∈Z
e−|xj |
α
e−βu(E0,Ej)(xj +∇xjg)
2χ(|E0|>E∗)
}
.(5.7)
We first estimate the term D2(β). Here we know that |E0|>E∗ so that from
(1.9) and the fact that for γ < 1 we can bound e−|x|
α
(x+∇xg)
2 ≤ cn2e−γ|x|
α
for some finite c= c(γ) we have
D2(β)≤ cn
2e−c1βE∗E
{∑
j∈Z
e−γ|xj |
α
}
.(5.8)
Using Lemma A.1 we see that the last expectation in (5.8) is finite and
therefore we obtain the following estimate for D2(β), for some finite constant
C:
D2(β)≤Cn
2e−c1βE∗ .(5.9)
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We turn to the estimate of D1(β). In (5.6) we can further split the sum
depending on whether |Ej | > E∗ or not, that is, whether xj ∈ ξ
∗ or not.
Estimating as in (5.8) and (5.9) we have
E0,∗
{∑
j∈Z
e−|xj |
α
e−βu(E0,Ej)(xj +∇xjg)
2χ(xj /∈ ξ
∗)
}
≤Cn2e−c1βE∗ .(5.10)
Therefore
D1(β)≤Cn
2e−c1βE∗ +D∗1,(5.11)
where, recalling that ξ∗ = {yj} and neglecting the energy contribution, we
define
D∗1 := E0,∗
{∑
j∈Z
e−|yj |
α
(yi +∇yig)
2
}
.(5.12)
We observe that the law of ξ∗ under P0,∗ is given by the renewal process such
that the distance between consecutive points Z∗j := yj+1 − yj is distributed
as
∑Q
ℓ=1Zℓ, where Q is an independent geometric random variable with
parameter p = ν∗. That is, Q is independent of the {Zi} and P(Q = k) =
ν∗(1 − ν∗)
k−1, k ∈ N. Again for any given 0 < γ < 1, we have e−|x|
α
(x +
∇xg)
2 ≤ cn2e−γ|x|
α
for some positive constant c = c(γ). Therefore we can
estimate
D∗1 ≤ c(A0 +A
+
1 +A
−
1 +A
+
2 +A
−
2 ),(5.13)
where
A0 = E0,∗
{∑
j∈Z
e−|yj |
α
(yj +∇yjg)
2χ(−n/2≤ yL−n ≤ yj ≤ yL+n ≤ n/2)
}
,
A+1 = n
2E0,∗
{∑
j∈Z
e−γ|yj |
α
χ(yL+n > n/2)
}
,
A−1 = n
2E0,∗
{∑
j∈Z
e−γ|yj |
α
χ(yL−n <−n/2)
}
,
A+2 = n
2E0,∗
{∑
j∈Z
e−γ|yj |
α
χ(yj > yL+n )
}
,
A−2 = n
2E0,∗
{∑
j∈Z
e−γ|yj |
α
χ(yj < yL−n )
}
.
The first observation is that A0 = 0. Indeed, since −n/2≤ yL−n ≤ yj ≤ yL+n ≤
n/2, we have that g(τyj ξ
∗) = yL+n − yj so that yj +∇yjg = 0 in this case.
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We turn to estimate A+1 . Fix p, q > 1 with 1/p + 1/q = 1 and set ψ :=∑
j∈Z e
−γ|yj |
α
. Then by Ho¨lder’s inequality
A+1 ≤ n
2P0,∗(yL+n > n/2)
1/pE0,∗[ψ
q]1/q.
Thanks to Lemma A.1 we have E0,∗[ψ
q]1/q ≤ Cq <∞ for any q > 1. Now,
note that by construction yL+n ≤L
+
n c(n) so that
P0,∗(yL+n > n/2)≤ P0,∗(L
+
n > n/(2c(n))).
Set mn = [n/(2c(n))] (the integer part). Then L
+
n > n/(2c(n)) implies that
the first mn variables Z
∗
j , j = 0, . . . ,mn− 1 are all smaller than c(n), so that
P0,∗(yL+n > n/2)≤ (1− P(Z
∗
1 ≥ c(n)))
mn ≤ exp[−mnϕ∗(c(n))],(5.14)
where ϕ∗(t) := P(Z
∗
j ≥ t). We have obtained
A+1 ≤ n
2Cq exp
[
−
1
p
mnϕ∗(c(n))
]
.(5.15)
Since A+1 =A
−
1 by symmetry, the same bound applies to A
−
1 .
We now estimate the term A+2 =A
−
2 . If yj ∈ ξ
∗ with yj > yL+n then yj ≥
yL+n + c(n) + (yj − yL+n+1) =: a1 + a2 + a3. Since ai ≥ 0, we can use the
elementary inequality (
∑3
i=1 ai)
α ≥ d(α)
∑3
i=1 a
α
i , where d(α) := 1 ∧ 3
α−1.
Hence, by the renewal property,
A+2 ≤ n
2e−γd(α)c(n)
α
E0,∗(exp[−γd(α)y
α
L+n
])E0,∗
(
∞∑
j=0
e−γd(α)y
α
j
)
.(5.16)
Again Lemma A.1 allows to bound the last factor in the right-hand side by a
finite constant C. Therefore, using the obvious bound E0,∗(exp[−γd(α)y
α
L+n
])≤
1 we have
A+2 ≤Cn
2e−γd(α)c(n)
α
.(5.17)
Due to the above bounds and the arbitrariness of p in (5.15), we obtain
that, for all ε > 0 and γ ∈ (0,1), for a suitable positive constant C
D∗1 ≤Cn
2{exp[−(1− ε)mnϕ∗(c(n))] + exp[−γd(α)c(n)
α]},(5.18)
where mn = [n/(2c(n))], d(α) = 1∧ 3
α−1, and ϕ∗(t) = P(Z
∗
1 ≥ t) denotes the
tail probability of Z∗1 .
We need the following simple lemma.
Lemma 5.1. Suppose that Z1 has finite second moment. There exists a
constant c > 0 independent of ν∗ such that
ϕ∗(t)≥ ce
−λ∗t, t≥ 0,
where λ∗ :=−
1
µ log(1− ν∗), µ := E[Z1].
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Proof. Set Sn =
∑n
i=1Zi. Then by the central limit theorem we have
P(Sn ≥ µn)→
1
2 , n→∞. Recall that Q is an independent geometric random
variable with parameter p= ν∗. Therefore, for t sufficiently large
ϕ(t) = P(SQ ≥ t)≥ P(SQ ≥ t;Q≥ t/µ)
≥ P(S[t/µ] ≥ t)P(Q≥ t/µ)≥ cP(Q≥ t/µ)≥ ce
−λ∗t
with λ(ν∗) =−
1
µ log(1− ν∗). 
We are now able to finish the proof of the upper bounds in (1.17) and
(1.19). We start with the case α≥ 1.
5.1. Proof of the upper bound in (1.17). We choose the sequence c(n) as
c(n) := a logn
with a > 0. We want (5.18) to be smaller than an inverse power of n. Here
d(α) = 1. By Lemma 5.1 the first exponential in (5.18) is smaller than any
inverse power of n provided that aλ∗ < 1. For the second exponential in
(5.18) the worst case is when α= 1. Here we need, for example, aγ ≥ 3 to
ensure that
n2 exp[−γc(n)α]≤
1
n
for all α ≥ 1. Since γ < 1 is arbitrarily close to 1 we can reach this by
requiring a > 3. Therefore we obtain, as soon as aλ∗ < 1 and a > 3,
D∗1 ≤
2
n
(5.19)
for all sufficiently large n. Since we are assuming that ν∗ → 0 as E∗ → 0
there is no difficulty in taking E∗ sufficiently small so that both a > 3 and
aλ∗ < 1 are satisfied. Finally, we can set
n := ec0E∗β(5.20)
for a sufficiently small c0 > 0, so that using (5.5), (5.9), (5.11) and (5.19) we
obtain that D(β)≤ e−κβ for some κ > 0 and for all sufficiently large β. This
ends the proof of the upper bound (1.17) in Theorem 1.2.
5.2. Proof of the upper bound in (1.19). We are going to use the same
idea we used for (1.17), with the difference that now the value E∗ will itself
depend on β and will go to 0 as β→∞. Recall that here we assume that ν∗
is of order Eδ∗ as E∗→ 0; cf. (3.28). We take c(n) as
c(n) := (a logn)1/α.(5.21)
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As in the previous case we want an estimate as (5.19). Therefore the second
exponential term in (5.18) requires the condition γ3α−1a≥ 3. Since γ < 1 is
arbitrarily close to 1 we can meet this requirement by taking a > 32−α. For
the first exponential, using Lemma 5.1, we see that
λ∗ < (a logn)
−(1−α)/α,
is sufficient to have that exp[−(1− ε)mnϕ∗(c(n))] vanishes faster than any
inverse power of n. Since λ∗ =−µ
−1 log(1− ν∗)≤ 2µ
−1ν∗ for small ν∗, it is
sufficient to have, for a suitable constant C,
ν∗ <C(logn)
−(1−α)/α.(5.22)
The above argument shows that if we choose c(n) as in (5.21) with, for
example, a= 9 and suppose that ν∗ satisfies (5.22) then we know that (5.19)
holds for all n sufficiently large.
Let us now rephrase things in terms of E∗ and β. We have ν∗ ∼ E
δ
∗ and
we may choose n again as in (5.20). Therefore (5.22) can be rewritten, after
suitably modifying the constant C,
Eδ∗ <C(E∗β)
−(1−α)/α.(5.23)
We can then choose E∗(β) := cβ
−(1−α)/(δα+1−α) for a sufficiently small con-
stant c > 0 and we are sure to satisfy (5.23). Once we have (5.23) we know
that (5.19) holds with n= ec0βE∗(β), provided β is large enough. Collecting
the previous estimates in (5.5), (5.9) and (5.11) we have thus obtained, for
suitable κ1, κ2 > 0:
D(β)≤ e−κ1βE∗(β) = e−κ2β
δα/(δα+1−α)
.
This ends the proof of Theorem 1.2.
6. Bounds on Cheeger’s constant and spectral gap. In this section we
are going to prove Proposition 1.3, Theorem 1.4 and Corollary 1.5. We recall
that, as a convention, whenever we state that some event EL involving the
parameter L holds P-a.s. we mean that with P-probability 1 there exists
L0 =L0(ξ)<∞ such that the event EL occurs for all L ∈N, with L≥ L0.
Let ξ = {xk, k ∈ Z} denote as usual the renewal process generated by
(1.7) and recall that ξL := ξ ∩ΛL, ΛL = [−L/2,L/2]. Recall the definition of
Cheeger’s isoperimetric constant (1.21) and the definition of ζL (1.22).
6.1. Proof of Proposition 1.3. To prove the left bound in (1.23), observe
that for any nonempty subset U with #(U)≤ 12#(ξL) we have
IU (ξ)≥
2
#(ξL)
e−ζ
α
L .
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By ergodicity we have #(ξL)/L→ 1/E(Zi), P-a.s. Therefore we may assume
that
1
C1
L≤#(ξL)≤C1L(6.1)
for some constant C1, and the claimed lower bound follows.
We turn to the proof of the upper bound in (1.23). We fix γ ∈ (0,1) and let
aγL < bγL be two consecutive points realizing the maximum in (1.22) when L
is replaced by γL, that is, bγL−aγL = ζγL. Since γ < 1, in analogy with (6.1)
we know that taking U to be either U1 := ξ ∩ [−
L
2 , aγL] or U2 := ξ ∩ [bγL,
L
2 ]
we have
cγL≤#(U)≤
1
2#(ξL),(6.2)
where cγ > 0 is a suitable constant depending on γ. Without loss of generality
we may assume that U =U1. Note that for any pair x, y ∈ ξL such that x ∈U
and y ∈ ξL \ U we have |x − y| = (aγL − x) + ζγL + (y − bγL), the sum of
three positive terms. Using (
∑3
i=1wi)
α ≥ d(α)
∑3
i=1w
α
i , for any wi ≥ 0, with
d(α) = 1 ∧ 3α−1, we can estimate
ΦL(ξ)≤
∑
x∈U
∑
y∈ξL\U
e−|x−y|
α
#(U)
≤
1
cγL
e−d(α)ζ
α
γL
(∑
x∈U
e−d(α)|x−aγL |
α
)( ∑
y∈ξL\U
e−d(α)|y−bγL |
α
)
.(6.3)
Next, we show that each sum in the right-hand side of (6.3) is bounded by
C logL for a suitable constant C.
By the assumption P(Zi = 0) = 0, we can find δ > 0 such that P(Zi ≤ δ)≤
1
2 . We partition [−
L
2 ,
L
2 ] by means of δ-intervals ∆i of the form [ai, ai+1],
ai+1 = ai + δ. For any interval ∆i we write Ni =#(ξ ∩∆i) for the number
of points in ∆i. We note that for any integer K ≥ 1, for every i:
P(Ni ≥K)≤ 2
−K+1.(6.4)
Indeed, we may assume that ∆i = [a, a+ δ] for some a > 0 (this represents
no real loss of generality since the argument when a ≤ 0 is very similar).
Then, we call Xa =min{x ∈ ξ :x≥ a}. Let µa = P ◦X
−1
a denote the law of
Xa. Then
P(Ni ≥K) =
∫ a+δ
a
µa(dt)P(Ni ≥K|Xa = t).
From the renewal property we have that for any t ∈∆i = [a, a+ δ]
P(Ni ≥K|Xa = t)≤ P(Zℓ ≤ δ,1≤ ℓ≤K − 1)≤ 2
−K+1.
This proves (6.4).
32 P. CAPUTO AND A. FAGGIONATO
If we take K =C logL in (6.4) with C suitably large, then a union bound
with the Borel–Cantelli lemma shows that we can assume that there is no
interval ∆i such that Ni ≥C logL. In this case, we can estimate∑
x∈U
e−d(α)|x−aγL|
α
≤ sup
a∈[−L/2,L/2]
∑
x∈ξL
e−d(α)|x−a|
α
(6.5)
≤ C logL
+∞∑
j=−∞
e−d(α)|jδ|
α
≤C2 logL
for a suitable constant C2. The same estimate can be used to treat the
second sum in the right-hand side of (6.3). This shows that we can find a
constant C3 such that
ΦL(ξ)≤
C3(logL)
2
L
e−d(α)ζ
α
γL .
Finally, it is clear that if P(Zi > ε) = 1 for some ε > 0 the argument given
above is not needed. Indeed, in this case both sums in (6.3) are finite and
therefore (1.23) holds without the (logL)2 factor in the right-hand side. This
ends the proof of Proposition 1.3.
6.2. General method to estimate ΦL(ξ). Thanks to Proposition 1.3, the
a.s. behavior of ΦL(ξ) can be derived from the a.s. behavior of ζL. To this aim
we recall some results concerning the a.s. asymptotic behavior of maxima
of i.i.d. random variables (see [15], Section 4, [11], Section 3.5). Recall that
ψ(t) = P(Z1 > t).
Lemma 6.1. Define
Mn := max(Z1,Z2, . . . ,Zn).
The following holds:
(i) Let un be a nondecreasing sequence. Then
P(Mn ≥ un, i.o.) = 0 or 1
accordingly as
∞∑
n=1
ψ(un)<∞ or
∞∑
n=1
ψ(un) = +∞.
(ii) Let un be a nondecreasing sequence such that
lim
n↑∞
ψ(un) = 0,
lim
n↑∞
nψ(un) =∞.
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Then
P(Mn ≤ un, i.o.) = 0 or 1
accordingly as
∞∑
n=1
ψ(un)e
−nψ(un) <∞ or
∞∑
n=1
ψ(un)e
−nψ(un) =+∞.
(iii) Suppose that P(Zi ≤ x)< 1 for all x∈R and set αn := inf{y :ψ(y)≤
1/n}. Then
P
(
lim
n↑∞
Mn/αn = 1
)
= 1,
if and only if for arbitrary k > 1,
∞∑
n=1
ψ(kαn)<∞.(6.6)
(iv) Suppose that ψ is continuous and that P(Zi ≤ x) < 1 for all x ∈ R.
Let βn be a nondecreasing sequence of positive numbers such that
P
(
lim
n↑∞
Mn/βn = 1
)
= 1.
Then limn↑∞ βn/αn = 1.
As shown in detail in the next subsection, the a.s. asymptotic behavior
of ζL is similar to the a.s. asymptotic behavior of Mn. Since it is the expo-
nential of ζL that enters in the lower and upper bound of ΦL(ξ) in (1.23),
it is necessary to know good sequences un, vn such that un ≤Mn ≤ vn P-a.s.
for n large enough. Thanks to Lemma 6.1(iv), (v), in many cases the right
sequences un, vn can be easily guessed, since they must be corrections of αn
(see [11], Chapter 3, for examples and further discussions). These observa-
tions are at the heart of Theorem 1.4, which covers several interesting cases
already discussed in the Introduction.
6.3. Proof of Theorem 1.4. Let us define
n+(L) :=max{n :xn ≤ L/2}, n−(L) := max{n :x−n ≥−L/2}.(6.7)
Also, for integers k ≥ 0, ℓ≥ 1 we set
Mk,ℓ := max{Z−k,Z−k+1, . . . ,Zℓ−2,Zℓ−1}.(6.8)
With these definitions we have
ζL =Mn−(L),n+(L).
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We may define Ms,t for every s, t > 0, by taking the integer parts Ms,t :=
M[s],[t].
From the ergodicity it follows that
lim
L→∞
n±(L)
L
=
1
2µ
, P-a.s.,(6.9)
where, as usual µ= E[Z1]. For any γ < 1 and setting nL :=
L
µ we then have
[γnL/2]≤ n±(L)≤ [γ
−1nL/2], P-a.s.
Therefore
M1/2γnL,1/2γnL ≤ ζL ≤M1/2γ−1nL,1/2γ−1nL , P-a.s.(6.10)
Since nL is deterministic, one can define a deterministic bijective map τ :N+→
Z such that, setting M
(τ)
n =max(Zτ(1),Zτ(2), . . . ,Zτ(n)), it holds
M1/2γnL,1/2γnL =M
(τ)
2[γnL/2]
,(6.11)
M1/2γ−1nL,1/2γ−1nL =M
(τ)
2[γ−1nL/2]
.(6.12)
The a.s. limiting behavior of M τn can be determined by means of Lemma
6.1, replacing {Zi}i≥1 with {Zτ(i)}i≥1. In particular, if a(·) is a function as
in Theorem 1.4, satisfying (1.24) it follows from Lemma 6.1(i) that
M1/2γ−1nL,1/2γ−1nL ≤ a(γ
−1nL), P-a.s.
Similarly if b(·) is a function as in Theorem 1.4, satisfying (1.25) then Lem-
ma 6.1(ii) implies that
M1/2γnL,1/2γnL > b(2[γnL/2])≥ b(γ
2nL), P-a.s.
In conclusion, assuming both (1.24) and (1.25) we may estimate, for any
γ ∈ (0,1):
b(γ2nL)≤ ζL ≤ a(γ
−1nL), P-a.s.(6.13)
Since γ is arbitrarily close to 1 we see that (1.26) is an immediate conse-
quence of Proposition 1.3 and (6.13). This ends the proof of Theorem 1.4.
6.4. Proof of Corollary 1.5. Thanks to the simple estimate gap(L) ≤
2ΦL, the upper bound (1.30) in Corollary 1.5 is an immediate consequence
of the upper estimate of Theorem 1.4. Moreover, as discussed in [6] an upper
bound of order L−2 on gap(L) is not hard to obtain in our setting. Therefore,
we only have to prove the lower bound in (1.29). Let −L2 ≤ x−n−(L) < · · ·<
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xn+(L) ≤
L
2 denote the points of ξL; see (6.7). Let f be an arbitrary vector.
The numerator in (1.27) is written as
∑
x,y∈ξL
(f(x)− f(y))2 =AL(f) :=
n+(L)∑
i=−n−(L)
n+(L)∑
j=−n−(L)
(f(xi)− f(xj))
2.
Note that xi+1 − xi = Zi. The denominator in (1.27) therefore satisfies
∑
x,y∈ξL
e−|x−y|
α
(f(x)− f(y))2 ≥BL(f) :=
n+(L)−1∑
i=−n−(L)
e−Z
α
i (f(xi)− f(xi+1))
2.
For any i < j we estimate with the Schwarz inequality
(f(xi)− f(xj))
2 ≤
j−1∑
k=i
eZ
α
k
j−1∑
ℓ=i
e−Z
α
ℓ (f(xℓ)− f(xℓ+1))
2.
Since limn→∞
1
n
∑n
k=1 e
Zαk = E[eZ
α
1 ]<∞, P-a.s., using (6.9) we see that for
some constant C1 we have, for any i < j,
(f(xi)− f(xj))
2 ≤C1LBL(f), P-a.s.(6.14)
Summing over i and j in (6.14) and using again (6.9) we see that for some
constant C2
AL(f)≤C2L
3BL(f).(6.15)
From (6.1) it follows that for some constant C :γ(L) ≤ CL2, P-a.s. This
finishes the proof of Corollary 1.5.
APPENDIX: A SIMPLE ESTIMATE ON RENEWAL POINT
PROCESSES
Lemma A.1. Suppose that ξ is a renewal point process containing the
origin. Then, given a < b, there exists positive constants c, c′ such that
P(ξ(a, b)≥ k)≤ ce−c
′k, k ∈N.(A.1)
Moreover,
E(λ0(ω)
k)<∞, k ∈N,(A.2)
where λx is defined by (1.10).
Proof. Let us prove (A.1) in the case a= 0 < b, the general case can
be treated similarly. We fix u > 0 such that
γ := P(Zi ≤ u)< 1
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and set n equal to the integer part [b/u]. If Z1 + Z2 + · · ·+ Zk < b then at
least k− n of the variables Z1,Z2, . . . ,Zk are not larger than u. Therefore
P(ξ(0, b)≥ k) = P(Z1 +Z2 + · · ·+Zk < b)
(A.3)
≤
k∑
j=k−n
(
k
j
)
γj(1− γ)k−j.
The last member is a sum of n+1 addenda. Since 0≤ γ < 1, for all j :k−n≤
j ≤ k it holds that γj ≤ γk−n and (1− γ)k−j ≤ 1. Moreover(
k
j
)
=
(
k
k− j
)
=
k(k − 1)(k − 2) · · · (j + 1)
(k− j)!
≤ kk−j ≤ kn.
Hence, for a suitable constant c > 0 depending only on n,
k∑
j=k−n
(
k
j
)
γj(1− γ)k−j ≤ (n+ 1)knγk−n ≤ cγk/2 ∀k ≥ 1.
This concludes the proof of (A.1).
The last estimate (A.2) follows immediately from (A.1) and from the
trivial bound λ0(ξ)≤C
∑
x∈Z ξ([x,x+ 1))e
−c|x|α . 
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