In this paper, we consider a method for fast numerical computation of the Fourier transform of a slowly decaying function with given accuracy in given ranges of the frequency. In these decades, some useful formulas for the Fourier transform are proposed to recover difficulty of the computation due to the slow decay and the oscillation of the integrand. In particular, Ooura proposed formulas with continuous Euler transformation and showed their effectiveness. It is, however, also reported that errors of them become large outside some ranges of the frequency. Then, for an illustrating representative of the formulas, we choose parameters in the formula based on its error analysis to compute the Fourier transform with given accuracy in given ranges of the frequency. Furthermore, combining the formula and fractional FFT, a generalization of the fast Fourier transform (FFT), we execute the computation in the same order of computation time as the FFT.
Introduction
In this paper, we consider a method for fast numerical computation of the Fourier transform with given accuracy in given ranges of the frequency ω. In particular, we mainly focus on a function f (x) in (1.1) with slow decay as x → ±∞. The Fourier transform is a fundamental tool in various areas such as optics, signal processing, probability theory, and theoretical or numerical methods for differential equations [1] , etc. Moreover, in mathematical finance, option pricing by the Fourier transform is an active research topic [2] . Particularly in this area, fast numerical computation of the Fourier transform is required. On the other hand, it is usually needed to compute the values of F (ω) in (1.1) for many ω's in some ranges. Then, it is preferable to use some methods to accelerate the computation such as the fast Fourier transform (FFT).
Since the Fourier transform (1.1) is a definite integral for fixed ω, we may apply some standard quadrature formulas to (1.1) such as Newton-Cotes type or Gauss type formulas. These formulas can yield accurate approximate values for F (ω) if the function f (x) in (1.1) is sufficiently smooth and decays rapidly as x → ±∞. For f with slow decay, however, less accurate values are generated by these formulas. Moreover, we may also use double exponential (DE) formulas by Takahasi and Mori [3] for the computation. The DE formulas are formed by some special variable transformations φ as g(x) dx ≈ h for a function g, where h > 0 is a width between sampling points. The transformations φ are called double exponential (DE) transformations. The DE formulas are very accurate for a reasonably wide class of definite integrals [4] . It is, however, known that the DE formulas do not yield so accurate results for oscillatory integrals such as (1.1) with slowly decaying f .
Several highly accurate formulas for the Fourier transform of slowly decaying functions are proposed by Ooura and Mori [5] [6] and Ooura [7] . In [5] [6], DE formulas specialized for oscillatory integrals are proposed. In these formulas, parameters such as h in (1.2) etc. depend on the frequency ω. Then, to compute F (ω) for another ω, we need to change the parameters in these formulas. In [7] , another DE formula is proposed to compute F (ω) for a certain range of ω with constant parameters in the formula. This formula, however, has some restriction for the setting of the range, and direct application of the FFT to the formula is not straightforward. On the other hand, Ooura [8] [9] proposed other useful formulas
using continuous Euler transformations w with some parameters. Accuracy of these formulas and applicability of the FFT to them are already shown. It is, however, also reported that errors of them become large for ω with large |ω| or for ω around points of discontinuity of F when h and the parameters in w are independent of ω.
In this paper, we focus on the formula (1.3) in [8] with w defined by (2.1) later. Then, based on error analysis of the formula, we find appropriate setting of the parameters in it to compute the Fourier transform F (ω) with given accuracy in given ranges of the frequency ω. Furthermore, combining the formula and fractional FFT, a generalization of the FFT, we show that the computation can be done in the same order of computation time as the FFT.
The rest of this paper is organized as follows. In Section 2, we describe the formula with the continuous Euler transform. In Section 3, we investigate error of the formula, show appropriate setting of the parameters, and present an error bound of the formula under the setting. In Section 4, we explain the fractional FFT and show some numerical examples. Proofs of lemmas for the error analysis are shown in Section 5. Finally, we conclude this paper by Section 6.
Numerical formula by Ooura's continuous Euler transform
Let w(x; p, q) be defined by
where
Ooura [8] introduced a continuous Euler transform of F in (1.1) defined by
As shown later by Lemma 1, this function F w approximates F on some assumptions. Then, applying the trapezoidal formula to the integral in (2.3) yields a numerical formula:
where h is a positive real number and N is a positive integer. Using the approximation (2.4), we can numerically obtain the function F on a given interval [−ω u , ω u ] (ω u > 0). Namely, setting
we may compute the RHS of (2.4) for ω = −(N + 1)h, . . . , Nh, i.e., To compute the values (2.6) with given accuracy, we need to choose the parameters p, q, h and N appropriately. We give such choice of them in Section 3.
Error control of the numerical formula

Error estimate
We begin with error estimate of the approximation (2.4) to find appropriate choice of the parameters p, q, h and N . Here, we introduce the following notations:
Then, the error |F (ω) − F (N,h) w (ω)| can be bounded as follows:
To estimate these errors, we consider the domains
for 0 < α < 1 and d > 0, and the following assumptions for f :
The function f is analytic on T α , |f (z)| ≤ M for any z ∈ T α , and
, and belongs to L 2 (R), i.e., f is square integrable on R.
First, an estimate of E w (ω) is given by Lemma 1 below. We omit the proof of this lemma because it can be shown in the same manner as Ooura [8, Theorem 2] .
(ω) are given by Lemmas 2 and 3 below, respectively. Proofs of them are presented in Section 5.
Lemma 2. On Assumption 2, for ω with |ω| ≤ π/h, we have
Lemma 3. On Assumption 2 and under the condition N h > pq, we have
Remark 1. Lemmas 2 and 3 are important because they give explicit error bounds, although they are standard estimates of the discretization error and the truncation error of the trapezoidal formula for the function w(|x|; p, q)f (x) e −i ω x , respectively. As a technical note, we point out that the function w(|z|; p, q) is not an analytic function of z in D d . Then, we apply a smoothing technique to w(|z|; p, q) to prove Lemma 2 as shown in Section 5.
Remark 2.
It is possible to use another weight functionw(z;p,q) analytic in D d which realizes a similar formula to (2.4). In this paper, however, we analyze the formula (2.4) to show theoretically that even the non-smooth function w(|z|; p, q) can achieve the exponential convergence rate shown in Lemma 2.
Choice of parameters and error control
Using Lemmas 1, 2 and 3, we show in Theorem 4 below that appropriate choice of the parameters enables the formula (2.4) to compute the Fourier transform F (ω) with given accuracy in given ranges of ω. 
and let h, p, q be defined by
Then, for any ω with ω d ≤ |ω| ≤ ω u , we have
where C(N ) = C 1 (N ) + C 2 (N ) + C 3 (N ) and
Remark 3. Since Assumption 2 does not exclude the case f ∈ L 1 (R), the Fourier transform F may be discontinuous at ω = 0. Then, we consider the positive lower bound ω d of |ω| in Theorem 4. 
) for a constant c > 0 independent of N . Therefore, appropriate setting of N realizes any given accuracy of the formula.
Proof of Theorem 4. Using the parameters in (3.15), we estimate the error bounds in Lemmas 1, 2, and 3. First, setting α ′ = ω d /ω u in (3.10) of Lemma 1 and noting ω d ≤ |ω| ≤ ω u , we have
Therefore we have
Moreover, as for the last term in (3.10), we can deduce
Then, combining (3.10), (3.21) and (3.22), we have
Next, to use Lemma 2 to estimate E (∞,h) w (ω), we need to check ω u ≤ π/h. This follows from (3.14) and the definition of h in (3.15). Then, substituting h, p, q in (3.15) into (3.11) and (3.12), we have
Finally, substituting h, p, q in (3.15) into (3.13) and noting ω d /ω u ≤ 1/2, we have
From the estimates (3.23), (3.24) and (3.25), we obtain the conclusion.
Numerical Experiments
Recall that we need to compute the values for m = −N − 1, . . . , N , whereh is defined by (2.5) and h, p, q are defined by (3.15), respectively. Unless h and h satisfy hh = π/(N + 1), we cannot use the FFT directly to the computation of (4.1). Then, we use fractional FFT described in Section 4.1 below, and show some numerical examples in Section 4.2.
Fractional FFT
Fractional FFT is developed by Bailey and Swarztrauber [10] to enable computation of a sum such as (4.1) with arbitrary h andh. For example, Chourdakis [11] applied the fractional FFT to option pricing problems.
The fractional FFT is derived by regarding the sum in (4.1) as a circular convolution. For simplicity, we introduce m ′ = m + N + 1 and n ′ = n + N + 1 to shift the range of the indexes as follows:
. , 2(N + 1), the sum in (4.2) is rewritten in the form
where α = hh/(2π), y n ′ = x n ′ e −πi n ′2 α and z n ′ = e πi n ′2 α . Note that the sum in (4.3) is a convolution but not circular, i.e., we cannot regard {z n ′ }
2N +1
n ′ =0 as 2(N + 1)-periodic such as z n ′ +2(N +1) = z n ′ . Then, we need to convert this sum into a form of a circular convolution. A way for this conversion is to extend {y n ′ }
n ′ =0 and {z n ′ }
n ′ =0 to length 4(N + 1) by setting
for n ′ with 2(N + 1) ≤ n ′ < 4(N + 1). Then, combining (4.2), (4.3) and (4.4), we have an expression of
(mh) with a circular convolution:
where e m ′ = e 2πi (m ′ −N −1)(N +1)α−πi m ′2 α . The RHS of (4.5) can be obtained by
where ⊙ denotes element-by-element vector multiplication, and DFT and IDFT denote the discrete and inverse discrete Fourier transform, respectively. Therefore, applying the ordinal FFT to DFT and IDFT in (4.6), we can compute (4.5) with computation time O(N log N ).
Numerical Examples
We consider the following functions f i and their Fourier transforms F i .
Example 2.
The function f 1 is taken from [8] , where K 0 is the modified Bessel function of the second kind. The function f 2 is the characteristic function of the gamma distribution Ga(2, 1), and F 2 (ω)/(2π) is the density function of Ga(2, 1). The functions f 1 and f 2 satisfy f 1 (x) = O(|x| −1 ) (x → ±∞) and f 2 (x) = O(|x| −2 ) (x → ±∞), respectively. Moreover, F 1 is discontinuous at ω = 0, and F 2 is not differentiable at ω = 0.
To use Theorem 4, we note that f 1 satisfies Assumptions 1 and 2 for
and f 2 satisfies them for
where ε i (i = 1, 2) are arbitrary real numbers with 0 < ε i < 1 (i = 1, 2). Here, we use ε 1 = 0.01 and ε 2 = 0.1. Using these, we apply the formula (4.1) to f i (i = 1, 2) in the following procedure.
1. Give ω d and ω u in Theorem 4, and set an error bound ǫ by which errors of the computed values for ω = mh with ω d ≤ |ω| ≤ ω u should be bounded. 2. Choose N from {2 j − 1 | j = 1, 2, . . .} satisfying (3.14) and (The RHS of (3.16)) ≤ ǫ. Let N ǫ denote N chosen here. 3. Set h, p and q by (3.15), and apply the formula (4.1) to f i (i = 1, 2) with the fractional FFT. Then, we compute (4.1) for the six combinations of (4.11) and (4.12) for f i (i = 1, 2). All computations are done by MATLAB R2013a programs with double precision floating point arithmetic on a PC with 3.0GHz CPU and 2GB RAM. The integers N ǫ and computation times in the all cases are shown by Table 1 for Example 1 and Table 2 for Example 2. Each computation time is a mean of three results measured by three executions of each case. These results show that the computation time is about doubled when N ǫ increases about by two times, which is about in accordance with the order of the theoretical time O (N log N ) . Furthermore, errors of these computations are shown by Figures 1-6 for Example 1 and Figures 7-12 for Example 2, respectively. Then, we can observe that these results are consistent with the theoretical estimate of Theorem 4, although it does not seem to be tight because the real errors are much smaller than the bounds given in (4.12).
Here, using Example 2, we show another application of the formula (4.1). Let G 2 denote the indefinite integral of F 2 (ω)/(2π):
This is the cumulative distribution function of the Gamma distribution Ga(2, 1). We show that G 2 can be computed directly from the characteristic function f 2 in (4.8) by the formula (4.1). Since G 2 does not have the inverse Fourier transform, using the Heaviside function
we define a functionG 2 byG
such thatG 2 has the inverse Fourier transformf 2 :
The functionf 2 satisfies Assumptions 1 and 2 for
whereε 2 is an arbitrary real number with 0 <ε 2 < 1. Then, using the formula (4.1), we can obtain approximate values of G 2 (mh) (m = −N − 1, . . . , N ) as follows:
Here, we show the result in the case of (A)-(a) in (4.11) and (4.12). The other cases can be done similarly. Forε 2 = 0.1 in (4.17) we choose N ǫ = 1023 and obtain the result shown in Figure 13 . 
Proofs of Lemmas
In this section, we present proofs of Lemmas 2 and 3. We begin with Lemma 3 in Section 5.1 because it is easier. Then, Lemma 2 is proved in Section 5.2 and some other lemmas needed for Lemma 2 are proved in Section 5.3.
Proof of Lemma 3
Noting
and N h > pq, we obtain the conclusion of Lemma 3 as follows:
Proof of Lemma 2
For z ∈ D d , let w sym (z; p, q) be a function defined by
To prove Lemma 2, we use the following fundamental fact. A function g defined by g(z) = w sym (z; p, q)f (z) belongs to L 2 (R) and continuous on R, and its Fourier transformĝ is continuous on R. Then, we can use Lemma 5 to yield If the functionĝ decays exponentially as |ĝ(ω)| = O(exp(−d |ω|)) (ω → ±∞), the conclusion of Lemma 2 may follow immediately. The exponential decay ofĝ, however, is not so straightforwardly shown because w sym (z; p, q) is not analytic on D d . Then, in the following, we apply smoothing technique to w sym (z; p, q) to yield an analytic function g ε approximating g, and apply Lemma 5 to g ε .
For sufficiently small ε > 0, we define w From these and Lemmas 7 and 8, we can make E (∞,h) w,ε,int (ω) and E (∞,h) w,ε,sum (ω) arbitrarily small by choosing ε independently of ω.
As for E 
