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Abstract. In large-scale grid environments, accurate failure prediction is critical
to achieve effective resource allocation while assuring specified QoS levels, such as
reliability. Traditional methods, such as statistical estimation techniques, can be
considered to predict the reliability of resources. However, näıve statistical methods
often ignore critical characteristic behavior of the resources. In particular, periodic
behaviors of grid resources are not captured well by statistical methods. In this
paper, we present an alternative mechanism for failure prediction. In our approach,
the periodic pattern of resource failures are determined and actively exploited for
resource allocation with better QoS guarantees. The proposed scheme is evaluated
under a realistic simulation environment of computational grids. The availability of
computing resources are simulated according to real trace that was collected from
our large-scale monitoring experiment on campus computers. Our evaluation results
show that the proposed approach enables significantly higher resource scheduling
effectiveness under a variety of workloads compared to baseline approaches.
Keywords: Grid computing, resource scheduling, failure prediction, reliability, job
execution service
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1 INTRODUCTION
Computational grids [13] consist of diverse computing resources ranging from cheap
desktop machines to highly available and high performance servers and clusters.
Examples include Condor [35], Entropia [8], Genesis II [1], EGI (European Grid
Initiative) [10], and Globus [13]. They are motivated by the needs of large-scale,
computation-intensive scientific applications that cannot be provided by resources
within a single administrative domain. Today, thanks to such computational grids,
researchers and scientists from a variety of disciplines can tap into an enormous
amount of distributed computing resources of more than a petaflop [14]. Compu-
tational grids have enabled researchers to work on complex scientific problems of
a scale larger than ever.
In this work, we assume a job execution environment, such as Condor [35] and
Genesis II [26], which deals with the execution of idempotent jobs using various
shared resources ranging from desktop PCs to super computers. In such environ-
ments, ensuring QoS (Quality-of-Service) properties such as job completion time or
availability often requires predicting whether a particular resource such as a host
will be functioning over some time interval [4, 27, 28, 32]. For example, if we wish
to execute a job J , which takes 10 CPU hours, at time T and guarantee that it will
complete at some time T + 10 hours on a host H with probability P , then we need
to determine the probability that the host will continue to function over that time
interval. If we cannot find a host that satisfies the requirements P then we might
need to replicate the job to two or more hosts so that we can run multiple copies
of J and know that with probability P at least one replica of J will complete suc-
cessfully. The challenging problem in this situation is how we can precisely estimate
the probabilities of diverse computing resources. More formally, let ∆t be a time
interval with a start time and a stop time, and let Pi(∆t) be the probability that
host Hi will be available over the interval ∆t. How do we compute the Pi’s? One
obvious solution is to exploit statistical models using historical data of up/down
states of the machines.
However, the problem, as discussed in Section 2, is that statistical models man-
ifest very poor prediction performance if a significant number of periodic events
present. For example, a machine becomes periodically unavailable if the machine is
automatically rebooted on some schedule, or when the machine is turned off every
night, or when weekly backups take the machine off-line. Indeed, in shared compu-
tational grid environments, if we model a host as being unavailable or “down” when
a user at the keyboard is actively using the machine, one can observe patterns of
periodic availability. Our previous study [15, 17] with 729 machines spanning several
departments of an institution shows that a large number of machines actually have
such regular patterns in their availability.
To address the problems of traditional statistic modeling techniques in failure
prediction, we have developed a failure prediction model, called a filtered failure
prediction model (FFP) [17]. The basic idea behind FFP is to determine the reg-
ularity of resource availability and pro-actively exploit the information for failure
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prediction. For instance, the information on regular reboots might be exploited for
checkpointing of long-running jobs [25]. In FFP, we first determine periodic events
from the historical monitoring traces, note them, filter them out, and then pass the
remaining events onto a traditional statistical method. Then, to compute Pi(∆t)
we first check against periodic failures, and if not affected by a periodic failure, we
use the statistical method to determine the probability of success.
In our previous work [17], we presented analytic evaluation of FFP by analyz-
ing the autocorrelation and self-similarity of resource availability signals. In this
paper, our focus is to show the effectiveness of FFP under computational grid en-
vironments. FFP is being implemented as an extension of OGSA-BES (Open Grid
Service Architecture Basic Execution Service) [12] in the Genesis-II computational
grid platform [26]. Before deployment in the active grid, we have conducted a num-
ber of simulations using traces from actual computers. Our experiment results show
that FFP significantly outperforms statistical techniques which ignore periodic pat-
tern of failures. This results allow us to provide more accurate Quality-of-Service
(QoS) bounds with significantly less resource consumption.
The remainder of this paper is as follows. Section 2 presents our monitoring
environment and summarizes FFP. In Section 3, we discuss the simulation environ-
ment of computational grids. In Section 4, we present our evaluation results that
quantify the benefits of FFP via trace-driven simulation. Related work is presented
in Section 5 and Section 6 concludes the paper.
2 FAILURE PREDICTION
In this section, we demonstrate that ordinary statistical methods perform poorly
in the presence of periodic events. We also present the Filtered Failure Prediction
technique, in which failures of a resource are categorized into periodic and non-
periodic failures, rendering more effective predictions.
2.1 Resource Monitoring Environment
To understand the behavior of a large collection of computing resources, a monitor-
ing daemon is installed in 729 classroom and laboratory PCs at the University of
Virginia. The monitoring daemon at each machine gathers statistics every 5 min-
utes, including Up/Down heartbeat signals, CPU utilization, and memory usage.
The snapshots are reported to a central monitoring server. The study comprises
PCs operated by two administrative organizations: 668 PCs by the Department
of Information Technology & Communication (ITC) and 61 PCs by the Computer
Science Department. The details of the monitoring environment can be found in [15].
During the continuous observation for 3 months, many machines reported regular
reboots for ‘software rejuvenation’ [16, 39]. The idea behind software rejuvenation
is to restart software periodically to prevent accumulating errors. This software
rejuvenation through periodic reboots is a typical technique that is performed by
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many institutions managing a large collection of computing resources. In Figure 1,
the number of available machines during the 3 months is shown. We can see the reg-
ularity of the resource availability. This regular pattern of the resource availability
provides the motivation of this work.
































Figure 1. The number of available PCs for 3 months [15]
Throughout the remainder of the paper, we use the traces from this monitor-
ing study for both analysis and evaluation since we believe that the University’s
computing environment is representative and typical for many other institutions.
2.2 Statistical Modeling of Grid Resources
To predict the reliability of computing resources, one typical approach is to use
statistical methods such as fitting the collected data to statistical models. For
instance, exponential distribution is commonly used to model the pattern of resource
failures. Weibull distribution might be considered for more exact estimation [37].
For a resource, which does not manifest periodic behaviors, such statistical models
work reasonably well as far as we choose a right model. However, in the presence
of periodic patterns, the behavior of resources cannot be easily modeled by such
well-known statistical models.
Figure 2 illustrates an exponential distribution and a Weibull distribution that
were fitted using the maximum likelihood technique. In the figure, the empirical dis-
tribution shows a sudden surge at 1 440 minutes. This discontinuity at 1 440 minutes
occurs due to the daily ‘rejuvenation’ of the machine. With the presence of such
periodic failure patterns, the empirical distribution obtained from a machine cannot
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Figure 2. The distribution of a machine’s time-to-failure modeled using the Weibull and
the exponential distribution
be easily approximated by any statistical distribution. As a result, if a predictor is
not aware of these kinds of periodic behavior, the prediction results might be inac-
curate, resulting in poor resource allocation decisions for the grids. For instance, the
empirical distribution in Figure 2 shows that the resource has almost zero probabil-
ity of surviving longer than 24 hours. However, the prediction results from both the
Weibull and the exponential distribution are totally misleading; the distributions
show that the resource has about 30% probability of surviving after 24 hours.
































Figure 3. Number of available machines for 3 months after filtering out periodic events
Figure 3 shows the number of available machines after these periodic failures are
filtered out using the filtering algorithm proposed in our previous work [17]. Fig-
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Figure 4. Time-to-failure distribution of a machine after filtering out periodic failures and
its fitting to Weibull and exponential distributions
ure 4 illustrates the corresponding empirical distribution and the fitted Weibull and
exponential distributions. In the empirical distribution, the previous discontinuity,
observed in Figure 2, has disappeared. Figure 4 also shows that the empirical data
can be more closely modeled using typical statistical distributions after the remov-
ing periodic events. In Table 1, the accuracy of the statistical models is quantified
using root mean square errors (RMSE) between the empirical data and the fitted
statistical models. The RMSE analysis shows that the accuracy of statical models
improves significantly after filtering out periodic events. For example, the RMSE
of Weibull model decreases from 0.161 to 0.032 when periodic events are filtered
out. This result implies that we can achieve more accurate failure predictions once
periodic failures are filtered out.
Exp Weibull
Without filtering of periodic events 0.232 0.161
After filtering of periodic events 0.141 0.032
Table 1. Root mean square errors (RMSE)
2.3 Filtered Failure Prediction Model
To address the problems of traditional statistic modeling techniques in failure pre-
dictions, we proposed a failure prediction model, called the filtered failure prediction
model (FFP) [17]. In FFP, a sequence of up/down signal from the monitored re-
source is fed into the filter that detects and separates periodic failure events from
the original signal. This detection step can be performed using an algorithm that
scales linearly with respect to the number of events [24]. The periodicity detec-
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tion algorithm should be able to handle impreciseness of time information, which
may be resulted from lack of clock synchronization, rounding, and network delays.
Hence, the algorithm has several tunable parameters to control the accuracy and
reliability of the algorithm. For example, the time tolerance of period length is
a tunable parameter. The algorithm detects periodic events if the number of their
occurrences is more than the threshold value. The threshold value is adjusted ac-
cording to the chi-squared test with a given confidence level, which is also tunable.
Readers are referred to [17, 24] for more detailed discussion of periodicity detection
algorithms.
After the filtering of periodic failures out, a failure predictor Pfiltered(∆t) is
obtained from the updated up/down signal. For the failure predictor Pfiltered(∆t),
we can consider any well-known probabilistic models such as Weibull and exponential
distributions. If the sampled resource up/down signal has periodic component, it is
detected and used to predict future periodic failures. The reliability acquired from
Pfiltered(∆t) is only valid if ∆t does not span the future periodic failure points. Since
our objective is to predict the reliability, ∆t includes both a start time and duration
of a job. P (∆t) is the actual predicted reliability over duration ∆t and it can be
summarized as Equation (1).
P (∆t) = α× Pfiltered(∆t),
where α =

1 if ∆t does not spans periodic
failure points,
0 otherwise,
and Pfilter is the reliability model obtained after filtering out
periodic failures.
(1)
As an example, let us consider a resource that reboots every 24 hours and its
last periodic failure occurred at time t. Assume that the resource’s Pfilter is 0.9
for 10 hours. At time t + 5 and t + 15, the resource is requested to run a job that
requires 10 hours CPU time with more than 0.8 reliability. In this scenario, the first
request can be accepted because the resource satisfies the reliability requirement
(e.g., 0.9 > 0.8). However, under FFP, the second request cannot be accepted
because the job’s execution spans the next periodic failure point, which is t + 24.
Hence, the actual predicted reliability for the second request becomes 0 (= 0 ∗ 0.9),
not 0.9. Further, we might consider accepting the job with the expected reliability
of 0.9 and make a checkpointing of the job before the regular failure [25].
3 COMPUTATIONAL GRID ENVIRONMENT
In this section, we first describe the Genesis II computational grid [26], which is the
basis of this work. We also discuss the simulation environment of the Genesis II
computational grid, where jobs are replicated to achieve the specified QoS levels.
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Figure 5. Genesis II computational grid environment
The Genesis II computational grid is an implementation of OGSA (Open Grid
Service Architecture) from OGF (Open Grid Environment). The implementation
includes several standards such as WS-Addressing and JSDL (Job Submission De-
scription Language) [2]. Figure 5 shows an example of the Genesis II computational
grid, which has two virtual organizations. Organization A and B, respectively, is
a pure resource consumer and a provider. If a client in the organization A wants
to use the resources in the organization B, he/she submits a job request to the bro-
ker using a JSDL (Job Submission Description Language) document. JSDL is an
XML-formatted document that describes the properties of the submitted job. In
the Genesis II platform, JSDL standard is extended to include QoS requirements,
such as reliability of the resources. A client might use a portal with web interfaces
to build a job description [11, 38]. Figure 6 shows an example of JSDL extended to
include QoS specification for the target resource. It specifies that the target resource
is supposed to have 95% reliability for a job running over 150 minutes on a canon-
ical machine1. The ExecutionTime in JSDL specifies the estimated execution time
of a job, which is normalized to a canonical machine. Due to the heterogeneity
of grid resources, it is extremely difficult, if not impossible, to accurately estimate
the execution time of a job, in general. Hence, our grid platform targets a set of
high-throughput applications that renders such estimation. For example, parame-
ter sweep applications, such as GridBlast [20], tend to be highly parallel, require
minimal inter-node communications, and entail multiple executions of the same ex-
ecutable against different data. For such applications, the completion time of a job
can be estimated.
After the broker receives a request, it selects one or a group of resource con-
tainers, and manages the execution of the job. If available resources are not enough
1 Current JSDL v1.0 [2] does not support QoS specification yet.



















Figure 6. An example of JSDL for submitting a job
to execute the job, the broker enqueues the request until more resources become
available. Once a job instance is created in a BES (Basic Execution Service) con-
tainer [12], the container will also help with staging in input data, performing the
execution of the job, and staging out the results. Note that similar architectures have
been proposed in cloud systems to facilitate resource and service management [6, 29].
The information service monitors the availability of the resources periodically
and provides information required for the broker to make a proper decision on re-
source allocations. Information services have been investigated as one of core com-
ponents in grids [9]. Information services provide services such as service discovery,
resource monitoring, and resource characterization. To prevent potential overloads
at the information service, the monitoring interval of each resource should be prop-
erly determined2. In this study, the information service simply provides a list of live
service providers that are willing to accept a new job. However, they may support
query interfaces to find resources satisfying clients’ complex constraints. Support of
such complex queries might result in the complexity and overheads around the infor-
mation services. To address this problem, distributed resource allocation strategies
have been adopted in a few distributed system, e.g. [7], which requires no central
information service. Although a distributed system might have better scalability, it
might become inefficient due to the limited information at the local systems. We
leave further analysis of the two approaches as future work.
2 In this work, each resource container reports its status every 5 minutes.
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3.2 Job Replication Strategies
Since Genesis II targets less reliable desktop machines as its computational resources,
the reliability requirement of 0.9 is too high to meet, especially when the runtime
length of a job is longer than 10 hours. In case of having insufficient resources to
meet the reliability requirement alone, we apply two replicated execution polices
to meet the client’s QoS requirement, replication in time and in space; we call
them replication-in-time and replication-in-space, respectively. These replication
strategies were first introduced in our previous work [18].
In the replication-in-space strategy, a job is replicated onto a set of selected
resources. The number of selected resources for the replication is determined so
that the aggregate reliability of selected resources is no bigger than the requirement.
Aggregate reliability is the probability that at least one of the selected resources
survive without a failure. For example, if a job is replicated onto two resources
with the reliability of 0.7 and 0.8, respectively, the aggregate reliability is 0.94
(= 1− (1− 0.7)× (1− 0.8)). This indicates that one of the replica might complete
successfully with 0.94 probability.
Algorithm 1: Replication-in-space with FFP
Input: Job Specification J with (j, r, δt), where j is job description, r is required
reliability, δt is expected execution time
Get a list of candidate resources S from the information service;1






∏Sf (1− rs) < r) do4
s ← pick s from S;5
if J.δt dos not span s.ts then6
Sf = Sf ∪ (s);7
end8




(1− rs)) < rs then11
dispatch replicated jobs to service sites in Sf ;12
else13
wait until more resources are available;14
end15
In Algorithm 1, the resource allocation algorithm with replication-in-space strat-
egy and FFP is shown. The first step is to get a list of candidate resources from the
information service (Line 1-2). A set of resources is selected from the candidates to
achieve the target reliability using the replication-in-space strategy. The aggregate
reliability, which is defined as 1−∏Sf (1−rs), is updated as a new resource is selected
from the candidates (Line 4). In Line 6, a resource is checked if its next periodic
Effective Grid Resource Scheduling Using Failure Prediction 379
failure point overlaps with the job’s execution range. Once the aggregate reliability
becomes greater than the required reliability, the job is dispatched to all selected
resources concurrently (Line 11-12). If all replicated executions fail, the job failure
is notified to the client and marked as failure.
In the replication-in-time strategy, resources are selected in a similar manner.
However, unlike replication-in-space strategy, a job is dispatched onto only one re-
source at a time. If the resource fails before the completion of the job, then another
resource is chosen for retries.
3.3 Simulation Environment and Settings
In a grid environment, it is hard to evaluate an algorithm by performing actual
experiments in a repeatable and controllable manner since resources are distributed
across multiple organizations with their own policy [5]. To overcome this problem
and show the effectiveness of FFP, we use the Java-based discrete-event grid simula-
tion toolkit, which was introduced in our previous work [18]. The simulator uses the
same trace introduced in Section 2 to simulate each resource’s behavior. Readers
are referred to [18] for more detailed discussion on the simulator.
Parameter Value
Model training period 1 month
Test running period 1 month
Total number of machines 729
Avg. length of short jobs (TSJ) 3± 0.5 hours
Avg. dispatch rate of short jobs 1 job/10± 2 minutes
Avg. length of long jobs (TLJ) 6, 9, 12, 15, 18, 21± 0.5 hours
Avg. dispatch rate of long jobs 1 job/20± 5 minutes
Table 2. Parameters and settings of the simulation
Table 2 shows details of the simulation. The arrival of jobs from clients to the
broker is synthesized to follow bimodal distribution. The bimodal distribution is
composed of two normal distributions; one mode is for short runtime jobs with the
average of 3 hours, and the other is for long runtime jobs with varying averages.
Since we are more interested in the behavior of long runtime jobs, we change the
mean length of longer runtime jobs, TLJ , from 6 hours to 21 hours while the mean
length of short jobs fixed to 3 hours. We expect that as the execution time of jobs
get closer to the periodic failure interval, 24 hours in our case, the job will more
likely to fail before its completion.
4 EVALUATION
In this section, we demonstrate the effectiveness of the proposed FFP in the simu-
lation environment.
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4.1 Baselines
We evaluated 3 algorithms, shown in Table 3, to verify the effectiveness of FFP for
job scheduling.
Name Job assignment strategy
Random A job is assigned to any randomly chosen live machines without
considering reliability.
FFP Periodic failures are detected and the reliability prediction is
made from a filtered series of events.
NFFP Reliability is predicted without filtering.
Table 3. Resource scheduling approaches
For both NFFP and FFP , a job is submitted to a resource only if the pre-
dicted reliability is no less than the required reliability from clients. In case of FFP,
a candidate machine is first checked if it is going to have periodic failure during the
job’s expected run, and if not affected by a periodic failure, the reliability require-
ment is compared to the predicted reliability. In contrast, NFFP does not consider
periodic resource failures when resources are selected. Further, NFFP’s statisti-
cal models are built without filtering out periodic failures. For replication-in-time
strategy, Random scheduling is used as a base case, in which any available live and
idle machine is assigned for job execution without comparison of the required and
predicted reliability. For all scheduling approaches, we assume that the time delay
for job scheduling, including service delay to access information service, is negligible
compared to the long execution time of jobs.
4.2 Results
For both replication-in-time and replication-in-space, we evaluate the resource us-
ages and job success rates. The job success rate indicates how faithfully a client’s
reliability requirement is satisfied. The reliability requirements from clients are set to
0.90 in our simulation. Therefore job success rate should be close to 0.90. Achieving
that required reliability with less resource usage is desired.
4.2.1 Varying Job Execution Time in Replication-in-Time
In this experiment, we observe job success rates and the resource usage in the
replication-in-time mode, while the mean execution time of long jobs, TLJ , is varied
from 6 to 21 hours. Figures 7 and 8 show the average number of retries and its
achieved job success rates, respectively. Both NFFP and FFP achieve the requested
reliability from clients quite closely. However, the number of retries to achieve that
success rate is quite different. In NFFP, the number of retries is almost same as
Random, which is the worst case. For example, NFFP needs 3.3 retries to achieve
0.68 job success rate while FFP needs 1.3 retries to achieve 0.71 job success rate.
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This shows that the average reliability of resources is much lower, as Figure 7 shows,
when the periodic failures are not filtered out. As a result, the higher amount of re-
sources consumption is required to meet the reliability requirement. However, that
higher resource consumption does not make significant improvement in job success
rate, as shown in Figure 8. For example, FFP achieves 0.88 job success rate using



























































Figure 8. Average job success rate
This high performance gap between NFFP and FFP demonstrates that resources
are more effectively used by considering periodic failures. This is more evident when
the average turnaround time and the changes of the waiting queue at the broker are
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observed. Figure 9 shows the average turnaround time. In the figure, Ideal shows
the turnaround time when no resource failure is occured during the job execution.
Interestingly enough, the gap between NFFP and FFP is not as big as the number
of retries. For FFP, instead of doing retries and consuming resources which is going
to fail due to periodic failure, the jobs are kept in the waiting queue when the run
of job execution are predicted to span the next periodic failure time. The depth of
the queue, as shown in Figure 10, increases until the periodic failure points, which
occurs every 24 hours, and sharply decreases after them. The interval of this pattern
conforms to the interval of periodic failures. In contrast, the depth of NFFP’s queue,
as shown in Figure 11, does not manifest this kind of pattern, indicating that it does



































Figure 9. Average turnaround time
4.2.2 Varying Job Execution Time in Replication-in-Space
In this experiment, we perform the same experiment when the replication-in-space
strategy is deployed. Figures 12 and 13 show the average degree of spatial redun-
dancy of jobs and its achieved job success rate, respectively, while the job execution
time of long jobs, TLJ , is varied from 6 to 21 hours. As shown in Figure 12, the
number of concurrent job executions required for NFFP increases sharply as TLJ is
getting closer to the periodic failure interval, 24 hours. For example, for 21 hours
jobs, NFFP requires over 2 times of resources to achieve the similar level of reli-
ability guarantees of FFP. Surprisingly, in contrast to the replicated execution in
time, replication-in-space showed very low job success rate, around 0.7. This seems
odd at first. After analyzing logs, we found that the failures of resources are highly
correlated. Because our resource availability trace has been obtained from resources
of a single institution, the availabilities of resources are often affected at the same












































Figure 11. Changes of the queue in NFFP for 10 days
time by power failures, network partitioning, non-regular administrative mainte-
nance, and etc. In the presence of these frequent correlated failures, the redundant
execution of job is less effective. We leave the investigation on this correlated failure
as our future work.
5 RELATED WORK
There has been much research on analyzing events and building a statical model
for machine/resource behavior in order to make a future event prediction. Some re-
searchers have been focusing on analyzing error and failure event logs [21, 22, 32, 31].
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Figure 13. Average job success rate
Work of Lin et al. [22] is similar to our work in terms of that they see the failures
and errors are due to multiple sources, not a single source. Lin et al. separate and
categorize errors into intermittent and transient errors and provide a set of rules for
fault/failure prediction. They show that the time between errors from each separate
source follows a Weibull distribution and the combined errors cannot be modeled by
any single well-known distributions. However, their approach uses information ob-
tained in controlled environment. In grids which typically span multiple autonomous
administrative domains, we have very limited control on resources and the available
information about resource error and failure. Therefore, their approach cannot be
used for our research as it is. Our approach does not rely on detailed information
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from a resource. We assume the only information we can obtain is heartbeat signals
to check the liveness of a resource.
Saadatfar et al. [31] used machine learning techniques to mine Grid Workload
Archive (GWA) data in order to derive patterns and rules that affects failures of
jobs. This study demonstrated that several parameters such as CPU-intensity, queue
load, and execution hour of day, etc. affect failure rates closely. The proposed failure
predictor assumes that a predictor has such detailed real-time information, which is
rarely available in shared grid environments.
The preprocessing of the original data set of events to simplify analysis has
been done before, e.g., [37] and [42]. However, the preprocessing have been mostly
preformed to remove redundant information such as successive repeated errors. In
our study, the original series of events are preprocessed to separate periodic events
from non-periodic events.
The emergence of grids as new distributed computing platform has fostered many
studies on resource availability/reliability prediction in grids such as [4, 28, 42, 3]
and [30, 31, 33, 34]. Brevik et al. [4] compare parametric and non-parametric ap-
proaches for machine availability prediction. Their result shows that non-parametric
approach is better in most situations in estimating the lower bound of a given quan-
tile, especially when the sample size is small. Non-parametric approach is very good
when the distribution is not easy to fit by parametric methods as our case. However,
the problem of non-parametric approaches is that they are appropriate for testing
assertions rather than estimation of effects. From a practical viewpoint, a job sched-
uler needs to quantify the reliability of the resources at some specific time to test and
compare the fitness of the resources. Our work shows that parametric approaches
might have problem in the presence of periodic failures but the distribution can be
fitted using parametric methods if periodic events are filtered out. Despite the large
body of work on error/failure prediction, the absence of any research on periodic
resource unavailability as a separate source of failure and modeling of them to make
a prediction in job scheduling is the motivation of our study in this paper.
Recently, cloud computing [41], such as Amazon EC2, has become a popular
on-demand computing platform. Reliability/availability issues in clouds have been
studied in [36, 40, 23, 19], where various models were proposed to characterize
the failures in clouds. For clouds, unlike grids, reactive approaches such as check-
pointing and restarts have been more actively investigated since the migration of
tasks/platforms can be efficiently supported in the the virtualized computing envi-
ronment of clouds [43].
6 CONCLUSIONS
Accurate prediction of resource reliability is critical to provide completion time,
availability, and other quality of service (QoS) guarantees. We analyzed the real
traces from the large scale monitoring experiments, and demonstrated that accurate
prediction using traditional statistical methods is difficult in the presence of periodic
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events. We have developed the failure prediction scheme, called FFP, that separates
non-time-homogeneous regular failures from time-homogeneous non-regular failure
events. To show the effectiveness of the proposed scheme, we have developed a com-
putational grid simulator, in which the entities and their availability are modeled
based on a large scale monitoring experiment on real computing resources. Through
the extensive simulation, we demonstrated that FFP outperforms other techniques
that ignore periodicity for failure prediction. The improvements are particularly
pronounced as the time interval approaches the periodic failure interval. Further-
more, our results show that ignoring periodicity in the presence of actual periodic
failures might lead to ineffective resource allocation, as bad as doing no predic-
tion.
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