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Abstract
Given a field K, a Kronecker module V is a pair of K-linear spaces (U, V ) together with
a K-bilinear map K2 × U → V. In finite dimensions this is also the notion of pencils of
matrices. Every K[X]-module can be construed as a Kronecker module. In particular the
K[X]-submodules of K(X) give rise to the Kronecker modules Rh where h is a height func-
tion, i.e. a function h : K ∪ {∞} → {∞, 0, 1, 2, . . .}. The K[X]-module K[X] itself gives the
Kronecker module P that goes with the height function which is ∞ at ∞ and 0 on K. The
modules Rh that are infinite-dimensional come up precisely when h attains the value ∞ or
when h is stictly positive on an infinite subset of K ∪ {∞}. The endomorphism algebra of Rh
is called a pole algebra. Those Kronecker modulesV that are extensions of finite-dimensional
submodules of P by infinite-dimensional Rh lead to some engaging problems with matrix
algebras. This is because the endomorphisms of such V constitute a K-subalgebra of n × n
matrices over K(X), which is commutative if the extension is indecomposable. Among the
algebras that are known to arise in the 2 × 2 case, when the extension is byP, are the coordi-
nate rings of all elliptic curves. In this paper we replaceP by an arbitrary infinite-dimensional
Rh. The following new algebras are realized: infinite-dimensional pole algebras End Rh where
h = 0 on an infinite subset of K; maximal subalgberas of A × B for some pole algebras A,B;
the quasi local ring K ∝ S where S is a K-vector space of dimension at most card K . In the
process we identify those height functions h that will tolerate an indecomposable extensionV
having non-trivial endomorphisms.
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1. Introduction
Kronecker modules are a paradigm for the representation theory of tame, hered-
itary, artin algebras. They are the modules over the four-dimensional Kronecker al-
gebra defined in [1, p. 302]. With reference to this algebra these authors write: “This
not only gives the flavour of the general theory of tame hereditary artin algebras,
but also provides results useful in the development of the general theory.” In [1,14]
the emphasis is on finite-dimensional modules. The role that infinite-dimensional
Kronecker modules play in the general representation theory is illustrated in [5,7,12].
Reasons for taking infinite-dimensional representations into account are also to be
found in [13].
The impetus for looking at infinite-dimensional Kronecker modules came from
N. Aronszajn in his work on finite-dimensional perturbations. A second impetus
came from abelian groups and the corresponding theory of K[X]-modules. There
is a faithful functor from K[X]-modules to Kronecker modules, which raises the
question of extending the K[X]-theory to Kronecker modules. The classification
of indecomposable Kronecker modules that are infinite-dimensional is intractable.
Such a general classification remains undone even in the case of K[X]-modules. It
is necessary to specialize the class of modules under consideration. For instance, in
the case of K[X]-modules, the submodules of K(X) admit a complete classifica-
tion by height functions. A height function is simply any function h : K ∪ {∞} →
{∞, 0, 1, 2, . . .}.
In [2] there is the classification of torsion-free, rank-1 Kronecker modules Rh by
height functions h. In particular, the endomorphism algebras of these rank-1 Rh’s are
shown to be what we call pole algebras. The problem of endomorphisms for torsion-
free, rank-2 Kronecker modules is more complicated. Indeed, this is so even for
rank-2 K[X]-modules. However, the sub-class of Kronecker module extensions V
of finite-dimensional Rk by infinite-dimensional Rh is tractable. This class remains
sufficiently broad to contain all purely simple Kronecker modules of rank-2. See e.g.
[8] for a discussion of purely simple modules.
The endomorphisms of such V form a K-subalgebra of M2(K(X)), and if the
moduleV is indecomposable, its endomorphism algebra is commutative. These gen-
eral facts raise the question of determining all possible commutative algebras that
are realized as EndV’s. Among the commutative endomorphism algebras that arise
from such V are the coordinate rings of all elliptic curves, see [10]. In this paper we
broaden the search for realizable algebras by focusing on the effect that the height
functions have.
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Our first result is that if h never attains the value ∞ and h  1 on a cofinite subset
of K ∪ {∞}, then the endomorphism algebra of every indecomposable extension V
is the trivial algebra K. The same holds for the opposite extreme when h is constantly
∞ on K ∪ {∞}. We defer the proof of the latter case to a subsequent paper be-
cause the techniques of the present paper are insufficient. For all other cases of h we
build indecomposableV that have non-trivial endomorphisms. The principle behind
the constructions of our indecomposable modules is the use of rigid systems, as in
[4, p. 504], [3], or [6]. The infinite-dimensional pure-closures in our modules V are
rigid and hence invariant under endomorphisms of V.
2. Pole spaces, modules, endomorphisms
In this section we lay down the notations for our Kronecker modules in a way that
linear algebra can facilitate the study of their endomorphisms. Throughout, K will
be an algebraically closed field, X an indeterminate, and K(X) the field of rational
functions with coefficients in K. For each θ in K the rational function (X − θ)−1
will be ubiquitous, so we adopt the notation
Xθ = (X − θ)−1. (1)
2.1. Height functions and pole spaces
Every non-zero rational function t has a unique factorization
t = λ
∏
θ∈K
X
jθ
θ ,
where λ ∈ K, jθ ∈ Z, and all but finitely many jθ are 0. For each θ in K the integer
jθ is denoted by ordθ (t), and the integer −∑θ∈K jθ is denoted by ord∞(t). If we
agree that ordθ (0) = −∞ for all θ in K ∪ {∞}, and s, t are rational functions, the
familiar valuation properties hold:
ordθ (st) = ordθ (s) + ordθ (t),
ordθ (s + t)  max{ordθ (s), ordθ (t)},
ordθ (s + t) = ordθ (t) when ordθ (s) < ordθ (t).
If θ ∈ K ∪ {∞} and ordθ (t) > 0, the rational function t has a pole at θ. In that
case the positive integer ordθ (t) is called the order of the pole that t has at θ. The set
of functions{
Xnθ : θ ∈ K and n = 1, 2, . . .
} ∪ {Xn : n = 0, 1, 2, . . . } (2)
is a basis of K(X) over K to be called the standard basis. The expansion of a rational
function in terms of the standard basis is known as its partial fraction expansion. For
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θ in K, a positive power of Xθ appears in the partial fraction expansion of t if and
only if t has a pole at θ. In that case the highest power of Xθ appearing is Xordθ (t)θ .
A positive power of X appears in the partial fraction expansion of t if and only if t
has a pole at infinity. Here the highest power of X that appears is Xord∞(t).
We say that a rational function t dominates a rational function s provided
ordθ (s)  ordθ (t) for all poles θ in K ∪ {∞} of s. (3)
Definition. A non-zero K-linear subspace R of K(X) will be called a pole space
provided that whenever R contains a function t, then R also contains all of the func-
tions dominated by t. In particular, pole spaces must contain K.
Any pole space R determines the function hR : K ∪ {∞} → {∞, 0, 1, 2, . . .},
given for each θ in K ∪ {∞} by
hR(θ) = sup{ordθ s : s ∈ R}.
Any function h : K ∪ {∞} → {∞, 0, 1, 2, . . .} is known as a height function. For a
height function h, the space
Rh =
{
s ∈ K(X) : ordθ s  h(θ) for all θ in K ∪ {∞}
} (4)
is a pole space. The correspondences h → Rh and R → hR constitute a bijection be-
tween pole spaces and height functions, which will permit us to move freely between
these two points of view. The family of all pole spaces forms a complete lattice of
subspaces of K(X). For a given pole space R, the functions in the standard basis (2)
that lie in R form a basis of R over K, to be called the standard basis of R.
2.2. Functionals and derivers
In addition to height functions h : K ∪ {∞} → {∞, 0, 1, 2, . . .}, we need to work
with K-linear functionals α : K(X) → K. If α is such a functional and r ∈ K(X),
let 〈α, r〉 denote the value in K that α takes at a rational function r. For a rational
function s, let α ∗ s denote the functional given by
〈α ∗ s, r〉 = 〈α, sr〉 for each r ∈ K(X). (5)
Denoting the space of functionals by K(X), there is a K-bilinear map
∂ : K(X) × K(X) → K(X) with action denoted by (α, r) → ∂α(r),
that is uniquely determined by the requirements
∂α(X) = 〈α, 1〉 and ∂α(rs) = r∂α(s) + ∂α∗s(r) (6)
for every α in K(X) and every r, s in K(X). The resulting K-linear operator ∂α on
K(X) will be called a deriver.
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Recalling the notation (1) for Xθ there is an explicit expression for each ∂α on the
standard basis (2) of K(X):
∂α(1) = 0, (7)
∂α(X
n) = 〈α,Xn−1〉 + 〈α,Xn−2〉X + · · · + 〈α, 1〉Xn−1, (8)
∂α
(
Xnθ
) = − 〈α,Xnθ 〉Xθ − 〈α,Xn−1θ 〉X2θ − · · · − 〈α,Xθ 〉Xnθ (9)
for all θ in K and all n  1. The above expansions will be used often. In conjunction
with partial fraction expansions, the following properties can be deduced.
Proposition 2.1. If ∂α is a deriver and r ∈ K(X), then
ordθ (∂α(r))  max{0, ordθ (r)} for all θ in K, and
ord∞(∂α(r)) < max{0, ord∞(r)}.
Every pole of ∂α(r) is a pole of r. If Rh is a pole space, then ∂α(Rh) ⊆ R−h . In
particular, derivers leave pole spaces invariant.
Kronecker modules given by a height function and a functional
A Kronecker module is a representation of the quiver • −−−−→−−−−→•, namely an
ordered pair (a, b) of linear transformations between a pair of K-linear spaces:
U
a−−−−→
b−−−−→V. A homomorphism from the module U
→→V to the module W →→Z is
a pair of K-linear maps U ψ−→ W,V ϕ−→ Z such that the following diagrams com-
mute:
U
a−−−−→ V
ψ 
ϕ
W
a−−−−→ Z
U
b−−−−→ V
ψ 
ϕ
W
b−−−−→ Z
(10)
We now define the rank-2 extensions mentioned in the Introduction, in a way that
makes it possible to compute their endomorphism algebras. For a positive integer
m, let Pm be the space of polynomials of degree strictly less than m, in particular
P1 = K. For any height function h, let
R−h =
{
r ∈ Rh : ordθ (r) < h(∞)
}
. (11)
The space R−h is the maximal subspace of Rh such that XR
−
h ⊆ Rh. One can see that
if h(∞) = ∞, then R−h = Rh, while if h(∞) = 0, then Rh = R−h ⊕ K.
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We shall be working with K-linear subspaces of the space K(X)2 of pairs of
rational functions. Such pairs will be written in column notation.
Definition. Given a triplet (m, h, α) where m is a positive integer, h is a height
function and α is a functional, put
V = V (m, h, α) =
{(
r
s
)
∈ K(X)2 : r ∈ Rh and ∂α(r) + s ∈ Pm
}
, (12)
V − = V −(m, h, α) =
{(
r
s
)
∈ V : r ∈ R−h and ∂α(r) + s ∈ Pm−1
}
. (13)
The notation V (m, h, α) will frequently be denoted by the symbol V.
The definition of V = V (m, h, α) will be used pervasively. In order to eff-
ectively track the computations of this paper this definition is indispensable.
Observe that XV − ⊆ V. Indeed, if (r
s
) ∈ V −, then r ∈ R−h and ∂α(r) + s ∈ Pm−1.
Therefore Xr ∈ Rh, and using (6) we get as well that
∂α(Xr) + Xs = X∂α(r) + ∂α∗r (X) + Xs = X(∂α(r) + s) + 〈α, r〉 ∈ Pm.
Definition. The Kronecker module V(m, h, α) is
V −(m, h, α)
a−−−−→
b−−−−→V (m, h, α), (14)
where
a :
(
r
s
)
→
(
r
s
)
and b :
(
r
s
)
→ X
(
r
s
)
, for each
(
r
s
)
in V −(m, h, α).
We shall also use the short symbol V to mean V(m, h, α), when there is little risk
of confusion. Although our presentation does not make it apparent, these modules
V are precisely the extensions of finite-dimensional, torsion-free, rank-1 modules by
arbitrary torsion-free, rank-1 modules. Thus each V has rank 2.
The pole space Rh is infinite-dimensional exactly when h is positive on an in-
finite subset of K ∪ {∞} or h is infinite-valued at some θ of K ∪ {∞}. The case
where the modules V are finite-dimensional, is well understood, see e.g. [1] or [14].
Henceforth, we make the blanket assumption that in V:
the pole space Rh is infinite-dimensional over K.
2.3. Endomorphisms of V(m, h, α)
The result cited below appears in [11, Theorem 2.2]. It facilitates the use of linear
algebra in the computation of endomorphisms of the modules V.
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Proposition 2.2. If a K(X)-linear operator ϕ : K(X)2 → K(X)2 leaves the sub-
space V (m, h, α) invariant, then ϕ also leaves the space V −(m, h, α) invariant, and
the pair
V −
ϕ|V−−−−−→V −, V ϕ|V−−−−→V
is an endomorphism of V. All endomorphisms of V arise in this way.
Henceforth an endomorphism ϕ ofVwill be viewed as a K(X)-linear operator on
the space K(X)2, that leaves invariant the K-linear subspace V (m, h, α). As such
we represent them as 2 × 2 matrices of rational functions
ϕ =
[
s t
u v
]
(15)
acting on K(X)2 in the usual way. If I is the identity operator and λ ∈ K, the opera-
tor λI is an endomorphism, obviously. If these are the only endomorphisms, we say
that EndV is trivial.
2.4. The regulator
Each rational function t acts as a map from K(X) to K(X) by multiplication,
i.e. s → ts. Identify this map with the function t itself. In this way the K-algebra
EndK K(X) contains K(X). Given a functional α, let A be the K-subalgebra of
EndK K(X) that is generated by K(X) and the deriver ∂α. InsideA lies the proper,
left ideal
I = {σ ∈A : σ(Rh) is finite-dimensional over K}. (16)
From [9, Lemma 2.1] I is also a right ideal, and by [9, Lemma 2.2] the algebra
A/I is commutative. The subalgebra K(X) of A embeds into A/I under the
canonical mapA→A/I. ThusA/I is generated as a K(X)-algebra by the image
of ∂α. Letting ∂α be that image we have A/I = K(X)[∂α]. If Y denotes another
indeterminate, form the algebra K(X)[Y ] of polynomials in Y with coefficients in
the field K(X) and take the substitution map
 : K(X)[Y ] → K(X)[∂α] where g(Y ) → g(∂α). (17)
The unique, monic generator of ker  is called the regulator of the pair (h, α). Thus
the regulator of (h, α) is the unique polynomial in K(X)[Y ] such that
• f (Y ) is monic or zero;
• f (∂α)(Rh) is finite-dimensional;
• whenever g(Y ) in K(X)[Y ] is such that g(∂α)(Rh) is finite-dimensional, then
f (Y )|g(Y ).
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This principle gives rise to the following result relating the regulating polynomial to
endomorphisms of V (m, h, α). It is a special case of [9, Proposition 2.3].
Proposition 2.3. If an endomorphism ϕ of V(m, h, α) is represented according to
(15), then the regulator of (h, α) divides tY 2 + (v − s)Y − u in K(X)[Y ].
From the above proposition it can be checked that if EndV is non-trivial, then the
regulator of (h, α) is either linear or quadratic in Y.
We will demonstrate that if the regulator is linear, then the modules V(m, h, α)
have a non-zero, finite-dimensional, direct summand. First we need a proposition
whose proof is based on a result in [12] dealing with the category of modules over
a finite-dimensional, hereditary algebra. The Kronecker modules form such a cate-
gory. In [12, Section 2.2] Ringel deals with indecomposable, preprojective modules
(see also [1, p. 258]). In the category of Kronecker modules the sequence of inde-
composable preprojective modules is denoted by IIIn for n= 1, 2, 3, . . . , see e.g. [2,
p. 428]. The indecomposable, preprojective Kronecker modules can also be viewed
as the finite-dimensional, indecomposable submodules of the module R defined by
K(X)
a−−−−→
b−−−−→K(X), where a : r → r and b : r → Xr. (18)
Ringel also defines a functor P on the module category. Given a module M, then
PM is the intersection of all kernels of all maps M → P with P indecomposable
preprojective. This functor is used in Corollaries 1 and 2 of [12, Section 2.2] to show
that if M is a module with no indecomposable preprojective summand and P is an
indecomposable preprojective module, then every exact sequence
0 → M → N → P → 0
splits.
Proposition 2.4. If τ : V(m, h, α) → R is a non-zero module homomorphism with
a finite-dimensional image, then
V(m, h, α) ∼= ker τ ⊕ im τ.
Proof. There is the exact sequence
0 → ker τ → V(m, h, α) → im τ → 0.
The module V(m, h, α) is infinite-dimensional, torsion-free of rank-2. Thus both
ker τ and im τ have rank-1, and since im τ is finite-dimensional, we must have
that ker τ is infinite-dimensional. Since im τ has rank-1, sits inside R and is finite-
dimensional, im τ is an indecomposable preprojective. Being infinite-dimensional
and of rank 1, ker τ has no indecomposable, preprojective summand. By Corollaries
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1 and 2 of [12, Section 2.2] it follows as explained above that our exact sequence
splits. 
Proposition 2.5. If the regulator of (h, α) is linear, then V has non-zero, finite-
dimensional, direct summand.
Proof. Suppose that the regulator is Y + q where q ∈ K(X). Define the map
τ : V → K(X) whereby
(
r
s
)
→ qr − s for each
(
r
s
)
in V.
Along with its restriction to V − the K-linear map τ constitutes a module homo-
morphism fromV to the moduleR defined in (18). Since Y + q is the regulator, the
space (∂α + q)(Rh) is finite-dimensional over K. By the definition of V in (12), each(
r
s
)
in V is such that r ∈ Rh and s = p − ∂α(r) for some p in Pm. Thus
τ
(
r
s
)
= qr − (p − ∂α(r)) = (∂α + q)(r) − p.
Hence the image τ(V ) is the finite-dimensional, non-zero space (∂α + q)(Rh) + Pm.
In this way there emerges from τ a non-zero module homomorphismV→ R having
a finite-dimensional image. By Proposition 2.4, V(m, h, α) has a non-zero, finite-
dimensional, direct summand. 
While providing access to the regulator, the algebra A/I has another purpose.
With ϕ an endomorphism as in (15) let
ω(ϕ) = s − t∂α ∈A/I. (19)
From [9, Corollary 2.5], ω : EndV→A/I is an algebra homomorphism. Further-
more [9, Theorem 2.6] says that ω is an embedding if and only if V(m, h, α) has
no non-zero, finite-dimensional, direct summand. This also reveals that if V is inde-
composable, then EndV is commutative.
3. Indecomposables with non-trivial endomorphisms
The central objective from here on is to identify those height functions h which
allow a choice of α and m so that V = V(m, h, α) is indecomposable while EndV
is non-trivial.
3.1. Singular height functions at most 1 almost everywhere
When h(θ) < ∞ for all θ in K ∪ {∞}, we say that the height function h is sin-
gular. For a K-linear space S the extension K ∝ S is the algebra of matrices of the
50 F. Okoh, F. Zorzitto / Linear Algebra and its Applications 374 (2003) 41–62
form
[
λ s
0 λ
]
, where λ ∈ K and s ∈ S. In [11] the following classification appears
as Theorem 3.4.
Theorem 3.1. If (m, h, α) is a triplet for which h is singular and EndV(m, h, α) is
commutative, then the algebra EndV(m, h, α) is the direct product K × K, or an
extension K ∝ S.
Thus for a singular height function h, an indecomposable moduleV(m, h, α) can
only tolerate EndV = K ∝ S for some vector space S. The next result identifies the
singular height functions whose indecomposable modules V(m, h, α) must have S
as the zero space and thereby only trivial endomorphisms.
Theorem 3.2. If a singular height function h satisfies h(θ)  1 except for finitely
many θ in K ∪ {∞}, then every indecomposable V(m, h, α) only has trivial endo-
morphisms.
Proof. Supposing that V is indecomposable and that EndV /= K, Theorem 3.1
leaves only the option that EndV = K ∝ S for some non-zero space S. In particular
V has a non-zero nilpotent endomorphism ϕ, and since ϕ is a K(X)-linear operator
on K(X)2 it follows that ϕ2 = 0. Represent ϕ as in (15). From the homomorphism
ω defined in (19) we see that
(s − t∂α)2 = s2 − 2st∂α + t2∂α2 = 0
in the algebraA/I. By the definition (16) of I, the space
F = (s2 − 2st∂α + t2∂2α)(Rh)
is a finite-dimensional subspace of K(X).
Let A = {θ ∈ K : h(θ) = 1}. If θ ∈ A, then (s2 − 2st∂α + t2∂2α)(Xθ ) ∈ F. The
formula ∂α(Xθ ) = −〈α,Xθ 〉Xθ, coming from (9), leads to(
s2 − 2st∂α + t2∂2α
)
(Xθ ) =
(
s2 + 2st〈α,Xθ 〉 + 〈α,Xθ 〉2t2
)
Xθ ∈ F
for all θ in A.
Since F is finite-dimensional over K, there is a cofinite subset B of A such that
ordθ (s2 + 2st〈α,Xθ 〉 + 〈α,Xθ 〉2t2) < 0 for each θ in B. In other words, except for
finitely many θ in A, the function s2 + 2st〈α,Xθ 〉 + 〈α,Xθ 〉2t2 vanishes at θ. Since
s2 + 2st〈α,Xθ 〉 + 〈α,Xθ 〉2t2 = (s + 〈α,Xθ 〉t)2,
the function s + 〈α,Xθ 〉t vanishes at θ for each θ in B. For θ in B use (9) to obtain
(s − t∂α)(Xθ ) = (s + 〈α,Xθ 〉t)Xθ . Due to the vanishing of s + 〈α,Xθ 〉t at each θ
of B, each function (s − t∂α)(Xθ ) has poles only among the poles of s or of t. In
fact, each function lies in the finite-dimensional pole space defined by the height
function  where
(η) = max{0, ordη(s), ordη(t)} for η in K ∪ {∞}.
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If L is the span of all Xθ as θ runs over B we have obtained that (s − t∂α)(L) is
finite-dimensional.
The hypothesis on h is nothing but the statement that the span of all Xθ, as θ
runs over A, is of finite-codimension in Rh. Since B is cofinite in A, L remains of
finite-codimension in Rh. It follows that (s − t∂α)(Rh) is finite-dimensional as well.
Consequently the regulator of (h, α) divides s − tY. Now if t = 0, the fact ϕ2 = 0
implies s = v = 0. By Proposition 2.3, u = 0 and then ϕ = 0, a contradiction. So
t /= 0. Therefore the regulator of (h, α) is linear, and by Proposition 2.5 the module
V decomposes. Having contradicted the initial assumption, we conclude that EndV
must have been trivial. 
The general constructions of modules V from this point on will only use m = 1
so that Pm = K. This is done mostly for notational convenience.
3.2. Case 1: 2  h < ∞ on an infinite set
In contrast to Theorem 3.2, we show here that when the height function is not
dominated by 1 almost everywhere, extensions K ∝ S become realized as endomor-
phism algebras.
Proposition 3.3. Suppose that h is a height function for which 2  h < ∞ on an
infinite subset J of K. If  is the height function defined by
(θ) = h(θ) − 2 when θ ∈ J, and (θ) = h(θ) when θ ∈ K ∪ {∞} \ J ,
then EndV(1, h, α) ∼= K ∝ R for some functional α.
Proof. Take α to be the functional given by〈
α,X
h(θ)
θ
〉= 1 when θ ∈ J , (20)
α = 0 on the rest of the standard basis of K(X).
First compute the regulator of (h, α). Using (9) in conjunction with our definition
(20) of α it becomes apparent that ∂α(Rh) = ∑θ∈J KXθ . Since h  2 on J, and α
in (20) is defined to vanish on Xθ when θ ∈ J, we can use (9) to see that ∂2α(Rh) =
(0). By its very definition the regulator of (h, α) divides Y 2, but since ∂α(Rh) is
infinite-dimensional, the regulator is not Y. It must be Y 2.
We represent an endomorphism ϕ of V(1, h, α) as in (15). Because Y 2 is the
regulator, Proposition 2.3 implies that
ϕ =
[
s t
0 s
]
for some s, t in K(X).
In fact s ∈ K. To see this, observe that (t
s
) = ϕ(01) ∈ V (1, h, α). The definition (12)
of V (1, h, α) gives t ∈ Rh and ∂α(t) + s ∈ K. Hence
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s ∈ ∂α(Rh) + K =
∑
θ∈J
KXθ + K.
The diagonal map EndV→ K(X), given by ϕ → s, is a homomorphism of K-
algebras. Therefore the set of all diagonal entries s, arising from endomorphisms ϕ,
forms a K-algebra inside the space
∑
θ∈J KXθ + K. Since the only such algebra is
K, it follows that all s are in K. Therefore EndV = K ∝ T , where T is the space
of all t that come up.
It remains to check that T = R. This comes down to checking that for t in K(X),
the nilpotent operator ψ given by the matrix
[
0 t
0 0
]
will be an endomorphism ofV
if and only if t ∈ R.
Such ψ is an endomorphism ofV if and only if ψ maps a spanning set of V back
into V. Using (9) for α as in (20) we can see that
r ∈ Rh ∩ ker ∂α if and only if ordθ (r) < h(θ) for all θ in J .
Hence
Rh = (Rh ∩ ker ∂α) ⊕
∑
θ∈J
KX
h(θ)
θ .
Since ∂α
(
X
h(θ)
θ
) = −Xθ for each θ in J, the set
{(
r
0
)
: r ∈ Rh ∩ ker ∂α
}
∪
{(
X
h(θ)
θ
Xθ
)
: θ ∈ J
}
∪
{(
0
1
)}
is a suitable spanning set for V. Under ψ these generators go to the vectors
ψ
(
r
0
)
=
(
0
0
)
, ψ
(
X
h(θ)
θ
Xθ
)
=
(
Xθ t
0
)
, ψ
(
0
1
)
=
(
t
0
)
.
It becomes apparent that ψ is an endomorphism if and only if(
Xθ t
0
)
∈ V for all θ in J and
(
t
0
)
∈ V.
According to (12) this is the same as saying that
t ∈ Rh, ∂α(t) ∈ K, Xθ t ∈ Rh, ∂α(Xθ t) ∈ K for all θ in J .
Because ∂α(Rh) = ∑θ∈J KXθ is a space that intersects trivially with K, these con-
ditions are equivalent to
t ∈ Rh, ∂α(t) = 0, Xθ t ∈ Rh, ∂α(Xθ t) = 0 for all θ in J .
In other words ψ is an endomorphism if and only if
t ∈ Rh ∩ ker ∂α and Xθ t ∈ Rh ∩ ker ∂α for all θ in J .
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That is, ψ is an endomorphism if and only if
ordθ (t) < h(θ) and ordθ (Xθ t) < h(θ) for all θ in J .
This is the same as saying that t ∈ R. 
Since K ∝ R has no proper idempotents and the pole space R is non-zero, the
module V of Proposition 3.3 is indecomposable with non-trivial endomorphisms.
Given any cardinal κ from 1 to card K, choose J so that card(K\J ) = κ. Define h =
2 on J, h = 1 on K\J, and h = 0 at ∞. With these choices of J and h, Proposition
3.3 makes EndV isomorphic to the non-trivial algebra K ∝ R. In fact dim R = κ.
From Theorem 3.2 and the construction of Case 1, the central problem of this
section is settled for all singular height functions. We can move on to non-singular
height functions.
3.3. Case 2: h = ∞ exactly once and zero almost everywhere else
We say that two height functions h, k are equivalent provided
Rk = tRh for some rational function t .
If h is equivalent to k, thenV(m, h, α) ∼= V(m, k, α) regardless of m and α, see e.g.
[3, Section 85]. Consequently, in computing endomorphism algebras of V(m, h, α)
we may freely replace h by any equivalent height function. For instance, any height
function h such that h(ν) = ∞ for exactly one ν in K ∪ {∞} and h = 0 on all but
finitely many of the remaining θ in K ∪ {∞}, is equivalent to the height function
k where k(ν) = ∞ and k = 0 on all other θ in K ∪ {∞}, see [2, Section 3] or [12,
Section 6]. Using equivalence of height functions, the next result follows from [9,
Proposition 4.4].
Proposition 3.4. Suppose h is a height function so that h(ν) = ∞ at exactly one ν
in K ∪ {∞} and h = 0 on all but finitely many of the remaining θ in K ∪ {∞}, then
there is a functional α such that EndV(1, h, α) ∼= K[X].
We are left to consider the central problem of this section for those non-singular
height functions that do not satisfy the conditions of Proposition 3.4.
3.4. Quasi-splittable pole spaces
A pole space Rh will be called quasi-splittable provided there are pole spaces
Rk,R so that
• Rh = Rk + R,
• Rk ∩ R = K, and
• Rk,R are infinite-dimensional.
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A selection of suitable Rk,R for a given Rh as above will be called a quasi-splitting
of Rh. The only infinite-dimensional pole spaces that are not quasi-splittable are the
ones given by the height functions of Proposition 3.4, and the central problem for
those is settled by Proposition 3.4. The focus from here on will be on pole spaces
that are quasi-splittable.
3.5. Pole algebras and pure closures
Given a pole space Rk with height function k, the set of functions
A(Rk) =
{
r ∈ Rk : k(θ) < ∞ ⇒ ordθ (r)  0
} (21)
is the K-algebra consisting of all functions in Rk that have poles only where k attains
the value infinity. Clearly A(Rk) = Rk if and only if k attains the just the values 0
and ∞. We shall refer to A(Rk) as the pole algebra of Rk. Pole algebras are nothing
but the endomorphism algebras of the Kronecker modules studied in [2]. In addition
to being a pole space in its own right and an algebra, A(Rk) also gives
A(Rk)Rk = Rk. (22)
The pole algbera contains all other K-algebras that are inside Rk.
Next borrow the concept of pure closure from [11]. Given the space V = V (m, h,
α) according to (12) and given non-zero x in V, let
Tx =
{
t ∈ K(X) : tx ∈ V }. (23)
The spaces Tx are pole spaces [11, Proposition 3.2].
Recall that endomorphisms of V = V(m, h, α) are K(X)-linear operators on
K(X)2 that leave V invariant. If Tx is infinite-dimensional over K, then x is an
eigenvector for every endomorphism of V [11, Proposition 3.3]. If ϕ is an endo-
morphism of V with eigenvalue s, then sx = ϕ(x) ∈ V so that s ∈ Tx. As the ϕ run
over the K-algebra EndV, the eigenvalues s run over a K-subalgebra of Tx. Thus
all eigenvalues s are in A(Tx). Hence the next proposition follows.
Proposition 3.5. If V contains a basis {x, y} of K(X)2 as a vector space over K(X)
and both Tx and Ty are infinite-dimensional over K, then every endomorphism ofV,
when represented as a matrix with respect to the basis {x, y}, is a diagonal matrix
ϕ =
[
p 0
0 q
]
where p ∈ A(Tx) and q ∈ A(Ty).
3.6. Case 3: Rh quasi-splittable, h(∞) < ∞
If Rh is quasi-splittable, we examine if some V(1, h, α) admits non-trivial endo-
morphisms. It seems necessary to deal with the case where h(∞) < ∞ separately
from the case where h(∞) might equal ∞. Definition (11) applied to pole algebras
will surface in the next result.
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Proposition 3.6. Let Rh have a quasi-splitting Rk,R. If h(∞) < ∞, then there is
a module V(1, h, α) such that
EndV(1, h, α) ∼= K + (A(Rk)− × A(R)−).
Proof. According to the remarks in Case 2 about the equivalence of height func-
tions, there is no harm in assuming that h(∞) = 1, see [2, Section 3] or [12, Section
6]. Without loss of generality we may suppose that k(∞) = 0 and (∞) = 1.
Pick an element c in K such that c /= 1 and c /= 0. Take α to be the functional
defined on the standard basis of K(X) by
〈α,Xθ 〉 = 1 for all the Xθ that are inside Rk,
〈α,Xη〉 = c for all the Xη that are inside R,
α = 0 on the rest of the standard basis of K(X).
We need the action of ∂α on Rh. For that, one more pole space is required. Let j
be the height function which agrees with  except that j (∞) = 0. Note from the
definition (21) that A(Rj ) = A(R). We get the following direct sum:
Rh = R−k ⊕ R−j ⊕ K ⊕ KX. (24)
If Xiθ ∈ R−k , then for our α (9) gives ∂α(Xiθ ) = −〈α,Xθ 〉Xiθ = −Xiθ . Thus
∂α(p) = −p for every p in R−k . (25)
Likewise if Xiη ∈ R−j , then (9) gives ∂α(Xiη) = −〈α,Xη〉Xiη = −cXiη. Thus
∂α(q) = −cq for every q in R−j . (26)
Also because 〈α, 1〉 = 0, we get from (7) and (8) that
∂α = 0 on K ⊕ KX. (27)
Since c /= 1 the pair
x =
(
1
1
)
, y =
(
1
c
)
forms a basis of K(X)2 over the field K(X). With Tx, Ty defined as in (23) we
proceed to check that Tx = Rk and Ty = Rj .
A rational function t will belong to Tx if and only if
(
t
t
) ∈ V. Recalling the defini-
tion (12) and the fact Pm = K, this means that t ∈ Rh and ∂α(t) + t ∈ K. Use (24) to
write t = p + q + µ + λX where p ∈ R−k , q ∈ R−j and µ, λ ∈ K. Then from (25),
(26) and (27) we get
∂α(t) + t = ∂α(p + q + µ + λX) + p + q + µ + λX = (1 − c)q + µ + λX.
Because c /= 1 and q ∈ R−j , it follows from (24) that ∂α(t) + t ∈ K if and only if
q = 0 and λ = 0. Thus t ∈ Tx if and only if t = p + µ where p ∈ R−k and µ ∈ K.
In other words Tx = Rk.
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In the same spirit, a rational function t will belong to Ty if and only if
(
t
ct
) ∈ V.
This comes down to saying that t ∈ Rh and ∂α(t) + ct ∈ K. Again express t in Rh
as t = p + q + µ + λX, where p ∈ R−k , q ∈ R−j , and µ, λ ∈ K. Then using (25),
(26) and (27) as before we get
∂α(t) + ct = (c − 1)p + cµ + cλX.
Because c /= 1, c /= 0 and p ∈ R−k , it follows from (24) that ∂α(t) + ct ∈ K if and
only if p = 0 and λ = 0. Thus t ∈ Ty if and only if t = q + µ where q ∈ R−j and
µ ∈ K. In other words Ty = Rj .
We now check that
V = Rkx ⊕ Rjy ⊕ K
(
X
0
)
.
The condition ∂α(X) = 0 shows that
(
X
0
) ∈ V. Also Txx ⊆ V and Tyy ⊆ V by the
definitions of Tx and Ty. Using Rk = Tx and Rj = Ty it follows that V ⊇ Rkx ⊕
Rjy ⊕ K
(
X
0
)
. For the reverse inclusion we need (24), the action of ∂α given by (25),
(26) and (27) plus the fact {x, y} is a basis of K(X)2. Indeed, the elements of V take
the form
(
r
λ−∂α(r)
)
where r ∈ Rh and λ ∈ K. So just check that as r varies through
each of R−k , R
−
j ,K,KX the element
(
r
−∂α(r)
)
lies in Rkx ⊕ Rjy ⊕ K
(
X
0
)
, and check
that when λ ∈ K the element (0
λ
) ∈ Rkx ⊕ Rjy ⊕ K(X0).
Since Tx = Rk and Ty = Rj and these are infinite-dimensional over K, Proposi-
tion 3.5 says that every endomorphism ϕ, when represented as a matrix with respect
to the basis {x, y}, is a diagonal matrix ϕ =
[
p 0
0 q
]
, where p ∈ A(Tx) = A(Rk),
while q ∈ A(Ty) = A(Rj ). Given any matrix ϕ =
[
p 0
0 q
]
, with p ∈ A(Rk) and
q ∈ A(Rj ), we have to decide what it takes for such ϕ to be an endomorphism ofV.
We have to decide when ϕ, acting on K(X)2 as this diagonal matrix with respect to
the basis {x, y}, leaves V invariant.
The operator ϕ maps Rkx to A(Rk)Rkx, which is inside Rkx due to (22). Likewise
ϕ maps Rjy into itself. Thus ϕ will map V into itself if and only if ϕ
(
X
0
) ∈ V. We
can see that(
X
0
)
= cX
c − 1x +
X
1 − cy.
Thus
ϕ
(
X
0
)
= cX
c − 1px +
X
1 − cqy =
1
c − 1
(
cXp − Xq
cXp − cXq
)
.
Recalling (12) for what it means to be in V, the condition for ϕ to be an endomor-
phism has come down to the requirements that
cXp − Xq ∈ Rh and ∂α(cXp − Xq) + cXp − cXq ∈ K.
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The first of these is granted because of (24) in conjunction with p ∈ A(Rk) ⊆ Rk
and q ∈ A(Rj ) ⊆ Rj . To address the second requirement note that
A(Rk) = A(Rk)− ⊕ K and A(Rj ) = A(Rj )− ⊕ K.
Write therefore
p = r + λ, q = s + µ with r ∈ A(Rk)−, s ∈ A(Rj )−, λ, µ ∈ K. (28)
From (25) ∂α = −I on R−k and thus also on A(Rk)−. Likewise deduce from (26)
that ∂α = −cI on A(Rj )−. Using (6) and this computed action of ∂α we get
∂α(cXp − Xq) + cXp − cXq
= cX∂α(p) + ∂α∗p(cX) − X∂α(q) − ∂α∗q(X) + cXp − cXq
= cX∂α(r + λ) + ∂α∗p(cX) − X∂α(s + µ) − ∂α∗q(X)
+ cX(r + λ) − cX(s + µ)
= cX∂α(λ) − X∂α(µ) + ∂α∗p(cX) − ∂α∗q(X) + λcX − µcX
= 〈α ∗ p, c〉 − 〈α ∗ q, 1〉 + (λ − µ)cX using (7) and (8).
Since 〈α ∗ p, c〉 − 〈α ∗ q, 1〉 ∈ K and since c /= 0, it is evident that
∂α(cXp − Xq) + cXp − cXq ∈ K if and only if λ = µ.
Thus we learn that that a matrix ϕ =
[
p 0
0 q
]
, where p = r + λ and q = s + µ as
in (28), will be an endomorphism of V if and only if λ = µ. This says that EndV is
the matrix algebra
KI +
[
A(Rk)
− 0
0 A(Rj )−
]
,
which is the same as the algebra K + (A(Rk)− ×A(Rj )−). The details are completed
after recalling that A(Rj ) = A(R). 
Remark. The algebra K + (A(Rk)− × A(R)−) has no proper idempotents. Hence
the modules V constructed in Propsition 3.6 are indecomposable. The pole alge-
bras A(Rk), A(R) conceivably might just be K so that A(R)− = A(Rk)− = (0),
making EndV trivial. However, if h is non-singular, then one of k or  must be
non-singular as well. Say k(µ) = ∞ for some µ in K. Then A(Rk) will contain the
algebra K[Xµ]. This will ensure that A(Rk)− has Xµ in it, and thereby make EndV
non-trivial. Thus for the case of
h non-singular, h(∞) < ∞ and Rh quasi-splittable
we have constructed an indecomposable module admitting non-trivial endomor-
phisms.
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3.7. Case 4: Rh quasi-splittable, h finite somewhere on K
Let ν ∈ K, and let k be a height function for which k(ν) < ∞. Then the functions
r that are in the pole algebra A(Rk) have no pole at ν so that the value r(ν) is defined.
We have the following maximal ideal in A(Rk):
Aν(Rk) =
{
r ∈ Rk : r(ν) = 0
}
.
This Aν(Rk) parallels the definition of A(Rk)− discussed in Case 3. In the situation
of Case 3, A(Rh) consisted of functions with no pole at ∞, so that A(Rk)− was the
maximal ideal of all functions in A(Rk) that vanished at ∞.
We now undertake a construction that vaguely imitates Case 3.
Proposition 3.7. Let Rh have a quasi-splitting Rk,R. If h(ν) < ∞ for some ν in
K, then there is a module V(1, h, α) such that
EndV(1, h, α) ∼= K + (Aν(Rk) × Aν(R)).
Proof. According to the remarks in Case 2 about the equivalence of height func-
tions, there is no harm in assuming that h(ν) = 1, see e.g. [2, Section 3] or [12,
Section 6]. By relabeling if need be take
k(∞) = h(∞) while (∞) = 0.
Two pole spaces have identical pole algebras if and only if their height functions take
the value ∞ on exactly the same set. Thus there is no harm is assuming as well that
k(ν) = 0 and (ν) = 1.
Put m = 1 so that Pm = K.
Pick an element c in K such that c /= 1 and c /= 0. Then take α to be the functional
defined by
〈α,Xν〉 = c,
〈α,Xθ 〉 = 1 for all the Xθ that are inside R,
α = 0 on the rest of the standard basis of K(X).
We need the action of ∂α on Rh. For that, one more pole space is required. Let
j be the height function which agrees with  except that j (ν) = 0. From definition
(21) we still have A(Rj ) = A(R). Now there is the following direct sum:
Rh = Rk ⊕ R−j ⊕ KXν. (29)
Using (8) and the fact α vanishes on Rk, it is clear that
∂α(p) = 0 for all p in Rk. (30)
Using (9) it follows that ∂α(Xnθ ) = −〈α,Xθ 〉Xnθ = −Xnθ whenever Xnθ lies in R.
Since the span of such Xnθ is R
−
j we see that
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∂α(q) = −q for all q in R−j . (31)
We also have
∂α(Xν) = 〈α,Xν〉Xν = −cXν. (32)
We will be representing the endomorphisms of V(1, h, α) as matrices taken with
respect to the following basis of K(X)2:
x =
(
1
0
)
, y =
(
1
1
)
.
With Tx, Ty defined as in (23) we proceed to check that Tx = Rk and Ty = Rj .
A rational function t will belong to Tx if and only if
(
t
0
) ∈ V. Since Pm = K,
the definition (12) reveals that t ∈ Tx if and only if t ∈ Rh and ∂α(t) ∈ K. Use (29)
to write t = p + q + µXν where p ∈ Rk, q ∈ R−j and µ ∈ K. Then (30), (31) and
(32) give
∂α(t) = ∂α(p + q + µXν) = −q − cµXν.
Hence t ∈ Tx if and only if −q − cµXν ∈ K. Because c /= 0, (29) reveals that
∂α(t) ∈ K if and only if q = µ = 0. In other words t ∈ Tx if and only if t = p ∈ Rk.
Thus Tx = Rk.
Likewise, a rational function t will belong to Ty if and only if
(
t
t
) ∈ V. This comes
down to saying that t ∈ Rh and ∂α(t) + t ∈ K. Again express t in Rh as t = p + q +
µXν, where p ∈ Rk, q ∈ R−j , and µ ∈ K. Using (30), (31) and (32) as before we get
∂α(t) + t = p + µ(1 − c)Xν.
Because c /= 1 and p ∈ Rk, it follows from (29) that ∂α(t) + t ∈ K if and only if
µ = 0 and p ∈ K. In other words t ∈ Ty if and only if t = p + q where p ∈ K and
q ∈ R−j , which is the same as having t ∈ Rj . Thus Ty = Rj .
By (12) every vector of V takes the form ( t
λ−∂α(t)
)
where t ∈ Rh and λ ∈ K. Using
(29), we see that V is all vectors of the form(
p + q + µXν
λ − ∂α(p + q + µXν)
)
=
(
p + q + µXν
λ + q + cµXν
)
= px + qy + µXν
(
1
c
)
+ λ
(
0
1
)
,
where p ∈ Rk, q ∈ R−j , µ ∈ K, λ ∈ K. Since
(0
1
)
is in the K-linear span of x, y, the
vectors z of V can then be assumed to look like
z = px + qy + µXν
(
1
c
)
where p ∈ Rk, q ∈ Rj , µ ∈ K. (33)
Since both Tx = Rk and Ty = Rj are infinite-dimensional, Proposition 3.5 yields
that each endomorphism ϕ, when represented with respect to the basis {x, y}, is a
diagonal matrix ϕ =
[
r 0
0 s
]
, where r ∈ A(Rk) while s ∈ A(Rj ).
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If r ∈ A(Rk) and s ∈ A(Rj ) and ϕ is the diagonal K(X)-linear operator on K(X)2
that maps x to rx and y to sy, we proceed to ask what it takes for ϕ to be an endo-
morphism, i.e. for ϕ to leave V invariant. Representing any z in V as in (33) we get
ϕ(z) = pϕ(x) + qϕ(y) + µXνϕ
(
1
c
)
= prx + qsy + µXνϕ
(
1
c
)
.
Because of (22), pr ∈ Rk = Tx, so that prx ∈ V, and for identical reasons qsy ∈ V.
Thus ϕ(z) ∈ V for all z if and only if Xνϕ
(1
c
) ∈ V. We note that (1
c
) = (1 − c)x + cy.
Thus
Xνϕ
(
1
c
)
= (1 − c)Xνrx + cXνsy =
(
(1 − c)Xνr + cXνs
cXνs
)
.
Because r ∈ A(Rk) ⊆ Rk, s ∈ A(Rj ) ⊆ Rj and k(ν) = j (ν) = 0 while h(ν) = 1,
it follows that (1 − c)Xνr + cXνs ∈ Rh. So for Xνϕ
(1
c
)
to be in V, the definition
(12) of V requires that
∂α((1 − c)Xνr + cXνs) + cXνs ∈ K,
or equivalently that
(1 − c)∂α(Xνr) + c(∂α(Xνs) + Xνs) ∈ K. (34)
Some lengthy calculations are now required to simplify the expression in (34).
Since r(ν) is defined, we can use (6) followed by the action of ∂α on Rk to get
∂α(Xνr) = ∂α(Xν(r − r(ν))) + r(ν)∂α(Xν)
= r(ν)∂α(Xν) since Xν(r − r(ν)) ∈ Rk ⊆ ker ∂α
= −cr(ν)Xν using (32).
Next write s = µ + t where µ ∈ K, t ∈ R−j . By repeatedly using (31) and (32)
we obtain
∂α(Xνs) + Xνs
= ∂α(µXν) + ∂α(Xνt) + µXν + Xνt
= µ(1 − c)Xν + ∂α(Xνt) + Xνt
= µ(1 − c)Xν + ∂α(Xν(t − t (ν))) + Xν(t − t (ν))+ t (ν)∂α(Xν)+ t (ν)Xν
= µ(1 − c)Xν + t (ν)∂α(Xν) + t (ν)Xν since Xν(t − t (ν)) ∈ R−j
= µ(1 − c)Xν + (1 − c)t (ν)Xν
= (1 − c)(µ + t (ν))Xν
= (1 − c)s(ν)Xν.
With the above calculations the expression in (34) simplifies as follows:
(1 − c)∂α(Xνr) + c(∂α(Xνs) + Xνs) = ((1 − c)(−cr(ν)) + c(1 − c)s(ν))Xν
= c(1 − c)(s(ν) − r(ν))Xν.
Since c(1 − c) /= 0, this last function belongs to K if and only if s(ν) = r(ν).
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We have just shown that a diagonal matrix
[
r 0
0 s
]
, acting on K(X)2 with respect
to the basis {x, y}, is an endomorphism of V if and only if
r ∈ A(Rk), s ∈ A(Rj ), and r(ν) = s(ν).
For each r in A(Rk), r − r(ν) ∈ Aν(Rk) and for each s in A(Rj ), s − s(ν) ∈ Aν(Rj ).
Hence A(Rk) = K + Aν(Rk) and A(Rj ) = K + Aν(RJ ). Consequently
EndV(1, h, α) ∼= K + (Aν(Rk) × Aν(Rj )).
After recalling that A(Rj ) = A(R), the proof is complete. 
Remark. The algebra K + (Aν(Rk) × Aν(R)) has no proper idempotents. As
argued in the remark following Propositon 3.6 it is also non-trivial when h is
non-singular. Thus for the case of
h non-singular, h(ν) < ∞ at some ν in K and Rh quasi-splittable
we have constructed an indecomposable module admitting non-trivial endomor-
phisms.
3.8. Summary of cases
The constructions in Cases 1 through 4 reveal that, for almost all height functions
h, there is an indecomposable module V(1, h, α) that admits non-trivial endomor-
phisms. There are two exceptions. One exception is the class of height functions
covered by Theorem 3.2, where we show that such a construction is impossible.
The other glaring exception is the height function that is ∞ at all θ in K ∪ {∞}. In a
separate paper we handle the last exception. There we prove that if h is constantly ∞,
then every indecomposable module V(m, h, α) has a trivial endomorphism algebra.
3.9. Realizing pole algebras, Case 4 revisited
The tabulation of all possible EndV(m, h, α) is a substantial problem. In Cases
3 and 4 we realize proper subalgebras of products of pole algebras as EndV’s. One
may ask if pole algebras themselves are picked up as EndV’s. We do not pick up all
pole algebras. This is because in [9] it is shown that a non-trivial EndV cannot be
a field. Thus the pole algebra K(X) at least is never realized as some EndV. Using
the construction from Case 4 we can present a family of pole algebras that do get
realized as EndV’s.
Corollary 3.8. If L is an infinite subset of K ∪ {∞}, then the pole algebra A of all
rational functions having no poles in L is realized as some EndV.
Proof. If L = K ∪ {∞}, then A = K, which surely arises in a degenerate way from
the remark at the end of Case 4. Thus we may suppose that the complement J =
K ∪ {∞}\L is non-empty.
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Let k,  be the height functions defined by
k(θ) =
{∞ when θ ∈ J,
0 when θ ∈ L, (θ) =
{
0 when θ ∈ J,
1 when θ ∈ L.
Let h be the height function defined by h = max{k, }.
The pole spaces Rk,R form a quasi-splitting of Rh. Since L is infinite we may
pick ν in K ∩ L so that h(ν) < ∞. By the definition of k, A(Rk) = Rk, and this is
precisely the algebra A of all functions having no poles in L. Since  is singular,
A(R) = K, and therefore Aν(R) = (0). The height functions h, k,  along with ν
fit the hypotheses of Proposition 3.7 exactly. Thus there is a module V such that
EndV ∼= K + (Aν(Rk) × Aν(R)) = K + (Aν(Rk) × (0)).
Since A = Rk = A(Rk) = K + Aν(Rk), we get the realization EndV ∼= A. 
The problem of realizing a pole algebra of functions whose poles lie outside a
given finite subset of K ∪ {∞} remains open. One may also speculate if our
results have analogues in the general representation theory of tame, hereditary, artin
algebras.
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