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Abstract
In this paper, norm estimates are obtained for the problem of minimal-norm tangential interpolation by
vector-valued analytic functions, expressed in terms of the Carleson constants of related scalar measures.
Applications are given to the controllability properties of linear semigroup systems with a Riesz basis of
eigenvectors.
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1. Introduction and notation
The main theme of this paper is to obtain certain vector-valued generalizations of the Shapiro–
Shields interpolation theory for the Hardy space H 2 of the right-hand complex half-plane C+
as developed in [12,22,23], of which a good treatment can be found in the book of Koosis
[10]. Specifically, given a Hilbert space H, bounded linear operators G1, . . . ,Gn on H, vec-
tors a1, . . . , an in H, and pairwise distinct points z1, . . . , zn in C we estimate the minimal norm
of a function f ∈ H 2(C+,H), satisfying the interpolation conditions
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(all necessary notation is explained below). If the Gk are invertible, the situation is not very
different from the scalar case. So the typical situation which will interest us here is that the
Gk are not invertible, particularly the case that rankGk = 1 for all k. This can be regarded as
a problem of tangential interpolation in the sense of [2] (see also [16,17]). Our main result,
Theorem 2.7, is an interpolation criterion in terms of boundedness of the embedding
H 2(C+,H) → L2(C+,H,μ)
for a certain operator-valued measure μ which depends only on the points (zk) and the operators
(Gk). We shall see that in many cases a sharp estimate can be given in terms of the Carleson
constants of appropriate scalar measures.
A dual problem to this which appears in the literature is that of the existence of f ∈
H 2(C+,H) such that
f (zk) = Gkak
for a given 2 sequence (ak) inH. For Gk with closed range, this can quite easily be brought into
the framework of our interpolation question (1).
Apart from its intrinsic importance, this interpolation problem arises naturally in systems
and control theory, where questions of controllability and observability can be studied by these
methods—see [4,8,15] for more on this, particularly in the 1-dimensional case, which corre-
sponds to scalar inputs or outputs. We will give applications of our vector interpolation results to
controllability in diagonal systems with vector inputs in the second part of this paper.
In the remainder of this section we establish the necessary notation and definitions. In Sec-
tion 2 we give norm estimates for the minimum-norm interpolation problem, which are then
applied to controllability problems in Section 3.
Let (zk)k∈N be a Blaschke sequence of pairwise distinct elements in the right-half plane C+ =
{z ∈ C: Re z > 0}. Let
bk(z) = z − zk
z + z¯k
be the Blaschke factor for zk . For n ∈ N, 1 k  n, let
Bn(z) =
n∏
j=1
bj (z), Bn,k(z) =
n∏
j=1,j =k
bj (z), bn,k = Bn,k(zk),
and
b∞,k = lim
n→∞Bn,k(zk).
Also kzk denotes the reproducing kernel at zk , so that
kzk (z) =
1 1
,
2π z + zk
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Hilbert space V is given by
 (v1, v2) := arccos
( 〈v1, v2〉
‖v1‖‖v2‖
)
.
The angle between two subspaces V1 and V2 of V is then defined by
 (V1,V2) := inf
v1∈V1\{0},v2∈V2\{0}
 (v1, v2).
2. Interpolation
2.1. Carleson-type embedding theorems for matrix measures
We first recall the classical Carleson embedding theorem [3]:
Theorem 2.1. Let μ be a nonnegative Borel measure on the right-half plane C+. Then the fol-
lowing are equivalent.
1. The embedding
H 2(C+) → L2(C+,μ)
is bounded.
2. There exists a constant C > 0 such that
μ(QI ) C|I | for all intervals I ⊂ R,
where
QI =
{
z = x + iy ∈ C+: y ∈ I, 0 < x < |I |
}
. (2)
In this case, μ is called a Carleson measure.
Next we state a well-known easy matrix analogue of this theorem. We include a proof for the
convenience of the reader. Let us use the following notation: For a finite or infinite-dimensional
Hilbert space H,
H 2(C+,H) =
{
f :C+ →H analytic: sup
ε>0
∫
R
∥∥f (it + ε)∥∥2 dt < ∞}.
Theorem 2.2. Let μ be a nonnegative N × N matrix-valued Borel measure on the right-half
plane C+, and let
L2
(
C+,CN,μ
)= {f :C+ → CN measurable:
∫ 〈
dμ(z)f (z), f (z)
〉
< ∞
}
,C+
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1. The embedding
H 2
(
C+,CN
)→ L2(C+,CN,μ)
is bounded.
2. There exists a constant C > 0 such that∫
C+
∣∣kλ(z)∣∣2 dμ(z) C‖kλ‖2H 21 for all λ ∈ C+.
Here 1 denotes the identity matrix in CN×N .
3. There exists a constant C > 0 such that
μ(QI ) C|I |1 for all intervals I ⊂ R, (3)
where QI = {z = x + iy ∈ C+: y ∈ I,0 < x < |I |}.
4. trμ, the trace of μ, is a scalar Carleson measure, i.e.
H 2(C+) → L2(C+, trμ)
is bounded.
In this case, μ is called a matrix Carleson measure, and we denote the smallest constant C such
that (3) holds by Carl(μ).
Proof. 4 ⇒ 1 follows trivially from
∫
C+
〈
dμ(z)f (z), f (z)
〉

∫
C+
∥∥f (z)∥∥2∥∥dμ(z)∥∥ ∫
C+
∥∥f (z)∥∥2 tr dμ(z).
1 ⇒ 2 is immediate by choosing f = kλe, e ∈ CN .
2 ⇒ 3 is easily obtained as in the scalar case by choosing λI = |I |/2 + ic(I ), where c(I )
denotes the centre of I , and observing that
∣∣kλI (z)∣∣2 = 14π2
∣∣∣∣ 1z + |I |/2 − ic(I )
∣∣∣∣
2
 1
12π2
|I |−2 for z ∈ QI ,
‖kλI ‖2H 2 =
1
2π
|I |−1.
3 ⇒ 4. This is immediate from the monotonicity of the trace and the scalar case. 
Theorem 2.2 does not generalise to the infinite-dimensional case [13], but the following still
holds as a consequence of the scalar case:
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and let
L2(C+,H,μ) =
{
f :C+ →H strongly measurable:
∫
C+
〈
dμ(z)f (z), f (z)
〉
< ∞
}
.
Let ‖μ‖ be the total variation of μ,
‖μ‖(A) = sup
{
n∑
i=1
∥∥μ(Ai)∥∥: A1, . . . ,An pairwise disjoint,
A = A1 ∪ · · · ∪An,n ∈ N
}
.
Suppose that ‖μ‖ is a scalar Carleson measure. Then the embedding
H 2(C+,H) → L2(C+,H,μ)
is bounded.
Proof. Follows immediate from the scalar case. 
2.2. Description of certain shift-invariant subspaces of H 2(C+,H)
Let H be a separable Hilbert space. In this subsection we describe certain shift-invariant
subspaces of H 2(C+,H) by means of Blaschke–Potapov products (see e.g. [20, p. 76]).
Lemma 2.4. Let (zk)k∈N be a sequence of pairwise distinct elements of C+. For each k ∈ N, let
Lk ⊆H be a closed linear subspace of H. Let
Ln =
{
f ∈ H 2(C+,H): f (zk) ∈ Lk for 1 k  n
}
.
Then Ln = ΘLn H 2(C+,H), where ΘLn denotes the matrix-valued Blaschke–Potapov product
ΘLn (z) =
(
b1(z)P
⊥
L˜1
+ P
L˜1
) · · · (bn(z)P⊥L˜n + PL˜n) (z ∈ C+),
where
L˜1 = L1, L˜k = ΘLk−1(zk)−1Lk, 2 k  n,
and P
L˜k
is the orthogonal projection H→ L˜k .
Furthermore, PL⊥k Θ
L
n (zk) = 0 for k = 1, . . . , n. We write
ΘLn,k =
(
b1(zk)P
⊥
˜ + P ˜
) · · ·P⊥˜ · · · (bn(zk)P⊥˜ + P ˜ ) (4)L1 L1 Lk Ln Ln
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Lk
bk(z)
−1ΘLn (z) to zk . One verifies that the right inverse
(ΘLn,k)
−1 :L⊥k →H is well defined.
If (zk) is a Blaschke sequence, then ΘLn converges normally (uniformly on compact subsets
of C+) to an operator-valued inner function ΘL with ΘLH 2(C+,H) =⋂n∈NLn.
Proof. One verifies easily that ΘL1 can be chosen as
ΘL1 (z) =
(
b1(z)P
⊥
L1
+ PL1
)
by choosing a suitable orthonormal basis of H and applying the classical theorem of Beurling
(see e.g. [6], p. 114) for the scalar case componentwise.
Now suppose that the lemma holds for some n ∈ N. Let f ∈ Ln+1. Notice that ΘLn (zn+1) is
an invertible bounded linear operator.
Since Ln+1 ⊂ Ln, we can write
f = ΘLn f˜ with f˜ ∈ H 2(C+,H), f (zn+1) = ΘLn (zn+1)f˜ (zn+1) ∈ Ln+1
and therefore f˜ (zn+1) ∈ L˜n+1. Applying the argument for the case n = 1 again, we obtain f˜ =
(bn+1(z)P⊥
L˜n+1
+ P
L˜n+1)
˜˜
f for some ˜˜f ∈ H 2(C+,H).
Conversely, one verifies easily that each function f ∈ ΘLn H 2(C+,H), ΘLn defined as above,
is in Ln.
The uniform convergence of Blaschke products in operator norm on compact subsets of C+
is shown similarly to the scalar case (see e.g. [14, p. 281]), and a weak∗ compactness argu-
ment shows easily that ΘLH 2(C+,H) =⋂n∈NLn. Clearly ⋂n∈NLn ⊇ ΘLn H 2(C+,H). Con-
versely, for each f ∈⋂n∈NLn, write f = ΘLn gn for each n ∈ N and find a weak∗ convergent
subsequence gnk → g. Then f (z) = w∗- limk→∞ ΘLnk (z)gnk (z) = ΘL(z)g(z) for z ∈ C+, and
f ∈ ΘLH 2(C+,H). 
We require some further notation at this point. For the subspace Ln as above, we temporarily
write LLn to indicate its dependency on the subspaces L1, . . . ,Ln. We think of the functions in
the Hardy space H 2(C−,H), where C− = {z ∈ C: Re z < 0}, and of the matrix inner functions
on C− as anti-analytic functions on the right-half plane.
In this sense, we write
LLn =
{
f ∈ H 2(C−,H): f (zk) ∈ Lk for 1 k  n
}
,
LL⊥n =
{
f ∈ H 2(C−,H): f (zk) ∈ L⊥k for 1 k  n
}
for the “flipped” subspace and ΘLn , ΘL
⊥
n for the corresponding operator-valued inner functions
on C−, constructed as in Lemma 2.4.
Lemma 2.5. ΘLn B¯n is an inner function on C−, and
ΘLn B¯nH
2(C−,H) = LL⊥n ,
and ΘLn B¯n = ΘL⊥n Un for some constant unitary Un.
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ΘLn (z)B¯n(z) =
(
P⊥
L˜1
+ b¯1(z)PL˜1
) · · · (P⊥
L˜n
+ b¯n(z)PL˜n
)
.
This is obviously an inner function on C−, since each b¯k is an inner function on C−. Recall
from the construction in Lemma 2.4 that L˜1 = L1. It follows that (ΘLn B¯nf )(z1) ∈ L⊥1 for all f ∈
H 2(C−,H). But by the uniqueness property in the Beurling–Lax theorem, the order of the (zk)
does not matter, and we deduce that (ΘLn B¯nf )(zk) ∈ L⊥k for all f ∈ H 2(C−,H), k = 1, . . . , n.
Thus ΘLn B¯nH 2(C−,H) ⊆ LL⊥n . Since ΘLn B¯nH 2(C−,H) is finite-codimensional in H 2(C−,H),
equality follows from a dimension argument. The case of general L1, . . . ,Ln follows now from
an approximation argument.
The last part of the lemma follows again from the uniqueness property in the Beurling–Lax
theorem. 
The following consequence of Lemma 2.5 will be required in the proof of the main theorem
of the section, 2.7.
Corollary 2.6. Let k ∈ {1, . . . , n} and let ΘLn,k, (ΘLn,k)−1 be as defined in Lemma 2.4,
ΘLn,k =
(
b1(zk)P
⊥
L˜1
+ P
L˜1
) · · ·P⊥
L˜k
· · · (bn(zk)P⊥L˜n + PL˜n).
Then
P⊥Lk
(
ΘLn,k
)−1∗ = 1
bn,k
ΘL
⊥
n (zk)Un,
where Un is a constant unitary independent of k.
Proof. By definition,
P⊥Lk
(
ΘLn,k
)−1∗ = (b1(zk)−1P⊥L˜1 + PL˜1) · · ·P⊥L˜k · · · (bn(zk)−1P⊥L˜n + PL˜n)
= 1
bn,k
(
P⊥
L˜1
+ b1(zk)PL˜1
) · · ·P⊥
L˜k
· · · (P⊥
L˜n
+ bn(zk)PL˜n
)
= 1
bn,k
(
P⊥
L˜1
+ b1(zk)PL˜1
) · · · (P⊥
L˜k
+ bk(zk)PL˜k
) · · · (P⊥
L˜n
+ bn(zk)PL˜n
)
= 1
bn,k
B¯nΘ
L
n (zk) =
1
bn,k
ΘL
⊥
n (zk)Un,
where the last equality follows from Lemma 2.5. 
2.3. Interpolation theorems
Let H be a separable Hilbert space, and let (Gk)k∈N be a sequence of non-zero bounded
linear operators on H with closed range. We will be particularly interested in the case of finite-
dimensional H and of Gk being of finite rank, specifically of rank 1. We write
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and denote dim Ik = dimJk by dk in the case that Gk has finite rank. In the finite rank case,
we write, slightly abusing notation, G−1k :CN → Ik ⊆ CN for the linear operator defined by
(Gk|Ik→Jk )−1PJk . We fix a Blaschke sequence (zk)k∈N of pairwise distinct elements of C+ and
the sequence (Gk)k∈N.
Using matrix-valued Blaschke–Potapov products, we can formulate our generalizations of
McPhail’s result [12, Theorem 2(B)] (see also [23]) for vector-valued H 2 spaces. For n ∈ N let
mn = sup
a∈⊕nk=1 Jk,‖a‖21
inf
{‖f ‖2: f ∈ H 2(C+,H), Gkf (zk) = ak, k = 1, . . . , n}.
and
m = sup
a∈⊕∞k=1 Jk,‖a‖21
inf
{‖f ‖2: f ∈ H 2(C+,H), Gkf (zk) = ak, k ∈ N}.
A weak∗ compactness argument shows that m = supn∈N mn. Here is our interpolation result
for H 2(C+,H).
Theorem 2.7. Let (Gk)k∈N, (Ik)k∈N, (zk)k∈N, (mn)n∈N be defined as above. Let ΘI⊥ be the
inner functions associated to the sequence (zk)k∈N and the sequence of subspaces (I⊥k )k∈N, see
Lemma 2.4 for the definition. Then
m = ‖Jμ|H 2(C−,H)‖,
where
μ = 2π
∞∑
k=1
|2 Re zk|2
|b∞,k|2 Θ
I (zk)
∗G−1k
(
G−1k
)∗
ΘI (zk)δzk
and Jμ is the embedding
Jμ :H 2(C−,H) → L2(C+,H,μ).
Proof. Let ΘIn be the inner function associated to z1, . . . , zn and the sequence of subspaces
I1, . . . , In, and ΘI
⊥
n be the inner function associated to z1, . . . , zn and the sequence of subspaces
I⊥1 , . . . , I⊥n , see Lemma 2.4 for the definition. Using the uniform convergence of ΘIn , ΘI
⊥
n on
compact subsets of C+, the theorem is a consequence of the following finite interpolation re-
sult. 
Lemma 2.8. Let z1, . . . , zn be pairwise distinct points in C+ and let G1, . . . ,Gn, mn be as
defined above. Then
mn = ‖Jμn |H 2(C ,H)‖ (n ∈ N),−
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μn = 2π
n∑
k=1
|2 Re zk|2
|bn,k|2 Θ
I
n(zk)
∗G−1k
(
G−1k
)∗
ΘIn(zk)δzk ,
and Jμn is the embedding
Jμn :H 2(C−,H) → L2(C+,H,μn).
Proof. For a ∈⊕nk=1 Jk , let
Φa(z) =
n∑
k=1
bk(z)
−1 1 + zk
1 + z
(
ΘI
⊥
n,k
)−1
G−1k ak
(
z ∈ C+ \ {z1, . . . , zn}
)
.
Recall that G−1k :Jk → Ik and (ΘI
⊥
n,k)
−1 : Ik → H. Obviously Φa ∈ L2(iR,L(H)). Let Fa =
ΘI
⊥
n Φa .
We require the following intermediate result.
Lemma 2.9. Fa ∈ H 2(C+,H), and GkFa(zk) = ak for k = 1, . . . , n.
Proof. First, we have to show that Fa extends to a holomorphic function on C+. For this, it
is sufficient to show that Fa extends continuously to z1, . . . , zn. Fix k ∈ {1, . . . , n}. Recall that
PIkΘ
I⊥
n (zk) = 0 and that PIkΘI⊥n is analytic on C+, so PIkΘI⊥n (z) = (z − zk)Ak(z), where Ak
is an analytic function on C+ taking values in L(H, Ik).
One verifies with Lemma 2.4 that Ak(zk) = 12 Re zk ΘI
⊥
n,k . So in a sufficiently small neighbour-
hood of zk ,
PIkΘ
I⊥
n (zk)bk(z)
−1 = (z − zk)Ak(z)bk(z)−1 = (z + z¯k)Ak(z),
which extends continuously to zk . Since bj (z)−1 is holomorphic in a neighbourhood of zk for
k = j , it follows that Fa extends continuously to zk . Therefore, Fa defines a holomorphic func-
tion on C+. Since Φa|iR ∈ L2(iR,L(H)) and ΘI⊥n is inner, Fa ∈ H 2(C+,CN).
It remains to show that GkFa(zk) = ak for k = 1, . . . , n.
Notice that
GkFa(zk) = GkPIkFa(zk) = GkA(zk)(2 Re zk)
1 + zk
1 + zk
(
ΘI
⊥
n,k
)−1
G−1k ak = ak,
by taking the continuous extension of (z − zk)Ak(z)Φa to zk . This finishes the proof of 2.9. 
We can now proceed with the proof of Lemma 2.8. For all g ∈ H 2(C+,H) with Gkg(zk) = ak ,
we have g(zk)−Fa(zk) ∈ I⊥k . As before, we think of the elements in H 2(C−,H) as anti-analytic
functions on C+.
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mn = sup
a∈⊕nk=1 Jk,‖a‖2=1
inf
f∈H 2(C+,H)
∥∥Fa −ΘI⊥n f ∥∥2
= sup
a∈⊕nk=1 Jk,‖a‖2=1
inf
f∈H 2(C+,H)
‖Φa − f ‖2
= sup
a∈⊕nk=1 Jk,‖a‖2=1
∥∥[Φa]∥∥L2(iR,H)/H 2(C+,H)
= sup
a∈⊕nk=1 Jk,‖a‖2=1
sup
f∈H 2(C−,H),‖f ‖=1
∣∣〈Φa,f 〉∣∣
= sup
f∈H 2(C−,H),‖f ‖=1
sup
a∈⊕nk=1 Jk,‖a‖2=1
∣∣〈Φa,f 〉∣∣
= sup
f∈H 2(C−,H),‖f ‖=1
sup
a∈⊕nk=1 Jk,‖a‖2=1
2π
∣∣∣∣∣
〈
n∑
k=1
bk(z)
1 + zk
1 + z
(
ΘI
⊥
n,k
)−1
G−1k ak, f
〉∣∣∣∣∣
= sup
f∈H 2(C−,H),‖f ‖=1
sup
a∈⊕nk=1 Jk,‖a‖2=1
2π
∣∣∣∣∣
〈
n∑
k=1
−(z + z¯k)1 + zk1 + z
〈(
ΘI
⊥
n,k
)−1
G−1k ak, f (z)
〉
H,
1
2π
1
z + z¯k
〉
H 2(C+)
∣∣∣∣∣
= sup
f∈H 2(C−,H),‖f ‖=1
sup
a∈⊕nk=1 Jk,‖a‖2=1
2π
∣∣∣∣∣
n∑
k=1
2 Re(zk)
〈
f (zk),
(
ΘI
⊥
n,k
)−1
G−1k ak
〉
H
∣∣∣∣∣
= 2π sup
f∈H 2(C−,H),‖f ‖=1
sup
a∈⊕nk=1 Jk,‖a‖2=1
∣∣∣∣∣
n∑
k=1
〈
2 Re(zk)ak,
(
G−1k
)∗(
ΘI
⊥−1
n,k
)∗
f (zk)
〉∣∣∣∣∣
= 2π sup
f∈H 2(C−,H),‖f ‖=1
(
n∑
k=1
∥∥∥∥2 Re(zk)bn,k
(
G−1k
)∗
ΘIn(zk)Unf (zk)
∥∥∥∥
2
)1/2
= 2π sup
f∈H 2(C−,H),‖f ‖=1
(
n∑
k=1
∥∥∥∥2 Re(zk)bn,k
(
G−1k
)∗
ΘIn(zk)f (zk)
∥∥∥∥
2
)1/2
= ‖Jμn |H 2(C−,H)‖.
Here, we have used Corollary 2.6 in the ante-penultimate equation. This finishes the proof
of 2.8. 
We can instead consider a Carleson embedding for a simpler measure, restricted to an invariant
subspace of the shift operator:
Corollary 2.10. We have
m = ‖Jμ˜|ΘIH 2(C ,H)‖,−
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μ˜ = 2π
∞∑
k=1
|2 Re zk|2
|b∞,k|2 G
−1
k
(
G−1k
)∗
δzk ,
Proof. This follows immediately from Theorem 2.7. 
We have thus reduced the interpolation problem to boundedness of an operator-weighted
Carleson embedding on H 2(C−,H). In the finite-dimensional case, this reduces to a Carleson
condition:
Theorem 2.11. Let H = CN , let (Gk)k∈N, (Ik)k∈N, (zk)k∈N, be defined as above, and let E be
the evaluation operator
f → E(f ) = (Gkf (zk))k∈N.
Then E(H 2(C+,CN)) ⊇ 2(Jk), if and only if the scalar measure
∞∑
k=1
|2 Re zk|2
|b∞,k|2
∥∥(G−1k )∗ΘI (zk)∥∥2δzk
is a Carleson measure.
Proof. A weak∗ compactness argument shows that E(H 2(C+,CN)) ⊇ 2(Jk) if and only if
(mn) is bounded. The remainder follows directly from the comparison of the norm and the trace
of a positive matrix, Theorems 2.7 and 2.2, and the invariance of the Carleson condition under
conjugation. 
With Theorem 2.3, we obtain
Corollary 2.12. If H is a separable Hilbert space and
∞∑
k=1
|2 Re zk|2
|b∞,k|2
∥∥(G−1k )∗ΘI (zk)∥∥2δzk ,
is a scalar Carleson measure, then E(H 2(C+,H)) ⊇ 2(Jk).
2.4. Some estimates for Blaschke products
The difficulty in the application of Theorem 2.11 is the computation of the values of the
Blaschke–Potapov products ΘI (zk) and of ‖G−1k
∗
ΘI (zk)‖. Corollary 2.10 avoids this and there-
fore yields at once simple upper and lower estimates for mn, n ∈ N. Although the following
estimate is rather coarse, it will be applied to controllability questions in Section 3 to obtain
quite precise estimates. Let
γn = inf
{‖F‖∞: F ∈ H∞(C−,H), ∥∥F(zk)∥∥= 1, F (zk) ∈ Ik, k = 1, . . . , n}.
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mn  Carl
(
n∑
k=1
δzk
|2 Re zk|2‖G−1k ‖2
|bn,k|2
)1/2
, and
mn  γ−1n Carl
(
n∑
k=1
δzk
|2 Re zk|2
|bn,k|2‖Gk‖2
)1/2
.
Proof. The first estimate follows directly from Theorem 2.7. For the second, let ε > 0, and
choose F ∈ H∞(C−,H) with ‖F(zk)‖ = 1 and F(zk) ∈ Ik , k = 1, . . . , n, ‖F‖∞  γn + ε. Then
{
(γn + ε)−1F f˜ : f˜ ∈ H 2(C−), ‖f˜ ‖ 1
}⊆ {f ∈ ΘInH 2(C−,H): ‖f ‖ 1}.
Taking the limit as ε → 0, we obtain ‖Jμn |ΘInH 2(C+,H)‖ γ−1n ‖Jνn‖, where
νn =
n∑
k=1
δzk
|2 Re zk|2
|bn,k|2‖Gk‖2
and Jνn :H 2(C+) → L2(C+, νn) is the scalar Carleson embedding; now the result follows from
the scalar Carleson embedding Theorem 2.1. 
In the case that (zk) is the union of K Carleson sequences, and for an estimate up to constants
of the mn, ΘIn(zk) can be replaced by a Blaschke–Potapov product with at most K factors,
Θ
I,r
n (zk) (where the factors correspond to the zj in a suitably small hyperbolic r-neighbourhood
of zk), see also Corollary 2.20 and Theorem 2.24.
Corollary 2.14. Let (zk) be the union of K (not necessarily disjoint) Carleson sequences and let
r > 0 be such that each of the Carleson sequences is r-separated in the hyperbolic metric. For
k ∈ N, define ΘIn,zk,r as the Blaschke–Potapov product associated to the shift-invariant subspace
Ln,zk,r =
{
f ∈ H 2(C+,CN ): f (zj ) ∈ Ij for all zj with d(zj , zk) < r/2, j  n}.
Then
mn ≈ ‖Jμn,I,r |H 2(C+,CN)→L2(C+,CN ,μn,I,r )‖ (n ∈ N),
where
μn,I,r =
n∑
k=1
|2 Re zk|2
|bn,k|2
∥∥G−1k ΘIn,zk,r (zk)∥∥2δzk
and Jμn,I,r is the associated Carleson embedding.
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Beurling–Lax theorem (see e.g. [21, p. 99]), ΘIn(zk)ΘIn (zk)∗ and therefore ‖G−1k
∗
ΘIn(zk)‖ does
not depend on the order in which the Blaschke factors are chosen in the construction. We can
therefore start the construction from Lemma 2.4 with the term associated to zk , then continue
with the terms associated to the zj , d(zj , zk) < r/2, and finally add the terms corresponding to
the remaining zj . In this way, we can write(
ΘIn(zk)
)∗
ΘIn(zk) =
(
ΛIn,r (zk)
)∗(
ΘIn,zk,r (zk)
)∗
ΘIn,zk,r (zk)Λ
I
n,r (zk)
where ΛIn,r (zk) is a contraction which is bounded below with a lower bound depending only on r
and K .
Therefore,
∥∥G−1k ∗ΘIn(zk)∥∥2 = ∥∥(ΛIn,r (zk))∗(ΘIn,zk,r (zk))∗G−1k G−1k ∗ΘIn,zk,r (zk)ΛIn,r (zk)∥∥
≈ ∥∥G−1k ∗ΘIn,zk,r (zk)∥∥2.
The remainder of the corollary follows from Theorems 2.7 and 2.11. 
2.5. Angles between subspaces
In the case that G∗kGk is a scalar multiple of PIk (e.g. the rank 1 case), we have
∥∥G−1k ∗ΘIn(zk)∥∥2 = 1‖Gk‖2
∥∥PIkΘIn (zk)∥∥2 = 1‖Gk‖2
∥∥ΘIn(zk)∥∥2,
whereas, in general, we just have the inequality
1
‖Gk‖2
∥∥ΘIn(zk)∥∥2  ∥∥G−1k ∗ΘIn(zk)∥∥2  ∥∥G−1k ∥∥2∥∥ΘIn(zk)∥∥2. (5)
In case dimH< ∞, it is therefore sufficient to compute ‖ΘIn(zk)‖2 in the above setting. Since
the Blaschke–Potapov product is not easy to compute, the following expression in terms of angles
between certain subspaces and of the Gramian of the system (kzk Ik) is sometimes useful. Indeed,
the controllability results in Section 3 will use this form.
Let n ∈ N. For k = 1, . . . , n, we write
Kk,I =
((
bkPIk + PIk⊥
)
H 2
(
C+,CN
))⊥ = kzk Ik,
K′k,I,n = span{kzj Ij : j = 1, . . . , n, j = k} =
(
Θ ′ I⊥k,n H 2
(
C+,CN
))⊥
and
K′k,I = span{kzj Ij : j ∈ N, j = k} =
(
Θ ′ I⊥k H 2
(
C+,CN
))⊥
,
where Θ ′ I⊥k,n is the Blaschke–Potapov product as in Lemma 2.4 corresponding to {zj , j =
1, . . . , n, j = k}, and Θ ′ I⊥k is the infinite Blaschke–Potapov product corresponding to{zj , j ∈ N, j = k}.
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the Gramian
Gn =
(
bi(zj )PIj PIi
)
1i,jn :
n⊕
j=1
Ij →
n⊕
i=1
Ii .
Invertibility of the Gramian Gn is equivalent to unconditionality of the system of subspaces
(kzj Ij )jn, see [14, p. 140].
Now Gn and Gn,k are d(n) respectively d(n)k -dimensional square matrices, d(n) = d1 + · · · +
dn, d
(n)
k = d1 + · · · + dk−1 + dk+1 + · · · + dn, and therefore have well-defined determinants.
Since the (zj ) are pairwise distinct, the spaces (kzj Ij )jn are linearly independent and therefore
unconditional in H 2(C+,H) for any finite n, and the determinants of Gn and Gn,k are nonzero.
Here is our identity for ‖ΘIn(zk)‖2.
Lemma 2.15. For 1 k  n,
1
(sin | (Kk,I ,K′k,I,n)|)2
= ‖Θ
I
n(zk)‖2
|bnk|2 . (6)
If the space Ik is one-dimensional, then we also have
‖ΘIn(zk)‖2
|bnk|2 =
detGn,k
detGn . (7)
Proof. For the first equality, we start with the same argument as in the scalar case in [14, p. 239].
(
sin 
(Kk,I ,K′k,I,n))2 = inf
f∈Kk,I ,‖f ‖=1
‖PK′k,n,I f ‖2
= inf
e∈Ik,‖e‖=1
∥∥P+Θ ′ I⊥k,n ∗ek˜zk∥∥2
= inf
e∈Ik,‖e‖=1
sup
g∈H 2(C+,H),‖g‖=1
∣∣〈Θ ′ I⊥k,n ∗ek˜zk , g〉∣∣2
= inf
e∈Ik,‖e‖=1
sup
g∈H 2(C+,H),‖g‖=1
Re zk
∣∣〈e,Θ ′ I⊥k,n (zk)g(zk)〉∣∣2
= inf
e∈Ik,‖e‖=1
∥∥Θ ′ I⊥k,n (zk)∗e∥∥2
= inf
e∈Ik,‖e‖=1
∥∥Θ ′ Ik,n−1(zk)e∥∥2|bnk|2.
We can think of the term associated with zk as being the last in the Blaschke–Potapov product ΘIn .
Then ΘIn(zk) = Θ ′ In,k(zk)PI˜k with I˜k = Θ ′ In,k(zk)
−1
Ik , and we obtain
|bnk|2
(sin  (Kk,I ,K′k,I,n))2
= sup
e∈Ik
‖e‖2
‖Θ ′ I −1(zk)e‖2k,n
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e˜∈I˜k
‖Θ ′ Ik,n(zk)e˜‖2
‖e˜‖2 =
∥∥Θ ′ Ik,n(zk)PI˜k∥∥= ∥∥ΘIn(zk)∥∥2.
For the second equality, recall that Gn = J ∗n Jn, where Jn is the embedding map
Jn :
n⊕
j=1
Ij → H 2
(
C+,CN
)
, (v1, . . . , vn) →
n∑
j=1
vj k˜zj .
Choosing an orthonormal basis e1,j , . . . , edj ,j of each of the Ij , we find that
detGn =
(
vold(n) (k˜z1e1,1, . . . , k˜z1ed1,1, . . . , k˜zne1,n, . . . , k˜znedn,n)
)2
and
detGn,k =
(
vol
d
(n)
k
(k˜z1e1,1, . . . , k˜zk−1e1,k−1, . . . , k˜zk−1edk−1,k−1,
k˜zk+1e1,k+1, . . . , k˜zk edk+1,k+1, . . . , k˜znedn,n)
)2
.
If dim Ik = 1, then an elementary geometric argument shows that
vold(n) (k˜z1e1,1, . . . , k˜z1ed1,1, . . . , k˜zne1,n, . . . , k˜znedn,n)
= vol
d
(n)
k
(k˜z1e1,1, . . . , k˜zk−1edk−1,k−1, k˜zk+1e1,k+1, . . . , k˜znedn,n)
× ∣∣sin  (kzk e1,k,K′k,I,n)∣∣,
which yields the required result. 
Corollary 2.16. If N = dimH< ∞ and (zk) is not a Blaschke sequence, then there exists k ∈ N
such that  (Kk,I ,K′k,I ) = 0.
Proof. We will use the following facts:
(1) (Beurling–Lax theorem, see e.g. [19, Theorem 3.1.7]. For uniqueness, see e.g. [21, p. 99].)
If L⊆ H 2(C+,CN) is a shift-invariant closed subspace, then there exists 0 r  N and a
matrix-valued inner function Θ :C+ → L(Cr ,CN) such that L= ΘH 2(C+,Cr ). The inner
function Θ is unique up to a constant unitary matrix factor U :Cr → Cr .
(2) If L⊆ H 2(C+,CN) is a shift-invariant closed subspace and Θ is the corresponding matrix-
valued inner function as in part (1), then the set {z ∈ C+: rankΘ(z) < r} forms a Blaschke
sequence.
This can easily be seen as follows: since Θ(iω) has rank r almost everywhere on the imag-
inary axis iR, there exists a r × r submatrix Θr such that Θr(iω) has rank r on a subset of
positive measure of iR. It follows that det(Θr) is a nontrivial function in H∞(C+), the zero
set of which is a Blaschke sequence. Thus for all z ∈ C+ which do not appear as terms of
this Blaschke sequence, one has rankΘ(z) rankΘr(z) = r .
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H 2(C+,CN): f (zj ) ∈ I⊥j for all j ∈ N}, and let Θ :C+ → L(Cr ,CN) be the corresponding
matrix-valued inner function. By (2), there exists k ∈ N such that rankΘ(zk) = r .
Now let Dk(z) = bk(z)PIk + P⊥Ik , ˜I⊥j = (bk(zj )PIk + P⊥Ik )−1I⊥j , I˜j = (I˜⊥j )⊥ for all j = k.
Let L˜k = {g ∈ H 2: g(zj ) ∈ ˜I⊥j for all j = k}, and let Θ ′ :C+ → L(Cr
′
,CN) be the corre-
sponding matrix-valued inner function. Then one sees easily that DkLk = DkΘ ′H 2(Cr ′) =
ΘH 2(C+,Cr ) = L, and it follows that r = r ′, DkΘ ′ = ΘU for some fixed unitary matrix
U :Cr → Cr . Redefining Θ , we can assume that DkΘ ′ = Θ . In particular, Θ(zk) = P⊥Ik Θ ′(zk).
Since rankΘ(zk) = r and rankΘ ′(zk)  r , it follows that rankΘ ′(zk) = r . From Lk ⊇ L we
obtain that rangeΘ ′(zk) ⊇ rangeΘ(zk), therefore the ranges are equal. Thus PIkΘ ′(zk) = 0. It
follows that for each f ∈ Lk , P⊥Ik f = 0, and  (Kk,I ,K′k,I ) = 0. 
We return to our description of ‖G−1k
∗
ΘIn(zk)‖2 in terms of angles between subspaces. The
case of more general Gk can be described in the same framework as above.
We will represent the Gk in a form in which they frequently appear in applications. Let
Gk :C
N → CN be given by Gkx =∑dki=1〈x,gk,i〉jk,i , where the (jk,i )i=1,...,dk form an ortho-
normal basis of Jk .
Since we are only interested in the norm of G−1k
∗
ΘI (zk), we can multiply by a unitary matrix
from the left and assume that jk,i = ei for i = 1, . . . , dk , k ∈ N, where (ei)i=1,...,N denotes the
standard basis of CN .
That means, for each k ∈ N, the operator Gk is given as
Gk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
g∗k,1
...
g∗k,dk
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (8)
and, recalling that dk = dim Ik is the rank of Gk , (gk,i)i=1,...,dk is a basis of Ik .
Let k ∈ N be fixed. Let (vk,i)i=1,...,dk be the dual basis of Ik to (gk,i)i=1,...,dk , that means,〈gk,i , vk,l〉 = δil for i, l = 1, . . . , dk .
It is easy to see that
G−1k
∗
x =
dk∑
i=1
〈x, vk,i〉ei for x ∈ CN.
Writing G−1k,i
∗ = 〈·, vk,i〉ei , G−1k
∗ = ∑dki=1 G−1k,i ∗, and using that the G−1k,i ∗ have orthogonal
ranges, one obtains (for example by passing to the Hilbert–Schmidt norm) that
∥∥G−1k ∗ΘIn(zk)∥∥2 ≈
dk∑
i=1
∥∥G−1k,i ∗ΘIn(zk)∥∥2, (9)
with an equivalence constant depending only on the dimension N .
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theorem to see that ΘIn(zk)ΘIn (zk)∗ does not depend on the order in which the Blaschke factors
are chosen in the construction, and therefore assume that the factor associated to zk is the first
one appearing in the construction of ΘIn .
Thus we are left to determine
∥∥G−1k,i ∗(bn(zk)P⊥Ik + PIk )Θ˜In (zk)∥∥,
where Θ˜In (zk) stands for the remaining Blaschke–Potapov factors in ΘIn(zk). Writing Pvk,i for
the orthogonal projection on Cvk,i , we obtain
∥∥G−1k,i ∗(bn(zk)P⊥Ik + PIk )Θ˜In (zk)∥∥= ‖vk,i‖∥∥Pvk,i PIk Θ˜In (zk)∥∥
= ∥∥G−1k ei∥∥∥∥(bn(zk)P⊥vk,i + Pvk,i )Θ˜In (zk)∥∥
= ∥∥G−1k ei∥∥∥∥ΘI(k,i)n (zk)∥∥,
where
I (k,i)j = Ij for j = k and I (k,i)k = Cvk,i = span
{
I⊥k ∪ gk,j : 1 j  dk, j = i
}⊥
.
Applying Lemma 2.15 to ΘI(k,i)n , we obtain
‖G−1k,i
∗
ΘIn(zk)‖2
|bn,k|2 =
‖G−1k ei‖2
(sin( (kzkCvk,i ,K′k,n))2
= ‖G
−1
k ei‖2
(sin( (kzk span{I⊥k ∪ gk,j : 1 j  dk, j = i}⊥,K′k,I,n))2
. (10)
Altogether, we have proven
Lemma 2.17. Suppose that N = dimH < ∞, and suppose that for each k ∈ N, the operator
Gk :C
N → CN is given by (8). Then
‖(G−1k )∗ΘIn(zk)‖2
|bn,k|2 ≈
dk∑
i=1
‖G−1k ei‖2
| (kzkV Gk,i ,K′k,I,n)|2
,
where
VGk,i = span
{
span{gk,1, . . . , gk,dk }⊥ ∪ span{gk,j : 1 j  dk, j = i}
}⊥
for 1 i  dk . The equivalence constant depends only on N .
We obtain some interesting consequences of Lemmas 2.15 and 2.17.
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numbers (αk) such that with the above notation, G∗kGk = α2kPIk for all k ∈ N. Then
m = sup
n∈N
mn ≈ Carl
( ∞∑
k=1
(Re zk)2
α2k | (Kk,I ,K′k,I )|2
δzk
)1/2
with equivalence constant depending only on N .
Remark 2.19. This theorem implies in particular that uniform minimality and unconditionality
are the same for the system of subspaces (kzk Ik)k∈N in H 2(C+,CN).
Namely, given a uniformly minimal system (kzk Ik)k∈N, the sequence (kzk ) is a finite union
of uniformly minimal sequences in H 2(C+); therefore (zk) is a finite union of Carleson se-
quences, and
∑∞
k=1 Re zkδzk is a Carleson measure (see e.g. [14, Lecture VII]). Hence the eval-
uation map E :H 2(C+,CN) → 2(Ik), f → (PIk (Re zk)1/2f (zk)), is bounded and surjective
by Theorem 2.18 and the classical Carleson embedding theorem, and its adjoint E∗ :2(Ik) →
H 2(C+,CN), (xk) →∑∞k=1 xk(Re zk)1/2kzk , is bounded and bounded below, which means that
the system kzk Ik is unconditional.
This fact also follows from a more general result, due to Treil [24,25]; namely, that a system of
invariant subspaces of the backward shift operator on the vector-valued Hardy space H 2(C+,H)
is a Riesz system if and only if it is uniformly minimal. This result even holds for systems of
invariant subspaces of a completely non-unitary Hilbert space contraction T with finite defect
and co-defect [26].
Note that in the half-plane any reproducing kernel kzk is an eigenvector of a backward shift
S∗ on H 2(C+); where S, the operator of multiplication by (1 − z)/(1 + z), is a shift of finite
multiplicity.
Proof of Theorem 2.18. If G∗kGk = α2kPIk , then G−1k G−1k
∗ = α−2k PIk and ‖G−1k
∗
ΘIn(zk)‖2 =
1
|αk |2 ‖Θ
I
n(zk)‖2. So by the matrix Carleson embedding theorem, it is sufficient to use the identity
1
(sin | (Kk,I ,K′k,I,n)|)2
= ‖Θ
I
n(zk)‖2
|bnk|2 ,
from Lemma 2.15.
For the second part of the theorem, it is sufficient to prove a continuity property of the angle:
sin 
(Kk,I ,K′k,I )= limn→∞ sin  (Kk,I ,K′k,I,n).
This follows again from the argument in [14, p. 239] and from the normal convergence of the
Θ ′ I⊥k,n to an inner function Θ ′ I
⊥
k with (Θ
′ I⊥
k H
2(C+,H))⊥ =K′kI .
The Carleson embedding theorem and the Monotone Convergence theorem now imply the
result. 
For the case of (zk) being the union of K Carleson sequences, we get the following application
of Corollary 2.14.
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let r > 0 be such that each of the Carleson sequences is r-separated in the hyperbolic metric.
For k ∈ N, define
K′k,I,r,n = span
{
kzj Ij : j = 1, . . . , n, j = k, d(zj , zk) < r/2
}
.
Then
m = sup
n∈N
mn ≈ Carl
( ∞∑
k=1
(Re zk)2
α2k | (Kk,I ,K′k,I,r )|2
δzk
)1/2
with equivalence constant depending only on N,r,K . Here, we define
K′k,I,r = span
{
kzj Ij : j ∈ N, j = k, d(zj , zk) < r/2
} (11)
and | (Kk,I⊥ ,K′k,I,r,n)| = π/2, if {zj : j = 1, . . . , n, j = k, d(zj , zk) < r/2} = ∅.
Proof. This follows from the proof of Theorem 2.18, Corollary 2.14, the Carleson embedding
theorem, and the Monotone Convergence theorem. 
In general, computation of the sin  (Kk,I ,K′k,I,r ) requires again the computation of the
Blaschke–Potapov product as in Lemma 2.4 for the subspace {f ∈ H 2(C+,CN): f (zj ) ∈ Ij
for all j with 0 < d(zj , zk) < r/2}.
However, at least for the case K = 2, we get a workable description up to a constant of m:
Example 2.21. Let N = dimH< ∞, let (zk)∪ (z′k) be the union of two Carleson sequences and
let r > 0 such that each of the Carleson sequences is r-separated in hyperbolic metric. For k ∈ N,
define
βk =
{1 if {zj : 0 < d(zj , zk) < r/2} = ∅,
(|bk(zk′)|2 + | sin  (Ik, Ik′)|2)1/2 if ∃k′ ∈ N with 0 < d(zk′ , zk) < r/2.
Then
m ≈ Carl
( ∞∑
k=1
(Re zk)2
α2kβ
2
k
δzk
)1/2
with equivalence constant depending only on N,r .
Let us now consider the case where G−1k G
−1
k
∗ is not a multiple of a projection.
Corollary 2.22. Suppose that N = dimH < ∞, and suppose that for each k ∈ N, the operator
Gk :C
N → CN is given by (8). Then
m = sup
n∈N
mn ≈ Carl
( ∞∑ dk∑ (Re zk)2‖G−1k ei‖2
| (kzkV G ,K′ )|2
δzk
)1/2
k=1 i=1 k,i k,I
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VGk,i = span
{
span{gk,1, . . . , gk,dk }⊥ ∪ span{gk,j : 1 j  dk, j = i}
}⊥
for 1 i  dk .
Proof. It only remains to apply (10) and (9) to Theorem 2.11, and to use continuity of the an-
gle. 
In an infinite-dimensional version, the Hilbert–Schmidt estimates employed above do not
work any more, and we only have an upper bound for m from Theorem 2.3.
Corollary 2.23. With the notation as above, H a separable Hilbert space,
m Carl
( ∞∑
k=1
(Re zk)2‖G−1k ‖2
| (Kk,I ,K′k,I )|2
δzk
)1/2
.
Proof. By Theorem 2.7, we have to estimate the norm of the vector Carleson embeddings
Jμn :H 2(C−,H) → L2(C+,H,μn),
where
μn =
n∑
k=1
|2 Re zk|2
|bn,k|2 Θ
I
n(zk)
∗G−1k (G
−1
k )
∗ΘIn(zk)δzk .
By Theorem 2.3 and the invariance of the Carleson condition under conjugation, it is sufficient
to estimate
Carl
(
n∑
k=1
|2 Re zk|2
|bn,k|2
∥∥G−1k ∗ΘIn(zk)∥∥2δzk
)
 Carl
(
n∑
k=1
|2 Re zk|2
|bn,k|2
∥∥G−1k ∥∥2∥∥ΘIn(zk)∥∥2δzk
)
= Carl
(
n∑
k=1
(Re zk)2‖G−1k ‖2
|sin( (Kk,I ,K′k,I,n))|2
δzk
)
≈ Carl
(
n∑
k=1
(Re zk)2‖G−1k ‖2
| (Kk,I ,K′k,I,n)|2
δzk
)
,
where the last equality follows from (6). The continuity property of the angle for the estimate
on m follows as in the proof of Corollary 2.18. 
Up till now, we have characterised 2(Jk) ⊂ E(H 2(C+,CN)), where E is the evaluation
operator defined in Theorem 2.11. We conclude this section with equivalent conditions for
E(H 2(C+,CN)) = 2(Jk) and E(H 2(C+,CN)) ⊂ 2(Jk).
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1. The following are equivalent.
(a) E(H 2(C+,CN)) = 2(Jk).
(b) (zk)k∈N is the union of at most N Carleson sequences, the linear maps
1
(Re zk)1/2
G∗k :Jk → Ik (12)
are uniformly bounded above and below, and there exists a constant r > 0 such that,
with the same notation as in (11),
inf
k∈N
 (K′k,I,r ,Kk,I )> 0. (13)
2. The following are equivalent.
(a) E(H 2(C+,CN)) ⊂ 2(Jk).
(b) There exists a constant M > 0 such that
∑
zk∈QI
‖Gk‖2 M|I |, whenever I ⊂ iR is a bounded interval.
Proof. 1. We first show (a) ⇒ (b). If E :H 2(C+,CN) → 2(Jk) is bounded and surjective, then
E∗ :2(Jk) → H 2
(
C+,CN
)
, (xk) →
∑
k∈N
kzkG
∗
kxk
is bounded and bounded below. Applying E∗ to (0, . . . ,0, xk,0, . . .), we see that ‖kzkG∗kxk‖ ≈
‖xk‖ for all k ∈ N, xk ∈ Jk and that the linear maps 1(Re zk)1/2 G
∗
k :Jk → Ik are uniformly bounded
above and below. In other words, the map
2(Jk) → 2(Ik), (xk) →
(
1
(Re zk)1/2
G∗kxk
)
is an isomorphism of Hilbert spaces. Now the fact that E∗ is bounded and bounded below im-
plies that the system of subspaces {kzk Ik}k∈N is unconditional in H 2(C+,CN), or equivalently,
uniformly minimal, which means that (zk) is a union of at most N Carleson sequences and
infk∈N  (K′k,I,r ,Kk,I ) > 0 for some r > 0.
(b) ⇒ (a). This follows by a simple reversal of the above argument.
2. This follows from
∥∥E(f )∥∥2 = ∞∑
k=1
∥∥Gkf (zk)∥∥2 =
∫
C+
〈
dμf (z), f (z)
〉
,
where μ =∑∞k=1 G∗kGkδzk , the matrix Carleson embedding theorem 2.2, and a comparison of
trace and norm. 
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rem 2.24 part 1 can be found in [9] and Theorem 2.24 part 2 was proved in [7] and [28]. In this
situation condition (12) reads
inf
n∈N
‖gn,1‖2
Re(zn)
> 0,
and condition (13) simplifies to
inf
m∈N minsn∈Λm(r)

(
gj,1e
−znt , span
zj∈Λm(r)
j =n
{
gn,1e
−zj t})> 0,
where
Λm(r) :=
{
zn:
∣∣∣∣zn − zmzn + zm
∣∣∣∣< r
}
.
3. Controllability
In this section we apply the results on interpolation by vector-valued analytic functions to
controllability problems of infinite-dimensional linear systems. We study a system of the form
x˙(t) = Ax(t)+Bu(t), t  0,
x(0) = x0. (14)
Here we assume that A is the generator of an exponentially stable C0-semigroup (T (t))t0 on
a Hilbert space H such that the eigenvectors of A form an orthonormal basis (φn)n∈N of H and
the corresponding eigenvalues (λn)n∈N are pairwise distinct. The eigenvalues (λn)n∈N then lie
in the open left half plane uniformly bounded away from the imaginary axis. For every α ∈ R we
introduce the interpolation space
Hα =
{ ∞∑
n=1
xnφn:
{
xn|λn|α
}
n∈N ∈ 2
}
,
equipped with the scalar product
〈x, y〉α :=
∑
n∈N
〈x,φn〉〈y,φn〉|λn|2α.
The spaces Hα are Hilbert spaces with H0 =H and H1 = D(A). We denote the dual pairing
between Hα and H−α by 〈·,·〉Hα×H−α .
In the sequel let α  0, B ∈ L(CN,H−α) and u ∈ L2(0,∞;CN). Thus B can be represented
by
Bv =
∞∑
〈v, bn〉φn, v ∈ CN,
n=1
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bn := B∗φn and
∞∑
n=1
‖bn‖2
|λn|2α < ∞.
For more information on the spaces H−α see for example [27]. One important feature of these
interpolation spaces H−α is that the semigroup (T (t))t0 can be extended to a C0-semigroup
onH−α , which we denote by (T−α(t))t0, and the generator of this extended semigroup, denoted
by A−α , is an extension of A. By a solution of the system (14) we mean the so-called mild
solution given by
x(t) = T (t)x0 +
t∫
0
T−α(t − s)Bu(s) ds,
which is a continuous function with values in the interpolation space H−α . We introduce the
operator B∞ ∈ L(L2(0,∞;CN),H−α) by
B∞u :=
∞∫
0
T−α(s)Bu(s) ds. (15)
We shall discuss the following controllability concepts.
Definition 3.1. Let τ > 0. We say that the system (14) is:
1. Null-controllable in time τ , if R(T (τ)) ⊂ R(B∞).
2. Approximately controllable, if R(B∞)∩H is dense in H.
3. Exactly controllable, if H⊂ R(B∞).
Here R(·) denotes the range of an operator. It is easy to see that every exactly controllable
system is approximately controllable and null-controllable in any time τ > 0. Some of these
properties (but with bounded control operators B) have been studied for diagonal systems in [15].
3.1. Conditions for exact controllability
Concerning exact controllability we obtain the following equivalent conditions. A sequence
(fn) in a Hilbert space H is called Bessel sequence, if there exists a constant β > 0 such that for
every N ∈ N and a1, . . . , aN ∈ C we have
β
N∑
n=1
|an|2 
∥∥∥∥∥
N∑
n=1
anfn
∥∥∥∥∥
2
.
Theorem 3.2. The following statements are equivalent.
1. System (14) is exactly controllable.
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∑
−λn∈QI
(Reλn)2
‖bn‖2| (eλntbn, spanj =n,j∈N{eλj t bj })|2
m|I |, (16)
where QI is defined in (2).
3. {bneλn·}n∈N is a Bessel sequence in L2(0,∞;CN).
The proof of Theorem 3.2 will be given at the end of this subsection.
Remark 3.3. (16) implies immediately that all bn have to be nonzero. Moreover, a necessary
condition for exact controllability of system (21) is
sup
n∈N
|Reλn|
‖bn‖2 < ∞. (17)
This follows directly from the fact that | (eλntbn, spanj =n,j∈N{eλj t bj })| π/2.
Remark 3.4. Using [1, Theorem II.2.4 on p. 65], exact controllability implies that the sequence
(−λn)n∈N has to be a Blaschke sequence, that is,
∑
n∈N
−Reλn
1 + |λn|2 < ∞.
Proof. This can be seen directly from Corollary 2.16. 
Remark 3.5. One can also prove a higher-rank version of Theorem 3.2, using Corollary 2.23 and
the proof below, but shall not require it.
Unfortunately, condition (16) is not easy to verify. Thus we give in the following theorem
sufficient and necessary conditions for (16). For a sequence s = (sk), finite or infinite, in C+ we
define
δ(s) = inf
k
∏
j =k
∣∣∣∣ sj − sksj + sk
∣∣∣∣.
Thus 0 δ(s) 1 and δ(s) > 0 if and only if either (i) s is a finite sequence of distinct points, or
(ii) s is an infinite Carleson sequence.
Theorem 3.6. We have
1. If the system (14) is exactly controllable, then there exists a constant m> 0 such that for all
n ∈ N, and all intervals I ⊂ R,
δ(−λ1, . . . ,−λn)2
log2 δ(−λ1, . . . ,−λn)
∑
−λk∈QI
k=1,...,n
(Reλk)2
‖bk‖2
n∏
j=1
j =k
∣∣∣∣λj + λkλj − λk
∣∣∣∣
2
m|I |. (18)
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∑
−λk∈QI
k=1,...,n
(Reλk)2
‖bk‖2
n∏
j=1
j =k
∣∣∣∣λj + λkλj − λk
∣∣∣∣
2
m|I |, (19)
then the system (14) is exactly controllable.
The proof of Theorem 3.6 will be given at the end of this subsection. In order to prove The-
orems 3.2 and 3.6 we reduce the question of exact controllability to an interpolation problem.
Using the special representation of A and B we see that
∞∫
0
T (t)Bu(t) dt =
∞∑
n=1
∞∫
0
eλnt
〈
u(t), bn
〉
dt φn =
∞∑
n=1
〈
uˆ(−λn), bn
〉
φn,
for every u ∈ L2(0,∞;CN). Using the fact that the Laplace transform is a constant multiple of
an isometric isomorphism between L2(0,∞;CN) and H 2(C+,CN), the system (14) is exactly
controllable if and only if 2(N) ⊆ E(H 2(C+,CN)). Here E :H 2(C+,CN) → {x :N → C} is
defined by
Eg := (〈g(−λn), bn〉)n. (20)
We have the following two useful propositions.
Proposition 3.7. Let w = (wk) be a sequence ( finite or infinite) in CN , and s = (sk) a corre-
sponding sequence in C+. Define
γ (s,w) = inf{‖F‖∞: F ∈ H∞(C+,CN ), F (sk) = wk ∀k}.
Then if δ(s) < ∞, we have
∥∥(wk)∥∥∞  γ (s,w) Cδ(s)−1 log δ(s)−1∥∥(wk)∥∥∞,
where C is a constant that depends only on N .
Proof. This follows immediately from the scalar case of the Carleson interpolation theorem,
where a constant growing as δ−1 log δ−1 is known to apply (see [10, p. 274]). All that is required
is to find N scalar functions interpolating the coordinates of the wk and then combine them as a
vector-valued function. 
Proposition 3.8. The following statements are equivalent.
1. The system (14) is exactly controllable.
542 B. Jacob et al. / Journal of Functional Analysis 252 (2007) 517–5492. There exists a constant c > 0 such that
∞∫
0
∥∥B∗T ∗α (t)x∥∥2 dt  c‖x‖2, x ∈Hα.
Proof. Let B∞ ∈ L(L2(0,∞;CN),H−α) be defined by (15). An easy calculation shows that the
dual of B∞ is given by
(B∗∞x)(t) = B∗T ∗α (t)x, x ∈Hα.
The statement of the proposition now follows from the relation of images and kernels of linear
operators, see e.g. [29]. 
Proof of Theorems 3.2 and 3.6. We first prove the equivalence of parts 1 and 3 in Theorem 3.2.
Taking N ∈ N, we have for x :=∑Nn=1 anφn
B∗T ∗α (t)x =
N∑
n=1
anbne
−λn t .
If the system is exactly controllable then by Proposition 3.8 there exists a constant c > 0 such
that
c
N∑
n=1
|an|2 = c‖x‖2 
∞∫
0
∥∥B∗T ∗α (t)x∥∥2 dt =
∞∫
0
∥∥∥∥∥
N∑
n=1
anbne
−λn t
∥∥∥∥∥
2
dt.
This implies part 3 and the converse direction follows by reversing the arguments.
We choose H := CN and we define Gk ∈ CN×N by G∗k := (bk 0 . . . 0), k ∈ N. Note that sys-
tem (14) is exactly controllable if and only if 2(N) ⊆ E(H 2(C+,CN)). A weak∗ compactness
argument shows that the latter holds if and only if
sup
n∈N
sup
x∈2(CN)
‖x‖21
inf
{‖f ‖2 ∣∣ f ∈ H 2(C+,H), Gkf (−λk) = (xk 0 . . . 0)T , k = 1, . . . , n}
is finite. Thus we have reduced the question of exact controllability to an interpolation problem
treated in Section 2. Using the notation of Section 2 we have
 (Kk,I ,K′k,I )=  (eλkt bk, spanj =k,j∈N{eλj t bj}).
Theorem 3.2 now follows from Corollary 2.18. Further, using Proposition 3.7, Corollary 2.13
implies Theorem 3.6, since ‖G−1k ‖ = ‖Gk‖−1 = ‖bk‖−1. 
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We now turn our attention to null controllability. We start with the following useful proposi-
tion, which is of independent interest.
Proposition 3.9. The following statements are equivalent.
1. The system (14) is null controllable in time τ .
2. {(eλnτ xn)n: (xn)n ∈ 2(N)} ⊆ E(H 2(C+,CN)), where the operator E is defined in (20).
Proof. The system (14) is null-controllable in time τ if and only if the operator B∞, defined by
B∞u :=
∞∫
0
T (t)Bu(t) dt, (21)
satisfies R(T (τ)) ⊆ B∞(L2(0,∞;CN)). A calculation similar to the one in Section 3.1 shows
that this is equivalent to the fact that for every (xk)k ∈ 2(N) there exists a function g ∈
H 2(C+,CN) such that 〈g(−λk), bk〉 = eλkτ xk , k ∈ N. 
Note, that the system (14) is exactly controllable if and only if 2(N) is a subset of
E(H 2(C+,CN)). Replacing bk by e−λkτ bk in the previous subsection, we obtain the follow-
ing two theorems (Theorems 3.10 and 3.12). The sequence (e−λkτ bk)k∈N does not in general
satisfy the condition
∞∑
n=1
e−2 Reλnτ‖bn‖2
|λn|2α < ∞.
However, this condition is not needed for the proof of Theorems 3.2 and 3.6.
Theorem 3.10. The following statements are equivalent.
1. System (14) is null-controllable in time τ .
2. There exists a constant m> 0 such that for all intervals I ⊂ R
∑
−λn∈QI
(Reλn)2e2 Reλnτ
‖bn‖2| (eλn(t−τ)bn, spanj =n,j∈N{eλj (t−τ)bj })|2
m|I |, (22)
where QI is defined in (2).
3. {bneλn(·−τ)}n∈N is a Bessel sequence in L2(0,∞;CN).
Remark 3.11. (22) implies immediately that all bn have to be nonzero. A necessary condition
for null-controllability in time τ of system (21) is
sup
|Reλn| e2 Reλnτ
‖b ‖2 < ∞. (23)n∈N n
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has to be a Blaschke sequence.
Theorem 3.12. We have
1. If the system (14) is null-controllable in time τ , then there exists a constant m> 0 such that
for all n ∈ N and all intervals I ⊂ R,
δ(−λ1, . . . ,−λn)2
log2 δ(−λ1, . . . ,−λn)
∑
−λk∈QI
k=1,...,n
(Reλk)2e2 Reλkτ
‖bk‖2
n∏
j=1
j =k
∣∣∣∣λj + λkλj − λk
∣∣∣∣
2
m|I |. (24)
2. If there exists a constant m> 0 such that for all n ∈ N and all intervals I ⊂ R,
∑
−λk∈QI
k=1,...,n
(Reλk)2e2 Reλkτ
‖bk‖2
n∏
j=1
j =k
∣∣∣∣λj + λkλj − λk
∣∣∣∣
2
m|I |, (25)
then the system (14) is null-controllable in time τ .
As a practical application of the above theory, we study the one-dimensional heat equation.
Corollary 3.13. Consider the one-dimensional heat equation with infinitesimal generator A such
that Aφk = λkφk , where φk(x) =
√
2 sin kπx and λk = −π2k2 as in [8]. Write sk = −λk for
each k. Suppose that the finite-dimensional control operator B is given by a sequence (bk) of
vectors in CN . For (14) to be null-controllable in time τ it is sufficient that the measures
μn :=
n∑
k=1
k4e−2τπ2k2
‖bk‖2
∏
j =k
∣∣∣∣ sj + sksj − sk
∣∣∣∣
2
δsk (26)
be uniformly Carleson, and it is necessary that the measures
νn := δ(s1, . . . , sn)
2
log2 δ(s1, . . . , sn)
n∑
k=1
k4e−2τπ2k2
‖bk‖2
∏
j =k
∣∣∣∣ sj + sksj − sk
∣∣∣∣
2
δsk (27)
be uniformly Carleson.
We know from [8, Example 2.5] that in this case
δ(s1, . . . , sn) exp
(−2n(1 + logn)).
Thus in many examples the above corollary can give fairly precise estimates for controllability
at time τ , and sometimes it seems to depend only on the ‖bn‖ and not on the dimension N . If we
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that
n∑
k=1
k4e−2τπ2k2e4k(1+log k)
‖bk‖2  Cn
2 (28)
and necessary that
n∑
k=1
k4e−2τπ2k2e4k(1+log k)
‖bk‖2 Cn
2e4n(1+logn)
(
2n(1 + logn))2. (29)
If ‖bk‖ = k exp(−k2), as in [8], then the left-hand side becomes
n∑
k=1
k2e−2τπ2k2+2k2+4k(1+log k)
and we see that the sufficient condition is satisfied for τ > 1/π2 whereas the necessary condition
is not satisfied for τ < 1/π2. This is the same behaviour as seen in the scalar case.
3.3. Conditions for approximate controllability
Next we characterize approximately controllable systems in terms of their eigenvalues and the
operator B . By en we denote the nth unit vector of CN .
Theorem 3.14. Suppose that {λn | n ∈ N} is totally disconnected, that is, no two points λ,μ ∈
{λn | n ∈ N} can be joint by a segment lying entirely in {λn | n ∈ N}. Then the following properties
are equivalent.
1. The system (14) is approximately controllable.
2. rank(〈Be1, φn〉, . . . , 〈BeN,φn〉) = 1 for all n ∈ N.
Proof. It is easy to see that statement 1 implies statement 2. Next we show that statement 2
implies statement 1. We recall that the statements of this theorem are known to be equivalent if,
additionally, B ∈ L(CN,H), see (Curtain and Zwart [4, p. 164]).
To deduce the result in the general case B ∈ L(CN,H−α), say, we fix an integer m> α. Now
we know that the system (A,β), where
β :=
∞∑
j=1
〈·,B∗φj 〉
(1 − λj )m φj ∈ L
(
C
N,H),
is approximately controllable, by the result in [4]. Using the fact that
B∞f =
∞∑
j=1
∞∫
eλnt
〈
f (t),B∗φj
〉
dt φj =
∞∑
j=1
〈
fˆ (−λj ),B∗φj
〉
φj ,0
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Sβ :=
{ ∞∑
j=1
〈fˆ (−λj ),B∗φj 〉
(1 − λj )m φj : fˆ ∈ H
2(
C+,CN
)}
is dense in H. Similarly, let
SB :=
{ ∞∑
j=1
〈
fˆ (−λj ),B∗φj
〉
φj : fˆ ∈ H 2
(
C+,CN
)}
.
Now if fˆ ∈ H 2(C+,CN), then so is the function gˆ : s → fˆ (s)/(s + 1)m, and then
∞∑
j=1
〈fˆ (−λj ),B∗φj 〉
(1 − λj )m φj =
∞∑
j=1
〈
gˆ(−λj ),B∗φj
〉
φj .
Hence Sβ ⊆ SB , which implies that SB is dense in H, as required. 
Remark 3.15. In [8] this theorem was proved for N = 1. However, in [8] the authors omitted to
mention that the proof only works if the closure of the eigenvalues is totally disconnected. The
final result shows that the statement of the theorem does not hold for every diagonal system.
Theorem 3.16. There exists a system (14) with B ∈ L(C,H−1) such that the system (14) is not
approximately controllable, but 〈Be1, φn〉 = 0 for all n ∈ N.
Proof. We note that by duality the system (14) is approximately observable if and only if the
following holds: If B∗∞x is well defined for some x ∈H and B∗∞x = 0, then necessarily x = 0.
Let H = 2 and let φn, n ∈ N, be the nth unit vector of 2. We assume that (φn)n∈N are the
eigenvectors of pairwise distinct eigenvalues (λn)n∈N of the operator A. The sequence (λn)n∈N
will be chosen later on, but (λn)n∈N should satisfy Reλn < −1, n ∈ N, supn∈N Reλn  −1
and
∑
n∈N
−Reλn−1
|λn|2 < ∞. These assumptions guarantees that A generates an exponentially
stable C0-semigroup and that the operator Bu := ∑n∈N √−1 − Reλn φn · u, u ∈ C, satisfies
B ∈ L(C,H−1). It remains to show that there is a sequence (xn)n∈N ∈ 2\{0} such that
∑
n∈N
xn
√−1 − Reλneλnt = 0, t  0,
where the sum converges in L2(0,∞).
In [5] (see also [11]) it is shown that there exist two sequences (an)n∈N, (bn)n∈N in D =
{z ∈ C: |z| < 1} with an = am, bn = bm, n = m, and an = bm, n,m ∈ N, such that
1 =
∑
αn
(1 − |an|2)1/2
1 − anz =
∑
βn
(1 − |bn|2)1/2
1 − bnz (30)
n∈N n∈N
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∑
n∈N(1 − |an|2)1/2,
∑
n∈N(1 − |bn|2)1/2 < ∞ for some sequences (αn)n∈N, (βn)n∈N ∈
2(N) and every z ∈ D. Here the sums in (30) converge in H 2(D). Subtracting these two sums
in (30) we have the following: there exists a sequence (an)n∈N with an = am, n = m, such that
∑
n∈N
αn
(1 − |an|2)1/2
1 − anz = 0
and
∑
n∈N(1 − |an|2)1/2 < ∞ for some sequences (αn)n∈N ∈ 2 \ {0} and every z ∈ D. In order
to obtain a result for the open right-half plane we write M for the self-inverse mapping s →
(1 − s)/(1 + s) providing a conformal bijection between C+ and D. Then we recall [18, p. 24]
that
g ∈ H 2(D) ⇐⇒ G : s → (1 + s)−1g(Ms) ∈ H 2(C+),
with an equivalence of norms. Thus it is easy to see that there exists a sequence (ωn)n∈N ⊂ C+,
with ωn = ωn, n = m, such that
∑
n∈N
yn
√
Reωn
s +ωn = 0
and
∑
n∈N
Reωn
|1 +ωn|2 < ∞,
for some sequence (yn)n∈N ∈ 2\{0} and every s ∈ C+. Using the inverse Laplace transform we
obtain ∑
n∈N
zn
√
Reωne−ωnt = 0,
for some sequence (zn)n∈N ∈ 2 \ {0} and every t  0. On defining λn := −ωn − 1, n ∈ N, the
statement of the theorem follows. 
4. Conclusions
The main results of this paper indicate that, in many cases, the minimal norms of vector-
valued interpolants can be estimated in terms of the Carleson constants of scalar measures. For
the application presented, that of analysing controllability properties of linear systems, these es-
timates are in many cases precise enough; however, in other cases, to understand the distribution
of eigenvalues seems to require complicated techniques from number theory, which are beyond
the scope of this paper, as the example of the two-dimensional heat equation on the rectangle
Ω = [0, a] × [0, b] shows. Here the corresponding eigenvalues are given by
λn,m := −π2
(
n2
2 +
m2
2
)
,a b
548 B. Jacob et al. / Journal of Functional Analysis 252 (2007) 517–549which clearly have a rather complicated distribution, and it is not hard to see that they do not even
form a finite union of Carleson sets. Nonetheless, when the distribution of eigenvalues is more
regular, as in the one-dimensional heat equation of Section 3.2, then the interpolation results of
this paper can be applied to obtain useful information.
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