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Abstract
This paper deals with the positive solutions of m-point nonlinear boundary value problem in Banach spaces. By using the ﬁxed-
point theorem of strict-set-contractions, some sufﬁcient conditions for the existence of at least one or two positive solutions to
m-point boundary value problem in Banach spaces are obtained. An example illustrating the main results is given.
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1. Introduction
In last 30 years, the theory of ordinary differential equations in Banach space has become a new important branch
(see, for example, [7,3,5,10] and references therein). On the other hand, the multi-point boundary value problems
arising from applied mathematical and physical have been received a great deal of attention in the literature (see, for
instance, [8,16,9,13,4,14,2] and references therein). However, to the author’s knowledge, few papers can be found in
the literature for multi-point boundary value problems in Banach space. In this paper, we shall discuss the existence of
positive solutions to the following m-point boundary value problem:
u′′(t) + a(t)f (t, u(t)) = , 0< t < 1, (1.1)
u′(0) =
m−2∑
i=1
biu
′(i ), u(1) =
m−2∑
i=1
aiu(i ) (1.2)
in Banach spacesE, where  is zero element ofE, i ∈ (0, 1)with 0< 1 < 2 < · · ·< m−2 < 1, ai, bi ∈ [0,+∞) (i=
1, 2, . . . , m − 2), and I = [0, 1]. In scalar space, Ma and Castaneda [14], Chen et al. [2] had solved successfully
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the existence of positive solutions to the following problem:
u′′(t) + a(t)f (u(t)) = 0, 0< t < 1 (1.3)
subject to (1.2), under the following assumptions:
(H0) f ∈ C([0,+∞), [0,+∞));
(H1) i ∈ (0, 1) with 0< 1 < 2 < · · ·< m−2 < 1 (i = 1, 2, . . . , m− 2), ai, bi ∈ [0,+∞), satisfy 0<
∑m−2
i=1 ai < 1
and
∑m−2
i=1 bi < 1;
(H2) a(t) ∈ C(I, [0,+∞)), and there exists t0 ∈ [0, 1] such that a(t0)> 0.
For abstract space, it is here worth mentioning that Guo and Lakshmikantham [6] discussed the multiple solutions
of two-point boundary value problems of ordinary differential equations in Banach space. Recently, Liu [12] obtained
the sufﬁcient condition for multiple positive solutions to fourth-order singular boundary value problems in abstract
space. Liu [11] studied the positive solutions of a nonlinear four-point boundary value problem in Banach spaces. Being
directly inspired in [6], in the present paper, by using the ﬁxed-point theorem of strict-set-contractions, the authors
prove some existence results of problem (1.1)–(1.2) in a specially constructed cone in Banach space. And our result
extends and complements those results in [14,2].
This paper is organized as follows: Section 2 gives preliminaries and the main results. Section 3 is devoted to the
proof of the main results. Finally, in Section 4, one example is worked out to illustrate our main results.
2. Preliminaries and main results
Let E be a real Banach space with norm ‖ · ‖, and P ⊂ E be a cone which deﬁnes a partial order relation 
by uv, if and only if v − u ∈ P . u<v if and if uv and u = v, where u, v ∈ E. Also, suppose that P is a
normal cone, that is, there exists N > 0 such that ‖u‖N‖v‖, if uv. Evidently, C[I, E] is a Banach space with
norm ‖u‖C = max0 t1|u(t)|, and Q = {u ∈ C[I, E]: u(t) for t ∈ I } is a cone of the Banach space C[I, E]. A
function u(t) ∈ C2[I, E] is called a positive solution of problem (1.1)–(1.2), if it satisﬁes (1.1)–(1.2) and u(t) ∈ Q,
u(t) /≡ .
For a bounded set S in a Banach space, if let (S) = inf{> 0: S =⋃mi=1Si, and diam(Si) for any Si}, then we
denote (S) the Kuratowski measure of noncompactness (see [7,3] for further understanding). In this paper, we denote
(S) the Kuratowski measure of noncompactness of a bounded set in E and in C[I, E].
Lemma 2.1 (Demling [3]). Let D ⊂ E and D is a bounded set, f is uniformly continuous and bounded from I × D
into E, then
(f (I × B)) = max
0 t1
(f (t, B)), ∀B ⊂ D. (2.1)
The key tool in our approach is the following ﬁxed-point theorem of strict-set-contractions:
Theorem 2.1 (Cac and Gatica [1], Potter [15]). Let K be a cone of a real Banach space E and Kr,R = {u ∈
K: r‖u‖R} with 0<r <R. Suppose that A:Kr,R → K is a strict-set-contractions such that one of the following
two conditions is satisﬁed:
(i) Auu for u ∈ K, ‖u‖ = r and Auu for u ∈ K, ‖u‖ = R;
(ii) Auu for u ∈ K, ‖u‖ = r and Auu for u ∈ K, ‖u‖ = R.
Then the operator A has at least one ﬁxed point u ∈ Kr,R such that r < ‖u‖<R.
In the following, the closed balls in spaceE andC[I, E] are denoted, respectively, by T{u ∈ E: ‖u‖C}=(> 0)
and B = {u ∈ C[I, E]: ‖u‖C}(> 0).
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For convenience, for any u ∈ P and  ∈ P ∗ (P ∗ denotes the dual cone of P ), we set
f0 = lim‖u‖→0
‖f (t, u)‖
‖u‖ , f∞ = lim‖u‖→∞
‖f (t, u)‖
‖u‖ ,
f

0 = lim‖u‖→0
(f (t, u))
(u)
, f

∞ = lim‖u‖→∞
(f (t, u))
(u)
and list the following assumptions:
(H3) Let f ∈ C[I × P,P ] and f (t, ) ≡ , for any > 0, f is uniformly continuous and bounded on I × P ∩ T,
and there exists a constant L with
0L <
1
2
(
1 −
m−2∑
i=1
ai
)(
1 −
m−2∑
i=1
bi
)⎡⎣
⎛
⎝2 − m−2∑
j=1
m−2∑
i=1
aibj (1 + i )
⎞
⎠ max
0 t1
a(t)
⎤
⎦
−1
(2.2)
such that
(f (t,D))L(D), t ∈ I, D ⊂ P ∩ T. (2.3)
(H4) There exist  ∈ p∗ and  ∈ (0, 12 ) such that (u)> 0, 0< 1 < 1− < 1 for any u> , and f 0 =+∞ uniformly
in t ∈ [1, 1 − ].
(H5) There exist  ∈ p∗ and  ∈ (0, 12 ) such that (u)> 0, 0< 1 < 1− < 1 for any u> , and f ∞ =+∞ uniformly
in t ∈ [1, 1 − ].
(H6) There exists 	> 0 such that supt∈I,u∈P∩T	‖f (t, u)‖< 	/
N where

 = 1
1 −∑m−2i=1 ai
(∫ 1
0
(1 − s)a(s) ds +
∑m−2
i=1 bi
1 −∑m−2i=1 bi
∫ i
0
a(s) ds
)
. (2.4)
Our main results are as follows:
Theorem 2.2. Let cone P be normal and conditions (H1).(H3) be satisﬁed, if f0 = 0 uniformly in t ∈ I and (H5) or
f∞ = 0 uniformly in t ∈ I and (H4) are satisﬁed, then m-point boundary value problem (1.1)–(1.2) has at least one
positive solution.
Theorem 2.3. Let cone P be normal and conditions (H1).(H3) be satisﬁed, if (H4).(H6) are satisﬁed, then m-point
boundary value problem (1.1)–(1.2) has at least two positive solutions u1 and u2 which satisfy
0< ‖u2‖C < 	< ‖u1‖C . (2.5)
3. Proofs of the main results
Firstly, we give several lemmas.
Lemma 3.1. Let (1 − ∑m−2i=1 ai)(1 − ∑m−2i=1 bi) = 0, i ∈ (0, 1)(i = 1, 2, . . . , m − 2), then for any y ∈ C[I, E],
m-point boundary value problem:
u′′(t) + y(t) = , t ∈ (0, 1), (3.1)
u′(0) =
m−2∑
i=1
biu
′(i ), u(1) =
m−2∑
i=1
aiu(i ) (3.2)
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has a unique solution
u(t) = −
∫ t
0
(t − s)y(s) ds − A0t + A1, (3.3)
where
A0 =
∑m−2
i=1 bi
∫ i
0 y(s) ds
1 −∑m−2i=1 bi ,
A1 = 1
1 −∑m−2i=1 ai
[∫ 1
0
(1 − s)y(s) ds −
m−2∑
i=1
ai
∫ i
0
(i − s)y(s) ds + A0
(
1 −
m−2∑
i=1
aii
)]
.
Proof. The proof of this lemma is easy, so we omit it. 
Lemma 3.2. Suppose the condition (H1) is satisﬁed, if y(t) ∈ Q, then the unique solution u(t) of problem (3.1)–(3.2)
satisﬁes u(t), t ∈ I . That is u(t) ∈ Q, t ∈ I .
Proof. For any  ∈ P ∗, setting p(t)=(u(t)), t ∈ I , from the fact that p′′(t)=(−y(t))0, we know that the graph
of p(t) is concave down on (0, 1). From (H1) and (2.3), we know that
A1 = 1
1 −∑m−2i=1 ai
[∫ 1
0
(1 − s)y(s) ds −
m−2∑
i=1
ai
∫ i
0
(i − s)y(s) ds + A0
(
1 −
m−2∑
i=1
aii
)]

m−2∑
i=1
ai
∫ 1
0
(1 − s)y(s) ds −
m−2∑
i=1
ai
∫ 1
0
(i − s)y(s) ds + A0
=
m−2∑
i=1
ai(1 − i )
∫ 1
0
y(s) ds + A00. (3.4)
Hence p(0) = (u(0)) = (A1)0, which implies u(0).
So, if u(1), then p(1) = (u(1))0, this together with the concavity of p(t) and p(0)0 implies that p(t)0
for t ∈ [0, 1]. That is (u(t))0, which implies u(t), t ∈ I .
If u(1)< , then p(1) = (u(1))< 0, we claim that there exists i0 ∈ {1, 2, . . . , m − 2} such that
p(i0)<p(1)< 0. (3.5)
In fact, if p(i )p(1), for all i ∈ {1, 2, . . . , m − 2}, then by the assumption 0<
∑m−2
i=1 ai < 1, we have
p(1) = (u(1)) =
m−2∑
i=1
ai(u(i )) =
m−2∑
i=1
aip(i ) >p(1),
which is a contradiction. Clearly (3.5) contradicts the concavity of p(t). 
Lemma 3.3. Let ai, bi ∈ [0,+∞) satisfy∑m−2i=1 bi < 1 and∑m−2i=1 ai > 1. If y ∈ Q, then problem (3.1)–(3.2) has no
nontrivial positive solution.
Proof. For any  ∈ P ∗, setting p(t) = (u(t)), t ∈ I , from the fact that p′′(t) = (−y(t))0, we know that
the graph of p(t)is concave down on (0, 1), and p′(t) is nonincreasing on [0,1]. This together with the assumption
Y.-L. Zhao, H.-B. Chen / Journal of Computational and Applied Mathematics 215 (2008) 79–90 83
that
∑m−2
i=1 bi < 1 and the boundary condition u′(0) =
∑m−2
i=1 biu′(i ) implies that
p′(0) = (u′(0)) =
m−2∑
i=1
bi(u
′(i )) =
m−2∑
i=1
bip
′(i )
m−2∑
i=1
bip
′(0).
This means that
p′(0)0 (3.6)
and moreover
p′(t)0 for t ∈ I
which implies
p(0)p(t)p(1) for t ∈ I . (3.7)
Assume that (3.1)–(3.2) has a positive solution u(t) for t ∈ I , and so there exists t0 > 0 such that p(t0)> 0. If
p(1)> 0, then p(t)=(u(t))0, then p(i ) > 0, for all i ∈ {1, 2, . . . , m− 2}, from the assumption
∑m−2
i=1 ai > 1, we
have
p(1) = (u(1)) =
m−2∑
i=1
ai(u(i )) =
m−2∑
i=1
aip(i )

m−2∑
i=1
ai min{p(i ): i = 1, 2, . . . , m − 2}>min{p(i ): i = 1, 2, . . . , m − 2}
which contradicts (3.7).
If p(1) = 0, then we know from the assumption ∑m−2i=1 ai > 1 that there exists i∗ ∈ {1, 2, . . . , m − 2} such that
ai∗ > 0, p(i∗) = 0 and p(t0)> 0, for some t0 ∈ [0, i∗) ∪ (i∗ , 1].
(i) If t0 ∈ [0, i∗), then p(t0)>p(i∗) = p(1) = 0, which contradicts the concavity of p(t).
(ii) If t0 ∈ (i∗ , 1], then p(1) = p(i∗)<p(t0), which contradicts the concavity of p(t).
This completes the proof. 
Lemma 3.4. Suppose the condition (H1) is satisﬁed, if y(t) ∈ Q, then the unique solution u(t) of problem (3.1)–(3.2)
satisﬁes
u(t)u(s), ∀t ∈ [1, 1], ∀s ∈ I , (3.8)
where
 =
∑m−2
i=1 ai(1 − i )
1 −∑m−2i=1 aii .
Proof. For any  ∈ P ∗, let p(t)=(u(t)), t ∈ I . From the fact that p′′(t)=(−y(t))0, we know that the graph of
p(t) is concave down on (0, 1) and p′(t) is nonincreasing on [0,1], this together with the assumption that∑m−2i=1 ai < 1
and the boundary condition u′(0) =∑m−2i=1 biu′(i ), implies that p′(t)0, t ∈ I . Set
min
t∈[1,1]
p(t) = p(1), max
t∈[0,1]p(t) = p(0),
then
p(1) − p(i )
1 − i P(1) − P(0), ∀i ∈ {1, 2, . . . , m − 2}.
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This together with the boundary condition u(1) =∑m−2i=1 aiu(i ), implies that
p(0)
[
1 −∑m−2i=1 ai∑m−2
i=1 ai(1 − i )
+ 1
]
p(1)
[
1 −∑m−2i=1 aii∑m−2
i=1 ai(1 − i )
+ 1
]
p(1).
Then
p(s)
[
1 −∑m−2i=1 aii∑m−2
i=1 ai(1 − i )
+ 1
]
p(t) for ∀t ∈ [1, 1], ∀s ∈ I ,
that is
p(t)
[∑m−2
i=1 ai(1 − i )
1 −∑m−2i=1 aii
]
p(s).
Thus

(
u(t) −
∑m−2
i=1 ai(1 − i )
1 −∑m−2i=1 aii u(s)
)
0 for ∀t ∈ [1, 1], ∀s ∈ I .
Because  ∈ P ∗, so we obtain
u(t)
∑m−2
i=1 ai(1 − i )
1 −∑m−2i=1 aii u(s)
for ∀t ∈ [1, 1], ∀s ∈ I . This completes the proof. 
From Lemma 3.1, it is easy to see that problem (1.1)–(1.2) has a solution u = u(t) if and only if u is a solution of
the operator equation
u(t) = −
∫ t
0
(t − s)a(s)f (s, u(s)) ds − A0t + A1 := Au(t), (3.9)
where A0 andA1 are given as in Lemma 3.1, and y(s) = a(s)f (s, u(s)). Moreover, let (H1).(H2) and f ∈ C([I ×
[0,+∞), [0,+∞)) hold, and from Lemma 3.2, we know the operator equation A:Q → C2[I, E] ∩ Q.
Lemma 3.5. Let (H1).(H3) hold, then for any > 0, operator A is a strict-set-contraction on D ⊂ P ∩ B.
Proof. The proof is similar to the proof of [6, Lemma 2]. By the uniformly continuous of f and (1.3), and Lemma 2.1,
we have
(f (I × D)) = max
0 t1
(f (t,D))L(D), ∀D ⊂ P ∩ T. (3.10)
Since f is uniformly continuous and bounded on I × (P ∩ T), we see from (3.9) that A is continuous and bounded
on Q ∩ B. Let S ⊂ Q ∩ B, according to (3.9), it is easy to show that the functions {Au: u(t) ∈ S} are uniformly
bounded and equicontinuous, and so in [4], we have
(A(S)) = sup
t∈I
(A(S(t)), (3.11)
where
A(S(t)) = {Au(t): u ∈ s, t is ﬁxed} ⊂ P ∩ T.
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Using the obvious formula
∫ b
a
u(t) dt ∈ co¯{u(t): t ∈ [a, b]}, ∀t ∈ C[[a, b], E], we ﬁnd
(A(S(t))) = 
{
−
∫ t
0
(t − s)a(s)f (s, u(s)) ds − A0t + A1: s ∈ I, u ∈ S
}
= 
{
−
∫ t
0
(t − s)a(s)f (s, u(s)) ds −
∑m−2
i=1 bi
∫ i
0 a(s)f (s, u(s)) ds
1 −∑m−2i=1 bi t
+ 1
1 −∑m−2i=1 ai
[∫ 1
0
(1 − s)a(s)f (s, u(s)) ds −
m−2∑
i=1
ai
∫ i
0
(i − s)a(s)f (s, u(s)) ds
+
∑m−2
i=1 bi
∫ i
0 a(s)f (s, u(s)) ds
1 −∑m−2i=1 bi
(
1 −
m−2∑
i=1
aii
)]
: s ∈ I, u ∈ S
}
(co¯{(t − s)a(s)f (s, u(s)): s ∈ [0, t], u ∈ S})
+ t
∑m−2
i=1 bi
1 −∑m−2i=1 bi (co¯{a(s)f (s, u(s)): s ∈ I, u ∈ S})
+ 1
1 −∑m−2i=1 ai (co¯{(1 − s)a(s)f (s, u(s)): s ∈ I, u ∈ S})
+
∑m−2
i=1 ai
1 −∑m−2i=1 ai (co¯{(i − s)a(s)f (s, u(s)): s ∈ I, u ∈ S})
+ (1 −
∑m−2
i=1 aii )
∑m−2
i=1 bi
(1 −∑m−2i=1 ai)(1 −∑m−2i=1 bi)(co¯{a(s)f (s, u(s)): s ∈ I, u ∈ S})

2 −∑m−2j=1∑m−2i=1 aibj (1 + i )
(1 −∑m−2i=1 ai)(1 −∑m−2i=1 bi) · maxs∈I a(s) · (f (I × B))

2 −∑m−2j=1∑m−2i=1 aibj (1 + i )
(1 −∑m−2i=1 ai)(1 −∑m−2i=1 bi) · maxs∈I a(s) · L(B), (3.12)
where B = {u(s): s ∈ I, u ∈ S} ⊂ P ∩ T.
From the fact of [6, Lemma 2 (11)], we know
(B)2(S). (3.13)
It follows from (3.1), (3.12), and (3.13) that
(A(S(t)))
2[2 −∑m−2j=1∑m−2i=1 aibj (1 + i )]L
(1 −∑m−2i=1 ai)(1 −∑m−2i=1 bi) · maxs∈I a(s) · (S)k(S)
and consequently A is a strict-set-contraction on Q ∩ B, because of k < 1.
Proof of the Theorem 2.2. Set
K = {u ∈ Q: u(t)u(s), t ∈ [1, 1 − ], s ∈ I },
where  is stated in Lemma 3.4. It is clear that K is a cone of the Banach space C[I, E] and K ⊂ Q. For any u ∈ Q,
by Lemmas 3.2 and 3.4, we can obtain A(Q) ⊂ K , then
A(K) ⊂ K . (3.14)
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First, we assume that f0 = 0 uniformly in t ∈ I and (H5) are satisﬁed. We may choose
M >
[

m−2∑
i=1
ai(1 − i )
∫ 1−
1
a(s) ds
]−1
(3.15)
and by (H5), there exists r1 > 0 such that
(f (t, u))M(u), ∀u ∈ P, ‖u‖r1, t ∈ [1, 1 − ]. (3.16)
Now, for any
R>
r1N(1 −∑m−2i=1 aii )∑m−2
i=1 ai(1 − i )
= r1N

(3.17)
we are going to verify that
Auu for any u ∈ K, ‖u‖C = R. (3.18)
Indeed, if there exists u0 ∈ Kwith ‖u0‖C = R, such that Au0u0, then u0(t)u0(s), for ∀t ∈ [1, 1 − ], ∀s ∈ I .
And so ‖u0(s)‖N‖u0(t)‖, which implies by (3.17), we have
min
t∈[1,1−]
‖u0(t)‖ 
N
‖u0(s)‖ = 
N
R>r1.
So by (2.4) and (3.9) we get
u0(1)(Au0)(1) = −
∫ 1
0
(1 − s)a(s)f (s, u0(s)) ds −
∑m−2
i=1 bi
∫ i
0 a(s)f (s, u0(s)) ds
1 −∑m−2i=1 bi 1 + u(0)

m−2∑
i=1
ai(1 − i )
∫ 1
1
a(s)f (s, u0(s)) ds

m−2∑
i=1
ai(1 − i )
∫ 1−
1
a(s)f (s, u0(s)) ds. (3.19)
Hence
(u0(1))[(Au0)(1)]
m−2∑
i=1
ai(1 − i )
∫ 1−
1
a(s)(f (s, u0(s))) ds
M
m−2∑
i=1
ai(1 − i )
∫ 1−
1
a(s)(u0(s)) ds

{[
M
m−2∑
i=1
ai(1 − i )
]∫ 1−
1
a(s) ds
}
· (u0(1)). (3.20)
It is easy to see that (u0(1))> 0. In fact, if (u0(1)) = 0, since u0(1) ∈ K , so we have u0(1)u0(s) for any
s ∈ I , thus 0=(u0(1))(u0(s))0 and consequently ‖u0‖C = 0, which contradicts with ‖u0‖C =R. By virtue
of (3.19) and (3.20), we ﬁnd M∑m−2i=1 ai(1 − i ) ∫ 1−1 a(s) ds1, which contradicts (3.15), and therefore (3.18) is
true.
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On the other hand, since f0 = 0 uniformly in t ∈ I and f (t, ) = , there exists a > 0, such that
‖f (t, u)‖0‖u‖, ∀u ∈ P, ‖u‖< , t ∈ I , (3.21)
where 0 satisﬁes
0N
1 −∑m−2i=1 ai
(∫ 1
0
(1 − s)a(s) ds +
∑m−2
i=1 bi
1 −∑m−2i=1 bi
∫ i
0
a(s) ds
)
= 0N
< 1. (3.22)
Now, we shall prove that for any r ∈ (0, )
Auu for any u ∈ K, ‖u‖C = r . (3.23)
In fact, if there exists u1 ∈ K with ‖u1‖C = r , such that Au1u1.
Then
u1(t)(Au1)(t)
1
1 −∑m−2i=1 ai
[∫ 1
0
(1 − s)a(s)f (s, u1(s)) ds
+
∑m−2
i=1 bi
∫ i
0 a(s)f (s, u1(s)) ds
1 −∑m−2i=1 bi
(
1 −
m−2∑
i=1
aii
)]
 1
1 −∑m−2i=1 ai
[∫ 1
0
(1 − s)a(s)f (s, u1(s)) ds
+
∑m−2
i=1 bi
∫ i
0 a(s)f (s, u1(s)) ds
1 −∑m−2i=1 bi
]
. (3.24)
By (3.21), we get
‖u1(t)‖N
(
1 −
m−2∑
i=1
ai
)−1 [∫ 1
0
(1 − s)a(s)‖f (s, u1(s))‖ ds
+
∑m−2
i=1 bi
∫ i
0 a(s)‖f (s, u1(s))‖ ds
1 −∑m−2i=1 bi
]
0N
‖u1(s)‖0N
r .
That is ‖u1(s)‖C0N
r < r , which contradicts ‖u(s)‖C = r . Therefore (3.23) is true. Finally, (3.18), (3.23) and
Lemma 3.5 imply that A has a ﬁxed point on Kr,R . This shows that m-point boundary value problem (1.1)–(1.2) has a
positive solution on Kr,R .
When f∞ = 0 uniformly in t ∈ I and (H4) are satisﬁed, the proof is similar. In the same way as establishing (3.18),
we can assert from (H4) that there exists 1 such that for any r2 ∈ (0, 1),
Auu for any u ∈ K, ‖u‖C = r2. (3.25)
On the other hand, by f∞ = 0 uniformly in t ∈ I , there exists k > 0 such that
‖f (t, u)‖1‖u‖, ∀u ∈ P, ‖u‖k, t ∈ I (3.26)
where 1 satisﬁes
1N
1 −∑m−2i=1 ai
(∫ 1
0
(1 − s)a(s) ds +
∑m−2
i=1 bi
1 −∑m−2i=1 bi
∫ i
0
a(s) ds
)
= 1N
< 1. (3.27)
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Also by (H3),
sup{‖f (t, u)‖: u ∈ P ∩ Tk, t ∈ I } = m< + ∞. (3.28)
It follows from (3.26) and (3.28) that
‖f (t, u)‖1‖u‖ + m, ∀u ∈ P, t ∈ I . (3.29)
For any R>max{r2,mN
/(1 − 1N
)}, we now prove that
Auu for any u ∈ K, ‖u‖C = R. (3.30)
In fact, if there exists u0 ∈ K with ‖u0‖C = R, such thatAu0u0, then the proof is similar to (3.24). We get
u0(t)(Au0)(t)
1
1 −∑m−2i=1 ai
[∫ 1
0
(1 − s)a(s)f (s, u0(s)) ds
+
∑m−2
i=1 bi
∫ i
0 a(s)f (s, u0(s)) ds
1 −∑m−2i=1 bi
]
. (3.31)
Hence, from (3.29), and the cone P is normal, we have
‖u0(t)‖N
(
1 −
m−2∑
i=1
ai
)−1 [∫ 1
0
(1 − s)a(s)‖f (s, u0(s))‖ ds
+
∑m−2
i=1 bi
∫ i
0 a(s)‖f (s, u0(s))‖ ds
1 −∑m−2i=1 bi
]
1N
‖u0(s)‖ + mN
.
And so ‖u0(t)‖CmN
/(1 − 1N
)<R, which contradicts ‖u‖C = R. Thus (3.30) is true.
Finally, (3.25), (3.30) and Lemma 3.5 imply that A has a ﬁxed point on Kr,R , which shows that m-point boundary
value problem (1.1)–(1.2) has a positive solution on Kr,R . 
Proof of Theorem 2.3. We can take the same one K ⊂ C[I, E] as in Theorem 2.2. As in the proof of Theorem 2.2,
we can also obtain that A(K) ⊂ K . And we choose r, R with R> 	>r > 0 such that
Auu for any u ∈ K, ‖u‖C = R, (3.32)
Auu for any u ∈ K, ‖u‖C = r . (3.33)
On the other hand, it is easy to see that
Auu for any u ∈ Q, ‖u‖C = 	. (3.34)
In fact, if there exists u0 ∈ Q with ‖u0‖C = 	, such that Au0u0.
By virtue of (H6), we get
sup{‖f (t, u)‖: u ∈ P ∩ T	, t ∈ I }< 	
N

(3.35)
and this together with (3.31) implies
‖u0(t)‖N
 sup{‖f (t, u0(s))‖: u ∈ P ∩ T	, t ∈ I }< 	.
Hence ‖u0‖C < 	, which contradicts with ‖u‖C = 	. Thus (3.34) is true.
By Lemma 3.5, A is a strict-set-contraction on K	,R = {u ∈ K: 	‖u‖CR}, and also on Kr,	 = {u ∈ K: r
‖u‖C	}. Observing (3.32), (3.33), (3.34), and applying, respectively, Theorem 1.1 to A,K	,R and A,Kr,	, we assert
that there exist u1 ∈ K	,R and u2 ∈ Kr,	 such thatAu1 =u1 andAu2 =u2, which are two positive solutions ofm-point
boundary value problem (1.1)–(1.2). Finally, (3.34) implies ‖u1‖ = 	 and ‖u2‖ = 	, and so (2.5) holds. 
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4. One example
Now, we consider an example to illustrate our results.
Example 4.1. Consider the boundary value problem in E =Rn (n-dimensional Euclidean space and ‖u‖ =∑nk−1u2k)
−u′′k = a(t)fk(u1, u2, . . . , un), 0 t1, (4.1)
u′k(0) = 14u′k( 12 ), uk(1) = 12uk( 12 ), k = 1, 2, . . . , n, (4.2)
where
a(t) = 4(1 − t)
2
9n(n + 2)2
and
fk(t, u1, u2, . . . , un) = √uk+1 sin t + [exp(u2k+2) − 1]t3, k = 1, 2, . . . , n − 2,
fn−1(t, u1, u2, . . . , un) = √un sin t + [exp(u21) − 1]t3,
fn(t, u1, u2, . . . , un) = √u1 sin t + [exp(u22) − 1]t3.
Set =(0, 0, . . . , 0) ∈ Rn and f =(f1, f2, . . . , fn), fk(t, 0, 0, . . . , 0)=. Thenfk are continuous and non-negative on
0 t1. And P = {u= (u1, u2, . . . , un) ∈ Rn: uk0, k = 1, 2, . . . , n} is a normal cone with normal constant N = 1,
and f :P → P is also continuous with f (t, , . . . , ) = . In this case, condition (H3) automatically satisﬁed. Since
(f (t,D)) is identical zero for any t ∈ I and D ⊂ P ∩ T. Obviously, P ∗ = P , so we may choose = (1, 1, . . . , 1),
then
(f (t, u))
(u)
=
∑n
k=1fk(t, u1, . . . , un)∑n
k=1uk
.
We now prove that the conditions (H4) and (H5)are satisﬁed. In fact, for any u ∈ P , u = , then (u)> 0, and by
virtue of uk0, then exp(u2k) − 1u2k , and such that
(f (t, u))
(u)
=
∑n
k=1
√
uk sin t +∑nk=1[exp(u2k) − 1]t3∑n
k=1uk

max1kn[exp(u2k) − 1]t3
n · max1knuk 
t3max1knuk
n
→ +∞
uniformly in t ∈ [ 12 , 1 − ],  ∈ (0, 12 ), as ‖u‖ =
∑n
k−1u2k → +∞. And
(f (t, u))
(u)
=
∑n
k=1
√
uk sin t +∑nk=1[exp(u2k) − 1]t3∑n
k=1uk
max1kn
∑n
k=1
√
uk sin t
n · max1knuk 
sin t
n · max1kn√uk → +∞
uniformly in t ∈ [ 12 , 1 − ],  ∈ (0, 12 ), as ‖u‖ =
∑n
k−1u2k → 0.
Finally, we are going to verify that (H6) is satisﬁed. We choose 	 = 1, since T	 = {u ∈ Rn: ‖u‖1}, then
0
∑n
k=1u2k1 and 0u2k1, exp(u2k) − 1(e − 1)u2k , (k = 1, 2, . . . , n). For any u ∈ P ∩ T	 (where 	 = 1),
again 
 = 1/n(n + 2)2.
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Hence
sup
u∈P∩T	
‖f (t, u)‖ = sup
u∈P∩T	
(
n∑
k=1
f 2k (t, u)
)
 sup
u∈P∩T	
{
max
[
n∑
k=1
f 2k (t, u)
]}
n · sup
u∈P∩T	
n∑
k=1
(fk(t, u))
2
= n · sup
u∈P∩T	
{
n∑
k=1
√
uk sin t +
n∑
k=1
[exp(u2k) − 1]t3
}2
< n(n + e − 1)2 < 	

N
= n(n + 2)2 (notice N = 1, 	 = 1),
which implies the condition (H6) holds. Hence, by Theorem 2.3, problem (4.1)–(4.2) has at least two nontrivial non-
negative solutions u(1)i , u
(2)
i ∈ C2[I, Rn] which satisfy
0<max
t∈I
(
n∑
k=1
[u(2)i (t)]2
)
< 1<max
t∈I
(
n∑
k=1
[u(1)i (t)]2
)
.
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