The rating curve enables the translation of water depth into stream discharge through a reference cross-section. This study investigates coupling national scale airborne laser scanning (ALS) and acoustic Doppler current profiler (ADCP) bathymetric survey data for generating stream rating curves. A digital terrain model was defined from these data and applied in a physically based 1-D hydraulic model to generate rating curves for a regularly monitored location in northern Sweden. Analysis of the ALS data showed that overestimation of the streambank elevation could be adjusted with a root mean square error (RMSE) block adjustment using a higher accuracy manual topographic survey. The results of our study demonstrate that the rating curve generated from the vertically corrected ALS data combined with ADCP data had lower errors (RMSE ¼ 0.79 m 3 /s) than the empirical rating curve (RMSE ¼ 1.13 m 3 /s) when compared to streamflow measurements. We consider these findings encouraging as hydrometric agencies can potentially leverage national-scale ALS and ADCP instrumentation to reduce the cost and effort required for maintaining and establishing rating curves at gauging station sites similar to the Röån River.
INTRODUCTION
Stream discharge is the basis for practically all hydrological studies. Typically, stream discharge is determined by functionally relating water level (stage) and discharge via a rating curve. The rating curve can be empirically derived from measurements of stage and discharge or theoretically derived from mathematical models. Empirical methods to define rating curves are often time-consuming, dangerous to develop at high flows and can be prone to errors from uncertain measurements of stage and discharge (Pelletier ; McMillan et al. ) . Furthermore, sedimentation processes can lead to rating curve shifts and result in increased uncertainty when not properly considered (Westerberg et al. ; Guerrero et al. ) . An alternative to empirical methods is to generate rating curves from flow equations or hydraulic models. Producing rating curves through modeling efforts has been shown to be effective for developing stream gauging networks in ungauged basins (Clayton & Kean ) , useful for re-establishing rating curves in morphologically unstable rivers (Leonard et al. ) , and are often accurate relative to traditional gauging methods (Choo et al. ; McMillan et al. ) . However, applying hydraulic models for estimating rating curves can be challenging given the uncertainty typically associated with constraining the impact of channel morphology on flows The stream channel geometry required for hydraulic modeling is often acquired through manual cross-sectional surveys of river banks and submerged channels along a stream reach. For example, Reistad et al. () surveyed three Norwegian rivers using a leveling telescope to investi-hydraulic model HEC-RAS. Kean & Smith () surveyed three gravel-bedded streams with a GPS and two with a total station (TS) and subsequently used a physically based hydraulic model to generate rating curves. Although as demonstrated by these studies accurate elevation data can be obtained through manual methods, the labor costs to survey extensive areas of streams and riparian regions can be significant. Furthermore, traditional survey methods can generally be applied only when the entire stream channel is wadeable; however, when this is not the case (e.g., the water is too deep), other methods need to be sought. In this regard, new technologies offer exciting potential (Harpold et al. ) for evolving our ability to collect stream channel topography for hydraulic modeling.
In recent years, for example, the application of laser scanning technologies to capture stream channel topography has rapidly increased (Hohenthal et al. ) . Laser scanning is an active remote sensing technology that measures distances to objects by emitting laser light pulses and recording the backscattered energy (Wehr & Lohr ) . The distance is resolved by halving the product of the total travel time of each laser pulse and the speed of light in the transmission medium (i.e., air, water). The echo returns can be collected as either discrete returns where only the difference between time of travel and return signal intensity are resolved or as full waveform signals where the entire spectral signature of the backscattered energy is sampled (Glennie et al. ) .
These laser scanning systems can be mounted on fixed stationary locations such as tripods (Brasington et By and large, topographic mapping with airborne laser scanning (ALS) systems has replaced traditional topographic surveying methods (i.e., photogrammetry) because the laser pulse can penetrate the vegetation canopy to accurately sample the ground elevation. This means that large areas, both vegetated and non-vegetated, can be surveyed in a relatively short amount of time at sub-meter resolution (Shan & Toth ) . Via increased areal coverage, there has been growth in the number of national-scale laser scans that have either been completed (Switzerland, Denmark) or are underway (Sweden), and much of these data are freely available (Krishnan et Although laser scanning has many advantages, some limitations exist when used to capture submerged stream topography or bathymetry. The majority of ALS systems employ an infrared laser pulse (i.e., 1,064 nm) for collecting topographic information. The infrared spectrum is commonly used because the energy is not absorbed by vegetation, thus allowing the emitted laser pulse to travel through the vegetation canopy and reflect off the ground surface. However, infrared energy is strongly absorbed by water which limits the collection of bathymetric information. This problem can be somewhat addressed by employing an additional blue-green laser (i.e., 532 nm) to collect stream channel bathymetry (Guenther et ). These image-based techniques show great promise but have been generally limited to streams with shallow depths. This limitation is due to the need for relating image-derived quantities to field depth measurements (i.e., manual surveys). One challenge with spectral-based methods is that a lack of calibration measurements from the deepest and shallowest parts of the river can lead to underestimation and negative depth estimates (Legleiter & Roberts ) . A recent hydraulically assisted approach by Legleiter () potentially alleviates the need for field measured depths. The approach was shown to be both robust and accurate; however, application was limited to water depths of less than 2 m (i.e., wadeable streams). It is therefore important to seek out methods that are appropriate for deeper streams. When deployed, ADCP instruments are situated just below the water surface which means the emitted sonic pulses do not pass through the air-water interface and corrections for refraction are not required. Water depth and velocity measurements obtained from ADCP have been shown to be accurate and are the preferred method for collecting stream gauging measurements for a number of hydrometric agencies (Mueller & Wagner ; SMHI ). As ADCP are capable of collecting bathymetry and discharge (i.e., typical data required for hydraulic modeling) in non-wadeable waters, these instruments may be among the most viable options for augmenting the current generation of laser scanning data from the perspective of hydrometric agencies. To our knowledge, national-scale ALS (i.e., point densities between 0.5 and 1 pt/m 2 ) combined with ADCP bathymetric information to generate streamflow rating curves with a hydraulic model has not yet been tested.
Therefore, the aim of this pilot study is to investigate the ability of coupling national-scale ALS with ADCP bathymetry to generate theoretical rating curves. This study was carried out in northern Sweden using ALS data from the national laser scan database, ADCP bathymetry, and a one-dimensional hydraulic model (Kean & Smith ) .
STUDY AREA
The Röån River was chosen for this pilot study. It is a firstorder stream located at 63.64 W N and 16.76 W E in northern Sweden ( Figure 1a ). The 584 km 2 catchment consists of rolling hills with a mixture of clay-silt and sandy soils. The river channel is approximately 10 m wide and moderately sloped along both banks. Riparian vegetation is found along both banks and consists primarily of young willow, alder, tall grasses, and sedges with stem diameters less than 10 cm.
The streambed material is composed of gravels and sand.
Large roughness elements such as boulders and fallen trees were not observed in the main stream channel. The were collected with a current meter (velocity-area method).
METHODS
The aim of this study was to investigate the suitability of generating stream rating curves from stream topography derived from national-scale ALS in combination with ADCP bathymetric survey information. This was accomplished by (1) coupling the ALS and ADCP elevation data into coherent representations of the channel reach and (2) using these data in a one-dimensional hydraulic model to determine rating curves.
Phase 1: Coupling ALS and ADCP data
ALS data and vertical error correction
The ALS data used in this study are a subset of the Swedish national laser scanning survey. The data were collected by Lantmäteriet (Swedish Land Survey) in the SWEREF99 in this study was as follows:
where RMSE z is the RMSE statistic for elevation, n is the number of elevation points to be compared, Z j is the TIN elevation value for the jth point, andẐ j is the elevation from an independent source of higher accuracy.
In this study, the higher accuracy elevations were collected with a Trimble S6 robotic TS and an adjustable prism rod in the SWEREF99 TM coordinate system. The the elevation values with the RMSE statistic. This block adjustment was accomplished using the following equation:
where Z corr represents the corrected ALS elevation values, Z orig represents the original ALS elevation value, and RMSE Z represents the RMSE statistic determined from
Equation (1).
ADCP data
The ADCP survey was conducted by a two-person crew on A moving-bed test was completed at the beginning of the survey and the influence due to moving-bed was found to be minimal.
The ADCP was deployed using the moving-boat method to collect bathymetric and discharge measurements along 
Bed roughness
For this study, the channel shape of the streambed and bank were defined from the previously described DTMs.
The roughness of the bank and streambed material was 
Vegetation roughness
Flow resistance due to vegetation was only considered for woody stems (e.g., willow, alder) and was estimated from two 4-m 2 and one 16-m 2 vegetation density surveys located randomly along both channel banks. Due to the timing of the vegetation survey (i.e., October), there were few leaves left on the woody vegetation. The stem density was determined from the following:
where α is the vegetation density, D si is the diameter of a single stem, A plot is the plot area, D s is the mean stem diameter, and ing the conservation of mass (@Q=@x ¼ 0) and momentum is:
where (u 2 ) av is the square of the downstream velocity component averaged over the cross-section, x is the downstream direction, g is the acceleration of gravity, E is the water surface elevation, ρ is the density of water, (τ b ) av is the perimeteraveraged shear stress, and R is the hydraulic radius of the cross-sectional area. The first term of Equation (4) describes the streamwise change of velocity, the second term describes pressure-gradient changes due to streamwise changes of water-surface elevation, and the third term describes the resistance contributions.
In streams with steady flow conditions, the crosssectional average velocity (u) av and perimeter-averaged shear velocity (u * ) av are related by a non-dimensional roughness coefficient (β r ) for the cross-section which has the form:
The perimeter-averaged shear velocity is defined as:
where S f is the friction slope, A is the area of the cross section, and P is the wetted perimeter.
Equation (5) is analogous to the relation between the local, vertically averaged velocity, u, and the local shear
where h is the local flow depth, z o is the roughness height, The average velocity for the cross-section is found by averaging the local, unit discharge ( uh), across the cross-section:
where y is the cross-stream coordinate direction, and hwl and hwr are the left and right half extents of the channel, respectively.
In this study, Equations (4)-(8) were applied to iteratively solve the entire flow field for 0.02-m stage intervals.
Discharge at the reference gauge was determined by taking the product of the cross-sectional area and the integrated cross-sectional velocity field for the corresponding stage. This resulted in a single rating curve derived from the coupled ALS and ADCP data.
RESULTS

ALS elevation correction
The vertical error correction used in this study was based upon the RMSE calculated from the ALS ground elevation and a TS manual survey. As the usage of the RMSE statistic assumes a normal distribution of the elevation errors, visual and statistical tests for error normality were completed with the MATLAB Statistics Toolbox (The MathWorks Inc.). Figure 2 illustrates the distribution of the elevation residuals as (Figure 2(a) ) a normal probability plot and (Figure 2(b) (1) and (2) 
Rating curve comparison
The empirical rating curve for the study site was derived from a gauging record provided by SMHI. A least squares polynomial was fit to the measurements following the form:
where Q is discharge, h is stage, and b 0 , b 1 , and b 2 are constants with values 7.2 s À1 , À91.8 m s À1 , and 290.4 m 3 s À1 , respectively (r 2 ¼ 0.97). While Equation (9) is not a power law form typically implemented by monitoring agencies, this polynomial form was selected as it had the best statistical fit and thereby gives the lowest possible error allowing for a robust comparison with our modeling effort. The empirical curve was determined without weighting any of the gauging measurements because additional metadata describing the quality of the gauging were not available.
The gauging observations and empirical rating curve were used to evaluate the modeled rating curves (Figure 3 ).
Note, we opted to include all gaugings, rather than filter out old or potentially poor quality gaugings as is often recommended (Sauer ), to avoid over-processing data and unintentionally biasing the curve fitting. For completeness, we tested the impact (analysis not shown) of filtering all but the gaugings taken after the last high-flow observation (reducing the number of gaugings to 28); however, while this of course reduced the absolute error of the empirical fitting, it did not change the main findings of our study since it also reduced the absolute error of the modeled rating curves.
In general, the modeled rating curves were in good agreement with the observations and empirical rating curve (Figure 3) . In addition, when considering the ADCP bathymetry, we
were not able to verify the accuracy of the depth measurements with another data source, such as a manual survey because the water was too deep to wade (i.e., mean areas was found to be relatively small (i.e., between À0.6 m 2 and À0.4 m 2 which is less than a 2% difference) and indicates that the corrected ALS is appropriate for On the potentials for modeling rating curves
The rating curve derived from the ALS/ADCP information proved to have a much lower SSE and RMSE than the empirical rating ( where the physical basis of the modeling can be leveraged.
The accuracy of the modeled rating curve is also directly tied to the accuracy of the roughness parameters used in the model.
Although there are different methods for determining the total flow resistance within a stream channel (Powell ) , the model used in this study (Kean & Smith ) separates flow contributions from the stream channel bed and vegetation.
The streambed roughness height was determined from two water surface slope surveys and reference discharge measurements for two flow conditions. Ideally, additional discharge and water-surface slope measurements should be collected for both very low and very high flow events to verify z o and to quantify any changes in the water surface slope. However, such events rarely occur and discharge measurements at high and low extremes are generally prone to higher levels of uncertainty.
With regards to flow resistance due to vegetation, the hydraulic model only considers form drag on woody vegetation determined from stem density measurements. While we believe that resistance due to vegetation was well represented, effects due to seasonal variations in vegetation state were not considered in this study. However, to evaluate the potential effects of seasonal changes in vegetation on the rating curve, we calculated a rating curve based on a vegetation stem density that was twice as dense as observed. At bankfull stage (i.e., 8.25 m), the calculated discharge with denser vegetation resulted in a discharge that was only 0.4% lower than was modeled using the observed stem density. This result suggests that, at this site, seasonal changes in vegetation density are unlikely to have a substantial effect on the stage-discharge relation.
On applicability for other sites
The method presented should be applicable for sites with similar stream characteristics as the Röån River (i.e., uniform bed material, no large obstructions to flow, small diameter riparian vegetation). With regards to the application of the ADCP for collecting bathymetry, these instruments require a minimum operational water depth (e.g., M9 ¼ 0.5 m). For streams shallower than the minimum operational water depth, manual surveys of bathymetry would be more appropriate, which has been demonstrated in previous applications of the model ( for any 1-D model. For sites prone to looped ratings or hysteresis effects, these conditions can be simulated with the model, given measurements of the water surface slope for the rising and falling limb of the flood wave. Although this scenario was not investigated in this study, it is theoretically possible to accomplish given the current model structure.
CONCLUSION
In this pilot study, we generated rating curves from coupled national-scale ALS data with ADCP bathymetry. The mean vertical error of the ALS was corrected through a block adjustment with an RMSE computed from a TS survey. The vertical correction was appropriate for our study but lack of reference elevation data could pose challenges at some other sites. DTMs derived from the coupling of ALS and ADCP bathymetry were evaluated for capturing stream channel properties as well as their suitability for use within a 1-D hydraulic model. The results indicated that although some variability was present for the estimated channel top width and area, the error incurred by the modeled rating curve was less than that of the empirical rating used for validation.
Nonetheless, the ability of capturing detailed stream channel geometry with national-scale ALS data and ADCP bathymetry is encouraging because these data are required for parameterizing various hydraulic models (e.g., HEC-RAS, MIKE 11). As such, we consider our findings promising as national-scale ALS and ADCP instrumentation can be leveraged to reduce the cost and effort required for generating rating curves at gauging stations similar to the study site.
Although the Röån River can be considered a typical inland stream in Sweden, the methods presented in this study should be further applied to different datasets and test sites to ensure their wider applicability.
