ABSTRACT: Protein binding-site similarity detection methods can be used to predict protein function and understand molecular recognition, as a tool in drug design for drug repurposing and polypharmacology, and for the prediction of the molecular determinants of drug toxicity. Here, we present IsoMIF, a method able to identify binding site molecular interaction field similarities across protein families. IsoMIF utilizes six chemical probes and the detection of subgraph isomorphisms to identify geometrically and chemically equivalent sections of protein cavity pairs. The method is validated using six distinct data sets, four of those previously used in the validation of other methods. The mean area under the receiver operator curve (AUC) obtained across data sets for IsoMIF is higher than those of other methods. Furthermore, while IsoMIF obtains consistently high AUC values across data sets, other methods perform more erratically across data sets. IsoMIF can be used to predict function from structure, to detect potential cross-reactivity or polypharmacology targets, and to help suggest bioisosteric replacements to known binding molecules. Given that IsoMIF detects spatial patterns of molecular interaction field similarities, its predictions are directly related to pharmacophores and may be readily translated into modeling decisions in structure-based drug design. IsoMIF may in principle detect similar binding sites with distinct amino acid arrangements that lead to equivalent interactions within the cavity. The source code to calculate and visualize MIFs and MIF similarities are freely available.
■ INTRODUCTION
The identification of similarities between proteins has many practical applications. Sequence similarity algorithms like BLAST 1 allow one to quickly retrieve homologous proteins and transfer potential functional annotations from the target to the query protein. Sequence similarity also enables the construction of phylogenetic trees grouping proteins into families, for example, with kinases, 2 to view functional information within an evolutionary context. 3 Whereas traditionally the function of a protein was well-characterized biochemically prior to the elucidation of its structure, with the advent of structural genomics projects in the past decade, there has been an influx of proteins for which the structure is known but not their function. Because sequence is less conserved than structure, 4 comparing two proteins using sequence alone ignores structural information that is relevant for function. A number of well-established methods such as DALI 5 measure global structural similarities, which coupled with databases like SCOP 6 or CATH 7 can be used to understand the cellular (biological processes) or molecular (molecular interactions) functions of a protein. Finally, metaservers such as ProFunc 8 combine a number of sequence-and structure-based methods to predict protein function from structure.
Even when the function of a protein is known, the detection of similarities has important applications. From a drug design perspective, detecting proteins that are similar to the drug target is important to prevent cross-reactivity and the potential associated side effects. In such cases, sequence and structural similarities can fail for two reasons. First, divergent evolution may introduce mutations deemed minor at the level of sequence or structure, but with drastic effects locally in the binding site, altering the molecular function, e.g., shifting substrate specificity. Second, convergent evolution can bring proteins unrelated by sequence or structure to acquire the same molecular function. In these two cases, the similarities act at a more local scale and affect the physicochemical environment.
Therefore, a solution is to use methods that can detect local physicochemical similarities in binding pockets.
Such methods can help predict molecular function, identify cross-reactivity or polypharmacological targets, predict binding fragments, and repurpose existing drugs. For example, IsoCleft 9,10 is graph-matching-based method for the detection of 3D atomic binding site similarities that was used to predict function for structural genomics proteins, 11, 12 reclassify members of the human cytosolic sulfotransferase family, 13, 14 and analyze the druggability of histone methyltransferases 15 based on binding site similarities. SOIPPA 16 predicted offtargets for CETP inhibitors in agreement with experimental assays, and the authors explained adverse side effects observed in clinical trials using a systems biology approach. 17 FragFEATURE 18 uses the FEATURE microenvironments 19 combined with a knowledge-based approach to predict binding fragments for a target protein. CavBase detected similarities between COX-2 and carbonic anhydrase protein structures both known to bind COX-2 selective Celecoxib inhibitor. 20 The algorithms behind these and the numerous other methods for the prediction of binding site similarities can be divided into three components: representation, search, and scoring.
With respect to representations, many methods transform the protein into a simplified representation and sometimes incorporate additional information. Mostly, proteins are represented using C α atoms, functional atoms, pseudocenters, or electrostatic surfaces, but some use all atoms. For example, SOIPPA 16 and Psilo 21 use C α atoms, IsoCleft 9,10 uses a twostep C α /all-atom process, CavBase 22 places pseudocenters in the vicinity of amino acids using distance and angle cutoffs, SiteEngine 23 proceeds similarly but without angle considerations for hydrogen bonds, and eF-site 24 uses a Connolly surface where the electrostatic potential is calculated. Other more unique forms of representation exist; pocketFEATURE 25 transforms important binding site atoms into micro environments that consist of physicochemical descriptors on concentric spherical shells, and siteAlign 26 uses an 80-face polyhedron onto which descriptors are projected. FuzCav 27 represents binding sites with 4833-long integer fingerprints. Proteins can also be represented with molecular interaction fields (MIFs) as in FLAP 28, 29 used in BioGPS, 30 where protein MIFs are measured in binding sites using the GRID force field 31 and VolSite/Shaper. 32 FLAP filters out grid points other than those that represent local energetic minima (MINI points). VolSite/ Shaper assigns pharmacophore properties to grid points based on the properties of the closest protein atom in the surface. For some methods, the representation is complemented with a degree of buriedness, curvature, or conservation scores. In all cases, as the task is to detect binding site similarities, only cavities are identified and subsequently used in search and scoring. Depending on the goal of the detection of binding site similarities, information about bound ligands in the query binding site can be used, but most generally, the definition of binding sites, unless for validation purposes, should be independent of bound ligands. Unfortunately this is not the case for all methods as recognized by others. 33 The similarity search is generally based on graph-matching, geometric hashing, or downhill simplex minimization. Graphmatching requires building an association graph where nodes represent pairs of chemically similar atoms, 9 pairs of pseudocenters, 22 or pairs of triangles of atoms, 34 with each member of a given pair coming from the query and target binding sites, respectively. Edges in the association graph represent the relative geometric similarity. Finally, cliques in the association graph represent an entire subset of units (atoms, pseudocenters, triangles) in each of the binding sites that are chemically and geometrically equivalent. SiteEngine 23 builds a hash table of triangles of pseudocenters and KRIPO 35 lists in alphabetical representation 2, 3, and 4 point pharmacophores. These lists can be searched with a query key. FLAP 28, 29 performs an exhaustive search among all pairs of similar 4 point pharmacophores between two MIFs. VolSite/Shaper relies on the proprietary use of OpenEye Chem and Shape toolkits to perform the superimposition of smoothed Gaussian functions representing shapes defined by each of the probe grids. Psilo 21 searches exhaustively all possible C α superpositions. eSiteMatch 36 uses machine-learning to predict distances between pairs of C α atoms of two cavities. The Kuhn−Munkres algorithm then finds the set of residue pairs that minimizes the overall distances between C α atoms. The polyhedron representation of siteAlign 26 allows a search that rotates and translates the polyhedron into the query cavity. Search algorithms are often time consuming, and this must be considered for high-throughput applications. Krotzky et al. 37 decreased the run-time of cavBase by replacing the graphmatching algorithm by a linear comparison of weighted distance histograms.
The search aims to find the largest similarity between two binding sites pockets. Thus, the methods to score similarity impact the results. The scoring functions are as diverse as the methods to detect it. For example, similarity scores can be calculated as the absolute number of atoms (or pseudocenters) matched, RMSD, or fraction of binding site matched. The score can be weighted by various descriptors added to the representation. For example, SOIPPA uses the profile distances weighted by normal vector differences with a distance penalty. CavBase and SiteEngine rely on a measure of surface overlap. eMatchSite scores each C α pairs using seven descriptors including secondary structure, hydrophobicity, and residue binding probability among others. A Tanimoto similarity is often used, usually using the number of atoms in common and initial search space of both cavities. PocketFEATURE measures a Tanimoto between microenvironments but using the presence/absence of similar properties and normalized with a background similarity distribution calculated with a nonredundant set of 3D structures. Psilo, while only using C α in the search, measures an overlap score using C β atoms. IsoCleft utilizes a Tanimoto score based on all binding site heavy atoms.
Ultimately, more important than the location of atoms or mapped physicochemical properties on the molecular surface of a binding site are the actual interactions that these atoms can participate on. For example, single mutations can drastically affect the binding affinity of ligands or not at all. 38 Here, we present IsoMIF, a method that calculates a molecular interaction field (MIF) within binding site volumes and detects pairwise MIF similarities between binding sites. MIFs are calculated using six chemical probes representing hydrophobic, aromatic, H-bond donor/acceptor, and positively/negatively charged interactions with a distance-dependent exponential function. Similarities are identified using an approximation of the Bron 42 our in house implementation of the Surfnet algorithm. 43 Cavities identified with GetCleft are transformed into a regular grid of 0.50 Å within minimum and maximum distances to any non-hydrogen atom of the protein set to 2.5 and 4.0 Å, respectively (can be set by the user). Thus, cavities are identified without any consideration of a bound ligand but as will be shown in the validation, information relative to a bound ligand when present can, and for certain applications should, be used. These parameters are set to maximize the probability of considering spatial positions where noncovalently bound ligand atoms are likely to be found ( Figure S1 , Supporting Information) while minimizing the total size of the grid for computational efficiency. Protein PDB files are processed with Reduce 44 to add hydrogen atoms that are used as reference atoms to calculate angles for directional interactions (see below). During this step, OH, SH, NH 3 + , and methionine methyl groups as well aspargine, glutamine, and histidine side-chains are reoriented to optimize H-bonds and van der Waals overlaps. 44 The protonation state of histidine can be influenced by local electrostatics, which varies with the solvent pH, solvent accessibility, or bound ligands. Thus, the protonation state derived from the crystal might not represent the protonation state in other contexts. Thus, to account for all scenarios, IsoMIF considers both nitrogen atoms of the imidazole ring as H-bond donor or acceptors similar to cavBase. 22 For each vertex v, we calculate the interaction potential energy for a given probe p using all surrounding protein atoms as
where p represents one of six chemical probes (hydrophobic, aromatic, H-bond donor/acceptor, positive/negative charge), v represents a grid vertex, d(i,v) is the Cartesian distance in angstroms (Å) between the vertex v and a protein atom i (out of N atoms), and ε(p,T i ) is a pairwise interaction matrix between the probe p and protein atoms i of type T i . The length constant α is set to 1 Å for all probes (see Discussion). Protein atoms are classified into 13 atom types. 45 The original sybyl atom types were supplemented with the addition of the n.his atom type to represent the two nitrogen atoms of the imidazole ring of histidine that can be at times considered donors, acceptors, or charged. The interaction matrix ε is given in Table  S1 of the Supporting Information. A threshold β p 0 for each probe p (Table S2 , Supporting Information) is used to determine if it is relevant to retain a given probe in a particular vertex given its interaction energy (eq 1). The final MIF at each position is given by The angle θ is calculated between the atom-probe axis and a reference vector. These vectors are aligned with the axis drawn from the donor/acceptor atoms (O or N) and a reference atom, either the adjacent carbon or hydrogen. Vectors for donor/acceptor atoms of histidine and tryptophan rings are drawn in the axis of the exterior bisector of the two lines defined from the atom to two adjacent reference carbon atoms. Angles are calculated between aromatic probes and aromatic atoms. For this, two vectors are drawn in opposite directions perpendicular to the plane of the ring defined by two reference atoms. The vectors for each donor/acceptor atom and their reference atoms are depicted in Figure S2 of the Supporting Information. The list of reference atom(s) for each donor, acceptor, or aromatic atom is available in Table S3 of the Supporting Information. The vectors (colored arrows in Figure  S2 , Supporting Information) could represent the central axis of a cone extending outward with an aperture of 120°(60°on each side of the central axis), outside which probes are discarded during the calculation of the potential. The vectors are meant to define only approximately an optimal direction of hydrogen bond interactions. An angle threshold was tested for aromatic interactions to constrain probes in the face or in the edge regions relative to the ring's plane but was found to not significantly increase performance. Figure S3 of the Supporting Information shows the maximum probe−atom distance required to obtain the interaction energy of every probe threshold for an ε(p,T i ) value of −1. Lower thresholds (more negative) require more or closer favorable atoms around a probe in order to reach the threshold and keep the probe at the vertex. For instance, because aromatic atoms come in groups in the rings of His, Trp, Tyr and Phe, the interaction energy of nearby aromatic probes will be lower than for other probes. Thus, the aromatic probe threshold is lowered. Charged amino acids contain two charged atoms (the two carboxyl oxygens of Asp and Glu and the two nitrogens of His) except for Lys and Arg that have one atom with a charged atom (N.4 and c.cat). On the other hand, amino acids that participate in H-bonds always have only one donor or acceptor atom. Because of this, the threshold for charged probes is lowered relative to the H-
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Article bond threshold. It must be reminded that H-bond probes also have an additional constraint, the angle threshold, which further restricts their presence in the MIF. The hydrophobic probe has a relatively high threshold, but is the only probe with unfavorable atom types in the interaction matrix, set to keep hydrophobic probes away from polar atoms.
Equations 1−4 are applied for every probe in every grid vertex to produce the MIF for that cavity. Therefore, the MIF is the set of six-dimensional binary interaction vectors E ⃗ v = {E 1,v ,...,E 6,v } at all vertex positions v in the grid covering the volume of the binding site cavity. The MIF of individual cavities can be visualized using PyMol. Figure 1 shows a MIF for PDB structure 1AMU representing gramicidin synthetase 1 from B. brevis bound to AMP. The figure shows the mesh representation of the cavity found by GetCleft in blue, the constructed grid at 1.5 Å resolution in the cavity, and the MIF probes identified at each vertex of this grid. A close up of the probes identified near the bound AMP for negatively charged, positively charged, and aromatic probes, respectively, in magenta, green, and orange spheres and the corresponding amino acids responsible for the favorable interactions in these positions. Along with GRID and FLAP, IsoMIF differs from all other existing methods for the detection of binding site similarities in that it aims to detect similarities in MIFs within cavities.
Search and Scoring of the MIF Similarities. The level of MIF similarity between two cavities can be measured by finding the largest ensemble of vertices between two cavities that have corresponding interaction types and that are in geometrically equivalent positions. To find such ensemble of grid points, we use the Bron and Kerbosch (BK) graph-matching algorithm to detect maximum common subgraph (MCS) isomorphisms. 39 To detect the MCS, we create an association graph ( Figure S4 , Supporting Information). A node in the association graph is a pair of vertices, one from each of the two MIFs being compared that have at least one energetically significant common interaction; in other words, both have at least one of the six probes considered with significant interaction energies in both MIFs. An edge is drawn between two nodes in the association graph if the distances between the two corresponding vertices in each MIF are within 3.0 Å. This distance threshold allows accounting implicitly for geometric variability between similar binding sites that is the result of conformational flexibility.
The BK algorithm can be very time consuming, and we use two strategies to optimize the run-time. First, we make use of the observation by Bron and Kerbosch in their original paper 39 that the largest cliques tend to be identified first. This has the advantage of allowing to explore larger graphs and not drastically increasing run-time as the search can be stopped early while remaining confident that the largest clique is found. In IsoMIF, the search is stopped after the identification of the first 100 cliques (a parameter that can be defined by the user), and the best-scored clique is kept as a compromise between speed and accuracy. A 2-fold run-time increase is observed with doubling this threshold without significant improvements in the results, whereas a decrease to 50, while decreasing run-time, decreased the AUC of the steroid data set (0.77 to 0.75) as reported in Table S4 of the Supporting Information. Second, the grid spacing can be increased to decrease the number of vertices and run-time. IsoMIF can calculate MIFs with grid spacing of 2.0, 1.5, 1.0, or 0.5 Å. In the present work, we use a grid spacing of 1.5 Å (can be defined by the user) as this value yields an optimal speed/accuracy trade-off with respect to the large number of pairwise comparisons performed in the validation of the method and drastically reduces run-time compared to grids with smaller spacing. The probes distributed in the 1.5 Å grid spacing should not be interpreted as actual ligand atoms, rather it should be seen as a sampling of potential positions for intermolecular interactions in the binding site. The graph matching procedure can generate cliques that 
Article represent two sets of corresponding vertices that are chiral. The MIF similarities of these cliques are not transposable in a biological context. Therefore, when identified during the Singular Value Decomposition (as described by Arun et al. 46 ), such cliques are skipped. The MIF similarity score (MSS) of a clique is calculated as a Tanimoto score: (5) where N c is the sum of common probes in vertices belonging to the clique and represent the set of potential intermolecular interactions in equivalent geometric positions in the two MIFs. N a and N b represent the sum of energetically significant probes in each of the two MIFs under comparison. Data Sets and Performance Evaluation. Unlike other active areas of research in structural computational biology such as small-molecule protein docking for the detection of protein binding site similarities, there is a lack of standard practices or benchmark data sets to evaluate methods. Here, we compare IsoMIF to a number of programs using the same data sets and the reported values for these methods using the Kahraman, 47 Homogenous, 48 Steroid, 36 and SOIPPA 16 data sets as well as two additional ones that we introduce derived from PDBbind 49 and sc-PDB. 41 The Kahraman data set contains 100 entries representing the structure of the biological unit bound to their cognate ligand and from different CATH 50 homologous superfamilies. 47 Removing entries of homologous superfamilies removes trivial similarities that result from divergent evolution. The homogeneous data set built by Hoffman et al. 48 also has 100 entries bound to 10 ligands. The authors did not filter for homologous superfamilies but rather ensured that bound ligands were of homogeneous size. The Steroid data set 36 contains 1853 entries containing eight true positives (pharmacologically relevant steroid-binding proteins), and remaining entries represent negative examples comprising ligands of equivalent size to the true positives. The SOIPPA data set 16 contains 319 proteins bound to adenine-containing ligands, among which 91 entries are thought not to bind adenine-containing ligands.
Furthermore, we introduce two larger data sets to evaluate the performance of IsoMIF derived from the PDBbind Refined 49 and sc-PDB data sets. 41 The 2014 release of the Refined PDBbind data set contains a total of 3446 structures. This data set comprises only crystal structures with overall resolution below or equal to 2.5 Å, with no covalently bound ligands and in a binary complex. All protein−ligand complexes have an experimentally measured K d or K i between 1pM and 10 mM. The sc-PDB data set contains 8077 structures and is a collection of proteins with druggable binding sites based on ligand molecular weight, buried surface area, volume of the cavities, and chemical structure of ligands. Unlike the PDBbind data set, complexes in the sc-PDB need not have experimentally measured binding affinities. For both data sets, the ligand Tanimoto coefficient of topological similarity between entries of both data sets was measured using Babel. 51 A Tanimoto coefficient of 1.0 was used to determine true positives. For the PDBbind and sc-PDB data sets, we define sequence identity thresholds of 15%, 20%, 25%, 30%, and 35% over at least 50 amino acids to remove redundancy.
An important scenario in which the detection of binding site similarities must be performed to predict the function of a protein is the case where there is no ligand bound within the cavity. In this case, the definition of the searchable area of the cavity can affect the results, most notably by increasing the search space. In order to estimate this effect, we utilize the bound ligand to define increasingly large grids encompassing increasing volumes around the bound ligands. Thus, for the Kahraman, Homogenous, Steroid, and SOIPPA data sets, the MIFs were generated for grid vertices within 3, 5, 10, and d max Å to the bound ligands. The d max distance is used to obtain the MIF calculated at all grid vertices contained in the cavity identified by GetCleft and is denoted as Original Model (OM). For the PDBbind and sc-PDB data set, the MIFs were calculated using the 3.0 Å threshold only. Most results, unless otherwise stated, are those for the 3.0 Å threshold as it produces comparable binding sites as those used in the validation of other methods. The comparison of results obtained with different methods is complicated by the distinct ways used by the different methods to define the searchable area of binding sites. When comparing IsoMIF to other methods, this is further complicated by the intrinsic difference in the nature of what is being searched, i.e., a volume in the case of IsoMIF and atoms/surfaces in the case of other methods (see Effect of Binding Site Definition). While MIFs are calculated at existing grid vertices (say at 3 Å from the ligand), all atoms of the protein may contribute to the MIF calculations according to eqs 1−4, but the closest atoms have the strongest influence. For computational efficiency, users may select probespecific threshold distances above which to ignore the effect of protein atoms. All results presented here were calculated with a 3.5 Å threshold for all probes.
The performance of IsoMIF was evaluated using the Area Under the Curve (AUC) of Receiver-Operator (ROC) curves. For a given query, the entries are sorted by decreasing MSS. The ROC curve represents the fraction of true positives found as a function of the fraction of negatives found. If the area under the curve is 1.0, it means that all true positives are found before any negative, while an AUC of 0.5 means the true positives are randomly distributed and the method has no predicting power. The ability to distinguish true positives can also be measured with an enrichment factor. This measure tells how much top scored hits are over represented with true positives and is calculated for the top 10% as
Enrichment factors are more normally used in the evaluation of virtual screening, but this measure of prediction success is clearly complementary to AUC values. For example, for a set of 100 entries with 10 true positives, if four are within the top 10 (EF 10 = 4) and the other six are misclassified with less similarity than all true negatives, the AUC would be at best 0.4 (worst than random). Yet, despite the low AUC, having a number of true positives correctly classified among the most similar provides important clues about function. Furthermore, different binding sites that evolved independently to bind the same ligand may rely on distinct interactions to stabilize the interaction 9 and therefore be very different. Therefore, when validating a method for the detection of binding site similarities, there will always be true positive examples with very little similarity decreasing the AUC. Therefore, AUC and EF 10 provide important and distinct information to judge if a method provides useful predictions.
Visualization of MIF Similarities. A singular value decomposition (SVD) allows one to find analytically 46 the 
■ RESULTS
Validation with the Kahraman Data Set. We compare here the performance of IsoMIF to that of other methods as reported in the literature. The AUCs of different methods on the data sets are summarized in Table 1 . The Kahraman data set contains a collection of 100 proteins not evolutionarily related, bound to 10 cognate ligands, and with different CATH homologous superfamilies. 47 This data set was originally devised to study relationships between the shapes of binding pocket and ligand, and thus, ligands were chosen to be variable in size and flexibility. Binding site volume alone can be used to classify entries in this data set with high accuracy. 9, 47, 48 Nonetheless, the Kahraman data set is still commonly used to evaluate the performance of binding site similarity methods. 9, 36, 48 A detail often unmentioned when assessing the performance of a method on the Kahraman data set is the use of different subsets. Twenty percent of the original Kahraman data set (20 entries) are structures bound to PO 4 . For the evaluation of Sup-CK, 48 those entries were kept but excluded for eMatchSite and the benchmark of other methods therein. 36 IsoCleft used a subset of 72 entries to further address redundancy of homologous superfamilies across ligand classes in addition to removing PO 4 entries. 9 We evaluated the performance of IsoMIF with and without PO 4 entries using the nonhomologous subset of Kahraman. When excluding the PO 4 entries, IsoMIF performs better than any other method with an AUC of 0.85, followed by eMatchSite (AUC 0.69). Including PO 4 entries in the benchmark may be questioned as the small size of the molecule restricts the possibilities for the evolution of conserved specific interactions that would be detected using binding site similarity methods. Most methods that do benefit from the introduction of PO 4 entries in this data set are likely benefiting as a result of the size differences between PO 4 binding sites and those of other ligand classes in the data set. , and Glucose (GLC). One notable property that distinguishes these ligands from the others in the data set is that these ligands are in general more rigid, but it remains to be tested if this ligand property is at the source of the differences in classifying distinct ligands. Excluding PO 4 , the most difficult 
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Article ligand binding sites to predict are those of ATP, FMN, and NAD. As these ligands share a common substructure, we set out to determine if combining these three ligand classes into one meta-class could further increase AUCs. Interestingly, whereas this helps eMatchSite increasing its AUC from 0.69 (Table 1) to 0.79, 36 in the case of IsoMIF, it leads to a decrease to 0.81. Lastly, the AUC obtained with IsoMIF using the subset of 72 entries used to evaluate IsoCleft was calculated in order to permit a direct comparison between the performances of these two methods in the same data set. Interestingly, the obtained AUC of 0.85 was not affected by the removal of the 8 cases of proteins belonging to homologous families across ligand classes.
Validation with Homogenous, Steroid, and SOIPPA Data Sets. Hoffmann et al. 48 created the homogeneous data set to validate the Sup-CK program. The authors wish to address the size bias in the Kahraman data set by including only entries with bound ligands of approximately equal number of atoms. Among all methods, eMatchSite performs best on this data set (AUC 0.92), followed by IsoMIF (AUC 0.80) and sup-CK (AUC 0.77). Unfortunately, the data set contains two ligand classes representing molecules that are not cognate ligands. Specifically, the data set includes structures bound to pentaethylene glycol (three-letter PDB code 1PE), a precipitant, and to octyle glucoside (three-letter PDB code BOG), a detergent used in purifications. The concern relative to the inclusion of such molecules is the same as that of including PO 4 entries in the Kahraman data set. This is supported by the average AUCs for each ligand class shown in Figure 3 . The boxplot of the average AUCs for each ligand class shows the averages of 1PE (AUC 0.72) and BOG (AUC 0.62) to be the lowest.
The steroid data set was built by Brylinski et al. 36 and contains eight steroid-binding proteins and 1854 other proteins bound to ligands of similar size (15−25 heavy atoms), all with a Tanimoto coefficient of topological similarity smaller than or equal to 0.1 with estradiol. One dimer PDB structure (2PU4) is present twice in the original data set, and here, only chain B was considered. IsoMIF performs best by far with an AUC of 0.77 followed by eMatchSite (AUC 0.66) and much better than siteEngine (AUC 0.55) or pocketMatch (AUC 0.53). As this data set contains only one ligand class, we do not dissect the performance of individual ligands.
The SOIPPA data set was created by Xie et al. 16 to validate the SOIPPA method. The original data set contains 247 proteins bound to adenine containing ligands (ATP, ADP, NAD, FAD, SAM, and SAH) and 101 control structures bound to a ligand not containing either adenine, flavin, nicotinamide, or ribose. We utilize a subset of the SOIPPA data set as defined by Brylinski et al. 36 containing 228 true positives (bond to adenine containing ligands) and 91 true negatives. There are three entries (1HNN, 1V1A, and 1VQW) that are each originally represented with two chains and are here present only with one chain giving a total of 225 entries). Three structures (1HNN, 1V1A, 1VQW) were represented with two chains in the original data set and one chain was kept for each. Alternatively, one can treat each ligand independently as in the case of the Kahraman or Homogeneous data sets; in other words, only examples bound to the same ligand are defined as true positives and the rest are considered true negatives. In this case, we can either include or exclude the set of 91 examples originally defined as negatives. In the first case with the restricted set of negatives, IsoMIF obtains an average AUC of 0.79, whereas in the case of the extended negative set, the AUC is 0.84. In either cases, it is possible to dissect the performance for individual ligands as shown in Figure 4 using the restricted (Panel A) and extended (Panel B) negative sets. As expected, the inclusion of negatives that are so different from the positives contributes to augment the AUC. This is of course an effect that also contributes to increasing the AUC of different methods in other data sets where the ligands are diverse. Interestingly, comparing the average AUC of 0.84 when using the extended negative set with the original AUC of 0.87 when considering as true positives all adenine-containing ligands, suggests that most of the predictive power of IsoMIF within this data set comes from correctly predicting ligands in their own class. This is particularly interesting as the SOIPPA data set is nonredundant within a 30% sequence identity threshold.
Mean AUC Values. The above results show that the various methods perform differently in distinct data sets as a result of differences in the composition and design principles employed into building each data set. No single benchmark data set exists, and it is unlikely that a benchmark data set can be defined to account for all possible present and future requirements of data sets to validate methods for the prediction of binding site similarities given the distinct and ever growing applications of such methods. As a measure of the overall accuracy of the different methods, we opt to calculate the mean AUC for different methods across data sets (Table 1) . We calculate such means only for methods for which we have the AUC across the four different data set: IsoMIF, eMatchSite, PocketMatch, and 
Article SiteEngine. IsoMIF is the best method based on mean AUC closely followed by eMatchSite with mean AUC 0.80. Additionally, IsoMIF performs consistently well across data sets as noted by the small standard deviation of 0.04 compared to 0.15 for eMatchSite. The other two methods, PocketMatch and SiteEngine, have considerably lower mean AUC values and large standard deviations.
Enrichment Factors. As discussed in the Methods section, a low AUC value does not necessarily mean that top scoring solutions are incorrect. When the goal of using a method for the detection of binding site similarity is the prediction of function, it is important to analyze a number of top hits. This situation is not unlike high throughput docking simulations in virtual screening. In both situations, an enrichment of top solutions with true positives is favorable. We calculated enrichment factors at 10% (EF 10 ) for IsoMIF for the four data sets. Values of EF 10 report the level of enrichment of true positives in the first 10% most similar targets to the query. A value of 1 means the enrichment of true positives in the top 10% is no different from what is expected from a random classifier. We obtain values of 4.4, 4.0, and 3.6 for the Kahraman, Homogenous, and Steroid data sets, respectively, which follows the same trend as the calculated AUC values. The SOIPPA data set would appear to have an uncharacteristically low EF 10 value of 1.3 despite having the highest AUC. As a matter of fact, with the SOIPPA data set having 228 true positives out of a total of 319 entries, the fraction of true positives in the entire data set is 0.72 (228/319). Even if all top 10% results were true positives, the maximum possible EF 10 value that may be obtained is therefore 1.4 (1/0.72) according to eq 6. Thus, a value of 1.3 shows that 92% of the top 10% predictions obtained with the SOIPPA data set are correct. If we utilize the alternative definition of true positives in which each ligand is predicted independently, we obtain EF 10 values of 3.17 and 3.91, respectively, when excluding the nonadenine binding proteins from the negative set, what was called above the restricted negative set or including these (extended negative set), respectively.
Extended Validation with the PDBbind and sc-PDB Data Sets. To further validate IsoMIF, we introduce two data sets derived from the PDBbind 49 2014 release and sc-PDB. 41 For PDBbind, only the 3446 entries in the refined set were considered. Within those 3446 entries, 1415 (41%) had at least one true positive entry within the set, that is, at least one other example bound to the same ligand. In the sc-PDB data set, 3809 examples (47%) had at least one true positive. In what follows, we utilize only the subsets of 1415 and 3809 entries for the PDBbind and sc-PDB data sets, respectively. The list of entries can be downloaded from our website (http://bcb.med. usherbroke.ca/isomif). For each entry in each data set, the objective is to classify the true positive examples for that ligand (i.e., other entries bound to the same ligand) with the highest AUC. The mean AUC and EF 10 for all ligands in this case are 0.93 and 8.08 for PDBbind and 0.87 and 6.40 for sc-PDB (Table S5 , Supporting Information).
While it may at first appear that IsoMIF performs better in these data sets than in previous ones, considering sequence similarity as a classification measure alone produces AUC values (denoted as AUC seq in Table S5 , Supporting Information) of 0.81 and 0.68 for PDBbind and sc-PDB, respectively. Thus, we created different subsets of the original PDBbind and sc-PDB data sets above with decreasing thresholds of permitted pairwise sequence identity to remove trivial cases. Proteins with sequence identity above 35% are still likely to share structural similarities. A gray zone was shown to exist between 20% to 35% sequence identity where a certain number of proteins still share structural similarities. 4 We use the 15% sequence identity threshold to minimize the chances of structural similarity. Interestingly, at this threshold, there are still 414 and 2292 entries remaining for PDBbind and sc-PDB, respectively. As expected, the AUC decreases with a decrease in the threshold (Table S5 , Supporting Information). At the lowest level of pairwise sequence identity threshold of 15%, we 
Article obtain an AUC of 0.79 for both data sets and EF 10 values of 4.97 and 4.46, respectively. At the same time, the AUC seq values decrease as expected down to nearly 0.5 and EF 10 of 1.0, comparable to a random predictor for a the sequence identity threshold of 15% in both data sets.
Effect of Binding Site Definition. Within the context of validating a method, the binding site definition relates to the extent with which information about a bound ligand is used to constrain the search space. Most methods were validated using a binding site definition that includes protein atoms within a threshold distance of around 5 Å from any ligand atom, and some methods cannot be applied to situations in which a bound ligand is not present (for a discussion, see ref 33 ). With such a definition, for the most part, only protein atoms that are directly interacting with the bound ligand are included. The results presented thus far for the validation of IsoMIF use grid vertices within 3.0 Å of the ligand in order to utilize a binding site definition equivalent to that used in the validation of other methods. With a 3.0 Å threshold, only grid points around a ligand and between a ligand and the residues directly interacting with the ligand are included. This threshold is sufficient to encompass a volume that represents what most users would define as the binding site by visual inspection as can be observed in the examples presented. For any given threshold distance from the ligand, the size of the search space for IsoMIF also depends on the choice of grid spacing. In this section, our goal is not to understand how computational performance is affected under conditions of increasing search spaces, but how decreasing information on the bound ligand affects the prediction of similarities. Therefore, we analyze the performance of IsoMIF using increasingly wider binding site definitions for the query binding sites in the Kahraman, Homogenous, Steroid, and SOIPPA data sets with a single grid spacing. As expected, there is a decrease in predictive power as the imprint of the bound ligand onto the volume used for the search decreases. Specifically, the predicting power (average AUC) decreases slightly between 3.0 and 5.0 Å thresholds and more steeply between 5.0 and 10.0 Å, where the average AUC is just over 0.65 for most data sets ( Figure 5 ). OM stands for Original Model and designates the entire cavity predicted by GetCleft, solely based on geometric criteria and without any information from bound ligands used to define the grid. In this case, the average AUC for all data sets except SOIPPA further decreases to just above 0.60. Interestingly, the average AUC is the highest for the SOIPPA data set among all data sets up to 5.0 Å at which point there is a sharp loss in predictive power as the threshold continues to increase. It is important to stress that the OM model over represents the size of binding sites immensely ( Figure 1A ) and is only used here due to the convenience of calculating it automatically for the large number of queries across data sets. Even when a ligand is not bound, visual inspection of the cavities defined by GetCleft allows one to considerably trim their size. The NRGsuite 42 contains the mechanisms necessary to define cavities with GetCleft and trim their size manually in a convenient manner.
The effect of increasing the noise in the definition of binding site has not been reported for other methods with a few exceptions. IsoCleft uses a two-stage C α /all-atom graphmatching algorithm and has an AUC of 0.70 at 5 Å that drops to AUC 0.64 for the OM model (defined with GetCleft) on a subset of 72 entries of the Kahraman data set. The SOIPPA algorithm does not require a predefined binding site and can easily compare whole protein structures. This is possible due to the C α representation, which decreases the size of the search space. To compensate for the simplicity of the model, evolutionary information is added by assigning an amino acid conservation score. This allows an interesting speed/accuracy compromise. Shulman-Peleg et al. 23 compared binding sites defined with 4.0 Å around the ligand but also tested the comparison of binding sites against whole proteins and whole proteins against whole proteins in the validation of siteEngine. The protein representation in siteEngine consists of replacing amino acids with functional pseudocenters and the search uses a geometric hashing algorithm and a scoring that incorporates surface curvature. One concern about redundancy must be raised for the data set used by Shulman-Peleg et al. and in general for the data sets used to validate binding site similarity methods. Sequence identity thresholds of 30−40% are often the norm, and this threshold does not properly remove structurally redundant examples as shown above.
Adding additional information such as curvature or evolutionary conservation may help zoom in on areas of the cavity more likely to bind a ligand and effectively decrease the search space. Thus, while some methods integrate this information directly, this type of information could be used in IsoMIF as a preprocessing step during the definition of the binding site search area. One must be careful to not place too much weight to such measures and bias the definition of binding sites as this could lead to a decrease in performance. In the case of geometric measures such as curvature, this is due to the potential effect of flexibility. In the case of conservation, the patterns of conservation in cases of convergent evolution may vary widely (see Discussion section).
Effect of Structural Variability. Protein structures can exhibit a continuum of movements from small subrotameric and rotameric side-chain movements and small backbone and loop rearrangements to the movements of entire domains. For example, side-chain rotamer changes upon ligand binding occur in 90% of cases. 52 Flexibility is often related to function and 
Article stability. 53 IsoMIF implicitly accounts for structural variability with the 3.0 Å user-defined distance threshold employed in the creation of edges in the association graph ( Figure S4 , Supporting Information). However, it is interesting to measure to what extent structural variability affects the detection of similarities.
Normal mode analysis (NMA) is particularly well suited to perform large-scale dynamic analyses as it is a computationally inexpensive technique. Our group recently introduced ENCoM, a coarse-grained NMA analysis method to account for the nature and magnitude of atomic interactions. 54 Among other applications, ENCoM is capable to model loop and domain movements upon ligand-binding with better accuracy than other NMA methods. 54 We utilized the ENCoM Server In what follows, we refer to the original PDB structures of the Kahraman data set as unperturbed and each model as a perturbed structure. Each perturbed structure is used as a query against the Kahraman data set to classify the remaining 79 unperturbed entries with respect to their MIF similarities to the perturbed model. Thus, for each model, we can calculate an AUC that can be compared to that of the parent unperturbed structure. In Table S6 of the Supporting Information, we show the mean AUC for perturbed models within each ligand class as a function of the range of binding site RMSD with respect to unperturbed structures for cases where the AUC of the unperturbed structure is equal or higher than 0.85. The reason to restrict the analysis to cases where the unperturbed query can be classified successfully is to study the effect of flexibility on cases where other confounding factors (see Discussion section) are less prominent. For relatively small ligands such as glucose (GLC), even the slightest perturbation of the binding site (RMSD up to 1.0 Å) leads to a drastic decrease in mean AUC. Interestingly, as the range of variation increases, the AUC steeply increases. We believe that the initial drop is an artifact related to relatively small binding site perturbations actually causing drastic changes in the volume of the cavity detected by GetCleft. For larger ligands, this effect seems to be attenuated. Medium-sized ligands seem to also be affected in this way but less so than GLC. Large ligands such as HEM or FAD do not seem to be affected at all by this and have a mean AUC similar to that in the absence of perturbations. In several cases (FMN, FAD, HEM, NAD), there is a small but steady pattern of decrease in average AUC. In other cases (ATP and AMP), the mean AUC seems to oscillate, whereas in the cases of EST and GLC the mean AUC increases with the increase in binding site RMSD. It is possible that increasing binding site structural diversity in the cases of EST and GLC permits a better sampling of conformational space translating into increases in AUC. Lastly, we performed a related experiment in which instead of using as query a single binding site model (either unperturbed or perturbed) we utilize the entire ensemble. That is to say, for a given target binding site, we select the highest similarity value that can be obtained with any of the structures in the query ensemble (unperturbed or perturbed). As with the analysis above shown in Table S6 of the Supporting Information, we stratify the results according to the range of binding site RMSD variability in the models used to find the highest similarity. Overall, it seems to be slightly beneficial to consider a query ensemble but not for all binding site RMSD ranges (Table S7 , Supporting Information).
The results in Tables S6 and S7 of the Supporting Information suggest that the consideration of structural variability in the query binding sites also increases the similarities between the query and negative examples.
Examples and Applications. The results above show that IsoMIF has superior performance on average compared to other methods. In this section, we present a few examples that highlight some of the reasons why this could be so. Figure 6 shows the result of the comparison of phosphoinositide 3-kinase (1E8X) with biotin carboxylase (1DV2), two proteins bound to ATP with different CATH topologies, with at most 23% sequence identity over a 74 residue overlap. The alignment of the structures with the transformation matrix that superimposes the MIF similarities yields an RMSD of 1.87 Å between the ATP molecules. There are abundant hydrophobic probes (cyan spheres) near the adenine ring with some donor and acceptor probes (blue and red, respectively) in the vicinity of nitrogen atoms of the purine indicating potential H-bonds.
The two structures display two lysine pairs (K807−K288 and K833−K116) that potentially contribute in stabilizing phosphate groups of the ATP. While the distances between the terminal amino groups of pairs K807−K288 and K833−K116 are 5.4 and 1.1 Å, respectively, the molecular interaction field projected into the binding site is found at corresponding positions and represented by negatively charged probes (magenta spheres). This observation highlights an advantage of detecting MIF similarities in the volume of the cavity in locations of potential ligand atoms rather than the position of atoms. Using the latter, the lysine pair K807−K288 could be missed by similarity algorithms that have stringent geometrical constraints or that rely on the position of C α atoms. Thus, although a number of methods that are less sensitive to geometric constraints could potentially capture this similarity, it serves to show that IsoMIF can detect binding site similarities that are the result of distinct arrangements of amino acid residues within the binding site.
Drug repurposing is an exciting new way to exploit existing drug for new targets potentially decreasing the cost and time involved in drug development. 56 The protein Cryptogein (PDB 1BXM) from the plant pathogen P. cryptogea is a member of the elicitins, a highly conserved protein family responsible for tissue necrosis in host plants. The binding site is characterized by a long hydrophobic tunnel with potential H-bonds concentrated at one extremity of the pocket. Interestingly, all top hits found for 1BXM exhibit this characteristic sterol binding site despite the fact that these are embedded within proteins of different folds (Table S8 , Supporting Information). Their functions vary from intracellular transport and transcriptional regulation to signaling pathways. DAF-12 (3GYU, rank 9) mediates steroid hormone−nuclear receptor signaling involved in the progression of larvae cycle associated with strongyloidiasis, a human parasitic disease. Dafachronic acids (DAs) are a potential new class of drugs for this disease, 57 and our results suggest that DAs could be potentially inhibitors of Cryptogein as well as other proteins in Table S8 of the Supporting Information. Figure S5 shows the similarities between 1BXM and four of the top hits found (1ZHZ, 3A51, 3GYU, and 1N83). While they all share the large hydrophobic pocket (cyan spheres) and a polar extremity (blue and red), DAF-12 (3GYU) seems to share more H-bond donor (blue) and less aromatic hotspots with 1BXM than the other top hits. This type of information can be used in a number of ways in drug design by focusing on regions of detected similarities or the remaining dissimilar regions. In a polypharmacological drug design context, similarities shared only between hits can be used to define spatial regions (and the corresponding binding site residues) in which to design favorable interactions to maximize the chance that the developed drug binds to the desired proteins. Likewise, regions without detected similarities between otherwise very similar proteins (either from the same family or across families) can be targeted to prevent binding to potential cross-reactivity targets.
Lastly, another application of methods for the detection of binding site similarities is to detect bioisosteric replacements 
Article code 3GEY) from PDBbind was used as a query against 2343 nonredundant entries (sequence identity threshold 15%) among which one other protein (the Cholix toxin from V. cholerae PDB code 2Q6M), the true positive, was found as the third top ranked solution (AUC = 1.0, EF 10 = 10). The second hit is eukaryotic α-momorcharin (PDB 1AHB), a ribosomeinactivating protein bound to formycin-5′-monophosphate (PDB three-letter code FMP). Figure 7A shows the superimposition of the 3GEY and 1AHB based on the MIF similarities found for five probes. Focusing on the H-bond acceptor probes ( Figure 7B) shows that the H-bond made by 3GEY with the backbone amide of glycine 79 could be made by arginine 163 of 1AHB. While it does not seem to be used in binding Pj34, the donor hydroxyl of serine 112 seems to have a counterpart with the backbone amide of isoleucine 71. Similarly, there are many H-bond donor probes found, and Figure 7C shows the acceptors atoms in each structure that are responsible for these similarities. The ligand seems to bind 3GEY through hydrophobic (cyan spheres in 7A) and aromatic interactions. Shared aromatic interactions are the result of favorable interaction energies between aromatic probes and tyrosine 117 or tyrosine 70, respectively, that can make face-toface aromatic interactions with the inhibitor ( Figure 7D ). With this example, we wish to illustrate two applications of IsoMIF. First, as with the previous example, it is possible that Pj34 binds α-momorcharin and therefore could be repurposed to inhibit it. Second, differences between the two ligands may be exploited to introduce bioisosteric modifications.
■ DISCUSSION
The identification of binding site similarities is not trivial. This is reflected in the number and variety of existing methods. No method obtains an AUC of 1.0 meaning that there are always query binding sites for which it is possible to find negative examples with higher similarity to the query than positive examples. A number of factors contribute to this: the design of methods, ways in which they are evaluated, and limitations observed in nature as a consequence of evolution.
The idea of calculating MIFs has been previously introduced in chemoinformatics in Comparative Molecular Field Analysis (CoMFA) methods. In particular, protein binding site MIFs were used in X-SITE 59 to predict favorable ligand interaction regions within binding sites and later in the AFMoC method 60 to predict binding affinities. These methods are limited by the availability of experimental data but also by the requirement of a reliable ligand or protein superimposition. This limits the comparison of proteins from different families or ligands with different scaffolds as they cannot be reliably superimposed. This limitation prevents the use of MIF-based methods for applications outlined in this paper. The graph matching procedure used by IsoMIF allows the comparison of cavities without requiring an initial superimposition, thus removing the limitation and allowing the comparison of unrelated proteins. In addition to IsoMIF, the previously described FLAP (Fingerprints for Ligands And Proteins) algorithm 28, 29 introduced and applied in BioGPS 30 also permits the detection of MIF similarities without requiring prior superimposition. MIF-based methods have the advantage of having as output a set of common interactions that can be transposed into ligand features, i.e., pharmacophores, which can then be used as input in another algorithms. FLAP differs from IsoMIF in a number of points as discussed in the paragraphs that follow.
A fundamental difference between FLAP and IsoMIF is the extent to which binding-site flexibility is accounted for and the impact that this has on the size of the search space. In FLAP, all combinations of four pharmacophore probes are compared with those of a second cavity to find matches with distance differences below 1.0 Å. Clearly, increasing this threshold augments the search space. This low threshold can bias the search and prevent the selection of better matches with higher distance differences. In IsoMIF, a higher threshold value of 3.0 Å is used to implicitly account for geometric variability due to molecular movements. The performance of IsoMIF was evaluated with thresholds of 1−5 Å (Table S9 , Supporting Information). While 4 Å gives better AUCs for the Kahraman, Homogenous, and Steroid data sets, the 3 Å threshold was chosen for the results in this manuscript due to the faster runtime. Beyond 4 Å, the performance seems to plateau, suggesting most effects of flexibility are captured at this threshold and beyond that nonrelevant similarities are identified.
Another difference between FLAP and IsoMIF lies in the force fields used. FLAP uses the GRID force field to calculate MIFs using its own set of probes and potential energy function whereas IsoMIF uses a decaying exponential function. GRID accounts for electrostatic, hydrogen bonds, Lennard−Jones, and entropic interactions in its potential energy function. In IsoMIF, we use a coarse-grained representation of the intermolecular interaction energy by using a single exponential term with a dimensionality (α parameter) set to 1 for all interaction types. The α parameter could be set individually for charged, H-bond, aromatic, and hydrophobic interactions, differently affecting the potential of each probe and on which a fixed threshold for all probes can be used. Instead, individually, each probe thresholds (Table S2 , Supporting Information) are adjusted, and it is the α values that are fixed to 1. It would be naïve to believe that the potential used in IsoMIF describes intermolecular forces as accurately as more complex force fields do. In principle, IsoMIF could use a more complex force field with coulomb, Lennard−Jones, and other parameters assigned to each atom type using any reference force field (e.g., GRID, Amber, 61 CHARMM 62 ), and intermolecular potential energies could be calculated with their appropriate energy functions. However, as the results demonstrate, even the simplistic representation of molecular interactions utilized in the IsoMIF force field is sufficient to identify biologically relevant similarities with an accuracy comparable or higher than that of existing methods. The consistency of IsoMIF as well as its performance across data sets may be due to the more realistic representation that focuses on interactions aggregating the effect of atomic positions rather than the positions themselves. Additionally, the Bron and Kerbosch approximation (also used in IsoCleft 9 ) permits us to benefit from the powerful search algorithm that is graph matching but with reasonable computational cost. This allows us to include a large number of probes (potential interactions) when building the association graph and still perform high throughput calculations.
In the absence of benchmark data sets for the validation of methods for the detection of similarities, we opted to compare the performance of IsoMIF to that of a number of other methods on several data sets. While such data sets vary in the details of how they are created, the comparison across data sets makes it possible to have a more unbiased measure of the overall performance of the method. We compared IsoMIF to a number of methods for which such data exists. Unfortunately,
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Article the FLAP method has not been tested in any of these data set, and the method is not freely available, thus making it impossible compare FLAP to IsoMIF or any of the other existing methods.
Using crystallized ligands to classify proteins as true positives may lead to artifacts in the validation of methods. Two proteins that were crystallized with different ligands could both bind other identical ligands. One alternative would be to use experimental binding profiles to define true positives more accurately, that is, a vector that defines the binding (or enzymatic activity) of proteins to a large number of ligands. 63 In this case, care must be taken to ensure that the data comes as a result of binding to the same binding site and not a mixture of binding sites (e.g., allosteric binding sites). One important caveat is that whereas one expects a correlation between binding site similarities and binding profile similarities in the case of cognate ligands as a result of divergent evolution, this does not have to be the case for designed molecules such as inhibitors. To illustrate this point, imagine two enzymes from the same family, say protein kinases. When developing an inhibitor, the most likely potential cross-reactivity targets that will be made sure not to bind the inhibitors are likely to be those most similar to the target of the inhibitor. Thus, when trying to correlate binding site similarities with binding profiles for inhibitors, the cases where the highest levels of similarity are expected to be found, particularly within members of the same protein family, are the ones likely to have the lowest levels of binding profile correlation.
Still in the case of divergent evolution, high levels of binding site similarity do not unequivocally mean that two proteins bind the same ligand. For example, mutations may lead to binding promiscuity 64 that can be then exploited through a different set of mutations to shift the affinity of the protein from one ligand to another. Such differences may be below the discrimination capabilities of existing methods that would classify the two proteins as having the same molecular function (i.e., binding the same ligand). In such cases, if these small-differences have drastic effects 9 then IsoMIF may be able to correctly decrease the relative similarity between the pair of proteins. Furthermore, in many cases, binding site mutations are also known to not disrupt ligand binding. 38, 65 Such mutations may even occur in evolutionarily conserved positions.
In the case of proteins with different folds that as a result of convergent evolution bind similar or identical ligands, only a small and potentially different set of interactions may be responsible for binding. We previously observed that conservation is a very poor predictor of binding site similarities in these cases. 9 Thus, it may be more difficult to determine that two proteins bind such ligands. For example, NAD, ATP, and FAD can adopt highly diverse conformations. 66 It was shown that sequence motifs around the pyrophosphate atoms of FAD are more conserved than near the flavin or adenine ribose. 67 The latter two moieties are large and can participate in multiple combinations of hydrogen bonding, aromatic or hydrophobic interactions, with each combination yielding different binding modes. The problem is even more complex when considering the role of structural waters that mediate interactions between the ligand and the protein.
Thus, the intermolecular interactions within a binding site are complex, synergistic, environmentally dependent, and evolutionarily idiosyncratic. The above considerations led us to hypothesize 9 that binding site residues may be responsible for selectivity as much as specificity of ligand binding. It is necessary to take in consideration the spatial and temporal cellular contexts in which interactions between a protein and a ligand take place relative to the competing pool of proteins and ligands present to fully understand molecular recognition. Therefore, the large scale integration of systems and structural computational biology remains a challenge 68 that needs to be overcome to fully explain molecular recognition events.
■ CONCLUSIONS
In this work, we present IsoMIF, a tool to detect molecular interaction field similarities in protein binding sites. IsoMIF was extensively validated using a number of previously used data sets, thus making it possible to compare the performance of IsoMIF to that of other methods. The mean AUC obtained across data sets for IsoMIF is higher than those of other methods. Furthermore, while IsoMIF obtains consistently high AUC values across data sets, other methods perform more erratically across data sets. Like other methods for the prediction of binding site similarities, IsoMIF can be used to predict function from structure, to detect potential crossreactivity or polypharmacology targets, and to help suggest bioisosteric replacements to known binding molecules. Given that IsoMIF detects spatial patterns of molecular interaction field similarities, its predictions are more directly related to pharmacophores and may be more readily translated into modeling decisions in structure-based drug design. Furthermore, unlike other methods, IsoMIF may in principle detect similar binding sites with distinct amino acid arrangements that lead to equivalent interactions within the cavity. It may also decrease the similarity between two binding sites that differ by a small but critical (in terms of their effect on the MIF) number of mutations. IsoMIF can be readily adapted to predict MIF similarities on protein surfaces to study protein−protein interactions as well as around small molecules. In the latter case, the Comparative Molecular Field Analysis (CoMFA) of sets of ensembles of small-molecule conformers is permitted to perform without requiring that they share a large common chemical scaffold for their superimposition to define a common grid. Finally, the freely available source code to calculate and visualize MIFs and detected MIF similarities make IsoMIF a welcome addition to the arsenal of methods for prediction of function of proteins, to understand molecular recognition, and to exploit similarities in drug design such as in drug repurposing and polypharmacology and the prediction of the molecular determinants of drug toxicity.
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