Abstract. Multiplicativeand additiveSchwarz methodsare applied to the algebraic problemsarising from the nite element or nite di erence approximationsof obstacle problems with convection-di usion operators. We show that the methods are monotonously convergent in the subset of supersolutions. Moreover, we present a new technique, by which we obtain two-sided approximations for the mesh contact domain. Numerical experiments are included to illustrate the theoretical results.
Introduction
In this paper we consider the numerical solution of obstacle problems with convection-di usion operators by Schwarz-type overlapping domain decomposition methods. We present here some theoretical and experimental results reported earlier in 7] .
The motivation for studying the solution of obstacle-type variational inequalities by methods based on the ideas of domain decomposition is natural because of their complementarity property 10]: the solution of the obstacle problem decomposes the domain into two (possibly overlapping) subdomains: one, where the solution equals to a given obstacle function, and the other, where the solution satis es linear equations. Several papers have been issued about overlapping domain decomposition methods for the obstacle problems, e.g. 2], 6], 9], but in those papers there are no considerations about taking advantage of the complementarity property in order to construct reasonable domain partitions. Moreover, the results of those papers are valid only for self-adjoint operators.
It is clear that the multiplicative and additive Schwarz methods being applied to the mesh systems arising from the nite di erence or nite element discretizations of the di erential problems are particular cases of block relaxation methods with overlapping groups of unknowns. The convergence of the block relaxation methods without overlapping applied to the algebraic obstacle problems was studied for the self-adjoint case in 3] and for the case of M-matrices in 1].
The paper consists of two parts: In the rst one, we formulate the problem and give the convergence results for the multiplicative and additive Schwarz methods.
We can show that methods are monotonously convergent in the subset of supersolutions. In the second part, we introduce a new technique to obtain two-sided approximations for the mesh contact domain. The technique can be used within the Schwarz methods to decompose the computational domain into overlapping subdomains with linear and obstacle subproblems. We include some numerical experiments to illustrate this technique.
Let be an open bounded polygon in R 2 . We consider the following obstacle problem: Find u 2 K such that
where K is a closed, convex subset of H 1 0 ( ):
and the bilinear form corresponds to the convection-di usion di erential operator: We assume that the matrix A is an M-matrix 11], not necessarily symmetric. Under the assumptions made it can be shown that the problem (5) has a unique solution 4].
Schwarz overlapping domain decomposition methods
Let h { the set of mesh nodes, or the mesh domain { be decomposed into m overlapping subdomains (i) h such that h = S m i=1 (i) h , and every mesh node Here, we mean by the monotonous convergence in the subset S, that for all u 0 2 S the algorithms generate a monotonic decreasing sequence fu k g, which converges to the solution of the problem (5).
Two-sided approximations for the mesh contact domain
The aim of this section is to construct two-sided approximations within the domain decomposition methods of Section 2 for the mesh contact domain G h ,
G h = fx j 2 h j u j = j g; where u is the solution of the problem (5).
Let a monotonously decreasing sequence fu k g be given such that u k ?! Naturally, this information can be used to construct reasonable domain partitions for the Schwarz methods. Furthermore, these partitions can be modi ed within the domain decomposition procedure.
Numerical experiments
This section consists of two examples: in the rst example we illustrate by means of gures the technique of two-sided approximations, and in the second example we compare execution times of an iterative procedure based on our approach and one traditional solution algorithm, the SOR method with projection.
Let be the unit square and consider the obstacle problem (1) with the following data: f ?6, (x) = ?dist(x; @ ), a 1,b (5; 5), c 0, where the function dist( ; @ ) means the distance from the boundary of . Thus, we consider the obstacle problem with the nonself-adjoint operator. We have solved the problem by a multiplicative procedure, and Figure 1 demonstrates the behaviour of the algorithm. We have denoted by dots ( ) the contact subdomains, by stars ( ) the problematic subdomains, and white regions denote the linear subdomains of each iteration step. It can be seen that the problematic subdomains are e ciently reduced by the two-sided approximations. Hence, Schwarz methods can be applied such that in the main part of the domain linear subdomain solvers are used. In the second example we consider the obstacle problem (1) in the unit square with the data: a 1,b (0; 0), c 0, 0, and
1; x 2 (3=8; 5=8) (3=8; 5=8); ?2; otherwise.
We have implemented the multiplicative Schwarz procedure, which makes use of information of the two-sided approximations in such a way that we decompose the computational domain into rectangular subdomains such that the problematic subdomain of each iteration step is included in one of the subdomains, and others are linear subdomains. Then we apply the multiplicative Schwarz method such that in the linear subdomains we use fast direct solvers based on the fast Fourier transform, and in the nonlinear subdomains we apply the line Gauss-Seidel method. The additional linear problems needed to construct two-sided approximations are solved by the ctitious domain method.
In Table 1 we see the execution times of the projected SOR-method 5] with the acceleration parameter ! = 1:7 (PSOR) and the algorithm described above (DDM). We notice that the domain decomposition algorithm based on the twosided approximations works faster in all cases above. We emphasize, that this algorithm is only the simplest implementation procedure without any acceleration. 
