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INTRODUCTION 
In this paper we shall study the lattice of partitions of an n set, here and after 
referred to as 17n . Our basic tools are the “restricted growth” functions intro- 
duced in [l, 21. Restricted growth functions give a natural linear ordering of the 
partition lattice. We shall mostly be concerned with the interplay between this 
linear ordering and the usual partial order. 
As a result we shall obtain information about the incidence relations between 
successive rank rows of 17, as well as some combinatorial identities which might 
be of some interest. 
To state our results we need to introduce some notations and make some 
definitions. 
DEFINITION 1 (Restricted growth functions). Let 1, = (1, 2,..., n}. A func- 
tion f : I,, ---f I, is said to be of “restricted growth” if and only if 
(4 f(l) = 13 
(b) fb + 1) G 1 + $!~,f(“>. 
We will denote R.G. functions by vectors (ai , ua ,..., a,) where a, = f(v). 
We shall set, for 01 = (ur , u2 ,..., a,) 
and shall refer to (I.lb) as the “restrictedgrowthproperty.” 
The collection of R.G. functions on 1, will be referred to as RG(n). 
There is a one-to-one correspondence between l7, and RG(n) which can be 
defined as follows. Let d = {A,, A, ,..., A,} be a K-block partition and let i, 
be the smallest number occurring in A, . We shall always assume that the A’s are 
labeled in such a manner that i . i , za ,..., ik is an increasing sequence. 
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This given we define T&l to be the function f: I, -+ I,, which takes the value 
v on the set A, . 
It is easy to see that T&l is always an R.G. function and that the map TO: 
17, --f RG(n) is one to one and onto. 
By means of TO we can give a total order to i7,, . 
DEFINITION 2 (Lexicographic order of partitions). If O? and 9 are elements 
of II,, we shall say that fl “lexicographically precedes” %? and write fl < g if 
TOO2 precedes T@ in the lexicographic ordering of n-tuples. R.G. functions can 
be inductively constructed as follows. Say B, is the cardinality of RG(n) and 
is the lexicographic list of the elements of RG(n). Then the lexicographic list 
of RG(n + 1) is simply 
6% > 11, (a1 3 q,..., (a1 , m(4 + 11, 
6%) I), (a, > 2),..., (as, 4%) + I>, 
. . . . . . . . . . . . 
( %” , 1)s hi” 9 2),..., (OLe, 3+tm) + 1). 
This simple fact can be carried over to partitions as follows. 
For 6V = (A, , A, ,..., A,} E II, we let @a denote the list 
(A, u b + 11, A, ,..., 4 
(4 , A, u {n + L., Ad 
. . . . . . . . . 
{A, , A, ,..., A, u {n + 111 
{A, , A, 9..-, Al,, in + 1)). 
This given, if 6Yr , GYz ,..., as- is the lexicographic list of II,, then 
@G& , @a$ )...) @a& 
is the lexicographic list of D,,, . 
DEFINITION 3 (Coalescing). If a = {A, , A, ,..., A*} is a K-block partition, 
the (K - 1)-block partition 
ai, = {A, , A, ,..., 4-1, Ai u A,, Ai+1 ,..., 4, > 4+, >..., AL) 
is said to be obtained by “coalescing” the.ith and jth blocks of GZ. 
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The collection of (k - I)-partitions obtained by coalescing blocks of G’Z will be 
denoted by rr(O’l). The elements of a(a) in lexicographic order are 
Note that coalescing always lexicographically decreases a partition. This fact is of 
crucial importance in the following. 
For a given k-block partition GZ we let N(a) be the collection of the “new” 
elements in ~(a). That is those (k - 1) partitions in rr(GZ) that cannot be 
obtained by coalescing k-block partitions lexicographically.preceding a. 
We may now address outselves to one of the central questions in this paper. Let 
y1 3 yz ,..., yscn,~) be the k-block partitions in lexicographic order. Let for each i 
ci denote the cardinality of N(yJ. 
The main stimulus for our work has come from a desire to obtain a systematic 
way of obtaining the ci’s. Actually, we are able to list the elements of N(y,) and 
have local and global theorems concerning ci’s. 
To state these results we need a few more definitions. 
DEFINITION. An element 12 of II,, is said to be a “sterile” partition if n does 
not appear as a singleton block in CZ All other elements of II,, will be called 
“f,tile” partitions. A fertile partition 02 of II, is said to be of “order V” if it can 
be obtained by taking a v-block sterile partition ~3 in Ii’, (I < n) and adding to 39 
the singleton blocks 
v + I), {I + 2),..., (4. 
These will be referred to as the “terminal blocks of a. 
We can now state our first local result: 
THEOREM 1.1. Let G? be a k-block partition of I;r, . If r2 is fertile then N(B) 
consists of those (k - 1)-block partitions which are obtained by coalescing a tmminal 
block of Q? with ow of the preceding blocks. Furthermore, if 6X? is f&ile of order v then 
I NtWl = (;) - (2”). (1.2) 
Finally ;f C!! is sterile then N(a) is empty. 
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DEFINITION. If 01 and B are two partitions we shall refer to the collection 
of partitions which are lexicographically between O! and 99 as the “segment 
[fl, RI-” 
This given, we have the following remarkable fact: 
THEOREM 1.2. For each i N(y,) consists of those (k - l)-block partitions which 
Zie in the segment [yiml , ~~1. 
This result will be used later to derive a global theorem concerning our 
quantities 
Cl, 62 9--*> Cs(n,lc) (I-3) 
defined above. 
Indeed, we shall put together an operator which for each R and k produces the 
whole vector in I.3 purely algebraically without referring to the partition lattice. 
This is stated in Theorem 2.1 below. 
Theorem I.1 yields an interesting identity for Stirling numbers. Indeed, 
we have 
Sh.k) 
s1 C$ = S(n, k - 1). 
Now, from (1.2) we get that ci = (3 - (;) every time yi is fertile of order v. 
Note that the number of K-block fertile partitions in n, which are of order v is 
given by 
S(n + v - k, v) - S(n + v - k - 1, v - 1). 
To see this observe that (1) these partitions are in one-to-one correspondence 
with the sterile v-block partitions in n, (I = n + v - k), (2) the number of 
v-block sterile partitions in l7, is equal to S(Z, v) minus the number of v-block 
fertile partitions in n, , (3) the v-block fertile partitions of n, are in one-to-one 
correspondence with the (v - 1)-block partitions in n,-, . 
This gives the remarkable identity 
S(%k-l)=~(S(n+v-~k,v)-~(n+v-k-l,v-l))~(~)-(;)~. 
W-1 
(1.4) 
This, using the recurrence for Stirling numbers, can also be written in the form 
S(% k - 1) = i vS(n + v - k - 1, v) (G, - (;,I. 
l-1 
It develops that the whole algebraic mechanism which produces the c,‘s 
and the Stirling numbers, themselves, can be extended to a general scheme for 
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producing certain triangular arrays. We shall briefly indicate this fact at the end 
by producing an analog to (1.4) in this general setting. 
Underlining these triangular arrays we have found certain partially ordered 
sets which in a sense generalize the partition lattice and to which the methods of 
this paper extend almost verbatim. We hope to return to these questions in a 
later publication. 
1. PROOFS OF THE LOCAL RESULTS 
Our program is to establish first an auxiliary lemma and make some remarks 
then prove Theorem I.2 and finally derive Theorem I. 1. 
LEMMA 1.1. Let .!3 be a (k - 1)-partition of {I, 2,..., n} and let csl be the 
lexicographically jirst k-partition following a. Then O! is a fertile partition1 
Proof. Set 3Y = {B, , B, ,..., B,-,) and let T&? = (b, , b, ,..., b,). 
Case 1. Say n is not a singleton in g. That is B,-, # {n>. This imme- 
diately implies that 
@J, , 62 ,..*> b,-,) = k - 1. 
Because the only time this quantity can be less than k - 1 is when only b, equals 
k- 1. 
This given, we claim that in this case 
T&l = (6, , b, ,..., b,-, , k). (l-1) 
For, a as defined by (1.1) is clearly a k-block partition and any partition lexico- 
graphically between g and GY is necessarily a (k - I)-partition. 
Case 2. Let B,-, = {n}. Then we can write 37 in the form 
csZ9 = {B, , B, ,..., 4 , (1 + 11, U + %.., @I> 
with 9YV # {I} where 
v+n-Z=k-1. 
Let Bi (1 < i < V) be the block containing 1, then 
T&B = (b, , b, ,..., b,-, , i, v  + 1, v + 2 ,..., k - 1). 
1 Here and in the following we shall use the expression K-partition to mean k-block 
partition. 
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Note that 
because we must have m(b, , b, ,..., b,-, , ;) = v  and one of b, , b, ,..., br-, must 
be equal to v  for otherwise i = v  and B, = {Z}, which is excluded. 
This given, we claim that in this case 
ToGIf = (b, , 6, ,..., b,-, , v + 1, v  + 2 ,..., k). 
Indeed, OJ is clearly a k-partition and if o/l is any partition lexicographically 
between ~3 and C!! then 
T&Z = (4 , b, ,..., b,-, , bl’, b;,, ,..., b,‘). 
From the restricted growth property we derive 
6,’ < “(6, , 42 ,***, L,) + 1 = ” + 1, 
&+, s 6,’ + 1 < v + 2, 
6,’ < b:-, + 1 < k. 
Thus O!’ will be a k-partition only if all of these inequalities are equalities. But 
that happens only when G?’ = 6V. 
Remark 1 .l. There is some further information contained in the above 
proof that is of great importance in the following. Namely, note that in the first 
case assuming b, = i we have 
@ = {B, , B, ,..., B,,), 
CZ = (B, , B, ,..., h-1, Bi - (4, B,,, ,..., &-I , +4>. 
In the second case, if 1 E Bi 
.9 = (B, ,..., B, , (1 + 11, U + %..., (41, 
d = {B, , . . . . B, , Bi - (4 &+I ,..., 4 , {G V + 11, {I + 2L W>. 
This shows that in any case B can be obtained from OJ by coalescing a terminal 
block of O! with one of the previous blocks. 
We are now ready to establish Theorem 1.2. Let O!. be a k-partition and CV be 
the k-partition lexicographically immediately preceding ad. We are to show that 
N(Q) consists of those (k - 1)-partitions which lie in the segment [QZ’, @. 
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From Remark 1 .I we derive that 
(a) every (k - 1)-partition in the segment [a,, CZ!j can be obtained by 
coalescing blocks of a, 
(b) every (k - I)-partition preceding 6Y’ can be obtained by coalescing 
blocks of a k-partition preceding 02. 
Putting this together with the fact that coalescing lexicographically decreases 
a partition we can conclude that 
(1) every (k - 1)-partition in the segment [G?‘, a] belongs to N(a), 
(2) none of the (k - I)-partitions preceding 02’ can be in N(a), 
(3) none of the (k - I)-partitions following Gl? can be in N(O). Q.E.D. 
We are finally ready to establish Theorem 1.1. 
To begin with let us assume that 6Y is a fertile k-partition. Then by definition 
O! = {A,, A, ,..., A,, @I, V + l),..., W 
with A, # (I - 1) and n - E + 1 + v = k, where v is the order of csl. This 
implies that 
with 
T&Z = (aI , a2 ,..., al-, , v + 1, v + 2 ,..., k), 
m(u1 , u2 ,..., al-,) = Y. 
(1.2) 
We are to show that N(a) consists of those (k - 1)-partitions obtained from 6!? 
by coalescing each of the blocks 
V), (I + u,..., (4 
with one of the preceding blocks. 
Using the notation given in the Introduction at the end of Definition 3, the 
partitions obtained in this manner, in lexicographic order, are: 
a l.v+l ~2,Y+-l ... K+l 
fl l-v+2 a2,v+2 ..’ ~v,v+z @+1*v+2 
(l-3) 
Gr 1.k a?&, .‘. a”*, ‘-. a&,,, . 
From Remark I.1 we derive that each element of N(a) is in this list. We want 
to show the converse. To this end note that the partitions in (1.3) all precede UC. 
Thus, in view of Theorem 1.2, we need only show that between the lexico- 
graphically first of these and GZ (that is in the segment [&+r , O!j) there are no 
further k-partitions. 
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Using (1.2) we see that 
T,,t’&,+l = (a,, az ,.a., a,.-, , 1, v + l,... , k - 1). (1.4) 
Comparing (1.2) and (1.4) we see that any partition 0’ that is lexicographically 
between aC,,, and rZ has to be of the form 
TcP’ = (~1 , uz ,..., a,-, , az’, a;+1 ,..a, ~,a’) 
with 
a,’ < rn(Ul )..., az-1) + 1 < v + 1 
a:-1 < a:-, + 1 < k - 1 
(I,’ < a:-1 + 1 < k, 
The only way 67 can be a k-partition is when a,,’ = k, but this can only 
happen if all these inequalities are equalities. That is when al = GL 
Thus we have established that (1.3) gives the list of all the elements of N(a). 
Consequently we have, as was asserted in (1.1): 
I N(6t)l = v + v + 1 + *a* + k - 1 = (“,) - (2”). 
To finish the proof of Theorem I. 1, let a be a sterile k-partition and 0!’ be the 
k-partition lexicographically immediately preceding Q?. By Lemma 1.1 we imme- 
diately derive that there cannot be any (k - 1)-partition in the segment [Q!‘, ac]. 
Therefore, by Theorem I.2 N(ol) must be empty in this case. Our proof is thus 
complete. 
Remark 1.2. Let us denote by N,(0!) the collection of (k - l)-partitions 
appearing in the (S + 1 - v)th row of (1.3). We have shown that 
k-l 
WV = c N&v 
11-y 
Observe that the R.G.. function representations of the elements of N,(Q) are 
(aI , a, ,..., a,-, , v + 1, v + 2 ,... , s, 1, s + l,..., k - 11, 
(a, , a, ,**-, are1 , v + 1, v + 2 ,..., s, 2, s + l,..., k - l), 
. . . . . . 
(al , a2 ,..., al-, , v + 1, v + 2 ,..., s, s, s + l,..., k - 1). 
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And finally note that each of these partitions is fertile of order s. Let us keep this 
in mind for it will be of crucial importance in the proof of our global theorems. 
2. A GLOBAL ALGEBRAIC RESULT 
We need to introduce an operator which associates to each list of partitions 
of 17, a monomial in the free algebra generated by the indeterminates x0 , xi , 
x2 )...) x, . 
We shall call this the “replacement” operator and denote it by R. It is defined 
as follows. If a is a fertile partition of order v then 
R02 = x, . (2.1) 
To be consistent, we must take the convention to consider each sterile K- 
partition as “fertile of order k” and the finest partition as “fertile of order 0.” 
With these conventions if G& , GYa , . . . , G& is a list of partitions of l7, we simply 
let 
R&a2 a’. fli = R&R& ..’ R& . 
Next we introduce an operator T depending on k and acting on the monomials 
m x,, , xi ,..., xlc by setting 
(4 TX, = lj (x$, 
s=Y 
lb) Txi,xi, a*- xi‘ = (TxiJ **. (TxJ ... (Txi,). 
(2.2) 
If w is a monomial then we set 
TOW = w, 
Tlw = T(TE-‘w) tll > 1. 
For instance for k = 2 
TX, = x1xz2, 
T2x, = x x 2x 2x 2 12 2 29 etc.,... . 
This given, we have the following remarkable fact: 
THEOREM 2.1. Let as before y1 , y2 ,..., yStnSk) denote the lexicographic list 
of the k-partitions of l7, , then the monomial 
wh 4 = RYIY, ... ~s(n.h) 
is simply given by the formula 
w(n, k) = Tn--kxO. (2.3) 
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Proof. To start, we fix a value of k and observe that our convention makes 
(2.3) true for it = k. 
Thus to prove (2.3) we need only show that for each n > k we have 
w(n + 1, k) = Tw(n, k). (2.4) 
In view of the multiplicativity of T (2.2b), this will be established by showing 
that 
w(n + 1, k) = TRy,TRy, ..a TRyi ... TRY~(,,,~) . (2.5) 
To this end, for O! = {A, , A, ,..., Ak} en,, we let lX denote the list of k- 
partitions 
{A,,u {n + %A, ,*-*, 4J, 
(4 , A2 u in + l>,**., 4, 
(4 , -42 ,***, 4 u in + w, 
and let y6Y denote the (k + I)-partition 
(4 , A2 ,-*-, 4, {n + 1% 
Also, if G&O!a ... GYr is a list of partitons we set 
sol, ‘.. f& = yac,y6g ‘.. yc%!r. 
This given note that if G!!@r ,..., 6VB. is the lexicographic list of the elements 
of l7,, then lXY1y0!J6&y6& ... lVB,y~Bn gives the lexicographic list of the 
elements of &+, . 
This was proved in the Introduction using a slightly different notation. 
To obtain the lexicographic list of k-partitions of D,,, we thus need to apply r 
to each k-partition of nW and y to each (k - 1)-partition of n, and do this in 
lexicographic order. 
However from Theorem I.2 the lexicographic list of all these partitions is 
none other than 
NYI) YJYY2) Y2 *-* NYdYi **- N(Y.sw))Ys’s(n.e) * 
Thus 
Wb i- 1, k) = RYN(Yd FYI - Y~T(Y~ 02 -.a YN(Y~(~.~)) hn.rc) . 
This means that to show (2.5) we need only show that 
RyN(y,) m = TRYj - (2.6) 
Suppose then thai yi is fertile of order Y. From Remark 1.2, we derive that 
N( yi) is obtained by juxtaposing the lists 
WY,) Nv+d~i) -** N+I(Y~). 
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However, observe that N,(yJ consists of s (k - 1)-partitions fertile of order s. 
Since, as we can easily see, y does not change the order of a partition, we imme- 
diately get that 
RYNs(Yi) = w- 
On the other hand, r changes every k-partition into a list of K sterile parti- 
tions. Thus by our convention 
Rryi = (x#. 
Putting all this together we obtain 
RYN(yi) ryi = (x~)Y(x,+~)~+~ --- (x,$ = TX, 
which gives (2.6). Thus our theorem is established. 
3. IDENTITIES FOR SOME TRIANGULAR ARRAYS 
Let fo ,fl ,...,fn ,-.. be a fixed sequence of reals. We shall be concerned 
here with the triangular array F(n, K) (- 1 < K < n) which is constructed from 
the recursion 
F(n+ Lk) =F(n,k- l)+f&,4 
starting with the boundary conditions 
(3.1) 
F(n, -1) = 0, F(n, n) = 1 Vn. 
It is convenient to define F(n, K) for all n, K by setting 
F(n, k) = 0 Vk < -1 and k > n. 
These triangular arrays include the “binomial,” “Gaussian,” and “Stirling” 
arrays which are obtained by setting fk = 1, fk = qk, and fk = k, respectively. 
But more generally, when the fk’s take positive integer values, the numbers 
F(n, k) count certain combinatorial objects connected with structures which are 
generalizations of the “subset,” “subspace,” and “partition” lattices. 
We shall not get into these matters here. However, we would like to show 
that a “commutative” analog of Theorem 2.1 holds in general for all these 
triangular arrays. To this end we introduce for a fixed k a linear operator S 
(depending on k) and acting on the real vector space spanned by the independent 
transcendentals 
YO 9 yl Y***Y Yk 
by setting 
8% = f& + fv+lYv+l + ". +fkYk- 
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Our result can be stated as follows. 
THEOREM 3.1. FOY each 0 < K < n we hoe 
F(n, K) = ~S’+~yo Iyo-yI P.s._ vpl . (3.2) 
Before giving the proof we need to make some observations. 
We note first that this result in the case fk = k is very closely related to 
Theorem 2.1. To see this, let us think that the q’s of Section 2 are positive reals 
and sety, = log x, . This given, we see that for each monomial w in x0 , xi ,..., x, 
we have 
log Tw = Slog w. (3.3) 
Thus, taking logarithms of both sides of (2.3), after a repeated use of (3.3) 
we get 
log w(n, K) = S”-icy, . (3.4) 
On the other hand, if we indicate by cp(n, K; V) the number of K-partitions in fla 
that are fertile of order v we have 
log W(% k) = i 94% k v) Y” * (3.5) 
v=o 
Of course, if we set y. , yi ,..., yk = 1 then 
log w(n, K) = S(n, k) 
and (3.4) yields 
qn, k) = Sn-kyo Iyo-yl _...P yrl 
which is formula (3.2) in the special casef,, = V. 
Keeping this in mind, it is not difficult to put together a proof of Theorem 3.1. 
Indeed, formula (3.5) can be used to motivate our steps. 
Recall that in the Introduction we obtained 
&z, K; v) = S(n - K + v, v) - S(n - K + v - 1, v - 1). 
Combining this fact with (3.4) and (3.5) we set 
As*--kyo= 5 [S(n-~+v,v)-s(n-A?+v-l,v- l)]Y”. (3.6) 
t-0 
Now, this result holds true in general. Indeed, we have 
THEOREM 3.2. For any sequence {fv} and any integer M >, 0 
Sz= f [F(M+v,v)-F(M+v- l,v- l)]yY. (3.7) 
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S”yo = i BM,~Y~ ’ 
V=O 
Then by the definition of S 
S M+l fh =iB M.v i: fey, = ? fur, i BM.~ * 
V=O iA=v Ld=O v=O 
This gives the recursion 
B A4+1.u = fu i Bhl,” . 
“=O 
(3.8) 
All we need to do then is show that the quantities 
F(Mfv,v)-F(MfV- l,V- 1) (3.9) 
satisfy (3.8) as well as the initial conditions satisfied by B,,, . To this end note 
that (for M = 0) 
F(v, v) - F(v - 1, v - 1) = 
! 
‘7 for ’ = ‘1 = go,, . 
0,forv 3 1) 
Furthermore, we have 
fu i. [F(M + v, 4 - F(M + v - 1, v - l)] = f,F(M + p-c, p). (3.10) 
Now, the recursion (3.1) yields 
f,F(M+cL,p) =F(M+ 1 +p,d--(M+c~,cL- 1). 
Combining this with (3.10) we see that the quantities in (3.9) do satisfy the 
recursion in (3.8). This completes the proof of Theorem 3.2. 
Theorem 3.1 is now an immediate corollary. For upon setting M = n - k in 
(3.7) we get 
h 
S”-‘“Yo llo’yl =...= y*=1 = 2 [F(M+v,v)-F(M+v- l,v- l)] 
“=O 
= F(M + k, K) = F(n, k). 
So Theorem 3.1 is also established. 
Before closing we would like to point out that our methods lead to several 
new identities concerning binomial and Gaussian coefficients and Stirling 
numbers. 
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To begin with, there is a general formula which generalizes the identity in (1.4). 
This can be stated as follows. 
COROLLARY 3.1. 
F&k-l)=f:[F(n-k$v,v)-F(n-kfv-l,v-l)] 
v-0 
x (F(k, k - 1) - F(v, v - 1)). 
Proof. Upon applying S to both sides of (3.7) we get 
s”+‘yo = i [F(M+v,v)-F(M+v- l,v- l)] if,r.. 
v-0 lb==” 
(3.11) 
LettingM=n-k- 1 andy, =yl =.a* ==yb = 1 andusingTheorem3.1 
we obtain 
F(n,k) = i[F(n-k- 1 +v,V)-I+-k- 1 +v- l,v- 1)] &. 
V-0 U=Y 
(3.12) 
To get (3.11) all we need to do is replace k by k - 1 in (3.12) and observe that 
(3.1) yields 
zju = F(k, k - 1) - F(v, v - 1). 
We note that in the casefk = 1 formula (3.12) yields a curious identity for 
binomial coefficients, namely; 
COROLLARY 3.2. 
n-k-l+v (n-k-l)(k+l-v) 
V )( 1 (n-k-1+-t) . 
This is somewhat striking since 
n-k-l+v 
V ) 
is elementary (see [3]) and 
(n - k - l)(k + 1 - v) 
n-k-ltv 
is a set of nontrivial weights. 
607/26!3-6 
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Other interesting identities can be obtained by studying the iterates 
SMX, (for M = 0, 1, 2,...). 
For the case Y > 1 the formulas corresponding to (3.7) involve in addition 
to the array F(n, R) also the “inverse” array H(n, K) which is the solution of the 
recursion 
H(n + 1, k) = H(n, K - 1) -fJqn, K). (3.13) 
We state here without proof one of the most curious such identities. 
THEOREM 3.3. IffF(n, k) satisfies (3.1) and H(n, k) (3.13) then VM > 0 
Specializingf, = 1 andf, = K gives 
COROLLARY 3.3. 
1 = lie (-l)Y (“,)(“,’ “). 
COROLLARY 3.4. 
kM = f s(k, v) S(M + v, 4, 
“=O 
where s(n, k) denote the Stirling numbers of the$rst kind. 
We should point out before closing that in passing from the operator T of 
Theorem 2.1 to the operator S of Theorem 3.1 some information as to structure 
of the lattice of partitions is lost. This information is contained in the non- 
commutativity of the variables x, . As we can surmise there are noncommutative 
analogs of Theorem 3.1. 
In the particular cases fE = 1 (subset lattice), fk = q” (lattice of subspaces), 
fk = 2 (lattice of faces of an n-cube ordered by inclusion), these noncommutative 
results, just as in the case of Theorem 3.1, can be obtained by working with an 
appropriate lexicographic ordering. This points the way for a study of the 
combinatorial organization of all these different lattices from the same point 
of view. 
We hope to return to these matters in more detail in a later publication. 
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