Purpose -Data preparation plays an important role in data mining as most real life data sets contained missing data. This paper aims to investigate different treatment methods for missing data. Design/methodology/approach -This paper introduces, analyses and compares well-established treatment methods for missing data and proposes new methods based on naïve Bayesian classifier. These methods have been implemented and compared using a real life geriatric hospital dataset. Findings -In the case where a large proportion of the data is missing and many attributes have missing data, treatment methods based on naïve Bayesian classifier perform very well. Originality/value -This paper proposes an effective missing data treatment method and offers a viable approach to predict inpatient length of stay from a data set with many missing values.
Introduction
In recent years data mining (DM) approaches have been widely applied in the field of healthcare (Ceglowski et al., 2005; Isken and Rajagopalan, 2002; Ridley et al., 1998) . Typically, DM process comprises of six steps: understanding the problem domain, understanding the data, preparing the data, data mining, discovering knowledge evaluation, and finally using the discovered knowledge (Krzysztof and Kurgan, 2002) . Cabena et al. (1998) estimates that about 20 per cent of the effort is spent on business objective determination, about 60 per cent on data preparation and about 10 per cent on data mining and analysis of knowledge and knowledge assimilation steps, respectively.
Why is more than half of the project effort spent on data preparation? Actually, there are a lot of serious data quality problems in real-world datasets. Problems that often encountered include: incomplete, redundant, inconsistent, or noisy data. These serious quality problems if not addressed will certainly reduce the performance of data mining algorithms (Liu and Motoda, 1998) Hence in many cases, a lot of effort and time spent on data pre-processing phase. The application of efficient and sound data pre-processing procedures can reduce the amount of data to be analysed without losing any critical information, improve the quality of the data, enhance the performance of the actual data mining algorithms and reduce the execution time of mining algorithms (Liu and Motoda, 1998) . A number of widely used and effective data pre-processing techniques that proved to be useful in practice include: data cleaning, integration, and transformation (Han and Kamber, 2000) . In addition to these, feature selection, extraction, construction and discretisation are also widely applied (Han and Kamber, 2000) and (Kantardzic, 2003) .
This paper focuses on the important issue of dealing with missing values in data pre-processing. The rest of paper is organised as follows. In the next section several well-established methods for handling missing values are introduced. In the section that follows we propose several models to deal with missing values based on naïve Bayesian classifier and information gain method. All the models were applied to a geriatric hospital data set and computational results are reported in experiments section. Finally, conclusions and further work are discussed in the final section.
Methods for handling missing values
Although some of the mining methods (e.g. naïve Bayesian) are robust to missing values, other methods such as decision tree and K-means clustering cannot be performed directly on data that have missing values (Troyanskaya et al., 2001) .
Handling missing values improperly may accumulate more errors and proliferate across subsequent runs. Methods for resolving missing values are therefore needed. The following methods are commonly used to address theses issues:
. (Kantardzic, 2003) . Although this method is the simplest, it is only effective on datasets containing a small account of instances with missing values. Its performance is especially poor when the percentage of missing values per attribute varies considerably (Han and Kamber, 2000) . Further if the instances with missing values account for a large amount in the dataset, its omission will destroy the integrity of the original dataset.
Eliminating instances that contain missing values

.
Replacing missing values with a global constant or attribute mean (Kantardzic, 2003) . The global constant or attribute mean is essentially a new value for the attribute. However, in many cases the replaced values may not be correct. Poor substitution of missing values may introduce inaccuracies and bias to the data and hence this method is not considered to be very effective. (Troyanskaya et al., 2001) . In this method all the missing values in the dataset are approximated with means. For each instance, the distances to all other instances are computed and the k instances with the smallest distances to it are selected. The missing value in the instance is then replaced with the weighted average of the k values belonging to the k nearest instances. The main advantage of this method is that it can provide estimates for both qualitative and quantitative attributes. The major drawback of this method is that for each instance the whole dataset will have to be searched.
K nearest neighbours (KNN) algorithm
. Prediction model (Kantardzic, 2003) . These methods create a predictive model to estimate values that can be used to replace the missing values in the dataset. For example, using the present datum in the dataset, a decision tree or a Bayesian classifier to predict the missing values can be constructed. In contrast to the previous methods, it uses the most information from the present data to predict missing values (Han and Kamber, 2000) and for this reason it is increasingly becoming more popular.
Models for handling missing values
Model building According to the above methods for dealing with missing values, four models for handling missing values are evaluated and explained in this section. Estimating missing values using naïve Bayesian classifier is also discussed.
Model 1 -basic model. Missing values are ignored and upheld in this model. The original dataset, called "dataset 0", which contains the missing values, is used as a training subset. A decision tree using the C4.5 algorithm (Quinlan, 1993 ) is built to evaluate the performance of the model. This model is used as the benchmark for comparing the performance of other models.
Model 2 -Bayesian estimation model. Missing values in this model are replaced by the values that are estimated by a naïve Bayesian classifier. Dataset 0 is used as training set to build naïve Bayesian classifier (Hand et al., 2001 ). This classifier is used to estimate all the missing values in dataset 0. This new complete dataset is called "dataset B". However, different order of estimation will result in different datasets in the Bayesian estimation iteration model. Thus, ten groups of estimate orders are created randomly. Each order builds one Bayesian estimation iteration model. Prediction results of these ten models are different and thus careful order of estimation is needed to find a better solution for this prediction problem.
Data mining algorithms
Model 4 -Bayesian estimation iteration model based on information gain. In the Bayesian estimation model, only one dataset, dataset 0 is used as the training subset. Therefore the order of the estimation has no influence on the final dataset. Regardless of which attribute is estimated first or second, the final dataset is the same. However, model 4 is different from model 3 insofar that the order of the estimation plays an important role in the process of the missing value handling. The aim of this process is to overcome some inherited inefficiency in model 3. More specifically:
. The accuracy of the value estimated early affects the accuracy of the value estimated later. If the incorrect values are used to estimate the remaining missing values, the inaccuracy of values estimated later is higher. If, for instance, the estimation accuracy of the first attribute is x per cent, then the estimation accuracy of the second attribute is (x per cent) 2 , and the estimation accuracy of the nth attribute is (x per cent) n . If, for example, there are nine attributes containing missing values in a dataset and the estimation accuracy of the first attribute is 90 per cent then the estimation accuracy of the ninth attribute is roughly 38 per cent. That is to say, the more values we estimate, the lower the authenticity and reliability are. Clearly this is not the best way to estimate and replace all the missing values in the dataset.
.
In model 3, different choice of attribute at every stage of the estimation leads to different dataset. For every new dataset, new naïve Bayesian classifier has to be built and the values to be estimated after will subsequently change. Accordingly, there are 362,880 (9!) groups of different orders if nine attributes need to be estimated. These 362,880 groups of different orders will result in 362,880 different datasets. The computational cost associated with calculating all these orders to find the optimal dataset is very high.
In the light of these inherited inefficiencies, an effective criterion for choosing an attribute that contains missing values is essential. Here we choose information gain as the criterion for attribute choice. Information theory (Witten and Frank, 2000) provides us with many effective heuristic choices such as gain ratio, distance measure, and relevance for selecting such an attribute. Information gain is a mature criterion, broadly accepted by many researchers. The widely applied decision tree algorithm C4.5 also uses information gain to choose nodes.
According to the descending order of the information gain, we use a Bayesian estimation iteration model to estimate and replace one by one each attribute that contains missing values. The final dataset built under this criterion is called dataset D.
The above models are summarized in Table I . Evaluation of the models Naïve Bayesian classifier, decision tree C4.5 algorithm and information gain are used in this paper. The performance of missing-value handling is evaluated by a decision tree C4.5 prediction model and ten-fold cross-validation (Witten and Frank, 2000) . If the prediction model performs satisfactorily then the performance of missing-value handling model is considered to be acceptable. Decision trees have shown to be particularly robust in healthcare applications compared with neural networks, regression models, and discriminate analysis (Harper, 2005) . The two concepts, prediction accuracy and prediction profit (Liu et al., 2004) , which are used for measuring performance of data mining algorithms are defined as follows.
Prediction accuracy can be applied at two levels, model level and class level:
Prediction accuracy of model ¼ Number of correctly categorised instances Total number of instances £ 100%
Prediction accuracy of class ¼ Number of correctly categorised instances in the class Total number of instances in the class £ 100%
The overall prediction accuracy is a relative value for the original distribution of the dataset. For an original dataset, the maximal class distribution will be the highest prediction accuracy of the dataset, if all the instances in the dataset are predicted to be in this class. Let a be the maximal class distribution of the original dataset. It is of no benefit if the absolute value of the prediction accuracy of the prediction model is very high but not higher than a. In contrast, if the absolute value of the prediction accuracy of the prediction model is very low, but still higher than a then the model is considered acceptable. In order to express this concept, the prediction profit of the model is introduced as follows:
Prediction profit of model ¼ Prediction accuracy of the model 2 a a £ 100%
The prediction profit can also be extended to class level as expressed below:
Prediction profit of class ¼ Prediction accuracy of class 2 Prediction accuracy of class of basic model Prediction accuracy of class of basic model £ 100%
Model experiments
Data mining has a wide use in the healthcare domain. One of the main concerns in the healthcare area is the measurement of flow of patients through hospitals and other healthcare facilities. For instance if the inpatient length of stay (LOS) can be predicted efficiently, the planning and management of hospital resources can be greatly enhanced (Marshall et al., 2005) . Data mining algorithms have also been successfully applied to predict LOS (for example see Harper, 2002; McClean and Glackin, 2000) . However, most healthcare datasets contain a lot of missing values. The accuracy of Data mining algorithms prediction will benefit from an improvement of the dataset in the pre-processing stage. For these reasons we apply all the missing handling models discussed earlier to a real-life dataset to improve the accuracy of predictive models of LOS, especially for those patient spells that have very long LOS. Hospital LOS of in-patients is frequently used as a proxy for measuring the consumption of hospital resources and therefore it is essential to develop accurate models for the prediction of inpatients LOS.
Clinics dataset
The clinics dataset contains data from a clinical computer system that was used between 1994 and 1997 for the management of patients in a geriatric medicine department of a metropolitan teaching hospital in the UK (Marshall et al., 2001) . It contains 4,722 patient records including patient demographic details, admission reasons, discharge details, outcome, and LOS. Patient LOS has an average of 85 days and a median of 17 days. For ease of analysis, the duration of stay variable was categorised into three groups: 0-14 days, 15-60 days and 61 þ days (variable LOS GROUP). The boundaries LOS groups were chosen in agreement with clinical judgment to help describe the stages of care in such a hospital department. The first short-stay group (0-14 days) roughly corresponds to patients receiving acute care, i.e. patients admitted in a critical condition and only staying in hospital for a short period of time. The second, medium-stay group (15-60 days) corresponds to patients who undergo a period of rehabilitation. The third, long-term group (61 þ days) refers to the 11 per cent of patients who stay in hospital for a long period of time.
According to Marshall et al. (2001) on this subject, we extract 28 attributes for pre-processing. Attribute-generalization (Carter and Hamilton, 1998 ) is applied to attributes "SEASON" (the season of admission) and "AGE85" (patients over 85 years of age). Additionally, a grouped Barthel score, which is explained below, is introduced to substitute the original ten different Barthel scores.
The Barthel score is composed of various indices that assess the patient's ability to do every day activities and their dependence on others for support (Mahony and Barthel, 1965) . The score consists of ten different elements -feeding, grooming, bathing, mobility, stairs, dressing, transfer, toilet, bladder, and bowels (Figure 1 ). Each patient is assessed using scales of dependency ranging from 0 to 3. A low score generally means a high level of patient dependency on others while a high score Figure 1 . Attributes depicted in hierarchical structure reflects those patients who are independent and require little assistance from medical staff.
In order to simplify this scoring system for patient dependency, a grouped Barthel score is introduced as in Marshall et al. (2001) . This revised scoring system is defined as follows: heavily dependent (Barthel score # 1), very dependent (Barthel score: 2-10), slightly dependent (Barthel score: 11-19) and independent (Barthel score $ 20). These procedures have reduced the total number of attributes from 28 to 19 in the original data set without loosing any critical information in the making up of clinics dataset 0 (Liu et al., 2004) .
There are many missing values in the clinics data set. More specifically, 3,017 instances (63.89 per cent) contain missing values. The proportion of missing values for LOS GROUP is 63.29, 61.81 and 74.86 per cent, respectively for groups: short-, mediumand long-stay. The accuracy of the prediction model and especially the accuracy related to the long stay group can be increased by handling the missing values appropriately.
Practice and analysis
The prediction accuracies of the models for handling missing values as described in the previous section and the associated accuracy of each class are listed in Table II , while the prediction profits are listed in Table III . The prediction profit of each class is compared with that of the basic model while calculating the prediction profit of a class.
The clinics dataset consists of approximately 39.52 per cent of patients who stay in hospital for a short period of time (short-stay), 49.03 per cent of patients who stay in hospital for a medium period of time (medium-stay) and 11.45 per cent of patients who stay in hospital for a long period of time (long-stay). That is to say, the prediction accuracy of attribute "LOS" will reach 49.03 per cent, if we conclude all the patients are medium stay. Obviously there is a lot of room for improvement.
In Table II , although the overall prediction accuracy of model 2 and the medium stay class of model 2 is a little lower than that of model 1, the prediction accuracy of the Data mining algorithms long-stay has improved a lot. The prediction accuracy of the long stay is 10 per cent in model 1 before the missing values were estimated and replaced. After the missing values were estimated and replaced in model 2, the prediction accuracy of the long-stay has increased to 17 per cent, accounting for a 70 per cent prediction profit. This means that model 2 (Bayesian estimation model) has an active effect on the prediction of the long-stay class, which contains more than 60 per cent missing values. For model 3 -Bayesian estimation iteration model, ten attribute orders were created randomly. According to these order groups ten groups of model and class accuracies were achieved, see Table IV .
From Table II , the average prediction accuracy of the Bayesian estimation iteration model (model 3) is found to be higher than that of model 1, especially for the long stay category, i.e. 188.2 per cent in Table III . Model 3 is therefore more efficient than model 1 and model 2. However, the order of the attribute estimation is a big problem in this model as already explained in section 3. There are 40,320 different orders for eight attributes and only ten of these were showed in Table IV . Hence it is computationally impossible to calculate all the orders to find the optimal values.
As explained earlier, model 4 (Bayesian estimation iteration model) that was developed from model 3 is based on information gain. In this model the attributes that we felt are important to the prediction of LOS were estimated earlier. In this way, the reliability of these important attributes can be assured. The prediction accuracy is also improved through the enhancement of the quality of the dataset. The information gain of attributes in Clinics dataset 0 is showed in Table V. According to the orders in Table V , Bayesian estimation iteration model based on information gain was built and the resulting prediction accuracies are listed in Table VI (note that 0 * in Table VI is the prediction accuracies of the basic model without estimating any missing values).
The prediction accuracy of the model is the highest when the third attribute "ADMGRP" has been estimated (see Figure 2) . The sequence of the estimation has a great effect on the results of the prediction model. A good sequence can improve the efficiency of the model and reduce the time to estimate performance. Hence, model 4 stopped when the first three attributes with missing data have been filled in and this semi-complete dataset D' is then used as training subset for the predictive model. If not, we should replace all the missing data in dataset to finish a complete one. In order to reduce the computational cost, model 4 and model 2 are combined here. First, model 4 is applied to attribute "BARTHEL", "OUTGRP" and "ADMGRP" to make dataset D' and then, model 2 is applied to dataset D' to substitute the remaining missing data and finish the final complete dataset D. Dataset D is the training set for the building and evaluating of decision tree C4.5. The prediction accuracy of the model is 55.53 per cent and the accuracy of each class is 45.4, 69.7, and 29.9 per cent, respectively. Comparing with the model 1, this method is more efficient. Bayesian estimation iteration model based on information gain can reach a greater improvement under a lower cost. Especially for the long stay, the improvement is significant with the prediction profit reaching 211 per cent. The prediction accuracies of the model and each class are higher than that of the Bayesian estimation iteration model based on random attribute order. This is because this model takes the classification contribution of each attribute that is information gain into account.
All the accuracies of models and classes in Table II are summarized in Figure 3 . Models dealing with missing values proposed in this paper can improve the prediction accuracy of the whole model, especially the accuracy of the long stay category. The biggest prediction profit for the long stay is 211 per cent. Obviously, the performance of the missing value handling model is very effective. It is critical to deal with the missing values for the improvement of the prediction accuracy of the long stay, in which the missing values account for more than a half.
Conclusions
Data mining procedures, pre-processing approaches and several different missing-value estimation methods are introduced in this paper. We apply data mining approaches to the healthcare domain in order to predict the inpatient length of stay (LOS). In this paper, four models are developed to improve the efficiency of the prediction these are: Basic model; Bayesian estimation model; Bayesian estimation iteration model and Bayesian estimation iteration model based on information gain. The performance and suitability of these models are evaluated using a real-life dataset. To make full use of every data at hand the values that have been estimated earlier, are used to enrich the present dataset and estimate remaining missing values as in model 3 -Bayesian estimation iteration model. It is very important to decide the order of the missing value estimation. Introducing the concept of entropy in information theory, information gain is used for selecting attributes choice as in model 4 -Bayesian estimation iteration model based on information gain. This model gives a better solution in terms of prediction profits and computational cost. Decision tree C4.5 and ten-folds cross-validation are used to estimate the performances of each model. It is shown that the use of naive Bayesian classifier to predict missing values iteratively in descending order of information gain is the most effective especially for the long stay patients. The proportion of these patients is normally small however they tend to stay for very long time in comparison with the short stay or medium stay patients and hence predicting their LOS can only improve the planning and management of hospital resources.
However, there are some other elements, besides information gain, that may affect the efficient of the methods for missing value handling. An example is the percentage of the missing values for each attribute. If we take this into account, the sequence of the attribute for estimation will change. Further work is needed to find a better order criterion for estimation in order to improve the models in this paper.
