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In this paper we consider a nonlinear equation f (x) = 0 having finitely many roots in
a bounded interval. Based on the so-called numerical integration method [B.I. Yun, A
non-iterative method for solving non-linear equations, Appl. Math. Comput. 198 (2008)
691–699] without any initial guess, we propose iterative methods to obtain all the roots
of the nonlinear equation. In the result, an algorithm to find all of the simple roots
and multiple ones as well as the extrema of f (x) is developed. Moreover, criteria for
distinguishing zeros and extrema are included in the algorithm. Availability of the proposed
method is demonstrated by some numerical examples.
© 2012 Elsevier B.V. All rights reserved.
1. Preliminaries
Recently many root finding iterative methods [1–25] have been proposed. In particular, iterative methods for finding
multiple roots appeared in the literature [26–39]. However, it should be noted that the convergence of most iterative
methods depends on an initial approximation and local behavior of the function f (x) near a root. Well-known traditional
root finding methods and relevant convergence analysis can be found in the literature [40–45].
In this paperwe consider a nonlinear equation f (x) = 0which has finitelymany roots, includingmultiple roots in general,
in a given interval. Based on the so-called numerical integrationmethod (NIM) proposed in [24], we develop a new iterative
method to find all of the roots which always provides convergent iterates without worry over the initial approximation or
the behavior of the function f (x) near a root. Additionally, we extend the method to search every extremum of f (x) on the
interval.
In the next sectionwe introduce a basic algorithm combiningNIM and existing iterativemethods for a unique simple root
in an interval and show that the algorithm generates convergent iterates to the searched root if we only take a sufficiently
large number of the integration points in implementing NIM. In Section 3 we extend themethod to the case of finitely many
simple roots via partitioning the given interval. Furthermore, in Section 4, the method is generalized for finding multiple
roots by using a transformation and, additionally, we show that it is also available to find the extrema of f (x). Criteria for
distinguishing roots and extrema are suggested. We demonstrate the usefulness of the proposed method by performing
several numerical examples and, in the last section, summarize the method with a concluding remark.
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2. A signum based iterative method for a single root
Assume that a function f (x) has a unique simple zero p∗ in an interval (α, β). Referring to the signum based method or
the NIM given in [24], we recall that p∗ can be represented by the formula
p∗ = 1
2

α + β + F(α)
 β
α
F(x)dx

(1)
where F(x) is the signum function of f (x), that is,
F(x) = sgn(f (x)). (2)
Thus, for a large integer N > 0, p∗ can be approximated as
p∗ ≈ q+ δF(α)
N−1
j=1
F (q+ (2j− N)δ) := p0 (3)
where
δ = β − α
2N
, q = α + β
2
. (4)
Then, using the initial approximation p0 defined in (3), we perform an iteration
pk+1 = φ(pk), k = 0, 1, 2, . . . (5)
for an iteration function φ(x).
A basic algorithm for the aforementioned method, which we call a signum based iteration, may be written as follows:
Algorithm-SI (Signum Based Iteration).
[S1] For a large integer N ≥ 0, take an initial approximation by the NIM on the given interval (α, β):
F(x) := sgn(f (x))
δ := (β − α)/2N, p := (α + β)/2
p := p+ δF(α)
N−1
j=1
F (p+ (2j− N)δ) .
[S2] For an iteration functional φ(x) associated with f (x) and for a large integer Kmax > 0, perform the iteration:
k := 0
while (k := k+ 1) ≤ Kmax
r := p
p := φ(r)
if |f (p)| < τ1 or |p− r| < τ2 stop
(τ1, τ2 > 0 are sufficiently small numbers for stopping criterion).
The following theorem gives a constraint for the iterates obtained by Algorithm-SI to converge to the searched zero.
Theorem 1. Let a function f (x) have a unique simple zero p∗ in an interval (α, β) and suppose that the iterative method
pk+1 = φ(pk) used in [S2] of Algorithm-SI is of order d > 1, that is,p∗ − pk+1 ≤ C · p∗ − pkd , k ≥ 0 (6)
holds for a constant 0 < C <∞. Then the iterates {pk} obtained by Algorithm-SI converge to p∗ as long as the number N satisfies
N >

β − α
2

C
1
d−1 . (7)
Proof. From the assumption (6) we havep∗ − pk ≤ C −1d−1 C 1d−1 p∗ − p0dk
by induction. Moreover, in [25] it was shown that the error of the initial approximation p0 evaluated in [S1] isp∗ − p0 < δ = β − α2N .
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Therefore, one can see that the iterates {pk} obtained by Algorithm-SI always converge to the zero p∗ if
C
1
d−1
p∗ − p0 < C 1d−1 β − α2N < 1,
namely, N satisfies the inequality (7). 
Theorem 1 implies that the convergence requirement of the proposed iterative method is just to take a sufficiently large
numberN in the step [S1], which provides a good initial approximation in the result. Contrarily, in implementing an existing
iterativemethodwith an initial approximation chosen randomly, there are some caseswhere the obtained iterates converge
very slowly or they donot converge. Thus themethodproposed byAlgorithm-SImay be a solution of the problemof choosing
an appropriate initial approximation for the employed iterative method to avoid failing in convergence.
3. Finitely many simple roots
We suppose that f (x) hasM (≥ 2) simple zeros, say, p(1) < p(2) < · · · < p(M) in an interval (a, b), and set
hmin = min
1≤i≤M−1
p(i+1) − p(i) . (8)
Assume that for a large integer N0
h = b− a
N0
< hmin (9)
and take nodes on the interval [a, b] as
ξk = a+ k · h, k = 0, 1, 2, . . . ,N0. (10)
The number of the zeros,M is assumed to be known. IfM is unknown, it can be estimated by the formula
1
2
N0
k=1
{1− F (ξk−1) F (ξk)} . (11)
Therein F(x) is the signum function of f (x) as defined in (2). One can see that the formula (11) is still useful when ξk is a zero
of f (x), that is, f (ξk) = 0 for some 1 ≤ k ≤ N0 − 1.
We introduce an extended algorithm for finding finitely many simple roots as follows.
Algorithm-SIM (Signum Based Iteration for Many Simple Zeros).
[SM1] For a function f (x) on an interval (a, b) and for a large integer N0, set the followings:
F(x) := sgn(f (x))
h := (b− a)/N0.
[SM2] Perform the iterations to find zeros (p(m)):
j := 0, m := 0
while (j := j+ 1) ≤ N0
α := a+ (j− 1)h, β := a+ jh
if F(α)F(β) < 0 then
m := m+ 1
go to Algorithm-SI
p(m) := p
if F(β) = 0 then
m := m+ 1
p(m) := β
end if
[SM3] If some zeros are missed, increase N0 (i.e., decrease h) and repeat [SM2]: (M is a given number of the zeros)
ifm < M then
N0 := 2N0
go to [SM2]
end if
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Table 1
Numerical results of the proposed method (Algorithm-SIM with N0 = 20 and N = 10) for the functions fi(x), i = 1, 2, 3.
φ = φN
k Ak(f1) ACOCk Ak(f2) ACOCk Ak(f3) ACOCk
2 1.7× 10−7 2.0060 1.5× 10−6 1.9848 7.7× 10−10 2.0755
4 1.4× 10−26 2.0000 1.2× 10−22 2.0000 2.2× 10−39 2.0000
6 6.2× 10−103 2.0000 5.2× 10−87 2.0000 1.4× 10−157 2.0000
φ = φO
1 9.5× 10−8 – 8.0× 10−7 – 4.7× 10−8 –
2 7.1× 10−28 3.9958 4.7× 10−24 4.0082 2.8× 10−30 4.0336
3 2.2× 10−108 4.0000 5.7× 10−93 4.0000 3.7× 10−119 4.0000
(a) f1(x), F1(x). (b) f2(x), F2(x). (c) f3(x), F3(x).
Fig. 1. Graphs of fi(x) in the upper row and its signum function Fi(x) in the lower row, i = 1, 2, 3.
In implementing Algorithm-SIM, we suppose that the number N satisfies the inequality (7) for an iteration pk+1 = φ(pk)
employed in Algorithm-SI. On the other hand, the step [SM3] is added to ready for a pathological function f (x) which
possesses so closed zeros that some subinterval (ξj−1, ξj) = (α, β) of length h = (b − a)/N0, for an arbitrarily chosen
N0, may contain plural zeros. In other words, the step [SM3] is a procedure for decreasing the length of the subinterval
automatically so that the condition (9) is satisfied.
We now carry out numerical examples, usingMathematicawith 900 digits of precision, for the functions as follows.
f1(x) = 23 −

1
10
− x11

exp

2− x2 , −1 ≤ x ≤ 1
f2(x) = exp (2 sin[6(x− π)])+ x− 1, −1.5 ≤ x ≤ 2
f3(x) = J0(x), 0 ≤ x ≤ 31,
where J0 is the Bessel function of the first kind of order 0.
Fig. 1 shows graphs of fi(x) and Fi(x) = sgn(fi(x)), i = 1, 2, 3. One can see that the functions f1(x), f2(x) and f3(x) have
3, 5 and 10 simple zeros, respectively. Numerical results of the presented method, with N0 = 20 and N = 10, for these
examples are included in Table 1. For the iteration pk+1 = φ(pk) in Algorithm-SIM (i.e. in the step [S2] in Algorithm-SI), we
employed two traditional iterative methods. One is the Newton method
pk+1 = φN(pk) = pk − f (pk)f ′(pk) , k ≥ 0 (12)
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and the other is the Ostrowski method of fourth order
pk+1 = φO(pk) = pk − u(pk) f (pk − u(pk))− f (pk)2f (pk − u(pk))− f (pk) , k ≥ 0 (13)
where u(x) = f (x)f ′(x) . In Table 1 Ak(f ) indicates the maximum absolute value of f of the k-th iterate p(m)k over the zeros
p(m), 1 ≤ m ≤ M . In other words,
Ak(f ) := max
1≤m≤M
f p(m)k  = f p(m′)k  (14)
for some 1 ≤ m′ ≤ M , whereM denotes the number of simple zeros of f (x) in a given interval. In addition, the table includes
the approximated computational order of convergence (ACOCk) for the approximations pk = p(m′)k ,
ACOCk := log |(pk − pk+1)/(pk−1 − pk)|log |(pk−1 − pk)/(pk−2 − pk−1)| (15)
as defined in [6]. The numerical results demonstrate the availability of the proposed method. It should be noted that, in
implementation of Algorithm-SIM for the examples above, the formula (11) was used to estimate the numberM of simple
zeros.
4. Multiple roots
Suppose that f (x) is continuously differentiable and has L (≥ 2) zeros and extrema in an interval (a, b), say, r (1) < r (2) <
· · · < r (L). In this section the zero indicates a simple or multiple zero of f (x), in general. The extremum means a local
maximum or minimum point r with f (r) ≠ 0. Similarly to the previous section, set
hmin = min
1≤i≤L−1
r (i+1) − r (i) (16)
and under the assumption that for a large integer N0
h = b− a
N0
< hmin (17)
we take nodes on the interval [a, b] as
ξk = a+ k · h, k = 0, 1, 2, . . . ,N0. (18)
This implies that every subinterval (ξj−1, ξj) includes one zero or extremum of f (x), at most.
Then, for some ϵ > 0 assumed to be sufficiently small, we employ a transformation fϵ(x) of f (x) which was introduced
in [38] such as
fϵ(x) = ϵf (x)
2
f (x+ ϵf (x))− f (x) (19)
and its signum function
Fϵ(x) = sgn (fϵ(x)) . (20)
Let r be a zero of f (x) in a subinterval (ξj−1, ξj), that is, for an integerm ≥ 1 and for a proper function g(x)with g(x) ≠ 0 on
(ξj−1, ξj)
f (x) = (x− r)mg(x).
Since f (x+ ϵf (x))− f (x) ≈ ϵf (x)f ′(x) in the definition (19), we have for every ξj−1 < x < ξj
fϵ(x) ≈ f (x)f ′(x) =
x− r
m
− g
′(η)
m2g(η)
(x− r)2 (21)
where η is a point between x and r . This implies that fϵ(x) transforms a simple or multiple zero r of f (x) to a simple zero
with
Fϵ(ξj−1) = −1, Fϵ(ξj) = 1 (22)
for h small enough. Therefore, all of the zeros of f (x) can be detected by using the property (22) based on the signum function
Fϵ(x) of the transformed function fϵ(x).
In practice, Fig. 2 depicts the graphs of F(x) and Fϵ(x) for a function f (x) which has two simple zeros (r (1), r (7)), one
multiple zero (r (5)) and four extrema (r (2), r (3), r (4), r (6)). It should be noted that, contrary to F(x) in (b), the signum function
Fϵ(x) in (c) does not miss the multiple zero r (5). The zeros and extrema are indicated by filled circles and unfilled ones,
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a
b
c
Fig. 2. Graphs of f (x) in (a), F(x) in (b), and Fϵ(x) in (c).
Fig. 3. Graphs of the functions f (x) (: thick line) and fϵ(x) (: thin line).
respectively. Additionally, Fig. 3 shows the graph of fϵ(x) by a thin line where we can observe proper behavior of fϵ(x) near
each zero, r (1), r (5) and r (7), while peaks appear near each extremum.
If we search for each subinterval containing a zero by using the property (22), for example, for the case of Fig. 2, the
subinterval containing the extremum r (3) will be inevitably searched. In order to avoid this undesirable situation we need
another criterion, as provided in the following theorem.
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Theorem 2. Let N0 be large enough and satisfy (17). Then there exists a unique zero of f (x) in a subinterval (ξj−1, ξj) if and only
if, for a sufficiently small ϵ > 0, the function fϵ(x) satisfies
Fϵ(ξj)− Fϵ(ξj−1) = 2 (23)
and
fϵ(ξj)− fϵ(ξj−1) < 2(ξj − ξj−1) = 2h. (24)
Proof. Let r be a unique simple or multiple zero of f (x) in a subinterval (ξj−1, ξj), and thus let
f (x) = (x− r)mg(x)
for an integerm ≥ 1 and a function g(x)with g(x) ≠ 0 on (ξj−1, ξj). Then from (21) we have, for sufficiently small ϵ > 0,
fϵ(ξj)− fϵ(ξj−1) ≤ 1m

ξj − ξj−1
+ 1
m2
max
ξj−1<η<ξj
g ′(η)g(η)
 ξj − r2 + ξj−1 − r2
≤ ξj − ξj−1+ max
ξj−1<η<ξj
g ′(η)g(η)
 ξj − ξj−12 .
By the given assumption, we may let N0 be so large, that is, h = ξj − ξj−1 = (b− a)/N0 is so small that
ξj − ξj−1 <

max
ξj−1<η<ξj
g ′(η)g(η)
−1 .
Therefore
max
ξj−1<η<ξj
g ′(η)g(η)
 ξj − ξj−12 < ξj − ξj−1
and we have the inequality (24). The Eq. (23) is clear from (22).
For the proof of the converse, under the assumptions that fϵ(x) satisfies (23) and (24) with a sufficiently small ϵ > 0, we
recall the relation given in (21) as
fϵ(x) ≈ f (x)f ′(x) , ξj−1 ≤ x ≤ ξj.
Assume that there is no zero in the interval (ξj−1, ξj). Furthermore, suppose that f ′(x) ≠ 0 for any x ∈ (ξj−1, ξj). Then there
is no change of the sign of fϵ(x) over the interval (ξj−1, ξj), and thus Fϵ(ξj) − Fϵ(ξj−1) ≠ 2 which is contradictory to the
assumption (23). Next, suppose that f ′(r) = 0 for some r ∈ (ξj−1, ξj)with f (r) ≠ 0. Then form (23) and (21), since the sign
of f (x) is not changed on (ξj−1, ξj), we have
f ′(x) ≈ c(x− r)2n−1
for some integer n ≥ 1 and a constant c ≠ 0. Thus f (x) ≈ c2n (x− r)2n + f (r), and it follows that
fϵ(x) ≈ f (r)c(x− r)2n−1 .
Setting f (r)c = d, since d > 0 from (23), we have
fϵ(ξj)− fϵ(ξj−1) ≈ d

1
(ξj − r)2n−1 +
1
(r − ξj−1)2n−1

>
2d
h2n−1
.
Wemay suppose that h < d1/2n, that is, h2n−1 < d/h. Then we have
fϵ(ξj)− fϵ(ξj−1) > 2h
which is contradictory to the assumption (24). Therefore, there should be a zero of f (x) in the interval (ξj−1, ξj). Uniqueness
of the root is clear from the assumption in (17). 
Further, similarly to Theorem 2, we can have the following theorem which provides a criterion to search the subinterval
containing an extremum.
Theorem 3. Let N0 be large enough and satisfy (17). Then there exists a unique extremum of f (x) in a subinterval (ξj−1, ξj) if
and only if, for a sufficiently small ϵ > 0, the function fϵ(x) satisfiesFϵ(ξj)− Fϵ(ξj−1) = 2 (25)
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Fig. 4. Graphs of the functions fϵ(x) (: thin line) and 1/fϵ(x) (: thick line).
and fϵ(ξj)− fϵ(ξj−1) > 2(ξj − ξj−1). (26)
We note that, for ϵ > 0 sufficiently small and an integer n ≥ 1,
1
fϵ(x)
≈ f
′(x)
f (x)
≈ c(x− r)2n−1 (27)
for all x in each subinterval detected by the criteria (25) and (26). Therefore, we may obtain the approximation to the
extremum r in the subinterval by substitution, f (x) = 1/fϵ(x) in Algorithm SI. For example, the thick line in Fig. 4 illustrates
behavior of 1/fϵ(x) for the function f (x) considered in Figs. 2 and 3.
As a result, using (23)–(26) for the criteria of the searched subinterval, we have the following general algorithm to find
all the zeros including multiple zeros as well as all the extrema of f (x).
Algorithm-SIG (Signum Based Iteration for General Cases).
[SG1] For a function f (x) on an interval (a, b), a large integer N0, and a small number ϵ > 0, set the followings:
fϵ(x) := ϵf (x)2/ {f (x+ ϵf (x))− f (x)}
Fϵ(x) := sgn(fϵ(x))
h := (b− a)/N0.
[SG2] Perform the iterations to find zeros (p(m)) and extrema (q(n)):
j := 0, m := 0, n := 0
while (j := j+ 1) ≤ N0
α := a+ (j− 1)h, β := a+ jh
if Fϵ(β)− Fϵ(α) = 2 and fϵ(β)− fϵ(α) < 2h then
m := m+ 1
f (x) := fϵ(x)
go to Algorithm-SI
p(m) := p
if |Fϵ(β)− Fϵ(α)| = 2 and |fϵ(β)− fϵ(α)| > 2h then
n := n+ 1
f (x) := 1/fϵ(x)
go to Algorithm-SI
q(n) := p
end if
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Table 2
Numerical results of the proposed method (Algorithm-SIG with N0 = 20 and N = 10) for the function f4(x)which has two
simple zeros p(1) and p(3) , a multiple zero p(2) , and four extrema q(n), n = 1, 2, 3, 4.
Roots φ = φN φ = φO
m k |p(m)k − p(m)| COCk k |p(m)k − p(m)| COCk
1
2 1.2× 10−12 2.0004 1 1.0× 10−12 –
4 1.1× 10−46 2.0000 2 4.6× 10−47 4.0012
6 6.6× 10−183 2.0000 3 1.8× 10−184 4.0000
2
2 3.7× 10−11 2.0052 1 2.3× 10−10 –
4 2.4× 10−42 2.0000 2 2.3× 10−38 4.0022
6 3.8× 10−167 2.0000 3 2.1× 10−150 4.0000
3
2 1.5× 10−12 2.0002 1 6.1× 10−13 –
4 3.3× 10−46 2.0000 2 3.4× 10−48 4.0006
6 7.2× 10−181 2.0000 3 3.2× 10−189 4.0000
Extrema φ = φN φ = φO
n k |q(n)k − q(n)| COCk k |q(n)k − q(n)| COCk
1 4 2.2× 10−53 2.0000 2 2.7× 10−58 4.0002
6 3.0× 10−209 2.0000 3 6.2× 10−230 4.0000
2 4 9.4× 10−30 2.0000 2 2.8× 10−29 3.9935
6 4.2× 10−114 2.0000 3 4.1× 10−112 4.0000
3 4 3.8× 10−29 2.0000 2 1.6× 10−28 4.0085
6 6.3× 10−112 2.0000 3 2.7× 10−109 4.0000
4 4 6.0× 10−35 2.0000 2 2.0× 10−30 3.9894
6 9.8× 10−137 2.0000 3 8.0× 10−118 4.0000
[SG3] If some zeros or extrema are missed, increase N0 and repeat [SG2]: (L is a given number of the zeros and extrema)
ifm+ n < L then
N0 := 2N0
go to [SG2]
end if
In implementing above algorithm, we suppose that the number N satisfies the inequality (7) for an iteration pk+1 = φ(pk)
employed in the step [S2] in Algorithm-SI. When the number L of all zeros and extrema is not known, we may estimate it
by using the formula (11) with F(x) replaced by Fϵ(x).
We consider two examples:
f4(x) =

64x4 − 16πx3 − 3π2x2 + π3x− π
4
16

sin(5x)+ x
2
+ 2

, −1 ≤ x ≤ 1
and
f5(x) = (3x− 2)4(2x− 3)2(96x3 − 332x2 + 325x− 75), 15 ≤ x ≤ 2.
The function f4(x) has two simple zeros p(1) = −π4 and p(3) = π4 , a multiple zero p(2) = π8 , and four extrema
q(n), n = 1, 2, 3, 4. In fact, Figs. 2–4 are illustrations for f (x) = f4(x). The other function f5(x) has three simple zeros,
p(1) = 13 , p(3) = 54 and p(5) = 158 , two multiple zeros p(2) = 23 and p(4) = 32 , and four extrema q(n), n = 1, 2, 3, 4.
Tables 2 and 3 include numerical results of the absolute errors for the searched zeros p(m) and extrema q(n) as well as the
computational order of convergence (COCk) defined by
COCk = log |(rk − r)/(rk−1 − r)|log |(rk−1 − r)/(rk−2 − r)| (28)
for the exact value r = p(m) or r = q(n). Therein the exact value of each extremum q(n) is replaced by an iterate q(n)K with K
large enough. The results, with ϵ = 10−6, given in Tables 2 and 3 show that the proposed method according to Algorithm-
SIG provides favorable iterates to each zero and extremum. Moreover, the method results in the consistent computational
order of convergence for each iteration method employed, regardless of the multiplicity of the searched zero. In general, for
further accurate approximation, one may take higher order iterative methods such as, for example, those proposed in the
literature [2,6–10,13,30,31,17,18,22,23,39].
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Table 3
Numerical results of the proposedmethod (Algorithm-SIG with N0 = 40 and N = 10) for the function f5(x)which has three
simple zeros p(1), p(3), p(5) , two multiple zeros p(2) and p(4) , and four extrema q(n), n = 1, 2, 3, 4.
Roots φ = φN φ = φO
m k |p(m)k − p(m)| COCk k |p(m)k − p(m)| COCk
1
2 4.3× 10−10 1.9994 1 6.9× 10−11 –
4 1.2× 10−34 2.0000 2 1.4× 10−38 3.9996
6 8.1× 10−133 2.0000 3 2.1× 10−149 4.0000
2
2 7.8× 10−14 1.9981 1 1.3× 10−12 –
4 4.3× 10−54 2.0000 2 5.6× 10−48 3.9994
6 4.0× 10−215 2.0000 3 1.8× 10−189 4.0000
3
2 1.6× 10−12 2.0064 1 2.6× 10−11 –
4 2.6× 10−47 2.0000 2 3.6× 10−41 4.0027
6 2.1× 10−186 2.0000 3 1.3× 10−160 4.0000
4
2 4.1× 10−10 2.0029 1 5.0× 10−10 –
4 1.2× 10−36 2.0000 2 3.1× 10−36 4.0014
6 9.8× 10−143 2.0000 3 5.0× 10−141 4.0000
5
2 3.2× 10−9 1.9990 1 4.9× 10−10 –
4 1.4× 10−31 2.0000 2 1.2× 10−35 3.9993
6 5.3× 10−121 2.0000 3 4.5× 10−138 4.0000
Extrema φ = φN φ = φO
n k |q(n)k − q(n)| COCk k |q(n)k − q(n)| COCk
1 4 4.1× 10−26 2.0043 2 4.4× 10−29 4.0012
6 9.6× 10−99 2.0000 3 3.1× 10−111 4.0000
2 4 2.1× 10−43 1.9972 2 1.8× 10−40 3.9988
6 1.2× 10−170 2.0000 3 2.7× 10−158 4.0000
3 4 5.6× 10−56 1.9757 2 9.7× 10−44 3.9892
6 1.3× 10−222 2.0000 3 2.8× 10−171 4.0000
4 4 8.5× 10−30 1.9973 2 2.0× 10−32 3.9994
6 5.9× 10−114 2.0000 3 5.7× 10−125 4.0000
5. Conclusions
In this paper we considered a nonlinear equation f (x) = 0 which has finitely many simple or multiple roots in general.
We ultimately aimed to achieve iterates which always converge to the root invariantly, without worry over the initial
approximation, and we proposed some algorithms based on the numerical integration method. The main procedure of the
final method described by Algorithm-SIG can be summarized as follows.
1. Regularization: Transformation of the function f (x) to fϵ(x) in (19), which converts all of the simple andmultiple zeros to
the simple ones.
2. Discrimination: Searching for each subinterval containing a zero or extremum of f (x), based on the criteria (23)–(26).
3. Approximation: Evaluating iterates for the zero or extremum in each initial interval by using Algorithm-SI.
In the result, we have had the advantage of the new method (Algorithm-SIG):
i. It is available for finding all of the zeros and extrema of any function f (x) as long as the assumption (7) is satisfied.
ii. It maintains the order of convergence of the employed iteration rk+1 = φ(rk), regardless of the multiplicity of the zero.
iii. It will always provide convergent iterates without requiring any proper initial approximation.
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