In this paper, we develop a local rank correlation measure which quantifies the performance of dimension reduction methods. The local rank correlation is easily interpretable, and robust against the extreme skewness of nearest neighbor distributions in high dimensions. Some benchmark datasets are studied. We find that the local rank correlation closely corresponds to our visual interpretation of the quality of the output. In addition, we demonstrate that the local rank correlation is useful in estimating the intrinsic dimensionality of the original data, and in selecting a suitable value of tuning parameters used in some algorithms.
are desirable. Both of these measures try to quantify two types of errors that occur during the dimension reduction procedures, (i) non-neighboring points in R p are mapped by ψ to be neighboring points in R q ,
(ii) neighboring points in R p are mapped by ψ to be non-neighboring points in R q .
These two types of errors create a discrepancy between nearest neighbor ranks in the input and output spaces. Therefore they can be measured by calculating the change of nearest neighbor ranks. Measure AR J is the average size of the overlap of J-nearest neighborhoods between the lowdimensional reconstruction and the original data, while LCMC J accounts for the expected random overlap. Besides the neighborhood preservation measures, Goldberg and Ritov [2009] proposed a Procrustes measure that evaluates how well each local neighborhood matches its corresponding embedding under an optimal linear transformation.
The rest of the paper is organized as follows. In Section 2, we introduce a new class of local rank correlation measures. In Section 3, we provide some applications on benchmark datasets. Finally, in Sections 4 and 5, we employ local rank correlations to choose suitable values of parameters used in modelling and tuning.
Local rank correlation
For an observed high-dimensional dataset {x 1 , . . . , x n } ⊂ M and a low-dimensional representation { y 1 , . . . , y n }, we have the following notation:
• · : the Euclidean norm.
2 ): the geodesic distance from x 1 to x 2 on the Riemannian manifold M.
• s ij : the rank of x i − x j in ascending order, counting outward from x i , that is
r ij : the rank of y i − y j in ascending order, counting outward from y i , that is
This identity assumes that there is a bijection between the data points in the input and output neighborhoods. In practice when perfect rank fidelity is not achieved then no bijection can be assumed. Therefore two types of errors could occur due to the mapping ψ.
• Output error: The changes of nearest neighbor ranks r ij from the output space to the input space.
• Input error: The changes of nearest neighbor ranks s ij from the input space to the output space.
These two types of errors can be measured by a local rank correlation between the nearest neighbor distances in the input and output spaces. For a given i, and all j in N
where
The trimming in (2) and (3) is to make the ranks comparisons local. To measure the output error, we can define the following.
Definition 1. Local rank correlation for output error :
For a given point x i , define the local output Spearman correlation as
is the adjustment made for the appearance of ties [Kendall, 1948] . Define the local output Kendall correlation as
For a given input dataset X and a given dimensionality reduction method ψ : X → ψ(X), an overall goodness measure can be defined by averaging the local correlation over all cases in the sample. We also compare the local rank correlation (LRC) with the goodness measures, MRREs, T&C, and LCMC (all with J = 6). The results are reported in Table 1 and Table 2 .
We now turn to the analysis of the Swiss roll data. We examine the output visually first.
As expected, PCA works poorly. This is a consequence of the many-to-one nature of a linear projection of the Swiss roll. All three of the other algorithms separate colors well. However, an ideal output should be perfectly rectangular or square. Visually, we prefer LTSA to ISOMAP and prefer ISOMAP to MVU. Table 1 : Assessing ISOMAP, LTSA, MVU, PCA in Swiss Roll data (J = 6).
We next turn to the performance measures for the Swiss roll output. The LCMC performance measure has identified the failure of PCA to account for the nonlinearity of the Swiss roll. However, it also ranks the outcome of MVU as superior to LTSA, which is not visually supported in Figure 2 .
The ISOMAP algorithm is ranked highest by LCMC, but only slightly higher than MVU. Despite the fact that the output from LTSA and ISOMAP are visually close, the LCMC measures are quite Table 2 : Assessing ISOMAP, LTSA, MVU, PCA in S-curve data (J = 6).
distinct. It would seem reasonable to assume that if LCMC is picking up problems with these algorithms, the problems are not visually obvious. The trustworthiness and continuity measures, present a more complex picture. As expected, all algorithms perform reasonably well on the continuity criterion. For example, the linear projection defining the outcome of PCA is a continuous mapping of the Swiss roll, and therefore satisfies the continuity criterion well with a high value of C. That is also the case for the other algorithms. The trustworthiness measure clearly separates out PCA as the least desirable algorithm, as expected.
Other algorithms perform very well and similarly to each other. Once again, MVU is ranked higher than LTSA, in contrast to our visual interpretation.
Turning to MRREs, we see that very little separation can be seen among the algorithms. Since these measures are not standardized, we must be wary of drawing too many conclusions from the proximity of these values to one. Nevertheless, MVU is again ranked higher than LTSA and is not separated in performance from ISOMAP.
with different values of K, and Figure 6 shows the respective low-dimensional configurations. In each case, the performance is evaluated by the local rank correlation and displayed as a function of K in Figure 7 . In Figure 7 , the left panel shows G 
Estimating the intrinsic dimensionality of a manifold
Another key parameter in dimension reduction algorithms is the intrinsic dimensionality q. The local rank correlation can be applied to help in estimating the intrinsic dimensionality. The idea is that if the dimensionality of the low-dimensional representation is chosen to be too small, important features of the original data might be "collapsed" onto the same dimensions so that the topological structure cannot be preserved very well. As the dimensionality of the representation increases, while remaining below the correct dimension q of the manifold, the local rank correlation should increase. On the other hand, when the dimensionality of the representation is greater than q, the only additional information in the data provided by the additional dimensions would be noise.
Therefore, provided that the noise is small, the local rank correlation would become stable at values larger than q. This is similar to the scree plot (Cattell [1966] ), but in reverse, used for choosing dimensionality of linear manifolds in PCA. In practice, for a given dataset X and a chosen method ψ, we may apply the method with different dimensions, and evaluate the performance of ψ by G J ( ψ, X). We estimate the intrinsic dimensionality by plotting G J ( ψ, X) as a function of dimension, and choosing the value q, beyond which G J ( ψ, X) becomes stable. 
Conclusions
To quantify the performance of a dimension reduction method, we introduced a family of local rank correlation measures, which are easily interpretable and motivated by their robustness properties for nearest neighbor distributions in high dimensions. We found that the local rank correlation closely corresponds to our visual interpretation of the quality of the output in benchmark examples. We also demonstrated that the local rank correlation can be applied to the problems of estimating the intrinsic dimensionality of the original data, and selecting appropriate values for tuning parameters.
