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Abstract
We deﬁne the counting function for Maass newforms of Hecke congruence groups and cal-
culate the three main terms of this counting function. We then give necessary and sufﬁcient
conditions for this expansion to have the same shape as if it were counting eigenvalues related
to cocompact surfaces. We relate the result to classical instances of the Jacquet–Langlands
correspondence.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
For a Fuchsian group of the ﬁrst kind, , we let  be the automorphic Laplacian
related to . The Jacquet–Langlands correspondence (See [12, Chapter 3, 7, Theorem
10.5]) gives (among other things) a correspondence between the -eigenspace of c ,
and the -eigenspace of nc . Here c, nc are certain arithmetical Fuchsian groups
of the ﬁrst kind, where c is cocompact while nc is non-cocompact but coﬁnite. This
correspondence is usually described using the language of representation theory and
adelic trace formulas.
Parts of this theory was reproved in a succession of papers [5,6,8,18] using classical
techniques á la [14]. Here the correspondence is given by an integral transform .
The cocompact group c is the unit group in a maximal order in an indeﬁnite rational
quaternion algebra with reduced discriminant D. Hence D is the product of an even
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number of different primes, and any such number may be realized in this way. Let
nc = 0(D) be the Hecke congruence group of level D.
In [18], it is proved that  gives a bijection between the -eigenspace of c and
the -new eigenspace of nc when  = 0. This is proved by a careful comparison
of Selberg trace formulas for modular correspondences (Hecke operators) in the two
pertinent settings.
For cocompact groups c the spectral counting function
Nc() = #{n|n eigenvalue of c}
has an asymptotic expansion of the form
Nc() =
vol(c\H)
4
+O(√/ log ), (1)
while for congruence groups nc
Nnc() =
vol(nc\H)
4
+O(√ log ).
We notice the difference in the error terms in the compact and the non-cocompact case.
Using the ‘classical’ case of the Jacquet–Langlands correspondence quoted above we
ﬁnd that if we deﬁne a spectral counting function Nnew0(M)() which only counts the
newforms then when D is the product of an even number of different primes we have
Nnew0(D)() =
vol(c\H)
4
+O(√/ log ),
i.e. the sort of expansion characteristic to the cocompact case.
We can now ask whether Nnew0(M)() has the same type of expansion for any M not
an even number of different primes? When
Nnew0(M)() = cM+O(
√
/ log )
for some constant cM we shall say that Nnew0(M)() is of cocompact type. By making an
asymptotic expansion of the scattering determinant related to 0(M) at the halﬂine 12+it
we can determine asymptotic expansions of Nnew0(M)() with error term O(
√
/ log ).
We can hence answer the above question. We write M = t2n where n is square free.
Theorem A. The spectral counting function Nnew0(M)() is of cocompact type if and only
if at least one of the following holds:
(1) n contains at least two primes.
(2) n is a prime and 4 ‖ M .
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Hence there are an abundance of cases where Nnew0(M)() is of cocompact type but
M is not a product of an even number of different primes.
We may therefore try to revert the reasoning and see if Nnew0(M)() of cocompact type
implies that there is a Nc with c cocompact (or a linear combination of such) that
coincides with Nnew0(M)(). In other words: Are there spectral correspondences which
are responsible for the remaining cases in Theorem A.
In [16], it is shown that if c(M) is the unit group in an Eichler order of level M
in an indeﬁnite rational quaternion division algebra with reduced discriminant D then
there is a correspondence given by an integral operator such that for  = 0 a certain
-new eigenspace of c(M) is in bijection with the -new eigenspace of 0(DM).
Hence we still get a bijection with the -new eigenspace of 0(DM) if we only ‘lift’
the  new eigenforms at the quaternion level.
We choose an approach slightly different from that in [16]. For D|M ′ we deﬁne the
 D-old eigenspace of 0(M ′) to be the subspace of the  eigenspace spanned by
{
f (dz)
∣∣∣∣ f in the  eigenspace of 0(K)Kd|M ′ K = M ′ M ′|KD
}
.
We then deﬁne the  D-new eigenspace to be the orthogonal complement in the -
eigenspace of 0(M ′). If (M,D) = 1 we can prove, using the trace formula calculations
of [16], the following theorem:
Theorem B. When  = 0 there is a bijection between the -eigenspace of c(M) and
the  D-new eigenspace of 0(MD) given by an integral transform.
This theorem as well as the one in [16] gives correspondences ‘responsible for’ the
result of Theorem A for DM when (D,M) = 1 and D is a product of an even number
of different primes. But there are still many cases where Nnew0(M)() is of cocompact
type that has not been explained in this way. We note however that in all the cases M
contains at least two different primes. This leaves some hope that there might be some
quaternion division algebra in play. The smallest level that we have not ‘explained’
is M = 12. Are there cocompact groups responsible for the fact that Nnew0(12)() is of
cocompact type or is this purely accidental?
2. Preliminaries
Let  be a coﬁnite discrete subgroup of PSL2(R). The group elements acts on the
upper half plane, H = {z ∈ C|(z) > 0} by
z → az+ b
cz+ d ,  =
(
a b
c d
)
.
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The action is isometric relative to the Poincaré meric ds2 = y−2(dx2 + dy2). The
associated measure is d = y−2 dx dy. The automorphic Laplacian, L, is the selfad-
joint L2(, d) operator deﬁned as the closure of the operator acting on compactly
supported functions, f, by
Lf = −y2
(
2
x2
+ 
2
y2
)
f.
If  has no cusps then the automorphic Laplacian has inﬁnitely many eigenfunctions
and (1) is true.
If  has cusps (there can only be ﬁnitely many cusps since we assume  to be
coﬁnite) the situation is somewhat more complicated. The Roelcke–Selberg conjecture,
which claims that also in this case there are inﬁnitely many eigenvalues, seems to have
lost credit rather than gained it over the years. From the Selberg trace formula it is
possible to derive the following (see [19, Theorem 5.2.1]):
N()− 14
∫ T
−T
′

(
1
2
+ ir
)
dr
= vol( \H)
4
− k

√
 ln
√
+ k(1− ln 2)

√
+O(√/ ln√), (2)
where  is the determinant of the scattering matrix,  = 1/4 + T 2 and k is the
number of cusps of . (See [11] for the deﬁnition of cusps and the scattering matrix.)
From this it is clear that in order to estimate the number of eigenvalues it is essential
to estimate the logarithmic derivative of the scattering determinant. For congruence
subgroups Selberg showed that
N() = vol( \H)4 +O(
√
 log ). (3)
We shall investigate what happens if we restrict ourselves to Hecke congruence groups
of level M, i.e.
0(M) =
{
 ∈ SL2(Z)
∣∣∣∣ =
(
a b
c d
)
c ≡ 0 modM
}
and only count the eigenvalues corresponding to newforms.
The theory of newforms was originally developed by Atkin and Lehner [3] for
holomorphic forms. Their theory can be translated into a similar theory of Maass
forms which are the ones we are studying. This has been carried out independently by
various people and details may be found in e.g. [17]. We shall only need one result
(Lemma 6 below) and shall hence only sketch enough of the theory for this result to
be intelligible.
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For any  > 0 , M ∈ N we denote by A(,M) the -eigenspace of 0(M).
Then it is obvious that
N0(M)() = 1+
∑
0<˜
dim A(˜,M), (4)
where the sum is certainly ﬁnite.
We deﬁne the -oldspace to be
Aold(,M) := span{f (dz)|f ∈ A(,K) Kd|M K = M}.
This is contained in A(,M) by the SL2(R)-invariance of , and the fact that f (dz)
is 0(M)-invariant when f (z) is 0(K)-invariant and Kd|M . We then deﬁne the -
newspace to be the orthogonal complement in A(,M) with respect to the inner product
(f, g) =
∫
0(M)\H
f (z)g(z) d(z),
i.e.
Anew(,M) := A(,M)Aold(,M).
We then deﬁne new spectral counting functions
Nold0(M)() := 1+
∑
0<˜
dim Aold(˜,M), M > 0,
Nnew0(M)() :=
∑
0<˜
dim Anew(˜,M), M > 0.
For M = 1 we of course deﬁne Nold0(1)() = 0 and Nnew0(1)() = N0(1)().
3. Evaluating the scattering matrix for Hecke congruence groups
As suggested by (2) it is essential to evaluate the logarithmic derivative of the
scattering matrix in order to ﬁnd the asymptotic expansion for the counting function.
In this section, we estimate the scattering matrix for the congruence groups 0(M) by
using the following explicit result due to Huxley [9]:
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Theorem 1. Let M(s) be the determinant of the scattering matrix for the Hecke
congruence group of level M, 0(M), and let 	
 be the completed L-function of an
Dirichlet character modK, 
 , i.e.
	
(s) = 
( s
2
) ∞∑
n=1

(n)
ns
when (s) > 1.
Then
M(s) = (−1)l
(
A(M)
kM
)1−2s ∏
f∈F
	
f (2− 2s)
	
f (2s)
,
where l ∈ N,
F =
{
(
,m)
∣∣∣∣ 
 primitive Dirichlet character mod q,m ∈ Nq|m,mq|M
}
A(M) =
∏
f∈F
qfM
(mf ,M/mf )
.
The number of elements in F equals the number of cusps of 0(N) .
We now use this to evaluate the integral in (2). We let kM be the number of cusps
in 0(M).
Theorem 2. The counting function N0(M)() satisﬁes the following asymptotic for-
mula:
N0(M)() =
vol(0(M)\H)
4
− 2kM

√
 log
√

+ 1

[
(2− log 2+ log)kM − log(A(M)
]√

+O(√/ log√).
In particular, we get the following:
Corollary 3. The counting function for 0(M) is never of cocompact type.
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Proof of Theorem 2. We let B(M) = A(M)
kM
. From the above we conclude that
′M
M
(
1
2
+ ir
)
= −2

lnB(M)+∑
f∈F
(
	′
f
	
f
(1− 2it)+
	′
f
	
f
(1+ 2it)
)
 .
An easy consideration then shows that
− 1
4
∫ T
−T
′M
M
(
1
2
+ ir
)
dr = T

ln B(M)+
∑
f∈F
1

∫ T
−T
	′
f
	
f
(1+ 2ir) dr.
We must therefore evaluate ∫ T
−T
	′
f
	
f
(1+ 2ir) dr
and we observe that∫ T
−T
	′
f
	
f
(1+ 2ir)d = 1
2
∫ T
−T
′

(
1
2
+ ir
)
dr +
∫ T
−T
L′
f
L
f
(1+ i2r) dr.
We shall address each term separately. To evaluate the ﬁrst term we use Stirling’s
approximation formula, i.e.
′

(s) = log(s)− 1
2s
+O(|s|−2),
valid for | arg(s)− | >  (see [10, A.35]). We see that for |r| >  we have∣∣∣∣′
(
1
2
+ ir
)
−
(
log |r| + i arg
(
1
2
+ ir
)
− (1+ i2r)−1
)∣∣∣∣

∣∣∣∣′
(
1
2
+ir
)
−
(
log
∣∣∣∣12 + ir
∣∣∣∣+ i arg
(
1
2
+ ir
)
− (1+ i2r)−1
)∣∣∣∣
+
∣∣∣∣log
∣∣∣∣12 + ir
∣∣∣∣− log |r|
∣∣∣∣ .
It is easy to check, using Stirling’s approximation formula for the ﬁrst summand, that
this is O(|r|−2). Hence for any ﬁxed  > 0
1
2
∫ T
−T
′

(
1
2
+ ir
)
dr
= 1
2
∫ T
−T
|r|>
log |r| + i arg
(
1
2
+ir
)
−(1+i2r)−1 dr +O
(∫ T

dr
|r|2
)
+O(1).
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The integral over (1+ i2r)−1 is O(log T ) and the integral over i arg(1/2+ ir) vanishes.
We conclude that
1
2
∫ T
−T
′

(
1
2
+ ir
)
dr = T log T − T +O(log T ).
To evaluate the integral over the logarithmic derivative of L
(1+ 2ir) we note that
∫ T

L′

L

(1+ 2ir)dr = −2i(logL
(1+ 2iT ))+ C,
where C is a constant and that the ﬁrst term is O(log T ) by [1, Theorem 12.24]. We
conclude that
− 1
4
∫ T
−T
′M
M
(
1
2
+ir
)
dr= T

logB(M)+ kM

(T log T −T )+OM(log(T ))
which ﬁnishes the proof. 
4. Dirichlet convolution
In order to calculate the main terms of Nnew0(M) we recall some well-known structure
theory of arithmetical functions. When f, g : N → C (i.e. arithmetical functions) we
deﬁne the Dirichlet convolution, f ∗ g : N→ C to be the arithmetical function
(f ∗ g)(n) =
∑
d|n
f (d)g
(n
d
)
.
We say that f is multiplicative if f (mn) = f (m)f (n) whenever (m, n) = 1. The
structure theory we shall use is the following:
Theorem 4. The set of arithmetical functions form a commutative group under Dirichlet
convolution. The identity element is the function
I : N → C
n → [ 1
n
] = { 1 if n = 1,0 otherwise.
The multiplicative arithmetical functions form a subgroup.
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Proof. This follows from [1, Theorems 2.6,2.8,2.14,2.16]. 
Consider the arithmetical function
(n) =
∑
d|n
d.
Then this is a multiplicative arithmetical function whose inverse may be calculated to
be
−1 (n) =
∑
d|n
d(d)
(n
d
)
, (5)
where  is the Möbius function, i.e.
(n) =


1 if n = 1,
(−1)k if n = p1 · · ·pk,
0 otherwise.
Another multiplicative arithmetical function we will use is Eulers totient function
(n) = #{d ∈ N|1dn ∧ (d, n) = 1}.
We can now begin to calculate asymptotic densities of newforms. We cite a result
from [17].
Lemma 5.
dim A(, ·) = 0 ∗ dim Anew(, ·).
Proof. This is Theorem 4.6.(c) in Chapter III of [17]. 
Let now fi , i = 1 . . . n be real positive functions of decreasing order, i.e.
fi+1 = o(fi) for i = 1 . . . n− 1.
Proposition 6. Assume that for any M ∈ N
N0(M)() =
n−1∑
i=1
ci(M)fi() +O(fn()).
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Then
Nnew0(M)() =
n−1∑
i=1
cnewi (M)fi() +O(fn()),
where cnewi = ci ∗ −10 .
Proof. The M = 1 case is clear by the deﬁnitions of Nnew0(1)() and cnewi (1). We observe
that by Lemma 5 we have
N0(M)() = 1+
∑
0<˜
∑
K|M
0
(
M
K
)
dim Anew(˜,K)
=
∑
K|M
0
(
M
K
)
Nnew0(K)().
By the deﬁnition of cnewi we have
ci(M) =
∑
K|M
0
(
M
K
)
cnewi (K)
and therefore
∣∣∣∣∣Nnew0(M)()−
n−1∑
i=1
cnewi (M)fi()
∣∣∣∣∣

∣∣∣∣∣N0(M)()−
n−1∑
i=1
ci(M)fi()
∣∣∣∣∣
+
∑
K|M
K =M
0
(
M
K
) ∣∣∣∣∣Nnew0(K)()−
n−1∑
i=1
cnewi (K)fi()
∣∣∣∣∣ .
Induction in M now gives that this is Cfn() which is the desired result. 
The above proposition together with Theorem 4 enables us to conclude that cnewi (N)
is multiplicative if and only if ci(N) is multiplicative. It also shows that since we know
the expansion of the counting function for eigenvalues of 0(M) for any M ∈ N by
Theorem 2 it is easy to compute the corresponding counting function for newforms. In
the next section we shall do that.
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5. The asymptotic expansion of the newform counting function
Theorem 2 now puts us in a situation where Proposition 6 can be applied with
f1() = ,
f2() =
√
 log
√
,
f3() =
√
,
f4() =
√
/ log
√
.
From [15, Theorem 1.43] we conclude that
kM =
∑
d|M
((d,M/d)), (6)
vol(0(M)\H) = M3
∏
p|M
p prime
(1+ p−1). (7)
This means that we have explicit expressions for all the terms in Theorem 2 except
A(M). We need to know something about the number of primitive Dirichlet characters
mod K. We hence deﬁne
D(K) = #{
 primitive Dirichlet character mod K}.
Then we have
Lemma 7. The arithmetical function D(K) is multiplicative and satisﬁes
D(K) = ( ∗ )(K).
Proof. From [1, Theorems 6.15 and 8.18] we see that (K) =∑d|K D(d) = (u∗D)(K)
where u(n) = 1 for n ∈ N. Since  and u are multiplicative we use Theorem 4 to
conclude that D is multiplicative. From [1, Theorem 2.1] we see that u−1 =  so
 ∗  = u ∗D ∗  = u ∗ u−1 ∗D = D
which concludes the proof. 
We now calculate cnew1 , c
new
2 and cnew3 .
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5.1. The ﬁrst coefﬁcient
We start by calculating cnew1 (M). This is the simplest of the three coefﬁcients.
Proposition 8. The arithmetical function v(M) = 12cnew1 (M) is multiplicative and sat-
isﬁes
v(pn) =


1 if n = 0,
p − 1 if n = 1,
p2 − p − 1 if n = 2,
(p3 − p2 − p + 1)pn−3 if n3,
(8)
when p is a prime.
Proof. By using Proposition 6, Theorem 2 and (7) we conclude that
M
∏
p|M
p prime
(1+ p−1) = (0 ∗ v)(M).
Since the left-hand side and 0 are multiplicative Theorem 4 says that v is multiplicative.
By considering the case where M = pm we see that
pm + pm−1 =
∑
d|pm
0(d)v
(
pm
d
)
=
m∑
i=0
(i + 1)v(pm−i ).
By applying the theory of generating functions to this relation we ﬁnd that if
fp(c) =
∞∑
n=0
v(pn)xn then fp(x) = (1− x
2)(1− x)
1− px .
By making formal expansion we get (8). 
We note that the fraction of newforms among all automorphic eigenforms on 0(N)
deﬁned by
f (N) = lim
→∞
Nnew0(N)
()
N0(N)()
108 M.S. Risager / Journal of Number Theory 109 (2004) 96–119
can be calculated from Proposition 8 to equal
f (N) = v(N)
N
∏
p|N(1+ p−1)
.
From this we can prove that the fraction can be arbitrarily close to 0 and arbitrarily
close to 1.
5.2. The second coefﬁcient
We now calculate cnew2 (M). We recall that by Proposition 6 and Theorem 2 we have
cnew2 (M) = −
2

(k(·) ∗ −10 )(M).
We hence need to have more information about the number of cusps of 0(M).
Lemma 9. The number of cusps, kM , of 0(M) is a multiplicative arithmetical function
and satisﬁes
kpm =


1 if m = 0,
2 if m = 1,
2pn if m = 2n+ 1 where n > 1,
(p + 1)pn−1 if m = 2n where n1.
(9)
Proof. We noted earlier in (6) that
kM =
∑
d|M
((d,M/d)).
Let M1,M2 ∈ N and assume (M1,M2) = 1. Then
kM1M2 =
∑
d|M1M2
((d, (M1M2)/d))
=
∑
d1|M1
∑
d2|M2
((d1d2, (M1M2)/(d1d2)))
=
∑
d1|M1
∑
d2|M2
((d1,M1/d1)(d2,M2/d2))
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=
∑
d1|M1
((d1,M1/d1))
∑
d2|M2
((d2,M2/d2))
= kM1kM2 .
Hence kM is multiplicative. The claim about kpm is clear for m = 0 and m = 1.
Assume m2. We then have
kpm =
m∑
i=0
((pi, pm−i ))
=
m∑
i=0
(pmin(i,m−i))
= 2+
m−1∑
i=1
(p − 1)pmin(i,m−i)−1.
We now assume m = 2n+ 1.
= 2+ (p − 1)
(
n∑
i=1
pi−1 +
2n∑
i=n+1
p2n−i
)
= 2+ 2(p − 1)
n−1∑
i=0
pi
= 2+ 2(p − 1)1− p
n
1− p = 2p
n.
The even case is similar. 
From the above we can now prove the following:
Proposition 10. The arithmetical function, −2 cnew2 (M), is a multiplicative arithmeticalfunction and satisﬁes
−
2
cnew2 (p
m) =


1 if m = 0,
0 if m = 2n+ 1,
p − 2 if m = 2,
(p + 1)2pn−1 if m = 2n where n > 1.
(10)
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Proof. From Lemma 9 and Theorem 4 follows that cnew2 (M) is multiplicative. From
(5) it is easy to see that
−10 (p
m) =


1 if m = 0,
−2 if m = 1,
1 if m = 2,
0 otherwise.
Hence
cnew2 (p
m) = − 2

(kpm − 2kpm−1 + kpm), when m2.
Using Lemma 9 it is now easy to check the claim. We omit the details. 
As an easy corollary we get the following:
Corollary 11. The second coefﬁcient, cnew2 (M), is non-zero if and only if M = t2
where t ∈ N is not of the form t = 2t ′ with (2, t ′) = 1.
5.3. The third coefﬁcient
We ﬁnally calculate cnew3 (M). This is the most difﬁcult of the three coefﬁcients.
We start by observing that by Proposition 6 and Theorem 2
cnew3 (M) =
1

(
(2− log 2+ log)
(
−
2
cnew2 (M)
)
− L(M)
)
,
where
L(M) =
(
logA(·) ∗ −10
)
(M).
We hence direct our attention to L(M).
Lemma 12. Assume (M1,M2) = 1. Then
L(M1M2) = U(M1)L(M2)+ U(M2)L(M1),
where
U(M) =
∑
d|M
∑
m|d
∑
q|(m, d
m
)
D(q)−10
(
M
d
)
.
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Proof. We have
L(M1M2) =
∑
d|M1M2
logA(d)−10
(
M1M2
d
)
=
∑
d|M1M2
∑
q|m
mq|d
D(q) log
(
qd
(m, d
m
)
)
−10
(
M1M2
d
)
=
∑
d|M1M2
∑
m|d
∑
q|(m,d/m)
D(q) log
(
qd
(m, d
m
)
)
−10
(
M1M2
d
)
=
∑
d1|M1
∑
d2|M2
∑
m1|d1
∑
m2|d2
∑
q1|(m1, d1m1 )
∑
q2|(m2, d2m2 )
×D(q1q2) log
(
q1q2d1d2
(m1m2,
d1d2
m1m2
)
)
−10
(
M1M2
d1d2
)
.
The summand is clearly
D(q1)D(q2)
−1
0
(
M1
d1
)
−10
(
M2
d2
)(
log
(
q1d1
(m1,
d1
m1
)
)
+log
(
q2d2
(m2,
d2
m2
)
))
.
We have
∑
d1|M1
∑
d2|M2
∑
m1|d1
∑
m2|d2
∑
q1|(m1, d1m1 )
∑
q2|(m2, d2m2 )
×D(q1)D(q2)−10
(
M1
d1
)
−10
(
M2
d2
)(
log
(
q1d1
(m1,
d1
m1
)
))
= U(M2)L(M1),
from which the identity easily follows. 
It turns out that U is a very nice arithmetical function. In fact we have the
following.
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Lemma 13. The function U(M), is a multiplicative arithmetical function and
satisﬁes
U(pm) =


1 if m = 0,
0 if m = 2n+ 1,
p − 2 if m = 2,
(p2 − 2p + 1)pn−2 if m = 2n where n > 1.
(11)
Proof. Let M1,M2 ∈ N be coprime. Then
U(M1M2) =
∑
d|M1M2
∑
m|d
∑
q|(m, d
m
)
D(q)−10
(
M1M2
d
)
=
∑
d1|M1
∑
d2|M2
∑
m1|d1
∑
m2|d2
∑
q1|(m1, d1m1 )
∑
q2|(m2, d2m2 )
×D(q1)D(q2)−10
(
M1
d1
)
−10
(
M2
d2
)
= U(M1)U(M2).
Hence U is multiplicative.
Let p be a prime and m ∈ N. We assume m2. Then
U(pm) =
m∑
i=0
i∑
j=0
min(j,i−j)∑
l=0
D(pl)−10
(
pm−i
)
=
m−2∑
j=0
min(j,m−2−j)∑
l=0
D(pl)− 2
m−1∑
j=0
min(j,m−1−j)∑
l=0
D(pl)+
m∑
j=0
min(j,m−j)∑
l=0
D(pl).
Assume jn−2− j . Then jn−1− jn− j and we have that all minimum values
are j. Hence these terms cancels out. We now assume m = 2n+1. Hence we may sum
from j(2n+ 1)/2− 1 = n− 1/2.
=
m−2∑
j=n
min(j,m−2−j)∑
l=0
D(pl)− 2
m−1∑
j=n
min(j,m−1−j)∑
l=0
D(pl)+
m∑
j=n
min(j,m−j)∑
l=0
D(pl)
=
m−2∑
j=n
m−2−j∑
l=0
D(pl)− 2
m−1∑
j=n
m−1−j∑
l=0
D(pl)+
m∑
j=n+1
m−j∑
l=0
D(pl)+
m∑
l=0
D(pl)
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=
m−2−n∑
l=0
D(pl)− 2
m−1−n∑
l=0
D(pl)+
n∑
l=0
D(pl)
+
m−2∑
j=n+1

m−2−j∑
l=0
D(pl)− 2
m−1−j∑
l=0
D(pl)+
m−j∑
l=0
D(pl)


−2
m−1−(m−1)∑
l=0
D(pl)+
m−(m−1)∑
l=0
D(pl)+
m−m∑
l=0
D(pl)
= −D(pn)+
m−2∑
j=n+1
(−2D(pm−1−j )+D(pm−1−j )+D(pm−j ))+D(p)
= −D(pn)−
n−1∑
j=1
D(pj )+
n∑
j=2
D(pj )+D(p)
= 0.
The even case is similar but slightly easier. The m = 1 case is also similar. 
By successive use of the two lemmas above we ﬁnd that
L(p
n1
1 . . . p
nk
k ) =
k∑
i=1

 ∏
j∈{1,...,k}\{i}
U(pn
j
j )

L(pnii ),
when p1, . . . , pk are different primes. Notice that L(pnii ) is of the form m˜i logpi where
m˜i ∈ Z. We also note that U(M) ∈ Z. Hence L is on the form
m1 logp1 + · · · ,mk log pk, where mi ∈ Z.
By unique factorization in N this is zero if and only if mi = 0 for all i’s. We would
therefore like to know when L(pm) is zero.
Lemma 14. The function L(pm) satisﬁes
L(pm) =


2
(∑n
j=0D(pj )
)
logp if m = 2n+ 1,(∑n−1
j=0 D(pj )+mD(pn)
)
logp if m = 2n,
0 if m = 0.
(12)
In particular L(pm) is never zero, when m1.
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Proof. This follows by a lengthy but elementary calculation similar to that in the proof
of Lemma 13. 
From the above lemma and the preceding remark we conclude that
L(p
n1
1 . . . p
nk
k ) = 0
if and only if U(pnii ) = 0 for at least two different primes. Since cnew2 (M) = cnew3 (M) =
0 if and only if cnew2 (M) = L(M) = 0 we have proved the Theorem A which settles
the question of when Nnew0(M)() is of cocompact type.
From Proposition 8 we conclude that
Nnew0(M)() =
1
12
+O(√ log√)
if and only if M ∈ {1, 2, 4}. This shows that Theorem 2 of [4] cannot be generalized
to more general Hecke congruence groups by simply choosing another character.
As mentioned in the introduction particular cases of Theorem A follows from the
Jacquet–Langlands correspondence. A part of this correspondence is described classi-
cally in [18] where the following is proven:
Let O be a maximal order in an indeﬁnite rational quaternion division algebra over
Q, and let d = d(O) be its (reduced) discriminant. (This is always a square-free
integer with an even number of prime factors). The norm one unit group O1 can
be viewed as a Fuchsian group which is cocompact. Then:
The eigenvalues of the Laplacian on O1 \H are exactly the same (with multiplic-
ities) as the eigenvalues corresponding to the newspace on 0(d) \H.
Hence if d is the (reduced) discriminant of such a maximal order then Nnew0(d)()
is the counting function for the eigenvalues related to a cocompact group, and hence
obviously has the corresponding type as predicted by (1). We note that any square free
d with an even number of primes may be constructed in this way (See [20, III. Theorem
3.1]). Our calculation indicates that there might be a similar correspondence in a lot
of other cases. The subject of the next section is to describe such correspondences in
some cases.
6. D-newforms
We wish to generalize the result in [18]. One way is to proceed as in [16], but we
choose a slightly different road. Instead of reducing the domain of deﬁnition of the
operator in play as in [16] we enlarge the allowed image. To this end we introduce the
concept of D-newforms. Assume D|M . We deﬁne (see also [2]) the (,D)-oldspace
AD−old(,M) to be
span{f (dz)|f ∈ A(,K) Kd|M K = M M|KD}.
M.S. Risager / Journal of Number Theory 109 (2004) 96–119 115
This is contained in A(,M) by the SL2(R)-invariance of , and the fact that f (dz)
is 0(M)-invariant when f (z) is 0(K)-invariant and Kd|M . As for the usual newform
oldform dichotomy we deﬁne the (,D)-newspace as the orthogonal complement to
the (,D)-oldspace, i.e.
AD−new(,M) := A(,M)AD−old(,M).
We note that the space of (,M)-oldforms is the usual space of oldforms while the
space of (, 1)-oldforms is the empty set. Hence we have
AM−new(,M) = Anew(,M),
A1−new(,M) = A(,M).
We also note that Anew(,M) is a subspace of AD−new(,M). We denote the Hecke
newforms basis of Anew(M, ) where the elements are normalized to have ﬁrst coefﬁ-
cient equal to 1 by f (M)1 . . . f
(M)
mM .
Proposition 15. Let  > 0. If (D,M/D) = 1 then AD−new(M, ) has
B = {f (K)i (dz)| dK|M i = 1 . . . mK D | K}
as a basis.
Proof. By [17, Theorem 4.6c] A(M, ) has as a basis
f
(K)
i (dz) dK | M i = 1, . . . , mK, (13)
so the elements of B are linearly independent. Assume D K . Then since dK | M we
may make the following factorization K = K1K2, K1 | D, K2 | M/D, d = d1d2, d1 | D
d2 | M/D, where K1d1 | D and K2d2 | M/D. We notice that K1 = D by assumption.
By [17, Lemma 4.4e] we have f (d2z) ∈ A(, d2K) = A(,K1d2K2) ⊂ A(,K1M/D).
If we let K ′ = K1M/D and d ′ = d1, then K ′d ′ | M , K ′ = M and M | K ′D.
Hence by deﬁnition f (d1(d2z)) ∈ AD−old(M, ). To see that the elements of B is in
the orthogonal complement of AD−old(M, ), we notice that if f ∈ A(,K), Kd|M ,
K = M and M | KD then it may be written in basis (13) where all the elements
have M/D|K . But by [17, p. 96 l. 9− − 5−] these are all orthogonal to the elements
of B. 
We notice that in the above proposition (2) is not true if we have (D,M/D) > 1.
Consider M = p2 and D = p. In this case newforms in A(, p) are D-oldforms.
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It follows that when (D,M/D)=1 and M = M ′D then
dim AD−new(M ′D, ) =
∑
K ′|M ′
0
(
M ′
K ′
)
dim Anew(,DK ′), (14)
which is a Dirichlet convolution
dim AD−new(M ′D, ) = (0 ∗ dim Anew(,D · −))(M ′).
Now by (5) we can invert and get
dim Anew(,DM ′)) = −10 ∗ dim AD−new(,− ·D).
Now this gives immediately
Nnew0(DM ′)() = −10 ∗ND−new0(−·D)(),
where
ND−new0(M) () =
∑
0<˜
dim AD−new(,M)
is the counting function of D-newforms. We will show in the following section that
when (D,M/D) = 1 and D is a product of an even number of primes then ND−new0(M)
is not only asymptotically equal to, but in fact identical to a counting function related
to a cocompact Fuchsian group of the ﬁrst kind. This will give an alternative proof of
Theorem A when M = DM ′ where D is the product of an even number of primes and
(D,M ′) = 1.
7. A spectral correspondence for Maass waveforms
Let A be an indeﬁnite rational quaternion division algebra and let D be the discrim-
inant of A. Then D is an even number of different primes [20, III. Theorem 3.1]. We
ﬁx a maximal order O in A and ﬁx an isomorphism
Av  M2(Qv) for v ∈ {∞} ∪ {p|p prime, p D}, (15)
such that we get isomorphims Op  M2(Zv) for all prime p D. Now for each M ∈
N with (D,M) = 1 we have Eichler orders O(M) uniquely deﬁned by the following
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conditions:
(i) O(M)p is equivalent to the unique maximal order in Ap for p | d.
(ii) O(M)p is equivalent to
(
Zp Zp
MZp Zp
)
for p  d.
The norm 1 unit group O(M) can be identiﬁed with a cocompact Fuchsian group
through (15) for v = ∞ (See [13, Chapter 5] for further details). We consider the -
eigenspaces AO(M)() of O(M) . Let for (n,MD) = 1, T˜n : AO(M)()→ AO(M)()
be the Hecke operators (See [6, (6.3), (6.4), (n,MD) = 1]). These operators form
a commuting family of selfadjoint operator and we may choose a basis f1 . . . fk of
common eigenfuntions. The thetamap  : AO(M)() → A0(MD)(), is deﬁned as
in [6, (5.1) and (4.8)]. This is a linear integral transformation which, under some
assumption about a reference point z0 has trivial kernel. (See [17, Theorem 1.3 and
(6.2)]). This map commutes with the Hecke operators, i.e.
T˜nf = Tnf.
We have the following fundamental equality:
Theorem 16. Let  > 0 and assume (M,D) = 1. Then
Tr(Tn|AD−new(DM,)) = Tr
(
T˜n
∣∣∣
AO(M) ()
)
. (16)
Proof. From Proposition 15 and [17, p. 49, 1.1–4] we ﬁnd
Tr
(
Tn|AD−new(DM,)
) = (0 ∗ Tr (Tn|A−new(−·D,))) (M).
From [16] we get that
Tr
(
T˜n|AO(M) ()
)
= 0 ∗ Tr
(
T˜n|AnewO(·) ()
)
(M)
and
Tr
(
Tn|Anew(,MD)
) = Tr(T˜n|AnewO(M) ()
)
.
The result follows immediately. 
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Now we are ready to state the main theorem of this section. We assume that the
reference point z0 which is used in the deﬁnition of  is chosen such that  has
trivial kernel.
Theorem 17. Assume  > 0. Then  gives a bijection between AO(M)() and
AD−new(,MD).
Proof. We start by noticing that Theorem 16 with n = 1 gives us that the two spaces
have the same dimension. The proof goes as in [17, III 6.] and we shall not repeat
the argument in detail. We only need to replace dB in [17] with DM. Note also that
the argument on p. 61 l. 14–20 generalizes simply by noticing that if f (DK ′)(z) is a
newform in Anew(DK ′, ) with Hecke eigenvalues (p) for p any prime, then in the
basis given in [17, Theorem 4.6] only f (DK ′)i (dz), dK ′|M have the right eigenvalues
for p DM by [17, Theorem 4.6.(d) and Lemma 4.4g)]. Therefore—using the notation
from [17]—(f˜j ) is in the span of the elements f (DK
′)
i (dz). Hence  maps AO(M)()
into AD−new(,MD) by Proposition 15, and the result follows since  has trivial
kernel. 
We note that this is Theorem B. Notice that if M = 1 this is the result quoted
from [17].
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