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ABSTRACT
An exact solution method for general, non-proportional damping time history
response for piece-wise linear loading proposed by Dickens is generalized to piece-wise
quadratic loading. Comparisons are made to Trapezoidal and Simpson’s quadrature
rules for approximating the time integral of the weighted generalized forcing func-
tion in the exact solution to the decoupled modal equations arising from state-space
modal analysis of linear dynamic systems. The time integral of the forcing func-
tion is recognized as a weighted integral with complex exponential and the general
update formulas are derived using polynomial interpolation to the forcing function.
Closed-form expressions for the weighting parameters in the quadrature formulas in
terms of time-step size and complex eigenvalues are derived. The solution is obtained
step-by-step from update formulas obtained from the piecewise linear and quadratic
interpolatory quadrature rules starting from the initial conditions. Linear approxi-
mation for loading within a time-step used by Dickens is shown to be a special case
of the quadrature rules with linear interpolation. The solution methods are exact for
piecewise linear and quadratic loading with or without initial conditions and are com-
putationally efficient with low memory for time-history response of linear dynamic
systems including general non-proportional viscous damping. An examination of er-
ror estimates for the different force interpolation methods shows convergence rates
depend explicitly on the amount of damping in the system as measured by the real-
part of the complex eigenvalues of the state-space modal equations and time-step
size. Numerical results for a system with general, non-proportional damping, and
driven by a continuous loading shows that for systems with light damping, update
formulas for standard Trapezoidal and Simpson’s rule integration have comparable
accuracy to the weighted piecewise linear and quadratic force interpolation update
formulas, while for heavy damping, the update formulas from the weighted force in-
terpolation quadrature rules are more accurate. Using a simple model representing a
stiff system with general damping, a two-step modal analysis using real-valued modal
reduction followed by state-space modal analysis is shown to be an effective approach
for rejecting spurious modes in the spatial discretization of a continuous system.
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CHAPTER 1
INTRODUCTION
Discrete dynamic systems such as in structural dynamics with mass, stiffness
and damping can be described by a coupled system of second-order ordinary differ-
ential equations in time for the displacement vector u(t) of dimension N such that
Mü(t) + Cu̇(t) + Ku(t) = f(t), t ∈ (0, tf ), (1.1a)
u(0) = u0, (1.1b)
u̇(0) = v0, (1.1c)
In the above, a superdot denotes differentiation with respect to time, f(t) is the
prescribed load vector, and u0 and v0 are the initial displacement and velocity vectors,
respectively. The matrices are real-valued and symmetric; the mass matrix M is
symmetric positive-definite, while the damping matrix C and stiffness matrix K are
symmetric and semi-positive-definite.
This system of coupled ordinary differential equations in time can be solved
directly using direct time-integration methods which approximate derivatives with
difference equations. Both explicit or implicit time-stepping approximation methods
may be used such as central difference or single-step/single-solve average acceleration
schemes [1]. Although explicit methods are computationally efficient, their solutions
are only conditionally stable by a restriction on the maximum time step size. Un-
conditionally stable implicit algorithms have no stability restrictions when applied to
linear problems but require the solution of a coupled matrix equation system of size
N at each time step. These algorithms may be unsatisfactory for long-term simu-
lations where excessive accumulation error over long time intervals with many small
time steps may occur. For problems with sufficient regularity, high-order accurate
algorithms which allow a larger time step size without compromising efficiency or
accuracy for long-time solutions are preferred, see e.g. [2, 3].
For linear systems, the time-response can be computed using mode super-
position techniques. Classical modal methods solve a real-valued eigenproblem for
real valued natural frequencies (eigenvalues) and mode shapes (eigenvectors). The
orthogonal properties of these mode shapes are then used with superposition and
a normal mode transformation to diagonalize the mass and stiffness matrices. For
general, non-proportional damping matrices, using the real modes of the stiffness and
mass in a normal mode transformation, the modal damping matrix remains coupled.
Often, a diagonal modal damping matrix is assumed by neglecting the off-diagonal
terms, assuming damping is proportional to mass and stiffness matrices, or approx-
imating diagonal modal damping from an experimental modal survey. For systems
with localized viscoelastic isolation systems or localized discrete viscous dampers,
as is often the case in practice, the damping will be non-proportional and classical
modal analysis which neglects non-proportional damping can lead to incorrect and
misleading solutions for the predicted dynamic response [4, 5, 6]. Several techniques
have been proposed for measuring non-proportional physical and corresponding modal
damping matrices from experiments, see e.g. [7, 8]. Indices measuring the damping
non-proportionality have also been proposed by several authors, e.g. [9, 10]. Quan-
tification of the non-proportionality of damping is important in modal testing, and
model correlation.
Literature Review
Various techniques are followed in the way non-proportional damping is han-
dled while solving dynamic system of equations. In [5], the nondiagonal terms in the
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modal damping matrix are moved to the right-hand-side as a pseudo-load term pro-
portional to the cross-coupling damping matrix times the generalized velocity vector
after modal transformation, leaving on the left-hand-side pseudo-uncoupled equations
with modal damping ratios. An approximate solution to these pseudo-uncoupled
equations is obtained by assuming piecewise linear functions in time for both the
generalized forcing function and modal velocities in the psuedo-load term multiplying
the cross-coupling damping matrix. The resulting scheme requires a matrix inversion
with operation count of approximately the cube of the number of retained real modes
and is not exact because of the linear approximations. Alternatively, Picard iteration
can be used to solve the pseudo-uncoupled equations, see [11] and others.
An alternative is to express the dynamic equations in state-space form and
solve the complex eigenproblem of size 2N which includes the arbitrary damping
matrix. The resulting orthogonal complex modes when used with a complex mode
superposition (complex mode transformation) result in fully decoupled modal equa-
tions [12]. The exact solution to the complex modal equations involves an integral
over time of the generalized forcing function weighted by a complex exponential [13].
A well-known approximation leading to update recurrence formulas at time steps
is to approximate the load with an impulse response function or a constant at the
beginning of each step, see e.g. [14]. In [15], the generalized forcing function in
the complex modal equations are approximated by a piecewise linear loading. The
particular solution for the linear approximation of the loading within a time-step is
then derived in closed-form. The result is a time-stepping method which includes
general, non-proportional damping and is exact for piecewise linear loading. Update
formulas for real-valued modal analysis with proportional damping which are exact
for piecewise linear loading are summarized in [16]. The modal analysis methods
are computationally efficient with limited memory or disk requirements provided the
complex eigensolution of size 2N can be amortized over time-steps. Physical space
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counter-parts of the constant and linear force modal update formulas involve direct
discrete-transition matrices in terms of the matrix exponential of the state-space ma-
trix [17, 14]. This alternative discrete-time transition approach requires evaluation
of the exponential state-space matrix usually obtained by a direct Taylor-series ex-
pansion with scaling used to speed convergence [18]. The cost of solving the complex
eigenvalue problem in the modal approach is balanced by the significantly smaller
effort required to compute the modal update formulas than to directly compute the
exponential state-space matrix.
Thesis Goals and Objectives
The goal of this thesis is to evaluate the state-space modal analysis method for
non-proportional damping time history response proposed by Dickens [15] for piece-
wise linear load and compare the solution to its alternatives, including trapezoidal
and high-order Simpson’s quadrature rules for approximating the time integral of
the weighted forcing function in the exact solution to the decoupled complex modal
equations.
In this work, the interpolatory quadrature rules are to be derived using high-
order (linear and quadratic) interpolation of the discrete forcing data followed by
closed-form expressions for the weighting parameters in the quadrature formulas in
terms of time-step size and complex eigenvalues by assuming that the forcing func-
tions are known at discrete time-steps. Update formulas are to be derived from the
interpolatory quadrature rules, which can be used to develop the complex valued
modal solution step-by-step from the initial condition until the final time of interest
is reached.
In addition, it is also intended to compare linear and quadratic interpolatory
algorithms with trapezoidal and high-order Simpson’s quadrature rules using numer-
ical examples which demonstrate the accuracy and convergence rates of the methods
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showing comparisons between a range of light and heavy non-proportional viscous
damping and also the effectiveness of modal reduction to eliminate any spurious
modes in stiff systems.
Thesis Outline
Chapter 2 elaborates the modal analysis formulation technique in which deriva-
tion of complex uncoupled modal equations starting from general coupled discrete
dynamic system of equations is detailed, taking into account the method of retain-
ing certain number of modes to reject spurious modes from stiff systems. Following
modal analysis, the method of obtaining the update formulas used in interpolatory
quadrature rules is shown.
Initially, real eigen analysis is carried out using the mass and stiffness matri-
ces of the coupled discrete dynamic system in order to identify the real eigenvalues
(natural frequencies) and eigenvectors (mode shapes). Using mode superposition of
these orthonormal eigenvectors, the normal mode transformation is used to reduce
the general coupled discrete dynamic sytem equations of motion to a system of modal
differential equations. The technique of moving the non-diogonal coefficients of the
normal transformed damping matrix to the right-hand-side and the methods of solv-
ing the pseudo-decoupled modal differential equations are then discussed.
As an alternative to moving the cross-coupling terms from the transformed
damping matrix to the right-hand-side, the modal differential equations are cast in
state-space form and the concepts of complex eigen analysis are introduced. It is then
shown how the state-space transformed modal equations are decoupled using com-
plex transformation resulting in uncoupled modal equations for the complex valued
function excited by a generalized forcing function.
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Chapter 2 then focuses on derivation of the update formulas used for linear,
quadratic, trapezoidal and Simpson’s interpolatory quadrature rules. From the ex-
plicit integral solution of the uncoupled modal equations in complex domain, it is
shown in detail how the update formulas are obtained for linear and quadratic ap-
proximations for the generalized force prescribed at discrete points using Lagrangian
interpolation functions followed by trapezoidal and Simpson’s quadrature rules which
approximate the integrand (forcing function multiplied by an exponential term) as a
whole.
Numerical examples are described in Chapter 3 that help support the theory
devoloped and also compare the various interpolatory quadrature rules discussed in
previous chapters. The physical setup of the numerical problem is described com-
prising of a two degree of freedom mass-spring-damper system excited by sinusoidal
forcing functions. First, a sensitivity analysis is made on the results obtained by
varying the amount of damping in the system followed by convergence studies of
the various interpolatory quadrature rules discussed earlier. The linear interpolatory
quadrature rule developed is then compared with HHT-α [19] method for spurious
mode rejection for stiff systems and the results are discussed in detail.
Chapter 4 concludes the thesis by summarizing the theory developed in solving
the general non-proportionally damped discrete dynamic systems using state-space
transformation technique the results obtained through the numerical examples for
convergence study and effective spurious mode rejection and finally outlines key av-




Consider the generalized real eigenvalue problem neglecting damping,
(K − ω2i M )ϕi = 0
Since K and M are symmetric and positive, the undamped natural frequencies ωi ≥
0, i = 1, 2, . . . , N are real, positive, and distinct. The associated eigenvectors ϕi are
orthonormal and assumed scaled such that P T MP = I, and P T KP = Ω where
P = [ϕ1,ϕ2, . . . , ϕN ] is the matrix formed by columns filled with the eigenvectors,
and Ω = diag(ω21, ω
2
2, . . . , ω
2
N) is the diagonal matrix of eigenvalues. Using a linear





ϕj qj(t) = Pq(t) (2.1)
reduces (1.1) to the system of modal differential equations of motion
q̈(t) + C∗q̇(t) + Ωq(t) = Q(t) (2.2)
with initial conditions q(0) = P T Mu0 = ũ0, q̇(0) = P
T Mv0 = ṽ0, where
Q = P T F
C∗ = P T CP
is generally coupled for non-proportional damping; each mode is coupled to every
other mode due to the off-diagonal damping terms. When the dynamic response is
substantially contained in the lower modes, a reduced number of modes Nr ≤ N in
the modal transformation may be retained and thei higher order modes are neglected
to provide efficiency. Pseudo-uncoupled modal equations can be obtained by moving
the non-diagonal coefficients of C∗ to the right-hand-side, with the result
q̈(t) + 2ξΩq̇(t) + Ωq(t) = Q(t) − Xq̇(t) (2.3)
where X = nondiag(C∗) is the modal cross-coupling damping matrix and 2ξΩ =
diag(C∗) where ξ is the diagonal matrix of modal damping ratios. In general, X is
not equal to 0. Solutions to (2.3) can be obtained iteratively using Picard iteration
[11] or approximated by assuming piecewise linear functions in time for both Q(t) and
modal velocities q̇(t) in the psuedo-load term multiplying X on the right-hand-side
and integrating the analytical solution over a time-step [5]. The resulting scheme
requires a matrix inversion with operation count of approximately the cube of the
number of retained real modes and is not exact because of the linear approximations
[11].
Alternatively, the second-order modal differential equations (2.2) can be cast
in state-space form as a first-order system of size twice the number of retained real
modes.
M̂ẋ + K̂x = Q̂(t) (2.4)
x(0) = [ṽ0; ũ0] (2.5)








Since M̂ and K̂ contain only real numbers, for the eigenvalues λ̂k which occur as
complex numbers, the eigenvalues and associated orthogonal eigenvectors ψj in the
problem (K̂ − λ̂jI)ψj = 0 occur in conjugate pairs. The matrices M̂ and K̂ are also
symmetric which can be taken advantage to solve the eigenvalue problem efficiently.
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Using the transformation x(t) = ψg(t) where Ψ is the normalized eigenvector matrix
satisfying ΨT M̂Ψ = I, and ΨT K̂Ψ = Λ̂ = diag(λ̂1, λ̂2, . . . , λ̂2Nr) in (2.4) leads to
the uncoupled modal equations for the complex-valued functions g(t)
ġ(t) + Λ̂g(t) = G(t) (2.6)
with generalized forcing function G = ΨT Q̂ and with initial conditions g(0) =
ΨT M̂x(0).
When the number of real modes retained Nr is equal to the number of original
discrete equations N , a system of uncoupled complex modal equations can be obtained
directly by defining v(t) = u̇(t), and writing the original equations of motion (1.1) in
state-space form as [20]:
Bẏ(t) + Ay(t) = R(t) (2.7a)
y(0) = [v0; u0], (2.7b)
where
A =
 − M 0
0 K






 , R(t) =
 0F (t)
 . (2.8)
For the eigenvalues λj which occur as complex numbers, the complex eigenvalues and
associated orthonormal eigenvectors Vj in the problem (A − λjI)Vj = 0 occur in
complex conjugate pairs. Using the transformation y(t) = V z(t) where V is the
normalized eigenvector matrix satisfying V T BV = I, and
V T AV = Λ = diag(λ1, λ2, . . . , λ2N)
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in (2.7) leads to the uncoupled modal equations for the complex-valued functions z(t)
with generalized forcing function r = V T R given by
ż(t) + Λz(t) = r(t) (2.9)
z(0) = V T By(0) (2.10)
or for each complex-valued mode k = 1, 2, . . . 2N
z′k(t) + λkzk(t) = rk(t), zk(0) = V
T
k By0 (2.11)
Update Formulas for Modal Solutions
Consider a partition of the time domain into discrete points 0 = t1 < t2 <
· · · < tns+1 = tf . The time-step is defined by h = tn+1− tn where tn is the time at the
beginning of a current step. It is of interest to solve first-order differential equations
of type (2.11) for complex-valued scalar functions zk(t) or equivalently gk(t) in (2.6)
step-by-step in time, i.e. to solve complex-valued functions of the form
z′(t) + λz(t) = r(t), (2.12)
with initial condition z(tn) = zn known at the beginning of a time step, starting from
t1 = 0. It is assumed that loading data F (tn) is given at discrete time steps, thus r(t),
for each k is known at all time-steps. An explicit solution to (2.12) is obtained by
first multiplying through by eλt. The result can be written (zeλt)′ = reλt. Integrating




r(s)e−λ(t−s) ds + zne
−λ(t−tn) (2.13)
The integral term is recognized as the particular solution for nonhomogeneous load-
ing, while the second-term is the complementary homogeneous solution for the initial
condition at the beginning of the time step. This solution can also be derived indi-
rectly using the Laplace transform [13]. Approximating the force r(t) ≈ r(tn) by a
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constant within a time-step tn < t < tn+1 = tn + h, and evaluating (2.13) at t = tn+1,
the solutions for each complex mode k = 1, 2, . . ., at the next step zkn+1 = zk(tn+1)








where W k0 = (1 − e−λkh)/λk.
For high-order accuracy, general piecewise polynomial interpolation of order p






where r1 = r(tn), r2 = r(tn+1), etc. are forcing functions evaluated at discrete points







Linear interpolation corresponds to p = 1; quadratic interpolation corresponds to
p = 2, etc. Introducing the polynomial interpolation of order p for the forcing function





















Expressing the Lagrangian interpolation functions as polynomials defined in






















The quadrature rule provides a time-stepping method which is driven by the
initial solution zn = z(tn) at the beginning of the current step and advanced to the
next step zn+1 = z(tn+1) by simple evaluations. Using polynomial interpolation of
the forcing function, the time integral in (2.13) is recognized as a weighted integral
with a complex exponential weighting function w(t) = eλt. The quadrature weights
are evaluated in closed-form by evaluating integrands of polynomials multiplied by
the exponential, i.e. ∫







For linear interpolation of the generalized forcing functions rk(t) within a time-
step tn < t < tn+1, p = 1 and the coefficients of Lagrangian interpolation polynomial















2 [(λktn+1 − 1) − (λktn − 1)e
−λkh]
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Evaluating (2.16) at t = tn+1 the complex mode solutions at the next step are
given by the update formula
zkn+1 = W
k
1 rk(tn) + W
k




























This result matches the closed-form algorithm previously derived by Dickens [15]
where piecewise linear loading was assumed for rk(t) and the solution to (2.11) was
obtained by summing the general homogeneous solution zk(t) = Ake
−λkt, with as-
sumed particular solutions of the form of a linear polynomial zk(t) = Bk + Ck t and
matching coefficients. The algorithm is exact for solutions driven with piecewise linear
forcing functions and initial conditions. Detailed derivation of exact solution using
linear interpolation of forcing functions and matching of results obtained by Dickens
[15] is provided in the Appendix.
To derive an algorithm which is exact for solutions driven by piecewise quadratic
forcing functions and initial conditions, quadratic interpolation of rk(t) is used within
a time-interval tn < t < tn+2 = tn + 2h with equally spaced time step h → hn, in
(2.16) and evaluate t = tn+2. The coeffecients of Lagrangian interpolation polynomial
13


















































1 rk(tn) + W
k
2 rk(tn+1) + W
k










2 + 3βk + 2)e
















2 − 3βk + 2) − (βk + 2)e−2βk
)
,
where βk = λkh. The above algorithm assumes that the loading data is known at
discrete data points only. If the loading F (t) is a continuous function in time, then the




the solution advanced to zn+1. For cubic (p = 3) and higher order update formulas
can be easily obtained from (2.16)-(2.18).
For comparison, Trapezoidal and Simpson quadrature rules are also considered
based on linear and quadratic interpolation of the entire integrand in (2.13) with unit
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weight




where f1 = f(tn), f2 = f(tn+1), etc. For trapezoidal rule, evaluating (2.13) at t = tn+1,








= W k1 rk(tn) + W
k













rule, evaluating (2.13) at t = tn+2, with f(s) approximated by a








= W k1 rk(tn) + W
k
2 rk(tn+1) + W
k








e−2λk h, W k2 =
4h
3
e−λk h, W k3 =
h
3
In the above, it is assumed that the loading is known only at discrete uniformly
spaced data points. If the loading F (t) is a continuous function in time, then high-
order quadrature rules such as Gauss-Legendre can also be used. For the case of
uncoupled real modes with proportional damping, update formulas based on numer-
ical approximation of Duhamel’s integral with Trapezoidal and Simpson rules are
derived in [21].
The complex valued modal solution is obtained step-by-step from the update
formulas starting from the initial condition until the final time of interest is reached.
For constant time-step size h, the weights W ki may be calculated and stored for each
15
complex mode prior to the time-step loop to reduce the number of evaluations. For
the eigenvalues which occur as complex numbers, the eigenvalues and eigenvectors
occur in conjugate pairs, and the corresponding modal solutions occur in complex
conjugate pairs. Additional savings can be achieved by solving the time-history for
only one of the modes in the conjugate pair and performing the summation in the
transformation y(t) = V z(t) with real values only [13, 15].







i − V Ii zIi
)
(2.24)
The state-space modal method is computationally efficient with limited memory or
disk requirements once the complex eigensolution of size 2Nr is amortized over time-
steps.
Physical space counter-parts of the constant and linear force modal update
formulas (2.14) and (2.19) involve direct discrete-transition matrices in terms of the
matrix exponential e−Ãh [17, 14], obtained by solving the state-space equation





 , B̃ =
 0M−1F (t)
 , x(0) = [u0; v0].
with the exact solution from convolution integral





This alternative discrete-time transition approach requires evaluation of eÃh
usually obtained by a direct Taylor-series expansion with scaling used to speed conver-
gence [18]. Direct discrete-time transition matrix counter-parts of the Trapezoid and
Simpson’s rule update formulas (2.22), (2.23) and our quadratic force interpolation
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update formula (2.20) can also be easily obtained. The cost of solving the complex
eigenvalue problem in the modal approach advocated here is balanced by the signif-
icantly smaller effort required to compute the quadrature weights W ki in the modal
update formulas than to directly compute eÃh. Another advantage of the modal
analysis approach is that any spurious modes from spatially discrete approximations
of continuous systems can be removed in a reduced real modal solution prior to ob-
taining state-space modal solutions without need for filtering of the post-processed
solution required in the direct discrete-time transition matrix approach.
The algorithm for obtaining the update formulas using single-step complex
eigen analysis method is summarized below:
1. Solve complex eigenvalue problem (A − λkI)Vk = 0 for λk and Vk, where A
is defined in (2.8).
2. Form initial conditions zk(0) = V
T
k By0 for each mode and generalized force
r = V T R.
3. For each complex conjugate pair, calculate weights W ki for solution update
formulas.
4. Loop over time-steps with size h to advance the solution from current to next
time step. For each complex conjugate pair, solution can be obtained by
summation of real values only as given in (2.24). Update formulas depend on
order of approximation assumed for forcing function. See (2.19) and (2.20) for
linear and quadratic approximations respectively.
5. Transform the solution back to physical coordinates using y(t) = V z(t).
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Alternatively, the two-step modal analysis involving real eigenvalue problem
retaining certain number of modes followed by complex eigen problem can be em-
ployed if it is required to eliminate any spurious mode present in the system. The
algorithm for the two-step analysis is as follows:
1. Solve the real eigenvalue problem (K − ω2i M )ϕi = 0 for ωi and ϕi, where K
and M are defined in (1.1).
2. Use modal transformation with Nr retained modes u(t) = Prqr(t) to reduce
the coupled dynamic system equation to modal differential equations given in
(2.2).
3. Solve complex eigenvalue problem (K̂ − λ̂kI)ψk = 0 for λk and ψk, where K̂
is defined in (2.4).
4. Form initial conditions gk(0) = Ψ
T
k M̂x0 for each mode and generalized force
G = ΨT Q̂.
5. Repeat steps 3 to 5 from single-step modal analysis.
A variable time step hn could be used with no difficulty. The only change




An example problem for comparing the results obtained using the different
interpolation methods with non-proportional viscous damping is shown in Figure 3.1.
The physical setup is comprised of two lumped masses connected in series by three
linear springs, two dampers and restrained at the ends. The coupled equations of











k1 + k2 −k2






where u1(t) and u2(t) are displacements and F1(t), F2(t) are loading functions at the






Figure 3.1: Numerical example with non-proportional damping setup.
k1 = k2 = k3 = 4π
2, such that the system is tuned to have undamped natural
frequencies of f1 = 1 Hz and f2 =
√
3 Hz. The masses are driven by equal and
opposite sinusoidal forcing functions with amplitude 10 and frequency of f = 1.5 Hz,
i.e. F1(t)F2(t)
 =
 10 sin(3π t)−10 sin(3π t)

The non-proportional damping parameters are set to c1 = c2 and c3 = 0.
Two damping cases considered are c1 = c2 = (4π)/50 and c1 = c2 = 4π corre-
sponding to light and very heavy damping, respectively. The modal damping ratios
obtained by modal transformation neglecting damping, and neglecting off-diagonal
modal damping in the pseudo-uncoupled equations correspond to ζ1 = 0.01(1%) and
ζ2 = 0.0289(2.89%) for light damping, and ζ1 = 0.5(50%) and ζ2 = 1.4434 (super-
critically damped).
Results obtained using the weighted linear and quadratic polynomial interpo-
lation of the forcing function and update formulas (2.19) and (2.20) will be denoted
P1 and P2, respectively, and compared to piecewise constant (P0) and Trapezoidal
and Simpson’s quadrature rules for integrating the particular solution. The time-step
size h = tn+1 − tn is set to a fixed value T/h = 20 corresponding to 20 increments per
driving period T = 1/1.5 sec. Initial conditions are set to zero.
Figure 3.2 shows the displacements of Mass-1 and Mass-2 for the light damping
case comparing P0 and P1. The response with the piecewise constant load approx-
imation (P0) shows significant error in the solution while the results for P1 shows
a small error associated with the linear approximation of the forcing term. These
observations are examined further in Figure 3.3, which shows the error in displace-
ment for Mass-1. These results show that in the light damping case considered, the
error for P0 is the highest and the accuracy of the Trapezoidal integration method is
20




































Figure 3.2: Displacements for Mass-1 and Mass-2 with non-proportional light damp-
ing, comparing piecewise constant (P0) and linear (P1) load approximations to exact
solutions.


































Figure 3.3: Error in Displacements for Mass-1 with light damping. Error in displace-
ment for P0 is between 10−2 and 10−1 (not shown).
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Figure 3.4: Error in Displacements for Mass-1 and Mass-2 and light damping com-
paring piecewise quadratic load approximation (P2) and Simpson’s rule.
slightly more accurate than the linear force approximation method P1. As expected
the accuracy of the higher-order Simpson’s integration and P2 methods are improved.
A similar result is found for Mass-2. Figure 3.4 shows that for the case of light damp-
ing considered, Simpson’s method is slightly more accurate than P2. The P0 update
formulas result in a large error in displacement.
Figure 3.5 shows the displacements of Mass-1 and Mass-2 for the very heavy
damping case, comparing P0 and P1 methods with the exact solution. The error in
displacement for Mass-1 is shown in Figure 3.6. The results show that P0 has the
largest error, and for the Trapezoidal and Simpson’s method the difference in error
between the light damping and heavy damping cases remains relatively unchanged.
In contrast, for the very heavy damping case, the error is significantly reduced for
the P1 and P2 methods compared to the light damping case. As a result of the
reduction of error with increased damping, for the heavy damping considered, P1
22


































Figure 3.5: Displacements for Mass-1 and Mass-2 with very heavy non-proportional
damping, comparing piecewise constant (P0) and linear (P1) load approximations to
exact solutions.
and P2 are significantly more accurate than Trapezoidal and Simpson, respectively.
The influence of damping on the error is illustrated in Fig. 3.7 where the response
error is shown with the non-proportional damping value changing between 0 ≤ c ≤ 4π.
A similar result was found for Mass-2 and other proportional and non-proportional
damping distributions. In all cases considered, there is a large reduction in error for
P1 compared to P0, however, the improvement in accuracy in moving from P1 to P2
is not as significant.
In the absence of any load applied to the system, the general solution in com-
plex domain defined in 2.13 reduces to the homogeneous part zne
−λ(t−tn) depending
explicitly on the time step size h and the complex eigen mode λh. The numerical
example system model was driven with initial conditions u0 = [1;−1] and v0 = [0; 0]
and no loading and a plot comparing the exact and P1 methods for low damping
scenario is shown in Fig. 3.9 indicating that the solutions for P1 and exact methods
23






































































Figure 3.6: Error in Displacements with very heavy non-proportional damping: (Top)
Comparing all methods, (Bottom) Comparing P2 and Simpson only. Error in dis-
placement for P0 is approximately 10−2 (not shown).
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Figure 3.7: Error versus non-proportional damping measured by 0 ≤ c ≤ 4π.
overlap or match each other. Similar results were obtained for other interpolation
methods.
Convergence Rates
Local truncation error for interpolatory quadrature rules are proportional to
step size h = tn+1 − tn, the weight function w(t) in the time-step integral, and on
the maximum of the d + 1 continuous derivative of the function interpolated over the
step, where d is the highest polynomial exactly integrated [22]. For Trapezoidal and
Simpson’s rule, the weight w ≡ 1, so that the local error from numerical integration
of z(t) over a step of size h is |E| ≤ C hd+2, where d = 1 and d = 3, respectively.
The sum of the local truncation error over all time-steps is one-order less than the
local error. Thus the convergence rate of solutions from time-step size reduction
expected by Trapezoidal and Simpson’s rules are order O(h2) and O(h4), respectively.
















































Figure 3.8: Error versus time-step size for Mass-1, (a) light damping, (b) very heavy
damping
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Figure 3.9: Displacements for Mass-1 and Mass-2 comparing P1 method with Exact
solution subject to initial conditions for light damping
function r(t) in the exact solution integral (2.13) is interpolated with a weight function
w(t) = eλt. In this case, the local error depends explicitly on the amount of damping
relative to the step size as measured by λkh.
Figure 3.8 shows the plots of error in displacement for Mass-1 versus time step
size h in log scale for light and very heavy damping cases. The convergence rates of the
methods are indicated by the slope of the curve on the log-log plot. The convergence
rate found for P0 is O(h)1. For methods P1 and Trapezoidal the convergence rate is
found to be relatively invariant with damping, showing a convergence rate of order
two with time-step size, O(h)2. Simpson’s rule shows a convergence rate of order four,
O(h)4 as expected from error estimates. A significant reduction in convergence rate
with very heavy damping is seen for the P2 method changing from O(h)4 for light
damping to O(h)3 for very heavy damping. In the limit of no damping, the eigenvalues
λk are purely imaginary, and P2 shows the same convergence rate as Simpson’s rule.
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While not shown in the plots, in the limit of super-critical damping for all modes,
the eigenvalues λk are purely real and P2 showed a reduced convergence rate of
approximately O(h)2, yet overall, P2 exhibits significantly reduced error compared to
Simpson’s rule for heavy damping. Similar results were found for Mass-2 and other
damping cases including proportional damping. Overall, for systems with continuous
forcing input and light damping, standard Trapezoidal and Simpson’s rule integration
exhibit slightly improved accuracy. For systems with heavy damping, the weighted
force interpolation quadrature rules are more accurate.
Spurious Mode Reduction
For direct time integration methods which do not utilize modal information,
such as the HHT-α [19] method used in many commercial finite element codes, the
property of asymptotic mode annihilation is desirable to reject or dissipate any spu-
rious modes resulting from spatial discretization of a continuous physical system [1].
The problem of spurious mode rejection is a characteristic of ‘stiff systems’. A de-
ficiency of the direct discrete-time transition methods [14] is the lack of asymptotic
mode annihilating capability since these methods simply emulate the behavior of the
spatially discrete equations. In an attempt to reject spurious high frequency modes
in solutions using the linear force discrete-time transition method developed in [17],
discrete-time filtering algorithms have been employed which are not entirely effective
in eliminating the spurious high-frequency response [23]. The advantage of the modal
approach advocated here is that a two-step process can be taken; first a real-valued
undamped modal reduction is performed using (2.1) and (2.2) by eliminating the
spurious modes and retaining only the Nr ≤ N physical modes; then the reduced
real-valued modal equations can be cast in state-space form (2.4) and uncoupled us-
ing complex modal analysis in (2.6) with the state-space modal solutions obtained
28


















































































Figure 3.10: (Top): Mass-1 displacement for proportional and non-proportional
damping. (Middle): Mass-2 displacement for proportional damping and (Bottom):
Mass-2 displacement for non-proportional damping
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efficiently using any one of the step-by-step update formulas derived in (2.19) or
(2.20).
The spurious mode rejection capability of the modal reduction approach is
illustrated and compared to the damped HHT-α [19] time-integration method (α =
−0.3) using an extension of a second-order undamped system considered in [1] gener-
alized with proportional and non-proportional damping, where the system is defined
by





 k1 + k2 −k2
−k2 k2

It is assumed k1 = (10
4) k2, where k2 = 4π
2 and m1 = m2 = 1 to represent
the character of a typical large system. The first mode (f1 ∼ 1 Hz) is intended to
represent the modes that are physically important and must be accurately integrated.
The second mode (f2 ∼ 100 Hz) represents the spurious high frequency modes. The
initial conditions are u0 = [1; 10] and v0 = [0; 0]. Values for structural damping
typically correspond to modal damping ratios ζ ≤ 20%.
Using a time-step size of T1/h = 20, the response of the damped HHT-α
method (α = −0.3) is compared to a modal analysis which retains only the first
real-valued mode and solves the reduced modal equations with the complex state-
space modal analysis and update formulas. Results for two damping cases are shown
in Figure 3.10 for mass-proportional damping with C = diag[c; c] where c = 4π/10
corresponding to a modal damping ratio ζ1 = 10%, and non-proportional damping
with C = [2c,−c;−c, c] where c = 4π/5 corresponding to a proportional modal
damping ratio ζ1 = 20%. In both cases, the modal damping ratio for the high spurious
mode is less than 0.4%. The exact response with no modal reduction produces a
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solution for Mass-1 with high-frequency oscillations of ∼ 100 Hz which are intended
to be eliminated. For both the proportional and non-proportional damping cases,
the reduced modal analysis approach, denoted P1 (reduced), effectively eliminates
the response of Mass-1 while maintaining the high accuracy of the Mass-2 response.
In contrast, the HHT-α direct time-integration method takes several time-steps to
damp out the Mass-1 response while adversely effecting the accuracy of the Mass-2




The complex modal analysis method for coupled damping time history re-
sponse proposed by Dickens [15] is evaluated and compared to alternatives for ap-
proximating the time integral of the weighted forcing function in the exact solution to
state-space modal equations. The time integral of the forcing function is recognized
as a weighted integral with a complex exponential and using polynomial interpolation
for the forcing function, derive general update formulas. Closed-form expressions are
derived for piecewise linear and quadratic force interpolations over time-steps. Linear
approximation for loading within a time-step used by Dickens is shown to be a special
case of the quadrature rules with linear interpolation. The solution methods are ex-
act for piecewise linear and quadratic loading with or without initial conditions and
are computationally efficient with low memory for time-history response of linear dy-
namic systems including general non-proportional viscous damping. It is shown that
local error for interpolatory quadrature depends explicitly on the amount of damping
relative to the step size as measured by λkh.
Numerical results for an example system with general, non-proportional damp-
ing and driven with a continuous forcing function shows the improved accuracy of the
linear and quadratic interpolations compared to well-known piecewise constant load
approximation. The convergence for the linear force interpolation method is found
to be relatively invariant with damping, showing a convergence rate of order two
with time-step size. In the limit of no damping, the eigenvalues of the modal state-
space equations are purely imaginary, and the quadratic force interpolation method
showed the same 4th-order convergence rate as Simpson’s rule. In the limit of super-
critical damping for all modes, the state-space eigenvalues are purely real and the
quadratic force interpolation method showed a reduced convergence rate of approxi-
mately two, yet overall, exhibited significantly reduced error compared to Simpson’s
rule for heavy damping. Overall, for systems with continuous forcing input and light
damping, standard Trapezoidal and Simpson’s rule integration gave comparable ac-
curacy to piecewise linear and quadratic force approximations. For systems with
heavy damping, the weighted force interpolation quadrature rules showed improved
accuracy. Using a simple model developed in [1], a two-step modal analysis using
real-valued modal reduction followed by state-space modal analysis is shown to be
an effective approach for rejecting any spurious modes occurring in stiff systems with
general damping arising from spatial discretization of continuous physical systems.
In summary, contributions include recognizing a systematic framework for de-
riving high-order polynomial interpolatory quadrature rules for integration of the ex-
act complex modal solutions; deriving exact closed form quadrature weights for linear
and quadratic force interpolation; recognizing that local error depends explicitly on
the amount of damping in the system as measured by the complex eigenvalues of the
state-space modal equations; showing the relative accuracy of the different quadrature
methods for continuous force input with varying degrees of non-proportional damping,
and demonstrating the effectiveness of a two-step modal analysis in eliminating spu-
rious modes in stiff systems with general damping by first performing an undamped
modal reduction, then performing a state-space modal analysis and retaining only
physical modes.
Future Work
Having determined the exact solution for general non-proportionally damped
dynamic systems for piece-wise linear and quadratic loading, there remain areas for
further development that would help utilize the ideas presented to their full potential.
Below are the key avenues identified for future work:
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• Extend the scope of numerical examples to incorporate solutions obtained by
moving the cross-coupling terms from damping matrix to right-hand-side as a
pseudo-loading term [5, 11] and evaluating the solution by iterative techniques
in order to make a comparison with the solution proposed by Dickens [15].
• Study Direct Discrete-time transition matrix solution for general dynamic sys-
tems [17, 14] which requires evaluation of the exponential state-space matrix
obtained by direct Taylor-series expansion with scaling used to speed conver-
gence [18] to compare the computational efficiency with the exact solution
obtained using complex mode superposition.
• By utilizing indices measuring the non-proportionality of dynamic systems pro-
posed by [9, 10], the two-step modal analysis using real-valued modal reduction
followed by state-space modal analysis techniques can be analyzed in detail to
quantify the effect of modal reduction on the amount of non-proportionality
existing in the system studied.
• Derive expressions for error estimates corresponding to linear and quadratic
force interpolation methods in closed-form.
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APPENDIX
EXACT SOLUTION FOR LINEAR INTERPOLATION FORCING FUNCTIONS
It is aimed to match the solution obtained by Dickens [15] to the exact solu-
tion obtained using complex mode superposition using linear interpolation of forcing
functions.





r(s)e−λk(tn+1−s) ds + zne
−λkh (A.1)
Introducing the polynomial of order p = 1 (linear) for the forcing function





−λk(tn+1−s) ds + zne
−λkh (A.2)






































Substituting the value of weights in the quadrature formula given in (A.2),



























An alternative method of obtaining update formula for (A.1) is to write the






[rn + m(s − tn)]eλks ds + Ce−λkt
The solution is retained to be evaluated at final time t with an unknown constant
of integration C as shown. Upon evaluating the integral at t = tn+1 with initial










By substituting the value of slope m = ( rn+1−rn
hn
) and simplifying, the resulting
equation matches with (A.4) obtained by introducing linear polynomial approxima-
tion for the forcing function.
The solution proposed by Dickens [15] can be arrived by approximating the
forcing function in the first-order differential equation in complex valued function z(t)
as a linear combination of loading evaluated at current and next time step. Using


















r(tn+1), 0 ≤ t̂ ≤ h (A.5)
The homogeneous solution for (A.5) is given in the form zHk (t̂) = Ake
−λk t̂ and
the particular solution is assumed of a linear form zPk (t̂) = Bk +Ck t̂. Substituting the






















The general solution is a sum of homogeneous and particular solution, zk(t̂) =
Ake


















At tn+1, the general solution can be evaluated at t̂ = h, giving
zk(tn+1) = Ake
−λkh + Bk + Ckh
By expanding the coefficients Ak, Bk and Ck, the general solution can be
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