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Abstract. This paper is concerned with the scattering problem for
time-harmonic electromagnetic waves, due to the presence of scatterers
and of inhomogeneities in the medium.
We prove a sharp stability result for the solutions to the direct elec-
tromagnetic scattering problem, with respect to variations of the scat-
terer and of the inhomogeneity, under minimal regularity assumptions
for both of them. The stability result leads to bounds on solutions to the
scattering problems which are uniform for an extremely general class of
admissible scatterers and inhomogeneities.
These uniform bounds are a key step to tackle the challenging stabil-
ity issue for the corresponding inverse electromagnetic scattering prob-
lem. In this paper we establish two optimal stability results of logarith-
mic type for the determination of polyhedral scatterers by a minimal
number of electromagnetic scattering measurements.
In order to prove the stability result for the direct electromagnetic
scattering problem, we study two fundamental issues in the theory of
Maxwell equations: Mosco convergence for H(curl) spaces and higher
integrability properties of solutions to Maxwell equations in nonsmooth
domains.
KeywordsMaxwell equations, Mosco convergence, higher integrability,
scattering, inverse scattering, polyhedral scatterers, stability.
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1. Introduction
We are concerned with the electromagnetic scattering problem, in the
time-harmonic case, which is governed by the Maxwell system as follows.
Given an incident time-harmonic electromagnetic wave, characterised by
the incident electric and magnetic fields (Ei,Hi), we seek a pair of functions
(E,H) solving the following exterior boundary value problem
∇∧E− ikµH = 0 in G = R3\Σ
∇∧H+ ikǫE = 0 in G = R3\Σ
(E,H) = (Ei,Hi) + (Es,Hs) in G = R3\Σ
ν ∧E = 0 on ∂G = ∂Σ
limr→+∞ r
(
x
‖x‖ ∧Hs(x) +Es(x)
)
= 0 r = ‖x‖.
(1.1)
Here k > 0 is the wavenumber, Σ is a scatterer, that is, a compact subset
with connected complement, present in the medium, ǫ and µ are the elec-
tric permittivity and magnetic permeability of the medium, respectively.
1
2 HONGYU LIU, LUCA RONDI, AND JINGNI XIAO
The first two equations satisfied by (E,H) outside Σ are the time-harmonic
Maxwell equations. The total electric and magnetic fields (E,H) are the jux-
taposition of the incident ones and the reflected, or scattered, ones (Es,Hs).
The incident fields Ei andHi are an entire solution of the Maxwell equations
with ǫ = µ = I3. Here, and also in what follows, I3 denotes the 3×3 identity
matrix. For instance, one can take (Ei,Hi) to be a normalised electromag-
netic plane wave with given polarisation vector and direction of propagation.
The presence of the scatterer Σ, and of an inhomogeneity in (ǫ, µ) around
it, perturbs the incident wave through the creation of the scattered wave,
characterised by the fact that it is radiating, that is, its corresponding fields
satisfy the so-called Silver-Mu¨ller radiation condition, which is the last limit
in (1.1). The boundary condition on the boundary of Σ depends on the
physical properties of the scatterer. In this case, Σ is a perfectly electric
conducting scatterer, however, in a completely equivalent way, we can also
treat the case of perfectly magnetic conducting scatterers.
We assume minimal regularity assumptions on the scatterer Σ and the
inhomogeneity surrounding it, that is, on the coefficients ǫ and µ. Indeed,
we assume that ǫ and µ are measurable functions in G with values in the
set of positive definite symmetric matrices, and that they coincide with the
identity matrix outside a large ball. We also have uniform positive bounds,
from below and above, respectively, on the lowest and highest eigenvalues
of ǫ and µ, all over G.
The existence and uniqueness of a solution to (1.1) are classical results
when Σ and the coefficients ǫ and µ are smooth; for example when the
medium is homogeneous and isotropic, see for instance [10, 28]. Also well-
understood is the case of Lipschitz scatterer, see for instance [26]. However,
there has been a lot of effort to obtain existence and uniqueness results un-
der minimal assumptions on Σ and the coefficients ǫ and µ, that allow, for
instance, Σ to be formed by screens and not obstacles only, and ǫ and µ to
represent an inhomogeneous and anisotropic medium. We refer to [30] for a
very general result in this direction and to its references for the development
of this topic. The result in [30] allows to prove existence and uniqueness for
(1.1) provided Σ satisfies the so-called Rellich and Maxwell compactness
properties (see Definition 2.8) and the Maxwell equations satisfy the unique
continuation property. A sufficient condition for the Rellich and Maxwell
compactness properties to hold is given in [30] and a slightly different one,
suited to our purposes, can be found in Proposition 2.11. For the unique con-
tinuation property, Lipschitz regularity of the coefficients ǫ and µ is enough,
see [29]; actually, in the scale of C0,α regular functions, Lipschitz regularity
is optimal as unique continuation may fail for Ho¨lder continuous functions,
see [13]. It might be possible that, in the scale of Sobolev regular functions,
unique continuation may hold, as for the scalar elliptic equations in diver-
gence form, with less regular coefficients provided some extra structure is
assumed, for example isotropy. In fact, we conjecture that in the isotropic
case W 1,3 regularity might be enough, but up to our knowledge such a re-
sult is still unavailable in the literature. For this reason, in this paper we
consider only the Lipschitz regularity assumption, and we are sure that the
interested reader would be able to easily adapt our arguments to other cases
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as long as unique continuation holds true. Our aim here, instead, is to allow
the coefficients to be piecewise smooth, particularly piecewise Lipschitz, and
still keep the unique continuation property. Using [29] as the basic tool, this
has been shown to be true in [4] and a different, and slightly more general,
formulation may be found in Proposition 2.13.
The aim of the present paper is to establish continuity properties, namely
stability, of solutions to (1.1) with respect to variations of the scatterer Σ
and the coefficients of the inhomogeneity at the same time. We keep the
assumptions on Σ and the coefficients ǫ and µ to a minimum. Indeed, we
use regularity assumptions not stronger than the ones required to establish
the existence and uniqueness of solutions to the scattering problem (1.1).
The main difference is that we need to consider a quantitative version of
these conditions. It is emphasised that we allow an extremely general class
of scatterer in our study, that includes obstacles, screens and also quite
complicated combinations of obstacles and screens at the same time. The
main stability result is stated in Theorem 5.6.
We wish to point that, for each of the results in this paper, we aim to the
greatest generality. In general we assume no regularity on the coefficients of
the Maxwell system, unless where we need unique continuation properties,
where we use a regularity of piecewise Lipschitz type, since Lipschitz conti-
nuity is optimal in this context, at least in the scale of C0,α regular functions.
The surfaces where discontinuities are allowed are also of extremely general
kind. Also concerning the domains where the Maxwell system is defined, as
pointed out above with respect to scatterers, these are always as general
as possible, with boundaries which may have a rather complex structure.
The classes of domains we use, described in Subsection 3.2, were introduced
in [25] and further developed in [20]. We believe that, even if improvements
may be obtained in this direction, their generality and versatility put them
at the top of the art in this moment.
The stability of the direct scattering problem is of significant importance
in the theory of electromagnetism. For example, it is an indispensable in-
gredient in showing convergence of numerical solutions, when Σ and the
coefficients µ and ǫ are approximated by discrete variables. It could also be
of use in proving existence of solutions for optimisation problems, when the
scatterer or the medium need to satisfy suitable optimality conditions.
The major motivation of the present work comes from the field of inverse
problems, in particular from the inverse electromagnetic scattering problem.
In such an inverse problem, the scatterer or the surrounding inhomogeneity
are unknown, or only partially known, and the aim is to recover information
on them by sending one or more suitable time-harmonic incident electromag-
netic waves, and by measuring the perturbations produced by the presence
of the scatterer and the inhomogeneity. Such measurements are usually per-
formed far-away from the region where the scatterer and the inhomogeneity
are contained, and in this case we speak of far-field or scattering measure-
ments. That is, one usually measures the so-called far-field pattern either
of the electric or of the magnetic scattered field, for each of the incident
waves. These kinds of inverse problems are of central importance to many
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areas of science and technology, including radar and sonar, geophysical ex-
ploration, medical imaging, nondestructive testing and remote sensing; see
for instance [10,18] and the references therein.
In order to tackle the stability issue of such an inverse scattering problem,
a fundamental step is to obtain uniform bounds on the solution of the direct
problem, that is, bounds which are independent of the scatterer Σ and the
surrounding medium. In fact, in the inverse problem, the scatterer and the
inhomogeneous medium are, at least in part, unknown, and, in general, we
only know some a priori regularity assumptions on them. This is the reason
why, for the applications, it is crucial to obtain such uniform bounds for the
largest possible class of admissible scatterers and surrounding media, which
is precisely one of the main aims of the present paper. In fact, our general
stability result for the direct problem immediately leads to uniform bounds
for solutions for an extremely wide class of scatterers and surrounding media;
Theorem 5.5.
In order to obtain the stability result for the direct electromagnetic scat-
tering problem, two fundamental ingredients are needed. The first one is a
suitable notion of Mosco convergence, and the second one is a higher in-
tegrability property of the solutions to Maxwell equations, independent on
the domain of definition and the coefficients ǫ and µ, provided they satisfy
suitable, although minimal, assumptions. These two results are the main
technical achievements of the present paper and we comment them in the
following.
Mosco convergence, introduced in [27], is a crucial tool for studying stabil-
ity of solutions of elliptic problems with homogeneous Neumann conditions
under perturbations of the domain. In fact, it can be shown that Mosco
convergence of H1 spaces associated to the domains of definition of the el-
liptic equations is essentially equivalent to convergence of the corresponding
solutions with Neumann boundary conditions. Therefore, the Mosco con-
vergence for H1 spaces has attracted a lot of attention and several results
appeared in the literature. In dimension 2, the breakthrough was a sufficient
condition proved in [8], which is still useful since it is easy to be verified.
The problem was finally solved in [6,7] where a sufficient and necessary con-
dition is proved. In dimension 2, the key is the use of duality arguments and
complex analytic techniques. These methods can not be used in dimension
3 and higher. In this case the first result is in [17], where suitable Lipschitz
conditions are employed. A slightly different condition, still of Lipschitz type
but more general in several respects, is considered in [25].
In [25] it was shown that Mosco convergence of H1 spaces is still the key
point to obtain convergence results for solutions of Neumann problems for
the Helmholtz equation. Moreover, for the Helmholtz equation, a quantita-
tive version of the Rellich compactness property turns out to be essential.
Such a quantitative version is given by higher integrability properties of H1
functions of the domain of the equation, which need to be uniform with
respect to the considered domains. We recall that the Rellich compactness
property is crucial to obtain existence and uniqueness for the solution of
the direct acoustic scattering problem with sound-hard scatterers. Mosco
convergence and such a higher integrability property for H1 spaces, in fact,
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allowed to prove, still in [25], convergence results, and correspondingly uni-
form bounds, for the direct acoustic scattering problem with respect to vari-
ations of the sound-hard scatterer. The corresponding result for sound-soft
scatterers, that is, in the Dirichlet case, was considered earlier in [32].
One of the main aims of the current paper is to extend the analysis for the
acoustic case, [25], to the technically much more challenging electromagnetic
case. In the electromagnetic case, the suitable spaces, in which the solutions
are to be sought, are the H(curl) spaces. We have therefore developed the
corresponding study for the Mosco convergence of H(curl), which is stated
as Theorem 4.1. We notice that we are able to prove the Mosco convergence
for H(curl) spaces under the same assumptions on the domains used for the
H1 spaces in [25], which are quite general. We recall that we are restricted
here to the three-dimensional case, so duality arguments may not be used.
As in the acoustic case, higher integrability properties of solutions are
also required. Therefore, a quantitative version of the Maxwell compact-
ness property, stated in Definition 4.3, need to be established. For Lipschitz
domains, such a higher integrability result was proved in [14]. Since no reg-
ularity condition is imposed on the coefficients, we believe that this result
is essentially optimal and we recall it as Proposition 3.1. Our aim is to use
this result as an essential tool to extend the higher integrability result to
domains whose boundaries have much weaker regularity and may have a
quite complex structure, including screen-type portions, for instance. The
result is given in Proposition 4.5, and we observe that here no regularity is
required on the coefficients.
Theorem 4.1 and Proposition 4.5 provide the right conditions on the scat-
terers that guarantee the stability of the direct electromagnetic scattering
problem. For what concerns the coefficients ǫ and µ of the inhomogeneity,
we need to find a class of piecewise Lipschitz coefficients, that in particular
guarantee unique continuation, which is compact with respect to a suitable,
possibly rather weak, convergence. Such a class is defined in Definition 5.1
and its main compactness property is stated in Lemma 5.3. With these in-
gredients at our disposal, the stability result, Theorem 5.6, for the solutions
to the direct electromagnetic scattering problem can be finally obtained. In
turn, we prove corresponding uniform bounds, with respect to a wide class
of scatterers and inhomogeneities, Theorem 5.5.
As important consequence and application of our uniform estimates on
solutions to the direct electromagnetic scattering problems, we establish op-
timal stability estimates for the following inverse electromagnetic scattering
problem. We assume that there is no inhomogeneity, that is ǫ = µ = I3
everywhere, but there is some unknown scatterer Σ to be determined. This
is attempted by performing scattering measurements, that is by sending one
or more time-harmonic incident electromagnetic waves and by measuring
the far-fields patterns of the corresponding scattered waves produced by the
presence of the scatterer. We say that we have a single scattering measure-
ment if we perform this experiment just once, that is, we send just one
incident wave. We say that we have two or more scattering measurements
if we send two or more, suitably chosen, incident waves and measure their
corresponding scattered waves.
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The inverse scattering problem described above is nonlinear, and it is also
known to be ill-posed in the sense of Hadamard. Moreover, it is readily seen
that the inverse problem is formally-posed if we perform a single measure-
ment; that is, physically speaking, one expects to recover Σ by sending a
single incident plane wave with fixed wavenumber, polarisation vector and
incident direction, and then collecting the far-field data in every possible
observation direction. Though there is a widespread belief about unique de-
termination of scatterers, or at least obstacles, by a single measurement,
such uniqueness result still remains a largely open problem with very lim-
ited progress in the literature, also in the, relatively simpler, acoustic case.
However, scatterers with a particular structure may be actually determined
by one or a few scattering measurements. This is true, for example, for scat-
terers of polyhedral type, that is, scatterers whose boundaries are made of
a collection of suitable portions of hyperplanes. The breakthrough in this
direction was done for the acoustic case in [9], where sound-soft polyhe-
dral obstacles, that is, polyhedra, with an additional nontrapping condition,
were considered. For sound-soft polyhedral scatterers the problem was com-
pletely solved in [2], where it is shown that a single measurement is enough
to uniquely determine any sound-soft polyhedral scatterer, without any fur-
ther condition and in any dimension. We notice that such polyhedral scat-
terers include obstacles, that is, polyhedra, and screen-like scatterers, at the
same time. For the acoustic sound-hard case in dimension N , N scattering
measurements are enough for determining a general sound-hard polyhedral
scatterer, and the number of measurements may not be reduced if screen-
type scatterers are allowed, [22,23]. However, for polyhedral obstacles, that
is, polyhedra, a single measurement is enough, [15, 16] We notice that the
acoustic sound-hard case is the closer one to the electromagnetic case.
About the electromagnetic case, in [21] and [19], uniqueness results for the
determination of conducting scatterers of general polyhedral type by scat-
tering measurements were established. As in the acoustic case, there might
be finitely many (with an unknown number) solid polyhedra and screen-type
scatterers simultaneously. Two scattering measurements are needed, [21] for
general polyhedral scatterers, whereas a single scattering measurement is
enough for polyhedral obstacles, [19]. The number of scattering measure-
ments has also been shown to be optimal.
In all of these cases, uniqueness is achieved by exploiting a reflection
principle, along with the use of a certain path argument, for the Helmholtz
equation in the acoustic case, and for the Maxwell equations in the electro-
magnetic one.
The corresponding stability issue has been treated first in dimension 3 for
general sound-soft polyhedral scatterers, [34], with a single scattering mea-
surement and under minimal regularity assumptions. This result has been
extended to any dimension and for a more general and versatile class of
polyhedral scatterers in [20]. More importantly, in [20] the stability result
has been extended to the sound-hard case, for the same class of polyhe-
dral scatterers as in the sound-soft case, and with the minimal amount of
scattering measurements, that is, N measurements for general polyhedral
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scatterers and a single measurement for polyhedra, at least for N = 2, 3 in
this last case.
In all these stability results, a crucial preliminary result is to establish
bounds for the solutions of the direct scattering problems which are uniform
for the widest possible class of admissible scatterers. For the sound-soft case
this was done in [34], whereas for the sound-hard case such a result follows
from [25].
The analysis developed for the acoustic sound-hard case can be adapted
to extending these stability results to the electromagnetic case, by follow-
ing the spirit of the uniqueness arguments of [21] and [19], and with some
necessary modifications. However, the required uniform bounds for solutions
of the corresponding direct electromagnetic scattering problem turns out to
be a highly nontrivial modification of known results in the acoustic case.
Using the stability results established earlier for the direct electromagnetic
scattering problem, we are able to prove the following essentially optimal
stability results for the inverse problem. In Theorem 6.2, we show a stabil-
ity result for the determination of general polyhedral scatterers, including
screen-type ones, by two electromagnetic scattering measurements. In The-
orem 6.3 we present a stability result for the determination of polyhedra,
that is, of polyhedral obstacles, by a single electromagnetic scattering mea-
surement. We notice that the assumptions on the unknown scatterers are
the same as those used in the acoustic case in [20], and also the stability
estimates obtained are exactly of the same logarithmic type.
The plan of the paper is as follows. In Section 2 we consider the direct
electromagnetic scattering problem. In Subsection 2.1, we set most of the
standard notations needed in the sequel. Moreover, in Proposition 2.4, we
prove that the subspace L∞ ∩H(curl) is dense in the space H(curl) for an
arbitrary open set; a result that, rather surprisingly, we could not find in
this generality in the literature. In Subsection 2.2 we formulate the problem
and we treat existence and uniqueness of its solution in Subsection 2.3. In
particular, in Subsection 2.4, we discuss the Rellich and Maxwell compact-
ness properties, as well as the unique continuation property for the Maxwell
equations.
Section 3 is devoted to some preliminary results. In Subsection 3.1, prop-
erties of the solutions to the Maxwell equations are considered. In particular,
changes of variables and reflection principles for solutions to the Maxwell
equations are studied in detail. In Subsection 3.2, we discuss suitable classes
of admissible scatterers. These kinds of classes were introduced in [25] and
further developed in [20].
The main technical section of the paper is Section 4. We prove the Mosco
convergence result for H(curl) spaces, Theorem 4.1, and the higher inte-
grability properties for solutions to the Maxwell equations in nonsmooth
domains, Proposition 4.5
The main section of the paper is Section 5. We consider suitable classes
of admissible coefficients for the inhomogeneities, Definition 5.1, and discuss
their properties. Then we state and prove the main results of the paper, the
stability result, Theorem 5.6, and the uniform bounds, Theorem 5.5, for the
solutions to the direct electromagnetic scattering problem.
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In Section 6, we deal with the inverse electromagnetic scattering prob-
lem, for polyhedral scatterers. The stability results, Theorem 6.2 for general
polyhedral scatterers with two measurements and Theorem 6.3 for polyhe-
dra with one measurement, are presented in Subsection 6.1. A few details
and comments about the proofs of these stability results are in the final
Subsection 6.2.
Finally, in the Appendix, there are the proofs of Propositions 2.4 and
2.11.
2. The electromagnetic scattering problem
2.1. Notations and conditions. We shall use the following notations. The
integer N ≥ 2 always denotes the space dimension. Apart from a few in-
stances,N will be equal to 3. In what follows, we always omit the dependence
of constants on the space dimension N .
For any x ∈ RN , N ≥ 2, we denote x = (x′, xN ) ∈ RN−1 × R and
x = (x′′, xN−1, xN ) ∈ RN−2 ×R×R. For any s > 0 and any x ∈ RN , Bs(x)
denotes the ball contained in RN with radius s and center x, and B′s(x
′)
denotes the ball contained in RN−1 with radius s and center x′. We also
use Bs = Bs(0) and B
′
s = B
′
s(0). For any E ⊂ RN , we denote Bs(E) =⋃
x∈E Bs(x). For any ball B centered at zero we denote B
± = B∩{y ∈ RN :
yN ≷ 0}. Analogously, for any hyperplane Π in RN , we use the following
notations. If, with respect to a suitable Cartesian coordinate system, one
has Π = {y ∈ RN : yN = 0}; then for any x ∈ Π and any r > 0 we denote
B±r (x) = Br(x) ∩ {yN ≷ 0}. Furthermore, we denote by TΠ the reflection
with respect to Π, namely in this case for any y = (y1, . . . , yN−1, yN ) ∈ RN
we have TΠ(y) = (y1, . . . , yN−1,−yN ).
The s-dimensional Hausdorff measure in RN , 0 ≤ s ≤ N , will be denoted
by Hs. We recall that HN coincides with the Lebesgue measure. For any
Borel set E ⊂ RN we denote with |E| its Lebesgue measure.
For any x ∈ R3 we call r = ‖x‖ and, provided x 6= 0, xˆ = x/‖x‖ ∈ S2 =
{x ∈ R3 : ‖x‖ = 1}. We finally define ρ = (1 + r2)1/2.
We consider the following direct scattering problem for the electromag-
netic (EM) case, in the presence of a scatterer. We say that Σ ⊂ R3 is a
scatterer if Σ is a compact set (possibly empty) such that G = R3\Σ is
connected. On the other hand, an open connected set G whose complement
is compact will be referred to as an exterior domain. Notice that R3 itself is
an exterior domain.
Let us assume that outside Σ we have a medium characterised by the
electric permittivity ǫ1 and the magnetic permeability µ1. For the time being,
we do not assume any regularity or isotropy conditions, that is, they are
tensors in G satisfying uniform ellipticity conditions. We recall thatM3×3sym(R)
is the space of real-valued 3× 3 symmetric matrices and that, for any open
set D ⊂ R3, we say that a is a tensor in D satisfying uniform ellipticity
conditions if a ∈ L∞(D,M3×3sym(R)) and it satisfies
a0‖ξ‖2 ≤ a(x)ξ · ξ ≤ a1‖ξ‖2 for a.e. x ∈ D and every ξ ∈ R3, (2.1)
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where 0 < a0 < a1 are the so-called ellipticity constants. In short the above
condition may be written as
a0I3 ≤ a(x) ≤ a1I3 for a.e. x ∈ D.
We also assume that, outside a bounded set, the space is homogeneous
and isotropic, that is there exists R0 > 0 and two positive constants ǫ∞, µ∞
such that
Σ = R3\G ⊂ BR0 (2.2)
and
ǫ1(x) = ǫ∞I3 and µ1(x) = µ∞I3 for every x such that ‖x‖ > R0. (2.3)
In the sequel, we fix a frequency ω > 0, and we call k = ω
√
ǫ∞µ∞ > 0
the corresponding wavenumber and ǫ = ǫ−1∞ ǫ1 and µ = µ
−1
∞ µ1. We shall take
k > 0 and assume that ǫ and µ belong to L∞(G,M3×3sym(R)) and, for some
positive constants R0 and 0 < λ0 < 1 < λ1, satisfy
λ0I3 ≤ ǫ(x), µ(x) ≤ λ1I3 for a.e. x ∈ G (2.4)
and
ǫ(x) = µ(x) = I3 for a.e. x ∈ G such that ‖x‖ > R0. (2.5)
We say that D ⊂ R3 is a domain if it is an open connected set. We say
that a domain D is Lipschitz if for any x ∈ ∂D there exist r > 0 and a
Lipschitz function ϕ : R2 → R, with Lipschitz constant L, such that, up to
a rigid change of coordinates, we have
D ∩Br(x) = {y = (y1, y2, y3) ∈ Br(x) : y3 < ϕ(y1, y2)}.
Clearly, r, L, and the change of coordinates depend on the point x. If we
can use the same constant r and L for all x ∈ ∂D, then we say that D is
a Lipschitz domain with constants r and L. We remark that any Lipschitz
domain D with compact boundary is Lipschitz with constants r and L for
suitable positive constants r and L depending on D.
Let D and D′ be two open sets and T : D → D′ be a function. We say
that T is locally W 1,∞ if T ∈W 1,∞loc (D) and we notice that this is equivalent
to requiring that T is locally Lipschitz. As usual we say that T is Lipschitz
(with Lipschitz constant L) if ‖T (x)− T (y)‖ ≤ L‖x− y‖ for any x, y ∈ D.
We say that T is a bi -Lipschitz mapping with constant L if T is bijective and
T and T−1 are Lipschitz with Lipschitz constant L, onD andD′ respectively.
We say that T is a bi -W 1,∞ mapping with constant L if T is bijective and
‖JT‖L∞(D) and ‖J(T−1)‖L∞(D′) are both bounded by L. Here, and in what
follows, JT denotes the Jacobian matrix of T .
The following remark will be of interest and a proof may be found, for
instance, in [31, Chapter 6].
Remark 2.1. Let D and D′ be open sets and T : D → D′ be a bi-W 1,∞
mapping. If D is connected, then either det JT (x) > 0 for almost every
x ∈ D or detJT (x) < 0 for almost every x ∈ D.
We shall also need the following spaces. Let D ⊂ R3 be a domain and let
a ∈ L∞(D,M3×3sym(R)) satisfying (2.1) with constants 0 < a0 < a1.
We define, essentially following [30],
H(curl,D) = {u ∈ L2(D,C3) : ∇∧ u ∈ L2(D,C3)}
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and
H(div,D) = {u ∈ L2(D,C3) : ∇ · u ∈ L2(D)}.
We notice that ∇ ∧ u and ∇ · u are always meant in the sense of distribu-
tions. Moreover, L2(D) = L2(D,C). We notice that these are Hilbert spaces
endowed with the usual graph norm. We also need
Hloc(curl,D) = {u ∈ L2loc(D,C3) : ∇∧ u ∈ L2loc(D,C3)}.
and the following two spaces
H0(curl,D) = {u ∈ H(curl,D) : 〈∇ ∧ u, φ〉 − 〈u,∇∧ φ〉 = 0
for any φ ∈ H(curl,D) with bounded support},
and
H0(div,D) = {u ∈ H(div,D) : 〈∇ · u, ϕ〉 + 〈u,∇ϕ〉 = 0
for any ϕ ∈ H1(D) with bounded support}.
Here 〈u, v〉 = ∫D u · v is the usual L2 scalar product, either in L2(D) or in
L2(D,C3). We call H(diva,D) and H0(diva,D) the set of u ∈ L2(D,C3)
such that au ∈ H(div,D) or au ∈ H0(div,D), respectively.
We notice that u ∈ H0(curl,D) satisfies, in a weak sense, the boundary
condition
ν ∧ u = 0 on ∂D
whereas u ∈ H0(diva,D) satisfies, again in a weak sense, the boundary
condition
ν · (au) = 0 on ∂D.
As usual, ν is the exterior unit normal to D on ∂D.
Remark 2.2. An important remark related to solutions to the Maxwell
equations is the following. If E ∈ H0(curl,D) and ∇ ∧ E = caH in D,
for some c ∈ C\{0}, then H ∈ H0(diva,D). In fact, first of all we no-
tice that ∇ · (aH) = 0 in D in the sense of distribution, and therefore
H ∈ H(diva,D). We need to show that for any ϕ ∈ H1(D) with bounded
support we have 〈aH,∇ϕ〉 = 0. Since ∇ϕ ∈ H(curl,D), with ∇∧ (∇ϕ) = 0,
for any ϕ ∈ H1(D),
〈aH,∇ϕ〉 = (1/c)〈∇ ∧E,∇ϕ〉 = (1/c) (〈∇ ∧E,∇ϕ〉 − 〈E,∇ ∧ (∇ϕ)〉) = 0.
Let us notice that, under certain smoothness assumptions on D, we can
better characterise these spaces. The smoothness assumption is of Lipschitz
type and the result is the following, see for instance [26, Chapter 3].
Proposition 2.3. Let D be a bounded Lipschitz domain.
Then H(div,D) = C∞(D) and H0(div,D) = C∞0 (D) with respect to the
H(div) norm.
For any u ∈ H(div,D), we can define γν(u) = ν ·u|∂D ∈ H−1/2(∂D) such
that
〈∇ · u, ϕ〉+ 〈u,∇ϕ〉 = 〈γν(u), ϕ〉∂D for any ϕ ∈ H1(D).
Here and in the sequel, 〈·, ·〉∂D is the H−1/2-H1/2 duality on ∂D. Therefore,
H0(div,D) = {u ∈ H(div,D) : γν(u) = 0 in H−1/2(∂D)}.
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Correspondingly, H(curl,D) = C∞(D) and H0(curl,D) = C∞0 (D) with
respect to the H(curl) norm.
For any u ∈ H(curl,D), we can define γτ (u) = ν∧u|∂D ∈ H−1/2(∂D,C3)
such that
〈∇ ∧ u, φ〉 − 〈u,∇ ∧ φ〉 = 〈γτ (u), φ〉∂D for any φ ∈ H1(D,C3).
Therefore, H0(curl,D) = {u ∈ H(curl,D) : γτ (u) = 0 in H−1/2(∂D,C3)}.
Also the following density result will be of use. This density is trivial in
the case of Lipschitz open sets but for a general open set we could not find
a reference for it.
Proposition 2.4. Let D be any open set contained in R3. Then H(curl,D)∩
L∞(D,C3) is dense in H(curl,D) with respect to the H(curl) norm.
We postpone the proof of this result to the Appendix.
Finally, let us assume that D is an exterior domain, that is, it contains
the exterior of a ball. In order to control the behaviour at infinity, we shall
use the following notation. For any t ∈ R and any u ∈ L2loc(D), either
complex-valued or C3-valued, we set
‖u‖0,t =
(∫
D
ρ2t‖u‖2
)1/2
,
where we recall that ρ = (1 + r2)1/2, r = ‖x‖. We finally define
H(curl,D, t) = {u ∈ Hloc(curl,D) : ‖u‖0,t + ‖∇ ∧ u‖0,t < +∞}
and
H(div,D, t) = {u ∈ Hloc(div,D) : ‖u‖0,t + ‖∇ · u‖0,t < +∞}.
2.2. Mathematical formulation. The electromagnetic wave is described
by the electric field E (x, t) and the the magnetic field H (x, t) for (x, t) ∈
G×R+. The electromagnetic wave propagation is governed by the Maxwell
equations
∇∧ E (x, t) + µ1∂H
∂t
(x, t) = 0, ∇∧H (x, t)− ǫ1∂E
∂t
(x, t) = 0. (2.6)
For time-harmonic electromagnetic waves of the form
E (x, t) = ℜ(ǫ−1/2∞ E(x)e−iωt), H (x, t) = ℜ(µ−1/2∞ H(x)e−iωt)
where (E,H)(x) ∈ C3×C3 and ω > 0 is the frequency, it is directly verified
that one has the reduced Maxwell equations
∇∧E(x)− ikµH(x) = 0, ∇∧H(x) + ikǫE(x) = 0, (2.7)
with the wavenumber k > 0 and the coefficients ǫ and µ defined as in
Subsection 2.1. Notice that, when the medium is homogenous and isotropic,
that is ǫ1 and µ1 are simply positive constants coinciding with ǫ∞ and µ∞
everywhere, then (2.7) reduces to
∇∧E(x)− ikH(x) = 0, ∇∧H(x) + ikE(x) = 0. (2.8)
In the sequel we shall consider the system (2.7) with k > 0 and ǫ and µ
satisfying (2.4) and (2.5)
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The equation (2.7) is to be understood in the sense of distribution, and
hence it is well-formulated, for instance, for (E,H) ∈ (Hloc(curl, G))2.
We say that a solution (E,H) to (2.7) is outgoing or radiating if it satisfies
the following Silver-Mu¨ller radiation condition
lim
r→+∞
r
(
x
‖x‖ ∧H(x) +E(x)
)
= 0, r = ‖x‖ (2.9)
which holds uniformly in all directions xˆ := x/‖x‖ ∈ S2. The Silver-Mu¨ller
radiation condition characterises the radiating nature of solutions to the
Maxwell equations. We recall that this is equivalent to requiring that
lim
r→+∞
r
(
x
‖x‖ ∧E(x)−H(x)
)
= 0, r = ‖x‖, (2.10)
see for instance [10].
In the case of a homogeneous and isotropic medium, the following connec-
tion between the Maxwell equations and the vectorial Helmholtz equation
is known, see again [10].
Lemma 2.5. If (E,H) is a solution to the Maxwell equations (2.8), that is
∇∧E− ikH = 0, ∇∧H+ ikE = 0,
then E and H satisfy the following vectorial Helmholtz equations,
∆E+ k2E = 0, ∇ · E = 0, (2.11)
∆H+ k2H = 0, ∇ ·H = 0. (2.12)
Conversely, if E satisfies (2.11) (or H satisfies (2.12)), then E and H =
(∇∧E)/(ik) (or H and E = −(∇∧H)/(ik), respectively) satisfy the Maxwell
equations (2.8).
Moreover, for (E,H), a solution to the Maxwell equations (2.8), the Silver-
Mu¨ller radiation condition (2.9) is equivalent to the Sommerfeld radiation
condition for all components of E and H; that is
lim
r→+∞
r
(
∂u
∂r
− iku
)
= 0, r = ‖x‖, (2.13)
where the limit holds uniformly in all directions xˆ = x/‖x‖ ∈ S2, and u
denotes any of the Cartesian components of E or H.
Using the asymptotic behaviour of outgoing solutions to the Helmholtz
equation, we can deduce the following asymptotic behaviour of outgoing
solutions of the Maxwell equations. That is, as r = ‖x‖ → +∞,
E(x) =
eik‖x‖
‖x‖ E∞(xˆ) +O
(
1
‖x‖2
)
,
H(x) =
eik‖x‖
‖x‖ H∞(xˆ) +O
(
1
‖x‖2
)
,
(2.14)
which hold uniformly in xˆ = x/‖x‖ ∈ S2. Here E∞ and H∞ are complex-
valued functions defined on S2 and denote the electric and magnetic far-field
patterns, respectively, and they satisfy for any xˆ ∈ S2,
H∞(xˆ) = xˆ ∧E∞(xˆ) and xˆ ·E∞(xˆ) = xˆ ·H∞(xˆ) = 0. (2.15)
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It is also known that E∞ and H∞ are real-analytic and hence if they are
given on any open patch of S2, then they are known on the whole unit sphere
by analytic continuation.
For the scatterer Σ defined earlier, the EM wave cannot penetrate inside
the scatterer and the Maxwell system (2.7) is defined only in G = R3\Σ.
Depending on the physical property of the scatterer, one would have the
following boundary conditions on ∂Σ,
ν(x) ∧E(x) = 0, x ∈ ∂Σ, (2.16)
corresponding to a perfectly electric conducting (PEC) scatterer Σ; or
ν(x) ∧H(x) = 0, x ∈ ∂Σ, (2.17)
corresponding to a perfectly magnetic conducting (PMC) scatterer Σ. Here,
ν ∈ S2 denotes the exterior unit normal vector to G (or interior unit normal
to Σ) on ∂G = ∂Σ.
Remark 2.6. Let us remark here once for all that if (E,H) solves (2.7), then
(H,−E) solve the same equation provided we swap ǫ with µ. Moreover,
if (E,H) is an outgoing solution to (2.7), then (H,−E) is also outgoing.
Therefore, by this kind of change of variables, we can always turn a per-
fectly magnetic conducting scatterer Σ into a perfectly electric conducting
scatterer. Hence, in what follows, we shall only consider the perfectly electric
conducting case but it is clear that all the results of this paper hold for the
perfectly magnetic conducting case as well.
Summarising our discussion above, the EM scattering problem we are
interested in is the following. We fix k > 0 and consider a pair of incident
electric and magnetic fields (Ei,Hi) given by an entire solution to (2.8). For
example, we can choose
Ei(x) =
i
k
∇∧
(
∇∧ peikx·d
)
, Hi(x) = ∇∧ peikx·d, x ∈ R3. (2.18)
In this case (Ei,Hi) = (Ei,Hi)(p,d) is known as the normalised electro-
magnetic plane wave with the polarisation vector p ∈ R3, p 6= 0, and the
incident direction d ∈ S2. Given a perfectly electric conducting scatterer Σ,
and ǫ and µ satisfying the above hypotheses, we look for a solution (E,H)
to the following exterior boundary value problem
∇∧E− ikµH = 0 in G = R3\Σ
∇∧H+ ikǫE = 0 in G
(E,H) = (Ei,Hi) + (Es,Hs) in G
ν ∧E = 0 on ∂G
limr→+∞ r
(
x
‖x‖ ∧Hs(x) +Es(x)
)
= 0 r = ‖x‖.
(2.19)
Here Es and Hs in (2.19) are called the scattered electric and magnetic
fields, respectively, and by the last line they satisfy the Silver-Mu¨ller ra-
diation condition. We call E and H the total electric and magnetic fields,
respectively.
The Maxwell system (2.19) describes the following electromagnetic wave
scattering. In the homogeneous and isotropic space, the EM incident wave
(Ei,Hi) would propagate indefinitely, since it is an entire solution to the
14 HONGYU LIU, LUCA RONDI, AND JINGNI XIAO
Maxwell system (2.8). The presence of the scatterer Σ, and of possible inho-
mogeneity around it, perturbs the propagation of the incident wave. Such a
perturbation is given by the scattered wave field (Es,Hs), which, outside a
large enough ball, is an outgoing, that is, radiating, solution to the Maxwell
system (2.8).
The existence and uniqueness of a solution to (2.19) is classical in the case
of a homogeneous and isotropic medium and of smooth scatterers, see for
instance [10, 28]. More effort is needed for the case of Lipschitz scatterers,
and this case is also rather well understood, see for instance [26].
In order to deal with the most general scenario, that is, with minimal
assumptions on the scatterer Σ and the coefficients ǫ and µ, we shall make
use of a quite general result proved in [30]. The uniqueness and existence
result will be treated in the next subsection.
2.3. Existence and uniqueness. Given an exterior domain G, we call
GR = G ∩ BR(0) for any R > 0. We assume that (2.2), (2.4) and (2.5)
hold for some constants R0 > 0 and 0 < λ0 < λ1. We say that (E,H) is a
(weak) solution to the direct scattering problem (2.19) for a given incident
field (Ei,Hi) if (E,H) ∈ H(curl, GR)2 for any R > 0, the Maxwell system is
satisfied in G in the sense of distributions, E ∈ H0(curl, G), and (Es,Hs) =
(E,H) − (Ei,Hi) is an outgoing solution to the Maxwell system (2.8) in
R
3\BR0 .
Fixed an auxiliary function χ ∈ C∞0 (R3) such that χ ≡ 1 in a neighbour-
hood of BR0 , we have that (E,H) solves (2.19) if and only if (E1,H1) =
(E,H)− (1− χ)(Ei,Hi) solves, in an analogous weak sense,
∇∧E1 − ikµH1 = F in G
∇∧H1 + ikǫE1 = G in G
ν ∧E1 = 0 on ∂G
limr→+∞ r
(
x
‖x‖ ∧H1(x) +E1(x)
)
= 0 r = ‖x‖
(2.20)
where
F = ∇∧ ((χ− 1)Ei)− ik(χ− 1)µHi, G = ∇∧ ((χ− 1)Hi)+ ik(χ− 1)ǫEi.
Notice that F and G belong to L2(D,C3) and have bounded support.
In order to connect to the existence and uniqueness result in [30] we need
the following.
Lemma 2.7. Let us fix R > 0. Let (E,H) ∈ Hloc(curl,R3\BR)2 solve (2.8)
in R3\BR.
Then the following two facts hold true.
A) (E,H) satisfies the Silver-Mu¨ller radiation condition if and only if
(E,H) ∈
⋂
t<−1/2
H(curl,R3\BR+1, t)2 (2.21)
and
x
‖x‖∧H(x)+E(x),
x
‖x‖∧E(x)−H(x) ∈
⋃
t>−1/2
H(curl,R3\BR+1, t). (2.22)
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B) If (E,H) satisfies the Silver-Mu¨ller radiation condition and
(E,H) ∈
⋂
t∈R
H(curl,R3\BR+1, t)2,
then E = H = 0 in R3\BR.
Proof. We begin with part A) and we assume that (E,H) satisfies the Silver-
Mu¨ller radiation condition. Let u be any Cartesian component of E or H.
Then, by the Sommerfeld radiation condition, we have
u(x) =
eik‖x‖
‖x‖ u∞(xˆ) +
a(rxˆ)
‖x‖2 , r = ‖x‖ ≥ R+ 1.
Here, for some constant C0,
|a(rxˆ)| ≤ C0 for any r ≥ R+ 1, xˆ ∈ S2.
Since r ≤ ρ ≤ C(R)r for any r ≥ R > 0, with C(R) depending on R only,
we deduce that, for any t ∈ R,∫
R3\BR+1
ρ2t‖u‖2
≤ C1
∫ +∞
R+1
r2t
(∫
S2
‖u∞(xˆ) + a(rxˆ)/r‖2dσ(xˆ)
)
dr ≤ C2
∫ +∞
R+1
r2tdr,
with C1 and C2 depending on R and t. Since the right hand side is finite for
any t < −1/2, we conclude that (2.21) holds.
We also notice that, whenever u∞ 6≡ 0, then for any t ∈ R there exist
R˜ ≥ R+ 1 and C˜0 > 0 such that∫
R3\BR+1
ρ2t‖u‖2 ≥ C˜0
∫ +∞
R˜
r2tdr.
The right hand side is infinite for any t ≥ −1/2. Therefore, if ‖u‖0,t on
R
3\BR+1 is finite for every t ∈ R, then we obtain that u∞ ≡ 0, and, in
turn by the Rellich lemma, that u ≡ 0 in R3\BR. Therefore, part B) is also
proved.
Now we prove that (2.22) holds. This follows immediately by the argu-
ments developed in [10, Chapter 6], since the Silver-Mu¨ller radiation condi-
tion implies that, for any ‖x‖ = r ≥ R+ 1,∥∥∥∥ x‖x‖ ∧H(x) +E(x)
∥∥∥∥ , ∥∥∥∥ x‖x‖ ∧E(x)−H(x)
∥∥∥∥ ≤ C/r2
for some constant C. We readily conclude that (2.22) holds.
We conclude the proof by showing that (2.21) and (2.22) imply the Silver-
Mu¨ller radiation condition. We call
a(r) =
∫
∂Br
∥∥∥∥ x‖x‖ ∧H(x) +E(x)
∥∥∥∥2 dσ(x).
By (2.22), we deduce that∫ +∞
R+1
r2ta(r)dr < +∞ for some t > −1/2. (2.23)
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If lim infr→+∞ a(r) = a > 0, then (2.23) is violated. Therefore, we can
find {rn}n∈N such that R + 1 ≤ rn < rn+1 for any n ∈ N, and satisfying
limn→∞ rn = +∞, and
a(rn) =
∫
∂Brn
∥∥∥∥ x‖x‖ ∧H(x) +E(x)
∥∥∥∥2 dσ(x)→ 0 as n→∞.
Following the proof of Theorem 6.6 in [10], we can deduce that the
Stratton-Chu formulas hold. In turn, they imply the Silver-Mu¨ller radia-
tion condition, thus the proof is concluded. 
Concerning the assumptions on G (or equivalently Σ) we need the follow-
ing definition, again from [30].
Definition 2.8. Let D be a bounded domain. We say that D satisfies the
Rellich compactness property (in short RCP) if the natural immersion of
H1(D) into L2(D) is compact.
We say that D satisfies theMaxwell compactness property (in short MCP)
if the natural immersions of H0(curl,D) ∩ H(div,D) and of H(curl,D) ∩
H0(div,D) into L
2(D,C3) are compact.
Sufficient conditions that guarantee the RCP may be found in many stan-
dard reference books on Sobolev spaces, for instance in [1, 24]. A detailed
description of sufficient conditions for MCP to hold may be found in [30, The-
orem 3.6]. In the next subsection we provide another sufficient condition,
that is useful for our purposes, see Proposition 2.11.
Now we state the following crucial theorem that is just a rephrasing of
the main result of [30].
Theorem 2.9 (Theorem 2.10 in [30]). Fix positive constants k, R0, and
λ0 < λ1.
Let G be an exterior domain satisfying (2.2) and such that, for some
R > R0, GR satisfies the RCP and the MCP.
Let ǫ, µ ∈ L∞(G,M3×3sym(R)) satisfy (2.4) and (2.5). Let F, G ∈ L2(G,C3)
with bounded support.
Then (2.20) admits a unique solution (E1,H1) if and only if the corre-
sponding problem with F = G = 0 in G admits only the trivial solution
E1 = H1 = 0 in G.
Moreover, if (E1,H1) solves (2.20) with F =G = 0 in G, then (E1,H1) ∈⋂
t∈RH(curl,R
3\BR+1, t)2.
Under the assumptions of Theorem 2.9, we have existence and uniqueness
of a solution to (2.20) and, in turn, of a solution to (2.19), if the Maxwell
system (2.7) admits the unique continuation property (in short UCP). In
fact, by part B) of Lemma 2.7 and the last part of Theorem 2.9, we obtain
that if (E1,H1) solves (2.20) with F = G = 0 in G, then E1 = H1 = 0
outside a sufficiently large ball.
We summarise the existence and uniqueness result in the following theo-
rem.
Theorem 2.10. Fix positive constants k, R0, and λ0 < λ1.
Let G be an exterior domain satisfying (2.2) and such that, for some
R > R0, GR satisfies the RCP and the MCP.
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Let ǫ, µ ∈ L∞(G,M3×3sym(R)) satisfy (2.4) and (2.5). Moreover, let us
assume that (2.7) satisfies the UCP in G.
Then, for any (Ei,Hi) entire solution to (2.8), the problem (2.19) admits
a unique solution (E,H).
2.4. Sufficient conditions for RCP, MCP and UCP. A useful suffi-
cient condition for RCP and MCP to hold is contained in the following
proposition whose proof is postponed to the Appendix, since it requires
some results from Subsection 3.1.
Proposition 2.11. Let D be a bounded domain. Let us assume that for any
x ∈ ∂D there exists an open neighbourhood Ux such that Ux∩D has a finite
number of connected components. Moreover, each connected component of
Ux ∩D such that x belongs to its boundary may be mapped onto a Lipschitz
domain by a bi-W 1,∞ mapping.
Then D satisfies both the RCP and MCP.
In the literature there are several sufficient conditions on the coefficients
ǫ and µ in (2.7) for UCP to hold. We notice that if ǫ = µ = I3 everywhere,
that is, we consider (2.8), then UCP trivially holds.
The first result on unique continuation that we wish to recall follows
immediately from [29, Theorem 1.1].
Theorem 2.12. Let D be a domain. We assume that ǫ and µ belong to
L∞(D,M3×3sym(R)) and satisfy (2.4) in D for some constants 0 < λ0 < λ1.
If ǫ and µ are locally Lipschitz in D, then (2.7) satisfies the UCP in D.
Let us notice that Lipschitz continuity is essentially optimal, as shown by
an example in [13]. Inspired by the results and constructions in [4] for the
piecewise Lipschitz case, we state the following.
Proposition 2.13. Let D be an open set. Assume that ǫ and µ belong to
L∞(D,M3×3sym(R)) and satisfy (2.4) in D for some constants 0 < λ0 < λ1.
Assume that:
i) there exists a family {Di} of domains, that are contained in D and
which are pairwise disjoint, such that
D ⊂
⋃
i
Di.
ii) We have |σ| = 0 where
σ = D ∩
(⋃
i
∂Di
)
.
iii) We say that x ∈ σ separates exactly two partitions if there exist δ > 0
and two different indexes i and j such that
|Bδ(x)\ (Di ∪Dj)| = 0
and Bδ(x) ∩Di and Bδ(x) ∩Dj are not empty. We call
C = {x ∈ σ : x does not separate exactly two partitions}.
We assume that D˜ = D\C is connected.
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iv) (ǫ, µ) = (ǫi, µi) in Di where {ǫi} and {µi} are families of locally Lips-
chitz M3×3sym(R)-valued functions in D.
Then (2.7) satisfies the UCP in D.
Proof. We begin with a few preliminary remarks. First of all, the family
{Di} is countable. Second, σ = D\ (
⋃
iDi) is closed in D. Moreover, C is
closed in σ, thus in D as well, therefore D˜ is open and D is connected.
Let us assume that there exists an open nonempty set A ⊂ D such that
(E,H) = (0, 0) everywhere in A. Without loss of generality, we can find
xˆ ∈ D, r > 0, and an index iˆ such that Br(xˆ) ⊂ A ∩Diˆ. By Theorem 2.12,
we deduce that (E,H) = (0, 0) everywhere in Diˆ.
Let us assume, by contradiction, that there exists an index jˆ such that
(E,H) is not identically equal to (0, 0) in Djˆ . Let us pick any yˆ ∈ Djˆ and
let γ : [0, 1]→ D˜ be a smooth curve such that γ(0) = xˆ and γ(1) = yˆ.
Let us define
tˆ = inf{t ∈ [0, 1] : γ(t) ∈ Di for some i s.t. (E,H) 6≡ (0, 0) in Di}.
We notice that 0 < tˆ < 1. Furthermore, by the definition of D˜ and of C, we
obtain that γ(tˆ) ∈ ∂Di∩∂Dj , for two different indexes i and j, and separates
exactly the two partitions Di and Dj . Moreover, for some positive δi and δj,
and up to swapping i with j, we have γ(tˆ+ δi) ∈ Di and (E,H) 6≡ (0, 0) in
Di, and γ(tˆ−δj) ∈ Dj . By the definition of tˆ, we deduce that (E,H) ≡ (0, 0)
in Dj .
Then the proof can be concluded by the arguments developed in [4] that
we briefly recall here. For simplicity, let us assume that γ(tˆ) = 0. For some
δ > 0, we have |Bδ ∩ (Di ∪Dj)| = 0. We have that (ǫi, µi) ∈W 1,∞(Bδ)2 and
(E,H) ≡ 0 in Dj . Since (E,H) solves (2.7) in Bδ, it is immediate to notice
that (E,H) solves in Bδ
∇∧E− ikµiH = 0, ∇∧H+ ikǫiE = 0
as well. Since (E,H) ≡ 0 in Bδ ∩ Dj, which is not empty, we conclude,
again by Theorem 2.12, that (E,H) ≡ 0 in Bδ, thus in Bδ ∩Di 6= ∅. Using
again Theorem 2.12, we conclude that (E,H) ≡ 0 in Di and we obtain a
contradiction, which completes the proof. 
We conclude this excursus on the UCP with the following lemma that
provides a sufficient condition for assumption iii) in Proposition 2.13 to
hold.
Lemma 2.14. Let D be a connected open set contained in RN , N ≥ 2.
Let C ⊂ D be closed in D. If D\C is not connected, then C has Hausdorff
dimension greater than or equal to N − 1.
Remark 2.15. By Lemma 2.14, we can replace assumption iii) in Proposi-
tion 2.13 with the following. We assume that D is connected and that for
some s < 2 we have Hs(C) < +∞, where Hs is the s-dimensional Hausdorff
measure.
Proof of Lemma 2.14. We begin with the following remark. Let A ⊂ RN ,
N ≥ 2, be a bounded open set. Then the Hausdorff dimension of ∂A is at
least N − 1. This is a classical result that may be proved as follows. We call
MOSCO CONVERGENCE FOR THE MAXWELL SYSTEM 19
π : RN → RN−1 the projection onto the first N − 1 coordinates. We notice
that π(A) is a bounded open set in RN−1 and that π(∂A) = π(A). Hence,
0 < HN−1(π(A)) ≤ HN−1(π(A)) = HN−1(π(∂A)) ≤ C1HN−1(∂A) for some
positive constant C1, thus the property is proved.
Let us assume, by contradiction, that the Hausdorff dimension of C is less
than N−1 and that D\C is not connected; that isD\C = D1∪D2 whereD1,
D2 are open, nonempty sets which are disjoint. There exist x ∈ C and δ > 0
such that Bδ(x) ⊂ D and Bδ(x) ∩Di 6= ∅ for i = 1, 2. We also observe that
there exist xi ∈ ∂Bδ(x)∩Di for i = 1, 2. In fact, otherwise, ∂Bδ(x)∩Di ⊂ C,
thus, by the property proved above, C has at least dimension N − 1 and we
have a contradiction.
By a bi-Lipschitz map T we transform Bδ(x) onto S
+
δ where
S
+
δ = {x = (x1, . . . , xN , xN+1) ∈ RN+1 : ‖x‖ = δ and xN+1 ≥ 0}.
Simply by a reflection in the plane Π = {x = (x1, . . . , xN , xN+1) ∈ RN+1 :
xN+1 = 0}, we may find two open subset of Sδ = {x ∈ RN+1 : ‖x‖ = δ},
Ω1 and Ω2 and a closed set C˜ that are symmetric with respect to Π and
such that Ωi ∩ S+δ = T (Di ∩ Bδ(x)) for i = 2 and C˜ ∩ S+δ = T (C ∩ Bδ(x)).
Clearly Ω1 and Ω2 are nonempty and disjoint. Fix y1 ∈ Ω1 and consider a
stereographic projection T1 with pole y1. We have that T1(Ω2) is a bounded
open set, contained in RN−1. Since ∂T1(Ω2) ⊂ T1(C˜) and T1(C˜) is a bi-
Lipschitz image of C˜, we can easily conclude that the Hausdorff dimension
of C is at least N − 1.
The proof is complete. 
3. Properties of solutions to the Maxwell system and classes
of admissible scatterers
Before passing to the stability results, in this section we collect a few
properties of solutions to the Maxwell system that will be needed in the
sequel. Then we define and discuss suitable classes of admissible scatterer
for our study.
3.1. Properties of solutions to the Maxwell system. We begin with
the following higher integrability and compact immersion results that are
proved in [14].
Proposition 3.1. Let D ⊂ R3 be a bounded Lipschitz domain. Let a ∈
L∞(D,M3×3sym(R)) satisfy (2.1) for some constants 0 < a0 < a1.
We call
W 2,ra,ν (D) = {u ∈ H(curl,D) ∩H(diva,D) : γν(au) ∈ Lr(∂D)}
and
W 2,ra,τ (D) = {u ∈ H(curl,D) ∩H(diva,D) : γτ (u) ∈ Lr(∂D,C3)}.
Then there exists q1, 2 < q1 < 6 depending on D, a0, and a1 only, such
that for any r > 4/3 we have that W 2,ra,ν (D) and W
2,r
a,τ (D) are immersed
continuously into Ls(D,C3), with s = min{3r/2, q1} > 2, and are immersed
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compactly into L2(D,C3). More precisely, there exists a constant C, depend-
ing on D, a0, a1, and r only, such that
‖u‖Ls(D,C3) ≤ C
[‖u‖L2(D,C3) + ‖∇ ∧ u‖L2(D,C3)
+ ‖∇ · (au)‖L2(D) + ‖γν(au)‖Lr(∂D)
]
for any u ∈W 2,ra,ν (D)
and
‖u‖Ls(D,C3) ≤ C
[‖u‖L2(D,C3) + ‖∇ ∧ u‖L2(D,C3)
+ ‖∇ · (au)‖L2(D) + ‖γτ (u)‖Lr(∂D,C3)
]
for any u ∈W 2,ra,τ (D).
Proof. The first part is a consequence of Corollary 1 in [14], whereas the
second follows from Corollary 2 in [14]. 
We remark that, when a ≡ I3 and r = 2, these results would follow from
the immersions into H1/2(D) proved in [11].
We next investigate how the Maxwell equations are transformed by change
of variables. The change of variables we consider is of the following type.
Let D and D′ be two connected open sets and let T : D → D′ be a
bi-W 1,∞ mapping, with constant L. We call S = T−1 and J = JT , the
Jacobian matrix of T . Also, JT denotes the transpose of J and J−T denotes
the transpose of J−1. Recalling Remark 2.1, we set or(T ) = 1 if detJ(x) > 0
for almost every x ∈ D and or(T ) = −1 if detJ(x) < 0 for almost every
x ∈ D.
We begin by investigating how the suitable spaces we are dealing with are
transformed. It is classical that for any ϕ ∈ H1(D′) we call ψ = T˜ (ϕ) = ϕ◦T .
We have that ψ ∈ H1(D) and, for almost every y ∈ D′,
∇ϕ(y) = J−T (T−1(y))∇ψ(T−1(y)).
Then we have that T˜ : H1(D′) → H1(D) is a linear homeomorphism with
inverse S˜.
The change of variables that is suited for H(curl) spaces is the following.
For any u ∈ L2(D′,C3) we define v = Tˆ (u) as follows
v(x) = Tˆ (u)(x) = JT (x)u(T (x)) for a.e. x ∈ D
or, equivalently,
u(y) = Sˆ(v)(y) = J−T (T−1(y))v(T−1(y)) for a.e. y ∈ D′.
For H(div) spaces the change of variables is given by the following. Let
a′ ∈ L∞(D′,M3×3sym(R)) satisfy (2.1) in D′ for some constants 0 < a′0 < a′1.
For any u ∈ H(diva′ ,D′), then v = Tˆ (u) ∈ H(diva,D) with the following
formulas
a(x) = T∗(a
′)(x) =
(
J−1a′(T )J−T
|detJ−1|
)
(x) and
∇ · (av)(x) =
(
(∇ · (a′u))(T )
|det J−1|
)
(x) for a.e. x ∈ D. (3.1)
We notice that a ∈ L∞(D,M3×3sym(R)) and satisfies (2.1) in D for some con-
stants 0 < a0 < a1 depending on a
′
0, a
′
1, and L only.
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The following proposition can be proved as in [26] with a little more care
since here we are using a bi-W 1,∞ mapping instead of a C1-diffeomorphism.
Proposition 3.2. Under the previous notations and assumptions, if v ∈
H(curl,D) then u = Sˆ(v) ∈ H(curl,D′) and the following formula holds
(∇∧ u)(y) =
(
J
detJ
∇∧ v
)
(T−1(y)) for a.e. y ∈ D′. (3.2)
By this formula, simple computations lead to the following.
Corollary 3.3. We have that Tˆ : H(curl,D′) → H(curl,D) is a linear
homeomorphism with inverse Sˆ. Its norm is bounded by a constant depending
on L only. Moreover Tˆ : H0(curl,D
′) → H0(curl,D) is bijective. Finally, if
if u, ϕ ∈ H(curl,D′) and v = Tˆ (u), ψ = Tˆ (ϕ) ∈ H(curl,D), then
〈∇ ∧ u, ϕ〉D′ − 〈u,∇ ∧ ϕ〉D′ = or(T ) [〈∇ ∧ v, ψ〉D − 〈v,∇ ∧ ψ〉D] . (3.3)
We also have that Tˆ : H(diva′ ,D
′) → H(diva,D) is a linear homeo-
morphism with inverse Sˆ, where the tensor a is given in (3.1). Its norm is
bounded by a constant depending on L only. Moreover, Tˆ : H0(diva′ ,D
′)→
H0(diva,D) is bijective. Finally, if u ∈ H(diva′ ,D′) and ϕ ∈ H1(D′), and
v = Tˆ (u) ∈ H(diva,D) and ψ = T˜ (ϕ) ∈ H1(D), then
〈∇ · (a′u), ϕ〉D′ + 〈a′u,∇ϕ〉D′ = 〈∇ · (av), ψ〉D + 〈av,∇ψ〉D . (3.4)
Let us now investigate the transformation of the Maxwell equations under
these changes of variables. Let ǫ′, µ′ ∈ L∞(D′,M3×3sym(R)) satisfy (2.4) in D′
for some constants 0 < λ′0 < λ
′
1. Let (E
′,H′) ∈ H(curl,D′)2 solve the
Maxwell equations for some k > 0
∇∧E′ − ikµ′H′ = 0 and ∇∧H′ + ikǫ′E′ = 0 in D′.
Then straightforwad computations show that E = or(T )Tˆ (E′) and H =
Tˆ (H′) solve
∇∧E− ikµH = 0 and ∇∧H+ ikǫE = 0 in D
where
ǫ(x) = T∗(ǫ
′)(x) =
(
J−1ǫ′(T )J−T
|det J−1|
)
(x) and
µ(x) = T∗(µ
′)(x) =
(
J−1µ′(T )J−T
|detJ−1|
)
(x) for a.e. x ∈ D.
Again we have that ǫ, µ ∈ L∞(D,M3×3sym(R)) and satisfy (2.4) in D for some
constants 0 < λ0 < λ1 depending on λ
′
0, λ
′
1, and L only.
With these results at hand, we also investigate the following reflection
principles. Let Π be a plane in R3 and let T = TΠ be the reflection in Π. We
notice that T = T−1 and JT is identically equal to an orthogonal matrix J
with J = JT = J−1 and detJ = −1, therefore or(T ) = −1. We call ν one
of the two unit vectors orthogonal to Π. Let D′ be an open connected set
such that D′ ⊂ R3+ = {y ∈ R3 : y · ν > 0}. We suppose that there exists
Γ a nonempty open subset of Π such that Γ = ∂D′\(∂D′ ∩ R3+). We call
D = T (D) and Ω = D ∪D′ ∪ Γ. We notice that Ω is a connected set such
that Ω ∩Π = Γ.
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Proposition 3.4. Let u ∈ H(curl,D′). Then the function
w =
{
u in D′
Tˆ (u) in D
belongs to H(curl,Ω) and we have the following formula
∇∧w =
{ ∇∧ u in D′
∇∧ Tˆ (u) in D.
If ν ∧ u = 0 in H−1/2(Γ1,C3) for any open Γ1 compactly contained in Γ,
then we also have that
w1 =
{
u in D′
−Tˆ (u) in D
belongs to H(curl,Ω) and
∇∧w1 =
{ ∇∧ u in D′
−∇ ∧ Tˆ (u) in D.
Given a′ ∈ L∞(D′,M3×3sym(R)) satisfying (2.1) with constant 0 < a′0 < a′1,
we notice that if u ∈ H(diva′ ,D′), then the function w1 defined above belongs
to H(diva,Ω), where
a =
{
a′ in D′
T∗(a
′) in D,
and we have the following formula
∇ · (aw1) =
{ ∇ · (a′u) in D′
−∇ · (T∗(a′)Tˆ (u)) in D.
If ν · (a′u) = 0 in H−1/2(Γ1) for any open Γ1 compactly contained in Γ,
then the function w defined above belongs to H(diva,Ω), and we have the
following formula
∇ · (aw) =
{ ∇ · (a′u) in D′
∇ · (T∗(a′)Tˆ (u)) in D.
Let us finally notice that if a′ = I3, and T is a reflection, then a = T∗(a
′) =
T∗(I3) = I3.
Proof. Let ϕ ∈ C∞0 (Ω,C3). We can find a bounded Lipschitz domain Ω1
compactly contained in Ω and containing the support of ϕ satisfying the
following properties. We assume that Ω1 is symmetric with respect to Π and
D′1 = Ω1 ∩ R3+ is a bounded Lipschitz domain as well. We call D1 = T (D1)
and Γ1 = Ω1 ∩ Π, which is compactly contained in Γ. Our aim is to prove
that
〈w,∇ ∧ ϕ〉Ω = 〈w,∇ ∧ ϕ〉Ω1 = 〈u,∇ ∧ ϕ〉D′1 + 〈Tˆ (u),∇ ∧ ϕ〉D1
= 〈∇ ∧ u, ϕ〉D′
1
+ 〈∇ ∧ Tˆ (u), ϕ〉D1 = 〈∇ ∧ u, ϕ〉D′ + 〈∇ ∧ Tˆ (u), ϕ〉D .
We know that
〈u,∇ ∧ ϕ〉D′
1
− 〈∇ ∧ u, ϕ〉D′
1
= −〈(−ν) ∧ u, ϕ〉Γ1
and, analogously,
〈Tˆ (u),∇ ∧ ϕ〉D1 − 〈∇ ∧ Tˆ (u), ϕ〉D1 = −〈ν ∧ Tˆ (u), ϕ〉Γ1 .
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By an approximation argument, it is not difficult to show that ν ∧ u =
ν∧ Tˆ (u) in H−1/2(Γ1,C3). Hence the first result is proved. The others follow
by analogous reasonings, just replacing ν ∧ u with ν · (a′u) for the H(div)
spaces. 
With the same notations as before, we have that if (E′,H′) ∈ H(curl,D′)2
solve the Maxwell equations for some k > 0
∇∧E′ − ikµ′H′ = 0 and ∇∧H′ + ikǫ′E′ = 0 in D′
and ν ∧E = 0 in H−1/2(Γ1,C3) for any open Γ1 compactly contained in Γ,
we have that the couple
(E,H) =
{
(E′,H′) in D′
(−Tˆ (E′), Tˆ (H′)) in D (3.5)
belongs to H(curl,Ω)2 and solves
∇∧E− ikµH = 0 and ∇∧H+ ikǫE = 0 in Ω (3.6)
where
(ǫ, µ) =
{
(ǫ′, µ′) in D′
(T∗(ǫ
′), T∗(µ
′)) in D.
(3.7)
We conclude our discussion on reflection properties by stating, without
proofs, the following lemmas.
Lemma 3.5. Under the previous assumptions, let (E,H) be as in (3.5) and
(ǫ, µ) as in (3.7). Let (E˜, H˜) solve (3.6) in Ω and let us call (E˜1, H˜1) =
(−Tˆ (E˜), Tˆ (H˜)) in Ω. We have that (E˜1, H˜1) solves (3.6) in Ω and
‖E˜− E˜1‖L2(Ω,C3) ≤ ‖E˜−E‖L2(Ω,C3) + ‖E− E˜1‖L2(Ω,C3)
= 2‖E˜ −E‖L2(Ω,C3) (3.8)
and, analogously,
‖H˜− H˜1‖L2(Ω,C3) ≤ ‖H˜−H‖L2(Ω,C3) + ‖H− H˜1‖L2(Ω,C3)
= 2‖H˜−H‖L2(Ω,C3).
Lemma 3.6. Under the assumptions and notations of Lemma 3.5, we have
that, for any open Γ1 compactly contained in Γ,
ν ∧ (E˜− E˜1) = 2(ν ∧ E˜) in H−1/2(Γ1,C3).
Moreover, if (3.6) satisfies the UCP in Ω and ν∧ E˜ = 0 in H−1/2(Γ1,C3)
for any open Γ1 compactly contained in Γ, then we have that (E˜, H˜) =
(E˜1, H˜1).
3.2. Classes of admissible scatterers. We wish to define suitable classes
of admissible scatterers. We begin with some definitions that are taken from
[20], where these classes are deeply discussed and are defined for any N ≥ 2.
We keep such a generality here as well. Let us also notice that similar classes
have been developed earlier in [17] and in [25].
We fix a bounded open set Ω ⊂ RN , N ≥ 2. Let K be a compact subset of
R
N . We say that K is a mildly Lipschitz surface, with or without boundary,
with positive constants r and L if the following holds.
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For any x ∈ K there exists a bi-Lipschitz function Φx : Br(x)→ RN such
that
a) for any z1, z2 ∈ Br(x) we have
L−1‖z1 − z2‖ ≤ ‖Φx(z1)− Φx(z2)‖ ≤ L‖z1 − z2‖;
b) Φx(x) = 0 and Φx(K ∩Br(x)) ⊂ Π = {y ∈ RN : yN = 0}.
We say that x ∈ K belongs to the interior of K if there exists δ, 0 < δ ≤ r,
such that Bδ(0) ∩Π ⊂ Φx(K ∩ Br(x)). Otherwise we say that x belongs to
the boundary of K. We remark that the boundary of K might be empty.
Further we assume that
c) for any x belonging to the boundary of K, we have that
Φx(K ∩Br(x)) = Φx(Br(x)) ∩Π+
where Π+ = {y ∈ RN : yN = 0, yN−1 ≥ 0}.
We shall call B = B(r, L,Ω) the set of K ⊂ Ω such that K is a mildly
Lipschitz hypersurface with constants r and L. We recall that B(r, L,Ω)
is closed, and actually compact, with respect to the Hausdorff distance,
see [25, Lemma 3.6]. For details about convergence in the Hausdorff distance,
we refer, for instance, to [12].
We call D = D(r, L,Ω) the class of sets ∂D where D ⊂ Ω is an open
set which is Lipschitz with constants r and L. We have that D(r, L,Ω) ⊂
B(r˜, L˜,Ω), for some constants r˜, L˜ depending on r and L only. Moreover,
also D(r, L,Ω) is compact with respect to the Hausdorff distance.
We further call Dˆ = Dˆ(r, L,Ω) the class of compact sets Σ ⊂ Ω such that
∂Σ ∈ D(r, L,Ω). Also this class is compact with respect to the Hausdorff
distance.
Again following [25], we combine different mildly Lipschitz hypersurfaces
to obtain more complex structures.
Definition 3.7. Let us fix positive constants r, L, and a bounded open set
Ω. Let us also fix ω : (0,+∞) → (0,+∞) a nondecreasing left-continuous
function.
We say that a compact set K ⊂ Ω belongs to the class B˜ = B˜(r, L,Ω, ω)
if it satisfies the following conditions:
1) K =
⋃M
i=1K
i where Ki ∈ B(r, L,Ω) for any i = 1, . . . ,M ;
2) for any i ∈ {1, . . . ,M}, and any x ∈ Ki, if its distance from the boundary
of Ki is t > 0, then the distance of x from the union of Kj , with j 6= i,
is greater than or equal to ω(t).
We say that a compact set Σ ⊂ Ω belongs to the class B˜1 = B˜1(r, L,Ω, ω)
if ∂Σ ∈ B˜(r, L,Ω, ω).
Let us notice that in the previous definition the number M may depend
on K. However, there exists an integer M0, depending on r, L, the diameter
of Ω, and ω only, such thatM ≤M0 for any K ∈ B˜. We have that HN−1(K)
is bounded by a constant depending on r, L, the diameter of Ω, andM0 only,
hence |K| = 0. Furthermore, if we set as the boundary of K the union of the
boundaries of Ki, i = 1, . . . ,M , then the boundary of K has HN−2 measure
bounded by a constant again depending on r, L, the diameter of Ω, and M0
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only. Finally, the number of connected components of RN\K is bounded by
a constant M1 depending on r, L, the diameter of Ω, and ω only.
Without loss of generality, in the sequel we shall always assume that
ω(t) ≤ t for any t > 0, and that limt→+∞ ω(t) is equal to a finite real
number which we call ω(+∞).
The following compactness results hold.
Lemma 3.8. The classes B˜ and B˜1 introduced in Definition 3.7 are compact
under convergence in the Hausdorff distance.
Moreover, let Σ ∈ B˜1 and x ∈ ∂Σ. We call G = RN\Σ. For any r1 > 0,
the number of connected components U of Br1(x) ∩ G such that x ∈ ∂U
is bounded by a constant M2 depending on r1, r, L, and ω only. Finally,
the number of connected components of Br1(x) ∩ G intersecting Br1/2(x) is
bounded by a constant M3 depending on r1, r, L, and ω only.
Proof. The compactness of the class B˜ is proved in [25, Lemma 3.8], whereas
the compactness of the class B˜1 and the second part of the lemma are proved
in [20, Lemma 2.6]. 
Finally, we consider the following definition.
Definition 3.9. Let us fix a bounded open set Ω and positive constants r,
L, 0 < r1 < r and C˜ > 0. Let us also fix ω : (0,+∞) → (0,+∞), a
nondecreasing left-continuous functions.
We call Bˆ = Bˆ(r, L,Ω, r1, C˜, ω) the class of sets satisfying the following
assumptions:
i) any Σ ∈ Bˆ is a compact set contained in Ω ⊂ RN such that Σ ∈
B˜1(r, L,Ω, ω). We call G = RN\Σ.
ii) for any x ∈ ∂Σ and any U connected component of G ∩ Br1(x), with
x ∈ ∂U , we can find an open set U ′ such that
U ⊂ U ′ ⊂ G, (3.9)
and a bi-W 1,∞ mapping T : (−1, 1)N−1 × (0, 1) → U ′, with constant
C˜, such that the following properties hold. By the regularity of Q =
(−1, 1)N−1× (0, 1), T can be actually extended up to the boundary and
we have that T : Q → RN is a Lipschitz map with Lipschitz constant
bounded by C˜. Furthermore, if we set Γ = [−1, 1]N−1 ×{0}, we require
that
T (0) = x and ∂U ∩Br1(x) ⊂ T (Γ) ⊂ ∂G, (3.10)
and that, for any 0 < s < r1 and any y ∈ U ∩Br1−s(x), we have
dist(T−1(y), ∂Q\Γ) ≥ ω(s). (3.11)
Remark 3.10. We notice that clearly T (∂Q) = ∂U ′ and ∂U ∩Br1(x) ⊂ ∂G.
It is pointed out that, up to suitably changing the constants r1 and C˜ in-
volved, Condition ii) is satisfied provided it holds only for points x belonging
to the boundaries of Ki, i = 1, . . . ,M , where ∂Σ =
⋃M
i=1Ki by Condition i).
We also remark that, for some constants and functions depending on r,
L, and the diameter of Ω only, we have Dˆ(r, L,Ω) ⊂ Bˆ(r˜, L˜,Ω, r1, C˜, ω).
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It is emphasised that Condition ii) is an extremely weak regularity con-
dition and that it is satisfied by rather complex structures, see for instance
the discussion on sets in R3 satisfying this assumption in Section 4 of [33],
where several examples are shown.
The following compactness result holds true, see [20, Lemma 2.9].
Lemma 3.11. The class Bˆ introduced in Definition 3.9 is compact under
convergence in the Hausdorff distance.
We are in a position to define a quite general class of scatterers Σ ⊂
R
N , N ≥ 2. We need a quantitative assumption on the connectedness of
G = RN\Σ as follows. Let δ : (0,+∞) → (0,+∞) be a nondecreasing left-
continuous function. Let Σ be a compact set contained in RN . We say that Σ
satisfies the uniform exterior connectedness with function δ if for any t > 0,
for any two points x1, x2 ∈ RN so that Bt(x1) and Bt(x2) are contained in
R
N\Σ, and for any s, 0 < s < δ(t), then we can find a smooth (for instance
C1) curve γ connecting x1 to x2 so that Bs(γ) is contained in R
N\Σ as well.
Let us notice that such an assumption is closed under convergence in the
Hausdorff distance and that δ(t) ≤ t for any t > 0. A detailed investigation
on sufficient conditions for such an assumption to hold may be found in
Section 2, in particular in Proposition 2.1, in [20].
Definition 3.12. Let us fix positive constants r, L, and R, 0 < r1 < r and
C˜ > 0. Let us also fix ω : (0,+∞) → (0,+∞) and δ : (0,+∞) → (0,+∞)
two nondecreasing left-continuous functions.
We call Bˆscat = Bˆscat(r, L,R, r1, C˜, ω, δ) the class of compact sets Σ be-
longing to Bˆ(r, L,BR, r1, C˜, ω) and satisfying the uniform exterior connect-
edness with function δ.
We also define B˜scat = B˜scat(r, L,R, ω, δ) the class of compact sets Σ be-
longing to B˜1(r, L,BR, ω) and satisfying the uniform exterior connectedness
with function δ.
We further call Dˆobst = Dˆobst(r, L,R) the class of compact sets Σ belonging
to Dˆ(r, L,BR) and such that G = R3\Σ is connected.
Obviously, we have Bˆscat(r, L,R, r1, C˜, ω, δ) ⊂ B˜scat(r, L,R, ω, δ). We no-
tice that any scatterer Σ ∈ Dˆobst is indeed an obstacle, that is, Σ is the
closure of its interior which is a bounded open set with Lipschitz bound-
ary, with constants r and L. By Corollary 2.3 and Proposition 2.1 in [20],
for some constants and functions depending on r, L, and R only, we have
Dˆobst(r, L,R) ⊂ Bˆscat(r˜, L˜, R, r1, C˜, ω, δ).
By our earlier discussion, in particular by Lemmas 3.8 and 3.11, it is easy
to note that these classes B˜scat, Bˆscat, and Dˆobst are compact with respect
to the Hausdorff distance.
4. Mosco convergence for H(curl) spaces and higher
integrability for solutions to Maxwell equations
In this section we consider in detail the Mosco convergence for H(curl)
spaces. Finally we discuss higher integrability properties related to solutions
to the Maxwell equations. These will be the main ingredients needed to study
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the stability issue for the electromagnetic scattering problem with respect
to variations of scatterers.
The Mosco convergence, introduced in [27], has been widely investigated
for H1 spaces since it is essentially equivalent to the stability of solutions
of elliptic Neumann problems with respect to variations of the domain. We
recall that, in dimension 2, the problem is completely solved, [6, 7]. The
breakthrough was the sufficient condition proved in [8], which is still a quite
useful one for the applications. In dimension 2 extensive use is made of
complex analytic techniques, in particular duality arguments. In dimension
3 and higher, such a problem has been considered first in [17] and then
in [25]. In both cases, conditions of Lipschitz type are used.
In the current article, instead of H1 spaces, we are mainly concerned with
the Mosco convergence of H(curl) spaces, which shall be of fundamental
importance to study the solutions of Maxwell equations.
The general abstract definition of Mosco convergence is the following. For
a sequence {An}n∈N of closed subspaces of a reflexive Banach space X, we
call
A′ = {x ∈ X : x = w- lim
k→∞
xnk , xnk ∈ Ank}
and
A′′ = {x ∈ X : x = s- lim
n→∞
xn, xn ∈ An}.
The sets A′ and A′′ are subspaces of X and we have that A′′ ⊂ A′, and that
A′′ is closed. We say that An converges, as n → ∞, to a closed subspace
A in the sense of Mosco if A = A′ = A′′. Equivalently, the following two
conditions need to be satisfied:
i) for any x ∈ X, if there exists a subsequence Ank and a sequence xk,
k ∈ N, such that xk converges weakly to x as k →∞ and xk ∈ Ank for
any k ∈ N, then x ∈ A;
ii) for any x ∈ A, there exists a sequence xn ∈ An, n ∈ N, converging
strongly to x as n→∞.
For any bounded open set D contained in R3, we call K the set of all
compact subsets of D. It is well-known that K is compact with respect to the
Hausdorff distance. Moreover, if Kn ∈ K, n ∈ N, converges in the Hausdorff
distance, as n→∞, to K ∈ K, then we also have limn→∞ |Kn\K| = 0.
For anyK ∈ K, we consider the isometric immersion of H(curl,D\K) into
L2(D,C6) as follows. To each u ∈ H(curl,D\K) we associate (u,∇ ∧ u) ∈
L2(D,C6) with the convention that u and ∇∧ u are extended to zero in K.
With this convention, H(curl,D\K) may be considered as a closed subspace
of L2(D,C6).
Given a sequence {Kn}n∈N contained in K and K ∈ K, we say that
H(curl,D\Kn) converges, as n→∞, toH(curl,D\K) in the sense of Mosco
if this holds by the previous abstract definition considering H(curl,D\Kn),
n ∈ N, and H(curl,D\K) as subspaces of L2(D,C6).
We wish to find general sufficient conditions on Kn, n ∈ N, and K in order
to have such a Mosco convergence for the correspondingH(curl) spaces. The
result is the following.
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Theorem 4.1. Let us fix positive constants r, L, and ω : (0,+∞) →
(0,+∞) a nondecreasing left-continuous function. Let D be a bounded open
set contained in R3. Let B˜ = B˜(r, L,D, ω).
Let, for any n ∈ N, Kn ⊂ D be a compact set such that ∂(D\Kn) ∈ B˜.
If, as n → ∞, Kn converges to a compact K in the Hausdorff distance,
then H(curl,D\Kn) converges to H(curl,D\K) in the sense of Mosco.
Proof. We assume that D ⊂ BR, for some R > 0. We call K˜n = Kn ∪
(BR+1\D), n ∈ N, and K˜ = K ∪ (BR+1\D). We have that ∂K˜n = ∂BR+1 ∪
∂(D\Kn), n ∈ N, and ∂K˜ = ∂BR+1 ∪ ∂(D\K). Clearly, as n → ∞, K˜n
converges to K˜ in the Hausdorff distance. We set D1 = BR+1 and we rename
D = BR+2.
Therefore, without loss of generality, we can assume that D is a Lipschitz
domain and there exists D1, a Lipschitz domain compactly contained in D,
such that Kn, n ∈ N, and K are contained in D1.
Since it is not restrictive to pass to subsequences, by the arguments used
in the proof of Lemma 3.8, we can assume that not only Kn → K but also
∂Kn → ∂K in the Hausdorff distance, as n → ∞. Moreover, ∂K ∈ B˜ as
well.
We call An = H(curl,D\Kn), n ∈ N, and A = H(curl,D\K). For sim-
plicity and without loss of generality we consider only real vectors valued
functions.
We begin with the following restrictive assumption. It is assumed that Kn
has no interior point, that is Kn = ∂Kn, n ∈ N, and consequently K = ∂K
as well.
We first prove that if |K\Kn| → 0 as n → ∞, then A′ ⊂ A. By our
restrictive hypothesis, we have that |K| = 0, hence we conclude that in this
case A′ ⊂ A.
For proving the claim, let us consider a subsequence {Ank}k∈N and let
(uk,∇ ∧ uk) ∈ Ank for any k ∈ N. We assume that (uk,∇ ∧ uk) converges
to (u, V ) weakly in L2(D,R6). For any point x and any r > 0 such that
Br(x) ⊂ D\K, it is easy to show that u|Br(x) ∈ H(curl, Br(x)) and∇∧u = V
in Br(x). Therefore, u ∈ H(curl,D\K) and∇∧u = V in D\K. It remains to
prove that (u, V ) are identically equal to 0 in K. If |K\Kn| → 0 as n→∞,
this property follows by the arguments of Lemma 2.3 in [25].
The next step is to prove that A ⊂ A′′, that is, for every (u,∇ ∧ u) ∈ A
there exists (un,∇∧un) ∈ An such that (un,∇∧un) converges, as n→∞, to
(u,∇∧ u) in L2(Ω,R6). Let us recall that it is enough to prove that for any
subsequence Ank there exists a further subsequence Ankj with this property.
Hence, without loss of generality, we can always pass to subsequences, which
we usually do not relabel.
Since A′′ is closed, it is enough to prove the result for any (u,∇ ∧ u) in
a dense subset of A. Let us denote with Kˆn, n ∈ N, and Kˆ the boundary
of Kn and K, respectively, as defined for the elements of the class B˜ after
Definition 3.7. We recall that, up to a subsequence, Kˆn converges to Kˆ in
the Hausdorff distance as n→∞, see [25, Lemma 3.6].
We consider the following subset of A
A˜ = {u ∈ A : u ∈ L∞(D,R3) and u = 0 in a neighborhood of Kˆ}.
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We shall prove that A˜ is dense in A.
By the density result of Proposition 2.4, we need to prove that for any
u ∈ A∩L∞(D,R3), we can find a sequence {un}n∈N ∈ A˜ converging to u in
A. Since HN−2(Kˆ) is finite, then Kˆ has zero capacity. Hence for any U , an
open neighbourhood of Kˆ compactly contained inD, and for any ε > 0, there
exists a function χε such that χε ∈ H1(D), 0 ≤ χε ≤ 1 almost everywhere
in D, χε = 1 almost everywhere outside U , χε = 0 almost everywhere in a
neighbourhood of Kˆ, and ∫
D
‖∇χε‖2 ≤ ε.
Take u ∈ H(curl,D\K) ∩ L∞(D,R3). Then χεu ∈ A˜ and
‖χεu− u‖L2(D\K,R3) ≤ ‖u‖L2(U,R3)
and
‖∇ ∧ (χεu)−∇ ∧ u‖L2(D\K,R3)
≤ ‖(χε − 1)∇∧ u‖L2(D\K,R3) + ‖∇χε ∧ u‖L2(D\K,R3)
≤ ‖∇ ∧ u‖L2(U,R3) + ‖u‖L∞(D,R3)‖‖∇χε‖L2(U,R3).
Since U and ε are arbitrary, we conclude that A˜ is dense in A.
Take u ∈ A˜ and let U˜ be an open set compactly contained in D such that
Kˆ is contained in U˜ and u is zero on U˜ . We can find an open subset D0
compactly contained in D\K, a finite number of points xj ∈ ∂D ∪K and
positive numbers δj < δ
′
j , j = 1, . . . ,m, such that Bδ′j (xj) ∩ Kˆ = ∅ for any
j = 1, . . . ,m and
D ⊂ U˜ ∪D0 ∪
 m⋃
j=1
Bδj (xj)
 .
Moreover, we assume that for any j = 1, . . . ,m0, xj ∈ K and Bδ′j (xj) ∩ ∂D
is empty, whereas for any j = m0 + 1, . . . ,m, xj ∈ ∂D and Bδ′j(xj) ∩K is
empty.
If K =
⋃M
i=1K
i as in Definition 3.7, for any j = 1, . . . ,m0, we have that
xj belongs to the interior of K
i(j) for some i = i(j) ∈ {1, . . . ,M} and we
may assume that 2δ′j ≤ r and that Bδ′j (xj) ∩K = Bδ′j (xj) ∩Ki(j).
By using a partition of unity, it is enough to consider a function u ∈ A˜
that is compactly supported either in Bδj (xj), for some j ∈ {1, . . . ,m}, or
in D0. In the latter case, we have that D0 ⊂ (D\Kn), and hence u ∈ An, for
any n large enough, so the convergence is trivially proved.
We limit ourselves to consider xj ∈ K, that is j ∈ {1, . . . ,m0}, the case
in which xj ∈ ∂D is completely analogous.
We show the required convergence for u ∈ A˜ that is compactly supported
in Bδ(x) for some 0 < δ < δ
′ ≤ r/2 and x ∈ Ki such that Bδ′(x)∩(∂D∪Kˆ) =
∅ and Bδ′(x) ∩K = Bδ′(x) ∩Ki, for some i ∈ {1, . . . ,M}.
We adapt the reasoning developed in the proof of Theorem 4.2 in [17] to
the H(curl) case. Possibly passing to a subsequence, let xn ∈ Kn converge to
x and Φnxn converge to a function Φx : Br(x)→ R3 satisfying Conditions a)
and b) of the definition of a mildly Lipschitz hypersurface. Without loss
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of generality, we may assume that Bδ(x) ⊂ Φ−1x (Br1) for some positive r1
such that Br1 ⊂ Φx(Bδ′(x)). Moreover, we may also assume that Br1 ∩Π ⊂
Φx(Bδ′(x)) ∩ Π = Φx(Bδ′(x) ∩ Ki) and Br1 ∩ Π ⊂ Φnxn(Bδ′(xn)) ∩ Π =
Φnxn(Bδ′(xn) ∩Kn) for any n large enough.
Let v = Φ̂−1x (u) = (JΦ
−1
x )
Tu(Φ−1x ). Then v ∈ H(curl, Br1\Π), with
bounded support in Br1 . We denote by v
± the function v restricted to the
the halfspaces T± = {y ∈ R3 : ±y3 > 0}, respectively. Then, by a reflection
as developed in the previous section, we may define two H0(curl, Br1) func-
tions, v˜± such that v˜± = v± on T±. Let u˜± = Φ̂x(v˜
±) ∈ H0(curl, Bδ′(x)).
We can assume that Br(x) is compactly contained in D, therefore by ex-
tending them to zero, we have that u˜± ∈ H0(curl,D) and have compact
support contained in Bδ′(x) and, for n large enough, in Bδ′(xn) as well. We
then define
un =
{
u˜+(x) if Φnxn(x) ∈ T+
u˜−(x) if Φnxn(x) ∈ T−.
By construction we have that un ∈ H(curl,D\Kn) and has compact support
contained in Bδ′(x). Furthermore, un and∇∧un converge almost everywhere
in D\K to u and ∇∧ u, respectively.
Moreover, almost everywhere in Bδ′(x)\Kn, we have
‖un‖+ ‖∇ ∧ un‖ ≤ ‖u˜+‖+ ‖u˜−‖+ ‖∇ ∧ u˜+‖+ ‖∇ ∧ u˜−‖.
We immediately conclude by Lebesgue theorem that (un,∇∧ un) converges
to (u,∇ ∧ u), as n→∞, in L2(D,R6).
The general case, that is when we drop the assumption that Kn = ∂Kn
for any n ∈ N, is a consequence of the next general lemma. 
Lemma 4.2. Let D be a bounded open set and D1 a bounded open set
compactly contained in D. Let {Kn}n∈N be a sequence of compact sets, and
K and K˜ be two compact sets, all of them contained in D1.
Let us assume that Kn → K and ∂Kn → K˜ in the Hausdorff distance as
n→∞.
If, as n →∞, A˜n = H(curl,D\∂Kn) converges to A˜ = H(curl,D\K˜) in
the sense of Mosco, then one also has that An = H(curl,D\Kn) converges
to A = H(curl,D\K) in the sense of Mosco.
Proof. The proof that A′ ⊂ A follows from a similar argument of the first
part of the proof of Proposition 2.2 in [25], observing that, for any n ∈ N,
we trivially have that An ⊂ A˜n.
We need to show that A ⊂ A′′. Let u ∈ A. We recall that ∂K ⊂ K˜ ⊂ K,
hence D\K˜ = (D\K) ∪ ( ◦K \K˜) and u ∈ A˜ as well. Then there exists
a sequence {un}n∈N such that un ∈ A˜n for any n ∈ N and (un,∇ ∧ un)
converges to (u,∇ ∧ u) in L2(D,R6) and, up to a subsequence, also almost
everywhere in D, as n → ∞. Let us consider vn = un in D\Kn and zero
everywhere else. It is easy to show that vn ∈ An. For any x ∈ D\K, there
exists r > 0 and n ∈ N such that Br(x) ∩Kn = ∅ for any n ≥ n. Therefore,
we have that (vn,∇∧vn) converges to (u,∇∧u) almost everywhere in D\K,
MOSCO CONVERGENCE FOR THE MAXWELL SYSTEM 31
and hence by the Lebesgue theorem also in L2(D\K,R6). On the other hand,
‖vn − u‖L2(K,R3) = ‖vn‖L2(K,R3)
≤ ‖un‖L2(K,R3) = ‖un − u‖L2(K,R3) → 0 as n→∞.
The same reasoning holds for the curl and the proof is concluded. 
We conclude this section by discussing the following higher integrability
property for solutions of the Maxwell equations.
Definition 4.3. Let Σ be a compact set contained in BR0 for some R0 > 0.
We say that Σ satisfies the Maxwell higher integrability property if for any
constants 0 < a0 < a1, there exist a constant p > 2, depending on Σ, R0, a0,
and a1, and a constant C, depending on Σ, R0, p, a0, and a1, such that for
any a ∈ L∞(BR0+1,M3×3sym(R)) satisfying (2.1) in BR0+1, and any u belonging
either to H0(curl, BR0+1\Σ) ∩H(diva, BR0+1\Σ), or to H(curl, BR0+1\Σ) ∩
H0(diva, BR0+1\Σ), we have
‖u‖Lp(BR0+1\Σ,C3)
≤ C
[
‖u‖H(curl,BR0+1\Σ) + ‖∇ · (au)‖L2(BR0+1\Σ)
]
. (4.1)
By using Proposition 3.1, we can immediately deduce the following corol-
lary.
Corollary 4.4. Let Σ be a compact set contained in BR0 , for some R0 > 0,
such that Σ satisfies the Maxwell higher integrability property.
Then for any constants 0 < k, and 0 < λ0 < λ1, there exists a constant
s0 > 2, depending on R0, λ0, and λ1 only, such that the following holds.
If we call s = min{s0, p}, with p as in the definition of the Maxwell higher
integrability property with a0 = λ0 and a1 = λ1, then s > 2 and we can find
a constant C1, depending on the same p, s0, R0, k, λ0, λ1, and the constant
C in (4.1) only, such that for any ǫ, µ ∈ L∞(BR0+1,M3×3sym(R)) satisfying
(2.4) in BR0+1, and any (E,H) solving{ ∇∧E− ikµH = 0, ∇∧H+ ikǫE = 0 in BR0+1\Σ
ν ∧E = 0 on ∂Σ
for some 0 < k ≤ k, we have
‖E‖Ls(BR0+1\Σ,C3) + ‖H‖Ls(BR0+1\Σ,C3)
≤ C1
[‖E‖L2(BR0+1\Σ,C3) + ‖H‖L2(BR0+1\Σ,C3)
+ ‖ν ∧E‖L2(∂BR0+1,C3) + ‖ν ∧H‖L2(∂BR0+1,C3)
]
. (4.2)
In the next proposition we give a sufficient condition for the Maxwell
higher integrability property of Definition 4.3 to hold.
Proposition 4.5. Let us fix positive constants r, L, and R0, 0 < r1 < r
and C˜ > 0, and ω : (0,+∞) → (0,+∞) a nondecreasing left-continuous
function. Let Bˆ = Bˆ(r, L,BR0 , r1, C˜, ω).
Then any Σ ∈ Bˆ satisfies the Maxwell higher integrability property, with
constants in (4.1) p > 2, depending on Bˆ, a0, and a1 only, and C, depending
on Bˆ, p, a0, and a1 only.
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Moreover, there exist constants p1 > 2 and C1, depending on Bˆ only, such
that, for any Σ ∈ Bˆ, we have
‖v‖Lp1 (BR0+1\Σ) ≤ C1‖v‖H1(BR0+1\Σ) for any v ∈ H
1(BR0+1\Σ). (4.3)
Finally, BR0+1\Σ satisfies the Maxwell and Rellich compactness proper-
ties.
Proof. We observe that (4.3) and the Rellich compactness property are
proved in [20, Proposition 2.11].
We begin with the following interior estimate. Given two bounded do-
mains D′ and D, with D′ compactly contained in D and D Lipschitz, let us
consider a function u ∈ H(curl,D) ∩ H(diva,D). We fix a cutoff function
χ ∈ C∞0 (D) such that 0 ≤ χ ≤ 1 everywhere and χ is identically equal to 1
in D′. Then χu ∈ H0(curl,D) ∩H(diva,D) and
‖χu‖L2(D,C3) + ‖∇ ∧ (χu)‖L2(D,C3) + ‖∇ · (aχu)‖L2(D)
≤ C1
[‖u‖L2(D,C3) + ‖∇ ∧ u‖L2(D,C3) + ‖∇ · (au)‖L2(D)] . (4.4)
Here C1 depends only on ‖∇χ‖L∞(D,R3), thus on the distance of D′ from the
boundary of D.
By Proposition 3.1, there exist s > 2 and a positive constant C2, depend-
ing on D, a0, and a1 only, such that
‖χu‖Ls(D,C3)
≤ C2
[‖χu‖L2(D,C3) + ‖∇ ∧ (χu)‖L2(D,C3) + ‖∇ · (aχu)‖L2(D)] . (4.5)
We conclude that there exist constants s > 2, depending on D, a0, and
a1 only, and C3, depending on D, a0, a1, and the distance of D
′ from the
boundary of D, such that
‖u‖Ls(D′,C3)
≤ C3
[‖u‖L2(D,C3) + ‖∇ ∧ u‖L2(D,C3) + ‖∇ · (au)‖L2(D)] . (4.6)
Then we consider the following local construction. We fix Σ ∈ Bˆ and we
call G = R3\Σ. We fix x ∈ ∂Σ and U a connected component of Br1(x)∩G
such that x ∈ ∂U . We consider U ′ and T : Q → U ′ as in Condition ii) of
Definition 3.9.
First of all, by (3.11), we infer that T−1(U ∩ B3r1/4(x)) has a positive
distance from ∂Q\Γ which is bounded from below by a positive constant
r2 ≤ 1/8 depending on r1 and ω only.
Let us take u belonging to H0(curl, BR0+1\Σ) ∩ H(diva, BR0+1\Σ), or
to H(curl, BR0+1\Σ) ∩ H0(diva, BR0+1\Σ). Without loss of generality, by
an easy extension argument around ∂BR0+1, in either cases we can as-
sume that u and a are defined everywhere outside BR0+1 and that u ∈
H(curl,R3\Σ)∩H(diva,R3\Σ) with bounded support and with norms con-
trolled by a constant C times the corresponding ones in BR0+1\Σ.
Then v = Tˆ (u) ∈ H(curl, Q) ∩ H(diva1 , Q), where a1 = T∗(a). Further-
more, ∇∧ v = 0, or ν · (a1v) = 0 respectively, on any compact subset of the
interior of Γ, with respect to the induced topology.
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Therefore, by a reflection argument around the plane Π containing Γ, in
both cases we can extend v to a function w˜ ∈ H(curl, Q1) ∩ H(diva2 , Q1)
where Q1 = [−1, 1]3 and a2 satisfies, calling TΠ the reflection in Π,
a2 =
{
a1 in Q
(TΠ)∗(a1) in TΠ(Q).
By using the previous interior estimates applied to Q and Q′ = {x ∈ Q :
dist(x, ∂Q) > r2/2}, we deduce that there exist constants s > 2 and C,
depending on a0, a1, C˜, and r2 only, such that
‖u‖Ls(U∩B3r1/4(x),C3)
≤ C [‖u‖L2(U ′,C3) + ‖∇ ∧ u‖L2(U ′,C3) + ‖∇ · (au)‖L2(U ′)] . (4.7)
Then we proceed with the following covering argument, which was de-
veloped in the proof of [20, Proposition 2.11]. For any x ∈ ∂Σ, let Wn,
n = 1, . . . , n0, be the connected components of Br1/2(x) ∩ G such that
Wn ∩ Br1/4(x) 6= ∅. By Lemma 3.8, n0 ≤ M3, where M3 is a constant de-
pending on r1, r, L, and ω only. As in the proof of Proposition 2.11 in [20],
one can show that for any x ∈ ∂Σ, there exist n0 points x1, . . . ,xn0 , with
n0 ≤M3, with the following property. For any n = 1, . . . , n0, there exists Un,
a connected component of Br1(xn) ∩G, such that xn ∈ ∂Un, and moreover
Br1/4(x) ∩G ⊂
n0⋃
n=1
(Un ∩B3r1/4(xn)).
We fix δ = r1/16 and define the compact set A1 = Bδ(∂Σ) ∩G. We can
find a finite number of points zi ∈ ∂Σ, i = 1, . . . ,m1, such that
A1 ⊂
m1⋃
i=1
Br1/4(zi).
With a rather simple construction, it is possible to choose m1 depending on
r1 and R0 only, for instance by taking points such that Br1/16(zi)∩Br1/16(zj)
is empty for i 6= j.
We further find a finite number of points zi ∈ ∂BR0+1, i = m1+1, . . . ,m1+
m2, such that
A2 = B1/16(∂BR0+1) ⊂
m1+m2⋃
i=m1+1
B1/4(zi),
with m2 depending on R0 only. We call r3 = min{1, r1} and A3 = {x ∈
BR0+1\Σ : dist(x, ∂(BR0+1\Σ)) ≥ r3/16}. We can find points zi ∈ A3,
i = m1 +m2 + 1, . . . ,m1 +m2 +m3, such that
A3 ⊂
m1+m2+m3⋃
i=m1+m2+1
Br3/32(zi).
Again m3 may be bounded by a constant depending on r1 and R0 only.
We apply the local argument developed at the beginning of the proof, at
most M3 times for any zi, i = 1, . . . ,m1, and we can find s1 > 2 and C1
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such that
‖u‖Ls1 (A1∩G) ≤ C1(M3m1)C
[‖u‖L2(BR0+1\K,C3)
+ ‖∇ ∧ u‖L2(BR0+1\K,C3) + ‖∇ · (au)‖L2(BR0+1\K)
]
.
Analogously, we can find s2 > 2 and C2 such that
‖u‖Ls2 (A2∩BR0+1) ≤ C2m2C
[‖u‖L2(BR0+1\K,C3)
+ ‖∇ ∧ u‖L2(BR0+1\K,C3) + ‖∇ · (au)‖L2(BR0+1\K)
]
.
Finally, we apply the interior estimate with D = Br3/16(zi) and D
′ =
Br3/32(zi), for i = m1 +m2 + 1, . . . ,m1 +m2 +m3, and we can find s3 > 2
and C3 such that
‖u‖Ls3 (A3) ≤ C3m3
[‖u‖L2(BR0+1\K,C3)
+ ‖∇ ∧ u‖L2(BR0+1\K,C3) + ‖∇ · (au)‖L2(BR0+1\K)
]
.
Picking p = min{s1, s2, s3} we obtain that
‖u‖Lp(BR0+1\K) ≤ C
[‖u‖L2(BR0+1\K,C3)
+ ‖∇ ∧ u‖L2(BR0+1\K,C3) + ‖∇ · (au)‖L2(BR0+1\K)
]
.
Our arguments clearly show that p and C have the dependence required.
Finally, similar reasonings easily show that BR0+1\Σ satisfies the MCP,
therefore the proof is complete. 
5. Stability of solutions of electromagnetic scattering
problems
In this section we investigate the stability of solutions of Maxwell equa-
tions, in particular of solutions to electromagnetic scattering problems, with
respect to changes both in the exterior domain and in the coefficients.
In this section we shall keep fixed positive constants r, L, and R0, 0 <
r1 < r, C˜ > 0, 0 < λ0 < 1 < λ1, and 0 < k < k, and two nondecreasing left-
continuous functions ω : (0,+∞)→ (0,+∞) and δ : (0,+∞)→ (0,+∞).
We begin by defining the following class of admissible coefficients.
Definition 5.1. We say that (ǫ, µ) is a couple of coefficients belonging to the
admissible class N = N (r, L,R0, ω, λ0, λ1) if the following holds.
We assume that (ǫ, µ) ∈ L∞(R3,M3×3sym(R)2) and satisfies (2.4) with con-
stants λ0 < λ1 in R
3.
Then we assume that there exists K ∈ B˜(r, L,BR0 , ω), depending on
(ǫ, µ), with the following properties. We call D0 the unbounded connected
component of R3\K and Di, i = 1, . . . , M˜ , the bounded connected com-
ponents of R3\K. We finally assume that (ǫ, µ) = (I3, I3) in D0 and that,
for any i = 1, . . . , M˜ , (ǫ, µ) = (ǫi, µi) where (ǫi, µi) is a couple of Lipschitz
functions from BR0+1 to M
3×3
sym(R) with Lipschitz constant bounded by L.
We recall that there exists M1, depending on r, L, R0, and ω only, such
that M˜ in the previous definition, that depend on K thus on (ǫ, µ), satisfies
M˜ ≤M1.
The following lemmas justify the previous definition.
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Lemma 5.2. Let D be any connected open set contained in R3. Let k > 0
and (ǫ, µ) ∈ N = N (r, L,R0, ω, λ0, λ1).
Then the Maxwell system
∇∧E− ikµH = 0, ∇∧H+ ikǫE = 0 in D (5.1)
satisfies the UCP in D.
Proof. This is an easy consequence of Proposition 2.13 and Lemma 2.14, see
Remark 2.15. 
Lemma 5.3. The class N = N (r, L,R0, ω, λ0, λ1) is compact with re-
spect to convergence almost everywhere in R3, as well with respect to the
Lp(R3,M3×3sym(R)
2) convergence, for any p, 1 ≤ p < +∞.
Proof. Let us consider {(ǫn, µn)}n∈N ⊂ N . We call, for any n ∈ N, Kn
the corresponding set belonging to B˜ = B˜(r, L,BR0 , ω), Mn the number
of bounded connected components of R3\Kn, and Dn0 the unbounded con-
nected component of R3\Kn. Without loss of generality, up to passing to a
subsequence that we do not relabel, we may assume that Mn = M ≤ M1
for any n ∈ N and we call Dni , i = 1, . . . ,M , the bounded connected compo-
nents of R3\Kn. Moreover, again up to subsequences, we can assume that,
as n → ∞, Kn → K ∈ B˜ in the Hausdorff distance, and, up to reordering,
that Dni → Di, i = 0, 1, . . . ,M , in the Hausdorff distance. Here the sets Di,
i = 0, . . . ,M , are open subsets of R3\K, which are pairwise disjoint. More-
over, D0 is the only unbounded one. Namely, each of the Di is the union of
a finite number of connected components of R3\K.
For any i = 1, . . . ,M , (ǫn, µn)|Dni = (ǫni , µni ) and we can also suppose that,
as n→∞, (ǫni , µni ) converges to (ǫi, µi) uniformly in BR0+1. Clearly, for any
i = 1, . . . ,M , ǫi and µi belong to L
∞(BR0+1,M
3×3
sym(R)) and are Lipschitz
with Lipschitz constant bounded by L.
We then define (ǫ, µ) ∈ L∞(R3,M3×3sym(R)2) such that (ǫ, µ) = (I3, I3) in
D0 and (ǫ, µ) = (ǫi, µi) in Di for any i = 1, . . . ,M .
We recall that |K| = 0. Now, let x ∈ R3\K. We have that x ∈ Di for some
i ∈ {0, 1, . . . ,M}. It is an easy remark that, for any n large enough, x ∈ Dni ,
therefore (ǫn, µn)(x) = (ǫni , µ
n
i )(x) converges, as n → ∞, to (ǫi, µi)(x) =
(ǫ, µ)(x). We conclude that (ǫn, µn) converges, as n → ∞, to (ǫ, µ) almost
everywhere in R3. Then it is not difficult to observe that (ǫ, µ) ∈ N , thus the
compactness is proved. By the uniform L∞ bound, and since any coefficient
coincides with the identity matrix outside a given ball, we can immediately
conclude the proof also for the convergence in Lp, 1 ≤ p < +∞. 
We shall also need the following strong convergence result for solutions
to Maxwell systems.
Lemma 5.4. Let D be any open set contained in R3. Let, for any n ∈ N,
ǫn, µn ∈ L∞(R3,M3×3sym(R)) satisfy (2.4) with constants λ0 and λ1.
We assume that, for any n ∈ N, (En,Hn) ∈ Hloc(curl,D) solve
∇∧En − iknµnHn = 0, ∇∧Hn + iknǫnEn = 0 in D
for some 0 < kn ≤ k.
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Let us assume that, for some constant C, we have
‖En‖L2(D,C3) + ‖Hn‖L2(D,C3) ≤ C for any n ∈ N
and that (ǫn, µn)→ (ǫ, µ) almost everywhere in D, as n→∞.
Then, up to a subsequence that we do not relabel, we have that, as n→∞,
(En,Hn)→ (E,H) strongly in Hloc(curl,D)
where (E,H) solves, for some 0 ≤ k ≤ k,
∇∧E− ikµH = 0, ∇∧H+ ikǫE = 0 in D. (5.2)
Proof. Obviously ǫ, µ ∈ L∞(R3,M3×3sym(R)) and satisfy (2.4) with constants
λ0 and λ1.
By the Maxwell equations, for some constant C1 we have that
‖En‖H(curl,D) + ‖Hn‖L2(curl,D) ≤ C1 for any n ∈ N.
Therefore, we can assume, by passing to a subsequence that we do not
relabel, that there exists (E,H) ∈ H(curl,D)2 and k, 0 ≤ k ≤ k, such that,
as n → ∞, kn → k and, in D, we have (En,Hn) ⇀ (E,H) weakly in L2
and (∇∧En,∇∧Hn)⇀ (∇∧E,∇∧H) weakly in L2. It easily follows that
(E,H) solves (5.2).
The difficult part is to prove that, actually, the convergence is strong in
L2, at least locally. Let us the fix D1 ⊂ D1 ⊂ D2 ⊂ D2 ⊂ D, with D1
and D2 open sets and D2 with Lipschitz boundary. We consider an auxiliary
function χ ∈ C∞0 (D2) such that 0 ≤ χ ≤ 1 everywhere and χ ≡ 1 in a
neighbourhood of D1.
We obviously have
En ∈ H(curl,D) ∩H(divǫn ,D) and Hn ∈ H(curl,D) ∩H(divµn ,D)
with a corresponding norm bounded by C, λ0, λ1, and k only. It is not
difficult to show that
χEn ∈ H0(curl,D2) ∩H(divǫn ,D2) and
χHn ∈ H0(curl,D2) ∩H(divµn ,D2)
with a corresponding norm bounded by C, λ0, λ1, k, and the two sets D1
and D2 only. We consider only the case of the electric fields, the one for
the magnetic fields being completely analogous. We call ψn = χEn. We
need to investigate the properties of ∇ · (ǫψn). First of all, we notice that,
by Proposition 3.1, there exists q > 2 such that ψn, n ∈ N, is uniformly
bounded in Lq(D2,C
3). We have that, for any ϕ ∈ C∞0 (D2)
〈∇ · (ǫψn), ϕ〉D2 = −〈ǫψn,∇ϕ〉D2 = 〈(ǫn − ǫ)ψn,∇ϕ〉D2 − 〈ǫnψn,∇ϕ〉D2 .
We know that {∇·(ǫnψn)}n∈N is bounded in L2(D2), therefore it is compact
in (H1(D2))
∗. We also have that, in D2, (ǫn − ǫ) → 0 strongly in Lp for
any p, 1 ≤ p < +∞, and ψn is uniformly bounded in Lq(D2,C3), for some
q > 2. Hence we have that (ǫn− ǫ)ψn → 0 strongly in L2(D2,C3). Therefore
∇ · ((ǫn − ǫ)ψn) converges to 0, as n → ∞, in (H1(D2))∗. We conclude
that {∇ · (ǫψn)}n∈N is compact in (H1(D2))∗. By [14, Lemma 2.11] we can
conclude that {ψn}n∈N is compact in L2(D2,C3).
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We obtain that {En}n∈N and {Hn}n∈N are bounded in Lq(D1,C3), for
some q > 2, and compact in L2(D1,C
3). Since in D1 they converge weakly in
L2 to E and H, respectively, it is not difficult to conclude that they actually
converge strongly in L2. Using the Maxwell equations, we also obtain that
{∇∧En}n∈N and {∇∧Hn}n∈N are bounded in Lq(D1,C3), for some q > 2,
and compact in L2(D1,C
3).
The proof is complete. 
We are in the position to prove the following general stability result and
uniform bounds for the direct electromagnetic scattering problem. These are
the main results of the paper. We begin with the uniform bounds.
Theorem 5.5. Let Bˆscat = Bˆscat(r, L,R0, r1, C˜, ω, δ) as in Definition 3.12.
Let N = N (r, L,R0, ω, λ0, λ1) as in Definition 5.1.
For any Σ ∈ Bˆscat, for any (ǫ, µ) ∈ N , and for any (Ei,Hi) as in (2.18)
with k ≤ k ≤ k, ‖p‖ ≤ 1, and d ∈ S2, let (E,H) be the solution to (2.19)
and (Es,Hs) be the corresponding scattering fields.
Then there exists a constant C > 0, depending on r, L, R0, r1, C˜, ω, δ,
λ0, λ1, k, and k only, such that
‖E‖L2(BR0+1\Σ,C3) + ‖H‖L2(R0+1\Σ,C3) ≤ C. (5.3)
Then for any R ≥ R0 + 1 there exists a constant E, E depending on the
constant C in (5.3), R0, R, and k only, such that
‖E‖L2(BR\Σ,C3) + ‖H‖L2(BR\Σ,C3) ≤ E. (5.4)
Furthermore, there exists a constant E1, depending on the constant C in
(5.3), k, and R0 only, such that for any x ∈ R3 we have
‖Es(x)‖+ ‖Hs(x)‖ ≤ E1‖x‖−1 if ‖x‖ ≥ R0 + 1/2. (5.5)
Proof. We argue by contradiction. Let us assume that there exist, for any
n ∈ N, Σn ∈ Bˆscat, (ǫn, µn) ∈ N , and (Ein,Hin) as in (2.18) with k ≤ kn ≤ k,
‖pn‖ ≤ 1, and dn ∈ S2, such that (En,Hn), the solution to (2.19) with these
data, satisfies
‖En‖L2(BR0+1\Σn,C3) + ‖Hn‖L2(R0+1\Σn,C3) = bn ≥ n.
We call (E˜n, H˜n) = (En/bn,Hn/bn), n ∈ N, and, by extending them to 0 in
Σn, we have that
‖E˜n‖L2(BR0+1,C3) + ‖H˜n‖L2(BR0+1,C3) = 1 for any n ∈ N. (5.6)
Up to a subsequence, we have that Σn converges, in the Hausdorff dis-
tance, to a scatterer Σ ∈ Bˆscat and such that BR0+1\Σ satisfies the RCP
and MCP, see Lemma 3.11 and Proposition 4.5. Moreover, by Lemma 5.3,
we have that (ǫn, µn) converges in the whole R
3 to (ǫ, µ) ∈ N in Lp for any
1 ≤ p < +∞. We also assume that kn → k, with k ≤ k ≤ k. In particular
we notice that k > 0.
We also have, again up to subsequences, that (E˜n, H˜n) converges weakly
in L2(BR0+1,C
6) to (E˜, H˜). By the first property of Mosco convergence and
Theorem 4.1, we easily conclude that (E˜, H˜) ∈ H(curl, BR0+1\Σ)2, where
again these functions are extended to 0 in Σ.
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It is not difficult to show that (E˜, H˜) solve (2.7) in BR0+1\Σ. Moreover,
by standard regularity estimates in BR0+1\BR0 , the Stratton-Chu formulas,
and the fact that (Ein,H
i
n) are uniformly bounded, we can also deduce that
(E˜n, H˜n) converges in L
2
loc(R
3\BR0 ,C6) to (E˜, H˜), with (E˜, H˜) being an
outgoing solution to the Maxwell equations (2.8) in R3\BR0 .
We know that E˜n ∈ H0(curl,R3\Σn). Then, let φ ∈ H(curl,R3\Σ), with
bounded support. By the second property of the Mosco convergence and
Theorem 4.1, we can find φn ∈ H(curl,R3\Σn), with bounded support, such
that, as n → ∞, (φn,∇ ∧ φn) → (φ,∇ ∧ φ) in L2(R3,C6), with the usual
convention of extending the functions to 0 in Σn and Σ, respectively. For
any n ∈ N, we have
〈∇ ∧ E˜n, φn〉R3 − 〈∇ ∧ φn, E˜n〉R3 = 0.
On the other hand, since
〈∇ ∧ E˜, φ〉R3 − 〈∇ ∧ φ, E˜〉R3 = lim
n
(
〈∇ ∧ E˜n, φn〉R3 − 〈∇ ∧ φn, E˜n〉R3
)
,
we can conclude that E˜ ∈ H0(curl,R3\Σ).
Then we notice that (E˜, H˜) solves the direct scattering problem (2.19)
with scatterer Σ, coefficients ε, µ, and incident fields (E˜i, H˜i) ≡ (0, 0).
By the properties of Σ and Lemma 5.2, as well as Theorem 2.10, we
conclude that (E˜, H˜) ≡ (0, 0) in R3.
We wish to prove that (E˜n, H˜n) converges to (E˜, H˜) not only weakly in
L2(BR0+1,C
6) but also strongly in L2(BR0+1,C
6). This would allow us to
conclude the proof. In fact, since (E˜, H˜) ≡ 0, it would follow that
‖E˜n‖L2(BR0+1,C3) + ‖H˜n‖L2(BR0+1,C3) → 0 as n→∞
and this contradicts (5.6).
To prove the strong convergence in L2, we begin with the following ar-
gument. For any δ > 0, there exists n ∈ N large enough such that for any
n ≥ n we have Σn ⊂ Bδ(Σ). Hence, by Lemma 5.4, we deduce that (E˜n, H˜n)
converges to (E˜, H˜) strongly in L2(K,C6) for any compact K ⊂ R3\Σ. We
also notice that, by Proposition 4.5 and Corollary 4.4, we can find constants
p > 2 and C1 > 0 such that
‖E˜n‖Lp(BR0+1,C3) + ‖H˜n‖Lp(BR0+1,C3) ≤ C1 for any n ∈ N. (5.7)
Therefore, for any δ > 0,
‖E˜n− E˜‖L2(BR0+1,C3) ≤ ‖E˜n− E˜‖L2(Bδ(Σ),C3)+‖E˜n− E˜‖L2(BR0+1\Bδ(Σ),C3)
≤ ‖E˜n‖L2(Bδ(Σ)\Σn,C3) + ‖E˜‖L2(Bδ(Σ)\Σ,C3) + ‖E˜n − E˜‖L2(BR0+1\Bδ(Σ),C3).
We also have that, for any δ > 0, there exists n˜ ≥ n, such that for any n ≥ n˜
we have Bδ(Σ)\Σn ⊂ Bδ(∂Σ). Obviously, Bδ(Σ)\Σ ⊂ Bδ(∂Σ). By Ho¨lder
inequality, we conclude that
‖E˜n − E˜‖L2(BR0+1,C3)
≤ C1|Bδ(∂Σ)|(p−2)/p + ‖E˜‖L2(Bδ(∂Σ),C3) + ‖E˜n − E˜‖L2(BR0+1\Bδ(Σ),C3),
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with p and C1 as in (5.7) Since |∂Σ| = 0, for any ε > 0 there exists δ > 0
such that
C1|Bδ(∂Σ)|(p−2)/p + ‖E˜‖L2(Bδ(∂Σ),C3) < ε/2.
Fixed such a δ, we can find nˆ ≥ n˜ such that, for any n ≥ nˆ,
‖E˜n − E˜‖L2(BR0+1\Bδ(Σ),C3) ≤ ε/2.
Therefore, we obtain that E˜n → E˜ in L2(BR0+1,C3) as n → ∞. The same
reasoning applies to H˜n, thus the proof of (5.3) is concluded.
From (5.3), the estimate (5.4) and the uniform decay estimate (5.5) easily
follow. 
We conclude this section with the general stability result.
Theorem 5.6. Under the assumptions of Theorem 5.5, let us consider,
for any n ∈ N, Σn ∈ Bˆscat, (ǫn, µn) ∈ N , and (Ein,Hin) as in (2.18) with
k ≤ kn ≤ k, ‖pn‖ ≤ 1, and dn ∈ S2. We call (En,Hn) the solution to (2.19)
with these data and we extend them, as well as their curls, to 0 in Σn.
We assume that, as n →∞, Σn converges, in the Hausdorff distance, to
a scatterer Σ ∈ Bˆscat, and (ǫn, µn) converges in the whole R3 to (ǫ, µ) ∈ N
in Lp for any 1 ≤ p < +∞, and kn → k, with k ≤ k ≤ k, and pn → p, with
‖p‖ ≤ 1, and dn → d ∈ S2. We notice that, under our hypotheses, this is
always true up to passing to subsequences. We set (Ei,Hi) as in (2.18) with
k, p, and d, and we call (E,H) the solution to (2.19) and we extend them,
as well as their curls, to 0 in Σ.
Then we obtain that, as n→∞, (En,Hn) converges to (E,H), and also
(∇∧En,∇∧Hn) converges to (∇∧E,∇∧H), in L2(BR,C6) for any positive
R, thus in particular (En,Hn) converges to (E,H) in H(curl,D) for any
bounded open set D compactly contained in G = R3\Σ.
Proof. First of all we notice that, as n→∞, (Ein,Hin) converges to (Ei,Hi)
inH(curl, BR) for any R > 0. Using the uniform bound (5.3) of Theorem 5.5,
we can obtain this continuity result by easily adapting the arguments de-
veloped in the proof of Theorem 5.5 to study the convergence properties of
the sequence {(E˜n, H˜n)}n∈N. 
6. Application to the inverse scattering problem for
polyhedral scatterers
In this section we fix positive constants r, L, and R0, 0 < r1 < r and
C˜ > 0. Let us also fix ω : (0,+∞) → (0,+∞) and δ : (0,+∞) → (0,+∞)
two nondecreasing left-continuous functions. We recall that ω(t) ≤ t, that
limt→+∞ ω(t) is equal to a finite real number which we call ω(+∞), and
that δ(t) ≤ t for any t > 0. We fix a wavenumber k > 0. Finally, we fix
positive R1 and ρ˜ such that R0 + 1 + ρ˜ ≤ R1. We refer to these constants
and functions as the a priori data.
We introduce suitable classes of polyhedral scatterers in R3. We define a
cell as the closure of an open subset of a plane. A scatterer Σ is polyhedral
if the boundary of Σ is given by a finite union of cells Cj , j = 1, . . . ,M1.
Fixed positive constants h and L, we say that a scatterer Σ is polyhedral
with constants h and L if the boundary of Σ is given by a finite union of cells
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Cj, j = 1, . . . ,M1, where each Cj is the closure of a Lipschitz domain with
constants h and L contained in a plane and the cells are pairwise internally
disjoint, that is two different cells may intersect only at boundary points.
Let Bˆscat = Bˆscat(r, L,R0, r1, C˜, ω, δ) be the class of scatterers defined in
Definition 3.12. We call Bˆhscat = Bˆhscat(r, L,R0, r1, C˜, ω, δ), for a given size
parameter h > 0, the set of scatterers Σ ∈ Bˆscat such that Σ is polyhedral
with constants h and L.
Analogously, let Dˆobst = Dˆobst(r, L,R0) be the class of obstacles also de-
fined in Definition 3.12. Fixed the size parameter h > 0, we call Dˆhobst =
Dˆhobst(r, L,R0) the set of obstacles Σ ∈ Dˆobst such that Σ is polyhedral with
constants h and L. Notice that in this case any Σ ∈ Dˆhobst is formed by a
finite number of polyhedra. In this case, we can drop from the set of a priori
data r1, C˜, ω, and δ.
We call η : (0, 1/e) → (0,+∞) the following function
η(s) = exp(−(log(− log s))1/2) for any s, 0 < s < 1/e. (6.1)
We consider two different incident incident fields (Eij,H
i
j) j = 1, 2, given
by normalised electromagnetic plane waves with incident directions dj ∈ S2
and polarisation vectors pj ∈ R3, j = 1, 2, respectively. We assume that, for
any j = 1, 2, ‖pj‖ ≤ 1 and that the two vectors (dj ∧ pj) ∧ dj are linear
independent. For example, this is true if d1 = d2 and the three vectors d1,
p1 and p2 are linearly independent. In order to have a quantitative version
of these properties, we call
bj = ‖(dj ∧ pj) ∧ dj‖ > 0, j = 1, 2 (6.2)
and
b0 = min
ν∈S2
{
max
j∈{1,2}
‖ν ∧ [(dj ∧ pj) ∧ dj]‖
}
> 0. (6.3)
We notice that b0 > 0 since maxj∈{1,2} ‖ν ∧ [(dj ∧ pj)∧ dj]‖ is a continuous
function of ν ∈ S2 which never vanishes.
We assume that the medium is homogeneous and isotropic outside the
scatterer, that is we assume ǫ = µ = I3 everywhere. We also fix a point
x0 ∈ R3 such that R0 + 1 + ρ˜ ≤ ‖x0‖ ≤ R1.
We recall that for any two scatterers Σ and Σ′ belonging to Bˆscat or to
Dˆobst, we measure their distance by one of the following quantities
d = max
{
sup
x∈∂Σ\Σ′
dist(x, ∂Σ′), sup
x∈∂Σ′\Σ
dist(x, ∂Σ)
}
(6.4)
and
dˆ = dH(∂Σ, ∂Σ
′) and d˜ = dH(Σ,Σ
′). (6.5)
Here dH denotes the Hausdorff distance. In [20, Section 2] there is a detailed
analysis of the relationships between these quantities. In particular, for a
positive constant C1 depending on Bˆscat only, we have
C1d ≤ C1dˆ ≤ d˜ ≤ δ−1(d) ≤ δ−1(dˆ). (6.6)
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where δ−1 : (0,+∞)→ (0,+∞) is a nondecreasing right-continuous function
defined in the following way
δ−1(t) = min{sup{s : δ(s) ≤ t}, 2R0} for any t > 0. (6.7)
Let us also notice that in the case of the class Dˆobst, by [20, Corollary 2.4],
we can replace (6.6) by
C1d ≤ C1dˆ ≤ d˜ ≤ C2d ≤ C2dˆ, (6.8)
with C1 and C2 depending on the class Dˆobst only.
The estimates obtained in Theorem 5.5, in particular the uniform bound
(5.4) for R = R0 + 3 and and the uniform decay (5.5), are the crucial
preliminary results that are required to extend the stability results obtained
in the acoustic case, in [34] for sound-soft scatterers and in [20] for sound-
hard scatterers, to the electromagnetic case.
Let Σ, Σ′ ∈ Bˆscat be two scatterers and k > 0. We recall that ǫ and µ
are identically equal to I3. Given an incident field (E
i,Hi), a normalised
electromagnetic plane wave with incident direction d ∈ S2 and polarisation
p, with 0 < ‖p‖ ≤ 1, we call (E,H) the solution to the direct scattering
problem (2.19), (Es,Hs) the corresponding scattering fields, and (E∞,H∞)
their far-field patterns. We call (E′,H′) the solution to (2.19) with Σ replaced
by Σ′, and analogously we denote ((Es)′, (Hs)′) the corresponding scattering
fields, and (E′∞,H
′
∞) their far-field patterns.
About the measurements to be performed for our inverse problem, there
are several possibilities. In our stability results, we use what we refer to as
the near-field error with limited aperture given by
‖E−E′‖L2(Bρ˜(x0),C3) ≤ ε. (6.9)
It is also possible to consider the so-called far-field error which is the one
usually employed in scattering applications and that is defined as
‖E∞ −E′∞‖L2(SN−1,C3) ≤ ε0. (6.10)
We recall that there exist positive constants ε˜0 < 1/e and C1, depending
on E as in (5.4) for R = R0+3, R0, ρ˜, R1, and k only, such that if 0 < ε0 ≤ ε˜0
then
ε ≤ η1(ε0) = exp
(
−C1(− log ε0)1/2
)
. (6.11)
Remark 6.1. We wish to notice here that, without any loss of generality, we
may also consider errors on the magnetic fields, that is define
‖H−H′‖L2(Bρ˜(x0),C3) ≤ ε. (6.12)
and
‖H∞ −H′∞‖L2(SN−1,C3) ≤ ε0. (6.13)
Clearly (6.11) holds true in this case as well. More importantly, all the
stability results stated in this section still hold if we replace the errors related
to the electric fields with the ones related to the magnetic fields.
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6.1. Statement of the stability results. The following stability result
holds for the determination of polyhedral scatterers by two suitable electro-
magnetic measurements.
Theorem 6.2. Fix h > 0. Let Σ, Σ′ belong to Bˆhscat and let d be defined as
in (6.4). For any j = 1, 2, let (Eij ,H
i
j) be normalised electromagnetic plane
waves with incident directions dj ∈ S2 and polarisation vectors pj ∈ R3,
with 0 < ‖pj‖ ≤ 1 and such that the two vectors (dj ∧pj)∧dj , j = 1, 2, are
linear independent. Let b0 be defined as in (6.3).
For any j = 1, 2, let (Ej,Hj) be the solution to
∇∧Ej − ik Hj = 0 in G = R3\Σ
∇∧Hj + ikEj = 0 in G
(Ej ,Hj) = (E
i
j,H
i
j) + (E
s
j ,H
s
j) in G
ν ∧Ej = 0 on ∂G
limr→+∞ r
(
x
‖x‖ ∧Hsj(x) +Esj(x)
)
= 0 r = ‖x‖.
(6.14)
and (E′j ,H
′
j) be the solution to the same problem with Σ replaced by Σ
′.
If
max
j=1,2
‖Ej −E′j‖L2(Bρ˜(x0),C3) ≤ ε (6.15)
for some ε ≤ 1/(2e), then for some positive constant C depending on the a
priori data and on b0 only, and not on h, we have
min{d, h} ≤ 2eR0(η(ε))C . (6.16)
Therefore,
d ≤ 2eR0(η(ε))C , (6.17)
provided ε ≤ εˆ(h) where
εˆ(h) = min
{
1/(2e), η−1
(( h
2eR0
)1/C)}
. (6.18)
If we limit ourselves to polyhedral obstacles, that is to polyhedra, we can
reduce the number of electromagnetic measurements to one and have the
following stability result.
Theorem 6.3. Fix h > 0. Let Σ, Σ′ belong to Dˆhobst and let d be defined
as in (6.4). Let (Ei1,H
i
1) be the normalised electromagnetic plane wave with
incident direction d1 ∈ S2 and polarisation vector p1 ∈ R3, with 0 < ‖p1‖ ≤
1 and such that (6.2) holds for some positive constant b1.
Let (E1,H1) be the solution to (6.14) with j = 1 and (E
′
1,H
′
1) be the
solution to the same problem with Σ replaced by Σ′.
There exists a constant εˆ1(h), 0 < εˆ1(h) ≤ 1/(2e), depending on the a
priori data, on b1, and on h only, such that if
‖E1 −E′1‖L2(Bρ˜(x0),C3) ≤ ε (6.19)
for some ε ≤ εˆ1(h), then for some positive constants A1, depending on the
a priori data only, and C1, depending on the a priori data, on b1, and on h
only, we have
d ≤ A1(η(ε))C1 . (6.20)
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Remark 6.4. By the arguments recalled at the beginning of this section,
it is an easy task to rephrase the stability estimates of Theorems 6.2 and
6.3 if we measure the distance between Σ and Σ′ with d˜ = dH(Σ,Σ
′) or
dˆ = dH(∂Σ, ∂Σ
′) instead of d or if we replace the near-field error with
limited aperture ε with the far-field error ε0 on the corresponding solutions.
In the latter case, it is enough to replace ε with η1(ε0), η1 as in (6.11), and
observe that we may choose ρ˜ and R1 as depending on the other a priori
data.
6.2. Remarks and comments on the proofs. The following auxiliary
propositions are needed. Since they hold in a general case, we state them
for any N ≥ 2. We recall that we always drop the dependence of constants
on the dimension N .
The following three-spheres inequality holds true and is a consequence of
results proved in [5].
Proposition 6.5. There exist positive constants ρ˜0, C, and c1, 0 < c1 < 1,
depending on k > 0 only, such that for every 0 < ρ1 < ρ < ρ2 ≤ ρ˜0 and any
function u such that
∆u+ k2u = 0 in Bρ2 ⊂ RN ,
we have
‖u‖L2(Bρ) ≤ C‖u‖1−βL2(Bρ2 )‖u‖
β
L2(Bρ1 )
, (6.21)
for some β such that
c1
log(ρ2/ρ)
log(ρ2/ρ1)
≤ β ≤ 1− c1 log(ρ/ρ1)
log(ρ2/ρ1)
. (6.22)
The following L∞-L2 estimate is a consequence of classical regularity es-
timates and a simple dilation argument.
Lemma 6.6. Let us fix a positive constant ρ1. Let us consider ρ, 0 < ρ ≤ ρ1
and a function u such that
∆u+ k2u = 0 in Bρ ⊂ RN .
Then, for any constant s, 0 < s < 1, there exists a constant C, depending
on k, ρ1, and s only, such that
ρN/2‖u‖L∞(Bsρ) ≤ C‖u‖L2(Bρ). (6.23)
The proofs of Theorems 6.2 and 6.3 follow the arguments developed for
the proofs of Theorem 3.1 and Theorem 3.4 in [20], respectively. We just
point out the few differences and leave all the other details to the reader.
One difference is that we have an L2 a priori bound, a consequence of The-
orem 5.5, instead of an L∞ a priori bound. However, we can exploit the L2
three spheres inequality recalled in Proposition 6.5. For arguments concern-
ing reflections in a plane, we can use Lemma 3.6 and the estimate given in
Lemma 3.5. Finally, L2 estimates provide L∞ estimates by using Lemma 6.6.
Then we can conclude the proofs of our stability theorems in the following
way.
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Proof of Theorem 6.2. We fix a constant R2 ≥ max{2R1, 4R0}, depending
on the a priori data and on b0 only, such that
E1R
−1
2 ≤ kb0/2
where E1 is as in (5.5).
By the arguments used to prove [20, Theorem 3.1], and in particular
Lemma 4.4 in the same paper, with the slight modification pointed out
above, we can find a point z, with ‖z‖ ≥ R2 + 1, and a unit vector ν such
that
h3/2‖ν ∧Ej(z)‖ ≤ C0ε2, j = 1, 2, (6.24)
with C0 and ε2 as in [20, Lemma 4.4]. Here the term h
3/2 comes from the
application of Lemma 6.6.
We recall that for any x ∈ R3 and any j = 1, 2 we have
ν ∧Eij(x) = ikeikx·dj (ν ∧ [(dj ∧ pj) ∧ dj ]) .
Therefore there exists j ∈ {1, 2} such that for any x ∈ R3
‖ν ∧Eij(x)‖ ≥ kb0. (6.25)
Since for any j = 1, 2 we have
‖ν ∧Esj(z)‖ ≤ kb0/2,
by our definition of R2, we conclude that there exists j ∈ {1, 2} such that
kb0/2 ≤ ‖ν ∧Ej(z)‖ ≤ C0h−3/2ε2. (6.26)
We can then conclude as in the proof of [20, Theorem 3.1]. 
We conclude by showing the final argument for the proof of the stability
result for the determination of polyhedra by a single electromagnetic mea-
surement. As in the sound-hard acoustic case, the single measurement for
polyhedra requires a completely nontrivial analysis. We also point out that,
contrary to the 2 measurements case, the dependence on the size constant
h is no longer explicit.
Proof of Theorem 6.3. First of all we notice that there exists a constant
b˜0 > 0, depending on the a priori data only, such that for any ω ∈ S2 and
any polyhedral obstacle Σ ∈ Dˆobst, we can find a cell C in ∂Σ, with unit
normal ν, such that ‖ν ∧ ω‖ ≥ b˜0.
To prove such a claim we argue by contradiction. Assume that there exist
polyhedral obstacles Σn ∈ Dˆobst and ωn ∈ S2, n ∈ N, such that, for almost
any x ∈ ∂Σn, we have ‖νn(x)∧ωn‖ < 1/n, where νn denotes the unit normal
of ∂Σn. Notice that, up to a subsequence, ωn converges to ω ∈ S2 and Σn
converges to Σ ∈ Dˆobst in the Hausdorff distance. Then one obtains that
‖ν(x) ∧ ω‖ = 0 for almost any x ∈ ∂Σ, ν being the unit normal of ∂Σ. This
contradicts the fact that Σ is a solid obstacle.
Then Theorem 6.3 can be proved using the argument of the proof of [20,
Theorem 3.4] with the same kind of modification needed in the proof of
Theorem 6.2, that is detailed above, and the following remark.
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As in the acoustic case, the issue is the following. Let Π be a plane and ν
be its normal. Then we consider
max
z∈(B2R2+3\B2R2+2)∩Π
‖ν ∧E1(z)‖. (6.27)
If for one of these z we have an estimate like in (6.24), in order to conclude
we need a corresponding lower bound as in (6.25). However, it might happen
that the quantity in (6.27) is actually 0. On the other hand, this happens
only on special symmetric cases. Namely, we need that ν∧[(d1∧p1)∧d1] = 0
and that Σ is symmetric with respect to Π. This can be proved by a simple
reflection argument and by using the unique determination of polyhedra with
a single scattering electromagnetic measurement proved in [19]. Finally, also
a continuous dependence of the quantity in (6.27) from Σ and Π would be
needed, but this follows quite easily by Theorem 5.6. 
Appendix
We conclude by proving Propositions 2.4 and 2.11.
Proof of Proposition 2.4. For any M > 0 we define a truncation operation
FM : R
3 → R3 as follows
FM (x) =
{
Mx/‖x‖ if ‖x‖ ≥M
x if ‖x‖ ≤M.
By the general chain rule for vector valued functions proved in [3], for any
M > 0 and any v ∈ W 1,1(D,R3), such that |{x ∈ D : ‖v(x)‖ = M}| = 0,
we obtain that FM ◦ v ∈W 1,1(D,R3) and, for almost every x ∈ D, we have
∇(FM ◦ v)(x) =
{
0 if ‖v(x)‖ > M
∇v(x) if ‖v(x)‖ < M.
In particular, for almost every x ∈ D, we have
∇∧ (FM ◦ v)(x) =
{
0 if ‖v(x)‖ > M
(∇∧ v)(x) if ‖v(x)‖ < M. (A.1)
For any w ∈ L2(D,R3), we define
A(w) = {t ≥ 1 : |{x ∈ D : ‖v(x)‖ = t}| > 0}
and notice that A(w) is a countable subset of R.
Let D =
⋃
i∈NBi where Bi is an open ball compactly contained in D for
any i ∈ N.
Let u ∈ H(curl,D). We limit ourselves for simplicity, and without loss of
generality, to prove the result for u which has values in R3 instead of C3.
For any i ∈ N, there exists {uin}n∈N ⊂ C∞0 (R3) such that the following
properties are satisfied. First, as n → ∞, uin → u and (∇ ∧ uin) → (∇ ∧ u)
in L2(Bi,R
3) and almost everywhere in Bi. Second, there exists h
i ∈ L2(Bi)
such that ‖uin‖+ ‖∇ ∧ uin‖ ≤ hi almost everywhere in Bi for any n ∈ N.
We denote
A = A(u) ∪
 ⋃
i,n∈N
A(uin)
 ,
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which is clearly a countable subset of R. We pick a sequence {tm}m∈N ⊂ R
such that, for any m ∈ N, 1 ≤ tm < tm+1, tm 6∈ A, and limm→∞ tm = +∞.
For any m ∈ N, we call
Vm(x) =
{
0 if ‖u(x)‖ > tm
(∇∧ u)(x) if ‖u(x)‖ < tm.
We fix i ∈ N and m ∈ N. Then, for almost every x ∈ Bi, we have
‖Ftm ◦ uin − Ftm ◦ u‖(x) ≤ hi(x) + ‖u‖(x) for any n ∈ N.
As n→∞, since uin(x)→ u(x), we also have (Ftm ◦ uin)(x)→ (Ftm ◦ u)(x).
By Lebesgue theorem, we obtain that (Ftm ◦uin)(x)→ (Ftm ◦u)(x) in L2(Bi)
as n→∞.
Since, as n→∞, uin converges to u and ∇∧uin converges to ∇∧u almost
everywhere in Bi and |{x ∈ D : ‖u(x)‖ = tm}| = 0, by (A.1) we can
immediately infer that ∇∧ (Ftm ◦uin) converges to Vm almost everywhere in
Bi and, again by Lebesgue theorem, also in L
2(Bi).
Therefore, Ftm ◦ u ∈ H(curl, Bi), with ∇∧ (Ftm ◦ u) = Vm|Bi in the sense
of distributions in Bi, for any i ∈ N.
Now let ϕ ∈ C∞0 (D,R3) and let K ⊂ D be compact such that the support
of ϕ is contained in K. Up to changing the order, we can suppose that
K ⊂ ⋃li=1Bi and we let χi ∈ C∞0 (Bi), i = 1, . . . , l, be a partition of unity
on K. Then
〈Ftm ◦ u,∇∧ ϕ〉D =
〈
Ftm ◦ u,∇∧
(
l∑
i
χiϕ
)〉
D
=
l∑
i=1
〈Ftm ◦ u,∇∧ (χiϕ)〉Bi =
l∑
i
〈Vm, χiϕ〉Bi = 〈Vm, ϕ〉D.
From here it is easy to conclude that Ftm◦u ∈ H(curl,D), with∇∧(Ftm◦u) =
Vm in the sense of distributions in D. Finally, it is an obvious remark that
Ftm◦u ∈ H(curl,D)∩L∞(D,R3) and that Ftm◦u converges to u, asm→∞,
in the H(curl) norm. 
Proof of Proposition 2.11. For any x ∈ ∂D, let Ux be as in the assumptions.
We call U˜x the union of the connected components of Ux ∩ D such that
x belongs to their boundaries. We call Vx = (Ux ∩ D)\U˜x and, finally,
Uˆx = Ux\Vx. We have that Uˆx is an open set containing x and such that
Uˆx∩D = U˜x. Therefore Uˆx∩D has a finite number of connected components,
and each of them may be mapped onto a Lipschitz domain by a bi-W 1,∞
mapping.
By compactness, we consider ∂D ⊂ ⋃ni=1 Uˆxi . Then D ⊂ ⋃ni=0 Ui with
U0 a smooth open set compactly contained in D and Ui = Uˆxi for any
i = 1, . . . , n. Let χi ∈ C∞0 (Ui), i = 0, . . . , n, be a partition of unity on D.
By our previous reasoning, for any i = 1, . . . , n, we have Ui ∩ D =⋃mi
j=1Di,j where each Di,j is a domain and there exists Ti,j : Di,j → D˜i,j
with Ti,j a bi-W
1,∞ mapping and D˜i,j a Lipschitz domain.
By Proposition 3.1, through Corollary 3.3, we infer that D0 = U0 and
Di,j, for any i = 1, . . . , n and j = 1, . . . ,mi, satisfy the MCP (and, with
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an analogous reasoning, also the RCP). It is easy to prove that D0 and
Di = Ui ∩D, for any i = 1, . . . , n, satisfy the MCP and RCP as well.
Now, let us consider {um}m∈N bounded in H0(curl,D) ∩ H(div,D) (or
bounded in H(curl,D)∩H0(div,D) respectively). We define, for any m ∈ N
and any i = 0, . . . , n, umi = χiu
m. It is easy to show that, for any i =
0, . . . , n, {umi }m∈N is bounded in H0(curl,Di) ∩H(div,Di) (or bounded in
H(curl,Di) ∩ H0(div,Di) respectively). Therefore the proof may be easily
concluded. 
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