ABSTRACT This paper considers the off-line roadside unit (RSU) ON/OFF scheduling problem in a sparse vehicular ad hoc network (VANET). We formulate the problem as a mixed integer non-linear programming problem and propose a heuristic scheduling algorithm called Multi-Level Greedy (MLG) algorithm to find a suboptimal approximation. In the proposed MLG algorithm, we introduce the concepts of optimal service location and suboptimal service location. Then, we obtain the ON-OFF state matrix of RSUs. Simulation results show that the MLG algorithm can significantly reduce the energy consumption of RSUs deployed and can provide a reference basis for energy efficient scheduling in VANETs.
I. INTRODUCTION
Vehicular Ad Hoc Networks (VANETs) have recently received a growing amount of attention from both industry and academia for a variety of potential applications in providing road safety and in-vehicle entertainment services. The deployment of roadside units (RSUs) can improve the connectivity of a VANET and thus increase the efficiency in data transmission. In recent years, green communications is also proposed in 5G and Vehicular Networks [1] [2] , and several technologies are used to saving energy [3] . For largescale RSU deployment, reducing unnecessary power consumption becomes critical for achieving energy efficiency of the network, especially for those sparse traffic situations in rural or remote areas or during late night hours [4] - [6] . To this end, it is expected to switch off an RSU when the traffic in its coverage is low and switch it on when the traffic becomes high.
The RSU scheduling problem in VANETs has been studied in literatures [6] - [13] . Sou [6] developed an analytical model to investigate the impact on connectivity when the RSUs use a power-saving mode in a VANET. With certain vehicular installations, the location of vehicles passing through the radio coverage area of an RSU can be predicted with a high degree of accuracy. This information can then be used to reduce infrastructure-to-vehicle energy communication costs. On the basis of above consideration, literatures [7] - [13] study the RSU downlink scheduling problem for the purpose of saving total energy consumption of RSUs. Hammad et al. [7] formulated the problem of meeting the communication requirements of vehicles while minimizing the energy consumed by one RSU as a Mixed Integer Linear Programming (MILP) optimization and derived an upper bound on the energy used by the scheduler which can be used as a comparison with practical scheduling algorithms. Hammad et al. [7] also proposed a practical algorithm called Nearest Fastest Set Scheduler (NFS) and presented that the proposed algorithm performs well when compared to the performance bound. Mostofi et al. [8] incorporated single RSU downlink scheduling into ON/OFF RSU sleep activity to further reduce RSU energy consumption. Mostofi et al. [8] formulated an integer program that incorporates ON/OFF sleep transition into a lower bound on energy usage that can be computed for a given input sample function. This bound is used for comparisons with an online scheduling algorithm which is called Flow Graph Sleep Scheduler (FGS). The results presented that FGS performs well when compared to the energy lower bound. Hammad et al. [9] considered single RSU downlink scheduling problem and formulated offline scheduling bounds for the total RSU energy consumption by modeling the offline scheduling problem in two cases which are packet-based scheduling and timeslotbased scheduling. Then, Hammad et al. [9] proposed several online scheduling algorithms and the results shown that the proposed online scheduling algorithms outperforms the offline energy lower bounds. Recently, an actually protocol for energy-efficient adaptive scheduling using reinforcement learning, is proposed in [10] for the purpose of optimizing the RSU's downlink traffic scheduling during a discharge period. Atoui et al. [11] , [12] investigated the problem of scheduling the downlink communication from renewable energy-powered RSUs toward vehicles, with the objective of maximizing the number of served vehicles. Khezrian et al. [13] considered the energy eifficient downlink scheduling problem when there are multiple RSUs and formulated the problem as an integer linear programming which provided a lower bound on the downlink min-max RSU energy needed to fulfill vehicular packet requirements. The lower bound were used for comparisons with two online algorithms and results shown that the proposed online scheduling algorithms outperforms the energy lower bounds. In the above related work, the analytical model proposed in [6] provides a probable guideline for the RSUs using a power-saving mode. The work in [7] - [10] considers the energy efficient scheduling issue of a single RSU, and that in [11] - [13] considers the energy-efficient scheduling issue of multiple RSUs. Moreover, Mostofi et al. [8] introduces ON/OFF sleep into single RSU scheduling. However, there is no work considers ON/OFF sleep scheduling in the scenario of multiple RSUs for reducing energy consumption in a sparse VANET, which motivated us to conduct this work.
In this paper, we consider the offline RSU on/off scheduling problem in a sparse vehicular network with multiple RSUs to provide a reference energy consumption bound for the design of online on/off RSU scheduling algorithms. which is the lower limits on the energy needed to satisfy vehicular data demand. We formulate the problem as a mixed integer non-linear programming problem with the objective to minimize the total energy consumption of RSUs deployed in a highway scenario. To solve the problem, we propose a heuristic scheduling algorithm called MLG to find a suboptimal approximation. We introduce the concepts of the optimal service location and suboptimal service location of each vehicle within the coverage of an RSU. Then we can obtain the ON-OFF matrix of RSUs by the initial time slot allocation matrix, the final time slot allocation matrix and the integrated time slot allocation matrix. Through simulation experiments, we find the lower bound on RSU energy consumption and show that introducing RSU on/off scheduling significantly reduce the RSU energy consumption compared to the case without RSU on/off scheduling in sparse vehicular networks. The lower bound on energy consumption can be used as a reference in the design of online RSU scheduling algorithms.
The remainder of this paper is organized as follows. Section II describes the system model and formulate the offline RSU on/off scheduling problem considered in this paper. Section III presents the proposed MLG algorithm. Section IV shows simulation results to evaluate the performance of the proposed MLG algorithm. Section V concludes this paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we describe the system model and formulate the offline RSU scheduling problem in a sparse VANET considered in this paper.
A. SYSTEM MODEL
Consider a straight road segment on a sparse highway with unidirectional vehicular traffic, as illustrated in Fig. 1 . The length of the road segment is denoted by L. There are M roadside units deployed along the road segment and the distance between a couple of neighbor RSUs is a. The communication radius of each RSU is denoted by R u (2R u ≤ a). Assume that there is a central controller or control center in the network, which connects all the RSUs. Each RSU has a single radio and thus can communicate with one vehicle at a given time. A RSU can be in either a working (or on) state or a sleeping (or off) state. Channel time is slotted and each timeslot has a fixed length t. In each timeslot, a vehicle communicates with an RSU at a constant data rate B. Similar to [7] , we consider a standard exponential distance-dependence path loss model. Let D denote the distance between an RSU and a vehicle, and P denote the transmission power of an RSU communicating with a vehicle. Thus, the relationship between D and P is given by
where B is the constant bit rate at which the vehicle communicates with the RSU, γ is a scaling coefficient, α is the propagation path loss exponent. Since the data rate is constant in a timeslot, an RSU can transmit the same amount of data to VOLUME 6, 2018 a vehicle in each timeslot by using power control regardless of the vehicle location within the coverage area of an RSU. Assume that the arrival time interval vector of the vehicles on the road segment is {τ 1 , τ 2 , · · · , τ j , · · · }. The velocity of a vehicle keeps constant during the road segment. Let t j denote the arrival time of vehicle j(j = 2, 3, · · · , n, · · · ), and suppose t 1 = 0. Obviously, we have t j = j−1 n=1 τ n . When vehicle j enters the coverage of an RSU, it will send its velocity and data demand to the RSU, which are denoted by v j and B j , respectively. With the help of the control node, all of the RSUs can obtain the location, velocity and data demand of the vehicles. According to [14] , a network is a sparse one when its traffic load is below 1000veh/hr.
B. PROBLEM FORMULATION
Consider the RSU on/off scheduling problem on the road segment shown in Fig. 1 . The results in this paper are equally applicable to bidirectional vehicular traffic.
Assume that the scheduling period is [0, T 0 ] and a central controller performs the on/off state of each RSU in the scheduling period. At the beginning of the scheduling period, the central controller collects the location, velocity and the data demand information on the vehicles which will pass through the road segment during the scheduling period. Since we consider a limited length road segment in highway scenario, the information of upcoming vehicles in such scenario can be obtained by the central controller.
Let
of RSUs, and T = {1, 2, · · · , t, · · · , T } denote an index set of timeslots during the scheduling period. T is the number of timeslots, and T = T 0 t , x denotes the largest integer value that is not more than x.
Further, assume that the timeslot of vehicle j arriving at the road segment is s j = t j t , where x denotes the smallest integer that is not less than x. Since the RSU communication radius is restricted to R u , we define the effective data transmission slot interval I i,j of vehicle j in RSU i as
where . Thus, the effective data transmission slot interval I i,j of vehicle j in the coverage of RSU i can be denoted by
Considering the variation of the distance between vehicle j and RSU i, for ease of calculation, we divide the interval into two parts which are denoted as I i − ,j and I i + ,j . Therefore, the effective data transmission slot interval of vehicle j on the road segment is i∈M I i,j .
According to (2) , when RSU i is communicating with vehicle j in timeslot t, the transmission power of RSU i is given by
where L i,j,t is the distance between RSU i and vehicle j in timeslot t. We assume that the distance between vehicle j and RSU i in time slot t is L i,j,t and remain the same during the whole timeslot length t. According to the effective data transmission slot interval of vehicle j in RSU i, L i,j,t can be determined as
In order to obtain the energy consumption of the RSUs, we define an RSU state matrix , i.e.,
where O i,t is a binary variable, which is defined as
When O i,t = 1, we introduce another binary variable, which is defined as
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Thus P i,j,t is actually the energy consumed by RSU i in timeslot t when it is transmitting data to vehicle j in an ON state. We can obtain the energy consumed by RSU i in timeslot t when it is in an ON state, i.e.,
Based on the above analysis, we can formulate the offline RSU on/off scheduling problem as a mixed integer nonlinear programming problem. Given a set of vehicles which will enter the road segment during the scheduling period, a set of RSUs deployed on the road segment, and a set of timeslots during the scheduling period, the objective is to find an optimal RSU on/off matrix so that the energy consumed by all the RSUs on the road segment during the scheduling period is minimized, i.e.,
where constraint (14) guarantees that requirements of vehicles are fulfilled by summing the appropriate values of D i,j,t overall RSUs, constraint (15) ensures that in a given timeslot an RSU can only contain a single transmission, constraint (16) ensures that an RSU can transmit data to one vehicle in a time slot when it is in an ON state, and constraints (17) and (18) define the binary variables. The above mixed integer non-linear programming optimization problem has been proved to be NP-hard [15] with a high complexity, which is computationally tractable. In the next section, we will propose a heuristic algorithm to find a suboptimal solution to the problem.
III. RSU ON/OFF SCHEDULING ALGORITHM
In this section, we present an RSU on/off scheduling algorithm to find a suboptimal solution to the problem formulated in the previous section. The source of the proposed algorithm is from Sahni [16] , who found an approximation scheme based on polynomial time to solve the knapsack problem. The efficiency of the algorithm is the polynomial function of n, i.e. O(kn k+1 ), where n is a positive integer and 0 ≤ k < n.
A. DEFINITIONS OF SERVICE LOCATIONS
First, we define the optimal service location and suboptimal service location of a vehicle for communicating with an RSU. For a particular RSU, the optimal service location of a vehicle is defined as the position where the vehicle is closest to the RSU and thus the RSU can use the minimum transmission power to communicate with the vehicle. In addition, since a vehicle can communicate with an RSU only in its timeslot, the vehicle can have several suboptimal service locations for communicating with the RSU, which can be determined based on the velocity of the vehicle and the length of a timeslot. Fig. 3 illustrates the optimal service location and suboptimal service locations of vehicle j for RSU i. Here, 'A' is the position closest to RSU i. Thus, it is the optimal service location of vehicle j. The first suboptimal service location of vehicle j is the position that is apart from the optimal service location by a distance of v j · t, where v j is the velocity of vehicle j, t is the length of a timeslot. Obviously, there are two first-suboptimal service locations for vehicle j, i.e., 'B' and 'C'. Similarly, we can find 2S j suboptimal service locations for vehicle j, where S j can be calculated as
To find the RSU on/off state matrix , we give the under definitions.
1) THE INITIAL OPTIMAL AND SUBOPTIMAL SERVICE TIMESLOT ALLOCATION MATRIX
where X T denotes the transposition transform of X, and 0 , 1 , · · · , S max represent the initial optimal/suboptimal service timeslot allocation sub-matrix, respectively, and S max is the maximum value of the suboptimal service location number of vehicles. The S max + 1 sub-matrixes VOLUME 6, 2018 0 , 1 , · · · , S max are defined as follows
where OP j,t is defined as follows
RSUi, if vehicle j is located at the optimal service location of RSU i in time slot t, 0, otherwise.
where
RSUi, if vehicle j is located at the first suboptimal service location of RSU i in time slot t, 0, otherwise.
Similarly, we have
RSUi, if vehicle j is located at the S max th suboptimal service location of RSU i in time slott, 0, otherwise.
Accordingly, the matrix has (S max + 1) · N rows and T columns.
Let l RSUi (l RSUi = iR u , i ∈ M) denote the location coordinate of RSU i and l vj denote the location at which vehicle j is initially located. Next, we introduce the obtaining of the elements in 0 and 1 .
• The procedure to determine the elements in 0
Step1: We denote that the optimal service location of vehicle j in RSU i is l opi,j . According to the definition of the optimal service location in an RSU, we can easily find that
Step2: We denote that the timeslot of arriving the location l opi,j for vehicle j is t i,j . Then, we can calculate t i,j as follows
Step3: We denote the jth row and t i,j th column element as RSU i in matrix 0 .
• The procedure to determine the elements in 1 Step1: Since the number of the first suboptimal service locations in RSU i of vehicle j is two. We denote the two location coordinates as l 
Step3: We denote the jth row and t − i,j th column element as RSU i in matrix 1 . And we denote the jth row and t + i,j th column element as RSU i.
• The elements in other sub-matrixes can be obtained in the similar way as 1
2) THE FINAL TIMESLOT ALLOCATION MATRIX
We denote
where f (X) represents the transform of the matrix X. The transform f (X) changes partial elements which are inconformity the principle in into 0. The principle is that there are more non-zero elements in smaller row number as much as possible and there is only one same element appearing in a column. After the transform f (X), the matrix has the same dimensional with .
3) THE COMBINED TIMESLOT ALLOCATION MATRIX
where combination(X) represents the combination transform of the matrix X. The transform combination(X) draws the non-zero elements in and places them into matrix which has N rows and T columns.
B. MLG ALGORITHM
The MLG algorithm (described in Algorithm 1) is a heuristic scheduling algorithm to obtain the RSU on/off state matrix. It consists of the following three phases:
• Determining the initial optimal and suboptimal service time slot allocation matrix .
• Performing the transformation f (X) to obtain the final timeslot allocation matrix .
• Performing the transform combination(X) to obtain the integrated time slot allocation matrix . Step(j) = floor(R u /(Velocity v (j) · t)) 4: end for 5: row0 = (max(Step) + 1) · num_vehicle 6: column0 = t simulation = combination( )
1) DETERMINING THE MATRIX
To determine the matrix , it is necessary to first determine the sub-matrixes 0 , 1 , · · · , S max , respectively.
According to (27), we can calculate the optimal service location for a vehicle to communication with each RSU. According to (28), we can calculate the optimal service timeslot of each vehicle in RSU. We denote the corresponding RSU number to the optimal service time slot number for each vehicle. Then we obtain 0 .
According to (29) and (30), we can calculate the first suboptimal service location in each RSU for each vehicle. According to (31) and (32), we can calculate the suboptimal service time slot of each vehicle in RSU. We denote the corresponding RSU number to the first suboptimal service time slot number for each vehicle. Then we obtain 1 .
We can obtain the remaining sub-matrixes by performing the similar way as the obtainment of 1 .
Example 1 is given to explain the sub-matrix intuitively. Example 1 considers the scenario that there are 2 RSUs, 3 vehicles, the remaining demand of each vehicle are 6, 4 and 3, the total scheduling length of time slot is 10. One of the sub-matrixes of example 1 is shown in Fig. 4 . We can see that vehicle 1 is in the optimal/suboptimal service locations of RSU1 and RSU2 in time slot 2 and 4, respectively. Vehicle 2 is in the optimal/suboptimal service locations of RSU1 and RSU2 in time slot 2 and 6, respectively. Vehicle 3 is in the optimal/suboptimal service locations of RSU1 and RSU2 in time slot 3 and 6, respectively.
There are some notices we need to state:
• We only consider the vehicles which will arrive at the road segment during the scheduling time slot length.
• Each vehicle has a different velocity. The number of suboptimal service locations in an RSU is different. We take the maximum value of the suboptimal service location of the vehicles in an RSU as the suboptimal service location number of each vehicle.
• After we define that each vehicle has the same number of suboptimal service location in an RSU, for the vehicles which have smaller suboptimal service location numbers than the maximum value, we set the corresponding lines which exceed the actual suboptimal service location number in each sub-matrix to be 0.
Thus, the initial optimal and suboptimal service time slot allocation matrix can be obtained.
Next, we consider that how to allocate an RSU to a vehicle in a timeslot to save energy consumption as much as possible.
2) OBTAINING
Totally speaking, the initial allocation matrix is ideal without considering the satisfaction of the vehicle remaining demand and the assumption that one RSU can serve only one vehicle in the same timeslot in the real scenario. To address this problem, we perform the transform f (X).
By analyzing the initial timeslot allocation matrix , we can find the following rules:
• With the row number increasing, the energy consumption is not decreasing. To save energy as much as possible, we need to allocate the smaller row number prior.
• The remaining demand of a vehicle may affect the timeslot allocation. In each row of the matrix , we need to choose an appropriate number of timeslots to fulfill the remaining demand of the vehicle.
• According to the model assumption, one RSU can serve only one vehicle in the same timeslot. Thus, in each VOLUME 6, 2018 column of the matrix , the same element can emerge only one time. Based on the above rules, our proposed MLG algorithm is performed from the first row of the matrix and row by row. In each row, we can present the relationship between the row number and the vehicle number as follows
where ii(ii = 1, 2, · · · , N · (S max + 1)) is the row number, N is the total number of vehicles, and j(j = 1, 2, · · · , N ) is the vehicle number. We denote that the remaining demand time slot number of vehicle j corresponding to row ii in is b i and the allocated time slots number corresponding the number of non-zero elements in row ii of is num ii . If ii ≥ num ii , we can prior allocate num ii timeslots to vehicle j completely and then we update the remaining demand b i of vehicle j. Otherwise, we need to choose b j timeslots from the allocated num ii timeslots. We introduce the chosen principle which we obey to by Fig. 5 to Fig. 7 .
Consider the same scenario in Example 1. We take 3 suboptimal allocation sub-matrixes as shown in Fig. 4 . In the first sub-matrix, the remaining demand of each vehicle are 1, 0 and 3. We perform the scheduling from vehicle 1. Since the allocated timeslots are 2 and 4, and the remaining demand timeslot number is 1, we just need to choose one timeslot for vehicle 1. We have two different allocation methods which are shown in Fig. 5 and Fig. 6 , respectively. In Fig. 5 , we choose RSU1 to transmit data to vehicle1 in timeslot 2 and delete RSU2 in timeslot 4. Then, we need to delete RSU1 in time slot 2 in line 5 because one RSU can only serve one vehicle in one time slot. In Fig. 6 , we choose RSU2 to transmit data to vehicle1 in time slot 4 and delete RSU1 in time slot 2. Then, we need to delete RSU2 in time slot 4 in line 9 for the case that one RSU can only serve one vehicle in one time slot. After comparison, we find that the method used in Fig. 6 has larger energy consumption than the method used in Fig. 7 . Thus, we can obtain the chosen principle that we reserve the elements which has a same element with a larger row number in the column. We perform the chosen principle until the time when the remaining demand of the vehicle is finished completely.
After performing the transform f (X), we can obtain the final timeslot allocation matrix .
3) OBTAINING
We perform combination(X) by combining the elements in the final timeslot allocation matrix . Then we can obtain the integrated matrix . The element in matrix represents that a vehicle is served by an RSU in a time slot. Fig. 8 shows the integrated allocation matrix of the example 1.We can see that vehicle 1 is served by RSU1 and RSU2 in time slots 1, 5, 9 and 4, 7, 10, respectively. Vehicle 2 is served by RSU1 and RSU2 in time slots 2, 7 and 6, 8, respectively. Vehicle 3 is served by RSU1 and RSU2 in time slots 3, 4 and 5, respectively.
According to the integrated matrix , we can obtain the on/off state matrix of the RSUs in the whole scheduling period. Fig. 9 shows the RSU ON-OFF state matrix of example 1 and we can find that RSU1 can be converted to OFF state in A major advantage of MLG algorithm is that it is very simple to implement, since greedy time slot are made this results in a low time complexity of O(S max · N · T · M ), where S max is the maximum value of suboptimal service location number of vehicles, N is the number of vehicles, T is the number of time slots and M is the number of RSUs. Thus, this heuristic provides a near optimal solution for the above optimization problem in polynomial time.
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed MLG algorithm through simulation results. For evaluation, we compare the proposed MLG algorithm with the Greedy Flow Graph Algorithm (GFGA) in [13] , which does not introduce RSU ON-OFF state scheduling. The simulation experiments were conducted using MATLAB. In the simulation experiments, we assume that the inter-vehicle spacing of the vehicles arriving at the road segment is exponentially distributed with λ [13] . The remaining data demand of each vehicle is uniformly distributed in [0, B average ]. The parameters used in the simulation experiments are summarized in Table 1 . Moreover, we use the following two performance metrics:
1) The total energy consumption E total is defined as the energy consumed during the whole simulation time slot length. 2) The average number of RSUs in an ON state is defined as the average number of ON state RSUs in a unit timeslot. 10 shows the impact of the mean remaining data demand on the total energy consumption with the two algorithms, respectively. It is seen that the total energy con- sumption increases with the increase of the mean remaining demand. It is obvious that the proposed MLG algorithm significantly outperforms GFGA in terms of the total energy consumption in a sparse VANET. Fig. 11 shows the impact of the traffic arrival rate on the total energy consumption with the two algorithms. Similar to Fig. 10 , the total energy consumption increase with the increase of the traffic arrival rate. The energy consumption with the proposed MLG algorithm also significantly outperforms GFGA in a sparse VANET. Fig. 12 shows the impact of the mean remaining demand on the average number of RSUs in an ON state with the two algorithms, respectively. It is seen that the average number of RSUs in an ON state increases with the increase of the mean remaining demand. When the mean remaining demand is low, only a few RSUs need to be in an ON state. The other can be turned off, which can reduce energy consumption of the RSUs. Fig. 13 shows the impact of traffic arrival rate on the average number of RSUs in an ON state with the two algorithms, respectively. It is seen that the average number of RSUs in an ON state increases with the increase of the traffic arrival rate. When the traffic arrival rate is low, only a few RSUs need to be in an ON state. The other can be turned off, which can reduce the energy consumption of the RSUs.
V. CONCLUSION
In this paper we present the problem of RSU ON-OFF scheduling and propose a scheduling algorithm MLG to solve it in sparse VANETs. We can predict the ON-OFF state of RSU, and the time slot allocation scheme in the whole scheduling time slot length. Then we can perform RSU ON-OFF state switching. Simulation results show that our scheduling algorithm has lower energy consumption and can provide a reference basis for energy efficient scheduling in VANETs.
It should be noted that the results obtained in this paper are easily applicable to bidirectional vehicular traffic scenario. The impacts of the dynamic vehicle speed and the ON-OFF state switching costs are more complicated and can be considered as open issues for future studies. The design thought of the algorithm in this paper can be used to provide a basis or reference for future studies.
