Abstract-We describe a particle filter that effectively deals with interacting targets-targets that are influenced by the proximity and/or behavior of other targets. The particle filter includes a Markov random field (MRF) motion prior that helps maintain the identity of targets throughout an interaction, significantly reducing tracker failures. We show that this MRF prior can be easily implemented by including an additional interaction factor in the importance weights of the particle filter. However, the computational requirements of the resulting multitarget filter render it unusable for large numbers of targets. Consequently, we replace the traditional importance sampling step in the particle filter with a novel Markov chain Monte Carlo (MCMC) sampling step to obtain a more efficient MCMC-based multitarget filter. We also show how to extend this MCMC-based filter to address a variable number of interacting targets. Finally, we present both qualitative and quantitative experimental results, demonstrating that the resulting particle filters deal efficiently and effectively with complicated target interactions.
INTRODUCTION
T HIS work is concerned with the problem of tracking a variable number of interacting targets. Our objective is to correctly detect entering and leaving targets and obtain a record of the trajectories of targets over time, maintaining a correct, unique identification for each target throughout. Tracking multiple targets which are identical in appearance becomes significantly more challenging when the targets interact. Methods that appropriately deal with this difficult issue are useful for applications where many interacting targets need to be tracked over time. In particular, they have important implications for vision-based tracking of animals, which has countless applications in biology and medicine. While more generally applicable, the results in this paper specifically center on tracking multiple interacting insects in video, which we pursue as part of a larger research project to analyze multiagent system behavior [1] . This domain offers many challenges that are quite different from the domains in which most multitarget tracking algorithms are evaluated.
The multitarget tracking literature contains a number of classical approaches to the problem of data-association, most notably the multiple hypothesis tracker (MHT) [2] and the joint probabilistic data association filter (JPDAF) [3] , [4] . These multitarget tracking algorithms have been used extensively in the context of computer vision, e.g., nearest neighbor tracking in [5] , the MHT in [6] , and the JPDAF in [7] and [8] . However, these data association methods typically do not include a model of interaction.
In this paper, we address the problem of interacting targets, an issue not handled by traditional methods. Our approach relies on the use of a motion model that is able to adequately describe target behavior throughout an interaction event. As an example, consider the setup in Fig. 1 , which shows 20 insects (ants) being tracked in a small enclosed area. In this case, the targets do not behave independently: Whenever one ant encounters another, some amount of interaction takes place and the behavior of a given ant before and after an interaction can be quite different. We propose to model some of this additional complexity of target behavior using a more capable motion model. While we do not aim to create a fully accurate behavioral model, a difficult proposition at best, we have found that even a small amount of domain knowledge can significantly improve tracking performance.
Our approach is based on the well-known particle filter [9] , [10] , [11] , [12] . Particle filters offer a degree of robustness to unpredictable motion and can correctly handle complicated, nonlinear measurement models. In computer vision applications, it is often the target appearance which is hard to model and, hence, inference in closed form is difficult. Additionally, in animal tracking, the unpredictable motion of targets is another reason to use particle filters. As we briefly review in Section 2.1, a particle filter uses a Monte Carlo approximation to the optimal Bayes filtering distribution, which captures the knowledge about the location of all targets given all observations. The standard particle filter weights particles based on a likelihood score and then propagates these weighted particles according to a motion model.
When dealing with interacting targets, simply running one individual particle filter for each target is not a viable option. As we argue below, this does not address the complex interactions between targets and leads to frequent tracker failures. Whenever targets pass close to one another, the target with the best likelihood score typically "hijacks" the filters of nearby targets. This is illustrated in Fig. 2 .
In a first contribution of this paper, we show how a Markov random field (MRF) motion prior, built dynamically at each time step, can cope with the "hijacking" problem by adequately modeling target interactions and maintaining identity as a result. This model is discussed in detail below in Section 3, where we show that incorporating an MRF to model interactions is equivalent to adding an additional interaction factor to the importance weights in a multitarget or joint particle filter. However, joint particle filters suffer from exponential complexity in the number of tracked targets, the associated computational requirements render the joint filter unusable for more than three or four targets [13] .
As a second contribution, we show how we can address the exponential complexity induced by the MRF formulation using Markov chain Monte Carlo (MCMC) sampling. In our solution, we replace the traditional importance sampling step in the joint particle filter with a novel and efficient MCMC sampling step. This approach has the appealing property that the filter behaves as a set of individual particle filters when the targets are not interacting, but efficiently deals with complicated interactions as targets approach each other. The details of this MCMC-based particle filter are given in Section 4.
A third and final contribution is to show how the proposed particle filter can be extended to problem domains in which the number of targets changes over time. A variable number of targets necessitates inference in a union space of state spaces with a differing number of dimensions. In Section 5, we show how reversible-jump MCMC (RJMCMC) sampling can be used to successfully address this issue [14] , [15] . In particular, we propose replacing the importance sampling step in the particle filter with an RJMCMC sampling step.
BACKGROUND AND RELATED WORK
In what follows, we adopt a Bayesian approach to multitarget tracking. The Bayesian approach offers a systematic way to combine prior knowledge of target positions, modeling assumptions, and observation information to the problem of tracking multiple targets [16] , [17] . In this section, we review related and supporting work, and we introduce the mathematical notation necessary for describing our work.
Bayesian Multitarget Tracking
Our primary goal in a multitarget tracking application is to determine the posterior distribution P ðX t jZ t Þ over the current joint configuration of the targets X t at the current time step t, given all observations Z t ¼ 4 fZ 1 ; . . . ; Z t g up to that time step. Under the commonly made assumption that target motion is Markovian, the Bayes filter offers a concise way to express the multiple target tracking problem. We consider two cases: 1) when the number of targets is fixed and 2) when the number of targets may vary.
Fixed Number of Targets
When the number of targets is fixed, the state X t is simply the collection of individual target states, i.e., X t ¼ 4 fX it g n i¼1 , with n as the number of targets. The Bayes filter updates the posterior distribution P ðX t jZ t Þ over the joint state X t of all targets given all observations up to and including time t, according to: Twenty ants (Aphaenogaster cockerelli) in a closed arena are being tracked by an MCMC-based particle filter. Targets do not behave independently: Whenever one ant encounters another, some amount of interaction takes place and the behavior of a given ant before and after an interaction can be quite different. This observation is generally applicable to any situation where many interacting targets need to be tracked over time. Resulting tracker failure. We address this problem using a Markov random field motion prior, built dynamically at each time step that can adequately model interactions to overcome these failure modes.
Here, c is a normalization constant, the likelihood P ðZ t jX t Þ expresses the measurement model, i.e., the probability we would have observed the measurement Z t given the state X t at time t, and the motion model P ðX t jX tÀ1 Þ predicts the state X t given the previous state X tÀ1 .
Variable Number of Targets
In this case, targets may enter or leave the area under observation and both the number and identity of the targets need to be estimated. To model this, we can introduce a new variable, namely, the set of identifiers k t of targets currently in view [18] . It is clear that there are many such hypotheses (potentially infinite) and each of these different hypotheses indexes a corresponding joint state space X kt , its dimensionality determined by the cardinality of the set k t . For example, if the dimension of a single target is 3, k t ¼ f1; 2g corresponds to a joint state X f1;2g of dimension 6, and this state space is separate from the one indexed by k t ¼ f1; 2; 3g. The total state space is the union space X of all such joint state spaces of different dimensionality, each indexed by a unique set of target identifiers. The posterior P ðk t ; X k t jZ t Þ is then a distribution over this variable-dimension space X and can again be expressed recursively using the Bayes filter equation:
As before, the likelihood P ðZ t jk t ; X k t Þ expresses the variable target measurement model, and P ðk tÀ1 ; X ktÀ1 jZ tÀ1 Þ is the posterior at time t À 1. However, the variable target motion model P ðk t ; X k t jk tÀ1 ; X k tÀ1 Þ is now considerably more complex: not only does it serve to predict how targets will move, but it additionally includes the probability of targets entering and leaving the area. It can be factored further by partitioning the state ðk t ; X kt Þ into targets ðk E ; X kE Þ that enter at the current time step and targets ðk S ; X k S Þ that stay, yielding:
where we have assumed that targets that enter or stay behave independently of one another. In (3), P ðX k E Þ predicts where targets will enter, P ðX k S jX k S ðtÀ1Þ Þ models the motion of targets that stay, and P ðk t jk tÀ1 ; X tÀ1 Þ models which targets are likely to enter, stay or, leave.
SIR Particle Filters
The integrals in the Bayes filter (1) and (2) are often analytically intractable. In this paper, we make use of sequential importance resampling (SIR) particle filters to obtain sample approximations of these integrals [9] , [10] , [11] , [12] . To derive the particle filter, one inductively assumes that the posterior P ðX tÀ1 jZ tÀ1 Þ over the state X tÀ1 at the previous time step is approximated by a set of N weighted particles, i. Note that there exist other choices for the proposal distribution that yield more efficient variants of the particle filter [19] .
Independent Particle Filters
When targets with identical appearance do not interact, we can run multiple independent particle filters. In this case, in each of n particle filters, the state X t is simply the state of a single target. Because each particle filter samples in a small state space, it obtains a good approximation of the posterior for the single target. However, this approach is susceptible to tracking failures when interactions do occur. In a typical failure mode, illustrated in Fig. 2 , several trackers will start tracking the single target with the highest likelihood score.
Joint Particle Filters
Instead, the interaction model we propose in Section 3 necessitates running a particle filter in the joint configuration space, i.e., the state X t now includes the state of all n targets. To emphasize this point, we refer to the SIR particle filter in that case as the "joint particle filter." Unfortunately, a straightforward implementation of the joint particle filter suffers from exponential complexity in the number of tracked targets, rendering it unusable for more than three or four targets [13] . In spite of this limitation, joint particle filter-based approaches have been applied to tracking small numbers of identical targets, e.g., by binding particles to specific targets [20] or by using a mixture of particle filters along with a particle clustering step to maintain the identities of targets [21] , [22] . The mixture approach has been shown to require fewer samples, but necessitates a reclustering of particles at each time step. Instead of clustering particles, the probabilistic exclusion principle approach [23] adds a term to the measurement model that assures that every feature measured belongs to only one target. However, probabilistic exclusion is less suited for appearance-based tracking and fails to capture information about the joint behavior of tracked targets. In this work, we overcome the exponential complexity of the joint particle filter by using MCMC sampling (see Section 4).
Variable Target Joint Particle Filter
The joint particle filter approach also extends to a variable numbers of targets. Several authors have addressed the problem of tracking a variable number of targets in the joint particle filter framework. The BraMBLe tracker [18] uses a proposal step that adds and removes targets. Similarly, sequential importance sampling schemes have been introduced that use transdimensional importance weights [24] , in a way that closely resemble reversible-jump MCMC [14] , [15] . Finally, finite set statistics as introduced in [25] , [26] enable a joint particle filter to address situations in which both the number of targets and the number of measurements changes. However, the tracking accuracy of all these approaches decreases when many targets enter the field of view and they have not been extended to tracking large numbers of targets.
MCMC Methods
Due to the limitations of importance sampling in highdimensional state spaces, researchers have applied Markov chain Monte Carlo (MCMC) methods to tracking problems [27] , [28] . All MCMC methods work by defining a Markov Chain over the space of configurations X, such that the stationary distribution ðXÞ of the chain is equal to the sought posterior P ðXjZÞ over the configurations X given the measurements Z. Typically, MCMC methods have been applied as a search technique to obtain maximum a posteriori (MAP) estimate, or as a way to diversify samples inside the framework of traditional particle filters. Both uses are discussed below.
MAP Estimates
A MAP estimate can be obtained by taking the most likely sample generated from the Markov Chain. In [28] , MAP estimation has been applied to people tracking, more specifically to fit high-dimensional articulated models to video sequences. In [27] , it has been applied to multitarget tracking in combination with temporal information from a Kalman filter. This suffers from the typical problems associated with a Kalman filter, most notably the inability to cope with non-Gaussian motion noise or multimodal distributions over the target states. More generally, however, MCMC is a method intended to produce a sample of a distribution and no guarantees exist about it yielding good point estimates.
MCMC Moves
The use of MCMC in particle filters has primarily focused on increasing the diversity of particles, as introduced by the so-called RESAMPLE-MOVE particle filtering schemes [29] , [30] , [31] . These schemes use periodic MCMC steps to diversify particles in an importance sampling-based particle filter. RESAMPLE-MOVE particle filters have also been designed to use RJMCMC steps to switch between variable dimensional state spaces [32] , [33] . The introduction of MCMC steps to improve importance sampling suggests that MCMC alone could be used to obtain a particle filter that can effectively handle high-dimensional state spaces.
Summary
The principal distinction of our approach from previous work is three-fold: 1) we model interactions through a Markov random field (MRF) motion prior, 2) we leverage MCMC sampling to efficiently address tracking the resulting joint state of many interacting targets, and 3) we extend this approach via RJMCMC to handle a variable number of targets.
In Section 3, we introduce the MRF motion model for dealing with interacting targets. The MRF necessitates a joint particle filter which is inefficient in high-dimensional state spaces. To address this inefficiency, we introduce an MCMC-based particle filter in Section 4. In the MCMC filter, we replace the importance sampling step of the joint particle filter with an efficient MCMC sampling step. As described in Section 5, the approach extends to variable numbers of targets if RJMCMC is used. Finally, in Section 6, we present both qualitative and quantitative results on real, challenging image sequences from the social insect domain.
AN MRF MOTION MODEL FOR INTERACTING TARGETS
As a first contribution, we show how to reduce the number of tracker failures by explicitly modeling interactions using a Markov random field (MRF) motion model. Specifically, at each time step we dynamically construct an MRF that addresses interactions between nearby targets. In Section 6, we show empirically that this MRF-based approach significantly improves tracking. An MRF is a factored probability model specified by an undirected graph ðV ; EÞ, where the nodes V represent random variables and the edges E specify a neighborhood system. The joint probability over the random variables is then factored as a product of local potential functions at each node, and interaction potentials defined on neighborhood cliques. See [34] for a thorough exposition on MRFs. A commonly used form is a pairwise MRF, where the cliques are restricted to the pairs of nodes that are directly connected in the graph.
Here, we use a pairwise MRF to obtain a more realistic motion model P ðX t jX tÀ1 Þ, namely, one that models the interactions between nearby targets. Specifically, we adopt the following model, where the ðX it ; X jt Þ are pairwise interaction potentials:
Using this form, we still retain the predictive motion models P ðX it jX iðtÀ1Þ Þ of each individual target. Additionally, the the MRF interaction potentials ðX it ; X jt Þ afford us the possibility of easily specifying domain knowledge governing the joint behavior of interacting targets. We favor the pairwise potentials over more complex formulations because they are easy to represent and implement. Also, sets of pairwise representations are sufficient for modeling all but the most complex group interactions.
As an example, in the ant tracking application we present in Section 6, we know that two ants rarely occupy the same space. Taking advantage of this can greatly help in tracking two targets that pass close to one another. An example MRF for a particular configuration is shown in Fig. 3 . The circles represent a "region of influence" in which interactions are significant and the presence of another target there adds an edge in the MRF. The absence of edges between two ants captures the intuition that ants far away will not influence each other's motion.
We express the pairwise potentials ðX it ; X jt Þ by means of a Gibbs distribution
where gðX it ; X jt Þ is a penalty function. For example, in the ant tracking application we use a penalty function gðX it ; X jt Þ that only depends on the number of pixels overlap between the appearance templates associated with the two targets. It is maximal when two targets coincide and gradually falls off as targets move apart. We use the Gibbs form above because we found that pairwise penalty functions are easier to specify than potentials. Note that this penalty function is a function on pairwise states and, consequently, can be made quite sophisticated. For example, as pointed out by a referee, it could be advantageous to include trajectory dynamics in the specification of the motion model. This is possible if velocity and/or acceleration is included in the single target states, at the cost of additional modeling complexity. In our applications, we have found that an interaction potential based on static poses only was sufficient to eliminate most tracking failures.
The Joint MRF Particle Filter
The MRF terms that model interactions can be incorporated into the Bayes filter in a straightforward manner. We can easily plug the MRF motion model (6) into the joint particle filter (4) . Note that the interaction potential (7) does not depend on the previous target state X tÀ1 and, hence, the target distribution (4) for the joint MRF filter factors as
In other words, the interaction term moves out of the mixture distribution and we can simply treat the interaction term as an additional factor in the importance weight. In other words, we sample from the joint proposal distribution
and weight the samples according to the following augmented likelihood expression:
The detailed steps of the joint MRF particle filter are summarized as Algorithm 1.
Algorithm 1 Joint MRF Particle Filter
At each time step t, the posterior over the target states at time t À 1 is represented by a set of N weighted samples fX ðrÞ tÀ1 ;
We then create N new particles by importance sampling, using the joint motion model (9) as the proposal distribution: Similarly, the MRF motion model can be incorporated into the variable target particle filter by again treating the interaction term as an additional factor in the importance weight 
The variable target joint MRF particle filter algorithm is summarized as Algorithm 2. 
Limitations of Importance Sampling
While the above is theoretically sound, the joint MRF particle filter is not well suited for multitarget tracking. The filter suffers from exponential complexity in the number of tracked targets. If too few particles are used, all but a few importance weights will be near zero. The Monte Carlo approximation (8) , while asymptotically unbiased, will have high variance. These considerations render the joint filter unusable, in practice, for more than three or four targets [13] .
AN MCMC-BASED PARTICLE FILTER
As a second contribution, we show how one can efficiently sample from the posterior distribution P ðX t jZ t Þ over the joint target state X t using Markov chain Monte Carlo (MCMC) sampling [35] , [36] . In effect, we replace the inefficient importance sampling step of a straightforward particle filter implementation by a more efficient MCMC sampling step. In Section 4, we show that this drastically improves tracking results given the same amount of computation: The MCMCbased filter is able to cope with the high-dimensional state spaces involved, whereas the joint particle filter is not.
We base this new approach on a different Monte Carlo approximation of the posterior, in terms of unweighted samples. In particular, instead of using weighted samples obtained using importance sampling, we now represent the posterior P ðX tÀ1 jZ tÀ1 Þ at time t À 1 as a set of N unweighted samples P ðX tÀ1 jZ tÀ1 Þ % fX
Consequently, by analogy with (8), we obtain the following Monte Carlo approximation to the exact Bayesian filtering distribution
which also incorporates the MRF interaction potential. Now, instead of importance sampling, which is inefficient in high-dimensional state spaces, we use MCMC to sample from (12) at each time step. The sampling procedure results in a unweighted particle approximation for the posterior P ðX t jZ t Þ % fX ðsÞ t g N s¼1 .
Markov Chain Monte Carlo Sampling
As mentioned in Section 2.3, MCMC methods work by defining a Markov Chain over the space of configurations X, such that the stationary distribution of the chain is equal to a target distribution ðXÞ. The Metropolis-Hastings (MH) algorithm [37] is one way to simulate from such a chain. In the present case, the target distribution is the approximate posterior (12) over joint target configurations X t and, at each time step t, we use the MH algorithm to generate a set of samples from it. The pseudocode for the MH algorithm in this context is as follows [36] .
Algorithm 3 Metropolis-Hastings Algorithm
t . Otherwise, we accept X 0 t with probability a, and reject otherwise. In the latter case, we keep the current state, i.e., X ðsþ1Þ t X ðsÞ t . It is standard practice to discard a number of initial "burnin" samples, say B of them, to allow the MH algorithm to converge to the stationary distribution. In addition, to reduce the correlation between samples, it is customary to "thin out" the samples by only keeping a subset of them, taken at regular intervals. In our case, limiting the number of samples that are used to approximate (12) is also computationally advantageous, as is explained below. Please see [36] for a detailed discussion of these and other practical considerations surrounding MCMC.
Proposal Density
Careful design of the proposal density plays an important role in the success of an MCMC algorithm. To that end, we use a proposal density Q that selects a single target m, chosen from all targets with uniform probability, and updates its state X tm only by sampling from a single target proposal density QðX 0 mt ; X mt Þ. This "one target at a time" scheme can be formalized by:
& Here, n is the number of targets, and X Àmt denotes the joint state of all of the targets excluding target m. As an example, the single target proposal density QðX 0 mt ; X mt Þ could simply perturb the target state according to a zero-mean normal distribution. This is the approach we take for ant-tracking in Section 6. In general, QðX 0 mt ; X mt Þ must meet two simple requirements: 1) we must be able to evaluate the density and 2) we must be able to efficiently sample from it.
The resulting acceptance ratio can be written as a product of three ratios:
In the above, e P P ðX t jZ tÀ1 Þ is the sample approximation to the predictive prior from (12):
This proposal density design is computationally efficient: By only perturbing the state of one target per iteration, most factors in the acceptance ratio (14) cancel. By caching the previous likelihood evaluation P ðZ t jX mt Þ for target m, only one likelihood evaluation is necessary for each iteration of the MH algorithm. In comparison, the joint particle filter requires a likelihood evaluation for each target per sample. Limiting the number of these evaluations is of great interest, as in many vision applications the likelihood includes a complex model of target appearance. The cost of evaluating the predictive prior e P P ðX t jZ tÀ1 Þ grows linearly with the number of samples N used to approximate the posterior P ðX tÀ1 jZ tÀ1 Þ % fX
However, careful examination again reveals that many factors remain constant if we perturb one target at a time.
Summary
The proposal density gives the MCMC-based particle filter the appealing property that the filter behaves as a set of individual particle filters when the targets are not interacting, but efficiently deals with complicated interactions when targets approach each other. The steps of the MCMC-based tracking algorithm we propose are detailed as Algorithm 4.
Algorithm 4 MCMC-Based Particle Filter
At each time step t, the posterior over target states at time t À 1 is represented by a set of N unweighted samples fX Otherwise, accept with probability a. If rejected, leave X t unchanged. 3. As an approximation for the current posterior P ðX t jZ t Þ, we return the new sample set fX ðsÞ t g N s¼1 , obtained by storing every Mth sample after the initial B burn-in iterations above.
HANDLING A VARIABLE NUMBER OF TARGETS USING RJMCMC
As a third contribution, we show how the proposed MCMC-based particle filter can be modified to handle a variable number of targets. We replace the MCMC sampling step of the filter with a reversible-jump MCMC (RJMCMC) sampling step, an extension of MCMC to variable dimensional state spaces [14] , [15] . As with the MCMC-based particle filter, we use an unweighted sample approximation of the variable target posterior P ðk tÀ1 ; X k tÀ1 jZ tÀ1 Þ % fk ðrÞ tÀ1 ; X ðrÞ k tÀ1
g N r¼1 at time t À 1. In the variable target case, each sample now includes a set of identifiers k tÀ1 . We obtain the following Monte Carlo approximation to the exact Bayes filter (2) (3) . The RJMCMC sampling procedure, explained in detail below, will result in an unweighted particle approximation for the posterior P ðk t ; X kt jZ t Þ%fk ðsÞ t ; X ðsÞ kt g N s¼1 at time t.
Reversible-Jump MCMC
In RJMCMC, the Metropolis-Hastings algorithm is modified to define a Markov chain over a variable dimension state space [14] , [15] . The algorithm starts the chain in an arbitrary configuration ðk t ; X k t Þ 2 X. It then selects a move type m from a finite set of moves that either increase the dimensionality of the state (birth), decrease it (death), or leave it unchanged. A new state ðk 0 t ; X 0 kt Þ is then proposed using the corresponding proposal density Q m ðk 0 t ; X 0 k t ; k t ; X kt Þ. A move that changes the dimensionality of the state is referred to as a jump, as it "jumps" between state spaces of different dimensionality. Crucially, every jump has to have a corresponding reverse jump defined, e.g., a birth move should have a corresponding death move, hence the name "reversible-jump" MCMC. Denote the reverse proposal density as Q m 0 ðk t ; X k t ; k 0 t ; X 0 k t Þ, where m 0 is the reverse jump corresponding to m. The acceptance ratio is then modified as follows
which will achieve detailed balance at the desired target density P ðk t ; X kt jZ t Þ. The key component of RJMCMC is the reversibility of proposals that vary the dimensionality of the state space. To assure reversibility in the target tracking scenario, for every proposal that adds a target there must be a corresponding proposal that removes the target. Under those circumstances, detailed balance will be achieved and the chain will converge to the desired stationary distribution (16) .
To achieve this, we restrict ourselves to proposals that add or remove a single target. Note that this restriction does not in any way affect the eventual convergence of the chain to the target density: The entire state space can be explored by sequentially adding and/or deleting targets to reach any of the k t -indexed subspaces in the union space X . In addition, by only dealing with adding or removing targets, we do not need to include a Jacobian in (17) as found in other descriptions of the reversible-jump sampler, as in our case the Jacobian is unity.
Reflecting the split of the identifier set k t into entering targets k E and targets that stay k S in Section 2.1.2, we introduce two reversible pairs of proposal types, respectively, adding/deleting newly entering targets mediated by a target detector, and proposals that decide on targets staying/ leaving the field of view, based on their current state.
Detector-Mediated Proposals
We assume the existence of a noisy target detector that, at each time step, returns a set of identifiers k d of detected targets along with their estimated state X k d . Intuitively, by using the image information, the detector provides a more informed way of adding targets, i.e., it is data-driven [38] . We use the detector output to drive two types of proposals.
Add
If a detected target a is not yet in the identifier set k t , propose adding it. In particular, we randomly select an identifier a with uniform probability 1=jk d nk t j, where k d nk t is the set of targets that have been detected but not yet added to k t , and then append ðfag; X a Þ to the sampler state ðk t ; X k t Þ. We can write this proposal succinctly as
where the union operator [ is defined in the obvious way. If all detected targets have already been added, we set the probability p A of selecting the Add proposal to zero.
Delete
As required by the reversible-jump MCMC algorithm, the Add proposal above needs to have a corresponding reverse jump defined, in order to potentially move the chain back to a previous hypothesis in the union space X . This is done as follows: We randomly select an identifier d with uniform probability 1=jk t \ k d j, where k t \ k d is the set of detected targets that have already been added to k t , and then remove ðfdg; X d Þ from the sampler state ðk t ; X k t Þ. This proposal can be written as
where the difference operator n is defined in the obvious way. If no detected targets were added yet, we set the probability p D of selecting the Delete proposal to zero.
Stay or Leave Proposals
The Add/Delete proposals above enable new targets to enter the field of view at each time step, mediated by a target detector. Additionally, we need a mechanism for deciding on the fate of targets that were already represented in the previous sample set fk ðrÞ tÀ1 ; X
In particular, we introduce the following pair of proposals.
Stay
If a given target is no longer present in the current sampler state ðk t ; X kt Þ, propose to re-add it and let it stay anyway. To that effect, we define the set kÃ ¼ 4 ð S r¼1 k ðrÞ tÀ1 Þnk t of identifiers were present at time t À 1 but are not present in the set of identfiers present at current time step k t . We then select a target s from this set with uniform probability 
When the set kÃ is empty, we set the probability p S of the Stay proposal to zero.
Leave
The corresponding reverse jump randomly selects an identifier l from the set k t nk d , with uniform probability 1=jk t nk d j and removes it from the the current state of the sampler:
& If the set k t nk d is empty, we set the probability p L of selecting the Leave proposal to zero.
Acceptance Ratios
The four dimensionality-varying proposals discussed above have the following acceptance ratios associated with them, all specialized versions of the RJMCMC ratio (17):
In the above, e P P ðk t ; X kt jZ tÀ1 Þ is defined as the sample approximation to the predictive prior from (16) (compare with (15)), were we have used the factored form (3) to describe the motion model. Thus, with each acceptance ratio computation, we need to sum over all samples in fk ðrÞ tÀ1 ; X ðrÞ ktÀ1 g N r¼1 . However, as before, many of the factors stay constant as only one target is added or removed at a time.
A fifth proposal type, the Update proposal, leaves the dimensionality of the state unchanged and has a straightforward acceptance ratio associated with it as in Section 4.2.
In all five cases, likelihood evaluations can be limited using the same caching scheme described for the MCMC filter and only one likelihood evaluation is required per sample.
Summary
The detailed steps of the RJMCMC-based tracking algorithm we propose are summarized as Algorithm 5. The MCMCbased particle filter, in which the target number is fixed, can be thought of as a specialization of the RJMCMC-based particle filter. We obtain an MCMC-based filter when the probabilities of proposals that add or remove targets are set to zero.
Algorithm 5 RJMCMC-Based Particle Filter
At each time step t, the posterior over target states at time t À 1 is represented by an set of unweighted samples fk . Add: Randomly add a detected target a with probability 1=jk t nk d j to the current state. Compute the acceptance ratio according to (18) . . Delete: Randomly select a target d with probability 1=jk t \ k d j and delete it from the current state.
Compute the acceptance ratio according to (19) . . Stay: Randomly select a target s to with probability 1=jkÃ j, sample its location from QðX s ; sÞ, and re-add it. Compute the acceptance ratio according to (20) . . Leave: Randomly select a target l with probability 1=jk t nk d j, and delete it from the current state.
Compute the acceptance ratio according to (21) . . Update: Use the same proposal density and acceptance ratio as in Algorithm 4. If a ! 1, then accept the proposed state ðk t ; X k t Þ ðk 0 t ; X 0 kt Þ. Otherwise, we accept it with probability a, and reject it otherwise. 3. As an approximation to the current posterior P ðk t ; X kt jZ t Þ, return the new sample set fk ðsÞ t ; X
, obtained by storing every Mth sample after the initial B burn-in iterations.
EXPERIMENTAL DETAILS AND RESULTS
We evaluated our approach by tracking through two long video sequences of two different species of roaming ants and present both quantitative results as well as a graphical comparison of the different tracker methodologies. In the first sequence, the number of targets was fixed and, in the second, the number of targets varied. The two sequences were sufficiently similar such that in the evaluation the appearance and measurement models were the same for both sequences, although the specific parameters differed. The sequences were chosen to emphasize that the variable target component, instead of a radical departure in appearance and motion models, accounted for the performance of the RJMCMC filter.
The first test sequence consisted of 10,400 frames recorded at a resolution of 720 Â 480 pixels at 30 Hz, showing 20 ants of the species Aphaenogaster cockerelli roaming about a closed arena (see Fig. 1 ). The ants themselves are about 1 cm long and move about the arena as quickly as 3 cm per second. Interactions occur frequently and can involve five or more ants in close proximity. In these cases, the motion of the animals is difficult to predict. After pausing and touching one another, they often walk rapidly sideways or even backward. This experimental domain provides a substantial challenge to any multitarget tracker.
The second test sequence consisted of 10,000 frames taken at 15 Hz, also at a resolution of 720 Â 480 pixels, recording a colony of Leptothorax curvispinosus, a different species of ant, in the process of selecting a new artificial nest site. This species is smaller, approximately 0.5 cm. The motion of these ants differs slightly from the ants in the first sequence. The ants may enter and exit from the center of the artificial nest (see Fig. 4 ). The numerous interactions that the individual ants undergo in this selection process are believed to be related to how the colony 'decides" to emigrate into a new nest.
We evaluated a number of different trackers with respect to a baseline tracking sequence. As no ground truth was available, we obtained the baseline sequence by running a very slow but accurate tracker and correcting any mistakes it made by hand. When we observed a tracker failure, we reinitialized the positions of the targets by hand and resumed tracking. Next, the trajectories were further processed to remove any remaining errors in the position of targets. The trajectories and videos can be downloaded at ftp://ftp.cc.gatech.edu/pub/groups/borg/pami05.
Modeling Ants
An individual ant's state at time t is modeled using a 3DOF state vector X it ¼ ½x it ; y it ; it 0 , where i is the ant's identifier, ðx it ; y it Þ its position and it its orientation. In all test runs, the targets were initialized based on the first frame of the "ground truth" baseline sequence.
The appearance likelihood model, given that the cameras were stationary in all cases, uses a combination of an appearance template and a background model. The template is a rectangular region with width w and height h. We factored the measurement model assuming that the foreground ðF ¼ 1Þ pixels are independent of the background ðF ¼ 0Þ pixels. As a consequence, the likelihood only needs to be evaluated over pixels from a rectangular region with position and orientation X it for target i, obtained by an inverse warp W À1 from the image:
Because the ants periodically deform, we modeled the appearance and background using t distributions to provide robustness to outliers [39] . We model the appearance of the target W À1 ðZ t ; X it ÞjF ¼ 1 $ T ð; AE; Þ as a multivariate-t distribution with mean , diagonal covariance AE, and degrees of freedom ¼ 4. The background is modeled with mean 0 and variance image AE 0 distributed according to a multivariate-t distribution with degrees of freedom 0 ¼ 4. Because each pixel is independent, the background distribution can be obtained by applying the warp to the mean and variance images W À1 ðZ t ; X it ÞjF ¼ 0 $ T ðW À1 ð 0 ; X it Þ; W À1 ðAE 0 ; X it Þ; 0 Þ. Both models are learned from a set of training images using EM iterations [40] , [39] . To speed the image warps, the video frames were down-sampled to 180 Â 120 pixels and the positions of the targets scaled prior to obtaining the template.
For the motion model, we used a normal density centered on the previous pose of target X iðtÀ1Þ
where ½Áx; Áy; Á $ ½N ð0; Þ and RðÞ a function that specifies a rotation matrix. The motion model is specified in the coordinate frame in the ant, with the head facing the y-axis. Hence, a larger variance in the y direction indicates we less certain of the ant's next position along its body.
For the MRF interaction terms, we used a simple linear penalty function gðX it; X jt Þ ¼ pðX it ; X jt Þ, where p is the area of overlap between two targets, in pixels, and ¼ 5; 000.
Fixed Number of Targets
For the fixed number of targets case, we evaluated nine tracker/sample size combinations, the results of which are summarized in Table 1. The table shows for each combination the number of tracking failures, which was calculated by automatically identifying tracking failures when the reported position of a target deviated 50 pixels from the ground truth position. When a failure occurred, the tracker was reinitialized and tracking was resumed. Also shown is the mean and standard deviation of the per-target positional error, in pixels.
The three tracker types that were evaluated were respectively the joint MRF particle filter (joint, Algorithm 1), 20 independent particle filters (independent), and the MCMC-Based Particle Filter (MCMC, Algorithm 4). The results are qualitatively illustrated in Fig. 5 for the 2,000 samples setting. Also shown there is the number of observed actual interactions between ants for each frame, determined automatically from the ground truth sequence. Orientation was not included in the evaluation because of instances where the ground truth orientation was not available. In several points in the video, the ants occasionally crawled up the side of the container, such that their heads are facing directly toward the camera. In this case, a ground truth orientation was difficult or impossible to determine.
Below are the specific implementation choices made for the fixed number of targets case:
. The joint state X t of targets is a vector containing each ant's state X it . . The motion model parameters used were Table 2 shows the number of tracking failures for all for all the tracker/sample size combinations we evaluated in the variable number of targets case. Here, we recorded two types of failures: 1) failures in reported position and 2) an incorrect number of targets. To allow for variation in the time the target was detected and added to the current state, a number failure was recorded when the incorrect number of targets was reported for more than a second. As before, a position failure was recorded when a target was not found within 50 pixels of a ground truth target and orientation was not included in the evaluation. The two trackers that were evaluated were, respectively, the variable target joint MRF particle filter (joint, Algorithm 2), and the RJMCMC-Based Particle Filter (RJMCMC, Algorithm 5). Fig. 6 shows the qualitative evaluation of these results, this time for the 1,000 samples setting. Both the positional errors and number errors are graphed separately for clarity.
Variable Number of Targets
The additional implementation details for the variable target case are given below:
. The distribution over new identifiers P ðk t jk tÀ1 ; X k tÀ1 Þ was modeled as a series of leave events and enter events. The position of entering targets P ðX kE Þ was uniform around the nest site entrance. This choice captured the fact that the ants are restricted to enter and leave from a hole in the center of of the artificial nest site (see Fig. 4 ). The probability a leave event was set to one when the ant was positioned at nest entrance and 0.8 in the close proximity of the entrance. An enter event was generated by adding an individual detected target with probability 0:1. . Targets were detected using a noisy, but fast, color detector to locate ant-colored regions in an image in the proximity of the nest entrance [41] . . Parameters: The following parameters were changed from the fixed target number case because the species and, thus, both the size and the behavior of the ants in question changed. We determined empirically on a small test sequence that the following parameters performed well: 
CONCLUSIONS AND FUTURE WORK
From the quantitative results in Table 1 and the qualitative comparison in Fig. 5 for the fixed number of targets case, we draw the following conclusions:
1. The traditional joint particle filter is unusable for tracking this many targets. The track quality is very low and number of errors reported is very high. 2. The MRF motion prior improves tracking during interactions. The MCMC-based trackers perform significantly better than running independent particle filters with a comparable number of samples, both in track quality and failures reported. 3. The MCMC-based particle filter requires far fewer samples to adequately track the joint target state. Fig. 7 shows an example of a failure mode of the MCMCbased tracker. These occur when our assumption that targets do not overlap is violated. In these cases, it is unclear that any data association method offers a solution. A more complicated joint likelihood model might be helpful in these cases.
In the variable number of targets case, we draw the following conclusions from the quantitative results in Table 2 and the qualitative comparison in Fig. 6: 1. The traditional variable target joint particle filter is unusable for tracking variable numbers of targets. For a fixed number of samples, the tracker is unable to accurately determine the number of targets when the target number increases greater than 5. 2. The RJMCMC-based tracker responds more quickly to changes in the number of targets than the variable target joint filter. Even though the variable target joint particle filter shows slightly better performance when there are fewer than five targets, many of the position errors occur when the number of targets changes. The RJMCMC tracker is able to handle many of these changes in target number. 3. The RJMCMC-based particle filter efficiently handles changing numbers of targets. Fewer samples are needed to track the joint state of the targets even when many targets have entered the field of view. Fig. 8a shows an example failure mode of the RJMCMC tracker. This failure occurred when the ants engaged in a carrying behavior. The two targets are incorrectly identified as a single target. Tracking performance might be improved in these cases by using a switching variable that detects and correctly handles this behavior. Additionally, in Fig. 8b , individuals that straddle the nest entrance are incorrectly identified as having left the nest site. A more complex model of how targets leave the field of view might better account for this straddling behavior.
In conclusion, the results show that Markov random field motion priors are quite successful at eliminating a large number of interaction-related tracking errors. In addition, MCMC-based filters perform vastly better than a traditional particle filtering approaches in handling the resulting, highly coupled joint state space that is induced by the use of the MRF. Finally, the use of reversible-jump MCMC successfully extended this to the case where the number of targets varies over time, a situation that is prevalent in practice.
In future work, we intend to examine methods for automatically learning behavioral models from the tracking data. In this context, switching models are of great interest because the behavioral state of a target can give important clues as to whether an interaction will take place and what type of interaction it will be. This is particularly true in the insect-tracking domain. We expect that such learned models will further improve tracking performance by more closely modeling target interactions. His research focuses on behavior-based control, learning and diversity in multirobot teams, and automatic tracking and analysis of social insect behavior. Dr. Balch has published more than 70 journal and conference papers and a book Robot Teams (edited with Lynne Parker) in AI and robotics. He is a member of the IEEE.
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