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Resumen Actualmente nos encontramos inmersos en ambientes donde
los dispositivos ubicuos forman parte de nuestras tareas diarias. Los dis-
positivos ubicuos no proporcionan servicios de forma aislada, sino que
deben cooperar con otros dispositivos. Existen desaf´ıos para la composi-
cio´n de dispositivos ubicuos, como el caso de tolerancia a fallas, escaso
nivel de procesamiento, etc. Se han desarrollado distintos frameworks
para dar solucio´n a la composicio´n de dispositivos y los problemas aso-
ciados, sin embargo estos frameworks no esta´n basados sobre mecanismos
esta´ndares y abiertos. Ante esto hemos desarrollado nuestro propio fra-
mework, el cual cumple con estos requisitos, adema´s de ser interoperable,
simple y extensible, basa´ndose sobre la especificacio´n WS-CDL de SOA.
El desaf´ıo es poder incluir en el framework dispositivos con capacidades
menores (memoria y procesamiento). Presentamos un ana´lisis de memo-
ria que nos indique los requerimientos mı´nimos para la aplicacio´n de los
mecanismos de SOA en la coordinacio´n e inclusio´n de estos dispositivos.
Keywords: Ingenier´ıa de Software; SOA; Dispositivos ubicuos; Servi-
cios; Coreograf´ıa de servicios, WS-CDL
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1. Introduccio´n
Los avances tecnolo´gicos han permitido que los dispositivos ubicuos 1 sean
al mismo tiempo generadores y consumidores de servicios, lo que se traduce en
un ambiente de cooperacio´n entre dispositivos, permitiendo aumentar o mejorar
las funcionalidades en base a la composicio´n. Por composicio´n, entendemos la
forma en que los dispositivos ubicuos se pueden combinar para realizar una tarea
determinada. Esto implica que se produzcan desaf´ıos tales como: tolerancia a
fallas, escaso nivel de procesamiento, problemas de conectividad, por mencionar
algunos ejemplos [2].
La composicio´n de dispositivos ubicuos presenta desaf´ıos adicionales tales
como: la heterogeneidad de los mismos, las contingencias de los dispositivos, y
la personalizacio´n de los mismos (ej: provisio´n de servicios de acuerdo a las pre-
ferencias del usuario). Dado que los dispositivos ubicuos poseen limitaciones de
recursos (ej. poca memoria y bater´ıa), se deben hacer consideraciones especiales
respecto a la eficiencia y rendimiento de la composicio´n de dispositivos.
Las caracter´ısticas descritas hacen que la composicio´n de dispositivos ubicuos
se constituya un a´rea de investigacio´n muy atractiva, donde los avances au´n no
son claros al d´ıa de hoy [2].
Actualmente existen algunos frameworks de coordinacio´n de dispositivos ubi-
cuos, como Aura[3] de la Universidad de Carnegie Mellon; Gaia [4] de la Uni-
versidad de Illinois; Oxigen [5] perteneciente al MIT (Massachusetts Institute
of Technology); Amigo[6] proveniente de Amigo Consortium; OSGi; Android
Studio y otros menos espec´ıficos. Todos estos frameworks tienen como objetivo
principal compartir y proveer de servicios a los usuarios.
La academia tambie´n ha aportado estudios relacionados a la composicio´n
de dispositivos ubicuos, como es el caso de Viroli [7]; Najar & otros [8]; Loke
[9]; Palmieri [10]. Estos trabajos van desde ambientes auto organizados hasta
descubrimiento de dispositivos de manera automa´tica.
Si bien, se han realizado esfuerzos y avances en la composicio´n de dispositivos
ubicuos, e´stos esfuerzos no han logrado que los dispositivos se coordinen entre
s´ı sin la necesidad de un coordinador central y sin basarse sobre mecanismos
estandarizados y abiertos.
Nuestro framework [11] propone ventajas alternativas en la composicio´n de
dispositivos ubicuos, como es el caso de la estandarizacio´n, la extensibilidad, etc.
Para ello, construimos un framework que nos permite ejecutar coreograf´ıas defini-
das en el lenguaje en WS-CDL (de las siglas del ingle´s Web Service Choreography
Description Language), con dispositivos ubicuos. Por coreograf´ıa entendemos que
los dispositivos se comunican de a pares sin un coordinador central para llevar
adelante una tarea determinada [12]. El framework desarrollado puede inter-
pretar pra´cticamente la totalidad de las descripciones realizadas en WS-CDL,
adema´s de contar con la posibilidad de trabajar con transacciones distribuidas
1 Dispositivos electro´nicos que tienen capacidad de procesamiento y comunicacio´n, y
pueden ser encontrados en cualquier lugar: la oficina, el auto, la casa, o la misma
ropa con la que vestimos [1]
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al estilo de WS-Transaction 2. A su vez, tambie´n tiene la posibilidad de realizar
adecuaciones en la ejecucio´n de la coreograf´ıa ante la falla o desaparicio´n de un
dispositivo, logrando que la ejecucio´n se recupere y pueda continuar.
Este desarrollo inicial del framework de ejecucio´n de coreograf´ıas, ahora tiene
como desaf´ıo incorporar nuevos dispositivos ubicuos, con menores prestaciones
a nivel de capacidad de procesamiento, memoria y otros mecanismos de comu-
nicacio´n. Es decir, la versio´n actual del framework no puede an˜adir a dichos
dispositivos, debido a las caracter´ısticas mencionadas.
Nuestra contribucio´n consiste en lograr la inclusio´n de dispositivos ubicuos
con capacidades cada vez menores, a un ambiente de cooperacio´n y coordinacio´n
como es el caso del framework que hemos desarrollado. Para ello realizaremos
una ana´lisis de memoria que nos indique cua´les son los requerimientos mı´nimos
para que se puedan aplicar los mecanismos de SOA en la coordinacio´n de los
dispositivos.
Lo que resta del art´ıculo se estructura de la siguiente forma: en la Seccio´n 2 se
describira´ el framework desarrollado junto a determinados conceptos de SOA. En
la Seccio´n 3 presentamos las limitaciones que presentan algunos dispositivos en
la utilizacio´n del framework. El ana´lisis de memoria propiamente dicho, que es en
s´ı la principal contribucio´n del trabajo, es descrita en la Seccio´n 4. Finalmente,
en la Seccio´n 5 presentamos las conclusiones y trabajos futuros.
2. Antecedentes
2.1. Computacio´n orientada a servicios
Los mecanismos de composicio´n de servicios, como las orquestaciones y co-
reograf´ıas, son aspectos bien conocidos en SOA (Service Oriented Architecture)
que permiten construir sistemas de negocio complejos y aplicaciones a partir de
una gran cantidad de servicios heteroge´neos, simples y distribuidos. Estos con-
ceptos podr´ıan ser aplicables a ambientes ubicuos, en especial las coreograf´ıas,
las cuales pueden fa´cilmente interpretarse en te´rminos de dispositivos y ambien-
tes ubicuos. Sin embargo, en determinados ambientes donde los servicios son
dina´micos, mo´viles, menos fiables y dependientes del dispositivo, los mecanismos
de composicio´n establecidos para servicios web no son directamente aplicables
[14].
Adicionalmente, la composicio´n de mu´ltiples dispositivos ubicuos presenta
nuevos desaf´ıos que no son compatibles con la composicio´n de servicios web.
En particular, los mecanismos de composicio´n en ambientes masivos 3 necesitan
hacer frente a distintas contingencias que pueden ocurrir con estos elementos,
as´ı como tambie´n contemplar la heterogeneidad de los mismos. Estos dispositi-
vos tienen distintas limitantes como son la cantidad de memoria disponible, la
2 El framework iumplementa una capa de transacciones distribuidas con servicios
REST, de la forma definida en [13]
3 Por ejemplo el de dispositivos mo´viles
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durabilidad de la bater´ıa, la disponibilidad de acuerdo a la red del lugar don-
de se encuentren en un momento determinado, etc. En ambientes ubicuos, la
disponibilidad y confiabilidad de los dispositivos no puede ser garantizada. No
obstante, a pesar de todas las dificultades, existen ventajas que podr´ıa brindar la
adaptacio´n de los conceptos de SOA para la composicio´n de dispositivos ubicuos,
como son la estandarizacio´n tanto de los protocolos como de los mecanismos de
comunicacio´n entre los dispositivos, y la compatibilidad con otras plataformas
de servicios ya existentes.
Las similaridades entre la composicio´n de servicios web y la coordinacio´n de
dispositivos ubicuos es sorprendente. Si pensamos que cada dispositivo ubicuo
en un ambiente pervasivo 4 es proveedor, o, consumidor de un servicio, la coor-
dinacio´n de dispositivos encaja perfectamente con la composicio´n de servicios.
Es tambie´n sorprendente que esta similitud no haya sido apenas explorada con
anterioridad, salvo en el trabajo de Sheng [2] se hace mencio´n a ello.
2.2. Framework
El framework de ejecucio´n de coreograf´ıas desarrollado[11] se construyo´ si-
guiendo los lineamientos de la metodolog´ıa Design Science, de forma evolutiva.
Cada nuevo ciclo se baso´ en la evaluacio´n de los resultados obtenidos en el ciclo
previo, aplicando las mejoras necesarias o pertinentes. Los lenguajes de pro-
gramacio´n utilizados son PHP y C++ y fueron seleccionados en funcio´n de los
dispositivos que se utilizaron para la prueba de concepto.
La base de la ejecucio´n de coreograf´ıas se centra en una serie de clases que, en
principio, leen la descripcio´n en WS-CDL de la coreograf´ıa, y en base al dispo-
sitivo que lo ejecuta; determina en primer lugar en que´ posicio´n de la ejecucio´n
de la coreograf´ıa se encuentra, esto puede verse en la Figura 1 como el punto
inicial.
Luego se determina cua´l o cua´les son los pasos siguientes en la ejecucio´n, se
puede ver en la Figura 1 en el estado ”Determinar siguiente”.
Una vez determinados los pasos que se deben ejecutar, se hacen las invoca-
ciones a otros dispositivos, teniendo en cuenta las actividades descriptas en la
definicio´n de la coreograf´ıa en el lenguaje WS-CDL. Esta ejecucio´n se hace de
manera controlada, en el sentido de examinar que no se produzcan contingencias
provenientes de las caracter´ısticas de los dispositivos (desapariciones, latencia en
la respuesta por falta de capacidad de procesamiento, etc.). En base a esta verifi-
cacio´n se realizan las tareas correctivas correspondientes, segu´n se han expresado
en la definicio´n de la coreograf´ıa. La estructura de ejecucio´n del framework la
podemos apreciar en la Figura 1.
Durante el desarrollo del framework se trabajo´ con un escenario de pruebas
donde se planteo´ un ambiente de autopistas inteligentes para dar solucio´n a
problemas referidos al tra´nsito vehicular, donde se simularon veh´ıculos, balizas,
Centrales de Emergencias, etc.
4 Ambientes pervasivos son entornos poblados por varios dispositivos (sensores, ac-
tuadores, etc) y aplicaciones de software integrados de forma transparente [1]
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Figura 1. Diagrama de arquitectura de ejecucio´n
El framework como vemos se encuentra desarrollado y funcionando5, pero
au´n falta que el mismo permita dispositivos con menores capacidades (memoria,
procesamiento, etc.) puedan participar de la ejecucio´n de una coreograf´ıa.
3. Limitaciones derivadas de los dispositivos
Algunas caracter´ısticas de los dispositivos ubicuos son espec´ıficas y perfecta-
mente identificables, como es el caso de la movilidad o volatilidad de su conexio´n;
no obstante, hay otras que no resultan tan claras (capacidad de procesamiento,
memoria disponible, bater´ıa, etc.), lo que implica que se precisa hacer conside-
raciones especiales para poder contemplarlas dentro del framework desarrollado.
A continuacio´n mostramos el cuadro 1 con un lista de algunos dispositivos
y sus caracter´ısticas, especialmente aquellos que tienen menos capacidad tanto
de memoria como de procesamiento. Estos dispositivos representan u´nicamen-
te algunos ejemplos de los que hemos trabajado, sin pretender hacer una lista
exhaustiva.
En el caso de prueba seleccionado, el rol VehiculoAccidentado fue representa-
do por una placa Arduino NANO, el rol Baliza fue caracterizado por una placa
Arduino MEGA y el de CentralBalizas por un dispositivo Raspberry Pi B+, que
se corresponden con los presentados en el Cuadro 1.
En este caso particular, la placa Arduino NANO, tiene tan solo el 12% de
la capacidad de memoria flash (almacenamiento de programa) de la que cuenta
Arduino Mega, y el 25% de la capacidad de almacenamiento de variables en
memoria SRAM, esto se puede apreciar en la Figura 2. En un principio el co´digo
fuente del framework de ejecucio´n de coreograf´ıas pudo ser almacenado en la
memoria flash de la placa Arduino NANO, ocupando casi la totalidad de la
5 El co´digo fuente del framework desarrollado, puede ser accedido a trave´s de esta
direccio´n: https://github.com/GRISE-UPM/ml_server_rest.
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Dispositivo Caracter´ısticas distintivas
Raspberry Pi B+
- Escaso nivel de procesamiento
- Escasa capacidad de memoria
Arduino Mega
- Bajo nivel de procesamiento
- Baja capacidad de memoria
- Escasa conectividad
- Dependencia de bater´ıa
Arduino NANO
- Escas´ısimo procesamiento
- Escasisima capacidad de memoria
- Escasa conectividad
- Dependencia de bater´ıa
Dispositivos RFID
- Nula capacidad de procesamiento
- Capacidad de memoria casi nula
- Escasa conectividad
- Dependencia de bater´ıa
Cuadro 1. Caracter´ısticas de los dispositivos ubicuos
misma 6, por lo que no era aconsejable su ejecucio´n con tan poca memoria libre
disponible. Hubo que hacer adaptaciones para que finalmente ocupara el 81%
de la memoria flash disponible para programas.
Figura 2. Comparacio´n de memoria de dispositivos Arduino
Luego el otro inconveniente con el que hubo que realizar ajustes fue la memo-
ria SRAM disponible y la necesaria para la ejecucio´n del framework codificado.
En una primera instancia el framework ocupaba el 85% de la memoria dispo-
nible, por lo que su ejecucio´n no era factible en absoluto, ya que esta memoria
inicial es la que ocupan las variables globales, strings literales, objetos, etc., de-
jando u´nicamente un 15% ma´ximo de memoria libre para el almacenamiento de
variables globales y punteros, esto puede verse en el Listado 1.1. Realizando un
ana´lisis exhaustivo del co´digo fuente en C++, con el fin de reducir el taman˜o de
memoria utilizada por variables globales, strings y dema´s, se logro´ hacer una op-
6 En este caso solamente son 30k, ya que 2k son utilizados por el bootloader.
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timizacio´n del co´digo de tal manera que se llego´ a una utilizacio´n del 61% (1260
bytes) de la totalidad de la memoria SRAM. Por lo tanto, quedan disponibles
para utilizacio´n de variables locales y punteros un 39%, es decir unos 788 bytes,
puede observarse en el Listado 1.2
El Sketch usa 24888 bytes (81%) de l e spac i o de almacenamiento de
programa
El maximo es 30720 bytes
Las v a r i a b l e s Globales usan 1740 bytes (85%) de l a memoria dinamica ,
dejando 308 bytes para l a s v a r i a b l e s l o c a l e s
El maximo es 2048 bytes
Listado 1.1. 1ra. Compilacio´n en entorno Arduino
El Sketch usa 24888 bytes (81%) de l e spac i o de almacenamiento de
programa
El maximo es 30720 bytes
Las v a r i a b l e s Globales usan 1260 bytes (69%) de l a memoria dinamica ,
dejando 788 bytes para l a s v a r i a b l e s l o c a l e s
El maximo es 2048 bytes
Listado 1.2. 2da. Compilacio´n en entorno Arduino
Esta nueva versio´n del framework se cargo´ en la placa Arduino NANO y se
intento´ una ejecucio´n del mismo, resultando insuficiente la memoria disponible
para variables locales y punteros. Para superar esta situacio´n, se realizaron sim-
plificaciones del co´digo para que pueda ser ejecutado en este tipo de placa. Estas
simplificaciones implican que se tengan que introducir decisiones espec´ıficas para
dicha placa de desarrollo.
Luego de realizadas estas pruebas, se pudo determinar ciertos l´ımites para la
ejecucio´n de coreograf´ıas en dispositivos ubicuos, lo que se detalla a continuacio´n:
Los dispositivos deben contar con al menos 32 kbytes de memoria flash para
poder almacenar de manera adecuada el co´digo de ejecucio´n del framework
y con al menos 4 kbytes de memoria SRAM para el almacenamiento de las
variables y punteros de programa.
El motor de ejecucio´n de coreograf´ıas puede ser ejecutado en placas Arduino
Mega, equipos Raspberry Pi B+, pero no as´ı en la placa Arduino NANO
(cuenta solamente con 2 kbytes de memoria SRAM).
4. Ana´lisis de las limitaciones de procesamiento y
memoria
Las limitaciones derivadas de los dispositivos nos permitieron encontrar que
la coreograf´ıa descripta en WS-CDL no puede ser utilizada en ciertos dispositi-
vos, ya que para su interpretacio´n se requiere de un cierto taman˜o de memoria y
una capacidad de procesamiento determinada. Ahora bien, los factores que pro-
ducen que la descripcio´n en WS-CDL necesite determinadas capacidades de los
dispositivos ubicuos radica principalmente en el formato en el cual se encuentra
especificada; esto es, XML. La especificacio´n XML consume un espacio adicio-
nal de memoria, el cual justo es escaso en este tipo de dispositivos; adema´s, el
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procesamiento e interpretacio´n de la estructura XML necesita un rendimiento
de procesador considerable. A modo de ejemplo, la especificacio´n completa de la
coreograf´ıa utilizada en el escenario de pruebas tiene una longitud de 8 kbytes, lo
que representa cuatro veces ma´s de memoria de lo que cuenta una placa Arduino
Nano y el doble de los 4 kbytes necesarios para la ejecucio´n del framework. Es
preciso recordar que el escenario propuesto es reducido respecto de otras espe-
cificaciones que se pueden dar en ambientes de produccio´n, o en el mismo caso
del escenario planteado pero en un ambiente real.
Para poder implementar en el framework la ejecucio´n de la coreograf´ıa de-
finida en el lenguaje WS-CDL, es necesario que se hagan simplificaciones de la
especificacio´n, ya que la misma es muy extensa. Una alternativa es que e´stas sim-
plificaciones sean realizadas con anterioridad y pre-cargadas en el dispositivo (de
forma esta´tica); y por otro lado, que las mismas se hagan a demanda en tiempo
real. Hemos implementado en el framework la simplificacio´n pre-cargada, pero
para una mayor independencia tanto de los dispositivos como de la coreograf´ıa
en su conjunto, se debe implementar la segunda alternativa, que es la lectura a
demanda de la especificacio´n. En el primero de los casos, la simplificacio´n pre-
cargada, el ahorro de memoria ha llegado a ma´s de un 50%, ya que de los 8
kbytes necesarios solo por la especificacio´n en XML, se necesitan 4 kbytes para
la totalidad de le ejecucio´n (esto incluye variables y punteros que hacen al pro-
cesamiento propiamente dicho), lo cual puede ser visualizado en el Listado 1.3
donde podemos apreciar el resultado de una compilacio´n en el entorno Arduino.
En el segundo caso, de solicitar la especificacio´n o parte de la misma a demanda,
los valores se reducir´ıan au´n ma´s, pero con la necesidad de hacer mayor uso
de las comunicaciones para poder solicitar a un nodo centralizador o a otros
dispositivos con mayor capacidad los trozos de especificacio´n necesarios para la
ejecucio´n.
Adema´s de las limitaciones de memoria planteadas hasta este punto, nos en-
contramos con aquellos dispositivos que no tienen capacidad de procesamiento,
como es el caso de tarjetas RFID. E´stos dispositivos tambie´n deben ser consi-
derados para ser parte de la ejecucio´n de una coreograf´ıa, dentro del framework
desarrollado, pero para ello se deben hacer consideraciones especiales. Estos dis-
positivos al contar u´nicamente con la posibilidad de almacenar informacio´n y
no poseer capacidad de procesamiento no pueden ejecutar de manera conven-
cional la coreograf´ıa, pero s´ı pueden ser el v´ınculo para que otros dispositivos
puedan encontrar informacio´n que no pueden almacenar en su memoria debido
a la escasa cantidad como planteamos anteriormente. Para ser ma´s espec´ıficos,
estos dispositivos que solamente tienen la capacidad de almacenar informacio´n
podr´ıan contener la definicio´n de la coreograf´ıa (o parte de ella) en formato XML
para que otros dispositivos con escasa capacidad de memoria puedan solicitar
dicha informacio´n para poder continuar con la ejecucio´n, tal como se plantea en
el pa´rrafo anterior.
El Sketch usa 25368 bytes (9%) de l e spac i o de almacenamiento de
programa
El maximo es 253952 bytes
Las v a r i a b l e s Globales usan 2055 bytes (25%) de l a memoria dinamica ,
dejando 6137 bytes para l a s v a r i a b l e s l o c a l e s
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El maximo es 8192 bytes
Listado 1.3. Compilacio´n en entorno Arduino
5. Conclusiones y Futuras L´ıneas
El framework para dispositivos ubicuos en ambientes pervasivos obtenido
cumple con la propuesta inicial de trabajo, el cual esta´ basado en los conceptos
de SOA, que implementa la especificacio´n WS-CDL. Esta solucio´n a su vez cuen-
ta con ciertas ventajas por sobre el resto de los frameworks existentes, siendo
e´ste abierto, esta´ndar, extensible e interoperable. En contrapartida tiene ciertas
desventajas como es el caso de las limitaciones de memoria y de requerimientos
de capacidad de procesamiento que hacen que el framework deba ser mejorado
y ampliado para dar soporte a estas falencias.
Ma´s espec´ıficamente, determinamos que nuestra propuesta requiere un mı´ni-
mo de 4 Kbytes de memoria SRAM y 32 Kbytes de memoria Flash, para ser
ejecutada en dispositivos ubicuos y una capacidad de procesamiento de al menos
8 bits a 16Mhz. Estos requerimientos necesarios para la ejecucio´n del framework
permiten que el mismo pueda ser utilizado en placas del estilo Arduino Mega o
equipos como Raspberry Pi B+. No obstante, estas mismas caracter´ısticas mı´ni-
mas limitan el uso de por ejemplo placas de desarrollo Arduino Nano (y todas
aquellas que posean igual o menor capacidad) y dispositivos RFID.
Sin embargo, en base a las adaptaciones propuestas en la Seccio´n 4, donde
hablamos de reducciones de la especificacio´n podr´ıamos incluir los dispositivos
que han quedado exclu´ıdos por escasa capacidad de memoria o procesamiento
como puede ser el caso de placas Arduino Nano, dispositivos RFID, wereables,
etc.
Como futuras l´ıneas de trabajo avizoramos la necesidad de ahondar en la
bu´squeda de alternativas de mejora para las soluciones propuestas (reducciones
ad-hoc y peticiones a demanda) sobre la interpretacio´n de la especificacio´n en
XML de la coreograf´ıa. De este modo, nuestro framework puede ser utilizado
por dispositivos de menor capacidad antes mencionados y similares.
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