Abstract. This article deals with a first-order least-squares approach to the solution of an optimal control problem governed by Stokes equations. As with our earlier work on a velocity control by the Stokes flow in [S. Ryu, H.-C. Lee and S. D. Kim, SIAM J. Numer. Anal., 47 (2009), pp. 1524-1545], we recast the objective functional as a H 1 seminorm in the velocity control term. By introducing a velocity-flux variable and using the Lagrange multiplier rule, a first-order optimality system is obtained. We show that the least-squares principle based on L 2 norms applied to this system yields the optimal discretization error estimates for each variable in H 1 norm, including the velocity flux. For numerical tests, multigrid method is employed to the discrete algebraic system, so that the velocity and flux controls are obtained.
Introduction
Optimal control problems governed by partial differential equations (PDEs) can be reduced to a system of coupled PDEs by the Lagrange multiplier method [13, 14, 18, 25] . Such system of coupled PDEs and optimal control problems have been interesting subjects because of not only their importance in the design process but also the needs of efficient and numerical methods for implementations.
There have been considerable attentions in first-order system least-squares (FOSLS) approaches for Navier-Stokes or Stokes equations in many literatures [6, 9, 10, 12, [20] [21] [22] [23] . These principles result in symmetric positive definite algebraic systems. Moreover, they enable us to avoid using the finite elements satisfying the inf-sup condition. Some applications of least-squares finite element methods to optimization problem have been previously discussed in [3-5, 7, 8, 15, 24, 27] . In particular, [8] developed an abstract form of the FOSLS for optimal control problems governed by elliptic PDEs. Recently, [27] provides a nice synthesis of optimal control by Stokes flows and FOSLS principles by drawing on [8] and [12] . In [27] , they only considered a velocity control using L 2 norms in the objective functional. In this work, as an improved version of [27] , we consider a flux control using the cost functional which has the H 1 seminorm as a velocity control term.
From the Poincaré-Friedrichs inequality, the velocity control is also obtained by a flux control. In a different way with the one in [27] , the Lagrange multiplier method is used after introducing a new variable U = ∇u t , so that the value V is a Lagrange multiplier and V = ∇v t .
The objective functional we consider is where u and p denote the velocity and pressure, respectively, ν the constant kinematic viscosity, and f the control function. Here Ω ⊂ R n (n = 2 or 3) is a bounded convex polyhedron or has C 1,1 boundary. The problem we study is to find an optimal state (u, p) and an optimal control f which minimize the H 1 -norm distance between u andû satisfying the Stokes system (1.2). If Ω is connected and bounded at least in one direction and u ∈ [H 1 0 (Ω)] n , then there exists a constant C(Ω) such that
by the Poincaré-Friedrichs inequality (see [17] ). From (1.3), the objective functional (1.1) can be replaced by
Hence, we consider the objective functional (1.4) instead of (1.1). Such a constrained optimization problem can be converted to an unconstrained optimization problem by the Lagrange multiplier rule [8, 13] . Before using the Lagrange multiplier rule, we take the techniques in [12] by introducing the flux variable U = ∇u t so that the Stokes system is a first-order system. Then we can get the optimality system which consists of the state system, an adjoint system and an optimality condition using the Lagrange multiplier rule. This optimality system is a coupled first-order system. We first consider the H −1 -L 2 norm based least-squares functional corresponding to the first-order coupled system. Using the norm equivalence of this functional, we show the H 1 norm equivalence of the L 2 based functional (see Section 3). Note that we impose the same weight as the one in [27] on the least-squares functional to get desired numerical results.
This paper is organized as follows. In Section 2, we present the first-order optimality system from the given constrained optimal control problem using the Lagrange multiplier rule; in Section 3, two types of first-order systems least-squares functionals are defined and then the existence and uniqueness of the solutions are shown. In Section 4, optimal discretization error estimates in the H 1 norm are proved. Some numerical results are presented for a simple example in Section 5. Finally, concluding remarks are added in Section 6.
Coupled first-order system formulations
In this paper, the standard Sobolev space notation is used; H s (Ω) with their associated inner products (·,·) s and norms · s ,s ≥ 0 will be used. For example, H 0 (Ω) is the usual L 2 (Ω) with the norm · 0 = · and inner product (·,·). The L 2 0 (Ω) is the subspace of all square integrable functions with zero mean. The space H −1 (Ω) denotes the dual of
Finally, the standard div space H(div;Ω) and curl space H(curl;Ω) will be used (see [1, 17] ).
For first-order formulations, we use velocity-velocity gradient-pressure formulation in [12] by introducing the state velocity flux variable U = ∇u t = (∇u 1 ,··· ,∇u n ). Then the system (1.2) and (1.4) may be the following minimization problem: minimize the objective functional
where |·| 1 denotes the H 1 (Ω) seminorm. By introducing the Lagrange multipliers v,V and q, the constrained optimization problem (2.1) and (2.2) may be converted as the following equivalent coupled system (see [13] ):
and
We can get rid of the control f from the state system in (2.3) by the relation of the control and the adjoint variable in (2.4). Following the results in [12] , we obtain the extended optimality system for (2.3) and (2.4):
with u = v = 0, n×U = n×V = 0 on ∂Ω and
Remark 2.1. As a more general case, one can regard the nonhomogeneous velocity boundary condition problem:
where g ∈ [H 1/2 (Γ)] n such that Γ g·n ds = 0. It is well known that if w is the solution of Stokes equations (2.7) then it can be expressed as w=u 0 +u (see [17] ), where u∈[H 1 0 (Ω)] n is the velocity solution of (1.2) with f+ν∆u 0 in a forcing term and
Then, the minimizing objective functional and the state system will be
and 
In this sense, it is enough to consider a homogeneous velocity boundary condition for our optimal control problem.
Norm equivalences of first-order least-squares functionals
In this section we consider two types of least-squares functionals using different norms, one of which employs H −1 -L 2 norms based on the system (2.3) and the other of which employs only L 2 norms for (2.5). The weight ν 2 will be given for the residuals of state flux variable U and ∇u t and for the residual for the state continuity equation ∇·u as suggested in [12] . Accordingly, the weight 1 σ 2 is used to adjoint system for balancing the weights between the residuals from the state and adjoint systems (see [27] ). In this sense, the first least-squares functional is defined for the system (2.3) as
and the second functional for the extended system (2.5) is defined as
For the proof of a product H 1 norm equivalence of the L 2 functional, we first show the coercivity of the L 1 functional in a product L 2 -H 1 norm as a vehicle. Then we show the existence of solution minimizing the quadratic functionals L 2 (U,u, p,V,v,q;û) over the proper solution spaces W ×W, which will be defined later. In other words, we want to
Proof. Since one may modify the proof of Lemma 3.1 in [27] , we omit the proof.
For convenience, we denote M 1 and M 2 as the following norms:
In order to show the existence and uniqueness of the solution for (3.1), we show the equivalence of M 2 and L 2 , where the equivalence on this norm is dependent on the viscosity ν and the penalty parameter σ. In order to provide such validity of equivalence, we need to define the proper solution spaces
,
From now on, we assume that the penalty parameter σ is in the range 0 < σ ≤ 1 because the small values of σ are required for good control (see Section 5 ). The following theorem shows the equivalence of M 1 and L 1 . 
Proof. One may easily show the upper bound using the triangle, Cauchy-Schwarz inequalities and definition of H −1 norm. Also, by modifying the proof of Theorem 3.1 in [12] , one may have
Combining Lemma 3.1 and (3.5) yields the low bound of (3.4) with a positive constant C 1 dependent on ν and σ.
For the norm equivalence of L 2 (U,u, p,V,v,q;0) with M 2 (U,u, p,V,v,q), we need to establish the H 2 -regularity estimates of the following coupled equations:
in Ω,
For uncoupled Stokes-like equations, its H 2 -regularity was provided in [21] by appealing ADN theory (see [2] ). Now, in Appendix we provide the H 2 -regularity of (3.6) for a reader's purpose. 
where C r depends on ν,σ and Ω.
Proof. See Appendix 6.
We summarize some results from [17] for the next theorem. The following inequalities are from Theorems 3.7-3.9 and Lemmas 3.2, 3.6 in [17] , respectively. Assume that the domain Ω is a bounded convex polyhedron or has C 1,1 boundary. Then for any vector v in either
If, in addition, the domain is simply connected, then
Now it is ready to prove the norm equivalence for the least-squares functional L 2 with the norm M 2 . 
Proof. The upper bound in (3.10) is straightforward from the triangle and Cauchy-Schwarz inequalities.
From the inequality (3.8) and the standard Poincaré-Friedrichs inequality, we have
It thus suffices to show that
If (3.11) is satisfied for simply connected Ω, then, by the similar arguments in the proof of Theorem 3.7 in [17] , it is also satisfied for Ω whose boundary ∂Ω is C 1,1 . Hence it is enough to assume that the domain Ω is simply connected with connected boundary. Also we will prove (3.11) only for three dimensional case because its proof can be reduced to two dimensional case. Since U and V are in V 0 , there exist r, w, Φ and Ψ satisfying Corollary 3.4 in [17] such that U = ∇r t +∇×Φ, and U+V = ∇w t +∇×Ψ, (3.12) with ∆r = (∇·U) t and ∆(w−r) = (∇·V) t .
By taking the curl of both sides of decomposition (3.12), it is easy to see that
Hence, 
The inequalities (3.14), (3.15) and (3.16) are from (3.7), Lemma 3.1 and Lemma 3.2 in [12] respectively. The equality (3.17) is from (3.13). Using triangle inequality, we have
Using Poincaré-Friedrichs inequality and (3.12), it follows that
Then applying triangle inequality and (3.9) to the right hand side of (3.18) with ∇×Ψ, and using (3.13), we have
This proves (3.11) for simply connected Ω. Hence, we have the conclusion.
Finite element approximations
For the finite element approximation, let T h be a partition of the Ω into finite elements with h=max{diam(K) : K ∈T h }. Assume that the triangulation T h is a quasi-uniform, i.e., it is regular and satisfies the inverse assumption (see [11] ). Let W h := V h ×U h ×Q h be a finite dimensional subspace of W with the following approximation properties : for any
For convenience, let the state variables and adjoint variables be Φ:={U,u, p}∈W and Λ:={V,v,q}∈W , respectively. Then, the variational problem equivalent to (3.1) is to find (Φ,Λ) ∈ W ×W such that
where A((Φ,Λ),(Φ,Λ))
The corresponding finite element discretization of (4.4) is to find
Then, the established ellipticity and continuity in a product H 1 norm may yield the following optimal discretization error estimates in the finite element space W h ×W h . 
Proof. Theorem 3.2, the orthogonality of the error (Φ−Φ h ,Λ−Λ h ) to W h ×W h with respect to the bilinear form A(·,·), and the Cauchy-Schwarz inequality imply (4.6). 
Proof. It can be induced by Proposition 4.1 and the approximation properties (4.1)-(4.3).
Numerical experimentations
For numerical implementations corresponding to bilinear form (4.5), we take the unit square Ω := (0,1)×(0,1) ⊂ R 2 as a computational domain. We use the single approximating space of continuous piecewise linear functions on a triangulations T h with mesh size h for the approximations of all unknowns to represent the matrix corresponding to (4.5). Let W h := V h ×U h ×Q h be such a finite element space. Let us choose bases {V j (x)} 4J j=1 , {U j (x)} 2J j=1 , and {Q j (x)} J j=1 for V h , U h and Q h , respectively, so that one may have
, and {q j } J j=1 that are determined by solving (5.1). Hence the discrete problem has a matrix equation,
where
We note that the matrix in (5.1) from L 2 functional is symmetric and positive definite. The positivity is dependent on the viscosity ν and the penalty parameter σ. The implementation of a model problem shows the given target velocityû and the velocity flux ∇û t can be reached by the finite element solution u h and U h , respectively, as h → 0. Also, to show the role of the penalty parameter σ, we report the L 2 errors between the target statesû, ∇û t and the controlled states u h , U h as σ → 0.
Since the product H 1 -norm equivalence of L 2 -functional is shown in Theorem 3.2, it is possible to use the multigrid V-cycle preconditioner to solve the linear system (5.1). For terminating the V(1,1)-cycle with the Gauss-Seidel smoothing iteration, the relative residual tolerance R m / R 0 <ǫ:=10 −5 is used with maximum iteration 300, where R m is the m th residual of the system (5.1). For the linear system (5.1), the five-points Gaussian quadrature is used on each triangle for all integrals of g ℓ (ℓ = 1,2) and set to be zeros as the initial state variables and the adjoint variables for our computations. As a target state, we take the example in [16] asû(x,y) = (û 1 (x,y),û 2 (x,y)), wherê
with φ(z) = (1−cos(3πz))(1−z) 2 . With this divergence freeû, we examine L 2 errors between the finite element solutions U h , u h and the target variables ∇û t ,û respectively, varying the penalty parameter σ for fixed ν = 1. The penalty parameter is taken as σ ≤ 1 because small value of σ yields a good control result (see [13, 16, 27] ).
To show the effects of σ as σ → 0, we report the L 2 errors between the target variables and the controlled variables, and the L 2 norm of control f h with the value of the functional J (U h ,f h ) for the target velocity (5.2). Table 1 shows the L 2 errors between the target variables (flux and velocity) and approximated controlled variables, respectively plus with the L 2 norm of control f. In Table 1 , the values of corresponding objective functional are presented with mesh size h = 1/32 or h = 1/64. We can see the distances U h −∇û t , u h −û and the values of objective functional are all decreasing and the magnitude of control f h is increasing as σ → 0. Also, in Table 1 , it is observed that the L 2 distances of fluxes are always lager than the ones of velocities as predicted by (1.3). behaviors of target velocity and controlled velocities when σ = 1,0.1,0.01,0.001. In these table and figure, we see that the controlled velocity and the controlled flux converge to the target velocity and the target flux, respectively, as σ → 0.
In Fig. 2 , it is presented that the elements of the target flux and the elements of the controlled flux U 11 ,U 21 ,U 12 and U 22 when σ = 1,0.1,0.01,0.001. To compare the flux solutions in Fig. 2 , sectional each flux element is plotted in the same figure for different σ and fixed x-axis (x = 0.25) in Fig. 3 . In these figures, we can see the velocity flux is also controlled well for small σ values. Table 2 exhibits the values U h −∇û t and u h −û when σ = 10 −5 as mesh size h is decreasing. Through the values of Table 2 , we may say that U h and u h are controlled well for small σ and h. Note that in Table 2 , the convergence rates are like O(h 2 ) for σ = 10 −5 . 1.9550e−3 1.9 5.3648e−4 1.9
Concluding remarks
The FOSLS finite element approach for an optimal control problem governed by the Stokes flows is discussed. The objective functional we consider has H 1 seminorm dis-tance in the velocity control term. After reformulating the system to a first-order constrained optimal control problem, we have the first-order optimality system using the Lagrange multiplier rule. We impose some weights presented in [27] on least-squares functional and then show the main least-squares functional is equivalent to H 1 product norms. We obtain that the discrete algebraic system induced from L 2 norm based functional is symmetric and positive definite. As a computational result, we observed the velocity flux and the velocity which are controlled as σ → 0.
Appendix: Proof of regularity estimates (3.7)
The ADN theory [2] can be used to prove estimates for the coupled optimality equations (3.6) defined on a domain Ω prescribed. The proof is almost the same as the one in [27] so that we provide a concise proof in this section. First, we define the uniform ellipticity of the systems (3.6) following ADN [2] and introduce the conditions that are necessary for the a priori estimates of [2] to hold.
Proof. We provide n = 3 dimensional case. Let l = {l ij }, for 1 ≤ i, j ≤ 2n+2 and B = {B µj }, for 1≤ µ ≤2n, 1≤ j ≤2n+2 denote the differential operator and boundary operator corresponding to (3.6). Then we have
where δ µj is the Kroneker delta. Following the developments and notations in [2] , we assign a system of integer indices {s i },s i ≤ 0, for the equations and {t j }, t j ≥ 0, for the unknown functions. Then, for the system (3.6), we choose Sobolev norms based on the scales
for the equations and
for the variables. Next, the principal part l ′ (∂) of the interior operator l(∂) can be chosen by taking any term (i,j) whose order is (s i +t j ) as From now on, we may assume that n = (0,0,1) and τ = (a,b,0), where a, b are arbitrary constants satisfying a 2 +b 2 = 1. Note that ξ = τ +γn = (a,b,γ). where j = 0,3 has all zero coefficients C 1 = C 2 = C 3 = C 4 = C 5 = C 6 = 0 for the row independency of the matrix in (A.1) where A 1 is a polynomial for γ. By straightforward calculations, this can be easily verified. Applying Theorem 10.5 and following remark in [2] , we have (3.7).
