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Abstract
This thesis discusses the production of the multi-strange, charged Ξ and Ω baryons
in proton–lead (p–Pb) collisions at a centre-of-mass energy of 5.02 TeV. The trans-
verse momentum, pT, distributions are analysed as a function of event multiplic-
ity. A hydrodynamical model based on statistical physics reproduces the shapes of
the multi-strange pT spectra, in conjunction with the spectra of lighter hadrons, in
high multiplicity data. The good agreement is an indication of collective behaviour
by all particles inside a system in thermal equilibrium, consistent with the picture
of the build–up of a radially outward expansion due to an initially dense medium.
These results are reminiscent of the observations made in lead–lead (Pb–Pb) colli-
sions, which are explained by the formation of a Quark-Gluon Plasma. In addition,
the pT–integrated yields of the hyperons are reported on, revealing a steady increase
as a function of multiplicity. An enhancement with respect to non-strange hadrons
is observed, and the Ξ/pi and Ω/pi ratios in high multiplicity p–Pb data approach
those measured in central Pb–Pb collisions. The Ξ/pi ratio is comparable with the
calculations from a thermal model for strangeness saturation, whereas the Ω/pi ratio
deviates from that value by 2σ.
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Chapter 1
Introduction
Matter at its most fundamental level is made up of electrons and nucleons - protons
and neutrons - which themselves are bound by the interactions of elementary quarks
and gluons. These interactions take place via the strongest of the four forces of na-
ture: the strong nuclear force. At CERN in Geneva, Switzerland, ALICE [3], A Large
Ion Collider Experiment of the Large Hadron Collider (LHC) [4] was designed and
constructed in order to study the properties of that force. Heavy nuclei, such as lead
(Pb) ions are collided at ultra-relativistic speeds in order to create the densest and
hottest conditions of matter ever attempted in a laboratory. In fact, temperatures
as high as 105 times the temperature at the centre of the sun can be achieved in
such collisions, and this within a small volume with a radius of the order of only ten
femtometres (fm). There is conclusive evidence that under such extreme conditions,
matter exists in a state of a Quark-Gluon Plasma (QGP), in which the temperature
and density are so large that quarks and gluons can no longer be perceived as being
bound to one particular hadron [5]. In fact, the notion of a hadron is meaningless
in such a plasma. The study of such plasmas has some importance for cosmology,
too. During the very first microseconds after the Big Bang, the universe is thought
to have borne the extreme density and temperature conditions of a QGP, before a
phase transition to a hadron gas took place, analogous to the phase transition of an
electromagnetic plasma - in which nucleons and electrons were unable to form - to a
3
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state of bound atoms some 300-400 thousand years later. It has also been suggested
that QGPs may exist at the core of the densest visible objects in the universe: neu-
tron stars [6].
The study of QGP properties with the ALICE experiment is the subject of this thesis.
It concerns the measurement of the production of particles containing one particular
quark: the strange quark. As will be discussed later, the production of this quark
is very sensitive to the presence of a QGP, making this type of measurement an
important probe of the plasma. The measurements reported here were performed in
collisions between protons and Pb ions (p–Pb collisions) and are useful in comparative
studies with measurements of the same observables in proton–proton (pp) and Pb–
Pb collisions. Before discussing the concepts of heavy-ion physics, it is important to
introduce essential concepts of quantum chromodynamics (QCD), the most successful
theory in describing the strong nuclear force, and which makes predictions for the
conditions of a QGP.
1.1 Quantum Chromodynamics
QCD is the theory that describes the strong nuclear force, responsible for the interac-
tions between quarks, the particles that were proposed by Gell-Mann [7] and Zweig [8]
independently in 1964 in a theoretical framework that could explain the existence of
the hadronic states discovered over the preceding decades. Today, there are six known
quarks, ranging from lightest to heaviest, the up(u), down(d), strange(s), charm(c),
bottom(b) and the top(t) quark. Several parallels can be drawn between QCD and
the successful theory for electromagnetism - quantum electrodynamics (QED). For
instance, in QED the photon is a massless boson of spin-1, which mediates the force
between two electric charges. In the strong force, the analogy of the electric charge,
is the so-called colour charge. The boson which mediates the interaction between
two colour-charged quarks q (and antiquarks q) is the gluon, also a massless spin-1
4
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boson. The exchange of gluons ensures that quarks are bound together in hadronic
states, which may be mesons - composed out of a qq pair - or baryons - made up of
three quarks. As such, quarks must carry partial electric charges: the up, charm and
top quarks carry 2/3 of one unit of an electric charge (e), and the down, strange and
bottom quarks carry -1/3e.
1.1.1 Colour charge
Quarks, with spin 1/2, are fermions, i.e. particles with half-integer spin, and as such
obey the Pauli exclusion principle, which states that no two fermions can occupy
the same quantum state. The same must therefore be true for baryons. It can be
shown that fermionic states must be described by antisymmetric wavefunctions if they
are to follow the Pauli principle [9]. It becomes clear, that for baryons such as the
∆++(uuu) or the Ω−(sss), this condition can only be satisfied if there is an additional
quantum number inherent to the constituent quarks, since the spin, spatial and flavour
wavefunctions of these baryonic states are symmetric under quark exchange. To solve
this, Oscar W. Greenberg postulated the existence of a colour charge for quarks and
gluons in 1964 [10]. This property is analogous to the electric charge in QED, with
the difference that also the force mediators, gluons, carry colour, unlike photons in
QED. There are three colour charges - called red, green and blue - and all hadrons
must be colour neutral, or colour singlets. Colourless particles are defined as (rgb) or
(rgb) combinations for baryons or colour-anticolour pairs for mesons. This condition
keeps quarks confined inside their hadrons. Gluons, on the other hand, carry colour
charge, in one of eight possible combinations:
rb, br, rg, bg, rg, bg,
1√
2
(bb− rr), 1√
6
(rr + bb− 2gg) . (1.1)
Colour can thus be exchanged between quarks and gluons, which is one of the main
differences with QED, where photons do not carry electric charge.
5
1.1. QUANTUM CHROMODYNAMICS
The number of three colour charges has been backed experimentally, for instance in
measurements of the ratio of hadronic to leptonic production cross–section in e+e−
interactions, a value which is dependent on the total number of degrees of freedom
available to each process, and hence to the number of colour charges [11].
1.1.2 Confinement
In contrast to the electromagnetic force, which decreases with increasing separation
between two charged particles, the potential energy of the strong force increases
linearly with distance. As a result, the further one tries to separate two quarks, the
stronger they are pulled back together to their hadronic state. This is why the strong
nuclear force is short-range, as opposed to the electromagnetic force. In fact, free
quarks cannot be observed experimentally. The energy one would need to supply to
separate two quarks would be sufficient to create a new quark-antiquark pair. This
characteristic of QCD, called confinement, is manifested experimentally in back-to-
back di-jet observations in high energy physics detectors. A jet is a shower of a group
of roughly collimated hadrons, supposedly originating from one quark (or gluon). A
di-jet forms when two quarks are separated sufficiently by the energy released in a
high-energy collision, that new quarks would emerge as a result of it, giving rise to
the formation of a bunch of hadrons in the detector.
1.1.3 Asymptotic freedom
In QED, an electric field generated by a static charge, such as an electron, is subject
to a smearing effect as the charge is screened by the presence of a cloud of electron-
positron pairs generated by the vacuum fluctuations according to the Heisenberg
uncertainty principle. The electric field polarises those pairs, such that the positron
of one pair is always closer to the static electron. As a result, the field experienced by
a second charge is reduced the further away it is from the source. The electromagnetic
coupling constant α decreases with increasing distance to reach the asymptotic value
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of 1/137 at infinity.
In QCD, this effect is cancelled due to the fact that gluons, unlike photons, carry
charge, and thus actually increase the field at larger distances. The gluons carry
away colour charge from the source quark, and as a result the coupling constant
(αs) is reduced for short-range interactions. Due to this screening and anti-screening
effects, α and αs are running coupling constant. In leading order perturbative QCD,
the strong coupling constant is be expressed as:
αs =
12pi
(33− 2nf )log
(
Q2
Λ2QCD
) , (1.2)
where nf is the number of quark flavours in nature [12]. Q is the momentum trans-
ferred between the two particles engaging in a strong interaction, which is inversely
related to the distance between the two. In a strongly interacting medium, while the
momentum transfer is linked to the temperature of the system, the quark separation
can be associated to its density. The ΛQCD term is called the QCD scaling constant,
and determines the threshold above which the above equation for the coupling con-
stant is applicable. Indeed, αs diverges to infinity for small values of Q.
Through the cross-sections of several processes in high-energy collisions, the running
coupling constant can be measured experimentally as a function of Q2. Figure 1.1
shows a summary of several measurements performed in different experiments for a
large range of momentum transfer. From such data, it is possible to extract a value
for the ΛQCD constant, which is found to lie around 0.2 GeV [13], corresponding to
a distance of the order of 1 fm. For large momentum transfers (Q2 >> Λ2), αs de-
creases and eventually vanishes, as can be deduced from equation 1.2 and observed
in Figure 1.1. This vanishing of the coupling constant is referred to as asymptotic
freedom.
The reduction of the strong coupling constant to the asymptotic freedom limit in-
dicates, that in a hot medium, the strong force between two quarks will eventually
7
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Figure 1.1: The strong coupling constant as a function of momentum transfer as
measured by the CMS experiment [14] and by several previous experiments [15].
be so weak that quarks and gluons become free and do not belong to a hadron in
particular any more. Hadrons cannot form under such extreme conditions, and the
system finds itself in a Quark-Gluon Plasma.
1.1.4 The strong force potential
According to the above considerations of the strong nuclear force, the behaviour of
the QCD potential (VQCD) is dependent on the range of the interaction concerned.
At large quark separations, the potential of the strong force is described by non-
perturbative calculations, such as lattice QCD (see the coming section 1.1.5). At
distances beyond ∼1 fm, VQCD can be observed to follow a linear behaviour as a
function of r:
VQCD = kr , (1.3)
where the constant k is roughly equal to 1 GeV/fm [16]. This tension reflects the
confined nature of hadrons which causes the attractive force to increase the further
apart quarks are from each other, thus keeping them bound together. For very low
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quark distances (below 0.1 fm), the strong potential is described in a Coulomb-like
form as follows:
VQCD = −4αS
3r
. (1.4)
This equation suggests that the potential gets stronger as colour charges approach.
However, since this description is valid in the perturbative regime of approaching
asymptotic freedom, the running coupling constant will weaken the strong interac-
tions. Therefore in a system of strongly interacting particles, de-confinement can
take place at temperatures lower than required to reach asymptotic freedom. In a
sufficiently hot and dense medium, the close proximity of polarised colour charges in
a QGP causes a so-called Debye screening to the field of one point charge. The QCD
potential can be rewritten as follows, in order to take into account that effect:
VQCD = −4αS
3r
e−r/λD , (1.5)
where λD is the Debye screening length. This length decreases with increasing tem-
perature, and as it becomes comparable to the size of a particular hadronic radius, the
binding force between the quarks that would hold that hadron together, is smeared
by the presence of a large number of nearby colour charges to the point that the
hadron ceases to be able to form [17]. The partons - quarks and gluons - continue to
interact strongly but do not belong to one particular hadronic state.
1.1.5 Lattice QCD
Lattice QCD is an approach to make calculations of strong processes [18, 19], based
on a 4D discretisation of the QCD Lagrangian, the formula which expresses the
dynamics of quarks and gluons, onto a grid of three spatial dimensions (N3S) and one
time dimension (Nt). The volume (V ) and temperature (T ) quantities are directly
linked to the lattice point separation a:
V = (Nsa)
3 and T−1 = Nta . (1.6)
9
1.1. QUANTUM CHROMODYNAMICS
A baryon chemical potential µB is also introduced, in order to make predictions for
heavy-ion collision experiments, where the Quark-Gluon Plasma differs from that of
the early universe by the fact that µB is non-zero, since the initial baryon quantum
number in a collision between two ions is finite. However, at the LHC, µB is ap-
proximately zero for particles in the central rapidity region, characterised by small
longitudinal momenta.
Figure 1.2 shows the energy density () divided by T 4 as a function of temperature
as calculated by lattice QCD for three different quark mass assumptions: 2 and 3
massless quarks, and 2 massless plus 1 massive quark. A sharp increase on the energy
density can be observed at a critical temperature of about Tcr = 170 MeV. This value
is the predicted temperature for a QCD phase transition from hadronic matter to a
medium of de-confined quarks and gluons. Lattice calculations predict the QGP to
behave like an ideal gas in the high-temperature, or asymptotic, limit [20]. The value
of the energy density at that limit, also indicated in the figure, is not reached for
temperatures of up to 700 MeV.
Figure 1.3 is an illustration of the QCD phase diagram [19], plotted as temperature
versus baryon chemical potential, according to phenomenological theoretical models
and lattice QCD. At zero µB, the phase transition from a hadron gas to a QGP occurs
at the critical value of 170 MeV. As µB increases, the temperature for the phase
transition drops, following a curve of constant energy density of around 1 GeV/fm3.
The diagram also shows the phase transition of cold nuclear matter, such as is found
at the core of atomic nuclei, from a liquid to a gaseous state at µB just under 1 and
at a temperature of 7.5 MeV (∼8.7×1010K). Near the hadron gas–QGP transition,
lattice QCD calculations are applicable for µb <1. These calculations indicate that
the transition, in the early universe, as well as in heavy-ion collision experiments, is
a progressive crossover, not characterised by a latent heat, such as in the case of the
10
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Figure 1.2: The energy density-temperature relation according to lattice QCD calcu-
lations. A critical temperature for a phase transition occurs at Tcr=170 MeV. The
ideal gas SB/T
4 at the high-temperature limit is also indicated [21]
solid-to-liquid transition, nor by a sharp transition with a critical temperature, such
as the loss of permanent magnetisation in a ferromagnet.
1.1.6 Chiral symmetry
In a Quark-Gluon Plasma, the masses of the de-confined quarks are reduced as they
take the values of their bare masses as opposed to their constituent masses they have
when bound to a hadron. This decrease in mass represents roughly a hundred-fold
drop in mass for up and down quarks and a five-fold decrease for the strange quark. In
QCD, this drop in mass is associated to the existence of a so-called chiral symmetry,
which is held at the limit of massless quarks [22]. Since it is known that quarks have
non-zero masses, this symmetry is only partially restored in a plasma. This partial
restoration of the chiral symmetry favours the production of second generation quarks
(strange and charm) in high energy experiments, due to a considerable lowering of
the energy threshold for thermal quark production in a hot medium [23].
11
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Figure 1.3: The QCD phase diagram.
Structure of the thesis
Having introduced some key concepts of the theory of the strong nuclear force, the
remainder of this thesis is structured as follows: Chapter 2 will focus on the main
experimental notions in heavy-ion physics, and provide an introduction to the Sta-
tistical Hadronisation Model for the description of the hadron distributions in high
energy collisions. Strangeness production, being the scope of later chapters, will be
given the main attention. Chapter 3 introduces the ALICE experiment of the Large
Hadron Collider, describing some of the most relevant detector components for the
physics analysis which leads to the measurement of the charged Ξ and Ω hadrons in
p–Pb collisions as a function of event charged-particle multiplicity. This is the focus
of Chapter 4, while Chapter 5 provides a detailed discussion of these measurements,
comparing it to statistical models and to previous measurements in other collision
systems (pp and Pb–Pb). Finally, a summary of that discussion is given in Chapter
6.
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Chapter 2
Heavy Ion Physics
This chapter outlines the key concepts of heavy-ion physics in high energy collision
experiments. Such collisions provide the necessary conditions for the formation of
a Quark-Gluon Plasma (QGP). Several experimental observables, sensitive to the
evolution of the system after the nuclear collisions, reveal important information
about the properties of the QGP. An overview of these will be given in the first part
of the chapter. Among such observables is the production rate of strange hadrons.
Owing to the high temperatures of the QGP and the accessible mass of the bare
strange quark, thermal production of such quarks is favoured, resulting in an overall
enhancement of strangeness. This effect is the subject of the analysis presented in
later chapters. Therefore, the second part of this chapter will provide a theoretical
background of models based on statistical physics that attempt to predict the relative
production rates of strange particles. Finally, proton–lead collisions are put into
context, given that the study of strangeness of this thesis was conducted on such
data.
2.1 Space-time evolution of a heavy-ion collision
The study of the Quark-Gluon Plasma in the laboratory can be achieved in collisions
between heavy ions (A–A), where heavy nuclei (Au or Pb) are smashed against each
13
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other at relativistic speeds. The interaction between such heavy nuclei causes hun-
dreds of nucleon–nucleon interactions, resulting in a large amount of energy release
in a very small time scale. The emerging partons thermalise within a time interval
(τ0) of less than 1 fm/c and a plasma is formed if the energy density of the system
is above the critical density of about 1 GeV/fm3. The strongly interacting partons
cause large pressure gradients against the surrounding vacuum, causing the system
to expand and cool in the process. After a time period no longer than around 15
fm/c, the critical temperature Tc for a phase transition to a hadron gas is reached.
At this time, partons stop being de-confined and hadronisation takes place. Soon
after, inelastic collisions between the hadrons also cease and a chemical freeze-out
occurs. The relative abundances of the different hadrons will remain unaltered until
they reach the surrounding detector. During that stage, elastic collisions can still
take place while the hadronic gas continues to expand and cool. Finally, the mean
free path of the hadrons becomes too large and the system reaches kinetic freeze-out.
The particle momenta suffer no more modifications and are eventually measured by
the detector. The evolution of heavy-ion collisions just described is sketched in the
diagram of Figure 2.1 [19].
2.2 Experimental observables
The previous section introduced the presumed succeeding stages in heavy-ion colli-
sions. This evolution can be studied and characterised by the measurement of several
experimental observables, which this section gives an overview of. These observables
can be grouped into two categories, one related to soft, low-momentum processes,
which constitute the bulk of the system and allow the study of thermodynamic prop-
erties, and another concerning the hard processes, originating in jets, high-momentum
partons that produce a shower of hadrons in the detector.
The measurement of strangeness production in high energy collisions, the subject
of the work presented in this thesis, counts as one of the so-called QGP signatures.
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Figure 2.1: Space and time evolution of a heavy ion collision. The critical Tc, chemical
freeze-out Tch and kinetic freeze-out temperatures Tk are annotated. (Figure taken
from [24])
Based on the relative hadron yields, theoretical models can be used to infer the pres-
ence of a partonic de-confined phase in thermal equilibrium in heavy-ion collisions. It
falls under the category of soft physics. The observation of hard processes also plays
an important role in determining the properties of the QGP. Theoretical predictions
are made on how high-momentum particles are suppressed by the interaction with the
plasma medium, with respect to a system where no de-confined phase occurs. There-
fore, for these observables, as indeed for all other QGP observables, it is essential to
make comparative studies between measurements made in different collision systems.
Such studies search for differences between observations in heavy-ion collisions, e.g.
Pb–Pb, and non-nuclear collisions, e.g. pp, which may suggest the presence of a QGP.
Traditionally, pp collisions are used as a reference, in which no plasma is expected to
be created, although as will be seen later, the formation of plasmas are not excluded
and may even be likely in systems of particle multiplicities above average.
The following is a review of several of the experimental observables dealt with in
heavy-ion physics. First, attention is given to the experimental concepts related to
15
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strangeness production, before hydrodynamic observables, such as collective radial
and elliptic flow are described. Then, this section turns to the relevance of the mea-
surements of suppression of jets, before addressing the phenomenon of suppression of
charmonium states in heavy-ion collisions. Finally, it is also explained how resonance
measurements can provide information about the hadronic phase of the system af-
ter hadronisation has taken place. In each case, references are made to the already
conducted experimental measurements.
2.2.1 Strangeness Enhancement
The production of strange particles in high energy collisions is one of the important
observables for the characterisation of the QGP medium. The idea that strange
hadrons will be produced in different abundances depending on whether they originate
from a de-confined state or not, was first discussed by Johann Rafelski and Berndt
Mu¨ller in [25]. Using QCD principles, they showed that if there is a Quark-Gluon
Plasma formation, strangeness production in experimental collisions will be enhanced
with respect to the cases where no de-confined state of matter occurs.
In order to understand the effect of a plasma on strangeness production, it is useful
to consider the production of strange hadrons in a non-QGP environment. Such sys-
tems are most likely present in pp collisions, especially in low-multiplicity events. In
such interactions no net strangeness is present in the colliding particles. As a result,
strange particles have to be produced only from secondary partonic interactions. The
energy threshold is raised by the strangeness conservation law, due to which hyperons
and anti-hyperons must be created in equal amounts. The lowest energy threshold
for strange hadron production is around Eth = 3.4 GeV, for the pp→ppK+K− pro-
cess. Lighter hadrons, composed of u and d quarks, need lower thresholds and are
consequently produced more abundantly.
This picture changes with the presence of a state of de-confined quarks and gluons,
such as in central Pb–Pb collisions. Due to the partial restoration of the chiral symme-
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try, the strange quark acquires its bare mass of 95±5 MeV [26] in the plasma, instead
of the much higher constituent value, which phenomenological calculations place at
483 MeV [27]. The energy threshold for the production of ss¯ pairs is therefore only
around 100 MeV. In case this value is attained in the plasma, thermal production
of ss¯ pairs is uninhibited. Figure 2.2 shows lowest order Feynman diagrams for the
thermal generation of s-quark pairs, through quark fusion qq¯ → ss¯ and gluon fusion
gg → ss¯. Calculations show that the latter reaction dominates by up to a factor of
10 [28].
Figure 2.2: Lowest order Feynman diagrams showing the thermal production pro-
cesses of ss¯ pairs, via quark (left) and gluon fusion (middle and right).
Johann Rafelski and Berndt Muller were the first to predict this behaviour [25]. In
their work, they also calculated the timescale for the saturation (τs) of strangeness
production in a QGP, a state of equilibrium established when the production and
annihilation rates of strange quark pairs match each other. It is not exactly known
how hot the QGP medium gets at the LHC, although experimental measurements of
direct photons, to be discussed in section 2.2.5, suggest that the QGP temperature is,
on average, above 300 MeV. According to perturbative calculations of the relaxation
time as a function of the temperature of the QGP, shown in Figure 2.3, the τs lies
at around 3 fm/c for that temperature. The bigger the volume of the plasma, the
longer-lived it is and therefore the more likely it is to equilibrate strangeness.
Experimentally, the enhancement of strangeness production is measured by comparing
the relative production of hyperons in A–A, where QGPs form, relative to pp collisions
17
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Figure 2.3: The relaxation time for strangeness saturation in a Quark-Gluon Plasma
as a function of temperature. This is obtained from the ratio of the equilibrium
density to the rate of the thermal production of strangeness [29]. The two solid
lines [25] and the dashed line were obtained for different assumptions on the strong
coupling constant αs. The vertical lines represent the uncertainties, which are mainly
due to the uncertainty on the mass of the strange quark.
and by normalising by the average number of participating nucleons (Npart) in the
former collisions:
E =
Y AAh
< Npart > Y
pp
h
, (2.1)
where Yh is the yield of the hyperon defined as the number of particles produced.
From the equation above, it can be expected that in the case where no strangeness
enhancement occurs (E=1), the production of strangeness in nucleus–nucleus colli-
sions scales with Npart. As the collisions between the nuclei become more central,
thereby involving more nucleons, the system is expected to be bigger and more con-
ducive to the formation of a QGP, in which case the strange particle yields should go
up considerably. A different way of expressing this enhancement is by comparing the
yields of strange hadrons to those of pions (Y AApi ), in other words by measuring the
hyperon-to-pion ratio. This is a equivalent to equation 2.1, assuming the pion yield
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scales with Npart:
E =
Y AAh /Y
AA
pi
Y pph /Y
pp
pi
. (2.2)
In the case of strangeness having fully equilibrated with the system, presumably in a
partonic phase of de-confinement, the hyperon-to-pion ratio takes a maximum value.
That value can be predicted using a statistical physics approach for the hadronic
yields, as will be discussed in the theoretical part of this chapter.
The enhancement of strange particles is particle-dependent. In environments of low
strange quark density, it is for instance easier to form a Λ, than it is to form a Ξ−
or even a Ω−, as the former only has one constituent strange quark. Hence, the yield
of the Λ will deviate less from its equilibrium value, and its enhancement is smaller,
as the strange quark density goes up. Strangeness enhancement therefore follows a
hierarchy dependent on the strangeness quantum number of the hyperon:
E(Λ(uds)) < E(Ξ
−
(dss)) < E(Ω
−
(sss)) . (2.3)
2.2.1.1 Experimental review
Measurements of enhanced strangeness production in heavy-ion collisions were re-
ported by the fixed-target WA85, WA94 and WA97 experiments at the CERN Super
Proton Synchrotron (SPS) in sulphur-tungsten (S–W), sulphur-sulphur (S–S) at 200
A GeV/c and Pb–Pb collisions at 158 A GeV/c per beam [30, 31, 32]. The results
from these collaborations showed that the production of Λ, Λ¯, Ξ± and Ω± in heavy ion
collisions was larger than in p–W, p–S and p–Pb collisions, more so than if the pro-
duction scaled simply with 〈Npart〉. The Ω− hyperon, which experienced the largest
increase in production, were found to be enhanced by about ten times more than
with 〈Npart〉 scaling, and the first observations of a hierarchy of this phenomenon
dependent on the strange quantum number of the particle was made. At the same
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momentum per beam nucleon, the NA49 experiment observed the same phenomenon
for Λ, Λ¯[33] and Ξ±[34].
The STAR (Solenoid Tracker at RHIC) experiment at the Relativistic Heavy-Ion
Collider (RHIC) in Brookhaven observed a relative increase in the production of
strangeness in Au–Au collisions with respect to pp at
√
sNN=200 GeV of a factor of
around 3, 5, and 10 for Λ, Ξ− and (Ω− + Ω
+
) hyperons, respectively [35]. Finally, in
2013, ALICE published its own measurements of the multi-strange hadrons in Pb-Pb
collisions at
√
sNN = 2.76 TeV [35]. As can be seen in Figure 2.4, the relative increase
of the hyperon-to-pion ratio from pp to Pb–Pb collisions is of 1.5–1.6 for Ξ− and of
about a factor 3 for Ω−. Furthermore, the ratios obtained in the 60% most central Pb–
Pb collisions (four data points with highest 〈Npart〉) appear to be constant for both
Ξ± and Ω±, in agreement with indications from RHIC of the presence of an onset
of the strangeness saturation being reached already in non-central A–A collisions,
starting at 〈Npart〉 ∼ 150.
2.2.2 Hydrodynamic flow
The large energy densities created in heavy-ion collisions, which lead to the formation
of a thermalised plasma, build up radially outward pressure gradients against the
surrounding vacuum. As a result, the particles composing the system experience a
common radial boost which shifts their momenta to higher values. This effect, known
as collective flow, can be observed through various observables:
• A hardening of the spectra of measured hadrons, characterised by an increase
in the 〈pT〉 in systems undergoing collective flow. The shape of the pT spectra
become flatter at high momenta.
• A mass-dependent hierarchy of the increase in 〈pT〉 As the collective boost
provides equal velocities to every particle, more massive particles gain more
momentum.
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Figure 2.4: Ξ/pi and Ω/pi ratios as a function of 〈Npart〉 in ALICE pp and Pb–Pb
collisions as well as in STAR Au–Au interactions at 200 GeV [35]. The most central
A-A results are compared with thermal model predictions for a chemical freeze-out
temperature of 164 MeV (full line) and 170 MeV (dashed line).
• Spatial structure in two-particle correlations, observed when studying the cor-
relation between particles separated in azimuthal angle ϕ and in the pseudora-
pidity η defined as:
η = ln
(
tan
θ
2
)
=
1
2
ln
(
p+ pL
p− pL
)
, (2.4)
where p is the magnitude of the particle three-momentum and pL its longitudinal
component with respect to the beam axis. The angle θ is the angle defined by
the momentum vector of the particle and the beam axis. 1
1Pseudorapidity is a relativistic approximation of rapidity, expressed as y = 12 ln
(
E+pL
E−pL
)
, where
E is the energy of the particle
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Strong peaks are observed for ∆ϕ ∼ 0 and ∆ϕ ∼ pi between particles, and
those peaks are elongated across the measured pseudorapidity range [36, 37].
This double-ridge observation is suggestive of a collective behaviour between all
hadrons of the system, and will be discussed later in section 2.4.
Statistical models incorporate a hydrodynamical expansion to describe the transverse
momentum distributions of the hadrons that participate in collective flow effect. Such
models will be introduced later in the theory sections of this chapter.
2.2.2.1 Elliptic flow
If the nucleus-nucleus collision is perfectly central, with zero impact parameter (b=0)2,
and there are no initial nucleus deformations, then the radial expansion is isotropic,
and the fireball expands equally in both x and y directions. However, in the vast
majority of events, this is not the case and the overlapping area of the collision takes
an elliptic shape. Consequently, the initial geometry of the fireball is not spherical
and pressure gradients of different magnitudes in different directions build up (see
Figure 2.5).
Figure 2.5: Sketch illustrating radial (left) and elliptic (right) flow in the transverse
plane with respect to the beam axis. Note the unequal size of the pressure gradients
in the latter case, represented by the arrows.
The spatial eccentricity translates into the momentum space as the produced par-
2Impact parameter is defined as the distance between the centres of the 2 colliding nuclei in the
transverse plane; see section 4.1.
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ticles undergo scattering processes. The momentum anisotropy reaches a maximum
when the expansion becomes isotropic. Studying the momentum distributions of
the produced particles is therefore a good approach to obtain information about the
anisotropy of the collective flow. The elliptic flow coefficient (v2) associated to a
given particle is defined as the second Fourier coefficient of the expanded transverse
momentum (pT ) spectrum as a function of the azimuthal angle ϕ with respect to the
impact parameter vector (~b) [38]:
d3N
dypTdpTdϕ
(b) =
1
2pi
d2N
dypTdpT
(b)×
(
1 + 2
∞∑
n=1
vncos(nϕ)
)
. (2.5)
Thus:
v2 = 〈cos(2ϕ)〉 |pT ,b . (2.6)
The v2 coefficient is largest for more peripheral collisions, in which the nuclei interact
least with each other (larger impact parameter b), and decreases towards more head-
on (central) collisions, as was measured in ALICE for identified hadrons in Pb–Pb
events [39].
As equation 2.5 demonstrates, radial flow can be studied when neglecting the ϕ
dependence of the momentum distributions, normalising the pT spectrum by 2pi.
2.2.3 Jet suppression
High momentum partons, which give rise to jets upon hadronisation, are produced
in hard scatterings. In the presence of a QGP, the pT of such partons is expected to
soften due to the interaction with the medium. This energy loss can happen either
through inelastic processes of gluon radiation [40] as the partons traverse the medium,
or as a result of elastic collisional processes. The effect is illustrated in Figure 2.6.
The main experimental observable for this suppression effect is the nuclear modifica-
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Figure 2.6: An illustration of two back-to-back jets created in heavy-ion collisions,
and their energy loss in the medium.
tion factor RAA as a function of pT , which is defined as the ratio of the pT –differential
particle yield in A–A collisions (dNAA/dpT ) to the yield in pp events (dN
pp/dpT ) in
a given rapidity window [41]:
RAA(pT ) =
1
〈Ncoll〉
1/NAA dN
AA/dpT
1/Npp dNpp/dpT
. (2.7)
The yield in pp collisions is scaled by the average number of partonic interactions
(Ncoll) in the A–A interactions, which can be obtained from calculations with the
Glauber model, as will be explained in chapter 4. The RAA factor is calculated
for particles expected to undergo a suppression in heavy-ion collisions. For an RAA
smaller than one, a suppression of the measured particles in the medium is observed.
A measurement of RAA = 1 indicates that there is no suppression, as if the nuclear
collisions were a superposition of individual pp interactions.
The RAA for charged hadrons is shown in Figure 2.7 as a function of pT [41], measured
in Pb–Pb collisions by the ALICE experiment. The ratio is smaller than unity, more
so in central collisions (the 0-5% centrality class) than in peripheral collisions (the 70-
80% class). At low pT, the behaviour of the RAA is a combination of the contributions
from the soft and the hard processes, resulting in a peak at ∼2 GeV/c. As the pT
increases, jet suppression starts to dominate, and the nuclear modification factor
reaches a minimum of smaller than 0.2 at a pT of ∼6.5 GeV/c. For larger values of
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pT, the suppression is slowly reduced as harder jets are more resistent to the medium.
On the right side of the figure, the RAA of central collisions measured with ALICE
is compared to measurements from earlier experiments which operated at smaller
energies. The ALICE results show the strongest suppression of charged hadrons,
indicating a denser, longer-lived plasma in higher centre-of-mass collisions.
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Figure 2.7: The RAA of charged particles measured with ALICE (left) in central
(0-5%)) and peripheral (70-80%) Pb–Pb collisions (left). The results from central
collisions are compared to measurements performed at RHIC (right). [41]
A different method to observe the suppression of jets is by searching for a momentum
imbalance in back-to-back jets [42, 43, 44, 45]. Such measurements are based on the
idea that if one jet is closer to the edge of the medium, it may traverse less of the
plasma and experience a smaller suppression than its counterpart (see Figure 2.6).
2.2.4 Charmonium suppression
In chapter 1, Debye screening was introduced as an effective description for quark-
gluon de-confinement. Hadrons fail to form when the Debye length λD is smaller
than their radius, which for J/ψ(cc) mesons is of the order of 0.2-0.3 fm [46]. When a
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QGP medium is formed in heavy-ion collisions, a c and c pair will not form a bound
charmonium state. Instead the two quarks are separated by the interaction with other
partons in the medium, until they finally hadronise with other more abundant quarks
into open charm hadrons. The suppression of charmonium states in A–A collisions
with respect to pp is therefore a key signature of the QGP.
While such a suppression has been observed in previous heavy-ion collision experi-
ments, the degree to which J/ψ particles are suppressed depends on the centre-of-mass
energy of the collisions studied. In fact, the suppression is seen to decrease from SPS
to RHIC and LHC experiments. The favoured interpretation has been an increase
of (re)combination processes at hadronisation between c and c quarks, due to an in-
creased production of heavier quarks as a function of the centre-of-mass energy in the
original nucleon–nucleon collisions [47].
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Figure 2.8: The J/ψ integrated RAA as measured with ALICE [48] and PHENIX
[49] in forward rapidity ranges as a function of the number of participating nucle-
ons in the Pb–Pb (Au–Au) collisions (left). In addition, a comparison of the mea-
sured rAA(Npart) distributions of the charmonium state with NA50 at
√
s =0.017 TeV
[50], the PHENIX experiment at
√
s =0.2 TeV [49][51] and the ALICE detector at√
s =2.76 TeV [52] (right).
Indications of charmonium (re)combination are seen in Figure 2.8, which compares
the RAA and the ratio of the squared J/ψ transverse momentum in A–A relative to
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pp collisions (rAA = 〈p2T 〉AA / 〈p2T 〉pp), measured in different experiments conducted
at different collision energies. While the RAA measured with the ALICE experiment
indicates a suppression, the PHENIX experiment at RHIC measured a stronger effect,
for a centre-of-mass energy smaller by a factor ten. When charmonia get suppressed,
the population of their pT-distribution experiences a shift toward higher values, as
the suppression affects the low-pT region more. This is reflected by an increasing rAA
as a function of Npart, which was measured by the NA50 experiment at
√
s = 17 GeV.
This increase is less pronounced at RHIC energies, while at the LHC rAA is measured
to be smaller than unity (see Figure 2.8).
2.2.5 Direct photons
An important characteristic of the Quark-Gluon Plasma is its temperature. This
value is for instance relevant in order to assess whether strange quarks can equili-
brate with lighter quarks in the medium, since the thermal production of s-quarks is
favoured the higher the temperature of the medium (see section 2.2.1).
Determining the temperature of the QGP in A–A collisions experimentally is not
straightforward. However an estimate can be extracted from the measurement of
direct photons, which are those photons that do not arise from the decays of hadrons
and, therefore, are the result of prompt production in the original nucleon–nucleon
collisions, as well as of thermal production in the QGP. The thermally emitted photons
are expected to appear as an excess in the pT spectrum of the direct photons. That
excess can be described by an exponential decay function with temperature as an
inverse slope parameter. Since thermal photons are emitted throughout the whole
expansion of the de-confined medium, the value of that parameter reflects in fact the
average temperature of the QGP during its lifetime. In Pb–Pb collisions, ALICE
measured an effective temperature of 297±42 MeV in the 20% most central collisions
(collisions with largest number of nucleon–nucleon interactions) [53], which exceeds
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the 239±26 MeV measured in the less energetic Au–Au collisions at RHIC recorded
with the PHENIX experiment [54].
2.2.6 Short-lived resonances
In addition to the experimental observations related to the Quark-Gluon Plasma,
it is also of relevance to study the hadronic phase that follows. Resonances with
sufficiently short lifetimes are good probes of the period between hadronisation and
kinetic freeze-out, i.e. the moment elastic interactions cease. In energetic head-
on heavy-ion collisions, the number of hadrons after the QCD phase transition can
be large enough that they exchange momentum with each other before the final
spectra are established. Very short-lived particles may decay during that period.
The production of K?
0
resonance, which has a mean lifetime of 4.16 ± 0.05 fm/c [26],
has been observed to decrease in very central Pb–Pb collisions with respect to the
longer-lived K−, indicating that they might indeed decay before kinetic freeze-out
[55]. K?
0
predominantly decay into a charged pi and K pair. The pi daughter meson
is then more likely to interact with another pi than to engage with a K and regenerate
the original resonance. In that case the resonance cannot be reconstructed through
its decay products, which reduces its measured yield. Such studies help estimate
a lower-limit for the duration of the interactive hadronic phase before freeze-out.
Similar studies can be performed with other resonances of short lifetime, such as the
ρ meson with a mean lifetime of around 1.4 fm/c [26].
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2.3 Theoretical models
2.3.1 The Statistical Hadronisation Model
As was discussed earlier, the production rates of strange particles relative to non-
strange hadrons in high-energy collisions play a very important role in revealing in-
formation about the evolution of the created system. In this section, the Statistical
Hadronisation Model (SHM) is introduced and placed in the context of strangeness
production. The SHM [56, 57, 58, 59] assumes a common source for all hadrons in
thermal equilibrium, which originates at the moment of hadronisation, thus ignoring
the conditions in the partonic phase preceding hadronisation. Relative particle yields
can be predicted assuming a state of chemical equilibrium following a statistical de-
scription that depends on the temperature at chemical freeze-out, the volume of the
hadronic system, and the chemical potential in it. As will be seen, this model has been
able to reproduce, with some success, the particle yields, yield ratios and momentum
spectra observed both in elementary and heavy-ion collision experiments. Canonical
and grand canonical approaches are taken to describe systems of different sizes and
particle multiplicities. The two cases will be described in the following sections.
The principles behind the SHM originated from the work of Fermi [60], and later
Hagedorn in [61], where particles produced in a collision experiment were modelled as
originating from a thermally equilibrated massive source, which is here called cluster
or fireball. This cluster decays into hadrons according to the laws of statistical physics.
Such a description was considered appropriate for heavy-ion collisions where it is
assumed that the hadronisation occurs in a state of established thermal equilibrium
due to an earlier formation of a Quark-Gluon Plasma, but has surprisingly also been
found to exhibit good agreement with the data in smaller collision systems. Not only
is the extracted hadronisation temperature in elementary collisions similar to that
obtained in A-A collisions, but it is also close to the QCD critical temperature Tcr. It
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is not yet understood why small systems with very low numbers of produced particles
seem to be compatible with a thermal description.
2.3.1.1 Heavy-ion collisions as grand canonical ensembles
Large systems, such as those produced in heavy-ion collisions can be treated as Grand
Canonical (GC) ensembles. In such a system, the conservation of the strangeness
S, baryon B and electric charge Q quantum numbers is applied on average. This
means that small event fluctuations on these quantities are permitted, since they
are negligible with respect to the large number of particles present in the system.
Chemical potentials for these quantities are thus introduced in the partition function,
from which the event-averaged particle multiplicities are derived:
< NGCj > = γ
Nsj
S
giV
2pi2
∞∑
n=1
(±1)n+1m
2
jT
n
K(
nmj
T
)enβµj
= γ
Nsj
S
∞∑
n=1
W (mj, V, T )e
nβµj
= γ
Nsj
S
∞∑
n=1
W (mj, V, T )λj(µj , T ) .
(2.8)
In the equation above, < NGCj > is the mean multiplicity density of particle species
j, mj its mass, β = 1/T is the inverse of the hadronisation temperature T of the
system, V its mean volume, and K is the modified Bessel function. The chemical
potential parameter in the fugacity λj:
µj = BjµB +QjµQ + SjµS (2.9)
keeps the system in equilibrium on average. Each of the three components of the
chemical potential is related to the net baryon (B), electric charge (Q) or strangeness
(S) number densities, respectively.
For the production of strange particles, an additional parameter γs is introduced in
the particle multiplicity expression, defined between 0 and 1. It is a non-derived, ad
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hoc parameter, referred to as the strangeness undersaturation factor, which is imple-
mented in order to account for the deviations from strangeness saturation observed
in the data. Its exponent N sj is the number of strange valence quarks of hadron j.
When the extracted γs parameter is found to be unity from data fits, strangeness
is interpreted as being in equilibrium with the system. This allows one to infer the
likely existence of a preceding partonic QCD phase of de-confined matter favourable
for strangeness to equilibrate with the system. As γs goes up, the increase in the
multiplicity of a strange hadron depends on the number of strange quarks of that
hyperon. This hierarchy (see equation 2.3) is accounted for by the exponent S on the
γS factor.
2.3.1.2 Strangeness suppression in small collision systems
In collisions between elementary hadrons or leptons, the conservation laws can no
longer be applied on average, as, due to the small number of particles produced,
fluctuations are comparable to the mean event multiplicities. Thus one has to resort
to a Canonical (C) treatment, in which exact local conservation of S, B and Q is
implemented. In this case, the fugacity term in the mean number of particles in the
system is replaced by so-called chemical factors CjBSQ :
< NCj > = γ
Nsj
S
∞∑
n=1
W (mj, V, T )
Z(B −Bj, S − Sj, Q−Qj)
Z(B, S,Q)
= γ
Nsj
S
∞∑
n=1
W (mj, V, T )C
j
BSQ ,
(2.10)
which can be written as:
< NCj >= C
j
BSQ < N
GC
j > |µj=0 . (2.11)
In equation 2.10, Z is the canonical partition function. The chemical factors are never
bigger than unity and decrease with a reduction in the phase-space of the system.
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This results in a decrease of the number of particles in the system as a function of its
size. Therefore, while the production of strange particles in large systems is said to
be enhanced with respect to small collision systems, according to the experimental
enhancement concept introduced in 2.2.1, in the SHM it can be interpreted as being
suppressed with respect to the Grand Canonical equilibrium value. This suppression
may be driven by CjBSQ and by γS. For sufficiently large volumes, C
j
BSQ → λj and
the system is described by the GC formalism, in which the γS factor drives the sup-
pression of strange particles.
The resonance φ(ss¯), being a hidden strange particle with strangeness quantum num-
ber equal to zero, does not undergo canonical strangeness suppression, i.e. suppression
according to the restrictions of the available phase-space, with respect to non-strange
quarks. This meson can however deviate from its grand canonical limit by a γ2S factor.
2.3.1.3 Comparisons with data
Fits to hadronic yields from high energy collisions have been performed over the last
decades, covering collisions of a wide range of centre-of-mass energies, and reveal-
ing good compatibility between data and model in heavy-ion collisions as well as in
smaller systems. As an example, figure 2.9 shows the results of a Grand Canonical
fit to central Pb–Pb collisions in ALICE [62]. The extracted parameters and the
corresponding calculated particle yields are compared to the data. For an extracted
freeze-out temperature of around 156 MeV and a zero chemical potential, all mea-
sured yields are consistent with the model within 2 standard deviations (σ), except
for the K∗0 resonance and the protons, which deviate by up to 3σ. The thermal
model fit has a χ2red/ndf ratio of 2.4
3.
Figure 2.10 summarises a large set of thermal model fits to data from experiments
3ndf: number of degrees of freedom
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Figure 2.9: Left: Results of SHM fits to ALICE Pb–Pb data, and comparison with
calculations with parameter values from a thermal model fit to data from heavy-
ion collisions at RHIC (T=164 MeV). Right: Data-model difference for the various
hadron yields normalised to the respective experimental uncertainty (σ) [62].
conducted in the AGS, SPS, RHIC and LEP synchrotrons. The chemical freeze-out
temperature and baryon chemical potential are plotted as a function of the centre-
of-mass energy. While, the temperature is seen to increase to a limit of around 160
MeV, µb approaches zero with increasing energy. These observations combine studies
of elementary (e+e−) with those of heavy-ion collisions.
With regard to the SHM, the measurements presented in chapter 4 provide a good
opportunity to obtain new insights into the onset of the lifting of canonical suppres-
sion on one side, and possibly the onset of strangeness enhancement on the high-
multiplicity side. This is because they probe a multiplicity range intermediate be-
tween the Pb–Pb, where the enhancement of strangeness has been observed as shown
earlier in this chapter, and pp data.
2.3.1.4 The core-corona superposition of A-A collisions
A possible interpretation of the γs <1 observations in non-central heavy-ion colli-
sions is given by the core-corona superposition model [73, 74]. This model treats
heavy-ion collisions as a superposition of i) a fully thermally equilibrated core and
ii) an outer region of single nucleon–nucleon (N–N) collisions. In this picture, the
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Figure 2.10: The chemical freeze-out temperature and baryon chemical potential as
a function of the centre-of-mass energy of high energy collisions. The data were
obtained from SHM fits to measurements in heavy-ion collisions at AGS [63, 64], SPS
[65, 66, 67], and RHIC [68, 69] experiments. In addition, fits to data from elementary
e+e− collisions at LEP, the Large Electron-Positron collider of CERN at different
energies (including the highest 130 and 200 GeV) are also on the figure [70, 71].
(Figure taken from [72])
core is modelled as a grand canonical ensemble, whereas the individual N–N inter-
actions give rise to canonical systems. As a result, the yields of strange particles
are affected both by the enhancement associated with the thermalised source at the
centre and the canonical suppression effect due to the hadron-hadron interactions
in the corona region. The latter effect becomes more dominant in more peripheral
A–A collisions, whereas head-on collisions produce one fully equilibrated system only.
This model was proposed as a result of the observations that the canonical formalism
is not able to describe the centrality dependence of hyperon yields in heavy-ion colli-
sions. In STAR, with Au-Au collisions at
√
sNN= 200 GeV, a continuing increase of
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hyperons with centrality was measured, even in the region 〈Npart〉 > 100, where the
canonical description would predict a saturation [75]. Similarly, the φ/pi meson ratio
is found to increase with centrality, while in a canonical ensemble this ratio would
remain constant. Figure 2.11 shows this enhancement as measured by the STAR
experiment [76]. These observations cannot be due to canonical conservation laws,
and must be accounted for by the γS parameter in the GC formalism.
Figure 2.11: The φ enhancement normalised to the pi yield as a function of 〈Npart〉 in
Au–Au collisions as measured by STAR at centre-of-mass energies of 62.4, 130 and
200 GeV compared to pp and d–Au measurements at
√
sNN = 200 GeV [76].
The presence of a fully equilibrated central region for every centrality in heavy-ion
collisions in the core-corona interpretation, is motivated by the finding that SHM fits
to data reveal a constant chemical freeze-out temperature across all centralities. An
example is the extracted T parameter around 165 MeV in all five centrality classes
of Au–Au collisions at
√
sNN= 200 GeV in the STAR experiment at RHIC [77],
while γS increases with increasing centrality. Instead of γS, it is proposed that the
enhancement of strange particle production towards equilibrium is due to the change
in the weight of contributions from the core and the corona effects. Calculations show
that this model obtains a hierarchy of the increased production of hyperons, including
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the φ meson, in accordance with measurements at RHIC [76] and at the LHC [78].
This model was also shown to reveal good agreement with the centrality dependence
of hyperon yields measured at SPS and RHIC [79]. Figure 2.12 shows the relative
contributing fractions of the core and corona regions according to the model.
Figure 2.12: The relative contributions of the core (upper curves) and the corona
(lower curves) in A–A collisions as a function of the number of participant nucleons
Np [74].
2.3.2 Transverse momentum distribution of hadrons
In this section, two statistical models are introduced, which describe the transverse
momentum distributions of hadrons. As will be discussed, the Boltzmann-Gibbs
Blast-Wave [80] introduces a boost in the transverse momentum in order to account
for the collective flow experienced by the particles, an effect which was the subject of
section 2.2.2. The Le´vy-Tsallis [81] approach is a generalisation of the Boltzmann-
Gibbs description, which can also reproduce particle spectra at high-pT, where contri-
butions from hard processes are relevant. The functions obtained for the momentum
distributions are of importance for the analysis presented later, as their validity can
be tested by the measured spectra, and in addition they can serve as useful fits in
order to extract the pT-integrated yields.
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For the scope of the work reported in this thesis only radial flow is considered, which
means that any azimuthal dependence of the outward expansion is ignored in the
transverse momentum distribution of hadrons:
d3N
dydpTdφ
=
1
2pi
d2N
dydpT
. (2.12)
It should also be noted that in addition, at LHC energies, the rapidity distribution of
strange hadrons at mid-rapidity is expected - i.e. for small values of rapidity, y ∼ 0
- to be flat [80], so in the later analysis the rapidity-differential component will be
factored out, too.
2.3.2.1 The Boltzmann-Gibbs Blast-Wave model
The statistical distribution of the transverse momentum of a particular hadron orig-
inating from a thermalised source can be expressed by the Cooper-Frye formula [82]:
dN
dydpT
=
gV
2pi3
∞∑
n=1
(±1)n+1Ee−n(E−µ)/Tk . (2.13)
The temperature Tk is the instantaneous kinetic freeze-out temperature, i.e. the
temperature of the system at which all hadronic scattering stops, and E is the energy
carried by the hadron. In order to incorporate radial flow, a transverse boost is applied
to the above pT formulation. The transverse expansion velocity of that boost divided
by the speed of light is defined as a function of the radius (r) from the explosive
source as:
βT =
( r
R
)n
βS , (2.14)
where βS is the velocity at the surface of the fireball, i.e. at radius R, and n is an
exponent. From the above equations, it can be shown [80] that the shape of the pT
distribution at mid-rapidity in a system in thermal equilibrium undergoing a radial
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expansion, can be described as:
1
pT
dN
dpT
∝
∫ R
0
rdr mT I0
(pT sinh ρ
Tk
)
K1
(mT cosh ρ
Tk
)
, (2.15)
where
ρ = tan−1(βT ) . (2.16)
I0 and K1 are the modified Bessel functions, mT =
√
(pT )2 +m2 is the transverse
mass and m the rest mass of the particle.
This equation, known as the Blast-Wave function, predicts the pT spectra of particles
undergoing collective radial flow in heavy-ion collisions. Its free parameters are Tkin,
the velocity βT and the exponent n. At STAR [83, 84] and ALICE [85] it was found
that a common set of parameters reproduces the pT distributions of pi, K, p, K
0
S and Λ.
However, the multi-strange baryon pT spectra were not in agreement with the curves
obtained from those parameters. At RHIC [83], the Ξ and Ω were found to yield a
common, hotter, kinetic freeze-out temperature and a smaller transverse flow velocity
than the lighter particle species. This could be suggestive of an earlier freeze-out of
the multi-strange particles due to their lower hadronic interaction cross-sections.
2.3.2.2 The Le´vy-Tsallis function
In addition to the Blast-Wave function, a different approach based on Tsallis statistics
[81] can be taken to attempt to describe the transverse momentum distribution of
hadrons originating from a thermally equilibrated source. The Le´vy-Tsallis function
expresses the pT distribution of hadrons as:
d2N
dydpT
=
(n− 1)(n− 2)
nTk[nTk +m(n− 2)]
dN
dy
pT
(
1 +
mT −m
nTk
)−n
, (2.17)
This equation assumes a Boltzmann-Gibbs–type exponential (∝ e−pT /T ) at small pT
and a power-law at large pT (∝ T/npT )n, and thus can describe the soft, thermal,
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bulk of a hadronic system, and the particles from hard processes at large momenta.
2.4 Proton–lead collisions
The experimental observables introduced in the first part of this chapter have tradi-
tionally been the subject of efforts in analyses of collisions between heavy ions. In
such collisions, a large number of particles originate from an initially small volume,
fulfilling the large energy density conditions needed for plasma formation. Collisions
between elementary leptons (electrons) or hadrons (protons), have served as a refer-
ence for comparisons, where in most cases, if not all, the latter conditions are not
expected to be satisfied. Thus, many comparative studies, in which the same observ-
ables are measured in A–A and pp events have been made, and the observations lead
to the conclusion of the existence of Quark-Gluon Plasmas in heavy-ion experiments.
Nevertheless, proton–proton collisions can be quite variable in nature. In ALICE, the
average charged particle multiplicities in pp interactions at mid-rapidity at
√
s = 7
TeV have been measured to be around six, however, when the data were divided up
into different multiplicity bins, it was found that the 5% highest multiplicity events
recorded on average over 20 particles in the central rapidity region. According to the
Bjorken formula [86] , the energy density () in a high energy collision is proportional
to the transverse energy (ET ) produced in the interaction per unit rapidity and in-
versely proportional to the thermalisation time, or the time it takes for the QGP to
form τ0:
 =
1
τ0S
dET
dy
, (2.18)
where S is the overlapping cross-sectional area between the two colliding particles.
It is conceivable from the measured dET/dy carried by the produced particles, that
energy densities as large as a few tens of GeV/fm3 could have been reached already at
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SPS energies [87]. For that reason, Bjorken predicted that QGPs could be formed in
high multiplicity pp collisions, if the system thermalises at a timescale smaller than
1 fm.
Proton–lead (p–Pb) collisions produce numbers of charged particles intermediate be-
tween those achieved in pp and peripheral A–A. For the data analysis presented in
this thesis, such data were, for the first time, sub-divided into different multiplicity
bins, allowing the QGP observables to be studied in that intermediate range as a
function of multiplicity.
Intriguing observations were made at the LHC with observations of a double-ridge
structure (see section 2.2.2.1) in two-particle correlation studies, both in high multi-
plicity pp [88] and p–Pb [89, 90]. Figure 2.13 shows both the ridges (left) as measured
by ALICE in the ∆ϕ∆η space and the peaks in ∆ϕ when integrated over pseudo-
rapidity. This effect, suggestive of collective behaviour in the system, had previously
only been observed in Pb–Pb collisions. These results were obtained in the 20 % most
central p–Pb collisions (those with highest recorded multiplicity) after subtraction of
more peripheral (low multiplicity) events, in order to remove correlations from jet
contributions.
Furthermore, the Blast-Wave model, which assumes collectivity between all particles,
was found to be compatible with the measured pT distributions of pi, K, and protons
in high multiplicity pp events [91]. It has been argued by Shuryak et al in [92] that
radial flow would be present in small collision systems too, and that in such a case,
the effect would be more explosive due to larger pressure gradients per unit surface
area, as was indeed observed. In recent ALICE measurements of the pi, K, protons,
K0S and Λ in p–Pb data have confirmed that in high-multiplicity data, the Blast-Wave
model is compatible with the data, as the observed pT shapes can be described by one
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common set of free parameter values [91]. For similar charged-particle multiplicities,
similar kinetic freeze-out temperatures were obtained from the simultaneous fits to
the various pT spectra in p–Pb and Pb–Pb data. However, the average transverse
expansion velocity parameter 〈βT 〉 was found to be significantly larger in p–Pb, con-
sistent with the picture of a more explosive system.
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Figure 2.13: The double-ridge structure observed in two-particle correlations in the
∆ϕ∆η space (left), and projected onto ∆η (right). These observations were made in
high multiplicity collisions in p–Pb collisions taken with the ALICE experiment [89]
Nuclear modification factors have also been measured in p–Pb collisions (RpPb), and
were found to be consistent with unity for hadrons, as for instance reported in [93] for
D-meson production measurements. This suggests that suppression of high momen-
tum particles is very weak as it must lie within the experimental uncertainty for each
measurement. These measurements stand in contrast to what has been observed in
A–A data, where a QGP medium is long-lived and composed of thousands of strongly
interacting particles.
The measurement of strangeness production is an important observable for the search
for QGPs in high multiplicity pp and p–Pb events. It can provide hints as to whether
such plasmas may form in systems much smaller than those of central heavy-ion col-
lisions, and whether the lifetime of that plasma is sufficiently long for strangeness to
reach chemical saturation. The results of this work attempt to provide answers to
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these questions.
In addition, non-QGP theories can be put to test. Theoretical models based on the
concept that colour fields can be described by strings connecting partons, interpret
the hadronisation process as the fragmentation of such strings [94]. Various pre-
dictions are made for the production of strange particles and the establishment of
collective behaviour for different collision systems. These models will be introduced
and discussed in the final chapter of this thesis.
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Chapter 3
The ALICE Experiment at the
LHC
In this chapter, the different systems that compose the complex ALICE experiment
are described. Focus is given to the sub-detectors relevant to the work of the fol-
lowing chapters. In addition, the Central Trigger Processor of the experiment is also
introduced in some detail.
3.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is a circular proton and heavy ion accelerator
and collider, located at CERN, through the border of Switzerland with France, near
Geneva. Figure 3.1 depicts the LHC accelerator complex. It has a circumference of
26.7 km and is placed about 100 m underground. There are four major detectors at
the LHC, at the centre of which bunches of protons or heavy ions travelling in oppo-
site direction are aligned in order to produce a large number of high energy collisions.
The ATLAS [95] and CMS [14] experiments are mainly dedicated in the searches
for new particles predicted by the Standard Model (SM) and by theories beyond the
SM. LHCb [96] focuses its efforts on understanding the matter-antimatter asymmetry
in the early universe by observing the decays of b-hadrons, and ALICE [3] studies
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the physics of strongly interacting matter in a QGP created in heavy-ion collisions.
However, the physics programmes of each experiment are very extensive, and thus
are complementary to or serve as cross-checks for the other experiments.
Figure 3.1: The CERN accelerator complex.[97]
The luminosities delivered to each of the four LHC experiments during the first p–
Pb run conducted in 2013 are shown in Figure 3.2. The instantaneous luminosity
captured by the ALICE experiment
dL =
1
σpPb
dNev
dt
, (3.1)
where dNev/dt is the interaction rate and σpPb the cross-section, is shown to have
reached the nominal value of 1029 cm−2s−1 for p–Pb collisions for the majority of
the data collection period. The time-integrated luminosity reached around 32 nb−1,
similar to the values for the CMS and ATLAS experiments.
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Figure 3.2: The instantaneous (left) and integrated (right) luminosities in the 2013
p–Pb collisions run at the LHC. [98].
3.2 The ALICE detector
The ALICE detector is located around 60 metres underground in St-Genis-Pouilly,
near the French–Swiss border. This experiment is mainly dedicated to a heavy-ion
physics programme, with a large number of studies based on collisions between Pb
ions. Collisions between protons are also important, mainly serving as a reference
for comparative studies. In addition, the intermediate p–Pb collisions are a suitable
system in order to disentangle possible nuclear effects from the QGP effects observed
in heavy-ion data.
ALICE is a complex detector, 26 m long, 16 m high and 16 m wide, and composed
of 18 sub-systems shown in Figure 3.3. Its Cartesian coordinates are defined as fol-
lows: the beam axis is along the z-axis, being positive on the A-side of the detector,
and negative on the C-side, the closest side to the CERN main site. The positive
x-direction points towards the centre of the LHC ring and the positive y-direction
points vertically upwards. A large solenoid houses the sub-detectors of the central
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barrel of the ALICE experiment, placing them inside a uniform magnetic field of 0.5
T. Charged particles travel along curved trajectories under the influence of the field,
and the curvature allows the measurement of their momenta.
The innermost barrel detectors are an Inner Tracking System (ITS) and a large Time
Projection Chamber (TPC), which allow for most of the track reconstruction and -
by measuring the energy loss in the active material of the detector - the identifica-
tion of charged particles. The Transition Radiation Detector surrounds the TPC. It
makes use of the radiative energy loss of charged particles as they traverse materials
with a varying dielectric constant. The Time-Of-Flight detector (TOF) is a large
set of gaseous multi-gap resistive plate chambers, sandwiched between two cathode
pad plates and divided in two sections by a central anode plate. Five resistive plates
placed parallel to each other within a length of less than 4 mm, attenuate the electron
avalanche originated by the ionisation of the gas in the gaps produced by an incident
charged particle. From the pulses received in the read-out pads from all the gaps, the
TOF detector can determine the time at which the particle hits the detector with a
resolution of 50 ps. Using momentum information from the TPC, the mass of the
particle can be estimated, which is a very useful method for determining its identity,
especially in momentum ranges where the TPC energy loss method - which will be
discussed in section 3.2.2 - can least resolve between different particle masses. The
High Multiplicity Particle Identification (HMPID) detector makes use of Cherenkov
radiation to improve further the particle identification at high momentum. Two elec-
tromagnetic calorimeters, the EMCAL detector, based on Pb-scintillators, and the
PHOS system, a scintillator detector based on lead tungstate crystals fill the remain-
der of the central barrel. They covering the restricted mid-rapidity gaps of |η| < 0.7
|η| < 0.12, respectively, and 110 and 100 degrees in azimuthal angle ϕ. Both de-
tectors are applied in jet physics and direct photon analyses. On the positive y-side
of the barrel, a cosmic ray detector (ACORDE) is placed on top of the ALICE magnet.
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In the forward region, the T0 detector, a series of 12 quartz Cherenkov radiators
coupled to photomultiplier tubes placed on both sides of the interaction point, with
a timing resolution of 50 ps, determines the location of the primary vertex within
1.5 cm and provides a rough estimate for the event multiplicity. The Forward Mul-
tiplicity Detector (FMD), based on silicon strips and the V0 scintillators, also take
measurements of the particle multiplicity in the forward region. A Photon Multi-
plicity Detector (PMD) is placed on the A-side of the detector at 361.5 cm from the
interaction point. A 5 m long muon spectrometer is placed on the opposite side 7
m from the interaction vertex. The muon arm, covering the pseudorapidity range of
-4.0< η <-2.5 uses a dipole magnet on its own of 0.67 T to measure the momenta of
muons from charmonium and bottonium decays.
Figure 3.3: Schematics of the ALICE detector, with annotated subsystems. The
ITS, TPC, TRD and TOF are the only detectors in the central barrel with a full 2pi
coverage of the azimuthal angle.
The ITS, TPC and V0 detectors, which were directly applied for the analysis discussed
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in later chapters are now described in more detail.
3.2.1 Inner Tracking System
This section introduces the different layers of the Inner Tracking system (ITS). This
detector is composed of six layers, that use different silicon detection techniques in
order to meet the large track and momentum resolution requirements. Closest to the
beam pipe, there are two silicon pixel layers, which are followed by two drift layers
and two layers of silicon strips. The innermost layers are characterised by a very fine
granularity, capable of dealing with thousands of charged particles that emerge in
head–on Pb–Pb collisions.
3.2.1.1 The Silicon Pixel Detector
The innermost subsystem of ALICE is the Silicon Pixel Detector (SPD) [99, 100],
which is composed of two layers of pixels containing 107 detector diodes, or cells.
The layers are placed at radial distances of 3.9 cm and 7.6 cm away from the beam
axis, are about 28 cm long and cover a pseudo-rapidity range of up to |η| = 2.0. The
finest detector elements of the SPD are reverse-biased silicon diodes, which are bump-
bonded onto pixel chips. Each such chip contains 256×160 cells. Ladders, made of a
conjunction of 5 chips, are paired and connected to a multichip module (MCM) and
powered by a pixel bus. Two coupled ladders build a stave that is placed parallel to
the beam axis. At each end, the attached MCMs are responsible for transmitting
signals to the SPD read-out system. The SPD is composed of 10 sectors made out of
a carbon fibre structure, each supporting two staves in the innermost layer and four
staves in the outer layer. This means that there are 60 staves, and 120 signals sent
in parallel to the read-out system via optical cables. In Figure 3.4 an illustration of
the different detector components is given.
The fine granularity achieved by the large number of microscopic pixels on the sil-
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Figure 3.4: Annotated drawings of components of the Silicon Pixel Detector layers
(top), and a microscopic photograph of a bump, which connects the diodes to the
chip (bottom) [101].
icon chips - each measuring 50 µm in rϕ and 425 µm in z coordinates, allowing a
spatial precision of 12 µm and 100 µm, respectively - is required in order to cope
with particle densities of up to 8000 per unit rapidity in head-on Pb–Pb collisions.
It also provides very good tracking for low momentum particles, with pT lower than
200 MeV/c, which is essential for physics analyses that study the soft processes. In
order to separate tracks that low in momentum the detector material must be kept to
a very low minimum. An overall thickness of about 200 µm of the pixel chips helps
keep the total material at about 2% of a radiation length. As a result, the SPD is
also capable of determining the position of the primary vertex (PV) with a resolution
better than 100 µm. Furthermore, it measures secondary vertices and their impact
parameters (distance to the PV in the transverse plane), with good accuracy. This is
essential to provide important topological information of weakly-decaying hyperons,
which have mean decay lengths comparable to the radial distances of the pixel layers.
The read-out system processes the incoming signals within 256 µs. A separate trigger
processor must send a signal to the ALICE Central Trigger Processor (CTP), intro-
duced later in this chapter, in less than 800 ns. The pixel chips send fast-OR signals
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to the SPD readout-out system, which fire if at least one pixel in the 2D matrix
recorded a hit. The larger the number of chips firing, the larger the event multiplic-
ity. Algorithms can therefore define multiplicity triggers by setting a threshold on
the number of fast-OR signals.
3.2.1.2 The Silicon Drift Detector
The third and fourth layer of the ITS are equipped with silicon drift detectors
[99, 102, 103]. In total, 260 silicon drift modules with a sensitive area of 7.02×7.53
cm2 each, are mounted onto ladders placed parallel to the beam axis. The active
area, accounted by a total of 202×294 µm2 cells, is around 85% of the total detector
area. Just as the pixel layers, the SDD is characterised by its high spatial resolution,
measuring 12 µm and 100 µm in the rϕ and z coordinates, respectively. The layers,
with a length of 59.5 cm and 67.0 cm in the z-direction, are placed at average radii
of 14.9 cm and 24.8 cm. The left-hand side of Figure 3.5 depicts the side-view of half
of the two layers.
Figure 3.5: Drawing showing half of the two silicon drift detector layers (left) [99]
and an annotated diagram of a silicon drift module (right) [104].
Figure 3.5 also shows a diagram of one of the detector modules. Electrons produced
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by ionisation of charged particles traversing the silicon detector, drift towards one
of the detector ends containing 256 anodes each under the influence of an applied
external field with a potential difference of 8V between the central cathode and the
anodes. The drift velocity is proportional to the electron mobility coefficient (µe) in
the material and the electric field, ve = µeE. Measuring the drift time thus allows
the position with respect to the anode end to be determined. The spatial coordinate
on the beam axis is determined by the peak of the charge distribution deposited on
the anodes.
In total the SDD counts 133,000 read-out channels. In addition to the high two-track
resolutions necessary for the particle densities created in Pb–Pb collisions, the SDD
also measures energy losses by the ionising particles as they interact with the detec-
tor, which helps provide information about the identity of low-momentum charged
particles.
3.2.1.3 The Silicon Strip Detector
Silicon strips occupy the fifth and sixth layers of the ITS, in 1770 individual modules.
Each module, with an area of 75 × 42 mm2, contains 768 sensitive strips on both its
sides. The strips alone constitute the active area of the SSD system. These strips
are tilted by 17.5 mrad with respect to the short side of the module, but in different
directions depending on the side. Thus, as two strips on opposite sides fire, the
position in which a charged particle passed through is located near the place in which
the two strips cross (see Figure 3.6). The total number of cells of the SSD amounts
to 95×40000, and its spatial resolutions are of 20 µm in the rϕ and of 830 µm in the
z coordinate. This resolution is worse than that for the inner tracking layers, as the
tracks have dispersed further at average radii of 38 cm and 43 cm, at which the SSD
layers are placed. These detectors cover a length along the z-direction of 90.2 cm and
101.6 cm in the fifth and outermost layer, respectively [105, 99].
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Figure 3.6: Annotated diagram of a silicon strip module [99]
3.2.2 The Time Projection Chamber
Surrounding the Inner Tracking System is a large Time Projection Chamber (TPC)
[106]. This cylindrical chamber is 5 m long, and covers a volume of 88 m3 from an in-
ner radius of 0.8 m to an outer radius of 2.5 m. Its pseudo-rapidity range is |η| < 0.9.
A Ne/CO2/N2 gas mixture with 90:10:5 relative ratios permeates the detector, which
is divided in two parts by a central electrode. Charged particles traversing the cham-
ber ionise the gas and produce electrons in the process, which drift towards cathodes
placed at both ends of the detector due to a uniform electric field of 400 V/cm created
along the z-axis between the electrode and each end plate. Multi-wire proportional
chambers are placed at the end plates in order to amplify the signal from the receiving
electrons, before the latter is forwarded to the front-end electronics. The drift time
of the electrons is also measured, thus enabling a reconstruction of the passing tracks
in three spatial dimensions. An annotated diagram of the TPC is shown in Figure 3.7.
As well as providing optimal conditions for good track reconstruction, the TPC mea-
sures the energy loss (−dE/dx) of particles that travel through the gaseous material
52
3.2. THE ALICE DETECTOR
Figure 3.7: A three-dimensional view of the ALICE Time Projection Chamber [107].
of the chamber. The stopping power of the material for a charged particle can be
parameterised according to the Bethe–Bloch formula [108], which is expressed as:
−dE
dx
∝ Z
Aβ2
(
1
2
ln
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2mec
2γ2β2
I
)
− β2
)
, (3.2)
where Z is the atomic number, A the atomic mass number and I the mean excitation
energy of the absorbing gas, me is the mass of the electron, γ = 1/
√
1− β2 is the
relativistic velocity factor and β = v/c is the velocity of the charged particle divided
by the speed of light c. Additional corrections must be applied to take into account
the fact that electrons are not stationary inside the atoms (important for low mo-
mentum particles) and to consider polarisation effects in the medium which shield
the electric field (important for high momentum particles). The right-hand side of
equation 3.2 can be rewritten in terms of the mass and momentum of the charged
particle. Since both the energy loss and the momentum (p) of a charged particle can
be measured with the TPC, the only free parameter in that equation then remains
the particle mass. When energy loss is plotted against momentum for accumulating
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events, distinct patterns start to appear dependent on the particle masses. These
entries can be shown to follow the curves of the Bethe–Bloch parameterisation, as
Figure 3.8 illustrates for p–Pb collisions. A charged particle is attributed an identity
according to its position on the (dE/dx vs p) graph, by requiring the measurement
to lie within a chosen number of σ from a given Bethe–Bloch curve. The selection
criteria used on the energy losses of the decay particles of multi-strange hadrons in
the TPC will be discussed in the next chapter.
ALI-PERF-60751
2013/10/13
Figure 3.8: The measured energy loss (dE/dx) as a function of particle momentum
in p–Pb collisions with the Time Projection Chamber. The Bethe–Bloch parameter-
isation for different particle masses are superimposed on the measured curves.
The TPC read-out is composed of 570,000 pads along the rϕ plane. The ionisation
electrons from the TPC pass through multi-wire proportional chambers (MWPC)
where the signal is amplified through the creation of electron avalanches, before the
final signal is captured by the read-out pads and transmitted to the front-end elec-
tronics. The wires on the end anode of the MWPCs are placed such that they form a
two-dimensional grid. The segments on the end plate defined by the grid are of three
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different sizes, therefore the pad areas vary from 0.3 cm2 at inner radii to 0.9 cm2 at
outer radii. Precise spacial coordinates in the transverse plane of the trajectory of a
charged particle are obtained by reconstructing the peaks of the distribution obtained
by the signals in a group of adjacent pads. The conjunction of such a peak with drift
time measurements for the same group of pads is called a cluster.
3.2.3 The V0 detector
Two arrays of scintillators are placed in the forward rapidity regions, forming the
V0 system [109]. The V0C detector is placed 90 cm from the interaction point on
the positive z-side. The V0A detector, on the opposite side, is located at the z=
-340 cm position. Both are composed of 32 plastic scintillator tiles, which form four
rings along the transverse (rϕ) plane, with a radius of 50 cm each. They cover the
pseudorapidity regions of 2.8> η >5.1 and -3.7< η <-1.7. The interaction of charged
particles with the scintillator material releases photons, which pass through wave-
length shifting fibres before they are conducted to photomultipliers via optical fibres.
Measurements with the V0 detector define Minimum Bias(M.B) events, which are
those in which at least one of the scintillator counters of V0A and of the V0C record
a hit 1
The scintillators give an identical response for different particles with different mo-
menta and therefore, the total energy deposited in the scintillator detectors can be
assumed to be proportional to the number of particles created in the event. The V0
detector thus serves as an estimator of the event multiplicity. In p–Pb collisions, the
distribution of the amplitude measured in the V0A detector - the array of scintillators
placed in the Pb-going side - is used to divide the data sample into seven multiplicity
classes. This will be the subject of section 4.1 in the next chapter.
1The M.B. sample is the one that is as inclusive as possible of all events. This notion will be
used in the following chapters in the context of event multiplicity, where it will represent the sample
with no selection based on multiplicity.
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In addition to providing trigger signals and multiplicity estimations, the V0 detector is
used in order to discriminate background from beam-gas interactions, i.e. interactions
of the beam with atoms from residual gas present in the beam-pipe. The V0 achieves
good suppression of such events due to its time resolution better than 0.5 ns. A
discrepancy is observed in the difference between the first hit in the V0C and V0A
scintillators from real beam-beam events, as compared to beam-gas events. The
discrimination power of this type of background is illustrated in Figure 3.9, where the
correlation between the sum and the difference of signal incidences in V0A and V0C
are plotted for pp collisions. The recorded events form three classes in that correlation
figure, one for the real pp events and two for beam-gas background events, one for
each of the two beams. [110]. In addition to placing a cut on such time correlation
distributions, the V0 can be compared with the T0 collision time reference for further
background subtraction.
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Figure 3.9: Correlation between the sum and the difference of the signal arrivals at
the V0A and V0C detectors. The pp events are populated around the (8.3; 14.3)ns
position.
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3.3 The Central Trigger Processor
3.3.1 Operation
The Central Trigger Processor (CTP) of the ALICE experiment [3] decides and com-
municates to the sub-detectors to read out data, according to the conditions for the
physics analysis. That information is sent simultaneously to the individual systems in
several steps. As Figure 3.10 illustrates, the CTP first receives signals from trigger-
ing detectors, of which there are 11, indicating the possible occurrence of a collision.
These are sent in case the data satisfies the conditions predefined in the trigger con-
figuration for a particular run, according to the physics analysis interests. As an
example, a signal might be sent by the SPD if at least one hit in the pixel layers has
been observed. There are 24 L0 connections to the CTP, 24 L1, and 12 L2 inputs.
Subsequently, the CTP sends out signals to a group of detectors which are to take
part in the data read-out. It does so in three steps, according to the different levels
of data processing by the triggering detectors, levels L0, L1 and L2. An initial L0
signal is sent out to the sub-detectors, in order to notify that a potential collision has
taken place. If the triggering detectors send additional messages consistent with the
detection of particles, the CTP transmits the L1 signal 6.5 µs later, a time interval
which is constant for all L1 instances. Finally, the CTP emits an L2 signal after a
time delay of at least 106.5 µs. This last signal indicates whether the data is to be
read-out and stored as an event (L2a) or rejected (L2r). The L0, L1 and L2 signals
are all transmitted via an intermediary Local Trigger Unit board (LTU), which is re-
sponsible for the communication between the CTP and the sub-detectors. No trigger
signal is sent to the respective detectors if at least one of them is declared to be in
the state ’busy’, in which case it is incapable of processing incoming data. This may
be the case when the trigger rate is too large or in case the detector has observed
some error in its operation. A complete diagram of all the connections to and from
the CTP is shown in Figure 3.10.
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The above description defines the trigger protocol, which can be summarised as con-
sisting of the following signals, for each instance of a potential collision of interest:
• An L0 pulse, synchronous with respect to the interaction time;
• An L1 pulse, also synchronous; a missing L1 signal after an initial L0 is inter-
preted as a rejection of the data;
• An L1 message (L1m), asynchronous with respect to the interaction time
• An L2a or L2r message, depending on whether the data will be read out or not;
This signal is also asynchronous;
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Figure 3.10: A diagram of the CTP board and its operation: The CTP receives
trigger inputs from the detectors and processes them before triggering the read-out
of a group of sub-detectors.
In the following parts of the CTP section more details are given on the triggering
process and a project developed during the long shutdown of the LHC in 2014 and
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early 2015, in preparation for the second main collision period of the LHC (Run 2)
is described. The focus of that project was to perform tests to ensure the correct
operation of the trigger protocol as defined above.
3.3.2 Trigger classes
Trigger inputs determine the kind of events that are to be selected for specific runs.
An example of a trigger input is the aforementioned minimum bias trigger, which
requires the selection of events with at least one hit in the V0A and the V0C detec-
tor (V0AND). In addition, decisions are made on which detectors to activate for the
read-out of the data for later event reconstruction. The group of participating systems
is referred to as trigger cluster, of which there are six possible combinations. With
this choice, certain sub-detectors may not be included in the data collection process.
The choice of not including a sub-detector depends on the intended physics analysis
for which the data is collected. For example, forward physics analyses like the mea-
surement of J/ψ mesons which decay into two muons may prioritise the information
from the muon detector, in which case the event information from the SDD, which
covers the mid-rapidity region and has the longest dead time of all ALICE systems,
mainly due to the drift time of the electrons in the silicon, may not be used in the
read-out, thus allowing a group of detectors to read out more often. It is possible
to apply multiple inputs and clusters in parallel during a LHC run, enabling data
collection by different groups of detectors. The combination of the trigger inputs and
clusters define the trigger classes. The upgrade of the CTP from Run 1 to Run 2 of
the LHC included an increase from 50 to 100 possible classes, i.e. 100 different input
and cluster combinations. For each trigger, the information about which classes are
active is expressed in the form of trigger patterns. These patterns consist of 100 bits,
one for each of the available classes, and is either set to 1, in case that class is active
or 0, in case it is not.
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3.3.3 The Local Trigger Unit (LTU)
The Local Trigger Unit (LTU) is the interface board between the CTP and the sub-
detector (see Figure 3.10). It can be run in two modes: standalone or global. The
former is employed for the emulation of trigger signals by the LTU, while the latter
mode is applied when receiving signals from the CTP. During the collection of data
for physics analysis, the global mode is used. L0, L1 and L2 signals are generated,
or received and transferred to the respective front-end electronics of the sub-systems.
Each sub-detector has its own LTU board in the ALICE trigger chamber. The LTU
triggers the read-out of the sub-detectors by sending the signals simultaneously to
them.
A replica of the LTU board, and of the entire CTP system, is available in the CTP
laboratory at the CERN main site, in order to work on the debugging of its firmware.
The description of a test software for the LTU board, developed during the months
preceding Run 2, is the subject of this section. Consistency checks were performed
on whether the trigger protocol was programmed correctly onto the CTP and LTU
firmware.
3.3.3.1 The LTU operation
The trigger signals are sent from the LTU to the sub-detectors via a TTC (Timing,
Trigger and Control) system. The TTC system, described in [111], is composed of an
emitter board (TTC-ex) and receiver chips in the front-end electronics of the ALICE
read out systems (TTC-rx). In the CTP laboratory, a receiver interface testboard,
the TTC-it, is used instead. As shown in Figure 3.11, the trigger information is sent
to the TTC through two different cables: L0 and L1 pulses are sent through channel
A, which ensures that both arrive with a constant time difference, whereas L1 and
L2 messages, with details on the trigger class patterns, are carried by channel B. The
arrival time of the latter messages at the detector read out system is not synchronous
with respect to the interaction time, and depends on the traffic through the channel.
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Figure 3.11: A diagram showing the LTU connection to the TTC system. TTC-ex
board is connected to a TTC-rx chip of the sub-detector front-end electronics in the
ALICE experiment. In the CTP laboratory, a TTC-it board imitates the sub-detector
receiver.
Among other LTU information, all the signals sent via the TTC channels may be
recorded onto a snapshot memory (SSM), an essential tool for the identification of
problems with the LTU firmware. Data is stored in the snapshot for every single
bunch crossing, one bunch crossing in the LHC corresponding to 25 ns.
3.3.3.2 Snapshot Memory
The SSM records the LTU information that is passed to the TTC channels as follows:
An initial L0 pulse is recorded, which is followed by a positive L1 pulse. The time
difference between a L0 and a corresponding L1 signal must be exactly 260 bunch
crossings, if it is consistent with the 6.5 µs of the trigger protocol. In case the SSM
records a different time interval, the protocol is not programmed correctly onto the
firmware. An L1-data message (L1m) follows the pulse, which contains the trigger
pattern. An L2 message completing the trigger sequence appears in the SSM with a
minimum time difference of 4260 BC (106.5 µs) with respect to the L0 pulse. The
SSM continues to record information for a period of around 26 ms to allow for one
million bunch crossings, after which a new snapshot is taken. In order to allow the
SSM to be read and saved, the firmware must stop writing. Therefore, the ends of
two consecutive snapshots do not match, so that each SSM must be analysed sepa-
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rately. Figure 3.12 illustrates an example of a saved SSM and its recorded information.
Figure 3.12: Extracts of a snapshot memory showing the first L0, L1, L1m (shown
as L1DATA) and L2m (L2DATA) signals in the SSM. The left columns indicate the
BCs of the recorded information.
3.3.3.3 LTU tests in the CTP laboratory
An SSM reader and analysis programme was developed in order to run tests on the
LTU protocol, in particular on the timing and content of the transmitted data. Find-
ing failures in the data sent to the TTC is important in order to pinpoint the location
of a given issue with the trigger system, which may lie in the CTP or LTU firmware.
In addition, this work also serves for consistency checks in situations in which the
front-end electronics of a sub-detector observes an error the origin of which is not
understood.
Both the standalone and global modes were used for the LTU protocol tests. In the
standalone mode, the LTU works as a completely independent unit. The emulation
tool programmed into its firmware simulates trigger sequences: L0, L0-L1-L2a, or
L0-L1-L2r. The emulation is controlled via a software, in which a class pattern is de-
fined and the rates for the sequences are set. In the global mode, the trigger signals
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are generated earlier in the CTP, and then are sent to the LTU. Also in that case,
the trigger classes to be generated are controlled via a software. The advantage of
running tests in the global mode is that it permits errors to be detected that occur in
the CTP, whereas tests with the standalone mode alone can only find LTU problems.
The following tests could be performed on the trigger protocol at the LTU level, both
in the standalone and global mode:
• Incomplete trigger sequences, i.e. missing L2a or L2r;
• faulty L1m or L2m, e.g. incomplete or too long class patterns;
• Non-constant intervals between the L0 and L1 signals;
• Inconsistency between the class pattern extracted from L1 with that extracted
from L2m
• Inconsistency between the L1(L2) class pattern and the software-assigned pat-
tern;
In order to perform the above cross-checks, a trigger configuration is first prepared
with the dedicated software. As explained above, the trigger classes and sequences
to be generated by either the LTU emulator (in standalone) or the CTP (in global
mode) can be chosen. Next, the software is run, the trigger signals generated, and
the first SSM is recorded in the LTU board. The full analysis is run on the snapshot
before another one is allowed to be recorded. The method used to perform the last
item in the above list is dependent on the applied mode. In the standalone mode,
exactly one class pattern can be assigned for generation. In the global mode, however,
the class patterns can be made to vary for each trigger instance, allowing for a series
of possible class patterns. Four different internal trigger inputs can be defined for
each of the 100 classes. The consistency check thus consists of checking that either
all or none of the classes, which have been attributed one same trigger input out of
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the possible four, are set to unity in the obtained class pattern. This is repeated for
the four trigger inputs.
The output of the analysis is a table with all identified trigger patterns, which passed
all the consistency checks, and the frequency with which they were observed in the
analysed SSMs. In case of the detection of errors in an SSM, the programme halts
with appropriate error messages and dumps the corresponding SSM.
These cross-checks helped with the identification of firmware flaws. They are part of
a global effort, which included tests of the same nature on the CTP board, and on
the TTC-it board, which imitates the receiving board of a sub-detector. Together,
they provided enough information to identify the faulty board of the trigger system,
in situations of unsuccessful running of the CTP. The LTU analysis just described is
a volatile analysis, as it is programmed in such a way that it can be applied for the
CTP system in the laboratory or in the ALICE cavern, depending on the need.
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Chapter 4
Selection of multi-strange hadrons
in p–Pb collisions
4.1 Centrality in p-Pb collisions
The p–Pb run of the LHC that provided the data for this work is unique in the sense
that, for the first time, enough collisions were collected for a study of strangeness
production as a function of the geometry of the collisions to be permitted. Just like
in the heavy-ion physics programme, p–Pb collisions allow the sub-division of the
data into events originating from collisions of different centralities. This term has a
similar geometrical meaning to that in Pb–Pb collisions [112], where it indicates how
the two nuclei overlap at the moment of impact. There, it determines how much of
the Pb cross-sectional area participates in the collision, ranging from fully head-on
(central) collisions to interactions between the outer edges (peripheral interactions) of
the nuclei. In p–Pb, more central collisions correspond to the proton hitting the Pb
nucleus at its centre, while more peripheral events are the result of the proton pen-
etrating the outer edge of the nucleus, in the approximation of a spherically shaped
nucleus. The former type of collision gives rise to a production of a larger number
of particles than the latter. Figure 4.1 illustrates these examples of proton–nucleus
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(p–A) interactions, which are quantified by the geometrical impact parameter b, a
variable indicative of the centrality defined as the transverse distance between the
centre of the two interacting particles. The maximum impact parameter obtainable
in p-Pb collisions is equivalent to the radius of the Pb nucleus RPb = 6.62 ± 0.06 fm
[113].
Figure 4.1: Example sketches illustrating central (left) and peripheral (right) p–A
collisions. In central collisions, the incident proton interacts with a larger number
of nucleons and a larger number of particles are generated into the detector. Pe-
ripheral collisions see a smaller number of N–N interactions, which results in smaller
multiplicities.
4.1.1 The Glauber model
High energy nuclear collisions are often described with Monte Carlo simulations ac-
cording to the purely geometric Glauber model [114], which treats p–A or A–A in-
teractions as a superposition of individual nucleon–nucleon interactions. Its aim is to
provide a description of the geometrical configuration of the collisions on a statisti-
cal basis, allowing a direct comparison relative to the simpler pp interactions. This
model makes some simplifying assumptions: Nucleons are taken to follow straight
trajectories and to be completely transparent to previous interactions. Therefore,
the nucleon–nucleon (N–N) cross-section remains unchanged for subsequent collisions
undergone by the same proton. In addition, the N–N cross-section is assumed to
be the same regardless of whether it occurs in a vacuum (pp–like collision) or in-
side nuclear matter (p–A or A–A –like collision). In the case of p–Pb collisions, the
Monte Carlo generates simulations of Pb ions composed of 208 nucleons randomly
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distributed within a sphere defined by the radius of the Pb nucleus (RPb), separated
by a distance no smaller than a hard sphere exclusion separation of 0.4 fm and such
that they follow a density profile described by the Woods-Saxon parameterisation:
ρPb =
ρN
1 + e
r−RPb
a
, (4.1)
where r is the radial position of a particular nucleon inside the ion, ρN its density and
a the skin thickness of the nucleus. Collisions are simulated with randomly changing
values for b and N–N interactions take place only if the transverse distance between
the respective nucleons is smaller than the distance corresponding to the inelastic
cross-section (σinelNN = 70± 5mb [115]):
bNN <
√
σinelNN/pi. (4.2)
The number of N–N collisions (Ncoll), and with it, the number of participating nu-
cleons (Npart = Ncoll + 1) are counted in the event-by-event simulation to determine
their dependence on the impact parameter [115].
4.1.2 Multiplicity as an indicator of centrality
Since b cannot be measured directly experimentally, the obtained Ncoll or Npart dis-
tributions have to be mapped onto a measurable quantity. In ALICE p–Pb collisions,
that quantity is the V0A amplitude, which is proportional to the number of charged
particles produced in the collision. This is the energy deposited in the hodoscopes of
the V0 detector on the A-side (in which the Pb beam travels) of the experiment. With
its high-η range, this selection avoids the central rapidity region where the actual mea-
surements of hyperons are made. This selection is consistent with the choice made
for heavy-ion collisions, in which case the amplitude measured in the scintillators of
both the VZERO detectors is used. The data are divided into seven different mul-
tiplicity classes defined by different percentile ranges. Figure 4.2 demonstrates how
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different bands are defined based on the multiplicity distribution. The 0-5% band en-
compasses the 5% most multiplicity-rich events produced in the collisions during the
data run. Similarly, the 80-100% class contains the 20% lowest multiplicity events.
The same figure also shows how the Glauber model can be mapped to the V0A dis-
tribution. This is done by a convolution of Npart and a negative binomial distribution
(NBD) defined in terms of the mean V0A amplitude per participant nucleon (µ) and
a dispersion parameter k. This NBD describes the probability of the contributions
to the total amplitude accounted for by each N–N collision. The V0A distribution
is reproduced well by the Glauber model, showing a discrepancy only for very low
multiplicity events, where multiplicities lie below the mean multiplicity reached in pp
data at
√
sNN =7TeV. The extracted Npart parameter values from the fit range from
2.9±1.4 to 15.7±3.8 from the most peripheral to the most central multiplicity class.
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Figure 4.2: The V0A amplitude distribution measured in p–Pb collisions divided into
seven multiplicity classes. The distribution is fitted with a Glauber model function
[115].
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4.2 Event reconstruction
The raw data from the collisions includes the information of which detector elements
were activated and at what time due to the passing of charged particles. These so-
called hit positions must be reconstructed into intelligible information for analysis,
providing track trajectory coordinates, revealing their curvature, and thus allowing
their momentum, energy loss and Distance of Closest Approach (DCA) to the pri-
mary vertex (PV) to be calculated and quantified in their corresponding physical
units. Once this reconstruction is performed, it is stored in more compact Event
Summary Data (ESD) files, on which the analysis, presented in this chapter, was per-
formed. The track reconstruction and PV determination are carried out by a number
of algorithms.
As discussed in the previous chapter, out of compact groups of signals in adjacent
detector sensors (pads in the TPC), clusters are defined by the measured centre-of-
gravity. Each such cluster gives a presumed position of the trajectory of the track.
Meanwhile, an algorithm using only information from the more granular SPD de-
tector makes a first estimate of the PV of the event. It does so by following track
candidates inwardly towards the location of the p–Pb interaction. Next, a ’Kalman
filter’ algorithm [116, 117, 118] searches for track clusters at the outer TPC radii,
referring to them as its ’seeds’. It works its way towards more inner TPC radii, and
eventually to the ITS, by repeatedly looking for plausible space points row-for-row,
each time allowing the values of the track parameters to be re-evaluated, by taking
into account the energy losses and the potential material absorption in interactions
with the detector. In doing these corrections, a mass for the hypothetical particle
track must be assumed. The particle mass is estimated from the most likely hypoth-
esis according to the TPC ionisation loss information in preceding clusters.
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A standalone ITS algorithm is implemented to look for tracks defined within the ITS
only. Another estimation of the PV is made at this stage using the information of the
newly reconstructed tracks. It differs from the previous estimation, in the sense that
tracks reconstructed in the TPC and (or) ITS can be used, as opposed to using the
SPD only. While in most cases more tracks are available with this method, allowing
for a more accurate determination of the vertex position, this approach relies on good
track association between track sections found in different detectors. In this work, the
latter PV is selected by default; however, in the case it could not be reconstructed due
to insufficient contributing tracks - as can be the case in extremely low multiplicity
events with low momentum particles - one resorts to the SPD-determined vertex.
Next, the same process of track reconstruction is repeated, this time propagating in
the radially outward direction from the ITS, to the TPC, TRD TOF, PHOS and
HMPID. Finally, in a last step, the tracks are refitted in the inward direction, in
order to obtain more precise values for the track parameters, given the new PV. At
this point, making use of the refitted tracks, an algorithm searches for secondary
vertices, potentially from the weak decays of strange particles. In each detector, a χ2
is calculated in a fit of the final track to its measured parameters, serving as a track
quality indicator. For this analysis, all daughter tracks of potential multi-strange
decaying particles were required to have a χ2 per number of TPC cluster below 33
[119, 120].
4.3 Event selection
During the months of January and February in 2013, ALICE recorded 26 runs to-
talling over one hundred million proton–lead collisions with an integrated luminosity
of 58µb−1 [121] at a centre-of-mass energy of 5.02 TeV. These were the first collisions
between protons and heavy nuclei to ever be conducted at the LHC. The quality of
these events was scrutinised by imposing a few selections, which are described in the
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following sections.
4.3.1 Pile-up
Pile-up is an effect caused when multiple interactions occur within the same bunch
crossing (BC). ALICE is designed to run with negligible pile-up, so it is important that
its contribution is minimal in order to not interfere with the results. The likelihood of
the presence of such events in a given sample increases with the collision rate, which
for the p–Pb sample at hand, was 10 kHz. The removal of pile-up in the available
sample was not performed at an event-by-event but at a run-by-run basis. Each of the
26 runs were individually tested for their likelihood of pile-up contamination. This
was carried out by working out the average number of interactions per BC (µ) in each
of the recorded runs. The number µ is related to the probability distribution (P(n))
in terms of the number of interactions per BC n, which can be expressed according
to a Poisson distribution [122]:
P (n, µ) =
e−µµn
n!
. (4.3)
The µ number can be obtained by counting the number of triggers per bunch crossings
in the data, which is related to P (n > 0). The probability to have at least two
interactions per BC - i.e. pile-up - can be expressed in terms of µ as follows:
P (n ≥ 2, µ) = 1− P (0, µ)− P (1, µ) = 1− (µ+ 1)e−µ . (4.4)
Figure 4.3 shows the values for µ in each of the run numbers recorded. The calcu-
lations are performed for V0AND triggers in the data sample, i.e. for events which
showed a signal both in the V0A and the V0C detectors. Three runs were removed,
which showed larger likelihood for pile-up than the rest. They correspond to 2.2%
fraction of the reconstructed events in the original data sample (see Table 4.1). The
remaining runs have µ values of no more than around 1%. Given that the original
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Figure 4.3: The average number of interactions per bunch crossing (µ) in the 26
respective runs among V0AND triggered events.
sample only contains events which, by definition, recorded at least one interaction,
the probability for pile-up in the remainder of the sample used for analysis is smaller
than P (n ≥ 2, 0.01)/P (0, 0.01), which equals 0.5%.
4.3.2 Trigger and Primary Vertex selection
An online trigger that requires a signal in the V0A and V0C detector (V0AND) was
applied. The V0 detector operates with a time resolution better than 1ns. Its time
measurements were checked against the collision event time obtained by the T0 system
that uses a Cherenkov detection method. This ensured the removal of background
events, originating from beam-gas interactions, down to negligible amounts. With
this trigger, the event selection is almost exclusively composed of non-single diffractive
(NSD) events. Monte Carlo studies measured an efficiency of 99.2% for the selection
of NSD events [123].
In this work, the yields of multi-strange hadrons will be normalised to the number
of events that correspond to the visible cross-section, in other words, the number
of events that pass the oﬄine V0 trigger. However, the selection of these baryons
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is performed on the number of events that have a well-reconstructed primary ver-
tex that follows the description of section 4.2 and which, in addition, is found to lie
within the [-10;+10]cm window along the beam (z) axis. This will affect the measured
hyperon rates only in the most peripheral multiplicity classes 60-80% and 80-100%
where event losses from the absence of well-reconstructed PVs are observed. The
reason why events pass the trigger but fail to show a PV are likely to be due to ultra-
peripheral collisions, in which the protons and the lead nuclei engage in diffractive
processes with the exchange of colourless pomerons or in electromagnetic interactions
with the exchange of photons. Cases of missing vertices were found in 1.2% of the
events in the 60-80% multiplicity class, and in 3.3% among the 20% most peripheral
events. For the production rates of the multi-strange baryons in the combined sample
(0-100% multiplicity class), this effect is smaller than 1%.
Table 4.1 shows the reduction of the number of events with each successive selection.
The trigger and primary vertex identification cause a data loss of 1.7%, while the
z-cut on the PV removes over 10% of the remaining data. Overall, around 85% of the
initial data is used for analysis. The analysis chain described in detail in the following
section was performed on the remaining 1.054×108 events.
Table 4.1: Number of events at different selection stages
Event selection stage Number of events
Reconstructed events 1.229 × 108
after pile-up removal 1.202 × 108
passing trigger (V0AND) 1.190 × 108
with reconstructed PV 1.182 × 108
passing PV z-position cut 1.054 × 108
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4.4 Selection of multi-strange baryons
Multi-strange baryons leave a characteristic signature in the detector identifiable
through the topology of the two subsequent decays mediated by the weak nuclear
force. The analysis described here focuses on the following decay modes:
Ω− → ΛK−(B.R. : 67.8%)→ ppi−K−(B.R. : 63.9%) , (4.5)
Ω
+ → ΛK+(B.R. : 67.8%)→ ppi+K+(B.R. : 63.9%) , (4.6)
Ξ− → Λpi−(B.R. : 99.9%)→ ppi−pi−(B.R : 63.9%) , (4.7)
Ξ
+ → Λpi+(B.R. : 99.9%)→ ppi+pi+(B.R : 63.9%) . (4.8)
These decay processes are commonly referred to as Cascades and the Λ decay is known
as a V0, due to the V-shaped form the decay tracks of this neutral particle leave in the
detector. The overall branching ratio (B.R.) of the Ω and Ξ cascades are 43.3% and
63.9%, respectively. Thanks to the large TPC, ALICE is well equipped to identify
these types of decay. The cascade identification strategy is based on the measured
values of five cascade and five V0 topological variables, that provide information on
the Ξ± and Ω± and V0 vertices. A set of criteria imposed on these parameters aims to
select cascade candidates with identified tracks that agree with the scenario depicted
in the sketch shown in Figure 4.4: a multi-strange particle produced at the primary
vertex travels for some distance in the detector before producing a charged pi or K
track, the so-called bachelor track. A few centimetres away, the neutral, and therefore
invisible, Λ baryon also decays, generating a pair of tracks.
Invariant mass calculations are performed for each potential multi-strange decay.
In the process, the bachelor is once assumed to be a charged pi and once a K. Two
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invariant mass hypothesis are applied for each candidate, one under the Ξ and another
under the Ω assumption. In order to reduce the memory needed for storing cascade
candidates, they are only selected if both their measured masses lie within a window
of 150 MeV/c2 centred around their corresponding PDG masses, which are MΞPDG =
1.321 GeV/c2 and MΩPDG = 1.672 GeV/c
2.
In the remaining parts of this section, a selection strategy aimed at optimising the
resulting multi-strange signal is outlined.
Ξ−(Ω−)
π−(K−)
Λ
π−
p
~B
−
−
−
>
−−− >
x
y
Figure 4.4: The decay of a negatively charged multi-strange baryon as seen in the
transverse plane inside the detector. The solid curves show the visible tracks in the
detector and the dashed line represents the invisible neutral V 0. The decay vertices
of the cascade are depicted by the red points.
4.4.1 Acceptance
In p–Pb collisions, the centre-of-mass of the nucleon–nucleon collisions is shifted with
respect to the laboratory frame of reference by 0.465 units of rapidity in the direction
in which the proton beam travels. This is due to the fact that the same magnetic
rigidity, defined as the product of the field with the cyclotron radius, is provided to
both the proton and the lead ion beams. Charged nucleons are accelerated at an
energy of 4 TeV, but the heavier Pb nuclei, which are composed of both protons
and neutrons, acquire less energy per nucleon. Therefore, the colliding nucleons have
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unequal energies at the moment of interaction. The measurements reported in this
thesis were performed in the central rapidity window defined in the centre-of-mass
frame within −0.5 < y < 0, where negative rapidity corresponds to the side of
the detector into which the Pb beam travels, and within the pseudorapidity range
|η| < 0.8.
4.4.2 TPC dE/dx selection
As explained in the previous chapter, the energy loss inside the TPC by charged
particles allows tracks to be identified by comparing their position to the Bethe-Bloch
dE/dx vs momentum relationship of pi±, (anti)protons or K±. The cascade daughter
tracks were allowed to deviate from that parameterisation by no more than 4σ, where
σ is determined from the Gaussian width of the dE/dx curve. The background on
the invariant mass of the reconstructed hyperon candidates is reduced significantly
by this selection, as is shown in Figure 4.5. A background removal of a factor 2-3 is
seen for the Ξ, while the Ω see a reduction of about one order of magnitude. This
is due to the background of the Ω being largely dominated by the presence of Ξ
candidates, given that prior to this track identification cut, there is no distinction
between pion and kaon bachelor tracks. The selection based on the energy loss in the
time projection chamber removes a negligible amount of real multi-strange hadrons,
given the very loose 4σ cut.
4.4.3 Topological variables
In order to purify the selection of multi-strange baryons it is essential to consider
the topology of their decays. The topological parameters of cascades are depicted in
Figure 4.6. In order to limit the memory needs for the storage of potential candidates
for multi-strange decays, initial loose thresholds had been imposed on the variables
during reconstruction of the event and recording of the ESDs. In the following parts
of this section, the fine-tuning of each selection cut relative to those original loose
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Figure 4.5: The invariant mass distribution of multi-strange baryons under the Ξ−
(left) and Ω− mass hypothesis. The distribution after the selection according to track
energy losses in the TPC is compared with the raw initial histogram.
selections, is described. It will be shown how decisions were made based on a study of
the effects that potential selections may imply for the expected signal and background
outcome. Use of the Minimum Bias sample - i.e. of the multiplicity-integrated sample
- was made for this study, as it is reasonable to assume that in p–Pb collisions, the
topology of the cascades does not depend on the event multiplicity. This assumption
is based on the fact that in this collision system, event multiplicities reach at most a
few tens per unit pseudorapidity, so the reconstruction of the topological parameters
is not challenged by large track densities. In the following, the topological variables
are described and the decisions on the values of the selection cuts to these variables
are explained.
a) The radial positions of the cascade secondary vertices in the transverse
plane - Rtr and R
V 0
tr
The positions of the decay vertices are calculated from the information of the origin of
the tracks (and/or the neutral Λ particle) and their respective momenta. Their loca-
tion is determined by identifying the radius at which the distance of closest approach
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Figure 4.6: Diagrams illustrating the topological variables related to the weak decays
of negatively charged multi-strange hadrons produced in the PV: decay radii and
impact parameters (IP, top), DCA between tracks (middle) and the cosine of pointing
angles (P.A.) of decaying particles. The solid curves show the visible tracks in the
detector. The red points represent the reconstructed positions of the primary and
decay vertices.
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between the daughter particles originating from the decay is found. Those distances
are the DCA between the bachelor and the V 0 line of flight for the presumed Ξ(Ω)
decay vertex and the DCA between the V 0 daughters for the vertex of the subsequent
Λ decay. The transverse radii of the secondary vertices depend on the lifetime of the
Λ, Ξ± and Ω± baryons and the pT of these particles. The lower-limit thresholds on
their distributions:
Rtr(Ξ
±) ≥ 0.6 cm ; Rtr(Ω±) ≥ 0.5 cm , (4.9)
and
RV 0tr (Ξ
±) ≥ 1.2 cm ; RV 0tr (Ω±) ≥ 1.1 cm (4.10)
were found to be consistent with a maximum signal significance, given by the ratio
S√
S+B
, where S stands for the signal and B the background. In order to calculate
the significance, both a signal and a background distribution of the radii are needed.
These are extracted from the candidates that lie in the corresponding invariant mass
peak and background region, the signal distribution being obtained from a subtraction
of the latter to the former. Detailed information on how the signal is defined will be
provided in the section of the signal extraction in this chapter (4.5). The slightly
looser restrictions in the Ω± selection in cuts 4.9 and 4.10 are a consequence of its
smaller mean lifetime (cτ) of 2.461 cm compared to 4.91 cm for the charged Ξ baryons
[124].
Figure 4.7 shows the distribution of the significance on the top panels as a function of
the potential cut on the radii for the Ξ− selection. In the bottom panels, it is visible
that signal losses are kept well under 1% when applying either of the two cuts, while
the background removal is stronger by a factor of about 3 in a multiplicity-integrated
and pT-integrated sample. The signal losses are well represented by the Monte Carlo,
which ensures a small systematic uncertainty when performing the efficiency correc-
tion later. Information on the Monte Carlo simulations will be given in the discussion
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of the selection efficiencies in section 4.5.
1 10
S+
B
S
200
400
 = 5.02 TeVNNsp-Pb 
 0.6-7.2 GeV/c Min.Bias-Ξ
 (cm)tr.lower-limit cut on R
1 10
fra
ct
io
na
l lo
ss
5−10
4−10
3−10
2−10
1−10
1
Signal loss (data)
Bg. removal
Signal loss (M.C.)
applied cut
1 10
S+
B
S
200
400
(cm)tr.
0Vlower-limit cut on R
1 10
fra
ct
io
na
l lo
ss
5−10
4−10
3−10
2−10
1−10
1
applied cut
Figure 4.7: The significance (top) and the signal and background losses (bottom) as
a function of possible lower-limit thresholds for the cuts on the decay radii of the Ξ−
and its Λ decay radii in multiplicity and pT integrated data.
b) The impact parameter (IP) of the daughter particles
The IP of the bachelor and of the V 0 daughter tracks are sketched in the upper part
of Figure 4.6. They are defined as the DCA in the transverse plane between the track
and the reconstructed position of the primary vertex. The trajectory of the track
is calculated down to the location of the interaction vertex as if it were a primary
particle. The smaller the IP of a charged particle is, the higher is its likelihood
of actually being a primary particle. In the case of a cascade, all three daughter
tracks emerge at secondary vertices and therefore, lower-limit cuts are applied for
their selection. While for larger cascade momenta, the tracks are placed further away
from the PV causing an increase in the IP, their trajectories will be less bent, thereby
reducing the value of the parameter. The two effects help shape the distributions.
The following cuts were applied to the IP of the charged tracks:
IP bach ≥ 0.04cm , (4.11)
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IP V 0−meson ≥ 0.04cm , (4.12)
IP V 0−baryon ≥ 0.03cm , (4.13)
as they are consistent with a maximum overall significance, which can be seen in
Figure 4.8. A selection cut is also set to the IP of the neutral Λ, determined by the
distance between its trajectory and the PV. The value of this parameter is influenced
by both the decay vertex momentum resolution of the two V 0 tracks, which is why a
more stringent cut can be applied:
IP V 0 ≥ 0.06cm . (4.14)
As seen in Figure 4.8, the total signal losses never exceed 1%, and are well reproduced
by the M.C. sample. The most discriminatory cut is the threshold applied to the IP
of the bachelor track (4.11), for which a total background removal of about 5% is
observed, mostly due to the rejection of wrongly identified secondary tracks found
close to the PV.
c) The DCA between the V 0 daughter tracks
The distance of closest approach between the proton and pion tracks produced in the
decay of the intermediate Λ baryon would be equal to zero for real Λ decays in case
or perfect resolution of the trajectory of tracks. However, the finite track resolution
translates into an uncertainty on the particle trajectories and momenta. Therefore the
DCA between the daughter tracks is also associated with an uncertainty. Here, this
parameter is expressed in units of its own uncertainty σ. An upper-limit is applied to
its distribution in order to enhance the probability of selecting candidates for which
the two tracks originate from the same vertex:
DCA(V 0 daughters) ≤ 1.5σ . (4.15)
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Figure 4.8: The impact parameters of the bachelor (top right), the tracks from the
V 0 decay (top left for the proton and bottom right for the pi), and of the neutral Λ.
The figures show the significances as a function of a hypothetical cut and the signal
losses in two different pT intervals, as well as the background removal.
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A fractional signal loss of up to 2% and a background removal of 10% follows with
this restriction, as is shown for the Ξ− particles on the left side of Figure 4.9. Monte
Carlo appears to underestimate the estimation of the signal losses with respect to the
data by a factor of around two at the value of the applied cut (4.15) however due to
the small losses observed, the systematic effects are kept low.
d) The DCA between bachelor track and the V 0
As demonstrated in the diagram in the middle part of Figure 4.6, the vertex of the Ξ±
(or Ω± ) is also assigned a DCA value between the bachelor track and the line of flight
of the Λ particle. The latter position is estimated by tracing back the V 0 momentum
vector towards the radial position of the hypothetical hyperon decay vertex. This
variable, too, should approach zero for real cascades, the deviations from it being due
to the finite track resolution. To this variable, a requirement of
DCA(bach− V 0) ≤ 1.3 cm (4.16)
is set, giving rise to similar signal losses to those from the DCA variable of the V 0.
Similarly to the previous parameter, the value set as upper threshold on this variable
also maximises the significance and has a large background suppression potential, in
this case exceeding 10%. This can be seen on the right side of Figure 4.9.
e) The cosine of the pointing angles cos(P.A.) and cosV
0
(P.A.)
The pointing angle (P.A.) is defined as the angle between the line connecting the
primary to the decay vertex and the reconstructed momentum vector of the decaying
particle (see bottom diagram of Figure 4.6). This angle increases with the bending of
the decaying particle. Since the Λ follows a straight trajectory, it does not contribute
to a larger P.A. with respect to the angle of the decay of the multi-strange particle,
except for a small kink its direction suffers with respect to the direction of the Ξ, at
the decay vertex of the latter. The momentum resolution, however, has a dominant
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Figure 4.9: The significance (upper panel) as a function of cut threshold on the DCA
of the Ξ− daughters and the signal and background losses (lower panel) entailed with
the same cut. The Monte Carlo signal losses for M.C. truth-associated candidates are
also shown for comparison.
effect in the determination of this variable, and due to the addition of a third and soft
track (the bachelor) in its calculation, the Ξ± (Ω±) P.A. is on average larger than that
of the V 0. As a result, the V 0 distribution of the cosine of P.A. is steeper towards 1,
and allows for tighter cuts:
cos(PA) > 0.97 (4.17)
cos(PA)V
0
> 0.98 . (4.18)
The pT -integrated significances, signal and background losses observed for the Ξ
−
particle are shown in Figure 4.10 for these two variables. These variables are both
largely discriminatory against background, however they are the worst reproduced
by the simulated data. Therefore, care must be taken in avoiding large signal losses
in order to minimise the systematic effect due to the efficiency corrections. For that
reason, the cut on the cos(P.A.) is not placed at maximum significance (see left side
of the figure). Overall, the total background is reduced by above 20% at the cost of
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a signal reduction around 1%.
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Figure 4.10: The significance (upper panel) as a function of cut threshold on the
cosines of the pointing angle corresponding to each of the two weak decays that
constitute a Ξ− cascade, and the signal and background losses (lower panel) entailed
with the same cut. The Monte Carlo signal losses for M.C. truth-associated candidates
are also shown for comparison.
The pT dependence of the topological variables
From the definition of the ten topological parameters, it is clear that all of them are
momentum-dependent, both for physical reasons (decay radii) and technical reasons,
due to the influence of the finite momentum resolution of the tracks. In the figures
above, the decision on the cuts were placed according to the momentum-integrated
sample, rather than studying different pT intervals separately. Due to this choice, the
latter study is necessary when determining the systematic uncertainties, in particular
for those variables where the Monte Carlo estimated signal losses differ from those in
the data, and will do so by different amounts according to the cascade momentum.
The systematic studies are described in more detail later in section 4.7.
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4.4.4 Number of TPC clusters
A minimum number of TPC clusters is imposed on each track in order to select good
quality tracks. The peak on this number occurs at around 140 for both Ξ± and Ω±,
while the M.C. peaks are displaced by about up to 10%, estimating a lower number
of clusters than is the case for real tracks. The data and M.C. distributions are su-
perimposed in Figure 4.11. It is due to this misrepresentation - a consequence of both
an imperfect track simulation in the M.C. and of a misrepresented pT distributions
in the simulated data with DPMJet - that the minimum number of clusters required
for the selection of cascade candidates is maintained at a very loose value of 70, thus
avoiding systematic biases.
NTPCcls > 70 . (4.19)
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Figure 4.11: The distribution of the minimum number of TPC clusters for the daugh-
ter tracks of the Ξ− (left) and Ω− (right) candidates reconstructed in their respective
invariant mass peak, subtracted by the curve formed by candidates from the side
bands.
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4.4.5 The proper lifetime
The lifetime of a decaying particle is expressed in units of length and defined as:
cτ = cmL/p, (4.20)
where m is the Particle Data Group (PDG) mass of the multi-strange baryon, L is
the decay length traversed by the Ξ± or Ω± candidate in the laboratory frame and p
is the total momentum of the cascade candidate. Though the multi-strange baryons
are charged, the bending of their trajectory due to the presence of a magnetic field is
assumed to be negligible for this computation and thus L is measured as the distance
between the decay position and the primary vertex. The mean PDG Ξ− lifetime is
4.91 cm and that of the Ω is 2.46 cm. The multi-strange candidates are required to
have a measured lifetime within three times their PDG mean lifetime:
cτ ≤ 3× cτPDG (4.21)
This cut is particularly powerful at removing low-momentum fake cascade candidates,
the tracks of which were produced in interactions with the ITS detector material. This
is because it removes particles that appear to have travelled further in the detector
than their small momentum would allow them to, giving an implausibly high value for
cτ . This is clear from equation 4.20, where low p on the denominator is compensated
by a small length  L in the numerator. In Figure 4.12, the increase in the signal-to
background (S/B) ratio is drawn as a function of pT both for the negatively charged
Ξ and Ω baryon, confirming that the gain occurs especially at low-momentum, where
the increase reaches 2.5. This cut comes at the cost of a total loss of real multi-strange
baryons equal to e−3 ∼ 5%, as the particle decay in a sample can be represented by
an exponential decay function, with cτPDG as the decay constant.
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Figure 4.12: The increase in the Ξ− and Ω− signal to background ratios when applying
the cut on the lifetime. The gain is more pronounced in the low pT region.
4.4.6 Selection based on Invariant mass
Despite the invariant mass restrictions applied before storing the final sample of
cascade candidates, and despite the TPC selection according to energy loss, the Ω±
selection can still be subject to contamination from Ξ± decays. As was already
explained at the beginning of this section, the reconstruction of cascades is performed
once under the Ξ and once under the Ω mass hypothesis. The background due to Ξ
can be partially removed from the Ω selection by not allowing the Ξ-assumed invariant
mass to be any closer to the PDG mass of the Ξ− than 8 MeV/c2:
|Mas ΞΩ −MPDGΩ | > 0.008 GeV/c2 (4.22)
The Ω± can also form part of the Ξ background but only to a negligible degree,
given that their cross-section is smaller by an order of magnitude. This cut does
not improve the extracted signal, however, it plays an important role in reducing
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the background, and changing its shape. Figure 4.13 shows an overall background
reduction of approximately a factor of two. After the mass cut, its shape takes a
linear form in the vicinity of the peak, which is important for the signal extraction.
An additional invariant mass selection cut is applied to the mass of the V 0 daughter,
which removes all candidates for which that mass lies outside a window of±10 MeV/c2
around the PDG mass of the Λ baryon.
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Figure 4.13: The Ω− pT-integrated invariant mass distribution in M.B. before and
after the application of the mass hypothesis cut.
4.5 Signal extraction
The signal is extracted directly from the invariant mass distributions, in different pT
and multiplicity bins. Figure 4.14 demonstrates how mass histograms are divided into
bands in the process, with the example of low-pT distributions for the high multiplicity
class (the 0-5% class) and a low multiplicity one (the 60-80% class). Both Ξ− and
Ω− mass plots are shown to be fitted with a Gaussian function in the peak region.
A central peak band is defined in terms of the number of σ from the Gaussian peak,
in this case chosen to be within -4σ and +4σ (i.e. inside the [-4;+4]σ window).
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Adjacent side-bands to the mass peak in the ranges [-8; -4]σ and [+4; +8]σ, represent
the background. This choice was made to ensure that in every pT interval of every
spectrum, the side-bands do not overlap with the mass peak and be fully defined in
the background region. The background subtraction method applied is a so-called
bin counting approach, which consists of directly subtracting the bin entries inside
the two side-bands from the total number of entries registered in the peak region.
Such a method forcibly assumes that the background area under the mass peak is
the same as it is in the outside regions where no signal is present. In other words, it
assumes a linear background. A linear function fit to the background on both sides
of the peak is shown in the four mass histograms of Figure 4.14. Although the fit
was not directly used in the default signal extraction method, an approach in which
the integral under that linear function represents the background was pursued in the
studies of the systematic uncertainties.
4.5.1 Statistical uncertainty
The subtraction applied in the signal extraction method is performed on two non-
correlated quantities: the peak counts, which contain the signal (Ns) and the back-
ground (Nb) and the sum of the entries in the adjacent background bands which
also constitute the background (Nb). A Poisson uncertainty is attributed to these
three counts. The statistical uncertainty on the signal is obtained through the error
propagation of this subtraction and is:
σstat =
√
Ns + 2Nb . (4.23)
4.6 Signal Correction
In order to estimate the true number of multi-strange hadrons available in each pT
interval, it is important to correct the measured cascades signals for the efficiency of
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Figure 4.14: The final Ξ−(left) and the Ω−(right) invariant mass distributions in the
0-5% (top) and 60-80% multiplicity classes in low-pT intervals. A Gaussian function
(red dotted line) fits the peak. The peak and side-bands (coloured boxes) are defined
by the standard deviation parameter of the Gaussian fit. In order to extract the
signal, the area under the side-bands is directly subtracted from the peak region.
The choice of this method is supported by a good representation of the background
of a linear fit.
the selection approach described above. The efficiency is in fact only partially defin-
ing of the correction factors that need to be applied. The selection of cascades in data
must be corrected for the efficiencies of the reconstruction and selection methods, the
acceptance limits due to the geometrical constraints in which the measurements are
conducted, and for the branching ratio of the decay channels that are not considered
(decays of Ξ± and Ω± other than (4.5)-(4.8)). 1
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The estimation of the efficiencies was carried out by repeating the same analysis
process in simulated data as that performed in data and checking against the truth
information of the generated multi-strange particles. With the DPMJet simulated
data it is not straightforward to obtain similar signal to background ratios as in data.
It will be shown later in the next chapter, that the DPMJet model underestimates
the relative Ξ and Ω cross-sections. This plays a crucial role in the estimation of the
final Ω± signal-to-background ratio, as we know that apart from the combinatorial
part, a fraction of its background is due to the presence of real Ξ± when reconstructed
under the Ω± mass hypothesis. This could result in inaccurate efficiencies if the same
signal extraction method described in the previous section is applied. In order to
get around this problem, only the reconstructed candidates that could be associated
to true cascades were selected. This method - which is the only part where the
M.C. analysis differs from the analysis in data - removes the necessity to perform any
background subtraction. It is a cleaner way to arrive at the signal of multi-strange
hyperons. The occasional true multi-strange hadron, the invariant mass of which was
binned outside the peak band was also removed in exactly the same way as it would
have been in the data. This is to remove cascades with a badly determined invariant
mass, a situation which occurs with similar frequency in the data as in the M.C.
The efficiency in pT bin i (
i) is calculated by dividing the obtained M.C. signal by
the inclusive number of actual generated multi-strange particles in the M.C. sample,
within the desired rapidity interval:
i =
N iass.
N igen
∣∣∣∣∣
−0.5<y<0
, (4.24)
where N iass. is the number of both selected and associated, and N
i
gen the number of
generated Ξ± or Ω± in the same pT bin.
1For conventional reasons, the correction factors to be applied to the number of measured multi-
strange hadrons are here referred to as efficiencies.
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Unlike N iass., N
i
gen is inclusive of all decay channels. The signal corrected for these
limitations is obtained by dividing the extracted signal in data by the correction
factor, i.e. N is/
i, where N is is the extracted signal in pT bin i.
The numerator and denominator of the correction factor  are two highly correlated
quantities: the hadrons counted in the former are counted in the denominator, too.
A binomial error:
σi =
√
N iass.(1− i)
N igen
(4.25)
is thus assigned to the efficiency .
4.6.1 Monte Carlo
The Monte Carlo data used for the estimation of the efficiencies were obtained through
simulations by the DPMJet event generator [125], alongside simulations for the prop-
agation of particles in the ALICE detector performed by GEANT–3 [126]. The DPM-
Jet model is known to severely underestimate the multi-strange cross-sections. While
the production rate of these particles is not relevant for the calculation of the efficien-
cies, it is preferable to have a large number of such particles present in the sample,
in order to avoid the efficiencies to dominate the statistical uncertainty on the mea-
sured momentum spectra. For that reason, special specifications were applied in the
simulation of the M.C. data. Four different samples were produced, one for each of
the particles and anti-particles. Knowing that the generation of particles causes only
a small fraction of the consumption cost compared to the reconstruction process, the
latter was only pursued when an event was encountered with at least one generated
multi-strange baryon. In addition, a pseudorapidity cut of |η| < 1.2 was introduced
in order to reduce the production time cost further. For the Ξ baryons only, an ad-
ditional transverse momentum cut of pT > 2.0 GeV/c was applied. This was due to
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the model mis-representation of the rate being most pronounced in the higher mo-
mentum range, as will be discussed in the next chapter (section 5.2.1). In total, 5
and 10 million such events were reconstructed with Ξ± and Ω± respectively. The fact
that the measured efficiencies did not show any deviation with respect to the default,
non-enhanced productions allowed the two types to be merged into one sample for
charged Ξ and another one for charged Ω particles.
4.6.2 Efficiencies
The obtained efficiencies in the Minimum Bias sample are presented in Figure 4.15.
A strong rise with increasing transverse momentum is observed reaching maxima of
32% (Ξ± ) and 18% (Ω± ) measured at 4 GeV/c. These maxima represent just slightly
less than half the total amount of baryons detectable, given the branching ratios for
the decay modes considered.
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There is the possibility of feed-down in the Ξ selection, i.e. the presence of secondary
Ξ± in the sample that decay from the Ω− → Ξ−pi and its charge conjugate decay.
The branching ratio of this decay is only 8.6%, and the Ω/Ξ ratio is smaller than 10%.
As a result, less than 1% of the selected Ξ− could potentially have originated from
feed-down processes. The selection cuts based on the topological parameters reduces
their contribution. The amount that remains, is not corrected for by the efficiency as
defined above. This effect is however negligible, compared to other systematic errors.
4.6.3 Dependence on Multiplicity
It is important to study whether the event multiplicity can have an effect on the
efficiency to identify cascades. In cases where the charged particle multiplicities are
very high, one can expect the successful reconstruction of multi-strange baryons to
decrease. In p–Pb collisions, however, the changes in average multiplicity are within
one order of magnitude and are well below the nominal multiplicity handling ca-
pabilities of the ALICE detector: the mid-rapidity charged particle pseudo-rapidity
density is 45±1 [127], but the ITS and TPC were designed to cope with up to 8000
tracks. Similarly, in very lowly populated events, the primary vertex is determined
with less accuracy, which in turn affects the accuracy of the topological parameters.
Although this case is a concern for a systematic error, it can affect the efficiencies, too.
Figure 4.16 compares the efficiencies measured in M.B. events with those from the
0-5% and the 80-100% classes. Within the uncertainties, no multiplicity dependence
is observed, and therefore efficiencies calculated with the M.B. sample were used in
order to correct the measured signals in the data. This choice benefits from the larger
statistics available in the sample and thus minimises the statistical uncertainty of the
measurements. A 2% systematic uncertainty is applied across all multiplicity classes
due to this choice, in order to cover any potential effect buried within the statistical
fluctuations of the ratios in Figure 4.16.
95
4.7. SYSTEMATIC UNCERTAINTIES
 (GeV/c)
T
p1 2 3 4 5 6 7 8
Ef
fic
ie
nc
y
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Min. Bias
0-5% V0A mult. class
60-80% V0A mult. class
-Ξ
 (GeV/c)
T
p
1 2 3 4 5 6 7 8
R
at
io
 to
 M
B
0.8
0.9
1
1.1
 (GeV/c)
T
p1 1.5 2 2.5 3 3.5 4 4.5 5
Ef
fic
ie
nc
y
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Min. Bias
0-5% V0A mult. class
60-80% V0A mult. class
-Ω
 (GeV/c)
T
p
1 1.5 2 2.5 3 3.5 4 4.5 5
R
at
io
 to
 M
B
0.8
0.9
1
1.1
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4.7 Systematic uncertainties
As described in the preceding sections of this chapter, a series of decisions had to be
taken when making the selection of multi-strange baryons. While these were mostly
justified by minimising the statistical uncertainty and optimising the signal, system-
atic effects were introduced in the process. The Monte Carlo simulations with which
the signal corrections were calculated do not provide an accurate description of the
values of some topological and kinematic properties of the hyperons, nor of the de-
tector responses to them. Due to these modelling imperfections, the choice of cuts
affects the final results and it is imperative to compute by how much in order to
compute the systematic uncertainties on the pT spectra.
The strategy to obtain an estimate of the systematic errors in the corrected pT spec-
tra relies on exploring variations on the selection cuts, and observe the deviations
in the hyperon yields. In this process, it is important to consider the different dis-
tributions of several parameters in different pT ranges. The following sub-sections
provide a description of the variations that were applied to the analysis settings and
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the considerations that were made for low and high pT.
4.7.1 Uncertainties due to selection cuts
In this section a detailed account of the estimated systematic uncertainties is given
due to the various selection cuts mentioned earlier.
a) Topological selections
Table 4.2 shows the variations in the selection criteria that were applied to evaluate
the systematic shifts in the bins of the pT spectra. The decisions on the variations
were made such that signal changes were within 10%. The whole analysis was rerun
for every single cut variation, while keeping all other settings according to their default
values. As has been discussed previously, the shapes of the topological variables are
pT-dependent, and thus different cut thresholds entail different signal losses depending
on the pT of the multi-strange baryon candidate. This is illustrated for the distribution
of the DCA between the two V 0 daughters in Figure 4.17: identical selection cuts
remove larger signal fractions at low than at large momentum and, therefore, different
changes to the default selection on this variable are considered.
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Figure 4.17: Variations considered to the cut on the DCA between the V 0 daughters
for the estimation of the systematic uncertainty on the Ω− due to this selection
criterion. At high pT , tighter cut variations with respect to low pT are applied in
order to observe similar signal losses. The variations are obtained by studying the
0.8<pT<1.2 GeV/c (left) and 3.0<pT<5.0 GeV/c (right) ranges separately.
The following facts about the momentum dependence of the topological parameters
97
4.7. SYSTEMATIC UNCERTAINTIES
were considered for the decision on the values presented in the table:
• The decay radii of the multi-strange hadrons and V0s are distributed at larger
radii for particles with higher momentum. To compensate for this, tighter cut
variations are considered at high pT such that similar signal losses with respect
to low-pT are explored.
• High momentum particles follow less curved trajectories, which is why the im-
pact parameters of the decay products of particles with larger pT are generally
smaller. This results in steeper distributions towards zero, which allows for
looser cuts to see the same signal losses as in lower momenta. In addition, for
the same pT of the mother particle, the heavier bachelor track of the Ω
± baryons
(K±) carries, on average, more momentum than the bachelor track of Ξ± (pi±).
This was also taken into account, resulting in less severe variations in the se-
lections based on the impact parameter of the bachelor track of the Ω± with
respect to the same parameter of the Ξ± bachelor.
• The DCA between the cascade daughters and the DCA between the V0 daugh-
ters have better resolution at high momentum. The varied upper limit cuts are
therefore tightened with respect to low-pT.
• The cascade cos(PA) and V0 cos(PA) distributions are flatter at small pT due to
smaller resolutions and hence show larger deviations from one. Looser selection
variations were pursued at low pT for the study of the systematic uncertainties.
Corrected spectra are extracted for every variation on the topological selection cri-
teria. The ratio of these spectra to the default spectrum are all shown in Figures
4.18 and 4.19 for Ξ− and Ω− respectively. The observed deviations are in general
well below 5%, with the maximum deviations occurring in the extremities of the pT
spectra. The systematic uncertainty of any pT interval is the maximum deviation
observed among the several analyses, divided by two.
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Table 4.2: Topological selection variations used in systematics studies. Values in
parenthesis correspond to selection settings used for the Ω± analysis only, in those
cases where those varied with respect to the Ξ± .
Variable v. loose loose default tight v. tight
low/mid-pT, high-pT low/mid-pT, high-pT
Rtr. > 0.4 >0.5 > 0.6(0.5) cm > 0.8(0.7), 1.5(1.0) > 1.1(0.9), 3.25(1.7)
RV
0
tr. > 1.0 >1.1 > 1.2(1.1) cm > 2.0, 5.0(3.5) > 3.0, 11.0(6.0)
IPbach. - >0.03 > 0.04 cm > 0.1, 0.1(0.07) > 0.22, 0.15(0.10)
IP V 0 - >0.05 > 0.06 cm > 0.10 > 0.17(0.20), 0.13
IP V 0−mes. > 0.02 > 0.03 > 0.04 cm > 0.15 > 0.30, 0.34
IP V 0−bar. - > 0.02 > 0.03 cm > 0.10, 0.08 > 0.17, 0.11
DCA V 0dgths. < 2.00 <1.80 < 1.5 σ < 1.30, 1.00 < 1.10, 0.70
DCA bach.−V 0 < 2.00 <1.80 < 1.3 cm < 1.20, 1.00 < 0.90, 0.80
cos(P.A.) > 0.95 > 0.96 > 0.97 > 0.982(0.980) >0.982(0.985)
V 0 cos(P.A.) > 0.95 > 0.96 > 0.98 > 0.98, 0.99 > 0.983(0.980),
0.9996(0.9982)
b) Invariant mass window of V 0 daughter
The invariant mass range allowed for the Λ daughter is changed from a size of 6 MeV
to 10 MeV, and the resulting small (1-2%) changes in the spectra are also shown in
Figures 4.18 and 4.19.
c) Selection based on TPC energy loss
The track identification through TPC energy loss (dE/dx ), as outlined in section
4.4.2 was performed with a restriction for tracks to lie within 4σ of the Bethe-Bloch
curves. The systematic uncertainty due to this selection is obtained from varying this
setting between 3 and 7 σ as shown in Figure 4.20 (top figures). As expected, the
systematic spectrum deviations show no major systematic momentum dependence.
Therefore, based on the observed scatter, pT independent errors of 2% and 3% are
assigned due to this selection.
d) Lifetime
The maximum threshold set for the proper lifetime of the cascade candidates had
an effect on removing non-primary particles, in particular at low-pT. This threshold
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Figure 4.18: Deviations observed in the fully corrected Ξ− spectra due to changes in
the topological selection and on the V 0 mass window in the M.B. sample.
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Figure 4.19: Deviations observed in the fully corrected Ω− spectra due to changes in
the topological selection and on the V 0 mass window in the M.B. sample.
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Figure 4.20: The systematic deviations in the fully corrected M.B. Ξ− (left) and Ω−
(right) spectra with selection changes according to the energy loss of the daughter
tracks in the TPC (top), the proper lifetime of the mother particle (middle) and the
minimum number of clusters formed in the TPC by the daughter tracks.
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is loosened to as much as 4×cτPDG and tightened to 2×cτPDG. Figure 4.20 (middle
figures) shows the systematic errors, which add another 2% to the overall uncertainty,
with larger errors seen at low momentum.
e) Number of TPC clusters
Also in Figure 4.20 (bottom figures) the spectra ratios according to the selection of a
larger minimum number of TPC clusters (75 and 80) for the cascade daughter tracks,
than the default 70. Caution must be taken here not to explore very tight cuts,
as it is known that Monte Carlo misrepresents their distributions. Uncertainties of
3-4% are seen at low and high momenta, whereas at mid pT the deviations are smaller.
f) Mass hypothesis cut
The cut on the invariant mass for the Ω± selection to remove cascades that are actu-
ally Ξ± was entirely removed in order to study the effect on the spectrum. The result,
shown in Figure 4.21, suggests that the corrected signals suffer very low systematic
variations, based on which a constant 1% uncertainty is assigned to the charged Ω
spectra.
4.7.2 Uncertainties due to the signal extraction
The systematic error introduced by the extraction of the signal (see section 4.5) was
calculated in two different ways: In a first examination, the spectra deviations were
studied when varying the size of the peak and their adjacent background bands. This
is to test any deviation from the linear behaviour of the background, which is assumed
with the employed method. Peak bands were alternatively defined within [-3; 3]σ,
[-3.5; 3.5]σ and [-4.5; 4.5]σ and the signal re-evaluated. Secondly, the bin counting
approach itself was substituted for a background fitting technique. Under that pro-
cedure, the background was estimated from a linear fit to the side-bands. The latter
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Figure 4.21: Systematic deviations to the M.B. Ω− spectrum observed when removing
the mass hypothesis cut supposed to reject Ξ particles from the selection.
method revealed a 1% uncertainty to the signal extraction, the total error of which
vary with pT between 2-5% as shown by the shaded box histogram of Figures 4.23 and
4.24. While these figures show the Minimum Bias errors, the signal extraction is the
only source of systematic error that shows some multiplicity dependence. In higher
multiplicity events, the background is larger, which can increase the risk of deviations
from a linear description. To study this possibility, the signal extraction systematic
errors were computed in the different multiplicity classes. However, as Figure 4.22
indicates, the multiplicity-dependence is small. The error on the 0-5% and 60-80%
are shown to differ by 2% in the lowest momentum bin. When considering the sum of
all the other sources of uncertainty, this will result in a change below 1% with respect
to the uncertainty in M.B.
4.7.3 The total systematic uncertainties
The individual systematic uncertainties introduced above are summed up in quadra-
ture in order to obtain the total error. The combined values for the uncertainty are
shown in Figures 4.23 and 4.24 for the negatively charged hyperons. A complete
breakdown of the values of the different error sources is also shown in these figures.
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Figure 4.22: The Ξ− systematic uncertainty due to the signal extraction method in
the 0-5% and 60-80% multiplicity classes. An increase in the error by 2% in the high
multiplicity bin is observed at low pT . This corresponds to the bins in which the
signal to background is smallest.
A constant 4% uncertainty is attributed to the amount of material crossed by the
particles. This estimate is based on earlier M.C. tests in which the material budget
was varied and the effect of those variations on particle spectra were studied. The
signal extraction and the topological selection are the largest contributing sources of
uncertainty of the analysis strategy. The systematic uncertainty for Ξ lies between
5% in the mid-pT region, reaches 7% at low-pT and is around 10% at large pT. The
Ω± errors are a larger by a few percent, fluctuating around 8% at mid-pT and reach-
ing between 10-12% in the edges of the measured spectrum. As mentioned in section
4.6.2 an additional 2% error is added in quadrature to the systematic error for all
multiplicity classes, due to the possible changes in the efficiencies as a function of
multiplicity, increasing the total uncertainties by an amount smaller than 1%.
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Figure 4.23: Breakdown of the total Ξ− systematic uncertainties as a function of
transverse momentum in M.B..
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4.7.4 Multiplicity-independent uncertainties
The systematic uncertainty in a given multiplicity class is composed of both a corre-
lated fraction, that is common across all of the multiplicity range, and an uncorrelated
proportion that is specific to that class. The fraction of the systematic uncertainty
that is independent of multiplicity can be informative for studies of the measured
quantities as a function of multiplicity. The presence of the uncorrelated uncertainty
becomes apparent when one specific cut causes an upward shift on the yield in a given
pT interval and multiplicity class, while in the remaining multiplicity range, the same
cut results in a reduction of the yield in that pT bin. In that case, the deviation is
unique to that multiplicity class. This uncertainty can be estimated from the ratio
of spectra deviations with respect to the shifts seen in M.B. data, as defined by the
following double ratio:
σiuncorr =
Y dev,im
Y def,im
/
Y dev,iMB
Y def,iMB
, (4.26)
where Y dev,im is the measured yield in pT interval i and multiplicity class m devi-
ated from the default value Y def,im due to the variation of a given cut. This method
works under the presumption that uncorrelated errors are small enough that they are
smeared by the remaining data in the M.B. sample, such that they only appear on
the numerator of σuncorr.
In estimating σuncorr, both pT and multiplicity bins were merged in order to reduce
statistical effects. As was seen in section 4.7.2, the systematic uncertainty due to the
signal extraction was found to show some dependence on multiplicity. It is therefore
also the main contributor to the total uncorrelated uncertainty, which was estimated
to lie at around 2% for Ξ± and 3% for Ω± with little variation with multiplicity class.
Figure 4.25 compares the estimated uncorrelated uncertainties in three multiplicity
classes for the Ξ− and in two classes for the Ω− hadron with the total systematic
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Figure 4.25: The multiplicity-uncorrelated uncertainties in comparison to the total
(M.B.) systematic uncertainties for Ξ− and Ω−.
uncertainty. According to that figure, the uncorrelated values correspond to fractions
of the total systematic uncertainties between 1/5 and 1/3 and between 1/5 and 1/2,
for Ξ− and the Ω− respectively.
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Chapter 5
Results
This chapter discusses the results obtained from the measurements of the production
rates of the multi-strange particles in proton-lead collisions. It is divided into two
main sections, one that describes the procedure used to obtain the yields and mean pT
and another dedicated to the discussion of the results. The latter takes into account
measurements of other hadrons in p–Pb collisions, and gives details on comparative
studies with the pp and Pb–Pb collision systems at different multiplicities. First, a
comparison is made between the measured spectra and the DPMJet model, which
incidentally, as mentioned in the previous chapter, has served for the production
of the Monte Carlo sample with which the efficiencies of the Ξ and Ω hadrons were
calculated. Then, a study of the shapes of the pT spectra is conducted, which attempts
to give clues with regard to the possibility of a thermodynamic expansion in p–Pb
collisions. The results are analysed with regard to collective behaviour within the
entire system. In addition, the reported yields relative to those of the pions will be
discussed in light of the statistical hadronisation model.
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5.1 Extraction of multi-strange results
5.1.1 Transverse momentum spectra
Figures 5.1, 5.2 and 5.3 show the Ξ and Ω pT spectra in the multiplicity-integrated
sample, and in the seven different multiplicity bins. The distributions in the seven
specific multiplicity classes are shown as the average of the particle and anti-particle.
This was done in order to reduce the statistical uncertainty and considering that
at the energies of the analysed collisions, the measured spectra are the same within
the estimated uncertainties. This can be seen, for example, in the M.B. spectra,
which show that the pT spectra of the negatively and positively charged multi-strange
baryons are consistent within the assigned error bars in each data point. The spectra
are defined as the number of particles divided by the pT value at the centre of each
bin, by 2pi, which represents the integral over the azimuthal angle ϕ, by the rapidity
window of 0.5 and by the number of triggered events.
)c (GeV/
T
p
0 1 2 3 4 5 6 7 8
]
-
1 )
c
) [(
Ge
V/
yd Tp
/(d
N2
 
d
e
v
N
1/
0.005
0.01
0.015
0.02
0.025
-Ξ +Ξ
 = 5.02 TeVNNsp-Pb 
 < 0.0y-0.5 < 
normalised to visible cross-section
)c (GeV/
T
p
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
]
-
1 )
c
) [(
Ge
V/
yd Tp
/(d
N2
 
d
e
v
N
1/
0.0005
0.001
0.0015
0.002
0.0025
-Ω +Ω
 = 5.02 TeVNNsp-Pb 
 < 0.0y-0.5 < 
normalised to visible cross-section
Figure 5.1: The average M.B. Ξ and Ω pT spectra measured with p–Pb collisions at√
s = 5.02 TeV, normalised to the visible cross-section.
The Ξ± (Ω± ) spectra, which range from 0.6-8.5 GeV/c (0.8-5.0 GeV/c), are nor-
malised to the number of events corresponding to the visible cross-section. As men-
tioned in the previous chapter, these are the events that pass the V0AND trigger
selection. There it was shown that the pT spectra were extracted from the finally
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selected number of events, which were obtained after the trigger and the primary
vertex quality cuts. With this change in normalisation, only the 60-80% and 80-100%
signals suffered alterations by a factor of 0.998 and 0.967, respectively. The M.C.
reproduces this signal loss to within less than 1% in those multiplicity classes.
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Figure 5.2: The (Ξ− + Ξ¯+)/2 pT distributions in seven p–Pb multiplicity classes
measured in central rapidity. The spectra are normalised to the visible cross-section.
The distributions are multiplied by scaling factors in order to be able to visualise all
of the seven in the same figure without overlaps of the error bars.
5.1.2 Integrated Yields as a function of multiplicity
The yields of the multi-strange particles are obtained from two contributions: the
sum of the dN/dy from all measured data points, and the integral under the curve
of a function in the unmeasured low and high regions of the pT spectrum. The Le´vy-
Tsallis function, introduced in section 2.3.2.2 (equation 2.17), was used to fit the
measured data points of each spectra, and thus to extrapolate the distributions to
the unmeasured regions in order to extract their contributions to the total yield. This
function describes the pT distribution of different hadrons with four free parameters,
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Figure 5.3: The (Ω− + Ω¯+)/2 pT distributions in seven p–Pb multiplicity classes
measured in central rapidity. The spectra are normalised to the visible cross-section.
one of which is the particle mass, which can be fixed, and another the yield per
unit rapidity itself. The Le´vy-Tsallis function fits to the measured (Ξ− + Ξ
+
)/2 and
(Ω− + Ω
+
)/2 spectra in all seven multiplicity classes are shown in Figure 5.4.
The total yields are given in Table 5.1 for the Ξ± and Ω±, where the mean charged-
particle multiplicities measured in the −0.5 < y < 0.5 rapidity range [127] for each of
these classes are also indicated. Their reduced χ2 (χ2/ndf) were below one in all cases
indicating that they fit the observed spectra very well across the full measured pT
ranges. The values of the Tk and the exponent parameter (n) from the Le´vy-Tsallis
function are given in table 5.2. The yields obtained from the measured pT region
only and their fraction of the total yields can be seen in Appendix A. These fractions
range from around 15% to 27% for the Ξ± and from about 19 to 40% for the Ω±
with decreasing multiplicity. It should be noted that these fits were merely used as
a means to obtain the yields, and no physical interpretation is to be made of the
extracted parameters. A broader discussion of radial flow in p–Pb collisions will be
made in section 5.2.2, involving a simultaneous fit to several hadrons with a common
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set of parameter values for the kinetic freeze-out temperature and the transverse flow
velocity.
The yields indicated in the above-mentioned table are also drawn in Figure 5.5 as
a function of multiplicity. In proton–lead collisions we observe an increase in the
yields of multi-strange baryons relative to the charged-particle multiplicities in the
event. Within one order of magnitude of charged-particle multiplicity, the multi-
strange yields increase by a factor of just over ten.
Table 5.1: The mid-rapidity 〈dNch/dη〉 values for each of the seven multiplicity classes
and the (Ξ−+ Ξ
+
)/2 and (Ω−+ Ω
+
)/2 integrated yields per unit rapidity normalised
to the visible cross section. The statistical uncertainty on the yields is followed by the
systematic uncertainty. The multiplicity-uncorrelated errors are shown in brackets.
Event class 〈dNch/dη〉 dN/dy(Ξ−+Ξ+)/2 ×10−1 dN/dy(Ω−+ Ω+)/2 ×10−2
|ηlab| < 0.5
0–5% 45 ± 1 1.181±0.010±0.082(0.025) 1.33±0.06±0.18(0.05)
5–10% 36.2 ± 0.8 0.934±0.008±0.070(0.019) 1.10±0.04±0.15(0.05)
10–20% 30.5 ± 0.7 0.755±0.005±0.057(0.015) 0.87±0.03±0.12(0.04)
20–40% 23.2 ± 0.5 0.555±0.003±0.043(0.010) 0.60±0.03±0.08(0.03)
40–60% 16.1 ± 0.4 0.368±0.003±0.033(0.007) 0.36±0.01±0.05(0.02)
60–80% 9.8 ± 0.2 0.200±0.002±0.012(0.005) 0.21±0.01±0.03(0.01)
80–100% 4.3 ± 0.1 0.074±0.002±0.008(0.003) 0.07±0.02±0.02(0.01)
5.1.3 The Ξ and Ω mean transverse momentum
In addition to calculating the integrated yields for each particle species, it is also
interesting to extract their mean transverse momenta (〈pT〉 ). The 〈pT〉 in the seven
multiplicity classes are shown in Table 5.3 and drawn in Figure 5.6, as the average
of the measured values for particle and anti-particle. They are observed to increase
with multiplicity, the rise being more pronounced for lower multiplicity classes than
for the most central data points. Furthermore, these measurements also indicate
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Figure 5.4: The (Ξ− + Ξ
+
)/2 and (Ω− + Ω
+
)/2 pT spectra in the seven multiplicity
classes in p–Pb collisions. A Le´vy-Tsallis, BG-BW, and Boltzmann function is fitted
to each distribution. The Le´vy-Tsallis fit determines the yields for every spectrum in
the non-measured spectrum regions. The other fits allow to study the variations in
the yields due to a different modelling of the low-pT region. The Boltzmann function
was only fit to the data in the low momentum region, i.e. in the 0.6-1.5 GeV/c range
for Ξ± and in the 0.8-2.2 GeV/c range for Ω±, the ranges at higher pT having been
extrapolated when using this function to estimate the yields.
that the transverse momentum distributions of the Ω undergo a larger shift to bigger
pT with increasing multiplicity than do the Ξ baryons. The observed multiplicity
dependence of the 〈pT〉 values reveal that there is an evolution of the peak in the pT
distributions towards larger transverse momentum as the multiplicity of the events
increases. This observation is known as spectrum hardening. The 〈pT〉 as a function
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Table 5.2: The Tk and n parameter extracted from the Tsallis fits that were used in
order to obtain the yields in each of the pT spectra measured in p–Pb events. The χ
2
divided by the number of degrees of freedom (ndf) values are also shown.
Mult. Class (Ξ± )
Tk (MeV) n χ
2/ndf
0–5% 585 ± 19 66.1 ± 38.9 17.6/14
5–10% 553 ± 19 37.3 ± 12.6 16.6/14
10–20% 534 ± 17 29.7 ± 7.2 13.9/14
20–40% 497 ± 15 21.6 ± 3.5 10.1/14
40–60% 438 ± 14 14.8 ± 1.7 12.8/13
60–80% 379 ± 15 12.4 ± 1.4 5.8/12
80–100% 301 ± 20 8.8 ± 1.2 3.7/11
Mult. Class (Ω± )
Tk (MeV) n χ
2/ndf
0–5% 684 ± 30 999.7 ± 711.9 3.1/5
5–10% 683 ± 28 999.9 ± 536.0 1.7/5
10–20% 649 ± 23 997.7 ± 697.3 4.1/5
20–40% 640 ± 108 352.3 ± 541.3 4.5/5
40–60% 555 ± 84 62.4 ± 17.9 3.1/5
60–80% 392 ± 71 8.7 ± 3.9 4.6/5
80–100% 306 ± 132 7.2 ± 5.5 0.02/1
of p–Pb multiplicity will be discussed for various hadrons in section 5.2.2.2.
5.1.4 Uncertainties on the yields and mean transverse mo-
menta
The systematic uncertainties on the yields and 〈pT〉 have two main sources: the bin-
by-bin contributions from the pT spectra which were discussed in the previous chapter
and summarised in Figures 4.23 and 4.24, and the uncertainty introduced by the ex-
trapolation of the spectra in the low pT region by fitting the Le´vy-Tsallis function, as
was discussed in the preceding section. In the following, the methods to determine
the size of these two uncertainties and of the multiplicity-uncorrelated fractions on
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Figure 5.5: The dN/dy values for (Ξ−+ Ξ
+
)/2 and (Ω−+ Ω
+
)/2 in seven multiplicity
classes in p–Pb collisions. The boxes show the total systematic errors, and the shaded
uncertainties show the contribution from the uncorrelated fraction
them are described.
Exploring the full size of the error bands on the different pT bins, the minimum
and maximum values of the integrated yields were calculated. The maximum de-
viations on the yields contribute to the systematic uncertainties. The contribution
from the estimation of the fraction of the yield made up by the low-pT region that
was not reached experimentally is dependent on the choice of the function used for
extrapolation, as different models assume different shapes at low momentum. Both
a Boltzmann-Gibbs Blast-Wave function (equation 2.13 of chapter 2), and a simple
Boltzmann function
dN
dy
= Cnorm pT mT exp
(
−mT
Tk
)
, (5.1)
where Cnorm is the normalisation constant and mT =
√
m2 + (pT )2 is the transverse
mass of the hadron, were also fitted to all the spectra. This allowed different fractions
of the extrapolation region with respect to the total yield to be estimated. These al-
ternative fits to all the spectra are also shown in Figure 5.4. The yield variations
that were observed gave rise to uncertainties on the multi-strange yields, which range
from 3-5% for Ξ± and 8-15% for Ω± yields, the highest errors having been attributed
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to the lowest multiplicity class. The larger size of the Ω errors, due to the yield
extrapolation technique, is expected when considering the shorter pT range that was
measured for this baryon as compared to the Ξ hadron.
Estimates are also provided for the multiplicity-uncorrelated systematic uncertain-
ties from the above two sources. To estimate the effect of the extrapolation on this
uncertainty, the variations on the yield observed when fitting the spectra with the
functions alternative to the Le´vy-Tsallis, are compared with the deviations to the
M.B. yield when using the same fit alterations. This method attempts to isolate the
contributions to the total uncertainty that are not common to the whole sample but
unique to a given multiplicity class. The technique is similar to the computation of
the double-ratio described by equation 4.26, but in this case Y represents the fraction
of the total yield that is extrapolated at low pT.
The total systematic errors on the integrated yields of the Ξ baryons progressively
increase from 7-10% and those of the Ω baryons from 13-23%, with increasing multi-
plicity. The estimated uncorrelated uncertainty varies between 0.22 and 0.48 of the
total systematic error, the largest uncertainties tending to be those in lower multi-
plicity data, more so for the Ω−. In both cases, this is due to a larger contribution to
the integrated yield by the extrapolation.
The systematic uncertainties (total and uncorrelated) on the 〈pT〉 are obtained in a
similar manner to the errors on the yields. In order to explore the maximal devia-
tions on these measurements allowed by the point-by-point spectrum error bars, it
was necessary to consider the softest and hardest pT distributions. This is done by
re-plotting the spectra with the peak placed at the lowest and highest possible pT ,
by varying the values within the sizes of the error bars accorded to the measurements
in each pT interval. The combined systematic uncertainty on the 〈pT〉 varies between
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2-3.5% and 3.5-5.5% for the charged Ξ and Ω baryons, respectively. An exception is
the error on the 〈pT〉 of the Ω in the 80-100% multiplicity class, which reaches around
8%. The contributions from multiplicity-uncorrelated sources were estimated to vary
between 0.30 and 0.53 of the combined systematic uncertainty.
Table 5.3: The 〈pT〉 of Ξ± and Ω± in each multiplicity class with their statistical
and systematic uncertainties, with the uncorrelated errors shown in parentheses after
the latter. The numbers represent the average of the measured values for particles
and anti-particles.
Event class 〈dNch/dη〉 Ξ± 〈pT〉 Ω± 〈pT〉
|ηlab| < 0.5
0–5% 45 ± 1 1.574 ± 0.010 ± 0.037(0.012) 1.818 ± 0.056 ± 0.076(0.025)
5–10% 36.2 ± 0.8 1.529 ± 0.009 ± 0.036(0.014) 1.829 ± 0.062 ± 0.079(0.030)
10–20% 30.5 ± 0.7 1.515 ± 0.007 ± 0.034(0.016) 1.771 ± 0.058 ± 0.082(0.038)
20–40% 23.2 ± 0.5 1.468 ± 0.006 ± 0.032(0.011) 1.668 ± 0.040 ± 0.082(0.029)
40–60% 16.1 ± 0.4 1.394 ± 0.012 ± 0.030(0.016) 1.563 ± 0.033 ± 0.067(0.035)
60–80% 9.8 ± 0.2 1.280 ± 0.009 ± 0.032(0.015) 1.544 ± 0.055 ± 0.084(0.040)
80–100% 4.3 ± 0.1 1.155 ± 0.018 ± 0.037(0.011) 1.350 ± 0.110 ± 0.106(0.048)
5.2 Discussion of results
5.2.1 Multi-strange spectra compared to DPMJet model
A model comparison of the multi-strange measurements is made with the DPMJet
event generator, based on the DPM model [128], which was the source of the effi-
ciency calculations in this analysis. The pT spectra of the multi-strange particles
are superimposed on the M.C. distributions in Figure 5.7 for all four particles in the
M.B. sample. Ratios of the measured to the model-generated spectra are shown in
the bottom panel of that figure. Not only does the model under-estimate the yields
by a factor of up to 7 and 25 for Ξ± and Ω± respectively, but the spectral shape
118
5.2. DISCUSSION OF RESULTS
|< 0.5
lab
η|〉labη/dchNd〈
0 5 10 15 20 25 30 35 40 45 50
〉
 T
 
p〈
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
p-Pb 5.02 TeV
±Ξ
±Ω
Figure 5.6: 〈pT〉 of the multi-strange hadrons as a function of multiplicity in p-Pb
collisions.
predictions are also misrepresented, with the peak occurring at lower pT.
Figure 5.8 compares the data to the Monte Carlo in all multiplicity classes. It can be
seen that the degree of discrepancy varies according to multiplicity.
For the Ξ particles, at low pT up to about 1.5 GeV/c, the data/model ratios do not
vary. However, at larger momenta, the disagreement with the model is progressively
reduced with decreasing multiplicity. For the Ω baryons, the comparisons of the indi-
vidual multiplicity classes with each other are more disparate. In this case, it is the
spectra in lower event multiplicity data that show the biggest disagreement with the
model.
Overall, the DPMJet fails to reproduce the measured pT spectra, underestimating
the multi-strange yields. This misrepresentation depends on the pT and on the event
multiplicity.
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5.2.2 Hydrodynamic systems in p–Pb collisions
5.2.2.1 Data comparisons to Blast-Wave model
In chapter 2, the Boltzmann-Gibbs Blast-Wave (BG-BW) model was introduced.
Combining Boltzmann statistics with hydrodynamics, this model describes thermally
distributed particles that are boosted in the transverse direction due to an expansion
undergone by the entire system they are part of. Such an outward expansion is com-
monly referred to as radial flow. In the preceding section of this chapter, the predicted
function of this model for the pT distribution was mentioned in the context of the
systematic uncertainties, for which the Blast-Wave function was used to measure the
integrated yields of the particles from the measured transverse momentum spectra in
seven different multiplicity classes. With χ2/ndf values below one, the model proved
to fit the data very well, as far as the multi-strange baryons are concerned. Therefore
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it makes sense to test whether the multi-strange particles compare well with the BW
model collectively with other hadrons, too.
The BG-BW model raised interest originally because it was expected to be an appro-
priate description for systems created under A–A collisions, given the large pressure
gradients originating in the conditions of high energy density. However, in [129], us-
ing the BW model, indications of collective behaviour in pp collisions were observed
for the first time at the LHC. These observations were most striking due to the fact
that they only appear when specifically selecting high multiplicity events, whereas
the model fails to fit the shape of the pT spectra of the pi
±, K± and p(p) hadrons in
M.B., when events from all multiplicities are included in the data. In addition, the
p–Pb data recorded by ALICE, discussed in this analysis, was previously used for
the measurement of the latter hadrons and the singly-strange K0s mesons and Λ(Λ)
baryons [127]. The discussion with regard to the BG-BW model in that paper shows
that for high multiplicity p–Pb collisions, it is possible to describe the shapes of the
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pT distributions of all particles with one single set of parameters. In order to do this,
the fits neglect the low-pT range of the pi
± spectra in order to avoid contributions
from feed-down, i.e. from the decays of heavier resonances, which affect mostly the
low-momentum yields. In addition, the high-pT ranges of all particle spectra were
also excluded in the fit, in this case to avoid contributions from independent, non-
thermalised, hard processes. Thus, the pi spectra are only fitted between 0.5 and 1.0
GeV/c, the remaining particles are fitted up to 1.5 GeV/c, and the multi-strange up
to 3.0 GeV/c. The successful fit (with χ2/ndf = 0.27) in the highest multiplicity
data is a good indication of a common behaviour among several hadrons, as would be
expected if they were subject to a global expansion with common kinetic freeze-out.
Just as was the case in pp data, this observation was also only made when looking
at high-multiplicity events specifically. With regard to that finding, it is interesting
to investigate whether the multi-strange baryons share the good agreement with the
model when setting those same parameters for kinetic freeze-out temperature and
transverse expansion velocity. In other words, one attempts to answer the question
whether hyperons participate in a collective radial flow with the other hadrons.
The comparisons illustrated in Figures 5.9 and 5.10 show that this is indeed the case
in the 0-5% highest multiplicity events (red curves). Up to a pT of around 4 GeV/c (5
GeV/c), it can be seen that the model and data stand in agreement with each other
within the uncertainties of the measured Ξ± (Ω±) spectra, for a Tk of 143 MeV and
an average transverse expansion velocity relative to the speed of light (〈βT 〉) of 0.547
[127]. According to the Blast-Wave model, the hyperons behave as if they partici-
pated in a common hydrodynamical expansion with lighter non-strange hadrons. The
same cannot be said when one repeats the comparison for lower multiplicity classes.
In fact, the agreement progressively worsens with decreasing multiplicity, and the pT
distributions of the BG-BW model are the least comparable with the spectra in the
80-100% multiplicity class. The comparison can also be seen in the same figures.
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Figure 5.9: The p–Pb (Ξ−+Ξ
+
)/2 pT spectra in the highest (0-5%) and lowest (80-
100%) multiplicity classes compared with the BG-BW predicted distributions for the
extracted parameters from the global fit that included the pi−(pi+), K−(K+), p(p), K0S
and Λ(Λ) hadrons [127]. In addition, the same spectra in the 0-10% highest centrality
band is compared to the Blast-Wave curve obtained with the parameters extracted
from the successful simultaneous fit to the pi−(pi+), K−(K+), p(p) hadrons [130].
Of additional interest, is the fact that the pT spectra for multi-strange baryons mea-
sured in central Pb–Pb collisions [131], stand in disagreement with the same model,
as is also shown in Figures 5.9 and 5.10. The Blast-Wave functions used for that
comparison are obtained by using the parameters extracted from successful global
fits to the lighter hadrons. Those successful Blast-Wave fits to Pb–Pb data are re-
ported in [130]. They were performed to the 0.5-1.0 GeV/c, 0.2-1.5 GeV/c and 0.3-3
GeV/c pT ranges of the pi, K and p, respectively. These BG-BW curves predict harder
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Figure 5.10: The p–Pb (Ω−+Ξ
+
)/2 pT spectra in high and low multiplicity classes,
and in the Pb–Pb most central Pb–Pb class, compared to the BG-BW predictions as
in Figure 5.9.
pT distributions for the masses of the multi-strange hadrons than is observed in the
measured spectra. The peaks of the spectra in the model occur at larger pT values
than they do in the data. A possible explanation for this observation involves the du-
ration of the hadronic phase. This is the phase between the moment of hadronisation
and kinematic freeze-out - when all hadrons have stopped interacting and exchanging
momentum. If this phase lasts for a sufficient amount of time, distinct hadrons will
decouple at different times, in contrast to an instantaneous hadronic phase described
by a sudden common freeze-out, and therefore common temperature, for all parti-
cles in the system. It could be argued that the hadronic phase is finite in Pb–Pb
collisions, so that different particles decouple at different temperatures, once they
124
5.2. DISCUSSION OF RESULTS
no longer interact with the system. It has been suggested that due to their smaller
hadronic cross-sections, multi-strange hadrons would decouple earlier from the sys-
tem, at a hotter temperature, with respect to the lighter particles that experience
radial flow for longer, a scenario which would be consistent with the observations in
the data. This has been argued, for instance, by calculations from the relativistic
quantum molecular dynamics (RQMD), a microscopic model for the description of
heavy-ion collisions[132]. It is a possible explanation for why the Ξ± and Ω± distribu-
tions are less boosted towards higher momenta than the radial flow model predictions.
A possible hint for the different durations of the hadronic phase in different collisions,
are the extracted values of the kinetic freeze-out temperature from the Blast-Wave
fits. As Figures 5.9 and 5.10 show, a value of 143 MeV was obtained from the global fit
in high multiplicity p–Pb data, whereas a smaller temperature, of 94 MeV describes
the data in central Pb–Pb data. As the hadronisation temperature is universal for
all collisions, this is consistent with the hadronic system in Pb–Pb collisions being
longer-lived, and as a result experiencing more cooling before kinetic freeze-out takes
place.
5.2.2.2 Mass ordering
One of the consequences of radial flow is the mass dependence of the transverse
boosts experienced by the particles. As the pressure gradients provide equal velocity
to all particles, heavier particles are pushed to higher momenta than lighter particles.
Figure 5.11 shows the 〈pT〉 evolution as a function of multiplicity in p–Pb collisions
for nine different hadrons measured with ALICE in that colliding system. These
include the multi-strange hadrons discussed in this thesis and published in [2] and
the φ and K?
0
resonances [133]. While a mass hierarchy is observed for pi±, K±, p(p),
K0S, Λ(Λ), Ξ
± and Ω±, it is with the resonances that the radial flow picture fails to
adequately represent the data. The 〈pT〉 values of the φ meson lie above those of the
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Λ, despite their PDG mass being smaller (1.02 GeV/c2 compared to 1.12 GeV/c2). In
addition, the 〈pT〉 of the K?0 should not lie above the proton values (0.892 GeV/c2
versus 0.931 GeV/c2), if radial flow were the only mechanism affecting the transverse
momenta of all the particles in the p–Pb system.
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Figure 5.11: The 〈pT〉 of 9 mesons and baryons measured in p–Pb collisions at mid-
rapidity with the ALICE experiment, including the K?
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and φ resonances [133].
5.2.3 Hyperon to Pion Ratios
5.2.3.1 Experimental observation
Having established that the yields of the hyperons increase as a function of the event
multiplicity, the first question that follows is how this increase compares to the mea-
sured increase in the yields of non-strange hadrons. A reasonable particle choice to
normalise the multi-strange yields to is the mostly abundant charged pi meson. The
ratio of strange particles to particles containing the lighter u and d quarks can show
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whether the observed increase in strangeness is the consequence of an enhancement
mechanism that is shared between all particles, or whether there would be an effect
affecting strangeness in particular. Since hyperons and pi± were measured using the
same data in a consistent experimental set-up, it is possible to calculate the hyperon-
to-pion ratios as a function of multiplicity. These ratios are plotted in the plots of
Figure 5.12, where the same measurements made in M.B. pp data and in five Pb–Pb
centrality classes are also shown. From an experimental point of view, the following
remarks can be made from observations of the data in the figure:
• The hyperon-to-pion ratios in p–Pb collisions show an increase with charged-
particle multiplicity consistent with a logarithmic scaling. The p–Pb results are
represented by the blue data in the intermediate region between pp and Pb–Pb
data. From the lowest to the highest multiplicity class, the values of the Ξ/pi
and Ω/pi ratios increase by approximately 60% and 100%, respectively.
• The largest multiplicity dependence in the yield ratios occurs in the multiplicity
range of the p–Pb data. This is the case, despite the p–Pb charged particle
multiplicity varying by a factor of ten only. The hyperon-to-pion ratios of all
three colliding systems are drawn on the same figures, including the M.B. pp
data points at centre-of-mass energies of 0.9 [134][135] and 7 TeV [136][137]
(black data points), as well as the centrality dependent Pb–Pb yield ratios,
which range from a mid-rapidity mean charged particle multiplicity of 50 to
1200 (red data points). The five Pb–Pb measurements correspond to the 0-
10%, 10-20%, 20-40%, 40-60% and 60-80% centrality classes [131].
• The low-multiplicity particle ratios in p–Pb are consistent with the measure-
ments in pp data, and the high-multiplicity ratios are comparable with the
obtained values in central Pb–Pb collisions. The superposition of all three col-
liding systems in the figures shows a (mostly) continuous evolution of the ratios
from one system to another. The Ξ/pi ratios in the highest multiplicity bins of
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p–Pb and Pb–Pb are consistent with each other within their measured uncer-
tainties. The same does not hold for the Ω/pi ratio, which in p–Pb reaches the
values of the suppressed ratio in less central Pb–Pb collisions with respect to
more central interactions.
5.2.3.2 Comparison to the Statistical Hadronisation Model
The Grand-Canonical limit for chemical equilibrium
The surprising results presented above, showing similar hyperon-to-pion ratios in
high-multiplicity p–Pb events to the ratios in Pb–Pb collisions, open the question of
the possibility of the formation of a de-confined state of matter in smaller collision
systems, which was originally suggested by Bjorken as discussed in chapter 2 (see sec-
tion 2.4). While it is not possible to ascertain the presence of a Quark-Gluon Plasma,
it is worthwhile to look for common features with Pb–Pb data with regard to the
Statistical Hadronisation Model. Introduced in chapter 2 (see section 2.3.1), this the-
oretical model describes a system in which hadrons are in thermal equilibrium. The
relative abundances of the particles in equilibrium depend on the size of the system,
the chemical potential and the temperature. For a system in which strangeness is
fully equilibrated with the rest of the system, the strangeness undersaturation factor,
γS, which was introduced in section 2.3.1, is equal to one. Grand canonical equilib-
rium values for the particle ratios are predicted by the model for such a system.
In Figure 5.12, the grand canonical limits are shown by the two green horizontal lines,
which were obtained from two different implementations of the thermal model. The
fits were performed on the yields of the pi±, K±, p(p), K0S, Λ(Λ), Ξ
± and Ω± hadrons,
the deuteron (d), and the K∗0 and φ resonances.
A strangeness canonical (S.C.) implementation of the thermal model was applied with
the THERMUS package [138] for the 0-5% multiplicity class. This approach treats
strangeness according to the canonical equations (see eq.2.10-2.10), while non-strange
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from fits to the 80-100% multiplicity class in p–Pb data, using the fully canonical
and the strangeness canonical approach (see text). Similarly, at the high-multiplicity
end, values are given for the grand-canonical limit, extracted, this time, from fits to
the results in the most central Pb–Pb collisions (see text).
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particles (with up and down quarks) are dealt with according to the grand canonical
partition function (see eq.2.8). In this model, a distinction is made between the
canonical radius Rc (also called correlation radius), within which strangeness must be
conserved exactly, according to the local conservation rules of the canonical equations,
and the radius of the full system, within which the baryon quantum number B and
the electric charge Q are conserved on average. The following parameters and reduced
χ2 values characterise the fit:
Tch = 156±2 MeV; R = 3.29±0.10 fm; Rc = 10.04±2.97 fm; γS = 0.95±0.03;
χ2/ndf = 36.3/6 .
In addition, a grand canonical (G.C.) fit to the same data, in which γS was fixed to
unity, gave extracted values of:
Tch = 156±2 MeV; R = 3.22±0.10 fm; χ2/ndf = 37.5/8 .
For these parameter values, the two fits give similar particle ratio values, shown by the
green horizontal lines in Figure 5.12. While they agree with the Ξ/pi values at high
multiplicity, they lie above the measured Ω/pi ratio. A larger disagreement between
data and model for the Ω/pi ratio is observed with the grand canonical approach.
Both fits give high χ2/ndf values which are 6.0 for the S.C. and 4.7 for the G.C.
model. More details on the results of these two thermal model fits and comparisons
of the extracted yields with the measured values are shown in Appendix B.
Canonical fits to low-multiplicity data
At the other end of the multiplicity range are the low-multiplicity results, where
the lowest hyperon-to-pion ratios were measured and which are comparable to those
found in the analysis of pp collisions. Two different approaches of the SHM were
used to provide predictions for the Ξ/pi and Ω/pi ratios based on fits to the results in
the 80-100% p–Pb multiplicity class. The fit included all particles mentioned above
that were used for the fits in the high multiplicity data. First, a canonical fit was
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performed. The extracted values for these parameters and the reduced χ2 of this fit
were:
Tch = 192±2 MeV; R = 1.08±0.03 fm; γS = 0.94±0.02; χ2/ndf = 195.5/7
Secondly, a Strangeness Canonical (S.C.) fit was attempted using the same data:
Tch = 149±1 MeV; Rc = 12.9±3.1 fm; R = 1.77±0.05 fm; γS = 0.83±0.02;
χ2/ndf = 43.2/6
The hyperon-to-pion ratios extracted from these two fits are also shown in Figure
5.12, by two horizontal lines on the low-multiplicity end. The theoretical lines are
in agreement with the measurements of the multi-strange yields at low multiplicity,
although the χ2/ndf of 7.2 (for the S.C. fit) and 27.9 (for the canonical fit) do not
suggest a good description of the overall system by the SHM.
Just as for the fits to the high multiplicity data discussed above, Appendix B also
provides a full data-model comparison on various hadronic yields. The next section
describes an attempt to describe the full range of p–Pb measurements with just one
varying parameter: the size of the system.
Strangeness canonical suppression
The decrease in the hyperon-to-pion yield ratios with decreasing event multiplicity
measured in p–Pb collisions is now compared to the canonical suppression inter-
pretation of the SHM. Under this approach, applicable to small systems such as
those produced in pp or p–A interactions, strangeness production is dependent on
the available phase-space. The calculations can thus make predictions on the relative
integrated yields of hadrons depending on the size of the system formed. The volume-
dependence of the hyperon-to-pion ratios can be studied using THERMUS. Figure
5.13 compares such calculations for Λ/pi, Ξ/pi and Ω/pi ratios with the data from
three collision systems. The model curves were obtained by using the strangeness
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canonical implementation.
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Figure 5.13: Hyperon-to-pion ratios as a function of pion multiplicity with strangeness
canonical THERMUS curves superimposed, for which only the volume varies along
the x-axis [2].
In order to study the dependence of strangeness production with the volume, it is
necessary to fix all other parameters. In this exercise, all parameters were set to the
values they assume in the grand canonical limit. Thus, the strangeness undersatu-
ration factor γs is fixed to unity. The canonical volume is set to the size of the full
system, VC = V , an assumption which holds true when strangeness is fully equili-
brated with the rest of the system. The chemical freeze-out temperature is set to
Tch = 155 MeV, according to the value extracted from the fit to the results in the
central Pb–Pb class [139]. In p–Pb data, the same fits give similar values for this
parameter across the whole multiplicity range, with Tch varying between 150 MeV
and 160 MeV (see Appendix B). In this exercise, a variation of ±10 MeV is applied to
the temperature in order to see the dependence of the suppression on this parameter.
The chemical potential µ, as defined in equation 2.9, is fixed to zero. This is a good
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assumption at central rapidity for LHC energies, where the baryon/antibaryon ratio
tends to one. In summary, the G.C. limits are assumed in the limit of very high
multiplicity, and the suppression with respect to the G.C. equilibrium values with
decreasing volume are studied. The volume is swept from a radius of 12 fm down to
zero.
In Figure 5.13, the data and the model are normalised to their respective grand canon-
ical limits. In the data this limit was obtained from a fit with a constant function
to the results in the 0-60% most central events in heavy-ion collisions, which are the
four measurements with highest multiplicity made in Pb–Pb collisions. The chemical
equilibrium limit obtained from the model is given by calculating the yield ratios with
the largest possible volume size. The hyperon-to-pion ratios are plotted as a function
of the corresponding pion multiplicity (the sum of the pi− and pi+ yields), which are
obtained from the calculations and are known to vary linearly with the radius of the
volume in the model.
It can be seen in the figure that the strangeness suppression based on the shrinking
of the system size, as calculated with THERMUS, qualitatively reproduces the be-
haviour of the measured hyperon-to-pion ratios with decreasing multiplicity. Quan-
titatively however, the suppression described by the theoretical curves is stronger,
which is due to the fact that the G.C. assumptions are applied across the whole vol-
ume range. The chemical freeze-out temperature appears not to be very influential
on the shape of the curves.
The multiplicity dependence of the S.C model was also studied with all the above-
mentioned parameters set free. Fits were performed to each of the seven p–Pb mul-
tiplicity classes, which are the subject of the second part of Appendix B, where the
evolution of the extracted parameters with multiplicity class is shown.
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5.2.4 Comparison to other hadrons
Having discussed the increase in the production rate of the hyperons with respect
to the pions, it is important to put this in context with other hadrons, the yields of
which were measured using the same data from p–Pb collisions. Figure 5.14 adds
the p/pi and the φ/pi measurements to the same ratios involving the three strange
baryons. The ratios are normalised to their values in M.B. pp data in order to
observe the relative increases with multiplicity. The production rate of the proton is
shown to follow that of the pion across the multiplicity range. In fact, the production
of both particles increases at the same rate with increasing event multiplicity [127].
The hidden strange φ resonance, however, appears to follow a slightly bigger increase
relative to the charged pi mesons than the Λ baryons. The canonical suppression
would be similar to the non-strange proton, which has similar mass, however it would
increase according to γS in the same way as the Ξ, which also has two strange valence
quarks. An increase of the φ/pi ratio intermediate between these two hadrons, as
observed in the figure, is therefore qualitatively consistent with the SHM.
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Figure 5.14: Hadron over pion ratios as a function of dNch/dη in p–Pb collisions at
5.02 TeV
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Chapter 6
Summary and further discussion
The previous chapter reported on the shapes of the pT of the multi-strange baryons in
p–Pb collisions and their yields as a function of multiplicity. Ξ± and Ω± were shown
to agree well with the Blast-Wave model in high multiplicity events, in conjunction
with lighter hadrons. This provides indications for collectivity in p–Pb systems. The
yields of these hyperons were shown to follow a sharp increase as a function of mul-
tiplicity. Thermal model (SHM) fits were performed on various hadronic yields. At
low multiplicity, the canonical model stands in agreement with the hyperon-to-pion
ratios within the experimental uncertainties. At high multiplicity, a grand canonical
fit shows a discrepancy between the data and model for the Ω/pi ratio. In addition, it
was shown that the rise in the hyperon-to-pion ratios can be qualitatively reproduced
with a description that applies the canonical equations for strangeness, and in which
the size of the system is the only variable.
Recently, the multi-strange baryons have been measured as a function of multiplicity
also in pp collisions at a centre-of-mass energy of
√
s = 7 TeV. The multiplicity range
overlaps with the p–Pb range, ranging from around three to 20 charged particles at
central rapidity. In these measurements, presented in Figure 6.1, both the Ξ/pi and
Ω/pi are in strong agreement with the p–Pb results. These ratios follow the same
increase trend as those measured in p–Pb.
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The p–Pb results suggest that the formation of Quark-Gluon Plasmas in collisions
other than between heavy-ion, is possible. QGPs may be formed but fail to be large
enough - and therefore sufficiently long-lived - for strangeness production to equili-
brate with the system. This may be why the Ω/pi ratio in high multiplicity p–Pb
data only approaches rather than reach the ratio of central Pb–Pb collisions. Parti-
cles with a smaller strangeness quantum number would reach saturation earlier, as
supported by the Ξ/pi observation at high multiplicity. The measurements in pp data
also support this argument. The larger deviation from the central Pb–Pb measure-
ments in pp with respect to p–Pb can be interpreted as the formation of even smaller,
shorter-lived systems in the former collisions.
These results are also important to test models, alternative to QGP formation, with
respect to strangeness production. Some hadronisation models introduce mechanisms
that may reproduce the yields of strange particles in pp and p–Pb data. One such
mechanism, which could be at the origin of collective behaviour and of enhancement
of strange particles [141], is the effect of colour reconnection [142] based on the Lund
hadronisation model [94]. In this model, quarks and gluons are pictured as being
linked by strings. As the latter stretch and break, hadrons are created as a result of
the string fragmentation. Under the colour reconnection mechanism, a quark dipole,
linked by a string, may connect to another string nearby. String junctions can form,
which increase the colour field, causing an enhancement of baryons upon hadronisa-
tion, to the detriment of the meson production. PYTHIA [143] is an event simulator
and generator which uses an implementation of colour reconnection. However, as seen
in Figure 6.1, this mechanism does not appear to describe the strangeness enhance-
ment effect observed in pp collisions, but instead predicts flat hyperon-to-pion ratios
as a function of multiplicity.
A different model is that of the formation of colour ’ropes’, as a result of the fusion
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Figure 6.1: The Ξ/pi and Ω/pi ratios in pp, p–Pb and Pb–Pb as a function with
multiplicity as measured with the ALICE experiment. Pythia model calculations for
pp collisions with different implementations are included in the Figure, showing no
strangeness enhancement [140] .
of several strings. Ropes are characterised by a larger string tension, which is trans-
lated to an increased energy release during the fragmentation of the rope, i.e. during
137
hadronisation. This model, implemented for instance in the DIPSY event generator
[144, 142], predicts the enhancement of strangeness production, and would therefore
be of interest for future comparisons with the data.
The EPOS model [145, 146, 147] attempts to model the entire evolution of high en-
ergy collisions, by using a microscopic description for the partonic phase and the
later individual hadronic interactions. The interactions between partons in nucleon–
nucleon collisions create ’ladders’ of partonic interactions, forming quasi-longitudinal
colour fields referred to as ’flux tubes’, which are essentially strings. Such tubes
disintegrate by emitting quark-antiquark pairs. A core-corona approach is taken to
describe a central core with a large number of string and a peripheral region with
smaller string density. The two regions are separated by a threshold density. The core
forms a group of locally thermalised clusters, which hadronise according to statisti-
cal physics. Multi-parton scatterings (MPI) in pp collisions are described as forming
several flux tubes. The densities in such collisions can be high enough such that the
largest fractions of particles originate from the core. Radial flow effects can thus be
reproduced by the EPOS model [145], which provides a motivation to test this model
with the multiplicity dependence of the pp and p–Pb spectral shapes and yields of
hadrons.
In summary, according to Figure 6.1, the hyperon-to-pion ratios appears to follow a
smooth trend towards saturation as a function of multiplicity, regardless of whether
the collision system is pp, p–Pb or Pb–Pb, which represents an interesting scenario
from an experimental and theoretical point of view. Future data taking runs at the
LHC will allow the multiplicity ranges to be expanded in every collision system. It will
be interesting to investigate what values the hyperon-to-pion ratios take when the pp
(p–Pb) multiplicity range overlaps with the Pb–Pb. The data will confirm whether the
apparent limit at high event multiplicity persists, and whether that limit is eventually
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reached in pp (p–Pb) collisions. These future measurements are expected to improve
our understanding of hadronic physics, in particular of strangeness production, and
the possibility of Quark-Gluon Plasma formation in small collision systems.
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Appendix A
Yields of multi-strange baryons in
measured pT range
Table A.1: The (Ξ− + Ξ
+
)/2 and (Ω− + Ω
+
)/2 yields determined by the data only
and their statistical and systematic uncertainties. The fractions f of the total yields
accounted by the data are also shown.
Event class dN/dy(Ξ−+Ξ
+
)/2 ×10−1 f dN/dy(Ω−+ Ω+)/2 ×10−2 f
|ηlab| < 0.5
0–5% 1.039±0.009±0.067 0.88 1.09±0.05±0.13 0.82
5–10% 0.814±0.007±0.055 0.87 0.88±0.03±0.10 0.80
10–20% 0.657±0.004±0.045 0.87 0.71±0.02±0.08 0.82
20–40% 0.472±0.003±0.033 0.85 0.45±0.02±0.05 0.76
40–60% 0.305±0.002±0.025 0.83 0.28±0.01±0.03 0.77
60–80% 0.158±0.002±0.010 0.79 0.15±0.01±0.02 0.70
80–100% 0.055±0.001±0.005 0.75 0.05±0.01±0.01 0.65
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Appendix B
Thermal model fits
B.1 Fits to low and high multiplicity data
In this appendix, details of the thermal model fits, concerning the discussion of sec-
tion 5.2.3.2 are provided. Figures B.1 to B.4 are related to the model comparisons of
Figure 5.12. The yields of various hadrons are compared to the experimental values.
The fits in the 0-5% multiplicity class were obtained with the Strangeness Canonical
(Figures B.3) and Grand Canonical (Figure B.4) implementations in THERMUS. In
the 80-100% multiplicity class, also two fits were conducted, one with the fully canon-
ical (Figure B.1) and another with the S.C. (Figure B.1) formulae. The G.C. fit to
the high multiplicity data was performed with the strangeness undersaturation factor
fixed to 1, while in the remaining three fits this parameter was kept free.
The data and model values disagree within 2σ for all hadrons in the fits to the 0-5%
multiplicity class, where σ represents the size of the experimental uncertainty of the
particular hadron. In the 80-100% class, the disagreement is stronger, lying within
3σ for the S.C fit. The fully canonical model suggests yield values that deviate from
the data even further, in particular for the φ meson. Consequently, the extracted γS
factor appears too close to unity.
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Figure B.1: Particle yields from the S.C. THERMUS fit to the data of the 0-5%
multiplicity class compared to the experimental values. The bottom panel shows
the difference between the model and data yields, normalised to the experimental
uncertainties on the individual yields.
B.2 Strangeness Canonical fits versus multiplicity
The parameters for all p–Pb multiplicity classes extracted from thermal model fits
with the Strangeness Canonical implementation are shown in Figure B.5. For these
fits, all parameters were kept free. The figure shows the evolution of γS, R, Rc and
T as a function of multiplicity. The obtained χ2/ndf values are also plotted in the
bottom panel.
The freeze-out temperature does not vary significantly with multiplicity, taking values
between 150 and 160 MeV. The radius of the system is observed to increase with
multiplicity. The γS factor rises smoothly as a function of multiplicity and approaches
unity for the 0-5% data.
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Figure B.2: Particle yields from the G.C. THERMUS fit to the data of the 0-5%
multiplicity class compared to the experimental values, with γS=1.
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Figure B.3: Particle yields from the fully canonical THERMUS fit to the data of the
80-100% multiplicity class compared to the experimental values.
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Figure B.4: Particle yields from the S.C. THERMUS fit to the data of the 80-100%
multiplicity class compared to the experimental values.
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Figure B.5: Fit parameters and χ2/ndf as a function of multiplicity from S.C. fits
performed with THERMUS .
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The multi-strange baryon yields in Pb–Pb collisions have been shown to exhibit an enhancement 
relative to pp reactions. In this work,  and  production rates have been measured with the ALICE 
experiment as a function of transverse momentum, pT, in p–Pb collisions at a centre-of-mass energy of √
sNN = 5.02 TeV. The results cover the kinematic ranges 0.6 GeV/c < pT < 7.2 GeV/c and 0.8 GeV/c <
pT < 5 GeV/c, for  and  respectively, in the common rapidity interval −0.5 < yCMS < 0. Multi-strange 
baryons have been identiﬁed by reconstructing their weak decays into charged particles. The pT spectra 
are analysed as a function of event charged-particle multiplicity, which in p–Pb collisions ranges over 
one order of magnitude and lies between those observed in pp and Pb–Pb collisions. The measured 
pT distributions are compared to the expectations from a Blast-Wave model. The parameters which 
describe the production of lighter hadron species also describe the hyperon spectra in high multiplicity 
p–Pb collisions. The yield of hyperons relative to charged pions is studied and compared with results 
from pp and Pb–Pb collisions. A continuous increase in the yield ratios as a function of multiplicity is 
observed in p–Pb data, the values of which range from those measured in minimum bias pp to the 
ones in Pb–Pb collisions. A statistical model qualitatively describes this multiplicity dependence using 
a canonical suppression mechanism, in which the small volume causes a relative reduction of hadron 
production dependent on the strangeness content of the hyperon.
© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
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1. Introduction
Collisions of heavy nuclei at ultra-relativistic energies allow the 
study of a deconﬁned state of matter, the Quark–Gluon Plasma, in 
which the degrees of freedom are partonic, rather than hadronic. 
The role of strange hadron yields in searching for this state was 
pointed out at an early stage [1]. It was subsequently found that 
in high energy nucleus–nucleus (A–A) collisions at the Super Pro-
ton Synchrotron (SPS), the Relativistic Heavy Ion Collider (RHIC) 
and the Large Hadron Collider (LHC) the abundances of strange 
and multi-strange baryons are compatible with those from ther-
mal statistical model calculations [2–10].
In smaller collision systems at the same centre-of-mass ener-
gies, in particular proton–proton (pp) collisions, the relative abun-
dance of multi-strange baryons is lower with respect to A–A col-
lisions, whether normalised to participant nucleons or produced 
particles (pions or charged hadrons). This led to the interpre-
tation that strangeness enhancement is observed in A–A colli-
sions. Attempts to explain this phenomenon include the applica-
tion of a canonical formalism in the statistical model, replacing the 
grand canonical approach, in which the requirement to conserve 
 E-mail address: alice-publications@cern.ch.
the strangeness quantum number when producing (multi-)strange 
baryons in small systems is imposed [11]. This means that strange 
hadrons are produced with a lower relative abundance in small 
systems, an effect known as canonical suppression. Such a theoret-
ical framework has been used to make predictions for LHC energies 
[12]. Further complications in the interpretation arise when the 
produced system, although small, is formed in peripheral A–A col-
lisions where the particle production may not be from a contigu-
ous volume due to core-corona effects [13,14]. Evidence for this 
effect was seen at RHIC where a canonical suppression calculation 
based on the estimated number of participant nucleons could not 
successfully reproduce the data [15]. A cleaner way to investigate 
canonical suppression effects is provided by proton–nucleus (p–A) 
collisions.
Proton–nucleus collisions provide an opportunity to study the 
pT-dependence of the particle spectra created in a system with 
a different, more compact, initial geometry than A–A collisions 
where a similar number of charged particles are produced. Study-
ing this dependence is important in determining the applicability 
of hydrodynamics [16] which has been successful in describing the 
particle spectra in A–A collisions [17–19].
At the LHC the combination of the rise in particle production 
per nucleon–nucleon collision with increasing 
√
s and a dedicated 
p–Pb data-taking period have enabled the ALICE experiment to 
http://dx.doi.org/10.1016/j.physletb.2016.05.027
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collect a large sample of ± and ± . In this Letter, we set out 
the methods for these studies, present the results obtained and 
discuss how they ﬁt into a theoretical picture.
2. Sample and data analysis
The results presented in this Letter were obtained from a sam-
ple of the data collected with the ALICE detector [20] during the 
LHC p–Pb run at 
√
sNN = 5.02 TeV in the beginning of 2013. The 
two scintillator arrays V0A (direction of Pb beam), and V0C (direc-
tion of p beam), covering pseudo-rapidity ranges of 2.8 < η < 5.1
and −3.7 < η < −1.7, respectively, served both as triggering de-
tectors and for determining the event multiplicity class [21]. The 
tracking of particles in the central barrel, covering |η| < 0.9, takes 
place in the Inner Tracking System (ITS), which consists of the two 
innermost silicon pixel layers, surrounded by two silicon drift and 
two silicon strip layers, all placed within a radius of 43 cm, and 
the Time Projection Chamber (TPC), a large cylindrical drift cham-
ber ﬁlled with a Ne–CO2 gas mixture [20]. Measurements of the 
energy loss by charged particles in the gas allow particles to be 
identiﬁed with this detector.
A trigger requiring a coincidence within less than 1 ns in the 
V0 detectors selected around 100 million events, which are mainly 
non-single diffractive (NSD) events and contain a negligible con-
tribution from single diffractive (SD) and electromagnetic (EM) 
processes [22]. A dedicated radiator-quartz detector (T0) provided 
a measurement of the event time of the collisions. The V0 and 
T0 time resolutions allowed discrimination of beam–beam inter-
actions from background events in the interaction region. Further 
background suppression was applied in the oﬄine analysis using 
time information from the neutron Zero Degree Calorimeter on the 
Pb-going side. Primary vertices (PVs) were selected if their posi-
tion along the beam axis was reconstructed within 10 cm of the 
geometrical centre of the detector. In Monte Carlo (MC) studies an 
eﬃciency of 99.2% for this trigger was obtained, while the joint 
trigger and primary vertex reconstruction eﬃciency lies at 97.8% 
[22]. The estimated mean number of interactions per bunch cross-
ing was below 1% in the sample chosen for this analysis.
The analysed events were divided into seven multiplicity per-
centile classes according to the total number of particles mea-
sured in the forward V0A detector. The eﬃciency-corrected mean 
number of charged primary particles per unit rapidity (〈dNch/dη〉) 
within −0.5 < η < 0.5 in the laboratory reference frame for each 
of these multiplicity bins were published in [23].
Due to the asymmetric energies of the proton and lead ion 
beams, a consequence of the 2-in-1 magnet design of the LHC, 
the nucleon–nucleon centre-of-mass system is shifted by 0.465 
units of rapidity in the direction of the proton beam with respect 
to the laboratory frame. The measurements reported in this Let-
ter were performed in the central rapidity window deﬁned in the 
centre-of-mass frame within −0.5 < y < 0, where negative rapid-
ity corresponds to the side of the detector into which the Pb beam 
travels.
The identiﬁcation of multi-strange baryons was based on the 
topology of their weak decays through the reconstruction of the 
tracks left behind by the decay products, referred to as the daugh-
ter particles. The daughters of the − → π− (BR: 99.9%), − →
K− (BR: 67.8%) and the subsequent  → pπ− (BR: 63.9%) weak 
decays [24], as well as the corresponding decays of the 
+
and 

+
, were reconstructed by combining track information from the 
TPC and the ITS [25]. Proton, anti-proton and charged π and K 
tracks were identiﬁed in the TPC via their measured energy depo-
sition, which was compared with a mass-dependent parameterisa-
tion of ionisation loss in the TPC gas as a function of momentum 
[26]. All daughter candidates were required to lie within 4σ of 
Table 1
The parameters for V 0 ( and ¯) and cascades (± and 
±) selection criteria. Where a criterion for ± and ±
ﬁnding differs, the value for the ± case is in parentheses. 
DCA represents “distance of closest approach,” PV the pri-
mary vertex, θ is the angle between the momentum vector 
of the reconstructed V 0 or cascade, and the displacement 
vector between the decay and primary vertices. The curva-
ture of the cascade particle’s trajectory is neglected.
V 0 ﬁnding criteria
DCA: h± to PV > 0.04 (0.03) cm
DCA: h− to h+ < 1.5 standard deviations
 mass (mV0) 1.108 <mV0 < 1.124 GeV/c2
Fiducial volume (R2D) R2D > 1.1 (1.2) cm
V 0 pointing angle cos θV0 > 0.97
Cascade ﬁnding criteria
Proper decay length < 3× mean decay length
DCA: π± (K±) to PV > 0.04 cm
DCA: V 0 to PV > 0.06 cm
DCA: π± (K±) to V 0 < 1.3 cm
Fiducial volume (R2D) R2D > 0.5(0.6) cm
Cascade pointing angle cos θcasc > 0.97
their characteristic Bethe–Bloch energy loss curve. Multi-strange 
candidates were selected through the geometrical association of 
the V 0 component ( or ¯ decay) to a further secondary, ‘bach-
elor’ track (identiﬁed as π± or K±). In this process, several geo-
metrical variables were measured for each candidate, and criteria 
were set on them in order to purify the selected sample: numer-
ical values for the selection cuts applied are reported in Table 1. 
These selections are similar to those in the pp measurements [25], 
a consequence of the low multiplicities present in the detector in 
the p–Pb collisions. As a result the correction factors for the ef-
ﬁciency are also similar. In addition to the settings on topological 
variables, a cut has been applied on the V 0 invariant mass window 
of ±8 MeV/c2 from the nominal  mass [24]. Further restrictions 
were set on the proper lifetime of the ± and ± . By requir-
ing this variable to be less than 3 times the mean decay length 
(4.91 cm and 2.46 cm, respectively), we discarded low-momentum 
secondary particles and false multi-strange candidates, the daugh-
ter tracks of which originated from interactions with detector ma-
terial.
The invariant mass of the  and  hyperons was calculated 
by assuming the known masses [24] of the  and of the bachelor 
track. The mass was reconstructed twice for each cascade candi-
date, once assuming the bachelor to be a π and once a K. This 
allowed the removal of an important fraction of the  background, 
which contained a large contribution from the  candidates that 
pass the  selection criteria. Most of these false  were removed 
discarding all candidates that could be reconstructed as  with a 
mass within 10 MeV/c2 of the known mass [24] of the  baryon. 
Fig. 1 shows the invariant mass distributions for the − and −
hadrons in well populated pT bins for the lowest and highest mul-
tiplicity classes.
For the signal extraction, a peak region was deﬁned within 4σ
of the mean of a Gaussian invariant mass peak for every mea-
sured pT interval. Adjacent background bands, covering an equal 
combined mass interval as the peak region, were deﬁned on both 
sides of that central region. This is illustrated in Fig. 1 with the 
shaded bands on either side of the peak. The number of bin en-
tries inside the side-bands was subtracted from the number of 
candidates within the peak region, assuming the background to be 
linear across the mass range considered.
The pT distributions were corrected for detector acceptance and 
reconstruction eﬃciencies. These were estimated with the use of 
DPMJet [27] simulated Monte Carlo (MC) events, which were prop-
agated through the detector with GEANT3 [28].
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Fig. 1. Invariant mass distributions of the − and − in the 1.1–1.2 GeV/c and 1.2–1.6 GeV/c pT bins respectively, ﬁtted with a Gaussian peak and linear background (dashed 
red curves). The distributions for highest (left) and lowest (right) multiplicity classes are shown. The ﬁts only serve to illustrate the peak position with respect to which the 
bands were deﬁned and the linear background assumption for the applied signal extraction method.
2.1. Systematic uncertainties
Systematic uncertainties due to the choice of selection crite-
ria were examined separately in each pT interval of the measured 
spectra. Individual settings were loosened and tightened, in order 
to measure changes in the signal loss correction. For the  hyper-
ons, the signal extraction accounts for an uncertainty of around 2% 
but reaches 5% at low-pT and in high multiplicity events, while for 
the , uncertainties of 3–5% were measured. The uncertainty due 
to the topological selections is around 2(3)% for the main pT re-
gion, and up to 3(5)% at low momentum for (). The constraint 
on the V 0 mass window contributes to the total uncertainty with 
around 0.5(1)% and both the TPC tracking and identiﬁcation cuts 
with 2(3)%. The proper decay length cut gives another 3(5)% uncer-
tainty at low pT. A 4% error was added due to the material budget, 
and for the ± only, an additional 3% due to the mass hypothe-
sis cut. All these individual error contributions, which are listed in 
Table 2, are added in quadrature. Apart from the low momentum 
region, no pT dependence is observed in the total uncertainty. The 
total systematic error lies between 5–6(8)% across the whole spec-
trum, reaching up to 8(14)% in the lowest pT bins for the () 
baryons.
The fraction of the systematic error that is uncorrelated across 
multiplicity was calculated by using the same method applied in 
[23], in which spectra deviations in speciﬁc multiplicity classes 
were compared to those observed in the integrated data sample. 
The choice of the topological parameter values and the applied sig-
nal extraction method generates the dominant contribution to the 
uncorrelated uncertainties across multiplicity. These uncertainties 
were measured to be within 2% in the case of the  and 3% in the 
case of the , which constitutes a fraction that lies between 20 
and 40% of the total systematic uncertainties.
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Table 2
Contributions to the total systematic uncertainties for the ± and ± spec-
tra measurements. The values in brackets indicate the maximum uncertain-
ties measured for low-pT cascades (see text).
Source ± ±
Material budget 4% 4%
Competing mass hypothesis – 3%
Topological variables 2–3(5)% 3–5%
Signal extraction 2(5)% 3(5)%
Particle identiﬁcation 2% 3%
Track selection 2% 3%
Proper decay length 1(3)% 2(5)%
V 0 mass window 0.5% 1%
Fig. 2. (Colour online.) Invariant pT-differential yields of (− + +)/2 and (− + +)/2 in different multiplicity classes. Data have been scaled by successive factors of 2 
for better visibility. Statistical (bars), full systematic (boxes) and uncorrelated across multiplicity (transparent boxes) uncertainties are plotted. The dashed curves represent 
Blast-Wave ﬁts to each individual distribution.
3. Results
3.1. Transverse momentum spectra
The pT distributions of − , 
+
, − and + in −0.5 < y < 0
are shown in Fig. 2 for different multiplicity intervals, as deﬁned 
in [23]. Since antiparticle and particle spectra are identical within 
uncertainties, the average of the two is shown. The spectra exhibit 
a progressive ﬂattening with increasing multiplicity, which is qual-
itatively reminiscent of what is observed in Pb–Pb collisions [10].
The calculation of pT-integrated yields can be performed by 
using data in the measured region and a parametrisation-based ex-
trapolation elsewhere. The Boltzmann–Gibbs Blast-Wave (BG–BW) 
model [16] gives a good description of each pT spectrum and has 
been used as a tool for this extrapolation. Other alternatives, such 
as the Levy–Tsallis [29] and Boltzmann distributions, were used for 
estimating the systematic uncertainty due to the extrapolation.
The extrapolation in the unmeasured ± (±) low-pT re-
gion grows progressively with decreasing multiplicity, from around 
16%(19%) of the total yield in the 0–5% multiplicity class to around 
27%(40%) in the 80–100% class. The systematic uncertainty as-
signed to the yield due to the extrapolation technique is 2.8%(7.8%) 
for high multiplicities and rises to 5.2%(14.5%) in the case where 
the fraction of the extrapolated yield is highest.
3.2. Comparison to Blast-Wave model
In order to investigate whether the observed spectral shapes 
are consistent with a system that exhibits hydrodynamical radial 
expansion, the measured distributions have been further stud-
ied in the context of the BG–BW model [16]. This model as-
sumes a locally thermalised medium that expands collectively with 
a common velocity ﬁeld and then undergoes an instantaneous 
freeze-out. In this framework, a simultaneous ﬁt to identiﬁed par-
ticle spectra allows for the determination of common freeze-out 
parameters. These can be used to predict the pT distribution for 
other particle species in a collective expansion picture. It should 
be noted that such a simultaneous ﬁt differs from the individual 
ﬁts mentioned in the previous section and used only for extrapo-
lating the spectra.
The − , + , − and + pT spectra in the 0–5% and 80–100% 
multiplicity classes are compared to predictions from the BG–BW 
model with parameters acquired from a simultaneous ﬁt to π± , 
K± , p(p) and (¯) in Fig. 3 [23]. The model describes the mea-
sured shapes within uncertainties up to a pT of approximately 
4 GeV/c for  and 5 GeV/c for  in the highest multiplicity class. 
This indicates that multi-strange hadrons also follow a common 
motion with the lighter hadrons and is suggestive of the presence 
of radial ﬂow in p–Pb collisions. However, it is worth noting that 
some ﬁnal state effects could also modify the spectra in a simi-
lar manner to radial ﬂow. For example, PYTHIA [30] implements 
the colour reconnection mechanism, which fuses strings originat-
ing from independent parton interactions, leading to fewer but 
more energetic hadrons, which has been shown to mimic radial 
ﬂow [31].
Applying the same technique to results from the lower mul-
tiplicity classes reveals that the agreement of the data with the 
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Fig. 3. (Colour online.) (− ++)/2 and (− ++)/2 pT spectra in the 0–5% (left) and 80–100% (right) multiplicity classes compared to predictions from the BG–BW model 
(upper panels) with the ratios on a linear scale (lower panels). The parameters are based on simultaneous ﬁts to lighter hadrons [23]. See text for details.
Table 3
The mid-rapidity 〈dNch/dη〉 values for each of the 7 multiplicity classes and the − + + and − + + inte-
grated yields per unit rapidity normalised to the visible cross section. The statistical uncertainty on the yields is 
followed by the systematic uncertainty.
Event class 〈dNch/dη〉
|ηlab| < 0.5
dN/dy(− + +) dN/dy(− + +)
0–5% 45± 1 0.2354± 0.0020± 0.0161 0.0260± 0.0011± 0.0034
5–10% 36.2± 0.8 0.1861± 0.0016± 0.0138 0.0215± 0.0008± 0.0029
10–20% 30.5± 0.7 0.1500± 0.0010± 0.0112 0.0167± 0.0006± 0.0022
20–40% 23.2± 0.5 0.1100± 0.0006± 0.0085 0.0120± 0.0005± 0.0016
40–60% 16.1± 0.4 0.0726± 0.0006± 0.0065 0.0072± 0.0003± 0.0010
60–80% 9.8± 0.24 0.0398± 0.0004± 0.0031 0.0042± 0.0002± 0.0006
80–100% 4.3± 0.1 0.0143± 0.0003± 0.0015 0.0013± 0.0003± 0.0003
Blast-Wave predictions become progressively worse. The compari-
son between lowest and highest multiplicity cases can be seen in 
Fig. 3, where their respective ratios to the model predictions are 
shown in the lower panels. These observations indicate that com-
mon kinetic freeze-out conditions are able to better describe the 
spectra in high multiplicity p–Pb collisions.
The multi-strange baryon spectra in central Pb–Pb collisions 
[10] have also been investigated in a common freeze-out scenario 
[17,18] and similar studies were performed for Au–Au collisions 
[19]. In contrast to high multiplicity p–Pb collisions, where all sta-
ble and long-lived hadron spectra are compatible with a single 
set of kinetic freeze-out conditions (the temperature Tfo and the 
mean transverse ﬂow velocity 〈βT〉), multi-strange particles in cen-
tral heavy-ion collisions seem to experience less transverse ﬂow 
and may freeze out earlier in the evolution of the system when 
compared to most of the other hadrons.
3.3. Hyperon to pion ratios
The measured integrated yields in the seven multiplicity classes 
are given in Table 3. To study the relative production of strangeness 
and compare it with results in pp and Pb–Pb collisions, the yield 
ratios to pions were calculated as a function of charged par-
ticle multiplicity. Both the (− + +)/(π+ + π−) and (− +

+
)/(π+ + π−) ratios are observed to increase as a function of 
multiplicity, as seen in Fig. 4. The relative increase is more pro-
nounced for the − and + than for − and + , being approx-
imately 100% for the former and 60% for the latter. These relative 
increases are larger than the 30% increase observed for the /π
ratio [23], indicating that strangeness content may control the rate 
of increase with multiplicity.
These ratios are further compared to measurements performed 
in the pp [25,34] and Pb–Pb [10] collision systems. The (− +

+
)/(π+ + π−) ratio for the highest p–Pb multiplicity is compat-
ible with the Pb–Pb measurements in the Pb–Pb 0–60% centrality 
range and the (− + +)/(π+ + π−) reaches a value slightly be-
low its Pb–Pb equivalent in this centrality range, although the error 
bars still overlap. It is also noteworthy that the values obtained for 
the p–Pb 80–100% multiplicity event class are similar to the ones 
measured in minimum bias pp collisions.
Finally, the hyperon to pion ratios can also be compared with 
the values in the Grand Canonical (GC) limit obtained from global 
ﬁts to Pb–Pb data. Two different implementations of the thermal 
model are shown in Fig. 4, where the dashed lines represent the 
values from the THERMUS 2.3 model [36] and the solid lines repre-
sent predictions from the GSI-Heidelberg model [35]. Both models 
provide values that are consistent with the most central Pb–Pb
measurements.
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Fig. 4. (Colour online.) (− + +)/(π+ + π−) (left) and (− + +)/(π+ + π−) (right) ratios as a function of 〈dNch/dη〉 for all three colliding systems. The ratios for the 
seven multiplicity classes in p–Pb data lie between the Minimum Bias pp (
√
s = 900 GeV [32,33] and √s = 7 TeV [25,34]) and peripheral Pb–Pb results. The Pb–Pb points 
[10] represent, from left to right, the 60–80%, 40–60%, 20–40% and 10–20% and 0–10% centrality classes. The chemical equilibrium predictions by the GSI-Heidelberg [35]
and the THERMUS 2.3 [36] models are represented by the horizontal lines.
In small multiplicity environments such as those produced in 
p–Pb collisions, a grand canonical statistical description may not 
be appropriate. Instead, local conservation laws might play an im-
portant role. The evolution of hyperon to pion ratios in terms of 
the event multiplicity can be calculated with a Strangeness Canon-
ical (SC) model implemented in THERMUS [36]. This model ap-
plies a local conservation law to the strangeness quantum num-
ber within a correlation volume Vc while treating the baryon 
and charge quantum numbers grand-canonically within the ﬁre-
ball volume V . This implies a decrease of the strangeness yields 
with respect to the pion yields with a shrinking system size. To 
model this canonical suppression effect as a function of pion ra-
pidity density, yield calculations were repeated for varying sys-
tem sizes. Strangeness conservation was imposed within the size 
of the ﬁreball (Vc = V ), and the strangeness saturation parame-
ter γS was ﬁxed to 1, thus changes in the hadron to pion ratios 
were due to the variations of the restraints on the system size 
only. The chemical potentials (μ) of the conserved strangeness, 
baryon and electric charge quantum numbers were set to zero. 
The obtained suppression curves for ,  and  are shown in 
Fig. 5 for a temperature of 155 MeV, the value extracted from a 
GC global ﬁt to high multiplicity Pb–Pb data, with a variation of 
±10 MeV (solid lines). Both the data and model points were nor-
malised to the high multiplicity limit. For the data, this limit is 
the mean hyperon to pion ratio in the 0–60% most central Pb–Pb
events, whereas for the model it corresponds to the GC limit. 
The theoretical curves for strangeness suppression computed with 
THERMUS are in qualitative agreement with the effect observed in 
the data.
4. Conclusions
In summary, a measurement of the pT spectra of − , 
+
, 
− and + for seven multiplicity classes in p–Pb collisions at √
sNN = 5.02 TeV at the LHC has been presented. These measure-
ments represent an important contribution to the understanding 
of strangeness production, as hyperon production rates are now 
measured at LHC energies over a large range in charged–particle 
multiplicity, from pp to central Pb–Pb collisions.
The multi-strange baryon spectra exhibit a progressive ﬂatten-
ing with increasing multiplicity suggesting the presence of radial 
Fig. 5. (Colour online.) Hyperon to pion ratios as a function of pion yields for pp, 
p–Pb and Pb–Pb colliding systems compared to the THERMUS [36] strangeness sup-
pression model prediction, in which only the system size is varied. The h/π are 
the ratios of the particle and antiparticle sums, except for the 2/(π− + π+) data 
points in pp [33], p–Pb [23] and Pb–Pb [37]. All values are normalised to the high 
multiplicity limit, which is given by the mean of the 0–60% highest multiplicity 
Pb–Pb measurements for the data and by the GC limit for the model.
ﬂow. A comparison with the Boltzmann–Gibbs Blast-Wave model 
indicates a common kinetic freeze-out with lighter hadrons in the 
highest multiplicity p–Pb collisions. This is in contrast to higher 
multiplicity heavy-ion collisions where there is an indication for 
an earlier freeze-out of these particles.
For the ﬁrst time, the lifting of strangeness suppression with 
system size has been observed with measurements in a single col-
lision system. Hyperon to pion ratios are shown to increase with 
multiplicity in p–Pb collisions from the values measured in pp 
to those observed in Pb–Pb. The rate of increase is more pro-
nounced for particles with higher strangeness content. Compar-
ing these results to the trends observed in statistical hadroni-
sation models that conserve strangeness across the created sys-
tem indicates that the behaviour is qualitatively consistent with 
the lifting of canonical suppression with increasing multiplic-
ity.
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