Abstract The spin-1/2 highest weight representations of the dynamical 6-vertex and the standard 8-vertex Yang-Baxter algebra on a finite chain are considered in this paper. In particular, the integrable quantum models associated to the corresponding transfer matrices under antiperiodic boundary conditions for the dynamical 6-vertex and periodic boundary conditions for the 8-vertex case are here analyzed.
Introduction
In this paper we analyze two classes of lattice integrable quantum models characterized in the quantum inverse scattering method (QISM) [6] - [19] by monodromy matrices which are solutions of the dynamical Yang-Baxter equation w.r.t. the 6-vertex dynamical R-matrix and of the (standard) Yang-Baxter equation w.r.t. the 8-vertex Rmatrix, respectively. The representation theory of the dynamical 6-vertex Yang-Baxter algebra was introduced by Felder in [20] by the so-called theory of the elliptic quantum groups, see also [21] . There, it was recognized that the known Boltzmann weights defining the SOS (solid on solid) statistical models [22] when opportunely reorganized in a 4×4 matrix define the R-matrix solution of the dynamical 6-vertex Yang-Baxter algebra. The prototypical elements in these classes of integrable quantum models are constructed by defining representations of the corresponding monodromy matrices on chains of 2-dimensional representations (spin-1/2 quantum chains). Under homogeneous limits these representations define in the dynamical 6-vertex case the SOS model [22] , [23] - [26] while in the 8-vertex case the spin-1/2 XYZ quantum chain [27] - [35] . It is worth recalling that the monodromy matrices of these models are related by the Baxter's intertwining vectors and the spectral problems of the transfer matrices under periodic boundary conditions have been analyzed by Bethe ansatz and Q-operator techniques 2 in the case of chains with an even number of sites. In [23, 22, 24] , R. Baxter has introduced the intertwining vectors, also called gauge transformations 3 , in order to be able to use Bethe ansatz techniques to analyzed the spectral problem (eigenvalues & eigenstates) of the 8-vertex transfer matrix reducing it to one of 6-vertex type. The use of gauge transformations allows in particular to overcome the problem of the absence of reference states opening the possibility to analyze the 8-vertex spectral problem by using the algebraic Bethe ansatz (ABA) [6] - [7] , as pioneered by Faddeev and Takhtajan in [8] while ABA analysis for the SOS model with periodic boundary conditions has been developed in [25] . However, it is worth remarking that, a part the general problem related to the proof of the completeness of the spectrum description 4 , the analysis by Bethe ansatz methods of the spectrum of these models leads to the introduction of two constrains. The first constrain is on the number of sites of the quantum chains which has to be even. This is required to obtain the commutativity of the dynamical 6-vertex transfer matrix which holds only for the reduction to the total spin zero-eigenspace under periodic boundary conditions. The second constrain is on the allowed values of the coupling constant η of the 8-vertex transfer matrix which has to be restricted to the so-called cyclic values or elliptic roots of unit (i.e. when η belongs to an integer square lattice with steps the periods of the theta functions). This is required in order to construct 8-vertex transfer matrix eigenstates by finite sums of the dynamical 6-vertex ones. In addition to the previously described constrains in the algebraic Bethe ansatz framework the lack of a scalar product analogue to the Slavnov's formula [44, 45, 46] is the first fundamental missing step toward the computation of matrix elements of local operators. It is then clear the need to overcome these problems in order to compute correlation functions.
In the present paper we implement a modified version of Sklyanin's quantum separation of variables (SOV) [47] - [49] . In particular, we derive the complete characterizations of the spectrum of the antiperiodic 5 dynamical 6-vertex transfer matrix defined on chains with an odd number of sites. Moreover, we compute the matrix elements of the identity for general separate states 6 which apply in particular for the eigenstates of the antiperiodic dynamical 6-vertex transfer matrix. Let us comment that the existing results [51, 52] for the antiperiodic dynamical 6-vertex model are mainly restricted to the construction of the functional separation of variables of Sklyanin. In this functional version an SOV representation of the dynamical 6-vertex Yang-Baxter algebra is defined on a space of symmetric functions leading only to the description of the wave functions of the transfer matrix eigenstates. In fact, the explicit construction of the SOV representation as well as of the transfer matrix eigenstates in the original representation space of the quantum chain were so far missing.
For the periodic 8-vertex transfer matrix, we prove that the set of all its eigenvalues is contained in the set of the solutions to an inhomogeneous system of N quadratic equations in N unknown, where N is the number of sites of the chain. In the case N odd this system coincides with the one entering in the SOV characterization of the antiperiodic dynamical 6-vertex transfer matrix spectrum and so the set of the periodic 8-vertex eigenvalues is proven to be contained in the antiperiodic dynamical 6-vertex one. Let us recall that the analysis of the odd N case is of particular interest for the periodic 8-vertex transfer matrix as in this case the Bethe ansatz analysis of [23, 22, 24, 8] does not apply. We use the Baxter's gauge transformations to further relate the periodic 8-vertex and the antiperiodic dynamical 6-vertex transfer matrices, allowing to analyze the 8-vertex spectral problem in terms of the SOV characterization here derived. It is worth to stress that in the dynamical quantum spaceD (6VD),N , characterized by the condition that the antiperiodic dynamical 6-vertex transfer matrix is a one parameter family of commuting operators, these gauge transformations are not invertible operators. Nevertheless, we are able to use them to get a sufficient criterion which allows us to select simultaneous eigenvalues of the antiperiodic dynamical 6-vertex and the periodic 8-vertex transfer matrix and to associate to any one of these eigenvalues one corresponding nonzero 8-vertex eigenstate. In the paper we will explain as the non invertible character of the gauge transformations on the dynamical quantum spaceD (6VD),N is a natural requirement as these transformations link transfer matrices with different degeneracy properties. Indeed, while the antiperiodic dynamical 6-vertex transfer matrix is proven here to have simple spectrum the periodic 8-vertex one has degeneracy even for completely general inhomogeneities. A preliminary analysis of this degeneracy issue is here presented by analyzing explicitly the periodic 8-vertex transfer matrix spectrum for chains with one and three sites.
The results derived in the present paper represent the first fundamental step in an approach to solve integrable quantum models which can be considered as the generalization to the SOV framework of the Lyon group method [46] , [53] - [68] . The use of SOV is a strength point of our approach as it works for a large class of integrable quantum models, under simple conditions it leads to the complete construction of both the eigenvalues and the eigenstates of the transfer matrix and the simplicity of the spectrum can be easily shown in this framework. Moreover, the analysis developed in the present paper and that implemented previously in [1]- [5] suggest that this approach can lead to an universal representation of both the spectrum and the dynamics of a class of integrable quantum models which were not entirely solvable with other methods 7 . Indeed, this is the case for all the key integrable quantum models analyzed so far in [1]- [5] . More in detail, in [3] and [4] , the XXZ spin-1/2 quantum chain 8 [27] - [35] and the higher spin-s XXX quantum chain 9 , both under antiperiodic boundary conditions, have been characterized and the form factors of the local spin operators have been represented in a determinant form. Similar results for the form factors have been obtained previously by this approach in [1, 2] for the lattice quantum sine-Gordon model [7, 19] , the chiral Potts model [78] - [89] and the τ 2 -model [90] . These results are obtained by using as background the complete 7 Like the algebraic Bethe ansatz, the coordinate Bethe ansatz [28] , [69] and [70] , the Baxter Q-operator method [69] and the analytic Bethe ansatz [71] - [72] . 8 Let us comment that previous results on this model with antiperiodic boundary conditions were mainly given by the Q-operator construction [73] and the functional separation of variables [48, 74] . Moreover see [75] for the eigenvalue analysis of the XXZ spin-1/2 chain with general antiperiodic boundary conditions by a functional method based on the Yang-Baxter algebra; method also applies to open chain for general integrable boundary conditions. 9 Instead in the periodic chain matrix elements of local operators were compute in the ABA framework in [76, 77] .
SOV spectrum characterization constructed in [91] - [93] for the lattice quantum sine-Gordon model and in 10 [98] for the general cyclic representations of the 6-vertex Yang-Baxter algebra corresponding to the τ 2 -model and the chiral Potts model. Moreover, in [5] the SOV setup has been implemented and the matrix elements of some interesting quasi-local string of local operators have been computed for the integrable quantum model associated to the spin-1/2 representations of the reflection algebra [99] - [106] , under quite general non-diagonal boundary conditions. In all these models the matrix elements of local operators on separate states are characterized by determinant formulae written as simple modifications of those of the identity. The main differences in all these formulae are only due to model dependent features, like the nature of the spectrum of the quantum separate variables and the form of the SOV reconstruction of local operators. Let us comment that in the literature there exist previous results on matrix elements of local operators which even if developed by different approaches made use of quantum separation of variables. The results in Smirnov's paper [107] are of special interest; there, for the quantum integrable Toda chain [47] , the form factors of a conjectured 11 basis of local operators are derived in Sklyanin's SOV framework by determinant formulae which confirm the universal picture outlined. It is also worth pointing out that the form factors 12 of the restricted sine-Gordon model at the reflectionless points in the S-matrix formulation 13 [119, 120] admit once again determinant representations and the connection with SOV is established on the basis of the semi-classical analysis of [119] , used there also as a tool to overcome the problem 14 of the local field identification.
2 The dynamical 6-vertex models: spectrum and elementary matrix elements
The dynamical 6-vertex models
In the following, we introduce an operator τ whose eigenvalues on the space of the representation coincide with the dynamical parameter t. The aim is to recover a separate description for the dynamical parameter which will be particularly useful in the SOV description of the antiperiodic dynamical 6-vertex spectral problem.
Representation spaces of dynamical and spin operators
Let us introduce a couple of dynamical operators τ and T ± τ which satisfy the following commutation relations:
and N copies of (local spin) sl(2) generators S a n and let us impose the following commutation relations:
10 See [94] - [97] for a first analysis by SOV method of the τ2-model and some results on form factors in the restricted case of the generalized Ising model. 11 There this conjecture is required by the absence of a direct SOV reconstruction of local operators. Later a reconstruction has been given in [108] w.r.t. a new set of quantum separate variables defined by a change of variables on the original Sklyanin's ones. 12 Form factors which have been rederived in [109] also by exploiting previous results established in the series of papers [110] - [113] for the infinite volume limit of the XXZ spin-1/2 chain. 13 See [114] - [118] and references therein. 14 This is a longstanding problem in the S-matrix formulation which has been so far addressed by exploiting the description [121] - [124] of massive IQFTs as (superrenormalizable) perturbations of conformal field theories [125] - [129] by relevant local fields. Several results are known which allows to classify the local fields of massive theories (i.e. the solutions to the form factor equations [130] - [145] ) in terms of those of the ultraviolet conformal field theories, see for example [146] - [149] and the series of works [150] - [155] .
Then the space of the representation of these dynamical and spin operators can be chosen as it follows:
where D N is the space of the representation of the dynamical operators which is infinite dimensional in our definition 15 . Here, we have chosen for all the sl(2) generators the spin-1/2 representation; i.e. a 2-dimensional local quantum space C 2 is associated to any site of the chain and the local spin generators are represented by the 2 × 2 Pauli matrices σ a n . Moreover, we introduce the following definition of left (covectors) and right (vectors) τ -eigenbasis of D L N and D R N , respectively:
with:
where we fix t(a)|t(b) = δ a,b , ∀a, b ∈ Z. Moreover, defined the following left and right spin basis:
with n, h n |n, h ′ n = δ hn,h ′ n , in each local quantum spin chain of the representation, we can introduce the left and right dynamical-spin basis in D L (6VD),N and D R (6VD),N , respectively:
composed of common eigenstates of the commuting operators τ and σ z n . A scalar product is introduced in the space D R (6VD),N by defining its action on the elements of the dynamical-spin basis:
Note that we have defined the representation in a way that the spectrum (eigenvalues) of the operator τ contains that of −ηS/2 where:
is the total z-component of the spin; the reason for that will be clear in the following. 15 Note that in the root of unit case, we can define also a cyclic representation for the operator τ . This point in the present formalism will be described elsewhere anyhow for the antiperiodic chain this cyclicity condition does not play a fundamental role as it was in the periodic case for the application of algebraic Bethe ansatz to the 8-vertex model.
Representations of the dynamical 6-vertex models
Let us define the elliptic dynamical 6-vertex R-matrix 16 :
where a(λ), b(λ|τ ) and c(λ|τ ) are defined by: 11) here and in the following we use the notation: 
where λ 12 ≡ λ 1 − λ 2 . It is possible to introduce the following dynamical 6-vertex monodromy matrix: 14) where the ξ n for n ∈ {1, ..., −N} are parameters of the model called inhomogeneities. Then this monodromy matrix is a solution of the same type of dynamical Yang-Baxter equation:
where S is the total z-component of the spin defined in (2.9). Moreover, it is worth remarking that the following commutation relations hold: 16) and
Note that defined:
18) 16 The presentation of our results will be done directly in this elliptic case, however, it is interesting to remark that also the trigonometric case corresponding to the following choice of dynamical R-matrix:
can be similarly described in our approach. 17 In this paper the θi(λ|ω) for i ∈ {1, ..4} are the standard theta functions as defined for example at page 877 of [158] , where we are using for the argument of these functions (λ|ω) instead of (u|τ ).
we can rewrite the dynamical Yang-Baxter equations in the following form:
(2.19) Let us remark that while the dynamical 6-vertex generators B(λ|τ ) and C(λ|τ ) are nilpotent operators of order N + 1, for a chain of size N, the generators A(λ|τ ) and D(λ|τ ) are not nilpotent operators. So, from the form of the dynamical 6-vertex Yang-Baxter commutation relations, it is clear that the set spanned by the dynamical parameter t (the eigenvalues of τ ) is always an infinite lattice of step η. We can also define the following monodromy matrix: 20) note that the X (λ|τ ) (X = A, B, C and D) are operator functions of τ and T ± τ but for simplicity we omit the explicit dependence from T ± τ in their arguments. For this monodromy matrix the dynamical Yang-Baxter equation reads:
where we have used that:
Finally, let us comment that in [21] it was shown that the dynamical 6-vertex Yang-Baxter equations (2.13) are just the rewriting of the Baxter's star-triangle equations for the Boltzmann weights:
of the solid-on-solid (SOS) model 18 , where on the r.h.s. of the above equations there are the entries of the dynamical 6-vertex R-matrix.
Quantum determinant
A fundamental object to define in the dynamical 6-vertex Yang-Baxter algebra is the so-called quantum determinant 19 . In particular, it plays a fundamental role in the construction of the quantum separation of variables for these algebra as we will explain in the following.
Proposition 2.1. In the dynamical 6-vertex Yang-Baxter algebra, we can introduce the following central quantum determinant:
18 This model of statistical mechanics is defined on a square lattice and to each site n a "height" ln is associated and the interactions are defined round each face (composed by 4 adjacent sites) of the lattice. These interactions are nonzero only for adjacent heights which differ by 1 and are described by the Boltzmann weights W [ | λ] of equations (2.23) and (2.24). 19 See [156] and the historical note [157] for a first proof of the centrality of the quantum determinant in the Yang-Baxter algebra.
where:
Moreover, the following inversion formula holds:
Proof. The proof follows by proving the statement for the generic quantum site n and then showing that the product of the local quantum determinants reproduce the complete one. Let us introduce the notation:
and
Then it is a simple exercise to verify the identity:
once we use the formula 20 :
Now, by taking the product:
Finally, the inversion formula (2.29) follows from the quantum determinant formulae and from the identities: 
Antiperiodic dynamical 6-vertex representations
As we will show in the paper it is of particular interest to introduce an antiperiodic version of the dynamical 6-vertex model by introducing the following monodromy matrix:
then the dynamical Yang-Baxter equation reads:
It is worth also to define the following monodromy matrix:
for it the dynamical Yang-Baxter equation reads:
Invariant subspace under antiperiodic 6VD-generators
Let us define the operator:
in D (6VD),N then we denote withD (6VD),N the 2 N -dimensional linear eigenspace corresponding to the eigenvalue zero S τ ; i.e.D (6VD),N is the linear space defined by the condition that the eigenvalues of the commuting operators −2τ and ηS are coinciding. In terms of the dynamical-spin basis the linear (covector) spaceD L (6VD),N is generated by the elements 21 : 43) and the linear (vector) spaceD R (6VD),N is generated by the elements:
,N it is central to remark that zero is a τ -eigenvalue for a chain with N even while it is not for a chain with N odd. This simple observation implies thatD
is not a well define representation space of the dynamical Yang-Baxter algebra for the presence of divergencies in (2.10) for the zero τ -eigenvalue. On the contrary, in the case of an odd chain it holds: 
Moreover, the antiperiodic dynamical 6-vertex transfer matrix:
46) defines a one parameter family of commuting operators onD
21 Note that we are using the simplified notation th instead of t(sh).
Proof. To prove the first statement in the theorem we have to prove that the linear spacesD L/R (6VD),N are invariant under the action of the operators:
All what we need are the following commutation relations:
from which it follows that: 
which inD L (6VD),N coincides with 54) i.e. the commutativity.
From now on we will implicitly assume that N is odd when representations in the linear spacesD L/R (6VD),N will be considered.
SOV-representations for T
(6VD) -spectral problem
SOV-representations
Here, we will show as the standard method to define quantum separation of variable (SOV) representations introduced by Sklyanin [47, 48, 49] for the transfer matrix of 6-vertex Yang-Baxter algebra can be adapted for the dynamical case. In particular, SOV representations for the spectral problem of the antiperiodic T (6VD) (λ|τ ) can be defined as the representations where the commutative family of operators D(λ|τ ) (or A(λ|τ )) is pseudo-diagonal and with simple spectrum in the (left/right) 2 N -dimensional spacesD
Here, we mean that we can construct explicitly left/right basis of the spacesD L/R (6VD),N in terms of pseudo D(λ|τ )-eigenstates 22 . 22 What we mean for pseudo-eigenstates will be clarified in the following.
In order to make the construction of these basis some preparation is need; let us define the left and right references states 23 :
where we are using the notations 0≡ (h 1 = 0, ..., h N = 0) and 1≡ (h 1 = 1, ..., h N = 1), so that t 0 ≡ −(ηN)/2 and t 1 ≡ (ηN)/2 by the definition (2.43) of t h . Then, we can define the following sets of left and right states:
where h n ∈ {0, 1}, n ∈ {1, ..., N}. Note that the normalization N has been introduced to simplify the form of the coupling of the above left and right states. Let us define first the following theta functions with characteristic:
58)
N ∈ N and j ∈ {0, ..., N − 1} which satisfies the periodicity conditions:
Then we can fix: 60) where c N is a normalization constant defined in (2.100) and Θ (h) ij is the N × N matrix of elements:
It is simple to verify that the states (2.56) and (2.57) are simultaneous (left/right) eigenstates of τ and S ≡ N a=1 σ z a :
and:
Moreover, under the following condition on the N-tuple of inhomogeneities {ξ 1 , ..., ξ N } ∈ C N :
the following theorem holds: 23 The left and right states ofD
with all spin up and down, respectively. 
The action of the remaining generators on the generic state h 1 , ..., h N | reads:
70)
where: 
72)
The action of the remaining generators on the generic state |h 1 , ..., h N reads:
75)
where: 76) and A(λ|τ ) is uniquely defined by the quantum determinant relation.
Proof. The proof of the theorem is based on the dynamical Yang-Baxter commutation relations and on the fact that the left and right references states are D(λ|τ )-eigenstates: 77) and similarly:
where: [3] by using here the dynamical 6-vertex commutation relation:
we get:
Similarly, by using the dynamical 6-vertex commutation relation:
we get: holds only if all the coefficients are zeros. Let us denote withh= {h 1 , ...,h N } the generic N-tuple in {0, 1} N then by applying to both side of (2.84) the operator product:
which implies ch = 0 being:
The action of B(ξ (hn) n |τ ) and C(ξ (hn) n |τ ) on the left and right states (2.56) and (2.57) follows by imposing the dynamical Yang-Baxter commutation relations and the quantum determinant relations:
where we have used that: 89) and in the quantum determinant det q M(λ) we use the identities: 
SOV-decomposition of the identity
The previous results allow to write the following spectral decomposition of the identity I: 92) in terms of the left and right SOV-basis. Here, 
94)
where Θ (h) ij is the N × N matrix defined in (2.61). Then, the SOV-decomposition of the identity explicitly reads:
Proof. The fact that h 1 , ..., h N | and |k 1 , ..., k N are simultaneous eigenstates of τ with eigenvalues t h and t k , respectively, implies that the l.h.s. of (2.94) is zero unless:
Let us assume now that h =k but that they satisfy the condition (2.96). Under these conditions it is easy to understand that there exists at least one n ∈ {1, ..., N} such that h n = 1 and k n = 0 and then the l.h.s. of (2.94) contains the product of operators C(ξ n |τ )C(ξ n − η|τ ) which is zero for the standard 6-vertex annihilation identities. Then, as stated in (2.94), h 1 , ..., h N |k 1 , ..., k N is zero for h =k; so we are left with the computations for h=k. In order to compute them, let us compute the matrix elements:
where a ∈ {1, ..., N}. Then using the left action of the operator C(η a |τ ) we get: 98) while using the right action of the operator C(η a |τ ) and the orthogonality of right and left pseudo D-eigenstates corresponding to different eigenvalues we get: 99) and so:
from which the proposition simply follows when we use the identity 24 :
and we recall that: 101) and that the choice of the normalization N implies: 
SOV characterization of T (6VD) -spectrum
Let us denote with Σ T (6VD) the set of the eigenvalue functions t 6VD (λ) of the transfer matrix T ( 
which are solutions of the discrete system of equations:
is characterized by:
105)
up to an overall normalization, where the coefficients are characterized by:
II) The left T (6VD) -eigenstate corresponding to t 6VD (λ) ∈ Σ T (6VD) is characterized by:
107)
Proof. Let t 6VD | be a T (6VD) -eigenstate corresponding to the T (6VD) -eigenvalue t 6VD (λ), then the coefficients (wave-functions):
of t 6VD | in the right SOV-basis satisfy the equations:
for any n ∈ {1, ..., N} and h∈ {0, 1} N , where we have denoted:
These equations are obtained by computing the matrix elements: 
and by using (2.110) to rewrite the r.h.s. in the desired form.
Then in the SOV representations the spectral problem for T (6VD) (λ|τ ) is reduced to a discrete system of 2 N Baxterlike equations (2.110) in the class of function of the form (2.103). Taking into account the identities: 114) this system coincides with a system of homogeneous equations:
for any n ∈ {1, ..., N} with h m =n ∈ {0, 1}. The condition t 6VD (λ) ∈ Σ T (6VD) is then equivalent to the requirement that the determinants of the 2 × 2 matrices in (2.115) must be zero for any n ∈ {1, ..., N}, i.e. the equation (2.104). On the other hand being:
the rank of the matrices in (2.115) is 1 and then up to an overall normalization the solution is unique:
for any n ∈ {1, ..., N} with h m =n ∈ {0, 1}. This implies that given a t 6VD (λ) ∈ Σ T (6VD) there exist (up to normalization) one and only one corresponding T (6VD) -eigenstate t 6VD | with coefficients which have the factorized form given in (2.107)-(2.108) and then the T (6VD) -spectrum is simple. The proof for the right eigenstates is given in a similar way.
Let us remark that the previous theorem completely characterize the spectrum of the transfer matrix
. However, a reformulation of the SOV characterization of the T (6VD) -spectrum by functional equations can be important for practical aims. One standard way to accomplish this result is by the construction of a Baxter Q-operator whose functional equation reduces to the finite system of Baxter-like equations (2.110) when computed in the eigenvalues of the quantum separate variables, i.e. the operators zero of D(λ|τ ). This construction is currently under analysis and it can be developed along the same lines presented in [73] for the antiperiodic XXZ spin-1/2 chain for general values of the coupling η. For the elliptic roots of unit case, we can construct the functional equation directly by using cyclic representations for the operator τ ; these interesting issues will be developed in a forthcoming paper. Finally, let us remark that once the Q-operator is constructed its eigenvalues can be used to completely characterize not only the eigenvalues but also the eigenstates of the antiperiodic dynamical 6-vertex transfer matrix in the SOV framework. Indeed, it is enough to introduce in formula (2.105) for the Q t (ξ (ha) a ) the eigenvalue of the Q-operator computed in ξ (ha) a to get the corresponding simultaneous eigenstate.
Action of left separate states on right separate states
As for the others quantum integrable models analyzed by SOV in [1]- [5] , a special role is played by the left and right separate states in the SOV representations. These are states which have factorized coefficients in the SOV representations similar to those of the transfer matrix eigenstates; more in detail we say that a covector α| ∈ D L (6VD),N and a vector |β ∈D R (6VD),N are separate states if they admit the following SOV-decompositions:
118)
The main interest toward these states is the simple determinant form for the action of left separate states on the right ones characterized by the following:
The left α| and the right |β separate states satisfy the identities:
Then the matrix elements of the left and right T (6VD) -eigenstates corresponding to generic eigenvalues:
have the following simple form:
where we have used the notation δ t,
Proof. From the SOV-decomposition, we have: 123) from this formula by using the multilinearity of the determinant w.r.t. the rows we prove the first identity in the proposition. The presence of the delta in (2.122) simply follows from the identities:
where the l.h.s. is obtained acting on the left state with T (6VD) (λ|τ ) and the r.h.s. is obtained acting on the right state with T (6VD) (λ|τ ). Indeed for t 6VD (λ) = t ′ 6VD (λ) the identity implies:
Finally, for t 6VD (λ) = t ′ 6VD (λ) the form of the matrix elements just follow recalling that the eigenstates of the transfer matrix are indeed separate states.
Decomposition of the identity in left and right separate basis
The results of the previous section allow us to write the decomposition of the identity in left and right basis of separate states. In order to define such basis let us introduce the following natural isomorphism between the sets {0, 1} N and {1, ..., 2 N }: 126) and let us denote with κ −1 a (i) ∈ {0, 1} the entry a ∈ {1, ..., N} in the N-tuple κ −1 (i) associated by κ −1 to any integer i ∈ {1, ..., 2 N }. Then, under the conditions:
the sets of covectors α j | and vector |β j defined by:
129)
generate separate basis ofD L (6VD),N andD R (6VD),N , respectively. Moreover, defined:
then the following decomposition of the identity is implied on these separate basis:
which reads: 133) for the representations for which the antiperiodic transfer matrix T (6VD) (λ|τ ) is proven to be diagonalizable.
On the periodic 8-vertex spectrum and connection with SOV
In this section we will analyze the connection between the spectral problem of the periodic 8-vertex transfer matrix on chains with an odd number of quantum sites and the one of the antiperiodic dynamical 6-vertex transfer matrix. The Baxter's gauge transformations are used together with the functional characterization of the 8-vertex transfer matrix to get central information on the spectrum (eigenvalues and eigenstates) of this model by our SOV results.
The 8-vertex model
Let us recall the characterization in terms of QISM of the XYZ spin-1/2 quantum chain. The 8-vertex R-matrix reads:
is solution of the Yang-Baxter equation:
Then the monodromy matrix of the spin-1/2 representations is defined by: 6) and then the corresponding transfer matrix:
defines a one parameter family of commuting operators; the Hamiltonian of the XYZ spin-1/2 quantum chain is obtained in the homogeneous limit by:
Elementary properties of the periodic 8-vertex transfer matrix
Let us describe some elementary properties of the periodic 8-vertex transfer matrix which allow a first characterization of the spectrum evidencing its connection to the antiperiodic dynamical 6-vertex spectrum in the case of odd chains. 11) and the following inversion formula holds:
Lemma 3.1. In the 8-vertex Yang-Baxter algebra, we can introduce the following central quantum determinant:
Proof. The centrality of the quantum determinant is a well known property in the 6-vertex Yang-Baxter algebra and it is possible to extend it to the 8-vertex case. The proof is given by proving the statement for the generic quantum site n and then showing that the product of the local quantum determinants reproduce the complete one. Let us introduce the notation:
its explicit form reads:
then all we need to prove are the following identities:
which trivially follow once we use the formulae 25 :
Finally, the inversion formula (3.12) follows from the quantum determinant formulae and from the identities:
which directly follows from the 8-vertex Yang-Baxter equations (3.6).
Moreover, it holds:
n )) j,k of the elements of the 8-vertex monodromy matrix vanish for any n ∈ {1, ..., N} if h = k and the following identities hold:
Proof. This lemma is a trivial generalization to the 8-vertex Yang-Baxter algebra of the results known in the 6-vertex case, see for example [66] . Both in the 8-vertex and 6-vertex case these results are simple consequences of the reconstruction formulae of local operators in terms of matrix elements of the monodromy matrix first proven for the 6-vertex case in [46] and then extended also to the 8-vertex case in [53] . In the 8-vertex case the reconstructions read:
where X n is a local operator on the quantum space n, i.e. it acts as the identity on any quantum space associate to a site m = n and as the 2 × 2 matrix X on the quantum space in the site n, while X 0 is the 2 × 2 matrix X on the auxiliary space. Let us consider for example the following identity:
where: 25) then the identity (3.21) simply follows by using for the first X n and the Y n the reconstruction (3.22) while for the second X n and the Z n the reconstruction (3.23). All the other identities in this lemma are proven similarly by taking the product of a couple of local operators and using for them the two reconstructions.
On the periodic 8-vertex transfer matrix eigenvalues
The previous two lemmas allow to prove some preliminary characterization of the periodic 8-vertex eigenvalues as presented in the following proposition:
Proposition 3.1. The periodic 8-vertex transfer matrix of a chain with N quantum sites satisfies the following properties: 26) and
Then the 8-vertex eigenvalues are elliptic polynomials (or theta functions) of degree N and character e −2i(t 0 − N a=1 ξa) and they admit the following interpolation formula: 28) where the t 8V (ξ a ) are solutions of the discrete system of equations:
Proof. The Lemma 3.2 in particular implies the annihilation identities:
from which we can write:
and then eliminating in the above equation
n ) by using (3.21) we get the identity (3.26).
Let us observe now that by using the identities 26 :
it is simple to show that the coefficients of the 8-vertex R-matrix satisfy the following transformation properties: 35) which are equivalent to the following identities on the 8-vertex R-matrix:
Then, the monodromy matrix satisfy the identities: 38) from which (3.26) follows by the cyclicity of the trace. The formula (3.28) is the interpolation formula [159] for elliptic polynomials of degree N and character e −2i(t 0 − N a=1 ξa) while (3.29) is the rewiting of (3.26) for the periodic 8-vertex eigenvalues. Remark 1. Let us notice that the above results hold for both the even and the odd quantum chains. In the odd case these results implies that the set of the periodic 8-vertex transfer matrix eigenvalues is contained in the set of the antiperiodic dynamical 6-vertex transfer matrix eigenvalues. As we have proven that the antiperiodic dynamical 6-vertex transfer matrix has simple spectrum for general values of the inhomogeneities, then differences in these sets of eigenvalues can be only produced from a degeneracy of the periodic 8-vertex transfer matrix eigenvalues. A preliminary analysis based on direct diagonalization shows that the periodic 8-vertex transfer matrix spectrum is double degenerate for N = 1, 3. These cases are considered in the appendix where it is also given a direct verification of the statement proven in Theorem 2.3 that the system of equations defined by (2.103) and (2.104) characterize the complete set of the antiperiodic dynamical 6-vertex transfer matrix eigenvalues.
Gauge transformation from 8-vertex to dynamical 6-vertex models
In the case of an even chain the spectral problem of the 8-vertex transfer matrix T (8V) (λ) has been reduced to the one of the periodic dynamical 6-vertex transfer matrix by the gauge transformations introduced by Baxter in [22] . In detail the following gauge transformation exists:
(λ 12 |τ ), (3.39) which for the monodromy matrices reads:
(λ|τ ), (3.40) where:
and: 
Proof. To prove (3.43) let us first rewrite the gauge transformation (3.40) as it follows: (λ), as defined in (3.12), and finally doing the change of variable λ → λ + η. The gauge transformation (3.44) can be further rewritten as it follows: 45) by using the identity:
We can take now the trace w.r.t. the auxiliary space 0 and we get:
where we have used the commutativity: 3.48) and the cyclicity of the trace to move S 0 (λ + η| − τ ). It is central to remark that S 0 (λ + η|τ + ηS) is an invertible matrix in the auxiliary space on any state ofD R (6VD),N and so the identity (3.47) is well defined onD R (6VD),N and using it we get our result (3.43) being the eigenvalues of τ and −τ − ηS coinciding on any left state ofD R (6VD),N . 
Moreover, let us introduce the pure spin operator S R q ∈ End(S R N ) by the following actions:
on the spin basis of the pure spin quantum space S R N , then we have:
II) The following identities hold:
on any vector ofD R (6VD),N and so it also follows:
Proof. The identity (3.50) follows by computing the action on the generic elements of the dynamical-spin basis of D R (6VD),N and using the orthonormality of these states. Let us prove now (3.51), we use first the identities: 54) to write:
Then the following identities hold: 59) where (3.57) is equal to (3.56) being C(λ|τ )|h 1 = 0, ..., h N = 0 zero while the last equality follows directly by (3.50) being C(λ|τ )|h 1 , ..., h N ∈D R (6VD),N ; similarly one can prove the second identity in (3.51). The identity (3.52) then is proven by the following set of equalities which hold onD R (6VD),N :
(3.62)
On the periodic 8-vertex transfer matrix spectrum by SOV in odd chains
It is central to remark that the operator S R q ∈ End(S R N ) is not invertible in S R N . This statement is simply verified observing that the subspace of S R N generated by the vectors: 63) belongs to the kernel of S R q as all these states are clearly annihilated by the action of the operator
Then, it is clear that we cannot use the identity (3.52) to completely reconstruct the spectrum of the periodic 8-vertex transfer matrix T (8V) (λ) by using the SOV characterization of the spectrum of the antiperiodic dynamical 6-vertex transfer matrix T (6VD) (λ|τ ). Nevertheless, we can use (3.52) to define a first criterion to select eigenvalues of T (6VD) (λ|τ ) which are also eigenvalues of T (8V) (λ) and to associate to anyone of these eigenvalues just one eigenvector of T (8V) (λ). In particular, we can prove the following lemma:
Lemma 3.4. Let us consider a t 6VD (λ) ∈ Σ T (6VD) and let |t 6VD be the corresponding eigenvector of T (6VD) (λ|τ ),
then if the vector
does not belong to the kernel of S R q , t 6VD (λ) is eigenvalue of T (8V) (λ) and S R qP R N |t 6VD is one corresponding eigenvector.
Proof. Under the condition:
the proposition is a simple consequence of the identity (3.52); indeed, it hold:
Remark 2. It is worth remarking that we need this criterion as, from the results in subsection 3.3, we only know that the set Σ T (8V) of the eigenvalues of T (8V) (λ) is contained in the set Σ T (6VD) of the eigenvalues of T (6VD) (λ|τ ) in the case of a chain with an odd number of quantum sites. Moreover, it is important to clarify that currently we have only proven that the above lemma defines a criterion, i.e. a sufficient condition for an element of Σ T (6VD) to be also an element of Σ T (8V) . It will be fundamental to understand if this is also a necessary condition as in this last case we will get a complete characterization of Σ T (8V) and one eigenstate of T (8V) (λ) for any element of Σ T (8V) just using the SOV characterization of the spectrum of T (6VD) (λ|τ ). Finally, let us point out that the fact that S R q ∈ End(S R N ) is not invertible in S R N is just required to make the identity (3.52) compatible with the observed degeneracy of the spectrum of T (8V) (λ) for the cases N = 1 and 3 explicitly analyzed in appendix. As in presence of this degeneracy the proven simplicity of the spectrum of T (6VD) (λ|τ ) implies that Σ T (8V) must be properly contained in Σ T (6VD) .
Conclusion
In this paper we have focused our attention on the highest weight representations of the dynamical 6-vertex YangBaxter algebra on a generic spin-1/2 quantum chain with an odd number N of sites. We have studied the integrable quantum model associated to the antiperiodic boundary conditions in the framework of the SOV method. For this integrable quantum models, we have derived:
• The complete SOV description of transfer matrix eigenvalues and eigenstates and the simplicity of the spectrum.
• Matrix elements of the identity on separate states expressed by one determinant formulae of N×N matrices with elements given by sums over the eigenvalues of the quantum separate variables of the product of the coefficients of the left/right separate states, which holds in particular for the eigenstates of antiperiodic dynamical 6-vertex transfer matrix.
The results derived in this paper provide the required setup to compute matrix elements on transfer matrix eigenstates of local operators. The analysis of the following steps:
• local operator reconstructions in terms of Sklyanin's quantum separate variables,
• form factors of the local operators on the transfer matrix eigenstates in determinant form, will be presented in a paper which is currently under completion in collaboration with Levy-Bencheton and Terras [160] . The study of correlation functions done in [161] for the periodic dynamical 6-vertex chain even if developed in the framework of the algebraic Bethe ansatz is relevant also for the current analysis. Indeed, the reconstruction of local operators of [161] can be adapted to the antiperiodic dynamical 6-vertex chain to get reconstruction of local operators in terms of the quantum separate variables. Then the computation of the form factors for the antiperiodic dynamical 6-vertex proceed in a similar way to that of the standard 6-vertex quantum chain with antiperiodic boundary conditions as derived in [3] in the SOV framework. It is also worth mentioning that the knowledge of the form factors of local operators represents also an efficient tools for controlled numerical analysis of correlation functions. Indeed, the decomposition of the identity (2.133) allows to rewrite the correlation functions in terms of form factors and then it is a priori possible to apply the same kind of approach developed in [162] in the ABA framework 27 also in our SOV framework to get numerical evaluations of correlation functions.
We have moreover shown that the existence of gauge transformations allows us to use the antiperiodic dynamical 6-vertex transfer matrix as a tool to further analyze the spectral problem of the periodic 8-vertex transfer matrix in the case of a chain with N odd and for general values of the coupling constant η (non restricted to the elliptic roots of unit). The potential relevance of this analysis is made clear observing that the standard Bethe ansatz analysis developed in [23, 22, 24, 8] does not apply to this case. More in detail, we have shown that the gauge transformations allow to define a criterion to select eigenvalues of the antiperiodic dynamical 6-vertex transfer matrix which are also eigenvalues of the periodic 8-vertex transfer matrix, moreover associating to any one of them one nonzero periodic 8-vertex eigenstate. Finally, let us stress the importance to understand if this criterion also define a necessary condition for a antiperiodic dynamical 6-vertex eigenvalue to be also a periodic 8-vertex eigenvalue. Indeed, in this case the SOV characterization of the antiperiodic dynamical 6-vertex spectrum will also allow the complete characterization of the periodic 8-vertex eigenvalues and the construction of one of its eigenstates for anyone of its eigenvalues. The answer to this fundamental question requires a systematic and simultaneous analysis of the degeneracy of the periodic 8-vertex spectrum and of the dimension of the kernel of the operator S R q which we will try to address elsewhere.
Then, we have that the spectrum of T (6VD) (λ|τ ) is simple and characterized by:
where we have defined:
6VD (λ) ≡ ±c(λ|η/2), |t is one corresponding eigenstate. It is also interesting to remark that the eigenvalue t A.2 Spectrum of T (8V) (λ) and T (6VD) (λ|τ ) for N = 3
A.2.1 General statements on the spectrum for N = 3
The system of equations which completely characterize the spectrum (eigenvalues and eigenvectors) of T (6VD) (λ|τ )
reads:
J n,a x a − q n = 0 ∀n ∈ {1, ..., N}.
(A.10)
It is an inhomogeneous system of N quadratic equations in the N unknown x n = t 6VD (ξ n ) with coefficients characterized by:
J n,a = θ(t 0 − ξ n + ξ a + η) θ(t 0 )
n ), ∀n ∈ {1, ..., N}, (A.11)
as it is simple to derive substituting in (2.103) the interpolation formula (2.104) for t 6VD (ξ
n ). It is trivial to observe that the set of the solutions to this system has a Z 2 symmetry; i. In the case N = 3, we have verified that the system (A.10) has 2 3 distinct solutions. Then Σ T (6VD) is composed by 2 3 distinct elliptic polynomials t (±,a) 6VD (λ) with a ∈ {1, ..., 4} and so T (6VD) (λ|τ ) has simple spectrum as proven in this paper. Moreover, in the case of N = 3, we have studied the spectrum of T (8V) (λ) and we have observed that it has 4 distinct eigenvalues each one being double degenerate. We have observed that the set Σ T (8V) ≡ {t
(1)
8V (λ), t
8V (λ)} coincide with the set of elliptic polynomials which are generated by using 4 distinct solutions z (a) N of the system (A.10) and the interpolation formula (2.104). Moreover, the solutions z (a) N with a ∈ {1, ..., 4} used to construct Σ T (8V) appear not to be related by the Z 2 symmetry of the system (A.10); in fact, it holds: 8V (λ) of T (8V) (λ). Our analysis shows that this statement holds for N = 1 and N = 3 to be able to verify if it persists for a generic odd N can be one central step toward the characterization of the spectrum of T (8V) (λ) in terms of the SOV characterization of the T (6VD) (λ|τ ) spectrum.
A.2.2 Some numerical data for N = 3
For convenience of the reader, we write explicitly the periodic 8-vertex transfer matrix T (8V) (λ) in the N = 3 case: where we have used the notations: a n = a(λ − ξ n ), b n = b(λ − ξ n ), c n = c(λ − ξ n ), d n = d(λ − ξ n ).
To verify the statements done in the previous subsection it is only need to write in Mathematica the previous 8 × 8 matrix and the system of equations (A.10) for N = 3 and solve the eigenvalue problem and the system for generic values of the 5 parameters (ξ 1 , ξ 2 , ξ 3 , η, t = e iπw ). Here we report just few numerical data as a confirmation that we have really implemented this numerical exercise. Defined w 
