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Abstrakt
Tato diplomova´ pra´ce se zaobı´ra´ te´matikou algoritmu˚ pro deˇlenı´ grafu˚. V dnesˇnı´ dobeˇ tato
problematika nacha´zı´ uplatneˇnı´ zejme´na v dopraveˇ, socia´lnı´ch sı´tı´ch a v mnoha pru˚mys-
lovy´ch odveˇtvı´ch. Tato pra´ce si klade za cı´l sezna´mit se s ru˚zny´mi druhy algoritmu˚ pou-
zˇı´vany´ch pro deˇlenı´ grafu˚, naimplementovat vybrane´ druhy algoritmu˚ a otestovat jejich
cˇasovou na´rocˇnost a kvalitu deˇlenı´. Tyto vy´sledky budou posle´ze porovna´ny s vy´sledky
z programu METIS.
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Abstract
This master thesis is deals with the topic of graph partitioning algorithms. Nowadays, the
issue of algorithms is relevant especially in transport, social networks andmany industrial
sectors. The thesis aims to familiarize the readers with the different types of algorithms
used for graph partitioning, implementation of selected types of these algorithms and the
test of their time requirements and quality division. These results are then comparedwith
the results from the METIS.
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Seznam pouzˇity´ch zkratek a symbolu˚
GGGP – Greedy Graph Growing Partitioning
F-F – Ford-Fulkerson
K-L – Kernighan - Lin
GPS – Global Positioning System
FEA – Finite Element Analysis
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51 U´vod
V dnesˇnı´ dobeˇ, kdy se klade velky´ du˚raz na kvalitu a rychlost zı´ska´va´nı´ informacı´, se
hledajı´ nejoptima´lneˇjsˇı´ rˇesˇenı´ v ru˚zny´ch oblastech. Jednou z teˇchto oblastı´, kde se neusta´le
rozvı´jejı´ a testujı´ nove´ rˇesˇenı´, je obor Teorie grafu˚. Vyvı´jejı´ se ru˚zne´ optimalizace pro
navigacˇnı´ zarˇı´zenı´, paralelizujı´ se vy´pocˇty rozsa´hly´ch grafu˚. Te´matem deˇlenı´ rozsa´hly´ch
grafu˚ se zajı´ma´ i tato pra´ce.
Tato diplomova´ pra´ce je zameˇrˇena na rˇesˇenı´ problematiky deˇlenı´ rozsa´hly´ch grafu˚.
Cı´lem te´to pra´ce je otestovat vybrane´ algoritmyna ru˚zneˇ velky´ch grafech (prˇedevsˇı´mvsˇak
rozsa´hly´ch) a z dosazˇeny´ch vy´sledku˚ vyvodit jejich vhodnost pouzˇitı´ na ru˚zneˇ velky´ch
grafech.
V druhe´ kapitole te´to pra´ce jsou definova´ny potrˇebne´ pojmy spjate´ s touto pracı´. Jsou
zde vysveˇtleny jak grafove´, tak i teoreticke´ pojmy z oblasti sı´ti, ktere´ jsou v te´to pra´ci
pouzˇity prˇi definova´nı´ a objasnˇova´nı´ algoritmu˚.
V trˇetı´ kapitole je popsa´no rea´lne´ vyuzˇitı´ grafovy´ch algoritmu˚ v praxi. Je zde po-
drobneˇ popsa´no vyuzˇitı´ v dopraveˇ (GPS navigace), v socia´lnı´ch sı´tı´ch, k detekci komunit
a k analy´ze materia´lu˚ v pru˚myslu. Je zde take´ popsa´n program Gephi pro vizuali-
zaci grafu˚, ktery´ byl v te´to pra´ci pouzˇit. Take´ aplikace Metis je zde podrobneˇ popsa´na.
Tato aplikace je pouzˇita a vy´sledky jsou porovna´va´ny s vy´sledky vlastnı´ implementace
algoritmu˚.
Cˇtvrta´ kapitola se zaby´va´ detailnı´m popisem algoritmu˚ pro deˇlenı´ grafu˚. Nacha´zı´
se zde popis rekurzivnı´ grafove´ bisekce, algoritmy zalozˇene´ na spektra´lnı´m deˇlenı´, vı´-
ceu´rovnˇove´ algoritmy a algoritmy pouzˇity prˇi implementaci testovacı´ aplikace - Ford-
Fulkersonu˚v, Kernighan-Linu˚v a Greedy Graph Growing Partitioning algoritmus.
Pa´tou kapitolu pak tvorˇı´ popis metodik, jak meˇrˇit kvalitu vy´sledne´ho rozdeˇlenı´ grafu.
Jsou zde popsa´ny ru˚zne´ prˇı´stupy a rˇesˇenı´, jak zmeˇrˇit kvalitu vy´sledne´ho deˇlenı´.
Poslednı´ kapitola obsahuje popis testovacı´ aplikace na u´rovni trˇı´d. Take´ jsou zde
popsa´ny ocˇeka´vane´ vy´sledky, ktery´ch by se meˇlo pomocı´ testu˚ dosa´hnout. Da´le jsou zde
jizˇ sepsa´ny nameˇrˇene´ hodnoty prova´deˇny´ch testu˚ a za´veˇrecˇne´ vyhodnocenı´ vy´sledku˚
jednotlivy´ch testu˚.
62 U´vod do teorie grafu˚
V te´to kapitole jsou popsa´ny potrˇebne´ informace z oblasti grafu˚ a sı´tı´, jejichzˇ znalost je
potrˇebna´ k objasneˇnı´ na´sledujı´cı´ch pojmu˚ a algoritmu˚ v dalsˇı´ch kapitola´ch.
2.1 Za´kladnı´ pojmy z teorie grafu˚
V te´to podkapitole budou popsa´ny za´kladnı´ pojmy z teorie grafu˚, ktere´ budou uplatneˇny
v dalsˇı´ch kapitola´ch te´to pra´ce. Informace pro definice vlastnostı´ grafu˚ byly cˇerpa´ny
z [10, 16, 17].
• Obecny´ graf G je definova´n jako trojice G = (V,E, ϵ), kde V je nepra´zdna´ mnozˇina
vrcholu˚, E je mnozˇina hran, E ∩ V = φ, a ϵ je incidencˇnı´ zobrazenı´:
ϵ : E → V2 ∪ V 2 ∪ V
• Graf G1 nazveme podgrafem grafu G, jestlizˇe V (G1) ⊆ V (G) a E(G1) ⊆ E(G).
• Orientovany´ graf G je trojice G = (V,E, ϵ), kde V je konecˇna´ mnozˇina vrcholu˚, E je
konecˇna´ mnozˇina hran a zobrazenı´ ϵ prˇirˇazuje kazˇde´ hraneˇ z E usporˇa´danou dvojici
vrcholu˚ (u, v).
• Neorientovany´ graf G je trojice G = (V,E, ϵ), kde V je konecˇna´ mnozˇina vrcholu˚, E
je konecˇna´ mnozˇina hran a zobrazenı´ ϵ kazˇde´ hraneˇ z E prˇirˇazuje jedno nebo dvou
prvkovou mnozˇinu vrcholu˚ (u, v).
• Sledem v0vn grafu G rozumı´me takovou posloupnost vrcholu˚ a hran
(v0, e1, v1, e2, v2, . . . , en, vn),
kde vi jsou vrcholy grafu G a ei jsou hrany grafu G, prˇicˇemzˇ kazˇda´ hrana ei ma´ kon-
cove´ vrcholy vi−1 a vi. Pocˇet hran nazveme de´lkou sledu v0vn. Vrchol v0 nazy´va´me
pocˇa´tecˇnı´m a vrchol vn koncovy´m vrcholem sledu.
• Rˇekneˇme, zˇe vrchol v je dosazˇitelny´ z vrcholu u, jestlizˇe v grafu existuje sled z vr-
cholu u do vrcholu v. Graf nazveme souvisly´, jestlizˇe pro kazˇde´ dva vrcholy u, v je
vrchol v dosazˇitelny´ z vrcholu u. V opacˇne´m prˇı´padeˇ je graf nesouvisly´.
• Rovinny´ graf je graf, pro ktery´ existuje takove´ rovinne´ nakreslenı´, zˇe se zˇa´dne´ dveˇ
hrany nekrˇı´zˇı´.
• Graf, jehozˇ hrany nebo vrcholy jsou opatrˇeny cˇı´selny´mi nebo jiny´mi hodnotami, se
nazy´va´ ohodnoceny´ graf G, jestlizˇe platı´: w : E → R nebo V → R, kdeR je mnozˇina
rea´lny´ch cˇı´sel.
• Neza´visla´ mnozˇina v grafu je takova´ mnozˇina jeho vrcholu˚, zˇe zˇa´dne´ dva z nich
nejsou spojeny hranou.
7Obra´zek 1: Uka´zka vrcholu˚ neza´visle´ mnozˇiny; zdroj [19]
• Rˇez je definova´n jako rozdeˇlenı´ grafu do dvou disjunktnı´ch mnozˇin. Velikost rˇezu
je soucˇet hran jejichzˇ vrcholu lezˇı´ v odlisˇne´m podgrafu.
• Stupenˇ vrcholu deg(v) v grafu G je pocˇet hran, se ktery´mi je vrchol incidentnı´.
• Graf na n vrcholech, ktere´ jsou spojeny po rˇadeˇ n − 1 hranami se nazy´va´ cesta
a znacˇı´ se Pn. Cestu lze definovat take´ jako sled, ve ktere´m se neopakujı´ vrcholy.
• Nejkratsˇı´ cesta je takova´ cesta v ohodnocene´m grafu G, kdy z vrcholu u do vrcholu
v existuje cesta, jejı´zˇ soucˇet ohodnoceny´ch hran je nejmensˇı´ mozˇny´.
• Shluk mu˚zˇeme definovat jako mnozˇinu objektu˚, u nichzˇ je hodnota koeficientu
podobnosti vysˇsˇı´, nezˇ hodnota jiste´ho prahu.
• Komunitou mu˚zˇeme nazvat sı´t’u nı´zˇ lze vrcholy snadno rozdeˇlit do sady vrcholu˚,
jenzˇ jsou vnitrˇneˇ husteˇ propojeny. Obecneˇ platı´, zˇe u dvojice uzlu˚ je vı´ce pravdeˇ-
podobne´, zˇe budou propojeny mezi sebou, pokud jsou oba cˇleny jedne´ komunity.
Naopak, jestlizˇe oba vrcholy se nenacha´zı´ ve spolecˇne´ komuniteˇ, je mensˇı´ pravdeˇ-
podobnost propojenı´ teˇchto vrcholu˚.
2.2 Za´kladnı´ pojmy z teorie sı´tı´
Tato podkapitola se bude veˇnovat za´kladnı´m pojmu˚m z teorie sı´tı´, toku v nich a dalsˇı´m
du˚lezˇity´m pojmu˚m, ktere´ je potrˇeba zna´t pro jejich pozdeˇjsˇı´ vyuzˇitı´. Tyto informace
a definice byly cˇerpa´ny prˇedevsˇı´m z tohoto zdroje [4].
Pojem sı´t’se pouzˇı´va´ tehdy, kdyzˇ se snazˇı´me pojmenovat matematicky´ model situacı´,
ve ktery´ch se prˇepravuje hmotna´ cˇi nehmotna´ la´tka po prˇedem dany´ch cesta´ch, ktere´
obvykle majı´ omezenou kapacitu (jedna´ se naprˇ. o silnicˇnı´ dopravu, kdy se prˇepravuje
zbozˇı´ z mı´sta A do mı´sta B, nebo vodovodnı´ potrubı´ apod.). Abychom le´pe pochopili, co
prˇesneˇ sı´t’znamena´, definujme ji takto:
• Sı´t’ je cˇtverˇice S = (G, z, s, w), kde:
– G je orientovany´ graf,
– vrcholy z ∈ V (G), s ∈ V (G) jsou zdroj a spotrˇebicˇ (neˇkdy take´ stok),
– w : E(G)→ R+je kladne´ ohodnocenı´ hran, zvane´ kapacita hran.
8Obra´zek 2: Uka´zka sı´teˇ; zdroj: [15]
Na obra´zku 2 lze videˇt prˇı´klad jednoduche´ sı´teˇ, ktera´ prˇedstavuje situaci dopravce
(zdroj), ktery´ prˇeva´zˇı´ sve´ zbozˇı´ k za´kaznı´kovi (spotrˇebicˇ). Jednotlive´ hrany zde mu˚zˇou
prˇedstavovat u´seky silnic, zˇeleznic, silnicˇnı´ uzly, zˇeleznicˇnı´ uzly, prˇekladisˇteˇ apod. Ohod-
nocenı´ hran pak mu˚zˇe znamenat cenu jednotlivy´ch u´seku˚ prˇepravy.
• Meˇjme ohodnoceny´ graf G. Tokem v sı´ti G nazy´va´me takove´ ohodnocenı´ hran
rea´lny´mi cˇı´sly f : E(G)→ R, ktere´ pro kazˇdy´ vrchol v, splnˇujı´ Kirchhoffu˚v za´kon:
e∈E+(v)
f(e) =

e∈E−(v)
f(e)
Graf (viz obra´zek 2) seda´ prˇedstavit jako soustavapotrubı´, ktery´mproudı´ neˇjaka´ kapalina.
Tok v kazˇde´ z hran je prˇedstavova´n jako usta´leny´ a beze ztra´t. Kirchhoffu˚v za´kon pak
rˇı´ka´: „Kolik tekutiny do vrcholu prˇitecˇe, tolik z neˇj taky odtecˇe“. Orientace hran v grafu
rˇı´ka´ kudy dany´ tok (kapalina) potecˇe. Hrana mu˚zˇe by´t ohodnocena´ taky za´porneˇ, v tom
prˇı´padeˇ to znamena´, zˇe tok potecˇe obra´ceneˇ, tedy v opacˇne´m smeˇru hrany.
• Velikost toku f (e) v jednotlivy´ch hrana´ch by´va´ veˇtsˇinou omezena dolnı´m a vrchnı´m
minimem resp. maximem. Platı´ tedy: f(e) ∈ ⟨l(e), c(e)⟩, kde cˇı´slo l(e) se nazy´va´
dolnı´m omezenı´m toku a cˇı´slo c(e) se nazy´va´ hornı´m omezenı´m toku. Tok f(e),
ktery´ splnˇuje nerovnosti l(e) ≤ f(e) ≤ c(e), se pak nazy´va´ prˇı´pustny´m tokem.
• Velikost toku od zdroje ke spotrˇebicˇi se definuje jako mnozˇstvı´ toku, ktere´ vznika´
ve zdroji, tj. jako rozdı´l:
F (f) =

e∈E+(z)
f(e)−

e∈E−(z)
f(e)
Nynı´ nadefinujeme velikost toku prˇes rˇez, kdy tato znalost bude potrˇeba naprˇ. ve
Ford- Fulkersonoveˇ algoritmu (viz kapitola 4.6).
• Velikost toku prˇes rˇez urcˇeny´ mnozˇinou A definujeme jako mnozˇstvı´ toku, ktere´
hranami rˇezu tecˇe z mnozˇiny A ven, zmensˇene´ vsˇak o mnozˇstvı´, ktere´ se hranami
rˇezu zpeˇt do mnozˇiny A vracı´:
9FA(f) =

e∈W+(A)
f(e)−

e∈W−(A)
f(e)
Veˇta: Necht’f je libovolny´ tok od zdroje z ke spotrˇebicˇi s a necht’W(A) je libovolny´ rˇez,
ktery´ oddeˇluje zdroj a spotrˇebicˇ. Potom platı´ FA(f) = F (f), tj. velikost F (f) toku od
zdroje ke spotrˇebicˇi je rovna velikosti FA(f) toku prˇes rˇezW(A).
Ted’, kdyzˇ vı´me, zˇe velikost toku prˇes rˇez je rovna velikosti toku od zdroje ke spotrˇe-
bicˇi, mu˚zˇeme nadefinovat kapacitu rˇezu takhle:
• Kapacitu rˇezuW(A) definujeme jako cˇı´slo:
CA =

e∈W+(A)
c(e)−

e∈W−(A)
l(e)
Tato definice jasneˇ rˇı´ka´, zˇe tok od zdroje ke spotrˇebicˇi nemu˚zˇe by´t veˇtsˇı´, nezˇ je velikost
toku prˇes rˇez (za podmı´nky, zˇe rˇez oddeˇluje spotrˇebicˇ od zdroje).
Dalsˇı´mi du˚lezˇity´mi pojmy, ktery´mi se budeme zaobı´rat, jsou maxima´lnı´ tok v sı´ti
a minima´lnı´ rˇez sı´ti.
• Minima´lnı´ rˇez v sı´ti je takovy´ rˇez sı´ti, kdy soucˇet kapacit mnozˇiny hran rˇezu je
minima´lnı´ mozˇny´, aby bylo zajisˇteˇno rozdeˇlenı´ sı´teˇ do dvou disjunktnı´ch mnozˇin.
• Maxima´lnı´m tokem v sı´ti je mysˇleno nalezenı´ nejveˇtsˇı´ho mozˇne´ho toku v sı´ti od
zdroje z k spotrˇebicˇi s vzhledem k ohodnocenı´ hran dane´ sı´teˇ.
Abychom mohli popsat algoritmus, ktery´ jednoznacˇneˇ „rˇekne“, jak postupovat prˇi hle-
da´nı´ maxima´lnı´ho toku v sı´ti, musı´me zna´t definici a postup prˇi hleda´nı´ tzv. zlepsˇujı´cı´
cesty.
• Zlepsˇujı´cı´ cesta vzhledem k toku f je takova´ neorientovana´ cesta ze zdroje z do
spotrˇebicˇe s, jejı´zˇ kazˇda´ hrana e splnˇuje:
Je-li e hranou vprˇed, pak f(e) < c(e),
Je-li e hranou vzad, pak f(e) > l(e).
Hrana se nazy´va´ hranou vprˇed, je-li orientova´na ve smeˇru pru˚chodu cestou.Hranou vzad je
pak mysˇlena hrana, ktera´ je orientova´na v protismeˇru pru˚chodu cestou. K zlepsˇujı´cı´ cesteˇ
se u´zce va´zˇe pojem kapacita zlepsˇujı´cı´ cesty. Tı´mto pojmem je mysˇlena maxima´lnı´ hodnota
d, o kterou lze zmeˇnit tok na zlepsˇujı´cı´ cesteˇ. Maxima´lnı´ hodnota je tedy:
d = min(c(e)− f(e), f(e)− l(e)).
Vybı´ra´ se nejmensˇı´ hodnota z teˇchto dvou rozdı´lu˚, ta je pak bra´na jakomaxima´lnı´ hodnota
d. Zna´me-li jizˇ zlepsˇujı´cı´ cestu a maxima´lnı´ hodnotu, uzˇ na´m nic nebra´nı´ v u´praveˇ sı´teˇ.
10
Postup je na´sledujı´cı´:
• u hran vprˇed se tok zvy´sˇı´ o hodnotu d.
• u hran vzad se tok snı´zˇı´ o hodnotu d.
Tı´mto jednoduchy´m postupem se upravı´ sı´t’ (u´pravy sı´teˇ pouze na mı´stech zlepsˇujı´cı´
cesty) a zvy´sˇı´ se tak tok o hodnotu d. Tı´mto vsˇak u´prava sı´teˇ nemusı´ koncˇit. Mu˚zˇeme se
pokusit nale´zt dalsˇı´ zlepsˇujı´cı´ cestu v sı´ti a zvy´sˇit tak jizˇ jednou upravenou sı´t’ o dalsˇı´
maxima´lnı´ hodnotu zlepsˇujı´cı´ cesty.
Nynı´ mu˚zˇeme popsat postup, jak tyto zlepsˇujı´cı´ cesty v dane´ sı´ti nale´zt. K hleda´nı´
zlepsˇujı´cı´ cesty se pouzˇı´va´ tzv. znacˇkovacı´ procedura. Postup je na´sledujı´cı´:
Algoritmus 1: Znacˇkovacı´ procedura
Vstup: graf G = (V,E)
Vy´stup: zlepsˇujı´cı´ cesta
1. Oznacˇı´ se vrchol (zdroj z), ostatnı´ zu˚sta´vajı´ beze znacˇek.
2. Existuje-li hrana e takova´, zˇe platı´ Pv(e) (hrana pocˇa´tecˇnı´ho vrcholu) ma´ znacˇku,
Kv(e) (hrana koncove´ho vrcholu) nema´ znacˇku a platı´ f(e) < c(e), pak se
oznacˇkujeKv(e).
3. Existuje-li hrana e takova´, zˇe platı´Kv(e) ma´ znacˇku, Pv(e) nema´ znacˇku a platı´
f(e) > c(e), pak se oznacˇkuje Pv(e).
4. V momenteˇ, kdy je oznacˇkova´n spotrˇebicˇ s, je hotovo, znacˇkova´nı´ koncˇı´
a zlepsˇujı´cı´ cesta je nalezena (oznacˇene´ vrcholy).
Nenı´-li vsˇak koncovy´ bod (spotrˇebicˇ s) oznacˇkova´n a nelze-li jizˇ oznacˇkovat zˇa´dny´
jiny´ vrchol, zlepsˇujı´cı´ cesta jizˇ v dane´ sı´ti neexistuje.
Pomocı´ tohoto postupu se jednoznacˇneˇ nalezne/nenalezne zlepsˇujı´cı´ cesta v sı´ti.
Naleznou-li se vsˇechny zlepsˇujı´cı´ cesty v dane´ sı´ti, nalezne se imaxima´lnı´ tok aminima´lnı´
rˇez sı´teˇ.
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3 Oblasti pouzˇitı´ jednotlivy´ch typu˚ sı´tı´
Oblast vyuzˇitı´ sı´tı´, jakozˇto i cele´ Teorie grafu˚ v praxi, je rozsa´hla´. Od za´kladnı´ch matema-
ticky´ch u´loh, ktere´ se ucˇily jizˇ na za´kladnı´ sˇkole, azˇ po vyuzˇitı´ v dopraveˇ, telekomunikaci,
informatice, ekonomice, energetice, chemicke´m pru˚myslu apod. Nejle´pe si lze prˇedstavit
vyuzˇitı´ Teorie grafu˚ v dopraveˇ, naprˇı´klad, chceme-li prˇeve´zt urcˇite´ mnozˇstvı´ zbozˇı´ zmı´sta
A do mı´sta B. Pomocı´ Teorie grafu˚ se mu˚zˇe, za pouzˇitı´ jisty´ch metod a algoritmu˚, urcˇit
jaka´ trasa pro prˇepravu bude nejlevneˇjsˇı´, nejrychlejsˇı´, nejme´neˇ na´kladna´, kolik zbozˇı´ lze
prˇeve´zt z mı´sta A do mı´sta B po urcˇite´ trase. Jsme take´ schopni navrhnout, kde je pro
firmu nejvy´hodneˇjsˇı´ naprˇ. postavit skladisˇteˇ, depo, odpocˇinkove´ mı´sto pro rˇidicˇe apod.
Zı´ska´ se tak nespocˇet du˚lezˇity´ch informacı´.
Z hlediska vyuzˇitı´ deˇlenı´ grafu˚ v praxi se nasky´ta´ mnoho oblasti pouzˇitı´. V dopraveˇ
se deˇlenı´ grafu˚ vyuzˇı´va´ prˇedevsˇı´m pro zkracova´nı´ (viz 4.3) dopravnı´ sı´teˇ. Vytva´rˇı´ se zjed-
nodusˇeny´ model obcı´ a meˇst, nad ktery´mi se prova´dı´ vy´pocˇty (nejkratsˇı´ cesta, nejrychlejsˇı´
cesta apod.), ktere´ jsou na´sledneˇ promı´tnuty do pu˚vodnı´ mapy. Pomocı´ tohoto rozdeˇlenı´
grafu lze znacˇneˇ urychlit vy´pocˇet - lze paralelizovat vy´pocˇet (naprˇ. nejkratsˇı´ cesty v meˇs-
tech se mohou pocˇı´tat soucˇasneˇ vzhledem k celkove´ trase - procha´zejı´cı´ naprˇ. neˇkolika
meˇsty).
V socia´lnı´ch sı´tı´ch se deˇlenı´ grafu˚ vyuzˇı´va´ nejcˇasteˇji k detekci tzv. komunit (viz 3.3.1).
Meˇrˇı´ se prova´zanost mezi jednotlivy´mi komunitami, vrchol s nejvysˇsˇı´m stupneˇm - cen-
trum komunity, nejdelsˇı´ cesta v komuniteˇ apod. Tyto nameˇrˇene´ hodnoty jsou na´sledneˇ
da´le podrobneˇji rozebı´ra´ny a analyzova´ny.
V neposlednı´ rˇadeˇ se deˇlenı´ grafu˚ pouzˇı´va´ v pru˚myslovy´ch odveˇtvı´ch a to prˇedevsˇı´m
pro paralelizaci vy´pocˇtu˚ vlastnosti materia´lu˚. Materia´love´ vlastnosti jsou popsa´ny a na-
modelova´ny pomocı´ specia´lnı´ho druhu sı´teˇ - mesh (viz 3.2). Cı´lem je rozdeˇlenı´ te´to sı´teˇ
do podoblastı´, kdy kazˇda´ tato podoblast mu˚zˇe by´t namapova´na na jiny´ procesor. Tyto
oblasti musı´ by´t rozdeˇleny tak, aby komunikace mezi jednotlivy´mi sub oblastmi byla
minimalizova´na.
Tyto oblasti z Teorie grafu˚, ktera´ nasˇla prakticka´ uplatneˇnı´ v kazˇdodennı´m zˇivoteˇ,
budou nynı´ podrobneˇji prˇedstaveny.
3.1 Dopravnı´ sı´teˇ
Jak jizˇ bylo rˇecˇeno, du˚lezˇitou roli hraje Teorie grafu˚ v dopraveˇ. Asi nejzna´meˇjsˇı´m doprav-
nı´m zarˇı´zenı´m, pouzˇı´vane´ v dnesˇnı´ dobeˇ, je GPS (Global Positioning System) navigace.
Na´sledujı´cı´ informace byly cˇerpa´ny z [1].
Hlavnı´m proble´mem GPS navigacı´ je ten, jak zjednodusˇit mapy cest vzhledem k
pameˇti prˇı´stroje. Zejme´na prˇi vyhleda´va´nı´ nejkratsˇı´ cesty mu˚zˇe by´t na´rocˇnost vy´pocˇtu
veˇtsˇı´, nezˇ je kapacita pameˇti prˇı´stroje, vzhledem k mnozˇstvı´ cest vedoucı´ch z mı´sta A do
pozˇadovane´ho mı´sta B. K tomuto u´cˇelu se vyuzˇı´va´ minima´lnı´ rˇez a maxima´lnı´ tok v sı´ti.
Z pu˚vodnı´ mapy (grafu) obsahujı´cı´ tisı´ce vrcholu˚ a hran se vytvorˇı´ multigraf, kdy
jednotlive´ vrcholy a hrany jsou nahrazova´ny podle dany´ch pravidel. Neˇktere´ objekty
v mapa´ch chceme, aby byly nedeˇlitelne´, neˇktere´ naopak nahrazujeme. Naprˇı´klad silnicˇnı´
sı´t’meˇsta cˇi obce mu˚zˇeme nahradit jednı´m vrcholem a hrany, ktere´ pu˚vodneˇ vycha´zely
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z tohoto meˇsta do obcı´ a meˇst zachova´me, prˇı´padneˇ, vede-li vı´ce hran z jednoho meˇsta
do druhe´ho, mu˚zˇeme tyto hrany nahradit jednou hranou o dane´ kapaciteˇ (naprˇı´klad
nejkratsˇı´ vzda´lenost). Da´le je snaha o eliminova´nı´ smycˇek v grafu, ktere´ vznikajı´ odebı´ra´-
nı´m vrcholu˚ prˇi zjednodusˇova´nı´. Je-li mapa, takto zjednodusˇena´, sta´le nevyhovujı´cı´, lze
ji da´le zjednodusˇovat, prˇicˇemzˇ musı´ by´t zajisˇteˇno, zˇe se lze z teˇchto stupnˇu˚ zjednodusˇenı´
vra´tit zpeˇt do pu˚vodnı´ mapy, jelikozˇ se pozˇaduje nalezenı´ nejkratsˇı´ cesty v rea´lne´ mapeˇ
a ne v zjednodusˇene´ verzi. Vsˇechny stupneˇ zjednodusˇenı´ si nesou sebou ohodnocenı´
odpovı´dajı´cı´ u´prava´m a rea´lny´m hodnota´m z pu˚vodnı´ mapy. Dı´ky tomu lze urcˇit, jen za
pomocı´ hran a vrcholu˚, nejkratsˇı´ cesta. Uzˇivateli jsou pak nabı´dnuta tato data a prˇedevsˇı´m
zobrazenı´ mapy v ru˚zny´ch stupnı´ch zjednodusˇenı´.
3.2 Sı´t’ (mesh) pro metodu konecˇny´ch prvku˚ (Finite element method)
Pod pojmem mesh se da´ prˇedstavit rovinny´ graf, jehozˇ vrcholy jsou „husteˇ“ propojeny
s ostatnı´mi vrcholy dle dany´ch charakteristik (mu˚zˇou objekt deˇlit na troju´helnı´kove´ nebo
cˇtvercove´ podsı´teˇ), tak jak ukazuje obra´zek 3, kde objekt je rozdeˇlen na troju´helnı´kove´
podsı´teˇ. Pojem mesh je prˇedevsˇı´m spjat s pojmem analy´za konecˇny´ch prvku˚ (FEA). Jde
o modelova´nı´ vy´robku˚ a syste´mu˚ ve virtua´lnı´m prostrˇedı´, pro u´cˇely zjisˇteˇnı´ a rˇesˇenı´
struktura´lnı´ch cˇi vy´konnostnı´ch proble´mu˚. FEA je prakticka´ aplikace metody konecˇny´ch
prvku˚, kdy pomocı´ matematicke´ho modelu lze detekovat velmi slozˇite´ struktura´lnı´ pro-
ble´my. Analy´zu konecˇny´ch prvku˚ lze pouzˇit v mnoha pru˚myslovy´ch odveˇtvı´ch, avsˇak
nejcˇasteˇji se pouzˇı´va´ v letecke´m, biomechanicke´m a automobilove´m pru˚myslu.
Model konecˇny´ch prvku˚ zahrnuje syste´m bodu˚ (uzlu˚), ktere´ tvorˇı´ tvar konstrukce.
K teˇmto uzlu˚m jsou konecˇne´ prvky prˇipojeny a obsahujı´ materia´lnı´ a struktura´lnı´ vlast-
nosti dane´ho modelu. Pomocı´ teˇchto vlastnostı´ lze na´sledneˇ urcˇit, jak bude materia´l
reagovat naprˇı´klad na zmeˇnu nama´ha´nı´ v urcˇite´ oblasti. Oblasti, ktere´ jsou nejvı´ce pod
tlakem (nama´ha´nı´m) vyzˇadujı´ obvykle hustsˇı´ sı´t’, naopak me´neˇ nama´hane´ cˇa´sti jsou ob-
vykle tvorˇeny rˇidsˇı´ sı´ti. Oblasti s hustou sı´tı´ jsou veˇtsˇinou oblasti za´jmu, kdy je snaha urcˇit
„nejproble´moveˇjsˇı´ “ mı´sto vy´robku. Veˇtsˇinou v neˇjake´m zaoblenı´, v rozı´ch, po za´teˇzˇovy´ch
zkousˇka´ch v nama´hany´ch oblastech. [12]
Obra´zek 3: Uka´zka mesh sı´teˇ; zdroj: [11]
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3.3 Socia´lnı´ sı´teˇ
Jizˇ od sve´ho narozenı´ si cˇloveˇk zacˇı´na´ vytva´rˇet svou vlastnı´ sı´t’. Nejdrˇı´ve si vytva´rˇı´ vazbu
na sve´ rodicˇe a cˇleny rodiny, postupem cˇasu se k nim prˇida´vajı´ vazby na spoluzˇa´ky,
ucˇitele ze sˇkoly, prˇa´tele´, kolegy z pra´ce. Takto vytvorˇenou sı´t’mu˚zˇeme nazvat socia´lnı´
sı´ti. Socia´lnı´ sı´t’ je reprezentova´na pomocı´ grafu. Vrcholy prˇedstavujı´ jednotlive´ osoby,
prˇa´tele´, kolegy apod. Hrany mezi nimi prˇedstavujı´ vztah, jaky´ k sobeˇ dane´ osoby majı´
(spoluzˇa´k, otec, matka, kolega z pra´ce, ale take´ komunikaci mezi sebou, pracovnı´ pozice
v dane´ firmeˇ apod.). K urcˇenı´ intenzity (va´hy) teˇchto vazeb mezi jednotlivy´mi vrcholy
se pouzˇı´va´ sı´la, va´ha hrany. Naprˇı´klad k nejlepsˇı´mu kamara´dovi bude cˇloveˇk mı´t va´hu
vazby 5 (pouzˇijeme-li naprˇı´klad stupnici od 1-5, kdy 1 je nejmensˇı´ va´ha) a trˇeba spoluzˇa´k
ze sˇkoly jen 2.
Obra´zek 4: Uka´zka komunitnı´ struktury u mobilnı´ho opera´tora v Belgii; zdroj [3]
Na obra´zku 4 lze videˇt shlukove´ struktury dle pouzˇı´va´nı´ rˇecˇi prˇi telefonnı´m hovoru
u jednoho z mobilnı´ch opera´toru˚ v Belgii k roku 2008. Na obra´zku jsou videˇt dva shluky.
Cˇerveny´, ten tvorˇı´ lide´ mluvı´cı´ Francouzsky a zeleny´ jsou lide´ mluvı´cı´ Vla´msky. Tyto dva
shluky prˇedstavujı´ 85%vsˇech volajı´cı´ch v Belgii. Uprostrˇed teˇchto dvou shluku˚ se nacha´zı´
jeden maly´ shluk (prˇiblı´zˇeny´). V tomto shluku se nacha´zı´ lide´, kterˇı´ hovorˇı´ obeˇma jazyky.
Socia´lnı´ sı´teˇ se veˇtsˇinou definujı´ jako prostor, kde lide´ spolu komunikujı´, tvorˇı´ mezi
sebou vazby a sdı´lejı´ informace mezi sebou. V dnesˇnı´ dobeˇ jednou z nejzna´meˇjsˇı´ch online
socia´lnı´ch sı´tı´ na sveˇteˇ je Facebook. Tuto sı´t’ tvorˇı´ lide´ (vrcholy) a prˇa´telstvı´ (vazby)
mezi nimi. V te´to sı´ti existujı´ ru˚zne´ shluky lidı´ (skupiny), kterˇı´ spolu sdı´lejı´ stejnou
mysˇlenku, za´meˇr, vyzna´nı´. Takovy´mto shluku˚m v socia´lnı´ch sı´tı´ch se rˇı´ka´ „komunity“.
Lide´ zde sdı´lejı´ sve´ pocity, za´jmy, fotky, videa a mnohe´ dalsˇı´ informace. Hlavnı´m cı´lem
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te´to sı´teˇ je umozˇnit komunikaci mezi sebou, za´bavu, ale take´ je to jeden z nejsilneˇjsˇı´ch
marketingovy´ch na´stroju˚, slouzˇı´cı´ch k reklameˇ, zı´ska´vanı´ tzv. feedbacku˚ a statistik pro
firmy a produkty. Facebook k u´noru 2012 cˇı´ta´ okolo 900 mil. aktivnı´ch uzˇivatelu˚.
Tedy dı´ky znalosti socia´lnı´ch sı´tı´ se mu˚zˇe le´pe vystihnout sˇı´rˇenı´ informacı´, shlukova´nı´
lidı´, jevy v ekonomii a mnoho dalsˇı´ch informacı´.[3]
3.3.1 Detekce komunit v socia´lnı´ch sı´tı´ch - obecny´ pohled
Informace pro tuto podkapitolu byly cˇerpa´ny z tohoto zdroje [3]. Komunitou lze nazvat
naprˇı´klad skupina lidı´ majı´cı´ oblı´beny´ jeden fotbalovy´ klub vzhledem ke vsˇem ostatnı´m
fotbalovy´m klubu˚m. Prˇedstavı´me-li si kazˇde´ho cˇloveˇka z te´to skupiny jako vrchol v grafu
a hrany budou reprezentovat vztah zna´mosti mezi sebou, pak urcˇiteˇ bude existovat vı´ce
takovy´chto hran v dane´ komuniteˇ (v jednom fotbalove´m klubu), nezˇ hran smeˇrˇujı´cı´ch
mezi komunitami. Strucˇneˇ rˇecˇeno existuje vı´c vazeb v jedne´ komuniteˇ nezˇ mezi jednotli-
vy´mi komunitami. Tento prˇedpoklad patrˇı´ mezi za´kladnı´ podmı´nky definice komunit.
Nynı´ bude tato skutecˇnost definova´na po stra´nce matematicke´. Pomocı´ tohoto postupu
(vy´pocˇtu) jednoznacˇneˇ urcˇı´me, zda vybrany´ podgraf grafu tvorˇı´ komunitu cˇi nikoliv:
Meˇjme podgraf C grafu G, tedy | C |= nc, | G |= n. Definujme vnitrˇnı´ hustotu shluku
σint(C) podgrafu C jako pomeˇr mezi pocˇtem vnitrˇnı´ch hran podgrafu C a pocˇtem vsˇech
mozˇny´ch vnitrˇnı´ch hran podgrafu C, tedy σint(C) = Icnc(nc−1)/2 , kde Ic je pocˇet vnitrˇnı´ch
hran. Na´podobneˇ definujme vneˇjsˇı´ hustotu shluku σext(C) podgrafu C jako pomeˇr mezi
pocˇtem hran smeˇrˇujı´cı´ch z vrcholu˚ podgrafu C do vrcholu˚ zbytku grafu G a pocˇtem vsˇech
mozˇny´ch hran smeˇrˇujı´cı´ch z podgrafu C do zbytku grafu G, tedy σext(C) = Ecnc(n−nc) , kde
Ec je pocˇet hran smeˇrˇujı´cı´ch z podgrafu˚ C ven.
Podgraf C se nazve komunitou tehdy, jeli σint(C) znatelneˇ veˇtsˇı´, nezˇ pru˚meˇrna´ hustota
propojenı´ σG grafu G, ktera´ je da´na pomeˇrem mezi pocˇtem hran a maxima´lnı´m mozˇny´m
pocˇtem hran grafu G. Take´ ale musı´ platit, zˇe σext(C) musı´ by´t mnohem mensˇı´ nezˇ σG.
Hleda´nı´m nejlepsˇı´ho kompromisu mezi maxima´lnı´m σint(C) a minima´lnı´m σext(C) je
hlavnı´m cı´lem vsˇech shlukovacı´ch algoritmu˚.
Existujı´ dalsˇı´ podmı´nky, ktere´ musı´ podgraf splnˇovat, aby se stal komunitou. Vzˇdy za´visı´
na na´s, jaka´ pravidla pro detekci komunit stanovı´me. Mohou to by´t tyto:
1. Komunitou mu˚zˇe by´t pouze tzv. „klika“. Klikou oznacˇujeme u´plny´ podgraf (v kte-
re´m jsou vsˇechny vrcholy spolu vza´jemneˇ propojeny). Hleda´nı´ klik v grafu patrˇı´
mezi NP-u´plne´ proble´my.
2. Kazˇdy´ vrchol v podgrafu musı´ by´t v sousednosti s minima´lneˇ k vrcholy.
3. Maxima´lnı´ podgraf, ve ktere´m kazˇdy´ vrchol musı´ sousedit s ostatnı´mi, vyjı´ma´
k vrcholu˚.
4. Omezenı´ na k hran/vrcholu˚ v komuniteˇ.
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Nejle´pe je hledat takovy´ podgraf, ktery´ ma´ minima´lnı´ rˇez, tedy podgraf z ktere´ho vystu-
puje co nejme´neˇ hran z vrcholu˚ do zbytku grafu.
Vy´pocˇetnı´ slozˇitost
Vy´pocˇetnı´ slozˇitost deˇlenı´ grafu˚ je da´na pocˇtem vrcholu˚ n a pocˇtem hran m. Vy´pocˇetnı´
slozˇitost algoritmu nemu˚zˇe by´t vzˇdy urcˇena. Za´pisO(mαnβ) znamena´, zˇe vy´pocˇetnı´ doba
roste exponencia´lneˇ s pocˇtem vrcholu˚ a hran.
Algoritmy s polynomia´lnı´ slozˇitostı´ patrˇı´ do trˇı´dy P. Pro neˇktere´ du˚lezˇite´ rˇesˇenı´ a op-
timalizacˇnı´ u´lohy nejsou dosud zna´my polynomia´lnı´ algoritmy. Nalezenı´ slozˇitosti pro-
ble´mu v jeho nejhorsˇı´m mozˇne´m prˇı´padeˇ mu˚zˇe zabrat cˇas, ktery´ roste rychleji nezˇ jake´-
koliv polynomicke´ funkce. Proble´my, jejichzˇ rˇesˇenı´ mu˚zˇe by´t oveˇrˇeno v polynomia´lnı´m
cˇase, spadajı´ do trˇı´dy NP, ktera´ obsahuje proble´my trˇı´dy P. Proble´m je NP-teˇzˇky´, jestlizˇe
mu˚zˇe by´t prˇepsa´n do neˇktere´ho z NP proble´mu˚. Nicme´neˇ NP-teˇzˇky´ proble´m nemusı´
spadat do trˇı´dy NP. Skutecˇnost, zˇe NP proble´mma´ rˇesˇenı´, ktere´ je oveˇrˇitelne´ v polynomi-
a´lnı´m cˇase neznamena´, zˇe NP proble´m ma´ polynomia´lnı´ slozˇitost, zˇe jsou v P. NP-teˇzˇke´
proble´my nemusı´ by´t v NP, ale jsou alesponˇ tak na´rocˇne´ jako NP u´plne´ proble´my, takzˇe je
nepravdeˇpodobne´, zˇe majı´ polynomia´lnı´ slozˇitost, prˇesto du˚kaz, ktery´ by to potvrzoval,
sta´le chybı´.
Mnoho algoritmu˚ pro deˇlenı´ grafu˚ anebo proble´mu˚ ty´kajı´cı´ch se deˇlenı´ grafu˚ jsou
NP-teˇzˇke´. V tomto prˇı´padeˇ je zbytecˇne´ pouzˇı´vat „prˇesne´“ algoritmy, ktere´ by bylo mozˇno
pouzˇit pouze v maly´ch grafech. Kromeˇ toho, kdyzˇ ma´ algoritmus polynomia´lnı´ rˇesˇenı´,
mu˚zˇe by´t toto rˇesˇenı´ na velke´m grafu sta´le prˇı´lisˇ pomale´. Proto se radeˇji na rozsa´hle´ grafy,
sı´teˇ pouzˇı´vajı´ aproximacˇnı´ algoritmy. Jsou to rˇesˇenı´, ktere´ na jednu stranu neposkytnou
prˇesny´ vy´sledek (pouze potrˇebny´), na druhou stranu vsˇak poskytnou vy´sledek s prˇija-
telnou cˇasovou slozˇitostı´. Aproximacˇnı´ algoritmy se beˇzˇneˇ pouzˇı´vajı´ pro optimalizacˇnı´
proble´my, u ktery´ch se pozˇaduje nalezenı´ minima´lnı´ nebo maxima´lnı´ hodnoty.
3.4 Deˇlenı´ grafu˚
Proble´m prˇi deˇlenı´ grafu je ten, jak rozdeˇlit dany´ graf do skupin o definovane´ velikosti
tak, aby byl soucˇet hran smeˇrˇujı´cı´ch z jedne´ skupiny do druhe´ co nejmensˇı´. Takovy´to
soucˇet nazy´va´me minima´lnı´ rˇez. Neˇktere´ algoritmy vyzˇadujı´, aby byl definova´n pocˇet
skupin. V opacˇne´m prˇı´padeˇ by se mohlo totizˇ sta´t, zˇe by algoritmus vyhodnotil cely´ graf
jako jednu skupinu a rˇesˇenı´ by pak bylo trivia´lnı´. Du˚lezˇite´ je take´ urcˇit velikost takove´
skupiny, jelikozˇ by se mohlo sta´t, zˇe by algoritmus oddeˇlil vrchol o nejnizˇsˇı´m stupni od
zbytku grafu, cozˇ by nemeˇlo prakticky zˇa´dny´ vy´znam.
Ve veˇtsˇineˇ prˇı´padu˚ deˇlenı´ grafu˚ se graf deˇlı´ na dva podgrafy pomocı´ dane´ho algoritmu
a iteracı´ do urcˇite´ hloubky se da´le „pu˚lı´“ na dalsˇı´ mensˇı´ podgrafy. Takovy´to postup bude
vyuzˇit i v te´to pra´ci za pomoci Ford-Fulkersnova algoritmu (viz kapitola 4.6).
Algoritmy pro deˇlenı´ grafu˚ nejsou vhodne´ pro detekci komunit, protozˇe se veˇtsˇinou
vyzˇaduje pocˇet a take´ velikost dane´ komunity. Tyto informace jsou veˇtsˇinou nezna´my.
Kromeˇ toho, iteracˇnı´ deˇlenı´ grafu˚ do vı´ce cˇa´stı´ nenı´ idea´lnı´ postup. Jeli, naprˇı´klad pozˇa-
dova´no rozdeˇlenı´ grafu˚ do trˇı´ komunit, veˇtsˇinou se sta´va´, zˇe se pu˚vodnı´ graf rozdeˇlı´ do
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dvou komunit, prˇicˇemzˇ trˇetı´ je dosazˇeno za pomocı´ minima´lnı´ho rˇezu, kdy trˇetı´ komunita
se skla´da´ z cˇa´stı´ z pu˚vodnı´ch dvou komunit.
3.5 Na´stroje pro tvorbu, analy´zu, deˇlenı´ a vizualizaci grafu˚
V te´to podkapitole budou popsa´ny na´stroje METIS a GEPHI, ktere´ byly pouzˇity v te´to
pra´ci k vizualizaci grafu˚ a testova´nı´ [13, 14].
3.5.1 Gephi
Jedna´ se o na´stroj, ktery´ je distribuova´n jako open source aplikace. Slouzˇı´ k interaktivnı´
vizualizaci a pru˚zkumu vsˇech druhu˚ sı´tı´, komplexnı´ch syste´mu˚, dynamicky´ch a hierar-
chicky´ch grafu˚.
Gephi nabı´zı´ tyto mozˇnosti:
Pru˚zkumna´ analy´za dat - intuitivneˇ orientovana´ analy´za sı´tı´ pracujı´cı´ v rea´lne´m cˇase.
Smeˇrova´ analy´za - odhaluje za´kladnı´ struktury sdruzˇenı´ mezi objekty, zejme´na v rozsahu
volny´ch sı´tı´.
Analy´za socia´lnı´ sı´teˇ - snadne´ vytva´rˇenı´ socia´lnı´ch datovy´ch konektoru˚ do komunitnı´ch
map, organizacı´ a maly´ch sveˇtovy´ch sı´tı´.
Biologicke´ sı´t’ova´ analy´za - zastupova´nı´ vzoru˚ biologicky´ch dat.
Gephi take´ nabı´zı´ spoustu mozˇnostı´ rozlozˇenı´ vy´sledne´ho grafu - rozlozˇenı´ vrcholu˚ dle
meˇrˇı´tka, vzda´lenosti, velikosti prostoru v ktere´m se majı´ zobrazit apod.
Dalsˇı´ vy´hodou tohoto na´stroje jemozˇnostmeˇrˇit kvalitu navrzˇene´ho grafu. Lze testovat
celou sı´t’ anebo jen vrcholy cˇi hrany - lze meˇrˇit modularita sı´teˇ, pru˚meˇrna´ de´lka cesty,
pru˚meˇrny´ stupenˇ sı´teˇ a dalsˇı´.
V te´to pra´ci byl tento na´stroj (konkre´tneˇ verze 0.8.2 beta) pouzˇit k vytvorˇenı´ vstupnı´ch
dat a prˇedevsˇı´m k vizualizaci vy´sledku˚ na´hodny´ch, neorientovany´ch a ohodnoceny´ch
grafu˚. Kulozˇenı´ dat byl pouzˇit soubor typuGDF. Tento typ souboru byl vybra´n prˇedevsˇı´m
z du˚vodu jeho nena´rocˇne´ struktury ulozˇenı´ dat, jelikozˇ bylo zapotrˇebı´ prˇeve´st tento
soubor do testovacı´ aplikace a vy´sledek opeˇt zapsat do GDF souboru.
Vı´ce o tomto programu viz [13].
3.5.2 METIS (Family of Graph and Hypergraph Partitioning Software)
METIS je sada programu˚ pro se´riove´ deˇlenı´ grafu˚, rozdeˇlenı´ konecˇny´ch prvku˚. Algoritmy,
realizovane´ v te´to aplikaci, jsou zalozˇeny na vı´ceu´rovnˇove´ rekurzivnı´ bisekci, vı´ceu´rovnˇo-
ve´m K-way deˇlenı´ grafu, a multi-constraint deˇlı´cı´ch syste´mech. METIS lze naimportovat
do Visual studia po prˇedesˇle´ kompilaci v programu CMake (kompila´tor jazyka C, v kte-
re´m jeMETIS napsa´n). Autorem te´to aplikace je katedra informatiky a vy´pocˇetnı´ techniky
v cˇele s G. Karypisem z univerzity v Minesoteˇ. Tato aplikace se od sve´ho vzniku v roce
1997 neusta´le vyvı´jı´.
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METIS lze pouzˇit k deˇlenı´ souvisly´ch, rˇı´zeny´ch i nerˇı´zeny´ch, ohodnoceny´ch i neohod-
noceny´ch grafu˚. Tuto aplikaci lze take´ pouzˇit pro deˇlenı´ mesh.METIS se skla´da´ z neˇkolika
trˇı´d, nejzajı´maveˇjsˇı´ jsou tyto dveˇ:
gpmetis - slouzˇı´ k rozdeˇlenı´ grafu (pouze grafu) na pozˇadovany´ pocˇet cˇa´sti pomocı´
vı´ceu´rovnˇove´ho K-way deˇlenı´ grafu a nebo pomocı´ vı´ceu´rovnˇove´ rekurzivnı´ bisekce.
Jelikozˇ se jedna´ o vı´ceu´rovnˇove´ deˇlenı´, lze si zde vybrat dalsˇı´ algoritmy, ktere´ budou
soucˇa´stı´ vı´ceu´rovnˇove´ho deˇlenı´ grafu.
mpmetis - slouzˇı´ k rozdeˇlenı´ mesh (pouze mesh) na pozˇadovany´ pocˇet cˇa´sti.
V te´to pra´ci byla tato aplikace (konkre´tneˇ verze 5.1.0) pouzˇita k deˇlenı´ dany´ch grafu˚ po-
mocı´ prˇedem vybrany´ch algoritmu˚ (pomocı´ trˇı´dy gpmetis) a vy´sledne´ grafy porovna´ny
s vy´sledky vlastnı´ implementace. METIS pouzˇı´va´ vlastnı´ forma´t souboru pro nacˇı´ta´nı´
(soubor.GRAPH) a vlastnı´ forma´t vy´stupu (soubor.4 - cˇı´slo podle pocˇtu prˇedem zvole-
ny´ch cˇa´stı´ pro deˇlenı´ grafu). Pro oveˇrˇenı´ kvality a vizualizaci teˇchto vy´sledku˚ bylo tedy
zapotrˇebı´ prˇeve´st tyto forma´ty do testovacı´ aplikace a z nı´ na´sledneˇ do GDF souboru.
Vı´ce informaci o te´to sadeˇ algoritmu˚ a popisu trˇı´d viz [14].
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4 Prˇehled algoritmu˚ pro deˇlenı´ grafu˚
Tatokapitola se veˇnujeprˇehledualgoritmu˚, ktere´ se nejcˇasteˇji pouzˇı´vajı´ prografove´ deˇlenı´.
Je zde prezentova´n za´kladnı´ nejjednodusˇsˇı´ algoritmus pro deˇlenı´ grafu - rekurzivnı´ gra-
fova´ bisekce. Da´le jsou zde popsa´ny metody spektra´lnı´ho deˇlenı´ grafu, vı´ceu´rovnˇove´
grafove´ algoritmy a to jak pro spektra´lnı´ deˇlenı´ tak i prˇı´klad kombinace vı´ce algoritmu˚
(Maxima´lnı´ pa´rova´nı´ + Ford-Fulkersonu˚v algoritmus). Poslednı´mi prezentovany´mi al-
goritmy jsou pak implementovane´ algoritmy v testovacı´ aplikaci - Ford-Fulkersonu˚v,
Kernighan-Linu˚v a GGGP algoritmus. Pro tuto podkapitolu byly informace cˇerpa´ny z
[22]
Deˇlenı´ grafu˚
Meˇjme grafG = (V,E), ktery´ je neorientovany´, spojity´ a ma´ n vrcholu˚. Deˇlenı´ grafu prˇed-
stavuje rozdeˇlenı´ grafuGdo dvou disjunktnı´chmnozˇinA a B se specificky´mi vlastnostmi.
Naprˇı´klad K-way deˇlenı´ grafu rozdeˇlı´ pu˚vodnı´ graf G do k prˇiblizˇneˇ stejny´ch cˇa´stı´. Da´le
mu˚zˇe by´t definova´n maxima´lnı´ nebo minima´lnı´ pocˇet vrcholu˚, ktere´ jednotlive´ podgrafy
smı´ obsahovat. Hlavnı´m hodnoticı´m krite´riem dobre´ho rozdeˇlenı´ grafu je pocˇet a va´ha
jednotlivy´ch hran mezi podgrafy (cˇı´m mı´nˇ, tı´m le´pe).
4.1 Rekurzivnı´ grafova´ bisekce
Na vstupu tohoto algoritmu je neorientovany´, souvisly´ graf G. Tento algoritmus nejprve
najde dva vrcholy od sebe nejvzda´leneˇjsˇı´ (tato vzda´lenost je oznacˇova´na jako pru˚meˇr
grafu). Pak polovina vrcholu˚ lezˇı´cı´ch nejblı´zˇe k jednomu z teˇchto vrcholu˚ tvorˇı´ podgraf
A a zbytek tvorˇı´ podgraf B. Tento proces se pak opakuje na kazˇde´m podgrafu.
Pro nalezenı´ dvou vrcholu˚, ktere´ jsou nejda´le od sebe, mu˚zˇe by´t pouzˇit heuristicky´
postup. Nejprve se oznacˇı´ vrchol R. Jeho sousede´ se oznacˇı´ numerickou hodnotou 1,
sousede´ teˇchto sousedu˚ pak 2 atd. Nejvzda´leneˇjsˇı´ prvek od vrcholu Rma´ pak hodnotum.
Tento vrchol se oznacˇı´ jako R a postup se opakuje. Pokud sem nemeˇnı´, jsou tyto vrcholy
od sebe nejvzda´leneˇjsˇı´.
Rekurzivnı´ grafova´ bisekce ma´ cˇasovou slozˇitost O(n).
4.2 Spektra´lnı´ deˇlenı´ grafu
Vsˇechny algoritmy, ktere´ v te´to sekci budou uvedeny, vyuzˇı´vajı´ druhy´ vlastnı´ vektor
k pu˚lenı´ grafu. Tedy pomocı´ tohoto vektoru rozdeˇlı´ graf G na dva stejneˇ velke´ podgrafy
G1 a G2, kde G = G1 ∪ G2. Dalsˇı´ deˇlenı´ podgrafu˚ lze pak volat rekurzivneˇ. V podstateˇ
algoritmy hledajı´ nejmensˇı´ mozˇny´ seznam hran E
′ ⊆ E, ktere´ je potrˇebne´ odstranit
k rozdeˇlenı´ gafu G, prˇı´padneˇ dane´ho podgrafu.
4.2.1 Spektra´lnı´ bisekce
Meˇjme grafG = (V,E) a vektor f⃗ = {v0, v1, . . . , vn} je druhy´ vlastnı´ vektor - tzv. Fiedleru˚v
vektor Laplaceovy matice L grafu G. Jestlizˇe je G spojity´ graf, pak na´sobnost nulove´ho
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vlastnı´ho cˇı´sla je 1 a na´sobnost druhe´ho vlastnı´ho cˇı´sla je veˇtsˇı´ nezˇ 0.Mysˇlenkou spektra´lnı´
bisekce je nale´zt media´n M vektoru f⃗ , pak mu˚zˇeme oddeˇlit vrcholy do dvou podgrafu˚
G1 a G2 s ohledem na vyhodnocenı´ Fiedlerova vektoru. Pro vrcholy v podgrafu G1 platı´,
zˇe fi ≤ M a podgraf G2 tvorˇı´ zby´vajı´cı´ vrcholy. Toto rozdeˇlenı´ se nazy´va´ Fiedleru˚v rˇez.
Existuje-li jen jeden vrchol rovnajı´cı´ se media´nu, pak patrˇı´ do podgrafu G1. Existuje-li
vı´ce vrcholu˚ rovnajı´cı´ se media´nu, rozdeˇlenı´ do podgrafu˚ je libovolne´.
Meˇjme dveˇ mnozˇiny vrcholu˚ V1, V2. Definujme V
′
1 obsahujı´cı´ vrcholy z V1, ktere´ majı´
spolecˇnou hranu s vrcholem z V2. Meˇjme V
′
2 obsahujı´cı´ vrcholy V2, ktere´ majı´ spolecˇnou
hranu s vrcholem V1. Meˇjme mnozˇinu hran E1 oznacˇujı´cı´ hrany, ktere´ majı´ oba koncove´
vrcholy v V1. Meˇjme mnozˇinu hran E2 oznacˇujı´cı´ hrany, ktere´ majı´ oba koncove´ vrcholy
v V2. Necht’E
′ ⊆ E je mnozˇina hran, ktere´ majı´ jeden vrchol ve V ′1 a druhy´ v V
′
2 . Spolecˇneˇ
V
′
1a V
′
2 jsoumnozˇiny vrcholu˚ obsahujı´cı´ch hranyE
′
potrˇebne´ k rozdeˇlenı´ grafuG do dvou
podgrafu˚ G1 a G2.
Algoritmus 2: Spektra´lnı´ bisekce
Vstup: graf G = (V,E)
Vy´stup: grafy G1 = (V1, E1), G2 = (V2, E2)
Krok 1: Vy´pocˇet Fiedlerova vektoru f⃗ ,
Krok 2: nalezenı´ media´nu M,
Krok 3: foreach (vrchol v grafu G)
if f⃗ ≤M
prˇidej vrchol v do V1
else
prˇidej vrchol v do V2
Krok 4: if ∥V1∥ − ∥V2∥ > 1 prˇesunˇ neˇktere´ vrcholy rovne´ media´nu, aby rozdı´l byl 1
a mensˇı´.
Krok 5: Necht’V
′
1 je mnozˇina vrcholu˚ z V1, ktere´ sousedı´ s vrcholy V2.
Necht’V
′
2 je mnozˇina vrcholu˚ z V2, ktere´ sousedı´ s vrcholy V1.
Necht’E
′
je mnozˇina hran, kde jeden z vrcholu˚ lezˇı´ v V
′
1 a druhy´ v V
′
2 .
Krok 6: Necht’E1 je mnozˇina hran, ktera´ ma´ oba vrcholy v V1.
Necht’E2 je mnozˇina hran, ktera´ ma´ oba vrcholy v V2.
Sestroj grafy G1 = (V 1, E1), G2 = (V 2, E2).
Krok 7: Konec.
4.2.2 K-way partitioning
Meˇjme graf G = (V,E), kde pocˇet vrcholu˚ je n. Hlavnı´ princip tohoto deˇlenı´ spocˇı´va´ ve
vyuzˇitı´ rekurzivnı´ bisekce, kdy graf G se postupneˇ deˇlı´ na podgrafy do pozˇadovane´ho
mnozˇstvı´ - k-podgrafu˚. Tedy k vyjadrˇuje pocˇet vy´sledny´ch podgrafu˚ grafu G.
Prˇi tomto deˇlenı´ mu˚zˇou nastat dveˇ situace. Bud’ je k sude´ a tedy pozˇadovane´ho pocˇtu
se dosa´hne iteracˇnı´m pu˚lenı´m anebo je pozˇadovany´ pocˇet lichy´ a vyuzˇije se tzv. kvantil
Q, ktery´ prˇedstavuje pozˇadovanou velikost (vyja´drˇenou v procentech) jednotlivy´ch pod-
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grafu˚.
Algoritmus 3: Modifikovana´ spektra´lnı´ bisekce
Vstup: graf G = (V,E), kvantil Q(%)
Vy´stup: grafy G1 = (V1, E1), G2 = (V2, E2)
Krok 1: Vy´pocˇet vlastnı´ho vektoru f⃗
Krok 2: vyhledej Q ve vektoru f⃗
Krok 3: foreach (vrchol v grafu G)
if f⃗(n) ≤ Q
prˇidej vrchol v do V1
else
prˇidej vrchol v do V2
Krok 4: if ∥V 1∥ − ∥V 2∥ > 1 prˇesunˇ neˇktere´ vrcholy rovne´ media´nu, aby rozdı´l byl
1 a mensˇı´.
Krok 5: Necht’V
′
1 je mnozˇina vrcholu˚ z V1, ktere´ sousedı´ s vrcholy V2.
Necht’V
′
2 je mnozˇina vrcholu˚ z V2, ktere´ sousedı´ s vrcholy V1.
Necht’E
′
je mnozˇina hran, kde jeden z vrcholu˚ lezˇı´ v V
′
1 a druhy´ v V
′
2 .
Krok 6: Necht’E1 je mnozˇina hran, ktera´ ma´ oba vrcholy v V1.
Necht’E2 je mnozˇina hran, ktera´ ma´ oba vrcholy v V2.
Sestroj grafy G1 = (V1, E1), G2 = (V2, E2).
Krok 7: Konec.
4.3 Vı´ceu´rovnˇove´ grafove´ deˇlenı´ (Multilevel Graph Partitioning)
Hlavnı´ mysˇlenkou vı´ceu´rovnˇove´ho deˇlenı´ je zı´skat hrube´ prˇiblı´zˇenı´ k pozˇadovane´mu
vlastnı´muvektoru apakpouzˇı´t jine´ vhodne´ iteracˇnı´ sche´makzı´ska´nı´ konecˇne´hovlastnı´ho
vektoru za pouzˇitı´ hrube´ aproximace z prˇedchozı´ho kroku. [23]
Jelikozˇ Lanczosova metoda pro zı´ska´nı´ vlastnı´ho vektoru je velmi cˇasoveˇ na´rocˇna´
(vzhledem k pocˇtu vrcholu˚ a hran) byla vynalezena tato metoda vı´ceu´rovnˇove´ho deˇlenı´.
Vı´ceu´rovnˇove´ deˇlenı´ ma´ trˇi fa´ze: zkracova´nı´ (contraction), interpolace (interpolation),
rozsˇı´rˇenı´ (refinement).
Zkracova´nı´
Meˇjme graf G = (V,E), ktery´ chceme „zkra´tit“ na graf G
′
= (V
′
, E
′
). Vybereme V
′
jako
maxima´lnı´ neza´vislou mnozˇinu (viz obr. 1 - zeleneˇ jsou vybarveny vrcholy spadajı´cı´ do
neza´visle´ mnozˇiny dane´ho grafu) vzhledem ke grafu G splnˇujı´cı´ tyto podmı´nky:
- V
′ ⊆ V
- Zˇa´dny´ vrchol ve V
′
nenı´ propojen s hranami v E.
- Mnozˇina V
′
je maxima´lneˇ velka´
Pote´, co ma´me mnozˇinu V
′
mu˚zˇeme sestrojit graf G
′
. Mysˇlenka je takova´, zˇe vrcholy,
ktere´ nejsou ve V
′
se prˇida´vajı´ do dome´n okolo vrcholu˚ ve V
′
, dokud nejsou vsˇechny
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vrcholy soucˇa´stı´ dome´n obsahujı´cı´ vrchol z V
′
. Dome´ny Di pro kazˇdy´ vrchol i ∈ V ′
obsahujı´ jen jeho sousedy. E
′
tvorˇı´ hrany, ktere´ majı´ pocˇa´tek a konec v jine´ dome´neˇ. Nynı´
se da´ jednodusˇe sestrojit „zkra´ceny´“ graf G
′
.
Interpolace
Druhy´ krok vı´ceu´rovnˇove´ho algoritmu je interpolace. Cı´lem je dostat Fiedleru˚v vektor
ze zkra´cene´ho grafu G
′
, promı´tnout tento vektor na veˇtsˇı´ graf a pouzˇı´t tento vektor
k poskytnutı´ dobre´ho prˇiblı´zˇenı´ k dalsˇı´mu Fiedlerovu vektoru.
Meˇjme Fiedleru˚v vektor f
′
= (v0, v1, . . . , v
′
n−1), n
′
= ∥V ′∥ zkra´cene´ho grafuG′ . Sestro-
jı´me rozsˇirˇujı´cı´ vektor k veˇtsˇı´mu grafu f
′′
= (v
′′
0 , v
′′
1 , . . . v
′′
n−1), n = ∥V ∥ tak, zˇe se pouzˇije
jako prˇiblı´zˇenı´ k Fiedlerovu vektoru pro origina´lnı´ graf G.
Rozsˇı´rˇenı´
Poslednı´m krokem vı´ceu´rovnˇove´ho deˇlenı´ je rozsˇı´rˇenı´ grafuG
′
. Cı´lem je aplikovat a pro-
mı´tnout zı´ska´ne´ hodnoty na pu˚vodnı´ graf G a pomocı´ teˇchto hodnot dany´ graf rozdeˇlit.
4.4 Kombinace algoritmu˚
Podobny´m zpu˚sobem mu˚zˇou by´t vyuzˇity naprˇ. kombinace metody Maxima´lnı´ho pa´-
rova´nı´ (maximal matching), ktera´ slouzˇı´ ke „zkracova´nı´ “ grafu. Na toto rozdeˇlenı´ pak
mu˚zˇeme aplikovat neˇktery´ z iteracˇnı´ch deˇlı´cı´ch algoritmu˚, jako je spektra´lnı´ bisekce anebo
Ford-Fulkersonu˚v algoritmus (viz kapitola 4.6).
Maxima´lnı´ pa´rova´nı´ (Maximal matching)
Meˇjme souvisly´, ohodnoceny´ graf G = (V,E). Maxima´lnı´ pa´rova´nı´ S v G je mnozˇina
neprˇilehly´ch hran, kde zˇa´dne´ dveˇ hrany nesdı´lejı´ spolecˇny´ vrchol. Pa´rova´nı´ S grafu G je
maxima´lnı´, jestlizˇe ma´ kazˇda´ hrana v G spolecˇny´ vrchol s alesponˇ jednou hranou v S.
Maxima´lnı´ pa´rova´nı´ obsahuje nejveˇtsˇı´ mozˇny´ pocˇet hran grafu G.
Prˇı´klad Maxima´lnı´ho pa´rova´nı´ je na obra´zku 5. V leve´ cˇa´sti obra´zku lze videˇt graf
s dveˇma zvy´razneˇny´mi hranami. Tyto hrany tvorˇı´ S. V prave´ cˇa´sti pak lze videˇt vy´sledek
maxima´lnı´ho pa´rova´nı´.
Obra´zek 5: Uka´zka Maxima´lnı´ho pa´rova´nı´
Nynı´, kdyzˇ je graf G zkra´ceny´, mu˚zˇeme aplikovat neˇktery´ z bisekcˇnı´ch algoritmu˚.
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Prˇı´klad:
Meˇjme spojity´, ohodnoceny´ graf G = (V,E), ktery´ je na obra´zku 6 v leve´ cˇa´sti. Aplikova´-
nı´m metody Maxima´lnı´ pa´rova´nı´ jsme dosa´hli zkra´cenı´ grafu, ktery´ je v prave´ cˇa´sti.
Obra´zek 6: Uka´zka zjednodusˇenı´ grafu
Nynı´, kdyzˇ ma´me zkra´ceny´ graf (me´neˇ vrcholu˚ = mensˇı´ cˇasova´ na´rocˇnost) mu˚zˇeme
aplikovat naprˇ. Ford-Fulkersonu˚v algoritmus pro hleda´nı´ minima´lnı´ho rˇezu. Na obra´zku
7 lze v prave´ cˇa´sti videˇt nalezeny´minima´lnı´ rˇez (oznacˇen zelenou barvou). Tento nalezeny´
rˇez pote´ aplikujeme na pu˚vodnı´ graf a vy´sledek lze videˇt v leve´ cˇa´sti tohoto obra´zku.
Obra´zek 7: Uka´zka rˇezu zjednodusˇeny´m grafem
Tento postup se pouzˇı´va´ prˇedevsˇı´m na velmi velky´ch grafech, kdy zjednodusˇenı´ grafu
prˇina´sˇı´ velkou cˇasovou u´sporu.
4.5 Na´hodna´ procha´zka (Random walk)
Na´hodna´ procha´zka je algoritmus, u ktere´ho se na´sledujı´cı´ krok volı´ zcela na´hodneˇ.
Jedna´ se tedy o nedeterministicky´ algoritmus. Kazˇdy´ na´sledujı´cı´ krok je za´visly´ pouze
na prˇedchozı´ pozici a pravdeˇpodobnostnı´ funkci, ktera´ vymezuje na´sledujı´cı´ smeˇr. Tento
vztah lze zapsat touto rovnicı´:
X(t+ τ) = X(t) + Φ(τ),
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kde X(t) je cesta, kterou algoritmus doposud urazil a Φ je pravdeˇpodobnostnı´ funkce,
ktera´ popisuje na´sledujı´cı´ krok trvajı´cı´ cˇas τ .
Na´hodna´ procha´zka zacˇı´na´ ve vrcholu V0, ktery´ je pevneˇ urcˇen anebo vybra´n dle
pravdeˇpodobnostnı´ho rozlozˇenı´ P0. P0 prˇideˇluje kazˇde´mu vrcholu pravdeˇpodobnostnı´
hodnotu s jakou v neˇm bude algoritmus zacˇı´nat. Algoritmus, zacˇı´najı´cı´ ve vrcholu V0, po
k-te´m kroku se dostane do pozice Vk. Kazˇdy´ ze sousedu˚ Vk ma´ pravdeˇpodobnost 1deg(vk) ,
kde deg(Vk) je stupenˇ vrcholu. Meˇjme matici M, ktera´ uda´va´ pravdeˇpodobnost prˇechodu
a je da´na touto rovnicı´:
Mij =

1
deg(i) jestli {i, j} ∈ V
0 jinak
Postup, ktery´m se algoritmus rˇı´dı´, uda´va´ tato rovnice:
Pk+1 =MTPk,
kde Pk je vektor rozlozˇenı´ pravdeˇpodobnosti prˇechodu po k krocı´ch a T je pocˇet kroku˚.
Prˇı´klad:
Obra´zek 8: Uka´zka Na´hodne´ procha´zky
Na obra´zku 8 lze videˇt graf, kdy na´hodna´ procha´zka ma´ urcˇen jako pocˇa´tecˇnı´ bod
vrchol 18. Dalsˇı´ krok, tedy vy´beˇr dalsˇı´ho vrcholu, za´visı´ na pravdeˇpodobnosti sousednı´ch
vrcholu˚, ktera´ je pro tento krok vypocˇtena s ohledem na stupenˇ vrcholu (naprˇ. vrchol se
stupneˇm 4 bude mı´t pravdeˇpodobnost prˇechodu 14 ). Po urcˇenı´ vsˇech pravdeˇpodobnostı´
sousedu˚ se algoritmus na´hodneˇ rozhodne, ktery´ vrchol si vybere (avsˇak s prˇihle´dnutı´m
k pravdeˇpodobnosti prˇechodu). Po prˇechodu na novy´ vrchol se pro jeho sousedy opeˇt
vypocˇı´tajı´ pravdeˇpodobnosti prˇechodu a cely´ cyklus se opakuje. Algoritmus pokracˇuje do
te´ doby, nezˇ naprˇ. nebude mı´t zˇa´dny´ sousednı´ vrchol, ktery´m jesˇteˇ neprosˇel, k dispozici.
Tak, jak je dokazuje obra´zek 8, kde jsou uka´za´ny dveˇ varianty pru˚chodu grafem (nejsou
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to zdaleka vsˇechny mozˇnosti). Omezenı´, kdy ma´ tento algoritmus skoncˇit je mnoho -
dosazˇenı´m neˇktere´ho vrcholu, mnozˇstvı´ vrcholu˚ atd.
Existuje spousta ru˚zny´ch variacı´ Na´hodne´ procha´zky. Pro prˇedstavu, jak tento al-
goritmus pracuje, jsem vybral tento jednoduchy´ postup. Na´hodna´ procha´zka objasnˇuje
pozorovane´ chova´nı´ procesu˚ v ru˚zny´ch oblastech (ekologie, ekonomie, chemie, fyzika),
a tak slouzˇı´ jako za´kladnı´ model pro zaznamenane´ na´hodne´ cˇinnosti. Informace pro tuto
podkapitolu byly cˇerpa´ny z [18].
4.6 Ford-Fulkersonu˚v algoritmus
Ford-Fulkersonu˚v algoritmus je zalozˇen na jednoduche´ mysˇlence a to takove´, zˇe existuje-
li cesta od zdroje ke spotrˇebicˇi takova´, zˇe se da´ zveˇtsˇit tok na dany´ch hrana´ch, tak se zvy´sˇı´
na vsˇech hrana´ch te´to cesty tok o tuto hodnotu (kapacita zlepsˇujı´cı´ cesty). Tento postup
se sta´le opakuje do te´ doby, nezˇ uzˇ nebude da´le mozˇno zvysˇovat tok v sı´ti, neboli nebude
mozˇno najı´t zlepsˇujı´cı´ cestu. Vy´sledkem tohoto algoritmu je nalezenı´ maxima´lnı´ho toku
sı´teˇ a mnozˇina urcˇujı´cı´ minima´lnı´ rˇez.
Veˇta (Ford-Fulkersonova veˇta o maxima´lnı´m toku a minima´lnı´m rˇezu):
Velikost maxima´lnı´ho toku od zdroje z ke spotrˇebicˇi s je rovna kapaciteˇ minima´lnı´ho rˇezu
oddeˇlujı´cı´ zdroj a spotrˇebicˇ.
Tato du˚lezˇita´ veˇta rˇı´ka´, v jake´m vztahu jsou k sobeˇ maxima´lnı´ tok a minima´lnı´ rˇez v jedne´
konkre´tnı´ sı´ti. Nikdy nemu˚zˇe by´t maxima´lnı´ tok v sı´ti vysˇsˇı´, nezˇ je tok, ktery´ prote´ka´
minima´lnı´m rˇezem.
Nynı´ objasnı´me strucˇny´ na´vod, postup, krok po kroku, jak Ford - Fulkersonu˚v algo-
ritmus funguje:
Algoritmus 4: Popis postupu Ford-Fulkersnova algoritmu
Vstup: sı´t’(G, z, s) s ohodnoceny´mi hranami w a prˇı´pustny´m tokem f .
Vy´stup:maxima´lnı´ tok f , minima´lnı´ rˇez sı´tı´ T .
1. Na vstupu je orientovany´ grafG, u ktere´ho je jednoznacˇneˇ oznacˇen zdroj z, spotrˇebicˇ
s, celocˇı´selne´ omezenı´ hran (l a c) ty´kajı´cı´ch se toku v sı´ti a celocˇı´selny´ prˇı´pustny´
tok f .
2. Pouzˇije se znacˇkovacı´ procedura (ktera´ byla popsa´na jizˇ drˇı´ve - viz 2.2). Je-li oznacˇ-
kova´n spotrˇebicˇ s, bude se pokracˇovat na´sledujı´cı´m krokem 3, nenı´-li oznacˇkova´n,
pokracˇuje se krokem 4.
3. Zjistı´ se kapacita d zlepsˇujı´cı´ cesty a zmeˇnı´me tok o tuto hodnotu. Da´le se opeˇt
pokracˇuje krokem 1.
4. Neexistuje jizˇ zlepsˇovacı´ cesta, tedy oznacˇı´me A mnozˇinu oznacˇkovany´ch vrcholu˚.
Vy´sledkem algoritmu je hodnota f , ktera´ prˇedstavuje hodnotu maxima´lnı´ho toku
a mnozˇinaW(A), ktera´ urcˇuje minima´lnı´ rˇez.
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Veˇta:
Ford-Fulkersonu˚v algoritmus se po konecˇneˇ mnoha krocı´ch zastavı´. Po zastavenı´ je f
maxima´lnı´m tokem ze zdroje z do spotrˇebicˇe s a rˇezW(A) je minima´lnı´m rˇezem oddeˇlu-
jı´cı´m zdroj z a spotrˇebicˇ s. Du˚kaz veˇty viz [4]
Cˇasova´ slozˇitost
Cˇasova´ slozˇitost tohoto algoritmu nenı´ za´visla´ na velikosti vstupu, tedy na pocˇtu hran
a vrcholu˚, ale na kapacita´ch hran. V prˇı´padeˇ celocˇı´selny´ch kapacit hran je zarucˇeno, zˇe
se algoritmus po rˇadeˇ kroku˚ zastavı´. V prˇı´padeˇ necelocˇı´selny´ch ohodnocenı´ hran, mu˚zˇe
algoritmus by´t nekonecˇny´.
Pro algoritmus uvedeny´ vy´sˇe, za prˇedpokladu celocˇı´selny´ch ohodnocenı´ hran, platı´
cˇasova´ slozˇitost O(|V | ∗ |E|2), O(|V |2 ∗ |E|) nebo O(|V |3), kde V jsou vrcholy a E jsou
hrany grafu.
Ford-Fulkersonu˚v algoritmus se stal „za´kladnı´m stavebnı´m kamenem“ pro mnoho
dalsˇı´ch algoritmu˚, ktere´ jako za´klad pouzˇı´vajı´ „kostru“ tohoto algoritmu. Asi nejlepsˇı´m
prˇı´kladem je Edmondu˚v - Karpu˚v algoritmus, ktery´ se lisˇı´ od Ford-Fulkersonova al-
goritmu pouze tı´m, zˇe ma´ urcˇeno porˇadı´ vy´beˇru zlepsˇujı´cı´ch cest, je-li v dane´m kroku
algoritmu vı´ce takovy´ch cest na vy´beˇr.
Modifikovany´ Ford-Fulkersonu˚v algoritmus pro neorientovany´ graf
Tento algoritmus pracuje na stejne´m principu jako Ford-Fulkersonu˚v algoritmus pro ori-
entovany´ graf. Take´ hleda´ zlepsˇujı´cı´ cesty v grafu. Cˇı´m se lisˇı´, je to, zˇe prˇida´va´ doprˇednou
a zpeˇtnou orientaci hrana´m neorientovane´ho grafu.
Prˇı´klad:
Obra´zek 9: Transformace grafu
Meˇjme tento jednoduchy´ graf. V leve´ cˇa´sti obra´zku 9 je zada´n neorientovany´ ohodno-
ceny´ graf. V prave´ cˇa´sti obra´zku je jeho transformace na orientovany´ ohodnoceny´ graf.
Z kazˇde´ z hran mezi dveˇma vrcholy se staly dveˇ orientovane´ hrany - kazˇda´ v opacˇne´m
smeˇru.
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Krok 1:
Obra´zek 10: Krok 1 v hleda´nı´ minima´lnı´ho rˇezu
V tomto kroku byla nalezena zlepsˇujı´cı´ cesta (z, 1, 2, s), kdy maxima´lnı´ zlepsˇujı´cı´ tok
je 1. V prave´ cˇa´sti obra´zku 10 je v doprˇedny´ch hrana´ch snı´zˇena kapacita o 1 (je jizˇ vyuzˇita
zlepsˇujı´cı´ cestou) a v hrana´ch zpeˇt jsou kapacity zvy´sˇeny o 1 ( Kirchhofovy za´kony).
Na hraneˇ mezi vrcholy 2 a s dosˇlo k maxima´lnı´mu vyuzˇitı´ doprˇedne´ hrany o kapaciteˇ
1 a tedy lze jizˇ jen vyuzˇı´t hranu vzad o kapaciteˇ 2.
Krok 2:
Obra´zek 11: Krok 2 v hleda´nı´ minima´lnı´ho rˇezu
V kroku 2 byla nalezena zlepsˇujı´cı´ cesta (z, 1, s) a maxima´lnı´ tok zlepsˇujı´cı´ cesty je 2.
Na obra´zku 11 napravo vidı´me, zˇe byly vycˇerpa´ny doprˇedne´ cesty (hrany) mezi vrcholy
z a 1 a mezi vrcholy 1 a s. Jelikozˇ v dalsˇı´m kroku jizˇ zˇa´dna´ zlepsˇujı´cı´ cesta nevede
do spotrˇebicˇe s (hrany vedou jen ze spotrˇebicˇe, ne do neˇj), tak nynı´ se zacˇne ze zdroje
procha´zet graf. Vrcholy, ktere´ jsou dosazˇitelne´ ze zdroje z budou patrˇit do podgrafu A,
zbyle´ vrcholy budou tvorˇit podgraf B. Hrany mezi teˇmito podgrafy tvorˇı´ minima´lnı´ rˇez.
4.7 Kernighan - Linu˚v algoritmus
Kernighan-Linu˚v algoritmus je urcˇen k na´sledne´mu zlepsˇenı´ minima´lnı´ho rˇezu mezi
dveˇma podgrafy. Vstupem tohoto algoritmu je vy´sledek deˇlenı´ grafu neˇktere´ho z deˇlı´cı´ch
algoritmu˚ (v prˇı´padeˇ te´to pra´ce F-F a GGGP algoritmu). K-L algoritmus je zalozˇen na
jednoduche´ mysˇlence. Meˇjme pu˚vodnı´ graf G, ktery´ obsahuje seznam hran E a seznam
vrcholu˚ V. Meˇjme take´ dva ru˚zne´ podgrafy A a B. Algoritmus prˇirˇadı´ kazˇde´mu vrcholu
ohodnocenı´ DA, DB dle va´hy hran, ktere´ z neˇj vycha´zejı´.
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Meˇjme vnitrˇnı´ hodnotu Ia, ktera´ uda´va´ soucˇet vnitrˇnı´ch va´h hran v podgrafu A u da-
ne´ho vrcholu:
Ia =

v ∈A
c(av)
Meˇjme vneˇjsˇı´ hodnotu Ea, ktera´ uda´va´ soucˇet va´h hran smeˇrˇujı´cı´ch z vrcholu v pod-
grafu A do neˇktere´ho z vrcholu˚ v podgrafu B:
Ea =

v ∈B
c(av)
Meˇjme rovnici Da = Ea − Ia, ktera´ uda´va´ rozdı´l mezi vneˇjsˇı´ a vnitrˇnı´ hodnotou va´h
hran u dane´ho vrcholu. Dalsˇı´m krokem, ktery´ algoritmus provede je vy´pocˇet cen (va´h)
cest ze vsˇech vrcholu˚ podgrafu A do vsˇech vrcholu˚ podgrafu B pomocı´ te´to rovnice:
gab = Da +Db − 2cab,
kde cab uda´va´ hodnotu va´hy hrany, jestlizˇe jsou vrcholy va a vb propojeny hranou. V opa-
cˇne´m prˇı´padeˇ cab = 0.
V na´sledujı´cı´m kroku algoritmu se vybere takova´ cesta gab , ktera´ ma´ nejvysˇsˇı´ va´hu.
Tato cesta (dvojice vrcholu˚) se zameˇnı´ (vrchol z podgrafu A putuje do podgrafu B a nao-
pak, vrchol z podgrafu B putuje do podgrafu A) a prˇepocˇı´tajı´ se hodnoty Da. Na´sleduje
opeˇtovny´ postup prˇi hleda´nı´ dvojice vrcholu˚ o nejvysˇsˇı´ va´ze cesty, avsˇak bez vrcholu˚,
ktere´ byly v prˇedchozı´ch krocı´ch vymeˇneˇny. Dı´ky tomu je zajisˇteˇno, zˇe algoritmus po
k krocı´ch skoncˇı´ se zameˇnˇova´nı´m vrcholu˚. Nynı´ provede hleda´nı´ maxima´lnı´ hodnoty
dvojice vrcholu˚ nebo soucˇet teˇchto dvojic, ktere´ skutecˇneˇ v dane´m grafu zameˇnı´.
Algoritmus 5: Kernighan-Linu˚v algoritmus
Vstup: sı´t’ (G, z, s) s ohodnoceny´mi hranami w.
Vy´stup: seznam vrcholu˚ a hran podgrafu˚ A, B z pu˚vodnı´ho grafu G.
Krok 1: V = 2n; A, B jsou podgrafy grafu G, kde platı´: A ∩B = Ø
Krok 2: Vy´pocˇet Dv pro vsˇechny v ∈ V ;A′ = A,B′ = B
Krok 3: Vy´beˇr prvku˚ ai ∈ A′ , bi ∈ B′ , ktere´ majı´ maxima´lnı´ hodnotu
Vy´pocˇet vsˇech gi = Dai +Dbi − 2caibi
A
′
= A
′ − {ai}, B′ = B′ − {bi};
Krok 4: Jestlizˇe A
′
a B
′
jsou pra´zdne´, pak Goto: Krok 5 )
jestlizˇe nejsou pra´zdne´: prˇepocˇet D hodnot pro A
′ ∪B′ a Goto: Krok 3
Krok 5: prˇehozenı´ vrcholu˚ podgrafu˚ A, B vzhledem k vy´pocˇtu
G =
k
i=1 g(i);
Jestlizˇe G > 0, pak
prˇesunout X = {ai, ..., ak}do B;
prˇesunout Y = {bi, ..., bk}do A;
Goto Krok 2;
Jestlizˇe G < 0, pak
konec
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Prˇı´klad:
Obra´zek 12: Prˇı´klad postupu Ford-Fulkersonova algoritmu
V leve´ cˇa´sti obra´zku 12 lze videˇt sche´ma elektricke´ho zapojenı´ a v prave´ cˇa´sti vidı´me
tote´zˇ sche´ma jen prˇekreslene´ na graf, na ktery´ se nynı´ aplikuje Kernighan - Linu˚v algo-
ritmus. Prˇedpokla´dejme, zˇe va´hy hran jsou vsˇechny rovny 1 a graf jsme rozdeˇlili na tyto
dva podgrafy: A = {a, b, d, e}, B = {c, f, g, h}
Krok 1:
Pa´r Ex − Ix Ey − Iy c(x, y) gxy
(a, c) 0.5− 0.5 2.5− 0.5 0.5 1
(a, f) 0.5− 0.5 1.5− 1.5 0 0
(a, g) 0.5− 0.5 1− 1 0 0
(a, h) 0.5− 0.5 0− 1 0 −1
(b, c) 0.5− 0.5 2.5− 0.5 0.5 1
(b, f) 0.5− 0.5 1.5− 1.5 0 0
(b, g) 0.5− 0.5 1− 1 0 0
(b, h) 0.5− 0.5 0− 1 0 −1
(d, c) 1.5− 0.5 2.5− 0.5 0.5 2
(d, f) 1.5− 0.5 1.5− 1.5 1 −1
(d, g) 1.5− 0.5 1− 1 0 1
(d, h) 1.5− 0.5 0− 1 0 0
(e, c) 2.5− 0.5 2.5− 0.5 1 2
(e, f) 2.5− 0.5 1.5− 1.5 0, 5 1
(e, g) 2.5− 0.5 1− 1 1 0
(e, h) 2.5− 0.5 0− 1 0 1
Tabulka 1: Kernighan - Lin: krok 1
V tabulce 1 jsou zna´zorneˇny v prvnı´m sloupci pa´ry (vzˇdy kazˇdy´ z podgrafu A s ka-
zˇdy´m z podgrafu B). V druhe´m a trˇetı´m sloupci je vy´pocˇet hodnot Dx, Dy, ktere´ uda´vajı´
pomeˇr mezi externı´mi a internı´mi hodnoty hran dane´ho vrcholu. Cˇtvrty´ sloupec uda´va´
va´hu hrany (jestlizˇe existuje) mezi dany´mi vrcholy. Poslednı´ sloupec uda´va´ vy´slednou
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va´hu cesty dane´ho pa´ru (z vrcholu x do vrcholu y). Z tabulky vyply´va´, zˇe nejvysˇsˇı´ hod-
nota a tedy nejvhodneˇjsˇı´m kandida´tem na vy´meˇnu je pa´r(d, c), kdy vy´sledna´ hodnota je
2.
Nynı´ se cely´ proces opakuje, jen s tou zmeˇnou, zˇe jizˇ se nebudou bra´t v potaz zameˇ-
neˇne´ vrcholy (d, c).
Krok2:
Pa´r Ex − Ix Ey − Iy c(x, y) gxy
(a, f) 0− 1 1− 2 0 −2
(a, g) 0− 1 1− 1 0 −1
(a, h) 0− 1 0− 1 0 −2
(b, f) 0.5− 0.5 1− 2 0 −1
(b, g) 0.5− 0.5 1− 1 0 0
(b, h) 0.5− 0.5 0− 1 0 −1
(e, f) 1.5− 1.5 1− 2 0, 5 −2
(e, g) 1.5− 1.5 1− 1 1 −2
(e, h) 1.5− 1.5 0− 1 0 −1
Tabulka 2: Kernighan - Lin: krok 2
Z te´to tabulky 2 vyply´va´, zˇe nejvhodneˇjsˇı´m kandida´tem na vy´meˇnu je pa´r (b, g),
jejichzˇ hodnota je 0. Tato hodnota, je-li za´porna´, uda´va´, zˇe za´meˇnou by se budoucı´ roz-
deˇlenı´ zhorsˇilo (meˇlo by vysˇsˇı´ va´hu). Je-li vsˇak hodnota kladna´, znamena´ to, zˇe za´meˇnou
se budoucı´ rozdeˇlenı´ zlepsˇı´ (bude mı´t mensˇı´ va´hu mezi podgrafy). Hodnota 0 znamena´,
zˇe za´meˇnou teˇchto vrcholu˚ se budoucı´ rozdeˇlenı´ nezlepsˇı´, avsˇak ani nezhorsˇı´. Zu˚stane
porˇa´d na stejne´ hodnoteˇ.
Algoritmus tedy vybere pa´r (b, g) a opeˇt pokracˇuje na´sledujı´cı´m vy´pocˇtem.
Krok 3:
Pa´r Ex − Ix Ey − Iy c(x, y) gxy
(a, f) 0− 1 1.5− 1.5 0 −1
(a, h) 0− 1 0.5− 0.5 0 −1
(e, f) 0.5− 2.5 1.5− 1.5 0.5 −3
(e, h) 0.5− 2.5 0.5− 0.5 0 −2
Tabulka 3: Kernighan - Lin: krok 3
Zde vy´sledek vysˇel za´porny´, tedy jizˇ vı´me, zˇe touto za´meˇnou by se budoucı´ rozdeˇlenı´
zhorsˇilo, avsˇak algoritmusmusı´ dobeˇhnout azˇ do konce. Pa´ru˚m (a, f) a (a, h) vysˇly stejne´
hodnoty a tak algoritmus na´hodneˇ vybere jeden z nich (nynı´ naprˇ. pa´r (a, f) ).
Nynı´ jizˇ zby´vajı´ pouze 2 vrcholy, kazˇdy´ v jednom z podgrafu˚.
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Krok 4:
Pa´r Ex − Ix Ey − Iy c(x, y) gxy
(e, h) 0.5− 2.5 1.5− 0.5 0 −1
Tabulka 4: Kernighan - Lin: krok 4
Kdyzˇ je algoritmus u konce a nezby´vajı´ jizˇ zˇa´dne´ vrcholy k za´meˇneˇ, vypocˇte se
optima´lnı´ rˇesˇenı´ pro dane´ rozdeˇlenı´. Algoritmus zpeˇtneˇ vypocˇte hodnoty za´meˇn takto:
Prvnı´ za´meˇna pa´ru (d, c) = 2.
Druha´ za´meˇna pa´ru (b, g) = 0, ale k te´to hodnoteˇ algoritmus musı´ prˇicˇı´st hodnotu prvnı´
za´meˇny, jelikozˇ touto za´meˇnou byla ovlivneˇna, tedy vy´sledna´ hodnota je 2 (2+0).
Vy´sledky jsou uvedeny v tabulce (viz tabulka 5) nı´zˇe.
Krok Pa´r gxy(krok)

gxy(krok) Velikost rˇezu
1 (d, c) 2 2 3
2 (b, g) 0 2 3
3 (a, f) −1 1 4
4 (e, h) −1 0 3
Tabulka 5: Kernighan - Lin: Vy´sledek
Z tabulky 5 vyply´va´, zˇe idea´lnı´ za´meˇnou v podgrafech by bylo prohodit vrchol d s vr-
cholem c a nebo vrholy d, b s vrcholy b, g. Jelikozˇ u pa´ru (b, g) vysˇel vy´sledek 0, tedy
prohozenı´m tohoto pa´ru by se nic nestalo, prohodı´me pouze pa´r (d, c).
Vy´sledny´ rˇez je tedy:A = {a, b, c, e}, B = {d, f, g, h} a je zobrazen na obra´zku 12 cˇervenou
prˇerusˇovanou cˇa´rou.[20]
Cˇasova´ slozˇitost
Vy´pocˇetnı´ slozˇitost vy´pocˇtu Da hodnot ma´ slozˇitost O(n2), pro kazˇdy´ vrchol O(n).
Po za´meˇneˇ vrcholu˚ se musı´ aktualizovat Da hodnoty, prˇicˇemzˇ slozˇitost tohoto kroku je
O(2n− 2i) po za´meˇneˇ pa´ru (ai, bi). Celkova´ slozˇitost aktualizacı´ Da hodnot je:
n
i=1
(2n− 2i) = O(n2)
Procedura na vy´beˇr pa´ru v grafu je nejdrazˇsˇı´m krokemalgoritmu. Vy´beˇr pa´ru˚ma´ cˇasovou
slozˇitost (n− i+ 1)2. Celkova´ slozˇitost je tedy O(n3). [20]
4.8 Greedy graph growing partitioning algoritmus (GGGP)
Jedna´ se o bisekcˇnı´ algoritmus (cˇerpa´no z [21]), ktery´ lze vyuzˇit prˇi vı´ceu´rovnˇove´m deˇlenı´
grafu˚. Vy´sledek deˇlenı´ grafu z velke´ cˇa´sti za´visı´ na vybrane´m pocˇa´tecˇnı´m vrcholu grafu.
Jelikozˇ cˇasova´ slozˇitost tohoto algoritmu je O(mn, kde m je pocˇet vrcholu˚ a n je pocˇet
hran),mu˚zˇe se tento algoritmus volat neˇkolikra´t (naprˇ. 5-kra´t), pokazˇde´ s jiny´m zvoleny´m
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pocˇa´tecˇnı´m vrcholem a vy´sledek s nejmensˇı´m minima´lnı´m rˇezem se vybere jako nejlepsˇı´
deˇlenı´ dane´ho grafu.
Algoritmus je zalozˇen na postupne´m prˇida´va´nı´ hran do seznamu hran E1 budoucı´ho
podgrafuG1, spojujı´cı´ch sousedne´ vrcholy s pocˇa´tecˇnı´m vrcholem. Na zacˇa´tku algoritmu
je pocˇa´tecˇnı´ vrchol vlozˇen do seznamu vrcholu˚ V1 budoucı´ho podgrafu G1. Posle´ze se
naleznou jeho sousede´ a prˇidajı´ se rovneˇzˇ do V1. Naleznou se take´ hrany spojujı´cı´ tyto
vrcholy z V1. Jestlizˇe soucˇet va´h hran v E1 je veˇtsˇı´, nezˇ soucˇet va´h hran pu˚vodnı´ho
grafu, algoritmus koncˇı´ a V1 a E1 tvorˇı´ podgraf G1 a zbyle´ vrcholy a hrany mezi nimi
tvorˇı´ podgraf G2. Jestlizˇe je va´ha hran mensˇı´, opakuje se stejny´ postup, kdy ke kazˇde´mu
vrcholu z V1 jsou nalezeni sousede´, ti posle´ze prˇida´nı´ do V1 a jsou take´ nalezeny hrany
mezi vrcholy V1, prˇida´ny do E1 a algoritmus opeˇt vyhodnotı´, zda je soucˇet va´h hran z E1
veˇtsˇı´ nezˇ celkovy´ soucˇet va´h hran pu˚vodnı´ho grafu.
Tento postup byl vyuzˇit prˇi implementaci tohoto algoritmu v testovacı´ aplikaci. Apli-
kaceMETISma´ tento algoritmusnaimplementova´n tak, zˇemı´stova´hhranprˇida´va´ vrcholy
do V1 tak dlouho, nezˇ pocˇet vrcholu˚ je veˇtsˇı´ nebo roven polovineˇ celkove´ho pocˇtu vrcholu˚
v grafu G. Porovna´nı´ vy´sledku˚ z teˇchto dvou modifikacı´ GGGP algoritmu je uvedeno
v kapitole 6.
Obra´zek 13: Prˇı´klad postupu GGGP algoritmu
Na obra´zku lze videˇt, jak postupneˇ graf prˇida´va´ jednotlive´ uzly do V1, prˇicˇemzˇ pocˇa´-
tecˇnı´ vrchol je zeleny´.
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5 Zpu˚soby meˇrˇenı´ kvality deˇlenı´ grafu
U grafovy´ch algoritmu˚ pro deˇlenı´ grafu˚ nenı´ prˇedem definova´no, jak majı´ vy´sledne´
komunity vypadat, kde a do jake´ skupinymajı´ dane´ vrcholy patrˇit a tedy je velmi du˚lezˇite´
sledovat jejich kvalitu deˇlenı´. Hlavnı´ nevy´hodou meˇrˇenı´ kvality komunit je ten fakt,
zˇe nelze vybrat jeden reprezentujı´cı´ vrchol z dane´ komunity a „zmeˇrˇit“ jeho kvalitu.
Informace byly cˇerpa´ny z teˇchto zdroju˚ [5, 6, 7].
Existujı´ ru˚zne´ algoritmy pro deˇlenı´ grafu, ktere´ mu˚zˇeme zarˇadit do neˇktery´ch z teˇchto
cˇtyrˇ skupin:
• Partitional clustering - tyto algoritmy rozkla´dajı´ prˇı´mo dana´ data do disjunktnı´ch
komunit. Snazˇı´ se urcˇit celocˇı´selny´ pocˇet oddı´lu˚, ktere´ optimalizujı´ podle dane´ho
krite´ria. Veˇtsˇinou se jedna´ o deˇlenı´ do k komunit, kdy cˇı´slo k je prˇedem definovane´.
Deˇlenı´ do neˇkolika komunit se docı´lı´ pomocı´ iterace.
• Hiearchical clustering - zde spadajı´ algoritmy, ktere´ tvorˇı´ komunity rekurzivneˇ. Ko-
munity se vytva´rˇı´ sloucˇenı´m vı´ce mensˇı´ch komunit do jedne´ veˇtsˇı´ nebo naopak
z veˇtsˇı´ komunity vzniknou komunity mensˇı´.
• Density - based clustering - komunity jsou pomocı´ teˇchto algoritmu˚ identifikova´ny
jako oblasti s vysˇsˇı´ hustotou, nezˇ je hustota ve zby´vajı´cı´ cˇa´sti datove´ho souboru.
• Grid - based clustering - tyto typy algoritmu˚ jsou prˇedevsˇı´m navrzˇeny pro prostorove´
dolova´nı´ dat.
Neˇktere´ indexy kvality, ktere´ budou pouzˇity prˇi urcˇova´nı´ kvality deˇlenı´ grafu˚ prˇi
experimentech na vy´sledny´ch grafech (viz kapitola 6), si zde uvedeme.
5.1 Modularita
Modularita je jedna ze za´kladnı´ch hodnoticı´ch prvku˚ prˇi meˇrˇenı´ kvality shlukova´nı´.
Slouzˇı´ prˇedevsˇı´m k detekci komunit v socia´lnı´ch sı´tı´ch. Za´kladnı´m principem je meˇrˇenı´
sı´ly rozdeˇlenı´ sı´teˇ do komunit. Sı´teˇ s vysokou modularitou majı´ obvykle huste´ spojenı´
mezi sebou v ra´mci komunity a nı´zkou hustotu spojenı´ mezi vrcholy ostatnı´ch komunit.
Modularita je zlomek hran, ktere´ spadajı´ do dane´ skupiny, mı´nus ocˇeka´vane´ zlomky,
jestlizˇe okraje byly rozdeˇleny na´hodneˇ. Naby´va´ hodnot [−1, 2.1), kdy kladna´ hodnota
znamena´, zˇe pocˇet hran v komunita´ch oproti ocˇekava´nı´ je vysˇsˇı´.
Existuje mnoho metod pro urcˇenı´ modularity. Nejbeˇzˇneˇjsˇı´ zpu˚sob, jak urcˇit modularitu je
na´hodne´ zvolenı´ okraju˚ tak, aby se zachovaly stupneˇ kazˇde´ho vrcholu. Meˇjme graf s n
uzly a m hranami. Tento graf se rozdeˇlı´ do dvou skupin s atributem cˇlenstvı´ s. Jestlizˇe
vrchol vi bude patrˇit do prvnı´ komunity, tak si = 1, jestlizˇe do druhe´, paksi = −1. Meˇjme
matici sousednosti, kde Aij = 0, jestlizˇe mezi vrcholy i, j nenı´ zˇa´dna´ hrana. Existuje-li
mezi vrcholy i, j hrana, pak Aij = 1. Pro neorientovany´ graf platı´ Aij = Aji.
Modularita Q je pak definova´na jako podı´l hran, ktere´ spadajı´ do skupiny 1 nebo
2, mı´nus ocˇeka´vany´ pocˇet hran v ra´mci skupiny 1 a 2 pro rozdeˇlenı´ na´hodne´ho grafu
o stejne´m stupni vrcholu˚.
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Ocˇeka´vany´ pocˇet hran se vypocˇte pomocı´ konceptu konfigurace modelu˚. Konfigu-
racˇnı´ model je na´hodna´ realizace konkre´tnı´ sı´teˇ. Meˇjme sı´t’ s n uzly, kde kazˇdy´ uzel i
ma´ stupenˇ ki. Konfiguracˇnı´ model rozdeˇlı´ kazˇdou hranu na dveˇ poloviny (tzv. „u´trzˇky“)
a na´hodneˇ je pospojuje s ostatnı´mi hranami. Tak zu˚stane u´rovenˇ uzlu stejna´ a vznikne
novy´ na´hodny´ graf se stejny´m stupneˇm vrcholu˚.
Celkovy´ pocˇet „u´trzˇku˚“ se urcˇı´ touto rovnicı´:
ln =
n
i
ki = 2m
Vy´pocˇet modularity se pak provede pomocı´ te´to rovnice:
Q = 12m

ij
[Aij − ki∗kj2m ]
sisj+1
2
Tento postup je vhodny´ pouze pro urcˇova´nı´ modularity prˇi jednom rozdeˇlenı´ komunity
do 2 mensˇı´ch komunit. Je-li potrˇeba da´le rozdeˇlit i tyto sub komunity na dalsˇı´ mensˇı´
komunity a urcˇit celkovou modularitu pak rovnice vypada´ takto:
Q =

ij
[
Aij
2m − ki∗kj(2m)∗(2m) ]σ(ci, cj) =
c
ij
(eii − a2i )
kde eii je podı´l hran s obeˇma koncovy´mi vrcholy ve stejne´ komuniteˇ i:
eii =

j
Aij
2mσ(ci, cj)
a ai je zlomek hran s alesponˇ jednı´m vrcholem v komuniteˇ i:
ai =
ki
2m =

j
aij
Meˇrˇenı´ kvality sı´teˇ pomocı´ modularityma´ jedno velke´ omezenı´ a to urcˇitoumez, ktera´
detekuje komunity a ktera´ je prˇı´mo u´meˇrna´ velikosti testovane´ sı´teˇ. Prˇimeˇrˇenı´modularity
velky´ch sı´tı´ mu˚zˇe dojit k prˇehle´dnutı´ mensˇı´ch komunit.
5.2 Surprise
Surprise se pouzˇı´va´ k urcˇova´nı´ kvality rozdeˇlenı´ sı´tı´, prˇedevsˇı´m v socia´lnı´ch sı´tı´ch. Jedna´
se o noveˇjsˇı´ formulaci modularity, „vylepsˇenou“ verzi, kdy proble´m s detekcı´ mensˇı´ch
komunit je zde vyrˇesˇen.
Meˇjme danou skupinu rozdeˇlenou do komunit. Surprise porovna´va´ pocˇet vneˇjsˇı´ch
a vnitrˇnı´ch vazeb mezi komunitami v te´to skupineˇ s prˇedpokla´dany´m pocˇtem vazeb
v na´hodne´ sı´ti se stejny´m rozdeˇlenı´m uzlu˚ do komunit. Surprise S naby´va´ hodnot [0,∞).
Surprise S je definova´n takto:
S = −log
min(M,n)
j=p
(Mj )(
F−M
n−j )
(Fn)
,
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kde n je skutecˇny´ pocˇet vazeb v sı´ti a p je skutecˇny´ pocˇet vnitro-komunitnı´ch vazeb tohoto
oddı´lu. F je maxima´lnı´ mozˇny´ pocˇet vazeb v sı´ti pro pocˇet k vrcholu˚:
F = k(k−1)2
M je maxima´lnı´ mozˇny´ pocˇet vnitro-komunitnı´ch vazeb. Jestlizˇe K je pocˇet komunit, pak:
M =
K
i=1
ki(ki−1)
2
5.3 Indexy zalozˇene´ na meˇrˇenı´ vneˇjsˇı´ho/vnitrˇnı´ho propojenı´ vrcholu˚ uvnitrˇ
a mezi komunitami
Veˇtsˇinou se kvalita rozdeˇlenı´ grafu meˇrˇı´ za pomoci hran, ktere´ spojujı´ dva ru˚zne´ pod-
grafy. Obecneˇ je da´no, cˇı´m me´neˇ hran propojuje dva ru˚zne´ podgrafy, tı´m je rozdeˇlenı´
teˇchto podgrafu˚ lepsˇı´.
Cut index (nebo take´ MaxMinCut)
Cut index uda´va´ pomeˇr mezi pocˇtem hran uvnitrˇ podgrafu a pocˇtem vneˇjsˇı´ch hran, vy-
cha´zejı´cı´ch z tohoto podgrafu. Nebere vsˇak v potaz velikost (pocˇet vrcholu˚) podgrafu.
Je da´n rovnicı´:
MaxMinCut =
K
i=1
E
′
i
Ei
,
kde E
′
i je pocˇet hran meziKi-ty´m podgrafem a jiny´m podgrafem a Ei je pocˇet hran v Ki-
ty´m podgrafu.
Pokrytı´ (coverage)
Pokrytı´ grafove´ho deˇlenı´ je da´no podı´lem sumy vnitrˇnı´ch hran (Ei) podgrafu˚ k celko-
ve´mu pocˇtu hran (E) cele´ho grafu.
Pokrytı´ je da´no rovnicı´:
Cov(C) =
K
i=1
Ei
E ,
kde K je pocˇet podgrafu˚.
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6 Vlastnı´ implementace a experimenty
V te´to kapitole je prezentova´na testovacı´ aplikace Graph Partitioning - popis trˇı´d te´to
aplikace. Da´le jsou zde prˇedstaveny nameˇrˇene´ vy´sledky testu˚ prova´deˇny´ch nad ru˚zneˇ
velky´mi grafy.Na konci te´to kapitoly jsou vyhodnoceny vy´sledky testu˚ a urcˇena vhodnost
jednotlivy´ch algoritmu˚ dle vy´sledku˚ testu˚.
6.1 Popis aplikace
Aplikace je vytvorˇena jako konzolova´ aplikace a je naimplementova´na nad platformou
.NET v jazyce C# . Skla´da´ se z neˇkolika trˇı´d:
• Trˇı´da Node - tato trˇı´da reprezentuje vrchol dane´ho grafu. Jejı´mi atributy jsou (podle
forma´tu GDF souboru) ID vrcholu, na´zev vrcholu, rozmeˇr vrcholu x,y a take´ RGB
atributy pro definova´nı´ barvy vrcholu.
• Trˇı´daEdge - tato trˇı´da reprezentujehranudane´hografu. Jeda´na atributy (dle forma´tu
GDF): ID hrany, na´zev hrany, vrchol 1, vrchol 2, va´ha hrany, maxima´lnı´ tok vprˇed
a vzad a RGB atributy pro definova´nı´ barvy hrany.
• Z teˇchto dvou trˇı´d se skla´da´ trˇı´da Graph. Tato trˇı´da je definova´na jako seznam hran
(Edge) a vrcholu˚ (Node).
• Trˇı´daModularity slouzˇı´ k otestova´nı´ kvality deˇlenı´ grafu dany´m algoritmem. Trˇı´da
Modularity meˇrˇı´ modularitu deˇlene´ho grafu.
• Trˇı´daMaxMinCut take´ slouzˇı´ k meˇrˇenı´ kvality deˇlenı´ grafu. Trˇı´da MaxMinCut meˇrˇı´
MaxMinCut index deˇlene´ho grafu.
• Da´le se zde nacha´zı´ trˇı´da ReadGDF, ktera´ slouzˇı´ pro prˇevod z GDF souboru do
testovacı´ aplikace (konkre´tneˇ do instance trˇı´dy Graph). Tato trˇı´da umozˇnˇuje take´
opacˇny´ smeˇr prˇevodu dat - z instance trˇı´dy Graph do souboru GDF.
• Dalsˇı´ trˇı´dou, ktera´ umozˇnˇuje prˇevod souboru z/do instance trˇı´dy Graph je trˇı´da
ReadFromMetisFile. Tato trˇı´da prˇeva´dı´ forma´t souboru (GRAPH) z aplikace METIS
do instance trˇı´dy Graph a naopak. Take´ vy´sledek z aplikace METIS (jiny´ forma´t
souboru) bylo potrˇeba prˇeve´st do instance trˇı´dy Graph a na´sledneˇ do souboru GDF
pro jeho vizualizaci.
• Trˇı´da Ford Fulkerson realizuje vybrany´ Ford-Fulkersonu˚v algoritmus (viz 4.6). Tento
algoritmus byl vybra´n za´meˇrneˇ proto, zˇe nenı´ soucˇa´stı´ aplikace Metis a bude srov-
na´va´na pra´veˇ s vy´sledky z te´to aplikace.
• Trˇı´da GreedyGraphGrowingPartitioning realizuje druhy´ zvoleny´ algoritmus GGGP
(Greedy Graph Growing Parititoning - viz 4.8). Tento algoritmus obsahuje jak tato
testovacı´ aplikace, tak i aplikace Metis. Tyto dva vy´sledky budou na konci porov-
na´va´ny s vy´sledky Ford-Fulkersonova algoritmu.
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• Trˇı´da KernighanLin realizuje vybrany´ Kernighan-Linu˚v algoritmus (viz 4.7). Tato
trˇı´da se „vola´“ po rozdeˇlenı´ grafu na vı´c cˇa´sti.
Ostatnı´ trˇı´dy slouzˇı´ k urcˇenı´ zdroje a spotrˇebicˇe:
• Trˇı´da BiggestDegreeNodeFromNodes vra´tı´ dva vrcholy z grafu s nejvysˇsˇı´m stupneˇm
vrcholu.
• Trˇı´da FarthestPathFromNode naopak vra´tı´ dva vrcholy od sebe nejvzda´leneˇjsˇı´.
• Trˇı´da RepairsToContinuosGraph slouzˇı´ k odstraneˇnı´ nesouvislosti grafu po aplikaci
GGGP algoritmu.
• Poslednı´ trˇı´dou je testovacı´ trˇı´da Test Algorithms, v ktere´ jsou prova´deˇny a vyhod-
nocova´ny testy jednotlivy´ch algoritmu˚.
6.2 Cı´le a prˇedpoklady testu˚
Drˇı´ve, nezˇ se uskutecˇnı´ testova´nı´, je trˇeba si urcˇit cı´le a prˇedpokla´dane´ vy´sledky teˇchto
testu˚. Jelikozˇ kazˇdy´ z pouzˇity´ch algoritmu˚ ma´ sva´ specificka´ omezenı´ jak na kvalitu, tak
na cˇas a byly detailneˇ rozebı´ra´ny v prˇedesˇly´ch kapitola´ch, lze neˇktere´ vy´sledky testu˚ s
jistou pravdeˇpodobnosti prˇedpoveˇdeˇt.
Prˇi testova´nı´ Ford-Fulkersonovaalgoritmuseocˇeka´va´ vy´sledne´ rozdeˇlenı´ grafu˚ s velmi
dobry´mi vy´sledky - vysoka´ modularita a nı´zky´ MaxMinCut index. Dalsˇı´m prˇedpokla-
dem je jeho vysoka´ cˇasova´ na´rocˇnost u velky´ch grafu˚ (vı´ce nezˇ 1000 vrcholu˚), jelikozˇ
jeho cˇasova´ na´rocˇnost je O(n3). Poslednı´m prˇedpokla´dany´m vy´sledkem je ta skutecˇnost,
zˇe po aplikova´nı´ Kernighan-Linova algoritmu, na rozdeˇlenı´ pomocı´ Ford-Fulkersonova
algoritmu, se modularita a MinMaxCut index te´meˇrˇ nezmeˇnı´, ne-li vu˚bec.
Prˇi testova´nı´ GGGP na grafech je prˇedpoklad u´plneˇ opacˇny´. Cˇasova´ na´rocˇnost tohoto
algoritmu bude mnohen nizˇsˇı´, nezˇ u Ford-Fulkersonova algoritmu, vzhledem k jeho
cˇasove´ na´rocˇnosti O(mn, kde m je pocˇet vrcholu˚ a n je pocˇet hran). Take´ po aplikova´nı´
Kernighan-Linova algoritmu se bude jeho modularita a MaxMinCut index vy´razneˇji lisˇit
od pu˚vodnı´ho rozdeˇlenı´, jelikozˇ tento algoritmus nenı´ zalozˇen na hleda´nı´ minima´lnı´ho
rˇezu, ale pouze rozpu˚lı´ dany´ graf na dveˇ cˇa´sti podle va´h hran.
U vy´sledku˚ testu˚ z aplikace METIS se ocˇeka´vajı´ nejkvalitneˇjsˇı´ a nejrychlejsˇı´ vy´sledky.
Cˇasova´ na´rocˇnost bude velmi nı´zka´ vzhledem k optimalizaci ko´du, ktery´ v testovacı´ apli-
kaci nenı´ na takove´ u´rovni. Take´ bude cˇasovy´ rozdı´l velmi patrny´ u velky´ch grafu˚. Dı´ky
aplikova´nı´ algoritmu na zkra´cenı´ grafu a na´sledne´mu aplikova´nı´ GGGP na zkra´ceny´
graf, bude cˇasova´ na´rocˇnost vy´razneˇ nizˇsˇı´. Ota´zkou vsˇak zu˚sta´va´, jestlizˇe vy´sledne´ roz-
deˇlenı´ bude mı´t lepsˇı´ modularitu a MaxMinCut index, nezˇ naprˇ. rozdeˇlenı´ pomocı´ Ford-
Fulkersonova algoritmu. Jelikozˇ aplikace METIS zahrnuje zkracova´nı´ grafu˚, na´slednou
aplikaci vybrane´ho algoritmu (GGGP), pote´ rozsˇı´rˇenı´ a na´sledneˇ aplikaci Kernighan-
Linova algoritmu na rozdeˇleny´ graf, nebude mozˇno zmeˇrˇit kvalitu rozdeˇlenı´ grafu jen
pomocı´ GGGP.
Prˇi testova´nı´ budou pouzˇity trˇi ru˚zne´ typy grafu˚. Edison - je neorientovany´ ohod-
noceny´ graf, ktery´ mi byl prˇideˇlen my´m vedoucı´m a zachycuje synteticke´ vztahy mezi
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studenty. Metis mesh - jedna´ se o mesh, ktera´ byla soucˇa´stı´ aplikace METIS, urcˇena´ k
testova´nı´. Graf100 - jedna´ se o neorientovany´, ohodnoceny´ graf se 109 vrcholy a byl mnou
umeˇle vytvorˇen za u´cˇelem testova´nı´ algoritmu˚ na maly´ch grafech.
6.3 Vy´sledky testu˚
Nynı´ budou prezentova´ny jednotlive´ testy. Kazˇdy´ test probı´ha´ na trˇech ru˚zny´ch grafech
- velky´ graf (Edison) s prˇiblizˇneˇ 2 000 vrcholy, maly´ graf (Graf100) s prˇiblizˇneˇ 100 vrcholy
a mesh(Metis mesh) s prˇiblizˇneˇ 7000 vrcholy.
Vy´sledky vsˇech provedeny´ch testu˚:
1. Testova´nı´ Ford-Fulkersonova algoritmu na grafech s nejvzda´leneˇjsˇı´m zdrojem
od spotrˇebicˇe.
Na´zev
grafu
Pocˇet
vrcholu˚
Pocˇet hran
Cˇas deˇlenı´
grafu
[00:00:000]
Pocˇet
vrcholu˚
podgrafu
G1
Pocˇet hran
podgrafu
G1
Edison 2133 51285 - - -
Graf100 109 154 00:00:047 64 87
Metis mesh 7434 22302 03:18:281 1 0
Pocˇet
vrcholu˚
podgrafu
G2
Pocˇet hran
podgrafu
G2
Minima´lnı´
rˇez po F-F
MaxMin-
Cut po
F-F
Modularita
po F-F
Pocˇet zmeˇn
po K-L
- 2133 51285 - - -
45 63 4 0,0242 0,49965 0
7433 22299 3 0 0 0
Minima´lnı´
rˇez po K-L
MaxMin-
Cut po
K-L
Modularita
po K-L
- - -
4 0,0242 0,49965
3 0 0
Tabulka 6: Vy´sledek testu˚ F-F s 2 nejvzda´leneˇjsˇı´mi vrcholy grafu jako zdroj a spotrˇebicˇ
V tabulce 6 vidı´me vy´sledky testu˚ deˇlenı´ grafu˚ pomocı´ F-F algoritmu. U tohoto deˇlenı´
byly urcˇeny dva pocˇa´tecˇnı´ parametry - dva vrcholy (zdroj a spotrˇebicˇ) jako dva nejvzda´-
leneˇjsˇı´ od sebe, cˇı´mzˇ se dosa´hlo velmi dobry´ch vy´sledku˚. Na grafu Edison vsˇak nebylo
mozˇno nameˇrˇit jake´koliv hodnoty, jelikozˇ tento graf ma´ 2133 vrcholu˚ a tento algoritmus
ma´ cˇasovou slozˇitost O(n3). Uka´zalo se tedy, zˇe F-F algoritmus nenı´ vhodny´ pro deˇlenı´
grafu˚ obsahujı´cı´ch vı´ce, nezˇ 2000 vrcholu˚. Cozˇ ovsˇem nenı´ azˇ tak pravda, jelikozˇ take´
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hodneˇ za´lezˇı´, z hlediska cˇasove´ho, na ohodnocenı´ va´h hran dane´ho grafu. Naprˇı´klad u
grafu Metis mesh, ktery´ reprezentuje mesh, jsou vsˇechny hrany ohodnoceny va´hou 1,
a tedy prˇi hleda´nı´ zlepsˇujı´cı´ch cest veˇtsˇinou algoritmus procha´zı´ touto hranou pouze
jednou, pak je jizˇ kapacita te´to hrany vycˇerpana´. Z tohoto du˚vodu, take´ sˇlo z hlediska
cˇasove´ho rozdeˇlit Metis mesh, ktery´ obsahuje prˇes 7000 vrcholu˚ (viz 6). Vy´sledek tohoto
deˇlenı´ na dane´m grafu dopadl tak, zˇe algoritmus oddeˇlil zdroj od zbytku meshe. Tento
vy´sledek se dal ocˇeka´vat vzhledem k hustoteˇ hran v tomto grafu. Du˚lezˇity´ je vsˇak vy´-
sledny´ cˇas, ktery´ je 3min. a 18s. Vzhledem ke grafu Edison, ktery´ obsahuje trˇikra´t me´neˇ
vrcholu˚ a jehozˇ cˇas deˇlenı´ se odhaduje v rˇa´du hodin, je tento vy´sledek z hlediska cˇasove´ho
vy´borny´. Avsˇak tento cˇas je ovlivneˇn take´ strukturou grafu, kdy se do podgrafu G1 dostal
jen jediny´ vrchol a tedy algoritmus rychle skoncˇil. Poslednı´m testovany´m grafem v tomto
testu byl Graf100. Tento graf obsahuje 109 vrcholu˚. Vy´sledek tohoto deˇlenı´ lze videˇt na
obra´zku 16. Cˇas deˇlenı´ byl velmi rychly´ 0,047s. Kvalita vy´sledne´ho grafu je velmi vysoka´,
jelikozˇ po aplikaci K-L algoritmu jizˇ nedosˇlo k prˇehozenı´ jake´hokoliv vrcholu a tedy se
ani minima´lnı´ rˇez nezmeˇnil. Modularita je velmi vysoka´ aMaxMinCut index velmi nı´zky´.
2. Testova´nı´ Ford-Fulkersonova algoritmu na grafech s dveˇma vrcholy o nejvysˇsˇı´m
stupni - jako zdroj a spotrˇebicˇ.
Na´zev
grafu
Pocˇet
vrcholu˚
Pocˇet hran
Cˇas deˇlenı´
grafu
[00:00:000]
Pocˇet
vrcholu˚
podgrafu
G1
Pocˇet hran
podgrafu
G1
Edison 2133 51285 - - -
Graf100 109 154 00:00:125 43 61
Metis mesh 7434 22302 08:21:375 7433 22291
Pocˇet
vrcholu˚
podgrafu
G2
Pocˇet hran
podgrafu
G2
Minima´lnı´
rˇez po F-F
MaxMin-
Cut po
F-F
Modularita
po F-F
Pocˇet zmeˇn
po K-L
- 2133 51285 - - -
66 89 4 0,0242 0,4965335 0
1 0 11 0 0 0
Minima´lnı´
rˇez po K-L
MaxMin-
Cut po
K-L
Modularita
po K-L
- - -
4 0,0242 0,4965335
11 0 0
Tabulka 7: Vy´sledek testu˚ F-F s 2 vrcholy o nejvysˇsˇı´ch stupnı´ch v grafu
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V tabulce 7 vidı´me nameˇrˇene´ hodnoty. Tento test se od toho prˇedchozı´ho lisˇı´ pouze v na-
stavenı´ pocˇa´tecˇnı´ho zdroje a spotrˇebicˇe pro F-F algoritmus. Nynı´ se nasˇly dva vrcholy
o nejvysˇsˇı´m stupni (viz 17). Graf Edison nemohl by´t vzhledem k cˇasove´ na´rocˇnosti F-F
algoritmu proveden. Mesh s na´zvem Metis mesh byla rozdeˇlena za vı´ce nezˇ 8min. Taky
zde dosˇlo k odtrzˇenı´ jedine´ho vrcholu od zbytku grafu. Du˚vodem toho rozdeˇlenı´ je, zˇe
druhy´ vrchol (spotrˇebicˇ) byl na „okraji“ sı´teˇ a F-F algoritmus ho tedy oddeˇlil od zbytku
sı´teˇ. Z tabulky lze vycˇı´st, zˇe tento vrchol meˇl 11 sousednı´ch vrcholu˚ (minima´lnı´ rˇez je 11).
Je tedy zrˇejme´, zˇe F-F algoritmus se pro deˇlenı´ mesh nehodı´. Vy´sledek grafu Graf100 (viz
obra´zek 17) dopadl stejneˇ, jak u prˇedchozı´ho testu, jen je cˇasoveˇ pomalejsˇı´.
3. Testova´nı´ GGGP algoritmu s nejvzda´leneˇjsˇı´mi vrcholy mezi sebou.
Na´zev
grafu
Pocˇet
vrcholu˚
Pocˇet hran
Cˇas deˇlenı´
grafu
[00:00:000]
Pocˇet
vrcholu˚
podgrafu
G1
Pocˇet hran
podgrafu
G1
Edison 2133 51285 02:25:187 1825 43665
Graf100 109 154 00:00:016 44 56
Graf100 upd
109 154 00:00:016 48 63
Metis mesh 7434 22302 00:50:156 5723 15626
Pocˇet
vrcholu˚
podgrafu
G2
Pocˇet hran
podgrafu
G2
Minima´lnı´
rˇez po F-F
MaxMin-
Cut po
GGGP
Modularita
po GGGP
Pocˇet zmeˇn
po K-L
308 4995 309010 0,303 0,49999 -
65 84 20 0,1221 0,49688 44
61 82 15 0,0861 0,49763 2
1711 1167 5509 3,4972 0,499628 -
Minima´lnı´
rˇez po K-L
MaxMin-
Cut po
K-L
Modularita
po K-L
- - -
34 0,0242 0,49739
8 0,0518 0,4977
- - -
Tabulka 8: Vy´sledek testu˚ GGGP s 2 nejvzda´leneˇjsˇı´mi vrcholy v grafu
Pomocı´ tohoto algoritmu s cˇasovou slozˇitostı´ O(mn, kde m je pocˇet vrcholu˚ a n je
pocˇet hran) lze rozdeˇlit i veˇtsˇı´ grafy, nezˇ u F-F algoritmu. Z tabulky 8 lze vycˇı´st, zˇe
graf Edison byl rozdeˇlen na dveˇ cˇa´sti za 2:25 min. Vy´sledny´ graf lze videˇt na obra´zku
18. Rozdeˇlenı´ probeˇhlo s tı´mto vy´sledkem, jelikozˇ tento hladovy´ algoritmus postupneˇ
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ke sve´mu pocˇa´tecˇnı´mu vrcholu prˇida´va´ dalsˇı´ vrcholy a pocˇı´ta´ va´hu hran mezi teˇmito
vrcholy. Jakmile je va´ha hran mezi vybrany´mi vrcholy veˇtsˇı´, nezˇ polovina celkove´ va´hy,
algoritmus koncˇı´ a graf je rozdeˇlen. Z obra´zku 18 lze tedy urcˇit, zˇe spodnı´ oblast grafu
vybarvena´ modrˇe obsahuje vı´ce nezˇ polovinu soucˇtu va´h hran cele´ho grafu. Na obra´zku
19 lze videˇt prˇiblı´zˇenou oblast z prˇedchozı´ho grafu. K zlepsˇenı´ tohoto rozdeˇlenı´ pomocı´
K-L algoritmu nedosˇlo z du˚vodu cˇasove´ na´rocˇnosti tohoto algoritmu (O(n3)). Tedy tento
algoritmus nebyl aplikova´n na vy´sledne´ rozdeˇlenı´ grafu Edison.
Druhy´m testovany´m bylameshMetis mesh. Tato velka´ sı´t’byla rozdeˇlena za pouhy´ch
50 sekund. Bohuzˇel nesˇlo na ni aplikovat K-L algoritmus pro zlepsˇenı´ rozdeˇlenı´ te´tomesh.
Z tabulky 8 lze take´ vycˇı´st, zˇe algoritmus musel odstranit 5509 hran, aby rozdeˇlil graf
na dveˇ cˇa´sti. K-L algoritmus by v te´to situaci zrˇejmeˇ nepomohl, jelikozˇ ohodnocenı´ hran
v mesh je vsˇude 1. Na obra´zku 20 lze videˇt vy´sledek tohoto rozdeˇlenı´. Vzhledem k
mnozˇstvı´ vrcholu˚ slouzˇı´ tento obra´zek pouze jako ilustracˇnı´.
Poslednı´m testovany´m grafem byl graf Graf100. V tabulce 8 lze videˇt, jak aplikova´nı´m
K-L na pu˚vodnı´ rozdeˇlenı´ pomocı´ GGGP se minima´lnı´ rˇez zmensˇil, MaxMinCut index
take´ a vzrostla modularita. Cozˇ na´m rˇı´ka´, zˇe kvalita deˇlenı´ se zlepsˇila. Na obra´zku 21 lze
videˇt rozdeˇlenı´ grafu teˇsneˇ po aplikaci GGGP algoritmu. Na obra´zku 22 lze videˇt, co se
stalo s rozdeˇlenı´m po aplikaci K-L algoritmu.
Obra´zek 14: Kolize prˇi deˇlenı´
Jelikozˇ prˇi deˇlenı´ grafu pomocı´ GGGP mu˚zˇe dojı´t k izolova´nı´ cˇa´sti grafu patrˇı´cı´ho do
podgrafu G2 podgrafem G1 (viz obra´zek 14), mu˚zˇe dojı´t ke kolizi, kdy aplikova´nı´m K-L
na takto nesouvisle´ podgrafy dojde jesˇteˇ k veˇtsˇı´mu znehodnocenı´ vy´sledku (viz obra´zek
22 ). Mozˇny´m rˇesˇenı´m by bylo prˇida´nı´ takto izolovany´ch cˇa´sti podgrafu k druhe´mu pod-
grafu, cˇı´mzˇ by se odstranila nesouvislost podgrafu˚. Aplikovany´ K-L algoritmus na takto
upravene´ podgrafy by pote´ pracoval spra´vneˇ. Tato u´prava byla provedena a vy´sledky lze
videˇt v tabulce v rˇa´dku s na´zvem Graf100 upd. Na obra´zku 23 je takte´zˇ vy´sledek teˇchto
u´prav zachycen. Podle tabulky 8 se po u´praveˇ a aplikova´nı´ K-L algoritmu minima´lnı´ rˇez
vy´razneˇ zmensˇil, tedy dosˇlo ke zlepsˇenı´ kvality deˇlenı´ grafu.
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4. Testova´nı´ GGGP algoritmu s vrcholem s nejveˇtsˇı´m stupneˇm.
U druhe´ho testu deˇlenı´ grafu˚ pomocı´ algoritmu GGGP byl urcˇen (jako pocˇa´tecˇnı´ vrchol)
vrchol s nejveˇtsˇı´m stupneˇm. Deˇlenı´ grafu Edison probeˇhlo velmi rychle - 1 min. Vy´sledek
tohoto deˇlenı´ lze videˇt na obra´zku 24. Vy´sledne´ rozdeˇlenı´ ma´ velmi vysokou modularitu
a nı´zky´ MaxMinCutIndex (viz tabulka 9). Z tohohle vy´sledku lze tedy usuzovat, zˇe tento
algoritmus se hodı´ na velmi velke´ grafy (oproti F-F algoritmu).
Na´zev
grafu
Pocˇet
vrcholu˚
Pocˇet hran
Cˇas deˇlenı´
grafu
[00:00:000]
Pocˇet
vrcholu˚
podgrafu
G1
Pocˇet hran
podgrafu
G1
Edison 2133 51285 01:00:873 1083 29397
Graf100 109 154 00:00:015 80 109
Graf100 upd
7434 22302 00:00:031 82 104
Metis mesh 7434 22302 01:18:593 7251 21675
Pocˇet
vrcholu˚
podgrafu
G2
Pocˇet hran
podgrafu
G2
Minima´lnı´
rˇez po
GGGP
MaxMin-
Cut po
GGGP
Modularita
po GGGP
Pocˇet zmeˇn
po K-L
1050 14821 1319214 0,31017 0,49999 -
29 33 41 0,3737 0,49674 29
27 32 40 0,36021 0,49672 27
183 13 614 41,2343 0,499429 -
Minima´lnı´
rˇez po K-L
MaxMin-
Cut po
K-L
Modularita
po K-L
- - -
48 0,0242 0,4779
25 0,21368 0,49716
- - -
Tabulka 9: Vy´sledek testu˚ GGGP s 2 vrcholy o nejvysˇsˇı´ch stupnı´ch v grafu
Dalsˇı´m deˇleny´m grafem byla mesh. Deˇlenı´ probeˇhlo velmi rychle - 1:18 min. Vy´-
sledny´ MaxMinCut index je vsˇak velmi vysoky´, cozˇ naznacˇuje, zˇe mezi podgrafy existuje
spousta vazeb. Take´ minima´lnı´ rˇez to potvrzuje - 614. Tento algoritmus je pro tuto sı´t’
vhodneˇjsˇı´, nezˇ F-F algoritmus, ktery´ oddeˇlı´ zdroj od zbytku grafu (vzhledem k hustoteˇ
hran a ohodnocenı´).
Poslednı´m testovany´m grafem byl graf Graf100. U toho grafu, stejneˇ jako v prˇed-
chozı´m testova´nı´, dosˇlo ke kolizi. V tabulce 9 pod na´zvem grafu Graf100 upd lze videˇt
vy´sledky upravene´ho grafu.
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5. Deˇlenı´ grafu˚ pomocı´ aplikace Metis.
Na´zev
grafu
Pocˇet
vrcholu˚
Pocˇet hran
Cˇas deˇlenı´
grafu
[00:00:000]
Pocˇet
vrcholu˚
podgrafu
G1
Pocˇet hran
podgrafu
G1
Edison 2133 51285 00:00:016 1066 17647
Graf100 109 154 00:00:000 55 76
Metis mesh 7434 22302 00:00:063 3717 9179
Pocˇet
vrcholu˚
podgrafu
G2
Pocˇet hran
podgrafu
G2
Minima´lnı´
rˇez po
GGGP
MaxMin-
Cut po
GGGP
Modularita
po GGGP
Pocˇet zmeˇn
po K-L
1067 29601 617745 1,11979 0,49999 -
54 73 10 0,0359 0,49829 0
3717 9189 3934 0,42704 0,49961 -
Minima´lnı´
rˇez po K-L
MaxMin-
Cut po
K-L
Modularita
po K-L
- - -
10 0,0359 0,49829
- - -
Tabulka 10: Vy´sledek testu˚ z aplikace METIS
Poslednı´m testovacı´mprˇı´padembyloprovedenı´ testu˚ deˇlenı´ grafu˚ vprogramuMETIS.
Jelikozˇ tento program nema´ v sobeˇ zahrnut F-F algoritmus, testova´nı´ se omezilo pouze
na GGGP algoritmus. Nameˇrˇene´ hodnoty tedy budeme porovna´vat prˇedevsˇı´m s vlastnı´
implementaci GGGP algoritmu. Take´ vsˇak bude zajı´mave´ porovnat kvalitu rozdeˇlenı´ na
dany´ch grafech mezi F-F algoritmem a vy´sledkem z aplikace METIS.
Prvnı´m testovany´m grafem byl Graf100 (viz 25). Na obra´zku 15 lze videˇt vy´stup z
aplikace METIS. Vy´pocˇet probeˇhl velmi rychle a na obra´zku lze videˇt, zˇe ho program
ani jakoby nezaregistroval. Vy´pocˇet probeˇhl pomocı´ GGGP algoritmu. Program METIS
take´ nejdrˇı´v prˇed vy´pocˇtem „zkra´tı´“ vy´sledny´ graf a pak provede vy´pocˇet pomocı´ GGGP
a na´sledneˇ aplikuje vy´sledek na pu˚vodnı´ nezkra´ceny´ graf. Tedy vy´sledne´ cˇasy budou
z aplikace mnohem lepsˇı´. V porovna´nı´ s vy´sledky GGGP algoritmu, jak pro nejvzda´-
leneˇjsˇı´ vrcholy, tak pro vrcholy s nejvysˇsˇı´m stupneˇm, vycha´zı´ s nejlepsˇı´ modularitou a
MaxMinCut indexem vy´sledek z METIS aplikace. Take´ minima´lnı´ rˇez je mnohem mensˇı´.
V porovna´nı´ s F-F algoritmem vsˇak ma´ vysˇsˇı´ minima´lnı´ rˇez a horsˇı´ MaxMinCut index.
Modularita je te´meˇrˇ totozˇna´. Tento fakt nasveˇdcˇuje tomu, zˇe F-F algoritmus je pro tuto
velikost grafu˚ vhodneˇjsˇı´, nezˇ GGGP algoritmus.
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Obra´zek 15: Vy´sledny´ vy´pis z aplikace METIS
Druhy´m testovany´m grafem byl Edison. Tento graf rozdeˇlila aplikace METIS na dveˇ
stejne´ cˇa´sti s celkovy´m cˇasem vy´razneˇ mensˇı´m, nezˇ u testovacı´ aplikace. Take´ minima´lnı´
rˇez je te´meˇrˇ dvakra´t mensˇı´. Vy´sledna´ modularita je mnohem veˇtsˇı´, nezˇ u vy´sledku˚ z tes-
tovacı´ aplikace. Vy´sledky deˇlenı´ tohoto grafu pomocı´ F-F algoritmu bohuzˇel nejsou, tudı´zˇ
nemu˚zˇeme porovnat.
Poslednı´m testovany´m byla mesh Metis mesh. Aplikace METIS rozdeˇlila tuto sı´t’
prˇesneˇ na stejny´ pocˇet vrcholu˚. F-F algoritmus tuto sı´t’rozdeˇlil velmi sˇpatneˇ, kdy oddeˇlil
zdroj od zbytku grafu. Vy´sledek deˇlenı´ pomocı´ GGGP algoritmu testovacı´ aplikacı´ vy-
sˇel, co se ty´cˇe kvality hu˚rˇe, nezˇ tento vy´sledek z aplikace METIS. Prˇedevsˇı´m vy´sledny´
MaxMinCut index vysˇel daleko mensˇı´ nezˇ u testovacı´ aplikace.
6.4 Vyhodnocenı´ testu˚
V te´to podkapitole budou popsa´ny a vyvozeny za´veˇry z jizˇ nameˇrˇeny´ch a ukoncˇeny´ch
testu˚, ktere´ byly popsa´ny v prˇedesˇle´ podkapitole a vy´sledky vizualizova´ny (viz prˇı´loha
A). Vy´sledne´ shrnutı´, pro jaky´ typ grafu je vhodny´ dany´ algoritmus, je prˇehledneˇ popsa´n
v tabulce 11.
Bylo prova´deˇno celkem5 ru˚zny´ch testu˚ na dvou algoritmech -GGGPa F-F algoritmus.
Testy se prova´deˇly vzˇdy na trˇech stejny´ch a ru˚zneˇ velky´ch grafech. Prvnı´m testovany´m
grafem byl Edison s prˇiblizˇneˇ 2000 vrcholy. Da´le graf Graf100 s zhruba 100 vrcholy
a Metis mesh s okolo 7000 vrcholy. Metis mesh byla pouzˇita z aplikace METIS. Bylo tedy
trˇeba prˇeve´st tento soubor typu MESH do testovacı´ aplikace a z te´ na´sledneˇ do souboru
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typu GDF. Take´ bylo trˇeba prˇeve´st grafy Edison a Graf100 do souboru podporujı´cı´ho
aplikace METIS. Vy´sledek z programuMETIS meˇl take´ jinou strukturu, kterou bylo trˇeba
zpracovat a prˇeve´st do GDF pro vizualizaci vy´sledku˚.
Z nameˇrˇeny´ch hodnot pro F-F algoritmus vyply´va´, zˇe je vhodny´ z cˇasove´ho hlediska
spı´sˇe na mensˇı´ grafy (obsahujı´cı´ stovky vrcholu˚). Take´ se nehodı´ pro deˇlenı´ mesh. Vzhle-
dem k hustoteˇ hran te´to sı´teˇ se veˇtsˇinou stane, zˇe se graf rozdeˇlı´ na zdroj nebo spotrˇebicˇ
a druhou cˇa´st tvorˇı´ zbytek grafu. Rˇesˇenı´m tohoto proble´mu by mohlo by´t omezenı´ na
pocˇet vrcholu˚ dane´ho podgrafu. Vy´borneˇ, jak po stra´nce cˇasove´, tak po stra´nce kvality
pracoval tento algoritmus na grafu Graf100 (viz 6). Rozdeˇlil tento graf na dva podgrafy s
minima´lnı´m mozˇny´m rˇezem (viz obra´zek 16). Toho bylo oveˇrˇeno aplikova´nı´m K-L algo-
ritmu na dany´ vy´sledek. Nedosˇlo jizˇ k zˇa´dne´mu prˇehozenı´ vrcholu˚. Stejne´ho vy´sledku
dosa´hl jak s nastavenı´m pro nejvzda´leneˇjsˇı´ pocˇ. vrcholy, tak i pro vrcholy s nejvysˇsˇı´m
stupneˇm. Na grafu Edison se nepovedlo tento algoritmus otestovat z du˚vodu jeho cˇasove´
slozˇitosti.
Druhy´m algoritmem, ktery´ je stejneˇ jako F-F algoritmus soucˇa´stı´ testovacı´ aplikace byl
GGGP algoritmus. U tohoto algoritmu se take´ nastavoval pocˇa´tecˇnı´ parametr. Nastavil
se jeden z vrcholu˚, jenzˇ byl od toho druhe´ho nejvzda´leneˇjsˇı´ a take´ vrchol s nejvysˇsˇı´m
stupneˇm. Prˇi testova´nı´ na trˇech ru˚zneˇ velky´ch grafech se dospeˇlo k vy´sledku˚m, zˇe GGGP
algoritmus nedosahuje takove´ kvality rozdeˇlenı´ u grafu Graf100 jako F-F algoritmus.
Dokonce u GGGP algoritmu mu˚zˇe dojı´t ke kolizi, kdy jeden z podgrafu˚ izoluje cˇa´st grafu
(viz 14). Tento proble´m byl vyrˇesˇen algoritmem pro hleda´nı´ dvou nejveˇtsˇı´ch souvisly´ch
cˇa´sti, kdy koliznı´ cˇa´sti grafu byly prˇirˇazeny jednomu z podgrafu˚ (viz 23). Dosˇlo tak ke
korektneˇjsˇı´m vy´sledku˚m a obzvla´sˇt’vy´sledku˚m po aplikova´nı´ K-L. Tento algoritmus byl
touto kolizı´ nejvı´c ovlivnˇova´n a vy´sledky uda´val velmi neprˇesne´ (viz 22). Dane´ vy´sledne´
rozdeˇlenı´ z hlediska kvality bylo velmi sˇpatne´. Po aplikaciK-L algoritmuna toto rozdeˇlenı´
dosˇlo k mnoha u´prava´m a i prˇesto nedosa´hlo toto rozdeˇlenı´ na kvalitu F-F algoritmu.
Tento algoritmus si vsˇak oproti F-Fdoka´zal poradit s grafemEdison.V jednomprˇı´padeˇ
to zvla´dl za vı´ce nezˇ 2 minuty a v druhe´m za 1 minutu. U vy´sledne´ho zobrazenı´ se pak
uka´zalo (viz 18), zˇe spodnı´ cˇa´st grafu obsahuje vı´ce nezˇ polovinu va´h hran grafu.
Poslednı´m testovany´m byla mesh s na´zvem Metis mesh. GGGP algoritmus zvla´dl
cˇasoveˇ velmi rychle rozdeˇlit tuto sı´t’. Vzhledem vsˇak k hustoteˇ hran tvorˇı´ jeden podgraf
veˇtsˇina vrcholu˚. Pro deˇlenı´ mesh by bylo vhodneˇjsˇı´ tento algoritmus upravit spı´sˇe na limit
pocˇtu vrcholu˚, nezˇ va´h hran. Tak jak je tomu v aplikaci METIS.
Poslednı´m krokem testova´nı´ bylo tyto nameˇrˇene´ vy´sledky porovnat s vy´sledky ob-
drzˇene´ z programuMETIS. V te´to aplikaci byly testova´ny trˇi stejne´ grafy jako v prˇedesˇly´ch
testech. U kazˇde´ho vy´sledku byla doba testova´nı´ velmi nı´zka´ a oproti testovacı´ aplikaci
zanedbatelna´. Bylo tomu tak z du˚vodu, jak tato aplikace pracuje. Dany´ graf nejdrˇı´ve
„zkra´tı´“. Tento graf pak obsahuje velmi ma´lo vrcholu˚. Na takto upraveny´ graf aplikuje
algoritmus (v nasˇem prˇı´padeˇ GGGP). Vy´sledny´ rˇez aplikuje na pu˚vodnı´ graf. Tı´mto apli-
kace dosa´hne velmi rychle´ho rˇesˇenı´. Druhy´m du˚vodemmu˚zˇe by´t take´ lepsˇı´ optimalizace
aplikace, nezˇ je naimplementova´na vlastnı´ testovacı´ aplikace.
Prvnı´m testovany´m grafem byl Edison. Jelikozˇ pomocı´ F-F algoritmu se nepovedlo
tento graf rozdeˇlit, mu˚zˇeme srovnat vy´sledky jen s vy´sledky pomocı´ GGGP algoritmu.
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Vy´sledky z aplikace METIS a vy´sledky z testovacı´ aplikace jsou velmi podobne´, ne-li
totozˇne´. Jelikozˇ byla zvolena me´neˇ prˇesna´ metoda (deˇlenı´ dle va´h hran), nezˇ u aplikace
METIS (deˇlenı´ dle vrcholu˚), je konecˇne´ rozdeˇlenı´ testovacı´ aplikacı´ me´neˇ prˇesne´. Kdy-
bychom zvolili stejnou metodu, vy´sledek by byl totozˇny´ jen s cˇasovy´m rozdı´lem. Proto
byla zvolena na porovna´nı´ jina´ varianta deˇlenı´.
Druhy´m testovany´m grafem byl graf Graf100 (viz 25). Jestlizˇe porovna´me vy´sledek
z aplikace METIS a GGGP algoritmem v testovacı´ aplikaci, zjistı´me, zˇe vy´sledky jsou
si takte´zˇ velmi podobne´. Kvalitou je nepatrneˇ lepsˇı´ vy´sledek z aplikace METIS, ale mi-
nima´lnı´ rˇez je veˇtsˇı´, nezˇ u vy´sledku z testovacı´ aplikace prˇi pouzˇitı´ GGGP algoritmu s
nevzda´leneˇjsˇı´m vrcholem. U druhe´ho testu GGGP s nejveˇtsˇı´m stupneˇm vrcholu je vy´sle-
dek vy´razneˇ horsˇı´. Porovna´nı´m kvality vy´sledku s F-F algoritmem zjistı´me, zˇe vy´sledne´
rozdeˇlenı´ pomocı´ F-F je kvalitneˇjsˇı´, ma´ mensˇı´ minima´lnı´ rˇez, nezˇ z aplikace METIS. Tedy
pro tyto strˇedneˇ velke´ grafy je vhodneˇjsˇı´ F-F algoritmus, nezˇ GGGP.
Poslednı´m porovna´vany´m je sı´t’Metis mesh. F-F algoritmus je naprosto nevhodny´
pro tuto sı´t’, tedy vy´sledky budeme porovna´vat jenom s GGGP v testovacı´ aplikaci.
Prˇi porovna´nı´ teˇchto vy´sledku˚, lze peˇkneˇ videˇt rozdı´l obou metod. Jelikozˇ sı´t’ je velmi
husteˇ propojena, tak vy´sledek z testovacı´ aplikace vra´tı´ jeden podgraf s veˇtsˇinou vrcholu˚
a druhy´ podgraf sminimemvrcholu˚. UGGGPalgoritmu se zvoleny´mnejvysˇsˇı´m stupneˇm
vrcholu˚ je vy´sledek jesˇteˇ patrneˇjsˇı´. Kdezˇto algoritmus z aplikaceMETIS rozdeˇlı´ sı´t’prˇesneˇ
na polovinu. Porovna´vat tedy tyto vy´sledky nelze.
V tabulce 11 nynı´ vidı´me graficky zna´zorneˇne´, ktere´ algoritmy, na ktery´ch grafech
obsta´ly a naopak, ktere´ neobsta´ly.
Na´zev grafu
Velky´ graf
(Edison)
Maly´ graf
(Graf100)
Mesh
(Metis mesh)
F-F alg. s 2 nejvzda´leneˇjsˇı´mi
vrcholy
F-F alg. s 2 vrcholy
nejvysˇsˇı´ho stupneˇ
GGGP alg. s
nejvzda´leneˇjsˇı´m vrcholem
GGGP alg. s vrcholem
nejvysˇsˇı´ho stupneˇ
GGGP alg. z aplikace
METIS
Tabulka 11: Prˇehled vhodnosti testovany´ch algoritmu˚ na typy grafu˚
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7 Za´veˇr
Cı´lem te´to pra´ce bylo zı´skat za´kladnı´ prˇehled o existujı´cı´ch rˇesˇenı´ch pro deˇlenı´ grafu˚,
popsat tyto algoritmy rˇesˇı´cı´ tento proble´m a v prakticky´ch experimentech oveˇrˇit jejich
kvalitu a cˇasovou na´rocˇnost. Beˇhem te´to pra´ce jsem se sezna´mil se za´kladnı´mi principy
a vlastnostmi jednotlivy´ch algoritmu˚. Take´ jsem se sezna´mil s vyuzˇitı´m teˇchto algoritmu˚
v praxi - doprava, socia´lnı´ sı´teˇ apod. Tyto informace a mnohe´ jine´ jsem uvedl v te´to pra´ci.
Druhy´m cı´lem me´ pra´ce bylo vytvorˇit testovacı´ aplikaci, ktera´ bude obsahovat ale-
sponˇ dva algoritmy na deˇlenı´ grafu˚. Tato aplikace byla vytvorˇena za u´cˇelem porovna´nı´
vy´sledku˚ oproti aplikaci METIS s kterou jsem byl sezna´men. U´kolem bylo take´ zjistit, zda
kvalita a cˇas vy´sledne´ho deˇlenı´ pomocı´ Ford-Fulkersnova algoritmu je lepsˇı´, nezˇ vy´sledek
z aplikace METIS.
Pote´, kdyzˇ byla testovacı´ aplikace hotova, byly navrzˇeny testy za u´cˇelem meˇrˇenı´ kva-
lity a cˇasove´ na´rocˇnosti jednotlivy´ch algoritmu˚. Kazˇdy´ algoritmus byl testova´n na trˇech
stejny´ch grafech, aby bylomozˇne´ posle´ze porovnat nameˇrˇene´ vy´sledky. Celkem probeˇhlo
15 testu˚ na trˇech grafech o ru˚zne´ velikosti. Vy´sledky teˇchto testu˚ byly zaznamena´ny do
tabulek a take´ vizualizova´ny programem Gephi.
Nakonec probeˇhlo vyhodnocenı´ a porovna´nı´ jednotlivy´ch vy´sledku˚mezi sebou amezi
aplikaci METIS. Z teˇchto vy´sledku˚ byly posle´ze vyvozeny za´veˇry dle cı´lu˚ te´to pra´ce.
Dalsˇı´ rozvoj te´to aplikace bych videˇl v implementaci hierarchicke´ho deˇlenı´ grafu˚ na
vı´ce, nezˇ jen dveˇ cˇa´sti. Take´ by se aplikace mohla rozsˇı´rˇit o dalsˇı´ algoritmy, ktere´ obsahuje
aplikace METIS a na´sledneˇ porovna´vat dosazˇene´ vy´sledky.
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A Grafy
Zde jsou umı´steˇny grafy, ktere´ zachycujı´ vy´sledky jednotlivy´ch testu˚ z vlastnı´ a METIS
aplikace. Jedna´ se o grafy ty´kajı´cı´ se testu˚ popsany´ch v kapitole 6.
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Obra´zek 16: Vy´sledne´ rozdeˇlenı´ grafu Graf100 pomocı´ F-F algoritmu
Obra´zek 17: Vy´sledek po rozdeˇlenı´ grafu Graf100 pomocı´ F-F algoritmu
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Obra´zek 18: Vy´sledek po rozdeˇlenı´ grafu Edison pomocı´ GGGP algoritmu
Obra´zek 19: Prˇiblı´zˇenı´ vy´sledne´ho grafu Edison rozdeˇlene´ho pomocı´ GGGP algoritmu
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Obra´zek 20: Vy´sledek rozdeˇlenı´ mesh pomocı´ GGGP algoritmu
Obra´zek 21: Vy´sledek rozdeˇlenı´ Graf100 pomocı´ GGGP algoritmu
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Obra´zek 22: Vy´sledek rozdeˇlenı´ Graf100 pomocı´ K-L algoritmu
Obra´zek 23: Vy´sledek rozdeˇlenı´ Graf100 po u´praveˇ
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Obra´zek 24: Vy´sledek rozdeˇlenı´ grafu Graf100 pomocı´ GGGP
Obra´zek 25: Vy´sledek rozdeˇlenı´ grafu Graf100 pomocı´ GGGP
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B Obsah prˇilozˇene´ho CD
• Diplomova´ pra´ce v elektronicke´ podobeˇ
• Testovacı´ aplikace pro vybrane´ deˇlı´cı´ algoritmy
• Upravena´ verze aplikace METIS
• Testovacı´ grafy pouzˇı´vane´ v testech
