Commitment Scheme is the basic element of various cryptographic protocols. The fuzziness introduced in the fuzzy commitment scheme allows small amount of corruptions. The fuzzy commitment scheme based on the cryptographic hash functions suffers security imperfections. Thus, this paper presents a fuzzy commitment scheme with the Reed Solomon error correction codes which is capable of correcting errors. The proposed scheme explores the different variables involved in the scheme and their effects on the execution time of the scheme.
INTRODUCTION
The conventional commitment scheme involves the processes that ensure secure and fair communication among the communicating parties. Manuel Blum [1] was the first to introduce the Commitment Scheme. The commitment scheme can be considered equivalent to the sealed envelope, where the message is hidden inside the sealed envelope. To open the commitment, both key and commitment string are mandatory. The sender encrypts the message of concealed bit and transmits it. The receiver can identify the message only after the sender discloses the concealed bit. Commitment Scheme must satisfy hiding and binding properties. The hiding property confirms that the receiver is completely unaware of the values before the open phase and the binding property bounds the sender to a single value. The sender cannot change his mind after sending the message. Moni Naor [3] proposed the bit commitment based on the pseudorandom generators. Another commitment scheme proposed by the Pederson [4] is based on the discrete log problem. Halevi and Micali [5] proposed the commitment based on collision free hashing. Claude [6] presented the bit commitment with oblivious transfer based on the Binary Symmetric Channel. Ari Juels and M.
Wattenberg [2] proposed the Fuzzy Commitment Scheme (FCS) introduces the Commitment Scheme with fuzziness in it. The introduced fuzziness allows the changed witness that is close to the original witness in some suitable metrics.
In the FCS, it is infeasible for the attacker to learn about the committed value or to reveal the original message with different committed value. Before the open phase, the recipient cannot acquire the committed value. The binding properties restrict the sender for at most one value. A. A. Al-Saggaf and H.S. Acharya [7] , define the FCS that uses the hash functions. The Fuzzy Commitment Scheme with the hash functions suffers the security flaws in the hashing technique. In another paper, Deo Brat Ojha and Ajay Sharma [8] present work on the FCS with the combination of McEliece Cryptosystem that suffers the limitation of large key size. The limitations in FCS with hashing and large key size can be considerably removed by using the Reed Solomon Codes. The RS codes add parity symbols in the original message and utilizes the parity symbol for error correction.
COMMITMENT SCHEME (CS)
In the CS, the sender wants to send a secret message to the receiver. The sender transforms the original message into committed message . In CS, it is impossible to identify from the . Commitment Scheme involves a function such that
The function maps the message into the secret messages . The sender is unable to predict the without and this is revealed to the recipient at the open phase.
, →
The CS can be considered as the three phases and three-tuple scheme , , where 0,1 is the message space with length . represents the event occurring at a specific time and denotes the individuals involved in the communication.
The three phases involved in the Commitment Scheme are Setup Phase, Commit Phase and Open Phase occurring at time 1, 2 and 3 respectively. During the setup phase, all the initial values are decided and published between the sender and the receiver. In the commit phase, message ∈ is committed along with into and sent it to the receiver. In the open phase, the receiver obtains the original message and decide to act or not.
FUZZY COMMITMENT SCHEME (FCS)
Ari Juels' Fuzzy Commitment Scheme [2] is different from the Commitment Scheme with the fact that in the open phase, the receiver can obtain the using that is close to the . The fuzziness in the FCS allows small errors in the witness value. Thus, the function becomes
The FCS can be considered as the three phases and four-tuple scheme , , , where is the message space, denotes the event occurring at a specific time and describes the individuals involved in the communication. Additional tuple f represents the error correction function. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. 
RS CODES
Error correction codes are significant when there are chances of error. The basic working principle behind the error correction codes is to add a certain amount of redundant bits in a particular way. I.S. Reed and G. Solomon presented their report, entitled "polynomial codes over certain finite fields" at M.I.T Lincoln Laboratory [9] in 1958. In 1960, their improved report was published as a paper in the Journal of the Society for Industrial and Applied Mathematics [10] . Reed-Solomon error correction codes capable of correcting both random and burst errors become an important code having large applications ranging from CD players to deep space applications.
A code
, can be defined as the mapping of bit information sequence into bit output sequence, where . The extra bits added to the encoded message are known as the parity bits or the redundant bits and these additional bits allow error detection and correction. The RS codes are non-binary cyclic codes having bit symbols where is any positive integer greater than 2. The , code on bit symbol exists for which
where is the input data to be encoded and is the number of symbols in the encoded data.
The number of redundant bits added to the encoded message can be identified using the following equation
where is the symbol error correction capability of the code. Thus, , code can be described as
For , codes, the minimum distance is given by
The code is capable of correcting any combination of up to errors, where can be expressed as
The RS code not only corrects the errors, but also correct the erasures.
RS ENCODING
The transformation of the message into encode form using RS codes involves the concepts of the finite fields. For each value of , where is a prime number, there exists a finite field having elements and is known as the Galois field and is denoted by . The Galois field can be extended to a field with elements, and is known as the extension field of . The extension field of can be denoted by where is any nonzero positive integer. The RS code utilizes the elements of the extension field . In case of the binary field, we have only two symbols (0, 1). Thus, the extension field for binary numbers can be represented as
2 . An additional unique element is there in the extension field other than 0 and 1, and this element can be represented by a new symbol . The nonzero elements in can be represented in terms of and its power.
As we know, the RS code can be simply represented by the equation 6 in terms of , and . Depending on the error correction capability of the RS code, the generator polynomial can be represented as ⋯
After observing the generating polynomial, it should be stated that the maximum degree of the polynomial must be equal to the number of parity symbols used. The roots of the generating polynomial can be denoted as , , … , . If 7,3 code is considered with values 7, 3 and 2 7 3 4, the generating polynomial can be written as
The message can be encoded by using the following equation
where is the message polynomial, and are the quotient and remainder polynomial respectively. The above equation can be alternatively expressed as
The resulting encoded message polynomial can be written as
RS DECODING
The retrieval of the encoded message back into its original form requires some algorithm that can efficiently accomplish this task.
In 1967, E. Berlekamp [11] proposed an efficient decoding algorithm for both BCH and RS codes. Massey, in his work [12] , demonstrates shift-register-based decoding algorithm that is equivalent to Berlekamp's decoding algorithm. The shift-registerbased decoding algorithm is known as the Berlekamp -Massey decoding algorithm with a complexity of . In 1975, another efficient decoding algorithm [13] for RS code has been introduced and this algorithm is known as the Euclidean decoding. This paper represents a method that can be used to solve the key equations for the Goppa polynomial using Euclid algorithm. The Euclidean algorithm can be successfully used for decoding RS code with complexity . In this paper, Berlekamp-Massey algorithm has been used for decoding the RS code.
PROPOSED FUZZY COMMITMENT SCHEME
The existing popular CS utilizes different methods for commitment. Naor interactive commitment scheme [3] is based on the pseudo-random generators whereas Pederson non interactive commitment scheme [4] uses the concept based on the discrete log. Halevi-Micali [5] commitment is based on the concept of collision free hashing. The proposed FCS uses the concept of codes and is capable of identifying and correcting errors. The proposed scheme is three-phased and four-tuple , , , scheme, where is the Galois array of symbols over 2 , represents the event occurring at any specific time, signify the individuals involved in the communication and describe the decoding algorithm used. The table 1 defines the various operations performed in each phase of the scheme.
Table 1. Phases in Proposed Scheme

Phases
Operations Performed
Setup Phase Initialize the Environment and Commitment is made. Commit Phase
Use proposed Commitment Scheme for commitment.
Open Phase
The sender reveals the witness and the coded message. The receiver first opens the commitment and decides to act or not.
The phases involved in the proposed process are explained below.
Setup Phase
After initializing the environment, both the sender and the receiver agree on the values of , , and at time 1. The commitment can be simply written as ,
Commit Phase
In the commit phase, the sender selects her message of length , where is Galois array symbols over 2 ).
i. Sender randomly chooses a witness value, of length , where is again Galois array symbols over 2 ). There are 2 possible witness for length . ii.
In the commitment, initially of length is first converted into coded message of length where . The transformation of into is achieved by applying RS codes. To obtain the concealed commitment , randomly selected is combined with by applying any operator. Consider, addition operator is applied.
Finally, the sender sends to the receiver at time 2.
Open Phase
At this phase, the fuzzy commitment key is disclosed. This is possible that errors may introduced or a corrupted witness value may be obtained. The commit phase is capable to correct up to errors. Consider, instead of and , we obtain ′ and ′ which may or may not involve corruptions. If the combine errors are less than , then we can successfully correct the errors using Reed Solomon Decoder. The steps involved in the Open Phase algorithm are:
i.
The receiver computes the commitment again ′ ′ ′ ii.
If , then there is no errors and receiver remove the parity bits and obtain the . Else if then receiver removes the witness value by applying the reverse operator. ′ Decoding is applied to the value obtained after witness removal, i.e. . If the number of errors is less than the error correction capability of the code, then the receiver can reconstruct the message. Otherwise, the receiver is free not to act as message.
ANALYSIS
The proposed FCS capable of correcting errors is implemented and all the results are generated using the MATLAB on Intel® Core™ i5-4210U processor with 8.00 GB RAM. All RS codes over 2 for 3 4 are listed in table 2. The table describes the possible values of , , , and where denotes the error correction capability and is the minimum distance of the code. The code rate is the ratio of message symbol to the coded message symbol. The effect of , and is analyzed on the execution time of commit and open phase.
The results are obtained with random messages and random witness with random number of errors. The time taken by both the Commit Phase and Open Phase code is observed and the mean of twentyfive execution of these phases is evaluated. As the value of varies from 5 to 10, the commit phase time increases almost twice, while there are small differences in the open phase time and this can be seen in fig. 1 . From the results obtained, this can be stated that the Commit phase time depends either on the value of or . The proposed fuzzy commitment scheme that utilizes the based concepts of RS coding is capable of regenerating the original message by removing the errors. It is almost impossible to know the encoded message secured with the fuzzy commitment key without opening the commitment and that commitment key is revealed later to the receiver.
In Commit Phase, the message is first encoded using the RS code and then the encoded message is again secured using the Fuzzy Commitment key. The message cannot be found by directly applying RS decoding without opening the Fuzzy Commitment key and that key is revealed later by the sender in the open phase. The receiver cannot predict the message before the open phase, and therefore, satisfies the hiding property. The message obtained after the open phase is same as the message sent by the sender and the sender cannot deny that the message is not the one sent by him, satisfying the binding property. The proposed process satisfies both binding and hiding properties.
CONCLUSIONS
The proposed scheme fuzzy commitment scheme satisfies both hiding and binding properties. Moreover, the scheme allows corruptions. It is possible to obtain the original message even with the corrupted key. The fuzziness in our scheme allows it to be used for those applications that can tolerate small errors such as Securing Biometric Templates, etc. The time taken by commit phase and open phase with different variables is also analyzed and the effect of these variables in different phases is explained. The commit phase time, depends largely on the value of .
