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Dispersive estimates of solutions to the Schro¨dinger equation in
dimensions n ≥ 4
Georgi Vodev
Abstract
We prove dispersive estimates for solutions to the Schro¨dinger equation with a real-valued
potential V ∈ L∞(Rn), n ≥ 4, satisfying V (x) = O(〈x〉−(n+2)/2−ǫ), ǫ > 0.
1 Introduction and statement of results
Let V ∈ L∞(Rn), n ≥ 4, be a real-valued function satisfying
|V (x)| ≤ C〈x〉−δ, ∀x ∈ Rn, (1.1)
with constants C > 0 and δ > (n + 2)/2, where 〈x〉 = (1 + |x|2)1/2. Denote by G0 and G
the self-adjoint realizations of the operators −∆ and −∆ + V (x) on L2(Rn). It is well known
that the absolutely continuous spectrums of the operators G0 and G coincide with the interval
[0,+∞). Moreover, by Kato’s theorem the operator G has no strictly positive eigenvalues, which
in turn implies that G has no strictly positive resonances neither. Throughout this paper, given
1 ≤ p ≤ +∞, Lp will denote the space Lp(Rn). Also, given an a > 0 denote by χa ∈ C∞(R) a
real-valued function supported in the interval [a,+∞), χa = 1 on [2a,+∞). Our main result is
the following
Theorem 1.1 Assume (1.1) fulfilled. Then for every a > 0, 0 < ǫ ≪ 1, there exist constants
C,Cǫ > 0 so that the following estimates hold∥∥∥eitGG−(n−3)/4χa(G)∥∥∥
L1→L∞ ≤ C|t|
−n/2, ∀t 6= 0, (1.2)
∥∥∥eitGχa(G)〈x〉−n/2−ǫ∥∥∥
L2→L∞ ≤ Cǫ|t|
−n/2, ∀t 6= 0. (1.3)
Moreover, for every 0 ≤ q ≤ (n− 3)/2, 2 ≤ p < 2(n−1−2q)n−3−2q , we have∥∥∥eitGG−αq/2χa(G)∥∥∥
Lp′→Lp ≤ C|t|
−αn/2, ∀t 6= 0, (1.4)
where 1/p + 1/p′ = 1, α = 1− 2/p.
Remark 1. The desired result would be to prove the estimate∥∥∥eitGχa(G)∥∥∥
L1→L∞ ≤ C|t|
−n/2, ∀t 6= 0. (1.5)
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It is shown by Goldberg and Visan [3], however, that when n ≥ 4 there exists a compactly
supported potential V ∈ Ck(Rn), ∀k < (n− 3)/2, for which (1.5) fails to hold. In other words,
in order that (1.5) holds true one needs to have a control of (n− 3)/2 derivatives of V . It seems
that for potentials satisfying (1.1) only, our estimate (1.2) with a loss of (n− 3)/2 derivatives is
quite optimal.
Remark 2. It is natural to expect that if the zero is neither an eigenvalue nor a resonance
of G, the statements of Theorem 1.1 hold true with χa replaced by the characteristic function,
χ, of the interval [0,+∞) (the absolutely continuous spectrum of G), G−(n−3)/4 and G−αq/2
replaced by 〈G〉−(n−3)/4 and 〈G〉−αq/2, respectively. To prove this, it suffices to show that in
this case the estimate (1.5) holds true with χa replaced by (1 − χa)χ for a > 0 small enough.
The proof of such an estimate, however, requires different techniques than those developed in
the present paper.
Remark 3. We believe that the estimate (1.4) still holds at the end point p = 2(n−1−2q)n−3−2q for
0 ≤ q < (n − 3)/2 and that our approach leads to such an estimate. In fact, it is not hard to
see from the proof of (1.4) in Section 4 that the problem is reduced to estimating the L2 → L2
norm of operators with explicitly given kernels.
The estimate (1.5) is proved in the case n = 2 by Schlag [7] for potentials satisfying (1.1)
with δ > 2. When n = 3, the estimate (1.5) is proved by Goldberg and Schlag [2] for potentials
satisfying (1.1) with δ > 3. Recently, (1.5) has been proved in this case by Vodev [8] and
Yajima [11] for potentials satisfying (1.1) with δ > 5/2, while Goldberg [1] has proved (1.5) for
a very large class of potentials including those satisfying (1.1) with δ > 2. The proofs in all
these papers (except for [8]) are based on the very nice properties of the outgoing and incoming
free resolvents when n = 2 and n = 3. When n ≥ 4, however, these properties are no longer
valid, and consequently one needs different methods to prove estimates like (1.5) (or like these
in Theorem 1.1). The first result in this case is due to Journe´, Sofer and Sogge [5], where
they proved an analogue of (1.5) for potentials satisfying (1.1) with δ > n + 4 as well as the
regularity property Vˆ ∈ L1. This was later improved by Yajima [10] using the properties of the
wave operators. Note also that the estimate (1.3) was proved by Jensen and Nakamura [4] for
potentials satisfying (1.1) with δ > n as well as an extra technical assumption.
To prove Theorem 1.1 we use the method of [8] together with some ideas from [9] where
similar dispersive estimates have been proved for the wave group eit
√
G for potentials satisfying
(1.1) with δ > (n + 1)/2. Roughly speeking, the method consists of reducing the dispersive
estimates to uniform estimates for the Shro¨dinger group (resp. the wave group) on weihted L2
spaces, which in turn are proved by using some more or less known properties of the perturbed
resolvent on weihted L2 spaces (see Section 3). Note finally that in view of Goldberg’s result [1],
one should expect that the statements of Theorem 1.1 hold true for the larger class of potentials
satisfying (1.1) with δ > (n + 1)/2. The proof of such estimates, however, would require a
different approach than this one presented here.
2 Preliminary estimates
The following properties of the free Schro¨dinger group will play a key role in the proof of our
dispersive estimates.
Proposition 2.1 Let ψ ∈ C∞0 ((0,+∞)). For every 0 ≤ s ≤ (n − 1)/2, 0 < ǫ ≪ 1, 0 < h ≤ 1,
2
t 6= 0, we have ∥∥∥eitG0ψ(h2G0)〈x〉−1/2−s−ǫ∥∥∥
L2→L∞ ≤ Ch
−(n−1)/2+s|t|−s−1/2, (2.1)
with a constant C > 0 independent of t and h. For every s ≥ 0, 0 < h ≤ 1, t ∈ R, we have∥∥∥〈x〉−seitG0ψ(h2G0)〈x〉−s∥∥∥
L2→L2 ≤ C〈t/h〉
−s, (2.2)
with a constant C > 0 independent of t and h.
Proof. We are going to take advantage of the formula
eitG0ψ(h2G0) = (πi)
−1
∫ ∞
0
eitλ
2
ψ(h2λ2)
(
R+0 (λ)−R−0 (λ)
)
λdλ, (2.3)
where R±0 (λ) are the outgoing and incoming free resolvents with kernels given in terms of the
Hankel functions by
[R±0 (λ)](x, y) = ±
i
4
(
λ
2π|x− y|
)ν
H±ν (λ|x− y|),
where ν = (n−2)/2. Hence, the kernel of the operator eitG0ψ(h2G0) is of the form Kh(|x−y|, t),
where
Kh(σ, t) =
σ−2ν
(2π)ν+1
∫ ∞
0
eitλ
2
ψ(h2λ2)Jν(σλ)λdλ = h−nK1(σh−1, th−2), (2.4)
where Jν(z) = zνJν(z), Jν(z) = (H+ν (z) +H−ν (z))/2 is the Bessel function of order ν. It is easy
to see that (2.1) follows from the bound
|Kh(σ, t)| ≤ Chs−(n−1)/2|t|−s−1/2σ−(n−1)/2+s, ∀t 6= 0, σ > 0, 0 < h ≤ 1. (2.5)
In view of (2.4), it suffices to show (2.5) with h = 1. Let m ≥ 0 be an integer. Integrating m
times in (2.4) we obtain
(it)mK1(σ, t) =
σ−2ν
2(2π)ν+1
∫ ∞
0
eitµ
dm
dµm
(ψ(µ)Jν(σ√µ)) dµ
=
m∑
k=0
σk−2ν
∫ ∞
0
eitµψm−k(µ)J (k)ν (σ
√
µ)dµ,
where ψm−k ∈ C∞0 ((0,+∞)), J (k)ν (z) := dkJν(z)/dzk. Making the change µ = λ2 we can write
the above identity in the form
(it)mK1(σ, t) =
m∑
k=0
σk−2ν
∫ ∞
0
eitλ
2
ϕm−k(λ)J (k)ν (σλ)dλ, (2.6)
where ϕk(λ) = 2λψk(λ
2). To estimate the integral in the RHS of (2.6), we will use that, given
any b > 0 and a function ϕ ∈ C∞0 ([−b, b]), we have the bound (see the proof of Lemma 2.4 of
[6]): ∣∣∣∣∫ ∞−∞ eitλ2−iτλϕ(λ)dλ
∣∣∣∣ ≤ C|t|−1/2‖ϕˆ‖L1
3
≤ Cb|t|−1/2 sup
0≤j≤1
sup
λ∈R
∣∣∣∂jλϕ(λ)∣∣∣ , ∀t 6= 0, τ ∈ R, (2.7)
with a constant Cb > 0 independent of t, τ and ϕ. Consider first the case 0 < σ ≤ 1. It is well
known that near z = 0 the function Jν(z) is equal to z2ν times an analytic function. Therefore,
we have, for 0 < z ≤ z0, ∣∣∣∂kzJν(z)∣∣∣ ≤ Cz2ν−k, (2.8)
for all integers 0 ≤ k ≤ n− 2, while for integers k ≥ n− 1,∣∣∣∂kzJν(z)∣∣∣ ≤ Ck, (2.9)
with constants C,Ck > 0 depending on z0. By (2.6)-(2.9), we obtain
|K1(σ, t)| ≤ Cm|t|−m−1/2, ∀t 6= 0, 0 < σ ≤ 1, (2.10)
for all integers m ≥ 0 with a constant Cm > 0 independent of t and σ. Clearly, (2.10) holds
with m = s for all real 0 ≤ s ≤ (n− 1)/2, which in turn implies (2.5) with h = 1 in this case.
Let now σ ≥ 1. It is well known that Jν(z) = eizb+ν (z) + e−izb−ν (z) with functions b±ν (z)
satisfying ∣∣∣∂jzb±ν (z)∣∣∣ ≤ Cjz(n−3)/2−j , ∀z ≥ z0, (2.11)
for every integer j ≥ 0 and every z0 > 0, with a constant Cj > 0 depending on j and z0 but
independent of z. We can write K1 = K
+
1 +K
−
1 , where K
±
1 is defined by replacing in (2.4) the
function Jν(z) by e±izb±ν (z). We have
J (k)ν (z) =
∑
±
e±izb±ν,k(z) (2.12)
with functions b±ν,k satisfying (2.11). Thus, by (2.6), (2.7), (2.11) and (2.12) we get∣∣∣K±1 (t, σ)∣∣∣ ≤ Cm|t|−m−1/2σ−(n−1)/2+m, ∀t 6= 0, σ ≥ 1, (2.13)
for all integers m ≥ 0 with a constant Cm > 0 independent of t and σ. Obviously, (2.13) holds
true with m = s for all real 0 ≤ s ≤ (n − 1)/2, which in turn implies (2.5) with h = 1 in this
case.
Given a set M⊂ Rn denote by η(M) the characteristic function of M. We have∥∥∥〈x〉−seitG0ψ(h2G0)〈x〉−s∥∥∥
L2→L2
≤
∥∥∥η(|x| ≤ γ|t|/2h)eitG0ψ(h2G0)η(|x| ≤ γ|t|/2h)∥∥∥
L2→L2 + C〈t/h〉
−s, (2.14)
where γ > 0 is a constant to be fixed below. In view of Schur’s lemma the norm in the RHS of
(2.14) is upper bounded by
sup
|x|≤γ|t|/2h
∫
|y|≤γ|t|/2h
|Kh(|x− y|, t)|dy ≤
∫
|ξ|≤γ|t|/h
|Kh(|ξ|, t)|dξ
≤ C
∫ γ|t|/h
0
σn−1 |Kh(σ, t)| dσ. (2.15)
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Thus, to prove (2.2) it suffices to show that the integral in the RHS of (2.15) is upper bounded
by Om (〈t/h〉−m) for all integers m ≥ 0. In view of (2.4) this would follow from the bound∫ γ|t|
0
σn−1 |K1(σ, t)| dσ ≤ Cm〈t〉−m, (2.16)
provided γ is properly choosen. Write the function K±1 in the form
K±1 (σ, t) =
σ−2νe−iσ
2/4t
(2π)ν+1
∫ ∞
0
eit(λ±σ/2t)
2
ϕ(λ)b±ν (σλ)dλ, (2.17)
where ϕ(λ) = λψ(λ2). Clearly, we can fix now γ > 0 (depending on suppϕ) so that |λ±σ/2t| ≥
Const > 0 on suppϕ for σ ≤ γ|t|. Therefore, integrating by parts m times in (2.17) and using
(2.11), one can easily obtain the bound∣∣∣K±1 (σ, t)∣∣∣ ≤ Cm|t|−m, 1 ≤ σ ≤ γ|t|, (2.18)
for every integer m ≥ 0. On the other hand, in the same way as in the proof of (2.10), one
concludes that K1 satisfies (2.18) for 0 < σ ≤ 1 as well. This clearly implies (2.16), and hence
(2.2). ✷
We will also need the following lemma proved in [9] (see also [8]).
Lemma 2.2 Assume (1.1) fulfilled. Then, for every ψ ∈ C∞0 ((0,+∞)), 0 ≤ s ≤ δ, 1 ≤ p ≤ ∞,
0 < h ≤ 1, we have ∥∥∥〈x〉−sψ(h2G0)〈x〉s∥∥∥
L2→L2 ≤ C, (2.19)∥∥∥〈x〉−sψ(h2G)〈x〉s∥∥∥
L2→L2 ≤ C, (2.20)∥∥∥(ψ(h2G0)− ψ(h2G)) 〈x〉s∥∥∥
L2→L2 ≤ Ch
2, (2.21)∥∥∥ψ(h2G0)∥∥∥
Lp→Lp
≤ C, (2.22)∥∥∥ψ(h2G)∥∥∥
Lp→Lp ≤ C, (2.23)∥∥∥ψ(h2G)− ψ(h2G0)∥∥∥
Lp→Lp ≤ Ch
2, (2.24)∥∥∥ψ(h2G0)∥∥∥
L2→Lp ≤ Ch
−n| 1
2
− 1
p
|, (2.25)∥∥∥ψ(h2G)∥∥∥
L2→Lp
≤ Ch−n| 12− 1p |, (2.26)∥∥∥(ψ(h2G)− ψ(h2G0)) 〈x〉s∥∥∥
L2→Lp ≤ Ch
2−n| 1
2
− 1
p
|
, (2.27)
with a constant C > 0 independent of h.
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3 L2 → L2 estimates for the Schro¨dinger group
Given a parameter 0 < h ≤ 1, and a real-valued function ψ ∈ C∞0 ((0,+∞)), denote
Ψ(t;h) = eitGψ(h2G)− eitG0ψ(h2G0).
We will first prove the following
Theorem 3.1 Assume (1.1) fulfilled. Then, we have
‖Ψ(t;h)‖L2→L2 ≤ Ch, ∀t, 0 < h ≤ 1, (3.1)
with a constant C > 0 independent of t and h.
Proof. We will derive (3.1) from the following
Proposition 3.2 For every s > 1/2, 0 < h ≤ 1, we have∫ ∞
−∞
∥∥∥〈x〉−seitGψ(h2G)f∥∥∥2
L2
dt ≤ Ch‖f‖2L2 , ∀f ∈ L2, (3.2)
with a constant C > 0 independent of f and h.
Let ψ1 ∈ C∞0 ((0,+∞)) be a real-valued function such that ψ1ψ ≡ ψ. By Duhamel’s formula
we obtain the identity
Ψ(t;h) =
2∑
j=1
Ψj(t;h), (3.3)
where
Ψ1(t;h) =
(
ψ1(h
2G)− ψ1(h2G0)
)
Ψ(t;h)
+
(
ψ1(h
2G)− ψ1(h2G0)
)
eitG0ψ(h2G0)− ψ1(h2G0)eitG0
(
ψ(h2G)− ψ(h2G0)
)
,
Ψ2(t;h) = i
∫ t
0
ei(t−τ)G0ψ1(h2G0)V eiτGψ(h2G)dτ.
In view of (2.21) we have
‖Ψ1(t;h)‖L2→L2 ≤ Ch2. (3.4)
For all nontrivial f, g ∈ L2, we have with 0 < s− 1/2≪ 1, ∀γ > 0,
|〈Ψ2(t;h)f, g〉| ≤
∫ ∞
−∞
∣∣∣〈〈x〉sV eiτGψ(h2G)f, 〈x〉−sei(t−τ)G0ψ1(h2G0)g〉∣∣∣ dτ
≤ Cγ
∫ ∞
−∞
∥∥∥〈x〉−seiτGψ(h2G)f∥∥∥2
L2
dτ + Cγ−1
∫ ∞
−∞
∥∥∥〈x〉−seiτG0ψ1(h2G0)g∥∥∥2
L2
dτ
≤ Chγ‖f‖2L2 + Chγ−1‖g‖2L2 ≤ O(h)‖f‖L2‖g‖L2 , (3.5)
if we choose γ = ‖g‖L2/‖f‖L2 , which implies (3.1). ✷
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Proof of Proposition 3.2. Denote by H the Hilbert space L2(R;L2). Clearly, (3.2) is equiv-
alent to the fact that the operator Ah : L2 →H defined by
(Ahf) (x, t) = 〈x〉−seitGψ(h2G)f
is bounded with norm O(h1/2). Observe that the adjoint A∗h : H → L2 is defined by
A∗hf =
∫ ∞
−∞
e−iτGψ(h2G)〈x〉−sf(τ, x)dτ,
so we have, ∀f, g ∈ H,
〈AhA∗hf, g〉H =
∫ ∞
−∞
〈ρ(t, ·), g(t, ·)〉L2 dt, (3.6)
where
ρ(t, x) =
∫ ∞
−∞
〈x〉−sei(t−τ)Gψ2(h2G)〈x〉−sf(τ, ·)dτ.
Hence, for the Fourier transform, ρˆ(λ, x), of ρ(t, x) with respect to the variable t we have
ρˆ(λ, x) = Q(λ)fˆ(λ, x), (3.7)
where Q(λ) is the Fourier transform of the operator
〈x〉−seitGψ2(h2G)〈x〉−s.
On the other hand, the formula
eitGψ2(h2G) =
1
πi
∫ ∞
−∞
eitλ
2
ψ2(h2λ2)
(
R+(λ)−R−(λ)) λdλ, (3.8)
where
R±(λ) = lim
ε→0+
(G− λ2 ± iε)−1 : 〈x〉−sL2 → 〈x〉sL2, s > 1/2,
shows that
Q(λ) = (2πi)−1ψ2(h2λ)〈x〉−s
(
R+(
√
λ)−R−(
√
λ)
)
〈x〉−s. (3.9)
Note that the limit exists in view of the limiting absorption principle. Moreover, we have the
estimate (e.g. see Lemma 3.3 of [9])∥∥〈x〉−sR±(λ)〈x〉−s∥∥L2→L2 ≤ Cλ−1, λ ≥ λ0, (3.10)
for every s > 1/2, λ0 > 0, with a constant C > 0 independent of λ. By (3.9) and (3.10) we
conclude
‖Q(λ)‖L2→L2 ≤ Ch (3.11)
with a constant C > 0 independent of λ and h. By (3.7) and (3.11),
‖ρˆ(λ, ·)‖L2 ≤ Ch‖fˆ(λ, ·)‖L2 , (3.12)
which together with (3.6) leads to
|〈AhA∗hf, g〉H| =
∣∣∣∣∫ ∞−∞ 〈ρˆ(λ, ·), gˆ(λ, ·)〉L2 dλ
∣∣∣∣
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≤ Ch
∫ ∞
−∞
‖fˆ(λ, ·)‖L2‖gˆ(λ, ·)‖L2dλ
≤ Chγ
∫ ∞
−∞
‖fˆ(λ, ·)‖2L2dλ+ Chγ−1
∫ ∞
−∞
‖gˆ(λ, ·)‖2L2dλ
= Chγ‖f‖2H + Chγ−1‖g‖2H = 2Ch‖f‖H‖g‖H, (3.13)
if we take γ = ‖g‖H/‖f‖H, with a constant C > 0 independent of h, f and g. It follows from
(3.13) that the operator AhA∗h : H → H is bounded with norm O(h), and hence the operator
Ah : L2 →H is bounded with norm O(h1/2). ✷
In what follows in this section we will prove the following
Theorem 3.3 Assume (1.1) fulfilled. Then, for every real-valued function ψ ∈ C∞0 ((0,+∞))
and every 0 ≤ s ≤ n/2, 0 < ǫ≪ 1, we have∥∥∥〈x〉−s−ǫeitGψ(h2G)〈x〉−s−ǫ∥∥∥
L2→L2 ≤ C〈t/h〉
−s, ∀t, 0 < h ≤ 1, (3.14)
with a constant C > 0 independent of t and h.
Proof. We will derive (3.14) from the following estimates
Proposition 3.4 Assume (1.1) fulfilled. Then, for every real-valued function ψ ∈ C∞0 ((0,+∞))
and every 0 ≤ s ≤ n/2, 0 < ǫ≪ 1, 0 < h ≤ 1, we have∥∥∥〈x〉−1/2−s−ǫeitGψ(G)〈x〉−1/2−s−ǫ∥∥∥
L2→L2 ≤ C〈t〉
−s, ∀t, (3.15)
∫ ∞
−∞
〈t/h〉2s
∥∥∥〈x〉−1/2−s−ǫeitGψ(h2G)〈x〉−1/2−s−ǫf∥∥∥2
L2
dt ≤ Ch‖f‖2L2 , ∀f ∈ L2, (3.16)
with a constant C > 0 independent of t, h and f .
By a standard interpolation argument (e.g. see the proof of Theorem 1.2 of [8] or the proof
of Theorem 3.4 of [9]) one can easily conclude that it suffices to prove (3.14) with s = n/2, only.
On the other hand, in view of (2.2), it suffices to prove (3.14) for the difference Ψ(t;h). To do
so, we will make use of (3.3). Using (1.1), (2.2) and (2.21), we obtain,∥∥〈x〉−s−ǫΨ1(t;h)〈x〉−s1−ǫf∥∥L2
≤ O(h2)
∥∥∥〈x〉−(n+2)/2−ǫΨ(t;h)〈x〉−s1−ǫf∥∥∥
L2
+O(h2)〈t/h〉−s‖f‖L2 , ∀f ∈ L2, (3.17)
for all s1 ≥ s ≥ 0. Using (1.1), (2.2) and (3.16), we obtain, ∀f, g ∈ L2, with s = n/2,
〈t/h〉s
∣∣∣〈〈x〉−s−ǫΨ2(t;h)〈x〉−s−1/2−ǫf, g〉∣∣∣
≤ 〈t/h〉s
∫ t
0
∣∣∣〈〈x〉−s−ǫei(t−τ)G0ψ1(h2G0)V eiτGψ(h2G)〈x〉−s−1/2−ǫf, g〉∣∣∣ dτ
≤ C
∫ t/2
0
〈(t− τ)/h〉s
∥∥∥〈x〉−n/2−ǫe−i(t−τ)G0ψ1(h2G0)〈x〉−s−ǫg∥∥∥
L2
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×
∥∥∥〈x〉−1−ǫeiτGψ(h2G)〈x〉−s−1/2−ǫf∥∥∥
L2
dτ
+C
∫ t
t/2
∥∥∥〈x〉−1/2−ǫe−i(t−τ)G0ψ1(h2G0)〈x〉−s−ǫg∥∥∥
L2
×〈τ/h〉s
∥∥∥〈x〉−(n+1)/2−ǫeiτGψ(h2G)〈x〉−s−1/2−ǫf∥∥∥
L2
dτ
≤ Cγ
∫ ∞
−∞
〈τ/h〉−1−ǫ〈(t− τ)/h〉2s
∥∥∥〈x〉−n/2−ǫeiτG0ψ1(h2G0)〈x〉−s−ǫg∥∥∥2
L2
dτ
+Cγ−1
∫ ∞
−∞
〈τ/h〉1+ǫ
∥∥∥〈x〉−1−ǫeiτGψ(h2G)〈x〉−s−1/2−ǫf∥∥∥2
L2
dτ
+Cγ
∫ ∞
−∞
∥∥∥〈x〉−1/2−ǫeiτG0ψ1(h2G0)〈x〉−s−ǫg∥∥∥2
L2
dτ
+Cγ−1
∫ ∞
−∞
〈τ/h〉2s
∥∥∥〈x〉−(n+1)/2−ǫeiτGψ(h2G)〈x〉−s−1/2−ǫf∥∥∥2
L2
dτ
≤ Chγ‖g‖2L2 +Chγ−1‖f‖2L2 = 2Ch‖f‖L2‖g‖L2 , (3.18)
if we choose γ = ‖f‖L2/‖g‖L2 . By (3.17) and (3.18), we have (with s = n/2)∥∥∥〈x〉−s−ǫΨ(t;h)〈x〉−s−1/2−ǫf∥∥∥
L2
≤ O(h2)
∥∥∥〈x〉−(n+2)/2−ǫΨ(t;h)〈x〉−s−1/2−ǫf∥∥∥
L2
+O(h)〈t/h〉−s‖f‖L2 . (3.19)
Hence, there exists a constant 0 < h0 < 1 so that if 0 < h ≤ h0, we can absorbe the first term
in the RHS of (3.19), thus obtaining the estimate (for 0 < h ≤ h0)∥∥∥〈x〉−s−ǫΨ(t;h)〈x〉−s−1/2−ǫ∥∥∥
L2→L2 ≤ Ch〈t/h〉
−s. (3.20)
Let now h0 ≤ h ≤ 1. Without loss of generality we may suppose h = 1. By (2.2) and (3.15),
the norm in the first term in the RHS of (3.19) is upper bounded by C〈t〉−s‖f‖L2 , which again
implies (3.20). By (2.2) and (3.20), we conclude∥∥∥〈x〉−s−ǫeitGψ(h2G)〈x〉−1/2−s−ǫ∥∥∥
L2→L2 ≤ C〈t/h〉
−s, (3.21)
with s = n/2, and hence with all 0 ≤ s ≤ n/2. To show that this implies (3.14) with s = n/2,
we will proceed in the same way as in Section 3 of [9]. Let r = |x| denote the radial variable
and set Dr = 〈r〉−1rh∂r. It is easy to see that (3.21) implies∥∥∥〈x〉−s−ǫDreitGψ(h2G)〈x〉−1/2−s−ǫ∥∥∥
L2→L2 ≤ C〈t/h〉
−s, (3.22)
for all 0 ≤ s ≤ n/2. Furthemore, using Duhamel’s formula together with the identity
−2∆ + [r∂r,∆] = 0,
we obtain
ψ1(h
2G)[r∂r, e
itG]ψ(h2G) =
∫ t
0
ψ1(h
2G)ei(t−τ)G[r∂r, G]eiτGψ(h2G)dτ
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=∫ t
0
ψ1(h
2G)ei(t−τ)G (2G− 2V + r∂rV − V r∂r) eiτGψ(h2G)dτ
= 2teitGGψ(h2G) +
∫ t
0
ψ1(h
2G)ei(t−τ)G (−V + ∂rrV − V r∂r) eiτGψ(h2G)dτ,
where the functions ψ and ψ1 are as above. Set ψ˜1(σ) = σ
−1ψ1(σ). From the above identity we
get (with s = n/2)
2(t/h)〈x〉−s−ǫeitGψ(h2G)〈x〉−s−ǫ
=
(
〈x〉−s−ǫψ˜1(h2G)〈x〉s+ǫ
)
〈x〉−s+1−ǫDreitGψ(h2G)〈x〉−s−ǫ
+〈x〉−s−ǫψ˜1(h2G)eitG (D∗r +O(h)) 〈x〉−s+1−ǫ
(
〈x〉s+ǫψ(h2G)〈x〉−s−ǫ
)
+h
∫ ∞
0
〈x〉−s−ǫψ˜1(h2G)ei(t−τ)GV eiτGψ(h2G)〈x〉−s−ǫdτ
+
∫ ∞
0
〈x〉−s−ǫψ˜1(h2G)ei(t−τ)G (D∗r +O(h)) 〈r〉V eiτGψ(h2G)〈x〉−s−ǫdτ
+
∫ ∞
0
〈x〉−s−ǫψ˜1(h2G)ei(t−τ)GV 〈r〉DreiτGψ(h2G)〈x〉−s−ǫdτ. (3.23)
By (2.20), (3.21) and (3.22), we have that the L2 → L2 norm of each of the first two terms in the
RHS of (3.23) is upper bounded by O(〈t/h〉−s+1). Similarly, in view of (1.1), we also have that
the L2 → L2 norm of each integral in the RHS of (3.23) is upper bounded by O(〈t/h〉−s+1/2).
Therefore, (3.14) with s = n/2 follows from (3.23) together with the estimates (3.21) and (3.22).
✷
Proof of Proposition 3.4. We will derive (3.15) from the following lemma which can be proved
in precisely the same way as Lemma 3.6 of [9].
Lemma 3.5 Assume (1.1) fulfilled and let 0 ≤ s ≤ n/2. Let also m ≥ 0 denote the bigest
integer ≤ s and set µ = s−m. Then, the operator-valued function
R±s (λ) = λ〈x〉−1/2−s−ǫR±(λ)〈x〉−1/2−s−ǫ : L2 → L2
is Cm in λ for λ > 0, ∂mλ R±s is Ho¨lder of order µ, and satisfies the estimates∥∥∥∂jλR±s (λ)∥∥∥L2→L2 ≤ C, λ ≥ λ0, 0 ≤ j ≤ m, (3.24)∥∥∂mλ R±s (λ2)− ∂mλ R±s (λ1)∥∥L2→L2 ≤ C|λ2 − λ1|µ, λ2 > λ1 ≥ λ0, (3.25)
for every λ0 > 0, with a constant C > 0 independent of λ, λ1 and λ2.
We are going to take advantage of the formula (3.8) with h = 1 and ψ2 replaced by ψ. Set
T (λ) = T+(λ)− T−(λ), T±(λ) = (2πi)−1λ−1/2R±s (
√
λ), (3.26)
and choose a real-valued function φ ∈ C∞0 ([1/3, 1/2]), φ ≥ 0, such that
∫
φ(σ)dσ = 1. Then the
function
T±θ (λ) = θ
−1
∫
T±(λ+ σ)φ(σ/θ)dσ, 0 < θ ≤ 1,
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is C∞ in λ with values in L(L2) and, in view of (3.24) and (3.25), satisfies the estimates
‖∂jλT±θ (λ)‖L2→L2 ≤ Cλ−(j+1)/2, 0 ≤ j ≤ m, (3.27)
‖∂mλ T±θ (λ)− ∂mλ T±(λ)‖L2→L2 ≤ θ−1
∫
‖∂mλ T±(λ+ σ)− ∂mλ T±(λ)‖L2→L2φ(σ/θ)dσ
≤ Cλ−(m+1)/2θ−1
∫
σµφ(σ/θ)dσ ≤ Cλ−(m+1)/2θµ, (3.28)
‖∂jλT±θ (λ)− ∂jλT±(λ)‖L2→L2 ≤ Cλ−(j+1)/2θ, 0 ≤ j ≤ m− 1, (3.29)∥∥∥∂m+1λ T±θ (λ)∥∥∥L2→L2 ≤ θ−2
∫
‖∂mλ T±(λ+ σ)− ∂mλ T±(λ)‖L2→L2 |φ′(σ/θ)|dσ
≤ Cλ−(m+2)/2θ−2
∫
σµ|φ′(σ/θ)|dσ ≤ Cλ−(m+2)/2θ−1+µ. (3.30)
Integrating by parts m times and using (3.28) and (3.29), we get∥∥∥∥∫ ∞
0
eitλψ(λ)
(
T±θ (λ)− T±(λ)
)
dλ
∥∥∥∥
L2→L2
=
∥∥∥∥t−m ∫ ∞
0
eitλ
dm
dλm
(
ψ(λ)
(
T±θ (λ)− T±(λ)
))
dλ
∥∥∥∥
L2→L2
≤ Cθµ|t|−m. (3.31)
Similarly, integrating by parts m+ 1 times and using (3.27) and (3.30), we get∥∥∥∥∫ ∞
0
eitλψ(λ)T±θ (λ)dλ
∥∥∥∥
L2→L2
=
∥∥∥∥∥t−m−1
∫ ∞
0
eitλ
dm+1
dλm+1
(
ψ(λ)T±θ (λ)
)
dλ
∥∥∥∥∥
L2→L2
≤ Cθ−1+µ|t|−m−1. (3.32)
By (3.26), (3.31) and (3.32),∥∥∥∥∫ ∞
0
eitλψ(λ)T (λ)dλ
∥∥∥∥
L2→L2
≤ Cθµ|t|−m
(
1 + |t|−1θ−1
)
≤ C|t|−m−µ, (3.33)
if we take θ = |t|−1, which clearly implies (3.15).
In what follows in this section we will derive (3.16) from Lemma 3.5. Let 0 ≤ s ≤ n/2
and let m ≥ 0 be the bigest integer ≤ s. Remark that the function ∂mλ R±s satisfies (3.25) with
µ = s−m+ ǫ/2. Consequently, the estimates (3.28) and (3.30) are valid with µ = s−m+ ǫ/2.
Let φ+ ∈ C∞(R), φ+(t) = 0 for t ≤ 1, φ+(t) = 1 for t ≥ 2. Given any function f ∈ L2, set
u(t;h) = 〈x〉−1/2−s−ǫφ+(t/h)eitGϕ(h2G)〈x〉−1/2−s−ǫf.
We have
(∂t − iG) 〈x〉1/2+s+ǫu(t;h)
= h−1φ′+(t/h)e
itGψ(h2G)〈x〉−1/2−s−ǫf =: h−1〈x〉−1/2−s−ǫv(t;h). (3.34)
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Clearly, the support of the function v(t;h) with respect to the variable t is contained in the
interval [h, 2h], and by (2.20) we have
‖v(t;h)‖L2 ≤ C‖f‖L2 , 1 ≤ t/h ≤ 2, (3.35)
with a constant C > 0 independent of t, h and f . Using Duhamel’s formula we deduce from
(3.34),
u(t;h) = h−1
∫ t
0
〈x〉−1/2−s−ǫψ1(h2G)ei(t−τ)G〈x〉−1/2−s−ǫv(τ ;h)dτ, (3.36)
where the function ψ1 is as above. It follows from (3.36) that the Fourier transforms of the
functions u(t;h) and v(t;h) satisfy the identity
uˆ(λ;h) = h−1Q+(λ)vˆ(λ;h), (3.37)
where Q+(λ) is the Fourier transform of the operator
〈x〉−1/2−s−ǫψ1(h2G)η+(t)eitG〈x〉−1/2−s−ǫ,
η+ being the characteristic function of the interval [0,+∞). It is easy to see that
Q+(λ) = (2πi)−1〈x〉−1/2−s−ǫψ1(h2G)R+(
√
λ)〈x〉−1/2−s−ǫ = B(h)T+(λ), (3.38)
where the operator
B(h) = 〈x〉−1/2−s−ǫψ1(h2G)〈x〉1/2+s+ǫ : L2 → L2
is bounded uniformly in h in view of (2.20). Fix a constant 0 < γ < 1 such that suppψ1 ⊂
(γ, γ−1). Then , for λh2 ∈ R \ (γ, γ−1), we have∥∥∥∥∥dkQ+(λ)dλk
∥∥∥∥∥
L2→L2
≤ C
∥∥∥ψ1(h2G)(G − λ)−k−1∥∥∥
L2→L2
≤ C sup
σ∈R
∣∣∣ψ1(h2σ)(σ − λ)−k−1∣∣∣ ≤ Ckh2k+2, (3.39)
for every integer k ≥ 0 with a constant Ck > 0 independent of λ and h. Set Q+θ (λ) = B(h)T+θ (λ)
and define the function uθ(t;h) via the formula
uˆθ(λ;h) = Q
+
θ (λ)vˆ(λ;h).
Using (3.27)-(3.30) when λh2 ∈ (γ, γ−1) and (3.39) when λh2 ∈ R \ (γ, γ−1), we obtain
‖∂jλQ+θ (λ)‖L2→L2 ≤ Chj+1, 0 ≤ j ≤ m, (3.40)
‖∂mλ Q+θ (λ)− ∂mλ Q+(λ)‖L2→L2 ≤ θ−1
∫
‖∂mλ Q+(λ+ σ)− ∂mλ Q+(λ)‖L2→L2φ(σ/θ)dσ
≤ Chm+1θ−1
∫
σµφ(σ/θ)dσ ≤ Chm+1θµ, (3.41)
‖∂jλQ+θ (λ)− ∂jλQ+(λ)‖L2→L2 ≤ Chj+1θ, 0 ≤ j ≤ m− 1, (3.42)
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∥∥∥∂m+1λ Q+θ (λ)∥∥∥L2→L2 ≤ θ−2
∫
‖∂mλ Q+(λ+ σ)− ∂mλ Q+(λ)‖L2→L2 |φ′(σ/θ)|dσ
≤ Chm+2θ−2
∫
σµ|φ′(σ/θ)|dσ ≤ Chm+2θ−1+µ. (3.43)
Using (3.40)-(3.43) (with µ = s−m+ ǫ/2) together with the Plancherel identity and (3.35), we
obtain ∫ ∞
−∞
|t|2m‖uθ(t;h) − u(t;h)‖2L2dt =
∫ ∞
−∞
‖∂mλ (uˆθ(λ;h) − uˆ(λ;h))‖2L2dλ
≤ Ch−2
m∑
k=0
∫ ∞
−∞
∥∥∥(∂kλQ+θ (λ)− ∂kλQ+(λ)) ∂m−kλ vˆ(λ;h)∥∥∥2L2 dλ
≤ Ch2mθ2µ
m∑
k=0
∫ ∞
−∞
∥∥∥∂m−kλ vˆ(λ;h)∥∥∥2L2 dλ = Ch2mθ2µ
m∑
k=0
∫ ∞
−∞
|t|2m−2k‖v(t;h)‖2L2dt
≤ Ch2mθ2µ
∫ 2h
h
‖v(t;h)‖2L2dt ≤ Ch2m+1θ2µ‖f‖2L2 , (3.44)
with a constant C > 0 independent of h, θ and f . By (3.44) we get, ∀A ≥ 1,∫ 2Ah
Ah
‖uθ(t;h) − u(t;h)‖2L2dt ≤ ChA−2mθ2µ‖f‖2L2 . (3.45)
In the same way, we obtain∫ ∞
−∞
|t|2m+2‖uθ(t;h)‖2L2dt =
∫ ∞
−∞
‖∂m+1λ uˆθ(λ;h)‖2L2dλ
≤ Ch−2
m+1∑
k=0
∫ ∞
−∞
∥∥∥∂kλQ+θ (λ)∂m+1−kλ vˆ(λ;h)∥∥∥2L2 dλ
≤ Ch2m+2θ−2+2µ
m+1∑
k=0
∫ ∞
−∞
∥∥∥∂m+1−kλ vˆ(λ;h)∥∥∥2L2 dλ
= Ch2m+2θ−2+2µ
m+1∑
k=0
∫ ∞
−∞
|t|2m+2−2k‖v(t;h)‖2L2dt
≤ Ch2m+2θ−2+2µ
∫ 2h
h
‖v(t;h)‖2L2dt ≤ Ch2m+3θ−2+2µ‖f‖2L2 , (3.46)
with a constant C > 0 independent of h, θ and f . By (3.46) we get, ∀A ≥ 1,∫ 2Ah
Ah
‖uθ(t;h)‖2L2dt ≤ ChA−2m−2θ−2+2µ‖f‖2L2 . (3.47)
Combining (3.45) and (3.47) leads to∫ 2Ah
Ah
(t/h)2s‖u(t;h)‖2L2dt ≤ ChA2µ−ǫθ2µ
(
1 +A−2θ−2
)
‖f‖2L2 ≤ ChA−ǫ‖f‖2L2 , (3.48)
if we choose θ = A−1, where s = m+ µ− ǫ/2. By (3.48), for every integer k ≥ 0 we have∫ 2k+1h
2kh
(t/h)2s‖u(t;h)‖2L2dt ≤ Ch2−ǫk‖f‖2L2 . (3.49)
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Summing up (3.49) leads to ∫ ∞
h
(t/h)2s‖u(t;h)‖2L2dt ≤ Ch‖f‖2L2 , (3.50)
which clearly implies (3.16). ✷
4 Proof of Theorem 1.1
We will first prove the following
Proposition 4.1 For every 0 < ǫ≪ 1, 1/2 − ǫ/2 ≤ s ≤ (n− 1)/2, 0 < h ≤ 1, t 6= 0, we have∥∥∥Ψ(t;h)〈x〉−s−1/2−ǫ∥∥∥
L2→L∞ ≤ Ch
−(n−3)/2+s−ǫ|t|−s−1/2, (4.1)
with a constant C > 0 independent of t and h.
Proof. By (2.1) and (2.24), we have∥∥∥Ψ1(t;h)〈x〉−s−1/2−ǫf∥∥∥
L∞
≤ O(h2)
∥∥∥Ψ(t;h)〈x〉−s−1/2−ǫf∥∥∥
L∞
+ Ch−(n−3)/2+s|t|−s−1/2‖f‖L2 , ∀f ∈ L2. (4.2)
Using (2.1) and (3.14), we obtain∥∥∥Ψ2(t;h)〈x〉−s−1/2−ǫ∥∥∥
L2→L∞
≤ C
∫ t/2
0
∥∥∥ei(t−τ)G0ψ1(h2G0)〈x〉−s−1/2−ǫ∥∥∥
L2→L∞
∥∥∥〈x〉−1−ǫeiτGψ(h2G)〈x〉−1−ǫ/2∥∥∥
L2→L2 dτ
+C
∫ t/2
0
∥∥∥eiτG0ψ1(h2G0)〈x〉−1−ǫ∥∥∥
L2→L∞
∥∥∥〈x〉−1/2−s−ǫei(t−τ)Gψ(h2G)〈x〉−1/2−s−ǫ∥∥∥
L2→L2 dτ
≤ Chs−(n−1)/2|t|−s−1/2
∫ t/2
0
〈τ/h〉−1−ǫ/2dτ + Ch−(n−2)/2−ǫ〈t/h〉−s−1/2
∫ t/2
0
|τ |−1+ǫ/2〈τ〉−ǫdτ
≤ Chs−(n−3)/2−ǫ|t|−s−1/2. (4.3)
By (4.2) and (4.3), ∥∥∥Ψ(t;h)〈x〉−s−1/2−ǫf∥∥∥
L∞
≤ O(h2)
∥∥∥Ψ(t;h)〈x〉−s−1/2−ǫf∥∥∥
L∞
+Ch−(n−3)/2+s−ǫ|t|−s−1/2‖f‖L2 , ∀f ∈ L2. (4.4)
Hence, there exists a constant 0 < h0 < 1 so that for 0 < h ≤ h0 we can absorbe the first term
in the RHS of (4.4), thus obtaining (4.1) in this case. Let now h0 ≤ h ≤ 1. Without loss of
generality we may suppose h = 1. Then the only term we need to estimate is∥∥∥(ψ1(G)− ψ1(G0)) eitGψ(G)〈x〉−s−1/2−ǫf∥∥∥
L∞
.
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In view of (2.27), this is reduced to estimating∥∥∥〈x〉−(n+2)/2−ǫeitGψ(G)〈x〉−s−1/2−ǫf∥∥∥
L2
,
which, in view of Theorem 3.3, is upper bounded by O(|t|−s−1/2)‖f‖L2 . ✷
Write Ψ2 = Ψ3 +Ψ4, where
Ψ3(t;h) = i
∫ t
0
ei(t−τ)G0ψ1(h2G0)V eiτG0ψ(h2G0)dτ,
Ψ4(t;h) = i
∫ t
0
ei(t−τ)G0ψ1(h2G0)VΨ(τ ;h)dτ.
Proposition 4.2 For every 0 < ǫ≪ 1, 0 < h ≤ 1, t 6= 0, we have
‖Ψ1(t;h)‖L1→L∞ ≤ Ch2−n/2|t|−n/2, (4.5)
‖Ψ4(t;h)‖L1→L∞ ≤ Ch2−n/2−ǫ|t|−n/2, (4.6)
with a constant C > 0 independent of t and h.
Proof. By (2.24), (2.27) and (4.1), we have
‖Ψ1(t;h)‖L1→L∞ ≤ Ch2−n/2
∥∥∥〈x〉−(n+2)/2−ǫΨ(t;h)∥∥∥
L1→L2
+Ch2|t|−n/2 ≤ Ch3−n/2−ǫ|t|−n/2,
which implies (4.5). By (2.1) and (4.1), we have
‖Ψ4(t;h)‖L1→L∞
≤ C
∫ t/2
0
∥∥∥ei(t−τ)G0ψ1(h2G0)〈x〉−n/2−ǫ∥∥∥
L2→L∞
∥∥∥〈x〉−1−ǫeiτGψ(h2G)∥∥∥
L1→L2
dτ
+C
∫ t/2
0
∥∥∥eiτG0ψ1(h2G0)〈x〉−1−ǫ∥∥∥
L2→L∞
∥∥∥〈x〉−n/2−ǫei(t−τ)Gψ(h2G)∥∥∥
L1→L2 dτ
≤ 2Ch−(n−4)/2−ǫ|t|−n/2
∫ t/2
0
|τ |−1+ǫ/2〈τ〉−ǫdτ ≤ Cǫh−(n−4)/2−ǫ|t|−n/2,
∀0 < ǫ≪ 1, with a constant Cǫ > 0 independent of t and h. ✷
We will now derive Theorem 1.1 from the estimates (4.1), (4.5), (4.6) and the following
Proposition 4.3 For every 0 < h ≤ 1, t 6= 0, we have
‖Ψ3(t;h)‖L1→L∞ ≤ Ch−(n−3)/2|t|−n/2, (4.7)
with a constant C > 0 independent of t and h. Moreover, the operator Ψ3 is of the form
Ψ3(t;h) = E(t;h) + F (t;h), (4.8)
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where the operator E has a kernel of the form∫
Rn
∫
w(λ, t, |x − ξ|, |y − ξ|)λ(n−3)/4ψ(h2λ)V (ξ)dλdξ, (4.9)
with a function w independent of h and satisfying the bound, ∀t 6= 0, σ1, σ2 > 0,∣∣∣∣∫ w(λ, t, σ1, σ2)χa(λ)dλ∣∣∣∣ ≤ C|t|−n/2 (σ−(n−1)/21 + σ−n+11 + σ−(n−1)/22 + σ−n+12 ) . (4.10)
The operator F satisfies
‖F (t;h)‖L1→L∞ ≤ Ch2−n/2|t|−n/2, ∀t 6= 0, 0 < h ≤ 1, (4.11)
with a constant C > 0 independent of t and h.
Writting the function χa as
χa(σ) =
∫ 1
0
ψ(σθ)
dθ
θ
,
where ψ(σ) = σχ′a(σ) ∈ C∞0 ((0,+∞)), we obtain by (4.1) with s = (n− 1)/2, 0 < ǫ≪ 1,∥∥∥eitGχa(G)〈x〉−n/2−ǫ − eitG0χa(G0)〈x〉−n/2−ǫ∥∥∥
L2→L∞
≤
∫ 1
0
∥∥∥Ψ(t;√θ)〈x〉−n/2−ǫ∥∥∥
L2→L∞
dθ
θ
≤ C|t|−n/2
∫ 1
0
θ−1/2−ǫ/2dθ ≤ C|t|−n/2, (4.12)
which implies (1.3).
Take ψ(σ) = σ1−(n−3)/4χ′a(σ) and denote by E(t) the operator with kernel defined by replac-
ing in (4.9) the function λ(n−3)/4ψ(h2λ) by χa(λ). By (1.1) and (4.10), we have
‖E(t)‖L1→L∞ ≤ C|t|−n/2, ∀t 6= 0. (4.13)
By (4.5), (4.6) and (4.11)∥∥∥G−(n−3)/4eitGχa(G)−G−(n−3)/40 eitG0χa(G0)− E(t)∥∥∥L1→L∞
≤
∫ 1
0
∥∥∥Ψ(t;√θ)− E(t;√θ)∥∥∥
L1→L∞ θ
−1+(n−3)/4dθ
≤ C|t|−n/2
∫ 1
0
θ−3/4−ǫ/2dθ ≤ C|t|−n/2, (4.14)
which together with (4.13) and the fact that the operators G
−(n−3)/4
0 χa(G0) and χa(G0) are
bounded on Lp, 1 ≤ p ≤ ∞, imply (1.2).
To prove (1.4), observe that by (4.5), (4.6) and (4.7) we have
‖Ψ(t;h)‖L1→L∞ ≤ Ch−(n−3)/2|t|−n/2, ∀t 6= 0, 0 < h ≤ 1. (4.15)
By interpolation between (3.1) and (4.15), we get
‖Ψ(t;h)‖Lp′→Lp ≤ Ch1−α(n−1)/2|t|−αn/2, ∀t 6= 0, 0 < h ≤ 1, (4.16)
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for every 2 ≤ p ≤ +∞, where 1/p+1/p′ = 1, α = 1−2/p. As above, taking ψ(σ) = σ1−αq/2χ′a(σ)
and using (4.16), we get∥∥∥G−αq/2eitGχa(G) −G−αq/20 eitG0χa(G0)∥∥∥Lp′→Lp ≤
∫ 1
0
∥∥∥Ψ(t;√θ)∥∥∥
Lp′→Lp θ
−1+αq/2dθ
≤ C|t|−αn/2
∫ 1
0
θ−1/2−α(n−1)/4+αq/2dθ ≤ C|t|−αn/2 (4.17)
if 1/2 + α(n − 1)/4 − αq/2 < 1, that is, for 2 ≤ p < 2(n − 1 − 2q)/(n − 3 − 2q). This clearly
proves (1.4). ✷
5 Proof of Proposition 4.3
The kernel of the operator Ψ3 is of the form∫
Rn
Uh(|x− ξ|, |y − ξ|; t)V (ξ)dξ, (5.1)
where
Uh(σ1, σ2; t) = i
∫ t
0
K˜h(σ1, t− τ)Kh(σ2, τ)dτ = h−2n+2U1(σ1h−1, σ2h−1; th−2), (5.2)
where Kh and K˜h are defined by (2.4) (in the case of K˜h the function ψ is replaced by ψ1).
It is easy to see that to prove the proposition it suffices to show that the function U1 can be
decomposed as U1 =W1 + L1 with a function W1 of the form
W1(σ1, σ2; t) =
∫
w(λ, t, σ1, σ2)λ
(n−3)/4ψ(λ)dλ, (5.3)
with a function w independent of ψ, satisfying (4.10) and
w(h2λ, th−2, σ1h−1, σ2h−1) = h(3n−5)/2w(λ, t, σ1, σ2), (5.4)
while the function L1 satisfies
|L1(σ1, σ2; t)| ≤ C|t|−n/2
(
〈σ1〉(n−2)/2
σn−11
+
〈σ2〉(n−2)/2
σn−12
)
, ∀t 6= 0, σ1, σ2 > 0. (5.5)
To do so, observe that the function U1 is of the form U1 = U
(1)
1 + U
(2)
1 , where
U
(1)
1 (σ1, σ2; t) =
(σ1σ2)
−2ν
(2π)n
∫ ∫
eitλ
2
1ψ1(λ
2
1)ψ(λ
2
2)Jν(σ1λ1)Jν(σ2λ2)
λ1λ2
λ21 − λ22
dλ1dλ2,
U
(2)
1 (σ1, σ2; t) =
(σ1σ2)
−2ν
(2π)n
∫ ∫
eitλ
2
2ψ1(λ
2
1)ψ(λ
2
2)Jν(σ1λ1)Jν(σ2λ2)
λ1λ2
λ22 − λ21
dλ1dλ2.
Recall that Jν(z) = eizb+ν (z) + e−izb−ν (z) with functions b±ν satisfying (2.11). Set Nν(z) =
eizb+ν (z)− e−izb−ν (z), and
a±(λ1, λ2;σ2) = (λ1 − λ2)−1
(
λ2
λ1 + λ2
ψ(λ22)b
±
ν (σ2λ2)−
1
2
ψ(λ21)b
±
ν (σ2λ1)
)
.
17
We have ∫ ∞
−∞
ψ(λ22)Jν(σ2λ2)
λ2dλ2
λ21 − λ22
=
∑
±
∫ ∞
−∞
e±iσ2λ2a±(λ1, λ2;σ2)dλ2
+
∑
±
1
2
ψ(λ21)b
±
ν (σ2λ1)
∫ ∞
−∞
e±iσ2λ2
dλ2
λ1 − λ2
=
∑
±
∫ ∞
−∞
e±iσ2λ2a±(λ1, λ2;σ2)dλ2 + Const
∑
±
±ψ(λ21)b±ν (σ2λ1)e±iσ2λ1
=:
∑
±
A±(λ1, σ2) + Const ψ(λ21)Nν(σ2λ1), (5.6)
where we have used that, for any σ > 0,∫ ∞
−∞
e±iσµ
dµ
µ
= ±2i
∫ ∞
0
sin(σµ)
µ
dµ = ±2i
∫ ∞
0
sinµ
µ
dµ = ±2i Const.
In view of (5.6) we can write the function U
(1)
1 in the form
U
(1)
1 (σ1, σ2; t) = Const(σ1σ2)
−2ν
∫
eitλ
2
1ψ(λ21) Jν(σ1λ1)Nν(σ2λ1)λ1dλ1
+
(σ1σ2)
−2ν
(2π)n
∫
eitλ
2
1ψ1(λ
2
1)Jν(σ1λ1)A(λ1, σ2)λ1dλ1
=: W
(1)
1 (σ1, σ2; t) + L
(1)
1 (σ1, σ2; t), (5.7)
where A = A+ +A−. We will now show that the function L(1)1 satisfies (5.5). Observe first that
the functions a± satisfy (for λ21 ∈ suppψ1)∣∣∣∂α1λ1 ∂α2λ2 a±(λ1, λ2;σ)∣∣∣ ≤ C〈σ〉(n−3)/2〈λ2〉−1−α2 , ∀λ2 ∈ R, σ > 0, (5.8)
for all multi-indices (α1, α2). Indeed, it is easy to see that for σ ≥ 1 the bound (5.8) follows
from (2.11), while for 0 < σ ≤ 1 one needs to use the fact that near z = 0 the functions b±ν are
of the form
b±ν (z) = b
±
ν,1(z) + z
n−2 log zb±ν,2(z), (5.9)
where the functions b±ν,j are analytic at z = 0, b
±
ν,2 ≡ 0 if n is odd. Therefore, we have (for
λ2 ∈ suppψ1) ∣∣∣∣∣ dkdλk b±ν (σλ)
∣∣∣∣∣ ≤ Ck, 0 < σ ≤ 1, (5.10)
for every integer k with a constant Ck > 0 independent of σ. Clearly, (5.8) for 0 < σ ≤ 1 follows
from (5.10). Furthermore, an integration by parts together with (5.8) lead to the following
bounds for the functions A± (for λ2 ∈ suppψ1)∣∣∂αλA±(λ, σ)∣∣ ≤ Cα,k〈σ〉(n−3)/2σ−k, ∀σ > 0, (5.11)
for every integers α ≥ 0, k ≥ 1. Hence,∣∣∂αλA±(λ, σ)∣∣ ≤ Cασ−1, ∀σ > 0. (5.12)
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On the other hand, by (2.8) and (2.11), we have∣∣∣∂kzJν(z)∣∣∣ ≤ Czn−2−k〈z〉k−(n−1)/2, ∀z > 0, (5.13)
for every integer 0 ≤ k ≤ n− 2, while for k ≥ n− 1 we have∣∣∣∂kzJν(z)∣∣∣ ≤ Ck〈z〉(n−3)/2, ∀z > 0. (5.14)
Thus, by (5.12)-(5.14) we obtain (for λ2 ∈ suppψ1)∣∣∣∣ dmdλm (Jν(σ1λ)A(λ, σ2))
∣∣∣∣ ≤ C m∑
k=0
∣∣∣∣∣ dkdλkJν(σ1λ) d
m−k
dλm−k
A(λ, σ2)
∣∣∣∣∣
≤ Cσ−12 σn−21 〈σ1〉m−(n−1)/2, (5.15)
for every integer m ≥ 0. In the same way as in the proof of (2.5), using (2.7) together with
(5.15), we deduce ∣∣∣L(1)1 (σ1, σ2; t)∣∣∣ ≤ Cm|t|−m−1/2σ−n+12 〈σ1〉m−(n−1)/2, (5.16)
for every integer m ≥ 0, and hence for all real m ≥ 0. Taking m = (n − 1)/2 in (5.16) we
obtain the desired bound. Let φ ∈ C∞0 ([−1, 1]), φ = 1 on [−1/2, 1/2]. We further decompose
the function W
(1)
1 as follows
W
(1)
1 (σ1, σ2; t) = Const(σ1σ2)
−n+2
∫
eitλ
2
ψ(λ2)Jν(σ1λ)Nν(σ2λ)φ(σ2λ)λdλ
+Const(σ1σ2)
−n+2
∫
eitλ
2
ψ(λ2)Jν(σ1λ)φ(σ1λ)Nν(σ2λ)(1− φ)(σ2λ)λdλ
+Const(σ1σ2)
−n+2
∫
eitλ
2
ψ(λ2)Jν(σ1λ)(1− φ)(σ1λ)Nν(σ2λ)(1 − φ)(σ2λ)λdλ
=:M
(1)
1 (σ1, σ2; t) +N
(1)
1 (σ1, σ2; t) + W˜
(1)
1 (σ1, σ2; t). (5.17)
By (5.10) we have (for λ2 ∈ suppψ)∣∣∣∣∣ dkdλk (Nνφ)(σλ)
∣∣∣∣∣ ≤ Ck, ∀σ > 0, (5.18)
for every integer k with a constant Ck > 0 independent of σ. By (5.13), (5.14) and (5.18) we
get (for λ2 ∈ suppψ) ∣∣∣∣ dmdλm (Jν(σ1λ)(Nνφ)(σ2λ))
∣∣∣∣ ≤ Cσn−21 〈σ1〉m−(n−1)/2, (5.19)
for every integer m ≥ 0. In the same way as above we deduce from (5.19)∣∣∣M (1)1 (σ1, σ2; t)∣∣∣ ≤ Cm|t|−m−1/2σ−n+22 〈σ1〉m−(n−1)/2, (5.20)
for all real m ≥ 0. Taking m = (n− 1)/2 we conclude that M (1)1 satisfies (5.5). Furthermore, in
view of (5.13) and (5.14), we have (for λ2 ∈ suppψ)∣∣∣∣∣ dkdλk (Jνφ)(σλ)
∣∣∣∣∣ ≤ Ckσn−2, ∀σ > 0, (5.21)
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for every integer k with a constant Ck > 0 independent of σ, while (2.11) leads to the bound∣∣∣∣∣ dkdλk ((1− φ)Nν)(σλ)
∣∣∣∣∣ ≤ Ck〈σ〉k−(n−1)/2, ∀σ > 0. (5.22)
By (5.21) and (5.22), (for λ2 ∈ suppψ)∣∣∣∣ dmdλm ((φJν)(σ1λ)((1 − φ)Nν)(σ2λ))
∣∣∣∣ ≤ Cσn−21 〈σ2〉m−(n−1)/2, (5.23)
for every integer m ≥ 0. By (5.23) we get∣∣∣N (1)1 (σ1, σ2; t)∣∣∣ ≤ Cm|t|−m−1/2σ−n+22 〈σ2〉m−(n−1)/2, (5.24)
for all real m ≥ 0. Taking m = (n− 1)/2 we conclude that N (1)1 satisfies (5.5), too.
We will now decompose W˜
(1)
1 using that the functions b
±
ν admit the expansion
b±ν (z) = ±cνz(n−3)/2 +O
(
z(n−5)/2
)
, z → +∞,
where cν is some constant. More precisely, we have∣∣∣∂kz (b±ν (z)∓ cνz(n−3)/2)∣∣∣ ≤ Ckz(n−5)/2−k, z ≥ z0, (5.25)
for every integer k ≥ 0 and every z0 > 0, with a constant Ck > 0 independent of z but depending
on k and z0. Thus we can write
(σ1σ2)
−n+2λ((1− φ)Jν)(σ1λ)((1 − φ)Nν)(σ2λ)
= c2ν(σ1σ2)
−(n−1)/2λn−2
(
eiσ1λ − e−iσ1λ
) (
eiσ2λ + e−iσ2λ
)
+c2ν(σ1σ2)
−(n−1)/2λn−2(−φ(σ1λ)− φ(σ2λ) + φ(σ1λ)φ(σ2λ))
(
eiσ1λ − e−iσ1λ
) (
eiσ2λ + e−iσ2λ
)
+(σ1σ2)
−n+2λ((1 − φ)Jν)(σ1λ)(1− φ)(σ2λ)
×
(
eiσ2λ
(
b+ν (σ2λ)− cν(σ2λ)(n−3)/2
)
+ e−iσ2λ
(
b−ν (σ2λ) + cν(σ2λ)
(n−3)/2))
+cνσ
−n+2
1 σ
−(n−1)/2
2 λ
(n−1)/2(1− φ)(σ1λ)(1 − φ)(σ2λ)
(
eiσ2λ + e−iσ2λ
)
×
(
eiσ1λ
(
b+ν (σ1λ)− cν(σ1λ)(n−3)/2
)
− e−iσ1λ
(
b−ν (σ1λ) + cν(σ1λ)
(n−3)/2))
=: X(λ;σ1, σ2) + Y (λ;σ1, σ2) + Z(λ;σ1, σ2), (5.26)
where X denotes the first term in the RHS, Y denotes the second one, while Z = Z1 + Z2
denotes the remainder (Z2 being the last term). In view of (5.25) we have (for λ
2 ∈ suppψ)∣∣∣∣ dmdλmZ1(λ;σ1, σ2)
∣∣∣∣ ≤ C m∑
k=0
〈σ1〉k−(n−1)/2〈σ2〉m−k−(n+1)/2
≤ C〈σ1〉−(n−1)/2〈σ2〉−(n+1)/2 (〈σ1〉+ 〈σ2〉)m , (5.27)
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for every integer m ≥ 0.Hence,∣∣∣∣∫ eitλ2ψ(λ2)Z1(λ;σ1, σ2)dλ∣∣∣∣ ≤ C|t|−m−1/2〈σ1〉−(n−1)/2〈σ2〉−(n+1)/2 (〈σ1〉+ 〈σ2〉)m , (5.28)
for all real m ≥ 0. Take m = (n − 1)/2 and observe that
〈σ1〉−(n−1)/2〈σ2〉−(n+1)/2 (〈σ1〉+ 〈σ2〉)(n−1)/2 ≤ C〈σ1〉−(n+1)/2 + C〈σ2〉−(n+1)/2.
Therefore, the integral in the LHS of (5.28) satisfies (5.5). The function Z2 is treated in precisely
the same way. Furthermore, we decompose the function Y as Y = Y1 + Y2 + Y3, with Y1
corresponding to the term φ(σ1λ), Y2 corresponding to the term φ(σ2λ), and Y3 being the
remainder. We have (for λ2 ∈ suppψ)∣∣∣∣ dmdλmY1(λ;σ1, σ2)
∣∣∣∣ ≤ Cσ−(n−1)/21 σ−(n−1)/22 〈σ2〉m, (5.29)
for every integer m ≥ 0, and hence,∣∣∣∣∫ eitλ2ψ(λ2)Y1(λ;σ1, σ2)dλ∣∣∣∣ ≤ C|t|−m−1/2σ−(n−1)/21 σ−(n−1)/22 〈σ2〉m, (5.30)
for all real m ≥ 0. Since σ1 is bounded as long as σ1λ ∈ suppφ and λ2 ∈ suppψ, we can bound
the RHS of (5.30) (for m = (n− 1)/2) by
C|t|−n/2
(
σ
−(n−1)/2
1 σ
−(n−1)/2
2 + σ
−(n−1)/2
1
)
≤ C|t|−n/2
(
σ−n+11 + σ
−n+1
2
)
.
Therefore, the integral in the LHS of (5.30) satisfies (5.5). The terms corresponding to Y2 and
Y3 can be treated in precisely the same way.
Furthermore, we write∫
eitλ
2
ψ(λ2)X(λ;σ1, σ2)dλ =
∫
w(1)(µ, t, σ1, σ2)µ
(n−3)/4ψ(µ)dµ, (5.31)
where the function w(1) is of the form
w(1)(λ2, t, σ1, σ2) =
∑
±
∑
±
Const(σ1σ2)
−(n−1)/2eitλ
2+iλ(±σ1±σ2)λ(n−3)/2. (5.32)
Clearly, the function w(1) satisfies (5.4). To prove that w(1) satisfies (4.10), it suffices to show
that ∣∣∣∣∫ ∞
0
eitλ
2+iσλλ(n−1)/2χa(λ2)dλ
∣∣∣∣ ≤ C|t|−n/2〈σ〉(n−1)/2, ∀t 6= 0, σ ∈ R, (5.33)
with a constant C > 0 independent of t and σ. Consider first the case of n odd, and set
m = (n− 1)/2. Integrating by parts m times, we get
2(it)m
∫ ∞
0
eitλ
2+iσλλ(n−1)/2χa(λ2)dλ = (it)m
∫ ∞
0
eitµ+iσ
√
µµ(n−3)/4χa(µ)dµ
=
∫ ∞
0
eitµ
dm
dµm
(
eiσ
√
µµ(n−3)/4χa(µ)
)
dµ
21
=
m−1∑
j=0
σj
∫ ∞
0
eitλ
2+iσλϕj(λ)dλ+ 2
∫ ∞
0
eitλ
2+iσλgm(λ
2, σ)χa(λ
2)λdλ, (5.34)
where ϕj ∈ C∞0 ((0,+∞)), and
gm(µ, σ) = e
−iσ√µ d
m
dµm
(
eiσ
√
µµ(n−3)/4
)
.
By (2.7), each integral in the sum in the RHS of (5.34) is bounded by O(|t|−1/2). To bound the
remainder, observe that gm is of the form
gm(µ, σ) = µ
−1/2
m∑
j=0
γjσ
jµ−(m−j)/2,
where γj are independent of µ and σ. Therefore, we have (for λ
2 ∈ suppχa)∣∣∣∣∣ djdλj
(
λgm(λ
2, σ)
)∣∣∣∣∣ ≤ C〈σ〉mλ−2j , j = 0, 1, (5.35)
and hence ∣∣∣∣ ddλ
(
λgm(λ
2, σ)χa(λ
2)
)∣∣∣∣ ≤ C〈σ〉m〈λ〉−2. (5.36)
We now write the last integral in the RHS of (5.34) as∫ ∞
0
k(λ, σ, t)
d
dλ
(
λgm(λ
2, σ)χa(λ
2)
)
dλ, (5.37)
where
k(λ, σ, t) =
∫ λ
0
eitx
2+iσxdx
= e−iσ
2/4t
∫ λ
0
eit(x+σ/2t)
2
dx = |t|−1/2e−iσ2/4t
∫ λ|t|1/2−εσ/2|t|1/2
−εσ/2|t|1/2
eiεy
2
dy,
where ε = sign t. Using the well known bound∣∣∣∣∫ a
0
eiεy
2
dy
∣∣∣∣ ≤ C, ∀a ∈ R,
with a constant C > 0 independent of a, we get
|k(λ, σ, t)| ≤ C|t|−1/2, (5.38)
with a constant C > 0 independent of λ, σ and t. By (5.36) and (5.38), the integral in (5.37) is
bounded by C〈σ〉m|t|−1/2, which clearly implies (5.33) in this case.
Let now n be even and set m = (n − 2)/2. Then (5.34) still holds and each integral in the
sum in the RHS is bounded by Ck〈σ〉k|t|−k−1/2 for all real k ≥ 0, and in particular for k = 1/2.
Therefore, it suffices to show that the last integral in the RHS of (5.34) is bounded in this case
by C〈σ〉m+1/2|t|−1. The function gm in this case is of the form
gm(µ, σ) = µ
−1/4
m∑
j=0
γ′jσ
jµ−(m−j)/2.
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Thus, it suffices to show that∣∣∣∣∫ ∞
0
eitλ
2+iσλλ1/2−jχa(λ2)dλ
∣∣∣∣ ≤ C|t|−1〈σ〉1/2+j , 0 ≤ j ≤ m. (5.39)
When j ≥ 1, (5.39) follows easily by integrating once by parts. To prove (5.39) for j = 0, we
proceed as follows (if σ/t < 0)∫ ∞
0
eitλ
2+iσλλ1/2χa(λ
2)dλ = e−iσ
2/4t
∫ ∞
0
eit(λ+σ/2t)
2
λ1/2χa(λ
2)dλ
= (−σ/2t)1/2e−iσ2/4t
∫ ∞
0
eit(λ+σ/2t)
2
χa(λ
2)dλ
+e−iσ
2/4t
∫ ∞
0
eit(λ+σ/2t)
2 χa(λ
2)
λ1/2 + (−σ/2t)1/2 d(λ+ σ/2t)
2
= (−σ/2t)1/2e−iσ2/4t
∫ ∞
0
eit(λ+σ/2t)
2
χa(λ
2)dλ
−(it)−1e−iσ2/4t
∫ ∞
0
eit(λ+σ/2t)
2 d
dλ
(
χa(λ
2)
λ1/2 + (−σ/2t)1/2
)
dλ. (5.40)
We bound the integral in the first term in the RHS of (5.40) by O(|t|−1/2) in the same way as
the integral (5.37) above, so the first term itself is bounded by C〈σ〉1/2|t|−1. The second term
is bounded by O(|t|−1) because of the bound∣∣∣∣∣ ddλ
(
χa(λ
2)
λ1/2 + (−σ/2t)1/2
)∣∣∣∣∣ ≤ C〈λ〉−3/2,
with a constant C > 0 independent of λ, σ and t. When σ/t ≥ 0, we write∫ ∞
0
eitλ
2+iσλλ1/2χa(λ
2)dλ
= −(it)−1e−iσ2/4t
∫ ∞
0
eit(λ+σ/2t)
2 d
dλ
(
λ1/2χa(λ
2)
λ+ σ/2t
)
dλ, (5.41)
so the integral in the LHS of (5.41) is bounded by O(|t|−1) because of the bound∣∣∣∣∣ ddλ
(
λ1/2χa(λ
2)
λ+ σ/2t
)∣∣∣∣∣ ≤ C〈λ〉−3/2,
with a constant C > 0 independent of λ, σ and t. This completes the proof of (5.33). Since the
function U
(2)
1 can be treated in precisely the same way as U
(1)
1 , the proof of the proposition is
completed.
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