Abstract. The authors give a variety" of conditions under which there is no need to explicitly require seminormality conditions in closure and lower closure theorems, and corresponding lower semicontinuity theorems. Both Lipschitz-type conditions and growth-type conditions are taken into consideration in classes L~ and L®.
Introduction
In this paper, we state and prove ctosure, lower ciosure, and semicontinuity theorems, based on sole convexity requirements and analytical properties of the given functions, as Lipschitz-type, or growth-type conditions. In our theorems we are not using, therefore, those seminormality conditions which in Mayer and Lagrange problems are usually expressed in terms of Kuratowski upper semicontinuity of the relevant sets, and analogous variants as property (Q) (Ref. 1).
The analytical conditions we take into consideration (F-type, G-type, H-type conditions) -will be listed in Section 4. These conditions are known to have practical significance. They have a bearing on the problem under consideration through a simple function-theoretical property-, which we denote as property (~@) (Section 3). Closure theorems for abstract Mayer problems are given in Sections 6 and 7, lower closure theorems for Lagrange problems in Sections 8 and 9, and lower semicontinuity theorems for free problems of the calculus of variations in Section 10.
In Section 5, we shall state certain preliminary theorems which were proved by Cesari in Refs. 1, 2, and which we need in the proofs in Sections 6 and 8.
In Refs. 3, 4, Cesari has also proved other closure, lower closure, and semicontinuity theorems of a type different from those presented here, and also without seminormality conditions (or with very mild conditions of this kind). For the sake of brevity, we shall mention here only one semicontinuity theorem of this type in Remark 8 in Section 10.
Notations
Points in E,, E~, E,~, Er+ 1 spaces will be denoted by t = (t*,..., t~), x = (xl,..., x~), u -= (ul,..., urn), and (z °, z) = (z °, zl,..., z") or (~7, ~) = (~/, ~t ..... ~r), respectively. Also, A is a given subset of the tx-space E, × En, A 0 is the projection of A on E~, and for t e A o let A(t) = {x e E~ [ (t, x) e A}. For every t s A 0 a subset U(t) of Em is assigned, and M denotes the set {(t, x, u)j(t, x) ~ .d, u ~ g(t)} C E, × E~ × Era. Let fo(t, x, u) andf(t, x, u) = (fl ,-.., fr) be given functions on M.
We shall denote by G and T O given subsets of A o in E~, and A~ and H 0 are the subsets Aa ~--A n (G × E~), Ho = A n (T O × E~). We shall denote by I Z[ the Lebesgue measure of a subset Z of E,.
We say that condition (C) is satisfied provided, given e > 0, there is a compact subset K of G such that [ G --K[ < E, the set A/c = A n (K × E~) is closed, the set M~c = {(t, x, u)l t ~ K} is closed, and the functions fo (t, x, u), f(t, x, u) are continuous on M/c. In Mayer problems, we shall disregardfo ; in free problems, f = u. Condition (C) implies in particuIar that, for almost all [ e G, the sets A(f) and M(i) = {(x, u) I (t, x, u) ~ 21f/} are closed, and fo (i, x, u), f([, x, u) are continuous
on M(~).
Condition (C) is certainly satisfied if tile sets A and M are closed and if f0 a n d f are measurable in t and continuous in (x, u) and M(t) = M(t') for t, t' e G. In particular, if f0 a n d f are continuous on M, and A and M are closed, then obviously condition (C) holds.
Whenever f0 and f have property (C) and x(t), u(t), t ~ G, are measurable functions, then n(t) =fo (t, x(t), u(t) ) =Co[x, u](t), tea,
~(t) =f(t, x(t), u(t)) = F[x, u](t),
teG,
are measurable functions on G. Actually, (1) define operators F0, F from
