In item response models, the item response function (IRF) specifies the relationship between the probability of a correct or keyed response on a dichotomous item and the measurement scale of the psychological attribute under consideration. Usually, this probability is a nondecreasing function of the scale. Mokken (1971; Mokken & Lewis, 1982) proposed two item response models for ordering n persons and k dichotomous items on a measurement scale. Because neither ~~~'s nor distributions of parameters are parametrically defined, both models can be characterized as nonparametric (e.g., Meijer, Sijtsma, & Smid, 1990 ).
The Mokken (1971) model of monotone homogeneity (MH) is based on three assumptions: unidimensional measurement, local stochastic independence of responses to items, and nondecreasing IRFs. Similar models are discussed by Holland (1981) , Rosenbaum (1984 Rosenbaum ( , 1987a , Holland and Rosenbaum (1986) , Stout (1987) , and Grayson (1988) . The I~~ model is relevant because of its potential for ordering persons along the measurement scale, denoted by 0. Because IRFs are not parametrically defined, 0 cannot be estimated numerically (see Lewis, 1983, and Mokken & Lewis, 1982 , for the estimation of a modified person parameter). Because the orderings based on the number-correct true score T from classical test theory and 0 are identical (Lord, 1980; Mokken, 1971, p. (e.g., Bleichrodt, Drenth, Zaal, & Resing, 1985) . An application of the property of invariant item ordering in different groups is found in item bias research (Hulin, Drasgow, & Parsons, 1983, p. 162) . Finally, an invariant item ordering is required for the application of a reliability method proposed by Mokken (1971; Sijtsma & Molenaar, 1987) . In logistic item response theory (IRT) models, the item difficulty 8 is defined as that value of 0 for which the probability of success lies exactly halfway between the lower and upper asymptotes of the IRF (Hambleton & Swaminathan, 1985, p. 38; Lord, 1980, pp. 12-13 Alternatively, with the DM model 8 can be defined as the value of 0 for which the success probability is the same constant for all items (e.g., Mokken, 1971, p. 174 (Meijer et al., 1990; Mokken, 1971, p. 118 (Mokken, 1971, p. Mokken, Lewis, & Sijtsma, 1986 , for a critical reply), the l~ coefficient has proven to be a useful tool for test construction. Examples are provided by Mokken and Lewis (1982) for quality of sleep, Kingma and TenVergert (1985) Sijtsma, 1988) This coefficient also can be written in terms of errors according to the Guttman (1950) scalogram (see Mokken, 1971, Based on N, Mokken (1971) and Mokken and Lewis (1982) proposed an item scalability coefficient that only involves the covariances of a particular item with the other k -1 items. For item g, [Refer to Mokken (1971) and Mokken and Lewis (1982) Because H > min(~) (Mokken & Lewis, 1982) Specifically, data matrices (100 persons x 9 items) containing artificial binary scores were obtained (for the simulation procedure see Sijtsma & Molenaar, 1987) For cells with d(6) > 0, using n = 200 rather than n = 100 yielded only minor changes in the mean H T: the largest absolute difference (n = 100) was .017. The SD showed an average decrease of .01 with the larger n. With test length k = 18 (n = 100), the overall results for HT and the SD remained similar to those obtained with k = 9. Specifically, the SD ranged from .02 to .03, which is, on the (lVlcijer et al., 1990; Molenaar, 1982 Molenaar, , 1983 
