In this paper, we propose a principled deep reinforcement learning (RL) approach that is able to accelerate the convergence rate of general deep neural networks (DNNs). With our approach, a deep RL agent (synonym for optimizer in this work) is used to automatically learn policies about how to schedule learning rates during the optimization of a DNN. The state features of the agent are learned from the weight statistics of the optimizee during training. The reward function of this agent is designed to learn policies that minimize the optimizee's training time given a certain performance goal. The actions of the agent correspond to changing the learning rate for the optimizee during training. As far as we know, this is the first attempt to use deep RL to learn how to optimize a large-sized DNN. We perform extensive experiments on a standard benchmark dataset and demonstrate the effectiveness of the policies learned by our approach. All source code for reproducing the experiments can be downloaded from https://github.com/bigaidreamprojects/qan .
INTRODUCTION
Many works (Zeiler, 2012; Kingma & Ba, 2014; Schaul et al., 2012; Loshchilov & Hutter, 2016) have shown that the performance of large-sized deep models based on stochastic gradient descent (Bottou, 2010 ) is sensitive to learning rates. Therefore, choosing learning rates is a crucial step in the process of training deep models to achieve expected performance. For decades, the de-facto standard for selecting learning rates has been based on researchers' experiences. Recently, it has been shown that automatic hyperparameter optimization using Bayesian optimization can reach or outperform expert-level settings for deep models on a variety of benchmark datasets (Shahriari et al., 2016; Snoek et al., 2015) . However, Bayesian optimization can only find one fixed learning rate to be used for all iterations in one episode 1 , while changing learning rates during training usually gives better performance (Maclaurin et al., 2015) . Many adaptive gradient (or more specifically adaptive learning rates) approaches have been proposed, such as Zeiler (2012); Kingma & Ba (2014) ; Schaul et al. (2012) . However, these methods are usually designed to exploit structures in a particular domain and hardly provide good generalization performance for all datasets (Andrychowicz et al., 2016) .
In this work, we propose a principled and scalable approach that enables deep reinforcement learning algorithms to control the learning rates of another large-sized DNN. With our approach, a deep RL agent (synonym for optimizer in this work) is used to automatically learn policies about how to schedule learning rates during the optimization of that DNN. The state features of the agent are learned from the weight statistics of the optimizee during training. The reward function of this agent is designed to learn a policy that minimize the optimizee's training time given a certain performance goal. The actions of the agent correspond to changing the learning rate for the optimizee during training. The performance of the proposed method is evaluated on a standard computer vision benchmark dataset. It only requires a light-weighted "black box" interface to deep models, allowing anybody to tune very sophisticated, state-of-the-art deep networks without having to look under the hood.
Our main contributions are three-fold:
1. We propose a principled and scalable neural optimizer for automatically optimizing learning rates based on deep RL. Its success relies on the generic and compact definition of the state features based on the weight statistics of the optimizee, and the incorporation of restart into the actions taken by the RL agent.
2. We perform experiments with a state-of-the-art network architecture and gain promising results on CIFAR-10 compared to other hand-designed learning rate optimizers.
3. We observe that the greedy reward function used by the agent leads to acceptable generalization performance in practice.
2 RELATED WORK
HAND-DESIGNED OPTIMIZERS
Various sophisticated hand-designed learning rate optitmizers have been proposed, such as Zeiler (2012); Kingma & Ba (2014) ; Schaul et al. (2012) . Some state-of-the-art methods, such as Adam (Kingma & Ba, 2014) and ADADELTA (Zeiler, 2012) , approximate the inverse Hessian, where the input to the optimizers is the diagonal of the inverse Hessian. Compared to the smooth learning rate curve given by Maclaurin et al. (2015) , the ADADELTA method (Zeiler, 2012) will suggest rapidly changing learning rates.
Also, in Loshchilov & Hutter (2016) , the authors show that by periodically setting the learning rate back to a large value, the convergence rate can be accelerated dramatically. However, these methods are designed to exploit structures in a particular domain and hardly provide good generalization performance for all datasets (Andrychowicz et al., 2016) .
LEARNING TO LEARN
In this paper, learning to learn is defined as learning how to update the optimizee's parameters or hyperparameters when the optimizer is provided with error signals based on the performance of the optimizee. Andrychowicz et al. (2016) uses an external recurrent neural network to control the weight update of a neural network, which can be seen as a special form of tuning learning rates for every weight. Unfortunately, this approach is not scalable because of the nature of recurrent neural networks, whose unrolled states must be cached for later back-propagation. The most similar work to our approach is Hansen (2016) , where a deep reinforcement learning algorithm is used to control learning rates. However, in their work the agent's states require careful hand-construction of task-specific features that can only be used to tune learning rates. In contrast, our framework is more generic in that the same design can be used for tuning other hyperparameters, such as dropout ratios. Besides, the approach of Hansen (2016) cannot handle models using stochastic gradient descent whereas ours can. Another related work is Daniel et al. (2016) , where they also focus on designing specific state features. In contrast, our method is based on weight statistics which is more generic and can deal SGD based optimizees. Furthermore, in our framework, the RL agent is only equipped with 2 discrete actions, i.e. restarting the learning rate to a specific value (Loshchilov & Hutter, 2016) and decreasing the learning rate by a certain amount, both of which make the exploration much more efficient.
In Snoek et al. (2015) , pseudo-Bayesian neural network is used to tune hyperparameters including learning rates of another deep neural network. They add a Bayesian linear regressor to the last hidden layer of a deep network, marginalizing only the output weights of the network while using a point estimate for the remaining parameters. The hyperparameters of this pseudo-Bayesian network are tuned by a Bayesian optimizer based on Gaussian processes. This approach can only give one fixed learning rates to be used in all iterations, which is not optimal, whereas the RL agent in our work is able to output dynamic learning rates for different iterations.
In Maclaurin et al. (2015) , the learning rates are modified by hypergradients. They also show that the learning rates could start by taking large values and then favor smaller values in the following iterations through a relatively smooth manner. Unfortunately, this approach is too slow to be considered practical. Our approach only incurs negligible computational overheads for running a small-sized DL agent and thus is scalable.
BACKGROUND 3.1 STOCHASTIC GRADIENT DESCENT (SGD)
Training a DNN with n free parameters can be formulated as the problem of minimizing a function f : R n → R. Following the convention of Loshchilov & Hutter (2015) ; Hazan et al. (2015) , we define a loss function ψ : R n → R for each training sample; the distribution of training samples then induces a distribution over function D, and the overall function f to optimized is the expectation of this distribution:
Usually, f is optimized by iteratively adjusting w t (the weight vector at time step t) using gradient information obtained on a mini-batch {ψ
Then the weight vector is updated using stochastic gradient descent (SGD) as follows:
where η t is the learning rate at time t.
DEEP REINFORCEMENT LEARNING
Reinforcement learning algorithms are designed to train an agent to interact with an environment and improve the performance in sequential decision making processes. Specifically, the goal of a reinforcement learning agent is to maximize its expected total reward by learning an optimal policy (mapping from states to actions). At each time step t, the agent observes a state s t ∈ S, selects an action a t ∈ A, and receives a reward r t+1 . After taking the action, the agent observes the next state s t+1 . We assume the task of interest here is modeled by Markov Decision Processes. That is, given the current state s t and action a t , the probability of arriving at the next state s t+1 and receiving reward r t+1 does not depend on any of the previous states or actions. The accumulative return at time t is given by R t+1 = r t+1 + T −t−1 t =t γ t −t r t , where T is the termination time step, which is also called the number of episodes. The action-value function Q π (s, a) : (S, A) → R measures the expected return after observing state s t and taking an action under a policy π : S → A, Q(s, a) = E[R t |s t = s, a t = a, π]. The optimal action-value function Q * (s, a) = max π Q π (s, a) obeys the well-known Bellman equation,
At each time step the estimateŷ t is defined asŷ t = Q t (s t , a t ) and the target y t is given by y t = r t+1 + γmax a Q t (s t+1 , a ). The update is based on the difference betweenŷ t and y t .
The DQN method (Mnih et al., 2015) approximates the optimal Q-function with a DNN. We denote it as Q(s; Figure 1: An overview of our architecture in one step (iteration).
tries to minimize the expected Temporal Difference (TD) error of the optimal Bellman equation:
, where
4 PROPOSED ARCHITECTURE 4.1 OVERVIEW Figure 1 shows the procedure of training a agent to optimize the learning rates of a given optimizee network. At every iteration, we first (1) train the optimizee as usual, and then (2) obtain training loss as the reward (Section 4.3), (3) use weight statistics as state features (Section 4.2) for the agent. Finally, the agent will take one action (Section 4.4) to output a learning rate value for the optimizee.
WEIGHT STATISTICS AS STATE FEATURES
In this paper, the state features fed into a Deep Q-Network are extracted from the weights of a DNN during training, which is different from Hansen (2016); Daniel et al. (2016) , where state features are manually crafted. This kind of state representation not only avoids the troublesome feature engineering procedure, but also enables us to tune any type of hyperparameters in addition to learning rates. In this paper we only focus on tuning the learning rates of a deep model and leave other applications to future works. Our proposed method can work on any deep models without any speed-down since the dimensionality of the state is fixed for all models. Although our proposed method could work in principle for any deep models, we focus on tuning the learning rates of convolutional neural networks (CNNs).
Unfortunately, due to the global update mechanism of back-propagation, the order of convolutional filters or even the weights of those filters will be changed spontaneously across episodes. In other words, directly extracting features from optimizee weights would be too difficult. In order to make the states of the agent compact and more consistent among different episodes, we define the states based on the statistics of weights during training. Furthermore, the agent only monitors the last layer of convolutional filters to reduce the dimensionality of features.
More specifically, inspired by Domhan et al. (2015) ; Yamada & Morimura, we define the weight matrix w l ij in layer l that connects node i and node j. In our case, w 
where g α with α ∈ {1, ..., 12} denote functions for computing mean, quantiles (0.25, 0.5, 0.75), standard deviation, skewness, kurtosis and p-th central moment (p = 1, 2, 3, 4, 5); h β with β ∈ {1, ..., 5} represent functions for computing mean, median, standard deviation, maximum value, and minimum value.
In addition to the weight statistics, the learning rate at the last iteration is also used as a feature that is similar to Mnih et al. (2014) .
REWARD FUNCTION
The reward function is defined to ensure that the RL agent learns a policy that finds the optimal objective value in the smallest number of iterations. Following Daniel et al. (2016) , we define the reward function as:
where T is the total number of iteration for an episode, and L(w t ) is the training loss at iteration t.
ACTIONS
In our work, the agent has two actions: decreasing the η t by 3%, and resetting η t which is used in Loshchilov & Hutter (2016) , in the hope that the agent could learn to generate rapidly changing learning rates. By using only 2 discrete actions, we make the exploration more efficient.
We also tried other action combinations. For example, if we provide the agent with actions of increasing the learning rate by 3%, increasing it by 10%, decreasing it by 3% and decreasing it by 10%, the agent will learn totally random actions which results in very poor training and testing performance.
EXPERIMENTS
In this section, we empirically demonstrate how a RL agent can accelerate the convergence rate of a neural network.
DATASET AND SETUP
The experiments are done on the CIFAR-10 dataset (Krizhevsky & Hinton, 2009) , which is a popular computer vision classification benchmark with 10 categories. We use a state-of-the-art model, wide residual network (Zagoruyko & Komodakis, 2016) as the optimizee.
In all the experiments, we set the depth to 40 convolutional layers and the wide factor to 4. The mini-batch size is 128, and the dropout ratio is 0.5 for all residual blocks. The baseline methods use exactly the same setting in Zagoruyko & Komodakis (2016) 3 , where learning rate is 0.1 and learning rate decay is 0. The deep reinforcement learning agent algorithm is modified from the source code used in Mnih et al. (2015) 4 , and we use the default setting to train the deep Q-network. The burn-in phase for the DQN is set to 3000 iterations, which is why the performance of DL agent shown in Figure 4 are worse than others in the beginning.
It should be noted that the learning rates do not drop by a certain value after certain epochs (a.k.a. learning rate schedule) as it does in Zagoruyko & Komodakis (2016) , and we only evaluate our methods in the first phase (the first 60 epochs). The reason is that different training phases do not share a same policy. It would be more desirable to train different agents across phases. Such settings are also used in previous "learning to learn" attempts based on neural models (Daniel et al., 2016; Hansen, 2016; Andrychowicz et al., 2016 Figure 2 : Results on CIFAR-10 with training and test accuracy curves by using vanilla SGD, ADAM, RMSProp and RL agent. The 'nodrop' indicates the dropout rate is set to 0, and 'drop' indicates the dropout rate is set to 0.5.
RESULTS AND DISCUSSIONS
As shown in Figure 2 and Figure 3 , with the help of the RL agent, the optimizee converges to better values in much shorter time than all the other adaptive and standard SGD optimizers in terms of test accuracy.
It is widely acknowledged that deep models with large number of parameters are prone to overfitting, and our proposed neural optimizer makes it even worse in the sense that our reward function implicitly encourages the optimizee to overfit the training set. As a result, we use dropout, which usually worsens the performance for wide residual networks Zagoruyko & Komodakis (2016) . When training with dropout, our method still outperforms all the other optimizers ( Figure 3) . Surprisingly, none of the learning to learn methods Loshchilov & Hutter (2016) ; Daniel et al. (2016); Hansen (2016) ; Andrychowicz et al. (2016) could learn such an abrupt or even close action like restart used in Loshchilov & Hutter (2016) , which is by far the most effective hand-engineered SGD optimizer on CIFAR-10 for wide residual networks. This may imply that existing neural optimizers are still unable to learn a optimal learning rates with no prior knowledge. Compared to the hand-designed restart scheduler in Loshchilov & Hutter (2016) , where the restart span ranges from 20 to 100 epochs, the RL agent in our work applies restart actions much more frequently as shown in Figure 4 . It should be noted that the agent does learn meaningful policies, though somewhat myopic and greedy. It prefers a sequence of consecutive decreasing actions followed by a restart action. Although there is no reason to believe that such strategies are optimal, reinforcement learning with long-term predictions are inherently difficult (Li et al., 2015) , especially when we are using a model-free method and each episode would take a day to play. In this work, we restrict ourselves to learning the policies from scratch with as few prior assumptions as possible, but it would be interesting to incorporate prior knowledge into the RL agent by using actor-mimic methods Parisotto et al. (2015) .
It has been argued in Choromanska et al. (2014) that there are many local minima in the loss surfaces for large-sized deep models and they have similar performance on a test dataset. Based on our observations, it seems that myopic and greedy learning rate behaviors lead to faster convergence to local minima in practice. It would be interesting to empirically investigate the relationship between the size of optimizee and the behavior of their local minima found by neural optimizers.
CONCLUSION
In this paper, we propose to use a scalable deep reinforcement learning agent to improve modern deep neural networks' generalization performance on real-world benchmark datasets by accelerating their convergence rates. Experiments on CIFAR-10 with wide residual networks show the effectiveness of our proposed approach.
