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Î . introduction
Cet article propose un cadre conceptuel de fusion de croyances
dans des hypothèses ensemblistes représentées par des proposi-
tions telles que « tel élément appartient à tel ensemble ». La notion
de croyance dans une hypothèse est utilisée dans le cadre combiné
de la logique des propositions et du calcul des probabilités, pré-
senté par R.T. Cox en 1946. L'approche subjectiviste de Cox met
en avant le fait que l'axiomatique des probabilités peut aussi être
considérée comme une extension de la logique classique lorsque
la valuation des propositions n'est pas connue avec certitude . Les
croyances manipulées sont donc des degrés de probabilité dans des
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hypothèses sur le monde représentées par des propositions . Ces
degrés de probabilités trouvent alors une justification qui ne fait
pas forcément appel aux notions usuelles de variables aléatoires
et d'occurences . Le problème traité dans cet article est le suivant
si un système automatisé manipule des hypothèses pour mener
a bien des raisonnements et si ce système a besoin de se faire
une opinion sur la pertinence de ces hypothèses (i .e. dévelop-
per une croyance) alors un moyen pour y parvenir consiste à lui
faire interroger des « experts' » capables de lui fournir leurs pro-
pres croyances (semblables ou différentes) sur ces hypothèses . La
question est alors : comment le système peut-il agréger ou fusion-
1
. Le terme générique d'expert est utilisé ici pour représenter n'importe quelle
source d'information .
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ner ces croyances? Afin de restreindre le champ des possibilités,
le cadre conceptuel développé devra satisfaire par hypothèse les
contraintes suivantes : les propositions ne sont manipulées qu'à
l'aide des opérateurs usuels de la logique des propositions, les
calculs de croyances effectués pendant les opérations de fusion
ne reposent que sur l'axiomatique des probabilités, les experts
contradictoires entre-eux doivent pouvoir être gérés et la métho-
dologie doit faire apparaître de façon explicite les différents modes
de fusion possibles . Afin de faciliter la présentation de ce cadre
conceptuel, nous allons partir d'une problématique pratique de re-
construction d'environnement sous forme de grille d'occupation
qui sera ensuite transformée en une problématique de fusion de




La problématique pratique est la reconstruction de l'environne-
ment perçu par un robot mobile sous forme d'une grille d'occu-
pation à l'aide de télémétres à ultrasons . Cette approche associe
à chaque point (inconnu) caractérisé par un télémètre une dis-
tribution de coordonnées (x, y) susceptibles de plus ou moins
correspondre à ce point . La reconstruction de l'environnement
consiste alors à partitionner une région d'intérêt en cellules ou
grillez [Elf86, Elf89a, E1f89b] . La plupart du temps, les cellules
considérées V forment une partition d'un plan S parallèle au sol .
Il faut alors déterminer, à partir des distributions obtenues, si cha-
cune de ces cellules est susceptible d'être occupée ou pas par un
point, une cellule occupée signifiant qu'il existe un obstacle dans
cette région de l'espace selon les mesures . Selon la nature des
distributions associées aux points caractérisés par les télémètres,
cette détermination est basée sur des approches heuristiques sim-
ples [RB90, BK91c, BK91b], sur des approches heuristiques plus
complexes utilisant les sous-ensembles flous [G094] ou la théorie
des possibilités [Pat94], sur la théorie des croyances de Dempster-
Shafer [DP96] et sur des approches de fusion bayésienne utilisant
le calcul des probabilités [ME88, Mor88, Elf92] . Dans le cadre de
cet article, nous ne considérerons que les méthodes probabilistes
de reconstruction de grilles . Notre objectif est de rediscuter les
limitations de l'approche Bayésienne introduite en robotique mo-
bile par [Elf86] et de montrer qu'il est possible de fournir une
autre solution formelle à la reconstruction d'environnement .
2 . Dans la terminologie anglo-saxonne, on parle d'occupancy grid .
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3. l'approche bayésienne
Dans le cadre des probabilités, une approche classique et très
largement utilisée correspond à l'utilisation du raisonnement
bayésien . Cette approche introduite en reconstruction de grilles
par A. Elfes repose sur le théorème de Bayes utilisable lorsqu'on
considère n hypothèses Hi exclusives et exhaustives
i j P(Hi Hj) = 0 P(Hi ) = 1
i-1
Si ces n hypothèses peuvent être conditionnées par l'observation
de k données ej, la probabilité qu'une hypothèse Hi soit vraie
conditionnellement à une donnée ej est
P(Hi~ej) =
P(ej ~))
(H5) Vi E [1, . . . .
n] ( 1 )




Lorsqu'on désire fusionner l'information apportée par un en-
semble de données ej pour déterminer la probabilité qu'une hy-
pothèse Hi soit vraie conditionnellement aux données e1,. . , ek,
le théorème de Bayes permet d'écrire
P(HiIel . . . ek) =







Si on cherche à établir P(Hi bel . . . ek) par mises-à-jour succes-
sives et si l'observation de chaque donnée ei est indépendante de





el . . .ek-1)
(4)
P(Hi~e1 . . .ek) = n
E




Dans cette expression, seules les n probabilités P(ek lHj) qui
dépendent de la nouvelle donnée ek sont à déterminer.
L'approche utilisée par Elfes pour construire une grille d'occu-
pation repose directement sur la relation (4) . Soit p le nombre
de cellules de la région d'intérêt considérée . Chaque cellule Vi a
deux états possibles qui sont « vide » ou « occupée » représentés
par deux propositions qui ont sens sémantique suivant
HOeC ,V _ « la cellule V est occupée »
Hvide,V
. _ « la cellule V est libre »
Les deux hypothèses H°,,,V et Hvjde,Vi sont donc exclusives
et exhautives pour la cellule Vi . Soit r la distance renvoyée par
un télémètre visant une direction donnée . Pour déterminer l'état
occupé ou vide d'une cellule V en fonction de cette distance, il
suffit d'utiliser la relation (1)
P(Hoc,,V r
Pour calculer la probabilité P(r IHOec,V.) que le télémètre four-
nisse la mesure r obtenue si la cellule V est occupée, A . Elfes sup-
pose qu'il est nécessaire d'explorer toutes les combinaisons pos-
sibles d'états « vide » ou « occupé » de toutes les cellules autres
que V et d'appliquer le modèle du capteur à chacune de ces com-
binaisons pour obtenir finalement P(rl HOeC , v, ) . La formulation





,V-Mi,j) X P(Mi,j I Ho,,,V ))






Hocc,V )P(Hocc,V) + P(rl Hvide,V,j )P(Hvide,V )
P(Hocc,V,) - P(Hvide,V) =
1
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(5)
(6)
Mi,O - Hvide,Vp . . . Hvide,V+1 Hvide,V
1 . . . Hvide,V2 Hvide,V1
Mij - Hvide,Vp . . . Hvide,V+1 Hvide,V_1 . . . Hvide,V2Hocc,V1
Mi,2 - Hvide,Vp . . . Hvide,V+1Hvide,V_1 . . . Hocc,V2Hvide,V1
Mi 2p-1-1
= Hocc,Vp . . . Hocc,V+1 Hocc,V_ 1 . . . Hoc,,V2 Hocc,
V1
Notons que l'indice j de ces propositions correspond à un code
binaire sur {occ, vide} qui permet de spécifier tous les cas
possibles d'états « vide » ou« occupé » des p - 1 cellules Vj avec
j
54
i . Les propositions Mij sont donc mutuellement exclusives .
La deuxième probabilité P(r I
Hvide,V) est obtenue de la même
manière en remplaçant l'indice occ par vide dans (6). Les termes
P(Mi,j HO . ,,v.) dans (6) et P(Mi , j I
Hvide,V) sont déterminés
par A . Elfes à partir des probabilités de l'état individuel de chaque
cellule V en supposant que les états des cellules sont des variables
discrètes indépendantes et que chaque cellule est caractérisée par
les probabilités a priori non-informatives suivantes
(7)
Enfin les probabilités P(r IHOeC,v.Mi ,j ) et P(r IHvide,V. Mi , j )
sont calculées à partir du modèle du capteur qui permet d'établir
quelle est la probabilité d'observer r lorsque les p cellules sont
dans un état donné. Notons que chaque proposition HO ,,,v,
et Hvide,ViMi,j détermine bien l'état de toutes les cellules de la
région d'intérêt .
En présence, non plus d'une mesure r mais de k mesures
r1, . . . . rk indépendantes, l'état occupé ou vide de la cellule V
sera déterminé en utilisant la relation (4) de mise à jour itérative .
Z
Cependant, pour certains types de télémètres, tels que par exemple
les capteurs à ultrasons, le fait de connaître précisement quelles
sont les cellules occupées (comme le précise Hi,O, cMi,j dans les
parties conditionnelles) ne suffit pas pour déterminer la proba-
bilité P(r I Hi,oeeMj,j ) que la mesure observée puisse bien être r .
Ceci est dû au fait que cette valeur ne dépend pas seulement de
la présence d'un obstacle dans certaines cellules mais également
de l'orientation de l'obstacle dans ces cellules . Ainsi, il se peut
très bien qu'un obstacle à portée du télémètre ne provoque pas
d'écho à cause d'une mauvaise orientation . Or, cette information
d'orientation n'est pas présente dans une modélisation de l'envi-
ronnement sous forme de cellules . Il semble donc assez difficile
de calculer les probabilités inversées P(rIHO,,,u.Mi , j ) car les
hypothèses représentées par H,,,, V, Mij sont sous-causales vis-
à-vis de la mesure r . Autrement dit, l'approche bayésienne déve-
loppée par Elfes n'est pertinente que si les mesures renvoyées par
les télémètres ne dépendent pas de l'orientation des obstacles .
4. l'approche
par fusion logique
4.1 . modélisation logique
des télémètres à ultrasons
Pour pallier les limitations de l'approche précédente, il est possi-
ble d'introduire une approche alternative [PM96, Pia96] reposant
sur une analyse logique du problème . Soit 132 une tribu borélienne
de
JR2
et Ue l'ensemble des propositions {HE,V/V c 132} avec
Hé,v _ « le vecteur ê appartient à V, V E 13 2 »
Considérons une personne imaginaire telle qu'un aveugle utilisant
un télémètre à ultrasons qui fournit une mesure indicée par i .
Le fonctionnement d'un tel télémètre a été détaillé pour des
environnements simples composés de murs rectilignes spéculaires
et de coins à 90°[BK90], d'arêtes [BK91d], de petits obstacles
circulaires [BK91a] et de surfaces rugueuses [BK91e] . Nous
allons supposer que ce télémètre comporte un émetteur et un
récepteur. L'émetteur génère à un instant to une onde acoustique
qui diverge dans un cône d'émission de demi-angle Bo (cf.
figure 1) après avoir parcouru une très courte distance de quelques
centimètres [We177] . Lorsque cette onde rencontre un obstacle,
elle est soit réfléchie, soit diffractée selon la nature de l'obstacle .
L'ensemble des obstacles présents dans l'environnement produit
alors un signal de retour qui peut être calculé de façon déterministe
pour des environnements simples et spéculaires [SK871 . Si ce
signal revient en direction du récepteur (qui est aussi souvent
l'émetteur), et si son amplitude est supérieure à un seuil donné
à un instant t, une distance ro est généralement calculée grâce
à la mesure du temps de vol (t - to) [BK91d] . En l'absence
de réflexions multiples, on constate en pratique que la distance
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bruitée ro correspond généralement à la position du plus proche
élément de surface [é, n] (cf. figure 1)
ê = [x, y, z]T et n[nx , n y , n z ]T
	
(8)
tel que la normale n" soit orientée vers le récepteur et tel que
le vecteur é soit associé à un point E appartenant à l'obstacle
et contenu dans le cône d'émission . En pratique, cet élément de
surface n'est généralement pas situé le long de l'axe de tir mais





où qprend en compte les bruits tels que ceux induits par les
circuits électroniques, les sources sonores parasites, l'instabilité
de la masse d'air, etc . Dans ce qui suit, on va supposer que la
mesure ro caractérise l'élément de surface [é, n] . Comme on sait
que la normale n est orientée vers le récepteur, il reste donc à
fournir une caractérisation des composantes du vecteur é. De plus,
la grille d'occupation étant incluse dans un plan parallèle au sol,
seules les deux premières composantes x et
y
sont intéressantes
quand z représente l'élévation . Lorsque le repère utilisé est le
repère polaire R = (O,
'')
centré sur la membrane et défini sur la
figure 1, l'aveugle qui va effectuer un certain nombre de mesures
successives de ro (afin d'obtenir des informations sur le bruit
q)
possède l'espace des hypothèses
S2i=Uëu{Ci}
avec
Ci - « Le fonctionnement du télémètre est celui donné précédem-
ment et le groupe de mesures toutes désignées par l'indice
i qui caractérisent le vecteur é fournit un ensemble de dis-
tances r o , dont la moyenne est td et l'écart-type ad, si le
télémètre positionné en O vise la direction O i dans le repère
polaire R »
A cause des imprécisions intrinsèques aux mesures, les com-
posantes exactes du vecteur é sont inconnues et la valuation de
l'hypothèse He,v est incertaine. Une approche possible peut alors
consister à essayer de déterminer une croyance dans l'hypothèse
He,v conditionnellement à l'état de connaissance Ci sous la forme
O
Figure 1 . - Cône d'émission d'un capteur à ultrasons .
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d'une valeur numérique unique et non ambigüe. L'observateur
doit donc avoir recours à un système formel de calcul de croy-
ances qui assigne une telle valeur en présence de Ci . La définition
des probabilités donnée par R .T. Cox [Cox6l, Tri72, Jay-Par94]
offre un tel système car elle permet de définir les probabilités
comme des croyances conditionnées qui forment une extension
de la logique classique lorsque la valuation des propositions n'est
pas connue avec certitude. Ainsi, si 'P(Q) est l'ensemble des
22' propositions logiques ayant une table de vérité différente en-
gendrées à partir d'un ensemble S2 de n propositions auquel est
associé une fonction de valuation booléenne v, si 'P. (Q) est le
sous-ensemble des propositions non-obligatoirement fausses de
P(SZ) (p .ex . AA
« P
* (1Z)), alors une fonction de probabilité P
est une fonction à deux variables 3
telle que
P :
'p (ç2) X 'P . (Q) -s [0, 1]
(A, B) ~-~ P(AIB)
P(AIB) = 0 ssi v(A) = O lorsque v(B) =
1;
P(AIB) = 1 ssi v(A) = 1 lorsque v(B) = 1 ;
et dont l'axiomatique de calcul est totalement définie par
{P(AB)+P(AB)=I I1
P(ABIC) = P(AIC)P(BIAC) = P(BIC)P(AIBC)
Dans le repère polaire R = (O,
i)
les composantes de é sont
[d, 5] T et il est possible de montrer que [PM96,Pia96]
P(He,v Ci) = fv f (r, O Ci)rdrdO












	 1	e- zad (10)
20 o /27r
Soit V = {Vi , . . . . Vp} la grille d'occupation qu'un système doit
déterminer en interrogeant n personnes (typiquement n aveugles) .
Les personnes effectuent chacune une prise de mesures à l'aide
d'un télémètre à ultrasons et caractérisent donc m vecteurs éj
avec
m < n car plusieurs personnes peuvent caractériser le même
.
3
. Dans l'approche de Cox, une probabilité
monovariable n'a pas de sens car une
probabilité est toujours conditionnée par un contexte donné qui doit être totalement
explicite dans la partie conditionnelle
. Il n'existe donc pas de probabilités a
priori avec cette définition
. De plus, la partie conditionnelle d'une probabilite
doit toujours contenir toute l'information nécessaire à l'assignation d'une valeur
unique à cette probabilité
. Lorsque ce n'est pas le cas, le problème est dit mal
posé (les probabilités nécessitent une certaine «qualité» d'information) et il est
nécessaire de se tourner vers d'autres formalismes plus souples qui ne fournissent
pas une valeur unique mais un intervalle de valeurs (théorie des croyances de
Shafer, théorie des possibilités, etc .) .
Déterminer si une cellule 14 est occupée par un obstacle (d'après
les mesures effectuées) revient à déterminer si au moins un des
vecteurs ej appartient à Vi, ce qui est équivalent à rechercher la
valuation de la proposition logique
Hocc,v, = Hé,,,,
+ Heziv. + . . . + He,,,,, v,
puisque, selon la définition de la disjonction, Ho,,,v , est vraie
si au moins une des propositions Hp,,v, est vraie, c'est-à-dire si
au moins un des vecteurs éj appartient à Vi . Bien sur, à cause
de l'imprécision des capteurs, les composantes exactes de chaque
vecteur ë*j sont inconnues et la valuation de Ho,,,Vi est incertaine .
On est donc bien dans le cadre de l'approche logique de Cox . Les
n personnes caractérisant les m vecteurs différents é j possèdent
les n croyances
PP(Heac,l ,v I ci)
où Pj : P(S2j) x P.(S2 j ) - [0,1] est la fonction de croyance
utilisée par le je observateur et a(j) E {1, . . . . m} donne le
numéro du vecteur qu'il caractérise . Pour que le système puisse
référencer ces n croyances et les manipuler à l'aide de sa propre
fonction de croyance P : P(Q) x P* (S2) -* [0, 1] il est nécessaire
de trouver des propositions A j et Ej appartenant au référentiel S2
du système telles que 4 :
P(Aj 1 Ej) =P
;(Héa(
.,),vjCj)
Si on suppose que lorsque le système interroge l'observateur n° j il
y a automatiquement une mise à jour de S2 telle que Hr (j),v,, E Sl
alors on a évidement Aj - Hear . . Par contre la détermination de
la proposition Ej est plus délicate car le système peut, en général,
ignorer le contenu sémantique de Cj (i.e. Lorsqu'on interroge une
personne sur sa croyance dans une hypothèse donnée, la croyance
obtenue sera conditionnée par un certain nombre d'hypothèses
supposées vraies par la personne interrogée et ces hypothèses sont
généralement inconnues de l'interrogateur . Ce sont en quelque
sorte des hypothèses cachées qui conditionnent la réponse). Ce
point délicat sera laissé en suspens dans cette section pour être
pleinement traité dans la suivante . Nous supposerons donc simple-
ment ici de façon informelle que les hypothèses Ej référencient
d'une certaine manière les hypothèses supposées vraies par les
observateurs pour caractériser leur croyance dans HëQ , ., v, .
Maintenant que le système dispose de n croyances exprimées à
l'aide de sa propre fonction de croyance P, il peut parfaitement
les manipuler à l'aide des deux relations de base de l'axiomatique
des probabilités. Si on se place par exemple dans le cas simple
où chaque observateur caractérise un vecteur c*j différent, on a
m = n. Par conséquent, la croyance dans l'hypothèse que la
cellule V est occupée, si le système considère l'ensemble des n
hypothèses faites par les observateurs, est
Bôcc = P(Hei,v,+




. Notons que la fonction de croyance P du système est différente des fonctions
de croyance P, des observateurs car elle n'a pas forcément le même ensemble de
départ.
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si l'appartenance du vecteur éj à V ne dépend pas du fait qu'un
autre vecteur ék soit supposé dans V et si chaque hypothèse Ej
ne donne aucune information sur les vecteurs èk avec k 7~ j alors
(11) peut se réécrire [PM96, Pia96]
. = 1 - fl(1 - P(He
.,v )JEj))
j=1
Le cas plus général où m < n nécessite une analyse logique plus
approfondie . Plutôt que de mener cette discussion sur l'exemple
particulier de la reconstruction de grille, nous allons étendre
l'approche de fusion vue ci-dessus à un contexte plus général
de fusion de croyances . Cette généralisation nous permettra alors




de fusion de croyance





P (AIB) VA E P(Q) dB E
P*(1z)
Soit S2 le référentiel des propositions manipulées par le système
et v la fonction de valuation qui donne les valeurs de vérité
vraies (représentées par 1) ou fausses (représentées par O) selon
le système de toutes les propositions appartenant à P(Q)
Soit H E P(S2) une proposition représentant une hypothèse que
le système veut caractériser. Si on suppose que le système ignore
la valeur v(H), il peut demander à n experts leur propre croyance
sur le fait que H soit vraie .
Chaque expert n°i possède son propre référentiel S2i qui repré-
sente les hypothèses qu'il manipule, sa propre fonction de val-
uation v, ainsi qu'une fonction de probabilité Pi définie sur
P(S2 i ) x P* (S2i) . Les croyances que calcule l'expert n°i sont
donc toutes de la forme
Pour que le système puisse interroger ces n experts, il est néces-
saire de supposer que l'hypothèse H appartient à chaque référen-
tiel 5l
H E P(S2 i ) Vi E {1, . . . . n} (13)
et la réponse donnée au système par chaque expert sera
Pi(HJhi (c z )) Vi c {1, . . .,n} (14)
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où hi(S2i) E * (Ilj) est la fonction logique des propositions
appartenant à Q i qui conditionne la croyance fournie par l'ex-
pert . Comme l'illustre la figure 2, même si le système et les ex-
perts forment des entités prisonnières de leur propre contexte,
le système doit exprimer les n croyances Pi (H1 hi(S2 i )) sachant
que ce dernier ne manipule ses propres croyances qu'à l'aide de la
fonction 'P définie sur P (fl) x P,, (52) . Une façon de procéder con-
siste à supposer que lorsque le système référencie la croyance de
expert n°i, il le fait implicitement de façon conditionnelle à l'hy-
pothèse hi(Sl) que cet expert suppose vraie (selon vi) . Autrement
dit, le système suppose que la proposition « hi (Sli) est vraie selon
v » est vraie selon v . Donc, lorsque le système interroge n experts
à propos de H, il lui suffit juste de définir n nouvelles propositions
Ei
El - « l'hypothèse h i (S2 i ) faite par l'expert n° 1 est vraie selon
cet expert »
E7z - « l'hypothèse h, (12n,) faite par l'expert n°n est vraie selon
cet expert »
et de les ajouter à son référentiel l pour obtenir n croyances
P(H(Ei ) . Chaque croyance P(HIEi) est la croyance dans H
selon l'hypothèse hi (12i ) supposée vraie par l'expert n°i . Ce
faisant le système n'a pas besoin de connaître les contenus
sémantiques des propositions hi ( i ) . De plus, cette écriture ne
sous-entend pas que l'hypothèse hi (12 i ) est vraie selon le système
mais exprime seulement que hi(12i) est vraie selon l'expert n°i .
Jusqu'à présent, les hypothèses H peuvent avoir un contenu
sémantique quelconque . Nous allons maintenant nous intéresser
plus particulièrement à des hypothèses ensemblistes telles que
« l'élément e appartient à l'ensemble V » dans le cas particulier
où les experts se focalisent sur le même ensemble V . Dans ce cas,
la proposition Ei devient E e ,i
Ee, i - « l'hypothèse hi (Sli) de l'expert n°i qui caratérise e est







expression de la croyance
de l'expert à l'aide de la
fonction de croyance
A, système ?
Figure 2. - Croyances des experts et du système .
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5.2. modélisation de l'état
de connaissance du système
Soit Xs E P,, (S2) la proposition qui représente toute la connais-
sance dont le système est certain : v(X3 ) = 1. En suivant la
démarche préconisée par E . T. Jaynes dans [Jay], chaque croy-
ance que va calculer le système est alors conditionnée par son
état de connaissance Xs qui doit donc apparaître dans la partie
conditionnelle au départ de chaque calcul de croyance afin que
le système ne contredise pas sa connaissance . Supposons main-
tenant qu'un expert fournisse au système une croyance dans une
hypothèse He,v - « l'élément e appartient à l'ensemble V » et
que le système veuille à son tour référencer l'élément e . Dans
ce cas, il n'est pas correct que le système manipule l'élément e
sans connaître l'ensemble auquel e appartient . Par exemple, si le
système sait que e est un fruit, il doit connaître la notion de fruit
par l'intermédiaire d'un ensemble W tel que par exemple
W = {pomme, poire, abricot}
et donc He ,yv est nécessairement inclus dans Xs
X
s
= He yvX (15)
où Xreprésente la connaissance du système différente de H,w -
« e est une pomme » + « e est une poire » + « e est un abricot » .
Donc, si le système manipule e dans une hypothèse H, cette
manipulation est automatiquement conditionnée par le référentiel
de e connu du système et ce référentiel doit apparaître dans Xs .
5.3 . prise en compte de l'état
de connaissance du système
D'après la section précédente, le système ne va pas manipuler
directement (He,vIEe ,i) (qui est conditionnée par le référentiel
de e connu de l'expert n°i) mais P(He,vlEe , i Xs) avec Xs =
He,urX qui est conditionné par l'état de connaissance He ,w du
système. Si dorénavant on fait l'hypothèse que X ne contient pas
d'information sur la localisation de e alors
P(He,vJEe,iHe,WX) = P(He,VlEe,iHe,W) (16)
et si W est partionné en p sous-ensembles {W1,
. . . .
Wp}
P(He , V IEe , iHe ,W) = P(He , v ffle ,W, + +
He,wP)Ee,i)
alors, grâce au résultat bien connu qui suit [Jay]
Théorème 1 .
Lorsque {Al , . . . . AP } est un ensemble de propositions mutuelle-
ment exlusives par rapport à une information X, la croyance
P(HI (A I + A2 + . . . + A,,,)X) est la moyenne pondérée et nor-
malisée de chaque croyance P(HIAiX)





il suffit de substituer Ai par -H,, w, pour obtenir
P(He,v I Ee,iHe,W)
j=1
Par conséquent, si l'ensemble V qui intéresse le système corres-
pond à l'un des sous-ensembles de la partition de W (ce qui n'est
pas restrictif car on peut toujours choisir comme partition de W
l'ensemble IV, W - V }), on a
VV P(HH,vl Ee,iHe,W)
Le démominateur de la relation (19) est une opération normalisa-
tion. Ce dénominateur est non nul si e appartient à W selon l'ex-
pert. Par conséquent, le système ne peut « comprendre » que des
experts non-contradictoires avec son état de connaissance He,w
(sinon, le système doit commencer par modifier son référentiel W
afin qu'il englobe ou au moins intersecte celui de l'expert) . Dans
























P(He,V IHe,W Ee,i) =
P(He,Wk
I
He,Wj Ee,i) = 0
1
k = P(He,vIHe,Wj








La dernière conséquence directe du cadre formel introduit en 5 .1
concerne la représentation de la crédibilité d'un expert . Cette
représentation est importante car lorsque le système interroge des
experts à propos d'éléments e, il est possible qu'il n'ait pas la
Proposition d'un cadre probabiliste de fusion de croyances
même confiance dans les croyances recueillies et ces différentes
confiances auront une incidence sur la croyance finale issue du
processus de fusion. Ainsi, il se peut très bien que le système n'ait
pas la même confiance dans les hypothèses conditionnelles
hi (li)
faites par les experts . La définition de la crédibilité d'un expert
selon l'état de connaissance X, 5 du système sera alors P(Ee , i
IXS)
Ô* cas possible de fusion
Lorsque des experts se focalisent sur le même ensemble V, trois
cas sont possibles : soit m experts caractérisent des éléments
ci qui sont tous différents, soit n experts caractérisent le même
élément e, soit certains experts caractérisent le même élément
et d'autres non . Dans le 1 e" cas, le système ne s'interroge pas
sur la croyance dans une hypothèse H mais dans m hypothèses
représentées par m propositions Hei ,v , V . Le processus de fusion
doit alors correspondre à un calcul de croyance P(AI B) avec A
et B générées logiquement à l'aide des propositions connues du
système
{He1,v,
. . . ,
Hem,v, ei ,l,
. .
. , Ee,,,,m, Xs}
Si le système considère l'ensemble des m- hypothèses hi(12i)
utilisées par les experts, cette croyance peut être
P(f
(He1 ,v, . . . ,
He,n,v) Ee
1 ,1 . . . Ee ,mXs) (21 )
où f est unefonction logique de ces composantes et
XS = He1 ,w1 He2iw2 . . . He,,,,
w- X
.
Ce cas, détaillé dans [PM96, Pia96], ne sera pas décrit ici . Dans
le second cas, les propositions A et B doivent être générées avec





où g est unefonction logique de ces composantes qui exprime la
combinaison des hypothèses hi(Sli) considérées par le système.
Dans le troisième cas, il faut connaître quel expert caractérise
quel élément afin de regrouper les experts caractérisant le même
élément. Soit m le nombre d'éléments ci différents . Soit ni le
nombre d'experts qui caractérisent e i (ni + . . . + n,,,, = n) .
Soient a1, a2, . . ., a,,, des applications définies par





telles que ai (1), ai(2), . . ., ai (n i ) soient les numéros des ni
experts caractérisant l'élément ci . Ainsi, ai (j) est le numéro du
je expert caractérisant ei . La sortie du processus de fusion des n
croyances
P(Hei,VIEei,ai(j))
1 < <ni 1<i<m
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avec
Ee;, a, ( j) - « l'hypothèse ha,(j )(S2 az (j )) faite par l'expert n°
ai (j) qui caractérise l'élément ei est vraie selon cet expert » .
peut être construite en reprenant les deux premier cas . Comme
il y a ni experts qui caractérisent e 1 , le système peut considérer
leurs réponses grâce à une fonction logique g i des propositions
E e ,, a , ( 1), . . . , Ee , a
(n,)
. Les réponses des n2 experts qui carac-
térisent e2 seront considérés à l'aide d'une fonction logique
92,
etc. Enfin, les m hypothèses distinctes H, V seront combinées à
l'aide d'une fonction logique f . D'où le mode de fusion suivant
P(f







e2,a2 (1), . . . , Ee2 , a2 ( n2) )
9mn(Ee,,,,,a,,,,(1),





En reconstruction d'environnement, lorsque le système connaît
les applications ai , . . . , arn la solution générale quand m < n
est donnée par (23) où f est la disjonction . Par conséquent, si on
pose
Vi Re = 9i(Ee,,a,(1), . . . . Ee ,a (n .))
(24)
la relation (23) devient
P(Hé,, V + . . . + Hrr,V (Re, . . . Rg_Xs )
qui est équivalente à (12) en substituant Ei par R é., . Donc, si le
système suppose que chaque hypothèse ha , (j) (Il a, ) n'exprime
aucune dépendence entre les vecteurs ek et le dit dans les propo-
sitions Ee ,, az( alors (12) devient
P(Hé1,V +
. . . +
Hg,n,V
lRe, . . . Rg X8
)
= 1 - Il (1 - P(He,,VIRé,Xs)) (25 )
i-l
Chacune des m croyances P(He ,v, ~Re~Xs ) dans (25) cor-
respond au second cas de figure dans lequel les experts car-
actérisent le même élément é2. Donc maintenant, il est néces-
saire de choisir des fonctions logiques gi intéressantes pour le
problème de reconstruction de grille et de calculer chaque proba-
bilité P(Hé, v
Re,Xs)
. La prochaine section introduit quelques
fonctions gi possibles .
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$. experts caractérisant
un même élément
8.1 . experts contradictoires
Les experts caractérisant tous le même-élément e, la notation Ee , i
va être simplifiée en E% . Lorsque des experts caractérisent le même
élément e, les fonctions g possibles doivent au moins vérifier une
condition nécessaire reposant sur la notion de non-contradiction .
Définition 1 .
Etant donné l'état de connaissance He,w du système, n experts
sont globalement non-contradictoires si pour toute partition Pw
de W







Quand e est défini sur un espace continu Rd, la notion de non-
contradiction peut être aussi exprimée grâce aux supports S des
lois fe( .I Ei) = fe,i
S(fé,i) = {x
E Rd/fe( . Ei) 7~
0} (27)
Définition 2 .
Etant donné l'état de connaissance H1,w, les n experts sont
globalement non-contradictoires si
W n S(fe,i) n . . . A S(fe,n) ~, 0 (28 )
Par exemple, avec les trois lois bornées fe,i, fe, 2 , fe, 3 repré-
sentées sur la figure 3, les premier et second experts sont
non-contradictoires, les second et troisième experts sont non-
contradictoires et les premier et troisième experts sont contradic-
toires. Par conséquent, selon le système, les hypothèses hi (5l 1 )
et h3 (Sl 3 ) sont forcément exclusives (si l'une est vraie, l'autre
est fausse) et on a v(E1E3) = 0. La connaissance Xs du
système est alors Xs = ElE3He ,WX. Pour définir une croyance
dans He, tir le système peut considérer conjointement les deux
hypothèses h1(S21) et h2(e2) ou les deux hypothèses
h2(1 2)
et h3 (1? 3 ) sachant X8 . Donc, le mode de fusion considéré est
g(Ei , E2, E3) = El E2 + E2 E3 et la croyance dans He,V as-
sociée à ce mode est
f .,
P(He,VI (EeE2 + E2E3)Xs )
4.2
Figure 3 . - Exemple de supports de distributions.
f,3
sachant qu'on a évidemment P(E 1 E3 1X s ) = O . Ce court ex-
emple montre qu'il est possible de regrouper à l'aide d'une con-
jonction uniquement des experts globalement non-contradictoires
(g( . )X s , doit appartenir a P* (Q» . Cette contrainte peut être prise
en compte grâce à la notion de recouvrement définies ci-dessous
Définition 3 .
Un recouvrement R des numéros d'experts Q = {1, . . . , n} est
un ensemble de sous-ensembles Qi de Q tel que
- les sous-ensembles Qi sont tous différents ;
- aucun sous-ensemble Qi n'est inclus dans un autre Qj ;
- tout élément de Q apparaît au moins une fois dans un sous-
ensemble Qi .
Ainsi, le recouvrement R qui correspond à l'exemple précédent
est R =
{Q1Q2} = {{l, 2}, { 2 , 3}} .
8.2. modes de fusion associés
à un recouvrement
Selon la section précédente, le mode de fusion
recouvrement R = {Q 1î . . . , Qh} est
g(E1,








et la croyance associée à ce mode de fusion est
avec
P(He, v 1(Ai +








Les deux prochaines sections se focalisent sur des recouvrements
R très simples ne contenant qu'un seul élément Q (mode con-
jonctif) ou des sous-ensembles
Qi
avec chacun un seul élément
(mode disjonctif) .
8.3. mode de fusion conjonctif
Commençons l'étude du mode conjonctif par le cas de deux
experts : R = {{1, 2}} . Grâce au théorème de Bayes, on obtient
facilement le résultat suivant lorsque W est partitionné en p sous-


















Dans ce cas, si cw = card(W) et que l'on partitionne W en
singletons
W = {W1, . .
. , Wew} avec Wi =
{ei}
on a :




Si on fait alors l'hypothèse 1 que X ne donne aucune information
sur la localisation de e, c'est-à-dire que X ne permet pas de
privilégier un élément ci plutôt qu'un autre, on a
V i P(He , ey Ix,) = P(He , eeA,W) (33)






Et donc l'hypothèse 1 entraîne que 5
1
V i P(He , e . IX9) = -
CW
Si, en plus, les hypothèses hi(SZi) faite par les experts sont
indépendantes (hypothèse 2) quel que puisse être e dans W selon
le système
P(Ell He,e,E2X9) =
P(El lHe,,,X 8 )
Vi
P(E21 HH,e,EiX8) = P(E21 He,,Xs)
alors la relation (31) devient (cf. annexe 2)






(P(He,e j 1E1)P(He,e j E2))
j=1
Pour n experts globalement non-contradictoires et sous les mêmes






























5 . Dans l'approche de Cox, le résultat (34) est un théorème impliqué par les
desiderata de base utilisés pour construire le système formel probabiliste (cf.
annexe 1) alors que le résultat (35) est uneconséquence de l'hypothèse restrictive 1 .
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8 .4. mode de fusion disjonctif
Le mode de fusion disjonctif associé au recouvrement R
{{1},{2}, . . . . {n}}est :
avec
fg(x1(Ei











Si X ne donne aucune information sur la localisation de e,
la croyance associée à ce mode est directement donnée par le
théorème 1
P(He,v1(Ei +




Le résultat (39) est la moyenne normalisée et pondérée de chaque
croyance P(He,v 1EiHe,w) donnée par (19) . Les coefficients de
pondération P(Ei IX 8 ) représentent la crédibilité des experts, ce








8 .5 . mode de fusion hybride
(39)
(40)
Connaissant les résultats pour les modes conjonctif et disjonctif,
il est possible de traiter le cas général (29) . Lorsque X ne donne
aucune information sur la localisation de e, le théorème 1 donne
P(He,v1(Ai













est donnée par (19) ou (37) si Qi contient au moins deux éléments .
Par conséquent, le mode hybride est conjonctif pour les experts
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globalement non-contradictoires et disjonctif pour les ensembles
d'experts contradictoires . Dans le cas continu, on a évidemment
fé(x1A1 +








Par exemple, la distribution fe(x1(E1E2 + E2E3 )Xs ) correspon-
dant au recouvrement R = {{1, 2}, {2, 3}} vue précédemment
est illustrée en dimension 1 sur la figure 4 lorsque le système






Grâce à (42), cette distribution vaut
a1,2fe(xI E1E2He,W) + a2,3fe(xI E2E3H
e,W)
fe(x1EiE2He,W et fe (x1 E2E3He,w) sont données par (38) .
Le calcul des coefficients
est totalement décrit dans [Pia96] . Cet exemple montre que le
mode de fusion hybride permet un traitement explicite d'hy-
pothèses multiples contradictoires (ce qui est impossible avec un
mode de fusion bayésien) et génère la distribution multimodale
correspondante qui favorise plus les scalaires pour lesquels les
experts s'accordent le mieux. C'est pourquoi le maximum de la










car les supports de ces dernières se recouvrent plus que ceux des
lois fe ( .IE2)et f ( . E3 ) . L'histogramme qui se superpose à la dis-
tribution hybride constitue une vérification fréquentiste du résultat
obtenu . Pour cela, le domaine W = [-4, 12] a été partitionné en
p intervalles de même longueur Ad = 0 .1
puis k triplets (u 1 , u2, u3) ont été tirés aléatoirement, ui étant une
réalisation issue de la loi
fe
( . ~Ei ) . Chaque réalisation
u1, u2 et u 3
des k triplets est donc un candidat possible pour être le paramètre
inconnu e . Soit {vj
}i<
k un ensemble de scalaires obtenus par le
processus suivant : pour chaque tirage (u 1 , u2, u3 ) tel que
ou
W = 1w, . . . .
3i E {1, . .
.,P}/
P



















qui signifie que la proposition He, [,,,,,+
1
i est vraie si on remplace
e par ul et par u2, ou bien que la proposition est
vraie si on remplace e par u2 et par u3 on ajoute un point vj ;
soit dans [xi,
xi+1 [
soit dans [xj, xj+ 1 [ . On constate alors que la
distribution théorique et la densité estimée par un histogramme
sur {W,,. . ,WP } avec les scalaires vj correspondent assez bien .
9. exemple applicatif
Deux stratégies de fusion g vont maintenant être illustrées sur
un exemple de recontruction d'environnement à l'aide de trois
télémètres rotatifs à ultrasons. La croyance pour qu'un obstacle
soit présent dans chaque cellule V étant donnés les vecteurs car-
actérisés est donnée par la relation (25) . Cette solution nécessite
de choisir m fonctions logiques appropriées gi si les mesures
caractérisent m points différents . Les deux stratégies de fusion
décrites dans cet exemple supposent que toutes les fonctions
gi sont des disjonctions ou que toutes les fonctions gi sont des
modes hybrides . Dans le cas de disjonctions, les m probabilités
P(Hey,v lRe,Xs) dans (25) sont données par (39) . Ce choix per-
met au système de représenter toutes les cellules où il est pos-
sible de trouver un obstacle selon les mesures effectuées . Par
conséquent, le mode de fusion correspondant est un mode pru-
dent qui peut être utilisé pour une navigation la plus sure pos-
sible du robot. Si par contre, on choisit des fonctions logiques
gi qui correspondent à un mode hybride, la grille d'occupation
obtenue représente les cellules pour lesquelles les mesures s'ac-
cordent le plus pour affirmer qu'un obstacle est présent en elles .
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Cet autre mode de fusion est alors utile pour représenter par ex-
emple les régions de passage les plus probables de primitives de
plus hauts niveaux telles que des segments de droite ou des B-
splines . Pour déterminer P(Hc,v~Rey Xs ), il est nécessaire de
connaître les croyances P(Hë,,vl Ee,,a,(j)Hez , w)
où Wi repré-
sente le domaine auquel le système est certain que le vecteur
é2 appartient. Dans le cas présent, ce domaine sera un anneau
compris entre la distance minimale la distance maximale que
le capteur peut fournir et de centre la position du capteur . Les
croyances précédentes sont directement déterminées à partir du
modèle du capteur (10) et de (19) . La figure 5 illustre les distances
d'impact obtenues par une simulation du fonctionnement de trois
télémètres de type Polaroid [Cor82] (le demi cône d'ouverture Bo
vaut 12 degrés) s'ils effectuent une rotation de cinq degrés entre
chaque tir. Les moyennes des distances d'impact ont été reportées
le long de la ligne de tir du capteur bien que les éléments de sur-
face réellement détectés ne sont pas forcément situés sur cette
ligne . En dehors des coins, des angles ou des régions proches des
perpendiculaires au murs passant par la position du capteur, on
constate la présence de mesures aberrantes dûes soit à des réflex-
ions multiples, soit à l'absence d'écho (dans ce cas, le télémètre
renvoie une distance d,,,, ax correspondant à sa portée maximale) .
Ces distances aberrantes sont ici générées de façon aléatoire par
la simulation .
La figure 6 illustre les grilles d'occupation obtenues avec les
deux stratégies de fusion . La première figure 6(a) correspond à
la stratégie disjonctive et la deuxième figure 6(b) à la stratégie
hybride. Un carré blanc correspond à une croyance nulle et un
carré noir à la croyance maximale obtenue sur toute la grille . Cette
croyance maximale qui varie d'une grille à l'autre est affichée au
dessus de chaque figure . Précisons pour finir que les mesures
caractérisant le même vecteur ont été déterminées manuellement
pour produire les applications a 1 , . . . . am
Figure 5 . - Images télémétriques de 3
télémètres
à ultrasons .
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Le travail présenté se place dans le cadre d'un système automa-
tique qui cherche à évaluer une hypothèse ensembliste portant
sur un paramètre qualitatif ou quantitatif supposé appartenir à
un ensemble connu W . Cette évaluation se fait grâce à l'inter-
rogation de différents « experts » puis par fusion des croyances
recueillies . L'objectif de cet article a été de proposer un cadre
conceptuel de fusion de croyances ne se basant que sur une ana-
lyse purement logique des contextes ou des états de connaissance
qui conditionnent les croyances à fusionner . Cette démarche est
rendue possible grâce à l'utilisation de l'axiomatique des proba-
bilités définies par R . T. Cox car ces états de connaissance sont
alors représentés par des propositions dans la partie condition-
nelle des distributions ou des probabilités fournies par les ex-
perts . La définition des modes de fusion possibles n'est alors
plus qu'un problème de combinaison logique de ces propositions .
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L'avantage d'une telle approche est que tous les modes de fusion
obtenus sont des théorèmes formels, et non des heuristiques, qui
se déduisent directement de l'axiomatique des probabilités . De
plus, on a pu constater que les experts contradictoires entre eux
peuvent être gérés naturellement, ce que ne permet pas de faire la
fusion purement Bayésienne . Le principal inconvénient de cette
approche est précisément dû à ses fondements logiques . En effet,
la question se pose de savoir si une simple combinaison logique
des états de connaissance des experts est suffisante pour traiter
un large panorama d'applications pratiques . Cette interrogation
est d'ailleurs une porte ouverte à d'autre approches telle que la
théorie de l'évidence qui permet également de gérer des cadres
de discernement différents entre les sources . Un futur qui nous
semble toutefois prometteur est la possibilité d'effectuer de la
gestion d'hypothèses multiples et d'élaborer les densités de proba-
bilités multimodales qui leurs correspondent . Ce type d'approche
pourrait alors être appliqué à des problèmes classiques de pour-
suite de cibles avec filtre multi-hypothèses . Une autre application
potentielle concerne les méthodes d'estimation ensembliste qui
caractérisent des domaines ensemblistes de paramètres inconnus .
L'étendue de ces domaines correspond alors à l'imprécision que
l'on a sur les paramètres . L'utilisation de méthodologies de ges-
tion d'hypothèses multiples telles que celles vues à la section
8.5 permettrait alors de caractériser en plus l'incertitude (ou la
croyance) sur le fait que ces paramètres appartiennent à tel ou tel
domaine d'imprécision .
ANNEXE 1
Pour démontrer le principe d'indifférence qui est un théorème
découlant des desiderata de Cox, nous allons supposer que des
probabilités doivent être affectées à deux propositions A 1 et A 2
dont on sait uniquement qu'elles forment un ensemble d'hy-
pothèses exclusives et exhaustive (une et une seule de ces hy-
pothèse est vraie) . Cette connaissance s'exprime logiquement par
B = (A
1
+ A2)A1 A2 v(B) = 1
et on a bien P(Ai + A2 1B) = 1 et P(AiA2 IB) = 0 .
Pour déterminer P(A1IB) et P(A21 B), supposons qu'une autre
personne nomme ces propositions différemment en écrivant Al =
A
2
et A'2 = A1 . L'information conditionnant ces n ouvelles
propositions est B' = (A' +A' )A' A2 = (A l +A2 )A
ZA2 = B .
Evidemment, on a :
P(Ar I B) = P(A2 ~B) P(A2 ~B) = P(Al B) (43)
Comme l'information exprimée par B est indifférente vis-à-vis
de A1 ou de A2 (elle ne contient aucun élément qui permet
de préférer l'une des deux propositions), l'état de connaissance
de la seconde personne considérant Al et AZ, incluant leur
appellation, est strictement le même que dans le problème initial
où l'on considère Al et A2 . Si on suppose alors que des état
de connaissance équivalents doivent être représentés par des
affectations de degrés de probabilité identiques 6 (hypothèse Illc)
on a P(AÇ IB) = P(A 1
1
B) . Avec (43) ceci entraine alors que
P(A2 B) = P(A 1 1 B) . Comme on a de plus
il vient
Ce raisonnement peut être étendu à un ensemble de n proposi-
tions Ai exclusives et exhaustives et mène alors aux affectations
P(A i I B) = 1/n [Jay68, Jay, chap . 2] .
ANNEXE 2
Pour déterminer P(He , ez 1E l E2Xs ) avec deux experts globale-
ment non-contradictoires (hypothèse 2) et
où X est supposé ne donner aucune information sur la localisation











B) = P(A 2 1 B) = 1/2






Pour déterminer le dénominateur de (44), on utilise la partition
{ici},
. . . . {eew }} de W
He.W = He,e i + He,ez +
. . . +
He,e,w
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(35)
P(E1E2l He, , X8 )
(45)
(46)









6 . Cette hypothèse de base fait partie de l'ensemble des desiderata utilisé dans le





















Enfin, en utilisant la relation (19) et en simplifiant les numérateurs
et dénominateurs par P(He , w E1 )P(He ,w) J
E2)
on a la relation
(36)
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En reportant la décomposition suivante
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