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eAppendix. Model Performance Measures and Multiple Imputation Sensitivity Analysis 
 
Performance Measures 
We assessed the performance of models using the Brier score, McKelvoy’s R
2, area under the ROC curve, and the 
calibration slope. The Brier score is a quadratic scoring rule which provides an overall measure of model performance.
1 It 
is estimated as the expected squared difference between patient outcome and predicted probability of critical illness. A 
Brier score closer to zero implies better prediction, while a score near 1.0 corresponds to poor prediction. McKelvoy’s R
2 
measures model fit by the proportion of variance accounted for by model covariates in a logistic regression model.
2 It’s 
interpretation is analagous to the traditional R
2 of a linear regression model. The calibration slope is calculated using a 
logistic regression model between the linear predictor (independent variable) and observed (dependent variable) 
probability of critical illness for each individual.
3, 4 We derived our slope estimate from the mean of 200 bootstrap 
samples.
5 Over-fitting causes flattening of the slope away from the 45-degree line, while a slope closer to 1.0 indicates 
good calibration. 
 
Multiple Imputation Procedure 
Missing data was common in our database (eTable 1). In our sensitivity analysis, we assumed that missing data was 
conditional on observed covariates, and was “missing at random.” We used a flexible multivariable imputation procedure 
of multiple chained regression equations (multiple imputation by chained equations, i.e. MICE) which generated values 
for all missing data using the observed data for all patients.
6 We included the eight model covariates, our primary 
outcome, and four auxiliary variables (EMS severity code, need for advanced life support care, EMS placement of 
intravenous catheters, pre-hospital intubation) in the imputation procedure. Auxiliary variables were derived from the 
EMS record and shown to be associated with missing-ness in bivariate analyses (p<0.05). We modeled level of EMS call 
severity using multinominal logistic regression (e.g. life-threatening, urgent, non-urgent). We log-transformed non-
normally distributed variables (e.g. GCS, pulse oximetry) prior to imputation, and back-transformed after imputation.
7 
MICE may still lead to bias in the setting of missingness > 50%, but this bias is generally less than that resulting from 
complete case analysis (which assumes missing completely at random).
8 The imputation procedure created 10 
independent datasets. We applied continuous variables cut-points after imputation for model building. Each imputed 
dataset included 100,546 subjects, compared to 87,266 subjects in our primary analysis. The same MI procedure was 
applied to our validation cohort, to create 10 independent, validation sets. 
 
Analysis After Multiple Imputation 
We applied our model building procedure (multivariable logistic regression with backwards selection using AIC) to each 
imputed dataset from the development cohort. Regression coefficients and standard errors were combined using Rubin’s 
rules.
9 We rounded combined coefficients to the nearest integer to create the “imputed model.” We assessed all 
performance measures (Brier score, McKelvoy’s R
2, area under the ROC curve, and the calibration slope) in each 
independent validation set after imputation (N=66,362). We report the median of these measures across our imputed 
validation sets for three reasons: 1) the normality assumption of these statistics is uncertain, 2) they are generally bounded 
by 0 and 1, and 3) they are unlikely to have a symmetric distribution.
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eTable 1. Frequency of Missing Data by Predictor Variable* 
 
 
  Development Cohort  Validation Cohort 
  Critical Illness  No Critical Illness  Critical Illness 
No Critical 
Illness 
Missing Predictor Variable  N=5,427 N=95,119  N=3,514  N=62,848 
Age  29 (<1)  1,523 (2)  23 (1)  1,012 (2) 
Male gender  129 (2)  2,922 (3)  98 (3)  1,981 (3) 
Out-of-hospital location  21 (<1)  636 (1)  10 (<1)  472 (1) 
EMS severity code*  56 (1)  1,373 (1)  40 (1)  917 (1) 
Initial out-of-hospital vital signs         
  Systolic blood pressure  90 (1)  1,004 (1)  53 (2)  641 (1) 
  Heart rate, beats/min  158 (3)  2,760 (3)  95 (3)  1,800 (3) 
  Respiratory rate, breaths/min  270 (5)  6272 (7)  161 (5)  4,036 (6) 
  Glasgow Coma Scale*  2,359 (43)  49,690 (52)  1,521 (43)  32,939 (52) 
  Pulse oximetry  4,335 (80)  81,400 (86)  2,797 (80)  53,682 (85) 
* Sample size totals reflect cohort prior to exclusion due to missing covariate data (total N = 166,908) 
* EMS severity code: subjective EMS determination of patient severity (life threatening, urgent, non-urgent)  
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eTable 2. Schematic of Point Score 
 
Points 
Age, 
yrs 
RR 
(Breaths/min) 
SBP 
(mmHg) 
HR 
(Beats/min)
SaO2 
(%) GCS 
0 <45  12-23  >90  <120 ≥88 15 
1  ≥45  <12, 24-35  ≤90  ≥120 <88  8-14 
2    ≥36       <8 
Abbreviations: GCS - Glasgow coma scale; HR - heart rate; RR- respiratory rate; SaO2 - oxygen saturation; 
SBP – systolic blood pressure  
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eTable 3. Comparison of Regression Coefficients From Multiple Logistic Regression Models for 
Critical Illness in Primary and Multiple Imputation Analyses 
 
  Primary Analysis (N = 87,266) 
Multiple Imputation Analysis 
(N =100,546)* 
Predictor Variable* 
Regression 
Coefficient (β) 
95% 
Confidence 
Interval 
Regression 
Coefficient (β) 
95% 
Confidence 
Interval 
Male gender  0.22  0.15, 0.28  0.21  0.14, 0.27 
Age, yrs         
<45  Ref    Ref   
45-64  0.91  0.80, 1.02  0.95  0.84, 1.1 
>65  1.32  1.22, 1.43  1.38  1.28, 1.47 
Respiratory rate, breaths per min       
<12  1.35  1.22, 1.43  0.8  0.61, 0.98 
12-23  Ref    Ref   
24-35  0.79  0.72, 0.86  0.8  0.73, 0.87 
≥36  1.54  1.43, 1.64  1.54  1.43, 1.65 
Systolic blood pressure, mmHg         
≤90  0.92  0.82, 1.0  0.92  0.82, 1.01 
91-140  Ref    Ref   
141-180  -0.37  -0.45, -0.30  -0.36  -0.43, -0.29 
>180  -0.11  -0.22, -0.01  -0.12  -0.22, -0.02 
Heart rate, beats per min         
≤60  0.09  -0.03, 0.21  0.11  -0.09, 0.23 
61-99  Ref    Ref   
100-119 0.44  0.36,  0.52 0.42  0.34,  0.5 
≥120  0.77  0.68, 0.85  0.71  0.62, 0.79 
Pulse oximetry, %         
≥93  Ref    Ref   
88-92  0.43  0.24, 0.61  0.38  0.23, 0.54 
80-87  0.83  0.61, 1.04  0.52  0.33, 0.72 
<80  1.08  0.82, 1.35  0.81  0.58, 1.0 
Glasgow Coma Scale         
15  Ref    Ref   
12-14  0.51  0.38, 0.63  0.32  0.21, 0.44 
8-11  1.24  1.10, 1.39  0.92  0.81, 1.02 
<8  1.96  1.81, 2.1  2.36  2.22, 2.5 
Nursing home location  0.46  0.36, 0.54  0.31  0.21, 0.4 
* Regression coefficients and 95% confidence interval derived from ten imputed datasets using Rubin’s rules
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eTable 4. Comparison of Performance Measures Between Primary and Sensitivity Analyses 
   Sensitivity  Analyses 
Performance Measure 
Primary 
Model 
Multiple 
Imputation 
Model
a 
Alternative 
Outcome
b 
Complex 
Score
c 
Area under the ROC curve  0.771  0.779  0.775  0.792 
McKelvoy's R
2 0.202  0.213  0.199  0.242 
Brier score  0.046  0.044  0.046  0.046 
Hosmer-Lemeshow statistic (df)
d  47 (7)  17.9 (7)  94 (7)  49 (16) 
Calibration slope  1.0  1.0  1.0  1.0 
a Performance measures for imputed data are median values, except for HL statistic (mean)    
b Alternative critical illness outcome defined using Ehlenbach et al
10.    
c Complex score derived from primary model, rounding beta coefficients to the nearest 0.5    
d P value < 0.01 for all        
Abbreviations: df = degrees of freedom; ROC - receiver operating characteristic curve    
 