Abstract. The main feature of this paper concerns extensions of the Liouville theorem to the following class of elliptic equations in non-divergence form:
1. Introduction 1.1. Main results. We are interested in the study of bounded solutions of linear elliptic equations of the type
where Lu = a ij (x)∂ ij u + b i (x)∂ i u + c(x)u (the convention is adopted for summation on repeated indices). We want to find in particular necessary and sufficient conditions under which the Liouville property holds. In analogy with the classical result for harmonic functions, we say that the Liouville property holds if the space of bounded solutions has at most dimension one.
Throughout the paper, te matrix field (a ij ) ij is assumed to be symmetric and uniformly elliptic, that is,
for some constants 0 < a ≤ a. We further require that a ij , b i , c, f ∈ L ∞ (R N ) and that the a ij are uniformly continuous in R N . We consider in particular operators with periodic or almost periodic coefficients.
We say that a function φ : R N → R is periodic in the m-th variable, m ∈ {1, · · · , N }, with period l m > 0, if φ(x + l m e m ) = φ(x) for x ∈ R N , where (e 1 , · · · , e N ) denotes the canonical basis of R N . If φ is periodic in all the variables we say that it is periodic, with period (l 1 , · · · , l N ). A linear operator is said to be periodic (resp. periodic in the m-th variable) if all its coefficients are periodic (resp. periodic in the m-th variable) with the same period.
The crucial step to prove the Liouville property consists in showing that the periodicity of the operator is inherited by bounded solutions. Theorem 1.1. Let u be a bounded solution of (1) , with L and f periodic in the m-th variable, with the same period l m , and c ≤ 0. Then, u is periodic in the m-th variable, with period l m .
As a consequence, if L and f are periodic (in all the variables) with the same period, then all bounded solutions are periodic. In particular, they admit global maximum and minimum and then the strong maximum principle yields the following Liouville type result: Corollary 1. Let u be a bounded solution of
with L periodic and c ≤ 0. Then, two possibilities occur: 1) c ≡ 0 and u is constant; 2) c ≡ 0 and u ≡ 0.
Clearly, without the assumption c ≤ 0 the Liouville property no longer holds in general, even in the case of constant coefficients. As an example, the space of solutions of −u ′′ + u = 0 in R is generated by u 1 = sin x and u 2 = cos x. However, condition c ≤ 0 is not necessary and can be relaxed by λ p (−L) ≥ 0, where λ p (−L) denotes the periodic principal eigenvalue of −L. Henceforth, λ p (−L) will always stand for the periodic principal eigenvalue of −L (in R N ) and ϕ p for the associated principal eigenfunction (see Section 2 for the definitions). Theorem 1.2. Let u be a bounded solution of (1) , with L and f periodic, with the same period (l 1 , · · · , l N ).
(i) if λ p (−L) ≥ 0 then u is periodic, with period (l 1 , · · · , l N ); (ii) if λ p (−L) = 0 and either f ≤ 0 or f ≥ 0 then u ≡ kϕ p , for some k ∈ R, and f ≡ 0;
(iii) if λ p (−L) ≥ 0 and f ≡ 0 then u ≡ kϕ p , for some k ∈ R. Theorem 1.2 part (ii) applies in particular when c ≡ 0, while part (iii) extends Corollary 1 (see Remark 1 below). Moreover, statement (iii) implies the uniqueness of bounded solutions of (1) when λ p (−L) > 0 (cf. Corollary 2).
We further consider the problem of the validity of the Liouville property if we relax the periodicity assumptions on a ij , b i , c and f . A natural generalization of periodic functions of a single real variable are almost periodic functions, introduced by Bohr [6] . This notion can be readily extended to functions of several variables through a characterization of continuous almost periodic functions due to Bochner [4] (see also [5] ). Definition 1.3. We say that a function φ ∈ C(R N ) is almost periodic (a. p.) if from any arbitrary sequence (x n ) n∈N in R N can be extracted a subsequence (
It is straightforward to check that continuous periodic functions are a. p. (this is no longer true if we drop the continuity assumption). We say that a linear operator is a. p. if its coefficients are a. p.
By explicitly constructing a counterexample, we show that the Liouville type result of Corollary 1 does not hold if we relax the assumption L periodic by L a. p.
Counterexample. There exists an a. p. function b : R → R such that the space of bounded solutions of
has dimension 2, generated by the function u 1 ≡ 1 and a function u 2 which is not a. p.
This also shows that bounded solutions of a. p. equations with nonpositive zero order term may not be a. p., in contrast with what happens for periodicity (cf. Theorem 1.1). Actually, the function b in Counterexample 1.1 is limit periodic, that is, it is the uniform limit of a sequence of continuous periodic functions (see Definition 3.1 below). Limit periodic functions are a subset of a. p. functions because, as it is easily seen from Definition 1.3, the space of a. p. functions is closed with respect to the L ∞ norm (see e. g. [1] , [7] ).
Next, we look for sufficient conditions under which bounded solutions of (1) are a. p. We derive the following Theorem 1.4. Let u be a bounded solution of (1), with L periodic and f a. p.
Lastly, we prove results analogous to Theorems 1.1 and 1.2 for the Dirichlet and the oblique derivative problems in periodic domains. Uniqueness results are obtained as consequences.
1.2. Survey of related results. Avellaneda and Lin [2] , and also Moser and Struwe [14] , gave a characterization of polynomial growing solutions of the selfadjoint equation
with a ij periodic. This characterization -proved using some homogenization technics -implies the Liouville property as a particular case. The results of [2] and [14] have been recently improved by Kuchment and Pinchover [11] to the general non-self-adjoint equation (2) , with L periodic (see also Li and Wang [12] for the case b i ≡ 0). Following an approach based on the Floquet theory, they proved that the Liouville property holds if the generalized principal eigenvalue λ 1 (−L) is nonnegative (we refer to [3] and the references therein for the definition of λ 1 (−L) and its relation with λ p (−L)). Since λ 1 (−L) ≥ λ p (−L) and equality may not hold if L is not self-adjoint, the Liouville type result of [11] turns out to be more general than Theorem 1.2 statement (iii) presented here, except for the fact that the operators considered in [11] have smooth coefficients. We remark that the result of [11] does not hold anymore if one relaxes the periodicity assumption, because it can be proved that the operator in Counterexample 1.1 satisfies λ 1 (−L) = 0.
To our knowledge, no results about operators periodic in just one variable, such as Theorem 1.1, have been previously obtained.
There is a vast literature on the problem of almost periodicity of bounded solutions of linear equations with a. p. coefficients (see e. g. [1] , [7] , [15] , [10] ). In almost all of the cases, ordinary differential equations or systems are considered, often of first order type. As emphasized in [13] , some authors made use in proofs of the claim that any bounded solution in R of a second order linear equation with a. p. coefficients has to be a. p. This claim is false, as shown by Counterexample 1.1 and also by a counterexample in [13] . There, the authors constructed an a. p. function c(x) such that the equation
admits bounded solutions which are not a. p. In their case, the space of bounded solutions has dimension one and then the Liouville property holds. They also addressed the following open question: if every solution of a linear equation in R with a. p. coefficients is bounded are all solutions necessarily a. p.? Counterexample 1.1 shows that the answer is no. A negative answer was also given in [9] , where it is exhibited a class of linear ordinary differential equations of order n ≥ 2 for which all solutions are bounded in R, yet no nontrivial solution is a. p. Thus, this also provides an example where the Liouville property does not hold, but it is not interesting in this sense because the zero order term considered is not nonpositive.
1.3.
Organization of the paper. In Section 2, we consider the case L and f periodic and we prove Theorems 1.1 and 1.2. In order to prove the periodicity of any bounded solution u, we show that the difference between u and its translation by one period is identically equal to 0. This can be done by passing to a limit equation and making use of a supersolution v with positive infimum. We take v ≡ 1 in the case of Theorem 1.1 and v ≡ ϕ p in the case of Theorem 1.2. We further prove Corollary 1 as well as the existence and uniqueness of bounded solutions of (1) when λ p (−L) > 0. Section 3 is devoted to the construction of the function b of Counterexample 1.1, which will be defined by an explicit recursive formula. Theorem 1.4 is proved in Section 4. The basic idea to prove statement (i) is that, up to subsequences, any subsequence of a given sequence of translations of u converges to a solution of the same equation. Also, one can come back to the original equation by translating in the opposite direction. Then, the result follows from Theorem 1.2 part (iii).
In Sections 5, we derive results analogous to Theorems 1.1 and 1.2 for the Dirichlet and the oblique derivative problems in periodic domains. There, the periodic principal eigenvalue λ p is replaced respectively by λ p,D (see Section 5.1) and λ p,N (see Section 5.2) which take into account the boundary conditions. Existence and uniqueness results are also presented.
L and f periodic
Let us preliminarily reclaim the notion of periodic principal eigenvalue and eigenfunction. If L is periodic then the Krein Rutman theory yields the existence of a unique real number λ, called periodic principal eigenvalue of −L (in R N ), such that the eigenvalue problem 
, then any bounded solution u of (1) is periodic in the m-th variable, with period l m .
Proof. Let u be a bounded solution of (1) . Define the function
We want to show that w ≤ 0. Assume, by way of contradiction, that k := sup x∈R N w(x) > 0 and consider a sequence (
Since u n ∞ = u ∞ , the interior elliptic estimates together with the Rellich-Kondrachov compactness theorem imply that the sequence (u n ) n∈N converges (up to subsequences) in W
(for the weak convergence of a ij (· + x n )∂ ij u n toã ij ∂ ij u ∞ one uses the fact that, up to subsequences, a ij (·+x n ) →ã ij also locally uniformly thanks to the Ascoli-Arzelà theorem). Furthermore, always up to subsequences, the real sequence (v(x n )) n∈N converges to (u ∞ (l m e m ) − u ∞ (0))/k and then the functions v n (x) := v(x + x n ) are locally uniformly bounded by Harnack's inequality. Consequently, (a subsequence of) v n converges locally uniformly to a positive function v ∞ such that
reaches its maximum k at 0. The periodicity assumption on f -which is inherited byf -yields
where the operatorM is defined bỹ
Since the term (Lv ∞ )/v ∞ is nonpositive, we can apply the strong maximum principle to the function w ∞ (see e. g. [8] ) and derive
It follows in particular that, for h ∈ N,
which is a contradiction because u ∞ is bounded. We have shown that
The opposite inequality can be obtained by replacing l m with −l m and proceeding as before.
Proof of Theorem 1.1. Since the function v ≡ 1 satisfies
the statement immediately follows from Lemma 2.1.
Let us turn directly to the proof of Theorem 1.2. Corollary 1 will be derived as a consequence.
Proof of Theorem 1.2. (i) The function
Hence, the statement is a consequence of Lemma 2.1.
(ii) Up to replace u with −u, it is not restrictive to assume that f ≤ 0. Set
Since u is periodic by (i) -with the same period (
Therefore, the strong maximum principle yields w ≡ 0, that is u ≡ kϕ p and f ≡ 0.
(iii) Assume that sup u ≥ 0 (otherwise replace u with −u). Proceeding as in (ii), one can find a constant k ≥ 0 such that the function w(x) := kϕ p (x) − u(x) is nonnegative, vanishes at some point x 0 ∈ R N and satisfies −Lw = kλ p (−L)ϕ p ≥ 0. Once again, the strong maximum principle implies w ≡ 0. Proof. Assume that (1) admits two bounded solutions u 1 and u 2 . Applying Theorem 1.2 part (iii) with u = u 1 − u 2 we get u 1 − u 2 = kϕ p , for some k ∈ R. Hence, by trivial computation,
Assume now that f is periodic. Standard elliptic theory implies that, for γ > c L ∞ (R N ) , the operator (−L + γ) −1 is well defined and is compact on the space of periodic L 
L almost periodic
This section is devoted to the construction of Counterexample 1.1.
Remark 2. Note that, by the uniqueness of solutions of the Cauchy problem, any non-constant solution of (3) must be strictly monotone.
We first construct a discontinuous function σ, then we modify it to obtain a Lipschitz continuous limit periodic function b. Let us reclaim the definition of limit periodic functions, which are a proper subset of a. p. functions. Definition 3.1. We say that a function φ ∈ C(R N ) is limit periodic if there exists a sequence of continuous periodic functions converging uniformly to φ in R N .
We start defining σ on the interval (−1, 1]:
By construction, the function σ satisfies σ ∞ = 1+ ∞ n=1 n −2 , and it is odd except for the set Z, in the sense that σ(−x) = −σ(x) for x ∈ R \ Z.
Proposition 1.
There exists a sequence of bounded periodic functions (φ n ) n∈N converging uniformly to σ in R and such that
, then extend φ n to the whole real line by periodicity, with period 2 · 3 n . We claim that
which would conclude the proof. We prove our claim by a recursive argument, showing that the property
holds for every i ∈ N. Let us check (P 1 ). By (4) and (5) we get
Property (P 1 ) then follows from the periodicity of φ n . Assume now that (
Otherwise, set
Note that y ∈ (−3 n+i , 3 n+i ] and |x − y| = 2 · 3 n+i . Thus, (4), (5), (P i ) and the periodicity of φ n yield
This means that (P i+1 ) holds and then the proof is concluded. Note that σ is not limit periodic because it is discontinuous on Z.
Proposition 2. The function σ satisfies
Proof. For y ∈ R, define F (y) := y 0 σ(t)dt. Let us preliminarily show that, for every n ∈ N, the following formula holds:
We shall do it by iteration on n. It is immediately seen that (7) holds for n = 1. Assume that (7) holds for some n ∈ N. We want to prove that (7) holds with n replaced by n + 1. If y ∈ [0, 3 n ] then
If y ∈ (3 n , 2 · 3 n ] then, by computation,
Using property (5), one sees that
, where the last equality holds because σ is odd except in the set Z. Hence,
, as we have seen before, and (5) holds, it follows that
Using the hypothesis (7) we then get
We have proved that (7) holds for any n ∈ N. Consider now x ≥ 1. We can find an integer n = n(x) such that x ∈ [3 n−1 , 3 n ). Applying (7) we get F (x) ≥ x(2n 2 ) −1 . Therefore, since n ≤ log 3 x + 1, we infer that
In order to define the function b, we introduce the following auxiliary function z ∈ C(R) vanishing on Z: z(x) := 2|x| if x ∈ [−1/2, 1/2], and it is extended by periodicity with period 1 outside [−1/2, 1/2]. Then we set
The definition of b is easier to understand by its graph (see Figure 1) . Proof. Let us check that b is odd. For x ∈ Z we find b(−x) = 0 = −b(x), while, for
. In order to prove that b is limit periodic, consider the sequence of periodic functions (φ n ) n∈N given by Proposition 1. Then define ψ n (x) := φ n (x)z(x). Clearly, the functions ψ n are continuous (because z vanishes on Z) and periodic, with period 2 · 3 n (because z has period 1). Also, for n ∈ N,
Therefore, ψ n converges uniformly to b as n goes to infinity. Proof. The two-dimensional space of solutions of (3) is generated by u 1 ≡ 1 and
Since u 2 is strictly increasing, it cannot be a. p. So, to prove the statement it only remains to show that u 2 is bounded. By construction, it is clear that, for m ∈ Z,
Consequently, by (6), we get for
Since b is odd, it follows that u 2 is odd too and then it is bounded on R.
Remark 3. The function b = σz we have constructed before is uniformly Lipschitz continuous, with Lipschitz constant equal to 2 σ L ∞ (R) . Actually, one could use a suitable C ∞ function instead of z in order to obtain a function b ∈ C ∞ (R).
Remark 4.
The reason why the Liouville property fails to hold in the a. p. case is that, as shown by the previous counterexample, an a. p. linear equation with nonpositive zero order coefficient may admit non-a. p. bounded solutions in the whole space. Instead, the space of a. p. solutions of (2), with c ≤ 0 and without any almost periodicity assumptions on L, has at most dimension one, that is, the Liouville property holds if all bounded solutions are a. p. More precisely, the result of Corollary 1 holds true if one requires u to be a. p., even by dropping the periodicity assumption on L. To see this, consider an a. p. solution u of (2). Up to replace u with −u, we can assume that U := sup u ≥ 0. Let (x n ) n∈N be a sequence in R N such that u(x n ) → U . Then, up to subsequences, the functions u n (x) := u(x + x n ) converge locally uniformly in x ∈ R N to a solution u ∞ of a linear equation −L = 0 in R N , with nonpositive zero order term (see the arguments in the proof of Lemma 2.1). The strong maximum principle then yields u ∞ ≡ U . Since the convergence of a subsequence of u n is also uniform in R N , by the almost periodicity of u, we find that u ≡ U . Therefore, the conclusion of Corollary 1 holds.
L periodic and f almost periodic
Proof of Theorem 1.4. (i) consider an arbitrary sequence (x n ) n∈N in R N . Since a ij , b i , c and f are a. p. (because periodic functions are in particular a. p.) there exists a subsequence of (x n ) n∈N (that we still call (x n ) n∈N ) such that a ij (x+x n ), b i (x+ x n ), c(x+x n ) and f (x+x n ) converge uniformly in x ∈ R N . We claim that u(x+x n ) converges uniformly in x ∈ R N too. Assume, by contradiction, that this is not the case. Then, there exist ε > 0, a sequence (z n ) n∈N in R N and two subsequences (
Applying again the definition of almost periodicity, we can find a common sequence (n k ) k∈N in N such that, for j = 1, 2, the functions a ij (x+ξ j and f j , uniformly in x ∈ R N . Since f (y + x n ) converges uniformly in y ∈ R N , we have that
Similarly, a
l i Z and let y be the limit of (a subsequence of) (y k ) k∈N . Thanks to the periodicity of L, we have that
Hence, a . By standard elliptic estimates and compact injection theorem, it follows that there exists a subsequence of (k n ) n∈N (that we still call (k n ) n∈N ) such that, for j = 1, 2, the functions u(·+ξ j n k ) converge locally uniformly and weakly in W 2,p loc (R N ), for p ≥ 1, to some functions u j such that (9) inf
where
for some k ∈ R. We want to prove that k = 0. For j = 1, 2 we find that
and also
uniformly in x ∈ R N . Therefore, with the usual arguments, we deduce that, for
) converges (up to subsequences) locally uniformly to a function
Hence, −L(u − v j ) = 0 and then again Theorem 1.2 part (iii) yields the existence of a constant
and then, thanks to (10), u 1 ≡ u 2 . This is a contradiction because, by (8) ,
(ii) Even if it means replacing u with −u, it is not restrictive to assume that f ≤ 0. Set
and v(x) := kϕ p (x) − u(x). We have that v ≥ 0 and there exists a sequence (x n ) n∈N in R N such that lim n→∞ v(x n ) = 0. Arguing as above, we find that (up to subsequences) v(· + x n ) converges weakly in W 2,p loc (R N ), for p ≥ 1, to a nonnegative functionṽ satisfying
Furthermore,ṽ is nonnegative and vanishes in 0. Applying the strong maximum principle, we getṽ ≡ 0. On the other hand, v is a. p. by statement (i). Therefore, v(x + x n ) converges to 0 uniformly in x ∈ R N , that is v ≡ 0.
We conclude this section with a result concerning solutions of (1) with L periodic and f a. p. in just one variable, that is 
Proof. The proof is similar to that of the Arzela-Ascoli theorem. For simplicity, consider the case m = 1. Let (s n ) n∈N be a sequence in R. Since for any q ∈ Q N −1 there exists a subsequence (s q n ) n∈N of (s n ) n∈N such that (φ(y + s q n , q)) n∈N converges uniformly in y ∈ R, using a diagonal method we can find a common subsequence (s n k ) k∈N such that (φ(y + s n k , q)) k∈N converges uniformly in y ∈ R, for every q ∈ Q N −1 . Let z ∈ R N −1 . Using the uniform continuity of φ, for any ε > 0 we can find q ∈ Q N −1 such that
Therefore,
for h, k big enough, independent from y ∈ R. For example, the function φ(x, y) = sin(xy) is periodic in each variable but it is not a. p. Indeed, it is known that any a. p. function is uniformly continuous (see e. g. [1] ) while φ is not.
General periodic domains
Henceforth, Ω denotes an unbounded smooth domain in R N satisfying the following periodicity assumption:
where l 1 , · · · , l N are positive constants. The symbol ν stands for the outer unit normal vector field to Ω. We make the same regularity and ellipticity assumptions as in the whole space case: a ij , b i , c, f ∈ L ∞ (Ω), the a ij are uniformly continuous in Ω and there exist two constants 0 < a ≤ a such that
In the sequel, when we say that a function or an operator is periodic (resp. periodic in the m-th variable) we mean that it has the same period (l 1 , · · · , l N ) (resp. l m ) as Ω.
5.1. Dirichlet problem. We deal with the Dirichlet problem
where g is a given function in W 2,∞ (∂Ω). If the operator L is periodic then we denote by λ p,D and ϕ p,D respectively the periodic principal eigenvalue and eigenfunction of −L in Ω, with Dirichlet boundary conditions. We recall that λ p,D is the unique real number such that the problem Proof. We proceed similarly to the proof of Lemma 2.1, with v ≡ 1. Define the function w(x) := u(x + l m e m ) − u(x) and assume by a contradiction that k := sup x∈R N w(x) > 0. Let (x n ) n∈N in Ω be such that w(x n ) → k and consider a sequence (
Thanks to elliptic estimates up to the boundary, the sequence u n (x) := u(x + z n ) converges (up to subsequences) in W 1,∞ loc (Ω) and weakly in W 2,p loc (Ω), for any p ≥ 1, to a function u ∞ such that
Moreover, since w ≡ 0 on ∂Ω and w ∈ W 1,∞ (Ω), it follows that y n converges (up to subsequences) to a certain point y ∞ ∈ Ω in which w ∞ reaches its maximum value k. Sincec ≤ 0, the strong maximum principle yields w ∞ ≡ k in Ω, that is,
Therefore, for h ∈ N,
which is a contradiction because u ∞ is bounded. The inequality u(x+l m e m ) ≥ u(x) can be obtained by replacing l m with −l m and proceeding as before.
In order to prove our Liouville type results, we will make use of the following consideration
Then, there exists a positive constant k such that kv 2 ≥ v 1 in Ω.
Proof. Assume, by way of contradiction, that there exists a sequence (x n ) n∈N in Ω such that nv 2 (x n ) < v 1 (x n ). Hence, as n goes to infinity, v 2 (x n ) → 0 and then dist(x n , ∂Ω) → 0 by (12) . For n ∈ N, let us denote by y n a projection of x n on ∂Ω.
Since ∇v 2 is uniformly continuous in Ω and inf ∂Ω ∂ ν v 2 < 0, it follows that
which is a contradiction.
Theorem 5.3. Let u be a bounded solution of (11) , with L, f and g periodic. With usual arguments, we can find a subsequence of w(· + ξ n ) converging locally uniformly in Ω to a nonnegative function w * satisfying
−Lw
By Hopf's lemma it follows that w * ≡ 0, which is impossible because w satisfies (12) . This means that inf ∂Ω ∂ ν w < 0. Thereofre, we can apply Lemma 5.2 with v 1 = ψ and v 2 = w and find another positive constant h such that hw ≥ ψ in Ω. That is,
which contradicts the definition of k * . Case 2: w does not satisfies (12) . There exist then a sequence (z n ) n∈N in Zl 1 × · · · × Zl N and a sequence (y n ) n∈N in Ω converging to some y ∞ ∈ Ω such that lim n→∞ w(y n + z n ) = 0.
The functions u n (x) := u(x+z n ) converge (up to subsequences) locally uniformly to a functionũ satisfying (11) . Hence, w(x+z n ) converges tow(x) = k * ϕ p,D (x)−ũ(x+ l m e m )+ũ(x), which is nonnegative, vanishes on y ∞ and satisfies −Lw ≥ 0 in Ω. The strong maximum principle yieldsw ≡ 0. That is,ũ(x + l m e m ) −ũ(x) = k * ϕ p,D (x), which is impossible becauseũ is bounded.
We have shown that k * = 0, that is u(x + l m e m ) ≤ u(x). The converse inequality is obtained by replacing l m with −l m .
(ii) Up to replace u with −u, it is not restrictive to assume that f, g ≤ 0. Hence, u ≤ ϕ p,D on ∂Ω. Thanks to Lemma 5.2, applied to v 1 = u and v 2 = ϕ p,D , there
The function w := k * ϕ p,D − u is nonnegative, periodic, by (i), and satisfies
If w ≡ 0 then the statement is proved, otherwise w > 0 in Ω by the strong maximum principle. In this case, for any x ∈ ∂Ω such that w(x) = 0, the Hopf lemma yields ∂ ν w(x) < 0. Therefore, applying once again Lemma 5.2, this time with v 1 = ϕ p,D and v 2 = w, we find another positive constant h such that hw ≥ ϕ p,D . Consequently, (k
iii) It is not restrictive to assume that sup Ω u ≥ 0 (if not, replace u with −u). We proceed exactly as in the proof of (ii). Now, the constant k * is nonnegative and then the function w := k * ϕ p,D − u satisfies
The statement then follows as before.
An immediate consequence of Theorem 5.3 part (iii) is the following uniqueness result. Proof. Assume that (11) admits two solutions u 1 , u 2 . Applying Theorem 5.3 part (iii) to the function u = u 1 − u 2 we get u ≡ kϕ p,D , for some k ∈ R. Therefore,
which yields k = 0.
As for Corollary 2, the existence result follows from the Fredholm alternative because, by the previous step, the unique periodic solution of (11) with f ≡ g ≡ 0 is u ≡ 0.
We point out that if c ≤ 0 then λ p,D (−L) > 0. This is easily seen by applying the strong maximum principle to the periodic principal eigenfunction ϕ p,D . Hence, the uniqueness result of Corollary 3 applies. Instead, in the whole space case, c ≤ 0 does not yield λ p (−L) > 0, but only λ p (−L) ≥ 0, and we cannot apply Corollary 2 (indeed, (1) may admit infinite many bounded solutions, cf. Corollary 1).
5.2.
Oblique derivative problem. We consider now the oblique derivative problem
The function h is always assumed to belong to W 1,∞ (∂Ω). If the operators L and N are periodic then λ p,N and ϕ p,N denote respectively the periodic principal eigenvalue and eigenfunction of −L in Ω, with oblique derivative boundary conditions. That is, λ p,N is the unique (real) number such that the eigenvalue problem −Lϕ p,N = λ p,N ϕ p,N in Ω N ϕ p,N = 0 on ∂Ω admits a positive periodic solution ϕ p,N (unique up to a multiplicative constant).
The methods used to prove our results are exactly the same as in Section 2, the following lemma being the analogue of Lemma 2.1. While in the whole space case we used interior elliptic estimates, here we need W 2,p estimates up to the boundary (for which we refer for instance to [16] ). 
for some nonnegative functions φ ∈ L ∞ (Ω) and ζ ∈ W 1,∞ (∂Ω), then any bounded solution of (13) is periodic in the m-th variable.
Proof. The proof is similar to that of Lemma 2.1 and we will skip some details. Here, one translates the functions u, v and the other terms by z n instead of x n , where (z n ) n∈N is the sequence in
. Then, the only situation which is not covered by the arguments in the whole space is when w ∞ < k in Ω and y n converges (up to subsequences) to some y ∞ ∈ ∂Ω. Let us show that this cannot occur. Let α * and β * be the limits of (subsequences of) α(y ∞ + z n ) and β(y ∞ + z n ) respectively. Clearly, Proof. First, we show that inf (we recall that it is not restrictive to assume that f, h ≤ 0). Once again, this is in contradiction with the Hopf lemma.
We remark that if c ≡ α ≡ 0 then λ p,N (−L) = 0, with ϕ p,N ≡ 1. Therefore, Theorem 5.6 part (ii) applies.
As a consequence of Theorem 5.6 we get the uniqueness result. Since the unique bounded solution of (13) with f ≡ h ≡ 0 is u ≡ 0, thanks to the uniqueness result, the Fredholm alternative yields the existence of a periodic solution.
We conclude with the Liouville type result corresponding to Corollary 1. Therefore, both cases are ruled out and the claim is proved.
