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WEIGHTED NORM INEQUALITIES FOR FRACTIONAL MAXIMAL
OPERATORS–A BELLMAN FUNCTION APPROACH
RODRIGO BA ˜NUELOS AND ADAM OSE¸KOWSKI
ABSTRACT. We study classical weighted Lp → Lq inequalities for the fractional max-
imal operators on Rd, proved originally by Muckenhoupt and Wheeden in the 70’s. We
establish a slightly stronger version of this inequality with the use of a novel extension of
Bellman function method. More precisely, the estimate is deduced from the existence of
a certain special function which enjoys appropriate majorization and concavity. From this
result and an explicit version of the “Ap−ε theorem,” derived also with Bellman functions,
we obtain the sharp inequality of Lacey, Moen, Pe´rez and Torres.
1. INTRODUCTION
The motivation for the results of this paper comes from the question about weighted
Lp → Lq-norm inequalities for fractional maximal operators on Rd, with the constants of
optimal order. To introduce the necessary background and notation, let 0 ≤ α < d be a
fixed constant. The fractional maximal operatorMα is given by
Mαϕ(x) = sup
{
|Q|
α
d−1
∫
Q
|ϕ(u)|du : Q ⊂ Rd is a cube containing x
}
,
where ϕ is a locally integrable function on Rd, |Q| denotes the Lebesgue measure of Q
and the cubes we consider above have sides parallel to the axes. In particular, if we put
α = 0, then Mα reduces to the classical Hardy-Littlewood maximal operator. The above
fractional operators play an important role in analysis and PDEs, and form a convenient
tool to study differentiability properties of functions. In particular, it is often of interest to
obtain optimal, or at least good bounds for norms of these operators. We will be mostly
interested in the weighted setting. In what follows, the word “weight” refers to a locally
integrable, positive function on Rd, which will usually be denoted byw. Given p ∈ (1,∞),
we say that w belongs to the MuckenhouptAp class (or, in short, that w is an Ap weight),
if the Ap characteristics [w]Ap , given by
[w]Ap := sup
Q
(
1
|Q|
∫
Q
w
)(
1
|Q|
∫
Q
w−1/(p−1)
)p−1
,
is finite. One can also define the appropriate versions of this condition for p = 1 and
p = ∞, by passing above with p to the appropriate limit (see e.g. [6], [9]). However, we
omit the details, as in this paper we will be mainly concerned with the case 1 < p <∞.
As shown by Muckenhoupt [13], the Ap condition arises naturally during the study of
weighted Lp bounds for the Hardy-Littlewood maximal operator. To be more precise, for
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a given 1 < p <∞, the inequality
||M0ϕ||Lp(w) ≤ Cp,d,w||ϕ||Lp(w)
holds true with some constant Cp,d,w depending only on the parameters indicated, if and
only if w is an Ap weight. Here, of course, ||ϕ||Lp(w) =
(∫
Rd
|ϕ|pwdu
)1/p is the usual
norm in the weighted Lp space. This result was extended to the fractional setting by
Muckenhoupt and Wheeden [14]. Let p, q be positive exponents satisfying the relation
1
q =
1
p −
α
d . Then the inequality(∫
Rd
(
Mαϕ(x)
)q
w(x)qdx
)1/q
≤ Cp,α,d,w
(∫
Rd
|ϕ(x)|pw(x)pdx
)1/p
if and only if
sup
Q
(
1
|Q|
∫
Q
wq
)(
1
|Q|
∫
Q
w−p
′
)q/p′
<∞,
where p′ = p/(p − 1) is the harmonic conjugate to p. In other words, passing to wq , we
see that
||Mα||Lp(wp/q)→Lq(w) ≤ Cp,α,d,w
if and only if w ∈ Aq/p′+1.
Actually, one can choose the above constants Cp,d,w and Cp,α,d,w so that the depen-
dence on w is through the appropriate characteristics of the weight only. Then there arises
a very interesting question, concerning the sharp description of this dependence. The first
result in this direction, going back to early 90’s, is that of Buckley [1]. Specifically, he
proved that Hardy-Littlewood operator satisfies
(1.1) ||M0ϕ||Lp(w) ≤ Cp,d[w]1/(p−1)Ap ||ϕ||Lp(w)
and showed that the power 1/(p − 1) cannot be decreased in general. By now, there are
several different proofs of this inequality (which produce various upper bounds for the
involved constant C). For instance, we refer the interested reader to works of Coifman and
Fefferman [3], Lerner [12], Nazarov and Treil [15] and, for a slightly stronger statement,
to the recent paper of Hyto¨nen and Perez [7]. In the fractional setting, Lacey et al. [11]
proved that
(1.2) ||Mαϕ||Lq(w) ≤ Cp,α,d[w](1−α/d)p
′/q
Aq/p′+1
||ϕ||Lp(wp/q),
and the exponent (1 − α/d)p′/q cannot be improved. See also the recent paper of Cruz-
Uribe and Moen [4] for certain generalizations of the above result.
The purpose of this paper is to provide yet another extensions of (1.1) and (1.2). Here
is the precise statement.
Theorem 1.1. Suppose that 0 ≤ α < d is fixed and let p, q be exponents satisfying
1
q =
1
p −
α
d . Then for any Aq/p′+1 weight w and any locally integrable function ϕ on Rd
we have
(1.3) ||Mαϕ||Lq(w) ≤ Cd inf
1<r<q/p′+1
{
[w]
1/(q−s)
Ar
(q
s
)1/(q−s)}
||ϕ||Lp(wp/q),
where C is an absolute constant (for instance, C = 12 works fine) and
(1.4) s = s(r, p, α) = q − rq
2
(r − 1)(q − p) + pq
.
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To see that this result implies (1.1) and (1.2), we will need to establish the following
version of the “Ap−ε theorem” which is sharper than what the classical results give, see
Coifman and Fefferman [3].
Theorem 1.2. Suppose that w is an Aβ weight (1 < β <∞) and put
(1.5) r =
β(1 + 2βd/(β−1)ββ/(β−1)[w]
1/(β−1)
Aβ
)
β + 2βd/(β−1)ββ/(β−1)[w]
1/(β−1)
Aβ
∈ (1, β).
Then w is an Ar weight and [w]Ar ≤ 2rd+r[w]
(r−1)/(β−1)
Aβ
.
Now (1.1) and (1.2) follow easily: apply Theorem 1.2 with β = q/p′ + 1 and plug r
given by (1.5) into (1.3). We have
q
s
=
(r − 1)
(
q
p − 1
)
+ q
β − r
and
β − r =
β(β − 1)
β + 2βd/(β−1)ββ/(β−1)[w]
1/(β−1)
Aβ
,
so q/s ≤ cp,α,d[w]
1/(β−1)
Aβ
. Therefore,
[w]
1/(q−s)
Ar
(q
s
)1/(q−s)
≤ 2(rd+r)/(q−s)[w]
(r−1)/(β−1)(q−s)
Aβ
· c
1/(q−s)
p,α,d [w]
1/(β−1)(q−s)
Aβ
≤ Cp,α,d[w]
r/(β−1)(q−s)
Aβ
,
and it remains to note that
r
(β − 1)(q − s)
=
(r − 1)(q − p) + pq
(β − 1)q2
≤
(β − 1)(q − p) + pq
(β − 1)q2
=
(
1−
α
d
) p′
q
.
A few words about our approach are in order. Actually, we will work with the dyadic
version of the fractional maximal operator, given by
Mαdϕ(x) = sup
{
|Q|
α
d−1
∫
Q
|ϕ(u)|du : Q ⊂ Rd is a dyadic cube containing x
}
.
Here the dyadic cubes are those formed by the grids 2−NZd, N ∈ Z. By a standard
comparison of the sizes of Mαϕ and Mαdϕ (see e.g. Grafakos [6] or Stein [16]), we will
be done if we establish the following version of Theorem 1.1.
Theorem 1.3. Suppose that 0 ≤ α < d is fixed and let p, q be exponents satisfying
1
q =
1
p −
α
d . Then for any Aq/p′+1 weight w and any locally integrable function ϕ on Rd
we have
(1.6) ||Mαdϕ||Lq(w) ≤ inf
1<r<q/p′+1
{
[w]
1/(q−s)
Ar
(q
s
)1/(q−s)}
||ϕ||Lp(wp/q).
The paper is organized as follows. In the next section we establish Theorem 1.2. Sec-
tion 3 is devoted to the proof of Theorem 1.3. Both these statements are shown with the
use of the so-called Bellman function method, a powerful tool exploited widely in analy-
sis and probability, and its certain enhancement. We end with some remarks concerning
martingale versions of the above weighted norm inequalities.
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2. PROOF OF THEOREM 1.2
Throughout this section, β ∈ (1,∞), d ≥ 1 and c ≥ 1 are fixed parameters. Let us
define the hyperbolic domain
Ωc = {(w, v) ∈ IR+ × IR+ : 1 ≤ wv
β−1 ≤ c}.
We start with the following geometric fact.
Lemma 2.1. Let α ∈ [2−d, 1− 2−d] and suppose that points P, Q and R = αP+ (1−α)Q
lie in Ωc. Then the whole line segment PQ is contained within Ω2βdc.
Proof. Using a simple geometrical argument, it is enough to consider the case when the
points P and R lie on the curve wvβ−1 = c (the upper boundary of Ωc) and Q lies on the
curve wvβ−1 = 1 (the lower boundary of Ωc). Then the line segment RQ is contained
within Ωc, and hence also within Ω2βdc, so it is enough to ensure that the segment PR is
contained in Ω2βdc. Let P = (Px, Py), Q = (Qx, Qy) and R = (Rx, Ry). We consider two
cases. If Px < Rx, then
Py = α
−1
Ry − (α
−1 − 1)Qy < 2
d
Ry,
so the segment PR is contained in the quadrant {(x, y) : x ≤ Rx, y ≤ 2dRy}. Consequently,
PR lies below the hyperbola xyβ−1 = γ passing through (Rx, 2dRy), that is, corresponding
to γ = 2d(β−1)RxRβ−1y ≤ 2
βdc. This proves the assertion in the case Px < Rx. In the
case Px ≥ Rx the reasoning is similar. Indeed, we check easily that the line segment PR
lies below the hyperbola xyβ−1 = γ′ passing through (2dRx, Ry). That is, the one with
γ′ = 2dRxR
β−1
y ≤ 2
βdc. 
The proof of Theorem 1.2 will rest on a Bellman function which was invented by
Vasyunin in [18] during the study of power estimates for Aβ weights on the real line.
To recall this object, we need some more notation. Let s be the unique negative number
satisfying the equation
(1 − s)(1− s/β)−β = 2−βd/c
(the existence and uniqueness of s is clear: the function F (u) = (1 − u)(1 − u/β)−β
is strictly increasing on (−∞, 0] and satisfies limu→−∞ F (u) = 0, F (0) = 1). For
r ∈
(
β(1− s)/(β − s), β
)
, define
C = Cβ,d,r,c = (2
βdc)r/(β(r−1))(1− s)(β−r)/(β(1−r))
[
1 +
β − r
β(r − 1)
s
]−1
.
This is precisely the constant Cmax(β,−(r − 1)−1, 2βdc) appearing on p. 50 in [18]. A
function defined on a subset of R2 is said to be locally concave if it is concave along any
line segment contained in its domain.
We will need the following lemma from [18].
Lemma 2.2. There is a locally concave function B on Ω2pdc which satisfies
(2.1) B(w, v) = w−1/(r−1) if wvβ−1 = 1
and such that
(2.2) B(w, v) ≤ Cβ,d,r,cw−1/(r−1) for all (w, v) ∈ Ω2βdc.
WEIGHTED INEQUALITIES 5
Combining this with Lemma 2.1 and a straightforward induction argument, we see that
the above functionB has the following property. If P1, P2, . . ., P2d and P = 2−d(P1+P2+
. . .+ P2d) lie in Ωc, then
(2.3) B(P) ≥ 2−d
2d∑
k=1
B(Pk).
We turn to the proof of Theorem 1.2. Let us first establish two auxiliary facts.
Lemma 2.3. The number s satisfies the double inequality
(2.4) − 2βd/(β−1)ββ/(β−1)c1/(β−1) ≤ s ≤ −ββ/(β−1)c1/(β−1).
Proof. Let us first focus on the right-hand side inequality. By the definition of s, we see
that we must prove that
(1 + ββ/(β−1)c1/(β−1))(1 + β1/(β−1)c1/(β−1))−β ≥ 2−βd/c,
or
(1 + β1/(β−1)c1/(β−1))β ≤ 2βdc(1 + ββ/(β−1)c1/(β−1)).
But this is simple and follows immediately from the estimate
(1 + β1/(β−1)c1/(β−1))β ≤ (2β1/(β−1)c1/(β−1))β ≤ 2βdββ/(β−1)cβ/(β−1).
We turn our attention to the left-hand side inequality in (2.4). This time we must show that
(1 + 2βd/(β−1)β1/(β−1)c1/(β−1))β ≥ 2βdc(1 + 2βd/(β−1)ββ/(β−1)c1/(β−1)).
Using the bound (1 + a)β ≥ aβ + aβ−1, we may write
(1 + 2βd/(β−1)β1/(β−1)c1/(β−1))β ≥ 2β
2d/(β−1)ββ/(β−1)cβ/(β−1) + 2βdβc
= 2βdc(β + 2βd/(β−1)ββ/(β−1)c1/(β−1)),
and the proof is finished. 
Lemma 2.4. Suppose that w is an Aβ weight with [w]Aβ = c. Then for any r ∈
(
β(1 −
s)/(β − s), β
)
we have [w]Ar ≤ Cr−1β,d,r,c.
Proof. Fix a cube Q ⊂ Rd and consider the family of its “dyadic” subcubes. That is, for a
given n ≥ 0, let Qn be the collection of 2nd pairwise disjoint cubes contained in Q, each
of which has measure 2−nd|Q|. Let (wn)n≥0 and (vn)n≥0 be the conditional expectations
of w and w−1/(β−1) with respect to (Qn)n≥0. That is, for any x ∈ Q and any nonnegative
integer n, define
wn(x) =
1
|Q|
∫
Q
w and vn(x) =
1
|Q|
∫
Q
w−1/(β−1),
where Q is the unique element of Qn which contains x. Directly from this definition, we
see that wn, vn are constant on each Q ∈ Qn and we have
wn|Q =
1
2d
∑
R⊂Q,R∈Qn+1
1
|R|
∫
R
w =
1
2d
∑
R⊂Q,R∈Qn+1
wn+1|R
and
vn|Q =
1
2d
∑
R⊂Q,R∈Qn+1
1
|R|
∫
R
w−1/(p−1) =
1
2d
∑
R⊂Q,R∈Qn+1
vn+1|R.
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Therefore, by (2.3), we see that∫
Q
B(wn+1, vn+1)du ≤
∫
Q
B(wn, vn)du
for all n = 0, 1, 2, . . ., and hence, summing over all Q ∈ Qn, we get∫
Q
B(wn+1, vn+1)du ≤
∫
Q
B(wn, vn)du.
Consequently, by induction, we obtain∫
Q
B(wn, vn)du ≤
∫
Q
B(w0, v0)du = |Q|B
(
1
|Q|
∫
Q
wdu, 1
|Q|
∫
Q
w−1/(β−1)du
)
≤ Cβ,d,r,c|Q|
(
1
|Q|
∫
Q
wdu
)−1/(r−1)
,
where in the last passage we have exploited (2.2). Now if we let n → ∞, then wn → w
and vn → w−1/(β−1) almost everywhere, in view of Lebesgue’s differentiation theorem.
Therefore the above estimate, combined with Fatou’s lemma and (2.1), gives∫
Q
w−1/(r−1)du =
∫
Q
B(w,w−1/(β−1))du ≤ Cβ,d,r,c|Q|
(
1
|Q|
∫
Q
wdu
)−1/(r−1)
.
Multiplying both sides by |Q|−1
(
1
|Q|
∫
Q
wdu
)1/(r−1)
and taking the supremum over all
Q, we obtain the desired upper bound for [w]Ar . 
Proof of Theorem 1.2. Put c = [w]Aβ . Let us first note that the number r defined in (1.5)
belongs to the interval
(
β(1 − s)/(β − s), β
)
. Indeed, the inequality r < β is evident, so
all we need is the lower bound r > β(1 − s)/(β − s). After some easy manipulations, it
can be transformed into
s > −2βd/(β−1)+1ββ/(β−1)c1/(β−1),
which follows from the left inequality in (2.4). Thus we are allowed to apply Lemma 2.4
with the above choice of r and therefore we will be done if we give the appropriate upper
bound for
Cr−1β,d,r,c = (2
βdc)r/β(1− s)(r−β)/β
[
1 +
β − r
β(r − 1)
s
]1−r
.
Let us analyze the three factors appearing in this expression. We have
(2βdc)r/β = 2rdcr/β,
and, since (r − β)/β < 0, the right inequality in (2.4) gives
(1 − s)(r−β)/β ≤ (−s)(r−β)/β ≤ (ββ/(β−1)c1/(β−1))(r−β)/β ≤ c(r−β)/(β(β−1)).
Finally, by the left inequality in (2.4), we get
1 +
β − r
β(r − 1)
s ≥ 1−
β − r
β(r − 1)
· 2βd/(β−1)ββ/(β−1)c1/(β−1) =
1
2
,
and hence [
1 +
β − r
β(r − 1)
s
]1−r
< 2r.
Putting all the above facts together, we obtain [w]Ar ≤ 2rd+rc(r−1)/(β−1), which is the
desired claim. 
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3. WEIGHTED INEQUALITIES FOR FRACTIONAL MAXIMAL OPERATOR
Let 0 < α < d be fixed, and let p, q be given two parameters satisfying 1q =
1
p −
α
d .
Next, put u = p−1p q + 1 and let r be an arbitrary number belonging to the interval (1, u).
In what follows, we will also need the parameter s = s(p, q, α) given by (1.4) and the
number
t = t(r, p, α) =
rpq
(r − 1)(q − p) + pq
.
Suppose that w is a weight satisfying the condition Ar and let ϕ : Rd → R be a function
belonging to Lp(wp/q). Of course, we may assume that ϕ ≥ 0: in (1.6), the passage
ϕ → |ϕ| does not affect the Lp-norm of ϕ, and does not decrease the Lq norm of Mαϕ.
Furthermore, it is enough to deal with boundedϕ’s only, by a standard truncation argument.
Next, let Q be a fixed dyadic cube and, for each n ≥ 0, letQn be the collection of all dyadic
cubes of measure |Q|/2nd, contained within Q. Consider the sequences (ϕn)n≥0, (wn)n≥0
and (vn)n≥0 of conditional expectations of ϕ, w and w−1/(r−1) with respect to (Qn)n≥0.
That is, in analogy with the previous section, for any x ∈ Q and any nonnegative integer
n, define
(3.1) ϕn(x) = 1
|Q|
∫
Q
ϕ, wn(x) =
1
|Q|
∫
Q
w and vn(x) =
1
|Q|
∫
Q
w−1/(r−1),
where Q is the element ofQn which contains x. We will also use the notation
ψn(x) = |Q|
α/dmax
{
ϕ0, 2
−αϕ1, 2
−2αϕ2, . . . , 2
−nαϕn
}
.
Before we proceed, let us comment on the reasoning we are going to present. As in the
preceding section, the proof will be based on the properties of a certain special function
B. This time we have four parameters involved, corresponding to the sequences (ϕn)n≥0,
(ψn)n≥0, (wn)n≥0 and (vn)n≥0, and thus it is natural to define B on the four-dimensional
domain
D = {(x, y, w, v) : x ≥ 0, y ≥ 0, w > 0, 1 ≤ wvr−1 ≤ c}.
Here and below, we use the same letter “w” to denote the weight and the third coordinate;
as we hope, this should not cause any confusion and it should be clear from the context
which object we are using at the moment. A natural idea to follow is to find B for which
the sequence
(∫
Q
B(ϕn, ψn, wn, vn)dz
)
n≥0
is nonincreasing, nonpositive and satisfies the
majorization of the form
lim inf
n→∞
∫
Q
B(ϕn, ψn, wn, vn)dz
≥ ||Mαdϕ||
q
Lq(Q;w) −
(q
s
)q/(q−s)
cq/(q−s)||ϕ||q
Lp(Q;wp/q)
or, after some standard limiting arguments (Lebesgue’s differentiation theorem, Fatou’s
lemma, etc.),
(3.2)∫
Q
B(ϕ,Mαdϕ,w,w
−1/(r−1))dz ≥ ||Mαdϕ||
q
Lq(Q;w) −
(cq
s
)q/(q−s)
||ϕ||q
Lp(Q;wp/q)
.
A typical approach in the study of such majorization is to prove the corresponding point-
wise bound. The problem is that the right hand side above is a mixture of Lp and Lq norms
and is not of integral form. That is, there seems to be no pointwise inequality which after
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integration would yield the above majorization. In addition, no manipulations with the
inequality (3.2) (for instance, replacing the right hand side by
||Mαdϕ||Lq(Q;w) −
(q
s
)1/(q−s)
c1/(q−s)||ϕ||Lp(Q;wp/q)
or other expressions of this type) seem to lead to the convenient majorization in the integral
form. To overcome this difficulty, we will make use of the following novel argument which,
to the best of our knowledge, has not been used before. Namely, to establish the inequality
(1.6), we will work with a special function B which itself depends on ϕ. Specifically, put
B(x, y, w, v) = Bϕ(x, y, w, v) = y
qw −
q
s
||ϕ||q−s−t
Lp(Q;wp/q)
cxtysv1−t.
In the two lemmas below, we study certain crucial properties of this object. We start
with the following monotonicity condition.
Lemma 3.1. Suppose that [w]Ar = c. Then for any nonnegative integer n we have
(3.3)
∫
Q
B(ϕn, ψn, wn, vn)dx ≤
∫
Q
B(ϕ0, ψ0, w0, v0)dx.
Proof. Note that (ϕn, ψn, wn, vn) ∈ D (so the composition B(ϕn, ψn, wn, vn) makes
sense) due to assumption [w]Ar = c. Clearly, it suffices to show the inequality∫
Q
B(ϕn, ψn, wn, vn)dz ≤
∫
Q
B(ϕn−1, ψn−1, wn−1, vn−1)dz.
This will be done in the several separate steps below.
Step 1. First we will show the pointwise estimate
B
(
ϕn(z), ψn(z), wn(z), vn(z)
)
≤ B
(
ϕn(z), ψn−1(z), wn(z), vn(z)
)
, z ∈ Q.
(3.4)
Let Qn(z) be the element of Qn which contains z. The above bound is trivial when
ψn(z) > |Q
n(z)|α/dϕn(z) = |Q|
α/d2−nαϕn(z), since then ψn(z) = ψn−1(z). Sup-
pose that ψn(z) ≤ |Qn(z)|α/dϕn(z) (so actually we have equality: see the definition of
the sequence ψ). Since ψn(z) ≥ ψn−1(z), we will be done if we show that
(3.5) ∂
∂y
B
(
ϕn(z), y, wn(z), vn(z)
)
≤ 0
for y ∈
(
0, |Qn(z)|α/dϕn(z)
)
, n = 0, 1, 2, . . .. The partial derivative equals
qys−1wn(z)
[
yq−s − ||ϕ||q−s−t
Lp(Q;wp/q)
cϕn(z)
t
wn(z)
−1
vn(z)
1−t
]
.
However, we have wn(z)vn(z)r−1 ≤ c, directly from the assumption [w]Ar = c. Further-
more, we have y < |Qn(z)|α/dϕn(z), which has been just imposed above. Consequently,
we see that the partial derivative in (3.5) is not larger than
qys−1wn(z)ϕn(z)
[
|Qn(z)|α(q−s)/dϕn(z)
q−s−t − ||ϕ||q−s−t
Lp(Q;wp/q)
vn(z)
r−t
]
.
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However, by Ho¨lder’s inequality, we may write
|Qn(z)|ϕn(z) =
∫
Qn(z)
ϕ
≤
(∫
Qn(z)
ϕpwp/q
)1/p(∫
Qn(z)
w−1/(r−1)
)(r−1)/q
|Qn(z)|1−1/p−(r−1)/q
≤ ||ϕ||Lp(Q;wp/q)vn(z)
(r−1)/q|Qn(z)|1−1/p−(r−1)/q,
which is equivalent to
|Qn(z)|α(q−s)/dϕn(z)
q−s−t − ||ϕ||q−s−t
Lp(Q;wp/q)
vn(z)
r−t ≤ 0.
This shows that (3.5), and hence also (3.4), hold true.
Step 2. Now, observe that the C1 function G : [0,∞) × (0,∞) → [0,∞) given by
G(x, v) = xtv1−t is convex. This is straightforward: for x, v > 0, the Hessian matrix
D2G(x, v) =
[
t(t− 1)xt−2v1−t t(1− t)xt−1v−t
r(1 − t)xt−1v−t t(t− 1)xtv−1−t
]
is nonnegative-definite.
Step 3. We are ready to establish the desired bound (3.3). Pick an arbitrary element Q
of Qn−1 and apply (3.4) to get∫
Q
B(ϕn, ψn, wn, vn)dz ≤
∫
Q
B(ϕn, ψn−1, wn, vn)dz.
Directly from the definition of the sequences (ϕn)n≥0, (wn)n≥0 and (vn)n≥0, we see that
ϕn−1, wn−1 and vn−1 are constant on Q and equal to
1
|Q|
∫
Q
ϕndz,
1
|Q|
∫
Q
wndz and
1
|Q|
∫
Q
vndz
there, respectively. Now, we use Step 2 and the formula for B to get∫
Q
B(ϕn, ψn−1, wn, vn)dz ≤
∫
Q
B(ϕn−1, ψn−1, wn−1, vn−1)dz
and thus ∫
Q
B(ϕn, ψn, wn, vn)dz ≤
∫
Q
B(ϕn−1, ψn−1, wn−1, vn−1)dz.
It remains to sum over all Q ∈ Qn−1 to get the claim. 
We will also require the following properties.
Lemma 3.2. (i) If (x, y, w, v) ∈ D satisfies y = |Q|α/dx, then we have the pointwise
inequality
B(x, y, w, v) ≤ 0.
(ii) For any (x, y, w, v) ∈ D we have the majorization
B(x, y, w, v) ≥
q − s
q
[
ypw −
(q
s
)q/(q−s)
||ϕ||
q(q−s−t)/(q−s)
Lp(Q;wp/q)
cq/(q−s)(xw1/q)p
]
.
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Proof. (i) This follows from (3.5) with n = 0. Indeed, for anyw, v satisfying 1 ≤ wv ≤ c
there is a weight w with [w]Ar ≤ c satisfying w0 = w, v0 = v (see e.g. [18]). Thus, if we
put ϕ ≡ x, then ϕ0 = x, ψ0 = y and hence (3.5) gives
B(x, y, w, v) ≤ B(ϕ0(z), 0, w0(z), v0(z)) = 0.
(ii) Of course, it suffices to show the bound for y > 0. By the mean value property, for
any β ≥ 0 we have
βq/(q−s) − 1 ≥
q
q − s
(β − 1).
Plugging
β =
q
s
||ϕ||q−s−t
Lp(wp/q)
cxtys−qw(p−q)(q−s)/q
2+1
and multiplying both sides by yqw, we obtain an inequality which is equivalent to
B(x, y, w, w1/(1−r)) ≥
q − s
q
[
ypw −
(q
s
)q/(q−s)
||ϕ||
q(q−s−t)/(q−s)
Lp(Q;wp/q)
cq/(q−s)(xw1/q)p
]
.
It remains to observe that B(x, y, w, v) increases when v increases, and therefore we have
B(x, y, w, v) ≥ B(x, y, w, w1/(1−r)). 
We are ready to establish our main result.
Proof of (1.6). Combining the previous two lemmas, we obtain the bound∫
Q
ψn(z)
q
wn(z)dz
≤
(q
s
)q/(q−s)
||ϕ||
q(q−s−t)/(q−s)
Lp(Q;wp/q)
cq/(q−s)
∫
Q
ϕn(z)
p
wn(z)
p/qdz.
All that is left is to carry out appropriate limiting procedure. First, let n go to infinity. Then
ψn increases to
ψ∞ = sup
{
|Q|α−1
∫
Q
ϕ : x ∈ Q,Q ∈ Qk for some k
}
.
In addition, we have ϕn → ϕ almost everywhere (by Lebesgue’s differentiation theorem)
and wn → w in L1(Q), by the standard facts concerning conditional expectations (see e.g.
Doob [5]). Putting these facts together, and combining them with the boundedness of ϕ
assumed at the beginning, we get∫
Q
ψq∞w ≤ lim infn→∞
∫
Q
ψqnwn
≤
(q
s
)q/(q−s)
||ϕ||
q(q−s−t)/(q−s)
Lp(wp/q)
cq/(q−s) lim inf
n→∞
∫
Q
ϕpnw
p/q
n
≤
(q
s
)q/(q−s)
||ϕ||
q(q−s−t)/(q−s)
Lp(wp/q)
cq/(q−s)||ϕ||Lp(wp/q)
=
(q
s
)q/(q−s)
cq/(q−s)||ϕ||q
Lp(wp/q)
.
Next, assume that Q1 ⊆ Q2 ⊆ . . . is a strictly increasing sequence of dyadic cubes, and
apply the above estimate with respect to Q = Qn. Then, as n→∞, we have ψ∞ ↑ Mαdϕ
and hence (1.6) follows from Lebesgue’s monotone convergence theorem. 
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4. A WEIGHTED VERSION OF DOOB’S INEQUALITY
In the particular case α = 0, Theorem 1.3 gives the following statement for Hardy-
Littlewood maximal operator.
Theorem 4.1. Let w be an Ap weight, 1 < p < ∞. Then for any locally integrable
function ϕ on Rd we have
(4.1) ||Mdϕ||Lp(w) ≤ inf
1<r<p
{
[w]
1/r
Ar
(
p
p− r
)1/r}
||ϕ||Lp(w).
This theorem can be given a probabilistic meaning, in terms of martingales, and such a
result was proved in [10]. Let us recall the general setting of Ap martingales. Suppose that
(Ω,F ,P) is a probability space with a non-decreasing right continuous family (Ft)t≥0 of
sub σ-fields of F such that F0 contains all P-null sets. Fix a random variable Z such that
Z > 0 a.s. and such that E[Z] = 1. With p > 1, we say that the random variable Z is an
Ap-weight if
(4.2) [Z]Ap := sup
t
∥∥∥Zt
(
E
[ ( 1
Z
)1/(p−1) ∣∣Ft]
)p−1 ∥∥∥
L∞
<∞,
where Zt = E [Z |Ft]. The following result can be derived by keeping track of the con-
stants in the proof of [10, Theorem 2].
Theorem 4.2. Let Xt = E [X |Ft] be the martingale generated by the P–integrable ran-
dom variable X . Suppose Z ∈ Ar, for some r > 1. Then for all p > r,
(4.3) ‖X∗‖Lp(Pˆ) ≤ [Z]1/rAr
(
p
p− r
)1/r
‖X‖Lp(Pˆ),
where as usual X∗ = supt |Xt| and dPˆ denotes the the measure ZdP.
We give the proof of this result since it is simple and short. We assume, as we may, that
‖X‖Lp(Pˆ) <∞. A simple calculation (just the definition of conditional expectation) gives
that
Eˆ[X |Ft] =
E[ZX |Ft]
Zt
and this holds almost surely with respect to both probability measures P and Pˆ. Applying
this with (1/Z)X in place of X we see that
Xt = ZtEˆ[(1/Z)X |Ft].
If we let r0 be the conjugate exponent of r, Ho¨lder’s inequality gives
|Xt|
r ≤
{
Zrt
[
Eˆ
[(
1
Z
)r0
|Ft
]]r−1}
Eˆ[|X |r |Ft]
= Zt
[
E
[(
1
Z
)r0−1
|Ft
]]r−1
Eˆ[|X |r |Ft]
≤ [Z]Ar Eˆ[|X |
r |Ft]
Now, applying Doob’s inequity with p/r > 1 to the Pˆ martingale in the second term gives
the inequality.
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As Theorem 1.3, this proposition can also be obtained using the Bellman functions
techniques as above, bypassing Doob’s inequality.
We now address the martingale version of Theorem 1.2. While Theorem 4.2 holds for
arbitrary martingales, it is proved in Uchiyama [17] that the Ap−ε result does not hold in
general for arbitrary martingales but it does so if the martingales have continuous trajecto-
ries (Brownian martingales) or if they are regular. Recall that the nondecreasing filtration
(Fn)n≥0 on the probability space (Ω,F ,P) with
∨∞
n=1Fn = F is said to be regular if Fn
is atomic for each n and there is a universal constant C0 such that P(A)/P(B) < C0 for
any two atoms A ∈ Fn−1 and B ∈ Fn such that B ⊂ A. Dyatic filtrations on Rd are
for example regular with C0 = 2d. The proof of Theorem 1.2 applies to Ap weights on a
regular filtration and we obtain the following theorem which gives a martingale version of
Buckley’s inequality.
Theorem 4.3. Let Xn = E [X |Fn] be the martingale generated by the P–integrable ran-
dom variable X and assume that (Fn)n≥0 is regular with constant C0. Suppose Z ∈ Ap,
1 < p <∞. There is a constant C depending on C0 such that
(4.4) ‖X∗‖Lp(Pˆ) ≤
Cp
p− 1
[Z]
1/(p−1)
Ap
‖X‖Lp(Pˆ).
Except for the constant C, this inequality is sharp. The same result holds for martingales
with continuous trajectories for some universal constant C.
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