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Periodic boundary value problem
In this paper, we investigate the existence of solutions of the periodic boundary value
problem for nonlinear impulsive fractional differential equation involving Riemann–
Liouville sequential fractional derivative by using monotone iterative method. An example
is presented to illustrate our main result.
© 2011 Published by Elsevier Inc.
1. Introduction
This paper deals with the existence of solutions for nonlinear impulsive fractional differential equation with periodic
boundary conditions
D2αu(t) = f (t,u,Dαu), t ∈ (0,1] \ {t1, . . . , tm}, 0 < α  1, (1.1)
lim
t→0+





(t − t j)1−α
(
u(t) − u(t j)
)= I j(u(t j)), (1.3)
lim
t→t+j
(t − t j)1−α
(Dαu(t) −Dαu(t j))= I¯ j(u(t j)), (1.4)
where Dαu(t) = (0Dαt u)(t) = 1Γ (1−α) ddt
∫ t
0 (t − τ )−αu(τ )dτ is the standard Riemann–Liouville fractional derivative, D2αu =
Dα(Dαu) is the sequential Riemann–Liouville fractional derivative presented by Miller and Ross on p. 209 of [1], 0 < t1 <
t2 < · · · < tm < 1, I j, I¯ j ∈ C(R, R) ( j = 1,2, . . . ,m), f is continuous at every point (t,u, v) ∈ [0,1] × R × R .
Differential equation with fractional order have recently proved valuable tools in the modeling of many phenomena in
various ﬁelds of science and engineering [2–5]. There has been a signiﬁcant theoretical development in fractional differential
equations in recent years, see [6–17]. Recently, many researchers have paid attention to existence result of solution of the
initial value problem and boundary value problem for fractional differential equations (see [18–30]). For example, in [19],
Belmekki et al. investigated the existence and uniqueness of solution of the following fractional differential equation with
periodic boundary value condition
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lim
t→0+
t1−δu(t) = u(1), (1.6)
by using the ﬁxed point theorem of Schaeffer and the Banach contraction principle. In [25], Wei et al. considered the
existence and uniqueness of solution of the following initial value problem for fractional differential equation involving
Riemann–Liouville sequential fractional derivative




, x ∈ (0, T ], (1.7)
x1−α y(x)
∣∣
x=0 = y0, x1−α
(Dα0+ y)(x) = y(1) (1.8)
by using monotone iterative method, where Dα0+ =Dα and D2α0+ =D2α are as mentioned above.
Impulsive differential equations are now recognized as an excellent source of models to simulate process and phenom-
ena observed in control theory, physics, chemistry, population dynamics, biotechnology, industrial robotic, optimal control,
etc. [31,32]. Specially, periodic boundary value for impulsive differential equation has drawn much attention, for example,
see [33–35].
From the viewpoint of the theoretics and practice, it is natural for mathematics to investigate the impulsive fractional
differential equations. Recently Agarwal et al. [36], Benchohra and Slimani [37] have initiated the study of impulsive frac-
tional differential equations at ﬁxed moments. It is interesting to consider the existence of solution of impulsive fractional
differential equation with periodic boundary value condition. However, to the best of the author knowledge, no one has
studied the existence of solutions for BVP (1.1)–(1.4). The purpose of this paper is to ﬁll in this gap, that is, we will study
the existence and uniqueness of solution of the periodic boundary value problem for nonlinear impulsive fractional differen-
tial equation involving Riemann–Liouville sequential fractional derivative by using the method of upper and lower solutions
and its associated monotone iterative method.
2. Preliminaries
In this section, we introduce notations, deﬁnitions, and preliminary facts which are used throughout this paper. Let




t1−αx(t), t ∈ [t0, t1],
(t − t1)1−αx(t), t ∈ (t1, t2],
. . . , . . .





t1−αDαx(t), t ∈ [t0, t1],
(t − t1)1−αDαx(t), t ∈ (t1, t2],
. . . , . . .
(t − tm)1−αDαx(t), t ∈ (tm, tm+1],
where 0 = t0 < t1 < · · · < tm < tm+1 = 1.
In order to deﬁne the solutions of (1.1)–(1.4), we consider the Banach spaces
PC1−α[0,1] =
{
x: x1−α |[t0,t1] ∈ C[t0, t1], x1−α |(t j ,t j+1] ∈ C(t j, t j+1],
there exist lim
t→t+j
















x: x ∈ PC1−α[0,1], Dαx1−α
∣∣[t0,t1] ∈ C[t0, t1], Dαx1−α∣∣(t j ,t j+1] ∈ C(t j, t j+1],
there exist lim
t→t+j




withDαx(t−j )=Dαx(t j), j = 1, . . . ,m}
with norm
‖x‖PCα1−α = ‖x‖PC1−α +
∥∥Dαx∥∥PC1−α .
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)= x(t j), j = 1,2, . . . ,m}
with norm
‖x‖PC = sup
{∣∣x(t)∣∣: t ∈ [0,1]}.
And the Banach space PCα1−α[0,1] reduces to the following












)= x′(t j), j = 1,2, . . . ,m}
with norm
‖x‖PC1 = ‖x‖PC +
∥∥x′∥∥PC.
Deﬁnition 2.1. We call a function u(t) a classical solution of BVP (1.1)–(1.4), if u ∈ PCα1−α[0,1] satisfying Eq. (1.1) for every
t ∈ (0,1] \ {t1, . . . , tm} and the boundary condition (1.2), and at every t j , j = 1, . . . ,m, the function satisﬁes (1.3) and (1.4).
Lemma 2.1. The linear impulsive boundary value problem
Dαu(t) − λu(t) = σ(t), t ∈ (0,1] \ {t1, . . . , tm}, (2.1)
lim
t→0+
t1−αu(t) − u(1) = k, (2.2)
lim
t→t+j
(t − t j)1−α
(
u(t) − u(t j)
)= a j, j = 1,2, . . . ,m, (2.3)
where λ,k,a j ∈ R are constants and σ ∈ C[0,1], has a unique solution u ∈ PC1−α[0,1] given by
u(t) = kΓ (α)







Gλ,α(t, s)σ (s)ds +
m∑
j=1






1−Γ (α)Eα,α(λ) + (t − s)α−1Eα,α(λ(t − s)α), 0 s t  1,
Γ (α)Eα,α(λtα)Eα,α(λ(1−s)α)tα−1(1−s)α−1





1−Γ (α)Eα,α(λ)eα(λ, t)eα(λ,1− s) + eα(λ, t − s), 0 s t  1,
Γ (α)
1−Γ (α)Eα,α(λ)eα(λ, t)eα(λ,1− s), 0 t < s 1.
(2.5)
Here, Eα,α(λ) =∑∞k=0 λkΓ ((k+1)α) is Mittag-Leﬄer function (see [4]), and eα(λ, t) = tα−1Eα,α(λtα).
Proof. From (3.26) of [19], we know that the general solution of the nonhomogeneous equation (2.1) is












t1−αu(t) = c. (2.7)
By (2.6), (2.7), and boundary condition (2.2), similar to the proof of [19], we can easily get
u¯(t) = kΓ (α)






Gλ,α(t, s)σ (s)ds (2.8)0
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w j(t) = Gλ,α(t, t j)Γ (α)a j, j = 1, . . . ,m, t ∈ [0,1].
For each t < t j , we have
Dαw j(t) = Γ (α)
2Eα,α(λ(1− t j)α)(1− t j)α−1a j








2Eα,α(λ(1− t j)α)(1− t j)α−1a j










Dαtμ = Γ (μ + 1)
Γ (μ + 1− α) t
μ−α (μ > −1), Dαtα−1 = 0,
we get
Dαw j(t) = Γ (α)





Γ (α(i − 1)) t
α(i−1)−1
= λΓ (α)








2Eα,α(λ(1− t j)α)(1− t j)α−1a j





Γ (αi + α)
= λΓ (α)Eα,α(λ(1− t j)
α)(1− t j)α−1tα−1Eα,α(λtα)
1− Γ (α)Eα,α(λ) Γ (α)a j
= λGα,α(t, t j)Γ (α)a j = λw j(t), t < t j.
Similarly, we can obtain that
Dαw j(t) − λw j(t) = 0, t > t j.
Thus, we have Dαw j(t) − λw j(t) = 0 for t ∈ (0,1] \ {t j}. Moreover, we have
lim
t→0+




Γ (α)2Eα,α(λ(1− t j)α)(1− t j)α−1a j







Γ (α)Eα,α(λ(1− t j)α)(1− t j)α−1Eα,α(λ)






= Γ (α)Eα,α(λ(1− t j)
α)(1− t j)α−1a j
1− Γ (α)Eα,α(λ) −






(t − t j)1−α
(
w j(t) − w j(t j)
)= lim
t→t+j
(t − t j)1−α · (t − t j)α−1Eα,α
(







λ(t − t j)α
)




(λ(t − t j)α)i
Γ (αi + α) Γ (α)a j
= 1
Γ (α)
Γ (α)a j = a j.
In consequence, we conclude that












Gλ,α(t, s)σ (s)ds +
m∑
j=1
Γ (α)Gλ,α(t, t j)a j
is the solution of problem (2.1)–(2.3), and u ∈ PC1−α[0,1].
Next we prove that the solution of BVP (2.1)–(2.3) is unique. Suppose that u1,u2 ∈ PC1−α[0,1] are two solutions of
BVP (2.1)–(2.3). Let w = u1 − u2, then we have
Dαw(t) − λw(t) = 0, t ∈ (0,1] \ {t1, . . . , tm}, (2.9)
lim
t→0+
t1−αw(t) − w(1) = 0, (2.10)
lim
t→t+j
(t − t j)1−α
(
w(t) − w(t j)
)= 0, j = 1,2, . . . ,m. (2.11)
By (2.8), (2.9) and (2.10), we get that w(t) ≡ 0 for any t ∈ (0,1] \ {t1, . . . , tm}. Since w ∈ PC1−α[0,1], we have
lim
t→t−j
t1−αw(t) = t1−αj w(t j).
On the other hand, limt→t−j t
1−αw(t) = 0. Thus, we obtain that w(t j) = 0, j = 1, . . . ,m. Hence, u1(t) = u2(t) for each






Therefore, u1 ≡ u2. 
Remark 2.2. If α = 1, then Lemma 2.1 reduces to the following corollary:
Corollary 2.1. The linear impulsive boundary value problem
u′(t) − λu(t) = σ(t), t ∈ (0,1] \ {t1, . . . , tm}, (2.12)




)− u(t j) = a j, j = 1,2, . . . ,m, (2.14)




g(t, s)σ (s)ds +
m∑
j=1
g(t, t j)a j, (2.15)
where
g(t, s) = 1
1− eλ
{
eλ(t−s), 0 s t  1,
eλ(1+t−s), 0 t < s 1.
Remark 2.3. If J = [0,1] and a j in Corollary 2.1 are replaced by J = [0, T ] and I j(u(t j)), respectively, then Corollary 2.1 is
reduce to Lemma 2.1 in [38].
Lemma 2.2. The linear impulsive boundary value problem
D2αu(t) + pDαu(t) + qu(t) = σ(t), t ∈ (0,1] \ {t1, . . . , tm}, (2.16)
lim
t→0+





(t − t j)1−α
(
u(t) − u(t j)
)= a j, j = 1, . . . ,m, (2.18)
lim
t→t+
(t − t j)1−α
(Dαu(t) −Dαu(t j))= b j, j = 1, . . . ,m, (2.19)j











Γ (α)(b j − λ2a j)
1∫
0
Gλ2,α(t, s)Gλ1,α(s, t j)ds +
m∑
j=1
Γ (α)Gλ2,α(t, t j)a j, (2.20)
where Gλi ,α(t, s) (i = 1,2) are as in (2.5), and









Proof. Let (Dα − λ2)u(t) = x(t), t ∈ (0,1] \ {t1, . . . , tm}.
Then the problem (2.16)–(2.19) is equivalent to(Dα − λ2)u(t) = x(t), t ∈ (0,1] \ {t1, . . . , tm}, (2.22)
lim
t→0+
t1−αu(t) = u(1), (2.23)
lim
t→t+j
(t − t j)1−α
(
u(t) − u(t j)
)= a j, (2.24)
and (Dα − λ1)x(t) = σ(t), t ∈ (0,1] \ {t1, . . . , tm}, (2.25)
lim
t→0+
t1−αx(t) = x(1), (2.26)
lim
t→t+j
(t − t j)1−α
(
x(t) − x(t j)
)= b j − λ2a j. (2.27)











Gλ1,α(t, s)σ (s)ds +
m∑
j=1
Γ (α)Gλ1,α(t, t j)(b j − λ2a j), (2.29)
respectively. Substituting (2.29) into (2.28), we get (2.20). 
Lemma 2.3. (See [30].) For 0 < α  1, we have
0 < Eα,α(x) <
1
Γ (α)
, for x < 0.
The following result will play a very important role in this paper.
Lemma 2.4 (A comparison result). If y ∈ PC1−α[0,1] ∩ L1(0,1) and satisﬁes the relations
D2α y(t) + pDα y(t) + qy(t) 0, t ∈ (0,1] \ {t1, . . . , tm},
lim
t→0+
t1−α y(t) y(1), lim
t→0+
t1−αDα y(t) Dα y(1),
lim
t→t+j
(t − t j)1−α
(





(t − t j)1−α
(
Dα y(t) − Dα y(t j)
)
 0,
where p and q are positive constants with p2 > 4q, then y(t) 0 for each t ∈ (0,1].
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1− Γ (α)Eα,α(λ1) > 0, 1− Γ (α)Eα,α(λ2) > 0. (2.30)
For any σ ∈ C[0,1] with σ(t)  0, t ∈ [0,1], and k, l,a j,b j  0 being constants ( j = 1, . . . ,m), we consider the following
boundary value problem:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
D2α y(t) + pDα y(t) + qy(t) = σ(t), t ∈ (0,1] \ {t1, . . . , tm},
lim
t→0+
t1−α y(t) − y(1) = k, lim
t→0+
t1−αDα y(t) −Dα y(1) = l,
lim
t→t+j
(t − t j)1−α
(
y(t) − y(t j)
)= a j, j = 1, . . . ,m,
lim
t→t+j
(t − t j)1−α
(Dα y(t) −Dα y(t j))= b j, j = 1, . . . ,m.
(2.31)








Gλ1,α(s, τ )dτ ds +
kΓ (α)







Γ (α)Gλ2,α(t, t j)a j














Γ (α)(b j − λ2a j)
1∫
0
Gλ2,α(t, s)Gλ1,α(s, t j)ds. (2.32)
By (2.30), (2.32) and k, l − λ2k,a j,b j − λ2a j  0 ( j = 1, . . . ,m), we get y(t) 0 for t ∈ [0,1]. 
3. Main results













(t − t j)1−α
(









(t − t j)1−α
(Dαv0(t) −Dαv0(t j)) I¯ j(v0(t j)). (3.4)













(t − t j)1−α
(









(t − t j)1−α
(Dαw0(t) −Dαw0(t j)) I¯ j(w0(t j)). (3.8)
In the following, we assume that⎧⎪⎨
⎪⎩











and deﬁne the order interval in space PCα [0,1]:1−α
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{



























For convenience, we shall assume that f satisﬁes the following conditions:




)− f (t, v0,Dαv0)−p(Dαw0 −Dαv0)− q(w0 − v0),
where t ∈ (0,1] \ {t1, . . . , tm}, v0,w0 ∈ PCα1−α[0,1] are lower and upper solutions of problem (1.1)–(1.4);
(H2) there exist positive constants p, q with p2 > 4q such that
f (t, x2, y2) − f (t, x1, y1)−p(y2 − y1) − q(x2 − x1),
where t ∈ (0,1] \ {t1, . . . , tm}, v0(t) x1  x2  w0(t), M1(t) yi  M2(t), i = 1,2;
(H3) I j, I¯ j ∈ C(R, R), I j(y) I j(x) and I¯ j(y) I¯ j(x), ∀v0(t j) x y  w0(t j), j = 1,2, . . . ,m.
Lemma 3.1. Suppose that (H1) and (H3) hold. Then
Dα(w0(t) − v0(t))− λ2(w0(t) − v0(t)) 0, t ∈ (0,1]. (3.10)
Proof. Let y(t) =Dα(w0(t) − v0(t)) − λ2(w0(t) − v0(t)), t ∈ (0,1]. Then by (H1) and (H3), we have
Dα y(t) − λ1 y(t) =D2α
(
w0(t) − v0(t)




)− f (t, v0,Dαv0)+ pDα(w0(t) − v0(t))+ q(w0(t) − v0(t)) 0,
lim
t→0+
t1−α y(t) − y(1) = lim
t→0+
t1−α










(t − t j)1−α
(





)− I¯ j(v0(t j))− λ2[I j(w0(t j))− I j(v0(t j))]
 0, j = 1,2, . . . ,m.
By (2.4) (the representation of solution for BVP (2.1)–(2.3)), we have y(t)  0 for t ∈ (0,1]. This completes the proof of
Lemma 3.1. 
Remark 3.1. From Lemma 3.1, we obtain that
M1(t) Dαv0(t) M2(t), t ∈ (0,1]. (3.11)
Lemma 3.2. Suppose that (H1) and (H3) hold. Then
Ω = {η ∈ [v0,w0]: M1(t) (Dαη)(t) M2(t), t ∈ (0,1]}
is a convex closed set.
For convenience, set J0 = [0, t1], Jk = (tk, tk+1], k = 1, . . . ,m.
For B ⊂ PCα1−α[0,1], we denote Bα = {Dαu(t): u ∈ B}. Similar to the proof of Lemma 3 of [39], we get the following
lemma.
Lemma 3.3. If B ⊂ PCα1−α[0,1] is bounded and the elements of DαB are equicontinuous on each Jk (k = 0,1, . . . ,m), then B is
a compact set.
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f ∗ g = ( f ∗ g)(t) =
t∫
0
f (t − s)g(s)ds.
Lemma 3.4. If σ ∈ C[0,1], then
(1) Dα((eα(λ, ·) ∗ σ )(t))= σ(t) + λ(eα(λ, ·) ∗ σ )(t), (3.12)















= σ(t) + λ
1∫
0
Gλ,α(t, s)σ (s)ds. (3.14)
Proof. Let σ ∈ C[0,1]. Then we have
Dα((eα(λ, ·) ∗ σ )(t))=Dα
( t∫
0

































(t − s)−α · (s − τ )α−1
∞∑
k=0
λk(s − τ )αk

























Γ ((k + 1)α)
t∫
τ
















Γ (kα + 1)
t∫
0









σ(τ )(t − τ )kα−1 dτ





(t − τ )α−1 λ
k(t − τ )kα
Γ ((k + 1)α)σ (τ )dτ
= σ(t) + λ
t∫
eα(λ, t − τ )σ (τ )dτ .0

































1− Γ (α)Eα,α(λ)eα(λ, t)eα(λ,1− s)σ (s)ds +
t∫
0






1− Γ (α)Eα,α(λ)eα(λ, t)eα(λ,1− s)σ (s)ds + σ(t) + λ
t∫
0
eα(λ, t − s)σ (s)ds




Thus, (3.14) is proved. 
By (2.5), it is easy to check the following lemma.
Lemma 3.5.Dα(Gλ,α(t, t j)) = λGλ,α(t, t j).
Now we are in the position to state our main result.
Theorem 3.6. Assume that v0,w0 ∈ PCα1−α[0,1] are lower and upper solutions of problem (1.1)–(1.4), such that (3.9) holds. Suppose
that f ∈ C([0,1] × R × R), I j, I¯ j ∈ C(R, R), and satisﬁes (H1)–(H3). Then there exist sequences {vn}, {wn} ⊂ PCα1−α[0,1] such that
limn→∞ vn(t) = ρ(t), limn→∞ wn(t) = γ (t) on (0,1] and ρ , γ are minimal and maximal solutions on the order interval [v0,w0]
for BVP (1.1)–(1.4), respectively, that is ρ , γ are two solutions of BVP (1.1)–(1.4), and for any solution u of BVP (1.1)–(1.4) such that
u ∈ [v0,w0], we have
v0  v1  · · · vn  · · · ρ  u  γ  · · · wn  · · · w1  w0. (3.15)
Proof. Let σ(η)(t) = f (t, η(t),Dαη(t)) + pDαη(t) + qη(t), t ∈ (0,1]. For any η ∈ Ω , consider the linear BVP
D2αu(t) + pDαu(t) + qu(t) = σ(η)(t), t ∈ (0,1] \ {t1, . . . , tm}, (3.16)
lim
t→0+





(t − t j)1−α
(
u(t) − u(t j)
)= I j(η(t j)), (3.18)
lim
t→t+j
(t − t j)1−α
(Dαu(t) −Dαu(t j))= I¯ j(η(t j)). (3.19)
By Lemma 2.2, BVP (3.16)–(3.19) has exactly one solution u ∈ PCα1−α[0,1] given by















)− λ2 I j(η(t j)))
1∫
Gλ2,α(t, s)Gλ1,α(s, t j)ds +
m∑
j=1
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)− λ2 I j(η(t j)))
1∫
0









)− λ2 I j(η(t j)))Gλ1,α(t, t j) + λ2
m∑
j=1





It is easy to check that A is an operator from Ω into PCα1−α[0,1] and η is a solution to BVP (1.1)–(1.4) if and only if η is a
ﬁxed point of A.
Now we prove that
v0  Av0, Aw0  w0. (3.22)
Set v1 = Av0, then we have by (3.16)–(3.19) that
D2αv1(t) + pDαv1(t) + qv1(t) = f
(
t, v0(t),Dαv0(t)
)+ pDαv0(t) + qv0(t), t ∈ (0,1] \ {t1, . . . , tm}, (3.23)
lim
t→0+





(t − t j)1−α
(
v1(t) − v1(t j)
)= I j(v0(t j)), (3.25)
lim
t→t+j
(t − t j)1−α
(Dαv1(t) −Dαv1(t j))= I¯ j(v0(t j)). (3.26)
Set κ(t) = v1(t) − v0(t). Since v0 is a lower solution of problem (1.1)–(1.4), we obtain by (3.23)–(3.26) that








(t − t j)1−α
(
κ(t) − κ(t j)
)
 0, j = 1, . . . ,m, (3.29)
lim
t→t+j
(t − t j)1−α
(Dακ(t) −Dακ(t j)) 0, j = 1, . . . ,m. (3.30)
By Lemma 2.4 and (3.27)–(3.30), we obtain that κ(t) 0, t ∈ (0,1]. Thus, v0  Av0. Similarly, we can show that Aw0  w0.
Next, let η1, η2 ∈ Ω such that η1  η2. By (H2), (H3), Lemma 2.4 and (3.20), we have
σ(η1) σ(η2), Aη1  Aη2. (3.31)
Similar to the proof of Lemma 3.1, for each η ∈ Ω , we get that






 M1(t), t ∈ (0,1].
Similarly, we can get that Dα(Aη)(t) M2(t), t ∈ (0,1], ∀η ∈ Ω. Hence, A(Ω) ⊂ Ω .
Let vn = Avn−1, wn = Awn−1 (n = 1,2, . . .). By (3.22) and (3.31), we have
v0  v1  · · · vn  · · · wn  · · · w1  w0, (3.32)
M1(t)Dαvn(t),Dαwn(t) M2(t), n = 1,2, . . . . (3.33)
By (3.32), we see that the upper sequence {wn} is monotone nonincreasing and is bounded from below and that
the lower sequence {vn} is monotone nondecreasing and is bounded from above. Moreover, we have by (3.33) that
Dαvn(t),Dαwn(t) ∈ [M1(t),M2(t)]. Let B = {vn: n = 1,2, . . .}. In the following, we will show that B is a relatively compact
set in PCα [0,1].1−α
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D2αv0(t) + pDαv0(t) + qv0(t) f
(
t, v0(t),Dαv0(t)
)+ pDαv0(t) + qv0(t)
 f
(




)+ pDαw0(t) + qw0(t)
D2αw0(t) + pDαw0(t) + qw0(t), t ∈ (0,1].
Since B,Ω ⊂ PCα1−α[0,1] are bounded sets, therefore, {σ(vn)(t) = f (t, vn,Dα vn) + pDα vn(t) + qvn(t) | vn ∈ [v0,w0]},
{I j(vn(t)) | vn ∈ [v0,w0]} and { I¯ j(vn(t)) | vn ∈ [v0,w0]} are bounded sets. Hence, there exist constants N > 0, N j and N¯ j
( j = 1, . . . ,m) such that∥∥σ(vn)∥∥PC1−α = sup0t1 t1−α
∣∣σ(vn)(t)∣∣ N ⇐⇒ ∣∣σ(vn)(t)∣∣ Ntα−1, ∀t ∈ (0,1], (3.34)
∥∥I j(vn)∥∥PC1−α  N j ⇐⇒ ∣∣I j(vn(t j))∣∣ N jtα−1j , (3.35)∥∥ I¯ j(vn)∥∥PC1−α  N¯ j ⇐⇒ ∣∣ I¯ j(vn(t j))∣∣ N¯ jtα−1j , (3.36)
where n = 1,2, . . . and j = 1,2, . . . ,m.
















)− λ2 I j(vn−1(t j)))
1∫
0



























)− λ2 I j(vn−1(t j)))
1∫
0


















For any τ1, τ2 ∈ Jk (k = 0,1, . . . ,m) with τ1 < τ2 (we here consider the case of τ1 > 0, the case of τ1 = 0 can be






τ 1−α1 Gλ2,α(τ1, s) − τ 1−α2 Gλ2,α(τ2, s)
] 1∫
0



















)− λ2 I j(vn−1(t j)))
1∫ (























τ 1−α1 Gλ2,α(τ1, t j) − τ 1−α2 Gλ2,α(τ2, t j)
)∣∣∣∣∣. (3.39)






τ 1−α1 Gλ,α(τ1, s) − τ 1−α2 Gλ,α(τ2, s)
)
sα−1 ds
∣∣∣∣∣→ 0, as τ2 → τ1, (3.40)
where λ = λ1 or λ2 .





















































∣∣τ 1−α1 (τ1 − s)α−1Eα,α(λ(τ1 − s)α)− τ 1−α2 (τ2 − s)α−1Eα,α(λ(τ2 − s)α)∣∣sα−1 ds

Γ (α)Eα,α(|λ|)τα1 (1− τ1)α−1
(1− Γ (α)Eα,α(λ))α




∣∣τ 1−α1 (τ1 − s)α−1Eα,α(λ(τ1 − s)α)− τ 1−α2 (τ2 − s)α−1Eα,α(λ(τ2 − s)α)∣∣sα−1 ds. (3.41)
The estimate of the second term of (3.41) is as follows:
τ1∫
0





























|λ|k|(τ1 − s)(k+1)α−1 − (τ2 − s)(k+1)α−1|sα−1
Γ ((k + 1)α) ds0
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Γ ((k + 1)α)
τ1∫
0





Γ ((k + 1)α)
τ1∫
0









Γ ((k + 1)α) Rk, (3.42)
where Rk =
∫ τ1
0 |(τ1 − s)(k+1)α−1 − (τ2 − s)(k+1)α−1|sα−1 ds. Concerning Rk , we distinguish the following two cases.











(τ1 − s)(k+1)α−1sα−1 ds −
τ2∫
0
(τ2 − s)(k+1)α−1sα−1 ds +
τ2∫
τ1
(τ2 − s)(k+1)α−1sα−1 ds
= Γ (α)Γ ((k + 1)α)








(τ2 − s)(k+1)α−1sα−1 ds
 Γ (α)Γ ((k + 1)α)




1 − τ (k+2)α−12
)+ 1
(k + 1)α (τ2 − τ1)
(k+1)ατα−11 .
Case 2. k is such that (k + 1)α  1. Without loss of generality, we assume that there exists n ∈ N such that 2n−1 

















((k+1)α−1) + (τ1 − s)
1
22
((k+1)α−1)) · · ·

























(τ2 − τ1) 12n ((k+1)α−1)sα−1 ds
 2
(
(k + 1)α − 1)τ 12 ((k+1)α−1)2
τ1∫
0




(k + 1)α − 1)τα1 τ 12 ((k+1)α−1)2 (τ2 − τ1) 12
by using of the following inequality
(x+ y)β − xβ  yβ, x, y  0, 0 β < 1.










Γ ((k + 1)α)
τ1∫
0





Γ ((k + 1)α)
[
Γ (α)Γ ((k + 1)α)




1 − τ (k+2)α−12













2 (τ2 − τ1)
1
2 .
The ﬁrst term (ﬁnite sum) in the right-hand side of the previous inequality clearly tends to zero as τ2 → τ1. Moreover,
for the second term in the right-hand side of the previous inequality, let k0 be a smallest positive integer which satisﬁes


























































(|λ|τ α22 )(τ2 − τ1) 12
→ 0, as τ2 → τ1,
























(τ2 − s)α−1sα−1 ds

Γ (α)τα−11 Eα,α(|λ|(1− τ1)α)(1− τ2)α−1
1− Γ (α)Eα,α(λ)






(|λ|(τ2 − τ1)α)(τ2 − τ1)α















λ(1− s)α)(1− s)α−1sα−1 dsτ2
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Γ (α)τα−12 Eα,α(|λ|(1− τ2)α)(1− τ2)α
(1− Γ (α)Eα,α(λ))α
∣∣Eα,α(λτα1 )− Eα,α(λτα2 )∣∣
→ 0, as τ2 → τ1. (3.44)






τ 1−α1 Gλ2,α(τ1, s) − τ 1−α2 Gλ2,α(τ2, s)
) 1∫
0
Gλ1,α(s, θ)σ (vn−1)(θ)dθ ds
∣∣∣∣∣→ 0, as τ2 → τ1. (3.45)
We ﬁrst estimate the integral
∫ 1













Γ (α)Eα,α(λ1sα)Eα,α(λ1(1− θ)α)sα−1(1− θ)α−1









Γ (α)Eα,α(λ1sα)Eα,α(λ1(1− θ)α)sα−1(1− θ)α−1














































(1− Γ (α)Eα,α(λ1))Γ (2α) .





τ 1−α1 Gλ2,α(τ1, s) − τ 1−α2 Gλ2,α(τ2, s)
)
Gλ1,α(s, t j)ds
∣∣∣∣∣→ 0, as τ2 → τ1. (3.47)
We here only consider the case of j < k, that is t j < τ1. The other cases of j = k and j > k, we can considered similarly.





























→ 0, as τ2 → τ1. (3.48)




































τ 1−α1 Gλ2,α(τ1, s) − τ 1−α2 Gλ2,α(τ2, s)
)
(s − t j)α−1 ds
∣∣∣∣∣
→ 0, as τ2 → τ1. (3.49)




τ 1−α1 Gλ2,α(τ1, s) − τ 1−α2 Gλ2,α(τ2, s)
)
Gλ1,α(s, t j)ds





τ 1−α1 Gλ2,α(τ1, s) − τ 1−α2 Gλ2,α(τ2, s)
)
Gλ1,α(s, t j)ds





τ 1−α1 Gλ2,α(τ1, s) − τ 1−α2 Gλ2,α(τ2, s)
)
Gλ1,α(s, t j)ds
∣∣∣∣∣→ 0, as τ2 → τ1. (3.52)
From (3.49)–(3.51), we conclude that Claim 3 holds.
Claim 4.∣∣(τ 1−α1 Gλ,α(τ1, t j) − τ 1−α2 Gλ,α(τ2, t j))tα−1j ∣∣→ 0, as τ2 → τ1, (3.53)
where λ = λ1 or λ2 .
Equally, we here only consider the case of j < k, that is t j < τ1. The other cases of j = k and j > k, we can considered
















+ tα−1∣∣τ 1−α(τ1 − t j)α−1Eα,α(λ(τ1 − t j)α)− τ 1−α(τ2 − t j)α−1Eα,α(λ(τ2 − t j)α)∣∣,j 1 2
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This means the elements of DαB are equicontinuous on each Jk (k = 0,1, . . . ,m). By Lemma 3.3 we get that B = {vn(t)} is
a relatively compact set of PCα1−α[0,1]. Similarly, we can also show that {wn(t)} (wn(t) = Awn−1(t)) is a relatively compact
set of PCα1−α[0,1]. Thus, the sequences {vn}, {wn} converge uniformly and monotonically to ρ , γ respectively as n → ∞.
Moreover, by (3.32) and (3.33), the limits ρ , γ satisfy
v0(t) v1(t) · · · vn(t) · · · ρ(t) γ (t) · · · wn(t) · · · w1(t) w0(t),
M1(t)Dαρ(t), Dαγ (t) M2(t), t ∈ (0,1].
By the monotone convergence of vn to ρ and the assumption of functions f , I¯ j , I j implies that σ(vn)(t) convergence to





















)− λ2 I j(ρ(t j)))
1∫
0
Gλ2,α(t, s)Gλ1,α(s, t j)ds +
m∑
j=1





which implies that ρ(t) is an integral representation of the solution to problem (1.1)–(1.4). By the assumptions of f , I j
and I¯ j ( j = 1, . . . ,m), ρ is a classical solution of BVP (1.1)–(1.4). This proves that the sequence {vn} converges to a so-
lution ρ of BVP (1.1)–(1.4). Similarly, we can prove that sequence {wn} converges to a solution γ of BVP (1.1)–(1.4), and
satisﬁes relation ρ(t) γ (t), M1(t)Dαρ(t),Dαγ (t) M2(t), t ∈ (0,1]. By using standard arguments, we can easily prove
that (3.15) holds and ρ(t) and γ (t) are minimal and maximal solutions of BVP (1.1)–(1.4) on the order interval [v0,w0],
respectively. 
Remark 3.2. In [30], Wei et al. investigated the existence and uniqueness of solution of the periodic boundary value problem
for fractional differential equation as follows:






where 0 < α  1 and 0 < T < +∞.
Combine our main result Theorem 3.6 and Theorem 3.1 in [30], we can easy to obtain the existence of solution of the
following impulsive periodic boundary value problem for fractional differential equation
Dαu(t) = f (t,u(t)), t ∈ (0,1] \ {t1, . . . , tm}, 0 < α  1, (3.54)
lim
t→0+
t1−αu(t) = u(1), (3.55)
lim
t→t+j
(t − t j)1−α
(
u(t) − u(t j)
)= I j(u(t j)). (3.56)
Let v0,w0 ∈ PC1−α[0,1]. We say that the function v0 is a lower solution for problem (3.54)–(3.56) if






(t − t j)1−α
(







Analogously, w0 is an upper solution for problem (3.54)–(3.56) if it veriﬁes similar conditions for the inequalities reversed.
Theorem 3.7. Suppose that v0,w0 ∈ PC1−α[0,1] are lower and upper solutions of problem (3.54)–(3.56), such that v0(t)  w0(t)
for t ∈ (0,1] and limt→0+ t1−αv0(t) limt→0+ t1−αw0(t). Let the following conditions hold:
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f (t,u2) − f (t,u1)−M(u2 − u1), v0  u1  u2  w0;
(H5) I j ∈ C(R, R), I j(y) I j(x), ∀v0(t j) x y  w0(t j), j = 1,2, . . . ,m.
Then there exist sequences {vn}, {wn} ⊂ PC1−α[0,1] such that limn→∞ vn(t) = ρ(t), limn→∞ wn(t) = γ (t) on (0,1] and ρ , γ are
minimal and maximal solutions on the order interval [v0,w0] for BVP (3.54)–(3.56), respectively, that is ρ , γ are two solutions of
BVP (3.54)–(3.56), and for any solution u of BVP (3.54)–(3.56) such that u ∈ [v0,w0], we have
v0  v1  · · · vn  · · · ρ  u  γ  · · · wn  · · · w1  w0.
Example 3.1. Consider the following BVP
Dαu(t) = f (t,u(t)), t ∈ (0,1] \ {0.4}, (3.57)
lim
t→0+
t1−αu(t) = u(1), (3.58)
lim
t→0.4+
(t − 0.4)1−α(u(t) − u(0.4))= I(u(0.4)), (3.59)
where α = 0.2, f (t,u) = − sin2((1+ t2)u) + 252 (1−
√
1+ |u| ), I(x) = 15 x.
Consider the functions
v0(t) = 0, ∀t ∈ (0,1], and w0(t) =
{
t−0.8, 0 < t  0.4,
1
2 (t − 0.4)−0.8, 0.4 < t  1.
It is easy to check that v0,w0 ∈ PCα[0,1]. Since
lim
t→0+
t0.8v0(t) = 0= v0(1),
lim
t→0.4+
(t − 0.4)0.8(v0(t) − v0(0.4))= 0= I(v0(0.4)),




, 0 < t  1,
we have that v0(t) is a lower solution for BVP (3.57)–(3.59). In the following, we will prove that w0(t) is an upper solution
for BVP (3.57)–(3.59). Indeed,
lim
t→0+
t0.8w0(t) = 1 > 0.7524= 1
2
0.6−0.8 = w0(1), (3.60)
lim
t→0.4+




0.4−0.8 = I(w0(0.4)). (3.61)







(t − τ )−0.2τ−0.8 dτ = 0





1+ t−0.8 )= f (t,w0(t)); (3.62)































· (t − τ )−0.8τ−0.8 dτ0











(0.4− τ )−0.8τ−0.8 dτ
= −0.2 · 0.4
−0.6 · Γ (0.2)2
Γ (0.8)Γ (0.4)
(t − 0.4)−0.4 = −2.8284(t − 0.4)−0.4




















w0(t) 0.6−0.8 = 0.7524, 0.4 < t  1.
Combine (3.60)–(3.63), we obtain that w0 is an upper solution for BVP (3.57)–(3.59). Obviously, I satisﬁes the condi-
tion (H5), v0 and w0 satisfy v0(t) w0(t) for t ∈ (0,1] and limt→0+ t0.8v0(t) < limt→0+ t0.8w0(t). Finally, we have











−2(sin((1+ t2)u2)− sin((1+ t2)u1))− 25
2
· u2 − u1√
1+ u2 + √1+ u1






for v0(t)  u1  u2  w0(t), which implies that the condition (H4) is satisﬁed. Hence, by Theorem 3.7, BVP (3.57)–(3.59)
has a solution in [v0,w0].
Acknowledgments
The author thanks the referees for their suggestions and comments which improved the presentation of this manuscript. This research is supported by
the National Natural Science Foundation of China (10771212).
References
[1] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, Wiley, New York, 1993.
[2] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Gordon and Breach, Yverdon, 1993.
[3] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
[4] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential Equations, Elsevier, Amsterdam, 2006.
[5] V. Lakshmikantham, S. Leela, J. Vasundhara Devi, Theory of Fractional Dynamic Systems, Cambridge Academic Publishers, Cambridge, 2009.
[6] D. Delbosco, L. Rodino, Existence and uniqueness for a nonlinear fractional differential equation, J. Math. Anal. Appl. 204 (1996) 609–625.
[7] A.M.A. El-Sayed, Nonlinear functional differential equations of arbitrary orders, Nonlinear Anal. 33 (1998) 181–186.
[8] A.A. Kilbas, S.A. Marzan, Nonlinear differential equations with the Caputo fractional derivative in the space of continuously differentiable functions,
Differ. Equ. 41 (2005) 84–89.
[9] K.M. Furati, N-e. Tatar, Behavior of solutions for a weighted Cauchy-type fractional differential problem, J. Fract. Calc. 28 (2005) 23–42.
[10] A.A. Kilbas, J.J. Trujillo, Differential equations of fractional order: methods, results, and problems. I, Appl. Anal. 78 (2001) 153–192.
[11] C. Bai, J. Fang, The existence of a positive solution for a singular coupled system of nonlinear fractional differential equations, Appl. Math. Comput. 150
(2004) 611–621.
[12] C. Bai, Positive solutions for nonlinear fractional differential equations with coeﬃcient that changes sign, Nonlinear Anal. 64 (2006) 677–685.
[13] V. Lakshmikantham, S. Leela, A Krasnoselskii–Krein-type uniqueness result for fractional differential equations, Nonlinear Anal. 71 (2009) 3421–3424.
[14] A. Arara, M. Benchohra, N. Hamidi, J.J. Nieto, Fractional order differential equations on an unbounded domain, Nonlinear Anal. 72 (2010) 580–586.
[15] R.P. Agarwal, V. Lakshmikantham, J.J. Nieto, On the concept of solution for fractional differential equations with uncertainty, Nonlinear Anal. 72 (6)
(2010) 2859–2862.
[16] K. Shi, Y. Wang, On a stochastic fractional partial differential equation driven by a Levy space-time white noise, J. Math. Anal. Appl. 364 (1) (2010)
119–129.
[17] J.V. Devi, V. Lakshmikantham, Nonsmooth analysis and fractional differential equations, Nonlinear Anal. 70 (12) (2009) 4151–4157.
[18] S. Zhang, Monotone iterative method for initial value problem involving Riemann–Liouville fractional derivatives, Nonlinear Anal. 71 (2009) 2087–2093.
C. Bai / J. Math. Anal. Appl. 384 (2011) 211–231 231[19] M. Belmekki, J.J. Nieto, R. Rodriguez-López, Existence of periodic solution for a nonlinear fractional differential equation, Bound. Value Probl. 2009
(2009), Article ID 324561, 18 pp.
[20] B. Ahmad, J.J. Nieto, Existence results for a coupled system of nonlinear fractional differential equations with three-point boundary conditions, Comput.
Math. Appl. 58 (9) (2009) 1838–1843.
[21] N. Kosmatov, Integral equations and initial value problems for nonlinear differential equations of fractional order, Nonlinear Anal. 70 (7) (2009) 2521–
2529.
[22] E. Kaufmann, E. Mboumi, Positive solutions of a boundary value problem for a nonlinear fractional differential equation, Electron. J. Qual. Theory Differ.
Equ. 2008 (2008), Paper No. 3, 11 pp.
[23] Z. Bai, H. Lü, Positive solutions for boundary value problem of nonlinear fractional differential equation, J. Math. Anal. Appl. 311 (2005) 495–505.
[24] C. Bai, Triple positive solutions for a boundary value problem of nonlinear fractional differential equation, Electron. J. Qual. Theory Differ. Equ. 2008 (24)
(2008) 1–10.
[25] Z. Wei, Q. Li, J. Che, Initial value problems for fractional differential equations involving Riemann–Liouville sequential fractional derivative, J. Math.
Anal. Appl. 367 (2010) 260–272.
[26] R.P. Agarwal, D. O’Regan, S. Staneˇk, Positive solutions for Dirichlet problems of singular nonlinear fractional differential equations, J. Math. Anal.
Appl. 371 (2010) 57–68.
[27] B. Ahmad, J.J. Nieto, Riemann–Liouville fractional differential equations with fractional boundary conditions, Fixed Point Theory, in press.
[28] J.J. Nieto, Maximum principles for fractional differential equations derived from Mittag-Leﬄer functions, Appl. Math. Lett. 23 (2010) 1248–1251.
[29] E. Girejko, D. Mozyrska, M. Wyrwas, A suﬃcient condition of viability for fractional differential equations with the Caputo derivative, J. Math. Anal.
Appl. 381 (1) (2011) 146–154.
[30] Z. Wei, W. Dong, J. Che, Periodic boundary value problems for fractional differential equations involving a Riemann–Liouville fractional derivative,
Nonlinear Anal. 73 (2010) 3232–3238.
[31] V. Lakshmikantham, D.D. Bainov, P.S. Simeonov, Theory of Impulsive Differential Equations, World Scientiﬁc, Singapore, 1989.
[32] M. Benchohra, J. Henderson, S.K. Ntouyas, Impulsive Differential Equations and Inclusions, Hindawi, Philadelphia, 2007.
[33] J.J. Nieto, Impulsive resonance periodic problems of ﬁrst order, Appl. Math. Lett. 15 (2002) 489–493.
[34] C.C. Tisdell, Existence of solutions to ﬁrst-order periodic boundary value problems, J. Math. Anal. Appl. 323 (2006) 1325–1332.
[35] Z. Luo, J.J. Nieto, New results for the periodic boundary value problem for impulsive integro-differential equations, Nonlinear Anal. 70 (2009) 2248–
2260.
[36] R.P. Agarwal, M. Benchohra, B.A. Slimani, Existence results for differential equations with fractional order and impulses, Mem. Differential Equations
Math. Phys. 44 (2008) 1–21.
[37] M. Benchohra, B.A. Slimani, Impulsive fractional differential equations, Electron. J. Differential Equations 2009 (10) (2009) 1–11.
[38] J.J. Nieto, Basic theory for nonresonance impulsive periodic problems of ﬁrst order, J. Math. Anal. Appl. 205 (1997) 423–433.
[39] D. Guo, Existence of solutions of boundary value problems for second order impulsive differential equations in Banach spaces, J. Math. Anal. Appl. 181
(1994) 407–421.
