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PROOF OF THE PATH LOCALIZATION CONJECTURE
FOR DIRECTED POLYMERS
SOURAV CHATTERJEE
Abstract. It is a well-known open problem in the literature on ran-
dom polymers to show that a directed polymer in random environment
localizes around a favorite path at low temperature. A precise statement
of this conjecture is formulated and proved in this article.
1. Introduction and main result
Ever since the seminal work of Anderson [1], the phenomenon of localiza-
tion in the presence of random impurities has been a recurrent theme in the
study of disordered systems in statistical physics. Much of this was initially
based on simulation studies and heuristic arguments. Rigorous proofs of lo-
calization phenomena started appearing much later, and it is still considered
to be a difficult area with many open problems. This paper is about one
such problem. Let us begin by defining what is meant by localization in the
relevant context.
1.1. Path localization. Fix a dimension d ≥ 1. This number will remain
fixed throughout this article. For each n, let Pn be the set of all paths
of length n starting from the origin in the nearest-neighbor graph on Zd.
A path p ∈ Pn will be denoted as a sequence of n vertices (x1, . . . , xn),
omitting the starting point (the origin). For two paths p = (x1, . . . , xn) and
p′ = (x′1, . . . , x′n), we define
p ∩ p′ := {k : xk = x′k},
and let |p ∩ p′| denote the size of p ∩ p′.
Now suppose that P is a random path of length n starting from the origin
and µ is the law of P . In other words, µ is a probability measure on Pn.
A natural quantification of how much µ ‘localizes’ around a given path p is
given by the quantity
`(µ, p) :=
E|P ∩ p|
n
,
that is, the expected fraction of times P coincides with p. If we maximize
this over all paths, we get a natural measure of the localization of µ.
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Definition 1.1. Let P and µ be as above. We define the degree of localiza-
tion of µ (or P ) as
`(µ) := max
p∈Pn
`(µ, p) = max
p∈Pn
E|P ∩ p|
n
.
In other words, `(µ) ≥ δ if and only if there exists a path p such that
E|P ∩ p| ≥ δn. It is not difficult to check that if P is a simple symmetric
random walk of length n, then
`(µ) 

n−1/2 if d = 1,
n−1 log n if d = 2,
n−1 if d ≥ 3.
Consequently, the law of the simple symmetric random walk does not localize
as n→∞ in any dimension. The following definition makes this statement
precise.
Definition 1.2. For each n, let µn be a probability measure on Pn. We will
say that the sequence (µn)n≥0 localizes if
lim inf
n→∞ `(µn) > 0.
In this article we will however be dealing with random probability mea-
sures on paths, not deterministic ones. It is not obvious what may be the
right way to generalize Definition 1.2 to random measures. We adopt the
following definition in this paper.
Definition 1.3. Suppose that we have, for each n, a random probability
measure µn on Pn. We will say that the sequence (µn)n≥1 exhibits path
localization in the limit if, whenever `(µn) converges in law to a random
variable X through a subsequence, we have P(X > 0) = 1.
It is not difficult to see that the above definition is equivalent to demand-
ing that for any  > 0 there is some δ > 0 such that
lim sup
n→∞
P(`(µn) ≤ δ) ≤ .
Yet another equivalent criterion is that (1/`(µn))n≥1 is a tight family of
random variables.
In the literature, localization of a measure on paths is sometimes measured
by the expected overlap, that is, by the quantity
ρ(µ) :=
E|P ∩ P ′|
n
, (1.1)
where P and P ′ are independent paths with law µ. The following simple
result shows that the measures `(µ) and ρ(µ) are equivalent for measuring
localization.
Proposition 1.4. For any probability measure µ on Pn,
`(µ)2 ≤ ρ(µ) ≤ `(µ).
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This result is proved in Section 2. A consequence of this result is that
the criterion for localization in Definition 1.3 can be equivalently stated
in terms of ρ(µn) instead of `(µn). We can use either definition to study
localization of random probability measures on paths. The definition using
`(µn) is preferred in this manuscript because it probably appeals better to
intuition.
1.2. Directed polymers in random environment. Let Pn be as in the
previous subsection. Let ν be a probability measure on R. Let (ωk,x)k≥1,x∈Zd
be a collection of i.i.d. random variables with law ν. For each n ≥ 1 and
β ≥ 0, let µβ,n be the random probability measure on Pn that puts mass
proportional to
exp
(
β
n∑
k=1
ωk,xk
)
on each path p = (x1, . . . , xn) ∈ Pn. This defines the law of a (d + 1)-
dimensional ‘directed polymer in random environment’. The model is some-
times also known as ‘random walk in random potential’. The parameter β
is called the inverse temperature, and µβ,n is called the Gibbs measure or
the polymer measure.
This model was introduced by Huse and Henley [13] as a toy model for
studying domain walls of the Ising model in the presence of impurities. It
was presented in the mathematical literature as a model of directed polymers
in random medium by Imbrie and Spencer [14] and Bolthausen [4]. Since
then, this and other related models have generated an enormous literature in
probability and mathematical physics. See [3, 6, 10, 12] for partial surveys.
A striking feature of the directed polymer model is that when β is suffi-
ciently large, the endpoint of the polymer localizes. This is a special instance
of the wider phenomenon of localization in the presence of random impuri-
ties. The localization of the endpoint of directed polymers was first proved
by Comets, Shiga and Yoshida [9] and Carmona and Hu [5]. A detailed study
of the endpoint localization phenomenon was recently carried out in Bates
and Chatterjee [3], where the set of all possible limiting laws of the endpoint
distribution was characterized using an abstract framework. There is also
a different line of work on localization of directed polymers in heavy-tailed
random environments [2, 11, 15, 16]. The challenges are quite different in
that scenario, because in a heavy-tailed environment, the very large ω’s are
the ones that determine the nature of the Gibbs measure and essentially
determine the most likely polymer path. For the thorough discussion of the
heavy-tailed case, see [6, Chapter 6].
It is a longstanding folklore conjecture, supported by simulations, that it
is not only the endpoint of the polymer that localizes at low temperature,
but rather the whole path localizes. Let `(µβ,n) and ρ(µβ,n) denote the
degree of localization and the expected overlap for the Gibbs measure µβ,n,
as defined in the previous section. In a Gaussian random environment, it is
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known that when β is large enough,
lim inf
n→∞ E(ρ(µβ,n)) > 0.
As far as I know, the proof of this result was written down for the first time
in Comets [6, Chapter 6], although versions for slightly different models
appeared earlier in the works of Comets and Cranston [7] and Comets and
Yoshida [8]. In the language of statistical physics, this shows that path
localization happens in the annealed sense.
1.3. Result. The main result of this article, stated below, is that under
certain conditions on the law ν of the environment, the directed polymer
model has the property of path localization in the sense of Definition 1.3.
In the language of statistical physics, this is one way of saying that path
localization happens in the quenched sense at low temperature.
The conditions on ν are as follows. Suppose that ν has a probability
density f with respect to Lebesgue measure. We will assume that there is
a bounded interval (a, b) such that f is nonzero and differentiable in (a, b)
and zero outside. Let
m :=
∫ b
a
xf(x)dx
be the expected value of ν. For x ∈ (a, b), let
h(x) :=
∫ b
x (y −m)f(y)dy
f(x)
. (1.2)
We will assume that
sup
a<x<b
|h′(x)| <∞. (1.3)
This completes the list of all the assumptions that we will make about the
law of the environment. It is not difficult to check that the conditions are
satisfied for a large class of bounded random variables. For example, the
uniform distribution on any bounded interval satisfies these conditions.
Theorem 1.5. Consider the model of (d + 1)-dimensional directed poly-
mers of length n in i.i.d. random environment. Suppose that the law of the
environment satisfies the conditions listed above. Then there exist two posi-
tive constants β0 and C, depending only on the law of environment and the
dimension d, such that if β ≥ β0, then for any δ ∈ (0, 1) and any n,
P(`(µβ,n) ≤ δ) ≤ P(ρ(µβ,n) ≤ δ) ≤ eCβ
√
δ.
Consequently, the polymer measure exhibits path localization in the sense of
Definition 1.3.
Incidentally, the proof technique for Theorem 1.5 does not immediately
generalize to the case of ν with unbounded support, such as Gaussian.
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Figure 1. Histogram of 1000 simulated values of ρ(µβ,n).
Here d = 1, n = 300, β = 3, and the law of the environment
is Uniform[−1, 1].
1.4. Simulation results and a conjecture. To get a better understand-
ing of the behavior of the quenched overlap, some simulations were carried
out. The simulation results indicated that in certain situations, quenched
path localization may in fact hold in the following stronger sense.
Conjecture 1.6. Under suitable conditions on the law of the environment,
there exists some β0 such that for any β ≥ β0, there is some δ > 0 such that
lim
n→∞P(`(µβ,n) ≥ δ) = limn→∞P(ρ(µβ,n) ≥ δ) = 1.
For example, consider the model of a (1 + 1)-dimensional polymer in
Uniform[−1, 1] environment, with n = 300 and β = 3. The model was
simulated 1000 times, and the quenched expectation of the overlap was
computed for each simulation. Figure 1 shows the histogram of these values.
The histogram suggests that the limiting law of ρ(µβ,n) is supported on an
interval (a, b) where a > 0 and b < 1, thus giving evidence in favor of
Conjecture 1.6. The simulation was repeated with other values of n and β,
and it showed similar conclusions on each occasion.
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2. Proof
Let us begin by proving Proposition 1.4.
Proof of Proposition 1.4. Let P and P ′ be independent random paths drawn
from µ. Note that by the independence of P and P ′,
ρ(µ) = E
(
E
( |P ∩ P ′|
n
∣∣∣∣P)) = E(`(µ, P )) ≤ `(µ).
Conversely, suppose that p∗ = (x∗1, . . . , x∗n) is path that maximizes `(µ, p).
Let P = (X1, . . . , Xk) be a random path drawn from µ. Then
`(µ) = `(µ, p∗) =
1
n
n∑
k=1
P(Xk = x∗k)
≤ 1
n
n∑
k=1
(∑
x∈Zd
P(Xk = x)2
)1/2
≤
(
1
n
n∑
k=1
∑
x∈Zd
P(Xk = x)2
)1/2
=
√
ρ(µ).
This completes the proof of the proposition. 
The next step is to record a few useful results about the law of the envi-
ronment, under the assumptions made in Subsection 1.3. The first lemma
records two basic facts about the function h.
Lemma 2.1. The function h defined in (1.2) is strictly positive everywhere
in (a, b) and uniformly bounded.
Proof. It is not hard to see that m ∈ (a, b). From this and the definition of
h it follows that if x ∈ [m, b), then h(x) > 0. On the other hand, by the
definition of m, ∫ b
a
(y −m)f(y)dy = 0.
Thus, if x ∈ (a,m], then
h(x) =
∫ x
a (m− y)f(y)dy
f(x)
,
which is again strictly positive. The boundedness of h follows simply by
the boundedness of |h′| assumed in (1.3) and the boundedness of the inter-
val (a, b). 
The next lemma proves a crucial integration by parts formula for the
probability density f .
Lemma 2.2. For any bounded differentiable function g : (a, b)→ R,∫ b
a
(x−m)g(x)f(x)dx =
∫ b
a
h(x)g′(x)f(x)dx.
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Proof. Let
q(x) := h(x)f(x) =
∫ b
x
(y −m)f(y)dy =
∫ x
a
(m− y)f(y)dy.
By the dominated convergence theorem, it follows that q(x) → 0 as x → b
or x→ a. Therefore, since g is bounded, integration by parts gives∫ b
a
g′(x)q(x)dx = −
∫ b
a
g(x)q′(x)dx.
But g′(x)q(x) = h(x)g′(x)f(x), and g(x)q′(x) = −(x − m)g(x)f(x). This
completes the proof. 
The next lemma shows that the probability density f satisfies what is
known as a Poincare´ inequality in the measure concentration literature.
Lemma 2.3. If X is a random variable with probability density f , then for
any differentiable function g : (a, b) → R such that g and g′ are uniformly
bounded, we have
Var(g(X)) ≤ KE(g′(X)2),
where K := supa<x<b |h(x)|.
Proof. Note that
Var(g(X)) ≤ E(g(X)− g(m))2 =
∫ b
a
(g(x)− g(m))2f(x)dx.
Now, if x ≥ m, then
(g(x)− g(m))2 =
(∫ x
m
g′(y)dy
)2
≤ (x−m)
∫ x
m
g′(y)2dy.
Similarly, if x ≤ m, then
(g(x)− g(m))2 =
(∫ m
x
g′(y)dy
)2
≤ (m− x)
∫ m
x
g′(y)2dy.
Putting together the last three displays, we get∫ b
m
(g(x)− g(m))2f(x)dx ≤
∫ b
m
∫ x
m
(x−m)g′(y)2f(x)dydx
=
∫ b
m
∫ b
y
(x−m)g′(y)2f(x)dxdy
=
∫ b
m
g′(y)2h(y)f(y)dy,
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and similarly,∫ m
a
(g(x)− g(m))2f(x)dx ≤
∫ m
a
g′(y)2h(y)f(y)dy.
Combining, we have∫ b
a
(g(x)− g(m))2f(x)dx ≤
∫ b
a
g′(x)2h(x)f(x)dx.
This completes the proof of the lemma. 
It is well known that if a measure satisfies a Poincare´ inequality, its n-fold
product also satisfies a Poincare´ inequality with the same multiplicative con-
stant. This is known as the tensorization property of Poincare´ inequalities.
The proof of the tensorization property is quite simple, so we present it here
to save the curious reader the trouble of looking up the proof.
Lemma 2.4. Let X1, . . . , Xn be i.i.d. random variables with probability den-
sity f . Then for any differentiable function g : (a, b)n → R such that g and
its partial derivatives are uniformly bounded, we have
Var(g(X1, . . . , Xn)) ≤ K
n∑
i=1
E(∂ig(X1, . . . , Xn)2),
where K = supa<x<b |h(x)|, and ∂ig is the partial derivative of g in coordi-
nate i.
Proof. Lemma 2.3 proves the claim for n = 1. Suppose that n ≥ 2 and that
the claim holds for n− 1. Let
g0(x1, . . . , xn−1) :=
∫ b
a
g(x1, . . . , xn)f(xn)dxn.
Then the boundedness of derivatives implies that for each 1 ≤ i ≤ n− 1,
∂ig0(x1, . . . , xn−1) =
∫ b
a
∂ig(x1, . . . , xn)f(xn)dxn,
and hence
∂ig0(x1, . . . , xn−1)2 ≤
∫ b
a
∂ig(x1, . . . , xn)
2f(xn)dxn. (2.1)
Now note that
g0(X1, . . . , Xn−1) = E(g(X1, . . . , Xn)|X1, . . . , Xn−1).
Thus, by the standard decomposition of variance as the sum of expected
value of conditional variance and the variance of conditional expectation,
we have
Var(g(X1, . . . , Xn)) = E(Var(g(X1, . . . , Xn)|X1, . . . , Xn−1))
+ Var(g0(X1, . . . , Xn−1)).
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But by the case n = 1,
Var(g(X1, . . . , Xn)|X1, . . . , Xn−1)
≤ KE(∂ng(X1, . . . , Xn)2|X1, . . . , Xn−1),
and hence
E(Var(g(X1, . . . , Xn)|X1, . . . , Xn−1))
≤ KE(∂ng(X1, . . . , Xn)2).
On the other hand, by the case n− 1,
Var(g0(X1, . . . , Xn−1)) ≤ K
n−1∑
i=1
E(∂ig0(X1, . . . , Xn−1)2).
But by (2.1),
E(∂ig0(X1, . . . , Xn−1)2) ≤ E(∂ig(X1, . . . , Xn)2).
The proof is now completed by putting together the above estimates. 
We are now ready to start the proof of Theorem 1.5. Throughout the
proof we will assume without loss that β ≥ 1. We will also assume without
loss that the mean m of ν equals 0, so that a < 0 and b > 0. There is no
loss in this second assumption because subtracting off a constant from the
environment variables does not change the Gibbs measure.
Let us begin by defining some random variables for later use. For each
k ≥ 1 and x ∈ Zd, let θk,x be the probability that a path drawn from the
Gibbs measure µβ,n passes through x at step k. For each k, let
αk :=
∑
x
θ2k,x.
Note that
αk ≤
∑
x
θk,x = 1,
and since θk,x = 0 for any x at a distance greater than k from the origin,
αk ≥ (
∑
x θk,x)
2
(2k + 1)d
=
1
(2k + 1)d
. (2.2)
For each k, let Fk be the σ-algebra generated by the random variables
{ωj,x : j 6= k, x ∈ Zd}, and let α′k := E(αk|Fk). The following lemma allows
us to control α′k in terms of αk. Recall that ν is the law of the environment.
Lemma 2.5. There is a positive constant L1 depending only on ν, such that
for any 1 ≤ k ≤ n, α′k ≤ eL1βαk.
Proof. Fix some k. Consider the modified Gibbs measure obtained by re-
placing ωk,x with 0 for every x. Let ζk,x be the probability that a path
chosen from this modified measure visits x at step k.
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Let ω′ denote the modified environment, that is,
ω′j,x =
{
ωj,x if j 6= k,
0 if j = k.
Since ν is supported on (a, b), it follows for any path p = (x1, . . . , xn),
e−βa exp
(
β
n∑
j=1
ωj,x
)
≤ exp
(
β
n∑
j=1
ω′j,x
)
≤ eβb exp
(
β
n∑
j=1
ωj,x
)
If Z and Z ′ are the normalizing constants for the two models, then summing
the above expression over all p gives
e−βaZ ≤ Z ′ ≤ eβbZ.
Similarly, if Zk,x Zk,x are the sum of weights over all paths passing through
x at time k in the two models, then
e−βaZk,x ≤ Z ′k,x ≤ eβbZk,x.
Since θk,x = Zk,x/Z and ζk,x = Z
′
k,x/Z
′, the last two displays imply that
e−β(b−a)θk,x ≤ ζk,x ≤ eβ(b−a)θk,x.
Also, note that ζk,x is an Fk-measurable random variable. Thus,
α′k = E
(∑
x
θ2k,x
∣∣∣∣Fk) ≤ E(∑
x
e2β(b−a)ζ2k,x
∣∣∣∣Fk)
= e2β(b−a)
∑
x
ζ2k,x ≤ e4β(b−a)
∑
x
θ2k,x = e
4β(b−a)αk.
This completes the proof of the lemma. 
Next, let
γk :=
∑
x
h(ωk,x)θk,x, γ
′
k := E(γk|Fk).
The following lemma allows us to control γ′k in terms of α
′
k.
Lemma 2.6. There is a positive constant L2 depending only on ν such that
for any 1 ≤ k ≤ n,
γ′k ≤ L2α′k +
L2
β
.
Proof. Let
τk :=
∑
x
ωk,xθk,x.
It is not hard to check that
∂θk,x
∂ωk,x
= βθk,x(1− θk,x).
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Therefore, integration by parts (Lemma 2.2) and the boundedness of h
(Lemma 2.1) give
E(τk|Fk) =
∑
x
E(ωk,xθk,x|Fk)
=
∑
x
E
(
h(ωk,x)
∂θk,x
∂ωk,x
∣∣∣∣Fk)
= β
∑
x
E(h(ωk,x)θk,x(1− θk,x)|Fk)
≥ βγ′k − Cβα′k,
where C is a positive constant that depends only on ν. On the other hand,
since ν in supported on (a, b), it follows that
E(τk|Fk) ≤ bE
(∑
x
θk,x
∣∣∣∣Fk) = b.
The proof is completed by combining the two inequalities. 
Next, for each  > 0, let
S := {1 ≤ k ≤ n : α′k ≤ }. (2.3)
The following lemma gives a preliminary control on the size of S using γk
and γ′k. This will be used later to obtain a better control on the size of S.
Lemma 2.7. There is a positive constant L3 depending only on ν such that
for any  > 0,
E
∣∣∣∣∑
k∈S
(γk − γ′k)
∣∣∣∣ ≤ L3nβ√.
Proof. Note that
∂γk
∂ωk,x
= h′(ωk,x)θk,x +
∑
y
h(ωk,y)
∂θk,y
∂ωk,x
= h′(ωk,x)θk,x + βh(ωk,x)θk,x − β
∑
y
h(ωk,y)θk,yθk,x.
Consequently, by assumption (1.3) and Lemma 2.1, and the assumption that
β ≥ 1, we have ∑
x
(
∂γk
∂ωk,x
)2
≤ Cβ2
∑
x
θ2k,x = Cβ
2αk,
where C depends only on ν. Thus, by the Poincare´ inequality (Lemma 2.4),
Var(γk|Fk) ≤ CKβ2α′k.
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Take any  > 0. Then by the above bound,
n∑
k=1
E(|γk − γ′k|1{α′k≤}) =
n∑
k=1
E(E(|γk − γ′k||Fk)1{α′k≤})
≤
n∑
k=1
E((Var(γk|Fk))1/21{α′k≤})
≤ nβ
√
CK.
This completes the proof of the lemma. 
Next, for each A ⊆ {1, . . . , n}, let
γ(A) :=
∑
k∈A
γk.
The following lemma gives a lower tail bound for the minimum of γ(A)/|A|
over all A with |A| ≥ n/2. The important thing is that the bound has no
dependence on β.
Lemma 2.8. There is a positive constant κ depending only on ν and d such
that if we define the event
E := {γ(A) ≤ κ|A| for some A with |A| ≥ n/2},
then P(E) ≤ e−n.
Proof. For p = (x1, . . . , xn) ∈ Pn and A ⊆ {1, . . . , n}, define
ψ(p,A) :=
∑
k∈A
h(ωk,xk).
Note that if P is a random path drawn from the Gibbs measure µβ,n, then
γ(A) is simply the expected value of ψ(P,A) under µβ,n. This shows that
γ(A) ≥ min{ψ(p,A) : p ∈ Pn}.
Thus, for any κ > 0,
P(E) ≤ P(γ(A) ≤ κn for some A with |A| ≥ n/2)
≤
∑
A:|A|≥n/2
P(γ(A) ≤ κn)
≤
∑
A:|A|≥n/2
∑
p∈Pn
P(ψ(p,A) ≤ κn). (2.4)
For each λ > 0, let
φ(λ) :=
∫ b
a
e−λh(x)f(x)dx.
Since h is strictly positive everywhere in (a, b) (by Lemma 2.1), it follows
by the dominated convergence theorem that
lim
λ→∞
φ(λ) = 0. (2.5)
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Take any A with |A| ≥ n/2 and any p ∈ Pn. Then for any λ > 0,
P(ψ(p,A) ≤ κn) = P(e−λψ(p,A) ≥ e−λκn)
≤ eλκnE(e−λψ(p,A))
= eλκnφ(λ)|A| ≤ eλκnφ(λ)n/2.
Therefore by (2.4),
P(E) ≤ 2n(2d)neλκnφ(λ)n/2.
By (2.5) we may choose a positive number λ so large that
log φ(λ) ≤ −2 log 2− 2 log(2d)− 4.
The proof is now completed by choosing κ = 1/λ. 
We are now ready to finish the proof of Theorem 1.5.
Proof of Theorem 1.5. Recall the set S defined in (2.3). By Lemma 2.6, it
follows that if k ∈ S, then
γ′k ≤ L2+
L2
β
.
Thus, there exist positive constants 0 and β0 depending only on ν and d,
such that if  ≤ 0 and β ≥ β0, then for each k ∈ S,
γ′k ≤
κ
2
, (2.6)
where κ is the constant from Lemma 2.8. We will henceforth assume that
 ≤ 0 and β ≥ β0. Let E be the event from Lemma 2.8 and let Ec denote
its complement. Define another event
F := {|S| ≥ n/2}.
If the event F ∩ Ec happens, then
γ(S) > κ|S|.
Moreover, by (2.6), ∑
k∈S
γ′k ≤
κ|S|
2
.
Consequently, if the event F ∩ Ec happens, then∣∣∣∣∑
k∈S
(γk − γ′k)
∣∣∣∣ > κ|S|2 ≥ κn4 .
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Thus, by Lemma 2.7,
P(F ∩ Ec) ≤ P
(∣∣∣∣∑
k∈S
(γk − γ′k)
∣∣∣∣ ≥ κn4
)
≤ 4
κn
E
∣∣∣∣∑
k∈S
(γk − γ′k)
∣∣∣∣
≤ 4L3β
√

κ
.
Therefore by Lemma 2.8,
P(|S| ≥ n/2) = P(F ) ≤ P(F ∩ Ec) + P(E)
≤ C1β
√
+ e−n, (2.7)
where C1 depends only on ν and d. Let
R := {1, . . . , n} \ S.
If k ∈ R, then α′k > , and hence by Lemma 2.5, αk > e−L1β. Therefore,
if |S| < n/2, then ∑
k
αk ≥
∑
k∈R
αk > |R|e−L1β
>
1
2
ne−L1β.
Thus, by (2.7),
P
(∑
k
αk ≤ 1
2
ne−L1β
)
≤ P(|S| ≥ n/2)
≤ C1β
√
+ e−n.
But it is not hard to see that
1
n
n∑
k=1
αk = ρ(µβ,n).
Thus,
P
(
ρ(µβ,n) ≤ 1
2
e−L1β
)
≤ C1β
√
+ e−n.
Writing δ = 12e
−L1β, it follows from this that there are positive constants
δ0 and C2, depending only on ν and d, such that for any δ ≤ δ0,
P(ρ(µβ,n) ≤ δ) ≤ eC2β
√
δ + e−n. (2.8)
By (2.2), we know that
ρ(µβ,n) ≥ 1
n
n∑
k=1
1
(2k + 1)d
≥ 1
3dn
.
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Therefore the left side of (2.8) is zero if δ < 1/(3dn). This allows us to delete
the e−n on the right after replacing C4 with a larger constant C5. The tail
bound for `(µβ,n) is now derived using Proposition 1.4. 
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