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Resumo
Este trabalho esta´ dividido em duas partes. A primeira refere-se a partic¸o˜es,
constando dos principais resultados, algumas representac¸o˜es das partic¸o˜es e uma
importante ferramenta que sa˜o as func¸o˜es geradoras. A segunda parte apresenta
os polinoˆmios gaussianos e alguns teoremas importantes, bem como as identidades
de Rogers-Ramanujan.
Abstract
This work is divided into two parts. The first refers to partitions, consisting
of the main results, some representations of the partitions and an important
tool that are the generating functions. The second part presents the Gaussian




Neste trabalho fazemos uma introduc¸a˜o a` Teoria das Partic¸o˜es.
No primeiro cap´ıtulo, apresentamos as definic¸o˜es bem como os resultados mais
importantes. Comec¸amos com provas bijetivas das identidades, mostramos as
maneiras que podemos representar uma partic¸a˜o e como achar um limitante para
a func¸a˜o p(n). Vamos provar os teoremas de Bressoud e do Nu´mero Pentagonal
de Euler e por fim introduzimos as func¸o˜es geradoras e vemos como usar essa
ferramenta para provar algumas identidades.
No segundo cap´ıtulo, introduzimos os nu´meros q-binomiais, tambe´m conheci-
dos como polinoˆmios gaussianos, de duas maneiras diferentes. Provamos algumas
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Euler e Func¸o˜es Geradoras
Leibniz foi, aparentemente, a primeira pessoa a questionar sobre partic¸o˜es.
Em uma carta de 1674 ele perguntou a J. Bernoulli sobre o nu´mero de “di-
vulsions”de inteiros. Na terminologia moderna, ele estava fazendo a primeira
pergunta sobre o nu´mero de partic¸o˜es de inteiros.
Neste cap´ıtulo, mostramos como identidades, tais como as de Euler e outras
mais, podem ser provadas atrave´s de uma bijec¸a˜o. Embora este me´todo seja
elegante e fa´cil de entender, na˜o foi o me´todo usado por Euler. Ele trabalhou
com ferramentas anal´ıticas chamadas func¸o˜es geradoras, que sera˜o apresentadas
na u´ltima sessa˜o.
Estudaremos como a Identidade de Euler e´ generalizada para os Pares de Euler
e o Teorema do Nu´mero Pentagonal. Estaremos interessados tambe´m na repre-
sentac¸a˜o gra´fica de uma partic¸a˜o e como isso pode auxiliar no desenvolvimento
da teoria.
Por fim, veremos como estes resultados sa˜o vistos em termos de func¸o˜es gera-
doras.
1
1.1 Partic¸o˜es e Provas Bijetivas de Identidades
Sobre Partic¸o˜es
Definic¸o˜es 1.1.1. Uma partic¸a˜o de um inteiro positivo n, conforme [7], e´ uma




Os termos λi sa˜o chamados partes da partic¸a˜o. A func¸a˜o partic¸a˜o p(n) e´ o nu´mero
de partic¸o˜es de n.
Por exemplo, p(4) = 5 ja´ que existem cinco partic¸o˜es do nu´mero quatro:
• 4;
• 3 + 1;
• 2 + 2;
• 2 + 1 + 1;
• 1 + 1 + 1 + 1.
Nas identidades envolvendo partic¸o˜es, frequentemente estamos interessados
no nu´mero de partic¸o˜es que satisfazem determinada condic¸a˜o. Denotamos tal
nu´mero por p(n|[condic¸a˜o]). A primeira identidade e´ um teorema devido a Euler,
e vamos mostra-la conforme em [2].
Teorema 1.1.1. p(n | partes ı´mpares) = p(n | partes distintas) para n ≥ 1.
Vamos refletir um pouco sobre como esta identidade pode ser provada. A
primeira ideia que poderia surgir seria listar todas as partic¸o˜es de n em partes
ı´mpares, depois as partic¸o˜es de n em partes distintas e ver que o nu´mero seria o
mesmo. Mas a identidade vale para todo n ≥ 1. Enta˜o este argumento torna-se
imposs´ıvel.
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Outra ideia seria encontrar um modo geral de contar as partic¸o˜es, produzindo
uma expressa˜o expl´ıcita, a mesma para ambos os lados da identidade. Mas isto
nem sempre e´ poss´ıvel e tambe´m na˜o e´ necessa´rio. Se queremos verificar que o
nu´mero de objetos de um tipo X e´ igual a o nu´mero de objetos de um tipo Y ,
enta˜o na˜o precisamos efetivamente encontrar os nu´meros - e´ suficiente fazer pares
e mostrar que cada objeto do tipo X faz par com um objeto do tipo Y e vice
versa. Tal correspondeˆncia um a um entre dois conjuntos distintos e´ chamada
uma bijec¸a˜o.
Portanto, para provar a identidade acima, precisamos achar uma bijec¸a˜o entre
as partic¸o˜es em questa˜o. Na˜o e´ o´bvio que exista uma bijec¸a˜o entre dois conjuntos
de partic¸o˜es. Como uma partic¸a˜o inteira de n e´ so´ uma colec¸a˜o de partes cuja
soma e´ n, enta˜o uma bijec¸a˜o entre partic¸o˜es deve ser descrita em termos de
operac¸o˜es nas partes. Uma simples operac¸a˜o e´ dividir uma parte par ao meio. O
inverso dessa operac¸a˜o e´ adicionar duas partes iguais em uma parte duas vezes
maior.
Demonstrac¸a˜o. A bijec¸a˜o que procuramos deve ter a propriedade que quando
temos uma colec¸a˜o de partes ı´mpares, a bijec¸a˜o retorna uma colec¸a˜o de partes
distintas com a mesma soma. E o inverso tambe´m deve acontecer.
Comec¸ando com uma partic¸a˜o em partes ı´mpares, e procurando a bijec¸a˜o com
partic¸o˜es em partes distintas, temos que se as partes sa˜o distintas, na˜o existe duas
co´pias da mesma parte. Portanto, se a sa´ıda da bijec¸a˜o conte´m duas co´pias de
uma parte, enta˜o algo deve ser feito sobre isso. Como vimos anteriormente,
uma estrate´gia natural a se fazer e´ adicionar as duas partes em uma parte com
o dobro do tamanho. Podemos repetir esse procedimento ate´ todas as partes
estarem diferentes, uma vez que o nu´mero de partes decresce a cada operac¸a˜o.
Agora, comec¸ando com partic¸o˜es em partes distintas e procurando uma bijec¸a˜o
com partic¸o˜es em partes ı´mpares, podemos fazer o processo inverso. O inverso
de adicionar duas partes iguais e´ a divisa˜o de uma parte par ao meio. Repetindo
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este processo obtemos uma colec¸a˜o de partes ı´mpares, uma vez que o tamanho
de algumas partes decresce a cada operac¸a˜o.
Exemplos:
a) Comec¸ando com uma partic¸a˜o de n = 13 em partes ı´mpares, usando o
processo de adicionar partes iguais, chegamos a uma partic¸a˜o de n em partes
distintas.
3 + 3 + 3 + 1 + 1 + 1 + 1 7−→ (3 + 3) + 3 + (1 + 1) + (1 + 1)
7−→ 6 + 3 + 2 + 2
7−→ 6 + 3 + (2 + 2)
7−→ 6 + 3 + 4.
b) Agora comec¸ando com uma partic¸a˜o de n = 13 em partes distintas e usan-
do o processo de dividir, o resultado sera´ uma partic¸a˜o de n em partes ı´mpares.
6 + 3 + 4 7−→ 6 + 3 + (2 + 2)
7−→ 6 + 3 + 2 + 2
7−→ (3 + 3) + 3 + (1 + 1) + (1 + 1)
7−→ 3 + 3 + 3 + 1 + 1 + 1 + 1.
Pode parecer que existe uma arbitrariedade na ordem que escolhemos para
fazer as diviso˜es das partes. Contudo, e´ claro que dividir uma parte na˜o interfere
na divisa˜o de outras partes, de modo que a ordem em que as partes sa˜o divididas
na˜o afetam o resultado. O mesmo vale para o processo inverso, de adicionar as
partes. Note que na˜o e´ poss´ıvel aplicar o processo de dividir partindo de partes
distintas, pois as partes podem ser ı´mpares e da´ı na˜o e´ poss´ıvel dividir por dois
e obter um nu´mero inteiro positivo.
Outras identidades podem ser provadas usando este processo de dividir/ adi-
cionar.
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Proposic¸a˜o 1.1.1. p(n | partes pares) = p(n | cada parte aparece um nu´mero
par de vezes) para n ≥ 1.
Demonstrac¸a˜o. Partindo de uma partic¸a˜o em partes pares, se cada parte aparece
um nu´mero par de vezes, na˜o ha´ nada o que fazer. Agora, se alguma parte aparece
um nu´mero ı´mpar de vezes, usamos o processo de dividir por dois e obtemos uma
nova parte, que aparecera´ em um nu´mero par de vezes. Reciprocamente, partindo
de uma partic¸a˜o em que cada parte aparece um nu´mero par de vezes, se cada
parte for par, na˜o ha´ nada o que fazer. Se existem partes ı´mpares, elas aparecera˜o
em um nu´mero par de vezes, logo podemos adiciona´-las e assim obter uma parte
par.
Exemplo: Se n = 6:
6 7−→ 3 + 3
4 + 2 7−→ 2 + 2 + 1 + 1
2 + 2 + 2 7−→ 1 + 1 + 1 + 1 + 1 + 1.
1.2 Os Pares de Euler
A te´cnica de dividir/adicionar para provar a identidade de Euler e´ versa´til.
Podemos usa´-la para operar em outros conjuntos de partic¸o˜es, digamos A e B,
contanto que o processo de divisa˜o leve todas as partic¸o˜es de A em partic¸o˜es de
B e o processo de adic¸a˜o leve todas as partic¸o˜es de B em A.
Teorema 1.2.1. p(n | partes de tamanho um) = p(n | partes sa˜o poteˆncias dis-
tintas de dois), para qualquer n ≥ 1.
Demonstrac¸a˜o. Seja A o conjunto de partic¸o˜es de n em partes de tamanho um.
O nu´mero de partic¸o˜es de A e´ p(n | partes em {1}) = 1, ja´ que a u´nica partic¸a˜o
de n satisfazendo a condic¸a˜o e´ 1 + 1 + . . . + 1 de n uns. O processo de adic¸a˜o
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ira´ adicionar pares de um em dois, depois pares de dois em quatro, da´ı pares de
quatro em oito, e assim por diante ate´ todos os pares serem distintos. Conse-
quentemente, o conjunto correspondente B deve ser o conjunto de partic¸o˜es de n
em partes distintas em 1, 2, 4, 8, . . . (poteˆncias de dois). Agora devemos verificar
que o processo de divisa˜o levara´ toda partic¸a˜o de B em A. Qualquer poteˆncia de
dois (digamos 2k) e´ dividida em um par de poteˆncias de dois (2k−1 + 2k−1). Ja´
que a u´nica poteˆncia de dois que e´ ı´mpar e´ 20 = 1, o processo continuara´ ate´ que
todas as partes restantes serem uns.
E como o lado esquerdo da expressa˜o tem o valor um, provamos que todo
inteiro positivo tem uma u´nica partic¸a˜o em poteˆncias distintas de dois. Isto e´
chamado de representac¸a˜o bina´ria de inteiros.
Exemplo:
1 = 20 = (1)2
2 = 21 = (10)2
3 = 21 + 20 = (11)2
4 = 22 = (100)2
5 = 22 + 20 = (101)2
6 = 22 + 21 = (110)2
em que (bkbk−1 . . . b0) e´ o nu´mero escrito com d´ıgitos bina´rios, que e´ o modo
comum para computadores representarem nu´meros.
Usamos o processo dividir/adicionar em diferentes casos. Mas para quais con-
juntos N de tamanho das partes podemos obter uma bijec¸a˜o com partes distintas
em algum conjunto M?
Chamaremos tais pares de conjuntos, conforme a notac¸a˜o de [2], de Pares de
Euler. Podemos obter facilmente novos pares de Euler de outros apenas escolhen-
do um inteiro positivo c e multiplicando cada parte por c.
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Exemplo:
Ja´ sabemos que tomando N = 1 e M = 1, 2, 4, 8, . . . teremos um par de Euler.
Enta˜o, se multiplicarmos cada parte por treˆs teremos a nova identidade do Par
de Euler:
p(n | partes em {3}) = p(n | partes distintas em {3, 6, 12, 24, . . .}).
Vamos agora voltar ao processo de adicionar/dividir. Comec¸ando com uma
colec¸a˜o de partes, de tamanhos que pertencem ao conjunto N . Pares de partes
iguais sa˜o adicionados e readicionados ate´ todas as partes serem distintas. Os
passos de adic¸a˜o podem ser posfeitos de uma u´nica forma pela divisa˜o de partes
pares se sabemos quando parar a divisa˜o. Queremos parar a divisa˜o quando
tivermos somente partes com tamanhos em N . Mas se N conte´m, digamos, 3 e
6, enta˜o na˜o saberemos se devemos parar a divisa˜o no tamanho 6 ou se as partes
originais sa˜o de tamanho 3.
Exemplo:
6 + 6 −→ 12
3 + 3 + 3 + 3→ 6 + 6→ 12.
Este problema ocorre se, e somente se, existem dois elementos em N tais que o
primeiro e´ uma poteˆncia de dois vezes outro. Portanto, o processo adic¸a˜o/divisa˜o
prova o seguinte teorema geral para Pares de Euler:
Teorema 1.2.2. p(n | partes em N) = p(n | partes distintas em M) para n ≥ 1
em que N e´ qualquer conjunto de inteiros tal que nenhum elemento de N e´ uma
poteˆncia de dois vezes um elemento de N , e M e´ o conjunto contendo todos
elementos de N e seus mu´ltiplos de poteˆncias de dois.
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1.3 Gra´ficos de Ferrers
Uma representac¸a˜o gra´fica para partic¸o˜es e´ muito u´til e muitos fatos interes-
santes sa˜o melhor explicados graficamente. Os gra´ficos de Ferrers ou quadros de
Ferrers, de acordo com [3], sa˜o dois modos similares de representar uma partic¸a˜o
graficamente. As partes da partic¸a˜o sa˜o mostradas como linhas de pontos ou
quadrados, respectivamente, sempre alinhados a esquerda.
Exemplo:
Seja 5 + 3 + 1 uma partic¸a˜o de n = 9. Vamos representar esta partic¸a˜o
graficamente. Utizando o gra´fico de Ferrers, temos:
E usando o quadro de Ferrers, que tambe´m e´ conhecido como Diagrama de
Young, temos:
Nesta sec¸a˜o, iremos lidar com va´rias transformac¸o˜es nos gra´ficos de Ferrers.
Se tais transformac¸o˜es sa˜o invert´ıveis, enta˜o ela e´ uma bijec¸a˜o e pode ser usada
para provar algumas identidades.
Como primeiro exemplo de uma transformac¸a˜o que e´ invert´ıvel, tomemos o
gra´fico de Ferrers e removamos sua primeira linha.
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Exemplo:
Teorema 1.3.1. p(n | maior parte e´ r) = p(n− r | todas as partes ≤ r).
Demonstrac¸a˜o. Se removermos a primeira linha do gra´fico de Ferrers, obteremos
um novo gra´fico de Ferrers. Suponha que r e´ o tamanho da linha removida. Enta˜o
todas as linhas do novo gra´fico de Ferrers tera˜o comprimento menor ou igual a
r. Inversamente, para qualquer gra´fico de Ferrers, podemos acrescentar uma
linha de comprimento r no topo e obter um novo gra´fico de Ferrrers. Portanto a
correspondeˆncia esta´ provada.
Uma variac¸a˜o desta te´cnica pode ser feita, removendo a primeira coluna ao
inve´s da primeira linha. Obteremos um novo gra´fico de Ferrers no qual nenhuma
coluna e´ maior que a coluna removida. Mas o comprimento da coluna removida
e´ igual ao nu´mero de linhas, isto e´, o nu´mero de partes da partic¸a˜o. Portanto,
esta transformac¸a˜o de remover colunas prova a identidade:
p(n | m partes) = p(n−m | no ma´ximo m partes).
1.4 Partic¸o˜es Conjugadas
Dada uma partic¸a˜o qualquer, podemos obter uma nova partic¸a˜o trocando as
linhas com as colunas, ou seja, o que e´ linha se transforma em coluna e o que e´
coluna, se transforma em linha. Esta operac¸a˜o e´ chamada conjugac¸a˜o e a partic¸a˜o
resultante desta operac¸a˜o e´ chamada partic¸a˜o conjugada.
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Exemplo:
Teorema 1.4.1. p(n | m partes) = p(n | a maior parte e´ m).
Demonstrac¸a˜o. As linhas do primeiro gra´fico se tornam as colunas do segundo
gra´fico atrave´s da conjugac¸a˜o e vice-versa. Assim, dada uma partic¸a˜o de n em
m partes, ao fazer a conjugac¸a˜o, a partic¸a˜o resultante sera´ uma partic¸a˜o de n
em que a maior parte e´ m. Inversamente, dada uma partic¸a˜o de n cuja maior
parte e´ m, ao fazer a conjugac¸a˜o, teremos uma partic¸a˜o com m partes. Portanto
a identidade e´ verdadeira.
Definic¸a˜o 1.4.1. Uma partic¸a˜o e´ dita auto-conjugada se ela e´ sua pro´pria partic¸a˜o
conjugada.
Exemplo:
As partic¸o˜es auto-conjugadas de 12 sa˜o: 6 + 2 + 1 + 1 + 1 + 1, 5 + 3 + 2 + 1 + 1
e 4 + 4 + 2 + 2.
Existe uma transformac¸a˜o natural entre partic¸o˜es auto-conjugadas e partic¸o˜es
em partes ı´mpares distintas.
Teorema 1.4.2. p(n | auto-conjugadas) = p(n | partes ı´mpares distintas).
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Demonstrac¸a˜o. Partindo de partic¸o˜es de n auto-conjugadas, tomamos a primeira
linha junto com a primeira coluna e fazemos uma nova linha de todos esses pontos.
Enta˜o tomamos o que sobrou da segunda linha e coluna e fazemos uma nova linha.
Ja´ que partic¸o˜es auto-conjugadas sa˜o sime´tricas em relac¸a˜o a` diagonal, sempre
adicionaremos uma linha com uma coluna de mesmo tamanho - uma vez que elas
dividem um ponto, e o resultado e´ uma linha duas vezes o tamanho da linha
original menos um, portanto ı´mpar.
Inversamente, comec¸ando de uma partic¸a˜o em partes ı´mpares, podemos do-
brar cada parte ı´mpar em um u´nico gancho sime´trico, e esses ganchos se encaixam
um dentro do outro, formando um gra´fico de Ferrers auto-conjugado. Logo, esta
bijec¸a˜o prova a identidade.
Exemplo:
Agora podemos introduzir uma outra maneira de representar partic¸o˜es, que
foi descrita no artigo [11], e e´ dada atrave´s de uma matriz constitu´ıda por duas
linhas, que tem a interessante propriedade de na˜o so´ representar a partic¸a˜o dada,
como tambe´m descrever sua conjugada na segunda linha.
Esta representac¸a˜o deve ficar da seguinte forma:(
c1 c2 c3 . . . cs
d1 d2 d3 . . . ds
)
e satisfazer as relac¸o˜es:
cs = 0,
ds 6= 0,
ct = ct+1 + dt+1.
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Exemplo:
Seja p = 8 + 5 + 3 uma partic¸a˜o do nu´mero 16. Logo, usando as restric¸o˜es
acima, obtemos






Enta˜o, a segunda linha nos informa que a partic¸a˜o conjugada possui treˆs
nu´meros 1, dois nu´meros 2 e treˆs nu´meros 3, ou seja, a partic¸a˜o conjugada de p
e´ p′ = 3 + 3 + 3 + 2 + 2 + 1 + 1 + 1. Note que se quisermos obter a partic¸a˜o dada,
basta somarmos as colunas da matriz.
Vejamos isto usando os gra´ficos de Ferrers. A partic¸a˜o dada e´:
Conjugando, temos:
que e´ a partic¸a˜o conjugada descrita pela segunda linha da matriz.
1.5 Um Limitante superior para p(n)
Depois de calcular a func¸a˜o p(n) para diversos valores de n foi observado que
esta func¸a˜o e´ mono´tona crescente. Nesta sec¸a˜o, veremos que esta conjectura e´
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verdadeira, e ale´m disso, vamos ver que a func¸a˜o p(n) pode ser majorada usando
os nu´meros de Fibonacci.
Primeiro vamos provar que p(n) > p(n− 1) para todo n ≥ 2.
Como um exemplo, compare as partic¸o˜es de treˆs:
com as partic¸o˜es de quatro:
Para cada partic¸a˜o de n − 1, obtemos uma partic¸a˜o de n adicionando um
u´nico ponto em uma nova linha no final do gra´fico de Ferrers. Inversamente, cada
partic¸a˜o de n com um u´nico ponto na u´ltima linha origina uma partic¸a˜o de n− 1
depois que removemos tal ponto. Portanto p(n−1) = p(n | o nu´mero um e´ parte)
e consequentemente,
p(n) = p(n− 1) + p(n | o nu´mero um na˜o e´ parte) para todo n ≥ 2.
Portanto p(n) > p(n − 1) para todo n ≥ 2 e conclu´ımos que p(n) e´ uma func¸a˜o
estritamente crescente.
Agora para mostrarmos que esta func¸a˜o possui um limite superior, precisare-
mos dos famosos nu´meros de Fibonacci, definidos em [2]. Estes nu´meros foram
estudados pelo matema´tico italiano Leonardo de Pisa, apelidado “Fibonacci” -
filho de Bonaccio.
Definic¸a˜o 1.5.1. Os nu´meros de Fibonacci F0, F1, F2, . . ., sa˜o definidos recursi-
vamente por F0 = 0, F1 = 1 e Fn = Fn−1 + Fn−2 para todo n ≥ 2.
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Partindo da equac¸a˜o p(n) = p(n− 1) + p(n | o nu´mero um na˜o e´ parte) para
todo n ≥ 2, vamos fazer uma comparac¸a˜o com a recorreˆncia para os nu´meros
de Fibonacci e verificar como p(n| o nu´mero um na˜o e´ parte) se compara com
p(n− 2).
Primeiro observamos que p(n − 2) = p(n | o 2 e´ parte pelo menos uma vez),
ja´ que o processo inserir/remover uma parte 2 e´ uma bijec¸a˜o entre as partic¸o˜es
em questa˜o, pelo mesmo racioc´ınio usado para verificar a identidade anterior.
Depois notamos que podemos transformar qualquer partic¸a˜o com nenhuma parte
de tamanho 1 em uma u´nica partic¸a˜o da qual o 2 e´ parte pelo menos uma vez,
cortando a menor parte (que e´ pelo menos 2) em uma parte de tamanho 2 e zero
ou mais partes de tamanho 1.
Por exemplo, para n = 6, a primeira bijec¸a˜o, que e´ a inserc¸a˜o de uma parte
de tamanho 2 em uma partic¸a˜o de (n− 2) passa de:
para, respectivamente,
Unir todas partes de tamanho 1 e uma de tamanho 2 em uma nova parte
menor e´ poss´ıvel para todas as partic¸o˜es, exceto para o segundo gra´fico, pois ao
unir todas as partes de tamanho 1 com uma de tamanho 2 no segundo gra´fico,
teremos a u´ltima linha maior que a primeira, o que na˜o resulta uma partic¸a˜o.
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Isto nos dara´ as quatro partic¸o˜es de 6 com nenhuma parte de tamanho 1:
O argumento anterior mostra que
p(n− 2) = p(n | o nu´mero 1 na˜o e´ parte) +
p(n− 2 | a menor parte de tamanho diferente de 1 <
(2 + o nu´mero de partes de tamanho 1)).
Note que o u´ltimo termo e´ sempre na˜o-negativo. Portanto, combinado com
a equac¸a˜o p(n) = p(n − 1) + p(n | o nu´mero um na˜o e´ parte) para todo n ≥ 2,
implica em uma desigualdade parecida com a de Fibonacci
p(n) ≤ p(n− 1) + p(n− 2) para n ≥ 2.
Teorema 1.5.1. Para todo n ≥ 0, a func¸a˜o partic¸a˜o p(n) e´ menor do que ou
igual ao (n+ 1)-e´simo nu´mero de Fibonacci, Fn+1.
Demonstrac¸a˜o. Temos que p(0) = F1 = p(1) = F2 = 1. Portanto a proposic¸a˜o
vale para n = 0 e n = 1.
Suponha que a proposic¸a˜o seja verdadeira para todo n < k, para k ≥ 2 e
mostremos que vale para n = k. Assim:
p(k) ≤ p(k − 1) + p(k − 2), pela desigualdade anterior ao teorema
≤ Fk + Fk−1, pela hipo´tese de induc¸a˜o
= Fk+1, pela definic¸a˜o de Fk.
Portanto p(n) ≤ Fn+1 para todo n ≥ 0.
15
1.6 Bijec¸a˜o de Bressoud
Uma forma de descrever que os nu´meros em um conjunto sa˜o distintos e´ dizer
que a diferenc¸a entre cada dois nu´meros e´ pelo menos um. Dizemos que as partes
sa˜o super-distintas se a diferenc¸a entre cada duas partes e´ pelo menos dois. Ja´
que cada partic¸a˜o em partes super-distintas e´ tambe´m uma partic¸a˜o em partes
distintas, existe a princ´ıpio uma quantidade maior de exemplos do primeiro tipo.
Vamos mostrar agora uma prova bijetiva, conforme [5], de uma identidade sobre
partes distintas e super-distintas.
Teorema 1.6.1. p(n | partes super-distintas) = p(n | partes distintas, cada parte <
2.(o nu´mero de partes ı´mpares)).
Demonstrac¸a˜o. A prova bijetiva de Bressoud e´ a seguinte: tome o gra´fico de
Ferrers de uma partic¸a˜o em partes super-distintas e ajuste a margem esquerda
em uma escada de dois pontos extra por linha. Isto e´ poss´ıvel, pois as partes
sa˜o super-distintas. Desenhe uma barra vertical de tal modo que a u´ltima linha
tenha um ponto a esquerda desta linha, a pro´xima linha acima tenha treˆs pontos,
e assim por diante.
Por exemplo, tomando a partic¸a˜o 17 + 15 + 12 + 8 + 2 e fazendo o seu gra´fico
de Ferrers, deslocando dois pontos em cada linha, temos:
Agora colocamos a barra vertical no gra´fico, de modo que a` esquerda da barra,
as linhas do gra´fico sejam de tamanho 1, 3, 5, 7, etc, o que pode ser feito devido
a` maneira como o gra´fico foi deslocado.
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A` direita da linha, obtemos um novo gra´fico de Ferrers. Enta˜o, reordenamos
as linhas a` direita da barra vertical, comec¸ando com as linhas ı´mpares, em ordem
decrescente seguidas das linhas pares, tambe´m em ordem decrescente.
Agora, lendo as novas linhas como as partes de uma partic¸a˜o transformada,
no´s temos neste exemplo 16 + 12 + 6 + 11 + 9 e reordenando do modo usual,
16+12+11+9+6. Segue da construc¸a˜o que todas as partes sa˜o distintas e que a
menor parte par e´ maior que duas vezes o nu´mero de partes ı´mpares. De fato, as
partes ı´mpares terminara˜o como linhas no final do gra´fico. Suponha que sejam k
partes ı´mpares. Enta˜o a menor parte par tera´, pela construc¸a˜o do gra´fico, 2k+ 1
pontos a` esquerda da barra e pelo menos 1 a` direita da barra. Portanto cada
parte par e´ maior que duas vezes o nu´mero de partes ı´mpares.
Este processo e´ invert´ıvel e portanto nos da´ uma bijec¸a˜o entre as duas classes
de partic¸o˜es propostas.
1.7 Teorema do Nu´mero Pentagonal de Euler
Euler foi um dos mais produtivos matema´ticos da histo´ria. Portanto na˜o e´ de
se surpreender que existem mais de uma identidade com o seu nome. Na verdade,
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Legendre foi o primeiro a expressar o resultado de Euler em termos de partic¸o˜es.
Este resultado se encontra em va´rios textos, como em [1, 4].
Teorema 1.7.1 (Teorema do nu´mero pentagonal de Euler).




−1j se n = j(3j ± 1)/2 para algum inteiro j
0 caso contra´rio.
O nome do teorema e´ um bom ponto de partida para comec¸ar nossa discussa˜o.
Os nu´meros pentagonais sa˜o 1, 5, 12, 22, . . ., referentes ao nu´mero de pontos no
penta´gono de lado crescente:
O j-e´simo penta´gono consiste do j-e´simo triaˆngulo no topo de um retaˆngulo de
base j e altura j−1. Portanto, o j-e´simo nu´mero pentagonal e´ j(j+1)/2+j(j−1),
que simplificando fica 3(3j + 1)/2. Agora vamos girar os penta´gonos no sentido
hora´rio e ajustar os pontos do triaˆngulo nas linhas, de forma a obter gra´ficos de
Ferrers:
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Observamos que estes sa˜o gra´ficos de Ferrers de certas partic¸o˜es em partes
distintas: 1, 3 + 2, 5 + 4 + 3, 7 + 6 + 5 + 4, etc. Estas partic¸o˜es particulares va˜o
aparecer como casos especiais na seguinte prova do teorema do nu´mero pentagonal
de Euler. Esta prova bijetiva foi dada por Franklin em 1881.
Vamos criar uma bijec¸a˜o entre partic¸o˜es de algum inteiro n em um nu´mero
par de partes distintas de um lado e do outro partic¸o˜es de n em um nu´mero ı´mpar
de partes distintas. Seria perfeito neste caso uma transformac¸a˜o invert´ıvel que
muda o nu´mero de partes por um, mantendo as partes distintas. Enta˜o, como
uma primeira ideia, o que acontece se tomarmos a menor parte e distribuir seus
pontos nas linhas restantes, um ponto em cada linha, no final? Vejamos alguns
exemplos:
A transformac¸a˜o origina uma partic¸a˜o em partes distintas se as linhas sa˜o pelo
menos tanto quanto o nu´mero de pontos na parte removida - como nos primeiros
dois exemplos. Mas precisamos de alguma coisa que fac¸a esta transformac¸a˜o
invert´ıvel, uma vez que os dois primeiros exemplos resultam na mesma partic¸a˜o.
Na direc¸a˜o inversa, tomaremos um ponto das partes maiores e formaremos
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uma nova linha menor. Em outras palavras, vamos remover a diagonal mais a`
direita do gra´fico de Ferrers:
Agora precisamos analisar quando devemos remover a u´ltima linha ou a dia-
gonal mais a` direita. Uma regra que faz mais sentido e´ mover a diagonal mais a`
direita se ela e´ menor que a menor linha, e caso contra´rio, removemos a menor
linha.
Contudo, existe um caso que esta transformac¸a˜o falha ao produzir um gra´fico
de Ferrers va´lido, que e´ quando a menor linha intersecta a diagonal mais a` direita,
e a linha tem o mesmo nu´mero de pontos que a diagonal ou um a mais:
Os gra´ficos de Ferrers no primeiro caso sa˜o os penta´gonos de tamanho j(3j −
1)/2 pontos, considerados no comec¸o da sec¸a˜o. Os penta´gonos do segundo caso
teˆm uma coluna extra na sua parte retangular, totalizando j(3j + 1)/2 pontos.
Temos enta˜o descrita uma transformac¸a˜o invert´ıvel que, exceto para as partic¸o˜es
pentagonais, cada partic¸a˜o de n em um nu´mero ı´mpar de partes distintas corres-
ponde a uma partic¸a˜o de n em um nu´mero par de partes distintas. Portanto:
p(n|nu´mero par de partes distintas) =
p(n|nu´mero ı´mpar de partes distintas) + e(n)
em que e(n) = 0 exceto para n = j(3j ± 1)/2 para algum inteiro j, que deve ser
1 se o nu´mero j de partes e´ par e −1 se ı´mpar. Isto prova o teorema.
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1.8 Se´ries formais de poteˆncias
Vamos introduzir as se´ries formais de poteˆncias para evitar questo˜es de con-
vergeˆncia em se´ries infinitas. O que faremos e´ formular a teoria em uma base
lo´gica pro´pria e revelar a auseˆncia de questo˜es de convergeˆncia. Maiores detalhes
podem ser encontrados em [12].
Enta˜o defina α como sendo uma sequeˆncia infinita de nu´meros complexos
α = [a0, a1, a2, a3, . . .].
Denotemos por P a classe de tais sequeˆncias infinitas α, e essas classes sa˜o as
se´ries formais de poteˆncias. Existem treˆs subconjuntos de P que teˆm um papel
importante:
• Pr: sa˜o as sequeˆncias α cujas componentes aj sa˜o nu´meros reais;
• P1: sa˜o as sequeˆncias α com a0 = 1;
• P0: sa˜o as sequeˆncias α com a0 = 0.
Embora tenhamos especificado que as componentes aj nos elementos de P sa˜o
nu´meros complexos, a teoria pode ser desenvolvida com aj em qualquer domı´nio
integral.
Se β ∈ P , digamos β = [b0, b1, b2, b3, . . .], definamos a adic¸a˜o por
α + β = [a0 + b0, a1 + b1, a2 + b2, . . .]
e a multiplicac¸a˜o por
αβ = [a0b0, a1b0 + a0b1, a2b0 + a1b1 + a0b2, . . .
n∑
j=0
ajbn−j, . . .].
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A definic¸a˜o de igualdade e´ que α = β se e somente se aj = bj para todo j, isto e´,
j = 0, 1, 2, . . ..
Na˜o e´ dif´ıcil ver que o conjunto P e´ um anel comutativo com unidade. O
elemento nulo e o elemento unidade sa˜o, respectivamente,
z = [0, 0, 0, 0, . . .] e u = [1, 0, 0, 0, . . .].
Dado qualquer α = [a0, a1, a2, a3, . . .], o inverso aditivo de α e´
−α = [−a0,−a1,−a2,−a3, . . .].
A propriedade associativa da multiplicac¸a˜o e´ trivial e da´ı segue que P e´ um anel
comutativo.
Ale´m disso, αβ = z se e somente se α = z ou β = z. Se α = z ou β = z e´ o´bvio
que αβ = z. Para ver a rec´ıproca, suponha que αβ = z mas α 6= z e β 6= z. Seja
j o u´ltimo inteiro na˜o-negativo tal que aj 6= 0, e analogamente seja k o u´ltimo
inteiro na˜o-negativo tal que bk 6= 0. Enta˜o a componente na (j + k + 1)-e´sima
posic¸a˜o em αβ e´
j+k∑
r=0
arbj+k−r = ajbk 6= 0,
que contradiz αβ = z. Segue enta˜o que se αβ = αγ e α 6= z enta˜o β = γ, e P
e´ um domı´nio integral. Dado qualquer α em P , existe um inverso multiplicativo
correspondete α−1 se existe um elemento α−1 em P tal que
α.α−1 = α−1.α = u = [1, 0, 0, 0, . . .].




A primeira ferramenta usada por Euler para lidar com partic¸o˜es foi o uso de
func¸o˜es geradoras. Nesta sec¸a˜o, vamos usa´-las para provar os resultados de Euler.
Suponha que S = {n1, . . . , nr} seja um conjunto finito de r inteiros positivos.
Para r = 3, vemos que:
(1+qn1)(1+qn2)(1+qn3) = 1+qn1 +qn2 +qn3 +qn1+n2 +qn1+n3 +qn2+n3 +qn1+n2+n3 ,
em que nos expoentes esta˜o todas as poss´ıveis partic¸o˜es usando elementos distin-
tos de {n1, n2, n3}.
Para ser mais claro, se S = {1, 2, 3}, enta˜o o polinoˆmio anterior e´
1 + q + q2 + 2q3 + q4 + q5 + q6.
Esta func¸a˜o, que neste caso e´ um polinoˆmio, e´ chamada a func¸a˜o geradora
para partic¸o˜es em elementos distintos de {1, 2, 3}; o coeficiente de qn e´ o nu´mero
de partic¸o˜es de n. Assim, generalizando o exemplo, se S = {n1, n2, . . . , nr} temos:
∑
n≥0
p(n | partes distintas em S)qn =
r∏
i=1




Agora vamos permitir que as partes se repitam em ate´ d vezes. Se d = 3 e
S = {n1, n2}, temos que:
(1 + qn1 + qn1+n1 + qn1+n1+n1)(1 + qn2 + qn2+n2 + qn2+n2+n2)
= 1 + qn2 + qn2+n2 + qn2+n2+n2 + qn1 + qn1+n2 + qn1+n2+n2
+qn1+n2+n2+n2 + qn1+n1 + qn1+n1+n2 + qn1+n1+n2+n2





p(n | partes em {n1, n2}, nenhuma parte repetida mais que treˆs vezes)qn.








(1 + qni + qni+ni + . . .+ q
d vezes︷ ︸︸ ︷





















Mas gostar´ıamos que as partes pudessem aparecer um nu´mero arbitra´rio de
vezes, isto e´, d → ∞. O argumento anterior ainda e´ va´lido, pois estamos con-
siderando se´ries formias de poteˆncias. Logo:∑
n≥0
p(n | partes em S)qn =
r∏
i=1
















Agora, vamos considerar S como um conjunto infinito de inteiros positivos.
Observe que os extremos das equac¸o˜es anteriores na˜o fazem refereˆncia a` finitude






















1− qn , |q| < 1.
Na sec¸a˜o 1.1, provamos que p(n | partes ı´mpares) = p(n | partes distintas)




p(n | partes distintas em S)qn =
∞∏
n=0
(1 + qn) e por outro,
∞∑
n=0
p(n | partes ı´mpares)qn =
∞∏
n=1




































Como as func¸o˜es geradoras sa˜o iguais, o resultado e´ verdadeiro, para todo
n ≥ 0.
Algumas vezes precisaremos mais do que o nu´mero que esta´ sendo parti-
cionado. Queremos ter a func¸a˜o geradora fornecendo tambe´m o nu´mero de partes
da partic¸a˜o. Para isto, sera´ necessa´rio inserir uma segunda varia´vel, por exemplo
z, cujo expoente contara´ quantas partes sa˜o usadas em cada partic¸a˜o. Enta˜o,
usando o mesmo argumento do in´ıcio da sec¸a˜o, teremos:
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(1 + zqn1)(1 + zqn2)(1 + zqn3)
= 1+zqn1+zqn2+zqn3+z2qn1+n2+z2qn1+n3+z2qn2+n3+z3qn1+n2+n3 .





p(n | m partes distintas em S)zmqn =
∏
n∈S


















Agora tambe´m e´ poss´ıvel reescrever o teorema do nu´mero pentagonal de Euler,
em termos de func¸a˜o geradora.
p(n|nu´mero par de partes distintas)− p(n|nu´mero ı´mpar de partes distintas)
=
{
(−1)j , se n = j(3j ± 1)/2
0 , caso contra´rio.
Se fizermos z = −1 em (1.1), o coeficiente resultante de qn no lado direito e´
precisamente o lado esquerdo da igualdade do teorema. Portanto,
∞∑
n=0


















o que mostra o teorema.
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Combinando o teorema do nu´mero pentagonal com a func¸a˜o geradora para



















Comparando os coeficientes de qn em ambos os lados desta u´ltima identidade,
Euler encontrou a seguinte recorreˆncia para p(n):






Neste cap´ıtulo, usando o que ja´ foi feito sobre partic¸o˜es e func¸o˜es gerado-
ras, faremos generalizac¸o˜es dos nu´meros binomiais, suas va´rias identidades e








e´ definido combinatoriamente como o nu´mero de
maneiras de escolher um subconjunto de j elementos de um conjunto de n ele-







n(n− 1)(n− 2) . . . (n− j + 1)
j(j − 1)(j − 2) . . . 1 para n ≥ j ≥ 0.
Os nu´meros binomiais sa˜o usualmente apresentados em uma tabela triangular
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Temos tambe´m dois teoremas conhecidos e algumas propriedades referentes a
estes nu´meros. A demonstrac¸a˜o destes resultados pode ser encontrada em [9].












n+ j − 1
j
)



























































Consideremos a seguinte questa˜o: Quantos caminhos existem do ponto (0, 0)
no plano ate´ o ponto (2, 2) nos quais os u´nicos passos sa˜o caminhos unita´rios
tanto verticalmente para cima ou horizontalmente para a direita? Neste caso a
resposta e´ seis:





, o nu´mero de maneiras de
escolher dois passos horizontais do total de quatro passos, os dois restantes sendo







Agora vamos fazer um refinamento deste resultado inserindo quadrados acima






figuras como gra´ficos de Ferrers de partic¸o˜es,
elas correspondem a seis gra´ficos de Ferrers que se ajustam em uma caixa 2× 2,
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isto e´, partic¸o˜es em no ma´ximo duas partes, cada parte de tamanho no ma´ximo
dois:
∅ 1 1 + 1 2 2 + 1 2 + 2.
Em analogia com a definic¸a˜o combinatorial do nu´mero binomial, vamos definir
um nu´mero q-binomial, de acordo com [2], como sendo a func¸a˜o geradora, na










= q0 + q1 + q1+1 + q2 + q2+1 + q2+2 = q0 + q1 + 2q2 + q3 + q4.








p(n | nu´mero de partes ≤ m, cada parte ≤ N)qn.






, mas no texto
utilizaremos da maneira como definida anteriormente.
Os nu´meros q-binomiais sa˜o chamados q-ana´logos dos nu´meros binomiais, o





Uma propriedade dos nu´meros binomiais que tambe´m e´ va´lida para os nu´meros










A demonstrac¸a˜o desta propriedade segue direto da conjugac¸a˜o do gra´fico de
Ferrers.
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Em termos de gra´ficos de Ferrers, esta recorreˆncia diz que o conjunto de
gra´ficos que se encaixam em uma caixa N × m pode ser particionado em dois
conjuntos disjuntos: gra´ficos que se encaixam em uma caixa N×(m−1) e gra´ficos
que na˜o se encaixam. No u´ltimo caso, estes gra´ficos de Ferrers teˆm a primeira
coluna de comprimento m e quando removemos a u´ltima linha o resultado e´ um
gra´fico de Ferrers que se encaixa em uma caixa (N − 1)×m.
Redefinindo para partic¸o˜es de n, o mesmo argumento pode ser expresso como:
p(n | nu´mero de partes ≤ m, cada parte ≤ N)qn
= p(n | nu´mero de partes ≤ m− 1, cada parte ≤ N)qn
+qmp(n−m | nu´mero de partes ≤ m, cada parte ≤ N − 1)qn−m.

































Temos tambe´m a fo´rmula expl´ıcita para os nu´meros binomiais, que sera´ demons-






N(N − 1)(N − 2) . . . (N −m+ 1)
m(m− 1)(m− 2) . . . 1 =
N !
m!(N −m)! .





(1− qN)(1− qN−1) . . . (1− qN−m+1)
(1− qm)(1− qm−1) . . . (1− q) .
E como estamos relacionando os nu´meros q-binomiais com os nu´meros bino-
miais, vamos ver os q-ana´logos para o teorema binomial e para as se´ries binomiais.
Ja´ que os nu´meros q-binomiais sa˜o func¸o˜es geradoras para certas partic¸o˜es, a ideia
sera´ inserir a varia´vel q no lado esquerdo das expresso˜es para (1 + z)n e (1− z)−n
no teorema binomial e nas se´ries binomiais, respectivamente, e enta˜o contar o
nu´mero de partic¸o˜es.
Teorema 2.2.1 (Teorema do nu´mero q-binomial).
N∏
j=1










Demonstrac¸a˜o. Para provar o teorema, parece razoa´vel modelar seu lado esquerdo









p(n | m partes distintas, cada parte ≤ N)zmqn.
Mas na fo´rmula anterior, as partic¸o˜es teˆm m partes distintas, cada parte





teˆm no ma´ximo m partes,
na˜o necessariamente distintas, cada uma ≤ N −m. Contudo, existe uma simples
bijec¸a˜o entre estes dois conjuntos de partic¸o˜es: das partic¸o˜es primeiro descritas,
remova i da i-e´sima menor parte, para todo i de 1 ate´ m:
Reciprocramente, dada uma partic¸a˜o com no ma´ximo m partes, na˜o necessari-
amente distintas, cada uma ≤ N −m, acrescentamos i na i-e´sima menor parte,
para todo i de 1 ate´ m. Nesta bijec¸a˜o, removemos/acrescentamos 1+2+. . .+m =
m(m + 1)/2 quadrados, ou seja, o expoente de q sera´ m(m + 1)/2 e portanto o
teorema fica provado.













para |z| < 1 e |q| < 1.
Demonstrac¸a˜o. Para as se´ries q-binomiais, vamos encontrar o mesmo tipo de










p(n | m partes, cada parte ≤ N)zmqn
e modelando seu lado esquerdo, no´s transformamos partic¸o˜es com m partes em
partic¸o˜es com no ma´ximo m partes. Para isto, removemos a primeira coluna (de
tamanho m) do gra´fico de Ferrers. Desde que as primeiras partic¸o˜es tenham m
partes, cada parte ≤ N , a partic¸a˜o transformada tera´ no ma´ximo m partes, cada
parte ≤ N − 1. Portanto o teorema fica provado.
Vamos ver agora uma outra maneira de introduzir os nu´meros q-binomiais,
conforme [6], usando a mesma motivac¸a˜o de contar o nu´mero de caminhos no
primeiro quadrante, partindo do ponto (0, 0) ate´ o ponto (n− k, k), utilizando n
passos, sendo poss´ıvel apenas movimentos unita´rios para a direita e para cima.







No primeiro gra´fico, a a´rea sob o caminho e´ um; no segundo, a a´rea e´ zero.





caminhos de acordo com a a´rea sob a curva. Ja´
que
(x+ y)2 = xx+ xy + yx+ yy
no´s podemos acompanhar a a´rea reescrevendo cada termo com os x’s primeiro e
adicionar uma unidade de a´rea sempre que yx e´ trocado por xy. Vamos usar um
paraˆmetro q para fazer esta contagem, requerendo que
yx = qxy.
Como queremos que os q’s aparec¸am primeiro, tambe´m vamos assumir que
yq = qy, xq = qx.
Por exemplo, trabalhando com (x+ y)4, vemos que o coeficiente de x2y2 vem de
seis caminhos poss´ıveis, cuja func¸a˜o geradora e´
1 + q + 2q2 + q3 + q4.
De fato, os caminhos poss´ıveis e os modos que podem ser reescritos sa˜o:
• xxyy = x2y2, resultando o coeficiente 1.
(2,2)
(0,0)




• xyyx = xyqxy = xqyxy = qxqxyy = q2x2y2, resultando o coeficiente q2.
(2,2)
(0,0)
• yxxy = qxyxy = qxqxyy = q2x2y2, resultando o coeficiente q2.
(2,2)
(0,0)
• yxyx = qxyqxy = qxqyxy = q2xqxyy = q3x2y2, resultando o coeficiente q3.
(2,2)
(0,0)





Vamos agora enta˜o derivar uma fo´rmula para estes coeficientes. Relembrando















Contudo, a equac¸a˜o (2.1) pode vir da igualdade
(x+ y)n+1 = (x+ y)n(x+ y).























































Esta e´ uma extensa˜o de (2.1). No caso quando q = 1 existe somente uma
relac¸a˜o do triaˆngulo de Pascal. No q-caso, existe uma segunda. Usando o mesmo
argumento













































































(1− qn+1−k) . . . (1− qn)

















(1− qn+1−k) . . . (1− qn)
(1− qk) . . . (1− q) . (2.5)
2.3 Identidades gaussianas polinomiais
Os nu´meros q-binomiais tambe´m sa˜o chamados polinoˆmios gaussianos. Eles






deve ser mN −m(m− 1)/2−m(m + 1)/2 = mN −m2 = m(N −m).
Gauss na˜o foi o primeiro a definir estes polinoˆmios, mas ele provou o teorema a
seguir, [2], para estabelecer o sinal da soma Gaussiana.










0 , se n e´ ı´mpar
(1− q)(1− q3)(1− q5) . . . (1− qn−1) , se n e´ par.
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(porque n e´ ı´mpar).
Como um polinoˆmio so´ pode ser igual ao seu negativo se ele for 0, conclu´ımos
que se n e´ ı´mpar a fo´rmula e´ verdadeira.
Agora, se n e´ par, denotemos o lado esquerdo da fo´rmula Gaussiana por f(n).































(substituindo j por n− j)
































































n−1)(1− qn−2) . . . (1− qn−j)









= (1− qn−1)f(n− 2).
Portanto, quando n e´ par,
f(n) = (1− qn−1)f(n− 2)
= (1− qn−1)(1− qn−3)f(n− 4)
= (1− qn−1)(1− qn−3) . . . (1− q3)(1− q)f(0)
= (1− qn−1)(1− qn−3) . . . (1− q3)(1− q)































































































em que usamos a simetria no u´ltimo passo. Cancelando o termo qn(n+1)/2, o
teorema fica provado.
2.4 Quadrado de Durfee e S´ımbolo de Frobenius
Definic¸a˜o 2.4.1. Uma dada partic¸a˜o tem um quadrado de Durfee de lado s se a
s-e´sima parte e´ ≥ s mas a (s+ 1)-e´sima parte e´ ≤ s.
Em outras palavras, chamamos quadrado de Durfee da partic¸a˜o ao maior
quadrado poss´ıvel dentro do gra´fico de Ferrers e encaixado no seu canto superior
esquerdo.
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Exemplo: A partic¸a˜o 4 + 4 + 2 + 1 + 1 tem um quadrado de Durfee de lado 2.






geradora para todas partic¸o˜es com no ma´ximo n partes, cada parte ≤ n.
Destas partic¸o˜es, qual e´ a func¸a˜o geradora para partic¸o˜es com quadrado de
Durfee de lado j? Para respondermos esta questa˜o, vamos dar uma demonstrac¸a˜o
combinato´ria para o teorema (2.3.2) recorrer a representac¸a˜o gene´rica do gra´fico
de Ferrers para estas partic¸o˜es.
A partic¸a˜o gerada pelo quadrado j × j e´ contada pelo monoˆmio qj×j = qj2 .
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Portanto, a func¸a˜o geradora para partic¸o˜es em no ma´ximo n partes, cada






















tem um u´nico quadrado de Durfee















De um gra´fico de Ferrers de uma partic¸a˜o, podemos construir uma repre-
sentac¸a˜o inteiramente geome´trica de uma partic¸a˜o que revela imediatamente o
tamanho do quadrado de Durfee e a partic¸a˜o conjugada. Esta nova representac¸a˜o
e´ chamada o s´ımbolo de Frobenius da partic¸a˜o e e´ constru´ıda como segue.
Consideremos a partic¸a˜o do nu´mero 22 dada por 7 + 7 + 4 + 2 + 2.
O s´ımbolo consiste de duas linhas de inteiros na˜o negativos decrescente. As
linhas sa˜o cada uma de tamanho s, em que s e´ o tamanho do quadrado de Durfee.
A j-e´sima entrada na primeira coluna consiste do nu´mero de quadrados na j-e´sima
linha do gra´fico de Ferrers a` direita da diagonal marcada no diagrama. A j-e´sima
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entrada da segunda linha consiste do nu´meros de quadrados na j-e´sima coluna
do gra´fico de Ferrers abaixo da diagonal.




e a partir deste s´ımbolo podemos reconstruir a partic¸a˜o original.
Temos agora um problema ligeiramente simples que e´ gerar partic¸o˜es repre-
sentadas pelo s´ımbolo de Frobenius. Para isto, vamos examinar o coeficiente de
z0 em :
{(1 + (zq)q0)(1 + (zq)q1)(1 + (zq)q2)(1 + (zq)q3) . . .}
x{(1 + z−1q0)(1 + z−1q1)(1 + z−1q2)(1 + z−1q3) . . .}. (2.6)
Quando abrimos este produto, vemos que para conseguir z0, precisamos exa-
tamente do mesmo nu´mero, digamos s, de segundos termos selecionados de cada
produto contido nos pareˆnteses. Um termo t´ıpico sera´:
qs.qa1+a2+...+asqb1+b2+...+bs ,
em que a1 > a2 > . . . > as ≥ 0 e b1 > b2 > . . . > bs ≥ 0. Mas isto corresponde ao
s´ımbolo de Frobenius
(
a1 a2 . . . as
b1 b2 . . . bs
)





Ja´ que existe uma correspondeˆncia do s´ımbolo de Frobenius com as partic¸o˜es








1− qn , (2.7)
que e´ uma identidade ja´ obtida na sec¸a˜o (1.9).
2.5 Identidade do Produto Triplo de Jacobi








(1− qn)(1 + zqn)(1 + z−1qn−1), (2.8)
para |q| < 1, z 6= 0.





(1 + zqn)(1 + z−1qn−1).










(1 + zqn+1)(1 + z−1qn−2)
















Comparando os coeficientes de zn em ambos os lados, temos que:
qnAn(q) = q
−1An+1(q).









1− qn . (2.11)
Combinando (2.9), (2.10) e (2.11), deduzimos que:
∞∏
n=1
















que e´ equivalente a` identidade do produto triplo de Jacobi.
2.6 Identidades de Rogers-Ramanujan
Vamos provar algumas identidades de David Bressoud, que por sua vez resul-
tara˜o nas identidades de Rogers-Ramanujan.
Primeira Identidade de Rogers-Ramanujan: O nu´mero de partic¸o˜es de
n em partes super-distintas e´ igual ao nu´mero de partic¸o˜es de n em partes da
forma 5m+ 1 e 5m+ 4.
Segunda Identidade de Rogers-Ramanujan: O nu´mero de partic¸o˜es de
n em partes super-distintas, cada parte maior ou igual a dois e´ igual ao nu´mero
de partic¸o˜es de n em partes da forma 5m+ 2 e 5m+ 3.
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Seguindo [8] vamos provar as identidades passo a passo. Primeiro considere-

















































Vamos provar usando induc¸a˜o matema´tica que




























(1− q5n+2)(1− q5n+3) .

















































(1− q)(1− q2) . . . (1− qj) . (2.20)
Desta forma estamos tratando polinoˆmios que, no limite quando n → ∞,
convergem no lado esquerdo para as identidades de Rogers-Ramanujan.
















































Agora temos um simples problema de induc¸a˜o para mostrar que (2.18) e (2.19)
mais os valores iniciais s0(q) = t0(q) = 1 definem de modo u´nico sn(q) e tn(q)
para todo n.
Queremos mostrar que σn(q) e σ
∗





















n+ 1 + 2j
])















n+ 1 + 2j
])



































































































n− 1 + 2j
]
= (1− qn)τn−1(q). (2.24)
Como ja´ comentamos anteriormente, as recorreˆncias (2.20) e (2.21) mais a
condic¸a˜o inicial s0(q) = t0(q) = 1 determinam todos os sn(q) e tn(q). Agora
acabamos de mostrar em (2.23) e (2.24) que σn(q) e τn(q) satisfazem precisamente
a mesma recorreˆncia. Ale´m disso, σ0(q) = τ0(q) = 1. Consequentemente, para



































(1− q5m−4)(1− q5m−1) , (2.25)
































(1− q5m−3)(1− q5m−2) (2.26)




Neste trabalho foram estudados va´rios resultados sobre partic¸o˜es, diferentes
formas de representa´-las e uma importante ferramenta que sa˜o as func¸o˜es gera-
doras. Tambe´m foram definidos o que sa˜o os polinoˆmios gaussianos e algumas
propriedades destes polinoˆmios. Portanto, esta dissertac¸a˜o fornece uma base para
trabalhos futuros na a´rea de partic¸o˜es, possibilitando o conhecimento necessa´rio
para desenvolver novos resultados, como novas identidades em partic¸o˜es e provas
combinato´rias de identidades que possuem somente provas anal´ıticas, entre ou-
tros. Tambe´m e´ poss´ıvel trabalhar na parte computacional, buscando novas con-
jecturas sobre os polinoˆmios gaussianos bem como outros q-ana´logos.
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