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Résumé
L’imagerie par résonance magnétique fonctionnelle (IRMf) est une technique
non invasive permettant l’étude de l’activité cérébrale au travers des changements
hémodynamiques associés. Récemment, une technique de détection-estimation
conjointe (DEC) a été développée permettant d’alterner (1) la détection de l’activ-
ité cérébrale induite par une stimulation ainsi que (2) l’estimation de la fonction
de réponse hémodynamique caractérisant la dynamique vasculaire ; deux prob-
lèmes qui sont généralement traités indépendamment. Cette approche considère
une parcellisation a priori du cerveau en zones fonctionnellement homogènes et
alterne (1) et (2) sur chacune d’entre elles séparément.
De manière standard, l’analyse DEC suppose que le cerveau entier peut être
activé par tous les types de stimuli (visuel, auditif, etc.). Cependant la spécialisa-
tion fonctionnelle des régions cérébrales montre que l’activité d’une région n’est
due qu’à certains types de stimuli. La prise en compte de stimuli non pertinents
dans l’analyse, peut dégrader les résultats. La sous-famille des types de stimuli
pertinents n’étant pas la même à travers le cerveau une procédure de sélection
de modèles serait très coûteuse en temps de calcul. De plus, une telle sélection a
priori n’est pas toujours possible surtout dans les cas pathologiques. Ce travail
de thèse propose une extension de l’approche DEC permettant la sélection au-
tomatique des conditions (types de stimuli) pertinentes selon l’activité cérébrale
qu’elles suscitent, cela simultanément à l’analyse et adaptativement à travers les
régions cérébrales.
Des exemples d’analyses sur des jeux de données simulés et réels, illustrent la
capacité de l’approche DEC parcimonieuse proposée à sélectionner les conditions
pertinentes ainsi que son intérêt par rapport à l’approche DEC standard.
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Abstract
Functional magnetic resonance imaging (fMRI) is a noninvasive technique al-
lowing the study of brain activity via the measurement of hemodynamic changes.
Recently, a joint detection-estimation (JDE) framework was developed and relies
on both (1) the brain activity detection and (2) the hemodynamic response func-
tion estimation, two steps that are generally addressed in a separate way. The
JDE approach is a parcel-based model that alternates (1) and (2) on each parcel
successively.
The JDE analysis assumes that all delivered stimuli (e.g. visual, auditory,
etc.) possibly generate a response everywhere in the brain although activation is
likely to be induced by only some of them in specific brain areas. Inclusion of
irrelevant events may degrade the results. Since the relevant conditions or stim-
ulus types can change between different brain areas, a model selection procedure
will be computationally expensive. Furthermore, criteria are not always avail-
able to select the relevant conditions prior to activation detection, especially in
pathological cases. The goal of this work is to develop a JDE extension allowing
an automatic selection of the relevant conditions according to the brain activity
they elicit. This condition selection is done simultaneously to the analysis and
adaptively through the different brain areas.
Analysis on simulated and real datasets illustrate the ability of our model
to select the relevant conditions and its interest compare to the standard JDE
analysis.
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Introduction
La compréhension du cerveau, cet organe extrêmement complexe, représente
une problématique interdisciplinaire située à la croisée de nombreuses disciplines,
entre autres : biologie et médecine, informatique et mathématiques. Apparue à la
fin du XIXème siècle, l’imagerie médicale est de nos jours très utilisée dans le do-
maine des neurosciences. Plus précisément, l’Imagerie par Résonance Magnétique
fonctionnelle (IRMf) est apparue à la fin du XXième siècle pour la compréhension
du cerveau sain ou pathologique ainsi que pour l’évaluation du risque chirurgi-
cal potentiel. Cette technique repose sur la mesure non-invasive du signal BOLD
(Blood Oxygen Level Dependent) reflétant les variations hémodynamiques induites
par l’activité neuronale du cerveau et donc sur l’existence d’un couplage neuro-
vasculaire.
L’encodage et le décodage de l’activité cérébrale constituent deux axes de
recherche importants en neurosciences. Le premier, s’intéresse à la réaction neu-
ronale suite à différents types de stimuli, alors que le second vise la prédiction des
éventuelles causes de cette activité. L’encodage, auquel on s’intéresse dans ce tra-
vail, étudie (i) la détection et la localisation de l’activité cérébrale correspondant
aux différents types de stimuli ainsi que (ii) l’estimation de la Fonction de Réponse
Hémodynamique (FRH) caractérisant la dynamique vasculaire.
Des modèles physiologiques (modèle du ballon et modèle de Windkessel) per-
mettant une modélisation du couplage neuro-vasculaire sont apparus à la fin
des années 90. Ces modèles réalistes et explicites sont néanmoins complexes et
souffrent de problèmes d’identifiabilité et de complexité calculatoire. Dans une
autre gamme de modèles, des approches statistiques ont été développées, qui,
elles, ne cherchent pas nécessairement à modéliser finement le couplage neuro-
vasculaire mais à en rendre compte en proposant un modèle des signaux mesurés.
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Aujourd’hui, l’approche la plus classique est basée sur l’utilisation d’un Mod-
èle Linéaire Général (MLG) qui fait intervenir la FRH mais en présuppose une
forme canonique constante à travers le cerveau entier. Ceci ne reflète pas tou-
jours l’état physiologique surtout dans les cas pathologiques et peut donc dé-
grader les résultats de détection. Des approches semi-paramétriques ont permis
la prise en compte de petites variabilités inter-voxel, mais restent insuffisantes
pour caractériser l’hémodynamique de certaines régions cérébrales ou certains cas
pathologiques. D’autres approches non-paramétriques (e.g. Réponse Impulsion-
nelle Finie ou RIF) estiment une FRH par voxel permettant une meilleure prise en
compte de sa variabilité. Des extensions de RIF régularisée temporellement (RIF-
R) ont également été développées et consistent en l’introduction d’une structure
d’auto-corrélation temporelle permettant d’avoir des FRH lisses de formes physi-
ologiques réalistes. Les approches RIF et RIF-R nécessitent cependant l’augmen-
tation de la durée de l’expérience afin de fournir suffisamment de données par
rapport au nombre de paramètres à estimer. De plus, elles traitent chaque voxel
indépendamment et n’utilisent pas l’information spatiale inter-voxel. Récemment,
un modèle de Détection-Estimation Conjointe (DEC) basé sur une parcellisa-
tion a priori du cerveau en zones fonctionnellement homogènes (parcelles), a été
développé et alterne entre la détection de l’activité cérébrale et l’estimation de la
réponse hémodynamique en prenant en compte la corrélation spatiale de l’activ-
ité cérébrale à l’intérieur de chaque parcelle séparément. Cette approche utilise
également la régularité temporelle proposée dans RIF-R. De plus, la définition
d’une FRH par parcelle (groupe de voxels) permet d’augmenter la robustesse de
l’estimation.
De manière standard, ces analyses supposent que chaque zone du cerveau
peut être activée par tous les types de stimuli (visuel, auditif, etc.). Cependant le
principe de la spécialisation fonctionnelle des régions cérébrales suggère que l’ac-
tivité d’une région n’est due qu’à certains types de stimuli. La prise en compte de
stimuli non pertinents dans l’analyse peut dégrader les résultats, en particulier
quand la FRH est conjointement estimée. De plus la sélection a priori des condi-
tions pertinentes pour chaque région cérébrale n’est pas toujours possible, comme
dans le cas d’une pathologie par exemple. Donnet et al. [Donnet 2004] ont déjà
traité ce problème en 2004 dans un cadre de sélection de modèles qui nécessite
la comparaison de plusieurs modèles afin de choisir le meilleur. Cette procédure
Introduction 15
nécessite l’exécution de tous les modèles possibles (2M si M est le nombre de
stimuli étudiés), de plus la famille de stimuli pertinents change entre les régions
cérébrales. Une procédure de type sélection de variables permettrait une sélec-
tion plus adaptative de cette famille en évitant l’éxecution de tous les modèles.
Une telle procédure a déjà été utilisée en IRMf par Smith et al. [Smith 2007]
mais uniquement pour le problème de détection (voxels activés vs non-activés)
et non pour le problème de sélection de stimuli pertinents. Les travaux de Luo
et al. [Luo 2005] et de Oikonomou et al. [Oikonomou 2012] ont proposé, dans le
contexte du MLG, une modélisation sélective des dérives basses fréquences, une
source de bruit en IRMf due aux phénomènes physiques et physiologiques. Cela
à travers une procédure RVM (Relevance Vector Machine) généralement utilisée
pour des problèmes de régression et classification parcimonieuse dans l’appren-
tissage automatique bayésien (machine learning). Leurs travaux n’ont cependant
pas abordé la sélection des conditions pertinentes.
Le but de ce travail de thèse est de mettre en place une procédure adaptative
permettant la sélection automatique des conditions expérimentales impliquées
dans l’activité cérébrale tout en permettant l’estimation de la FRH. Pour cela,
nous proposons une extension de l’approche DEC, dans laquelle nous ajoutons une
étape de sélection de variables permettant de sélectionner automatiquement les
types de stimuli pertinents dans chacune des régions cérébrales individuellement.
Ceci est réalisé en introduisant une variable binaire supplémentaire exprimant la
pertinence (en terme d’activité évoquée) de chaque type de stimuli. Le modèle
proposé sera par la suite appelé modèle parcimonieux et sera comparé au mod-
èle complet qui prend lui en compte tous les types de stimuli. La question étant
Quel intérêt pourrait avoir l’élimination des conditions non pertinentes sur les
résultats d’analyse : une meilleure estimation de la FRH, une meilleure détection
des activations pour les conditions pertinentes, ou autre ? Il est néanmoins im-
portant de signaler que toute amélioration pouvant être apportée par le modèle
parcimonieux dépend de l’impact de la présence des conditions non pertinentes
sur la qualité du modèle. Plus l’impact sera fort, plus l’approche parcimonieuse
sera pertinente. Des analyses sur des jeux de données simulés et réels permettront
d’éclaircir ce point et de répondre à la question principale qui nous intéresse.
Ce manuscrit de thèse est organisé comme suit. Le premier chapitre est con-
sacré aux principes de l’IRMf et aux prétraitements nécessaires avant l’analyse
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statistique des données détaillée dans le deuxième chapitre. Ce dernier explique
les approches classiques et bayésiennes utilisées en IRMf pour la détection de
l’activité cérébrale ainsi que pour la modélisation de la réponse hémodynamique.
La problématique de sélection de conditions pertinentes est quant à elle détaillée
et discutée dans le troisième chapitre qui présente les approches d’analyse parci-
monieuses et plus spécifiquement celles proposées dans le cadre de cette thèse.
Nous détaillons les deux techniques d’estimation mises en place dans le cadre
de l’approche DEC : les méthodes à base de simulations stochastiques ou Méth-
odes de Monte Carlo par Chaînes de Markov [Bakhous 2012b, Bakhous 2012a]
et les méthodes basées sur des approximations déterministes des dépendances
stochastiques, soient les méthodes dites variationnelles (algorithme Expectation-
Maximisation Variationnel) [Bakhous 2013b, Bakhous 2013a]. Pour mettre en év-
idence l’intérêt de cette contribution, des expériences sur données simulées et
réelles, ainsi que des comparaisons entre les différentes approches, figurent dans
le quatrième chapitre. Une analyse cerveau entier et les résultats préliminaires
obtenus sont présentés dans le cinquième chapitre. Enfin, une discussion autour
des différents travaux et perspectives à venir est développée en conclusion de ce
manuscrit.

Chapitre I
Imagerie par résonance
magnétique fonctionnelle
Avant de s’intéresser à l’essence de ce travail de thèse à travers les algo-
rithmes et traitements statistiques des données, nous allons détailler l’origine
des données auxquelles nous nous intéressons ainsi qu’à leur mode d’acquisition.
Comme introduit précédemment notre domaine de recherche concerne l’inter-
action entre les statistiques et le domaine médical, plus précisément l’imagerie
cérébrale dans le but d’une meilleure compréhension du cerveau. Pour cela nous
allons commencer par introduire le système nerveux central dont fait partie notre
cerveau pour passer ensuite aux principes physiques à la base de l’imagerie par
résonance magnétique (IRM) et son extension fonctionnelle (IRMf). Pour finir,
nous expliquerons comment est effectuée l’acquisition des données IRMf et les
pré-traitements nécessaires à la correction de certains artéfacts qui précèdent le
traitement statistique de ces données.
I.1 Système nerveux central
Le système nerveux central (figure I.1) est composé de l’encéphale, de la moëlle
épinière et des nerfs spinaux (rachidiens). L’encéphale désigne trois parties :
1- Le cerveau qui représente le moteur principal de notre organisme et auquel on
va s’intéresser dans ce travail de thèse.
2- Le cervelet, situé en dessous du cerveau et derrière le tronc cérébral. Il inter-
vient principalement dans le contrôle moteur.
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3- Le tronc cérébral, situé en dessous du cerveau et à l’avant du cervelet. Il con-
trôle certaines fonctions automatiques (indépendantes de la volonté) comme la
respiration, le rythme cardiaque, les activités motrices involontaires (réflexes),
etc.
La moëlle épinière quant à elle représente la continuation du tronc cérébral. Elle
est située dans le canal rachidien protégé par la colonne vertébrale. Sa mission
principale est la transmission de l’influx nerveux entre le cerveau et le reste du
corps à travers des nerfs spinaux (rachidiens). Elle est aussi responsable de cer-
tains réflexes involontaires.
Figure I.1 – Système nerveux central
humain composé de l’encéphale (cerveau,
cervelet, tronc cérébral) et de la moëlle épinière
ratachée aux nerfs spinaux (rachidiens) lui per-
mettant la connexion avec le reste du corps
(http://www.lecorpshumain.fr/).
Deux principaux types de cellules constituent le système nerveux :
1- Les neurones (figure I.2) représentent les cellules nerveuses excitables. Chacun
est constitué principalement (i) du corps cellulaire, (ii) des dendrites, assurant
sa connexion aux neurones voisins et permettant de conduire l’information
portée par l’influx nerveux au corps cellulaire et (iii) un axone autorisant la
circulation de l’information nerveuse du corps cellulaire aux synapses consti-
tuant des terminaisons permettant de passer l’information aux organes ou à
d’autres neurones voisins.
2- Les cellules gliales qui jouent le rôle d’un environnement protecteur et nour-
rissier pour les neurones.
Comme le montre la figure I.3, le cerveau est constitué principalement de deux
types de tissus (i) la substance grise ou le cortex contenant les corps cellulaires
ainsi que les dendrites des neurones et (ii) la substance blanche contenant les
axones des neurones et permettant ainsi de relier, entre elles, différentes régions
de la substance grise.
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Figure I.2 – Cellule nerveuse (neu-
rone) composée d’un corps cellulaire
(soma), de dendrites assurant la connex-
ion avec d’autres neurones et permettant
la circulation de l’influx nerveux et d’un
axone se terminant par des synapses per-
mettant le transfert des signaux nerveux
aux organes ou aux neurones voisins
(http://opiaces-tpe.e-monsite.
com/pages/morphine-et-heroine/
mode-d-action.html).
Figure I.3 – Coupe
cérébrale coronale où deux
tissus apparaîssent : la sub-
stance grise où se trouvent
les corps cellulaires des neu-
rones et leurs dendrites et la
substance blanche contenant
leurs axones.
L’organisme humain attire, par son extrême complexité, la curiosité des méde-
cins et des chercheurs qui à travers des décennies ont développé des techniques,
comme l’imagerie médicale par exemple, permettant de l’étudier dans le but de
comprendre son fonctionnement.
I.2 Imagerie médicale
L’imagerie médicale, apparue en 1895 à travers la radiographie, représente de
nos jours un domaine incontournable fournissant à la médecine une aide complé-
mentaire au diagnostique, à la chirurgie ainsi qu’au suivi des patients. Elle cons-
titue aussi un outil additionnel permettant aux chercheurs une meilleure compré-
hension de l’organisme humain et de son fonctionnement. Plus précisément, l’ima-
gerie cérébrale a connu durant le XXième scièle, un développement rapide aboutis-
sant à l’apparition de différentes techniques d’imagerie parmi lesquelles figurent
des techniques anatomiques (scanner, TDM ou tomodensitométrie, IRM, ...) s’in-
téressant aux structures cérébrales ainsi qu’aux éléments pouvant les perturber
(tumeurs, caillots ou autres), ou fonctionnelles (EEG, MEG, IRMf, TEP, ...) s’in-
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téressant plutôt à l’activité de ces structures suites à des stimulations. Certaines
d’entre elles sont dites invasives car elles nécessitent l’injection intraveineuse d’un
produit de contraste ou d’un produit radioactif comme l’imagerie TEP ou même
l’amincissement ou le retrait d’une partie du crâne comme c’est le cas pour l’im-
agerie optique, contrairement à d’autres dites non-invasives comme l’IRM, l’EEG,
la MEG ou autres et qui sont donc préférables pour le sujet. De plus ces tech-
niques diffèrent par rapport à leur résolution spatio-temporelle comme le montre
la figure I.4. Parmi les techniques d’imagerie cérébrale fonctionnelle, il existe :
Figure I.4 – Comparaison de plusieurs techniques d’imagerie cérébrale par rapport à leur
résolution spatio-temporelle.
– La tomographie par émission de positrons (TEP) est apparue en imagerie
médicale dès 1950. Elle est basée sur la détection en coïncidence de deux
photons obtenus du phénomène d’annihilation entre un électron du milieu
et un positron émis par un traceur radioactif, dont l’injection intraveineuse
rend cette technique invasive.
– L’électro-encéphalographie (EEG), découverte en 1924, permet de mesurer
l’activité électrique du réseau neuronal à travers des électrodes (8-21 ou
plus) placés sur le cuir chevelu.
– La magnéto-encéphalographie (MEG) a été mesurée pour la première fois
par le physicien David Cohen en 1968 et est principalement utilisée dans
la localisation pré-opératoire des foyers épileptiques. Cette technique per-
met la mesure des champs magnétiques induits par l’activité électrique des
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neurones, ceci à travers une centaine de canaux couvrant le cerveau en-
tier. L’EEG et la MEG bénéficient d’une résolution temporelle assez élevée
(< 1 seconde) contrairement à leur faible résolution spatiale limitée par le
nombre d’électrodes ou de canaux utilisés.
– L’imagerie par résonance magnétique (IRM), introduite en 1969 dans le
domaine médical, se base sur les propriétés magnétiques des tissus vitaux et
leurs interactions avec un champ magnétique externe permettant ainsi de les
visualiser sous différents niveaux de gris. La branche fonctionnelle de l’IRM
(IRMf) quant à elle est apparue en 1992 suite à des travaux concernant
le magnétisme de l’hémoglobine qui diffère selon son niveau d’oxygénation.
Contrairement à l’EEG et à la MEG, l’IRMf reflète indirectement l’activité
cérébrale corrélée au changement du débit sanguin, fournissant ainsi un
nouvel outil d’exploitation du fonctionnement cérébral.
– L’imagerie optique est spécifique aux études de la surface corticale, étant
donné l’atténuation du signal avec la profondeur. C’est aussi une technique
invasive nécessitant le retrait d’une partie du crâne. Ces techniques sont
donc moins répandues que les précédentes et surtout utilisées dans les études
pré-cliniques.
Dans ce travail de thèse nous allons nous concentrer sur l’IRMf qui représente
une des méthodes les plus utilisées dans l’étude de l’activité cérébrale in vivo.
I.3 Imagerie par résonance magnétique - IRM
Cette technique d’imagerie est basée sur le principe d’interaction entre un
champ magnétique externe et les moments magnétiques principalement des pro-
tons de noyaux d’hydrogène présents dans le corps humain (eau, graisse, muscle).
Afin de bien comprendre le principe de l’IRM nous allons commencer par expli-
quer le spin d’une particule pour ensuite passer au phénomène de résonance à la
base du signal IRM.
Le spin. En physique, le moment angulaire ~L est lié à la quantité de mouvement
d’un objet tournant autour de son axe (moment angulaire propre) ou d’un axe
extérieur (moment angulaire orbital). Dans le cas où l’objet contient une charge
électrique son mouvement induit un champ magnétique auquel on associe un mo-
ment magnétique ~M . L’objet est donc assimilé à un petit aimant qui, en présence
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d’un champ magnétique externe, subit une force magnétique causant une dévi-
ation dans son mouvement. Les particules comme les électrons, les protons, les
neutrons, etc, étant ponctuelles (élémentaires, de dimension zéro) elles ne peu-
vent pas tourner autour d’elles-mêmes mais possèdent néanmoins un moment
angulaire quantique appelé le spin découvert par Stern et Gerlach en 1922. Le
spin est donc une notion quantique n’ayant pas encore d’équivalent en mécanique
classique.
Mouvement de précession. Dans le cas général (pas de champ magnétique
externe), les spins des protons d’hydrogène sont orientés aléatoirement et leurs
moments magnétiques se compensent (figure I.5-(a)). En présence d’un champ
magnétique externe ~B0, les spins s’orientent dans une direction parallèle ou anti-
parallèle à ~B0 comme le montre la figure I.5-(b) avec plus de spins alignés en
position parallèle étant donné qu’elle nécessite moins d’énergie que l’autre. Cela
crée une différence d’énergie induisant l’apparition d’un moment magnétique ~M0
parallèle au champ externe ~B0. Une fois orientés, les spins effectuent un mouve-
(a) (b)
Figure I.5 – Illustration de l’effet d’un champ magnétique externe ~B0 sur l’orientation des
spins des protons. (a) orientation aléatoire sans présence de champ externe. (b) orientation
parallèle et anti-parallèle au champ externe avec plus de spin en parallèle.
ment de précession autour de l’axe de ~B0 (figure I.6-(a,b)) avec une fréquence
de rotation appelée fréquence de Larmor w0 = 2pif0 = γ B0 où B0 représente
l’intensité du champ magnétique externe et γ = q g2 m le rapport gyromagnétique
dépendant de la charge du proton q, sa masse m et le facteur de Landé g re-
liant le spin au moment magnétique. Dans le cas du proton d’hydrogène γ = 42.5
MHz/Tesla ce qui donne une fréquence de rotation de 63, 75 MHz pour une champ
externe de 1, 5 Tesla. Notons que les spins ne tournent pas en phase autour de l’axe
de ~B0 ce qui induit la compensation de leurs composantes transversales ~MT = 0
et ~M0 = ~ML avec ~ML la composante longitudinale du moment magnétique ~M0
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induit par les spins (figure I.6-(c)).
(a) (b) (c)
Figure I.6 – (a) Mouvement de précession d’un spin sous l’effet d’un champ magnétique
externe ~B0, ce mouvement est caractérisé par une rotation de fréquence angulaire w0 autour
de l’axe de ~B0. (b) Mouvement de précession de plusieurs spins orientés parallèlement ou anti-
parallèlement à ~B0. (c) Illustration des composantes longitudinale ~ML et transversale ~MT du
moment magnétique induit par la différence entre le nombre de spins d’orientation parallèle et
anti-parallèle. Notons que ~MT = 0 étant donné les rotations déphasées des spins.
Excitation et résonance des spins. Grâce à des émetteurs traversés par un
courant électrique alternatif de fréquence d’oscillation équivalente à la fréquence
de Larmor f0, une onde électromagnétique et perpendiculaire au champ ~B0 est
générée. Cela perturbe la rotation des spins (figure I.7) qui rentrent dans un état
de résonance causant :
– Le passage d’un certain nombre de spins d’orientation parallèle à une ori-
entation anti-parallèle à l’aide de l’énergie apportée par l’onde excitatrice,
ce qui induit la diminution de la composante longitudinale ~ML jusqu’à sa
disparition (nombre égale de spins dans les deux orientations).
– La rotation en phase des spins induisant l’apparition d’une composante
transversale ~MT .
~M0 devient donc perpendiculaire à ~B0 ( ~M0 = ~MT ).
Relaxation. Après un certain temps, l’onde excitatrice est coupée, permettant au
système de revenir à son état initial dans un mouvement de relaxation émettant
de l’énergie. La composante longitudinale ML augmente pour revenir à sa valeur
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(a) (b) (c)
Figure I.7 – (a) Etat initial (sans excitation) des spins dans un champ magnétique ex-
terne ~B0 : mouvement de précession autour de ~B0 induisant un moment magnétique ~M0 de
composante transversale ~MT = ~0. (b) Etat intermédiaire de l’excitation des spins par une
onde électromagnétique perpendiculaire à ~B0 et de fréquence égale à la fréquence de précession
des spins : diminution de la composante longitudinale ~ML et augmentation de la composante
transversale ~MT induites par la précession des spins. (c) Etat final de l’excitation des spins (ré-
sonance) correspondant à une composante longitudinale ~ML = ~0 et à un champ total ~M0 = ~MT
perpendiculaire à ~B0.
initiale suivant une loi exponentielle de temps caractéristique T1 (figure I.8-(a))
ML = M0
[
1− exp
(
− t
T1
)]
(I.1)
Pour t = T1 on a ML = 0.63 M0, ce qui veut dire que T1 correspond au temps
nécessaire pour que la composante longitudinale de ~M0 récupère 63% de sa valeur
initiale. La composante transversale MT quant à elle diminue suivant une loi
exponentielle de temps caractéristique T2 (figure I.8-(b)).
MT = M0 exp
(
− t
T2
)
(I.2)
Pour t = T2 on a MT = 0.37 M0, ceci signifie qu’après un temps de relaxation
T2, la composante transversale du champ ~M0 ne possède plus que 37% de son
énergie. Les temps de relaxation T1 et T2 diffèrent entre les tissus biologiques
permettant ainsi, suite à un traitement informatique approprié, de determiner la
nature de la structure analysée (substance blanche, substance grise et LCR) et
d’obtenir une coupe cérébrale anatomique 2D dont chaque point est appelé pixel.
La combinaison de plusieurs coupes nous permet ensuite d’obtenir le volume
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(a) (b)
Figure I.8 – Illustration des phénomènes de relaxation des spins résonants après coupure
de l’onde excitatrice : (a) relaxation longitudinale permettant à la composante ~ML de revenir à
son état initial ~ML = ~M0 et (b) relaxation transversale induisant l’annulation de la composante
~MT pour le retour à l’état initial.
cérébral 3D composé d’un millier de voxels (pixels en 3D).
I.4 Imagerie par résonance magnétique fonction-
nelle - IRMf
Développée au début des années 90, l’IRMf représente une technologie complé-
mentaire à l’IRM précédemment abordée. Elle permet d’étudier le comportement
cérébral suite à des tâches expérimentales précises (motrices, auditives, visuelles,
cognitives, etc), ceci en se basant sur les propriétés magnétiques de l’hémoglobine,
une molécule contenue dans les globules rouges du sang et dont la fonction prin-
cipale est le transfert de l’oxygène. Quand une tâche quelconque est effectuée,
un réseau de neurones, local ou distribué selon la complexité de la tâche, est
suscité et nécessite de l’énergie pour accomplir son rôle. Ce qui entraîne une aug-
mentation de la consommation d’oxygène et de glucose et donc du flux sanguin
dans la région cérébrale en activité (couplage neurovasculaire). L’augmentation
du flux sanguin étant plus importante que la consommation en oxygène, l’ac-
tivité neuronale se traduit paradoxalement sous la forme d’une augmentation
de la concentration en oxyhémoglobine dans le réseau veineux par rapport à
la déoxyhémoglobine. Cette dernière, paramagnétique, cause une perturbation
du champ initial. Ces inhomogénéités de champ magnétique sont corrélées à la
concentration en déoxyhémoglobine et induisent une fréquence de précession de
spins différente de f0 et une relaxation transversale plus rapide T ∗2 (figure I.9).
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Ce sont ces faibles variations de signal appelé BOLD (Blood Oxygen Level De-
pendent) qui sont mesurées en IRMf. Ainsi, plus l’activité neuronale est forte,
plus la concentration en déoxyhémoglobine est faible dans le réseau veineux, plus
le signal BOLD mesuré est important en aval de la zone activée (figure I.10).
[Ogawa 1990, Ogawa 1992, Bandettini 1993].
Figure I.9 – Illustration du phénomène de
relaxation de la composante transversale ~MT
des spins résonants après coupure de l’onde
excitatrice dans le cas d’une activité cérébrale
causant une inhomogénéité du champ magné-
tique externe (en rose) et qui est plus rapide
que la relaxation dans le cas d’un champ mag-
nétique externe homogène (en rouge).
Figure I.10 – Exemple d’une coupe axiale de données IRMf à un instant précis et de signaux
BOLD acquis à des voxels situés au fond de l’image (signal du haut) et à l’intérieur du cerveau
ayant une activation moyenne (signal du milieu) et forte (signal du bas) reflétant une activité
neuronale suite à une stimulation visuelle.
28 Chapitre I. Imagerie par résonance magnétique fonctionnelle
I.5 Paradigme expérimental et acquisition des
données
L’étude de l’activité cérébrale d’un sujet nécessite, sauf si on s’intéresse à
l’état de repos, l’exécution de certaines tâches appelées conditions expérimen-
tales ou types de stimuli et pouvant être motrices, auditives, visuelles ou autre
selon l’étude en question. Ces conditions sont présentées au sujet de façon répéti-
tive afin d’obtenir des résultats statistiquement significatifs. Cela à travers ce
que l’on appelle un paradigme expérimental dont il existe deux types principaux
[Rosen 1998] :
Paradigme en bloc. Ce paradigme consiste en la répétition de stimulations de
longue durée (plusieurs secondes) dans le but de maximiser le rapport signal sur
bruit (RSB) permettant ainsi l’obtention de fortes activations. Généralement ces
paradigmes ne contiennent que deux ou trois types de stimuli.
Paradigme événementiel. Contrairement au paradigme en bloc, le paradigme
événementiel permet la répétition de stimuli brefs de durée inférieure au temps
d’acquisition du signal. Cela permet de caractériser la forme de la réponse hémo-
dynamique à l’inverse des paradigmes en bloc où une saturation est causée par la
durée des stimulations. Dans le cas d’un paradigme événementiel lent, l’intervalle
inter-stimuli (IIS) est de l’ordre d’une dizaine de secondes, permettant au système
de revenir à son état de repos avant l’arrivée du prochain stimulus ce qui empêche
d’avoir une interaction entre les réponses hémodynamiques des différents types
de stimuli. Ces paradigmes limitent néanmoins le nombre de stimuli présentés au
sujet durant l’expérience et donc la reproductibilité des résultats. Ils laissent, de
plus, place à une distraction possible pouvant influencer l’état cognitif du sujet.
A l’inverse, un paradigme évenementiel rapide (IIS de 2 à 4 secondes), permet de
présenter plus de stimuli. Notons que les instants d’arrivées des stimuli peuvent
être calés (synchrones) ou non (asynchrones) sur les temps d’acquisition du signal
BOLD. De plus, il est important d’optimiser le paradigme expérimental par rap-
port à l’ordre et au nombre des stimuli ainsi qu’au choix de l’IIS comme expliqué
dans [Joseph 1999] et qu’on ne discutera pas ici étant donné que ce n’est pas le
sujet principal de cette thèse.
Une fois le paradigme mis en place, l’acquisition du volume cérébral 3D (scan)
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est effectuée à travers l’acquisition consécutive de plusieurs coupes 2D constituées
chacune de plusieurs pixels. La figure I.11 illustre ce principe avec un exemple
de paradigme évenementiel rapide asynchrone contenant trois conditions expéri-
mentales qu’on différencie par des couleurs (rouge, vert et bleu). Notons que la
durée d’acquisition de chaque volume, ou temps de répétition TR, varie de 1 à 4
secondes dans les expériences IRMf. Après des traitements de reconstruction de
données on obtient en chaque voxel du volume cérébral, un signal BOLD reflétant
les activations cérébrales correspondant aux tâches expérimentales effectuées par
le sujet. Plusieurs artéfacts sont néanmoins présents dans les signaux BOLD ac-
Figure I.11 – Illustration du principe d’acquisition des données IRMf avec un exemple de
paradigme événementiel rapide asynchrone contenant 3 conditions expérimentales de couleurs
différentes (rouge, vert et bleu) (en haut). Chaque volume cérébral est composé de plusieurs
coupes 2D et est acquis sur une durée TR (temps de répétition) (au milieu) permettant ainsi
d’obtenir, en chaque voxel du volume, un signal BOLD reflétant les changements hémody-
namiques corrélés au paradigme en question (en bas).
quis et nécessitent certaines corrections à travers une séquence de pré-traitement
effectuée avant le traitement statistique des données.
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I.6 Pré-traitements des données IRMf
I.6.1 Correction du décalage temporel - Slice timing
Les coupes d’un volume cérébral ne sont pas acquises au même instant mais
sur une certaine durée temporelle où l’acquisition peut être effectuée sous un mode
séquentiel (de la première à la dernière) ou entrelacé (acquisition des coupes im-
paires ensuite paires). Dans les deux cas a lieu un décalage temporel d’acquisition
entre les coupes du volume. La figure I.12 illustre ce décalage dans le cas d’une
acquisition séquentielle. Chaque volume est représenté par une couleur différente.
L’acquisition contient N volumes dont chacun possède C coupes. On s’aperçoit,
que les C coupes du premier volume par exemple ne sont pas toutes acquises à
l’instant t00 mais plutôt aux instants t00, t10, ..., tC0 , ce qui induit pour les voxels de
la première coupe un signal temporel acquis au instants t00, t01, ..., t0N et pour les
voxels de la deuxième coupe un signal temporel acquis à des instants différents
t10, t
1
1, ..., t
1
N , on observe donc un décalage dans les signaux temporels acquis. Le
slice timing est une technique de correction basée sur l’interpolation du signal
mesuré au cours du temps, ce qui permet le recalage des signaux temporels afin
de pouvoir, lors de la modélisation, considérer toutes les coupes d’un volume
comme acquises au même instant.
Figure I.12 – Illustration du décalage temporel inter-coupes durant l’acquisition séquentielle
des volumes cérébraux en IRMf.
I.6.2 Correction du mouvement - Recalage
Le mouvement de la tête du sujet durant l’expérience est l’un des artéfacts non
négligable et inévitable étant donné un temps d’acquisition de plusieurs minutes.
La figure I.13 montre l’effet d’un brusque mouvement de la tête d’un sujet sur le
signal BOLD acquis en un voxel j se situant à la frontière cérébrale. Cette baisse
brusque dans l’intensité du signal (ou dans d’autre cas l’augmentation brusque)
peut engendrer des faux négatifs (ou positifs dans le cas d’une augmentation) dans
I.6. Pré-traitements des données IRMf 31
les résultats de détection. Le recalage est une famille de méthodes permettant de
Figure I.13 – Effet d’un mouvement brusque de la tête sur le signal BOLD acquis en un
voxel j situé à la frontière du volume cérébral (scan).
réaligner les objets entre eux. Dans le cas des séquences d’images fonctionnelles
un recalage rigide permet la correction en partie des artéfacts de mouvement.
Ceci à travers deux étapes consécutives :
– L’estimation des 6 paramètres de translation (figure I.14-(a)) et de rota-
tion (figure I.14-(b)) basée sur la minimisation de la somme des différences
quadratiques entre les scans fonctionnels successifs et un scan de référence
(généralement le premier scan).
– L’application de la transformation estimée aux données fonctionnelles à
travers une étape d’interpolation trilinéaire, sinusoïdale ou B-spline.
Des artéfacts liés aux mouvements restent cependant présents dans les données
fonctionnelles. Ces artéfacts sont dus à plusieurs facteurs comme par exemple l’er-
reur d’interpolation, la précision de l’estimation des paramètres de mouvement,
le repliement de spectre correspondant aux mouvements, etc. Ces artéfacts ne
pouvant pas être corrigés par le recalage rigide peuvent engendrer de significatifs
faux positifs dans les résultats de traitement, ceci à partir de 1 à 2 pourcents
de changement induit dans le signal BOLD. Dans le cas des expériences où cer-
taines conditions pourraient causer un mouvement de tête corrélé au paradigme
expérimental (tâches motrices, langage), la correction de mouvement devient par-
ticulièrement importante et risque de causer la perte d’une partie du signal utile
corrélé au mouvement en question. Plus de détails sur ce recalage sont disponibles
dans [Ashburner 2003, Chap. 2].
Les deux pré-traitements précédents sont corrélés dans le sens où leur ordre
d’application dépend du mode d’acquisition. Le choix de cet ordre est basé sur la
considération qu’un grand changement d’intensité en un voxel j entre 2 coupes
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(a)
(b)
Figure I.14 – Paramètres de mouvements estimés par un recalage rigide, ceci concernant la
translation (a) et la rotation (b) de la tête d’un sujet durant l’acquisition IRMf.
successives (acquisition séquentielle) est davantage du au mouvement qu’au dé-
calage temporel d’acquisition, ce pourquoi il vaut mieux, dans ce cas, effectuer
la correction du mouvement avant celle du slice-timing afin d’éviter que cette
dernière concerne des zones cérébrales différentes. A l’inverse dans le cas d’une
acquisition entrelacée, le décalage temporel inter-coupes est plus élevé et il est
préférable d’effectuer la correction du slice-timing en premier pour éviter de dé-
placer des voxels dont les signaux sont acquis à des instants différents. Pour cela,
des travaux se sont intéressés au développement d’un recalage spatio-temporel
effectuant conjointement les deux types de corrections [Bannister 2004].
I.6.3 Recalage anatomo-fonctionnel
Ce recalage permet d’identifier les régions cérébrales anatomiques correspon-
dant aux foyers d’activation détectés par le traitement, surtout qu’une visua-
lisation conjointe des images anatomiques et fonctionnelles est impossible étant
donnée leur différence de résolution 1×1×1 mm3 pour l’anatomie et 3×3×3 mm3
pour les fonctionnelles. Le recalage anatomo-fonctionnel est effectué entre le vo-
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lume anatomique et la moyenne des volumes fonctionnels calculée à la sortie des
étapes de correction spatio-temporelle précédentes. Comme les modalités sont
différentes, la méthode de mesure de similarité utilisée se base généralement sur
l’information mutuelle.
I.6.4 Normalisation spatiale
Dans le cadre des études de groupes et étant donné la différence morphologique
cérébrale inter-sujets (figure I.15), une étape de recalage élastique (non-rigide)
vers un volume de référence (référentiel ou template) est nécessaire afin de pou-
voir comparer les résultats de traitement et de déterminer des comportements
généraux à travers une population. Cette normalisation spatiale (recalage vers
une norme) permet donc d’identifier des foyers d’activations à l’aide de leurs co-
ordonnées euclidiennes dans un espace standard et commun à tous les sujets.
Plusieurs référentiels ont été proposés dans la littérature dont les plus connus
sont le référentiel de Talairach [Talairach 1988] et le référentiel développé par le
Montreal Neurological Institut (MNI) [Fonov 2009]. Généralement, le recalage est
Figure I.15 – Illustration de la différence anatomique inter-sujets sur une coupe coronale
ayant, pour les trois sujets, le même positionnement dans le volume.
effectué à travers les étapes suivantes :
– Estimation des paramètres de recalage entre le référentiel et l’image anatomi-
que étant donné sa meilleure résolution par rapport à l’image fonctionnelle.
– Application des paramètres estimés sur les données fonctionnelles recalées
sur l’image anatomique précédente.
Une autre technique de normalisation appelée Dartel et montrant une bonne
précision de recalage a été proposée dans [Ashburner 2007]. Cette méthode per-
met l’estimation conjointe d’un référentiel issu de la population d’étude et des
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paramètres de recalage vers ce référentiel. Pour plus de détails sur les techniques
de recalage, le lecteur peut se reporter à [Ashburner 2003, Chap. 3].
I.6.5 Lissage spatial
Cette étape de pré-traitement consiste en une convolution avec un noyau
gaussien de largeur à mi-hauteur (Full Width at Half Maximum ou FWHM)
généralement fixée à 1.5 ou 2 fois la taille des voxels. Ce lissage permet l’aug-
mentation du RSB, causant néanmoins une diminution de la résolution spatiale
ainsi que du contraste des données comme le montre la figure I.16. L’une des
(a) (b)
Figure I.16 – Illustration de l’effet du lissage spatial gaussien sur la résolution d’une coupe
axiale d’un volume de données IRMf. L’exemple concerne un filtrage isotrope avec un FWHM
de 5 mm par rapport à des voxels de taille 3× 3× 3 mm3. Une diminution du contraste et de
la résolution spatiale est visible entre l’image avant (a) et après (b) lissage.
raisons principales nécessitant le lissage préalable des données est de forcer leur
gaussianité pour la prise en compte de la corrélation spatiale inter-voxels lors de
leur traitement statistique et plus précisément lors de la correction du problème
de comparaisons multiples qu’on expliquera par la suite. Notons que ce lissage
a aussi pour effet de gommer les différences inter-individus. Il existe bien sûr
d’autres approches permettant la prise en compte de la corrélation spatiale des
données IRMf à travers l’utilisation des champs de Markov, comme on le verra
dans les chapitres suivants, et qui permet ainsi d’éviter cette étape de lissage
préalable des données.
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I.7 Conclusion
Ce chapitre nous a permi d’introduire les origines physiques des données IRMf
auxquelles on s’intéresse dans ce travail de thèse ainsi que leurs pré-traitements
nécessaires à la correction de quelques artéfacts d’acquisition limitant ainsi leurs
influences sur les résultats de traitement statistique des données IRMf qui re-
présente un grand domaine de recherche comme le montre le chapitre suivant.

Chapitre II
Analyse Statistique en IRMf
Une analyse statistique, successive aux pré-traitements des données, est néces-
saire pour la détection des activités cérébrales correspondant aux différentes con-
ditions (types de stimuli) présentes dans le paradigme expérimental. Plusieurs
techniques ont été proposées parmi lesquelles figure le Modèle Linéaire Général
(MLG), largement diffusé à travers le logiciel Statistical Parametric Mapping
(SPM, http://www.fil.ion.ucl.ac.uk/spm/), et qui est, de nos jours, le plus
utilisé pour la détection de l’activité cérébrale en IRMf. Dans ce chapitre nous
allons rappeler les principes du MLG et les techniques de détection de l’activité
cérébrale et de l’estimation de la FRH qui sont généralement traitées séparément,
ceci en comparant les approches classiques et bayésiennes. Finalement nous in-
troduirons l’approche de Détection-Estimation Conjointe (DEC) qui traite con-
jointement ces deux problèmes afin d’améliorer les résultats d’analyse. Par la
suite les matrices et vecteurs sont notés en gras avec les matrices en majuscule et
les vecteurs en minuscule. Un vecteur est par convention un vecteur colonne. La
transposé est notée t.
II.1 Méthodes classiques de détection
II.1.1 Modèle Linéaire Général - MLG
Le MLG est un modèle convolutif reliant le signal BOLD aux instants d’occu-
rences des conditions expérimentales à travers une fonction de réponse hémodyna-
mique (FRH) qui reflète les variations du débit sanguin induite par une stimula-
tion. Ce modèle est une régression linéaire multiple selon laquelle le signal BOLD
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yj acquis au voxel j est défini à travers trois types de signaux :
– Le signal utile qu’on suppose être la somme des effets induits par les diffé-
rentes conditions (type de stimuli) du paradigme expérimental.
– Les dérives basses fréquences dues aux phénomènes physiques (bruit ther-
mique, ...), physiologiques (e.g. repliement des fréquences respiratoires d’en-
viron 1 Hz et cardiaques d’environ 0.25 Hz du à la faible fréquence d’échantil-
lonnage F = 1/TR ∈ [0.25, 1] Hz, et qui n’atteint pas forcément la fréquence
limite de Nyquist égale à 2 Hz) et les effets induits par l’interaction entre
les mouvements et le champ magnétique statique [Ashburner 2003, Chap.
10].
– Le bruit exprimant l’erreur de modélisation, que l’on suppose généralement
gaussien et dépendant du voxel j.
yj = Xβj + bj =
R∑
r=1
βrjx
r + bj (II.1)
où yj est un vecteur de dimension N (le nombre de scans) représentant le signal
BOLD pré-traité au voxel j. Le signal utile ainsi que les dérives basses fréquences
sont représentés par Xβj, où X est une matrice de dimension N × R appelée
la matrice de dessin dont la construction est détaillée ci-dessous et βj sont les
coefficients de régression linéaire (vecteur de dimension R). Enfin, bj représente
le bruit.
Construction de la matrice de dessin du MLG. La matrice X contient,
en plus d’un régresseur constant représentant la ligne de base, deux types de ré-
gresseurs : (i) les régresseurs stimulus-induits construits à partir du paradigme
expérimental et dont le nombre est égal au nombre de conditions M et (ii) les
régresseurs de non intérêt supplémentaires (R−M − 1 régresseurs) représentant
des composantes qui covarient avec le signal BOLD et dont la prise en compte
peut améliorer la modélisation, comme par exemple les paramètres de mouve-
ment ou les régresseurs des dérives basses fréquences qui parfois sont écartés à
travers un filtrage passe-haut dont la fréquence de coupure est généralement fixée
à F0 = 1/T0 = 1/128 = 0.007Hz éliminant ainsi tous les signaux ayant une
période supérieure à T0. Dans ce cas, il est important de vérifier que cette valeur
n’est pas trop élevée par rapport au signal stimulus-induit pour éviter de perdre
des informations liées à l’activité cérébrale. Chaque régresseur stimulus-induit
{xr}r=1:M (vecteur de dimension N) représente la convolution entre une Fonc-
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tion de Réponse Hémodynamique (FRH) et un signal de stimulation. La FRH
est généralement fixée à une forme canonique constante à travers le cerveau en-
tier et obtenue comme la soustraction de deux fonctions Gamma (figure II.1)
[Friston 1998]. Le signal de stimulation quant à lui est construit à partir du
paradigme, représentant les temps d’occurence du rième type de stimuli, à travers
une discrétisation sur une grille d’échantillonnage de pas ∆t = TR
Nt
= TR16 avec Nt
le nombre d’intervalles de temps (16 par défaut dans SPM). Son produit de con-
volution avec la FRH est ensuite sous-echantillonné d’un pas égal au TR afin
d’obtenir le régresseur xr en question [Ashburner 2003, Chap. 7]. Un exemple de
la matrice de dessin est représenté par la figure II.2 pour N = 150 scans et R = 5
régresseurs dont 4 régresseurs stimulus-induits et 1 régresseur constant.
Figure II.1 – Forme canonique de
la Fonction de Réponse Hémodynamique
(FRH) définie comme la soustraction de
deux fonctions Gamma et caractérisée
principalement par : (1) un pic dont le
temps d’arrivée est autour de 5 secon-
des après la stimulation, (2) une déplé-
tion autour de 15 secondes causée par une
diminution du débit sanguin plus rapide
que celle du volume des capillaires (3)
une déplétion précoce reflétant une autre
diminution du débit sanguin due à la con-
sommation immédiate de l’oxygène après
l’excitation neuronale et avant l’apport
du sang frais.
Figure II.2 – Matrice de dessin
de dimensions N × R dans le cadre
du Modèle Linéaire Général (MLG)
avec N = 150 scans et R =
5 régresseurs dont M = 4 ré-
gresseurs stimulus-induits où cha-
cun représente la convolution du
paradigme correspondant avec la
FRH canonique et 1 régresseur con-
stant (à droite) représentant la ligne
de base.
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Une fois le modèle défini, il existe deux principales approches pour l’estima-
tion des paramètres, l’approche classique s’appuyant sur le principe du Maximum
de Vraisemblance (MV) et l’approche bayésienne permettant l’introduction d’in-
formations a priori.
II.1.1.1 Estimation univariée
Les approches classiques consistent à estimer les paramètres du MLG selon les
moindres carrés qui visent à minimiser l’erreur quadratique entre le signal observé
yj et celui estimé Xβ̂j. Dans le cas d’un bruit blanc gaussien bj ∼ N
(
0, σ2jIN
)
,
on a yj ∼ N
(
Xβj, σ
2
jIN
)
et l’estimation de βj revient à minimiser le terme
(yj −Xβj)t(yj −Xβj) par rapport à βj ce qui donne :
β̂j =
(
XtX
)−1
Xtyj (II.2)
Var(β̂j) = (XtX)−1XtVar(yj)X(XtX)−1 = σ2j (XtX)−1 (II.3)
La contrainte étant queXtX soit inversible, ce qui n’est pas toujours le cas. Si elle
est de rang déficient on remplace le terme (XtX)−1 dans les équations (II.2,II.3)
par la pseudo-inverse de Moore-Penrose (XtX)− [Ashburner 2003, Chap. 7]. L’es-
timateur précédent de βj est sans biais car :
E[β̂j] =
(
XtX
)−1
XtE[yj] =
(
XtX
)−1
XtXβj = βj (II.4)
La variance du bruit, quant à elle est estimée par :
σˆ2j =
(
yj −Xβ̂j
)t (
yj −Xβ̂j
)
N
(II.5)
Cet estimateur est cependant biaisé car étant donné que E
[
yj −Xβ̂j
]
= 0,
tr [AB] = tr [BA] et tr (A + B) = tr (A) + tr (B) où tr (A) la trace de la
matrice A, on peut donc écrire :
E
(
σˆ2j
)
=
E[(yj −Xβ̂j)t(yj −Xβ̂j)]
N
=
tr (Var[(yj −Xβ̂j)])
N
= σ2j
tr (IN −X(XtX)−1Xt)
N
= σ2j
tr (IN)− tr (XtX(XtX)−1)
N
= σ2j
tr (IN)− tr (IR)
N
= N −R
N
σ2j (II.6)
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L’estimateur non biaisé de la variance du bruit est donc :
σˆ2j =
(
yj −Xβ̂j
)t (
yj −Xβ̂j
)
N −R (II.7)
II.1.1.2 Tests statistiques univariés
Une fois les paramètres du modèle estimés, des tests statistiques permettent
la vérification de la significativité de cette estimation. Deux types de test sont
généralement utilisés dans l’approche classique : le test de Student (test-T) et le
test de Fisher (test-F).
Test-T. Ce test permet de vérifier si une combinaison linéaire univariée (un
contraste scalaire) des paramètres estimés β̂j est significativement différente d’une
valeur d, ceci à travers les hypothèses nulle et alternative suivantes :
H0 : ctβj = d
H1 : ctβj > d
ouctβj < d
H1 :ctβj < d (II.8)
où ct = [cr; r = 1 : R] avec cr ∈ {0, 1,−1} est un vecteur ligne déterminant les
coefficients de la combinaison linéaire souhaitée. On peut par exemple vérifier si :
– La condition m entraîne une activité significative au voxel j, dans ce cas
cr = 1 pour r = m et cr = 0 sinon ⇒ ctβj = βmj .
– La conditionm1 entraîne une activité significativement plus importante que
la condition m2, dans ce cas cm1 = 1, cm2 = −1 et cr = 0 pour r 6= m1,m2
⇒ ctβj = βm1j − βm2j .
– La conditionm1 entraîne significativement une activité plus importante que
la condition m2 indépendamment de deux modalités de présentations A et
B (e.g. conditions motrices présentées sous forme visuelle et auditive), dans
ce cas on a deux régresseurs pour chaque condition, chacun représentant
une modalité et ctβj = β
m1,A
j + β
m1,B
j − βm2,Aj − βm2,Bj .
Déterminer la loi de la statistique de test nécessite la connaissance de la loi
de β̂j. Cette dernière se déduit du fait que yj ∼ N (Xβj, σ2jIN) et que β̂j =
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(XtX)−1Xtyj, ce qui donne β̂j ∼ N (βj, σ2j (XtX)−1) et donc :
ctβ̂j ∼ N (ctβj, σ2jct(XtX)−1c) (II.9)
Notons aussi que σˆ
2
j
σ2j
∼ χ2N−R
N−R . Enfin, l’indépendance entre β̂j et σˆ
2
j permet de
déduire que la statistique de test suivante suit une loi de Student à N −R degrés
de liberté :
Tj =
ctβ̂j − ctβj√
σˆ2jc
t(XtX)−1c
∼ TN−R (II.10)
Sous l’hypothèse nulle définie précédemment (Eq.II.8), on a :
Tj =
ctβ̂j − d√
σˆ2jc
t(XtX)−1c
(II.11)
Dans SPM tous les tests-T sont des tests unilatéraux avec d = 0. Une fois la
statistique de test calculée, la significativité en chaque voxel est determinée à
travers un seuillage de valeur uα associé à un risque d’erreur de première espèce
α (généralement 0.05) contrôlant le taux de faux positifs :
α = pH0(T > uα) (II.12)
L’hypothèse nulle est donc rejetée au voxel j si la valeur de la statistique observée
en ce voxel est telle que Tj > uα. On peut arriver à la même conclusion en
calculant la p-valeur qui exprime la probabilité d’observer une valeur supérieure
à Tj sous H0.
p-valeur = pH0(T > |Tj|) (II.13)
Si la p-valeur < α on rejetteH0 et l’effet estimé au voxel j est considéré significatif
(figure II.3).
Test-F. Ce test est basé sur la statistique de Fisher et permet d’effectuer un test
d’hypothèse multiple où ct devient une matrice de dimension P × R avec P le
nombre de combinaisons linéaires qu’on souhaite tester. Supposons par exemple
qu’on veuille tester si au moins une des conditions, parmi lesM conditions expéri-
mentales présentes dans le paradigme, induit une activité significative au voxel
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Figure II.3 – Seuillage de
la distribution de Student dans
un test statistique. α représente
l’erreur de première espèce qui
définit la région de rejet (en bleu)
de l’hypothèse nulle H0. uα est
la valeur de la statistique asso-
ciée à α et Tobs est la valeur de
la statistique observée à laquelle
on associe une p-valeur (surface
entourée en rouge). Les assertions
Tobs > uα, p-valeur < α et H0 est
rejetée sont équivalentes.
j, on pourrait dans ce cas effectuer un test-F où ct est une matrice de dimension
M × R avec cm,m′ = δ(m −m′) où δ est la fonction Dirac qui vaut 1 en 0 (c’est
à dire quand m = m′), ce qui éviterait d’effectuer M tests-T (un pour chaque
condition). Le problème étant que dans le cas d’un test-F si H0 est rejetée on sait
qu’au moins un des régresseurs exprime une activité significative mais on ne sait
pas lequel ! Ce test peut également être utilisé pour la comparaison des modèles
réduit (avec une sous-famille des M conditions) et complet (avec la totalité des
M conditions) afin de vérifier lequel s’ajuste mieux aux données. Dans ce cas, la
statistique de test est définie par :
F =
Sréduit−Scomplet
R−R′
Scomplet
N−R
∼ FR−R′,N−R (II.14)
où Scomplet (resp. Sréduit) représente la somme des erreurs quadratiques pour le
modèle complet (resp. réduit) et R (resp. R′) représente le rang de la matrice de
dessin du modèle complet (resp. réduit). Pour plus de détails sur ce type de test
le lecteur peut se reporter à [Ashburner 2003, Chap. 7,8].
Problème de comparaisons multiples. C’est le problème induit par l’accu-
mulation des risques d’erreur voxelliques sur le cerveau entier et à travers lequel
on peut s’attendre à observer un nombre élevé de faux positifs de l’ordre de Jα
où J est le nombre de voxels du cerveau (J ≈ 50000). Il existe différents types
de corrections parmi lesquelles la correction de Bonferroni qui permet de con-
trôler la FWER (Family Wise Error rate), c’est à dire le risque d’observer un
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faux positif dans tout le volume de recherche, parmi les J voxels. Dans cette
approche le risque d’erreur voxellique est fixé à α/J en supposant les tests in-
dépendants ce qui n’est pas vraiment le cas étant donnée la corrélation spatiale
des données en partie induite par le lissage spatial effectué en pré-traitement.
Cette approche est très conservatrice. On lui préfère une approche plus sophis-
tiquée qui utilise la théorie des champs aléatoires gaussiens GRF (Gaussian Ran-
dom Field) [Ashburner 2003, Chap. 14] qui permet d’effectuer une correction du
risque d’erreur global et donc du seuillage des cartes statistiques en se basant sur
leur degré de régularité spatiale. D’autres approches ont aussi été développées
comme la procédure contrôlant le False Discovery Rate (FDR) où la correction
du seuillage des p-valeurs observées devient adaptative. Autrement dit, le seuil-
lage commence au niveau de Bonferroni pour les p-valeurs les plus petites (les
voxels les plus significatifs) et est ensuite multiplié par 2 au fur et à mesure que les
p-valeurs augmentent [Benjamini 1995]. Une extension de l’approche FDR tenant
compte de la dépendance entre les tests d’hypothèse voxelliques à été proposée
dans [Benjamini 2001].
II.1.2 Extensions multivariées du MLG
Le caractère univarié de l’inférence classique suppose une indépendance spa-
tiale entre les voxels lors de l’estimation (section II.1.1.1) ainsi que lors des tests
statistiques (section II.1.1.2). Le signal BOLD résulte cependant du changement
d’oxygénation sanguine dans les capillaires se situant à proximité du réseau neu-
ronal activé et dont la géométrie spatiale induit une corrélation spatiale inter-
voxels dans le signal BOLD acquis [Turner 2002]. Des approches d’inférence mul-
tivariées ont donc été développées, afin de prendre en compte cette corrélation
spatiale et d’améliorer les résultats de traitement, selon deux axes différents :
– Au niveau des tests statistiques où l’information spatiale est prise en compte
à travers l’application de la théorie GRF [Ashburner 2003, Chap. 14], comme
expliqué précédemment. Une autre alternative est d’utiliser les champs de
Markov lors des tests statistiques et d’éviter le lissage préalable des don-
nées [Woolrich 2005]. De plus ceci permettrait une approche plus raffinée
par rapport au lissage préalable des données qui pourrait masquer les varia-
tions locales de la dépendance spatiale dont la taille est inférieure à celle
du noyau gaussien utilisé.
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– Au niveau de l’estimation des paramètres du modèle où la prise en compte
de l’information spatiale est effectuée dans le cadre bayésien à travers l’in-
troduction d’un a priori de champ de Markov (section II.3.1).
II.1.3 Modélisation de la corrélation temporelle
Jusque là le bruit modélisé est un bruit blanc gaussien bj ∼ N
(
0, σ2jIN
)
(sec-
tion II.1.1.1). Deux raisons principales renforcent cependant la présence d’une
corrélation temporelle. La première concerne les mouvements de la tête lors de
l’acquisition des données et les dérives basses fréquences et la deuxième la partie
mal modélisée du signal stimulus-induit, due par exemple à la mauvaise modéli-
sation de la FRH, ce signal étant corrélé temporellement à ceux de la physiolo-
gie sous-jacente [Ashburner 2003, Chap. 10]. Comme expliqué précédemment, les
dérives peuvent être éliminées par un filtrage passe haut ou estimées comme on
le verra par la suite. Il reste cependant la deuxième cause ainsi que les erreurs
dues aux grands mouvements de tête ou aux mouvements abrupts et qui ne sont
pas éliminés par la procédure de réalignement effectuée en pré-traitement. Pour
cela, certains travaux proposent de prendre en compte la corrélation temporelle du
bruit à travers une procédure de pré-blanchiement (pre-whitening) [Worsley 2002]
où la structure d’auto-covariance du bruit K est estimée par une procédure de
MV sous contrainte en supposant un modèle de bruit autorégressif. Cette struc-
ture est ensuite introduite au modèle linéaireKyj = KXβj+Kbj permettant de
considérer Kbj comme un bruit blanc. D’autre méthodes modélisent le bruit au
voxel j et au scan n comme une structure autorégressive d’ordre P ,
P∑
p=1
aj,pbj,n−p,
de paramètres inconnus {aj,p}p=1:P , combinée à un bruit blanc j,n ∼ N (0, σ2j )
[Purdon 1998]. L’estimation peut être effectuée dans le cadre du MV sous con-
trainte [Friston 2002] ou de l’inférence bayésienne [Woolrich 2002, Penny 2003].
Finalement, une meilleure modélisation du signal stimulus-induit tenant compte
de la variabilité de la FRH permet aussi de limiter les erreurs de modélisation et
donc d’éliminer une partie de l’auto-corrélation du bruit.
II.2 Modélisation de la FRH
La modélisation de cette fonction est cruciale du fait de sa contribution à
l’ajustement du signal stimulus-induit au signal BOLD. Comme indiqué précé-
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demment, les premiers travaux concernant la détection de l’activité cérébrale se
sont basés sur la forme canonique de cette réponse (figure II.1). Depuis, différents
travaux ont montré que cette réponse varie entre les régions cérébrales et entre les
sujets [Aguirre 1998, Buckner 1998, Glover 1999, Miezin 2000, Handwerker 2004]
et ont donc incité le développement de plusieurs approches visant à améliorer
la modélisation de cette FRH en s’orientant vers son estimation explicite. On
trouve alors des modèles physiologiques (modèle du ballon, modèle de Windkessel)
et d’autres non-physiologiques paramétriques, semi-paramétriques (dérives de la
FRH, bases de fonctions) ou non-paramétriques estimant explicitement une FRH
voxellique (Réponse Impulsionnelle Finie - RIF et RIF régularisée temporelle-
ment) ou parcellique (Détection-Estimation Conjointe - DEC).
II.2.1 Modèles physiologiques
A l’inverse des modèles linéaires, ces modèles permettent (i) de prendre en
compte la non-linéarité du signal BOLD ainsi que (ii) de modéliser finement
les mécanismes physiologiques impliqués dans la génération du signal BOLD et
donc sa relation avec le réseau neuronal sous-jacent. Parmi ces modèles figu-
rent le modèle du ballon [Buxton 1997, Buxton 1998] et le modèle de Wind-
kessel [Mandeville 1999] qui s’intéressent, à travers des équations différentielles
non-linéaires, à l’étude de différents facteurs comme le volume capillaire, le flux
sanguin et la concentration en déoxyhémoglobine. Ces modèles permettent une
modélisation plus réaliste mais souffrent cependant de certains problèmes d’iden-
tifiabilité ainsi que des problèmes liés au coût de calcul et à la compréhension
incomplète des relations entre tous les paramètres physiologiques. Ils restent donc
un axe de recherche très important étant donné l’information qu’ils apportent par
rapport aux modèles non-physiologiques plus répandus pour l’analyse en IRMf.
II.2.2 Modèles non-physiologiques
II.2.2.1 Modèles paramétriques
Ces modèles sont à la base de l’estimation de la forme canonique de la FRH
(figure II.1). Dans un modèle paramétrique, la FRH est modélisée à travers une
fonction analytique dépendant d’un certain nombre de paramètres. Plusieurs fonc-
tions ont été proposées dans la litérature parmi lesquelles la fonction Poisson
[Friston 1994], la fonction gamma [Boynton 1996, Cohen 1997, Friston 1998] dont
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l’estimation des paramètres rend le modèle non-linéaire [de Pasquale 2008] et la
fonction gaussienne [Rajapakse 1998]. Afin de capturer plus de variabilité dans
la forme de cette FRH, des modèles semi-paramétriques ont été développés.
II.2.2.2 Modèles semi-paramétriques
Ces modèles permettent, dans le cadre du MLG, la modélisation des variations
de la FRH d’un voxel à l’autre, ceci en incluant des régresseurs supplémentaires
dans la matrice de dessin.
Dérives de la FRH. Cette approche consiste à ajouter au modèle, la dérivée
première (temporelle) de la FRH (h′t = dh(t, s)/dt) autorisant ainsi un décalage
temporel de son pic et sa dérivée par rapport au paramètre de dispersion s (h′s =
dh(t, s)/ds) permettant la prise en compte des variations de la largeur du pic
(figure II.5-(a)). Ceci en ajoutant deux régresseurs par conditions à la matrice
de dessin (figure II.6-(b)) permettant de représenter la convolution du paradigme
avec chacune des dérivées respectivement. Dans ce cas, le signal BOLD au voxel
j est exprimé par l’équation :
yj =
M∑
m=1
[
(h ? xm)βm1,j + (h′t ? xm)βm2,j + (h′s ? xm)βm3,j
]
+ bj (II.15)
où xm représente ici une séquence binaire reflétant les instants d’occurence de
la mième condition expérimentale. Le nombre de régresseurs stimulus-induits
devient donc 3×M et le degré de liberté de la loi de Student de la statistique de
test diminue de 2×M . Cependant, cette approche n’autorise pas suffisamment de
variations dans la forme de la FRH. Cela est dû au fait qu’elle s’interprète comme
un développement de Taylor au voisinage d’un instant donné et donc n’est valide
que pour prendre en compte les petites fluctuations. Un grand décalage du temps
d’arrivée du pic par exemple, n’est pas pris en compte dans l’ensemble des formes
possibles obtenues par les combinaisons de la FRH canonique h et sa dérivée
temporelle h′ (βmj,1h+ βmj,2h′) pour lesquelles ce temps varie à peu près entre 3 et
6 secondes, ce qui est équivalent à un décalage de l’ordre de 1 seconde par rapport
au pic canonique (figure II.4).
Bases de fonctions. L’approche précédente peut être généralisée en utilisant
une base de fonction {φc}c=1:C afin d’autoriser plus de variations que celles prises
en compte par les dérivées de la FRH. Le signal BOLD au voxel j est dans ce cas
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Figure II.4 – Ensemble des formes de
FRH autorisées par la combinaison βmj,1h+
βmj,2h
′ ; Où h et h′ sont respectivement la
FRH canonique et sa dérivée temporelle (en
rose). Les courbes en jaune représentent les
cas où βmj,2 < βmj,1 et celles en bleu les autres.
A noter qu’une grande partie des courbes
en bleu est bimodale ce qui complique la
distinction entre activation et déactivation
(activation négative) (Calhoun 2004).
exprimé par l’équation suivante :
yj =
M∑
m=1
C∑
c=1
[
(φc ? xm)βmc,j
]
+ bj (II.16)
où xm est une séquence binaire reflétant les instants d’occurence de lamième con-
dition expérimentale et βmc,j le paramètre de régression correspondant au voxel
j, à la condition m et à la composante c de la base de fonction. Parmi ces
bases on trouve la base de fonctions gamma (figure II.5-(b)), la base de Fourier
(figure II.5-(c)) qui contient Nb = 2Ns + 1 fonctions : Ns fonction de sinus et
Ns fonction de cosinus de periodes TFRH, TFRH/2, ..., TFRH/Ns et une fonction
représentant leur moyenne, où TFRH représente la durée en seconde de la FRH.
Parmi ces deux bases, celle utilisant des fonctions gamma est considérée comme
la plus parcimonieuse étant donné qu’elle contraint davantage les formes générées
limitant ainsi celles non plausibles physiologiquement. Il existe aussi des tech-
niques semi-paramétriques non-linéaires utilisant des bases de fonction inverse
logit [Lindquist 2009].
II.2.2.3 Modèles non-paramétriques
Appelés aussi modèles à Réponse Impulsionnelle Finie (RIF), à l’inverse des
modèles paramétriques et semi-paramétriques, ceux-ci n’imposent aucune con-
trainte sur la forme de la FRH. La base RIF (figure II.5-(d)) est la base de fonc-
tions la plus flexible contenant Nk fonctions créneau de largeur TFRH/Nk secondes
chacune. Un cas particulier serait l’utilisation de fonctions de Dirac (créneau de
largeur nulle), ce qui reviendrait à modéliser la FRH par un vecteur de coefficients
hj = {hj,d∆t}d=0:D de dimension D + 1. Le modèle devient donc pour un instant
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n :
yj,n =
M∑
m=1
xmn ∗ hj + βj,0 + bj,n
=
M∑
m=1
D∑
d=0
xmn−dhj,d + βj,0 + bj,n (II.17)
où les effets {βmj }m=1:M stimulus-induits sont inclus dans le vecteur hj et βj,0
représente la ligne de base. L’inférence peut être faite au sens du MV ou dans
le cadre d’une inférence bayésienne permettant d’introduire une contrainte de
régularité temporelle a priori sur h (section II.3.2).
(a) (b)
(c) (d)
Figure II.5 – Familles des fonctions de base utilisées pour prendre en compte la variabilité de
la FRH dans les approches semi-paramétriques : (a) FRH canonique (en rouge) et ses dérivées
première (en bleu) et seconde (en vert). (b) base de fonctions gamma, (c) base de Fourier et les
approches non-paramétriques (d) base de fonctions créneau (RIF).
II.3 Extensions bayésiennes du MLG
Par rapport à l’inférence classique, le cadre bayésien permet l’introduction
d’informations a priori nécessaires à l’amélioration du traitement des données
50 Chapitre II. Analyse Statistique en IRMf
(a) (b)
Figure II.6 – Matrices de dessin dans le cadre du Modèle Linéaire Général (MLG) avec
M = 4 conditions et N = 150 scans. Chaque matrice contient un régresseur constant (à droite)
modélisant la ligne de base. La partie indiquée en rouge représente les régresseurs modélisant
la condition m = 1 : (a) Cas standard où 1 régresseur stimulus-induit représente la convolution
du paradigme correspondant avec la FRH canonique. (b) Ajout de deux régresseurs stimulus-
induits afin d’inclure la dérivée première et seconde de la FRH. De même pour les 3 autres
conditions.
IRMf, telles que la prise en compte de la corrélation spatiale inter-voxels (sec-
tion II.3.1) ou la régularité temporelle de la FRH estimée (section II.3.2). Ces
approches déduisent donc de la combinaison de ces informations a priori avec la
vraisemblance, une distribution a posteriori de tous les paramètres et variables du
modèle conditionnellement aux données, à partir de laquelle les estimateurs de ces
derniers sont explicités. Elles nécessitent donc la définition de la vraisemblance
ainsi que des lois a priori des variables et paramètres du modèles. L’inférence
est effectuée au sens du maximum a posteriori (MAP) ou de la moyenne a pos-
teriori, où plusieurs techniques permettent le calcul de ces estimateurs comme
les algorithmes de simulation stochastique (MCMC : Méthodes de Monte Carlo
par Chaînes de Markov) ou les techniques d’approximations deterministes (EM :
Expectation-Maximisation ou ses variantes variationnelles) qu’on verra en détail
dans le chapitre III.
De plus ces approches permettent d’éviter plusieurs problèmes induits par
l’inférence statistique utilisée dans l’approche classique [Ashburner 2003, Chap.
10] et dans laquelle la p-valeur attribuée à un effet particulier ne reflète pas la
probabilité que cet effet soit présent mais simplement la probabilité d’observer les
données quand l’effet est absent (ou égale à une valeur précise d). Si cette p-valeur
est suffisamment petite, l’hypothèse nulle est rejetée et l’effet est considéré comme
significatif. Plusieurs défauts ont été reprochés à cette approche que l’inférence
bayésienne évite en utilisant les cartes de probabilités a posteriori (PPMs, section
II.3.3). Les deux premiers défauts viennent de la définition de l’hypothèse nulle
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H0 : ctβj = d et du fait que la probabilité qu’un effet soit exactement égal à une
valeur précise est elle-même nulle, ce qui induit :
– Qu’on ne peut jamais rejeter l’hypothèse alternative et constater qu’une
activation n’a pas lieu car la probabilité qu’un effet soit exactement égal à
une valeur d = 0 est nulle. Ceci est problématique, par exemple dans le cas
où l’on veut établir une ségrégation fonctionnelle, on ne peut jamais dire
« une région répond à la couleur mais pas au mouvement » ou l’inverse.
– Un léger écart à cette hypothèse peut être considéré comme significatif avec
suffisamment de données (scans ou sujets), ce qui augmente le degré de
liberté et rend la variabilité des activations estimées suffisamment petite.
Le troisième défaut quant à lui est spécifique à SPM et concerne la correction
GRF du problème de comparaisons multiples. Cette correction étant basée sur le
degré de lissage spatial préalable des données, elle fournit un seuil qui augmente
avec la taille du noyau gaussien du lissage préalable, rendant ainsi l’inférence peu
stable. Il est cependant peu réaliste que la probabilité d’activation d’un voxel
dépende de cette procédure de lissage.
II.3.1 Estimation multivariée
Comme l’explique la section II.1.2, une façon de tenir compte de la corrélation
spatiale des donnée consiste en l’introduction d’un a priori de champ de Markov.
Une possibilité est d’utiliser un champ de Markov gaussien sur les paramètres β
[Penny 2005, Oikonomou 2012] :
p(β) =
R∏
r=1
1
Z(ξ) exp(−U(β
r)) =
R∏
r=1
1
Z(ξ)exp

−∑
j
ξj
∑
k∈Nj
||βrj − βrk||2
2
 (II.18)
où Z est la fonction de partition dépendant uniquement des paramètres de régu-
larisation spatiale ξ = {ξj; j = 1 : J}. Cette définition permet, selon la valeur de
ξj, d’attribuer une grande probabilité a priori aux configurations où les paramètres
sont proches entre les voxels voisins. Ce paramètre peut être supposé voxel dépen-
dant [Oikonomou 2012] ou factorisé sur tous les voxels en étant régresseur dépen-
dant [Penny 2005]. Une autre possibilité est de modéliser un champ de Markov
discret sur des variables latentes [Smith 2007, Vincent 2010a, Vincent 2010b,
Vincent 2007] comme nous le verrons dans la section II.4. Pour plus de détails
sur d’autres techniques d’estimation multivariées qui ne seront pas détaillées ici
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vu qu’elles ne représentent pas le sujet principal de cette thèse, le lecteur peut se
reporter à [Vincent 2010a] .
II.3.2 RIF régularisée temporellement
Par rapport aux modèles non-paramétriques cités dans la section II.2.2.3, les
coefficients de la FRH ne sont plus considérés comme indépendants mais carac-
térisés par une structure d’auto-corrélation temporelle permettant d’introduire un
effet de lissage sur les formes obtenues. On est donc dans un cadre d’une RIF régu-
larisée temporellement [Goutte 2000, Marrelec 2001, Marrelec 2003]. Ceci peut se
faire en introduisant un a priori sur hj = {hj,d∆t}d=0:D de l’équation (II.17) sous
la forme :
p(hj | vh) ∝ exp
(
− 12vhh
t
jR
−1hj
)
(II.19)
où vh est la variance inconnue de la FRH et R sa matrice de covariance (voir
détails en annexe A) exprimant une contrainte sur la dérivée seconde afin de
pénaliser les fortes variations de pentes. En plus de cette régularité temporelle,
[Ciuciu 2003] rajoute les contributions suivantes :
– Ajout d’une contrainte de bord fixant le premier et le dernier coefficient de
la FRH à zéro (h0 = hD∆t = 0), modélisant ainsi le fait que cette dernière
représente un processus causal de durée finie. La FRH débute donc après
le stimulus et revient à la ligne de base après une certaine durée.
– Extension au cas des paradigmes multi-conditions en modélisant une FRH
par conditions hm ainsi qu’aux paradigmes asynchrones où les occurences
des stimuli ne coïncident plus avec les temps d’acquisition.
– Modélisation des dérives basses fréquences P `j en chaque voxel.
Le modèle devient donc en un point temporel donné n :
yj,n =
M∑
m=1
D∑
d=1
xmn−dh
m
j,d + P `j + bj,n (II.20)
où P est une matrice de dimension N × O dont les colonnes représentent une
base de fonctions orthogonales basses fréquences et `j les coefficients correspon-
dants. Plusieurs modèles de bruit bj = {bj,n}n=1:N ont été étudiés (blanc gaussien,
AR(1), etc.) ainsi que leurs impacts sur la complexité des calculs. Pour plus de dé-
tails, le lecteur peut se reporter à l’étude comparative réalisée par [Casanova 2008,
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Casanova 2009].
Notons qu’une bonne estimation de la FRH nécessite sa reproductibilité à
travers les occurences des stimuli. La considération d’une FRH par voxel et par
condition incite donc à l’augmentation de la durée de l’expérience afin d’aug-
menter le nombre de données disponibles par rapport au nombre de paramètres
à estimer afin d’améliorer la robustesse de l’estimation. De plus, les travaux de
[Ciuciu 2003, Ciuciu 2004] ont montré la proximité, à un facteur d’échelle près,
entre les formes de FRH estimées dans des voxels voisins et pour différents types
de stimuli.
II.3.3 Cartes de probabilités a posteriori (PPMs)
Les cartes de probabilités a posteriori (PPMs) représentent une alternative
complémentaire aux cartes statistiques (cartes T) calculées dans l’inférence clas-
sique (section II.1.1.2). Elles expriment la probabilité sachant les données qu’un
voxel soit activé ou que son activation (exprimée par les effets βj) soit supérieure
à un seuil donné. Leur intérêt principal en neuroimagerie, par rapport aux tests
statistiques (test-T) effectués selon l’approche classique, réside dans l’absence du
problème de comparaisons multiples étant donné la disparition de la notion de
test d’hypothèse. La probabilité qu’un voxel soit activé étant la même indépen-
damment du fait qu’on ait analysé uniquement ce voxel ou le cerveau entier
[Ashburner 2003, Chap. 17], cette PPM est définie par :
PPMγj = p(ctβj > γ |yj) (II.21)
Rappelons que le contraste ctβj représente une combinaison linéaire des R ré-
gresseurs du vecteur d’effets βj. Ces cartes de probabilité (PPMγ = {PPMγj ; j =
1 : J}) peuvent ensuite être seuillées à α = 95% par exemple gardant ainsi unique-
ment les voxels dont la probabilité d’activation a posteriori est supérieure à 95%.
La figure II.7 représente la différence entre les PPMs et le test-T.
Pour conclure, nous précisons qu’il n’est pas nécessaire de chercher à relier les
PPMs et les tests-T car ils répondent à des questions différentes bien qu’il existe
entre eux un lien dans des cas particuliers du MLG (bruit blanc gaussien et a
priori bayésien non informatif).
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Figure II.7 – Différence entre le calcul des probabilités a posteriori (PPMs, à gauche)
utilisées dans l’inférence bayésienne et le test-T (à droite) de l’approche classique.
II.4 Détection-Estimation Conjointe (DEC)
Apparue à travers les travaux de thèse de Salima Makni [Makni 2006] et
[Makni 2005, Makni 2008], cette approche bayésienne regroupe d’une certaine
manière plusieurs critères de modélisation cités dans les précédentes approches,
elle combine donc :
– la détection et la localisation des activités cérébrales correspondantes aux
conditions expérimentales du paradigme ;
– l’estimation de la FRH au niveau d’une région (parcelle) pour la robustesse,
ce qui permet de prendre en compte sa variabilité intra et inter-sujets ;
– la modélisation des dérives basses fréquences ;
– la modélisation adaptative de la corrélation spatiale inter-voxels introduite à
l’approche DEC par les travaux de thèse de Thomas Vincent [Vincent 2010a,
Vincent 2010b, Vincent 2007] ;
– la prise en compte de la régularité temporelle de la FRH.
Son originalité concerne donc (i) la conjonction des étapes de détection et d’esti-
mation qui sont habituellement effectuées séparément et séquentiellement (d’abord
la détection puis l’estimation), et (ii) la considération d’une FRH parcellique
ayant une forme constante et une amplitude variable sur un groupe de voxels
voisins (parcelle) et pour tous les types de stimuli. Cela permet d’augmenter la
robustesse de l’estimation et de diminuer le risque d’un sur-ajustement (overfit-
ting) des données tout en exprimant la différence d’échelle entre les voxels voisins
ainsi qu’entre les types de stimuli [Ciuciu 2003, Ciuciu 2004] à travers une nou-
velle variable A = {amj ;m = 1 : M, j = 1 : J} appelés Niveaux de Réponse
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Neuronale (NRNs) étant donné qu’ils expriment le niveau de réponse vasculaire
induit par l’excitation neuronale.
L’approche DEC se base sur une parcellisation a priori définissant un par-
titionnement du cerveau en zones fonctionnellement homogènes (parcelles) de
manière à ce que l’on puisse considérer la forme de la FRH constante sur l’ensem-
ble des voxels de chaque parcelle.
Le modèle DEC représenté par la figure II.8 est donc défini, pour chaque voxel
j d’une parcelle cérébrale donnée Pγ, par l’équation suivante :
yj = Sjh+ P `j + bj avec Sj =
M∑
m=1
amj X
m (II.22)
où :
– yj est, comme défini précédemment, un vecteur de dimension N représen-
tant le signal BOLD pré-traité au voxel j.
– amj est le NRN correspondant à la condition m et au voxel j.
– Xm est une matrice binaire connue a priori qui représente les occurrences
du mième stimulus, sa dimension étant N × (D + 1) et sa construction
détaillée dans l’annexe B.
– h est un vecteur de dimension D+ 1 représentant la FRH commune à tous
les voxels j ∈ Pγ ainsi qu’à tous les types de stimuli m = 1 : M .
– P `j modélise les dérives basses fréquences au voxel j où P est une matrice
de dimensions N ×O et dont les colonnes forment une base orthogonale de
fonctions basses fréquences, `j sont les coefficients correspondants.
– bj est un vecteur de dimension N représentant le bruit.
II.4.1 Modèle bayésien hiérarchique
L’inférence bayésienne, comme précisé précédemment, nécessite la définition
de la vraisemblance ainsi que des lois a priori des variables et paramètres du
modèle.
Vraisemblance. En considérant un bruit gaussien bj ∼ N (0, σ2jΛ−1j ), où Λj =
IN dans le cas d’un bruit blanc gaussien indépendamment distribué, la distri-
bution conditionnelle des données est également gaussienne yj |aj,h, `j, σ2j ∼
N (Sjh + P `j, σ2jΛ−1j ), ce qui donne avec une hypothèse d’indépendance condi-
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Figure II.8 – Illustration du modèle de Détection-Estimation Conjointe (DEC) pour une
parcelle donnée Pγ et M = 4 types de stimuli, où amj représente le Niveau de Réponse Neu-
ronale (NRN) spécifique au voxel j et au type de stimulim. La FRH h est quant à elle spécifique
à la parcelle, tous deux contribuant à la formation du signal stimulus-induit auquel s’ajoutent
les dérives basses fréquences P `j et le bruit bj afin d’obtenir le signal BOLD yj .
tionnelle inter-voxels :
p
(
Y |A,h,L,σ2
)
=
J∏
j=1
p
(
yj |aj ,h, `j , σ2j
)
∝
J∏
j=1
σ−Nj |Λj |−
1
2 exp
(−y˜tjΛjy˜j
2σ2j
)
(II.23)
avec Y = {yj; j = 1 : J}, L = {`j; j = 1 : J} et y˜j = yj − Sjh − P `j.
Notons que la variable A peut être définie sous la forme A = {aj; j = 1 : J}
avec aj = {amj ;m = 1 : M} pour mettre en évidence les voxels ou sous la forme
A = {am;m = 1 : M} avec am = {amj ; j = 1 : J} pour mettre en évidence les
conditions.
Distribution a priori de la FRH. L’approche DEC utilise exactement le
même a priori gaussien défini dans l’approche RIF régularisée (section II.3.2)
et qui permet l’introduction d’un lissage temporel induisant des formes plus co-
hérentes d’un point de vue physiologique. La seule différence concerne le regroupe-
ment des FRHs à travers les voxels voisins ainsi que les différentes conditions pour
définir, à la place, une seule fonction par parcelle :
p (h | vh) ∝ v−
D−1
2
h exp
(
− 12vhh
tR−1h
)
(II.24)
où R =
{
Dt2D2
(∆t)4
}−1
est la matrice de covariance de h avec D2 la matrice des dif-
férences secondes associées au vecteur h. Comme dans le cas de la RIF régularisée
temporellement (section II.3.2), la matrice R permet d’exprimer une contrainte
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sur la dérivée seconde pénalisant ainsi les fortes variations de pentes. Cela dans
le but d’obtenir des FRH lisses.
Distribution a priori des NRNs. Différentes distributions ont été testées
dans la thèse de Salima Makni [Makni 2006] en commençant par une distribu-
tion gaussienne pour chaque condition expérimentale m. Cette distribution a
ensuite été remplacée par un mélange de deux gaussiennes (figure II.9-(a)) étant
donné qu’une parcelle en question peut parfois contenir des voxels activés et inac-
tivés par une condition. Pour ce faire, il a été introduit des variables binaires la-
tentes Q qu’on appellera labels par la suite. En tenant compte de l’indépendance
inter-voxels des NRNs conditionnellement aux labels et en faisant l’hypothèse
d’indépendance a priori des NRNs inter-conditions on peut écrire :
p (A |θA) =
M∏
m=1
p (am |θm) =
M∏
m=1
∑
qm
p (am | qm,θm) p(qm |θm)
=
M∏
m=1
∑
qm
 J∏
j=1
p(amj | qmj ,θm)
 p(qm |θm) (II.25)
avec
p(amj | qmj = i,θm) = N (amj ;µmi , vmi ) pour i ∈ {0, 1} (II.26)
où A = {am;m = 1 : M} avec am = {amj ; j = 1 : J}, θA = {θm;m = 1 : M}
avec θm = {µm1 , vm1 , µm0 , vm0 }, une contrainte étant l’imposition de la moyenne
de la classe inactive à 0 (µm0 = 0). Notons que qm = {qmj ; j = 1 : J} où pour
qmj = 1 (resp. 0), amj ∼ N (amj ;µm1 , vm1 ) (resp. N (amj ;µm0 , vm0 )) indiquant ainsi
l’appartenance du voxel j à la classe active (resp. inactive) pour la condition m,
cela nous permet d’écrire l’équation (II.26) sous la forme suivante :
p(amj | qmj ,θm) = (1− qmj ) N (amj ;µm0 , vm0 ) + qmj N (amj ;µm1 , vm1 ) (II.27)
Dans le cas où l’une des conditions est non pertinente pour une parcelle don-
née au sens où elle ne suscite pas d’activations significatives, les deux gaussi-
ennes du mélange gaussien a posteriori des NRNs se recouvrent largement et les
classes d’activation deviennent difficilement séparables (figure II.9-(b)) causant
une classification aléatoire des voxels et donc un taux de faux positifs élevé. L’util-
isation d’un modèle de mélange gamma-gaussien (figure II.10-(a)) permet d’éviter
ce genre de problème étant donnée la contrainte de positivité introduite par la
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distribution gamma sur les NRNs associés aux activations des voxels activés. Une
autre approche propose un mélange à trois classes (2 gammas et 1 gaussienne)
(figure II.10-(b)) permettant de modéliser les voxels activés et déactivés (avec
une activation négative) par deux classes différentes, rendant ainsi le modèle plus
robuste dans les cas où des voxels activés et déactivés co-existent dans la par-
celle étudiée. Cette modélisation est néanmoins moins parcimonieuse que celle à
deux classes dans certains cas où le passage de quelques voxels inactivés dans la
classe de déactivation, avec de faibles valeurs des NRNs associées, indique l’ab-
sence d’une déactivation significative [Vincent 2010a]. Ceci peut également être
abordé par une procédure de comparaison de modèles [Raftery 2007] qui, dans le
cas de l’approche DEC, doit être effectuée parcelle par parcelle si on veut modé-
liser trois classes. Une autre possibilité utilisée dans [Smith 2007] est le mélange
bernoulli-gaussien, où la classe active est modélisée par une gaussienne centrée
autour d’une valeur non nulle et l’inactive est modélisée par une Dirac en 0, ce
qui correspond à la version dégénérée du modèle à 2 classes gaussiennes lorsque
la variance de la classe modélisant les voxels inactivés tend vers 0. Un mélange
bernoulli-gaussien risque cependant de causer une augmentation de la variance
estimée de la classe active afin d’englober les voxels inactivés se situant autour
de 0.
(a) (b)
Figure II.9 – (a) Illustration de l’a priori de mélange gaussien pour les NRNs avec une
gaussienne centrée en 0 représentant la classe inactive et une autre centrée autour d’une moyenne
non nulle représentant la classe active. (b) Illustration du problème de la perte d’identifiabilité
du mélange gaussien a posteriori, notons la confusion entre les deux classes d’activation dans
le cas d’une condition non pertinente.
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(a) (b)
Figure II.10 – Illustration de l’a priori de mélange gamma-gaussien (a) et de mélange à trois
classes (2 gammas et 1 gausienne) (b) pour les NRNs. Une gaussienne centrée en 0 représente
la classe de voxels inactivés dans les deux cas alors que deux distributions gamma permettent
de modéliser deux classes d’activation des voxels (activés et déactivés) dans (b) au lieu d’une
seule classe modélisant uniquement les voxels activés dans (a).
Distribution a priori des labels Q. Les premiers travaux sur l’approche DEC
[Makni 2005], ont considéré un mélange gaussien indépendant sur les NRNs en
supposant une indépendance inter-voxels sur les variables latentes Q :
p (Q | ξ) =
M∏
m=1
p (qm | ξm) =
M∏
m=1
∏
j
p
(
qmj | ξm
)
(II.28)
L’extension de l’approche DEC tenant compte de la modélisation de l’informa-
tion spatiale a été mise en place à travers les travaux de thèse de Thomas Vin-
cent [Vincent 2010a, Vincent 2010b, Vincent 2007] par la définition a priori d’un
champ de Markov discret (champ de Ising pour le cas de 2 classes) sur les labels,
ce qui a permi la modélisation d’un mélange spatial sur les NRNs. Cet a priori
est exprimé par l’équation suivante, en gardant l’hypothèse d’indépendance entre
les différentes conditions :
p (Q | ξ) =
M∏
m=1
p (qm | ξm) =
M∏
m=1
1
Z(ξm)
exp(ξmU(qm)) (II.29)
avec
Z(ξm) =
∑
qm
exp(ξmU(qm)) (II.30)
U(qm) = 12
∑
j
∑
k∈Nj
uj,k I(qmj = qmk ) (II.31)
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où I(x) = 1 si x est vrai et 0 sinon, Nj définit les voxels k voisins de j et uj,k
sont les poids associés à chaque paire de voisinage (j, k). Dans (Vincent 2010)
le voisinage choisi est de type six-connexité en 3D permettant de fixer uj,k = 1
pour k ∈ Nj et 0 sinon. On pourrait également prendre en compte l’anisotropie
des images selon une des directions (généralement z), en affectant des valeurs de
poids différents aux voisins n’ayant pas la même distance de voisinage avec le
voxel en question. Enfin, la régularité spatiale est représentée par ξ = {ξm;m =
1 : M} où ξm ≥ 0 contrôle, pour la mième condition, la régularité spatiale entre
les composantes de qm. Une valeur nulle de ξm par exemple, n’impose aucune
corrélation inter-voxels. Plus la valeur de ξm augmente, plus on favorise la présence
de clusters de voxels jusqu’à ce que la valeur de ξm devienne assez grande pour
favoriser l’appartenance de tous les voxels à la même classe. Cette approche est
d’un côté (i) non-supervisée dans le sens où le paramètre de régularité spatiale
ξm est estimé et d’un autre (ii) adaptative dans le sens où ξm varie entre les
différentes conditions ξm 6= ξm′ ainsi qu’entre les différentes parcelles cérébrales.
Densité a posteriori. Etant données les définitions ci-dessus de la vraisem-
blance et des lois a priori, et en considérant un bruit blanc gaussien, cette densité
est définie par :
p(A,Q,h,L,θ |Y ) ∝ p(Y |A,h,L,σ2) p(A |Q,θA) p(Q | ξ)
p(h | vh) p(L | v`) p(θ) (II.32)
où θ = {σ2,θA, ξ, vh, v`} et p(θ) permet l’introduction d’a priori sur les paramètres
du modèle et dont la définition sera détaillée dans les sections d’inférence (chapitre
III). Le terme p(L | v`) représente la loi a priori sur les coefficients L des dérives
basses fréquences, cette loi étant définie selon l’équation suivante et en supposant
une indépendance spatiale inter-voxels :
p (L | v`) =
∏
j
p (`j | v`) =
∏
j
N (`j;0, v`IO) (II.33)
avec O la dimension du vecteur `j et v`IO sa matrice de variance-covariance.
II.4.2 Choix de la parcellisation
Deux critères principaux concernant la parcellisation ont été étudiés. Le pre-
mier s’intéresse au nombre de parcelles optimal qui, selon un Critère d’Informa-
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tion Bayésien (BIC) et une procédure de validation croisée, est d’environ 200
parcelles par hémisphère [Thyreau 2006]. Le deuxième concerne l’influence de la
position des parcelles qui serait majorée s’il y avait un changement brusque de
la réponse vasculaire aux frontières entres parcelles. D’après une analyse réalisée
dans [Vincent 2010a], la forme de la FRH semble avoir un caractère diffus pas
très sensible au positionnement des parcelles à l’inverse de son amplitude captée
par les NRNs et qui est liée à la parcellisation des données.
Plusieurs travaux de recherche se sont intéressés à la parcellisation cérébrale.
Celle proposée dans [Flandin 2002a, Flandin 2002b], par exemple, est basée sur
les K-means utilisant des distances géodésiques où l’introduction de contraintes
anatomiques et fonctionnelles est effectuée à travers l’utilisation de poids sur
ces distances. Certains travaux proposent une parcellisation anatomique basée
sur les gyri [Cachia 2003] ou les sillons [Perrot 2009]. D’autres l’effectuent à par-
tir des données fonctionnelles et des cartes statistiques issues du MLG classi-
que [Thirion 2005, Thirion 2006, Tucholka 2008]. Ce dernier souffre cependant
d’un problème de modélisation de la FRH, ce qui risque d’influencer la parcel-
lisation obtenue. Il existe aussi, des atlas anatomo-fonctionnels : l’AAL, l’atlas
Harvard–Oxford, l’altlas sulci, Ncuts, les réseaux resting-state [Varoquaux 2013].
De récents travaux s’intéressent au raffinement d’une parcellisation initiale au
cours de l’analyse DEC [Chaari 2012]. Enfin, nous citons les travaux de thèse de
Yongnan Ji [Ji 2010] qui s’intéressent à l’optimisation de la parcellisation com-
mune à un groupe de sujets, ceci en se basant sur le principe de partitionnement
d’un graphe multipartite. L’étude de l’optimalité de la parcellisation ne faisant
pas partie de ce travail de thèse, nous avons utilisé une parcellisation obtenue à
partir de l’algorithme de clustering hiérarchique de Ward basé sur la minimisation
de la variance intra-classe en tenant compte d’une contrainte de connexité.
II.5 Conclusion
Ce chapitre constitue en première partie un état de l’art sur les méthodes
d’analyses les plus répandues en IRMf parmi lesquelles certaines s’intéressent
uniquement à la détection des activités cérébrales induites par les différentes
conditions (types de stimuli) présentes dans le paradigme expérimental. D’autres
se focalisent sur l’estimation de la FRH reflétant l’hémodynamique qui est à la
base du signal BOLD et qui varie entre les différentes régions cérébrales et entre
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les différents sujets.
Nous avons aussi vu l’intérêt des approches bayésiennes par rapport aux in-
férences classiques dans le sens où elles permettent la prise en compte d’informa-
tions a priori dans le but d’améliorer les résultats d’analyse.
Les aspects de détection et d’estimation étant inter-dépendants, une approche
DEC les réunissant a été introduite et dont plus de détails seront discutés dans
les chapitres suivants étant donné que cette approche constitue le socle commun
à mes contributions.

Chapitre III
Approches parcimonieuses en
IRMf
La non pertinence d’une condition expérimentale (type de stimuli) en IRMf
est définie comme l’absence d’activité significative induite par celle-ci. Différents
travaux se sont intéressés à cette notion ainsi qu’à son influence sur les résultats
d’analyse. Dans [Donnet 2004], les auteurs proposent une procédure de sélec-
tion de modèles permettant de déterminer la sous-famille des conditions perti-
nentes. Elle nécessite cependant l’exécution de tous les modèles possibles (2M
si M est le nombre de conditions) et donc un temps de calcul élevé. De plus,
elle n’autorise pas la famille de conditions pertinentes à changer entre les régions
cérébrales. Une autre possibilité est d’effectuer cette sélection adaptativement
et simultanément à l’analyse. Dans le contexte du MLG standard, les travaux
de [Luo 2005, Oikonomou 2012] proposent d’introduire un a priori ARD (Au-
tomatic Relevance Determination) sur les effets β. Cette procédure est utilisée
dans la méthode RVM (Relevance Vector Machine) qui représente une technique
d’apprentissage bayésien permettant de résoudre des problèmes de régression et
de classification parcimonieuses [Tipping 2001]. Les auteurs s’intéressent princi-
palement à la modélisation parcimonieuse des dérives basses fréquences et non
du signal stimulus-induit. De plus, ils utilisent une FRH canonique fixe à travers
le cerveau entier.
Dans ce travail de thèse, nous nous sommes intéressés à la sélection adaptative
et automatique des conditions pertinentes dans l’approche DEC dans laquelle
la FRH est estimée. Comme nous l’avons vu dans le chapitre précédent, cette
approche suppose, pour chaque condition m, que les NRNs suivent une loi de
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mélange de deux gaussiennes, une représentant la classe des voxels activés et
une autre centrée autour de 0 représentant la classe des voxels inactivés, ceci
indépendamment du fait que la condition m soit pertinente ou non. Or, si m
est non pertinente, les NRNs seront tous proches de 0 mais le modèle cherchera
néanmoins à estimer deux gaussiennes au lieu d’une. Afin de pallier ce problème
de surajustement du modèle, nous proposons d’introduire un groupe de variables
binaires supplémentaires w = {wm;m = 1 : M} (section III.2.1) où wm exprime
la pertinence de la mième condition dans une parcelle donnée Pγ. Ceci nous
ramène à une procédure de sélection de variables [OHara 2009]. Une difficulté est
le choix de la loi de w en fonction des autres variables et paramètres du modèle
pour traduire la notion de pertinence souhaitée. Ici, nous proposons une loi de
Bernoulli dans laquelle la probabilité de succès (la condition est pertinente) est
une fonction sigmoïde S(x) fournissant un passage de 0 à 1 moins brusque et donc
plus tolérant aux incertitudes qu’une fonction escalier. On appellera l’abscisse du
point d’inflexion de la sigmoïde le seuil de pertinence étant donné qu’au-dessus de
cet abscisse la probabilité qu’une condition soit considérée comme pertinente est
élevée (> 0.5). La question étant le choix de x parmi les variables ou paramètres
du modèle ainsi que le choix du seuil de pertinence. Deux propositions ont été
testées dans le cadre de ce travail de thèse, la première consiste à lier w aux labels
Q (section III.2.2) et la deuxième à lier w aux paramètres µ1 = {µm1 ;m = 1 : M}
où µm1 représente la moyenne de la classe active pour la mième condition (section
III.2.3).
Pour commencer nous allons présenter le MLG creux (sparse) proposé par
[Luo 2005, Oikonomou 2012]. Nous discuterons ensuite, l’approche DEC parci-
monieuse qui représente la contribution principale de cette thèse en détaillant les
deux propositions de positionnement dew par rapport aux variables et paramètres
du modèle ainsi que les deux techniques d’inférences (MCMC et VEM) sur
lesquelles va se baser notre analyse. Enfin, l’a priori ARD utilisé dans la lit-
térature pour gérer le problème de pertinence dans le cadre de la modélisation
des dérives basses fréquences, a également été adapté (section III.2.4) à l’approche
DEC, où les w ne sont plus des variables binaires mais gaussiennes. Ceci permet
de donner des scores de pertinence aux conditions expérimentales plutôt que des
valeurs binaires. De plus l’a priori ARD représente un exemple de loi où w n’est
plus reliée aux variables et paramètres du modèle comme c’est le cas dans le choix
de la fonction sigmoïde.
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Par la suite les matrices et vecteurs sont notés en gras avec les matrices en
majuscule et les vecteurs en minuscule. Un vecteur est par convention un vecteur
colonne. La transposé est notée t. Notons aussi que le modèle DEC standard qui
considère toutes les conditions comme pertinentes sera désigné par la suite par le
modèle complet.
III.1 MLG creux (sparse)
Comme expliqué dans le chapitre II, le MLG est exprimé par l’équation suiv-
ante :
∀j ; yj = Xβj + bj (III.1)
où yj = {yn,j;n = 1 : N}t représente le signal BOLD au voxel j avec N le nombre
de scans, X est la matrice de dessin de taille N × R et βj = {βrj ; r = 1 : R}t
avec R le nombre de régresseurs. Dans ce modèle les dérives basses fréquences
représentant les artéfacts physiologiques peuvent être écartées à travers un filtrage
passe-haut dont la fréquence de coupure f0 doit être choisie correctement ou bien
en les modélisant dans la matrice de dessin X à travers une base de fonctions.
La difficulté étant, dans ce dernier cas, le choix du nombre de fonctions de base
évitant à la fois le sur et le sous apprentissage. Afin de faire face à cette difficulté
[Luo 2005, Oikonomou 2012] proposent une extension creuse du MLG où une
procédure d’apprentissage bayésien permet, à partir des données, la selection des
régresseurs pertinents nécessaires à la modélisation du signal observé, rendant
ainsi la matrice de dessin flexible en sélectionnant simultanément à l’analyse la
sous famille R′ des R régresseurs exprimant au mieux les données. Les auteurs
s’intéressent principalement à la sélection des fonctions de base modélisant les
dérives, ceci en définissant la matrice de dessin comme suit :
X = [x1|x2|...|xn|...|xN |s|1] (III.2)
avec xn pour n = 1, ..., N représentent les régresseurs des dérives basses fréquences,
s le régresseur stimulus-induit représentant la convolution du paradigme avec la
FRH canonique et le dernier régresseur étant un régresseur constant représentant
la ligne de base. Le but est donc de réduire la matrice de dessin de dimension
N ×R avec R = (N + 2) à la dimension N ×R′, ceci en introduisant un a priori
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ARD sur les effets βj :
p(βj |αj) =
R∏
r=1
N
(
βrj ; 0,
1
αj,r
)
(III.3)
où αj = {αj,r; r = 1 : R} et p(αj) est supposé uniforme dans [Luo 2005] et de
loi gamma dans [Oikonomou 2012] p(αj) ∝
R∏
r=1
αa−1j,r exp(−b αj,r) avec a, b → 0
pour obtenir une loi non informative. L’analyse montre que la plupart des hyper-
paramètres αj,r tendent vers de grandes valeurs réduisant les effets correspondants
βrj à 0 et éliminant ainsi les régresseurs en question. Des analyses sur données
simulées et réelles [Luo 2005, Oikonomou 2012] montrent l’intérêt de cette sélec-
tion sur les résultats de traitement où une baisse du taux de faux positifs est
remarquée. L’approche est efficace concernant la détermination du nombre de
fonctions de base. Elle considère cependant une FRH canonique et ne discute pas
la sélection de régresseurs stimulus-induits (un seul type de condition expérimen-
tale est présent dans les données traitées). Ici nous allons nous intéresser à la
pertinence de modélisation du signal stimulus-induit dans le cadre de l’approche
DEC où la FRH est estimée. Etant donné que le nombre de conditions expéri-
mentales dans les expériences IRMf n’est pas énorme, l’approche proposée sera
désignée comme parcimonieuse au lieu de creuse.
III.2 Approches DEC parcimonieuses
III.2.1 Introduction d’une variable de pertinence
Comme expliqué précédemment, nous avons proposé de modéliser la perti-
nence des conditions expérimentales à travers un vecteur de variables supplémen-
taires w = {wm;m = 1 : M} où wm = 0 exprime la non pertinence de la mième
condition dans la parcelle Pγ et induit donc la suppression du terme correspon-
dant dans la modélisation du signal stimulus-induit
M∑
m=1
amj w
mXm. Le modèle
DEC devient donc :
yj = Sjh+ P `j + bj avec Sj =
M∑
m=1
amj w
mXm (III.4)
La seule différence concernant la vraisemblance par rapport au modèle DEC
standard (équation (II.23)) est la définition du terme Sj qui inclut le groupe de
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variables supplémentaires w. Les distributions a priori sur h et Q ne changent
pas par rapport à l’approche DEC standard (équations (II.24) et (II.29)). La
distribution a priori des NRNs est cependant modifiée afin de prendre en compte
la nouvelle variable de pertinence. Dans la section II.4.1, plusieurs a priori ont été
testés parmi lesquels le mélange gaussien semblait être le plus parcimonieux. Cette
définition souffre cependant d’un problème de perte d’identifiabilité du mélange
gaussien a posteriori dans le cas d’une condition non pertinente. Une solution
possible, proposée par Salima Makni (Makni 2006), est de remplacer ce mélange
par un mélange gamma-gaussien afin de garantir la positivité de la classe active
évitant ainsi sa confusion avec la gaussienne inactive et donc la classification
aléatoire des voxels induisant un taux de faux positifs élevé quand m est non
pertinente. Néanmoins, cette définition ne tient pas compte de la présence de
voxels déactivés, ce qui pourait être faisable avec une modélisation à trois classes
(section II.4.1). Ici, nous revenons au mélange gaussien en proposant de résoudre
le problème de pertinence différemment à travers l’ajout dew et la modélisation a
priori du principe que la plupart des voxels sont inactivés quand une condition m
est non pertinente (wm = 0) dans une parcelle donnée Pγ, ceci indépendamment
des étiquettes qm = {qmj ; j ∈ Pγ}. Pour cela, l’a priori des NRNs devient :
p (A |θA) =
M∏
m=1
∑
qm,wm
p (am | qm, wm,θm) p(qm, wm |θm) (III.5)
p (am | qm, wm,θm) =
J∏
j=1
[
(1− qmj wm)N (µm0 , vm0 ) + qmj wmN (µm1 , vm1 )
]
(III.6)
Pour i ∈ {0, 1},
(
amj |wm = 1, qmj = i
)
∼ N (µmi , vmi ) et
(
amj |wm = 0, qmj = i
)
∼
N (µm0 , vm0 ), les NRNs ne dépendent donc plus des labels quand wm = 0 mais sont
tous distribués selon la distribution centrée en 0 de la classe inactive d’où le rôle
de la variable de pertinence wm.
Définition de la loi sur w. Comme pour les autres variables du modèle, on
suppose une indépendance entre les différents types de stimuli (la pertinence
d’une condition est indépendante de la pertinence d’une autre dans une parcelle
donnée).
• Cas d’un wm binaire : on utilise une distribution de Bernoulli B(pm) avec
pm = S(xm) une fonction sigmoïde dépendant de xm. Cette dernière sera définie
par la suite à l’aide des variables et paramètres du modèle. Notons τ = {τ1, τ2} les
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paramètres de la sigmoïde avec τ1 le paramètre contrôlant la pente de la sigmoïde
et τ2 l’abscisse de son point d’inflexion considéré comme le seuil de pertinence
au-dessus duquel la condition a une grande probabilité (> 0.5) d’être considérée
comme pertinente. La loi sur wm est donc exprimée par l’équation suivante :
p(w |x, τ ) =
M∏
m=1
p(wm |xm, τ ) =
M∏
m=1
[wmpm + (1− wm)(1− pm)] (III.7)
avec
pm = p(wm = 1 |xm, τ ) = S(xm) = 11 + exp [−τ1 (xm − τ2)] (III.8)
Avant de passer à l’étape d’inférence, deux points principaux concernant la défini-
tion de pm doivent être discutés :
– Le choix de xm dans l’équation (III.8) qui doit être cohérent avec la défini-
tion de la non pertinence selon laquelle une condition m non pertinente ne
cause pas d’activité significative. Ceci peut se traduire par un faible nombre
de voxels activés
J∑
j=1
qmj où la présence de quelques voxels activés (qmj = 1)
serait induit par le bruit. Une possibilité est donc de choisir xm =
J∑
j=1
qmj ,
où J représente le nombre de voxels de la parcelle Pγ (section III.2.2). Une
autre possibilité serait le choix xm = (µm1 )2 (section III.2.3) où une faible
valeur de µ1 (moyenne de la classe active) reflèterait l’absence d’activité
significative. Ces deux propositions ont été développées et testées sur des
jeux de données simulées et réelles qu’on détaillera dans les chapitres IV et
V.
– Le choix des paramètres de la sigmoïde τ1, τ2 qui sera détaillé dans le
chapitre IV.
• Cas d’un a priori ARD : dans le précédent choix de la loi sur wm nous
avons proposé de lier cette variable à d’autres variables du modèle à travers une
fonction sigmoïde. Une autre possibilité consiste à définir un a priori spécifique
à wm comme c’est le cas de l’a priori ARD déjà utilisé pour la détection de la
pertinence d’un régresseur de la matrice de dessin du MLG où il a été défini sur
les effets β (section III.1). Une approche comparable en DEC serait l’application
de cet a priori sur les variables A représentant les NRNs. Etant donné l’a priori
de mélange gaussien déjà défini sur ces variables, nous proposons d’appliquer l’a
priori ARD sur les variables de pertinence w. Une telle définition induirait des
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w réelles et non plus binaires, ce qui revient dans le cas où wm n’est pas estimée
à 0 pour la condition m à factoriser une partie de A dans w causant ainsi un
problème d’identifiabilité. Notons alors que quantativement la variable A dans le
modèle complet serait équivalente au produit Aw dans le modèle parcimonieux
avec un a priori ARD sur w. En gardant la notion d’indépendance entre les
conditions expérimentales l’a priori sur w devient :
p(w|α) =
M∏
m=1
p(wm|αm) =
M∏
m=1
N
(
wm; 0, 1
αm
)
(III.9)
où αm représente la précision.
III.2.2 Connexion aux variables de classification
La non pertinence étant définie comme l’absence d’activations significatives
pour une condition expérimentale m dans une parcelle donnée Pγ, on peut donc
considérer la condition non pertinente si le nombre de voxels activés par celle-ci
est suffisamment petit. Ceci peut être effectué en faisant dépendre les variables
de pertinence w des labels (variables de classification) Q. Dans ce cas, on peut
choisir xm =
J∑
j=1
qmj et la sigmoïde précédemment définie devient :
pm = S
 J∑
j=1
qmj
 = 1
1 + exp
[
−τ1
(
qm/j + qmj − τ2
)] (III.10)
avec qm/j =
∑
j′ 6=j
qmj′
Comme indiqué précédemment, l’inférence a été effectuée à travers deux tech-
niques MCMC, en continuation des travaux de thèse de Salima Makni et Thomas
Vincent [Makni 2006, Vincent 2010a], et VEM, en continuation des travaux de
Lotfi Chaari [Chaari 2013].
III.2.2.1 Simulations de Monte Carlo par Chaînes de Markov - MCMC
Cette technique permet la simulation d’échantillons tirés selon une distribu-
tion complexe, et impossible à simuler par tirages indépendants. Son nom vient
du fait que la simulation d’une nouvelle réalisation est basée sur la réalisation
précédente générant ainsi une chaîne de Markov où la probabilité de transition
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vers une nouvelle réalisation dépend uniquement de la réalisation la plus récente.
Densité a posteriori. En tenant compte de la définition de la vraisemblance
ainsi que des lois a priori détaillées ci-dessus nous pouvons écrire la densité a
posteriori à laquelle nous nous intéressons de la manière suivante :
p(A,w,Q,h,L,θ |Y ) ∝ p(Y |A,w,h,L,σ2) p(A |w,Q,θA) p(Q | ξ)
p(w |Q, τ ) p(h | vh) p(L | vl)p(θ) (III.11)
où p(L | vl) représente l’a priori sur les coefficients L = {`j; j = 1 : J} des dérives
basses fréquences (équation II.33). Rappelons que θ = {σ2,θA, τ , ξ, vh, vl}. Ici,
les paramètres de la sigmoïde τ = {τ1, τ2} sont fixés et la distribution a priori de
θ est définie par :
p(θ) = p(σ2) p(θA) p(ξ) p(vh) p(vl)
= p(vh) p(vl)
∏
j
p(σ2j )
∏
m
[p(θm)p(ξm)] (III.12)
où p(σ2j )∝ 1σ2j , p(vh)∝
1
vh
et p(vl)∝ 1vl sont des a priori non informatifs de Jeffrey
(Annexe F.3). L’a priori sur le paramètre de régularité spatiale du champ de Ising
est uniforme p(ξm)=U[0,ξmaxm ] où ξmaxm = 2 car le champ de Ising est totalement cor-
rélé au delà de cette valeur [Vincent 2010a]. Enfin l’a priori sur les paramètres du
mélange gaussien sur les NRNs est p(θm)=N (µm1 ;mµm1 , vµm1 )
∏
i∈{0,1}
IG(vmi ;αvmi , λvmi ).
La représentation graphique du modèle parcimonieux est illustrée par la figure
III.1-(b) où un bloc exprimant la pertinence a été ajouté par rapport au graphe
représentant le modèle DEC complet (figure III.1-(a)). Nous allons par la suite
introduire, dans le cadre de l’approche DEC parcimonieuse, l’échantillonneur de
Gibbs (Annexe F.7), qui est une méthode MCMC particulière qui a été utilisée
avec succès dans de nombreuses analyses bayésiennes.
On rappelle que les variables et paramètres à estimer sont (A,Q), ξ,θA,w,h,
vh,L, vl,σ
2, ce qui nécessite la définition des distributions conditionnelles suiv-
antes pour l’échantillonneur de Gibbs :
– Pour chaque voxel j et chaque condition m :
p
(
amj , q
m
j |Y ,am\j,A\m, qm\j,Q\m,w,h,L,θ
)
– Pour chaque condition m :
– p (ξm | qm)
– p
(
θm |Y ,A,Q,w,h,L,θ\θm
)
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– p
(
wm |Y ,A,Q,w\m,h,L,θ
)
– p (h |Y ,A,Q,w,L,θ)
– p (vh |h)
– p (L |Y ,A,Q,w,h,θ)
– p (vl |L)
– p
(
σ2 |Y ,A,Q,w,h,L,θ\σ2
)
où x\j = [xj′ ; j′ = 1 : J et j′ 6= j], x\m = [xm′ ;m′ = 1 : M et m′ 6= m] et
θ\x contient tous les élements de θ sauf x. Ci-dessous les formes obtenues pour
(a) (b)
Figure III.1 – Modèle graphique illustrant, pour une parcelle Pγ , les dépendances entre
les variables aléatoires (cercles) et les paramètres (rectangles) du modèle DEC complet (a) et
parcimonieux (b) dans le cadre de l’inférence MCMC : les variables observées Y ainsi que les
paramètres fixés sont en blanc et les variables non observées sont en rouge.
chacune de ces distributions et dont le calcul détaillé se trouve dans l’annexe
C. Notons que nous garderons, dans le conditionnement, uniquement les termes
dépendant de la variable d’intérêt.
♣ Distribution conditionnelle de
(
amj , q
m
j
)
L’idée ici consiste à simuler la distribution conditionnelle du couple de variables(
amj , q
m
j
)
comme expliqué dans la section F.7, ce qui permettra un meilleur taux
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de mélange de la chaîne (Rao Blackwellisation) donc une convergence plus rapide
[Dyk 2008, Park 2009]. La loi du couple s’écrit sous la forme :
p
(
amj , q
m
j |yj,a\mj ,w, qm\j,h, `j, σ2j ,θm, ξm
)
=p
(
amj |qmj ,yj,a\mj ,w,h, `j, σ2j ,θm
)
p
(
qmj |yj,a\mj ,w,h, `j, σ2j , qm\j,θm,ξm
)
(III.13)
En faisant passer qmj de l’autre côté du conditionnement on obtient la distribution
conditionnelle de Amj qui s’écrit sous la forme suivante :
p
(
amj | qmj ,yj,a\mj ,w,h, `j, σ2j ,θm
)
= (1− qmj wm) N (amj ;µm0,j, vm0,j) + qmj wm N (amj ;µm1,j, vm1,j) (III.14)
Les paramètres du mélange étant vmi,j =
(
wmhtXmtΓjXmh+ 1vmi
)−1
et µmi,j =
vmi,j
(
wmemj
tΓjXmh+ µ
m
i
vmi
)
, où emj = yj −
∑
m′ 6=m
am
′
j w
m′Xm
′
h − P `j et Γj = Λjσ2j
la matrice de variance-covariance du bruit avec Λj = IN dans le cas d’un bruit
blanc gaussien.
La distribution conditionnelle marginale de qmj est quant à elle obtenue en inté-
grant la loi du couple (amj , qmj ) (équation (III.13)) par rapport à amj :
p
(
qmj |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
=
∫
amj
p
(
amj , q
m
j |yj,a\mj ,w, qm\j,h, `j, σ2j ,θm, ξm
)
damj
La probabilité qu’un voxel soit considéré comme activé conditionnellement aux
données ainsi qu’aux variables et paramètres du modèle est donc exprimée par :
p
(
qmj = 1 |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
=
1+
p(qmj =0 | qm\j ,ξm) p(wm | qmj =0,qm\j ,τ )
p(qmj =1 | qm\j ,ξm) p(wm | qmj =1,qm\j ,τ )
1− wm
{
1−
√
vm1,jv
m
0
vm0,jv
m
1
exp
(
−12
[
(µm1 )2
vm1
− (µm0 )2
vm0
− (µm1,j)2
vm1,j
+ (µ
m
0,j)2
vm0,j
])}

−1
(III.15)
♣ Distribution conditionnelle de wm
Le calcul détaillé de cette distribution nous permet d’obtenir l’équation suivante
exprimant la probabilité qu’une condition m soit considérée comme pertinente
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conditionnellement aux données ainsi qu’aux variables et paramètres du modèle :
p(wm = 1 |Y ,A,w\m, qm,h,L,σ2,θm, τ )
=
1 +
p(wm=0 | qm,τ )
p(wm=1 | qm,τ )
(
vm0
vm1
)−Jm12 exp(−∑
j∈Jm1
[
(amj −µm0 )2
2vm0
− (a
m
j −µm1 )2
2vm1
])
exp
[
− ∑
j∈J
1
2
(
−2amj emj tΓjXmh+
(
amj
)2
htXmtΓjXmh
)]

−1
(III.16)
♣ Distribution conditionnelle de hγ
La vraisemblance ainsi que l’a priori sur h étant gaussiens, on peut montrer que
la distribution a posteriori conditionnelle de hγ est également gaussienne :
p
(
h |Y ,A,w,L,σ2, vh
)
= N (h;µh,Σh) (III.17)
avec Σh =
(
R−1
vh
+∑
j
StjΓjSj
)−1
et µh = Σh
∑
j
StjΓj(yj−P `j). On rappelle que
la matrice de covariance R =
(
Dt2D2
(∆t)4
)−1
(Annexe A) exprime une contrainte sur
la dérivée seconde afin de pénaliser les fortes variations de pente et obtenir des
FRH lisses plus plausibles physiologiquement.
♣ Distribution conditionnelle de vh
En revenant aux distributions a priori sur hγ et vh on peut facilement conclure
que la loi conditionnelle de vh est une loi inverse Gamma :
p (vh |h) = IG(vh;αvh , λvh) (III.18)
avec αvh = D−12 et λvh =
1
2 h
tR−1h.
♣ Distribution conditionnelle de σ2
Ce terme dépend uniquement de la vraisemblance ainsi que de l’a priori sur σ2 à
partir desquelles la distribution conditionnelle obtenue pour chaque paramètre σ2j
est une loi inverse Gamma, où l’indépendance voxellique est due à celle présente
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dans la vraisemblance (équation (II.23)) et l’a priori (équation (III.12)) :
p
(
σ2 |Y ,A,w,h,L
)
=
∏
j
IG(σ2j ;ασ2j , λσ2j ) (III.19)
avec ασ2j =
N
2 , λσ2j =
y˜tjΛj y˜j
2 et Γj =
Λj
σ2j
.
♣ Distribution conditionnelle de θm
Les a priori précédemment définis sur θm = {µm1 , vm1 , vm0 } étant conjugués (gauss-
ienne pour µm1 et inverse Gamma pour vm1 et vm0 ), on en déduit des distributions
conditionnelles de même nature avec des paramètres différents.
• Moyenne de la classe active µm1
p (µm1 |am, wm, qm, vm1 )
= (1− wm) N
(
µm1 ;mµm1 , vµm1
)
+ wm N
(
µm1 ;Mµm1 , Vµm1
)
(III.20)
avec Vµm1 =
(
1
vµm1
+ J
m
1
vm1
)−1
et Mµm1 = Vµm1
mµm1vµm1 +
∑
j∈Jm1
amj
vm1
. Rappelons que mµm1
et vµm1 représentent les moyennes et variances de la loi a priori sur µ
m
1 .
• Variance de la classe inactive vm0 :
p (vm0 |am, wm, qm, µm0 )
= (1− wm) IG(vm0 ;A0,vm0 , B0,vm0 ) + wm IG(vm0 ;A1,vm0 , B1,vm0 ) (III.21)
avec A0,vm0 = αvm0 +
J
2 , B0,vm0 = βvm0 +
∑
j∈J
(amj −µm0 )2
2 , A1,vm0 = αvm0 +
Jm0
2 et B1,vm0 =
βvm0 +
∑
j∈Jm0
(amj −µm0 )2
2 , où J
m
0 désigne l’ensemble des voxels de la classe inactive
(i = 0) correspondant à la mième condition dans la parcelle Pγ. Comme désigné
précédemment, αvm0 et βvm0 , sont les hyperparamètres de la loi a priori sur v
m
0 .
• Variance de la classe active vm1 :
p (vm1 |am, wm, qm, µm1 )
= (1− wm) IG(vm1 ;αvm1 , βvm1 ) + wm IG(vm1 ;A1,vm1 , B1,vm1 ) (III.22)
avec A1,vm1 =αvm1 +
Jm1
2 , B1,vm1 = βvm1 +
∑
j∈Jm1
(amj −µm1 )2
2 , où J
m
1 désigne l’ensemble des
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voxels de la classe active (i = 1) correspondant à la mième condition dans la
parcelle Pγ. Rappelons que, αvm1 et βvm1 , sont les hyperparamètres de la loi a
priori sur vm1 .
Notons que les hyperparamètres des lois a priori sont choisis de manière à
obtenir des a priori non informatifs.
♣ Distribution conditionnelle de L
Etant donné l’indépendance spatiale de la vraisemblance ainsi que de l’a priori sur
L et tenant compte de la nature gaussienne des lois voxelliques correspondantes,
la distribution conditionnelle de chaque `j est gaussienne :
p
(
L |Y ,A,w,h,σ2, v`
)
=
∏
j
N (`j;µ`j ,Σ`j) (III.23)
avec Σ`j =
(
IO
v`
+ P tΓjP
)−1
et µ`j = Σ`jP tΓj (yj − Sjh).
♣ Distribution conditionnelle de v`
Comme pour vh la loi conditionnelle de v` ne dépend que de son a priori ainsi
que de celui de L, desquels on déduit facilement la loi inverse Gamma suivante :
p(v` |L) = IG(v`;αv` , λv`) (III.24)
avec αv` = OJ2 et λv` =
∑
j
||`j ||2
2 .
♣ Distribution conditionnelle de ξ
L’indépendance inter-conditions des a priori définis sur les labelsQ et les paramè-
tres ξ est conservée dans la loi conditionnelle de ce dernier, ce qui donne :
p (ξ |Q) ∝
M∏
m=1
1
Z (ξm)
exp [ξmU (qm)]U[0,ξmaxm ](ξm) (III.25)
L’estimation de ξm est réalisée à travers une étape de Metropolis-Hasting (An-
nexe C) [Pereyra 2013, Vincent 2010a].
Calcul de la fonction de partition Z(ξm). Le calcul de la constante de normal-
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isation du champ de Ising Z(ξm) =
∑
qm
exp [ξmU(qm)] nécessite la prise en compte
de toutes les configurations possibles de qm qui s’élèvent à 2J et qui atteignent
déjà un millier de configurations avec seulement une dizaine de voxels. Son éva-
luation à chaque itération de l’algorithme demeure trop coûteuse en temps de
calcul mais elle demeure indépendante des données. Elle peut donc être tabulée à
l’avance à travers une procédure de path sampling [Vincent 2010a] sur une grille
discrète dense de valeurs de ξ (ξg = gξmax/G; g = {0, 1.., G} avec G = 103). Une
interpolation linéaire est ensuite effectuée pour les valeurs de ξ en dehors de la
grille.
L’estimation, préalable à l’échantillonnage, de la fonction de partition Z(ξ) du
champ de Ising ainsi que l’échantillonneur de Gibbs sont décrits par les tables
III.1 et III.2 respectivement.
a- Estimation de la fonction de partition Z(ξ) sur une grille de valeur de ξ.
b- Interpolation linéaire de Z(ξ) en dehors des points de la grille.
Table III.1 – Étapes de l’estimation préalable de la fonction de partition du
champs de Ising
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a- Initialisation A(0),Q(0),w(0),θ(0)A , ξ(0),h(0), v
(0)
h ,L
(0), v
(0)
` ,σ
2(0).
b- Itération r :
1- NRNs : pour chaque condition m et chaque voxel j :
– qmj (r) ∼ p
(
qmj |yj,a\mj
(r−1)
,w(r−1),h(r−1), `(r−1)j , σ
2
j
(r−1)
, qm\j
(r−1),θ(r−1)m , ξ
(r−1)
m
)
– amj (r) ∼ p
(
amj | qmj (r),yj,a\mj
(r−1)
,w(r−1),h(r−1), `(r−1)j , σ
2
j
(r−1)
,θ(r−1)m
)
2- Paramètres de régularité spatiale du champ de Ising : ξ(r) ∼ p
(
ξ |Q(r)
)
3- Paramètres du mélange θA : pour chaque condition m = 1 à M :
– Moyenne des NRNs activés :
µm1
(r) ∼ p(µm1 |am(r), wm(r−1), qm(r), vm1 (r−1))
– Variance des NRNs activés :
vm1
(r) ∼ p(vm1 |am(r), wm(r−1), qm(r), µm1 (r))
– Variance des NRNs inactivés :
vm0
(r) ∼ p(vm0 |am(r), wm(r−1), qm(r), µm0 = 0)
4- variable de pertinence : pour chaque condition m = 1 à M ,
wm(r) ∼ p
(
wm |Y ,A(r),w\mγ (r−1), qm(r),h(r−1),σ2(r−1),θ(r)m , τ
)
5- FRH : h(r) ∼ p
(
h |Y ,A(r),w(r),L(r−1),σ2(r−1), v(r−1)h
)
6- Variance de la FRH : v(r)h ∼ p
(
vh |h(r)
)
7- Coefficients des dérives basses fréquences :
L(r) ∼ p
(
L |Y ,A(r),w(r),h(r),σ2(r−1), v(r−1)`
)
8- Variance des coefficients L : v(r)` ∼ p
(
v` |L(r)
)
9- Variance du bruit : σ2(r) ∼ p
(
σ2 |Y ,A(r),w(r),h(r),L(r)
)
c- Après R itérations à la suite d’une periode de chauffe de R0 itérations :
– On estime les quantités d’intérêt par la moyenne a posteriori :
∀x ∈ {A,h,L,θ}, xˆ = 1
R−R0
R∑
r=R0+1
x(r)
– Classification des voxels et conditions par maximum a posteriori
qˆmj ≈ arg maxi 1R−R0
∑R
r=R0+1 I(qmj
(r) = i)
wˆmγ ≈ arg maxi 1R−R0
∑R
r=R0+1 I(wm
(r) = i)
Table III.2 – Étapes de l’échantillonnage de Gibbs pour le modèle parcimonieux
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Les travaux de Lotfi Chaari [Chaari 2013] comparent les inférences MCMC et
VEM dans le cadre du modèle DEC complet et mettent en évidence le gain obtenu
en temps de calcul dans le cas de l’algorithme VEM comme le montre la figure
III.2. L’étude montre que la différence en temps de calcul ∆t = tMCMC − tVEM,
en faveur de VEM, augmente avec la taille de la parcelle et est plus élevée pour
les parcelles non activées (faible SNR) (en bleu) (figure III.2-(a)). De même la
figure III.2-(b) illustre le gain en temps de calcul Gf = tMCMC/tVEM supérieur à
1 (ligne horizontale) pour toutes les parcelles (Gf ∈ [2.7, 80]). Comme pour ∆t,
ce gain est plus élevé dans le cas des parcelles non activées. Nous proposons donc
(a) (b)
∆
t
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)
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ct
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Figure III.2 – Comparaison des algorithmes MCMC et VEM par rapport au temps de
calcul : (a) différence en temps de calcul ∆t = tMCMC − tVEM, (b) gain en temps de calcul
Gf = tMCMC/tVEM supérieur à 1 (ligne horizontale). Les deux critères, confirment l’efficacité
de VEM par rapport à MCMC. Ils augmentent avec la taille de la parcelle et sont plus élevés
pour les parcelles non activées (en bleu) par rapport à celles activées (en rouge).
dans la prochaine partie d’estimer les paramètres de notre modèle parcimonieux
à l’aide d’une inférence effectuée via un algorithme VEM.
III.2.2.2 Algorithme EM Variationnel - VEM
L’algorithme EM (Expectation-Maximization) est généralement utilisé dans
les problèmes à données manquantes, qui sont dans le cadre de l’approche DEC
A ∈ A,Q ∈ Q,w ∈ W et h ∈ H. Notons D l’espace de toutes les distributions
de probabilité sur A × Q ×W ×H. L’algorithme EM peut être vu comme une
procédure de maximisation alternée d’une fonction F , appelée énergie libre, telle
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que pour toute distribution p˜ ∈ D :
F (p˜,θ) = Ep˜[log p(Y ,A,Q,w,h |Θ)] + I[p˜] (III.26)
où Y sont les données observées, I[p˜] = −Ep˜[log p˜(A,Q,w,h)] est l’entropie de
p˜ et Ep˜[.] désigne l’espérance par rapport à p˜. Notons les valeurs courantes des
paramètres du modèle θ(r), l’algorithme EM procède comme suit :
E : p˜(r) = arg maxp˜∈DF (p˜,θ(r)) (III.27)
M : θ(r+1) = arg maxθ∈ΘF (p˜(r),θ) (III.28)
La complexité de la distribution p˜(A,Q,w,h) = p(A,Q,w,h;θ(r) |Y ) (solution
de l’étape E) dans notre cas, rend l’étape M difficile. Pour ceci nous proposons
d’utiliser une variante de cet algorithme dans laquelle l’étape E est effectuée sur
une classe de distributions de probabilité plus restreinte D˜ regroupant les distri-
butions p˜ telles que p˜(A,Q,w,h) = p˜A(A) p˜Q(Q) p˜w(w) p˜h(h) où p˜A ∈ DA,
p˜Q ∈ DQ, p˜w ∈ DW et p˜h ∈ DH représentent les distributions de probabilité sur
A,Q,w et h respectivement. Notons que pour des raisons de complexité de cal-
cul nous supposons aussi que p˜Q(Q) =
∏
m
∏
j
p˜qmj (q
m
j ) et que p˜w(w) =
∏
m
p˜wm(wm).
L’étape E précédente peut donc être décomposée en 4 étapes. A l’itération (r),
avec les estimations courantes notées p˜(r−1)A , p˜
(r−1)
Q , p˜
(r−1)
w et θ(r) on a :
E-H : p˜(r)h = arg maxp˜h∈DHF
(
p˜
(r−1)
A p˜
(r−1)
Q p˜
(r−1)
w p˜h,θ
(r)
)
(III.29)
E-A : p˜(r)A = arg maxp˜A∈DAF
(
p˜Ap˜
(r−1)
Q p˜
(r−1)
w p˜
(r)
h ,θ
(r)
)
(III.30)
E-W : p˜(r)w = arg maxp˜w∈DWF
(
p˜
(r)
A p˜
(r−1)
Q p˜wp˜
(r)
h ,θ
(r)
)
(III.31)
E-Q : p˜(r)Q = arg maxp˜Q∈DQF
(
p˜
(r)
A p˜Qp˜
(r)
w p˜
(r)
h ,θ
(r)
)
. (III.32)
Les deux dernières étapes sont divisées en M et M × J sous-étapes respective-
ment :
pour m = 1 : M
E-Wm : p˜(r)wm = arg maxp˜wm∈DWmF
(
p˜
(r)
A p˜
(r−1)
Q p˜
(r)
w\m p˜wm p˜
(r)
h ,θ
(r)
)
(III.33)
pour m = 1 : M, j = 1 : J
E-Qmj : p˜
(r)
qmj
= arg maxp˜qm
j
∈DQm
j
F
(
p˜
(r)
A p˜
(r)
Q\j p˜
(r)
q
\m
j
p˜qmj p˜
(r)
w p˜
(r)
h ,θ
(r)
)
(III.34)
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où pour alléger la notation nous avons noté :
p˜
(r)
w\m =
m−1∏
m′=1
p˜
(r)
wm′
M∏
m′=m+1
p˜
(r−1)
wm′
p˜
(r)
Q\j =
j−1∏
j′=1
p˜
(r)
Q\j
J∏
j′=j+1
p˜
(r−1)
Q\j
p˜
(r)
q
\m
j
=
m−1∏
m′=1
p˜
(r)
q
\m
j
M∏
m′=m+1
p˜
(r−1)
q
\m
j
La fonction F peut être aussi reliée à la distance de Kullback-Leibler D entre
la loi recherchée p(A,Q,w,h,θ |Y ), désignée comme p, et son approximation p˜.
Cette distance est définie selon l’équation suivante :
F (p˜,θ) = L(θ)−D(p˜||p) (III.35)
où L(θ) = log p(y |θ) représente le log vraisemblance. Maximiser F revient donc
à minimiser D(p˜||p) qui est définie, pour p˜(A,Q,w,h) = p˜A(A) p˜Q,w,h(Q,w,h),
selon l’équation :
D(p˜||p) =
∫
p˜A(A)p˜Q,w,h(Q,w,h) log
p˜A(A)p˜Q,w,h(Q,w,h)
p(A,Q,w,h;θ |Y ) dA dQ dw dh.
(III.36)
D’après les propriétés de la distance de Kullback-Leibler et comme détaillé dans
[Chaari 2013, Annexe A], les étapes E précédentes s’écrivent de la manière sui-
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vante :
E-H : p˜(r)h (h) ∝ exp
(
E
p˜
(r−1)
A p˜
(r−1)
Q p˜
(r−1)
w
[
log p
(
h |Y ,A,Q,w;θ(r)
)])
(III.37)
E-A : p˜(r)A (A) ∝ exp
(
E
p˜
(r−1)
Q p˜
(r−1)
w p˜
(r)
h
[
log p
(
A |Y ,Q,w,h;θ(r)
)])
(III.38)
pour m = 1 : M
E-Wm : p˜(r)wm(wm) ∝ exp
(
E
p˜
(r)
A p˜
(r−1)
Q p˜
(r−1)
w\m
p˜
(r)
h
[
log p
(
wm |Y ,A,Q,w\m,h;θ(r)
)])
(III.39)
pour m = 1 : M, j = 1 : J
E-Qmj : p˜
(r)
qmj
(qmj ) ∝exp
E
p˜
(r)
A p˜
(r−1)
Q\j
p˜
(r−1)
q
\m
j
p˜
(r)
w p˜
(r)
h
[
log p
(
qmj |Y ,A, qm\j,Q\m,w,h;θ(r)
)]
(III.40)
Avant de détailler les calculs, nous précisons que pour des raisons de simplifica-
tion dues à la présence du logarithme dans les équations précédentes nous allons
utiliser les équations (III.6) et (III.7) de la manière suivante :
p (am | qm, wm,θm) =
J∏
j=1
N (µm0 , vm0 )(1−q
m
j w
m) N (µm1 , vm1 )q
m
j w
m (III.41)
p(wm |xm, τ ) = pwmm (1− pm)(1−w
m) (III.42)
De plus et afin d’améliorer l’estimation des paramètres vh, la variance a priori
de la FRH, et ξm, le paramètre de régularité spatiale du champ de Ising, qui ont
tendance à être sur-estimés en VEM causant, une FRH trop lisse et un champ de
Ising trop homogène, des a priori sous forme de lois exponentielles de paramètres
λvh et λξm ont été respectivement introduits
p(vh |λvh) = λvh exp(−λvhvh) (III.43)
p(ξ |λξ) =
M∏
m=1
p(ξm |λξm) =
M∏
m=1
λξm exp(−λξmξm). (III.44)
Contrairement à l’algorithme MCMC, en VEM aucun a priori n’est défini sur
les paramètres σ2,θA, ni sur les coefficients des dérives basses fréquences L qui
sont considérés comme paramètres et non comme variables aléatoires. La densité
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a posteriori devient donc :
p(A,w,Q,h,θ |Y ) ∝ p(Y |A,w,h,σ2) p(A |w,Q,θA) p(w |Q, τ )
× p(Q | ξ) p(h | vh) p(vh |λvh) p(ξ |λξ) (III.45)
où θ = {σ2,θA, τ , ξ, vh,L}. La représentation graphique du modèle parcimonieux,
dans le cadre VEM, est illustrée par la figure III.3-(b) où un bloc exprimant la
pertinence a été ajouté par rapport au graphe représentant le modèle DEC com-
plet (figure III.3-(a)).
(a) (b)
Figure III.3 – Modèle graphique illustrant, pour une parcelle Pγ , les dépendances entre
les variables aléatoires (cercles) et les paramètres (rectangles) du modèle DEC complet (a) et
parcimonieux (b) dans le cadre de l’inférence VEM : les variables observées Y ainsi que les
paramètres fixés sont en blanc, les variables non observées sont en rouge et les paramètres à
estimer sont en bleu.
Dans les pages suivantes, on trouvera les distributions a posteriori des vari-
ables du modèle et les estimations de ces paramètres dont le calcul détaillé figure
dans l’annexe (D.1). Par souci de compacité des notations, p˜wm(wm = 1) et
p˜qmj (q
m
j = 1) seront respectivement notés p˜wm(1) et p˜qmj (1).
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♣ E-H
A partir de l’équation (III.37) et étant donné la nature gaussienne de la vraisem-
blance ainsi que de l’a priori sur h, on peut déduire la loi gaussienne suivante :
p˜h(h) = N (mh,Vh) (III.46)
où la moyenne et la variance ont des formes semblables à celle obtenues par
l’inférence MCMC en moyennant les termes dépendant de amj et wm par rapport
à p˜A et p˜w respectivement. Ce qui donne : Vh =
(
R−1
vh
+Ep˜A,p˜w
[∑
j∈J
StjΓjSj
])−1
et
mh=VhEp˜A,p˜w
[∑
j∈J
StjΓj(yj − P `j)
]
,
avec
Ep˜A,p˜w
∑
j∈J
StjΓjSj
=∑
j∈J
∑
m,m′
(
mamj mam′j
+V
am,m
′
j
)
p˜wm(1)p˜wm′ (1)X
mtΓjXm
′ (III.47)
Ep˜A,p˜w
∑
j∈J
StjΓj(yj − P `j)
=∑
j∈J
M∑
m=1
mamj p˜wm(1)X
mtΓj(yj − P `j) (III.48)
où mamj = Ep˜am
j
[amj ] et Vam,m′j est la covariance entre a
m
j et am
′
j selon p˜am,m′j . Ces
quantités seront définies dans l’étape E-A.
♣ E-A
Le calcul détaillé à partir de l’équation (III.38) nous permet d’obtenir la distri-
bution a posteriori suivante pour les NRNs :
p˜A(A) =
∏
j
N
(
maj ,Vaj
)
(III.49)
et dont les paramètres sont définis par Vaj =
(
Ep˜h,p˜w [G
tΓjG]+
1∑
i=0
∆i,j
)−1
et
maj= Vaj
(
Ep˜h,p˜w [G
tΓj(yj − P `j)]+
1∑
i=0
∆i,jµi
)
où G = [g1|g2|...|gM ] avec gm =
wmXmh.
Notons µi = [µ1i , ..., µMi ]t pour i ∈ {0, 1}, ∆0,j = diag
[
1−p˜qm
j
(1)p˜wm (1)
vm0
]
m=1:M
et
∆1,j = diag
[
p˜qm
j
(1)p˜wm (1)
vm1
]
m=1:M
. Ep˜h,p˜w [G
tΓjG] est une matrice de dimension
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M ×M dont chaque élément (m,m′) s’écrit sous la forme suivante :
Ep˜h,p˜wm,m′
[
gmtΓjgm
′]
= p˜wm(1)p˜wm′ (1)
[
mthX
mtΓjXm
′
mh + tr
(
VhX
mtΓjXm
′)] (III.50)
et Ep˜h,p˜w [G
tΓj(yj − P `j)] est un vecteur de dimension M dont chaque élément
m est définit comme suit :
Ep˜h,p˜wm
[
gmtΓj(yj − P `j)
]
= p˜wm(1) mthXmtΓj(yj − P `j) (III.51)
Notons que p˜wm,m′ est le raccourcie de p˜wm p˜wm′ .
♣ E-W
Rappelons que cette étape est décomposée en M sous-étapes (équation (III.39))
dont chacune permet l’estimation des probabilités a posteriori qu’une condition
m soit considérée comme pertinente p˜wm(1) ou non pertinente p˜wm(0). Selon le
calcul détaillé nous avons p˜wm(wm) ∝ f(wm) avec
f(wm = 0) = exp
−τ1
∑
j
p˜qmj (1)− τ2
 (III.52)
f(wm = 1) = exp
∑
j
p˜qmj (1)
Vam,mj
2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

−
m2amj + Vam,mj
2
[
mthX
mtΓjXmmh + tr
(
VhX
mtΓjXm
)]
− ∑
m′ 6=m
(
mamj mam′j
+ V
am,m
′
j
)
p˜wm′ (1)
[
mthX
mtΓjXm
′
mh
+ tr
(
VhX
mtΓjXm
′)]+ mamj mthXmtΓj(yj − P `j)Vam,mj2
})
(III.53)
Finalement, après normalisation on obtient :
p˜wm(1) =
f(wm = 1)
f(wm = 1) + f(wm = 0) (III.54)
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♣ E-Q
Cette étape comprend M × J sous-étapes chacune permettant l’estimation des
probabilités a posteriori qu’un voxel soit activé p˜qmj (1) ou inactivé p˜qmj (0) pour
une conditionm. Un calcul détaillé nous permet d’obtenir p˜qmj (q
m
j ) ∝ f(qmj ) avec :
f(qmj = 0) = exp
−Ep˜qm\j
(
qmj = 0
)
+ ξm
∑
k∈N(j)
p˜qm
k
(0)
 (III.55)
f(qmj = 1) = exp
p˜wm(1)
Vam,mj2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

−τ1 p˜wm(0)− Ep˜qm\j
(
qmj = 1
)
+ ξm
∑
k∈N(j)
p˜qm
k
(1)
 (III.56)
où Ep˜qm\j
(qmj ) = Ep˜qm\j
[log(1 + exp[−τ1(∑
j
qmj − τ2)])] et dont le calcul nécessite
une étape de Monte Carlo (MC, Annexe D.1). Comme pour wm on obtient après
normalisation :
p˜qmj (1) =
f(qmj = 1)
f(qmj = 1) + f(qmj = 0)
(III.57)
Passons maintenant à l’étape M permettant d’estimer les paramètres du modèle
{θA, vh,σ2,L, ξ} et qui est divisée en 5 sous-étapes :
♣ M-θA
θˆA = arg maxθAEp˜A,p˜w,p˜Q [log p(A |w,Q,θA)] (III.58)
Etant donné l’indépendance inter-conditions représentée dans p(A |w,Q,θA)
(équation (III.5)), le calcul détaillé nous permet d’obtenir pour chaque condi-
tion m :
µˆm1 =
∑
j
p˜qmj (1)mamj∑
j
p˜qmj (1)
(III.59)
vˆm1 =
∑
j
p˜qmj (1)
[
(mamj − µm1 )2 + Vam,mj
]
∑
j
p˜qmj (1)
, (III.60)
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et
vˆm0 =
∑
j
(
1− p˜qmj (1)p˜wm(1)
) [
(mamj −µm0 )2 + Vam,mj
]
∑
j
(
1− p˜qmj (1)p˜wm(1)
) (III.61)
♣ M-vh
Cette variance est estimée à partir de l’équation suivante :
vˆh = arg maxvh
{
Ep˜h [log p(h | vh)] + log p(vh |λvh)
}
(III.62)
ce qui donne en tenant compte des équations (II.24) et (III.43) :
vˆh =
(1−D) +
√
(D − 1)2 + 8λvhtr [(mhmth + Vh)R−1]
4λvh
(III.63)
♣ M-σ2
σˆ2 = arg maxσ2Ep˜h,p˜A,p˜w
[
log p
(
Y |A,w,h,L,σ2
)]
(III.64)
L’indépendance conditionnelle des données yj sachant aj,w,h, `j, σ2j pour j =
1 : J permet d’effectuer le calcul de la variance du bruit au niveau du voxel et
d’obtenir :
σˆj
2 =
mtajC1maj + tr
(
VajC1
)
− 2mtajC2 + (yj − P `j)tΛj(yj − P `j)
N
(III.65)
où C1 = Ep˜h,p˜w [G
tΛjG] est une matrice de dimensionM×M dont chaque élément
(m,m′) est donné par l’équation (III.50) et C2 = Ep˜h,p˜w [G
tΛj(yj − P `j)] est un
vecteur de dimensionM dont chaque élément m est donné par l’équation (III.51).
Cela en remplaçant, dans les deux cas, Γj par Λj où Γj = 1σ2j Λj.
♣ M-L
Lˆ = arg maxL Ep˜A,p˜h,p˜w
[
log p(Y |A,w,h,L, σ2j )
]
(III.66)
Pour la même raison d’indépendance conditionnelle des données yj sachant aj,w,
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h, `j, σ
2
j pour j = 1 : J on peut effectuer le calcul au niveau du voxel directement
pour obtenir :
ˆ`
j = (P tΓjP )−1P t
(
yj −
∑
m
mamj p˜wm(1)X
mmhγ
)
(III.67)
♣ M-ξ
ξˆ = arg maxξ
{
Ep˜Q [log p(Q | ξ)] + log p(ξ |λξ)
}
(III.68)
En tenant compte de l’indépendance a priori inter-conditions, le gradient corres-
pondant est exprimé par l’équation :
d(.)
dξm
= −d logZ(ξm)
dξm
+ Ep˜Qm [U(q
m)]− λξm (III.69)
où étant donné la complexité de Z(ξm) une approximation champ moyen est
nécessaire [Celeux 2003] et l’estimation de ξm se fait à travers l’algorithme de
descente du gradient (Annexe F.5).
Comme on le verra à travers les résultats de traitement sur données simulées
et réelles (chapitre IV), le modèle parcimonieux précédent où les variables de
pertinencew sont connectées aux labelsQ, souffre de deux problèmes principaux :
– Seuil de pertinence τ2 élevé : la classification aléatoire des voxels activés et
inactivés due à la perte d’identifiabilité du mélange gaussien a posteriori
dans le cas d’une condition non pertinente, nécessite, sur certains jeux de
données, le choix d’une valeur élevée du seuil τ2 pour éliminer les conditions
non pertinentes. Ceci pose deux problèmes : (i) l’incohérence avec la défi-
nition de la non pertinence (nombre faible ou nul de voxels activés) et (ii)
le risque d’élimination des conditions pertinentes.
– L’étape MC nécessaire au calcul de la distribution a posteriori des labels
dans le cadre de l’algorithme VEM désavantage l’algorithme par rapport au
temps de calcul qui est la principale raison du passage de MCMC à VEM.
Pour ces deux raisons, nous avons proposé une autre approche qui profite du
phénomène de superposition des gaussiennes d’activation pour la détection de la
non pertinence. Cela en connectant les variables w à µ1 = {µm1 ;m = 1 : M} où
µm1 est la moyenne de la classe active qui, comme on l’a vu, s’annule dans le cas
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des conditions non pertinentes.
III.2.3 Connexion aux moyennes d’activation
Le recouvrement des deux gaussiennes du mélange gaussien a posteriori dans
le cas d’une condition m non pertinente induit une moyenne µm1 proche de 0. Ce
phénomène étant assez logique dans le sens où cela reflète l’absence d’activation
induite par la condition en question et le fait qu’une seule gaussienne est censée
représenter les NRNs dans ce cas, la gaussienne inactive. Nous proposons donc de
bénéficier de ce phénomène afin de guider le modèle vers la sélection de la sous-
famille des conditions pertinentes. Ceci peut se faire en connectant les variables de
pertinence w aux paramètres µ1 à travers le choix xm = (µm1 )2 dans la sigmoïde :
pm = p(wm = 1 |µm1 , τ ) =
1
1 + exp{−τ1[(µm1 )2 − τ2]}
(III.70)
En plus de ce changement, le paramètre de la sigmoïde τ2 est estimé contrairement
à l’approche précédente où il était fixé. Pour ceci nous avons proposé d’introduire
un a priori Gamma sur ce paramètre dans le but de diminuer la probabilité
d’obtenir des petites valeurs insuffisantes à la détection de la non pertinence ou
des grandes valeurs pouvant induire des faux négatifs (considérer la condition m
comme non pertinente alors qu’elle l’est) :
p(τ2|ατ2 , λτ2) =
λατ2
Γ(ατ2)
τ
ατ2−1
2 e
−λτ2τ2 (III.71)
La densité a posteriori est donc la même que celle définie par l’équation (III.45)
en remplaçant le terme p(w |Q, τ ) par p(w |µ1, τ ) et en rajoutant l’a priori sur
τ2
p(A,w,Q,h,θ |Y ) ∝ p(Y |A,w,h,σ2) p(A |w,Q,θA) p(w |µ1, τ )
× p(Q | ξ) p(h | vh) p(vh |λvh) p(ξ |λξ) p(τ2 |ατ2 , λτ2) (III.72)
Le graphe représentant les dépendances entre les variables et paramètres du
modèle est illustré par la figure III.4-(a) et comparé au graphe de l’approche
parcimonieuse où w est connecté aux labels Q (figure III.4-(b)). Par rapport à
cette dernière, les étapes E et M qui changent sont celles de w, Q et µ1 en plus
d’une étape de maximisation supplémentaire permettant l’estimation du seuil de
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pertinence τ2 qui n’est plus à fixer par l’utilisateur.
(a) (b)
Figure III.4 – Comparaison des modèles graphiques illustrant, pour une parcelle Pγ , les
dépendances entre les variables aléatoires (cercles) et les paramètres (rectangles) des deux appro-
ches DES parcimonieuses dans le cadre de l’inférence VEM : (a) connexion entre w et µ1, (b)
connexion entre w et Q. Les variables observées Y ainsi que les paramètres fixés sont en blanc,
les variables non observées sont en rouge et les paramètres à estimer sont en bleu.
♣ E-W
Comme pour la sous-section III.2.2.2, cette étape est décomposée en M sous-
étapes chacune permettant l’estimation des probabilités a posteriori de pertinence
p˜wm(1) et de non pertinence p˜wm(0) d’une condition m. Dans ce cas, les termes
f(wm = 0) et f(wm = 1) des équations (III.52) et (III.53) deviennent :
f(wm = 0) = 1− pm (III.73)
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f(wm = 1) = pm exp
∑
j
p˜qmj (1)
Vam,mj
2
(
1
vm0
− 1
vm1
)
+log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

−
m2amj + Vam,mj
2
[
mthX
mtΓjXmmh + tr
(
VhX
mtΓjXm
)]
− ∑
m′ 6=m
(
mamj mam′j
+ V
am,m
′
j
)
p˜wm′ (1)
[
mthX
mtΓjXm
′
mh
+ tr
(
VhX
mtΓjXm
′)]+ mamj mthXmtΓj(yj − P `j)}) (III.74)
Rappelons que pm est défini par l’équation (III.70). En divisant les termes précé-
dants par pm on obtient les mêmes équations (III.52) et (III.53) en remplaçant le
terme ∑j p˜qmj (1) par (µm1 )2 reflétant ainsi le changement d’a priori sur w. Cette
division n’étant pas problématique étant donné que f(wm = 0) et f(wm = 1)
sont normalisés par la suite.
♣ E-Q
De même que la sous-section III.2.2.2, cette étape contient M × J sous-étapes
où chacune estime les probabilités a posteriori qu’un voxel j de la condition m
appartienne à la classe active p˜qmj (1) ou inactive p˜qmj (0). Dans ce nouveau modèle
parcimonieux, les équations (III.55) et (III.56) deviennent :
f(qmj = 0) = exp
ξm ∑
k∈N(j)
p˜qm
k
(0)
 (III.75)
f(qmj = 1) = exp
p˜wm(1)
Vam,mj2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

+ξm
∑
k∈N(j)
p˜qm
k
(1)
 (III.76)
Ici,w ne dépend plus deQ a priori. On remarque donc, que par rapport aux équa-
tions (III.55) et (III.56), il manque les termes −Ep˜qm\j
(
qmj = 0
)
et −τ1 p˜wm(0) −
Ep˜qm\j
(
qmj = 1
)
venant de la connexion a priori entre w et Q.
♣ M-µ1
En tenant compte de l’indépendance inter-conditions et du terme supplémentaire
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p(wm |µm1 , τ ), le gradient obtenu est de la forme suivante :
d(.)
dµm1
= B +B′ µm1 − 2 τ1 µm1 S(µm1 ) = 0 (III.77)
avec B′ = 2 τ1 p˜wm(1) − p˜wm (1)vm1
∑
j
p˜qmj (1) et B =
p˜wm (1)
vm1
∑
j
p˜qmj (1)mamj . Contraire-
ment à l’équation (III.59), ici la formule exprimant µm1 n’est plus explicite. Pour
des raisons de problèmes numériques dans l’algorithme de descente du gradient,
on a eu recourt à celle de dichotomie (Annexe F.4).
♣ M-τ 2
τˆ2 = arg maxτ2
{
Ep˜w [log p(w |µ1, τ )] + log p(τ2|ατ2 , λτ2)
}
(III.78)
De même que pour l’estimation de µ1, une étape de dichotomie (Annexe F.4)
permet l’estimation du paramètre τ2 à partir du gradient suivant :
d(.)
dτ2
= τ1
M∑
m=1
[S(µm1 , τ2)− p˜wm(1)]−λτ2+
ατ2 − 1
τ2
= 0 (III.79)
III.2.4 Automatic Relevance Determination - ARD
Comme détaillé dans la sous-section III.2.1, dans le cas d’un a priori ARD,
les variables supplémentaires w = {wm,m = 1 : M} deviennent des variables
gaussiennes et ne sont plus reliées aux autres variables ou paramètres du modèle.
Leur loi a priori est définie par l’équation (III.9) et tient compte de l’indépendance
inter-conditions étant donné que la pertinence d’une condition m ne dépend pas
de la pertinence d’une autre dans une parcelle donnée. Nous choisissons également
de changer l’a priori sur A qui devient :
p(A |θA) =
M∏
m=1
p(am |θm) =
M∏
m=1
∑
qm
p(am | qm,θm)p(qm |θm) (III.80)
avec :
p(am | qm,θm)=
J∏
j=1
p(amj |qmj , θm)=
J∏
j=1
N(amj ;µm0 , vm0 )1−q
m
jN(amj ;µm1 , vm1 )q
m
j
(III.81)
III.2. Approches DEC parcimonieuses 93
ce qui est équivalent au cas du modèle DEC complet. Les autres a priori restent
inchangés par rapport aux modèles DEC parcimonieux précédents et la densité a
posteriori est définie comme suit :
p(Y ,A,w,Q,h,θ) = p(Y |A,w,h,σ2) p(A |Q,θA) p(w |α) p(Q | ξ)
p(h | vh)p(vh |λvh)p(ξ |λξ)p(α | να, λα) (III.82)
avec θ = {σ2,θA, ξ,α, vh,L}, p(vh |λvh) et p(ξ |λξ) ayant la même définition que
les approches VEM parcimonieuses précédentes (équations (III.43) et (III.44) res-
pectivement) et
p(α | να, λα) =
M∏
m=1
G(αm; να, λα) =
M∏
m=1
λναα
Γ(να)
(αm)να−1 exp(−λααm) (III.83)
L’estimation de la distribution a posteriori de la variable w ainsi que de sa préci-
sion a priori α est effectuée selon les deux étapes suivantes, où E-W est, comme
précédemment, décomposée en M sous-étapes.
♣ E-W
Pour chaque condition m, la probabilité a posteriori de la variable de pertinence
correspondante est donnée par :
p˜wm(wm) ∝ exp
(
Ep˜h,p˜A,p˜w\m
[
log p
(
Y |A, wm,w\m,h,L,σ2
)])
p(wm |αm) (III.84)
Le calcul du premier terme est donné dans l’annexe D.1 par l’équation (D.24) en
tenant compte du fait que wm n’est plus une variable binaire mais gaussienne et
donc Ep˜wm [w
m] = mwm ce qui donne :
Ep˜h,p˜A,p˜w\m
[
log p
(
Y |A, wm,w\m,h,L,σ2
)]
= C ′2,wm −
1
2
∑
j∈J
{
−2 wmmamj mthXmtΓj(yj − P `j)
+(wm)2
(
m2amj + Vam,mj
) [
mthX
mtΓjXmmh + tr
(
VhX
mtΓjXm
)]
+ 2 wm
∑
m′ 6=m
(
mamj mam′j
+ V
am,m
′
j
)
mwm′
[
mthX
mtΓjXm
′
mh
+ tr
(
VhX
mtΓjXm
′)]}
. (III.85)
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Cela donne après la prise en compte de p(wm |αm) :
p˜wm(wm) ∝ N (wm;mwm , vwm) (III.86)
avec :
vwm =
∑
j
(
m2amj +V
2
am,mj
)[
mthX
mtΓjXmmh+tr
(
VhX
mtΓjXm
)]
+
∑
j
αm

−1
(III.87)
et
mwm = vwm
∑
j
mamj m
t
hX
mtΓj(yj − P `j)−
∑
m′ 6=m
([
mamj mam′j
+ V
am,m
′
j
]
× mwm′
[
mthX
mtΓjXm
′
mh + tr
(
VhX
mtΓjXm
′)]
V
am,m
′
j
)∑
j
 (III.88)
Rappelons qu’étant donné le produit amj wm dans la définition du signal stimulus-
induit, un wm gaussien risque de récupérer une partie de amj quand la condition m
est pertinente et donc quand le wm correspondant n’est pas estimé à 0. La question
étant : Cette bilinéarité serait-elle problématique ? Ce détail sera discuté dans le
chapitre V.
♣ M-α
α̂ = arg maxα
{
Ep˜w [log p(w |α)] + log p(α | να, λα)
}
(III.89)
L’indépendance inter-conditions exprimée dans les équations (III.83) et (III.9)
nous permet de calculer directement :
α̂m = arg maxαm
{
Ep˜wm [log p(w
m |αm)] + log p(αm | να, λα)
}
= arg maxαm
{
Cαm−
(
m2wm + vwm
2 + λα
)
αm +
(
να − 12
)
logαm
}
(III.90)
où Cαm est une constante en αm. En dérivant cette expression par rapport à αm
et en annulant la dérivée on obtient :
−
(
m2wm + vwm
2 + λα
)
+
(
να − 12
) 1
αm
= 0 (III.91)
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Ce qui donne :
α̂m =
να − 12
λα + 12(m2wm + Vwm)
(III.92)
Le changement de la loi a posteriori de w se reflète sur le reste des variables
et paramètres du modèle en effectuant les changements suivants dans les étapes
E-H, M-σ2 et M-L de la précédente approche DEC parcimonieuse (sous-section
III.2.2.2) :
Ep˜wm [w
m] = p˜wm(1) → Ep˜wm [wm] = mwm
Ep˜
wm,m
′ [w
mwm
′ ] = p˜wm(1)p˜wm′ (1) → Ep˜
wm,m
′ [w
mwm
′ ] = mwmmwm′ + vwm,m′
où vwm,m′ = vwm si m = m′ et 0 sinon. En plus de ces changements, le nouvel a
priori sur A (équation (III.81)) induit un changement au niveau des étapes E-A,
E-Q et M-θA.
♣ E-A
p˜A(A) =
∏
j
N
(
maj ,Vaj
)
(III.93)
où les paramètres de cette loi gaussienne sont Vaj =
(
Ep˜h,p˜w [G
tΓjG]+
1∑
i=0
∆i,j
)−1
,
maj = Vaj
(
Ep˜h,p˜w [G
tΓj(yj − P `j)]+
1∑
i=0
∆i,jµi
)
. Notons pour i ∈ {0, 1} µi =
[µ1i , ..., µMi ]t et ∆i,j = diag
[
p˜
Q1
j
(i)
v1i
, ...,
p˜
QM
j
(i)
vMi
]
. Ep˜h,p˜w [G
tΓjG] est une matrice
de dimensionM×M dont chaque élément (m,m′) s’écrit sous la forme suivante :
Ep˜h,p˜wm,m′
[
gmtΓjgm
′]
= (mwmmwm′+Vwm,m′)
[
mthX
mtΓjXm
′
mh+tr
(
VhX
mtΓjXm
′)] (III.94)
et Ep˜h,p˜w [G
tΓj(yj − P `j)] est un vecteur de dimension M dont chaque élément
m est définit comme suit :
Ep˜h,p˜wm
[
gmtΓj(yj − P `j)
]
= mwm mthXmtΓj(yj − P `j) (III.95)
96 Chapitre III. Approches parcimonieuses en IRMf
♣ E-Q
Ici, la probabilité p˜qmj (q
m
j ) au voxel j et à la condition m est exprimée par l’équa-
tion suivante :
p˜qmj (q
m
j ) ∝ exp
(
Ep˜h,p˜A,p˜qm\j ,p˜Q\m
[
log p(qmj | qm\j,Q\m,Y ,A,h,θ)
])
∝ f(qmj ) (III.96)
où l’on note :
f(qmj ) = exp
(
Ep˜am
j
[
log p(amj | qmj ,θm)
]
+ Ep˜qm\j
[log p(qm | ξm)]
)
(III.97)
avec
f(qmj = 0) = exp
ξm ∑
k∈N(j)
p˜qm
k
(0)
 (III.98)
f(qmj = 1) = exp
Vam,mj
2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )
+ ξm
∑
k∈N(j)
p˜qm
k
(1)
 (III.99)
La connexion a priori entreA etw ayant disparue, les deux étapes précédentes
(E-A et E-Q) sont équivalentes au cas du modèle DEC complet.
♣ M-θA
L’estimation de ces paramètres est effectuée à travers la maximisation suivante :
θˆA = arg maxθAEp˜A,p˜Q [log p(A |Q,θA)] (III.100)
En effectuant le même calcul que celui détaillé dans l’annexe D.1 après avoir
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supprimer la dépendance avec w ont obtient :
vˆmi =
∑
j
p˜qmj (i)
[
(mamj − µmi )2 + Vam,mj
]
∑
j
p˜qmj (i)
; i ∈ {0, 1} (III.101)
µˆm1 =
∑
j
p˜qmj (1)mamj∑
j
p˜qmj (1)
. (III.102)
De même que pour les deux étapes précédentes, M-θA dans le cas de l’a priori
ARD est équivalente au cas du modèle DEC complet.
Une discussion plus détaillée concernant les trois modèles DEC parcimonieux
proposés précédemment sera effectuée dans les chapitres IV et V.
III.2.5 Energie Libre en VEM
En VEM, l’énergie libre F(p˜,θ) représente le critère maximisé, son calcul
pourrait donc être utile à la vérification de la convergence de l’algorithme. Rap-
pelons que l’énergie libre est définie par l’équation :
F (p˜,θ) = Ep˜[log p(Y ,A,Q,w,h |θ)]− Ep˜[log p˜(A,Q,w,h)] (III.103)
où le premier terme est donné par :
• Cas des modèles III.2.2.2 et III.2.3 :
Ep˜ [log p (Y ,A,Q,w,h |θ)]
= Ep˜Ap˜w p˜h
[
log p(Y |A,w,h,L,σ2)
]
+ Ep˜Ap˜w p˜Q [log p(A |Q,w,θA)]
+ Ep˜h [log p(h | vh)] + Ep˜w [log p(w |x, τ )] + Ep˜Q [log p(Q | ξ)] (III.104)
avec x = Q ou x = µ1 selon le modèle.
• Cas du modèle III.2.4 :
Ep˜ [log p (Y ,A,Q,w,h |θ)]
= Ep˜Ap˜w p˜h
[
log p(Y |A,w,h,L,σ2)
]
+ Ep˜Ap˜Q [log p(A |Q,θA)]
+ Ep˜h [log p(h | vh)] + Ep˜w [log p(w |α)] + Ep˜Q [log p(Q | ξ)] (III.105)
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et le deuxième terme représentant l’entropie est donné par :
Ep˜ [log p˜ (A,Q,w,h)]
= Ep˜A [log p˜A(A)]+Ep˜Q [log p˜Q(Q)]+Ep˜w [log p˜w(w)]+Ep˜h [log p˜h(h)] (III.106)
Le calcul détaillé des termes précédents se trouve dans l’annexe E.
III.3 Conclusion :
Ce chapitre discute la problématique de la pertinence des conditions expéri-
mentales dans l’analyse des données IRMf et dans le cadre de l’approche DEC.
Comme précisé au début du chapitre, la littérature s’est plutôt intéressée à la
pertinence de modélisation des dérives basses fréquences dans le contexte du
MLG classique à travers l’ajout d’un a priori ARD. Ici, deux définitions de la non
pertinence ont été proposées, la première (def-1) est basée sur le nombre de voxels
activés induit par la condition en question. La deuxième (def-2) quant à elle se
base sur la moyenne de l’activité détectée pour cette condition et qui s’avère plus
performante que def-1 en temps de calcul étant donnée la disparition de l’étape
MC dans cette dernière. Nous avons également adapté l’a priori ARD, utilisé
dans la littérature, à l’approche DEC. Des résultats sur données simulées et réelles
ainsi qu’une comparaison détaillée avec le modèle complet seront exploités dans
le chapitre IV. De plus des résultats préliminaires d’analyses cerveau entier figu-
rent dans le chapitre V. Cela pour les trois modèles parcimonieux précédemment
détaillés.

Chapitre IV
Expériences et résultats
Le but principal de ce chapitre est d’étudier l’intérêt du modèle parcimonieux
capable de sélectioner automatiquement la sous-famille des conditions pertinentes
par rapport au modèle complet qui considère toutes les conditions comme per-
tinentes. Rappelons que deux modèles parcimonieux ont été développés. Le pre-
mier, appelé par la suite modèle parcimonieux 1, permet la connexion entre la
variable de pertinence w et les labels Q tandis que le second, appelé par la suite
modèle parcimonieux 2 (développé uniquement en VEM), permet la connexion
entre w et la moyenne de la classe active µ1. Nous allons donc à travers dif-
férents jeux de données simulées et réelles comparer nos trois modèles en nous
basant sur plusieurs critères quantitatifs comme les intervalles de crédibilité 1, les
erreurs quadratiques moyennes, les courbes ROC et les PPMs (Posterior Proba-
bility Maps).
Par la suite, les matrices et vecteurs sont notés en gras avec les matrices en
majuscule et les vecteurs en minuscule. Un vecteur est par convention un vecteur
colonne. La transposée est notée t.
1. L’intervalle de crédibilité (IC) reflète, dans le cadre de l’aproche bayésienne, la confiance
que l’on peut avoir sur la valeur du paramètre estimé. Par définition, un IC au niveau 1−α est
un intervalle tel que la probabilité qu’a le paramètre de lui appartenir, selon la distribution a
posteriori, est de α.
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IV.1 Données simulées
IV.1.1 Procédure de simulation
Les simulations sont effectuées en 2D sur J = 400 pixels, à partir du modèle
défini par l’équation :
yj =
M∑
m=1
amj w
mXmh+ P `j + bj (IV.1)
L’étape initiale consiste à simuler des labels ou étiquettes (variables cachées
{qmj ; m= 1 :M, j = 1 : J}) qui représentent les deux classes d’activation. La
figure IV.1 montre des exemples de labels (première ligne) pour deux condi-
tions pertinentes m = 1, 2 (figures IV.1-(a,b)) et une non pertinente m = 3
(figure IV.1-(c)) où la classe active (qmj = 1) est représentée en rouge et l’in-
active (qmj = 0) en noir. Une fois les labels définis, les NRNs ({amj ; m= 1 :
M, j=1:J}) sont simulés par un mélange gaussien, où pour chaque pixel j ∈ Pγ,
amj ∼ qmj N (µm1 , vm1 )+(1−qmj )N (0, vm0 ). En parallèle, la séquence binaire représen-
tant la projection du paradigme expérimental sur une grille d’échantillonnage de
pas ∆t (Annexe B) est convoluée avec la FRH choisie par l’utilisateur qui peut
être de forme canonique ou autre. Le résultat est ensuite multiplié par amj wm
formant ainsi le signal stimulus-induit amj wmXmh au pixel j pour la condition
m. Notons que wm = 1 correspond à une condition pertinente et wm = 0 à une
condition non pertinente, ceci en correspondance avec la définition de la non per-
tinence (absence d’activation significative). Un exemple de ce signal est représenté
dans la figure IV.2 pour des pixels inactivés (figures IV.2-(d,e)) et activés (fig-
ures IV.2-(f,g)) ceci pour chacune des deux conditions pertinentes m = 1, 2 (fig-
ures IV.2-(a,b) respectivement). Ce signal est cependant nul pour tous les pixels
de la condition non pertinentem = 3 (w3 = 0) comme le montre la figure IV.2-(c).
Une fois les signaux stimulus-induits de chaque condition construits, leur somme
nous permet d’obtenir le signal total
3∑
m=1
amj w
mXmh représenté en noir dans la
figure IV.2-(h). Le signal obtenu étant construit à partir d’une grille d’échantil-
lonnage ∆t, un sous échantillonnage de pas TR/∆t est nécessaire à l’obtention
des points temporels correspondants aux N scans (figure IV.2-(i)). Ensuite sont
ajoutées les dérives basses fréquences P `j où P est une base orthogonale de fonc-
tions polynomiales de degré S = 4 et `j ∼ N (0, vlI4) (figure IV.2-(j) où vl = 1).
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La figure IV.2-(k) montre l’effet de ces dérives en représentant le signal bruité
en noir et le signal stimulus-induit total en vert. Finalement, on ajoute du bruit
blanc bj ∼ N (0, σ2IN) (figure IV.2-(l)) afin d’obtenir le signal BOLD au voxel j
(figure IV.2-(m) où σ2 = 1).
Figure IV.1 – Simulation des NRNs (en bas) à partir des labels (en haut), où les pixels
appartenant à la classe active (labels rouges) sont simulés selon la loi gaussienne N (µm1 , vm1 ) et
ceux appartenant à la classe inactive (labels noirs) sont simulés selon la gaussienne N (0, vm0 ),
ceci pour deux conditions pertinentes m = 1, 2 (a,b) et une condition non pertinente m = 3 (c)
où tous les pixels sont inactifs selon la définition de la non pertinence.
IV.1.2 Résultats d’analyse et comparaison de modèles
Comme expliqué dans le chapitre II, dans le cas du modèle complet, quand une
condition est non pertinente, nous observons une superposition des gaussiennes
représentant les classes actives et inactives. Cela induit une classification aléatoire
des pixels et donc un nombre de pixels actifs (∑j∈Pγ qmj ) tendant vers J2 = 200
pour chacune des deux conditions non pertinentes. Etant donné la connexion
entre w et Q dans le modèle parcimonieux 1, ce phénomène pourrait, comme on
le verra par la suite, être problématique pour le choix du paramètre τ2 contrôlant
le point d’inflexion de la sigmoïde et donc le seuil au-delà duquel la condition à
une forte probabilité a priori d’être considérée comme pertinente.
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Figure IV.2 – Étapes de simulation du signal BOLD : signal stimulus-induit amj wmXmh
en un pixel activé (f,g) et inactivé (d,e) des deux conditions pertinentes m = 1, 2 dont les NRNs
sont représentés dans (a,b) respectivement. (c) NRNs de la condition non pertinente m = 3
et le signal stimulus-induit nul pour chacun de ses pixels car w3 = 0. (h) Signal stimulus-
induit total en noir représentant la somme des signaux rouge a1jw1X1h et bleu a2jw2X2h.
(i) Sous échantillonnage du signal stimulus-induit total d’un pas TR/∆t = 4 pour obtenir les
points temporels correspondants aux scans. (k) Ajout des dérives basses fréquences (j) au signal
stimulus-induit total représenté en vert afin de voir l’effet des dérives. (m) Ajout du bruit (l).
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IV.1.2.1 Technique stochastique - MCMC
Cette simulation comporte M = 3 conditions expérimentales, 1 pertinente
avec µ11 = 2.5 et 2 non pertinentes avec µ21 = µ31 = 0. Les moyennes des gaussi-
ennes inactives sont fixées à 0 et les variances des gaussiennes actives vm1 et inac-
tives vm0 ont été choisies à 0.1 pour toutes les conditions (m = 1 : 3). Les labels et
NRNs simulés sont représentés par la figure IV.3 en première et deuxième ligne,
respectivement. La FRH choisie est de forme non canonique avec un décalage
et élargissement du pic (figure IV.4). Les dérives basses fréquences simulées sont
`j ∼ N (0, I4) pour j = 1 : 400 et le bruit j est un bruit blanc gaussien dont la
variance est σ2j = σ2 = 1 pour tous les pixels j. Enfin la valeur du TR est de 2.4
secondes et celle du ∆t est de 0.6 secondes.
(a) (b) (c)
(d) (e) (f)
Figure IV.3 – Labels (en haut) et NRNs (en bas) simulés pour M = 3 conditions expéri-
mentales dont une pertinente (colonne 1) et deux non pertinentes (colonnes 2 et 3).
Comme précisé dans le chapitre III, les paramètres de la sigmoïde sont fixés.
Dans un premier temps nous allons fixer le paramètre τ1 contrôlant la pente de
la sigmoïde à 1 et nous préoccuper uniquement de τ2 contrôlant l’abscisse de son
point d’inflexion. Etant donné notre connaissance a priori des conditions non
pertinentes nous allons suivre la procédure suivante pour déterminer la valeur de
τ2 suffisante à l’élimination des 2 conditions non pertinentes.
Procédure du choix de τ2 :
1- Choisir τ2 = 0.
2- Traiter les données en question avec le modèle parcimonieux 1 pour le τ2 choisi.
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Figure IV.4 – FRH simulée (en violet) avec un décalage et un élargissement au niveau du
pic par rapport à la forme canonique (en noir).
3- Si wmestimé = 0 pour les conditions non pertinentes (icim = 2, 3), on conclut que
la valeur précédente de τ2 est suffisante. Sinon on augmente τ2 et on revient à
l’étape (2).
Cette procédure n’est pas idéale car elle nécessite de répéter l’analyse plusieurs
fois, mais elle permet dans un premier temps d’étudier le comportement du modèle
parcimonieux 1. Dans le cas de notre simulation, on obtient τ2 = 45, ce qui est
équivalent à 11% de la taille de la ROI simulée (400 pixels).
Afin de vérifier l’intérêt d’éliminer les conditions non pertinentes par rapport au
modèle complet, nous allons comparer la simulation et les estimations des deux
modèles pour les labels, les PPM, et la FRH.
♣ Comparaison des labels
La figure IV.5 illustre les labels simulés (colonne 1) et l’estimation de leurs
probabilités a posteriori d’appartenance à la classe active pour les modèles com-
plet (colonne 2) et parcimonieux 1 (colonne 3), ceci pour les trois conditions
expérimentales m = 1 : 3. Les résultats d’estimation pour chaque condition sont
illustrés sur deux lignes, celle du haut représente les probabilités a posteriori
p(qmj = 1 |yj) pour j = 1 à J , et celle du bas représente le seuillage de ces proba-
bilités à 0.5. Notons que les deux modèles montrent un comportement équivalent
par rapport à la condition pertinente m = 1 (figures IV.5-(b,c)). Le modèle com-
plet souffre cependant d’un nombre élevé de faux positifs dans le cas des conditions
non pertinentes m = 2 (figures IV.5-(e,f)) et m = 3 (figures IV.5-(h,i)).
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Simulation Estimation
Complet Parcimonieux 1
m
=
1
(a) (b) (c)
m
=
2
(d) (e) (f)
m
=
3
(g) (h) (i)
Figure IV.5 – Comparaison entre les labels simulés (colonne 1) et l’estimation de leurs
probabilités a posteriori d’appartenance à la classe active pour les modèles complet (colonne
2) et parcimonieux 1 (colonne 3). Chaque ligne représente une des trois conditions. Notons que
les deux estimateurs ont des comportements équivalents dans le cas de la condition pertinente
(m = 1) contrairement au cas des conditions non pertinentes (m = 2, 3) où le modèle complet
souffre d’un nombre élevé de faux positifs.
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♣ Comparaison des cartes de probabilité a posteriori- PPMs
Rappelons qu’en inférence bayésienne, les cartes de probabilité a posteriori
permettent la comparaison entre différents modèles. Dans le cadre de l’approche
DEC, ces probabilités correspondent à :
PPMγj,m = p(aˆmj ≥ γ |yj) = p
 aˆmj −mamj√
Vam,mj
≥ γ −ma
m
j√
Vam,mj
|yj
 ; ∀j = 1 : J
(IV.2)
Ici, nous avons effectué une procédure qui sera désignée par la suite par la procé-
dure PPMs afin de comparer nos deux modèles.
Procédure PPMs :
1- Calcul des PPMγ en faisant varier γ de 0 jusqu’à γmax où plus aucun voxel
n’est détecté.
2- Seuillage des PPMγ (PPMγj,m ≥ α) pour un α choisi.
3- Calcul du nombre de voxels Nγ obtenus pour γ = 0 : γmax
4- Construction de la courbe (γ, Nγ)
Ici, avec γmax = 3, la procédure PPMs nous permet d’obtenir la figure IV.6-(a)
où le modèle complet est représenté en vert et le modèle parcimonieux 1 en rouge.
On remarque que pour des valeurs de γ ∈ {1.8, 2.4} le modèle parcimonieux 1
détecte plus de voxels que le complet.
Une fois les PPMs calculées et seuillées, il est nécessaire de regarder l’emplace-
ment des voxels obtenus afin de vérifier que ce ne sont pas des faux positifs ou
faux négatifs. Pour cela, nous avons comparé les résultats des PPMs seuillées à
α = 0.95 avec les labels et determiner les faux positifs (FP), faux négatifs (FN),
vrais positifs (VP) et vrais négatifs (VN) que nous illustrons par la figure IV.6-
(c,d) pour le cas γ = 1.9 où le modèle complet détecte 39 pixels par rapport à 49
détectés par le modèle parcimonieux 1. Finalement la figure IV.6-(b) représente
l’histogramme des PPM1.9 et confirme le résultat précédant en indiquant l’aug-
mentation du nombre de pixels correspondant aux PPM1.9 ≥ 0.95 pour le modèle
parcimonieux 1.
♣ Comparaison des FRHs
D’un point de vue estimation de la FRH, les modèles complet et parcimonieux
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γ = 1.9, α = 0.95
(a) (b) (c) (d)
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Figure IV.6 – Comparaison inter-modèles pour la condition pertinente m = 1 : (a) Nombre
de pixels obtenu après seuillage des PPMγ (p(aˆmj ≥ γ |yj) ≥ α pour j = 1 : J) avec γ = 0 : 3 et
α = 0.95. Notons que le modèle parcimonieux 1 (en rouge) détecte plus de pixels que le modèle
complet (en vert) pour des valeurs de γ entre 1.8 et 2.4. Pour γ = 1.9 : (c-d) Illustrent les VPs
(en bleu), VNs (en noir), FPs (en vert) et FNs (en rouge) dans les cartes PPM1.9 ≥ 0.95 où le
modèle complet (c) souffre d’un nombre plus élevé de FNs et moins élevé de VPs par rapport
au parcimonieux 1 (d). Cela est induit par des PPM1.9 moins fortes pour le premier, ce qui est
confirmé par l’histogramme (b) illustrant les PPM1.9 des modèles parcimonieux 1 (en rouge)
et complet (en vert) pour les voxels activés (qmj,simulé = 1).
1 ne montrent aucune différence de comportement comme le confirme la fig-
ure IV.7 qui compare les estimations parfaitement superposées des deux modèles
(complet en vert et parcimonieux 1 en rouge) à la FRH simulée (en violet).
Par la suite nous allons nous intéresser à l’inférence VEM permettant un gain
en temps de calcul comme indiqué dans le chapitre III.
IV.1.2.2 Technique variationnelle - VEM
Rappelons que dans le cadre de l’inférence VEM, nous avons développé deux
modèles parcimonieux. Le premier, désigné par la suite par parcimonieux 1, est
équivalent à celui développé en MCMC et le deuxième, désigné par la suite par
parcimonieux 2, propose une autre définition de la pertinence où w est connecté
à µ1.
Pour la même simulation que précédemment, τ2 = 0 est suffisant pour la
détection des deux conditions non pertinentes dans le cadre d’une analyse basée
sur l’algorithme VEM et le modèle parcimonieux 1. Cette valeur de τ2 est moins
élevée que celle observée en MCMC. Cela pourrait être dû au fait qu’en utilisant
une méthode MCMC, on manipule des simulations de variables aléatoires alors
qu’en VEM on manipule leurs moments. En effet, en revenant aux équations
permettant le calcul des probabilités a posteriori d’obtenir un wm égal à 1 dans
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Figure IV.7 – Similarité des FRHs estimées par les modèles parcimonieux 1 (en rouge) et
complet (en vert, parfaitement superposée à la courbe rouge). La FRH simulée est représentée
en violet.
les deux techniques d’inférence, on s’aperçoit que l’on peut les écrire de la manière
suivante :
MCMC : p
(
wm = 1 |Y ,A,w\m, qm,h,σ2,θm, τ
)
=
[
1 + exp(A)exp(B)
]−1
VEM : p˜wm(wm = 1) =
[
1 + exp(A
′)
exp(B′)
]−1
où A = −τ1(∑j qmj − τ2) et A′ = Ep˜[A] = −τ1(∑j p˜qmj (1) − τ2) et où les termes
B et B′ dépendent des données ainsi que des autres variables et paramètres du
modèle avec B′ = Ep˜[B]. Notons que p˜ désigne le raccourci de la loi p˜(A,Q,w,h)
qui représente l’approximation de la loi a posteriori en VEM. Le terme B′ étant
la moyenne de B, il est possible d’avoir des cas où B > B′, ce qui nécessite
d’augmenter A par rapport à A′ afin d’avoir la même probabilité d’obtenir un
wm = 1 dans MCMC et VEM. On a donc :
A > A′
⇐⇒− τ1
∑
j
qmj − τ2,MCMC
 > −τ1
∑
j
p˜qmj (1)− τ2,V EM

⇐⇒∑
j
qmj − τ2,MCMC <
∑
j
p˜qmj (1)− τ2,V EM
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ce qui donne en supposant que les quantités ∑j qmj et ∑j p˜qmj (1) sont proches :
τ2,MCMC > τ2,V EM
La problématique est un peu plus complexe mais la précédente discussion pourrait
être une cause éventuelle de la différence entre MCMC et VEM par rapport à la
valeur de τ2 nécessaire à la détection des conditions non pertinentes.
Nous allons par la suite compliquer la simulation en lui ajoutant une deuxième
condition pertinente représentant une désactivation avec µ21 = −3.4 et vm1 =
vm0 = 0.1, ce qui revient à simuler M = 4 conditions expérimentales. Cet ajout
permet de voir le comportement du modèle parcimonieux dans le cas où plusieurs
conditions pertinentes sont présentes ainsi que dans le cas d’une désactivation. Les
labels et NRNs simulés sont représentés par la figure IV.8 en première et deuxième
ligne respectivement. Comme pour la simulation précédente, la FRH choisie est
de forme non canonique avec un décalage et élargissement du pic (figure IV.4),
les dérives basses fréquences simulées sont `j ∼ N (0, I4) pour j = 1 : 400 et le
bruit bj est un bruit blanc gaussien. Ici, la variance du bruit a la même valeur
σ2 pour tous les pixels et elle varie de 0.5 à 2.5 avec un pas de 0.5 permettant
ainsi de voir le comportement des modèles (parcimonieux 1, parcimonieux 2 et
complet) avec l’augmentation du bruit.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure IV.8 – Labels (en haut) et NRNs (en bas) simulés pourM = 4 conditions expérimen-
tales dont deux pertinentes (colonnes 1 et 2) et deux non pertinentes (colonnes 3 et 4). L’une
des conditions pertinentes (colonne 1) représente un activation (NRNs de moyenne positive) et
l’autre (colonne 2) représente une déactivation (NRNs de moyenne négative).
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Le nombre d’itérations minimum est de 100 avec deux critères d’arrêt : l’é-
nergie libre et le produit Ah qui converge plus rapidement que chacune des
deux variables A et h étant donné le problème de bilinéarité entre ces deux
variables (la même solution peut être obtenue avec (A1, h1) et (sA1, h1/s) où s
représente un facteur d’échelle). Ces critères consistent en la comparaison entre
les quantités estimées sur deux itérations successives. L’algorithme s’arrête si la
norme quadratique de l’erreur relative est inférieure à 10−5. Pour le produit Ah,
par exemple le critère d’arrêt s’écrit sous la forme :
||Ah(r) −Ah(r−1)||2
||Ah(r−1)||2 ≤ 10
−5 (IV.3)
où Ah est de dimension (M × J) × (D + 1) avec Ah = {amj h ; j = 1 : J ,m =
1 : M}.
Comme pour l’inférence MCMC, le paramètre τ1 de la sigmoïde est fixé à 1.
Pour le modèle parcimonieux 1, le paramètre τ2 est choisi avec la même procédure
détaillée précédemment où une valeur de τ2 = 0 est suffisante pour éliminer les
conditions non pertinentes. Ce dernier étant estimé dans le modèle parcimonieux
2, il nécessite le choix des hyperparamètres de son a priori gamma et donc de ατ2
et λτ2 dans l’équation (III.71). Pour cela nous avons choisi ατ2 = 3 et λτ2 = 4,
ce qui correspond à une loi gamma de mode relativement petit égal à 0.5 et
de variance 0.2 limitant ainsi les grosses valeurs de τ2 pouvant influencer les
conditions pertinentes et les petites valeurs de τ2 insuffisantes pour la détection
de la non pertinence. Les deux modèles parcimonieux détectent les conditions
non pertinentes avec des probabilités a posteriori p˜Wm(wm = 1) proches de 0 et
les pertinentes avec des probabilités a posteriori p˜Wm(wm = 1) proches de 1, τ2
étant estimé à 0.45 dans le modèle parcimonieux 2. Afin de vérifier l’intérêt de
cette sélection par rapport au modèle complet, plusieurs aspects ont été étudiés
permettant de comparer les modèles entre eux (PPMs, énergie libre) ainsi qu’avec
la vérité terrain (Intervalle de crédibilité, erreur quadratique moyenne et courbe
ROC).
♣ Courbes ROC
Les courbes ROC (Receiver Operating Characteristics) permettent dans notre
cas de caractériser l’estimateur des labels en le comparant avec les labels simulés
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afin de détecter, pour un seuil variable, les bonnes et mauvaises classifications.
Ceci en se basant sur 4 quantités : vrais positifs (VP), vrais négatifs (VN), faux
positifs (FP) et faux négatifs (FN) dont la définition est rappelée dans le tableau
ci-dessous.
qmj, simulé = 1 qmj, simulé = 0
qmj, estimé = 1 VP FP
qmj, estimé = 0 FN VN
Une courbe ROC exprime le taux de vrais positifs V P
V P+FN (sensibilité) en fonc-
tion du taux de faux positifs FP
FP+V N (1-spécificité). Pour un taux de faux positifs
fixé, plus le taux de vrais positifs est élevé, meilleur est le détecteur. Nous avons
comparé les courbes ROC obtenues pour les modèles complet, parcimonieux 1 et
parcimonieux 2 pour les deux conditions pertinentes, m = 1 et m = 2. Cela pour
des niveaux de bruit différents (σ2 = 0.5 : 2.5 par pas de 0.5). Aucune différence
significative n’est observée entre les modèles indiquant ainsi le même comporte-
ment de l’estimateur des labels pour les conditions pertinentes. La figure IV.9
illustre cette comparaison pour le cas m = 1 et σ2 = 0.5 et confirme la simila-
rité des modèles parcimonieux 1 (en rouge), parcimonieux 2 (en bleu) et complet
(en vert). L’illustration n’a pas été faite pour la deuxième condition pertinente
ou pour les autres niveaux de bruit étant donné la similarité observée entre les
courbes ROC correspondant aux trois modèles.
Ceci est également confirmé par les deux premières lignes de la figure IV.10
illustrant, pour le cas σ2 = 0.5 et pour les deux conditions pertinentes m = 1, 2,
les labels simulés (colonne 1) et leurs probabilités a posteriori d’appartenance à
la classe active pour le modèle complet (colonne 2), parcimonieux 1 (colonne 3)
et parcimonieux 2 (colonne 4). A l’inverse, les modèles diffèrent entre eux dans le
cas des conditions non pertinentes où un nombre élevé de FPs est observé pour
le modèle complet (figures IV.10-(j,n)), ceci étant dû à la classification aléatoire
induite par le phénomène de superposition des classes d’activation (p˜qmj (q
m
j = 1) ≈
0.5). La connexion entre w et Q permet au modèle parcimonieux 1 de maitriser
l’estimation des labels non pertinents (figures IV.10-(k,o)) et dont l’estimation
est mauvaise (p˜qmj (q
m
j = 1) = 0.5) dans le modèle parcimonieux 2 (figures IV.10-
(l,p)). Cela n’étant pas un problème étant donné la présence de w qui indique la
non pertinence de ces labels.
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Figure IV.9 – Illustration de la similarité entre les courbes ROC des modèles parcimonieux 1
(en rouge), parcimonieux 2 (en bleu) et complet (en vert) pour la première condition pertinente
m = 1 et un niveau de bruit correspondant à σ2 = 0.5. Cela reflète la similarité de comportement
des modèles par rapport à l’estimation des labels. Le comportement étant le même pour les
autres niveaux de bruit et pour la deuxième condition pertinente m = 2, leurs courbes n’ont
pas été illustrées.
♣ Intervalle de crédibilité
D’après la loi a posteriori de la variableA (équation (III.49)), on peut déduire
qu’en chaque voxel j, aˆmj ∼ N (mamj , Vam,mj ). On peut donc calculer l’intervalle
ICα =
[
mamj ± δ
]
où :
p˜
(
aˆmj ∈ [mamj ± δ]
)
= p˜
(
mamj − δ ≤ aˆmj ≤ mamj + δ
)
= p˜
 −δ√
Vam,mj
≤ aˆ
m
j −mamj√
Vam,mj
≤ δ√
Vam,mj

= p˜
X ≤ δ√
Vam,mj
− p˜
X ≤ −δ√
Vam,mj

= F
 δ√
Vam,mj
−F
 −δ√
Vam,mj
 = α, (IV.4)
où X =
aˆmj −mamj√
V
a
m,m
j
et F est la fonction de répartition de la loi N (0, 1). Notons Smα
le nombre de voxels tels que amj,simulé ∈ ICα pour j ∈ Pγ. La table de F nous
permet d’obtenir δ pour un α donné et donc de calculer l’intervalle de crédibilité
qui permettra ensuite de calculer la quantité Smα . La figure IV.11 illustre les
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Simulation Estimation
Complet Parcimonieux 1Parcimonieux 2
m
=
1
(a) (b) (c) (d)
m
=
2
(e) (f) (g) (h)
m
=
3
(i) (j) (k) (l)
m
=
4
(m) (n) (o) (p)
Figure IV.10 – Comparaison, pour un niveau de bruit σ2 = 0.5, entre les labels simulés
(colonne 1) et l’estimation de leurs probabilités a posteriori d’appartenance à la classe active
pour les modèles complet (colonne 2), parcimonieux 1 (colonne 3) et parcimonieux 2 (colonne
4). Chaque ligne représente une des quatre conditions. Notons que les trois estimateurs ont des
comportements équivalents dans le cas des conditions pertinentes (m = 1, 2) contrairement au
cas des conditions non pertinentes (m = 3, 4) où le modèle complet souffre d’un nombre élevé
de FPs. La mauvaise estimation des labels par le modèle parcimonieux 2 ne représente pas un
problème étant donné la présence de wm estimée à 0 pour m = 3, 4 indiquant ainsi la non
significativité de l’estimation des labels correspondants.
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valeurs de Smα en fonction de α = 0 : 1, ceci pour les deux conditions pertinentes,
m = 1 à gauche et m = 2 à droite et pour les voxels activés uniquement (où
qmj,simulé = 1). Les différentes lignes correspondent à des niveaux de bruit différents
(σ2 = 0.5 : 2.5 par pas de 0.5).
On remarque que le modèle complet (en vert) est toujours meilleur ou équiv-
alent aux modèles parcimonieux 1 (en rouge) et 2 (en bleu), dans le sens où il
correspond à un nombre plus élevé de pixels réalisant la condition amj,simulé ∈ ICα.
Pour cela, nous allons étudier plus en détails les voxels problématiques des mod-
èles parcimonieux pour des valeurs de RSB et α précises. Etant donné la similarité
entre les deux modèles parcimonieux, concentrons nous sur le modèle 2 par ex-
emple, pour σ2 = 0.5 et α = 0.8, un des cas où la différence avec le complet est
la plus élevée (figure IV.11, première ligne). Cette différence concerne néanmoins
un petit nombre de pixels (8 pour m = 1 et 15 pour m = 2 sur 400 pixels). La
figure IV.12 illustre les moyennes estimées mamj et les IC0.8 correspondants. Il
est clair que les intervalles de crédibilité sont plus larges pour le modèle complet
indiquant des variances plus élevées par rapport au modèle parcimonieux ce qui
justifie le fait que la valeur simulée du NRN en question (en rouge) soit incluse
dans l’intervalle correspondant au modèle complet et non dans celui correspondant
au modèle parcimonieux.
♣ Erreur quadratique moyenne - ESE
L’ESE (Expected Squared Error) permet de comparer une estimation à la
réalité terrain. Elle consiste à calculer, en chaque pixel j, la quantité suivante :
ESEamj = Ep˜am
j
[L(amj )] =
∫ ∞
amj =−∞
L(amj ) N (amj ;mamj , Vam,mj ) damj (IV.5)
Dans le cas d’un coût quadratique L(amj ) = (amj − amj,simu)2 on a :
ESEamj = Ep˜am
j
[(amj − amj,simu)2] = Vam,mj + (mamj − amj,simu)2 (IV.6)
Les histogrammes de la figures IV.13 illustrent les quantités ESEamj,c − ESEamj,p1
en bleu et les quantités ESEamj,c − ESEamj,p2 en vert, où l’indice c désigne le mo-
dèle complet et les indices p1 et p2 désignent les modèles parcimonieux 1 et 2,
respectivement. Cela pour la première condition pertinente m = 1 (à gauche) et
la deuxième condition pertinente m = 2 à droite. Chaque ligne de la figure IV.13
correspond à un niveau de bruit (σ2 = 0.5 : 2.5 par pas de 0.5). Notons que
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Figure IV.11 – Représentation de Smα , le nombre de pixels pour lesquels amj,simulé ∈ ICα
pour j ∈ Pγ , où ICα est l’intervalle de crédibilité correspondant. Ceci pour chacunes des deux
conditions pertinentes, m = 1 (à gauche) et m = 2 (à droite) et pour les trois modèles : parci-
monieux 1 (en rouge), parcimonieux 2 (en bleu) et complet (en vert). Chaque ligne correspond
à un niveau de bruit différent. Notons que dans certains cas amj,simulé ∈ ICα pour le modèle
complet et non pour les modèles parcimonieux 1,2, ceci étant limité à une dizaine de pixels
maximum.
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(a) (b)
Pixels j = 1 : 8 Pixels j = 1 : 15
Figure IV.12 – Moyennes estimées des NRNs (en pointillé) et Intervalles de crédibilité pour
α = 0.8 (IC0.8, en continu) pour les voxels dont les valeurs des NRNs simulés (en rouge) ne
sont pas incluses dans IC0.8 pour le modèle parcimonieux 2 (en bleu) (le 1 ayant le même com-
portement) contrairement au modèle complet (en vert). Cela pour chacune des deux conditions
pertinentes m = 1 (a) et m = 2 (b). Notons que ceci est dû à la variance des NRNs moins élevée
pour le modèle parcimonieux induisant un IC0.8 moins large par rapport au modèle complet.
les modèles parcimonieux ont des comportements assez similaires (superposition
des histogrammes bleu et vert) et que les différences d’erreur entre les modèles
complet et parcimonieux sont faibles car elles appartiennent globalement à l’in-
tervalle [−0.05, 0.05]. La plupart de ces différences sont aux alentours de 0. Pour
les différences non nulles on remarque, que dans certains cas il y a autant de
différences négatives que positives et que dans d’autres les modèles parcimonieux
induisent des ESE un peu moins élevées que le modèle complet, surtout pour les
deux dernières lignes correspondantes à un faible RSB.
♣ Estimation de la FRH
La figure IV.14 compare les FRHs estimées entre le modèle complet (en vert)
et chacun des modèles parcimonieux 1 (en rouge) et parcimonieux 2 (en bleu)
ceci pour des niveaux de bruit différents correspondant à une variance de bruit
σ2 allant de 0.5 à 2.5 par pas de 0.5. Les estimations sont en plus, comparées à
la FRH simulée (en violet) différente de la FRH canonique (en noir). Notons que
les trois modèles fournissent une estimation assez proche de la FRH simulée et
ne montrent aucune différence significative entre eux.
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Figure IV.13 – Histogrammes illustrant les différences d’erreur quadratique moyenne (ESE)
entre les modèles complet et parcimonieux 1 (en bleu) et entre les modèles complet et parci-
monieux 2 (en vert). Cela pour les deux conditions pertinentes m = 1 (à gauche) et m = 2
(à droite). Chaque ligne correspond à un niveau de bruit. Notons que les deux modèles parci-
monieux ont des comportements similaires (histogrammes bleu et vert superposés) et que les
différences des ESE avec le modèle complet sont faibles (la plupart sont autour de 0) mais avec
plus de valeurs positives que négatives confirmant ainsi des ESE moins élevées pour les modèles
parcimonieux (cas où σ2 = 2 et 2.5).
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Figure IV.14 – Comparaison entre la FRH simulée (en violet) et les FRHs estimées par les
modèles complet (en vert) et parcimonieux (modèle 1 en rouge à gauche et modèle 2 en bleu à
droite). La FRH canonique est également illustrée en noir pour montrer la différence avec celle
simulée. Chaque ligne correspond à un niveau de bruit différent. Aucune différence significative
n’est observée indiquant une similarité entre les modèles.
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♣ Cartes de probabilité a posteriori- PPMs
Ici, nous avons effectué la procédure PPMs avec γ = 0 : 4 (aucun voxel n’est
détecté au delà de 4) et α ∈ {0.9, 0.95, 0.99} pour obtenir les courbes illustrées
par la figure IV.15 pour m = 1 et par la figure IV.16 pour m = 2. Le modèle
complet est représenté en vert, le modèle parcimonieux 1 en rouge et le modèle
parcimonieux 2 en bleu.
On remarque que les PPMs des modèles parcimonieux sont toujours plus
élevées ou similaires à celles du modèle complet. Cela induit dans le cas parci-
monieux et pour des seuils γ et α donnés, un nombre d’activations supérieur ou
équivalent à celui obtenu dans le cas complet. Notons que l’amélioration obtenue
par la suppression des conditions non pertinentes est répartie entre les deux con-
ditions pertinentes (elle peut être plus forte sur l’une ou sur l’autre).
En nous focalisant sur le cas σ2 = 0.5, γ = 2.2 et m = 1 par exemple, on
remarque qu’un seuillage à α ∈ {0.9, 0.95, 0.99} donne respectivement 69, 56, 9
pixels dans le cas complet par rapport à 79, 79, 57 dans le cas parcimonieux. Ces
différences sont également mises en évidence par l’histogramme des PPM2.2 pour
m = 1 (figure IV.17-(g)). De même pour σ = 0.5, γ = 3 et m = 2, un seuillage à
α = 0.9, 0.95, 0.99 donne respectivement 72, 53, 28 pixels dans le cas complet par
rapport à 90, 90, 78 dans le cas parcimonieux. L’histogramme des PPM3 pour
m = 3 est illustré par la figure IV.18-(g) et montre des PPMs plus fortes dans le
cas parcimonieux (en rouge) par rapport au complet (en vert).
Comme dans le cadre de l’inférence MCMC, nous avons regardé l’emplace-
ment des voxels obtenus afin de déterminer les VP, VN, FP et FN. Les résultats
sont illustrés par la figure IV.17 pour le cas σ2 = 0.5, γ = 2.2 et m = 1 par
exemple. Le modèle complet est représenté par la première ligne et les modèles
parcimonieux 1,2 (comportements similaires) par la deuxième. Chaque colonne
concerne un niveau de seuillage des PPMs (α = 0.9, 0.95 et 0.99). Notons que
le modèle complet souffre, dans les trois cas, de plus de FNs que les modèles
parcimonieux, ceci étant cohérent avec le fait d’avoir des PPMs plus élevées dans
le cas parcimonieux. De même, pour la deuxième condition pertinente m = 2
représentée par la figure IV.18.
♣ Energie libre
L’énergie libre étant le critère maximisé dans VEM (section III.2.5), son calcul
nous permet de vérifier la convergence de l’algorithme. La figure IV.19, illustre
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Figure IV.15 – Comparaison inter-modèles, pour la première condition pertinente m = 1,
du nombre de pixels obtenu après seuillage des PPMγ (p(aˆmj ≥ γ |yj) pour j = 1 : J) avec
γ = 0 : 4. Cela pour trois niveaux de seuillage α = 0.9 (colonne de gauche), α = 0.95 (colonne
du milieu) et α = 0.99 (colonne de droite). Notons que pour un seuil donné γ le nombre
d’activations obtenues dans le cas parcimonieux (1 en rouge et 2 en bleu) est équivalent ou plus
élevé que celui obtenu dans le cas complet (en vert).
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Figure IV.16 – Comparaison inter-modèles, pour la deuxième condition pertinente m = 2,
du nombre de pixels obtenu après seuillage des PPMγ (p(aˆmj ≥ γ |yj) pour j = 1 : J) avec
γ = 0 : 4. Cela pour trois niveaux de seuillage α = 0.9 (colonne de gauche), α = 0.95 (colonne
du milieu) et α = 0.99 (colonne de droite). Notons que pour un seuil donné γ le nombre
d’activations obtenues dans le cas parcimonieux (1 en rouge et 2 en bleu) est équivalent ou plus
élevé que celui obtenu dans le cas complet (en vert).
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Figure IV.17 – Illustration, des VP (en bleu), VN (en noir), FP (en vert) et FN (en rouge)
dans les cartes PPMγ ≥ α pour γ = 2.2 et α = 0.9 (colonne 1), α = 0.95 (colonne 2) et α = 0.99
(colonne 3). Les modèles parcimonieux 1,2 ont des comportement équivalents et meilleurs par
rapport au modèle complet, ce qui indique des PPMs moins élevées pour ce dernier. Cela est
également confirmé par l’histogramme des PPM2.2 (g). Ceci dans le cas de la première condition
pertinente m = 1 et d’un niveau de bruit σ2 = 0.5.
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Figure IV.18 – Illustration, des VP (en bleu), VN (en noir), FP (en vert) et FN (en
rouge) dans les cartes PPMγ ≥ α pour γ = 3 et α = 0.9 (colonne 1), α = 0.95 (colonne
2) et α = 0.99 (colonne 3). Les modèles parcimonieux 1,2 ont des comportement équivalents
et meilleurs par rapport au modèle complet, ce qui indique des PPMs moins élevées pour ce
dernier. Cela également est confirmé par l’histogramme des PPM3 (g). Ceci dans le cas de la
deuxième condition pertinente m = 2 et d’un niveau de bruit σ2 = 0.5.
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les énergies libres correspondantes aux 5 niveaux de bruit étudiés et montre la
convergence similaire des trois modèles, parcimonieux (1 en rouge et 2 en bleu)
et complet (en vert).
D’autres types de simulations ont également été effectuées mais ne donnent
pas de résultats différents dans le sens où les modèles parcimonieux ont toujours
un comportement équivalent ou meilleur que le modèle complet avec des PPMs
similaires ou plus fortes. Parmi ces simulations, on a testé le cas d’un bruit réel et
deux cas avec un grand nombre de conditions non pertinentes (4 non pertinentes
vs 1 pertinente et 7 non pertinentes vs 1 pertinente).
IV.1.3 Conclusion
Le problème principal observé dans le modèle complet en présence de condi-
tions non pertinentes est l’estimation aléatoire de leurs labels et donc la détection
d’un grand nombre de FP dans ces derniers. Ce problème est résolu par le mo-
dèle parcimonieux qui détecte la non pertinence et supprime donc ces FPs. Ce
problème étant induit par la superposition des deux gaussiennes (l’annulation
de la moyenne de la classe active), les NRNs non pertinents estimés sont faibles
et ne gènent pas l’estimation de la FRH. C’est la raison pour laquelle aucune
modification n’est observée sur cette dernière après élimination des conditions
non pertinentes. Cependant et comme le montre l’étude effectuée ci-dessus, la
suppression de ces conditions permet d’améliorer les PPMs, et donc les NRNs,
correspondants aux conditions pertinentes et de diminuer le nombre de FN. No-
tons aussi que, pour le modèle parcimonieux 1, l’inférence variationnelle permet,
par rapport à l’inférence par MCMC, la baisse du τ2 nécessaire à la détection de
la non pertinence.
IV.2 Données réelles
Nous considérons ci-dessous deux exemples de sujets appartenant à deux
jeux de données réelles différents non lissés et issus d’un paradigme événementiel
rapide. Le premier étant une jeune fille de 25 ans et le second une dame de 65
ans. Nous allons nous concentrer sur des régions d’intérêt (ROIs) motrices étant
donné nos connaissances a priori sur les conditions pertinentes et non pertinentes
et donc sur les résultats attendus dans ces ROIs. Les figures sont en convention
neurologique, le côté gauche sur les figures correspond au côté gauche du cerveau.
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Figure IV.19 – Energie libre des modèles parcimonieux 1 (en rouge), parcimonieux 2 (en
bleu) et complet (en vert) pour 5 niveaux de bruit différents (σ2 ∈ {0.5, 1, 1.5, 2, 2.5}). Une
petite différence en faveur des modèles parcimonieux est observée sur les premières itérations.
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IV.2.1 Premier sujet
Ce sujet est issu de la base de données OPTIMED acquise à Neurospin à
l’aide d’un scanner IRM 3 Tesla (Tim Trio, Siemens) sur 15 volontaires sains
d’âge moyen de 23.2 ans (avec un écart type de 2 ans). Le volume anatomique,
avec des voxels de taille 1×1×1 mm3, a été acquis avec un temps de répétition
(TR) de 2400 ms et un temps d’écho (TE) de 2.98 ms. Les données fonctionnelles,
quant à elles, ont été acquises avec un TR de 2400 ms et un TE de 30 ms. Elles
comprennent une seule session de N=128 scans, chacun représentant un volume
3D de dimension 96×96×40 voxels avec des voxels de taille 2×2×3 mm3. Ces
données ont été collectées avec une antenne 32 canaux permettant d’effectuer une
imagerie parallèle grâce à laquelle on peut réaliser un compromis entre un TR
raisonable et une bonne résolution spatiale. Deux facteurs d’accélération ont été
testés R = 2 et R = 4 où plus R est élevé plus le rapport signal sur bruit (RSB)
est faible [Pruessmann 1999]. Ici, nous avons traité un cas avec R = 2.
Le paradigme expérimental est un paradigme événementiel rapide connu sous
le nom de Localizer [Pinel 2007]. Ici, ce protocole est d’une durée de 5 minutes
et comprend 100 stimuli avec un intervalle inter-stimuli (IIS) de 3.76 secondes de
moyenne et de 1.99 secondes d’écart-type. Ce protocole comprend, en plus des
stimuli visuels de damiers horizontaux et verticaux, des activités motrices ainsi
que des tâches de calcul mental et de compréhension de phrase toutes données
sous deux modalités, auditive et visuelle. On distingue donc 10 types de stimuli :
(1,2) damiers horizontaux (10 occurences) et verticaux (10 occurences), (3,4)
trois clics droits (resp. gauches) donnés par ordre visuel (5 occurences), (5,6)
trois clics droits (resp. gauches) donnés par ordre auditif (5 occurences), (7,8)
lire et écouter des phrases (10 occurences chacuns) et (9,10) calcul mental donné
sous formes visuelles et auditives (10 occurences chacunes). Enfin, 20 périodes de
repos (écran noir) sont insérées dans la séquence pour améliorer l’estimation de
la réponse hémodynamique.
Afin d’obtenir un fort contraste, les stimuli ont été regroupés en quatres caté-
gories : calcul, phrase, clic et damier. On s’intéresse à la région motrice droite
(162 voxels) dans laquelle il est attendu que les conditions damier, phrase et cal-
cul soient considérées comme non pertinentes. Cette région a été extraite à partir
d’une analyse de groupe effectuée sur les 15 sujets.
Le bruit étant plus fort et de nature différente par rapport aux données
simulées, la valeur de τ2 nécessaire à l’élimination des conditions non pertinentes
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est plus élevée comme on le verra par la suite.
IV.2.1.1 Technique stochastique - MCMC
En appliquant la même procédure que celle utilisée sur les données simulées,
la valeur de τ2 nécessaire pour le modèle parcimonieux 1 est de 82, ce qui est
équivalent à 50% de la taille de la ROI motrice en question (162 voxels). Pour
cette valeur, le modèle parcimonieux 1 détecte les trois conditions : calcul, phrase
et damier comme non pertinentes avec des probabilités a posteriori p(wm = 1 |yj)
égales à 0 et la condition clic comme pertinente avec une probabilité a posteriori
p(wm = 1 |yj) = 1.
La procédure PPMs a été effectuée avec γ = 0 : 8 induisant la figure IV.20-(a)
où le modèle parcimonieux 1 (en rouge) détecte considérablement plus de voxels
dont le NRN est supérieur à γ que le modèle complet (en vert). Si on se focalise
par exemple sur le cas γ = 3, on s’aperçoit que le modèle parcimonieux 1 dé-
tecte 84 voxels par rapport à 24 détectés par le modèle complet. L’histogramme
des PPM3 est illustré par la figure IV.20-(b) indiquant effectivement des PPMs
plus fortes dans le cas parcimonieux. Cette amélioration est également confir-
mée par les figures IV.20-(d,e) représentant les PPM3 pour les modèles complet
et parcimonieux respectivement. Pour plus de visibilité, un zoom a été effectué
sur la partie entourée en rouge dans la figure IV.20-(c) et qui contient le sillon
central impliqué dans les processus moteurs. Contrairement aux précédentes ob-
servations concernant l’estimation de la FRH, ici une différence significative est
observée entre les deux modèles comme l’indique la figure IV.21 où l’estimation
du modèle parcimonieux 1 est en rouge et celle du complet en vert. Notons une
différence d’environ 1 seconde dans le temps d’arrivée du pic. Il est clair que les
deux diffèrent de la forme canonique (en noir). Rappelons que dans les précé-
dents cas, les NRNs des conditions non pertinentes étaient faibles à cause de la
superposition des gaussiennes représentant les classes d’activation. Ici, les NRNs
non pertinents (calcul, phrase et damier) du modèle complet ont de fortes valeurs
négatives comme on peut le voir à travers leurs histogrammes illustrés par les
figures IV.22-(a,b,d) respectivement. Ces valeurs non nulles influencent claire-
ment l’estimation de la FRH et diminuent également les NRNs de la condition
pertinente (clic) comme apparaît dans l’histogramme IV.22-(c).
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Figure IV.20 – (a) Nombre de voxels obtenu après seuillage des PPMγ à 0.95 avec γ = 0 : 8
où le modèle parcimonieux 1 (en rouge) détecte plus de voxels que le complet (en vert). (b)
Histogramme des PPM3 confirmant des PPMs parcimonieuses (en rouge) plus fortes que celle
du complet (en vert). (c) Illustration de la région contenant le sillon central et dont le zoom
permet d’obtenir les figures (d) et (e) représentant la superposition des PPM3 au volume
anatomique, ceci pour les modèles complet et parcimonieux 1 respectivement.
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Figure IV.21 – Comparaison des FRHs estimées par chacun des modèles parcimonieux 1 (en
rouge) et complet en vert. La FRH canonique est illustrée en noir afin de monter la différence
avec celles estimées.
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Figure IV.22 – Histogrammes des NRNs estimés par les modèles complet (en vert) et
parcimonieux 1 (en rouge) pour les trois conditions non pertinentes : calcul (a), phrase (b)
et damier (d) et la condition pertinente clic (c). Les NRNs des conditions non pertinentes du
modèle complet ont de fortes valeurs négatives non nulles causant la diminution des NRNs
de la condition pertinente. L’élimination de ces trois conditions par le modèle parcimonieux 1
améliore considérablement les NRNs de la condition pertinente.
IV.2.1.2 Technique variationnelle - VEM
Le nombre d’itérations minimum est de 100 avec les mêmes critères d’arrêt
que ceux utilisés pour le traitement des données simulées. Dans le cas du modèle
parcimonieux 1, un τ2 = 0 n’est plus suffisant pour l’élimination des conditions
non pertinentes. La procédure du choix de τ2 utilisée pour les autres cas, nous
donne un τ2 = 25 (15% de la taille de notre ROI), ce qui est beaucoup moins
élevé que la valeur obtenue en MCMC (τ2 = 82). Pour cette valeur de τ2, le
modèle parcimonieux 1 détecte les conditions : damier, phrase et calcul comme
non pertinentes avec des probabilités a posteriori p˜Wm(wm=1) = 0 et la condition
clic comme pertinente avec une probabilité a posteriori de 1.
Concernant le modèle parcimonieux 2, 4 cas ont été testés et comparés. Pour
chaque cas, nous illustrons le comportement de l’estimateur de p˜Wm(wm = 1)
pourm = 1 : 4 (figures IV.24-(a,d,g,j)), l’estimateur de τ2 (figures IV.24-(b,e,h,k))
ainsi que les résultats de la procédure PPMs à α = 0.95 (figures IV.24-(c,f,i,l)).
Rappelons que le modèle complet est représenté en vert, le parcimonieux 1 en
rouge et le parcimonieux 2 en bleu.
130 Chapitre IV. Expériences et résultats
1- Le premier cas consiste à utiliser les mêmes valeurs que le cas simulé : τ1 = 1,
ατ2 = 3 et λτ2 = 4. Comme le montre la figure IV.24-(a) les probabilités a pos-
teriori p˜Wm(wm = 1) des conditions non pertinentes (calcul, phrase et damier)
sont estimées à 0.34, 0.28 et 0.34 respectivement et ne sont pas complètement
nulles. Ceci donne des poids aux trois conditions et ne les élimine pas com-
plètement du signal stimulus-induit induisant un comportement similaire des
modèles complet et parcimonieux 2 car les NRNs non pertinents du modèle
complet sont déjà faibles et leur donner des poids ne change pas grand chose.
Dans ce cas τ2 est estimé à 0.52 ce qui donne pour µˆm1 = 0 une probabilité
p0 = 11+exp(τ1τ2) =
1
1+exp(0.52) = 0.37 (figure IV.23-(a), courbe en bleu). Cette
probabilité représente la probabilité de considérer une condition comme per-
tinente alors que la moyenne d’activation µm1 est nulle, une valeur de 0.37
est donc élevée. Théoriquement et selon notre définition de la non pertinence,
cette valeur doit être nulle, nous allons donc la fixer à 10−3 (figure IV.23-(a),
courbe en rouge) comme on le verra dans les cas suivants. Ce problème n’étant
pas présent dans le cas du modèle parcimonieux 1 où τ2 = 25 (suffisamment
loin de l’axe des ordonnées).
2- Le deuxième cas consiste en la diminution de la probabilité p0 en augmentant
la pente de la sigmoïde τ1. Pour ceci nous proposons de fixer ce paramètre selon
l’équation τ1 = 1τ2 log
1−p0
p0
. Etant donné que τ2 est estimé, on peut utiliser sa
valeur initiale où le mode de son a priori pour fixer la valeur de τ1. Ici nous
avons testé p0 = 10−3 et un a priori sur τ2 d’hyperparamètres ατ2 = 3 et
λτ2 = 4. La figure IV.24-(d) montre l’intérêt de la diminution de p0 qui permet
l’élimination complète des conditions non pertinentes (p˜Wm(wm = 1) = 0)
mais tardivement (après 70 itérations) empêchant le modèle parcimonieux 2
de s’améliorer par rapport au modèle complet comme le montre la procédure
PPMs illustrée par la figure IV.24-(f).
3- Le troisième cas vise à accélérer la détection de la non pertinence par le modèle
parcimonieux 2 afin de lui permettre de s’améliorer par rapport au modèle
complet. Comme le montre la figure IV.24-(e), τˆ2 tend vers 0.5 (le mode de
son a priori), une proposition serait donc d’accélérer cette convergence en
utilisant un a priori plus strict ατ2 = 9 et λτ2 = 16, où le mode est de 0.5
mais la variance de 0.03 (figure IV.23-(b), courbe en rouge), presque 10 fois
plus petite que l’a priori précédent (figure IV.23-(b), courbe en bleu). Ceci
accélère clairement la convergence (figure IV.24-(g,h)) permettant au modèle
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parcimonieux 2 un comportement très proche de celui du modèle parcimonieux
1 et meilleur que celui du modèle complet qui détecte moins de voxels que les
modèles parcimonieux quand γ augmente.
4- Le quatrième et dernier cas permet de répondre à la question : étant donné que
τˆ2 tend vers 0.5, pourquoi ne pas le fixer à cette valeur dès le début au lieu de
l’estimer ? Selon la figure IV.24-(j) ceci permetrait une élimination beaucoup
plus rapide des conditions non pertinentes mais cause néanmoins une perte
de quelques activations (figure IV.24-(l)). Cela peut être justifié par le fait
que µm1 , auquel est connecté wm, est de l’ordre de 0.5 ou inférieur à cause du
problème de bilinéarité entre A et h qui se traduit par de grandes valeurs de h
et de petites valeurs de A durant les premières itérations. Estimer τ2 permet
de s’adapter à ce problème car comme le montre les figures IV.24-(b,e,h) ce
paramètre prend des petites valeurs durant les premières itérations.
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Figure IV.23 – (a) Illustration de l’influence de la pente de la sigmoïde, contrôlée par τ1, sur
la probabilité à l’origine p0 = p(wm = 1 |µm1 = 0, τ1, τ2). Pour un τ2 donné, plus τ1 est grand,
plus la pente est forte et p0 faible (courbe rouge). (b) Comparaison de deux fonctions gamma
dont lo mode est équivalent 0.5, G(3, 4) (en bleu) a une variance plus élevée que G(9, 16) (en
rouge), permettant ainsi plus de fluctuation dans l’estimation de τ2 et donc un ralentissement
de convergence vers sa valeur finale.
La précédente analyse nous permet de conclure, que dans le cas des données
réelles il est préférable d’augmenter la pente de la sigmoïde pour le modèle parci-
monieux 2 et d’utiliser un a priori gamma plus strict afin d’accélerer la détection
des conditions non pertinentes. La figure IV.25 illustre les PPM5 pour la condi-
tion pertinente (clic) dans la ROI motrice droite. Pour une meilleure visibilité,
un zoom a été effectué sur la partie entourée en rouge dans la figure IV.25-(a) où
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Figure IV.24 – Colonne 1 : comportement des estimateurs de p˜Wm(wm = 1) pour le modèle
parcimonieux 2 durant les itérations pour les quatre conditions : calcul en bleu, phrase en vert,
clic en rouge et damier en bleu clair. Colonne 2 : comportement de l’estimateur de τ2 pour
le modèle parcimonieux 2 durant les itérations. Colonne 3 : nombre de voxels obtenu après
seuillage des PPMγ à α = 0.95 avec γ = 0 : 8, en vert le modèle complet, en rouge le modèle
parcimonieux 1 et en bleu le 2. Notons que le modèle parcimonieux 1 permet d’obtenir des PPMs
plus forts que le modèle complet (un nombre plus élevé d’activations est obtenu pour γ > 4).
Les lignes correspondent aux cas suivants pour le modèle parcimonieux 2 : (1) p0 = 0.37 et
p(τ2) = G(3, 4) où p˜Wm(wm = 1) ≈ 0.3, (2) p0 = 10−3 et p(τ2) = G(3, 4) avec une convergence
tardive de p˜Wm(wm = 1) vers 0. Ces deux cas induisent une équivalence avec le modèle complet.
(3) p0 = 10−3 et p(τ2) = G(9, 16) accélére la convergence des probabilités vers 0 par rapport à
(2) induisant une amélioration du modèle parcimonieux 2 qui devient proche du parcimonieux
1. (4) p0 = 10−3 et τ2 = 0.5, ce cas cause la baisse de performance du modèle parcimonieux 2
pour γ < 5.5 à cause de la bilinéarité entre A et h induisant un µm1 de l’ordre de 0.5 sur les
premières itérations.
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se trouve le sillon central droit. Les figures IV.25-(d,e,f) représentent les PPM5
sur une coupe axiale pour les modèles complet, parcimonieux 1 et parcimonieux 2
respectivement et montrent des PPMs plus fortes pour les modèles parcimonieux.
Les histogrammes (figures IV.25-(b,c)) permettent d’avoir une idée sur les PPM5
estimées dans la ROI en entier et non seulement sur une seule coupe. Ces his-
togrammes permettent de conclure, comme précédemment, que les PPM5 des
modèles parcimonieux 1 (histogramme en rouge) et 2 (histogramme en bleu) sont
supérieures à ceux du modèle complet (histogramme en vert). En seuillant ces
PPMs à α = 0.95, on obtient 41 voxels pour le modèle complet par rapport à
114 pour le parcimonieux 1 et 108 pour le 2 (où τ2 est estimé contrairement au
modèle 1).
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Figure IV.25 – (a) Illustration, en rouge, de la zone contenant le sillon central et sur
laquelle un zoom a été effectué pour plus de visibilité. (b,c) Comparaison des histogrammes
correspondant aux PPM5 pour les modèles complet (en vert),parcimonieux 1 (en rouge) et 2
(en bleu). Ces derniers fournissent des PPMs supérieures à celles du modèle complet, ce qui
est également confirmé par les figures (d,e,f) où ces PPMs sont superposées sur le volume
anatomique.
Finalement la figure IV.26 compare les estimations des FRHs entre le modèle
complet (en vert) et chacun des deux modèles parcimonieux 1 (en rouge) et parci-
monieux 2 (en bleu). Les trois estimations sont assez proches et différentes de la
FRH canonique (en noir). Notons que l’estimation de la FRH est en cohérence
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avec l’analyse de groupe effectuée dans [Badillo 2013b] où la FRH motrice cor-
respond à un temps d’arrivée du pic supérieur à celui de la forme canonique.
%
∆
si
gn
al
B
O
LD
%
∆
si
gn
al
B
O
LD
(a) (b)
Temps (secondes) Temps (secondes)
Figure IV.26 – Comparaison des FRHs estimées par les modèles complet (en vert), parci-
monieux 1 (en rouge) et parcimonieux 2 (en bleu) dans la ROI motrice droite. La FRH canonique
est affichée en noir pour montrer la différence avec les FRHs estimées. Les estimations des trois
modèles sont assez proches.
IV.2.1.3 Conclusion
Les résultats de l’analyse précédente dans le cadre d’une inférence MCMC
illustrent de nouvelles observations par rapport à celles des données simulées.
Ici, l’amélioration obtenue au niveaux des PPMs en faveur du modèle parci-
monieux est beaucoup plus importante que celle observée dans les simulations.
Cette dernière étant due à des NRNs non pertinents non nuls et à de fortes
valeurs négatives dans le cas du modèle complet, ce qui influence l’estimation des
NRNs pertinents et effectivement celle de la FRH. En éliminant les conditions
non pertinentes, le modèle parcimonieux 1 estime des NRNs non pertinents faibles
et améliore ainsi les NRNs pertinents. Son estimation de la FRH est également
différente de celle du modèle complet. Notons que la FRH estimée par le modèle
parcimonieux est plus cohérente avec les résultats de l’analyse de groupe effectuée
dans [Badillo 2013b] où le temps d’arrivée du pic dans la ROI motrice est estimé
aux alentours de 6.5 secondes. De plus la FRH estimée par le modèle parcimonieux
en MCMC est plus proche de celle obtenue dans l’analyse variationnelle.
A l’inverse, dans le cadre de l’inférence variationnelle, le modèle complet estime
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des NRNs non pertinents faibles dus à la superposition des gaussiennes d’acti-
vation. L’amélioration des PPMs de la condition pertinente est donc moins forte
que celle observée en MCMC mais reste quand même présente illustrant l’intérêt
du modèle parcimonieux. De plus, la valeur du paramètre τ2 nécessaire à l’élimi-
nation des conditions non pertinentes par le modèle parcimonieux 1 est moins
élevée dans l’analyse VEM (τ2 = 25) par rapport à l’analyse MCMC (τ2 = 82)
ce qui avantage, dans ce cas, l’analyse variationnelle par rapport à la méthode
stochastique.
IV.2.2 Deuxième sujet
Ce sujet est issu d’une autre base de données acquises à NeuroSpin à l’aide
d’un scanner IRM 3 Tesla (Tim Trio Siemens) et à travers une nouvelle tech-
nique d’acquisition de sequence EPI (Multi-slice Echo-Planar Imaging). Cette
technique, développée par le CMRR (Center for Magnetic Resonance Research,
université de Minnesota, Minneapolis) [Feinberg 2010], permet l’acquisition si-
multanée de plusieurs coupes induisant une baisse du TR à 1 seconde. Les don-
nées fonctionnelles sont acquises sur une seule session de N=422 scans fonction-
nels avec un TE de 30 ms. Chaque scan représente un volume 3D de dimension
64×64×48 voxels avec des voxels de taille 3×3×3 mm3. L’ISI moyen est de 5.12
secondes avec un écart-type de 3.48 secondes.
Le paradigme expérimental est un paradigme événementiel rapide, d’une durée
de 7 minutes et 9 secondes, comprenant 80 stimuli répartis sous 8 types différents
où, par rapport au précédent paradigme, les damiers horizontaux et verticaux
ont été supprimés : (1,2) trois clics droits (resp. gauches) donnés par ordre visuel
(10 occurences), (3,4) trois clics droits (resp. gauches) donnés par ordre auditif
(10 occurences), (5,6) lire et écouter des phrases (10 occurences chacuns) et (7,8)
calcul mental donné sous formes visuelle et auditive (10 occurences chacunes).
De plus 20 périodes de repos permettent d’améliorer l’estimation de la queue de
la FRH.
Afin d’obtenir un fort contraste, les stimuli ont été regroupés en quatres caté-
gories : calcul, phrase, clic droit et clic gauche. Ici, nous nous sommes intéressés
à deux ROIs motrices droite (128 voxels) et gauche (130 voxels) extraites respec-
tivement à partir des contrastes T (clic gauche - clic droit) et (clic droit - clic
gauche) issus du MLG classique, ceci à travers la toolbox Marsbar de SPM.
136 Chapitre IV. Expériences et résultats
♣ Extraction de ROIs avec Marsbar : Cette toolbox nous permet de
créer une ROI basée sur le cluster d’activation individuelle détecté par le logiciel
SPM à partir du contraste (clic gauche - clic droit) si on s’intéresse aux voxels
activés majoritairement par le clic gauche et qui se trouvent dans l’hémisphère
contralatéral droit. Une fois le contraste défini on peut choisir d’effectuer ou non
une correction FWER (Family Wise Error rate) pour affiner notre ROI. Ici nos
ROIs correspondent à une FWER seuillée à 0.05.
Nous remarquons un comportement différent par rapport au sujet précédent, ceci
pour deux points principaux qu’on confirmera à travers des figures par la suite :
1- La classification aléatoire des activations correspondant aux conditions non
pertinentes influence négativement le choix de τ2 pour le modèle parcimonieux
1 et qui atteint 60% de la taille de la ROI en question (valeur obtenue avec
la même procédure que celle effectuée pour le sujet précédent). Le point posi-
tif étant que les données empêchent cette valeur élevée de τ2 d’influencer la
condition pertinente.
2- L’élimination des conditions non pertinentes n’induit aucune amélioration
dans l’estimation des variables de la condition pertinente, à l’inverse de ce
que l’on a observé dans les données simulées et le premier sujet. Les condi-
tions éliminées par le modèle parcimonieux correspondent néanmoins à des
activations dans le modèle complet. La question discutée par la suite étant :
Sommes nous dans un cadre de FN pour le modèle parcimonieux ou plutôt
dans un cadre de FP pour le complet ?
Pour le modèle parcimonieux 2, les mêmes valeurs que celles du permier sujet ont
été utilisées pour les paramètres de la sigmoïde (p0 = 10−3 et p(τ2) = G(9, 16)).
La procédure PPMs avec α = 0.95 permet de comparer les trois modèles. Ici nous
nous intéressons aussi aux PPMs obtenues pour les conditions non pertinentes et
qui normalement doivent être nulles (comme c’est le cas pour le premier sujet,
raison pour laquelle nous n’avons pas abordé ce point précédemment). Dans les
résultats suivants, nous illustrons uniquement le modèle complet et le modèle
parcimonieux 1. Le parcimonieux 2 ayant exactement le même comportement
que le 1, il n’est pas détaillé.
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IV.2.2.1 ROI motrice droite
Dans la ROI motrice droite, les conditions : calcul, phrase et clic droit sont
considérées, par chacun des modèles parcimonieux, comme non pertinentes avec
des probabilités a posteriori p˜Wm(wm = 1) à 0 et la condition clic gauche comme
pertinente avec une probabilité a posteriori à 1.
La figure IV.27 illustre les histogrammes des PPM0 pour les quatres con-
ditions expérimentales et pour les modèles complet (en vert) et parcimonieux 1
(en rouge). On remarque que les deux modèles sont équivalents par rapport à la
condition pertinente (clic gauche, figure IV.27-(d)) et ont un comportement assez
proche pour les deux conditions non pertinentes (calcul et phrase, figures IV.27-
(a,b) respectivement). Cependant le modèle complet détecte des activations ipsi-
latérales, des voxels de PPM0 ≥ 0.9 pour le clic droit qui a été considéré comme
non pertinent par le modèle parcimonieux. Les figures IV.28-(a,d) représentent
les résultats de la procédure PPMs pour le clic droit et gauche respectivement
et pour un niveau de seuillage α = 0.95. Le modèle complet est en vert et les
parcimonieux 1 et 2 en rouge et bleu, respectivement. On remarque que les acti-
vations ipsilatérales détectées par le modèle complet concernant le clic droit dans
la ROI motrice droite ne sont pas fortes, elles disparaissent au-delà de γ = 4
(figures IV.28-(a)) par rapport à un γ = 41 pour les activations contralatérales
(figures IV.28-(d)). Les PPM0 pour le clic droit ont été superposées sur le vol-
ume anatomique du sujet afin de voir leurs emplacements, comme le montrent les
figures IV.28-(b,c) pour le modèle complet et parcimonieux 1, respectivement. La
considération de ce dernier du clic droit comme non pertinent induit des PPMs
autour de 0.5 (
∫∞
0 N (0, 1) = 0.5). Le comportement similaire des modèles dans le
cas du clic gauche est confirmé également par les résultats de la procédure PPMs
illustrée par la figure IV.28-(d). Prenons par exemple le cas PPM15 dont la super-
position sur le volume anatomique nous permet d’obtenir les figures IV.28-(e,f)
équivalentes pour les modèles complet et parcimonieux 1, respectivement.
IV.2.2.2 ROI motrice gauche
Dans la ROI motrice gauche, les conditions : calcul, phrase et clic gauche sont
considérées, par les modèles parcimonieux, comme non pertinentes avec des proba-
bilité a posteriori p˜Wm(wm = 1) à 0 et la condition clic droit comme pertinente
avec une probabilité a posteriori à 1.
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Figure IV.27 – Histogrammes des PPMγ avec γ = 0 dans la ROI motrice droite pour les
quatres conditions expérimentales (calcul, phrase, clic droit et clic gauche). Le modèle complet
est représenté en vert et le modèle parcimonieux 1 en rouge (le modèle parcimonieux 2 ayant les
mêmes résultats que le premier il n’a pas été représenté). Les modèles parcimonieux et complet
ont des comportements équivalents dans le cas de la condition pertinente (clic gauche, (d)) et
les deux conditions non pertinentes (calcul et phrase, (a) et (b) respectivement) à l’inverse de la
condition clic droit (c) pour laquelle le modèle complet détecte des activations (PPM0 > 0.9)
alors que les modèles parcimonieux la considèrent comme non pertinente.
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Figure IV.28 – (a,d) Nombre de voxels obtenu après seuillage des PPMγ avec γ = 0 : 4
pour le clic droit (a) et γ = 0 : 41 pour le clic gauche (d), ceci dans la ROI motrice droite
et pour un niveau de seuillage α = 0.95. Le modèle complet est représenté en vert, le parci-
monieux 1 en rouge et le parcimonieux 2 en bleu. Le modèle complet détecte de faibles activa-
tions ipsilatérales induites par le clic droit dans la ROI motrice droite à l’inverse des modèles
parcimonieux qui considèrent cette condition comme non pertinente. Cette différence de com-
portement entre les modèles est également illustrée par (b,c) représentant la superposition avec
le volume anatomique des PPM0 pour le clic droit et pour les modèles complet et parcimonieux,
respectivement. Superposition des PPM0 (e,f) et des PPM15 (g,h) pour le clic gauche et pour
les modèles complet (à gauche) et parcimonieux 1 (à droite), ces derniers ayant des comporte-
ment similaires.
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Comme pour la ROI motrice droite nous avons calculé, pour les quatres con-
ditions expérimentales, les PPM0 dont les histogrammes sont illustrés par la
figure IV.29 avec le modèle complet en vert et le parcimonieux 1 en rouge. No-
tons que les modèles sont équivalents par rapport à la condition pertinente (clic
droit, IV.29-(c)) et la condition non pertinente (calcul, IV.29-(a)). La phrase
et le clic gauche sont néanmoins considérés comme non pertinents par les mo-
dèles parcimonieux mais induisent quelques activations d’après le modèle complet
(PPM0 ≥ 0.9).
Encore une fois la procédure PPMs illustrée par la figure IV.30 montre que
les activations détectés par le modèle complet (en bleu) pour la condition phrase,
sont faibles et disparaissent au-delà de γ = 2.5 (figures IV.30-(a)). A l’inverse,
pour le clic gauche, ces activations sont plus fortes mais se limitent à une dizaine
de voxels au-delà de γ = 9 (figures IV.30-(d)). Dans les deux cas, les modèles
parcimonieux ne détectent aucune activation étant donné que ces conditions ont
été considérées comme non pertinentes. Cela est également mis en évidence par les
figures IV.30-(b,c) qui superposent les PPM0 de la condition phrase au volume
anatomique pour les modèles complet et parcimonieux 1, respectivement. Comme
remarqué précédemment, ce dernier fourni des PPM0 ≈ 0.5 pour les conditions
qu’il considère comme non pertinentes. De même, les PPM0 superposées au vo-
lume anatomique pour le clic gauche sont illustrées par les figures IV.30-(e,f)
correspondantes aux modèles complet et parcimonieux 1, respectivement. Encore
une fois, ces deux modèles ont un comportement équivalent par rapport à la
condition pertinente (clic droit) comme l’indique la procédure PPMs avec α = 0.95
(figure IV.30-(g)) ainsi que la superposition des PPM0 (figure IV.30-(h,i)) et des
PPM15 sur le volume anatomique (figures IV.30-(j,k)) pour les modèles complet
et parcimonieux 1, respectivement.
Enfin, les estimations des FRHs par les modèles complet (en vert), parci-
monieux 1 (en rouge) et parcimonieux 2 (en bleu) sont illustrées par la figure
IV.31 et comparées à la FRH canonique (en noir). Ceci est effectué pour la ROI
motrice droite (en haut) et gauche (en bas). Comme pour les autres données, la
différence entre les modèles n’est pas très significative. Leurs estimations de la
FRH sont cependant différentes de la forme canonique.
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Figure IV.29 – Histogrammes des PPMγ avec γ = 0 dans la ROI motrice gauche pour les
quatres conditions expérimentales (calcul, phrase, clic droit et clic gauche). Le modèle complet
est représenté en vert et le modèle parcimonieux 1 en rouge (le modèle parcimonieux 2 ayant
les mêmes résultats que le 1 il n’a pas été représenté). Les modèles parcimonieux et complet
ont des comportements équivalents dans le cas de la condition pertinente (clic droit, c) et de la
condition non pertinente (calcul, a) à l’inverse des deux conditions non pertinentes (phrase, b
et clic gauche, d) pour lesquelles le modèle complet détecte des activations (PPMγ > 0.9) alors
que les modèles parcimonieux les considèrent comme non pertinentes.
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Figure IV.30 – (a,d,g) Nombre de voxels obtenu après seuillage des PPMγ avec γ = 0 : 3
pour la phrase (a), γ = 0 : 35 pour le clic gauche (d) et γ = 0 : 70 pour le clic droit (g), ceci dans
la ROI motrice gauche et pour un niveau de seuillage α = 0.95. Le modèle complet est représenté
en vert, le parcimonieux 1 en rouge et le parcimonieux 2 en bleu. Le modèle complet détecte
des activations correspondantes aux conditions phrase et clic gauche considérées comme non
pertinentes par les modèles parcimonieux. Cette différence de comportement entre les modèles
est également illustrée par (b,c) représentant la superposition avec le volume anatomique des
PPM0 pour la phrase et pour les modèles complet et parcimonieux respectivement. De même
pour les figures (e,f) correspondantes au clic gauche. Superposition des PPM0 (h,i) et des
PPM15 (j,k) pour le clic droit et pour les modèles complet (à gauche) et parcimonieux 1 (à
droite), ces derniers ayant des comportement similaires.
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Figure IV.31 – Comparaison des FRHs estimées par les modèles complet (en vert), parci-
monieux 1 (en rouge) et parcimonieux 2 (en bleu) dans la ROI motrice droite (en haut) et
gauche (en bas). La FRH canonique est affichée en noir pour montrer la différence avec les
FRHs estimées. Les estimations des trois modèles sont très proches.
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IV.2.2.3 Conclusion
Pour le second sujet, les modèles complet et parcimonieux ont des comporte-
ments similaires par rapport aux conditions pertinentes. Leurs différences se fo-
calisent sur les conditions considérées comme non pertinentes par le modèle parci-
monieux. Ces conditions étant le clic droit dans le ROI motrice droite et la phrase
et le clic gauche dans la ROI motrice gauche. Il est cependant connu que, pour des
tâches motrices, de faibles activations ipsilatérales sont détectées [Biswal 1995].
On conclut donc deux possibilités :
1- Soit la ROI motrice droite (resp. gauche) extraite ne contient pas les voxels
représentant les activations ipsilatérales dans le sens où elle est extraite à partir
du contraste T clic gauche - clic droit (resp. clic droit - clic gauche). Dans ce
cas, les voxels ipsilatéraux détectés par le modèle complet représentent des FP
que le modèle parcimonieux élimine.
2- Soit ces voxels sont bien présents car un contraste clic gauche - clic droit
(resp. clic droit - clic gauche) illustre les voxels majoritairement activés par
le clic gauche (resp. clic droit) mais pas les voxels activés par le clic gauche
(resp. clic droit) et non par le clic droit (resp. clic gauche). Dans ce cas, les
activations ipsilatérales étant faibles, elles ont été éliminées par notre modèle
parcimonieux, qui dans un certain sens effectue une sorte de seuillage. Cela in-
duit un cas de FN dans le modèle parcimonieux mais sans grande conséquence.
Finalement, on note que le choix du paramètre τ2 paraît plus compliqué pour
le modèle parcimonieux 1 que pour le parcimonieux 2 dans le sens où sa valeur
change d’un sujet à l’autre. Pour une analyse VEM, un τ2 équivalent à 15% de
la taille de la ROI était suffisant à l’élimination des conditions non pertinentes
dans le cas du premier sujet alors qu’il a fallu un τ2 équivalent à 60% de la
taille de la ROI pour le deuxième sujet. Etant donné la procédure utilisée pour
le choix de la valeur de τ2, son application pour chaque sujet et chaque ROI
est très coûteuse en temps. A l’inverse, le modèle parcimonieux 2 paraît plus
stable de ce point de vue dans le sens où aucun changement de paramètre n’a été
nécessaire entre les deux sujets. Evidemment cette conclusion devrait être vérifiée
sur un plus grand nombre de ROIs et de sujets avant d’être confirmée. De plus le
modèle parcimonieux 2 nous permet un gain en temps de calcul étant donné la
présence d’une étape MC dans le parcimonieux 1. Notons aussi que l’élimination
des activations ipsilatérales par le modèle parcimonieux ne vient pas du fait que
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τ2 est élevé car nous avons fait une analyse avec τ2 = 0 dans laquelle la condition
clic droit (resp. clic gauche) dans la ROI motrice droite (resp. gauche) s’éteint
directement dans le modèle parcimonieux et ce sont le calcul et la phrase qui
nécessitent l’augmentation du τ2 pour être éliminés. Sachant que ces conditions
ne sont pas supposées induire d’activations sur le sillon central on peut confirmer
que ce comportement vient de l’influence du bruit.

Chapitre V
Analyses cerveau entier
Les résultats illustrés dans le chapitre IV concernant les données réelles se
focalisent sur une région cérébrale en particulier (la région motrice). Nous allons
dans ce chapitre illustrer quelques résultats préliminaires concernant des analyses
cerveau entier et dont la compréhension nécessite des études plus approfondies
ainsi qu’une comparaison avec la littérature. Ces analyses ont été effectuées dans
le cadre de l’inférence VEM et avec les trois modèles parcimonieux précédemment
décrits : le modèle parcimonieux 1 exprimant la pertinence en terme du nombre
de voxels activés, le modèle parcimonieux 2 l’exprimant en terme de moyenne
d’activation, et enfin, le modèle parcimonieux utilisant un a priori ARD sur les
variables de pertinence w au lieu de la loi de Bernoulli utilisée pour les deux
premiers.
V.1 Résultats préliminaires
Les données auxquelles on s’intéresse par la suite correspondent à celle du
deuxième sujet, une femme de 65 ans, et dont les régions d’intérêt motrices droite
et gauche ont été traitées dans la sous-section IV.2.2 du chapitre IV. Rappelons
que ces données sont issues d’un paradigme événementiel rapide composé de 8
conditions expérimentales qui ont été regroupées en quatres types pour obtenir
plus de contraste. Ces quatres conditions étant : calcul, phrase, clic droit et clic
gauche, chacune est représentée sous deux modalités, auditive et visuelle. La
parcellisation cerveau entier utilisée est obtenue à partir d’un algorithme de clus-
tering hiérarchique de Ward basé sur la minimisation de la variance intra-classe
en tenant compte d’une contrainte de connexité. C’est une parcellisation fonction-
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nelle basée sur les cartes de contraste de SPM. Le nombre de parcelles pouvant
être choisi par l’utilisateur nous avons choisi d’effectuer la parcellisation sur 400
parcelles, en cohérence avec ce qui a été proposé dans [Thyreau 2006].
Modèle parcimonieux 1. Dans le cadre de cette approche, le seuil de perti-
nence exprimé par le paramètre τ2 est choisi par l’utilisateur. Rappelons que ce
paramètre représente le seuil au-dessus duquel une condition a une forte chance a
priori d’être considérée comme pertinente. Notons que pour les ROIs motrices de
ce sujet la valeur de τ2 nécessaire à l’élimination des conditions non pertinentes
était de 60% de la taille de la ROI. Nous avons donc effectué l’analyse cerveau
entier avec cette même valeur. Cela nous a permis d’obtenir les figures V.1-V.4(a)
qui illustrent la superposition des probabilités de pertinences a posteriori estimées
p˜wm(1), sur le volume anatomique, et cela pour les quatres conditions expérimen-
tales : calcul (m = 1), phrase (m = 2), clic droit (m = 3) et clic gauche (m = 4),
respectivement. Ces cartes de probabilités indiquent les ROIs où les conditions
ont été considérées comme pertinentes avec, en couleur, la valeur estimée de la
probabilité a posteriori p˜wm(1).
Modèle parcimonieux 2. Ici, contrairement au modèle parcimonieux 1 le
paramètre τ2 est estimé. Il est cependant nécessaire de choisir les hyperparamètres
de sa loi a priori gamma. Dans le chapitre IV, nous avons conclu que pour la ROI
motrice les meilleures valeurs étaient ατ2 = 9, λτ2 = 16 illustrant un a priori de
mode égale à 0.5 et de variance égale à 0.03. Rappelons aussi qu’étant données
les faibles valeurs de τ2 nous avons augmenté la pente de la sigmoïde illustrée par
τ1 de manière à ce que la probabilité à l’origine soit égale à p0 = 10−3. L’analyse
cerveau entier a été effectuée pour ces mêmes valeurs. Comme pour le modèle
parcimonieux 1, les figures V.1-V.4(b) illustrent la superposition des probabilités
de pertinences a posteriori estimées p˜wm(1), sur le volume anatomique, et cela
pour les quatres conditions expérimentales : calcul (m = 1), phrase (m = 2), clic
droit (m = 3) et clic gauche (m = 4), respectivement.
Notons que les figures illustrées sont en convention neurologique, le côté
gauche sur les figures correspond au côté gauche du cerveau.
♣ Condition calcul
Dans les figures V.1-(a,b) illustrant, pour les modèles parcimonieux 1 et 2
respectivement, la probabilité de pertinence a posteriori p˜wm(1) estimée pour la
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condition calcul, on remarque la présence d’activations frontales et pariétales assez
attendues dans le cas d’un calcul mental. Il faudrait néanmoins effectuer une étude
plus appronfondie permettant de se comparer à la littérature, comme par exemple
aux travaux effectués dans [Knops 2009] qui s’intéressent au calcul mental et qui,
de plus, mettent en évidence l’implication d’aires cérébrales correspondantes à
l’attention spatiale. Rappelons aussi que les modalités auditive et visuelle de
présentation de cette condition induisent des activations dans les lobes occipital
et temporal.
♣ Condition phrase
De même que pour le calcul, les figures V.2-(a,b) illustrent, pour les modèles
parcimonieux 1 et 2 respectivement, les parcelles où la condition phrase a été
considérée comme pertinente. Les probabilités de pertinence a posteriori p˜wm(1)
sont codées en couleur. Là aussi, on observe un réseau d’activation assez distribué
qui nécessite d’être étudié finement pour le comparer à la littérature et vérifier si
nos résultats coïncident en terme de coordonnées dans l’atlas MNI sur lequel sont
normalisées nos données. Il serait bien, par exemple, de vérifier l’activation des
aires de Broca et Wernicke impliquées dans le langage en plus du sillon temporal
supérieur (STS). Il ne faut bien sûr pas omettre les activations occipitales et
temporales dues aux modalités de présentation des conditions.
♣ Conditions clic droit et gauche
Ici, le modèle parcimonieux 1 fournit des cartes de pertinence plus spécifiques
que le modèle parcimonieux 2, dans le sens où il détecte plus de non pertinence
que ce dernier surtout pour le clic droit. Ce qui est assez remarquable est le fait
que dans les figures V.3-(b) pour le clic droit et V.4-(a,b) pour le clic gauche, la
plupart du cerveau est considérée comme activée par ces conditions.
Si on se focalise sur le clic droit par exemple, on remarque d’après les NRNs
illustrés dans les figures V.3-(c,d) pour les modèles parcimonieux 1 et 2, respec-
tivement, qu’il y a bien plus d’activation détectée par le deuxième modèle, la
question étant : lequel des deux est le plus proche de la réalité ? Une réponse
nécessite une étude détaillée et comparative des deux modèles et surtout une
comparaison avec la littérature.
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On remarque également l’apparition de la SMA (Supplementary Motor Area)
ainsi que de l’activation contralatérale. De plus, pour le clic droit dans le cas du
modèle parcimonieux 1 par exemple (figure V.3-(c)), on retrouve la ROI motrice
droite traitée dans le chapitre IV (entourée en jaune) et dans laquelle le clic droit a
été considéré comme non pertinent. L’activation ipsilatérale n’est cependant pas
complètement perdue, car le modèle parcimonieux déclare le clic droit comme
pertinent dans la partie du sillon central droit entourée en bleu dans les figures
V.3-(a,c). Cette activation n’est pas évidente à voir car les NRNs correspondants
sont de l’ordre de 2 ou 3 par rapport à 75. Signalons aussi que dans le paradigme
en question les tâches motrices consistent à cliquer 3 fois sur un bouton, il est
donc possible d’observer des activations dues au fait que certains sujets comptent
en effectuant ces tâches.
(a) p˜wcalcul (1), modèle parcimonieux 1 (b) p˜wcalcul (1), modèle parcimonieux 2
Coronale Sagittale Coronale Sagittale
Axiale Axiale
Figure V.1 – Illustration, pour la condition calcul (m = 1) présentée sous forme auditive et
visuelle, des probabilités de pertinence a posteriori p˜wm(1) estimées par le modèle parcimonieux
1 (a) et 2 (b). Notons que ce dernier à tendance à détecter plus de pertinence que le premier.
Modèle parcimonieux avec ARD. Rappelons que dans ce modèle l’a priori de
Bernoulli utilisée dans les approches parcimonieuses précédentes a été remplacé
par un a priori gaussien (w ∼ ∏mN (0, α−1m )) où les variables de pertinences
w ne sont plus binaires et n’ont plus de connexion a priori avec les variables
et paramètres du modèle. Ici, le modèle nécessite le choix des hyperparamètres
(kα, λα) de l’a priori gamma sur la précision αm qui ont été choisis de façon
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(a) p˜wphrase (1), modèle parcimonieux 1 (b) p˜wphrase (1), modèle parcimonieux 2
Coronale Sagittale Coronale Sagittale
Axiale Axiale
Figure V.2 – Illustration, pour la condition phrase (m = 2) présentée sous forme auditive et
visuelle, des probabilités de pertinence a posteriori p˜wm(1) estimées par le modèle parcimonieux
1 (a) et 2 (b). Notons que ce dernier à tendance à détecter plus de pertinence que le premier.
à obtenir un a priori non informatif (kα, λα → 0), ce qui n’était pas possible
pour le paramètre τ2 dans le cas du modèle parcimonieux 2. En procédant ainsi,
on se libère du problème de choix des paramètres de la sigmoïde ainsi que des
hyperparamètres de leur a priori. Ce détail pourrait représenter l’intérêt de ce
nouveau modèle par rapport aux deux autres approches parcimonieuses. On re-
marque en revanche, un autre problème induit par le produit Aw. Etant donné
cette bilinéarité, une partie de am = {amj ; j = 1 : J} est factorisée dans wm pour
chaque condition m (ce problème n’étant pas présent avec des w binaires). Une
comparaison avec le modèle complet nécessite donc la considération du produit
Aw et non seulement de la variable A. Cela complique un peu le calcul des
PPMs dans le sens où, pour chaque voxel j et chaque condition m, le calcul de
la quantité PPMγj = p(amj wm > γ) nécessite la connaissance de la loi du couple
amj w
m qui est celle du produit de deux variables gaussiennes.
Calcul de PPM pour le produit de deux variables gaussiennes. Le
produit de deux variables aléatoires gaussiennes peut être représenté comme la
combinaison de deux variables aléatoires suivant des lois de χ2. On peut, en effet,
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(a) p˜wclic droit (1), modèle parcimonieux 1 (b) p˜wclic droit (1), modèle parcimonieux 2
Coronale Sagittale Coronale Sagittale
Axiale Axiale
(c) NRNs clic droit, modèle parcimonieux 1 (d) NRNs clic droit, modèle parcimonieux 2
Coronale Sagittale Coronale Sagittale
Axiale Axiale
Figure V.3 – Illustration, pour la condition clic droit (m = 3) présentée sous forme auditive
et visuelle, des probabilités de pertinence a posteriori p˜wm(1) (a,b) ainsi que des NRNs corres-
pondants (c,d). Cela pour les modèles parcimonieux 1 (a,c) et 2 (b,d). Notons que ce dernier à
tendance à détecter plus de pertinence que le premier.
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(a) p˜wclic gauche (1), modèle parcimonieux 1 (b) p˜wclic gauche (1), modèle parcimonieux 2
Coronale Sagittale Coronale Sagittale
Axiale Axiale
Figure V.4 – Illustration, pour la condition clic gauche (m = 4) présentée sous forme
auditive et visuelle, des probabilités de pertinence a posteriori p˜wm(1) (a,b) pour les modèles
parcimonieux 1 et 2, respectivement. Notons que ce dernier à tendance à détecter plus de
pertinence que le premier.
écrire :
amj w
m = 14(a
m
j + wm)2 −
1
4(a
m
j − wm)2
amj et wm étant de lois N (mamj , vam,mj ) et N (mwm , vwm,m) respectivement, les vari-
ables aléatoires (amj + wm)2 et (amj − wm)2 suivent des lois de χ2. Ces dernières
ne sont pas centrées car mamj 6= 0 et mwm 6= 0 en général. La distribution résul-
tante peut être identifiée [Castaño-Martínez 2005] mais une manière simple d’es-
timer les PPMs est de le faire par simulation. On peut simuler des échantillons
de taille S de chacune de nos deux variables afin d’obtenir ensuite l’échantillon
{amj,1wm1 , ..., amj,SwmS } à l’aide duquel on peut calculer la fonction de répartition de
la loi du couple Famj wm(γ). Cela permettra de calculer la PPM en question :
PPMγj = p(amj wm > γ) = 1− p(amj wm < γ) = 1− Famj wm(γ) (V.1)
Cela peut être couteux en temps de calcul car la procédure doit être effectuée
pour chaque voxel j et chaque condition m.
Les figures V.5 illustrent le produit mamwm avec mam = {mamj ; j = 1 : J}
où mamj représente la moyenne estimée de la distribution a posteriori du NRN
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correspondant au voxel j et à la conditionm. Cela est effectué pour les quatre con-
ditions expérimentales : calcul m = 1 (a), phrase m = 2 (b), clic droit m = 3 (c)
et clic gauche m = 4 (d). Leurs superpositions sur le volume anatomique indique
la distribution spatiale des activations détectées. Comme pour les précédents ré-
sultats, une étude plus détaillée reste encore à faire afin de mieux comprendre ces
résultats.
V.2 Conclusion
Une différence de comportement entre les modèles parcimonieux est observée
sur les résultats préliminaires de l’analyse cerveau entier présentée précédemment.
En effet, le modèle parcimonieux 1 détecte plus de non pertinence que le modèle
parcimonieux 2. Ce dernier considère par exemple les conditions clic gauche et
clic droit comme pertinentes pour l’ensemble du cerveau. Notons que le seuillage
effectué à travers la sigmoïde n’est pas comparable entre les deux modèles. Dans
le premier modèle, le seuil de pertinence τ2 est équivalent à 60% de la taille d’une
ROI, ce qui représente un a priori plus contraint que celui du deuxième modèle.
Nous avons donc effectué une deuxième analyse avec le modèle parcimonieux 2
en lui imposant un a priori plus contraint. Pour cela nous avons choisi de fixer
les hyperparamètres de la loi a priori sur τ2 à ατ2 = 61, λτ2 = 12. Ici le mode
de cet a priori est de 5 avec une variance de 0.4 par rapport à un mode de 0.5
et une variance de 0.03 dans le cas précédent. Les valeurs estimées de τ2 sont
alors dans l’intervalle [3.43, 5]. Malheureusement nous n’avons observé aucune
différence par rapport à l’analyse précédente. Dans le cadre de ses observations
deux importantes pistes sont à explorer :
1- La modélisation d’un bruit autorégressif. Nos modèles ont été développés
avec une modélisation de bruit blanc bj ∼ N
(
0, σ2j Λj
)
où Λj = IN . Cepen-
dant, et comme précisé dans la section II.1.3 du chapitre II, il est préférable
de modéliser la corrélation temporelle du bruit. Une telle modélisation amélio-
rerait l’adéquation de notre modèle aux données et cela pourrait apporter
également des améliorations en terme de détection de pertinence. Quand un
bruit de nature autorégressive est modélisé comme indépendant, il se peut que
la partie mal modélisée de ce bruit passe dans le signal stimulus-induit compli-
quant ainsi l’élimination des conditions non pertinentes. Il serait donc néces-
saire de vérifier l’influence de la modélisation du bruit sur nos modèles parci-
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(a) Calcul (b) Phrase
Coronale Sagittale Coronale Sagittale
Axiale Axiale
(c) Clic droit (d) Clic gauche
Coronale Sagittale Coronale Sagittale
Axiale Axiale
Figure V.5 – Illustration, du produit mamwm superposé sur le volume anatomique avec
mam = {mam
j
; j = 1 : J} oùmam
j
est la moyenne estimée de la distribution a posteriori du NRN
correspondant au voxel j et à la condition m. Cela pour les quatre conditions expérimentales :
calcul m = 1 (a), phrase m = 2 (b), clic droit m = 3 (c) et clic gauche m = 4 (d). Ces
figures représentent des résultats préliminaires obtenus avec le modèle parcimonieux utilisant
un a priori ARD sur la variable de pertinence w.
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monieux. Plusieurs types de modélisation sont possibles comme nous l’avons
discuté dans la section II.1.3 du chapitre II. Une possibilité serait aussi, pour
un bruit autorégressif d’ordre 1 (AR(1)), de définir la matrice Λj de la même
manière que [Chaari 2013] où ce n’est plus une matrice identité mais une ma-
trice tridiagonale symmétrique dépendant des paramètres du bruit AR(1) ρj
tel que : (Λj)1,1 = (Λj)N,N = 1, (Λj)n,n = 1 + ρ2j pour n = 2 : N − 1,
(Λj)n+1,n = (Λj)n,n+1 = −ρj pour n = 1 : N − 1 et (Λj).,. = 0 autrement.
2- L’optimisation du paradigme expérimental. Le Localizer en question
représente, par la diversité de ses conditions expérimentales, un exemple assez
complexe. Rappelons que ce paradigme comprend 4 types de conditions : cal-
cul, phrase, clic droit et clic gauche, chacune présentée sous deux modalités,
auditive et visuelle. De plus, même dans la condition clic droit visuel par ex-
emple, il y a, en quelque sorte, une activité de lecture et de compréhension,
sans omettre le fait que certains sujets peuvent compter en cliquant lorsque
plusieurs clics sont demandés à la fois. Tout cela pour mettre en évidence
la complexité du paradigme par rapport au problème de pertinence qu’on
cherche à valider. Il serait donc intéressant de mettre en place un paradigme
plus simple comme par exemple de demander au sujet de cliquer une seule fois
(pour éviter de compter) lorsqu’une croix apparaît sur l’écran. Il est évident
qu’un paradigme de la sorte n’est pas ce que l’on fait en général dans les expéri-
ences IRMf qui s’intéressent à des tâches plus complexes, mais cela permettrait
d’asseoir la validité du modèle parcimonieux sur des cas bien maîtrisés, pour
ensuite étudier des paradigmes plus sophistiqués.

Chapitre VI
Discussion et Perspectives
Ce travail de thèse s’est intéressé principalement à la pertinence des conditions
expérimentales dans le traitement des données IRM fonctionnelle. Etant donné
que la sous-famille des conditions pertinentes change d’une région cérébrale à
l’autre et d’un cas sain à un cas pathologique, nous avons proposé d’effectuer la
sélection adaptativement et simultanément à l’analyse. Cette sélection est opérée
dans un cadre bayésien de Détection-Estimation Conjointe (DEC) permettant, en
plus de la détection de l’activité cérébrale, l’estimation de la Fonction de Réponse
Hémodynamique (FRH), ce qui présente un avantage comparativement au MLG
par exemple. Deux modèles parcimonieux ont principalement été développés et
testés sur données simulées et réelles et comparés au modèle complet qui considère
toutes les conditions comme pertinentes.
Les deux modèles parcimonieux 1 et 2 se posent dans le cadre d’une sélec-
tion de variables en introduisant un groupe de variables binaires w = {wm;m =
1 : M} où wm exprime la pertinence de la mième condition expérimentale du
paradigme. Ces modèles proposent, pour chaque condition m, un a priori de
Bernoulli avec une probabilité de succès donnée par une sigmoïde. La particular-
ité de cette dernière étant le passage non abrupt de 0 à 1 autour de son point
d’inflexion et dont l’abscisse peut être vue comme un seuil de pertinence au delà
duquel la condition m à une forte probabilité a priori d’être considérée comme
pertinente (wm = 1). Le premier modèle exprime la pertinence en terme du nom-
bre de voxels activés, autrement dit, si la condition m correspond à un nombre
d’activations supérieur au seuil de pertinence, la probabilité a priori que wm soit
estimée à 1 est élevée. Le second modèle parcimonieux quant à lui exprime la
pertinence en terme de moyenne d’activation.
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Les analyses effectuées sur les données simulées et réelles (principalement des
régions motrices) nous ont permis d’observer, dans le cadre du modèle parci-
monieux, une grande amélioration quant à la classification des voxels, tous at-
tribués à la classe inactive quand une condition est jugée non pertinente, con-
trairement au modèle complet où une classification aléatoire induit beaucoup de
faux positifs.
Nous nous sommes également intéressés aux PPMs qui représentent les pro-
babilités a posteriori que les niveaux d’activations estimés soient supérieurs à un
seuil donné. Ici, nous avons observé que l’élimination des conditions non perti-
nentes par le modèle parcimonieux permettrait l’obtention de PPMs plus élevées
pour les conditions pertinentes. Il est important de comprendre que toute amélio-
ration pouvant être apportée par le modèle parcimonieux dépend de l’importance
de la dégradation occasionnée par la présence des conditions non pertinentes.
Plus ces dernières auront d’influence sur l’estimation des paramètres du modèle
plus nos approches parcimonieuses seront intéréssantes.
Un troisième modèle parcimonieux a également été développé en remplaçant
l’a priori de Bernoulli par un a priori ARD s’éloignant ainsi du principe de
sélection de variable. L’idée étant de pouvoir diminuer la complexité du choix de
certains paramètres due à la présence de la sigmoïde.
D’un autre côté, l’analyse des résultats préliminaires sur cerveau entier indique
différents axes pour améliorer nos approches parcimonieuses et renforcer leur vali-
dation. Le premier concerne la modélisation d’un bruit autorégressif permettant
de diminuer l’influence d’une mauvaise modélisation du bruit sur la détection de la
pertinence. Le second, quant à lui, se focalise sur l’optimisation et la simplification
du paradigme expérimental par rapport à la diversité des types de stimuli afin
d’augmenter la confiance en les résultats attendus et de faciliter ainsi, dans un
premier temps, la validation de l’approche parcimonieuse.
De plus, une perspective à long terme serait de se focaliser sur l’analyse de
groupe. Cette dernière étant incontournable en IRMf car elle permet, en étudiant
un grand nombre de sujets, de généraliser un certain comportement ou même
de détecter un caractère de faible amplitude pouvant être masqué par l’analyse
statistique individuelle. C’est sur ce dernier point que nous allons nous concentrer,
étant donné que la présence de seuillage dans nos modèles parcimonieux pourrait
être particulièrement problématique dans le cas d’une analyse de groupe car l’effet
en question pourrait être éliminé au niveau de chaque sujet. Pour cela il serait
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nécessaire de généraliser notre approche de manière à ce que la décision de la
pertinence soit prise au niveau du groupe. Solveig Badillo propose par exemple
un modèle DEC multi-sujets dans ses travaux de thèse [Badillo 2013a].
Finalement, on tient à préciser que nos modèles ont été implémentés en lan-
gage Python et C dans le logiciel PyHRF (http://pyhrf.org/).

Annexe A
Matrice de covariance de
l’approche RIF régularisée
La matrice de covariance de la FRH dans l’approche RIF régularisée tem-
porellement (section II.3.2) est définie par R =
(
Dt2D2
(∆t)4
)−1
. Cette matrice permet
d’introduire une contrainte sur la dérivée seconde afin de pénaliser les fortes vari-
ations de pentes et d’obtenir donc des formes de FRH lisses. ∆t est le pas de
discrétisation de la FRH et D2 la matrice des différences secondes associées au
vecteur hmj et calculée à partir de l’équation suivante :
d2hmj
dt2 (d∆t) ≈
{
hmj,(d+1)∆t − 2hmj,d∆t + hmj,(d−1)∆t
(∆t)2 ; d=1:D − 1
}
≈ D2h
m
j
(∆t)2 (A.1)
On en déduit la matrice D2 de dimensions (D − 1)× (D + 1) :
D2 =

1 −2 1 0 ... ... ... 0
0 1 −2 1 0 ... ... 0
. . .
. . .
0 ... ... 0 1 −2 1 0
0 ... ... ... 0 1 −2 1

(A.2)
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En tenant compte de la contrainte de bords à 0, la matrice D2 passe à une
dimension de (D − 1)× (D − 1).
D2 =

−2 1 0 ... ... ...
1 −2 1 0 ... ...
. .
. .
0 ... 0 1 −2 1
0 ... ... 0 1 −2

(A.3)
Finalement, on obtient la matrice de covariance a priori de la FRH.
∣∣∣∣∣
∣∣∣∣∣d
2hmj
dt2
∣∣∣∣∣
∣∣∣∣∣
2
= (hmj )t
(
Dt2D2
(∆t)4
)
hmj = (hmj )tR−1hmj avec R =
(
Dt2D2
(∆t)4
)−1
(A.4)
Soit : R−1 = 1(∆t)4

5 −4 1 0 ... ... ... ... 0
−4 6 −4 1 0 ... ... ... 0
1 −4 6 −4 1 0 ... ... 0
0 1 −4 6 −4 1 0 ... 0
. . . .
. . . .
0 ... 0 1 −4 6 −4 1 0
0 ... ... 0 1 −4 6 −4 1
0 ... ... ... 0 1 −4 6 −4
0 ... ... ... ... 0 1 −4 5

(A.5)

Annexe B
Matrice de dessin de l’approche
DEC
La matrice de dessinX est de dimension (M×N)× (D+1), oùM représente
le nombre de conditions expérimentales, N le nombre de scans et (D+ 1) le nom-
bre de coefficients de la FRH (la dimension du vecteur h). Chaque matrice Xm
de dimension N × (D + 1) est une matrice binaire codant, pour la mième condi-
tion, les temps d’arrivée echantillonnés sur une grille de résolution ∆t. La figure
B.1(a) montre un exemple de paradigme événementiel ( stimuli de durées nulles)
composé de trois conditions ayant chacune 4 occurences, ainsi que sa projection
sur une grille d’échantillonnage de pas ∆t (figure B.1(b)) et qui correspond à une
interpolation d’ordre 0. Dans cet exemple, le temps de répétition TR = 2, 4 sec
et le pas d’échantillonnage ∆t = 0, 6 sec, le premier est fixé par l’expérience et
le deuxième est choisi arbitrairement avec la contrainte d’être un diviseur de
TR pour minimiser l’approximation. Afin de bien comprendre les étapes de con-
struction de la matrice de dessin, nous allons nous focaliser sur l’une des trois
conditions (ici la première) (figure B.2). Après la projection sur la grille d’échan-
tillonnage, une séquence binaire codant les temps d’arrivée de cette condition est
construite pour former la première colonne de la matrice. Les D + 1 colonnes
restantes sont obtenues grâce à un décalage successif de la première colonne,
ainsi une simple multiplication Xmh représente le produit de convolution en-
tre le paradigme et la FRH. Enfin, un sous échantillonnage en ligne d’un pas
égal au TR permet d’obtenir la matrice finale. De la même façon, on obtient
les matrices de dessin des deux autres stimuli (figure B.3). Dans l’exemple illus-
tratif précédent, le paradigme n’est pas optimal, ce qui fait que la matrice X ne
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(a)
(b)
Figure B.1 – (a) Paradigme expérimental événementiel contenant 3 conditions ayant cha-
cune 4 occurences. Chaque condition est codée sur une couleur (rouge, bleu, vert). (b) Projection
du paradigme sur une grille d’échantillonnage de pas ∆t = 0, 6
contient pas de points permettant l’échantillonnage de la queue de la FRH par
exemple. La figure B.4 montre un exemple de matrice que l’on obtient avec un
paradigme plus approprié d’une durée de presque 300 sec (au lieu de 13, 5 sec)
et dont chaque condition a 20 occurrences (au lieu de 4). L’ordre des dimensions
ayant été changé pour une meilleure visualisation de la matrice. Dans l’exem-
ple précédent du paradigme événementiel, une valeur binaire, "1", correspond à
chaque stimulus. Pour les protocoles en blocs, la durée du bloc est codée à travers
une suite de "1".
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Figure B.2 – Etapes de construction de la matrice de dessin correspondante à la première
condition expérimentale à partir du paradigme expérimental.
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Figure B.3 – Matrice de dessin correspondante aux trois conditions expérimentales de 4
occurences chacunes et d’une durée totale de 13, 5 sec.
Figure B.4 – Matrice de dessin correspondante à trois conditions expérimentales de 20
occurences chacune et d’une durée totale de 300 sec. L’ordre des dimensions ayant changé par
rapport à la figure B.3 pour des raisons de visualisation.

Annexe C
Simulations de Monte Carlo par
Chaînes de Markov
Comme nous l’avons préalablement expliqué, l’inférence MCMC de l’approche
DEC est basée sur un échantillonneur de Gibbs nécessitant le calcul des lois des
variables du modèle conditionnellement aux données ainsi qu’aux autres variables.
Les formules obtenues ont été citées dans la section III.2.2.1 du chapitre III. Leur
calcul détaillé est présenté ci-dessous.
Dans ce qui suit les termes Cx représentent des termes constants par rapport à
la variable x (parfois C1,x, C2,x, etc. quand plusieurs constantes différentes inter-
viennent dans une même formule). Ces termes ne seront détaillés que si on en
a besoin pour le calcul. Par la suite les matrices et vecteurs sont notés en gras
avec les matrices en majuscule et les vecteurs en minuscule. Un vecteur est par
convention un vecteur colonne. La transposé est notée t.
♣ Distribution conditionnelle de
(
amj , q
m
j
)
Rappelons qu’il sagit ici de la simulation du couple de variables
(
amj , q
m
j
)
:
p
(
amj , q
m
j |yj,a\mj ,w, qm\j,h, `j, σ2j ,θm, ξm
)
= p
(
amj | qmj ,yj,a\mj ,w,h, `j, σ2j ,θm
)
p
(
qmj |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
∝ p
(
yj |aj,w,h, `j, σ2j
)
p
(
amj |wm, qmj , θm
)
p
(
qmj | qm\j, ξm
)
p(wm | qm, τ ) (C.1)
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• p
(
amj | qmj ,yj,a\mj ,w,h, `j, σ2j ,θm
)
∝ p
(
yj |aj,w,h, `j, σ2j
)
p
(
amj |wm, qmj , θm
)
∝ exp
(
− y˜j
tΓjy˜j
2
)
(1−qmj wm) exp
[
−(amj −µm0 )2
2vm0
]
√
vm0
+
qmj w
m exp
[
−(amj −µm1 )2
2vm1
]
√
vm1
 (C.2)
avec a\mj = {am′j ;m′ = 1 : M et m′ 6= m} et y˜j = yj − Sjh − P `j = emj −
amj w
mXmh où emj = yj −
∑
m′ 6=m
am
′
j w
m′Xm
′
h− P `j ce qui donne :
y˜j
tΓjy˜j = emj tΓjemj − 2amj wmemj tΓjXmh+ (amj )2wmhtXmtΓjXmh (C.3)
En remplaçant y˜jtΓjy˜j dans l’équation (C.2) on obtient :
p
(
amj | qmj ,yj,a\mj ,w,h, `j, σ2j ,θm
)
∝ (1− qmj wm)
√
vm0,j
vm0
exp
(
−12
[
(µm0 )2
vm0
− (µ
m
0,j)2
vm0,j
])
N (amj ;µm0,j, vm0,j)
+ qmj wm
√
vm1,j
vm1
exp
(
−12
[
(µm1 )2
vm1
− (µ
m
1,j)2
vm1,j
])
N (amj ;µm1,j, vm1,j) (C.4)
d’où on peut déduire que :
p
(
amj | qmj ,yj,a\mj ,w,h, `j, σ2j ,θm
)
= (1− qmj wm) N (amj ;µm0,j, vm0,j) + qmj wm N (amj ;µm1,j, vm1,j) (C.5)
avec
vmi,j =
(
wmhtXmtΓjXmh+
1
vmi
)−1
(C.6)
µmi,j = vmi,j
(
wmemj
tΓjXmh+
µmi
vmi
)
(C.7)
• p
(
qmj |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
=
∫
amj
p
(
amj , q
m
j |yj,a\mj ,w, qm\j,h, `j, σ2j ,θm, ξm
)
damj ∝ f(qmj ) (C.8)
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avec
f(qmj )=p(qmj | qm\j, ξm)p(wm | qm, τ )
{
(1− qmj wm)
√
vm0,j
vm0
exp
(
−12
[
(µm0 )2
vm0
− (µ
m
0,j)2
vm0,j
])
+ qmj wm
√
vm1,j
vm1
exp
(
−12
[
(µm1 )2
vm1
− (µ
m
1,j)2
vm1,j
])}
(C.9)
On peut maintenant calculer les expressions suivantes :
f(qmj = 0) = p(qmj = 0 | qm\j, ξm)p(wm | qmj = 0, qm\j, τ )
×
√
vm0,j
vm0
exp
(
−12
[
(µm0 )2
vm0
− (µ
m
0,j)2
vm0,j
])
(C.10)
f(qmj = 1) = p(qmj = 1 | qm\j, ξm)p(wm | qmj = 1, qm\j, τ )
×
{
(1− wm)
√
vm0,j
vm0
exp
(
−12
[
(µm0 )2
vm0
− (µ
m
0,j)2
vm0,j
])
+wm
√
vm1,j
vm1
exp
(
−12
[
(µm1 )2
vm1
− (µ
m
1,j)2
vm1,j
])}
(C.11)
Une fois les calculs effectués, les probabilités recherchées sont obtenues en normal-
isant les deux quantités précédentes (équations (C.10) et (C.11)) afin de garantir
des valeurs dans ]0, 1[ :
p
(
qmj = 0 |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
=
f(qmj = 0)
f(qmj = 0) + f(qmj = 1)
(C.12)
p
(
qmj = 1 |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
=
f(qmj = 1)
f(qmj = 0) + f(qmj = 1)
(C.13)
Ce qui donne :
p
(
qmj = 1 |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
=
1 +
p(qmj =0 | qm\j ,ξm) p(wm | qmj =0,qm\j ,τ )
p(qmj =1 | qm\j ,ξm) p(wm | qmj =1,qm\j ,τ )
1−wm
{
1−
√
vm1,jv
m
0
vm0,jv
m
1
exp
(
−12
[
(µm1 )2
vm1
− (µm0 )2
vm0
− (µm1,j)2
vm1,j
+ (µ
m
0,j)2
vm0,j
])}

−1
(C.14)
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et
p
(
qmj = 0 |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
= 1− p
(
qmj = 1 |yj,a\mj ,w,h, `j, σ2j , qm\j,θm, ξm
)
(C.15)
avec qm\j = {qmj′ ; j′ = 1 : J et j′ 6= j}.
• Calcul de p(qmj = 0 | qmVj , ξm)/p(qmj = 1 | qmVj , ξm) :
Comme précisé dans la section II.4.1 l’a priori sur les labels Q est un champ de
Ising ce qui nous permet d’écrire :
p
(
qmj | qm\j, ξm
)
= p
(
qmj | qmNj , ξm
)
=
exp
[
ξmU(qmj )
]
Z(ξm)
(C.16)
avec U(qmj ) =
∑
k∈Nj
1(qmj = qmk ) et Z(ξm) =
∑
qmj ∈{0,1}
exp
(
ξmU(qmj )
)
, on a donc :
p(qmj = 0 | qmNj , ξm)
p(qmj = 1 | qmNj , ξm)
= exp
ξm
∑
k∈Nj
1(qmk = 0)−
∑
k∈Nj
1(qmk = 1)

= exp
[
ξm
(
Ωj0 − Ωj1
)]
= exp
[
ξm
(
Ωj − 2Ωj1
)]
(C.17)
avec Ωj = |Nj|, Ωji = Card({qmk = i; k ∈ Nj}) et qmNj = {qmk ; k ∈ Nj} où Nj
définit les voxels k voisins de j.
♣ Distribution conditionnelle de wm
Cette distribution est définie par l’équation suivante :
p
(
wm |Y ,A,w\m, qm,h,σ2,θm, τ
)
∝ p (wm | qm, τ )∏
j
[
p(yj |aj,h,w, σ2j )p
(
amj |wm, qmj , θm
)]
∝ f(wm) (C.18)
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en notant
f(wm) = p (wm | qm, τ )∏
j
exp
(
− y˜
t
jΓjy˜j
2
)
×
(1− qmj wm)
exp
[
−(amj −µm0 )2
2vm0
]
(vm0 )−
1
2
+ qmj wm
exp
[
−(amj −µm1 )2
2vm1
]
(vm1 )−
1
2
 (C.19)
où w\m = {wm′ ;m′ = 1 : M et m′ 6= m} et
y˜tjΓjy˜j = emj tΓjemj − 2amj wmemj tΓjXmh+ (amj )2 (wm)2 htXmtΓjXmh
= Cwm − wm
[
2amj emj tΓjXmh− (amj )2htXmtΓjXmh
]
(C.20)
ce qui donne
f(wm = 0) = p (wm = 0 | qm, τ )
exp
[
−∑
j
(amj −µm0 )2
2vm0
]
(vm0 )J/2
(C.21)
f(wm = 1) = p(wm=1 | qm, τ ) (vm1 )−J
m
1 /2 (vm0 )
−Jm0 /2
×exp
−1
2
∑
j
(amj −µmqmj )2
vmqmj
+(amj )2htXmtΓjXmh−2amj emj tΓjXmh
 (C.22)
Reste à normaliser les termes précédents comme dans le cas des labels. En écrivant
les termes ∏
j∈J
(.) sous la forme ∏
j∈Jm0
(.) ∏
j∈Jm1
(.) où J = Jm0 + Jm1 pour m = 1 à M ,
on obtient :
p(wm = 1 |Y ,A,w\m, qm,h,σ2,θm, τ )
=
(
1 + p(w
m = 0 |Y ,A,w\m, qm,h,θ, τ )
p(wm = 1 |Y ,A,w\m, qm,h,θ, τ )
)−1
=
1+
p(wm=0 | qm,τ )
p(wm=1 | qm,τ )
(
vm0
vm1
)−Jm12 exp(−∑
j∈Jm1
[
(amj −µm0 )2
2vm0
− (a
m
j −µm1 )2
2vm1
])
exp
[
− ∑
j∈J
1
2
(
−2 amj emj tΓjXmh+ (amj )2htXmtΓjXmh
)]

−1
(C.23)
avec p(wm=0 | qm,τ )
p(wm=1 | qm,τ ) =
1−pm
pm
=exp
[
−τ1
(∑
j
qmj −τ2
)]
, pm étant défini par l’équation (III.10).
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♣ Distribution conditionnelle de h
Rappelons que l’a priori sur la FRH est une gaussienne h ∼ N (0, vhR) (équa-
tion (II.24)) et que la matrice de covariance R =
(
Dt2D2
(∆t)4
)−1
(annexe A) exprime
une contrainte sur la dérivée seconde afin de pénaliser les fortes variations de
pentes et obtenir des FRH lisses plus plausibles physiologiquement.
p
(
h |Y ,A,w,L,σ2, vh
)
∝ p (h | vh) p
(
Y |A,w,h,L,σ2
)
∝ v−
D−1
2
h exp
(
−h
tR−1h
2vh
)∏
j
exp
(
− y˜
t
jΓjy˜j
2
)
∝ v−
D−1
2
h exp
−12
htR−1
vh
h+
∑
j
y˜tjΓjy˜j
 (C.24)
où on écrit cette fois, pour faire ressortir les termes en h :
y˜tjΓjy˜j = [(yj − P `j)− Sjh]tΓj[(yj − P `j)− Sjh]
= (yj − P `j)tΓj(yj − P `j)− 2htStjΓj(yj − P `j) + htStjΓjSjh
= htStjΓjSjh− 2htStjΓj(yj − P `j) +Ch (C.25)
En remplaçant dans l’équation (C.24) on trouve :
p
(
h |Y ,A,w,L,σ2, vh
)
∝ v−(D−1)/2h exp
−12
ht
R−1
vh
+
∑
j
StjΓjSj
h
−2ht∑
j
StjΓj(yj − P `j)
 , (C.26)
d’où on déduit que
p
(
h |Y ,A,w,L,σ2, vh
)
= N (h;µh,Σh) (C.27)
avec
Σh =
R−1
vh
+
∑
j
StjΓjSj
−1 (C.28)
µh = Σh
∑
j
StjΓj(yj − P `j) (C.29)
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♣ Distribution conditionnelle de vh
En supposant un a priori non informatif de Jeffrey sur vh tel que p(vh) = 1vh
(annexe F.3) on trouve :
p (vh |h) ∝ p (h | vh) p(vh)
∝ v−
D+1
2
h exp
(−htR−1h
2vh
)
(C.30)
c’est à dire :
p (vh |h) = IG(vh;αvh , λvh) (C.31)
où αvh = D−12 et λvh =
1
2 h
tR−1h
♣ Distribution conditionnelle de σ2
Avec un a priori non informatif de Jeffrey (annexe F.3) de la forme :
p(σ2) =
∏
j
p(σ2j ) =
∏
j
1
σ2j
(C.32)
et tenant compte de la définition de la vraisemblance (équation (II.23)), on peut
écrire :
p
(
σ2 |Y ,A,w,h,L
)
∝∏
j
p
(
σ2j |yj,aj,w,h, `j
)
∝∏
j
p
(
yj |aj,w,h, `j, σ2j
)
p(σ2j )
∝∏
j
(
σ2j
)−N+22 exp(− 12σ2j y˜tjΛjy˜j
)
(C.33)
d’où
p
(
σ2 |Y ,A,w,h,L
)
=
∏
j
IG(σ2j ;ασ2j , λσ2j ) (C.34)
où Γj = Λjσ2j , ασ2j =
N
2 et λσ2j =
y˜tjΛj y˜j
2
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♣ Distribution conditionnelle de θm
En gardant l’indépendance inter-conditions (types de stimuli), on introduit
un a priori gaussien sur la moyenne de la classe active µm1 et des a priori inverse-
gamma sur les variances vmi des classes active (i = 1) et inactive (i = 0) :
p(µ1) =
∏
m
p(µm1 ) =
∏
m
N
(
µm1 ;mµm1 , vµm1
)
(C.35)
p(vi) =
∏
m
p(vmi ) =
∏
m
IG
(
vmi ;αvmi , λvmi
)
(C.36)
• Moyenne de la classe active µm1 :
p (µm1 |am, wm, qm, vm1 ) ∝ p (µm1 )
∏
j
p(amj |wm, qmj , θm) (C.37)
on a vu que
∏
j
p(amj |wm, qmj , θm) =
∏
j
[
(1− qmj wm)N (amj ;µm0 , vm0 ) + qmj wmN (amj ;µm1 , vm1 )
]
qu’on peut également écrire d’une autre manière (1 − wm) ∏
j∈J
N (amj ;µm0 , vm0 ) +
wm
∏
j∈Jm0
N (amj ;µm0 , vm0 )
∏
j∈Jm1
N (amj ;µm1 , vm1 ) et qui est plus pratique pour le calcul
de l’a posteriori conditionnel de µm1 , où Jm1 (resp. Jm0 ) désigne l’ensemble des
voxels actifs (resp. inactifs) pour la condition m dans la parcelle γ. On obtient
donc :
p (µm1 |am, wm, qm, vm1 ) ∝ (1− wm)N
(
µm1 ;mµm1 , vµm1
)
C1,µm1
+ wmN
(
µm1 ;mµm1 , vµm1
)
C2,µm1
∏
j∈J1
N (amj ;µm1 , vm1 ).
Soit
p (µm1 |am, wm, qm, vm1 )
= (1− wm)N
(
µm1 ;mµm1 , vµm1
)
+ wmN
(
µm1 ;Mµm1 , Vµm1
)
(C.38)
avec
Vµm1 =
(
1
vµm1
+ J
m
1
vm1
)−1
, Mµm1 = Vµm1
mµm1
vµm1
+
∑
j∈Jm1
amj
vm1
 (C.39)
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• Variance de la classe inactive vm0 :
p (vm0 |am, wm, qm, µm0 )
∝ p (vm0 )
∏
j
p(amj |wm, qmj , θm)
∝ p (vm0 )
(1− wm) ∏
j∈J
N (amj ;µm0 , vm0 ) + wmCvm0
∏
j∈Jm0
N (amj ;µm0 , vm0 )

∝
exp
(−βvm0
vm0
)
(vm0 )
αvm0
+1

(1− wm)
exp
−
∑
j∈J
(amj −µm0 )2
2vm0

(vm0 )
J
2
+ wmCvm0
exp
−
∑
j∈J0
(amj −µm0 )2
2vm0

(vm0 )
J0
2

.
Soit
p (vm0 |am, wm, qm, µm0 )
= (1− wm) IG(vm0 ;A0,vm0 , B0,vm0 ) + wm IG(vm0 ;A1,vm0 , B1,vm0 ) (C.40)
avec
A0,vm0 = αvm0 +
J
2 , B0,v
m
0
= βvm0 +
∑
j∈J
(
amj − µm0
)2
2 (C.41)
A1,vm0 = αvm0 +
Jm0
2 , B1,v
m
0
= βvm0 +
∑
j∈Jm0
(
amj − µm0
)2
2 (C.42)
où Jm0 désigne l’ensemble des voxels de la classe inactive (i = 0) correspondant à
la mième condition dans la parcelle Pγ.
• Variance de la classe active vm1 :
p (vm1 |am, wm, qm, µm1 )
∝ p (vm1 )
∏
j
p(amj |wm, qmj , θm)
∝ p (vm1 )
(1− wm)Cvm1 + wmCvm1 ∏
j∈Jm1
N (amj ;µm1 , vm1 )

∝
exp
(−βvm1
vm1
)
(vm1 )
αvm1
+1

(1− wm)Cvm1 + wmCvm1
exp
−
∑
j∈J1
(amj −µm1 )2
2vm1

(vm1 )
J1
2

.
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Soit
p (vm1 |am, wm, qm, µm1 )
= (1− wm) IG(vm1 ;αvm1 , βvm1 ) + wm IG(vm1 ;A1,vm1 , B1,vm1 ) (C.43)
avec
A1,vm1 = αvm1 +
Jm1
2 , B1,v
m
1
= βvm1 +
∑
j∈Jm1
(
amj − µm1
)2
2 (C.44)
où Jm1 désigne l’ensemble des voxels de la classe active (i = 1) correspondant à
la mième condition dans la parcelle Pγ.
♣ Distribution conditionnelle de `j
Rappelons l’a priori gaussien avec indépendance spatiale sur les dérives basses
fréquences L :
p (L | v`) =
∏
j
p (`j | v`) =
∏
j
N (`j;0, v`IO) (C.45)
avec O la dimension du vecteur `j. Cela nous permet d’écrire en tenant compte
de l’indépendance conditionnelle spatiale des données :
p
(
L |Y ,A,w,h,σ2, v`
)
∝∏
j
p
(
`j |yj,aj,w,h, σ2j , v`
)
∝∏
j
p
(
yj |aj,w,h, `j, σ2j
)
p (`j | v`)
∝∏
j
exp
[
−12
(
y˜tjΓjy˜j +
1
v`
`tj`j
)]
(C.46)
où, pour faire ressortir les termes en `j, on écrit y˜tjΓjy˜j de la manière suivante :
y˜tjΓjy˜j = (yj − Sjh− P `j)tΓj(yj − Sjh− P `j)
= (yj − Sjh)tΓj(yj − Sjh)− 2`tjP tΓj(yj − Sjh) + `tjP tΓjP `j
= `tj(P tΓjP )`j − 2`tjP tΓj (yj − Sjh) +C`j
En remplaçant le terme précédent dans l’équation (C.46) on obtient :
p
(
L |Y ,A,w,h,σ2, v`
)
∝∏
j
exp
{−1
2
[
`tj
(
IO
v`
+P tΓjP
)
`j−2`tjP tΓj (yj−Sjh)
]}
.
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Soit
p
(
L |Y ,A,w,h,σ2, v`
)
=
∏
j
N (`j;µ`j ,Σ`j) (C.47)
avec
Σ`j =
(
IO
v`
+ P tΓjP
)−1
(C.48)
µ`j = Σ`jP
tΓj (yj − Sjh) (C.49)
♣ Distribution conditionnelle de vl
En supposant un a priori non informatif de Jeffrey sur vl tel que p(v`) = 1v` on
trouve :
p(v` |L) ∝ p(v`) p(L | v`)
∝ v−1`
∏
j
v
−O/2
` exp
(
− 12v` `
t
j`j
)
∝ v−(OJ+2)/2` exp
− 1
v`
∑
j
||`j||2
2
 .
Soit
p(v` |L) = IG(v`;αv` , λv`) (C.50)
avec αv` = OJ2 et λv` =
∑
j
||`j ||2
2 .
♣ Distribution conditionnelle de ξm
On introduit un a priori uniforme sur ξ en supposant l’indépendance inter-
conditions :
p (ξ) =
∏
m
p (ξm) =
∏
m
U[ξminm ,ξmaxm ] (C.51)
avec ξminm = 0 (indépendance spatiale) et ξmaxm fixé à une valeur au délà de laquelle
le champ est totalement corrélé, par exemple ξmaxm = 2 dans le cas de deux classes
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(active, inactive). La densité conditionnelle a posteriori de ξ s’écrit donc de la
manière suivante :
p (ξ |Q) =
M∏
m=1
p (ξm | qm) ∝
M∏
m=1
p (qm | ξm) p (ξm) (C.52)
avec
p (ξm | qm) ∝ 1
Z (ξm)
exp [ξmU (qm)] U[ξminm ,ξmaxm ] (C.53)
L’estimation de ξm est réalisée à travers une étape de Metropolis-Hasting (annexe
F.1) :
1- Pour une valeur courante ξ(t)m on génère un candidat
ξ(t+1/2)m ∼ g
(
ξ(t+1/2)m | ξ(t)m
)
= N[ξmin,ξmax]
(
ξ(t)m , η
2
)
où g (.) est la loi instrumentale définie comme une gaussienne tronquée (annexe
F.2) de manière similaire à [Vincent 2010a].
2- On calcul la probabilité d’acceptation de la valeur candidate ξ(t+1/2)m
α
(
ξ(t)m → ξ(t+1/2)m
)
= min
(
1, At,t+1/2
)
(C.54)
où At,t+1/2 =
p
[
ξ(t+1/2)m | (qm)(t)
]
p
[
ξ
(t)
m | (qm)(t)
] g
(
ξ(t)m | ξ(t+1/2)m
)
g
(
ξ
(t+1/2)
m | ξ(t)m
)
=
p
[
(qm)(t) | ξ(t+1/2)m
]
p
(
ξ(t+1/2)m
)
p
[
(qm)(t) | ξ(t)m
]
p
(
ξ
(t)
m
) g
(
ξ(t)m | ξ(t+1/2)m
)
g
(
ξ
(t+1/2)
m | ξ(t)m
)
=
exp
{
ξ
(t+1/2)
m U[(qm)(t)]
}
Z
(
ξ
(t+1/2)
m
) p (ξ(t+1/2)m )
exp
{
ξ
(t)
m U[(qm)(t)]
}
Z
(
ξ
(t)
m
) p (ξ(t)m )
g
(
ξ(t)m | ξ(t+1/2)m
)
g
(
ξ
(t+1/2)
m | ξ(t)m
) (C.55)
L’a priori sur ξm étant une loi uniforme, on a p
(
ξ(t+1/2)m
)
= p
(
ξ(t)m
)
. Soit :
At,t+1/2 =
Z
(
ξ(t)m
)
Z
(
ξ
(t+1/2)
m
) exp{(ξ(t+1/2)m − ξ(t)m )U [(qm)(t)]} Bt,t+1/2 (C.56)
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avec Bt,t+1/2 =
g
(
ξ
(t)
m | ξ(t+1/2)m
)
g
(
ξ
(t+1/2)
m | ξ(t)m
) = N[ξmin,ξmax]
(
ξ
(t+1/2)
m ,η
2
)
N[ξmin,ξmax]
(
ξ
(t)
m ,η2
) , où
N[ξmin,ξmax]
(
ξ(t+1/2)m , η
2
)
=
N
(
ξ
(t)
m −ξ(t+1/2)m
η
)
η
2
[
erf
(
ξmax−ξ(t+1/2)m√
2 η
)
− erf
(
ξmin−ξ(t+1/2)m√
2 η
)]
=
exp
[
−12
(
ξ
(t)
m −ξ(t+1/2)m
η
)2]
η
√
2pi
2
[
erf
(
ξmax−ξ(t+1/2)m√
2 η
)
−erf
(
ξmin−ξ(t+1/2)m√
2 η
)] (C.57)
et
N[ξmin,ξmax]
(
ξ(t)m , η
2
)
=
N
(
ξ
(t+1/2)
m −ξ(t)m
η
)
η
2
[
erf
(
ξmax−ξ(t)m√
2 η
)
− erf
(
ξmin−ξ(t)m√
2 η
)]
=
exp
[
−12
(
ξ
(t+1/2)
m −ξ(t)m
η
)2]
η
√
2pi
2
[
erf
(
ξmax−ξ(t)m√
2 η
)
− erf
(
ξmin−ξ(t)m√
2 η
)] (C.58)
Ce qui donne :
Bt,t+1/2 =
erf
(
ξmax−ξ(t)m√
2 η
)
− erf
(
ξmin−ξ(t)m√
2 η
)
erf
(
ξmax−ξ(t+1/2)m√
2 η
)
− erf
(
ξmin−ξ(t+1/2)m√
2 η
) . (C.59)
Ainsi on met à jour :
ξ(t+1)m =

ξ(t+1/2)m avec la probabilité α
(
ξ(t)m → ξ(t+1/2)m
)
,
ξ(t)m avec la probabilité 1− α
(
ξ(t)m → ξ(t+1/2)m
)
.
(C.60)

Annexe D
Algorithme EM Variationnel
Ci-dessous le détail des calculs concernant les étapes E et M de l’inférence
par VEM dans le cadre de l’approche DEC (section III.2.2.2 du chapitre III).
Rappelons que les termes constants en x seront notés Cx ou parfois C1,x, C2,x, etc
quand plusieurs constantes différentes interviennent dans une même formule. Ils
ne seront détaillés que s’ils sont nécessaires pour l’étape de maximisation. Rap-
pelons aussi que les termes p˜wm(wm = 1) et p˜qmj (q
m
j = 1) seront respectivement
notés p˜wm(1) et p˜qmj (1) pour plus de simplicité. Par la suite les matrices et vecteurs
sont notés en gras avec les matrices en majuscule et les vecteurs en minuscule.
Un vecteur est par convention un vecteur colonne. La transposé est notée t.
D.1 Connexion aux variables de classification
Rappelons que dans cette approche DEC parcimonieuse, les variables de perti-
nence w sont connectées aux labels Q.
♣ E-H
p˜h(h) ∝ exp
(
Ep˜A,p˜Q,p˜w [log p(h |Y ,A,w,Q,L,θ)]
)
∝ exp
(
Ep˜A,p˜w [log p
(
Y |A,w,h,L,σ2
)
] + log p (h | vh)
)
(D.1)
1) Calcul de log p (Y |A,w,h,L,σ2) :
Selon la définition de la vraisemblance vue dans le chapitre II, section II.4, et
en rappelant que y˜j = yj − Sjh − P `j et qu’on ne s’intéresse qu’aux termes
dépendant de h, on peut écrire :
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log p (Y |A,w,h,L,σ2)
= C1,H − 12
∑
j∈J
y˜tjΓjy˜j
= C2,H − 12
∑
j∈J
[
htStjΓjSjh− 2htStjΓj(yj − P `j)
]
(D.2)
Où Γj = 1σ2j Λj, C1,h = −
NJ
2 log 2pi +
J
2 log |Λj| − N
∑
j∈J
log σj et C2,h = C1,h −
1
2
∑
j∈J
(yj − P `j)tΓj(yj − P `j).
2) Calcul de log p (h | vh) :
Ce calcul est basé sur la définition de l’a priori sur la FRH et qu’on a vu dans la
chapitre II, équation (II.24) :
log p (h | vh) = C3,h − 12vhh
tR−1h (D.3)
avec C3,h = −D+12 log 2pi − D−12 log vh − 12 log |R|.
En remplaçant les équations (D.2) et (D.3) dans l’équation (D.1) on obtient :
p˜h(h) ∝ exp
−12
ht
R−1
vh
+ Ep˜A,p˜w
∑
j∈J
StjΓjSj
h
−2htEp˜A,p˜w
∑
j∈J
StjΓj(yj − P `j)
 . (D.4)
D’où
p˜h(h) = N (mH ,ΣH) (D.5)
avec :
Σh =
R−1
vh
+ Ep˜A,p˜w
∑
j∈J
StjΓjSj
−1 (D.6)
mh = ΣHEp˜A,p˜w
∑
j∈J
StjΓj(yj − P `j)
 (D.7)
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• Ep˜A,p˜w
[∑
j∈J
StjΓjSj
]
= Ep˜A,p˜w
∑
j∈J
∑
m,m′
amj w
mXmtΓjam
′
j w
m′Xm
′

=
∑
j∈J
∑
m,m′
Ep˜
A
m,m′
j
[
amj a
m′
j
]
Ep˜
wm,m
′
[
wmwm
′]
XmtΓjXm
′
=
∑
j∈J
∑
m,m′
(
mamj mam′j
+ V
am,m
′
j
)
p˜wm(1)p˜wm′ (1)XmtΓjXm
′ (D.8)
• Ep˜A,p˜w
[∑
j∈J
StjΓj(yj − P `j)
]
= Ep˜A,p˜w
∑
j∈J
M∑
m=1
amj w
mXmtΓj(yj − P `j)

=
∑
j∈J
M∑
m=1
Ep˜am
j
[
amj
]
Ep˜wm [w
m]XmtΓj(yj − P `j)
=
∑
j∈J
M∑
m=1
mamj p˜wm(1)X
mtΓj(yj − P `j) (D.9)
♣ E-A
p˜A(A) ∝ exp
(
Ep˜h,p˜Q,p˜w [log p(A |Y ,w,h,Q,L,θ)]
)
∝ exp
(
Ep˜h,p˜w
[
log p
(
Y |A,w,h,L,σ2
)]
+ Ep˜Q,p˜w [log p(A |w,Q,θA)]
)
(D.10)
1) Calcul de Ep˜h,p˜w [log p (Y |A,w,h,L,σ2)] :
De la même façon que dans la section précédente la log vraisemblance s’écrit :
log p
(
Y |A,w,h,L,σ2
)
= C1,A − 12
∑
j∈J
y˜tjΓjy˜j
= C2,A − 12
∑
j∈J
(
atjG
tΓjGaj − 2atjGtΓj(yj − P `j)
)
(D.11)
où C1,A = C1,h est déjà définie dans la section précédente et C2,A = C1,A −
1
2
∑
j∈J
(yj − P `j)tΓj(yj − P `j). aj = [a1j , ..., aMj ]t et G = [g1|g2|...|gM ] avec gm =
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wmXmh.
On peut maintenant moyenner le terme précédent (équation (D.11)) part rap-
port aux autres variables du modèle :
Ep˜h,p˜w
[
log p
(
Y |A,w,h,L,σ2
)]
= C2,A− 12
∑
j∈J
(
atjEp˜h,p˜w
[
GtΓjG
]
aj − 2atjEp˜h,p˜w
[
GtΓj(yj − P `j)
])
(D.12)
• Ep˜h,p˜w [GtΓjG] est une matrice de dimensionM×M dont chaque élément
(m,m′) s’écrit sous la forme suivante :
Ep˜h,p˜wm,m′
[
gmtΓjgm
′]
= Ep˜h,p˜wm,m′
[
wmhtXmtΓjwm
′
Xm
′
h
]
= Ep˜
wm,m
′
[
wmwm
′] [
Ep˜h
[
ht
]
XmtΓjXm
′
Ep˜h [h] + tr
(
ΣHXmtΓjXm
′)]
= p˜wm(1)p˜wm′ (1)
(
mtHX
mtΓjXm
′
mH + tr
(
ΣHXmtΓjXm
′)) (D.13)
• Ep˜h,p˜w [GtΓj(yj − P `j)] est un vecteur de dimension M × 1 dont chaque
élément (m, 1) est définit comme suit :
Ep˜h,p˜wm
[
gmtΓj(yj − P `j)
]
= Ep˜h,p˜wm
[
wmhtXmtΓj(yj − P `j)
]
= Ep˜wm [w
m]Ep˜h
[
ht
]
XmtΓj(yj − P `j)
= p˜wm(1) mtHXmtΓj(yj − P `j) (D.14)
2) Calcul de Ep˜Q,p˜w [log p(A |w,Q,θA)] :
En exploitant les équations (III.5) et (III.6), on peut écrire :
log p(A |w,Q,θA)
=
∑
m
∑
j
[
(1− qmj wm) log (N (µm0 , vm0 )) + qmj wm log (N (µm1 , vm1 ))
]
= C3,A − 12
∑
m
∑
j
[
(1− qmj wm)
(
(amj − µm0 )2
vm0
)
+ qmj wm
(
(amj − µm1 )2
vm1
)]
(D.15)
où C3,A =
∑
m
∑
j
[
(1− qmj wm) log 1√2pivm0 + q
m
j w
m log 1√
2pivm1
]
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Ep˜Q,p˜w [log p(A |w,Q,θA)]
= C ′3,A −
1
2
∑
m
∑
j
[
Ep˜qm
j
,p˜wm
[
(1− qmj wm)
] ((amj − µm0 )2
vm0
)
+ Ep˜qm
j
,p˜wm
[
qmj w
m
] ((amj − µm1 )2
vm1
)]
= C ′3,A −
1
2
∑
m
∑
j
[(
1− p˜qmj (1)p˜wm(1)
)((amj − µm0 )2
vm0
)
+ p˜qmj (1)p˜wm(1)
(
(amj − µm1 )2
vm1
)]
(D.16)
où C ′3,A = Ep˜Q,p˜w [C3,A].
Nous allons maintenant écrire notre équation sous forme matricielle afin de s’a-
dapter à la première partie du calcul (équation (D.11)). En notant : aj =[a1j , ..., aMj ]t,
qj = [q1j , ..., qMj ]t, w = [w1, ..., wM ]t, µi = [µ1i , ..., µMi ]t pour i ∈ {0, 1} et ∆0,j =
diag
[
1−p˜
Q1
j
(1)p˜W1 (1)
v10
, ...,
1−p˜
QM
j
(1)p˜
WM
(1)
vM0
]
, ∆1,j = diag
[
p˜
Q1
j
(1)p˜W1 (1)
v11
, ...,
p˜
QM
j
(1)p˜
WM
(1)
vM1
]
,
l’équation (D.16) devient :
Ep˜Q,p˜w [log p(A |w,Q,θA)]
= C ′′3,A −
1
2
∑
j
1∑
i=0
(aj − µi)t∆i,j(aj − µi)
= C ′′3,A + C4,A −
1
2
∑
j
[
atj
( 1∑
i=0
∆i,j
)
aj − 2atj
( 1∑
i=0
∆i,jµi
)]
(D.17)
où C ′′3,A est la forme matricielle de C ′3,A, C4,A = −12
∑
j
1∑
i=0
µti∆i,jµi.
En remplaçant les équations (D.12) et (D.17) dans l’équation (D.10) on obtient :
p˜A(A) ∝ exp
−12 ∑j (aj −maj)tV −1aj (aj −maj)
 .
Soit
p˜A(A) =
∏
j
N
(
maj ,Vaj
)
(D.18)
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avec :
Vaj =
(
Ep˜h,p˜w
[
GtΓjG
]
+
1∑
i=0
∆i,j
)−1
(D.19)
maj = Vaj
(
Ep˜h,p˜w
[
GtΓj(yj − P `j)
]
+
1∑
i=0
∆i,jµi
)
(D.20)
♣ E-W
p˜wm(wm) ∝ exp
(
Ep˜h,p˜A,p˜Q,p˜w\m
[
log p(wm |Y ,A,Q,h,w\m,L,θ)
])
∝ f(wm) (D.21)
où on note :
f(wm) = exp
(
Ep˜h,p˜A,p˜w\m
[
log p(Y |A,h, wm,w\m,L,σ2)
]
+ Ep˜am ,p˜qm [log p(a
m |wm, qm,θm)]
+ Ep˜qm [log p(w
m | qm, τ )]
)
(D.22)
et où p˜w\m désigne la loi de
{
wm
′}
m′ 6=m.
Nous allons par la suite détailler le calcul des trois termes de l’exponentielle
précédente.
1) Calcul de Ep˜h,p˜A,p˜w\m
[
log p(Y |A,h, wm,w\m,L,σ2)
]
:
log p(Y |A,h, wm,w\m,L,σ2)
= C1,wm − 12
∑
j∈J
y˜tjΓjy˜j
= C2,wm − 12 (w
m)2
∑
j∈J
(amj )2htXmtΓjXmh
+ wm
∑
j∈J
amj htXmtΓj(yj − P `j)− ∑
m′ 6=m
amj a
m′
j w
m′htXmtΓjXm
′
h
 (D.23)
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Ep˜h,p˜A,p˜w\m
[
log p(Y |A,h, wm,w\m,L,σ2)
]
= C ′2,wm −
1
2(w
m)2
∑
j∈J
Ep˜
a
m,m
j
[
(amj )2
]
Ep˜h
[
htXmtΓjXmh
]
+ wm
∑
j∈J
(
Ep˜am
j
[
amj
]
Ep˜h
[
ht
]
XmtΓj(yj − P `j)
)
− wm∑
j∈J
∑
m′ 6=m
(
Ep˜
a
m,m′
j
[
amj a
m′
j
]
Ep˜
wm
′
[
wm
′]
Ep˜h
[
htXmtΓjXm
′
h
])
= C ′2,wm −
1
2w
m
∑
j∈J
{
−2 mamj mtHXmtΓj(yj − P `j)
+
(
m2amj + Vam,mj
) [
mtHX
mtΓjXmmH + tr
(
ΣHXmtΓjXm
)]
+ 2
∑
m′ 6=m
(
mamj mam′j
+ V
am,m
′
j
)
p˜wm′ (1)
[
mtHX
mtΓjXm
′
mH
+ tr
(
ΣHXmtΓjXm
′)]} (D.24)
où C ′2,wm = Ep˜h,p˜A,p˜w\m [C2,wm ]
2) Calcul de Ep˜am ,p˜qm [log p(A |wm, qm,θm)] :
log p(am |wm, qm,θm)
=
∑
j
[(
1− qmj wm
)
logN (µm0 , vm0 ) + qmj wm logN (µm1 , vm1 )
]
= C4,wm +
1
2
∑
j
[
qmj w
m
(
log(2pivm0 ) +
(amj )2 − 2amj µm0 + (µm0 )2
vm0
− log(2pivm1 )−
(amj )2 − 2amj µm1 + (µm1 )2
vm1
)]
(D.25)
Ep˜am ,p˜qm [log p(a
m |wm, qm,θm)]
= C ′4,wm + wm
∑
j
p˜qmj (1)
log√2pivm0 + (mamj − µm0 )2 + Vam,mj2vm0
− log
√
2pivm1 −
(mamj − µm1 )2 + Vam,mj
2vm1

= C ′4,wm + wm
∑
j
p˜qmj (1)
Vam,mj2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )
 (D.26)
où C ′4,wm = Ep˜am ,p˜qm [C4,wm ].
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3) Calcul de Ep˜qm [log p(w
m | qm, τ )] :
En revenant à la distribution a priori de w (équation (III.7)) on peut écrire :
log p(wm | qm, τ ) = wm log pm + (1− wm) log(1− pm) (D.27)
Selon l’équation (III.8), pm = 11+exp[−τ1(∑j qmj −τ2)] , donc 1−pm = exp[−τ1(
∑
j
qmj −τ2)]
1+exp[−τ1(
∑
j
qmj −τ2)]
,
ce qui donne :
log p(wm | qm, τ ) = C5,wm + (1− wm)
−τ1
∑
j
qmj − τ2
 (D.28)
Ep˜qm[log p(w
m | qm, τ )] = C ′5,wm + (1− wm)
−τ1
∑
j
p˜qmj (1)− τ2
 (D.29)
où C ′5,wm = Ep˜qm [C5,wm ].
Une fois les calculs effectués, les probabilités a posteriori p˜wm(0) et p˜wm(1)
sont données par :
p˜wm(0) =
f(wm = 0)
f(wm = 0) + f(wm = 1) (D.30)
p˜wm(1) = 1− p˜wm(0) = f(w
m = 1)
f(wm = 0) + f(wm = 1) (D.31)
Afin de calculer les termes f(wm = 0) et f(wm = 1), on remplace wm = 0 et 1
dans les équations (D.24), (D.26) et (D.29).
f(wm = 0) = exp
−τ1
∑
j
p˜qmj (1)− τ2
 (D.32)
f(wm = 1) = exp
∑
j
p˜qmj (1)
Vam,mj
2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

−
m2amj + Vam,mj
2
[
mtHX
mtΓjXmmH + tr
(
ΣHXmtΓjXm
)]
− ∑
m′ 6=m
(
mamj mam′j
+ V
am,m
′
j
)
p˜wm′ (1)
[
mtHX
mtΓjXm
′
mH
+ tr
(
ΣHXmtΓjXm
′)]+ mamj mtHXmtΓj(yj − P `j)}) (D.33)
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♣ E-Q
p˜qmj (q
m
j ) ∝ exp
(
Ep˜h,p˜A,p˜w,p˜qm\j ,p˜Q\m
[
log p(qmj | qm\j,Q\m,Y ,A,h,w,θ)
])
∝ f(qmj ) (D.34)
où on note
f(qmj ) = exp
(
Ep˜am
j
,p˜wm
[
log p(amj |wm, qmj ,θm)
]
+ Ep˜wm ,p˜qm\j
[
log p(wm | qmj , qm\j, τ )
]
+ Ep˜qm\j
[log p(qm | ξm)]
)
(D.35)
1) Calcul de Ep˜am
j
,p˜wm
[
log p(amj |wm, qmj ,θm)
]
:
log p(amj |wm, qmj ,θm) = C1,qmj − qmj wm [logN (µm0 , vm0 )− logN (µm1 , vm1 )]
= C1,qmj +
1
2q
m
j w
m
(
log(2pivm0 ) +
(amj )2 − 2amj µm0 + (µm0 )2
vm0
− log(2pivm1 )−
(amj )2 − 2amj µm1 + (µm1 )2
vm1
)
(D.36)
Ep˜am
j
,p˜wm
[
log p(amj |wm, qmj ,θm)
]
= C ′1,qmj + q
m
j p˜wm(1)
Vam,mj2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )
 (D.37)
2) Calcul de Ep˜wm ,p˜qm\j
[
log p(wm | qmj , qm\j, τ )
]
:
log p(wm | qmj , qm\j, τ )
= wm log pm + (1− wm) log(1− pm)
= C2,qmj − (1− wm)τ1qmj − log
1 + exp
−τ1
∑
j
qmj − τ2
 (D.38)
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Ep˜wm ,p˜qm\j
[
log p(wm | qmj , qm\j, τ )
]
= C ′2,qmj − p˜wm(0)τ1q
m
j − Ep˜qm\j
log
1 + exp
−τ1
∑
j
qmj − τ2
 (D.39)
Vu la difficulté du calcul Ep˜qm\j
(qmj ) = Ep˜qm\j
[log(1 + exp[−τ1(∑j qmj − τ2)])] on
propose de l’effectuer à travers une étape MC (Monte Carlo). Chaque simulation
consiste en :
– La simulation des étiquettes qm\j à partir de leurs probabilités p˜qm\j .
– Le calcul du terme As(qmj ) = log(1 + exp[−τ1(
∑
j′ 6=j qmj′ (s) + qmj − τ2)])
– Le calcul de la moyenne empirique Ep˜qm\j
(qmj ) = 1S
∑S
s=1As.
Ce qui nous permet d’écrire :
Ep˜wm ,p˜qm\j
[
log p(wm | qmj , qm\j, τ )
]
= C ′2,qmj − p˜wm(0)τ1q
m
j − Ep˜qm\j (q
m
j ) (D.40)
3) Calcul de Ep˜qm\j
[log p(qm | ξm)] :
D’après la définition de la distribution a priori de la variable Q (équation
(II.29))
log p(qm | ξm) = log p(qmj | qm\j, ξm) p(qm\j | ξm)
= logZ(ξm)−1 exp
(
ξmU(qmj )
)
+ log p(qm\j | ξm)
= ξmU(qmj ) + C3,qmj
= ξm
∑
k∈N(j)
I(qmj = qmk ) + C3,qmj (D.41)
où N(j) désigne le voisinage de j et où C3,qmj = logZ(ξm)
−1 + log p(qm\j | ξm).
Ep˜qm\j
[log p(qm | ξm)] = C ′3,qmj + ξm
∑
k∈N(j)
Ep˜qm
k
[
I(qmj = qmk )
]
= C ′3,qmj + ξm
∑
k∈N(j)
1∑
i=0
[
I(qmj = i)p˜qmk (i)
]
(D.42)
avec C ′3,qmj = Ep˜qm\j
[
C3,qmj
]
Comme dans le cas de w les probabilités p˜qmj (0) et p˜qmj (1) a posteriori de la
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variable binaire qmj sont :
p˜qmj (0) =
f(qmj = 0)
f(qmj = 0) + f(qmj = 1)
(D.43)
p˜qmj (1) = 1− p˜qmj (0) =
f(qmj = 1)
f(qmj = 0) + f(qmj = 1)
(D.44)
où le calcul des quantités f(qmj = 0) et f(qmj = 1) se fait en remplaçant qmj = 0
et 1 respectivement dans les équations (D.37), (D.40) et (D.42) on trouve :
f(qmj = 0) = exp
−Ep˜qm\j
(
qmj = 0
)
+ ξm
∑
k∈N(j)
p˜qm
k
(0)
 (D.45)
f(qmj = 1) = exp
p˜wm(1)
Vam,mj2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

−τ1 p˜wm(0)− Ep˜qm\j
(
qmj = 1
)
+ ξm
∑
k∈N(j)
p˜qm
k
(1)
 (D.46)
♣ M-θA
θˆA = arg maxθAEp˜A,p˜w,p˜Q [log p(A |w,Q,θA)] (D.47)
Selon l’équation (D.16) et en moyennant aussi la constante C3,A (qui n’est plus
constant en θA) par rapport à Q et w on obtient :
Ep˜Q,p˜w [log p(A |w,Q,θA)] = −
1
2
∑
m
∑
j
{
(amj )2
vm1
(
1− p˜qmj (1)p˜wm(1)
)
×
(
log(2pivm0 )+
(amj − µm0 )2
vm0
)
+ p˜qmj (1)p˜wm(1)
(
log(2pivm1 )+
(amj − µm1 )2
vm1
)}
(D.48)
En moyennant le terme précédent par rapport à la variable A on obtient :
Ep˜A
[
Ep˜Q,p˜w [log p(A |w,Q,θA)]
]
= −12
∑
m
[f(µm0 , vm0 ) + f(µm1 , vm1 )] (D.49)
avec
f(µm0 ,vm0 )=
∑
j
(
1−p˜qmj (1)p˜wm(1)
)log(2pivm0 ) + (mamj − µm0 )2 + Vam,mjvm0
 , (D.50)
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et
f(µm1 ,vm1 )=
∑
j
p˜qmj (1)p˜wm(1)
log(2pivm1 ) + (mamj − µm1 )2 + Vam,mjvm1
 (D.51)
on peut donc calculer chacun des paramètres vˆm0 , vˆm1 , µˆm1 à partir des équations
suivantes :
vˆm0 = arg maxvm0 f(µ
m
0 , v
m
0 ) (D.52)
vˆm1 = arg maxvm1 f(µ
m
1 , v
m
1 ) (D.53)
µˆm1 = arg maxµm1 f(µ
m
1 , v
m
1 ) (D.54)
1) Calcul de vˆm0 :
∂f(µm0 , vˆm0 )
∂vˆm0
=
∑
j
(
1− p˜qmj (1)p˜wm(1)
)1− (mamj − µm0 )2 + Vam,mj
vˆm0
 = 0
⇒ vˆm0 =
∑
j
(
1− p˜qmj (1)p˜wm(1)
) [
(mamj − µm0 )2 + Vam,mj
]
∑
j
(
1− p˜qmj (1)p˜wm(1)
) (D.55)
2) Calcul de vˆm1 :
∂f(µm1 , vˆm1 )
∂vˆm1
=
∑
j
p˜qmj (1)p˜wm(1)
1− (mamj − µm1 )2 + Vam,mj
vˆm1
 = 0
⇒ vˆm1 =
∑
j
p˜qmj (1)
[
(mamj − µm1 )2 + Vam,mj
]
∑
j
p˜qmj (1)
(D.56)
3) Calcul de µˆm1 :
∂f(µˆm1 , vm1 )
∂µˆm1
=
∑
j
p˜qmj (1)p˜wm(1)
(−2mamj + 2µˆm1
vm1
)
= 0 (D.57)
⇒ µˆm1 =
∑
j
p˜qmj (1)mamj∑
j
p˜qmj (1)
(D.58)
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♣ M-vh
vˆh = arg maxvhf(vh) = arg maxvh
{
Ep˜h [log p(h | vh)] + log p(vh |λvh)
}
(D.59)
Où l’a priori p(vh |λvh) = λvh exp(−λvhvh) permet d’améliorer l’estimation de vh
[Chaari 2013].
Ep˜h [log p(h | vh)] = Cvh −
D−1
2 log vh −
mtHR
−1mH + tr (ΣHR−1)
2vh
∂f(vh)
∂vh
= −D − 12vh +
mtHR
−1mH + tr (ΣHR−1)
2v2h
− λvh = 0
⇒ vh =
(1−D) +
√
(D − 1)2 + 8λvhtr [(mHmtH + ΣH)R−1]
4λvh
(D.60)
♣ M-σ2
σˆ2 = arg maxσ2Ep˜h,p˜A,p˜w
[
log p
(
Y |A,w,h,L,σ2
)]
(D.61)
Etant donnée l’indépendance entre {yj |aj,w,h, `j, σ2j}j=1:J on peut écrire :
σˆj
2 = arg maxσ2jEp˜h,p˜aj ,p˜w
[
log p
(
yj |aj,w,h, `j, σ2j
)]
(D.62)
A partir de la définition de la vraisemblance (équation (II.23)) on peut calculer :
Ep˜h,p˜aj ,p˜w
[
log p
(
yj |aj,w,h, `j, σ2j
)]
= Cσ2j −
N
2 log σ
2
j −
Ep˜h,p˜aj ,p˜w
[
y˜tjΓjy˜j
]
2
• Calcul de Ep˜h,p˜aj ,p˜w
[
y˜tjΓjy˜j
]
:
Selon l’équation (D.11) et en tenant compte des termes de C2,A qui dépendent
de σ2j on a :
Ep˜h,p˜w
[
log p
(
Y |A,w,h,L,σ2
)]
= Cσ2j −
N
2
∑
j
log σ2j
− 12
∑
j
{
atjEp˜h,p˜w
[
GtΓjG
]
aj − 2atjEp˜h,p˜w
[
GtΓj(yj − P `j)
]
+(yj − P `j)tΓj(yj − P `j)
}
(D.63)
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Ep˜h,p˜w,p˜A
[
log p
(
Y |A,w,h,L,σ2
)]
= Cσ2j −
N
2
∑
j
log σ2j
− 12
∑
j
[
mtajEp˜h,p˜w
[
GtΓjG
]
maj + tr
(
VajEp˜h,p˜w
[
GtΓjG
])
−2 mtajEp˜h,p˜w
[
GtΓj(yj − P `j)
]
+(yj − P `j)tΓj(yj − P `j)
]
(D.64)
On sait que Γj = 1σ2j Λj, on peut donc écrire :
Ep˜h,p˜w,p˜A [log p (Y |A,w,h,L,σ2)]
= Cσ2j +
∑
j
{
−N2 log σ
2
j −
1
2σ2j
[
mtajEp˜h,p˜w
[
GtΛjG
]
maj
+tr
(
VajEp˜h,p˜w
[
GtΛjG
])
− 2mtajEp˜h,p˜w
[
GtΛj(yj − P `j)
]
+(yj − P `j)tΛj(yj − P `j)
] }
(D.65)
où Ep˜h,p˜w [G
tΛjG] et Ep˜h,p˜w [G
tΛj(yj − P `j)] donnés par les équations (D.13)
et (D.14) en remplaçant Γj par Λj. Notons V le terme entouré en bleu.
∂Ep˜h,p˜w,p˜aj
[
log p
(
yj |aj,w,h, `j, σˆ2j
)]
∂σˆj
2 = −N +
1
σˆ2j
V = 0⇒ σˆ2j =
V
N
(D.66)
♣ M-L
Lˆ = arg maxLEp˜A,p˜h,p˜w
[
log p(Y |A,w,h,L, σ2j )
]
(D.67)
Pour la même raison d’indépendance entre {yj |aj,w,h, `j, σ2j}j=1:J on peut cal-
culer :
ˆ`
j = arg max`jEp˜A,p˜h,p˜w
[
log p(yj |aj,w,h, `j, σ2j )
]
(D.68)
log p(yj |aj,w,h, `j, σ2j )
= C`j +
(
yj −
∑
m
amj w
mXmh− P `j
)t
Γj
(
yj −
∑
m
amj w
mXmh− P `j
)
= C`j + y¯jtΓjy¯j − y¯jtΓjP `j − `tjP tΓjy¯j + `tjP tΓjP `j (D.69)
où y¯j = yj −∑
m
amj w
mXmh.
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Ep˜A,p˜h,p˜w
[
log p(yj |aj,w,h, `j, σ2j )
]
= C`j + Ep˜A,p˜h,p˜w
[
y¯j
tΓjy¯j
]
− 2 `tjP tΓjEp˜A,p˜h,p˜w [y¯j] + `tjP tΓjP `j (D.70)
En dérivant l’équation précédente par rapport à `j on obtient :
∂(.)
∂`j
= −2P tΓjEp˜A,p˜h,p˜w [y¯j] + 2P tΓjP `j = Vect 0 (D.71)
⇒ ˆ`j = (P tΓjP )−1P tEp˜A,p˜h,p˜w [y¯j]
= (P tΓjP )−1P t
(
yj −
∑
m
mamj p˜wm(1)X
mmh
)
(D.72)
♣ M-ξ
ξˆm = arg maxξmEp˜qm [log p(q
m | ξm)] + log p(ξm |λξm)
= arg maxξm
{
− logZ(ξm) + ξm
[
Ep˜qm [U(q
m)]− λξm
]
+ Cξm
}
= arg maxξmf(ξm) (D.73)
La maximisation de f(ξm) nécessite le calcul de sa dérivée par rapport à ξm :
df(ξm)
dξm
= −d logZ(ξm)
dξm
+ Ep˜qm [U(q
m)]− λξm (D.74)
où
Z(ξm) =
∑
qm
exp(ξmU(qm)) (D.75)
U(qm) =
∑
j∼k
〈
qmj , q
m
k
〉
= 12
∑
j
∑
k∈Nj
〈
qmj , q
m
k
〉
= 12
∑
j
〈
qmj ,
∑
k∈Nj
qmk
〉
(D.76)
Rappelons que Nj représente les voxels k voisins de j. Pour des raisons de sim-
plicité, qmj n’est plus un scalaire mais un vecteur de dimension I = 2, le nombre
de classes, avec qmj = [e1e2...eI ]t où ei = 1 si qmj appartient à la ième classe et 0
sinon.
Il existe plusieurs possibilités pour calculer le gradient précédent (équation
(D.74)) comme nous le montrons ci-dessous. La première consiste en l’appro-
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ximation champ moyen [Celeux 2003] de Z(ξm) avant de dériver contrairement à
la deuxième qui effectue la dérivée avant l’approximation. La deuxième méthode
est généralement préférable étant donné qu’elle diminue l’erreur d’approximation
commise, cependant les deux mènent au même résultat dans notre cas, comme
nous le verrons par la suite. La troisième et quatrième méthodes sont néanmoins
d’une approximation plus forte et donc moins bonnes comparées aux deux pre-
mières. Une fois le gradient obtenu, par l’une des méthodes, l’estimation de ξm
est effectuée à l’aide de l’algorithme de descente du gradient (annexe F.5).
Méthode 1. L’approximation champ moyen consiste à remplacer les voisins
aléatoires qmk par des quantités fixées q˜mk permettant ainsi l’approximation de
U(qm) par Umf (qm) [Forbes 2003] :
Umf (qm) =
∑
j
∑
k∈Nj
〈
qmj , q˜
m
k
〉
=
∑
j
〈
qmj ,
∑
k∈Nj
q˜mk
〉
(D.77)
d’où la simplification de la constante
Zmf (ξm) =
∑
qm
exp(ξmUmf (qm)) =
∑
qm
exp
ξm∑
j
〈
qmj ,
∑
k∈Nj
q˜mk
〉
=
∑
qm
∏
j
exp
ξm
〈
qmj ,
∑
k∈Nj
q˜mk
〉 = ∏
j
∑
qmj
exp
ξm
〈
qmj ,
∑
k∈Nj
q˜mk
〉
=
∏
j
∑
i∈{0,1}
exp
ξm ∑
k∈Nj
q˜mk (i)
 (D.78)
Ceci nous permet d’approximer Z(ξm) comme suit :
Z(ξm) =
∑
qm
exp(ξm[U(qm)− Umf (qm)]) exp(ξmUmf (qm))
= Zmf (ξm)
∑
qm
exp(ξm[U(qm)− Umf (qm)]) exp[ξmUmf (q
m)]
Zmf (ξm)
= Zmf (ξm)Epmf [exp(ξm[U(qm)− Umf (qm)])] (D.79)
où pmf (qm | ξm) = exp[ξmUmf (q
m))
Zmf (ξm] . Selon le développement de Tailor de l’exponen-
tiel
exp(x) ' 1 + x ⇒ E[exp(x)] ' 1 + E[x] ' exp(E[x]) (D.80)
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on peut écrire :
Z(ξm) ' Zmf (ξm) exp
{
ξmEpmf [U(qm)− Umf (qm)]
}
(D.81)
Notons que x doit avoir une petite valeur pour minimiser l’erreur induite par
l’approximation de Taylor, comme le montre la figure D.1, d’où l’intérêt de bien
choisir les {q˜mk }k∈Nj de manière à ce que Umf (qm) soit le plus proche possible de
U(qm). Pour ceci nous proposons de choisir les valeurs courantes des probabilités
a posteriori p˜qm
k
. En dérivant le logarithme de l’équation (D.81) on obtient :
Figure D.1 – Représentation des
fonctions 1 + x en bleu et exp(x) en
rouge. La partie entourée en vert in-
dique les valeurs de x pour lesquelles
l’erreur induite par l’approximation
de Taylor est petite. Plus x aug-
mente, plus cette erreur est grande.
logZ(ξm) ' logZmf (ξm) + ξm Epmf [U(qm)− Umf (qm)] (D.82)
d logZ(ξm)
dξm
' Epmf [Umf (qm)] + Epmf [U(qm)]− Epmf [Umf (qm)]
= Epmf [U(qm)] (D.83)
où
d logZmf (ξm)
dξm
=
dZmf (ξm)
dξm
Zmf (ξm)
=
∑
qm
Umf (qm)
exp[ξmUmf (qm)]
Zmf (ξm)
=
∑
qm
Umf (qm)pmf (qm) = Epmf [Umf (qm)] (D.84)
En remplaçant l’équation (D.83) dans l’équation (D.74) on obtient :
df(ξm)
dξm
= −Epmf [U(qm)] + Ep˜qm [U(qm)]− λξm (D.85)
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Méthode 2. Ici la dérivée est calculée avant l’approximation :
d logZ(ξm)
dξm
=
dZ(ξm)
dξm
Z(ξm)
=
∑
qm
U(qm) exp(ξmU(qm))
Z(ξm)
=
∑
qm
U(qm)p(qm | ξm) = Epqm [U(qm)] (D.86)
• Calcul de Epqm [U(qm)]
Epqm [U(qm)] =
1
2
∑
j
∑
k∈Nj
Epqm [
〈
qmj , q
m
k
〉
] = 12
∑
j
∑
k∈Nj
∑
qmj ,q
m
k
〈
qmj , q
m
k
〉
pqm(qmj , qmk )
Le produit scalaire
〈
qmj , q
m
k
〉
= 1 uniquement si qmj = qmk on peut écrire :
Epqm [U(qm)] =
1
2
∑
j
∑
k∈Nj
∑
qmj =qmk =c
pqm(qmj = c, qmk = c) (D.87)
Etant donné la compléxité de calcul de pqm(qmj = c, qmk = c) on propose d’ef-
fectuer une approximation champ moyen qui consiste à remplacer pqm(qm) par
pmf (qm). L’équation (D.74) devient donc :
df(ξm)
dξm
= −Epmf [U(qm)] + Ep˜qm [U(qm)]− λξm (D.88)
et qui est équivalente à l’équation (D.85).
Reste à calculer le terme Epmf [U(qm)] afin d’obtenir la formule du gradient
permettant l’estimation de ξm.
pmf (qm) =
exp (ξmUmf (qm))
Zmf (ξm)
=
∏
j
exp
(
ξm
〈
qmj ,
∑
k∈Nj
q˜mk
〉)
∑
qmj
exp
(
ξm
〈
qmj ,
∑
k∈Nj
q˜mk
〉) = ∏
j
Pmfj(qmj ) (D.89)
avec Pmfj(i) =
exp
(
ξm
∑
k∈Nj
q˜mk (i)
)
∑
i∈{0,1}
exp
(
ξm
∑
k∈Nj
q˜m
k
(i)
) et q˜mk = p˜qmk .
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Ce qui donne en remplaçant pqm par pmf dans l’équation (D.87) :
Epmf [U(qm)] =
1
2
∑
j
∑
k∈Nj
∑
i∈{0,1}
Pmfj(i)Pmfk(i) (D.90)
• Calcul de Ep˜qm [U(qm)]
En remplaçant pqm par p˜qm dans l’équation (D.87) et en tenant compte de
p˜qm(qm) =
∏
j
p˜qmj (q
m
j ), on obtient :
Ep˜qm [U(q
m)] = 12
∑
j
∑
i∈{0,1}
∑
k∈Nj
p˜qmj (i)p˜qmk (i) (D.91)
En remplaçant les équations (D.90) et (D.91) dans l’équation du gradient (D.85)
on trouve :
df(ξm)
dξm
= −12
∑
j
∑
k∈Nj
∑
i∈{0,1}
{
pmfj(i)pmfk(i)− p˜qmj (i)p˜qmk (i)
}
− λξm (D.92)
Méthode 3. Une autre possibilité d’approximation serait Z(ξm) ' Zmf (ξm)
qui est d’ordre 0 (exp(x) ' 1) et donc moins bonne que la précédente qui est
d’ordre 1 (exp(x) ' 1 + x) [Forbes 2003]. Dans ce cas :
d logZ(ξm)
dξm
' d logZmf (ξm)
dξm
= Epmf [Umf (qm)] (D.93)
avec
Epmf [Umf (qm)] =
∑
j
∑
k∈Nj
Epmf [
〈
qmj , q˜
m
k
〉
] =
∑
j
∑
k∈Nj
< Epmf [qmj ], q˜mk >
=
∑
j
∑
k∈Nj
∑
i∈{0,1}
pmfj(i)q˜mk (i) (D.94)
Ce qui donne en remplaçant dans l’équation (D.85)
df(ξm)
dξm
= −∑
j
∑
k∈Nj
∑
i∈{0,1}
{
pmfj(i)q˜mk (i)−
1
2 p˜q
m
j
(i)p˜qm
k
(i)
}
− λξm (D.95)
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En choisissant q˜mk = p˜qmk on obtient :
df(ξm)
dξm
= −∑
j
∑
k∈Nj
∑
i∈{0,1}
p˜qm
k
(i)
{
pmfj(i)− 12 p˜qmj (i)
}
− λξm (D.96)
Méthode 4. La dernière possibilité qui s’avère bien sûr la moins bonne de
toutes est l’approximation :
df(ξm)
dξm
= −Epmf [Umf (qm)] + Ep˜qm [Umf (qm)]− λξm (D.97)
où
Ep˜qm [Umf (q
m)] =
∑
j
∑
k∈Nj
Ep˜qm [
〈
qmj , q˜
m
k
〉
] =
∑
j
∑
k∈Nj
〈
Ep˜qm [q
m
j ], q˜mk
〉
=
∑
j
∑
k∈Nj
∑
i∈{0,1}
p˜qmj (i)q˜
m
k (i) (D.98)
Ce qui donne en remplaçant les équations (D.94) et (D.98) dans l’équation (D.97)
et en choisissant q˜mk = p˜qmk :
df(ξm)
dξm
= −∑
j
∑
i∈{0,1}
∑
k∈Nj
p˜qm
k
(i)
{pmfj(i)− p˜qmj (i)}− λξm (D.99)
D.2 Connexion aux moyennes d’activations
Ici, par rapport à l’approche DEC parcimonieuse précédente (section D.1), le
changement concerne la connexion entre les variables de pertinence w etQ. Cette
dernière est remplacée par une autre connexion qui relie w à µ1 = {µm1 ;m = 1 :
M} où µm1 exprime la moyenne de la gaussienne représentant la classe des voxels
activés. Ce changement induit une modification dans les étapes E-Q, E-W etM-
µ1 ainsi que l’ajout d’une étape M-τ 2 nécessaire à l’estimation du paramètre τ2
de la sigmoïde et qui représente également une différence par rapport à l’approche
parcimonieuse précédente (section D.1).
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♣ E-Q
p˜qmj (q
m
j ) ∝ exp
(
Ep˜h,p˜A,p˜w,p˜qm\j ,p˜Q\m
[
log p(qmj | qm\j,Q\m,Y ,A,h,w,θ)
])
∝ exp
(
Ep˜am
j
,p˜wm ,p˜qm\j
[
log p(amj |wm, qmj ,θm) p(qm | ξm)
])
∝ f(qmj ) (D.100)
où on note
f(qmj ) = exp
(
Ep˜am
j
,p˜wm
[
log p(amj |wm, qmj ,θm)
]
+Ep˜qm\j
[log p(qm | ξm)]
)
(D.101)
Par rapport à l’équation (D.35), il manque le terme p(wm | qm, τ ) carw ne dépend
plus de Q a priori. Ce qui donne :
f(qmj = 0) = exp
ξm ∑
k∈N(j)
p˜qm
k
(0)
 (D.102)
f(qmj = 1) = exp
p˜wm(1)
Vam,mj2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

+ξm
∑
k∈N(j)
p˜qm
k
(1)
 (D.103)
♣ E-W
p˜wm(wm) ∝ exp
(
Ep˜h,p˜A,p˜Q,p˜w\m
[
log p(wm |Y ,A,Q,h,w\m,L,θ)
])
∝ f(wm) (D.104)
où on note
f(wm) = p(wm |µm1 , τ ) exp
(
Ep˜h,p˜A,p˜w\m
[
log p(Y |A,h, wm,w\m,L,σ2)
]
+ Ep˜am ,p˜qm [log p(a
m |wm, qm,θm)]
)
(D.105)
On rappelle que p˜w\m désigne la loi de
{
wm
′}
m′ 6=m et que p(w
m |µm1 , τ ) = pwmm (1−
pm)(1−w
m) où pm est donné par l’équation (III.70). Les deux termes de l’exponen-
tielle ont déjà été calculés dans l’annexe D.1 ce qui donne en incluant le troisième
terme les expressions suivantes qui sont ensuite normalisées afin de garantir des
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probabilités dans ]0, 1[
f(wm = 0) = 1− pm (D.106)
f(wm = 1) = pm exp
∑
j
p˜qmj (1)
Vam,mj
2
(
1
vm0
− 1
vm1
)
+ log
N (mamj ;µm1 , vm1 )
N (mamj ;µm0 , vm0 )

−
m2amj + Vam,mj
2
[
mtHX
mtΓjXmmH + tr
(
VHX
mtΓjXm
)]
− ∑
m′ 6=m
(
mamj mam′j
+ V
am,m
′
j
)
p˜wm′ (1)
[
mtHX
mtΓjXm
′
mH
+ tr
(
VHX
mtΓjXm
′)]+ mamj mtHXmtΓj(yj − P `j)Vam,mj2
})
(D.107)
♣ M-µ1
Dans la précédente approche DEC parcimonieuse, et en rappelant l’indépendance
inter-conditions, le paramètre µm1 était estimé à travers la maximisation de la fonc-
tion f(µm1 , vm1 ) (équation (D.51)). Maintenant que la variable wm est connectée à
µm1 a priori l’estimation se fait comme suit :
µˆm1 = arg maxµm1
(
−12f(µ
m
1 , v
m
1 ) + Ep˜wm
[
log
(
pw
m
m (1− pm)1−w
m
)])
(D.108)
• Ep˜wm
[
log
(
pw
m
m (1− pm)1−wm
)]
= p˜wm(1) log pm + (1− p˜wm(1)) log(1− pm)
= −(1− p˜wm(1))[τ1((µm1 )2 − τ2)]− log(1 + exp[−τ1((µm1 )2 − τ2)]) (D.109)
En dérivant le terme à maximiser dans l’équation (D.108) on obtient :
∂(.)
∂µm1
= −12
∑
j
p˜qmj (1)p˜wm(1)
(−2(mamj − µm1 )
vm1
)
− 2(1− p˜wm(1))τ1µm1 −
−2τ1µm1 exp[−τ1((µm1 )2 − τ2)]
1 + exp[−τ1((µm1 )2 − τ2)]
= p˜w
m(1)
vm1
∑
j
p˜qmj (1)mamj − µm1
p˜wm(1)
vm1
∑
j
p˜qmj (1)
− 2 τ1 (1− p˜wm(1))µm1 + 2 τ1 µm1 − 2 τ1 µm1 S(µm1 )
= B +B′ µm1 − 2 τ1 µm1 S(µm1 ) = 0 (D.110)
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avec
B′ = 2 τ1 p˜wm(1)− p˜wm(1)
vm1
∑
j
p˜qmj (1) (D.111)
B = p˜w
m(1)
vm1
∑
j
p˜qmj (1)mamj (D.112)
On remarque l’absence de formule explicite permettant l’estimation directe de
µm1 , dans ce cas un simple algorithme de dichotomie suffit (Annexe F.4).
♣ M-τ 2
τˆ2 = arg maxτ2
{
Ep˜w [log p(w |µ1, τ )] + log p(τ2|ατ2 , λτ2)
}
= arg maxτ2
{
M∑
m=1
{([1− p˜wm(1)]τ1 − λτ2) τ2 + (ατ2 − 1) log τ2
− log
(
1 + exp
[
−τ1
(
(µm1 )2 − τ2
)])
+ Cτ2
}}
(D.113)
⇒
M∑
m=1
[
(1− p˜wm(1))τ1 − exp(−τ1((µ
m
1 )2 − τ2))τ1
1 + exp(−τ1((µm1 )2 − τ2))
]
−λτ2+
ατ2 − 1
τ2
= 0
M∑
m=1
[(1− p˜wm(1))τ1 − (1− S(µm1 , τ2))τ1]−λτ2+
ατ2 − 1
τ2
= 0
τ1
M∑
m=1
[S(µm1 , τ2)− p˜wm(1)]−λτ2+
ατ2 − 1
τ2
= 0 (D.114)
Comme pour l’estimation de µ1, une étape de dichotomie (annexe F.4) permet
l’estimation du paramètre τ2.

Annexe E
Energie libre
Comme nous l’avons précisé dans la section III.2.5 du chapitre III, l’énergie
libre représente le terme maximisé en VEM, son calcul nous permet donc de
vérifier la convergence de l’algorithme. Par la suite les matrices et vecteurs sont
notés en gras avec les matrices en majuscule et les vecteurs en minuscule. Un
vecteur est par convention un vecteur colonne. La transposé est notée t.
Rappelons que l’énergie libre est définie par l’équation suivante :
F (p˜,θ) = Ep˜[log p(Y ,A,Q,w,h |θ)]− Ep˜[log p˜(A,Q,w,h)] (E.1)
• Calcul de l’entropie Ep˜ [log p˜ (A,Q,w,h)] :
Ep˜ [log p˜ (A,Q,w,h)]
= Ep˜ [log p˜A(A) p˜Q(Q) p˜w(w) p˜h(h)]
= Ep˜A [log p˜A(A)]+Ep˜Q [log p˜Q(Q)]+Ep˜w [log p˜w(w)]+Ep˜h [log p˜h(h)] (E.2)
Selon les équations (D.5) et (D.18), p˜h et p˜A sont des gaussiennes. Les variables
Q et w sont quant à elles des groupes de variables binaires, ce qui donne (annexe
F.6) :
Ep˜A [log p˜A(A)] =
∑
j
Ep˜aj
[
log p˜aj(A)
]
= −∑
j
I
[
p˜aj
]
= −∑
j
log
(√
(2pie)M |Vaj |
)
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Ep˜h [log p˜h(h)] = −I [p˜h(h)] = − log
(√
(2pie)D|Vh|
)
Ep˜Q [log p˜Q(Q)] =
∑
m
∑
j
Ep˜qm
j
[
log p˜qmj (q
m
j )
]
= −∑
m
∑
j
I
[
p˜qmj
]
=
∑
m
∑
j
[
p˜qmj (1) log p˜qmj (1) + p˜qmj (0) log p˜qmj (0)
]
Ep˜w [log p˜w(w)] =
∑
m
Ep˜wm [log p˜wm(w
m)] = −∑
m
I [p˜wm ]
=
∑
m
[p˜wm(1) log p˜wm(1) + p˜wm(0) log p˜wm(0)]
• Calcul de Ep˜ [log p (Y ,A,Q,w,h |θ)] :
Ep˜ [log p (Y ,A,Q,w,h |θ)]
= Ep˜
[
log p(Y |A,w,h,L,σ2) p(A |Q,w,θA) p(h | vh) p(w |x, τ ) p(Q | ξ)
]
= Ep˜Ap˜w p˜h
[
log p(Y |A,w,h,L,σ2)
]
+ Ep˜Ap˜w p˜Q [log p(A |Q,w,θA)]
+ Ep˜h [log p(h | vh)] + Ep˜ [log p(w |x, τ )] + Ep˜Q [log p(Q | ξ)] (E.3)
avec x = Q ou x = µ1 selon le modèle.
Nous allons par la suite calculer les 5 termes de l’équation (E.3).
1) Ep˜Ap˜w p˜h [log p(Y |A,w,h,L,σ2)] : Selon l’équation (D.2) on a,
log p
(
Y |A,w,h,L,σ2
)
= C2,h − 12
∑
j∈J
[
htStjΓjSjh− 2 htStjΓj(yj − P `j)
]
Ce qui donne :
Ep˜Ap˜w p˜h
[
log p(Y |A,w,h,L,σ2)
]
= C2,h− 12
mtHEp˜Ap˜w
∑
j
StjΓjSj
mH
+ tr
VHEp˜Ap˜w
∑
j
StjΓjSj
− 2 mtHEp˜Ap˜w
∑
j
StjΓjyj

En remplaçant les Eqs. (D.8) et (D.9) ainsi que la constante C2,h dans l’équation
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précédente on obtient :
Ep˜Ap˜w p˜h
[
log p(Y |A,w,h,L,σ2)
]
= −NJ2 log 2pi +
J
2 log |Λj| −N
∑
j∈J
log σj
+mtH
∑
j∈J
M∑
m=1
mamj p˜wm(1)X
mtΓj(yj − P `j)− 12
∑
j
(yj − P `j)tΓj(yj − P `j)
− 12
∑
j∈J
∑
m,m′
{(
mamj mam′j
+ V
am,m
′
j
)
p˜wm(1)p˜wm′ (1)
×
[
mtHX
mtΓjXm
′
mH + tr
(
VHX
mtΓjXm
′)]} (E.4)
2) Ep˜Ap˜Qp˜w [log p(A |Q,w,θA)] : Selon l’équation (D.16) on a,
Ep˜Q,p˜w [log p(A |Q,w,θA)]
=C ′3,A−
1
2
∑
m
∑
j
{[
1−p˜qmj (1)p˜wm(1)
][(amj −µm0 )2
vm0
]
+ p˜qmj (1)p˜wm(1)
[
(amj −µm1 )2
vm1
]}
avec
C ′3,A = Ep˜Q,p˜w [C3,A]
=
∑
m,j
{[
1− p˜qmj (1)p˜wm(1)
]
log 1√2pivm0
+ p˜qmj (1)p˜wm(1) log
1√
2pivm1
}
(E.5)
Ce qui donne :
Ep˜Ap˜w p˜Q [log p(A |w,Q,θA)]
=
∑
m
∑
j
[1− p˜qmj (1)p˜wm(1)]
log 1√2pivm0 −
(mamj − µm0 )2 + Vam,mj
2vm0

+ p˜qmj (1)p˜wm(1)
log 1√2pivm1 −
(mamj − µm1 )2 + Vam,mj
2vm1
 (E.6)
3) Ep˜h [log p(h | vh)] : Selon l’équation (D.3) et en remplaçant la constante C3,h
par sa valeur on a,
log p (h | vh) = −D + 12 log 2pi −
D − 1
2 log vh −
1
2 log |R| −
1
2vh
htR−1h
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⇒ Ep˜h [log p(h | vh)] = −
D + 1
2 log 2pi −
D − 1
2 log vh −
1
2 log |R|
− m
t
HR
−1mH + tr (VHR−1)
2vh
(E.7)
4) Ep˜ [log p(w |x, τ )] :
• Cas de connexion avec les variables de classification x = Q :
Ep˜w p˜Q [log p(w |Q, τ )] =
∑
m
Ep˜wm p˜qm [log p(w
m | qm, τ )]
D’après l’équation (D.29) on a,
Ep˜qm [log p(w
m | qm, τ )] = C ′5,wm + (1− wm)
−τ1
∑
j
p˜qmj (1)− τ2

avec C ′5,wm =Ep˜qm [C5,wm ]=Ep˜qm [− log{1+exp[−τ1(
∑
j q
m
j −τ2)]}] qui est calculée
à travers une étape MC comme dans l’annexe D.1. On obtient donc :
Ep˜w p˜Q [log p(w |Q, τ )] =
∑
m
C ′7,wm − τ1 p˜wm(0)
∑
j
p˜qmj (1)− τ2
 (E.8)
• Cas de connexion avec les moyennes d’activation x = µ1 :
Ep˜w [log p(w |µ1, τ )]
=
∑
m
Ep˜wm [log p(w
m |µm1 , τ )]
=
∑
m
{
− log
[
1 + exp
(
−τ1
[
(µm1 )2 − τ2
])]
− τ1
[
(µm1 )2 − τ2
]
p˜wm(0)
}
(E.9)
5) Ep˜Q [log p(Q | ξ)] :
Ep˜Q [log p(Q | ξ)] =
∑
m
{
− logZ(ξm) + ξmEp˜qm [U(qm)]
}
avec
Ep˜qm [U(q
m)] = 12
∑
j
∑
k∈N(j)
Ep˜qm
j
p˜qm
k
[
I(qmj = qmk )
]
= 12
∑
j
∑
k∈N(j)
1∑
i=0
p˜qmj (i)p˜qmk (i)
• Calcul de Z(ξm) : Etant donné la compléxité de ce terme, son calcul est effec-
tué à travers une approximation champs moyen permettant d’obtenir l’équation
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(D.81) dont le calcul a déjà été détaillé dans l’annexe D.1 :
Z(ξm) ' Zmf (ξm) exp
(
ξmEpmf [U(qm)− Umf (qm)]
)
(E.10)
où Umf (qm),Zmf (ξm) et pmf sont donnés par les équations (D.77), (D.78) et (D.89)
respectivement. Et les termes Epmf [U(qm)] et Epmf [Umf (qm)] sont donnés par les
équations (D.90) et (D.94). Ce qui donne en tenant compte du choix q˜mk = p˜qmk .
Z(ξm) ' ∏
j
1∑
i=0
exp
ξm ∑
k∈N(j)
p˜qm
k
(i)

× exp
ξm∑
j
∑
k∈N(j)
1∑
i=0
[
pmfj(i)
(
pmfk(i)
2 − p˜qmk (i)
)] (E.11)
Remarque : dans le cas d’un a priori ARD, les calculs précédents restent les
mêmes avec les changements suivants :
– Entropie de w :
Ep˜w [log p˜w(w)] =
∑
m
Ep˜wm [log p˜wm(w
m)] = −∑
m
log
(√
2pievwm
)
– Dans l’équation (E.4), on remplace p˜wm(1) par mwm et p˜wm(1)p˜wm′ (1) par
mwmmwm′ + vwm,m′ où vwm,m′ = vwm si m = m′ et 0 sinon.
– Dans l’équation (E.6), on fixe p˜wm(1) = 1 étant donné que A ne dépend
plus de w (équation (III.81)).
– Le terme Ep˜w [log p(w |α)] :
Ep˜w [log p(w |α)] =
∑
m
Ep˜wm [log p(w
m |αm)]
=
∑
m
{1
2 log
αm
2pi −
1
2α
mEp˜wm
[
(wm)2
]}
=
∑
m
{1
2 log
αm
2pi −
1
2α
m
(
m2wm + vwm
)}
(E.12)

Annexe F
Rappels utiles
F.1 Algorithme de Metropolis-Hasting
Cet algorithme permet d’obtenir un échantillon d’une distribution de proba-
bilité complexe p(x) non simulable directement. Nous allons commencé par décrire
l’algorithme de Metropolis qui a ensuite été généralisé pour obtenir celui de
Metropolis-Hasting. Supposons que notre but est d’obtenir des réalisations d’une
distribution p(θ) = f(θ)
C
où la constante de normalisation C est généralement in-
connue et complexe. L’algorithme de Metropolis [Metropolis 1949, Metropolis 1953]
génère une séquence de réalisations de cette distribution selon les étapes suiv-
antes :
1- On commence par une valeur initiale θ0 où f(θ0) > 0
2- A l’itération r :
– En utilisant la valeur courante de θr−1 on calcul une valeur candidate θ∗ à
partir d’une distribution candidate simulable g(θ1, θ2) représentant la prob-
abilité de retourner la valeur θ2 sachant la valeur précédente θ1. La seule
contrainte sur le choix de cette densité est la symmetrie g(θ1, θ2) = g(θ2, θ1).
– Etant donné la valeur candidate θ∗ et courante θr−1 on calcule la probabilité
d’acceptation :
α = min
(
p(θ∗)
p(θr−1)
, 1
)
= min
(
f(θ∗)
f(θr−1)
, 1
)
(F.1)
On accepte la valeur candidate avec la probabilité α en simulant u selon une
loi uniforme sur [0, 1].
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On obtient donc une chaîne de Markov (θ0, θ1, ..., θr, ..., θR) où la probabilité de
transition de θr à θr+1 dépend uniquement de θr. Après une periode de chauffe
suffisante R0, on peut considérer (θR0+1, ..., θR) comme un échantillon de p(x).
[Hastings 1970] a généralisé l’algorithme de Metropolis en utilisant une distribu-
tion candidate arbitraire g(θ1, θ2) = Pr(θ1 → θ2). La probabilité d’acceptation
d’une valeur candidate θ∗ devient alors :
α = min
(
f(θ∗)g(θ∗, θt−1)
f(θt−1)g(θt−1, θ∗)
, 1
)
(F.2)
En supposant que g(θ1, θ2) est symmetrique on revient à l’algorithme de Metropo-
lis.
F.2 Distribution gaussienne tronquée
Dans l’approche DEC basée sur l’inférence MCMC [Vincent 2010a], la distri-
bution gaussienne tronquée est la loi instrumentale de l’algorithme de Metropolis-
Hasting utilisée pour la simulation de ξ, le paramètre de régularité spatiale du
champ de Ising. Ci-dessous la définition de la densité de probabilité de la gaussi-
enne tronquée :
x ∼ N[a,b]
(
µ, η2
)
avec −∞ ≤ a < b ≤ ∞
f (x;µ, η, a, b) = 1/η
Φ
(
b−µ
η
)
− Φ
(
a−µ
η
)ϕ(x− µ
η
)
où
ϕ (.) est la densité de probabilité de la loi normale et Φ (.) est sa fonction de
répartition.
ϕ
(
x−µ
η
)
étant une loi normale centrée réduite, on peut écrire la fonction de ré-
partition Φ (.) à l’aide de la fonction d’erreur erf
(
erf (x) = 2√
pi
∫ x
0 exp (−y2) dy
)
:
Φ
(
x− µ
η
)
= 12
[
1 + erf
(
x− µ√
2 η
)]
Démonstration :
Φ (z) =
∫ z
−∞
ϕ (t) dt
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avec ϕ (t) ∼ N (0, 1) on a :
=
∫ z
−∞
1√
2pi
exp
(
−t
2
2
)
dt
= 1√
2pi
[∫ 0
−∞
exp
(
−t
2
2
)
dt+
∫ z
0
exp
(
−t
2
2
)
dt
]
(F.3)
Selon l’intégrale de Gauss
(∫∞
−∞ exp (−αx2) dx =
√
pi
α
)
:
∫ 0
−∞
exp
(
−t
2
2
)
dt = 12
∫ ∞
−∞
exp
(
−t
2
2
)
dt (intégrale pair)
= 12
√
pi
1/2 =
√
pi
2 (F.4)
Selon la définition de la fonction d’erreur
(
erf (x) = 2√
pi
∫ x
0 exp (−y2) dy
)
∫ z
0
exp
(
−t
2
2
)
dt =
∫ z
0
exp
−( t√
2
)2 dt
=
√
2
∫ z/√2
0
exp
(
−y2
)
dy avec y = t√
2
=
√
2
erf
(
z√
2
)
2/
√
pi
=
√
pi
2 erf
(
z√
2
)
(F.5)
En remplaçant les Eqs. (F.4) et (F.5) dans (F.3) on trouve :
Φ (z) = 1√
2pi
[√
pi
2 +
√
pi
2 erf
(
z√
2
)]
= 12
[
1 + erf
(
z√
2
)]
(F.6)
On peut donc écrire la distribution gaussienne tronquée sous la forme suivante :
f (x;µ, η, a, b) = 1/η
1
2
[
erf
(
b−µ√
2 η
)
− erf
(
a−µ√
2 η
)] N (x− µ
η
)
Cette dernière est celle utilisée dans l’approche DEC développée dans les travaux
de thèse de Thomas Vincent [Vincent 2010a].
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F.3 a priori de Jeffrey
Ci-dessous la définition et la démonstration de l’a priori de Jeffrey choisi
comme a priori sur la variance de bruit (σ2), celle de la FRH (vh) et celle des
coefficients des dérives basses fréquences (vl), dans l’approche DEC basée sur
l’inférence MCMC. L’a priori de Jeffrey sur un paramètre θ est un a priori non
informatif défini à partir de l’informaiton de Fisher If (θ) comme suit :
p(θ) ∝
√
If (θ) =
√√√√−Epx
[
d2 log p(X | θ)
dθ2
]
(F.7)
Supposons x une variable aléatoire de dimension C × 1 et de distribution gauss-
ienne N (x;m, σ2V ). Nous allons calculer l’a priori de Jeffrey sur la variance
σ2.
px(x |σ2) = 1(2pi)C/2|σ2V |1/2 exp
(
−(x−m)
tV −1(x−m)
2σ2
)
(F.8)
d log p(x |σ2)
dσ2
= − C2σ2 +
(x−m)tV −1(x−m)
2σ4 (F.9)
d2 log p(x |σ2)
(dσ2)2 =
C
2σ4 −
(x−m)tV −1(x−m)
σ6
(F.10)
Epx
[
d2 log p(x |σ2)
(dσ2)2
]
= C2σ4 −
Epx [(x−m)tV −1(x−m)]
σ6
= C2σ4 −
Epx [(x−m)t]V −1Epx [x−m] + tr (σ2V V −1)
σ6
= C − 2 tr (IC)2σ4 (F.11)
avec Epx [(x−m)t] = Epx [x−m] = 0.
p(σ2) =
√
C
2σ4 ∝
1
σ2
(F.12)
F.4 Algorithme de dichotomie
Dans l’approche DEC parcimonieuse utilisant l’inférence VEM, nous avons eu
recourt à l’algorithme de dichotomie pour l’estimation du paramètre τ2, l’abscisse
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du point d’inflexion de la sigmoïde, ainsi que µ1, la moyenne de la gaussienne
représentant la classe des voxels activés. Cet algorithme permet d’effectuer une
recherche de solution en divisant itérativement l’espace de recherche en deux
parties (de la même taille pour un nombre d’itération optimal), d’où son nom
(division en deux ; en grec). Il permet par exemple de chercher le zéro xˆ d’une
fonction f(x) à une précision donnée , selon les étapes suivantes :
1- Initialisation : x1, x2 tel que f(x1)f(x2) < 0
2- Calcul de x3 = x1+x22
3- Si |f(x3)| ≤ ⇒ xˆ = x3
Sinon
 Si f(x1)f(x3) < 0 la solution est dans l’intervalle [x1, x3]⇒ x2 = x3Sinon, la solution est dans l’intervalle [x3, x2]⇒ x1 = x3
4- Retour à l’étape 2.
La figure F.1 donne un apperçu de l’algorithme en montrant le positionnement
des principaux termes cités ci-dessus x1, x2, f(x1) et f(x2).
Figure F.1 – Illustration de l’algorithme
itératif de dichotomie visant à trouver xˆ tel
que f(xˆ) = 0 à une précision .
F.5 Algorithme du gradient
L’algorithme du gradient a été utilisé pour l’estimation du paramètre de régu-
larité spatial ξ dans l’approche DEC basée sur l’inférence VEM. C’est un algo-
rithme d’optimisation permettant la minimisation d’une fonction différentiable
f(x). Le but étant l’estimation de la valeur de x correspondant au minimum
fmin(x) et pour laquelle le gradient 5f(x) (la pente de la tangente au point x)
est nul. Ceci en suivant les étapes :
1- Initialisation : x0,  ≥ 0 (seuil de tolérance)
2- A l’itération t : Calcul de 5f(xt)
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3- Si || 5 f(xt)|| ≤  alors xˆ = xt
Sinon calcul de xt+1 = xt − α5 f(xt) et retour à l’étape 2.
Où α est le pas de l’algorithme qui ne doit être ni trop petit pour éviter un retard
de convergence, ni trop grand pour ne pas osciller autour du minimum. Dans
l’approche DEC, ce pas a été fixé à 0.003.
Figure F.2 – Illustration de l’algo-
rithme de descente du gradient per-
mettant de minimiser une fonction
f(x) en trouvant la valeur xˆ cor-
respondante. Ceci en partant d’une
valeur initiale x0 qui est ensuite mod-
ifiée itérativement avec un certain pas
jusqu’à ce que le gradient (la pente
de la tangente (en vert) au point
x) devienne inférieure à une valeur 
prédéfinie.
F.6 Entropie
Ci-dessous les définitions des entropies des variables gaussiennes et binaires
nécessaires au calcul de l’énergie libre dans l’approche DEC basée sur l’inférence
VEM :
♣ Entropie d’une variable gaussienne :
Soit x un vecteur de RN suivant une loi gaussienne N (µ,Σ). L’entropie est
donnée par l’équation suivante :
I [p(x)] = −Ep(x) [log p(x)] = log
(√
(2 pie)N |Σ|
)
(F.13)
Dans le cas particulier où x est une variable aléatoire gaussienne de loi N (µ, σ2),
l’entropie est :
I [p(x)] = −Ep(x) [log p(x)] = log
(√
2 pie σ2
)
(F.14)
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♣ Entropie d’une variable binaire :
Soit x une variable binaire de loi p(x). L’entropie de cette variable est définie
de la manière suivante :
I [p(x)] = −Ep(x) [log p(x)] = −
1∑
x=0
p(x) log p(x) (F.15)
F.7 Échantillonneur de Gibbs
Utilisé dans le cadre de l’approche DEC, l’échantillonneur de Gibbs représente
une technique particulière des méthodes MCMC. Introduit dans le contexte du
traitement d’image par [Geman 1984] cet échantillonneur permet de simuler un
échantillon de variables aléatoires x, y, z (3 dans notre exemple) de loi jointe
p(x, y, z) complexe à partir de leurs distributions conditionnelles univariées p(x | y, z),
p(y |x, z) et p(z |x, y) ayant généralement des formes analytiques moins complexes
que p(x, y, z). L’idée repose donc sur la simulation successive de n variables aléa-
toires (ici n = 3) à partir de n distributions conditionnelles univariées au lieu de
générer un vecteur de taille n de variables aléatoires à partir de leur distribution
jointe complexe. Ceci s’opère à travers les étapes suivantes :
1- Initialisation : x(0), y(0), z(0) ∼ p(z |x(0), y(0))
2- Itération r :
x(r) ∼ p
(
x | y(r−1), z(r−1)
)
y(r) ∼ p
(
y |x(r), z(r−1)
)
z(r) ∼ p
(
z |x(r), y(r)
)
La suite obtenue {x(r), y(r), z(r)}r=R0+1:R forme une chaîne de Markov dont la
loi stationnaire est la loi p(x, y, z) que l’on cherche à simuler. R0 est le nom-
bre d’itérations représentant la période de chauffe et dont l’élimination permet
de se rapprocher de l’indépendance par rapport aux valeurs initiales et de la loi
stationnaire. Dans certains cas, la loi d’un groupe de variables ((x, y) par exem-
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ple) peut être simulable facilement ce qui permet de grouper les deux étapes de
l’échantillonneur simulant x et y en une et donc d’accélerer la convergence :
(
x(r), y(r)
)
∼ p
(
x, y | z(r−1)
)
z(r) ∼ p
(
z |x(r), y(r)
)
Etant donné que la loi p(x, y | z) est égale à p(x | y, z)p(y | z) où p(y | z) = ∫ p(x, y | z)dx,
la simulation peut également être effectuée selon les étapes suivantes :
y(r) ∼ p
(
y | z(r−1)
)
x(r) ∼ p
(
x | y(r), z(r−1)
)
z(r) ∼ p
(
z |x(r), y(r)
)
On peut donc ou bien simuler en une seule étape le couple (x, y) ou bien en deux
étapes en simulant y | z et ensuite x | y, z. C’est le deuxième cas qui est effectué
dans l’approche DEC pour la simulation du couple (amj , qmj ).
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