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5Реферат
Магiстерська дисертацiя: 56 сторiнок, 21 слайд для проектора, 24 пер-
шоджерел.
Вивчаються асимптотичнi властивостi оцiнок Коенкера - Бассетта пара-
метрiв лiнiйної моделi регресiї з дискретним часом спостереження та випад-
ковим шумом, який є нелiнiйним локальним перетворенням гауссiвського
стацiонарного часового ряду з сингулярним спектром.
Мета роботи полягає в отриманнi вимог до функцiї регресiї та часового
ряду, що моделює випадковий шум, за яких оцiнки Коенкера - Бассетта
параметрiв функцiї регресiї є консистентними та асимптотично нормаль-
ними.
Завданням роботи є отримання результатiв про посилену слабку конси-
стентнiсть та асимптотичну нормальнiсть оцiнок Коенкера - Бассетта па-
раметрiв лiнiйної функцiї регресiї. Об’єктом дослiдження є лiнiйна модель
регресiї з дискретним часом спостереження та обмеженою вiдкритою опу-
клою параметричною множиною. Предметом дослiдження є властивостi
слабкої консистентностi та асимптотичної нормальностi оцiнки Коенкера -
Бассетта параметрiв лiнiйної функцiї регресiї.
Для отримання вказаних результатiв використано складнi поняття тео-
рiї часових рядiв та статистики часових рядiв, а саме: локальне перетворен-
ня гауcсiвського стацiонарного часового ряду, стацiонарний часовий ряд iз
сингулярною спектральною щiльнiстю, спектральна мiра функцiї регресiї,
припустимiсть сингулярної спектральної щiльностi стацiонарного часово-
го ряду вiдносно цiєї мiри, розклади за полiномами Чебишова - Ермiта
значень перетвореного гауссiвського часового ряду та його коварiацiй, цен-
тральна гранична теорема для зважених сум значень такого локального
перетворення.
Вперше в лiнiйнiй моделi регресiї з описаним стацiонарним часовим ря-
6дом в якостi шуму, що має сингулярний спектр, отримано слабку конси-
стентнiсть та асимптотичну нормальнiсть оцiнок Коенкера - Бассетта невi-
домих параметрiв, причому коварiацiйну матрицю граничного нормально-
го розподiлу записано хоча i в громiздкому, але явному виглядi. Це дозво-
ляє використовувати оцiнки Коенкера - Бассетта у випадку несиметричних
похибок спостережень i визначає актуальнiсть та важливiсть отриманих
результатiв для статистики часових рядiв.
Ключовi слова: лiнiйна модель регресiї, функцiя регресiї, випадковий
шум, локальне перетворення гауссiвського стацiонарного часового ряду,
оцiнка Коенкера - Бассетта, консистентнiсть, сингулярна спектральна щiль-
нiсть, спектральна мiра функцiї регресiї, 𝜇 – припустимiсть, розклади за
полiномом Чебишова - Ермiта, ранг Ермiта, асимптотична нормальнiсть.
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Master degree thesis contains 56 pages, 21 slides for projector, 24 primary
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Asymptotic properties of Koenker - Bassett estimators of linear regressi-
on model parameters with discrete observation time and random noise being
nonlinear local transformation of Gaussian stationary time series with singular
spectrum.
The goal of the work lies in obtaining the requirements to regression functi-
on and time series that simulates the random noise, under which the Koenker -
Bassett estimators of regression model parameters are consistent and asymptoti-
cally normal.
The task of research is receiving results on enhanced weak consistency and
asymptotic normality of Koenker - Bassett estimators of linear regression functi-
on parameters. Linear regression model with discrete observation time and
bounded open convex parametric set is the object of the studying. Weak consi-
stency and asymptotic normality properties of the Koenker - Bassett estimators
of linear regression function parameters is the research subject.
For obtaining the thesis results complicated concepts of time series theory
and time series statistics have been used, namely: local transformation of Gaussi-
an stationary time series, stationary time series with singular spectral density,
spectral measure of regression function, admissibility of singular spectral densi-
ty of stationary time series in relation to this measure, expansions by Chebyshev
- Hermite polynomials of the transformed Gaussian time series values and it‘s
covariances, central limit theorem for weighted sums of the values of such a
local transformation.
For the first time in linear regression model with described stationary time
series as noise having singular spectrum, the weak consistency and asymptotic
normality of unknown parameters Koenker - Bassett estimators are obtained
8and the covariance matrix of limiting normal distribution is written down
though in a bulky but explicit form. It allows to use Koenker - Bassett esti-
mators in the case of skewed observation errors and determines the relevance
and importance of the results obtained for statistics of time series.
Key words: linear regression model, regression function, random noise, local
transformation of Gaussian stationary time series, Koenker - Bassett estimators,
consistency, singular spectral density, spectral measure of regression function, 𝜇
– admissibility, expansions by Chebyshev - Hermite polynomials, Hermite rank,
asymptotic normality.
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Вступ
Регресiйний аналiз – це важлива частина математичної та прикладної
статистики. Розвиток регресiйного аналiзу стимулюється величезною кiль-
кiстю задач у рiзних галузях природничих, технiчних та соцiальних наук,
таких як геофiзика, гiдрологiя, метерологiя, теорiя турбулентностi, стати-
стична теорiя зв’язку, хiмiчна кiнетика, економетрика, соцiологiя тощо.
У магiстерськiй роботi розглядається лiнiйна модель регресiї з дискре-
тним часом спостереження, яка є складною в тому розумiннi, що випад-
ковий шум є локальним нелiнiйним перетворенням стацiонарного гауссiв-
ського часового ряду з сингулярною спектральною, щiльнiстю (зокрема, ця
щiльнiсть може вiдповiдати сильно залежному часовому ряду). Вивчення
часових рядiв з несумовними коварiацiйними функцiями породжує складнi
ймовiрнiснi та статистичнi задачi. З iншого боку, прикладнi дослiдження
останнiх дисятирiчь пiдтвердили, що статистичнi данi наукових галузей,
перелiчених вище, показують сильну залежнiсть: див. монографiю Дж.
Берана та iн. [1], яка мiстить огляд та бiблiографiю з тематики сильної
залежностi.
В теорiї статистичного оцiнювання поважне мiсце займає оцiнка кван-
тильної регресiї, або оцiнка Коенкера-Бассетта (ОКБ) [2], яка означається з
використанням непарної функцiї втрат та є оцiнкою невiдомого параметра
квантиля спостережень. Теорiя таких оцiнок розвивалась у великiй кiль-
костi робiт: див., наприклад, монографiю Р. Коенкера [3] та дисертацiю
I.М. Савич [4], в якiй можна знайти багато лiтературних посилань з даної
тематики.
У роботi дослiджується модель квантильної регресiї фiксованого рiвня
𝛽 ∈ (0, 1). Спостереження у такiй моделi можна записати у виглядi су-
ми квантильної функцiї регресiї та "похибок" спостережень, про функцiю
розподiлу яких 𝐹 (𝑥), 𝑥 ∈ R, вiдомо, що 𝐹 (0) = 𝛽 (див., наприклад, статтю
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П.Ф. Тарасенка, А.В. Журавльова [5]. У магiстерськiй дисертацiї зроблено
припущення про рiвнiсть нулю середнього значення похибок спостережень.
Таке припущення, взагалi кажучи, спрощує iдею квантильної регресiї, але
ми отримуємо можливiсть вивчати стандартнi моделi регресiї з несиме-
тричними похибками спостережень i отримувати робастнi ОКБ параметрiв
регресiї, використовуючи функцiю втрат Коенкера-Бассетта (див., напри-
клад, I.В. Орловський [6]). Зауважимо також, що ОКБ узагальнює оцiнку
найменших модулiв у тому розумiннi, що оцiнка найменших модулiв є оцiн-
кою невiдомого параметра медiани розподiлених спостережень.
У статтi О.В. Iванова [7] було отримано консистентнiсть та асимптоти-
чну нормальнiсть оцiнки найменших модулiв у моделi нелiнiйної регресiї
з незалежними однаково розподiленими похибками спостережень. У моно-
графiї О.В. Iванова, М.М. Леоненка [8] цi результати було узагальнено на
випадок польової постановки задачi зi слабко залежним однорiдним випад-
ковим полем у якостi шуму. У дисертацiї I.В. Орловського [6] було доведено
консистентнiсть та асимптотичну нормальнiсть ОКБ в нелiнiйнiй моделi
регресiї з незалежими однаково розподiленими похибками спостережень.
У дисертацiї I.М. Савич [4] цi результати було перенесено на моделi з не-
перервним часом спостереження та випадковим шумом, який є нелiнiйним
локальним перетворенням стацiонарного гауссiвського процесу з сингуляр-
ним спектром.
Магiстерська дисертацiя спирається на [4] i мiстить новi технiчнi дета-
лi, пов’язанi з оцiнюванням сум замiсть iнтегралiв та ускладненням запису
спектральної щiльностi шуму та її згорток. Крiм цього, припущення про
лiнiйнiсть моделi надало можливiсть отримати закiнченi, спрощенi форму-
лювання тверджень з умовами, простiшими для перевiрки їх виконання та
застосування, зважаючи на той факт, що переважна бiльшiсть математи-
чих моделей функцiй регресiї лiнiйна за параметрами.
Магiстерська дисертацiя складається з трьох роздiлiв.
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У першому роздiлi розглянуто модель спостережень та отримано тео-
рему 1.1 та наслiдок 1.1 про слабку консистентнiсть ОКБ, причому швид-
кiсть збiжностi до нуля вiдповiдних iмовiрностей спiвпадає зi швидкiстю
збiжностi до нуля коварiацiйної функцiї гауссiвського стацiонарного часо-
вого ряду, який входить в означення випадкового шуму.
Другий роздiл мiстить допомiжнi факти, потрiбнi, головним чином, для
доведення асимптотичної нормальностi ОКБ, а саме: наведено формули
для спектральної щiльностi вказаного гаусiвського стацiонарного часового
ряду та його згорток, введено поняття спектральної мiри 𝜇 функцiї регре-
сiї, 𝜇 – припустимостi спектральної щiльностi часового ряду, рангу Ермiта
iнтегровної з квадратом за стандартною гауссiвською щiльнiстю функцiї,
сформульовано центральну граничну теорему для зваженої векторної су-
ми значень нелiнiйного перетворення гауссiвського стацiонарного часового
ряду з сингулярним спектром, яку доведено у роботi О.В. Iванова та iн. [9].
У третьому роздiлi доведено теорему 3.2 про асимптотичну нормаль-
нiсть ОКБ i виписано в явному виглядi коварiацiйну матрицю граничного
нормального розподiлу. Цiй теоремi передує теорема 3.1 (теорема редукцiї),
яка зводить доведення асимптотичної нормальностi ОКБ до застосування
центральної граничної теореми другого роздiлу.
Результати першого роздiлу доповiдались на VII Всеукраїнськiй нау-
ковiй конференцiї студентiв, аспiрантiв та молодих учених з математики
та International Conference «Stochastic Equations, Limit Theorems and Stati-
stics of Stochastic Processes», dedicated to the 100th anniversary of I. I. Gi-
khman [10,11].
Результати третього роздiлу сформульованi в матерiалах VII мiжнаро-
дної науково-практичної конференцiї «Математика в сучасному технiчному
унiверситетi» [12].
Результати магiстерської роботи мають здебiльшого теоретичний хара-
ктер.
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1 Консистентнiсть оцiнок Коенкера-Бассетта
Розглянемо модель регресiї
𝑋𝑗 = 𝑔(𝑗, 𝜃) + 𝜀𝑗, 𝑗 ∈ 1, 𝑁, (1.1)
де 𝑔(𝑗, 𝜃) =
𝑞∑︀
𝑖=1
𝜃𝑖𝑔𝑖(𝑗), 𝑗 ≥ 1, 𝜃 = (𝜃1, ..., 𝜃𝑞) ⊂ Θ ⊂ R𝑞, Θ – вiдкрита
опукла обмежена множина. Вiдносно похибок спостережень 𝜀𝑗 припустимо
наступне.
A1. 𝜀𝑗, 𝑗 ∈ Z, локальне перетворення гауссiвського стацiонарного ча-
сового ряду 𝜉𝑗, 𝑗 ∈ Z, а саме: 𝜀𝑗 = 𝐺(𝜉𝑗), 𝐺(𝑥), 𝑥 ∈ R, – борелева функцiя
така, що 𝐸𝜀0 = 0, 𝐸𝜀
2
0 <∞.
A2. Часовий ряд 𝜉𝑗, 𝑗 ∈ Z, визначено на ймовiрносному просторi
(Ω,ℱ , 𝑃 ), 𝐸𝜉0 = 0, а його коварiацiйну функцiю задано виразом
𝐵(𝑗) = 𝐸𝜉𝑗𝜉0 =
𝑟∑︁
𝑙=0
𝐴𝑙𝐵𝛼𝑙,𝜒𝑙 (𝑗), 𝑗 ∈ Z, 𝑟 ≥ 0, (1.2)
причому 𝐴𝑙 > 0,
𝑟∑︀
𝑙=0
𝐴𝑙 = 1, 𝐵𝛼𝑙,𝜒𝑙 (𝑗) =
cos(𝜒𝑙𝑗)
(1+𝑗2)𝛼𝑙/2
, 𝛼𝑙 ∈ (0, 1), 𝑙 = 0, 𝑟,
0 ≤ 𝜒0 < 𝜒1 < ... < 𝜒𝑟 < 𝜋.
Позначимо 𝐹 (𝑥), 𝑥 ∈ R, функцiю розподiлу випадкової величини 𝜀0.
A3. 𝐹 (0) = 𝛽, 𝛽 ∈ (0, 1).
Введемо функцiю втрат
𝜌𝛽(𝑥) =
⎧⎪⎨⎪⎩𝛽𝑥, 𝑥 ≥ 0,(𝛽 − 1)𝑥, 𝑥 < 0. (1.3)
Означення 1.1 Квантильною оцiнкою, або ОКБ, параматра 𝜃 ∈ Θ, отри-
маною за спостереженнями (1.1) називається будь-який випадковий ве-
ктор 𝜃𝑁 = 𝜃𝑁(𝑋𝑗, 𝑗 = 1, 𝑁) ∈ Θ𝑐 такий, що
𝑄𝑁(𝜃𝑁) = min
𝜏∈Θ𝑐
𝑄𝑁(𝜏), 𝑄𝑁(𝜏) =
𝑁∑︁
𝑗=1
𝜌𝛽(𝑋𝑗 − 𝑔(𝑗, 𝜏)),
Θ𝑐 – замикання множини Θ.
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Рис. 1. Графiк функцiї 𝑦 = 𝜌1/3(𝑥).
За введених умов оцiнка 𝜃𝑁 iснує [13].
Позначимо
𝑑2𝑁 = 𝑑𝑖𝑎𝑔
(︁
𝑑2𝑖𝑁
)︁𝑞
𝑖=1
, 𝑑2𝑖𝑁 =
𝑁∑︁
𝑗=1
𝑔2𝑖 (𝑗), (1.4)
та припустимо, що є вiрними наступнi нерiвностi.
B1(i) 0 < 𝑐𝑖 ≤ lim inf
𝑁→∞
𝑁−1/2𝑑𝑖𝑁 ≤ lim sup
𝑁→∞
𝑁−1/2𝑑𝑖𝑁 ≤ 𝑐𝑖 <∞, 𝑖 = 1, 𝑞.
Зробимо замiну змiнних у функцiї регресiї 𝑢 = 𝑁−1/2𝑑𝑁(𝜏−𝜃) та покла-
демо ℎ(𝑗, 𝑢) = 𝑔(𝑗, 𝜃+𝑁 1/2𝑑−1𝑁 𝑢). Тодi множина Θ трансформується в мно-
жину 𝑈𝑁(𝜃) = 𝑁
−1/2𝑑𝑁(Θ−𝜃), а оцiнка 𝜃𝑁 – в оцiнку 𝑢𝑁 = 𝑁−1/2𝑑𝑁(Θ−𝜃).
Запишемо
𝑄*𝑁(𝑢) = 𝑄𝑁(𝜃 +𝑁
1/2𝑑−1𝑁 𝑢), 𝑢 ∈ 𝑈
𝑐
𝑁(𝜃);
𝑉 (𝑟) = {𝑢 ∈ R𝑞 : ||𝑢|| < 𝑟}, 𝑟 > 0;
Φ𝑘𝑁(𝑢1, 𝑢2) =
𝑁∑︁
𝑗=1
|ℎ(𝑗, 𝑢1)− ℎ(𝑗, 𝑢2)|𝑘, 𝑘 = 1, 2;
𝜀𝑗 = 𝜀
+
𝑗 + 𝜀
−
𝑗 , 𝜀
+
𝑗 = 𝜀𝑗𝜒{𝜀𝑗 ≤ 0}, 𝜀−𝑗 = 𝜀𝑗𝜒{𝜀𝑗 < 0};
𝐼(𝑁) =
(︁
𝐼𝑖𝑘(𝑁)
)︁𝑞
𝑖,𝑘=1
, 𝐼𝑖𝑘(𝑁) = 𝑁
−1
𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)𝑔𝑘(𝑗).
Позначимо 𝜆𝑚𝑖𝑛(𝐼(𝑁)) – найменше власне число матрицi 𝐼(𝑁).
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B1(ii). Для достатньо великих 𝑁(𝑁 > 𝑁0)
𝜆𝑚𝑖𝑛(𝐼(𝑁)) ≥ 𝜆 > 0. (1.5)
Отримаємо з умов B1(i) та B1(ii) кориснi для нас нерiвностi. Для будь-
якого достатньо малого 𝜀 > 0 та 𝑁 > 𝑁0 справджується 𝑁
− 12𝑑𝑖𝑁 ≥ 𝑐𝑖 − 𝜀,
звiдки
𝑁
1
2𝑑−1𝑖𝑁 ≤
1
𝑐𝑖 − 𝜀 ≤ max𝑖≤𝑖≤𝑞
(︁ 1
𝑐𝑖 − 𝜀
)︁
=
1
min 𝑐𝑖 − 𝜀, 𝑖 = 1, 𝑞. (1.6)
З iншого боку, 𝑁−
1
2𝑑𝑖𝑁 ≤ 𝑐𝑖 + 𝜀, звiдки
𝑁
1
2𝑑−1𝑖𝑁 ≥
1
𝑐𝑖 + 𝜀
≤ min
1≤𝑖≤𝑞
(︁ 1
𝑐𝑖 + 𝜀
)︁
=
1
max 𝑐𝑖 + 𝜀
, 𝑖 = 1, 𝑞. (1.7)
Оцiнимо величину
𝑁−1Φ2𝑁(𝑢1, 𝑢2) = 𝑁−1
𝑁∑︁
𝑗=1
(︁ 𝑞∑︁
𝑖=1
𝑔𝑖(𝑗)𝑁
1
2𝑑−1𝑖𝑁 (𝑢
𝑖
1 − 𝑢𝑖2)
)︁2
=
= 𝑁−1
𝑁∑︁
𝑗=1
(︁ 𝑞∑︁
𝑖,𝑘=1
𝑔𝑖(𝑗)𝑔𝑘(𝑗)𝑁
1
2𝑑−1𝑖𝑁 (𝑢
𝑖
1 − 𝑢𝑖2)𝑁
1
2𝑑−1𝑘𝑁(𝑢
𝑘
1 − 𝑢𝑘2)
)︁
=
=
𝑞∑︁
𝑖,𝑘=1
(︁
𝑁−1
𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)𝑔𝑘(𝑗)𝑁
1
2𝑑−1𝑖𝑁 (𝑢
𝑖
1 − 𝑢𝑖2)𝑁
1
2𝑑−1𝑘𝑁(𝑢
𝑘
1 − 𝑢𝑘2)
)︁
≤
≤
𝑞∑︁
𝑖,𝑘=1
𝑁−
1
2𝑑𝑖𝑁𝑁
− 12𝑑𝑘𝑁𝑁
1
2𝑑−1𝑖𝑁𝑁
1
2𝑑−1𝑘𝑁 |𝑢𝑖1 − 𝑢𝑖2| |𝑢𝑘1 − 𝑢𝑘2| =
=
(︁ 𝑞∑︁
𝑖=1
|𝑢𝑖1 − 𝑢𝑖2|
)︁2
≤ 𝑞||𝑢1 − 𝑢2||2.
(1.8)
Тодi
sup
𝑢∈𝑉 𝑐(𝑟)
𝑁−1Φ2𝑁(𝑢, 0) ≤ 𝑞𝑟2. (1.9)
Крiм цього,
sup
||𝑢1−𝑢2||≤𝛿
𝑁−1Φ1𝑁(𝑢1, 𝑢2) ≤ sup
||𝑢1−𝑢2||<𝛿
(︁
𝑁−1Φ2𝑁(𝑢1, 𝑢2)
)︁1/2
≤ 𝑞1/2𝛿. (1.10)
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Маємо також за (1.5) для 𝑁 > 𝑁0
𝑁−1Φ2𝑁(𝑢, 0) =
𝑞∑︁
𝑖,𝑘=1
(︁
𝑁−1
𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)𝑔𝑘(𝑗)(𝑁
1/2𝑑−1𝑖𝑁𝑢𝑖)(𝑁
1/2𝑑−1𝑘𝑁𝑢𝑘)
)︁
≥
≥ 𝜆||𝑁 12𝑑−1𝑁 𝑢||2 ≥ 𝜆(max 𝑐𝑖 + 𝜀)−2||𝑢||2.
(1.11)
Таким чином, для довiльно малого 𝑟 > 0, для 𝑁 > 𝑁0 iснує таке 𝜈(𝑟) > 0,
що
inf
||𝑢||<𝑟
𝑁−1Φ2𝑁(𝑢, 0) ≥ 𝜈(𝑟). (1.12)
У якостi 𝜈(𝑟) можна, наприклад, взяти величину
𝜈(𝑟) = 𝜆(2 max 𝑐𝑖)
−2 𝑟2. (1.13)
Сформулюємо властивотi функцiї втрат 𝜌𝛽, деякi з яких будуть вико-
ристанi в подальшому текстi [4, 6].
I. 𝜌𝛽(𝑎𝑥) = 𝑎𝜌𝛽(𝑥), 𝑎 ≥ 0;
II. 𝜌𝛽(𝑥) + 𝜌𝛽(−𝑥) = |𝑥|;
III. 𝛽|𝑥| ≤ 𝜌𝛽(𝑥) ≤ 𝛽|𝑥|, де 𝛽 = 𝛽
⋀︀
(1− 𝛽), 𝛽 = 𝛽⋁︀(1− 𝛽);
IV. 𝜌𝛽(𝑥+ 𝑦) ≤ 𝜌𝛽(𝑥) + 𝜌𝛽(𝑦);
V. |𝜌𝛽(𝑥)− 𝜌𝛽(𝑦)| ≤ 𝜌𝛽(𝑥− 𝑦)
⋁︀
𝜌𝛽(𝑦 − 𝑥) ≤ 𝛽|𝑥− 𝑦|;
VI. Якщо 𝐸|𝜉| <∞, то 𝐸𝜌𝛽(𝜉) = 𝐸𝜌1−𝛽(−𝜉);
VII. Якщо 𝐸𝜉2 <∞, то 𝐷𝜌𝛽(𝜉) = 𝐷𝜌1−𝛽(−𝜉).
Оскiльки 𝐸𝜌𝛽(𝜉) = 𝛽𝐸𝜉
+ + (𝛽 − 1)𝐸𝜉−, то у впипадку, коли 𝐸𝜉 =
𝐸𝜉+ + 𝐸𝜉− = 0, маємо 𝐸𝜌𝛽(𝜉) = 𝐸𝜉+. Зокрема, 𝐸𝜌𝛽(𝜀0) = 𝐸𝜀+0 .
Наступна умова є умовою контрасту, тобто умовою розрiзняння пара-
метрiв.
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C1. Для довiльного 𝑟 > 0 iснує △(𝑟) > 0 таке, що для 𝑁 > 𝑁0
inf
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 𝑐(𝑟)
𝑁−1𝐸𝑄*𝑁(𝑢) ≥ 𝐸𝜀+0 +△(𝑟), (1.14)
Нехай 𝛼 = min
0≤𝑙≤𝑟
𝛼𝑙, де 𝛼𝑙 – константи з умови A2.
Теорема 1.1 За умов A1 – A3, B1(i) та C1 для довiльного 𝑟 > 0
𝑃
{︁
||𝑢𝑁 || ≥ 𝑟
}︁
= 𝑂(𝑁−𝛼) при 𝑁 →∞. (1.15)
J Позначимо 𝛿(𝑢) = 𝑄*𝑁(𝑢)−𝐸𝑄*𝑁(𝑢). Тодi 𝛿𝑁(0) = 𝑄*𝑁(0)−𝐸𝑄*𝑁(0) =
𝑄𝑁(𝜃)− 𝐸𝑄𝑁(𝜃) =
𝑁∑︀
𝑗=1
𝜌𝛽(𝜀𝑗)−𝑁𝐸𝜀+0 .
Переписуючи означення ОКБ для нормованої оцiнки 𝑢𝑁 , отримуємо
𝑄*𝑁(𝑢𝑁) = min
𝑢∈𝑈 𝑐𝑁 (𝜃)
𝑄*𝑁(𝑢), 𝑄
*
𝑁(𝑢) =
𝑁∑︁
𝑗=1
𝜌𝛽
(︁
𝑋𝑗 − ℎ(𝑗, 𝑢)
)︁
,
𝑄*𝑁(𝑢𝑁) ≤ 𝑄*𝑁(0) = 𝛿𝑁(0) +𝑁𝐸𝜀+0 майже напевно (м. н.).
З використанням умови C1 для 𝛾 ∈ (0, 1) маємо
𝑃
{︁
{||𝑢𝑁 || ≥ 𝑟
}︁
= 𝑃
{︁
||𝑢𝑁 || ≥ 𝑟}
⋂︁
{𝑄*𝑁(𝑢𝑁) ≤ 𝛿𝑁(0) +𝑁𝐸𝜀+0 }
}︁
≤
≤ 𝑃
{︁
min
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 (𝑟)
𝑁−1𝑄*𝑁(𝑢) ≤ 𝑁−1𝛿𝑁(0) + 𝐸𝜀+0
}︁
≤
≤ 𝑃
{︁
min
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 (𝑟)
𝑁−1𝑄*𝑁(𝑢) ≤ 𝑁−1𝛿𝑁(0)+
+ min
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 (𝑟)
𝑁−1𝐸𝑄*𝑁(𝑢)−△(𝑟)
}︁
≤
≤ 𝑃
{︁
𝑁−1𝛿𝑁(0) ≥ (1− 𝛾)△(𝑟)
}︁
+ 𝑃
{︁
min
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 (𝑟)
𝑁−1𝑄*𝑁(𝑢)−
− min
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 (𝑟)
𝑁−1𝐸𝑄*𝑁(𝑢) ≤ −𝛾△(𝑟)
}︁
= 𝑃1 + 𝑃2.
(1.16)
Зауваважимо, що
𝑃2 ≤ 𝑃
{︁
min
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 (𝑟)
𝑁−1𝛿𝑁(𝑢) ≤ −𝛾△(𝑟)
}︁
≤
≤ 𝑃
{︁
max
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 (𝑟)
𝑁−1|𝛿𝑁(𝑢)| ≥ 𝛾△(𝑟)
}︁
.
(1.17)
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Завдяки умовi B1(i) та обмеженостi Θ, всi множини 𝑈
𝑐
𝑁(𝜃) при 𝑁 > 𝑁0
потрапляють в деяку кулю 𝑉 (𝑟0) для деякого 𝑟0 > 𝑟, тобто нерiвнiсть (1.17)
можна продовжити наступним чином:
𝑃2 ≤ 𝑃
{︁
max
𝑢∈𝑉 𝑐(𝑟0)∖𝑉 𝑐(𝑟)
𝑁−1|𝛿𝑁(𝑢)| ≥ 𝛾△(𝑟)
}︁
≤
≤ 𝑃
{︁
max
𝑢∈𝑉 𝑐(𝑟0)
𝑁−1|𝛿𝑁(𝑢)| ≥ 𝛾△(𝑟)
}︁
.
(1.18)
Оцiнимо спочатку ймовiрнiсть 𝑃1. За нерiвнiстю Чебишова
𝑃1 ≤ 𝑁
−2𝐸𝛿2𝑁(0)
(1− 𝛾)2 △2(𝑟) ,
𝑁−2𝐸𝛿2𝑁(0) = 𝑁
−2
(︁ 𝑁∑︁
𝑗=1
𝜌𝛽(𝜀𝑗)−𝑁𝐸𝜀+0
)︁2
=
= 𝑁−2
𝑁∑︁
𝑗,𝑘=1
𝐸𝜌𝛽(𝜀𝑗)𝜌𝛽(𝜀𝑘)− (𝑁𝐸𝜀+0 )2.
(1.19)
За властивiстю 𝐼𝐼𝐼 функцiї втрат 𝜌𝛽
𝐸𝜌2𝛽(𝜀0) ≤ 𝛽
2
𝐸𝜀20 = κ1 <∞.
Тодi в гiльбертовому просторi 𝐿2(R, 𝜙(𝑥)𝑑𝑥), де 𝜙(𝑥) = (2𝜋)−1/2𝑒−𝑥
2/2 -
стандартна гауссiвська щiльнiсть, є вiрним розклад
𝜌𝛽(𝐺(𝑥)) =
∞∑︁
𝑚=0
𝑐𝑚
𝑚!
𝐻𝑚(𝑥), 𝑐𝑚 =
∫︁
R
𝜌𝛽(𝐺(𝑥))𝐻𝑚(𝑥)𝜙(𝑥)𝑑𝑥, 𝑚 ≥ 0,
за полiномами Чебишова – Ермiта
𝐻𝑚(𝑥) = (−1)𝑚𝑒𝑥2/2 𝑑
𝑚
𝑑𝑥𝑚
𝑒−𝑥
2/2, 𝑚 ≥ 0,
причому 𝐸𝐻𝑚(𝜉𝑗)𝐻𝑛(𝜉𝑘) = 𝛿
𝑛
𝑚𝑚!𝐵
𝑚(𝑗 − 𝑘), 𝛿𝑛𝑚 – символ Кронекера, тобто
𝛿𝑛𝑚 = 1 при 𝑚 = 𝑛 та 𝛿
𝑛
𝑚 = 0, якщо 𝑚 ̸= 𝑛. З цього випливає, що
𝐸𝜌𝛽(𝜀𝑗)𝜌𝛽(𝜀𝑘) =
∞∑︁
𝑚=0
𝑐2𝑚
𝑚!
𝐵𝑚(𝑗 − 𝑘), (1.20)
зокрема,
𝐸𝜌2𝛽(𝜀0) =
∞∑︁
𝑚=0
𝑐2𝑚
𝑚!
≤ κ1.
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Зауважимо, що 𝐸𝜌𝛽(𝜀0) = 𝜀
+
0 = 𝑐0, та з (1.19), (1.20) маємо
𝑁−2𝐸𝛿2𝑁(0) = 𝑁
−2
𝑁∑︁
𝑗,𝑘=1
(︁ ∞∑︁
𝑚=0
𝑐2𝑚
𝑚!
𝐵𝑚(𝑗 − 𝑘)− (𝐸𝜀+0 )2
)︁
=
= 𝑁−2
𝑁∑︁
𝑗,𝑘=1
(︁ ∞∑︁
𝑚=1
𝑐2𝑚
𝑚!
𝐵𝑚(𝑗 − 𝑘)
)︁
≤ κ1𝑁−2
𝑁∑︁
𝑗,𝑘=1
|𝐵(𝑗 − 𝑘)|.
Оцiнимо останню подвiйну суму:
𝑁−2
𝑁∑︁
𝑗,𝑘=1
|𝐵(𝑗 − 𝑘)| = 𝑁−2
𝑁−1∑︁
𝑠=−(𝑁−1)
(𝑁 − |𝑠|)|𝐵(𝑠)| =
= 𝑁−1
𝑁−1∑︁
𝑠=−(𝑁−1)
(1− |𝑠|
𝑁
)|𝐵(𝑠)| ≤ 2𝑁−1
𝑁∑︁
𝑠=0
|𝐵(𝑠)|.
З iнщого боку, при 𝑠 ̸= 0 за нашими умовами
|𝐵(𝑠)| ≤
𝑟∑︁
𝑙=0
𝐴𝑙(1 + 𝑠)
−𝛼𝑙/2 ≤ (1 + 𝑠2)−𝛼/2 ≤ 𝑠−𝛼.
Таким чином
2𝑁−1
𝑁∑︁
𝑠=0
|𝐵(𝑠)| = 2𝑁−1 + 2𝑁−1
𝑁∑︁
𝑠=1
|𝐵(𝑠)| ≤ 2𝑁−1 + 2𝑁−1
𝑁∑︁
𝑠=1
𝑠−𝛼 ≤
≤ 2𝑁−1 + 2𝑁−1
𝑁∫︁
0
𝑠−𝛼𝑑𝑠 = 2𝑁−1 + 2(1− 𝛼)−1𝑁−𝛼.
Отже, при 𝑁 →∞
𝑃1 ≤ 2κ1
(1− 𝛾)2△2(𝑟)
(︁
𝑁−1 + (1− 𝛼)−1𝑁−𝛼
)︁
= 𝑂(𝑁−𝛼). (1.21)
Оцiнимо тепер iмовiрнiсть 𝑃2, користуючись нерiвнiстю (1.18). Нехай
𝐹 (1), ..., 𝐹 (𝐿) ⊂ 𝑉 𝑐(𝑟0) – замкненi множини, дiаметри яких не перевищують
значення 𝛿 > 0, яке ми оберемо нижче, причому
𝐿⋃︁
𝑖=1
𝐹 (𝑖) = 𝑉 𝑐(𝑟0). (1.22)
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Зафiксуємо точки 𝑢𝑖 ∈ 𝐹 (𝑖), 𝑖 = 1, 𝐿. Тодi
𝑃2 ≤ 𝑃
{︁
sup
𝑢∈
𝐿⋃︀
𝑖=1
𝐹 (𝑖)
𝑁−1|𝛿𝑁(𝑢)| ≥ 𝛾△(𝑟)
}︁
≤
≤
𝐿∑︁
𝑖=1
𝑃
{︁
sup
𝑢′ ,𝑢′′∈𝐹 (𝑖)
𝑁−1|𝛿𝑁(𝑢′)− 𝛿𝑁(𝑢′′)|+𝑁−1|𝛿𝑁(𝑢𝑖)| ≥ 𝛾△(𝑟)
}︁
.
(1.23)
За властивiстю 𝑉 функцiї втрат 𝜌𝛽 отримуємо
|𝛿𝑁(𝑢′)− 𝛿𝑁(𝑢′′)| ≤ |𝑄*𝑁(𝑢
′
)−𝑄*𝑁(𝑢
′′
)|+ 𝐸|𝑄*𝑁(𝑢
′
)−𝑄*𝑁(𝑢
′′
)| ≤
≤
𝑁∑︁
𝑗=1
|𝜌𝛽(𝑋𝑗 − ℎ(𝑗, 𝑢′))− 𝜌𝛽(𝑋𝑗 − ℎ(𝑗, 𝑢′′))|+
+𝐸
𝑁∑︁
𝑗=1
|𝜌𝛽(𝑋𝑗 − ℎ(𝑗, 𝑢′))− 𝜌𝛽(𝑋𝑗 − ℎ(𝑗, 𝑢′′))| ≤ 2𝛽Φ1𝑁(𝑢′, 𝑢′′).
(1.24)
З нерiвностi (1.10) випливає, що для 𝑢
′
, 𝑢
′′ ∈ 𝐹 (𝑖)
2𝛽Φ1𝑁(𝑢
′
, 𝑢
′′
) ≤ 2𝛽𝑞 12𝛿. (1.25)
Таким чином, з (1.22) - (1.25) знаходимо, що
𝑃2 ≤
𝐿∑︁
𝑖=1
𝑃
{︁
𝑁−1|𝛿𝑁(𝑢𝑖)| ≥ 𝛾△(𝑟)− 2𝛽𝑞 12𝛿
}︁
. (1.26)
Оберемо величину 𝛿 > 0 таким чином, щоб виконувалась наступна не-
рiвнiсть 𝛾△(𝑟) − 2𝛽𝑞 12𝛿 := 𝜀(𝑟, 𝛿) > 0 (зменшення 𝛿 призведе лише до
зростання числа 𝐿), i оцiнимо кожний доданок суми (1.26) окремо.
Маємо за нерiвнiстю Чебишова
𝑃
{︁
𝑁−1|𝛿𝑁(𝑢𝑖)| ≥ 𝜀(𝑟, 𝛿)
}︁
≤ 𝜀−2(𝑟, 𝛿)𝑁−2𝐸𝛿2𝑁(𝑢𝑖). (1.27)
Позначимо △ℎ(𝑗, 𝑢𝑖) = ℎ(𝑗, 𝑢𝑖)− ℎ(𝑗, 0) i запишемо
𝛿𝑁(𝑢𝑖) = 𝑄
*
𝑁(𝑢𝑖)− 𝐸𝑄*𝑁(𝑢𝑖) =
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=
𝑁∑︁
𝑗=1
𝜌𝛽(𝜀𝑗 −△ℎ(𝑗, 𝑢𝑖))− 𝐸
𝑁∑︁
𝑗=1
𝜌𝛽(𝜀𝑗 −△ℎ(𝑗, 𝑢𝑖)),
𝐸𝛿2𝑁(𝑢𝑖) =
𝑁∑︁
𝑗,𝑘=1
𝐸𝜌𝛽
(︁
𝜀𝑗 −△ℎ(𝑗, 𝑢𝑖)
)︁
𝜌𝛽
(︁
𝜀𝑘 −△ℎ(𝑘, 𝑢𝑖)
)︁
−
−
(︁
𝐸
𝑁∑︁
𝑗=1
𝜌𝛽(𝜀𝑗 −△ℎ(𝑗, 𝑢𝑖))
)︁2
.
Покладемо
𝜌𝛽
(︁
𝜀𝑗 −△ℎ(𝑗, 𝑢𝑖)
)︁
= 𝑍(𝜀𝑗, 𝑗) = 𝑍(𝐺(𝜉𝑗), 𝑗). (1.28)
Оскiльки для будь-якого 𝑗 ∈ {1, ..., 𝑁} за властивiстю 𝐼𝐼𝐼 функцiї 𝜌𝛽
𝐸𝑍2(𝜀0, 𝑗) = 𝐸𝜌
2
𝛽
(︁
𝜀0 −△ℎ(𝑗, 𝑢𝑖)
)︁
≤ 𝛽2
(︁
𝐸𝜀20 + (△ℎ(𝑗, 𝑢𝑖))2
)︁
<∞, (1.29)
то функцiю 𝑍(𝐺(·), 𝑗) можна розкласти в ряд у просторi 𝐿2(R, 𝜙(𝑥)𝑑𝑥) за
полiномами Чебишова – Ермiта:
𝑍(𝐺(𝑥), 𝑗) =
∞∑︁
𝑚=0
𝑐𝑚(𝑗, 𝑢𝑖)
𝑚!
𝐻𝑚(𝑥), 𝑐0(𝑗, 𝑢𝑖) = 𝐸𝑍(𝜀0, 𝑗),
𝑐𝑚(𝑗, 𝑢𝑖) =
∫︁
R
𝜌𝛽
(︁
𝐺(𝑥)−△ℎ(𝑗, 𝑢𝑖)
)︁
𝐻𝑚(𝑥)𝜙(𝑥)𝑑𝑥, 𝑚 ≥ 1.
Тодi користуючись попереднiми мiркуваннями, якi дозволили отримати
оцiнку (1.21), та нерiвнiстю (1.29), маємо при 𝑁 →∞
𝑁−2𝐸𝛿2𝑁(𝑢𝑖) = 𝑁
−2
𝑁∑︁
𝑗,𝑘=1
(︁ ∞∑︁
𝑚=0
𝑐𝑚(𝑗, 𝑢𝑖)𝑐𝑚(𝑘, 𝑢𝑖)
𝑚!
𝐵𝑚(𝑗 − 𝑘)− 𝑐0(𝑗, 𝑢𝑖)𝑐0(𝑘, 𝑢𝑖)
)︁
=
= 𝑁−2
𝑁∑︁
𝑗,𝑘=1
(︁ ∞∑︁
𝑚=1
𝑐𝑚(𝑗, 𝑢𝑖)𝑐𝑚(𝑘, 𝑢𝑖)
𝑚!
𝐵𝑚(𝑗 − 𝑘)
)︁
≤
≤ 𝑁−2
𝑁∑︁
𝑗,𝑘=1
(︁ ∞∑︁
𝑚=1
𝑐2𝑚(𝑗, 𝑢𝑖)
𝑚!
|𝐵𝑚(𝑗 − 𝑘)|
)︁
≤
≤ 𝑁−2
𝑁∑︁
𝑗,𝑘=1
(︁ ∞∑︁
𝑚=1
𝑐2𝑚(𝑗, 𝑢𝑖)
𝑚!
|𝐵(𝑗 − 𝑘)|
)︁
≤
≤ 𝑁−2
𝑁∑︁
𝑗,𝑘=1
𝐸𝑍2(𝜀0, 𝑗)|𝐵(𝑗 − 𝑘)| ≤
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≤ 𝑁−2
𝑁∑︁
𝑗,𝑘=1
𝛽
2
(︁
𝐸𝜀20 + (△ℎ(𝑗, 𝑢𝑖))2
)︁
|𝐵(𝑗 − 𝑘)| =
= 𝑂(𝑁−𝛼) + 𝛽
2
𝑁−2
𝑁∑︁
𝑗,𝑘=1
(︁
△ℎ(𝑗, 𝑢𝑖)
)︁2
|𝐵(𝑗 − 𝑘)|.
(1.30)
Оцiнимо останню суму, скориставшись нерiвнiстю (1.9):
𝑁−2
𝑁∑︁
𝑗,𝑘=1
(︁
△ℎ(𝑗, 𝑢𝑖)
)︁2
|𝐵(𝑗 − 𝑘)| = 𝑁−1
𝑁∑︁
𝑗=1
(︁
△ℎ(𝑗, 𝑢𝑖)
)︁2
𝑁−1
𝑁∑︁
𝑘=1
|𝐵(𝑗 − 𝑘)| ≤
≤ 𝑁−1Φ2𝑁(𝑢𝑖, 0)𝑁−1
𝑁−1∑︁
𝑠=−(𝑁−1)
|𝐵(𝑠)| ≤ 2𝑞𝑟20𝑁−1
𝑁∑︁
𝑠=0
|𝐵(𝑠)| = 𝑂(𝑁−𝛼)
(1.31)
при 𝑁 →∞. З (1.26), (1.27), (1.30) та (1.31) отримуємо, що 𝑃2 = 𝑂(𝑁−𝛼),
i теорему доведено. 
Зауважимо, що за умови B2(i) справедливiсть для будь-якого 𝑟 > 0
спiввiдошення (1.15) та спiввiдношення
𝑃{||𝜃𝑁 − 𝜃|| ≥ 𝑟} = 𝑂(𝑁−𝛼) при 𝑁 →∞ (1.32)
випливає одне з одного. Щоб впевнитись в цьому майже очевидному твер-
дженнi, скористаємось мiркуваннями, якi привели до нерiвностей (1.6) та
(1.7).
Нехай справедливе (1.15). Тодi маємо для довiльного 𝑟 > 0
𝑃{||𝜃𝑁 − 𝜃|| ≥ 𝑟} = 𝑃{||𝑁−1/2𝑑−1𝑁
(︁
𝑁−1/2𝑑𝑁(𝜃𝑁 − 𝜃)
)︁
|| ≥ 𝑟} ≤
≤ 𝑃{||𝑁−1/2𝑑𝑁(𝜃𝑁 − 𝜃)|| ≥ 𝑟(min 𝑐𝑖 − 𝜀)} = 𝑂(𝑁−𝛼) при 𝑁 →∞,
якщо обрати 𝜀 достатньо малим, тобто (1.32) виконується.
Нехай, навпаки, має мiсце (1.32). Тодi для довiльного 𝑟 > 0
𝑃{||𝑁−1/2𝑑𝑁(𝜃𝑁 − 𝜃)|| ≥ 𝑟} ≤ 𝑃{||𝜃𝑁 − 𝜃|| ≥ 𝑟(max 𝑐𝑖 + 𝜀)−1} = 𝑂(𝑁−𝛼)
при 𝑁 →∞, тобто справедливе (1.15).
Сформулюємо достатнi умови виконання умови контрасту C1.
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C2(i) sup
𝑗≥1
max
𝜏1,𝜏2∈Θ𝑐
|𝑔(𝑗, 𝜏1)− 𝑔(𝑗, 𝜏2)| = 𝑔0 <∞;
(ii) випадкова величина 𝜀0 має щiльнiсть 𝑝(𝑥) = 𝐹
′
(𝑥), 𝑥 ∈ R, причому
inf
|𝑥|≤𝑔0
𝑝(𝑥) = 𝑝0 > 0.
У роботi [6] доведено, що за умови C2 для 𝑔 ∈ [0, 𝑔0]
𝐸𝜌𝛽(𝜀0 ± 𝑔)− 𝐸𝜌𝛽(𝜀0) ≥ 1
2
𝑝0𝑔
2. (1.33)
З нерiвностi (1.33) випливає, що
𝑁−1𝐸𝑄𝑁(𝜃 +𝑁 1/2𝑑−1𝑁 𝑢) ≥ 𝐸𝜌𝛽(𝜀0) +
1
2
𝑝0𝑁
−1Φ2𝑁(𝑢, 0), (1.34)
або для будь-якого 𝑟 > 0
inf
𝑢∈𝑈 𝑐𝑁 (𝜃)∖𝑉 𝑐(𝑟)
𝑁−1𝐸𝑄*𝑁(𝑢) ≥ 𝐸𝜀+0 +
1
2
𝑝0 inf||𝑢||>𝑟
Φ2𝑁(𝑢, 0) ≥
≥ 𝐸𝜀+0 +
1
2
𝑝0 𝜈(𝑟),
(1.35)
де 𝜈(𝑟) виникає в нерiвностi (1.12) i задано виразом (1.13). Нагадаємо, що
(1.12) отримано за припущенням B1(ii). Таким чином, ми можемо сфор-
мулювати наступний наслiдок доведеної теореми, який зручнiше застосо-
вувати.
Наслiдок 1.1 За умов A1-A3, B1(i),B1(ii) та C2 для довiльного 𝑟 > 0
𝑃{||𝜃𝑁 − 𝜃|| ≥ 𝑟} = 𝑂(𝑁−𝛼) при 𝑁 →∞. (1.36)
Приклад 1.1. Розглянемо в моделi спостережень (1.1) функцiю регресiї
𝑔(𝑗, 𝜃) =
𝑛∑︁
𝑖=1
(︁
𝐴𝑖 sin𝜙𝑖𝑗 +𝐵𝑖 cos𝜙𝑖𝑗
)︁
, 𝑗 ≥ 1, (1.37)
де 𝜙𝑖, 𝑖 = 1, 𝑛, – вiдомi частоти гармонiчних коливань, причому 0 < 𝜙1 <
... < 𝜙𝑛 < 𝜋. Вектор невiдомих параметрiв 𝜃 – це вектор невiдомих амплi-
туд суми гармонiчних коливань (1.37), а саме: 𝜃 = (𝐴1, 𝐵1, 𝐴2, 𝐵2, ..., 𝐴𝑛, 𝐵𝑛).
Таким чином, в цьому прикладi 𝑞 = 2𝑛, i ми маємо справу з вектором -
градiєнтом функцiї регресiї
▽𝑔(𝑗) = (sin𝜙1𝑗, cos𝜙1𝑗, sin𝜙2𝑗, cos𝜙2𝑗, ..., sin𝜙𝑛𝑗, cos𝜙𝑛𝑗), 𝑗 ≥ 1. (1.38)
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Перевiримо виконання умов теореми 1.1 та наслiдку 1.1 щодо функцiї
регресiї 𝑔(𝑗, 𝜃). Оскiльки 𝑁−1𝑑2𝑖𝑁 −−−→
𝑁→∞
1
2 , 𝑖 = 1, 2𝑛, то умову B1(i) ви-
конано. Неважко зрозумiти, що з огляду на (1.38), 𝐼𝑁 −−−→
𝑁→∞
I2𝑛, де I2𝑛 –
одинична матриця 2𝑛 -го порядку, i умову B1(ii) також виконано. Варто
зауважити, що
𝑁−1Φ2𝑁(𝑢, 0) =
⟨
𝐼𝑁𝑁
1/2𝑑−1𝑁 𝑢,𝑁
1/2𝑑−1𝑁 𝑢
⟩
−−−→
𝑁→∞
||𝑢||2
рiвномiрно за 𝑢 ∈ 𝑉 𝑐(𝑟0), де куля 𝑉 𝑐(𝑟0) мiстить всi множини 𝑈 𝑐𝑁(𝜃) (див.
вище). Крiм цього,
|𝑔(𝑗, 𝜏1)− 𝑔(𝑗, 𝜏2)| ≤
√
2𝑛||𝜏1 − 𝜏2|| ≤
√
2𝑛 𝑑𝑖𝑎𝑚 Θ,
i умову C2(i) виконано з 𝑔0 =
√
2𝑛 𝑑𝑖𝑎𝑚 Θ. Таким чином, за умови C2(ii)
є вiрною умова C2.
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2 𝜇 - припустимiсть спектральної щiльностi
стацiонарного часового ряду з сингулярним
спектром
Нехай 𝜉(𝑡), 𝑡 ∈ R, – неперервний в середньому квадратичному ста-
цiонарний випадковий процес з нульовим середнiм та коварiацiйною фун-
кцiєю, яка є неперервним аналогом коварiацiйної функцiї стацiонарного
часового ряду 𝜀𝑗, 𝑗 ∈ Z , роздiлу 1, тобто
𝐵(𝑡) = 𝐸𝜉(𝑡)𝜉(0) =
𝑟∑︁
𝑙=0
𝐴𝑙𝐵𝛼𝑙,𝜒𝑙 (𝑡), 𝑡 ∈ R, 𝑟 ≥ 0, (2.1)
де 𝐴𝑙 > 0, 𝑙 = 0, 𝑟,
𝑟∑︀
𝑙=0
𝐴𝑙 = 1,
𝐵𝛼𝑙,𝜒𝑙 (𝑡) =
cos(𝜒𝑙𝑡)
(1 + 𝑡2)𝛼𝑙/2
, 𝛼𝑙 ∈ (0, 1), 𝑙 = 0, 𝑟,
0 ≤ 𝜒0 < 𝜒1 < ... < 𝜒𝑟 < 𝜋.
(2.2)
Модель коварiацiйої функцiї (2.1),(2.2) було вперше розглянуто в ро-
ботi [14], тому що спектральну щiльнiсть, вiдповiдну данiй коварiацiйнiй
функцiї, можна записати в явному виглядi, причому її сингулярностi, як
ми побачимо, можуть знаходитись не тiльки в нулi, як у випадку силь-
но залежного процесу. Коварiацiйна функцiя (2.1),(2.2) використовувалась
також у пiзнiших роботах [4, 9, 15] та iн. .
Спектральна щiльнiсть 𝑓(𝜆), 𝜆 ∈ R, процесу 𝜉(𝑡), 𝑡 ∈ R, має вигляд
𝑓(𝜆) =
𝑟∑︁
𝑙=0
𝐴𝑙𝑓𝛼𝑙,𝜒𝑙 (𝜆), 𝜆 ∈ R, (2.3)
де для 𝑙 = 0, 𝑟, 𝜆 ∈ R
𝑓𝛼𝑙,𝜒𝑙 (𝜆) =
𝑐1(𝛼𝑙)
2
(︁
𝐾𝛼𝑙−1
2
(|𝜆+ 𝜒𝑙|)|𝜆+ 𝜒𝑙|
𝛼𝑙−1
2 +𝐾𝛼𝑙−1
2
(|𝜆− 𝜒𝑙|)|𝜆− 𝜒𝑙|
𝛼𝑙−1
2
)︁
,
(2.4)
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𝑐1(𝛼) =
2(1−𝛼)/2√
𝜋𝛤 (𝛼2 )
, 𝐾𝜈(𝑧) =
1
2
∞∫︁
0
𝑠𝜈−1𝑒𝑥𝑝
{︁
−1
2
(︁
𝑠+
1
𝑠
)︁
𝑧
}︁
𝑑𝑠, 𝑧 ≥ 0, 𝜈 ∈ R.
Функцiя 𝐾𝜈(𝑧), 𝑧 ≥ 0, називається модифiкованою функцiєю Бесселя
2-го роду порядку 𝜈, або функцiєю Макдональда. Зауважимо, що
𝐾−𝜈(𝑧) = 𝐾𝜈(𝑧)
i для 𝑧 → 0
𝐾𝜈(𝑧) v 𝛤 (𝜈)2𝜈−1𝑧−𝜈, 𝜈 > 0.
В околах точок 𝜆 = ±𝜒𝑙, 𝑙 = 0, 𝑟,
𝑓𝛼𝑙,𝜒𝑙 (𝜆) =
𝑐2(𝛼𝑙)
2
[︁
|𝜆+𝜒𝑙|𝛼𝑙−1(1−ℎ𝑙(|𝜆+𝜒𝑙|))+ |𝜆−𝜒𝑙|𝛼𝑙−1(1−ℎ𝑙(|𝜆−𝜒𝑙|))
]︁
,
(2.5)
причому 𝑐2(𝜆) = (2𝛤 (𝛼) cos
𝛼𝜋
2 )
−1,
ℎ𝑙(|𝜆|) =
𝛤 (𝛼𝑙+12
𝛤 (3−𝛼𝑙2
⃒⃒⃒𝜆
2
⃒⃒⃒1−𝛼𝑙
+
𝛤 (𝛼𝑙+12
4𝛤 (3+𝛼𝑙2
⃒⃒⃒𝜆
2
⃒⃒⃒2
+ 𝑜(|𝜆|2), 𝜆→ 0, 𝑙 = 0, 𝑟,
див. Donoghue [16], с.293, та Anh et al. [14]. Таким чином, спектральна
щiльнiсть (2.3) має 2𝑟+2 точки сингулярностi, якщо 𝜒0 ̸= 0, та 2𝑟+1 точку
сингулярностi, якщо 𝜒0 = 0. Процес 𝜉(𝑡), 𝑡 ∈ R, є процесом з сильною
залежнiстю, якщо 𝜒0 = 0.
Коварiацiйна функцiя 𝐵(𝑗), 𝑗 ∈ Z, стацiонарного часового ряду 𝜉𝑗,
𝑗 ∈ Z, роздiлу 1 має спектральне представлення
𝐵(𝑗) =
𝜋∫︁
−𝜋
𝑒𝑖𝜆𝑗𝑓(𝜆)𝑑𝜆, 𝑗 ∈ Z, (2.6)
тобто 𝐵(𝑗), 𝑗 ∈ Z, – послiдовнiсть коефiцiентiв Фур’є спектральної щiль-
ностi
𝑓(𝜆) =
𝑟∑︁
𝑙=0
𝐴𝑙𝑓𝛼𝑙,𝜒𝑙 (𝜆), 𝜆 ∈ [−𝜋, 𝜋]. (2.7)
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Зауважимо, що спектральна щiльнiсть (2.7) та спектральна щiльнiсть
(2.3), що вiдповiдає неперервному аналогу (2.1) коварiацiйної функцiї𝐵(𝑗),
𝑗 ∈ Z, пов’язанi мiж собою спiввiдношенням [17]
𝑓(𝜆) =
∞∑︁
𝑘=−∞
𝑓(𝜆+ 2𝜋𝑘), 𝜆 ∈ [−𝜋, 𝜋]. (2.8)
Оскiльки функцiя Макдональда має властивiсть ( [18], 8.451, 6)
𝐾𝜈(𝑧) ∼
√︂
𝜋
2𝑧
𝑒−𝑧(1 +𝑂(
1
𝑧
)), 𝑧 → +∞, 𝜈 ≥ 0, (2.9)
то ряд (2.8) збiгається, i фунцiя 𝑓(𝜆) означена коректно. Бiльше того ми
можемо сказати, що функцiя 𝑓(𝜆) має, як i функцiя 𝑓(𝜆), тi ж самi сингу-
лярностi в точках 𝜆 = ±𝜒𝑙 ∈ (−𝜋, 𝜋), 𝑙 = 0, 𝑟.
Розглянемо функцiю регресiї лiнiйної моделi (1.1):
𝑔(𝑗, 𝜃) =
𝑞∑︁
𝑖=1
𝜃𝑖𝑔𝑖(𝑗), 𝑗 = 1, 𝑁.
Нехай ℬ − 𝜎 – алгебра борелевих пiдмножин iнтервалу [−𝜋, 𝜋]. Введемо
матричну мiру 𝜇𝑁(𝑑𝜆) на ([−𝜋, 𝜋],ℬ) з матрицею щiльностi
(︁
𝜇𝑘𝑙𝑁(𝜆)
)︁𝑞
𝑘,𝑙=1
=
(︁
𝑔𝑘𝑁(𝜆)𝑔
𝑙
𝑁(𝜆)
(︁ 𝜋∫︁
−𝜋
|𝑔𝑘𝑁(𝜆)|2𝑑𝜆
𝜋∫︁
−𝜋
|𝑔𝑙𝑁(𝜆)|2𝑑𝜆
)︁−1/2)︁𝑞
𝑘,𝑙=1
,
(2.10)
𝑔𝑘𝑁(𝜆) =
𝑁∑︁
𝑗=1
𝑒𝑖𝜆𝑗𝑔𝑘(𝑗), 𝜆 ∈ [−𝜋, 𝜋], 𝑘 = 1, 𝑞.
Зауважимо, що 𝑑2𝑘𝑁 = (2𝜋)
−1
𝜋∫︀
−𝜋
|𝑔𝑘𝑁(𝜆)|2𝑑𝜆.
B2. Послiдовнiсть мiр 𝜇𝑁(𝑑𝜆) слабко збiгається до додатно визначеної
матричної мiри 𝜇(𝑑𝜆) :
𝜇𝑁 =⇒ 𝜇, 𝑁 →∞. (2.11)
Умова B2 означає, що елементи 𝜇𝑘𝑙(𝑑𝜆) матрицi 𝜇(𝑑𝜆) є комплекснi
заряди обмеженої варiацiї, матрицi 𝜇(𝐵), 𝐵 ∈ ℬ, невiд’ємно визначенi,
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причому 𝜇([−𝜋, 𝜋]) – додатно визначена матриця. Крiм цього, для будь-
якої неперервної та обмеженої функцiї 𝑎(𝜆), 𝜆 ∈ [−𝜋, 𝜋],
𝜋∫︁
−𝜋
𝑎(𝜆)𝜇𝑁(𝑑𝜆) −→
𝜋∫︁
−𝜋
𝑎(𝜆)𝜇(𝑑𝜆), 𝑁 →∞. (2.12)
Означення 2.1 [19, 20] Мiра 𝜇(𝑑𝜆) називається спектральною мiрою
функцiї регресiї 𝑔(𝑗, 𝜃).
За умов lim
𝑁→∞
𝑑2𝑁 = ∞, max
16𝑗6𝑁
|𝑔𝑖(𝑗)| = 𝑜(𝑑𝑁) при 𝑁 → ∞, 𝑖 = 1, 𝑞,
компоненти 𝜇𝑘𝑙(𝑑𝜆) мiри 𝜇(𝑑𝜆) можна визначити iз спiввiдношень [20]
𝑅𝑘𝑙(ℎ) = lim
𝑁→∞
𝑑−1𝑘𝑁𝑑
−1
𝑙𝑁
𝑁∑︁
𝑗=1
𝑔𝑘(𝑗 + ℎ)𝑔𝑙(𝑗) =
𝜋∫︁
−𝜋
𝑒𝑖𝜆ℎ𝜇𝑘𝑙(𝑑𝜆), 𝑘, 𝑙 = 1, 𝑞, (2.13)
якi виконано при кожному ℎ ∈ Z.
Спектральна мiра функцiї регресiї грає важливу роль в отриманнi вла-
стивостi асимптотичної нормальностi ОКБ.
Позначимо
𝐽𝑁 =
(︁
𝐽𝑘𝑙,𝑁
)︁𝑁
𝑘,𝑙=1
=
(︁
𝑑−1𝑘𝑁𝑑
−1
𝑙𝑁
𝑁∑︁
𝑗=1
𝑔𝑘(𝑗)𝑔𝑙(𝑗)
)︁𝑞
𝑘,𝑙=1
. (2.14)
Тодi з (2.10) при 𝑎(𝜆) = 1, 𝜆 ∈ [−𝜋, 𝜋],
𝐽𝑁 =
𝜋∫︁
−𝜋
𝜇𝑁(𝑑𝜆) −→
𝜋∫︁
−𝜋
𝜇(𝑑𝜆) = 𝜇([−𝜋, 𝜋]) = 𝐽, 𝑁 →∞, (2.15)
причому матриця 𝐽 додатно визначена за означенням спектральної мiри
𝜇. Таким чином, i матрицi 𝛬𝑁 = 𝐽
−1
𝑁 додатно визначенi для 𝑁 > 𝑁0. Крiм
цього, lim
𝑁→∞
𝛬𝑁 = 𝛬 = 𝐽
−1 також додатно визначена матриця.
З iншого боку, коли 𝑎(𝜆) втрачає властивостi неперервностi та обмеже-
ностi, спiввiдношення (2.12) може в деяких випадках також виконуватись.
Дамо вiдповiдне означення для спектральної щiльностi стацiонарного ча-
сового ряду 𝑎(𝜆) = 𝑓(𝜆), 𝜆 ∈ [−𝜋, 𝜋].
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Означення 2.2 [20] Спектральна щiльнiсть 𝑓 називається 𝜇 – припу-
стимою, якщо вона iнтегровна за мiрою 𝜇, тобто всi елементи матрицi
𝜋∫︀
−𝜋
𝑓(𝜆)𝜇(𝑑𝜆) скiнченнi, та для 𝑎 = 𝑓 виконується(2.12).
Далi нас буде цiкавити властивiсть 𝜇 – припустимостi спектральної
щiльностi 𝑓(𝜆), 𝜆 ∈ [−𝜋, 𝜋], яку задано формулою (2.8). Нехай для визна-
ченостi 𝜒0 = 0, i ми розглядаємо множину iндексiв 𝐼 = {−𝑟, 𝑟}. Покладемо
𝜆−𝑙 = −𝜆𝑙, 𝜆𝑙 = 𝜒𝑙, 𝑙 = 1, 𝑟, 𝜆0 = 𝜒0 = 0. Спираючись на формули (2.4),
(2.5) та (2.8), можна стверджувати iснування такого достатньо великого
числа 𝑐0 > 0, що для всiх 𝑐 ≥ 0 знайдуться околи 𝑉𝑙(𝑐) точок 𝜆𝑙, 𝑙 ∈ 𝐼, для
яких
{𝜆 ∈ [−𝜋, 𝜋] : 𝑓(𝜆) > 𝑐} ⊂
⋃︁
𝑙∈𝐼
𝑉𝑙(𝑐), (2.16)
причому 𝑉𝑙(𝑐) у (2.16) не перетинаються та мiри Лебега 𝑚(𝑉𝑙(𝑐)) → 0 при
𝑐→∞, 𝑙 ∈ 𝐼.
B3. Для 𝑁 > 𝑁0
𝑑−1𝑘𝑁 max
𝜆∈𝑉𝑙(𝑐0)
|𝑔𝑘𝑁(𝜆)| ≤ ℎ𝑙𝑘 <∞, 𝑙 ∈ 𝐼, 𝑘 = 1, 𝑞. (2.17)
Наступне твердження є варiантом загальної теореми роботи [9] для дис-
кретного часу спостережень та спектральної щiльностi (2.8) i доводиться
аналогiчно.
Теорема 2.1 Нехай виконуються умовиA2,B2,B3 та спектральна щiль-
нiсть 𝑓 iнтегровна за мiрою 𝜇. Тодi 𝑓 є 𝜇 – припустимою функцiєю.
У подальшому текстi роботи ми побачимо, що теорема 2.1 потрiбна для
доведення асимптотичної нормальностi ОКБ.
Нехай деяка функцiя Ψ ∈ L2(R, 𝜙(𝑥)𝑑𝑥). Тодi її можна розкласти в
цьому гiльбертовому просторi в ряд Фур’є (див. роздiл 1)
Ψ(𝑥) =
∞∑︁
𝑛=0
𝐶𝑛(Ψ)
𝑛!
𝐻𝑛(𝑥), 𝐶𝑛(Ψ) =
∞∫︁
−∞
Ψ(𝑥)𝐻𝑛(𝑥)𝜙(𝑥)𝑑𝑥, 𝑛 ≥ 0, (2.18)
30
У формуваннi центральної граничної теореми 2.1 (див. нижче) будемо
вважати, що 𝐶0 =
∞∫︀
−∞
Ψ(𝑥)𝜙(𝑥)𝑑𝑥 = 𝐸Ψ(𝜀0) = 0.
Означення 2.3 Функцiя Ψ ∈ L2(R, 𝜙(𝑥)𝑑𝑥) має ранг Ермiта𝑚 (𝐻𝑟𝑎𝑛𝑘(Ψ) =
𝑚), якщо або 𝐶𝑚(Ψ) ̸= 0 та 𝑚 = 1, або для деякго 𝑚 ≥ 2
𝐶1(Ψ) = ... = 𝐶𝑚−1(Ψ) = 0, 𝐶𝑚(Ψ) ̸= 0. (2.19)
У сформульованiй нижче центральнiй граничнiй теоремi для деякої ви-
падкової векторної суми використано поняття ермiтового рангу функцiї
та присутнi спектральнi щiльностi, що вiдповiдають стацiонарним часовим
рядам iз коварiацiйними функцiями 𝐵𝑟(𝑗), 𝑟 ∈ N, де 𝐵(𝑗), 𝑗 ∈ Z, – кова-
рiацiйна функцiя часового ряду 𝜉𝑗, 𝑗 ∈ Z, з 1-го роздiлу роботи.
Добре вiдомо, що коварiацiйнiй функцiї 𝐵𝑟(𝑡), 𝑡 ∈ R, 𝑟 ≥ 2, де 𝐵(𝑡) –
коварiацiйна функцiя (2.1), вiдповiдає 𝑟 - та згортка
𝑓 *𝑟(𝜆) =
∫︁
R𝑟−1
𝑓(𝜆− 𝜆2 − ...− 𝜆𝑟)
𝑟∏︁
𝑖=2
𝑓(𝜆𝑖)𝑑𝜆2...𝑑𝜆𝑟, 𝜆 ∈ R, (2.20)
спектральної щiльностi (2.3)-(2.5), розглянутого вище стацiонарного випад-
кового процесу 𝜉(𝑡), 𝑡 ∈ R. Тодi за формулою Е. Хеннана (2.8) коварiацiй-
нiй функцiї 𝐵𝑟(𝑗), 𝑗 ∈ Z, вiдповiдає спектральна щiльнiсть
𝑓 (𝑟)(𝜆) =
∞∑︁
𝑘=−∞
𝑓 *𝑟(𝜆+ 2𝜋𝑘), 𝜆 ∈ [−𝜋, 𝜋], 𝑟 ≥ 2. (2.21)
Будемо вважати за означенням, що 𝑓 *1(𝜆) = 𝑓(𝜆) та 𝑓 (1)(𝜆) = 𝑓(𝜆),
крiм цього, сформулюємо для функцiї 𝛹 ∈ L2(R, 𝜙(𝑥)𝑑𝑥) наступну альтер-
нативу.
Або (i) 𝐻𝑟𝑎𝑛𝑘(Ψ) = 1, 𝛼 > 12 , або (ii) 𝐻𝑟𝑎𝑛𝑘(Ψ) = 𝑚, 𝛼𝑚 > 1, де
𝛼 = min
0≤𝑙≤𝑟
𝛼𝑙, (2.22)
𝛼𝑙 – параметри коварiацiйної функцiї (1.2) стацiонарного часового ряду
𝜉𝑗, 𝑗 ∈ Z.
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Припустимо, що для функцiї Ψ виконано умову (i). У разi виконан-
ня умови (ii) подальшi мiркування аналогiчнi. Тодi коварiацiйна функцiя
𝐵(𝑡), 𝑡 ∈ Z, за формулами (2.1), (2.2) iнтегровна з квадратом на R i згортка
𝑓 *2(𝜆) =
1
2𝜋
∞∫︁
−∞
𝑒𝑖𝜆𝑡𝐵2(𝑡)𝑑𝑡, 𝜆 ∈ R, (2.23)
є обмеженою та неперервною функцiєю. Бiльш того, для будь-якого 𝑟 ≥ 2
𝑓 *𝑟(𝜆) =
1
2𝜋
∞∫︁
−∞
𝑒𝑖𝜆𝑡𝐵𝑟(𝑡)𝑑𝑡 ≤ 𝐵
𝑟−2(0)
2𝜋
∞∫︁
−∞
𝐵2(𝑡)𝑑𝑡 <∞, (2.24)
i всi згортки 𝑓 *𝑟 неперервнi та обмеженi однiєю константою, якщо ми зга-
даємо, що за нашим припущенням 𝐵(0) = 1.
Зауважимо також, що з рiвностi
𝐵𝑟(𝑡) =
(︁ 𝑟∑︁
𝑙=0
𝐴𝑙𝐵𝛼𝑙,𝜒𝑙 (𝑡)
)︁𝑟
, 𝑟 ≥ 2, (2.25)
пiсля пiдведення правої частини в 𝑟-й степiнь видно, що спекральна щiль-
нiсть 𝑓 *𝑟(𝜆) є лiнiйною комбiнацiєю функцiй Макдональда порядкiв 𝜈 > 1.
Але для таких функцiй також справедлива асимптотична формула (2.9), i
ряди (2.21) збiгаються рiвномiрно за 𝜆 ∈ [−𝜋, 𝜋].
Для формулювання центральної граничної теореми, введемо ще одну
умову, яка регулює зростання функцiй 𝑔𝑖(𝑗), 𝑗 ∈ N, 𝑖 = 1, 𝑞, при зростаннi
об’єму вибiрки 𝑁.
B4.
𝑑−1𝑖𝑁 max
1≤𝑗≤𝑁
|𝑔𝑖(𝑗)| ≤ 𝑘𝑖𝑁−1/2, 𝑖 = 1, 𝑞. (2.26)
Сформулюємо теорему про асимптотичну нормальнiсть зваженої ве-
кторної суми значень нелiнiйного перетворення гаусiвської стацiонарної ви-
падкової послiдовностi з сингулярним спектром, яку доведено в роботi [9].
Теорема 2.2 Нехай виконано умови A1,A2,B2,B3 та одну з наступних
умов для функцiї Ψ ∈ L2(R, 𝜙(𝑥)𝑑𝑥) :
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(i) 𝐻𝑟𝑎𝑛𝑘(Ψ) = 1 та спектральна щiльнiсть 𝑓 часового ряду 𝜀𝑗, 𝑗 ∈
Z, є 𝜇 – припустимою;
(ii) 𝐻𝑟𝑎𝑛𝑘(Ψ) = 𝑚 та 𝑚𝛼 > 1, де 𝛼 задана формулою (2.22). Тодi
випадковий вектор
𝜁𝑁 = 𝑑
−1
𝑁
𝑁∑︁
𝑗=1
Ψ(𝜉𝑗)▽ 𝑔(𝑗), ▽𝑔(𝑗) =
(︁
𝑔1(𝑗), ..., 𝑔𝑞(𝑗)
)︁𝑇
(2.27)
асимптотично нормальний 𝑁(0, 𝜎) при 𝑁 →∞, де
𝜎 = 2𝜋
∞∑︁
𝑟=𝑚
𝐶2𝑟 (Ψ)
𝑟!
𝜋∫︁
−𝜋
𝑓 (𝑟)(𝜆)𝜇(𝑑𝜆). (2.28)
Приклад 2.1 (Продовження прикладу 1.1). Знайдемо спектральну мiру
𝜇 умови B2, що вiдповiдає функцiї регресiї (1.37), або, iншими слова-
ми, вектор-функцiї (1.38). Використовуючи спiввiдношення (2.13), можна
стверджувати, що мiра 𝜇 є блочно дiагональною (див., наприклад, [15]) з
блоками ⎡⎣ 𝛿𝑘 𝑖𝜌𝑘
−𝑖𝜌𝑘 𝛿𝑘
⎤⎦ , 𝑘 = 1, 𝑛, (2.29)
де мiра 𝛿𝑘 = 𝛿𝑘(𝑑𝜆) та заряд 𝜌𝑘 = 𝜌𝑘(𝑑𝜆) зосередженiв точках ±𝜙, причому
𝛿𝑘{±𝜙} = 12 , 𝜌{±𝜙} = ±12 , 𝑘 = 1, 𝑛. З (2.29) випливає, що
𝜇([−𝜋, 𝜋]) =
𝜋∫︁
−𝜋
𝜇(𝑑𝜆) = I2𝑛. (2.30)
Крiм цього, за формулами (2.14), (2.15) та прикладом 1.1
𝐽𝑁 =
(︁
𝑁
1
2𝑑−1𝑘𝑁𝑁
1
2𝑑−1𝑙𝑁 𝐼𝑘𝑙(𝑁)
)︁𝑁
𝑘,𝑙=1
=
𝜋∫︁
−𝜋
𝜇𝑁(𝑑𝜆) −−−→
𝑁→∞
𝜋∫︁
−𝜋
𝜇(𝑑𝜆) = 𝐽 = I2𝑛.
(2.31)
Для виконання умови B3 (див. формулу (2.17)), як показано, напри-
клад, у роботi [9] достатньо, щоб множини точок 𝑆𝑓 = {𝜒𝑙, 𝑙 = 0, 𝑟} та
𝑆𝑔 = {𝜙𝑘, 𝑘 = 1, 𝑛} не перетинались:
𝑆𝑓
⋂︁
𝑆𝑔 = ∅. (2.32)
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Якщо це так, то ми можемо застосувати теорему 2.1 i стверджувати, що
спектральна щiльнiсть 𝑓(𝜆), 𝜆 ∈ [−𝜋, 𝜋], часового ряду 𝜉𝑗, 𝑗 ∈ Z, є 𝜇 –
припустимою.
Зауважимо також, що для функцiї регресiї (1.37) виконання нерiвностей
(2.26) умови B4 є очевидним.
Якщо, крiм умов B2–B4 на функцiю регресiї (1.37), виконано решта
умов теореми 2.2, то є вiрною теорема 2.2. Запишемо для нашого прикладу
коварiацiйну матрицю (2.28) граничного нормального розподiлу теореми
2.2. Враховуючи парнiсть функцiї 𝑓 (𝑟)(𝜆), 𝜆 ∈ [−𝜋, 𝜋], та (2.29), знаходи-
мо, що 𝜎 є блочно дiагональною матрицею з блоками
𝜎𝑘 = 2𝜋
∞∑︁
𝑟=𝑚
𝐶2𝑟 (Ψ)
𝑟!
𝑓 (𝑟)(𝜙𝑘)I2, 𝑘 = 1, 𝑛, (2.33)
I2 – одинична матриця 2-го порядку, причому блоки, як ми бачимо, самi є
дiагональними матрицями 2-го порядку.
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3 Асимптотична нормальнiсть оцiнки Коенкера–
Бассетта
У цьому роздiлi доведемо теорему редукцiї 3.1, яка дозволяє звести
розв’язання задачi про асимптотичну нормальнiсть оцiнки Коенкера–Бассетта
до застосування центральної граничної теореми 2.1 попереднього роздiлу
з функцiєю Ψ, яка певним чином пов’язана з функцiєю 𝐺 з умови A1.
Пiсля цього ми отримуємо результат про асимптотичну нормальнiсть
оцiнки Коенкера–Бассетта як достатньо простий наслiдок теорем 2.1 та
3.1.
Введемо потрiбну нам умову.
A4. Випадкова величина 𝜀0 має щiльнiсть 𝑝(𝑥) = 𝐹
′(𝑥), для якої є
вiрними нерiвностi
|𝑝(𝑥)− 𝑝(0)| ≤ 𝐻|𝑥|, 𝑥 ∈ R, 𝑝(0) > 0, (3.1)
де 𝐻 <∞ деяка константа.
Нехай 𝑙 – довiльний напрям у R𝑞 та 𝜏 ∈ Θ𝑐. Знайдемо однобiчну похiдну
за напрямом 𝑙 функцiонала оцiнки Коенкера–Бассетта
𝑄𝑁(𝜏) =
𝑁∑︁
𝑗=1
𝜌𝛽
(︁
𝑥𝑗 − 𝑔(𝑗, 𝜏)
)︁
.
Користуючись спiввiдношеням
𝜕
𝜕𝑙
𝑄𝑁(𝜏) = lim
𝜆→0+
𝑄𝑁(𝜏 + 𝜆𝑙)−𝑄𝑁(𝜏)
𝜆
,
можна отримати дещо спрощену вiдповiдь (див. позначення (2.27):
𝜕
𝜕𝑙
𝑄𝑁(𝜏) =
𝑁∑︁
𝑗=1
⟨
▽𝑔(𝑗), 𝑙
⟩(︁
𝜒{𝑋𝑗 < 𝑔(𝑗, 𝜏)} − 𝛽
)︁
м.н., (3.2)
де < 𝑥, 𝑦 > =
𝑞∑︀
𝑖=1
𝑥𝑖𝑦𝑖 – скалярний добуток двох векторiв iз R𝑞.
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Зауважимо, що в точцi мiнiмуму 𝜃𝑁 функцiонала 𝑄𝑁(𝜏) для будь-якого
напряму в 𝑙 виконується нерiвнiсть
𝜕
𝜕𝑙
𝑄𝑁(𝜃𝑁) ≥ 0, (3.3)
що випливає з означення оцiнки Коенкера–Бассетта як точки мiнiмуму
функцiоналу 𝑄𝑁(𝜏). Нерiвнiсть (3.3) буде використана у доведеннi асим-
птотичної нормальностi нашої оцiнки.
Нехай 𝑙1, ...𝑙𝑞 додатнi напрямки координатних вiсей в R𝑞. Введемо ви-
падковi вектори 𝑄±𝑁(𝜏) =
(︁
𝑄±𝑖𝑁(𝜏)
)︁𝑞
𝑖=1
,
𝑄±𝑖𝑁(𝜏) = 𝑑
−1
𝑖𝑁
(︁ 𝜕
𝜕(±𝑙𝑖)
)︁
𝑄𝑁(𝜏) = ±𝑑−1𝑖𝑁
𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)
(︁
𝜒{𝑋𝑗 < 𝑔(𝑗, 𝜏)}−𝛽
)︁
. (3.4)
Варто зауважити, що 𝑄+𝑁(𝜏) = −𝑄−𝑁(𝜏) м.н. для кожного 𝜏 , але, взагалi
кажучи, 𝑄+𝑁(𝜃𝑁) ̸= −𝑄−𝑁(𝜃𝑁). Зауважимо також, що вектори
𝑄±𝑁(𝜃) = ±𝑑−1𝑁
𝑁∑︁
𝑗=1
▽𝑔(𝑗)(𝜒{𝜀𝑗 < 0} − 𝛽),
насправдi, не залежать вiд 𝜃, але ми будемо користуватись введеними по-
значеннями. Розглянемо також математичнi сподiвання введених векторiв
𝐸𝑄±𝑁(𝜏) з координатами
𝐸𝑄±𝑖𝑁(𝜏) = ±𝑑−1𝑖𝑁
𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)
[︁
𝐹 (𝑔(𝑗, 𝜏)− 𝑔(𝑗, 𝜃))− 𝛽
]︁
, 𝑖 = 1, 𝑞, (3.5)
причому 𝐸𝑄±𝑁(𝜃) = 0 за умовою A3.
Теорема 3.1 Нехай виконано умови A1-A4, B2-B4 та оцiнка 𝜃𝑁 є кон-
систентною в сенсi теореми 1.1. Нехай також функцiя
Ψ(𝑥) = 𝛽 − 𝜒{𝐺(𝑥) < 0}, 𝑥 ∈ R,
задовольняє умовi (i) теореми 2.2. Тодi асимптотичний при 𝑁 → ∞
розподiл вектора 𝑑𝑁(𝜃𝑁 − 𝜃) збiгається з асимптотичним розподiлом ве-
ктора −𝑝−1(0)Λ𝑁𝑄+𝑁(𝜃), якщо останнiй iснує.
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Доведення теореми 3.1 спирається на доведення декiлькох лем. В до-
веденнi першої з них застосовано складний спосiб подiлу параметричної
множини на фрагменти, який винайдено П. Хьюбером [21,22].
Позначимо
𝑄*±𝑁 (𝑢) = 𝑄
±
𝑁(𝜃 +𝑁
1/2𝑑−1𝑁 𝑢),
𝑍±𝑁(𝜃, 𝑢) =
||𝑄*±𝑁 (𝑢)−𝑄*±𝑁 (0)− 𝐸𝑄*±𝑁 (𝑢)||
1 + ||𝐸𝑄*±𝑁 (𝑢)||
. (3.6)
Лема 3.1 За умов теореми 3.1 для будь-яких 𝜀 > 0 та достатньо малих
𝑟 > 0
𝑃
{︁
sup
𝑢∈𝑉 𝑐(𝑟)⋂︀ ?˜? 𝑐𝑁 (𝜃)𝑍
±
𝑁(𝜃, 𝑢) > 𝜀
}︁
−→
𝑁→∞
0. (3.7)
J Будемо доводити лему для 𝑍+𝑁 . Для спрощення доведення (3.6) вi-
зьмемо 𝑟 = 1, а у якостi множини пiд позначкою супремуму в (3.7) розгля-
немо куб
𝐶0 = {𝑢 ∈ R𝑞 : ||𝑢||0 = | max
1≤𝑖≤𝑞
|𝑢𝑖| ≤ 1},
який мiстить замкнену кулю 𝑉 𝑐(1).
Покриємо куб 𝐶0 кубами 𝐶(1), ..., 𝐶(𝑛0), де 𝑛0 = O(ln𝑁), наступним чи-
ном. Зафiксуємо число 𝑝 ∈ (0, 1) i розглянемо концентричну сiм’ю множин
𝐶(𝑙) = {𝑢 : ||𝑢||0 ∈ [(1− 𝑝)𝑙+1, (1− 𝑝)𝑙]}, 𝑙 = 0, 𝑙0 − 1,
𝐶(𝑙0) = {𝑢 : ||𝑢||0 ≤ (1− 𝑝)𝑙0}.
Покриємо кожну множину 𝐶(𝑙) однаковими кубами зi стороною 𝑎𝑙 = (1 −
𝑝)𝑙 − (1 − 𝑝)𝑙+1 = 𝑝(1 − 𝑝)𝑙 та пронумеруємо цi куби. Вони i утворюють
потрiбне покриття
𝐶(1), ..., 𝐶(𝑛0−1), 𝐶(𝑛0) := 𝐶
(𝑙0).
Визначимо 𝑙0 = 𝑙0(𝑁) з умови
(1− 𝑝)?˜?0 = 𝑁−𝛾, 𝑙0 = [?˜?0], 𝛾 ∈ (1
2
, 1)− деяке число.
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Зазначимо, що ||·||0 – вiдстань вiд 𝐶(𝑠) до 0 є 𝑟(𝑠) = (1−𝑝)𝑁−𝛾𝑙/?˜?0, та дiаметр
𝐶(𝑠) дорiвнює 𝑎(𝑠) = 𝑝𝑁
−𝛾𝑙/?˜?0 = 𝑎𝑙 для деякого 𝑙 = 𝑙(𝑠), 𝑠 = 1, 𝑛0 − 1, тобто
коли куб 𝐶(𝑠) є елементом покриття множини 𝐶
(𝑙). Бiльше того, кiлькiсть
кубiв 𝐶(𝑠) покриття кожної множини 𝐶
(𝑙) можна зробити незалежною вiд 𝑙
i 𝑁. Тодi з того, що 𝑙0 = O(ln𝑁), випливає, що 𝑛0 = O(ln𝑁) також. Таким
чином
𝑃
{︁
sup
𝑢∈𝐶0
𝑍+𝑁(𝜃, 𝑢) > 𝜀
}︁
≤
𝑛0∑︁
𝑠=1
𝑃
{︁
sup
𝑢∈𝐶(𝑠)
𝑍+𝑁(𝜃, 𝑢) > 𝜀
}︁
. (3.8)
Оцiнимо кожний доданок правої частини нерiвностi (3.8) окремо. Роз-
глянемо вiдображення 𝑢 −→ 𝐸𝑄*+𝑁 (𝑢). Кожний елемент матрицi похiдних
𝐷𝑁(𝑢) цього вiдображення має вигляд (див. (3.5) та позначення 1-го роз-
дiлу)
𝐷𝑖𝑙𝑁(𝑢) =
𝜕
𝜕𝑢𝑙
𝐸𝑄*+𝑖𝑁 (𝑢) =
= 𝑁 1/2𝑑−1𝑖𝑁𝑑
−1
𝑙𝑁
𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)𝑔𝑙(𝑗)𝑝
(︁
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
)︁
.
(3.9)
Зауважимо, що (див. роздiл 1)
𝑁−1Φ2𝑁(𝑢, 0) = 𝑁−1
𝑁∑︁
𝑗=1
(︁
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
)︁2
=
= 𝑁−1
𝑁∑︁
𝑗=1
(︁ 𝑞∑︁
𝑖=1
𝑔𝑖(𝑗)𝑁
1/2𝑑−1𝑖𝑁𝑢𝑖
)︁2
≤ 𝑞||𝑢|2.
(3.10)
Тодi за умов A4, B3 з використанням (3.10) отримуємо
|𝑁−1/2𝐷𝑖𝑙𝑁(𝑢)− 𝑝(0)𝐽𝑖𝑙,𝑁 | = 𝑑−1𝑖𝑁𝑑−1𝑙𝑁
⃒⃒⃒ 𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)𝑔𝑙(𝑗)
(︁
𝑝
(︁
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
)︁
− 𝑝(0)
)︁⃒⃒⃒
≤
≤ 𝐻𝑁 1/2𝑑−1𝑖𝑁𝑑−1𝑙𝑁
(︁ 𝑁∑︁
𝑗=1
𝑔2𝑖 (𝑗)𝑔
2
𝑙 (𝑗)
)︁1/2(︁
𝑁−1Φ2𝑁(𝑢, 0)
)︁1/2
≤
≤ 𝐻𝑁 1/2𝑑−1𝑖𝑁 max
1≤𝑗≤𝑁
|𝑔𝑖(𝑗)|𝑞1/2||𝑢|| ≤ 𝑞1/2(𝑘𝑖)1/2𝐻||𝑢||.
(3.11)
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За формулою Тейлора
𝑁−1/2𝐸𝑄*+𝑖𝑁 (𝑢) =
𝑞∑︁
𝑙=1
𝑁−1/2𝐷𝑖𝑙𝑁(𝑢
(𝑖))𝑢𝑙, ||𝑢(𝑖)|| ≤ ||𝑢||, 𝑖 = 1, 𝑞. (3.12)
Розглянемо матрицю
𝐻𝑁 =
(︁
𝑁−1/2𝐷𝑖𝑙𝑁(𝑢
(𝑖))
)︁𝑞
𝑖,𝑙=1
. (3.13)
Тодi, як ми довели в (3.11)
𝐻𝑁 = 𝑝(0)𝐽𝑁 +𝑀𝑁 , (3.14)
де 𝑀𝑁 – матриця з елементами 𝑀
𝑖𝑙
𝑁 −→𝑢→0 0, 𝑖, 𝑙 = 1, 𝑞, причому остання
збiжнiсть рiвномiрна за 𝑁 . Маємо далi
𝐻𝑇𝑁𝐻𝑁 = 𝑝
2(0)𝐽2𝑁 + 𝑝(0)(𝑀
𝑇
𝑁𝐽𝑁 + 𝐽𝑁𝑀
𝑇
𝑁) +𝑀
𝑇
𝑁𝑀𝑁 .
За властивiстю власних чисел суми симетричних матриць ( [23] , с.101-103)
|𝜆𝑚𝑖𝑛(𝐻𝑇𝑁𝐻𝑁)− 𝑝2(0)𝜆𝑚𝑖𝑛(𝐽2𝑁)| ≤
≤ 𝑞
(︁
𝑝(0) max
1≤𝑖,𝑙≤𝑞
|(𝑀𝑇𝑁𝐽𝑁 + 𝐽𝑁𝑀𝑇𝑁)𝑖𝑙|+ max
1≤𝑖,𝑙≤𝑞
|(𝑀𝑇𝑁𝑀𝑁)𝑖𝑙|
)︁
= 𝑂(||𝑢||),
Тобто за умови B2 матриця 𝐻𝑇𝑁𝐻𝑁 додатно визначена рiвномiрно за
𝑁 > 𝑁0 для достатньо малих 𝑢 (не обмежуючи загальностi, будемо вважа-
ти, що для 𝑢 ∈ 𝐶0 ), i для деякого 𝑘0 > 0
||𝑁−1/2𝑄*+𝑁 (𝑢)|| =
√︁
< 𝐻𝑇𝑁𝐻𝑁𝑢, 𝑢 > ≥ 𝑘0||𝑢||0. (3.15)
Нехай 𝑠 ̸= 𝑛0 та 𝑣 ∈ 𝐶(𝑠) - довiльна точка. Тодi з (3.6) а (3,15) випливає,
що
sup
𝑢∈𝐶(𝑠)
𝑍+𝑁(𝜃, 𝑢) ≤
(︁
sup
𝑢∈𝐶(𝑠)
𝑀
(𝑠)
1𝑁(𝑢, 𝑣) + sup
𝑢∈𝐶(𝑠)
𝑀
(𝑠)
2𝑁(𝑢, 𝑣) + 𝐿
(𝑠)
𝑁 (𝜃, 𝑣)
)︁
·
·(1 + 𝑘0𝑁 1/2𝑟(𝑠))−1,
(3.16)
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де
𝑀
(𝑠)
1𝑁(𝑢, 𝑣) =
⃒⃒⃒⃒⃒⃒
𝑑−1𝑁
𝑁∑︁
𝑗=1
▽𝑔(𝑗)
(︁
𝜒{𝑋𝑗 < ℎ(𝑗, 𝑢)}𝜒{𝑋𝑗 < ℎ(𝑗, 𝑣)}
)︁⃒⃒⃒⃒⃒⃒
,
𝑀
(𝑠)
2𝑁(𝑢, 𝑣) =
⃒⃒⃒⃒⃒⃒
𝑑−1𝑁
𝑁∑︁
𝑗=1
▽𝑔(𝑗)
(︁
𝐹
(︁
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
)︁
− 𝐹
(︁
ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)
)︁)︁⃒⃒⃒⃒⃒⃒
,
𝐿
(𝑠)
𝑁 (𝑣) =
⃒⃒⃒⃒⃒⃒
𝑑−1𝑁
𝑁∑︁
𝑗=1
▽𝑔(𝑗)
[︁(︁
𝜒{𝑋𝑗 < ℎ(𝑗, 𝑣)} − 𝛽
)︁
−
(︁
𝜒{𝜀𝑗 < 0} − 𝛽
)︁
−
−
(︁
𝐹
(︁
ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)
)︁
− 𝛽
)︁]︁⃒⃒⃒⃒⃒⃒
.
(3.17)
Вiдповiдно до умови A4 та нерiвностi (1.8)
𝑁−1Φ2𝑁(𝑢, 𝑣) ≤ 𝑞||𝑢− 𝑣||2, (3.18)
маємо
𝑁−1/2𝑀 (𝑠)2𝑁(𝑢, 𝑣) ≤ 𝑁−1/2
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
⃒⃒⃒
𝑔𝑖(𝑗)
⃒⃒⃒
·
·
⃒⃒⃒
𝐹
(︁
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
)︁
− 𝐹
(︁
ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)
)︁⃒⃒⃒)︁2)︁1/2
≤
≤ 𝑝0√𝑞𝑁−1/2Φ2𝑁(𝑢, 𝑣) ≤ 𝑝0𝑞𝑎(𝑠).
(3.19)
Для оцiнювання 𝑀
(𝑠)
1𝑁(𝑢, 𝑣) скористаємося нерiвнiстю⃒⃒⃒
𝜒{𝑋𝑗 < ℎ(𝑗, 𝑢)} − 𝜒{𝑋𝑗 < ℎ(𝑗, 𝑣)}
⃒⃒⃒
=
=
⃒⃒⃒
𝜒𝑢(𝑗)− 𝜒𝑣(𝑗)
⃒⃒⃒
≤ 𝜒{ inf
𝑢∈𝐶(𝑠)
(ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)) ≤ 𝜀𝑗 ≤
≤ sup
𝑢∈𝐶(𝑠)
(ℎ(𝑗, 𝑢)− ℎ(𝑗, 0))} := 𝜒𝑠(𝑗).
(3.20)
Тодi за умови B4
𝑁−1/2𝑀 (𝑠)1𝑁(𝑢, 𝑣) ≤ 𝑁−1/2
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)
(︁
𝜒𝑢(𝑗)− 𝜒𝑣(𝑗)
)︁2)︁1/2
≤
≤ 𝑁−1/2
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
⃒⃒⃒
𝑔𝑖(𝑗)
⃒⃒⃒
𝜒𝑠(𝑗)
)︁2)︁1/2
≤
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≤ 𝑁−1/2
(︁ 𝑞∑︁
𝑖=1
(︁
max
1≤𝑗≤𝑁
⃒⃒⃒
𝑔𝑖(𝑗)
⃒⃒⃒
𝑑−1𝑖𝑁
)︁2)︁1/2 𝑁∑︁
𝑗=1
𝜒𝑠(𝑗) ≤
≤ ||𝑘||𝑁−1
𝑁∑︁
𝑗=1
𝜒𝑠(𝑗), ||𝑘|| =
(︁ 𝑞∑︁
𝑖=1
(𝑘𝑖)2
)︁1/2
.
(3.21)
Маємо далi
𝑁−1
𝑁∑︁
𝑗=1
𝐸𝜒𝑠(𝑗) ≤ 𝑝0𝑁−1
𝑁∑︁
𝑗=1
sup
𝑢1,𝑢2∈𝐶𝑠
|ℎ(𝑗, 𝑢1)− ℎ(𝑗, 𝑢2)| ≤ 𝑝0||𝑘||𝑎(𝑠). (3.22)
Збираючи отриманi оцiнки, знаходимо
𝑃1 = 𝑃
{︁(︁
sup
𝑢∈𝐶(𝑠)
𝑀
(𝑠)
1𝑁(𝑢, 𝑣) + sup
𝑢∈𝐶(𝑠)
𝑀
(𝑠)
2𝑁(𝑢, 𝑣)
)︁(︁
1 + 𝑘0𝑁
1/2𝑟(𝑠)
)︁−1
>
𝜀
2
}︁
≤
≤ 𝑃
{︁||𝑘||
𝑘0
(︁
𝑁−1
𝑁∑︁
𝑗=1
𝜒𝑠(𝑗)−𝑁−1
𝑁∑︁
𝑗=1
𝐸𝜒𝑠(𝑗)
)︁
≥
≥ 𝜀
2
𝑟(𝑠)−
(︁𝑝0𝑞
𝑘0
+
𝑝0||𝑘||2
𝑘0
𝑎(𝑠)
)︁}︁
.
(3.23)
Величина
𝜀
2
𝑟(𝑠)−
(︁𝑝0𝑞
𝑘0
+
𝑝0||𝑘||2
𝑘0
)︁
𝑎(𝑠) =
(︁𝜀
2
(1− 𝑝)−
(︁𝑝0𝑞
𝑘0
+
𝑝0||𝑘||2
𝑘0
)︁
𝑝
)︁
𝑁−𝛾𝑙/?˜?0 > 0,
якщо обрати число 𝑝 достатньо малим, i ми можемо оцiнити ймовiрнiсть
(3.23), скориставшись нерiвнiстю Чебишова:
𝑃1 ≤ ||𝑘||
2/𝑘20(︁
𝜀
2(1− 𝑝)−
(︁
𝑝0𝑞
𝑘0
+ 𝑝0||𝑘||
2
𝑘0
𝑝
)︁2𝑁−2+2𝛾𝑙/?˜?0 𝑁∑︁
𝑗,𝑗′=1
𝑐𝑜𝑣(𝜒𝑠(𝑗), 𝜒𝑠(𝑗
′
)) (3.24)
Аналогiчно [4] отримуємо
𝑁−2
𝑁∑︁
𝑗,𝑗′=1
𝑐𝑜𝑣(𝜒𝑠(𝑗)𝜒𝑠(𝑗
′
) ≤ 𝑁−2
𝑁∑︁
𝑗,𝑗′=1
𝐸𝜒𝑠(𝑗)|𝐵(𝑗 − 𝑗 ′)| =
41
= 𝑁−1
𝑁∑︁
𝑗=1
𝐸𝜒𝑠(𝑗)
(︁
𝑁−1
𝑁∑︁
𝑗′=1
|𝐵(𝑗 − 𝑗 ′)|
)︁
≤
≤
(︁
𝑁−1
𝑁∑︁
𝑗=1
𝐸𝜒𝑠(𝑗)
)︁(︁
𝑁−1
𝑁∑︁
𝑗′=−𝑁
|𝐵(𝑗 ′)|
)︁
≤
≤ 2
(︁
𝑁−1
𝑁∑︁
𝑗=1
𝐸𝜒𝑠(𝑗)
)︁(︁
𝑁−1
𝑁∑︁
𝑗′=0
|𝐵(𝑗 ′)|
)︁
.
Для першої суми останнього добутку використаємо оцiнку (3.22), а для
другої суми маємо
𝑁−1
𝑁∑︁
𝑗=0
|𝐵(𝑗)| ≤ 𝑁−1 +𝑁−1
𝑁∑︁
𝑗=1
𝑗−𝛼 = 𝑂(𝑁−𝛼) при 𝑁 →∞, (3.25)
де 𝛼 означено в (2.22). Разом iз (3.24) це дає оцiнку
𝑃1 = 𝑂(𝑁
𝛾𝑙?˜?−10 −𝛼), (3.26)
причому права частина (3.26) збiгається до нуля зi степеневою швидкiстю
при 𝛼 > 𝛾.
Позначимо
𝐿𝑖(𝑗) = 𝑔𝑖(𝑗)
(︁
𝜒{𝑋𝑗 < ℎ(𝑗, 𝑣)} − 𝜒{𝜀𝑗 < 0}
)︁
=
= 𝑔𝑖(𝑗)
(︁
𝜒{𝜀𝑗 < ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)} − 𝜒{𝜀𝑗 < 0}
)︁
, 𝑖 = 1, 𝑞.
(3.27)
Тодi в формулi (3.17)
𝐿
(𝑠)
𝑁 (𝑣) =
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
(︁
𝐿𝑖(𝑗)− 𝐸𝐿𝑖(𝑗)
)︁)︁2)︁1/2
,
𝑃2 = 𝑃
{︁
𝐿
(𝑠)
𝑁 (𝑣)
(︁
1 + 𝑘0𝑁
1/2𝑟(𝑠)
)︁−1
>
𝜀
2
}︁
≤
≤ 4
𝑘20𝜀
2𝑟2(𝑠)𝑁
𝐸
𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
(︁
𝐿𝑖(𝑗)− 𝐸𝐿𝑖(𝑗)
)︁)︁2
.
(3.28)
Оцiнимо 𝐸
𝑁∑︀
𝑗=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︀
𝑗=1
(︁
𝐿𝑖(𝑗)−𝐸𝐿𝑖(𝑗)
)︁)︁2
, 𝑖 = 1, 𝑞. Нехай 𝐶(𝑠) належить
покриттю множини 𝐶(𝑙). Позначимо 𝑀 :=
𝑙0⋃︀
𝑘=𝑙
𝐶𝑘. Тодi аналогiчно (3.20)
42
|𝜒{𝜀𝑗 < ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)} − 𝜒{𝜀𝑗 < 0}| ≤
≤ 𝜒
{︁
inf
𝑣∈𝑀
(ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)) ≤ 𝜀𝑗 ≤ sup
𝑣∈𝑀
(ℎ(𝑗, 𝑣)− ℎ(𝑗, 0))
}︁
:= 𝜒𝑀(𝑗),
𝐸𝐿2𝑖 (𝑗) ≤ 𝑔2𝑖 (𝑗)𝐸𝜒𝑀(𝑗) =
= 𝑔2𝑖 (𝑗)
[︁
𝐹
(︁
sup
𝑣∈𝑀
(ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)
)︁
− 𝐹
(︁
inf
𝑣∈𝑀
(ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)
)︁]︁
≤
≤ 𝑝0𝑔2𝑖 (𝑗)
(︁
sup
𝑣∈𝑀
ℎ(𝑗, 𝑣)− inf
𝑣∈𝑀
ℎ(𝑗, 𝑣)
)︁
≤
≤ 𝑝0𝑔2𝑖 (𝑗) sup
𝑣1,𝑣2∈𝑀
⃒⃒⃒
ℎ(𝑗, 𝑣1)− ℎ(𝑗, 𝑣2)
⃒⃒⃒
.
(3.29)
Розглянемо розвинення у просторi 𝐿2(Ω)
𝐿𝑖(𝑗) =
∞∑︁
𝑚=0
𝑐𝑚(𝑗, 𝑣)
𝑚!
𝐻𝑚(𝜉𝑗),
𝑐𝑚(𝑗, 𝑣) = 𝑔𝑖(𝑗)
∫︁
R
(𝜒{𝐺(𝑥) < ℎ(𝑗, 𝑣)− ℎ(𝑗, 0)} − 𝜒{𝐺(𝑥) < 0})𝐻𝑚(𝑥)𝜙(𝑥)𝑑𝑥,
𝑚 ≥ 0, 𝐸𝐿𝑖(𝑗) = 𝑐0(𝑗, 𝑣).
Оскiльки
𝐸(
𝑁∑︁
𝑗=1
(︁
𝐿𝑖(𝑗)− 𝐸𝐿𝑖(𝑗)
)︁2
=
𝑁∑︁
𝑗,𝑗′=1
𝑐𝑜𝑣
(︁
𝐿𝑖(𝑗), 𝐿𝑖(𝑗
′
)
)︁
,
𝑐𝑜𝑣
(︁
𝐿𝑖(𝑗), 𝐿𝑖(𝑗
′
)
)︁
=
∞∑︁
𝑚=1
𝑐𝑚(𝑗, 𝑣)𝑐𝑚(𝑗
′
, 𝑣)
𝑚!
𝐵𝑚(𝑗 − 𝑗 ′),
З огляду на (3.28) отримуємо
∞∑︁
𝑚=1
𝑐2𝑚(𝑗, 𝑣)
𝑚!
= 𝐷𝐿𝑖(𝑗) ≤ 𝐸𝐿2𝑖 (𝑗) ≤
≤ 𝑝0𝑔2𝑖 (𝑗) sup
𝑣1,𝑣2∈𝑀
⃒⃒⃒
ℎ(𝑗, 𝑣1)− ℎ(𝑗, 𝑣2)
⃒⃒⃒
,
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𝑁∑︁
𝑗,𝑗′=1
𝑐𝑜𝑣
(︁
𝐿𝑖(𝑗), 𝐿𝑖(𝑗
′
)
)︁
≤
∞∑︁
𝑚=1
𝑁∑︁
𝑗,𝑗′=1
𝑐2𝑚(𝑗, 𝑣)
𝑚!
⃒⃒⃒
𝐵(𝑗 − 𝑗 ′)
⃒⃒⃒𝑚
≤
≤
𝑁∑︁
𝑗,𝑗′=1
(︁ ∞∑︁
𝑚=1
𝑐2𝑚(𝑗, 𝑣)
𝑚!
)︁⃒⃒⃒
𝐵(𝑗 − 𝑗 ′)
⃒⃒⃒
≤
≤ 𝑝0
𝑁∑︁
𝑗,𝑗′=1
𝑔2𝑖 (𝑗) sup
𝑣1,𝑣2∈𝑀
⃒⃒⃒
ℎ(𝑗, 𝑣1)− ℎ(𝑗, 𝑣2)
⃒⃒⃒⃒⃒⃒
𝐵(𝑗 − 𝑗 ′)
⃒⃒⃒
≤
≤ 2𝑝0𝑁
𝑁∑︁
𝑗=1
𝑔2𝑖 (𝑗) sup
𝑣1,𝑣2∈𝑀
⃒⃒⃒
ℎ(𝑗, 𝑣1)− ℎ(𝑗, 𝑣2)
⃒⃒⃒(︁
𝑁−1
𝑁∑︁
𝑗′=0
⃒⃒⃒
𝐵(𝑗
′
)
⃒⃒⃒)︁
.
З iншого боку, за умови B4
𝐸
𝑁∑︁
𝑗=1
𝑔2𝑖 (𝑗) sup
𝑣1,𝑣2∈𝑀
⃒⃒⃒
ℎ(𝑗, 𝑣1)− ℎ(𝑗, 𝑣2)
⃒⃒⃒
≤
≤
𝑁∑︁
𝑗=1
𝑔2𝑖 (𝑗)
𝑞∑︁
𝑖=1
⃒⃒⃒
𝑔𝑖(𝑗)
⃒⃒⃒
𝑁 1/2𝑑−1𝑖𝑁 sup
𝑣1,𝑣2∈𝑀
⃒⃒⃒⃒⃒⃒
𝑣1 − 𝑣2
⃒⃒⃒⃒⃒⃒
0
≤
≤ 2
(︁
𝑎(𝑠) + 𝑟(𝑠)
)︁(︁ 𝑞∑︁
𝑖=1
𝑘𝑖
)︁
𝑑2𝑖𝑁 ,
тобто для деякої константи 𝑘1 <∞
𝐸
(︁ 𝑁∑︁
𝑗=1
(︁
𝐿𝑖(𝑗)− 𝐸𝐿𝑖(𝑗)
)︁2)︁
≤ 𝑘1
(︁
𝑎(𝑠) + 𝑟(𝑠)
)︁
𝑁 1−𝛼. (3.30)
Таким чином, з (3.28) та (3.30) випливає, що ймовiрнiсть
𝑃2 ≤ 4𝑘1
𝑘20𝜀
2
𝑎(𝑠) + 𝑟(𝑠)
𝑟2(𝑠)
𝑁−𝛼 =
4𝑘1
𝑘20𝜀
2(1− 𝑝)2𝑁
𝛾𝑙?˜?−10 −𝛼. (3.31)
прямує до нуля при 𝑁 →∞ зi степеневою швидкiстю, якщо 𝛼 > 𝛾.
Отже, нерiвностi (3.16), (3.26) та (3.31) показують, що для 𝑠 = 1, 𝑛0 − 1
(нагадуємо, що 𝑛0 = 𝑂(ln𝑁) ) та для деякого 𝑙 = 𝑙(𝑠) < 𝑙0 при 𝑁 →∞
𝑃
{︁
sup
𝑢∈𝐶(𝑠)
𝑧+𝑁(𝜃, 𝑢) > 𝜀
}︁
= 𝑂
(︁
𝑁𝛾𝑙?˜?
−1
0 −𝛼
)︁
. (3.32)
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Залишилось розглянути впадок, коли 𝑠 = 𝑛0. З (3.6) випливає, що
𝑃
{︁
sup
𝑢∈𝐶(𝑛0)
𝑧+𝑁(𝜃, 𝑢) > 𝜀
}︁
≤
≤ 𝑃
{︁
sup
||𝑢||0<𝑁−𝛾𝑙0/?˜?0
⃒⃒⃒⃒⃒⃒
𝑄*+𝑁 (𝑢)−𝑄*+𝑁 (0)− 𝐸𝑄*+𝑁 (𝑢)
⃒⃒⃒⃒⃒⃒
> 𝜀
}︁
.
(3.33)
Запишемо вираз пiд знаком норми в формулi (3.33) як 𝜈(𝑢)− 𝐸𝜈(𝑢) , де
𝜈(𝑢) = 𝑑−1𝑁
𝑁∑︁
𝑗=1
▽𝑔(𝑗)
(︁
𝜒{𝑋𝑗 < ℎ(𝑗, 𝑢)} − 𝜒{𝜀𝑗 < 0}
)︁
,
𝐸𝜈(𝑢) = 𝑑−1𝑁
𝑁∑︁
𝑗=1
▽𝑔(𝑗)
(︁
𝐹
(︁
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
)︁
− 𝛽
)︁
.
Послiдовно отримуємо ( див. формулу (3.10) )
||𝐸𝜈(𝑢)|| =
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)
(︁
𝐹
(︁
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
)︁
− 𝛽
)︁2)︁1/2
≤
≤ 𝑝0
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
⃒⃒⃒
𝑔𝑖(𝑗)
⃒⃒⃒⃒⃒⃒
ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)
⃒⃒⃒)︁2)︁1/2
≤
≤ 𝑝0𝑞1/2𝑁 1/2
(︁
𝑁−1Φ2𝑁(𝑢, 0)
)︁1/2
≤
≤ 𝑝0𝑞𝑁 1/2||𝑢|| ≤ 𝑘2𝑁 1/2−𝛾𝑙0 ?˜?−10 .
(3.34)
Якщо 𝛾 > 1/2, то для достатньо великих 𝑁 показник степеня в (3.34)
вiд’ємний. Це означає, що залишилось оцiнити ймовiрнiсть (𝜀
′
< 𝜀)
𝑃3 = 𝑃
{︁
sup
||𝑢||0<𝑁−𝛾𝑙0/?˜?0
||𝜈(𝑢)|| > 𝜀′
}︁
.
Запишемо
||𝜈(𝑢)|| =
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
𝑔𝑖(𝑗)
(︁
𝜒{𝜀𝑗 < ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)} − 𝜒{𝜀𝑗 < 0}
)︁)︁2)︁1/2
.
(3.35)
Як i ранiше, знаходимо⃒⃒⃒
𝜒{𝜀𝑗 < ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)} − 𝜒{𝜀𝑗 < 0}
⃒⃒⃒
≤
≤ 𝜒
{︁
inf
||𝑢||0<𝑁−𝛾𝑙0/?˜?0
(ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)) ≤ 𝜀𝑗 ≤ sup
||𝑢||0<𝑁−𝛾𝑙0/?˜?0
(ℎ(𝑗, 𝑢)− ℎ(𝑗, 0))
}︁
:= 𝜒𝑛0(𝑗).
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Продовжуючи (3.35), отримуємо
||𝜈(𝑢)|| =
(︁ 𝑞∑︁
𝑖=1
𝑑−2𝑖𝑁
(︁ 𝑁∑︁
𝑗=1
|𝑔𝑖(𝑗)|𝜒𝑛0(𝑗)
)︁2)︁1/2
≤
≤ 𝑁−1/2
(︁ 𝑞∑︁
𝑖=1
(︁
𝑁 1/2𝑑−1𝑖𝑁 max
1≤𝑗≤𝑁
|𝑔𝑖(𝑗)|
)︁2)︁1/2 𝑁∑︁
𝑗=1
𝜒𝑛0(𝑗) ≤
≤ ||𝑘||𝑁−1/2
𝑁∑︁
𝑗=1
𝜒𝑛0(𝑗).
Це означає, що
𝑃3 = 𝑃
{︁
||𝑘||𝑁−1/2
𝑁∑︁
𝑗=1
𝜒𝑛0(𝑗) > 𝜀
′
}︁
. (3.36)
Аналогiчно до оцiнки (3.22) знаходимо
𝑁−1/2
𝑁∑︁
𝑗=1
𝐸𝜒𝑛0(𝑗) ≤ 𝑝0||𝑘||𝑁 1/2𝑎(𝑛0) = 𝑘3𝑁 1/2−𝛾𝑙0/?˜?0. (3.37)
Тодi ми можемо записати для 𝜀
′′
< 𝜀
′
𝑃3 = 𝑃
{︁
||𝑘||𝑁−1/2
𝑁∑︁
𝑗=1
(︁
𝜒𝑛0(𝑗)− 𝐸𝜒𝑛0(𝑗)
)︁
> 𝜀
′′
}︁
≤
≤ (𝜀′′)−2||𝑘||𝑁−1
𝑁∑︁
𝑗,𝑗′=1
𝑐𝑜𝑣
(︁
𝜒𝑛0(𝑗), 𝜒𝑛0(𝑗
′
)
)︁
.
Оскiльки iснує розвинення в просторi 𝐿2(Ω)
𝜒𝑛0(𝑗) =
∞∑︁
𝑚=0
𝑐𝑚(𝑗)
𝑚!
𝐻𝑚(𝜉𝑗),
𝑐𝑚(𝑗) =
∫︁
R
𝜒
{︁
inf
||𝑢||0<𝑁−𝛾𝑙0/?˜?0
(ℎ(𝑗, 𝑢)− ℎ(𝑗, 0)) ≤ 𝐺(𝑥) ≤
≤ sup
||𝑢||0<𝑁−𝛾𝑙0/?˜?0
(ℎ(𝑗, 𝑢)− ℎ(𝑗, 0))
}︁
𝐻𝑚(𝑥)𝜙(𝑥)𝑑𝑥, 𝑚 ≥ 0,
𝐸𝜒𝑛0(𝑗) = 𝑐0(𝑗),
то
𝑐𝑜𝑣
(︁
𝜒𝑛0(𝑗), 𝜒𝑛0(𝑗
′
)
)︁
=
∞∑︁
𝑚=1
𝑐𝑚(𝑗)𝑐𝑚(𝑗
′
)
𝑚!
𝐵𝑚(𝑗 − 𝑗 ′),
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𝑁−1
𝑁∑︁
𝑗,𝑗′=1
𝑐𝑜𝑣
(︁
𝜒𝑛0(𝑗), 𝜒𝑛0(𝑗
′
)
)︁
≤
≤ 𝑁−1
∞∑︁
𝑚=1
𝑁∑︁
𝑗,𝑗′=1
𝑐2𝑚(𝑗)
𝑚!
|𝐵(𝑗 − 𝑗 ′)|𝑚 ≤
≤ 𝑁−1
𝑁∑︁
𝑗,𝑗′=1
(︁ ∞∑︁
𝑚=1
𝑐2𝑚(𝑗)
𝑚!
|𝐵(𝑗 − 𝑗 ′)|
)︁
,
∞∑︁
𝑚=1
𝑐2𝑚(𝑗)
𝑚!
= 𝐷𝜒𝑛0(𝑗) ≤ 𝐸𝜒𝑛0(𝑗).
(3.38)
З огляду на (3.38) ми можемо записати
𝑁−1
𝑁∑︁
𝑗,𝑗′=1
𝑐𝑜𝑣
(︁
𝜒𝑛0(𝑗), 𝜒𝑛0(𝑗
′
)
)︁
≤ 𝑁−1
𝑁∑︁
𝑗,𝑗′=1
𝐸𝜒𝑛0(𝑗)|𝐵(𝑗 − 𝑗
′
)| ≤
≤ 𝑁−1
𝑁∑︁
𝑗=1
𝐸𝜒𝑛0(𝑗)
𝑁∑︁
𝑗′=−𝑁
|𝐵(𝑗 ′)| = 2
(︁ 𝑁∑︁
𝑗=1
𝐸𝜒𝑛0(𝑗)
)︁(︁
𝑁−1
𝑁∑︁
𝑗′=0
|𝐵(𝑗 ′)|
)︁
.
До першої суми застосуємо оцiнку (3.37), а до другої – оцiнку (3.25). Тодi
остаточно
𝑃3 ≤ 𝑘𝑁1−𝛾𝑙0/?˜?0−𝛼. (3.39)
Ця величина збiгається до нуля при 𝑁 → ∞ зi степеневою швидкiстю,
завдяки нерiвностi 𝛼 + 𝛾 > 1. 
Лема 3.2 За умов теореми 3.1 для будь-якого 𝜀 > 0
𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑄±𝑁(𝜃) + 𝐸𝑄
±
𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
> 𝜀
}︁
−→
𝑁→∞
0 (3.40)
де
𝐸𝑄±𝑁(𝜃𝑁) = 𝐸𝑄
±
𝑁(𝜏)
⃒⃒⃒
𝜏=𝜃𝑁
. (3.41)
J Для нормованої оцiнки Коенкера – Бассетта (див. роздiл 1) ?¯?𝑁 =
𝑁−1/2𝑑𝑁(𝜃𝑁 − 𝜃) та достатно малих 𝑟 > 0
𝑃
{︁
𝑧±𝑁(𝜃, ?¯?𝑁) > 𝜀
}︁
= 𝑃
{︁||𝑄*±𝑁 (?¯?𝑁)−𝑄*±𝑁 (0)− 𝐸𝑄*±𝑁 (?¯?𝑁)||
1 + ||𝐸𝑄*±𝑁 (?¯?𝑁)||
> 𝜀
}︁
=
= 𝑃1 + 𝑃2,
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де
𝑃1 = 𝑃
{︁
𝑧±𝑁(𝜃, ?¯?𝑁) > 𝜀, ||?¯?𝑁 || ≤ 𝑟
}︁
≤
≤ 𝑃
{︁
sup
𝑢∈𝑉 𝑐(𝑟)⋂︀ ?˜? 𝑐𝑁 (𝜃) 𝑧
±
𝑁(𝜃, 𝑢) > 𝜀
}︁
−→
𝑁→∞
0
за лемою 3.1 . З iншого боку,
𝑃2 = 𝑃
{︁
𝑧±𝑁(𝜃, ?¯?𝑁) > 𝜀, ||?¯?𝑁 || > 𝑟
}︁
≤ 𝑃
{︁
||?¯?𝑁 || > 𝑟
}︁
−→
𝑁→∞
0
за умови теореми 3.1 . Оскiльки 𝑄*±𝑁 (?¯?𝑁) = 𝑄
±
𝑁(𝜃𝑁), то ми довели, що
𝑃
{︁||𝑄±𝑁(𝜃𝑁)−𝑄±𝑁(𝜃)− 𝐸𝑄±𝑁(𝜃𝑁)||
1 + ||𝐸𝑄±𝑁(𝜃𝑁)||
> 𝜀
}︁
−→
𝑁→∞
0. (3.42)
З (3.42) та нерiвностей 𝑄±𝑖𝑁(𝜃𝑁) ≥ 0 (див. (3.3)), так само, як в [4],
отримуємо для довiльного 𝜀 > 0
𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑄±𝑁(𝜃) + 𝐸𝑄
±
𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
>
(︁
1 +
⃒⃒⃒⃒⃒⃒
𝐸𝑄±𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒)︁
𝜀
}︁
−→
𝑁→∞
0. (3.43)
Далi аналогiчно [4] доводиться обмежеiсть за ймовiрнiстю послiдовностi ви-
падкових величин ||𝐸𝑄+𝑁(𝜃𝑁)|| у тому розумiннi, що для довiльного малого
𝜀 > 0 та довiльного великого 𝑀 > 0
𝑃
{︁⃒⃒⃒⃒⃒⃒
𝐸𝑄+𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
> 𝑀
}︁
≤ 𝐶(𝜀)
𝑀 2
+ 𝑜𝑁(𝜀), (3.44)
де константу 𝐶(𝜀) <∞ можна записати в явному виглядi, а 𝑜𝑁(𝜀) −→
𝑁→∞
0.
Тодi з урахуванням (3.43) та (3.44) маємо для довiльного 𝜀 > 0
𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑄+𝑁(𝜃) + 𝐸𝑄
+
𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
> 𝜀
}︁
≤
≤ 𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑄+𝑁(𝜃) + 𝐸𝑄
+
𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
>
1 + ||𝐸𝑄+𝑁(𝜃𝑁)||
1 +𝑀
𝜀,
⃒⃒⃒⃒⃒⃒
𝐸𝑄+𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
≤𝑀}+
+𝑃
{︁⃒⃒⃒⃒⃒⃒
𝐸𝑄+𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
> 𝑀
}︁
≤
≤ 𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑄+𝑁(𝜃) + 𝐸𝑄
+
𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒
>
(︁
1 +
⃒⃒⃒⃒⃒⃒
𝐸𝑄+𝑁(𝜃𝑁)
⃒⃒⃒⃒⃒⃒)︁ 𝜀
1 +𝑀
}︁
+
+
𝐶(𝜀)
𝑀 2
+ 𝑜𝑁(𝜀).
(3.45)
У мажорантi (3.45) 1-й та 3-й доданки прямують до нуля при 𝑁 → ∞, а
2-й доданок можна зробити як завгодно малим вибором числа 𝑀. 
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Лема 3.3 За умов теореми 3.1 для будь-якого 𝜀 > 0
𝑃
{︁⃒⃒⃒⃒⃒⃒
𝐸𝑄+𝑁(𝜃𝑁)− 𝑝(0)𝐽𝑁𝑑𝑁(𝜃𝑁 − 𝜃)
⃒⃒⃒⃒⃒⃒
> 𝜀
}︁
−→
𝑁→∞
0. (3.46)
J Якщо величина ?¯?𝑁 = 𝑁−1/2𝑑𝑁(𝜃𝑁 − 𝜃) є малою, то з теореми 1.1, не-
рiвностi (3.15) та обмеженостi за ймовiрнiстю випадкового вектора𝐸𝑄+𝑁(𝜃𝑁)
(див. попередню лему) випливає, що вектор 𝑁 1/2?¯?𝑁 = 𝑑𝑁(𝜃𝑁 − 𝜃) також
обмежений за ймовiрнiстю в тому сенсi, що для будь-якого 𝜀 > 0 iснують
числа 𝑀0 =𝑀0(𝜀), 𝑁0 = 𝑁0(𝜀) такi, що для довiльних 𝑀 > 𝑀0, 𝑁 > 𝑁0
𝑃{𝑁 1/2||?¯?𝑁 || > 𝑀} < 𝜀. (3.47)
Використовуючи позначення (3.9), (3.13), спiввiдношення (3.12), (3.41)
отримуємо
𝑁−1/2𝐸𝑄+𝑁(𝜃𝑁) = 𝑁
−1/2𝐸𝑄*+𝑁 (?¯?𝑁) = 𝐻𝑁 ?¯?𝑁 ,
𝐸𝑄+𝑁(𝜃𝑁)− 𝑝(0)𝐽𝑁𝑑𝑁(𝜃 − 𝜃) = (𝐻𝑁 − 𝑝(0)𝐽𝑁)𝑁 1/2?¯?𝑁 ,
де матриця 𝐻𝑁 =
(︁
𝑁−1/2𝐷𝑖𝑙𝑁(𝑢
(𝑖))
)︁𝑞
𝑖,𝑙=1
, ||𝑢(𝑖)|| ≤ ||?¯?𝑁 ||, 𝑖 = 1, 𝑞, означена,
як i ранiше, тiльки детермiнованi аргументи замiненi на випадковi.
Спiввiдношення (3.11), (3.12) показують, що⃒⃒⃒⃒⃒⃒
𝐸𝑄+𝑁(𝜃𝑁)− 𝑝(0)𝐽𝑁𝑑𝑁(𝜃𝑁 − 𝜃)
⃒⃒⃒⃒⃒⃒
≤ 𝑘4
⃒⃒⃒⃒⃒⃒
?¯?𝑁
⃒⃒⃒⃒⃒⃒
·
⃒⃒⃒⃒⃒⃒
𝑑𝑁(𝜃𝑁 − 𝜃)
⃒⃒⃒⃒⃒⃒
. (3.48)
Збiжнiсть (3.46) випливає тепер iз консистентностi оцiнки Коенкера –
Бассетта, обмеженостi за ймовiрнiстю вектора 𝑑𝑁(𝜃𝑁−𝜃) та (3.48) (див. [4]).

Тепер ми можемо довести теорему редукцiї 3.1 .
J Запишемо для довiльного 𝜀 > 0
𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑝−1(0)Λ𝑁𝑄+𝑁(𝜃) + 𝑑𝑁(𝜃𝑁 − 𝜃)
⃒⃒⃒⃒⃒⃒
> 𝜀
}︁
≤
≤ 𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑝−1(0)Λ𝑁
(︁
𝑄+𝑁(𝜃) + 𝐸𝑄
+
𝑁(𝜃𝑁)
)︁⃒⃒⃒⃒⃒⃒
>
𝜀
2
}︁
+
+𝑃
{︁⃒⃒⃒⃒⃒⃒
𝑝−1(0)Λ𝑁𝐸𝑄+𝑁(𝜃𝑁)− 𝑑𝑁(𝜃𝑁 − 𝜃)
⃒⃒⃒⃒⃒⃒
>
𝜀
2
}︁
=
= 𝑃1 + 𝑃2.
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З умов теореми та (3.40) випливає, що 𝑃1 −→
𝑁→∞
0. Так само, з умов теореми
та (3.46) отримуємо, що 𝑃2 −→
𝑁→∞
0.
Результат теореми 3.1 є наслiдком вiдомого факту, доведення якого для
випадкових величин мiститься, наприклад, в [24], стор. 117-118. Цей факт
є вiрним для випадкових векторiв також, i ми його наводимо нижче.
Нехай {(𝜉𝑁 , 𝜂𝑁), 𝑁 ≥ 1} - послiдовнiсть пар випадкових векторiв, для
яких виконано наступнi припущення:
1. ||𝜉𝑁 − 𝜂𝑁 || 𝑃−−−→
𝑁→∞
0;
2. 𝜂𝑁
𝑑−−−→
𝑁→∞
𝜂.
Тодi 𝜂𝑁
𝑑−−−→
𝑁→∞
𝜂. Застосування цього твердження доводить теорему 3.1 . 
Теорема 3.2 Нехай виконано умови теореми 3.1. Тодi нормована оцiнка
Коенкера – Бассетта 𝑑𝑁(𝜃𝑁 − 𝜃) при 𝑁 →∞ асимптотично нормальна
𝑁(0, 𝐾) з коварiацiйною матрицею
𝐾 =
2𝜋
𝑝2(0)
(︁ 𝜋∫︁
−𝜋
𝜇(𝑑𝜆)
)︁−1(︁ ∞∑︁
𝑗=1
𝐶2𝑗 (Ψ)
𝑗!
𝜋∫︁
−𝜋
𝑓 (𝑟)(𝜆)𝜇(𝑑𝜆)
)︁(︁ 𝜋∫︁
−𝜋
𝜇(𝑑𝜆)
)︁−1
. (3.49)
J Оскiльки ми знаходимось в умовах теореми 3.1, то розподiл 𝑑𝑁(𝜃𝑁−𝜃)
при 𝑁 →∞ спiвпадає з асимптотичним розподiлом вектора
𝛾𝑁 = 𝑝
−1(0)Λ𝑁𝑑−1𝑁
𝑁∑︁
𝑗=1
𝛹(𝜉𝑗)▽ 𝑔(𝑗),
Ψ(𝑥) = 𝛽 − 𝜒{𝐺(𝑥) < 0}, 𝑥 ∈ R.
(3.50)
Оскiльки 𝐸𝛾𝑁 = 0, а коварiацiйна матриця вектора 𝛾𝑁
𝐸𝛾𝑁𝛾
𝑇
𝑁 = 𝑝
−2(0)Λ𝑁(𝐸𝜁𝑁𝜁𝑇𝑁)Λ𝑁 ,
де 𝜁𝑁 - вектор, означений рiвнiстю (2.27), то за теоремою 2.1
𝐸𝜁𝑁𝜁
𝑇
𝑁 −−−→
𝑁→∞
2𝜋
𝑁∑︁
𝑗=1
𝐶2𝑗 (Ψ)
𝑗!
𝜋∫︁
−𝜋
𝑓 (𝑟)(𝜆)𝜇(𝑑𝜆). (3.51)
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Iз тексту 2-го роздiлу також випливає, що
Λ𝑁 −−−→
𝑁→∞
(︁ 𝜋∫︁
−𝜋
𝜇(𝑑𝜆)
)︁−1
. (3.52)
Ще одне посилання на теорему 2.1 повнiстю доводить теорему. 
Приклад 3.1 (продовження прикладiв 1.1 та 2.1). Оскiльки в прикладi
2.1 було показано, що функцiя регресiї (1.37) задовольняє умови B2 – B4
(умову B3 за припущенням (2.32)), то ми можемо записати граничну ко-
варiацiйну матрицю K, задану формулою (3.49), граничного нормального
розподiлу нормованої ОКБ 𝑑𝑁(𝜃𝑁−𝜃). З (2.30) випливає, що
𝜋∫︀
−𝜋
𝜇(𝑑𝜆) = I2𝑛.
Тодi, враховуючи (2.33), ми можемо стверджувати, що матриця K є блочно
- дiагональною матрицею з блоками
K𝑖 =
2𝜋
𝑝2(0)
∞∑︁
𝑗=1
𝐶2𝑗 (Ψ)
𝑗!
𝑓 (𝑗)(𝜙𝑖)I2, 𝑖 = 1, 𝑛. (3.53)
В нашому прикладi 𝑁 1/2𝑑−1𝑁 −−−→
𝑁→∞
√
2 I2𝑛. Крiм цього, 𝑁 1/2(𝜃𝑁 − 𝜃) =
(𝑁 1/2𝑑−1𝑁 )𝑑𝑁(𝜃𝑁 − 𝜃). Це означає, що граничний нормальний розподiл ве-
ктора 𝑁 1/2(𝜃𝑁 − 𝜃) має коварiацiйну матрицю K˜ з блоками K˜𝑖 = 2K𝑖,
𝑖 = 1, 𝑛.
Приклад 3.2. Нехай Φ(𝑥), 𝑥 ∈ R, – функцiя розподiлу стандартної
випадкової величини 𝑁(0, 1), якою i є будь-яке значення часового ряду
𝜉𝑗, 𝑗 ∈ Z, зокрема, 𝜀0. Тодi за лемою Смiрнова Φ(𝜀0) є випадковим числом,
тобто рiвномiрно розподiленою на вiдрiзку [0, 1] випадковою величиною.
Позначемо 𝐹𝜒2𝑟 функцiю розподiлу хi-квадрат випадкової величини з 𝑟 сту-
пенями волi. Тодi часовий ряд 𝜀𝑗 = 𝐹
−1
𝜒2𝑟
(Φ(𝜉𝑗)), 𝑗 ∈ Z, має маргинальнi 𝜒2𝑟
– розподiли. Центруємо 𝜀𝑗 :
𝜀𝑗 = 𝜀𝑗 − 𝐸𝜀𝑗 = 𝐹−1𝜒2𝑟 (Φ(𝜉𝑗))− 𝑟, 𝑗 ∈ Z, (3.54)
тобто
𝐺(𝑥) = 𝐹−1𝜒2𝑟 (Φ(𝑥))− 𝑟, 𝑥 ∈ R. (3.55)
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Отримуємо 𝐹 (𝑥) = 𝑃{𝜀0 < 𝑥} = 𝑃{𝜒2𝑟 < 𝑥+ 𝑟}, та
𝐹 (0) = 𝐹𝜒2𝑟(𝑟) =
1
Γ(𝑟2)2
𝑟/2
𝑟∫︁
0
𝑥
𝑟
2−1𝑒−
𝑥
2𝑑𝑥 =
=
1
𝐹 (𝑟2)
𝑟/2∫︁
0
𝑥
𝑟
2−1𝑒−𝑥𝑑𝑥 =
𝛾(𝑟2 ,
𝑟
2)
Γ(𝑟2)
= 𝛽,
(3.56)
де 𝛾(𝛼, 𝑥) =
𝑥∫︀
0
𝑡𝛼−1𝑒−𝑡𝑑𝑡 – неповна гамма-функцiя.
Якщо 𝑟 – парне число, то за формулою 8.352 [18]
𝛽 = 1− 𝑒− 𝑟2
𝑟
2−1∑︁
𝑘=0
𝑟𝑘
2𝑘𝑘!
, 𝑟 = 2𝑙, 𝑙 ≥ 1. (3.57)
Число 𝛽 в (3.57) є iррацiональним, зокрема, воно не дорiвнює 12.
Щiльнiсть випадкової величини 𝜀0
𝑝(𝑥) =
1
Γ(𝑟2)2
𝑟/2
(𝑥+ 𝑟)
𝑟
2−1𝑒−
𝑥+𝑟
2 , 𝑥 ≥ −𝑟, (3.58)
неперервно диференцiйовна при при 𝑟 ≥ 4, а її похiдна обмежена, i тому
умову A4 виконано при 𝑟 ≥ 4 з
𝑝(0) =
𝑟
𝑟
2−1𝑒−
𝑟
2
Γ(𝑟2)2
𝑟/2
. (3.59)
В цьому прикладi
𝜒{𝐺(𝑥) < 0} = 𝜒{𝐹−1𝜒2𝑟 (Φ(𝑥)) < 𝑟} = 𝜒{Φ(𝑥) < 𝐹𝜒2𝑟(𝑟)} = 𝜒{Φ(𝑥) < 𝛽},
Ψ(𝑥) = 𝛽 − 𝜒{𝐺(𝑥) < 0} = 𝛽 − 𝜒{Φ(𝑥) < 𝛽},
та 1-й коефiцiент Фур’є розкладу функцiї Ψ(𝑥), 𝑥 ∈ R, за полiномами
Чебишова–Ермiта
𝐶1(Ψ) =
∞∫︁
−∞
(︁
𝛽 − 𝜒{Φ(𝑥) < 𝛽}
)︁
𝐻1(𝑥)𝜙(𝑥)𝑑𝑥 =
=
Φ−1(𝛽)∫︁
−∞
𝑥𝜙(𝑥)𝑑𝑥 ̸= 0.
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Таким чином, 𝐻𝑟𝑎𝑛𝑘(Ψ) = 1. З iншого боку,
𝐶0(Ψ) =
∞∫︁
−∞
(︁
𝛽 − 𝜒{Φ(𝑥) < 𝛽}
)︁
𝜙(𝑥)𝑑𝑥 =
= 𝛽 −
Φ−1(𝛽)∫︁
−∞
𝜙(𝑥)𝑑𝑥 = 𝛽 − Φ
(︁
Φ−1(𝛽)
)︁
= 0.
Сенс прикладу 3.2 полягає в тому, що ми отримуємо можливiсть оцiню-
вати параметри регресiї у випадку несиметричних похибок спостережень,
використовуючи оцiнки Коенкера–Бассетта.
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Висновки
У магiстерськiй роботi отримано посилену властивiсть слабкої конси-
стентностi та асимптотичну нормальнiсть ОКБ в лiнiйнiй моделi регресiї
з нелiнiйно перетвореним гауссiвським стацiонарним часовим рядом з син-
гулярним спектром в якостi випадкового шуму. Припускається, що пара-
метрична множина, що мiстить невiдоме iстинне значення параметра, є
обмеженою вiдкритою опуклою множиною евклiдового простору.
Отриманi результати дозволяють використовувати ОКБ в моделях ре-
гресiї з несиметричними похибками спостережень.
Природним напрямом продовження дослiджень є апроксимацiя з доста-
тньою точнiстю громiздкої коварiацiйної матрицi граничного гауссiвського
розподiлу ОКБ, щоб наблизити отриманi результати до практичних засто-
сувань. Крiм цього, бажано знайти iншi приклади несумовних коварiацiй-
них функцiй та сингулярних спектральних щiльностей стацiонарних часо-
вих рядiв для збiльшення кiлькостi математичних моделей спостережень,
аналогiчних вивченiй у роботi.
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