In this work we propose a novel negative particle method for the general bilinear collision operators in the spatial homogeneous case and apply it to Coulomb collisions. This new method successfully reduces the growth of particle numbers from the numerical time scale to the physical time scale for Coulomb collisions. We also propose a particle resampling method which reduces the particle number to further improve the efficiency. Various numerical simulations are performed to demonstrate the accuracy and efficiency of the method.
Introduction
In the numerical study of non-equilibrium plasma physics, the simulation of long range Coulomb collisions between charged particles (electrons and ions) is of crucial importance. The particles are represented by a distribution f (t, v) in phase space, at time t with velocity v. Coulomb collisions can be modeled by a Landau-Fokker-Planck (LFP) equation as the grazing limit of the Boltzmann equation. Direct Simulation Monte Carlo (DSMC) [4] is the prevalent numerical method for solving LFP equations, since deterministic methods suffer from formidable computational costs due to the high dimensionality of the distribution function.
Two widely used DSMC methods are those of by Takizuka-Abe [21] (henceforth TA) and Nanbu [14] , and recently studied extensively in, for example, [9, 10, 22] . Bobylev and Nanbu [5] derived a general formulation for the approximation of LFP equations. However these (and all DSMC) methods become inefficient as the distribution approaches equilibrium, since most computation is spent on the collisions between particles sampled from the equilibrium part. A hybrid method is more favorable in this case, by evolving the equilibrium part according to a fluid equation and sampling particles from only the remaining part. Caflisch et al. [6] introduced thermalization/dethermalization (TD) methods by splitting the distribution into
i.e. an equilibrium part m and a positive deviation part f p (v) ≥ 0. After performing collisions in each step, a thermalization/dethermalization step is applied as a reorganization of the splitting (1.1). Later Ricketson et al. [17] improved this method by associating each numerical particle with an entropy which provides more accurate information on whether thermalization/dethermalization is needed. Another hybrid method is proposed in [20] . The splitting (1.1) is less efficient if defects exist in the equilibrium m, since one needs to take the equilibrium below the whole distribution (i.e. m ≤ f ), leaving the large remaining part (f − m) to be represented by particles. In this work we use "negative" particles, which represent the defects in equilibrium. More specifically, we write
with f p (v) ≥ 0 and f n (v) ≥ 0 the positive and negative parts of the deviation from equilibrium m(v). Positive and negative particles are sampled from f p and f n respectively. Hadjiconstantinou and co-workers [2, 3, 11] studied the collisions involving negative particles in rarefied gas and developed the low-variance deviational simulation Monte Carlo (LVDSMC) method. Our work, described below, is the first use of negatives particles in a DSMC method for Coulomb collisions.
The major problem in a negative particle method is that the total number of positive and negative particles increases due to collisions involving a negative particle. In the DSMC method for rarefied gas, only a number of O (∆t) collisions are performed in one step, which makes N (t), the total number of particles, grow exponentially on a physical time scale. To address this growth, [2] constructed a mesh with small grid size in phase space, and in each grid cell the particles with opposite signs are removed in pairs. Later a gridless method was developed for linearized variable hard sphere (VHS) type collisions in [12] . Besides, weighted particles have also been studied ( [8, 1] ) in rarefied gas collisions for variance reduction. We refer the reader to a recent review [16] for more results.
However, a direct application of the negative particle method on Coulomb collisions leads to a much more severe problem in the growth of the number of particles. In the TA method and Nanbu's method for Coulomb collisions, every particle collides in every time step, which (more than) doubles N (t) in every step. As a result the particle number grows in the numerical scale; i.e., N (t) grows unbounded as time step ∆t → 0. We give more details in Section 2.2.
This work contains three main contributions.
• We propose a novel negative particle method for general bilinear collisions (including both RGD and Coulomb collisions), in which the particle number only grows in the physical time scale, i.e., independent of time step ∆t. Two key ideas are:
-We propose a new decomposition formulation for the collision operator. In each time step, the positive/negative particles undergo two processes: regular collisions with particles sampled from f ; and particles sampled from a source term of size O (∆t). Hence only extra O (∆t) particles are created.
-We propose to use a small number of independently evolved particles (called "F-particles" below) to represent the particles sampled from f in the first process.
This is similar to a prediction-correction type method. The small number of independently evolved particles give a coarse solution to f . Then a finer solution is obtained by evolving the positive and negative particles. The applicability of this method is not restricted to the Coulomb collisions, but for the general bilinear operators. To the best knowledge of the authors these ideas have not been used before.
• We propose a particle resampling method to reduce the number of particles when it grows over some threshold.
• We apply this new method to Coulomb collisions. This method require sampling of particles from the source term Q(f p − f n , m), the change in the Maxwellian component m due to collisions with positive and negative particles. We perform a detailed analysis of this source term and design an efficient sampling method when Q is the LFP operator.
These techniques lead to a new negative particle method which is much more accurate and efficient than the existing methods for Coulomb collisions. In this work we focus on the spatially homogeneous case. The extension to spatially inhomogeneous simulation deserves further investigation.
The remainder of this paper is organized as follows. In Section 2 the negative particle method for rarefied gas collisions is reviewed and then generalized to Coulomb collisions. We show that this method is not stable for Coulomb collisions due to the severe growth of the number of particles. Next in Section 3 we describe a new negative particle method for general binary collisions. A new particle reduction technique is also introduced in Section 3.5. Then in Section 4 we apply this method to the LFP equation, with details on how to sample from the source term. The whole algorithm is summarized in Section 5, with some discussions on acceleration techniques. Finally we give some numerical results in Section 6 to illustrate the high accuracy and efficiency. Conclusions are included in Section 7. Various details of the analysis are provided in four appendices.
Negative particle methods
In a negative particle method, the distribution f is split into
where m is a Maxwellian distribution which does not necessary have the same moments as f .
is the deviational distribution which might be negative for some v. f p and f n are the positive and negative parts of f d . Denote the densities of each part as
and the normalized distributionŝ
The positive part f p (v, t) ≥ 0 and the negative part f n (v, t) ≥ 0 are represented by particles, called P-particles and N-particles respectively, whose numbers are denoted by N p and N n . With the effective number N eff = # real particles # numerical particles , one has
The Maxwellian part m(v, t) is represented by its moments. Denote
as the number of M-particles. M-particles are not tracked and only generated from m whenever needed. m is chosen to be an (approximately) fixed Maxwellian, for simplicity.
We call the collision between an A-particle and a B-particle to be an A-B collision, with A, B ∈ {P, N, M }.
Negative particle methods for rarefied gas
A collision algorithm in rarefied gas with negative particles was developed in [2, 3] . In this section we review this algorithm using a slightly different formulation.
Binary collisions in rarefied gas can be described by the spatially homogeneous Boltzmann equation, df dt = Q(f, f ), (2.2) with the bilinear collision operator
in which Q + and Q − are positive. We refer the reader to [7] for a detailed description of the Boltzmann operator. Applying the representation (2.1), equation (2.2) can be expanded as
representing P-P, P-N, N-N, P-M and N-M collisions respectively in each line. Here the Q(m, m) term is dropped since it is always 0. Decompose (2.4) into three equations,
Here the Maxwellian part is kept invariant. In the equation for f p , we list all the positive gain terms, the positive term Q − (f n )m and the loss terms in the form of Q − (·)f p . The remaining terms are left in the equation for f n . This system gives the rules of all types of collisions. In the following we explain in detail how the rules of a P-N collision and a N-M collision are obtained from (2.5). The other collision rules can be derived similarly.
• P-N collisions. Collect all terms involving a P-N collision in (2.5),
We can represent this collision by
meaning that after the collision between a positive particle with velocity v + and a negative particle with velocity w − , the two particles v + and w − are removed, while four particles are created: two positive particles with (the same) velocity v + and two negative particles v ′ − and w ′ − . Here prime denotes the post-collisional velocity in the usual definition (see, for example, [7] ).
• N-M collisions. Collect all terms involving a N-M collision,
This collision is represented by
meaning that after collision the negative particle v − is removed, while a positive particle w sampled from m and two negative particles v ′ − and w ′ − are created.
We summarize all the collision rules,
Similar to the traditional DSMC methods, like Bird's method or Nanbu-Babovsky method (see [15] ), the total number of all collisions is O (∆t) in one time step. The numbers of each type of collision are proportional to the densities of participating particles.
The major problem in this algorithm is that all collisions (other than P-P collisions) create more particles than they delete. Since a number of O (∆t) extra particles are generated in each step, the total number grows approximately as
with some constant c > 0. This means the particle number grows in the physical time scale,
Coulomb collisions with negative particles
Now we generalize the negative particle method to Coulomb collisions in a straightforward way. For Coulomb interaction, the formulation in (2.3) is not valid since the integrals in Q + and Q − are unbounded. Therefore one cannot directly apply the system (2.5) to Coulomb collisions.
Coulomb collisions are described by the Boltzmann type equation (2.2) in which Q(f, f ) is the Landau-Fokker-Planck collision operator,
where u = |v − w|, A = 2π e 2 2πε 0 m 2 log Λ, with e the charge of an individual particle, m its mass, ε 0 the permittivity of free space, and log Λ the Coulomb logarithm. Bobylev and Nanbu [5] showed that its solution can be approximated to first order in ∆t by
with u = v − w, ρ the density of f . After normalization of (2.8) by dividing by ρ, the bilinear term P (ĝ,f ) ≥ 0 gives the distribution off due to collisions withĝ. Heref is the normalized distribution of f . Now we give two propositions on P . The proof is given in appendix for completeness.
Proposition 2.1. Two equalities hold for P , 1. For any normalized distributionsf andĝ,
Here and after, the explicit dependence on t is omitted in the notations for simplicity. The formula (2.8) can be decomposed in a similar way as in (2.5),
Noting that
the coefficients in front of each P term in (2.11) suggest that after Coulomb collisions in one time step, the collection of positive particles consists of four parts:
Nm+Np−Nn particles from P-P collisions; Hence after one time step, the total number of particles is
Note that the coefficient, which is larger than one, does not depend on ∆t. In other words, for any t > 0, the total number (N p + N n ) numerical time scale. This is much worse than the rarefied gas collisions, where the total number grows on the physical time scale. The underlying reason for this rapid increase is that for Coulomb collisions, all particles are collided in every time step ∆t, no matter how small ∆t is. This is the effect of long range collisions between charged particles, in contrast to the short range collisions for charge-neutral particles. In the latter case, only O (∆t) collisions are performed.
A New Negative Particle Method
In this section we propose a new negative particle method for general bilinear operators, including the Boltzmann operator (2.3) for rarefied gas and the LFP operator (2.7) for Coulomb gas. The particle number grows on the physical time scale, even for the LFP equation. The idea is illustrated in Section 3.1 for general operator and applied to the LFP equation in Section 4.1. We give an error analysis in Section 3.3 and discuss the conservation of moments in Section 3.4. In Section 3.5 we propose an efficient method to reduce the number of particles to further accelerate this method.
Collision Combinations and F-Particles
Consider the spatial homogeneous Boltzmann type equation (2.2) with either rarefied gas collision (2.3) or Coulomb collision (2.7). Note that in either case Q(f, g) is not symmetric between f and g. It describes the changes in g due to collisions with f . In other words, f gives the source particles (or background particles) and g gives the target particles. Similarly in the remainder of this paper, when we say an A-B collision, the A particle acts like a source (or background) and the B particle is the target. We only update the velocity of the B particle, while leaving the velocity of the A particle unchanged.
With the decomposition (2.1), the equation (2.2) can be reformulated
and decomposed as ∂ t m = 0,
where h ± = 1 2 (|h| ± h) is the positive/negative part. Again Q(m, m) = 0 is dropped, meaning that the collisions between M-particles are omitted. For simplicity we leave the Maxwellian part m(v, t) invariant in time. One can also evolve m to minimize the particle components. Compared to (2.4) or (2.5), the new equations (3.1) or (3.2) are a recombination of the collision terms.
The time evolution of positive particles includes two parts: First, the P-particles collide with particles sampled from the whole distribution f . Second, the source term (Q(f p −f n , m)) + generates extra positive particles. The time evolution of negative particles is similar. Note that the collisions in the first parts Q(f, f p ) and Q(f, f n ) do not change the particle numbers, while the source terms create O (∆t(N p + N n )) particles in each time step. Therefore after one step the number of P and N particles grows by (1 + C∆t), with C some constant. This result also holds for the Coulomb collision, as shown in Section 4. Now the key problem is how to sample from f directly for use in Q(f, f p ) and Q(f, f n ). A straightforward method is to recover f p and f n from the P and N particles by, for example, approximating the particles by Gaussians with small support, or counting particle numbers in a mesh in the phase space. All these methods are computationally expensive and inaccurate, especially for three dimensional velocity space.
To obtain samples from f efficiently, we introduce another group of particles, called F-particles. F-particles are sampled from f (t = 0) initially and evolve according to the original equation (Boltzmann or LFP ). It is an independent collection of particles approximating the whole distribution f . The F-particles themselves give a numerical solution to the Boltzmann or LFP equations. When one needs to sample a particle from f to collide with P and N particles in solving (3.2), one only needs to randomly pick up one sample from the pool of F-particles. The key ingredient is that F-particles are not necessary to be a very accurate approximation of f , so that Nf , the number of F-particles, could be small. In fact one only needs
which ensures there are enough F-particles to be used in the Q(f, f p ) and Q(f, f n ) collisions. We give a brief error analysis in Section 3.3 to show that the use of F-particles under the condition (3.3) introduces a negligible error. F-particle gives a coarse approximation of f , while P and N particles are a finer approximation of f − m. From the view point of numerical methods for differential equations, F-particles act as a prediction of f , and P and N particles are a correction to f − m.
To summarize, we are solving the system
Here we use the notationf to distinguish it from the finer solution f = m + f p − f n , which is the desired result. Finally we would like to point out that in the evaluation of the source term Q(f d , m) = Q(f p − f n , m), instead of looping over all P-particles and N-particles to represent f p and f n , one only needs to use a subset of P-particles and N-particles with size O (∆t(N p + N n )). A brief error analysis is also given in Section 3.3.
Remark 3.1. A related work for the variable hard sphere (VHS) collisions has been done in [12] . In that work the quadratic term Q(f p − f n , f p − f n ) was neglected, and the remaining linearized VHS operator was decomposed into
Compared to this decomposition, there are two improvements in our formulation (3.5). First, (3.6) depends on the decomposition (2.3), which is not valid for the long range Coulomb collisions. While our formulation is applicable for general collisions. Second, (3.6) is based on the linearized operator, which is not accurate when the distribution is far away from the equilibrium, while in our formulation, the use of F particles makes it accurate in all regimes.
We end this section with some discussions on the relation to the method described in Section 2.2 and to the TD method in [6, 17] . dropped Remark 3.2 (Relation to the method in Section 2.2). In the new system (3.5), many collisions terms in (2.5) or (2.11) are combined to reduce the number of additional particles For example, the extra particles generated from N-P collisions (i.e., Q(f n , f p ) in (2.5)) are eliminated by combining the N-P, P-P and M-P collisions (i.e., Q(f , f p ) in (3.5)). In other words, instead of sampling N/P/M particles from f n /f p /m and perform N-P/P-P/M-P collisions separately, one can sample particles from f directly and perform F-P collisions. In addition, by sampling from Q(f p − f n , m) directly, we also combine the P − M and N − M collisions. Remark 3.3 (Relation to the TD method). Note that the term Q(f p − f n , m) represents the change in the Maxwellian part after colliding with the P and N particles. Sampling positive and negative particles from Q(f p − f n , m) is just the dethermalization process in the thermalization/dethermalization (TD) method. For the thermalization method:
• The dominant error source is the failed dethermalizations (see [17] ), which does not vanish as ∆t → 0 or N → ∞;
• Dethermalizing all Maxwellian particles involved in collisions with kinetic particles increases dramatically the number of kinetic particles. In fact the number grows unbounded as ∆t → 0, in a way that is similar to (2.12).
In contrast, for our new formulation:
• We dethermalize all Maxwellian particles involved in collisions with kinetic particles. There is no error due to failed dethermalizations;
• By introducing negative particles and sampling from Q(f p − f n , m) directly, we actually generate particles according to the net value of the dethermalized particle distribution. The numbers of P and N particles only increase by a factor of O (1 + ∆t) in one time step.
Sample from the source term
The next issue is the sampling of P and N particles from the source term ∆tQ(f p − f n , m) in (3.5).
We start with a general problem.
Sample from a finite series
Suppose we want to sample positive and negative particles from
Note that h k (v) may be positive for some v and negative for some other v. We further assume that for each h k we can find an upperbound
and that one can easily sample fromh k (v). Let N eff be the effective number,h(v) = 1≤k≤nh k (v), and
There are two methods to sample from h(v).
Method 1: First sample N v virtual particles fromh(v). Then for each virtual particle with coordinate v, accept it with probabilityh(v) −1 |h(v)|, and label it a positive or negative particle according to the sign of h(v). Method 2: For i = 1, . . . , N v , choose one of theh k with probability ( h (v) dv) −1 ( h k (v) dv). Then sample a virtual particle fromh k . Denote its coordinate to be v. Accept this particle with probabilityh k (v) −1 |h k (v)|, and label it a positive or negative particle according to the sign of h(v).
We give a comparison of these two methods,
• Since the computation of h(v) depends on evaluation of {h k }, k = 1, . . . , n, Method 1 requires O (N v n) evaluations, while Method 2 only requires O (N v ) evaluations. Thus for n ≫ 1, Method 1 could be much slower than Method 2. However, as shown in Section 3.3, when N v ≪ n, one can approximate h(v) with negligible error by evaluating a small random subset of {h k } terms.
• On the other hand, Method 1 creates less particles than Method 2, due to the fact that there may be cancellations in the sum of the h k 's. For example, if
for all v, Method 1 generates no particles. However this difference is not significant if the supports of the different h k have very small overlap.
Furthermore, Method 2 can be improved by adding an extra rejection step: for each accepted particle v, reject it with probability
if v is a negative particle.
Sample from the source term
which describes the change in the Maxwellian part. Noting that Q(·, ·) is a linear operator in the first argument, and f p and f n are represented by particles, we have
where the summations are over all P and N particles, and
describes the change in the Maxwellian part due to collisions with a particle of velocity v 1 . Now one can apply one of the two methods described in Section 3.2.1 to sample from ∆m(v). The two key questions are
• How to evaluate δm(v; v 1 ), for any given velocity v and source particle with velocity v 1 .
• How to find an upper bound δm(v; v 1 ) that is close to |δm(v; v 1 )| and easy to sample.
We would like to point out that for general collision kernels the distribution δm(v; v 1 ) exhibits singularity near the source particle; i.e., at v = v 1 . Therefore choosing δm(v) to be a constant distribution is inefficient. For different kernels the distribution δm(v) could behave quite differently, making the choice of δm(v) highly problem dependent. In Section 4.2 we describe in detail the algorithm for the Coulomb collision.
Error Analysis
In system (3.5)f is the distribution represented by Nf F-particles, where Nf is a relatively small number satisfying the condition (3.3) . In this section we show that approximating Q(f, f p ) and Q(f, f n ) by Q(f , f p ) and Q(f , f n ) does not deteriorate the accuracy of the whole algorithm.
Take the F-P collisions for example. First, since the Nf F-particles evolve independently according to the original Boltzmann or LFP equation,f (t) approximates the exact solution f (t) with a statistical error of order (Nf ) −1/2 , i.e.
where ρ is the density of f (t) andf (t). For simplicity and in this section only, we assume f is normalized, i.e. ρ = 1. (Otherwise we can rescale the time variable τ = ρt, and rewrite the original equation (2.2) as ∂ ∂τf = Q(f ,f ), withf the normalized distribution.) The third equation in (3.5) gives
which is the original equation in (3.2) with a drift term Q(f − f, f p ). Note that solving the system (3.2) with N p P-particles introduces a statistical error O ρ p (N p ) −1/2 , while the magnitude of the drift term in (3.7) is O ρ p (Nf ) −1/2 . As long as Nf ≥ N p , the drift error in approximating f (t) byf (t) is dominated by the sampling error of solving the whole system. We also claim that evaluation of ∆m(v) in Method 1, in Section 3.2.1, does not require looping over all P-particles and N-particles. One only needs to randomly choose a subset of P and N particles of size O (∆tρ m (N p + N n )). Denote the distributions represented by this subset of particles byf p andf n . Then
As only O (∆tρ m (N p + N n )) particles are sampled from the first term on the right in (3.8), it introduces a statistical error of the same order as error term in (3.8).
A similar result was reported in [12] , where only a small subset of particles were used in evaluating and sampling from a term of form
Conservation of Moments
Since we are not updating particles by pairs, the total momentum and energy are not conserved exactly in each realization. In addition, sampling from ∆m makes the total density not conserved either. Here we propose a simple way to enforce conservation.
After each time step, the conservation of total momentum and energy is enforced by shifting and rescaling the velocities of the P-particles and N-particles; the conservation of total density is enforced by adjusting ρ m , the density of the Maxwellian part. The reason is that if one keeps ρ m invariant, one needs to remove some P-particles or N-particles for the sake of total density conservation. Since there are only O (∆t) extra particles created in one time step, removing some of them could lead to significant changes.
Control of Particle Number

Growth of particle number
Since the total number of P and N particles increases by a factor of (1 + O (∆t)) in one time step, it grows exponentially in the worst case
here the number of time step is k = t/∆t. We would like to point out several facts,
• This is a significant improvement over the negative particle method described in Section 2.2 for Coulomb collisions, where the total number grows unbounded as ∆t → 0. In other words, it reduces the growth of particle number from the numerical scale to physical scale.
• Theoretically the total number does not grows as fast as e Ct . Note thatf approaches equilibrium as time increases, and f p and f n also approach equilibrium since they are colliding with f . Therefore both ∆tQ(f p − f n , m) in (3.5) and its approximation ∆m in (4.2) for Coulomb collisions are getting small as time evolves. Less and less particles are created and the total particle number stops increasing eventually.
• We could further reduce the number of the newly created particles by evolving the Maxwellian part. In other words, we could update the Maxwellian component to m(v, t + ∆t), which may differ from m(v, t). Then we need to sample the extra P and N particles from the positive/negative part of
By choosing a suitable m(v, t + ∆t), more particles can be absorbed into the Maxwellian part and less particles are created. In this work we keep m invariant for simplicity. The optimal choice of m(v, t + ∆t) is left in future work. Here we refer the reader to [12] for some choices of m(v, t + ∆t) in rarefied gas collisions.
Reduction of particle number
Although the particle number only grows in the physical scale, a particle reduction technique is still needed in our method for two reasons:
• The formula (3.3) needs to be valid for all the time. However Nf is invariant while N p and N n grow with time and need to be reduced.
• Even if N p and N n are bounded, the efficiency of our method can be further improved by reducing the particle number, since the distributions f p and f n approach equilibrium as time evolves and they have overlap in velocity space.
The particle reduction does not need to be performed at each time step. It is only needed whenever (3.3) is violated. Several reduction methods could be used. The most straightforward idea is particle cancellation, i.e., cancellation of a pair of particles with opposite signs if they are close enough in phase space, as in [3] . To do that, one places a mesh with grid size δ in velocity space and removes a pair of particles with opposite signs if they are located in the same cell. This method introduces an extra error of O (δ). Small error is achieved only if δ is small, which makes the cancellation very inefficient since a large amount of particles are left uncancelled, especially in three dimension. This cancellation method only preserves the total density. Higher moments could be conserved by performing cancellation on more than two particles simultaneously, similar to the idea of particle merging in [13] . A second method is particle thermalization/dethermalization, which has been studied in [6, 17] based on the splitting (1.1). The thermalization process can reduce the number of particles by moving them into Maxwellian part. The entropy based method [17] gives first order accuracy on the thermalization process, which seems promising if combined with our method. We leave this in a future work.
In this work we propose a particle resampling method. We formulate an explicit approximation of f p and f n and replace the old P/N-particles by the new particles directly sampled from this approximation. The approximation is formed by selection of a complete basis set {φ k } and the following expansion and approximation:
Here ·, · is the inner product, and K is a cutoff parameter. To sample from (f p − f n ), one can apply Method 1 described in Section 3.2.1 to the finite series (3.11) .
A simple choice of {φ k } is the Fourier basis φ k (v) = exp(−ik · v). After calculating coefficients f p − f n , φ k , one can perform the fast inverse Fourier transform and obtain a function, denoted by (f p −f n ), on a mesh with K 3 nodes. Then one can define the upper bound F (v) |f p −f n | which serves the role ofh in Method 1 from Section 3.2.1.
The total cost is O K 3 (N p + N n ) for evaluation of the expansion coefficients in (3.11). Note that this particle resampling is computationally expensive compared to the other parts of simulation, i.e., the F-F, P-F, N-F collisions and the sampling from ∆tQ(f p − f n , m). The particle resampling is only performed a few times in the whole simulation; e.g., whenever (3.3) is violated.
Next, after new P and N particles are resampled, it is not necessary to keep all the F particles, since one only needs (3.3) to be valid after the resampling, as demonstrated in Section 3.3. Therefore we can randomly pick a subset of the original F particles and continue the evolution.
To summarize, the resampling algorithm is
• Initialization: Choose a constant α 1. Sample Nf = α(N p + N n ) F-particles from the initial distribution f (t = 0).
• In each time step:
-Solve (3.5) for one step.
-If (N p + N n ) ≥ Nf , apply the particle resampling method. Denote N p and N n to be the numbers of the newly resampled P and N particles. Update Nf = α(N p + N n ) and select new F-particles by randomly choosing Nf particles from the original F-particles. Note that in the spatially homogeneous step, Nf is decreasing in time.
Remark 3.4 (On the error). The error in resampling consists of two parts: (a) discretization error due to the cut off at K-th term; (b) statistical error in the expansion coefficients from the use of N p and N n particles. The cut off error is very small since the distributions f p and f n are smooth in the velocity space due to Coulomb collisions (see [19] ). The statistical error is O (ρ p + ρ n )(N p + N n ) −1/2 , which is not larger than the statistical error in F-P and F-N collisions.
With the existence of an external force or boundary condition, the distributions f p and f n might become non-smooth as time evolves. Then interpolation with a global basis could lead to a relatively large error, and one could use some local basis to improve the efficiency. As the resampling process is completely independent from the rest of the simulation method, one can easily replace it with a different method adapted to the solution behavior. 
particles before being resampled. On the other hand, a large α can accelerate this step since it leads to low frequency of performing particle resampling, which is computationally expensive. Moreover, a time-dependent α might also increase the efficiency. The choice of an optimal α will be studied in the future work.
Application to Coulomb collisions
Now we apply the ideas from the previous last to the TA method or Nanbu's method for Coulomb collisions.
Reformulation of Coulomb collisions
Stating from the framework of Bobylev-Nanbu's formulation (2.8), we recombine (2.8) as in (3.1) to get
where we have used the fact ρ = ρ m + ρ p − ρ n , and P (m, m) = ρ m m due to (2.10).
Next expand this equation as in (3.5) to get
where
is the change in Maxwellian part m due to the collisions with particles sampled from f p and f n . ∆m is an approximation of ∆tQ(
Therefore (4.1) gives a first order approximation to (3.5) (or (2.8)). According to (4.1), the F-particles are updated independently by performing F-F collisions. The Maxwellian part m is not changed. At t + ∆t, the P-particles come from two parts: (1) N p particles come from collisions of old P-particles with F-particles; and (2) an additional set of O (N p ∆t) particles are sampled from the positive part of ∆m(v). The new N-particles are obtained similarly. As expected, after one step the numbers of P and N particles grow by (1 + C∆t), with C a constant. This is a significant improvement compared to (2.12) , where the growth factor is a constant independent of ∆t and larger than one.
Sample from the source term
In this section we describe how to sample P and N particles from the source term ∆tQ(f p − f n , m) in (3.5). For the Coulomb collisions, it is approximated by ∆m(v) in (4.2), given by
describes the change in m due to collisions with particles with velocity v 1 . As discussed in Section 3.2, the two main questions are (a) how to evaluate δm(v; v 1 ), for any v with given source particle v 1 and (b) how to find a suitable upper bound δm(v; v 1 ). These questions are answered in Section 4.2.1, with the detailed proof given in Appendix C. The sampling algorithm is summarized in Section 4.2.2 for reader's convenience.
Main Results
Note that δm(v; v 1 ) is a five-dimension integral, which is expensive to evaluate. In Appendix C, we reduce this to a two dimensional integral and further approximate it by a one dimensional integral. The results can be summarized as, • δm(v; v 1 ) can be simplified as
Hereŝ 1 andŝ 2 are two orthogonal unit vectors in the plane perpendicular to (v 0 − v 1 ). The collision kernelD(µ, τ ) corresponds to different numerical methods for performing regular Coulomb collisions. Several choices ofD are summarized in Appendix B.
• δm(v 0 ; v 1 ) can be approximated by a one dimensional integral,
8) with τ = τ (µ) given in (4.7) and
Here u m and T m are the macroscopic velocity and temperature of the Maxwellian part m. This is a first order approximation in ∆t; i.e., the error in approximation (4.8) is O ∆t 2 .
• For TA method, (4.8) can be reformulated . This integral can be numerically computed over ζ ∈ [0, ζ max ] with the cut off ζ max approximately given by ζ max = ζ max (r) = e −0.0026(log r) 2 −0.4150 log r+0.9154 , if r ≥ 1, e −0.0006(log r) 2 −0.2242 log r+0.4711 , otherwise.
Then in Appendix D we show how to find the upper bounds of δm(v; v 1 ) and ∆m(v). First we introduce the following notation: 
(4.12)
Note that ∆m ± (v) are not the positive/negative part of ∆m(v) and they are not always nonnegative. Detailed analysis suggests that δm + and δm − have quite different behaviors. It is easier to sample from ∆m + and (−∆m − ) separately instead of sampling from ∆m.
We also define two positive constants α l = α l (∆t, T m ) and α u = α u (∆t, T m , β) by −α l = min
where 15) in which u 01 := |v 0 − v 1 |, τ = τ (µ) is given in (4.7) and ε = ε(µ) is given in (4.9). Here β is a suitable "cut off" on the tail of a normal distribution; i.e., the mass |v|≥β (2π) −3/2 exp(−|v| 2 /2) dv is negligible. In practice we take β = 3.
The main results on the upper bounds are
Proposition 4.4 (Upper bounds).
• For δm ± (v; v 1 ),
• For ∆m ± (v),
(4.17)
Algorithm of sampling from ∆m(v)
Here is an algorithm for sampling from ∆m(v), based on the results in Section 4.2.1.
Since we have derived the upper bounds of |∆m ± |, we can sample particles from ∆m + and (−∆m − ) separately, instead of directly from ∆m.
We apply the two methods described in Section 3.2.1 on ∆m + and (−∆m − ). For (−∆m − ), we apply Method 1, since each δm − term has relatively large support and cancellation between different δm − terms leads to a small number of particles generated in Method 1. For ∆m + , the cancellation is not significant since the singularity leads to a small support of each δm + term, so that find Method 2 is more efficient.
Note that α l and α u , which only depend on ∆t and T m , can be pre-computed from (4.13) and (4.14)-(4.15), and updated only when the Maxwellian temperature T m is changed. In (4.14) we use β = 3.
Algorithm for sampling from (−∆m − )
• Let
Sample N v n virtual particles from m(v).
• Calculate all values δm(v, v p ) and δm(v, v n ) that go into sums for ∆m + and ∆m − .
• For each virtual particle with velocity v, evaluate ∆m − (v) from (4.12) and (4.8) (or (4.11) for TA method). Accept this particle with rate |∆m − (v)|/∆m − (v). If ∆m − (v) > 0, label it a negative particle; otherwise label it positive.
Note that the sign of the accepted particle v is opposite to the sign of ∆m − (v).
Sampling from ∆m + (v) using Method 2 requires values of ∆m + (v) dv. Note that the integral of (4.17) involves integrals |v − v 1 | −2 dv that unbounded in the whole 3D velocity space. In computation one can assume the support of δm + is bounded; i.e., we only sample particles with velocity v satisfying
for some constant r max . Then |v−v 1 |<rmax |v − v 1 | −2 dv = 4πr max . Algorithm for sampling from ∆m +
(4.20)
-Randomly pick a P particle v p .
-Choose q 1 , q 2 , q 3 ∈ [0, 1] uniformly. Let v = v p + r(sin θ cos φ, sin θ sin φ, cos θ), where r = q 1 r max , cos θ = 2q 2 − 1, sin θ = 1 − cos 2 θ, φ = 2πq 3 .
(4.21)
ρm(2πTm) −3/2 , continue to next step. Otherwise reject this particle.
-Evaluate δm + (v; v p ) from (4.8). Accept this particle with rate |δm + (v; v p )|/(α u ρ m |v − v p | −2 ) and label it a positive particle. Otherwise reject this particle.
-Randomly pick a N particle v n .
-Choose q 1 , q 2 , q 3 ∈ [0, 1] uniformly. Let v = v n + r(sin θ cos φ, sin θ sin φ, cos θ), with r, θ and φ defined in (4.21).
-Pick a number
-Evaluate δm + (v; v n ) from (4.8). Accept this particle with rate |δm + (v; v n )|/(α u ρ m |v − v n | −2 ) and label it a negative particle. Otherwise reject this particle.
We end this section with some remarks, Remark 4.5. As illustrated in Section 3.3, we only need to loop over a subset of P and N particles in evaluating ∆m − (v). One needs to change the effective number N eff accordingly:
Remark 4.6 (On the choice of r max ). The parameter r max in the assumption (4.19) determines the number of virtual particles in (4.20) . In this work we take r max = 3 √ 2T m , which gives quite satisfactory results. Two observations from numerical simulations support this choice: (1) If the source particle v 1 is close to u m , the center of Maxwellian part m, the support of δm + (v; v 1 ) is very small (far smaller than 3 √ 2T m ). (2) If the source particle v 1 is far away from u m , the function δm + (v; v 1 ) itself is very small.
In fact we only need r max big enough such that
where supp(f ) is the support of f , B(v 1 , r max ) is a ball centered at v 1 with radius r max . In addition to the two observations described above, we also find that many particles, especially negative ones, are quite close to u m , so that a more efficient choice of r max would be to make it v 1 -dependent. One could precompute the relation between the support size and the distance |v 1 − u m | and assign each source particle a different r max . This could greatly accelerate the computation and will be studied in a future work.
Summary of Algorithm and Acceleration technique
We summarize the whole algorithm in this section for general bilinear collision operators, including those for both RGD and Coulomb collisions. Initialization: Choose the effective number N eff . For the initial distribution
N-particles from f I n and Nf = α(N p + N n ) F-particles from f I . Here α 1 is a constant. In our simulations we find α = 1.2 gives quite satisfactory efficiency.
One step: Suppose at time t, we have N p P-particles, N n N-particles and Nf ≥ (N p + N n ) F-particles, as well as (the moments of) the Maxwellian component m(t). Then
• Step 1. Perform F-P and F-N collisions.
-Choose N p F-particles and calculate collisions between these F-Particles and the Pparticles. Collect the post-collisional P-particles.
-Choose another N n F-particles and calculate collisions between these F-Particles and the N-particles. Collect the post-collisional N-particles.
• Step 2. Sample from ∆t(Q(f p − f n ), m).
-A total number O (∆t(N p + N n )) of additional P and N particles are sampled from ∆t(Q(f p − f n ), m), as described in Section 4.2.2. In this step one still uses the P and N particles before Step 1 to represent f p and f n in the sampling calculations.
• Step 3. Update P and N particles.
-The post-collisional particles collected in Step 1 and the P particles sampled from
Step 2 give the P-particles at time (t + ∆t).
-The post-collisional particles collected in Step 1 and the N particles sampled from Step 2 give the N-particles at time (t + ∆t).
-Update N p and N n accordingly.
• Step 4. Enforce conservation.
-Conserve the total density by adjusting ρ m , the density of the Maxwellian part.
-Conserve the total momentum by shifting the P-particles and N-particles.
-Conserve the total energy by rescaling the P-particles and N-particles.
• Step 5. Perform F-F collisions.
-A total number of Nf /2 collisions are performed for all the F-particles. The collection of post-collisional particles give the F-particles at time (t + ∆t).
• Step 6. Particle resampling.
-Use the algorithm described in Section 3.5 to reduce the particle numbers, if condition (3.3) is violated.
Numerical example
In the following we perform numerical tests for Coulomb collisions in spatially homogenous systems with three dimensional velocities. We apply the TA method on the collision part, with the constant coefficient A = 1 in (2.8). We use the name "negative TA method" for our method, and "regular TA method" for the original TA method [21] .
In the particle resampling method described in Section 3.5, we take the cut off to be K = 10. Unless specified, we take the initial ratio of Nf over N p + N n to be α = 1.2, i.e. the particle resampling is performed when (N p + N n ) grows by 20%. Moreover, we require the number of Fparticles to be above a minimum value. In simulations we take Nf ≥ 5000. The time step is always ∆t = 10 −3 .
In this work we always take the Maxwellian part m(v) to be the global Maxwellian, except for small variation in density ρ m due to density conservation step. So we have N p ≈ N n for all the time. The time variant m(v) will be investigated in future work.
All the simulations are based on three examples. Two-Temperature Maxwellian relaxation. The initial data for this examle is
The temperature difference δT relaxes to 0 as time evolves. We want to show our method is applicable to all regimes, so initially we take
which is a large deviation from equilibrium. Bump-on-Tail problem. The initial value for the Bump-on-Tail problem consists of a central Maxwellian and a small bump at high energy,
This problem has been studied extensively for the TD method [6, 17] . Rosenbluth's test problem. This test starts with volcano-like initial data [18] ,
In this test the distribution f stays radially symmetric for all time, making it easier to recover the 1D distribution |v| 2 f (|v|) by counting the number of particles within each energy interval. Hence we use this test to check the entropy evolution and the numerical error in the L 1 norm.
Conservation of moments
In the first test we check the time evolution of the moments, without enforcing the moment conservation (the Step 4 in Section 5),for Rosenbluth's test problem. Figure 1 shows the time evolution of the relative change in moments: (top) the density (ρ(t) − ρ(0))/ρ(0) , (middle) the first component of momentum ρ(t)u 1 (t) and (bottom) the energy (E(t) − E(0))/E(0). The other two components of momentum are similar to ρ(t)u 1 (t) and not shown. Several realizations are shown in each figure.
The moments are conserved up to the statistical error.
In the following sections we always enforce the moment conservation. The time evolution of the relative change in moments: (top) the density (ρ(t)−ρ(0))/ρ(0) , (middle) the first component of momentum ρ(t)u 1 (t) and (bottom) the energy (E(t) − E(0))/E(0). The test is based on Rosenbluth's problem with initially N p = 40, 000. Four realizations are included. In this test the moment conservation step is not applied.
Particle Resampling
In this test we numerically check the particle resampling method described in Section 3.5. We apply Rosenbluth's test problem since its distribution is radially symmetric and hence easy to show. Figure 2 shows the distribution of r 2 f p (r) and r 2 f n (r) before (top) and after (middle) the first application of particle resampling method, here r = |v|. It clearly shows that after cancellation there is no overlap in the supports of f p and f n . Note that we are performing the particle resampling in the fully 3D space. Therefore a very small overlap can still be observed after these particles are projected to 1D energy space.
The bottom of Figure 2 plots the distributions r 2 (f p − f n ) before and after the resampling, showing that the resampling does not change the total distribution.
Two-Temperature Maxwellian
Next we apply the negative particle method to the Two-Temperature Maxwellian problem. Figure 3 shows the time evolution of the numbers of P (blue dashed line), N (red dotted line) and F (green solid line) particles. Here we take α = 1.1. The lines for P and N particles are almost identical. The green line shows the evolution of Nf 2 . We start with N p = N n = 40, 000 and Nf = 88, 000. The particle resampling is performed when (N p + N n ) > Nf . After each resampling N p and N n jump to much lower value since both distributions are approaching the same equilibrium. Nf is also reduced to save computational cost since we only need Nf = α(N p + N n ). Eventually the minimum value Nf = 5000 is reached.
The time evolution of δT /δT (0) is shown in Figure 4 , in which the deviation of temperature is defined by δT = (
The blue solid line is solved by a regular TA method with 10 6 particles as a reference. The red dotted line is the negative particle method with initially N p = N n = 40, 000. This line overlaps the first line, showing that our method computes the time evolution of δT /δT (0) accurately, although very fewer particles are used. The green dashed line gives the δT /δT (0) computed from the F-particles. As time evolves the statistical error becomes more obvious, due to the fact that the number of F-particles is reduced (see Figure 3) . Nonetheless, the finer solution based on these F-particles still gives very accurate result.
Bump on Tail problem
In this section we apply the negative particle method to the Bump on Tail problem. Figure 5 shows the snapshots of the marginal distribution
at different times. The value of the one dimensional distribution f p (v x ) is recovered by counting the number of P particles whose first coordinate falls in a prescribed bin
The recovering of f n is similar. The blue solid line comes from the negative particle method with initially N p = N n = 40, 000 particles; the red dashed line corresponds to the regular TA method with 10 6 particles as a reference. Both solutions are approaching equilibrium and agree very well. Figure 6 shows the snapshots of the three components m, f p and f n at various times. The Maxwellian component m (black dotted line) is time invariant. The high energy portion of the distribution f p (red dashed line) decays and moves toward the global Maxwellian. The distribution f n (blue solid line) also decays. Note that f n is always below m, so that the whole distribution f = m + f p − f n stays positive. The fact that f p and f n decay in time indicates that fewer P and N particles are used as time evolves. (red circle) and r 2 f n (blue +) before the resampling. Middle: the distribution r 2 f p (red circle) and r 2 f n (blue +) after the resampling. Bottom: the distribution r 2 (f p − f n ) before (blue solid line) and after (red dashed line) the resampling. 
Rosenbluth's problem
In this section we apply the negative particle method to Rosenbluth's test problem. Figure 7 shows snapshots of the distribution
at various times. The value of the one dimensional distribution r 2 f p (r) (r 2 f n (r)) is recovered by counting the number of P (N) particles whose (square root of) energy |v| falls in a prescribed bin [r − ∆r/2, r + ∆r/2]. The blue solid line corresponds to the negative particle method with initially N p = N n = 40, 000 particles; the red dashed line corresponds to the regular TA method with 10 6 particles. As in the Two-Temperature Maxwellian test, both solutions are approaching equilibrium and agree well. Figure 8 shows snapshots of the three components r 2 m(r), r 2 f p (r) and r 2 f n (r) at various times. Decay of r 2 f p (r) and r 2 f n (r) indicates that the number of P and N particles are reduced. Figure 9 shows the time evolution of entropy defined by
with M (v) the global Maxwellian. H(t)/H(0) is plotted. The red dashed line corresponds to the negative particle method while the reference solution (blue solid line) comes from the regular TA method with 10 6 particles. The two lines agree quite well.
Convergence test
Now we perform a numerical test to check convergence of the negative particle method, as particle number N p , N n → ∞. The test is based on the Rosenbluth's problem since it has a one dimensional solution. we consider the time-averaged error in L 1 norm, The top of Figure 10 shows the evolution of particle numbers in this test with initially N p = 40, 000 to illustrate the time when particle resampling is performed. The time of resampling is approximately the same for other initial values of N p .
The middle of Figure 10 shows the time evolution of ||f (t, v) − f ref (t, v)|| 1 and ||f (t, v) − f ref (t, v)|| 1 , in which f comes from the negative particle method with initially N p = N n = 40, 000, whilef is the coarse solution represented by F-particles. Initially the number of F-particle is Nf = 96, 000. As illustrated in the figure, initially the coarse solutionf gives a slightly better solution than f , since the initial distribution is far away from the equilibrium and there are a relatively large number of F-particles. However as time evolves the error inf is growing since the number of F-particles is decreasing (see the green solid line in the top of Figure 10 ). The error in f is decreasing because the statistical error is given by
and as time evolves the density ρ p decreases, while the effective number N eff is constant.
The bottom of Figure 10 shows the accumulated error (6.2) at different times t. We choose three different ending times. (a) t = 0.4 when there is no particle resampling performed; (b) t = 2 when the resampling has been performed several times but the system has not reached equilibrium yet; (c) t = 9 when the system is very close to equilibrium. This figure shows the results of the error from both the coarse solutionf and the fine solution f . The negative particle method is solved with initial N p = 10, 000, 20, 000, 40, 000, 80, 000, 160, 000. For comparison the figure also shows a line with slope −1/2. Clearly all these error exhibit a half order convergence, as initial N p → ∞. The figure does not include results for the coarse solutionf at time t = 9, since for all these tests, the number of F-particles reaches the minimum value Nf = 5000 at t = 9. 
Efficiency test
Finally we check the efficiency of our negative particle method. The negative particle method is designed to be efficient when the distribution f is close to the equilibrium m. We define the distance between f and m in L 1 norm as
and check the performance of our method with different Γ. We record the cpu time used in a simulation up to time t and compute the time averaged error (6.2) during the time period [0, t]. In the left of Figure 11 , we plot the relation between the cpu time and the error up to time t = 1 (red circles), t = 3 (blue +) and t = 9 (green diamonds), based on the Rosenbluth's test problem (6.1). The results correspond to the negative particle method are computed with initially N p = 10 4 , 2 × 10 4 , 4 × 10 4 , 8 × 10 4 , 1.6 × 10 5 , and shown in solid lines; while the results correspond to the regular TA method are computed with N = 5 × 10 5 , 10 6 , 2 × 10 6 , 4 × 10 6 , 8 × 10 6 , and shown in dashed lines. The error is computed by comparing to a reference solution solved by regular TA method with N = 10 7 .
In this case the initial distribution is quite far away from equilibrium, with Γ(0) ≈ 0.7. At the three times t = 1, 3, 9, Γ(t)/Γ(0) = 0.4, 0.1, 0.01 (respectively). The figure shows that until time t = 1 the regular TA method is more efficient than the negative particle method. But as time evolves the negative particle method becomes more efficient as the distribution approaches equilibrium. At the final time t = 9, the negative particle method is about 20 times faster than the regular method.
The right side of Figure 11 shows the corresponding result for initial data closer to equilibrium,
In this case Γ(0) = 0.36. The results are shown in the right of Figure 11 , with ending times t = 5/16 (red circles), t = 5/4 (blue +) and t = 5 (green diamonds), corresponding to Γ(t)/Γ(0) = 0.37, 0.07, 0.007 respectively. Again the results for the negative particle method are shown as solid lines while those from regular TA method are shown in dashed lines. Note that the negative particle method is about 100 times faster than the regular method with the ending time t = 5.
Conclusions and Future Work
In this work we develop a new negative particle method for the general bilinear collision operators in the spatial homogeneous case and apply it to Coulomb collisions. We introduce the use of Fparticles, which coarsely and independently approximate the whole distribution. With the aid of F-particles an efficient negative particle method is designed based on a new operator decomposition. This new method successfully reduces the growth of particle numbers from the numerical scale to the physical scale for Coulomb collisions. We also propose a particle resampling method to reduce the particle number and further improve the efficiency. Various numerical simulations are performed to demonstrate the accuracy and efficiency of this method. There are several aspects deserve future investigation:
• In this work the Maxwellian part m is fixed. It may be possible to further reduce the number of particles by evolving m, for example as in [12] .
• The combination with the negative particle method with the thermalization/dethermalization method [17] seems to be promising since the thermalization process reduces the number of particle while maintaining first order accuracy in the time discretization.
• This method is applicable to general collision operators. However for each operator one needs to design a suitable method to sample from the source term ∆tQ(f p − f n , m). This needs to be studied case by case.
• The extension to spatial inhomogeneous problems will be investigated in future work.
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where u = v − w and we have used the usual variable change v, w → v ′ , w ′ , which leads to dv dw = dv ′ dw ′ and (v − w) · n dn = (v ′ − w ′ ) · n dn. The second equality (2.10) also holds:
B Some examples forD in (4.5)
TheD(µ, τ ) term in (4.5) gives the distribution of the angle change θ = arccos µ in a collision with a parameter τ . In this appendix we summarize these distributions for the widely used TA method and Nanbu method. The collision model of the TA method ( [6] ) corresponds tõ
with µ = cos(2 arctan ζ). The collision model of Nanbu's method ( [5] ) corresponds tõ
where A is defined by
C Proof of Proposition 4.1
In this appendix we give a proof of Proposition 4.1: a simplification of the formula of δm(v; v 1 ) and an approximation by a one dimensional integral. 
C.1 Simplify δm(v; v 1 )
Consider a source particle with fixed velocity v 1 and an incident particle with velocity v. After the collision of these two particles with collision angle n ∈ S 2 , v changes to a new velocity We have used the usual variable changes (v, w) → (v ′ , w ′ ) in the third line of (C.3). This variable change leads to dv dw = dv ′ dw ′ and (v − w) · n dn = (v ′ − w ′ ) · n dn. Now we apply another variable change from v to v ′ . As illustrated in Figure 12 , we have
where R θ/2,φ is a rotation matrix with angle (θ/2, φ). Therefore 
C.2 An approximation of δm
One can further reduce the evaluation of ∆m in (4.5) to a one dimensional integral. We first give a lemma.
Lemma C.1. For a given unit vector n and a small number ε, we have the formula 1 2π s·n=0,||s||=1 e −|v−εs| 2 ds = e
In particular, the cutoff after the third term gives In addition, 1 2π s·n=0,||s||=1 e −|v−εs| 2 ds ≥ e −|v| 2 −ε 2 , (C.4)
with equal sign holds if and only if n is parallel to v.
The proof is straight forward. 
