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ABSTRACT
The present study introduces an automated mechanism to
build algorithm portfolios for memetic algorithms. The ob-
jective is to determine an algorithm set involving combina-
tions of crossover, mutation and local search operators based
on their past performance. The past performance is used to
cluster algorithm combinations. Top performing combina-
tions are then considered as the members of the set. The
set is expected to have algorithm combinations complement-
ing each other with respect to their strengths in a portfolio
setting. In other words, each algorithm combination should
be good at solving a certain type of problem instances such
that this set can be used to solve dierent problem instances.
The set is used together with an online selection strategy.
An empirical analysis is performed on the Quadratic As-
signment problem to show the advantages of the proposed
approach.
1. INTRODUCTION
Memetic algorithms [7] were introduced as a version of
genetic algorithms [3] supported by local search. A memetic
algorithm considers successive application of crossover, mu-
tation and local search operators. One of the critical design
element is the selection of appropriate operators of these
three types for a target problem. Although such selection de-
cisions are usually done based on personal experience, there
are methods to address this problem. Algorithm selection
[8] is a research area focusing on automated selection of al-
gorithms. The idea is to choose the best algorithm from
an algorithm set to solve a given problem instance. Algo-
rithm portfolios [4] treat the algorithm selection problem in
a broader perspective. The goal is the selection of a useful
algorithm subset or generating them automatically besides
solely selection from a given set. The sub-set selection oper-
ation is performed in a way that the sub-set can be successful
for a wide range of problem types.
This paper proposes an algorithm portfolio procedure for
memetic algorithms. Each algorithm here is a combination
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of three operators from crossover, mutation and local search
types. The portfolio approach considers determining a good
algorithm sub-set involving such combinations. For deliv-
ering such a portfolio, an approach called Clustering-based
Algorithm Portfolios for Memetic Algorithms (CPM) is in-
troduced. CPM clusters algorithms with respect to a set of
problem-independent and performance related features by
applying k-means clustering. In order to represent dier-
ent types of algorithms in the portfolio, the best performing
algorithm from each large-enough cluster is used to build
the portfolio. A simple online algorithm selection approach,
i.e. uniform random selection, that chooses an algorithm
from the portfolio and applies it to a solution at each step
of a generation is utilised. The performance of CPM with
online algorithm selection on the quadratic assignment prob-
lem (QAP) showed its eectiveness.
2. BUILDING A PORTFOLIO
Unlike the existing algorithm portfolio approaches deliv-
ering portfolio of single solvers, this study focuses on build-
ing a portfolio of algorithm combinations. Each combina-
tion consists of a crossover operator, a mutational heuristic
and a local search method. The goal is to specify a small
group of algorithm combinations that can successfully solve
a large set of instances from a given problem domain. In
order to have such a portfolio, it is initially required to gen-
erate a performance database revealing the behaviour of each
combination. Behavior here is denoted as the generic and
problem-independent features primarily used in the hyper-
heuristic studies [6]. Hyper-heuristics [2] are dened as high-
level search and optimisation strategies that can solve any
problem requiring search without any domain knowledge. A
class of hyper-heuristics, i.e. selection hyper-heuristics, aims
at eciently managing a given set of heuristics by selecting
a heuristic(s) at each decision step. Due to the selection ele-
ment in hyper-heuristics and their generic nature, the follow-
ing features, including number of new best (Nbest), improv-
ing (Nimp), worsening (Nwrs), equal quality solutions (Neql)
and amount of improvement (4imp), worsening (4wrs) are
used to characterise algorithm combinations for memetic al-
gorithms.
CPM starts by collecting performance data regarding each
algorithm combination ax. For this purpose, each instance
iy is solved by a memetic algorithm successively using a
randomly selected algorithm combination ax. It should be
noted that the performance data generation process diers
for the cases where oine algorithm selection is applied. In
the oine case, each algorithm is separately trained since
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these algorithms neither interact nor share solutions. Con-
sidering that an online selection device is employed and so-
lutions are shared, it is vital to gather the performance data
by running all the algorithms while they are selected online
and operating on the same solutions.
The corresponding crossover (cx), mutation (mx) and lo-
cal search (lx) operators of ax are applied in a relay fashion.
The performance data generation process ends after each
instance is solved within a given time limit (tlimit). The
resulting performance data is used to generate features for
each algorithm, F (ax). Each feature vector is composed
of the normalised versions of the following 6 features for
each instance where Nmoves refers to the number of times
an algorithm combination is chosen. f1 = Nbest=Nmoves,
f2 = Nimp=Nmoves, f3 = Nwrs=Nmoves, f4 = Neql=Nmoves,
f5 = 4imp=Nmoves, f6 = 4wrs=Nmoves. As a result, each al-
gorithm combination has #instances 6 features. k-means
clustering is applied afterwards to identify the (dis-)similarity
of the algorithm combinations. The clusters that are large
enough (size(cl)  n  0:1) are considered the major clus-
ters that can be used to build a portfolio. The best per-
forming algorithm combination from each selected cluster is
contributed to the portfolio. An online algorithm selection
procedure is then applied to manage the portfolio.
3. COMPUTATIONAL RESULTS
3.1 Quadratic assignment problem
The QAP [5] requires the assignment of n facilities to n
locations. min
Pn
i
Pn
j fijdij is the objective function for
the QAP. fij is the ow between the facilities i and j .
 refers to a solution where each element is a facility and the
locus of each facility shows its location. dij is the distance
between the location i and j. The objective is to minimise
the total distance weighted by the ow values.
3.2 Experimental settings
The current memetic algorithm design involves 4 crossovers,
1 mutation operator and 3 local search heuristics. The
crossovers are CYCLE, DISTANCE PRESERVING, OR-
DER and PARTIALLY MAPPED. The local search heuris-
tics involve BEST-2-OPT, FIRST-2-OPT and RANDOM-2-
OPT which are the 2-OPT algorithm based methods. Since
the mutation operator needs a mutation rate to be set, 6
dierent values are set as f0.0, 0.2, 0.4, 0.6, 0.8, 1.0g. In
total, 72 algorithm combinations are generated. Subset of
these combinations proposed by CPM are applied using a
random selection within memetic algorithm. The popula-
tion size fot the memetic algorithm is set to 40. 20 solutions
are produced during each generation.
The 137 QAP instances from QAPLIB [1] were used to
evaluate the performance of CPM. For generating features
concerning algorithm combinations, tlimit is set to 300 sec-
onds. The training phase is performed using 31 instances
that give the opportunity to gather enough performance
data for each algorithm combination within the aforemen-
tioned time limit. CPM is tested on the remaining 106 in-
stances with the per-instance execution time limit of 100
seconds for 10 trials using Java on an Intel Core I5 1.7 GHz
PC.
3.3 Results
3 algorithm combinations used in the portfolio suggested
by CPM are listed as follows.
 a1 = c : CY CLE crossover + m : mutation rate of 0:2
+ l : FIRST 2 OPT
 a2 = c : ORDER crossover + m : mutation rate of 0:2
+ l : BEST 2 OPT
 a3 = c : CY CLE crossover + m : mutation rate of 0:4
+ l : RANDOM 2 OPT
The rst (a1) and third (a3) algorithm combinations utilise
CY CLE crossover while the second combinations (a2) in-
volve ORDER crossover. For the mutation operation, the
mutation rates changes between 0:2 and 0:4. Each combi-
nation consists a dierent local search method.
The empirical results indicate that using the 3 algorithms
suggested by CPM provides better performance than using
all the 72 combinations. In particular, the % average dier-
ence of 10 trials to the best known solution is 0.73 for the
full case while it is 0.62 for CPM. % dierences for the best
trial results are 0.38 and 0.36 respectively.
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