There is a huge difference in the computational time and efficiency between different simulation tasks for the performance prototype. In order to improve the efficiency of coordinated operation, the parallel technologies are used in the running processes of collaborative simulation for the performance of aerodynamic missile. This paper presents a parallel optimization programming based on genetic algorithm for the performance simulation of aerodynamic missile. The simulation environment is based on LSF platform with PC cluster, the main performance of the aerodynamic missile is simulated and the computations required by genetic algorithm, which is inherently parallel, are performed in a parallel computing environment. The simulation results show that the genetic algorithm is employed to solve this parameters optimization problem effectively with high accuracy.
INTRODUCTION
Fast trajectory optimization for missile to intercept the incoming target effectively is a challenge work and plays an important role in the field of national defense. The flight velocity and available overload could be increased when the missile flies along the optimal trajectory. It is important to take several factors into consideration when the missile trajectory optimization is performed. These factors include the following aspects: the performance index, such as the total flight time or the terminal velocity of the trajectory, should be chosen appropriately; Specified boundary conditions should be satisfied with the optimal trajectory, for example, the missile must arrive at the predicted intercept point with tolerance miss distance; Specified path constrains should also be satisfied, for instance, the missile should ascend vertically several seconds after launch for safety and extension of the attacking area.
All above factors make parallel optimization becomes more complicated, especially when the missile is multistage because multi-stage air defense missile will drop some mass in the course of stage separation, and the thrust characteristics are different between stages, which will bring diversity to the dynamics of different stages. Hence, difficulties of finding the optimal solution are increased and make it very hard for the traditional indirect and direct method to resolve this problem (Yokoyama N. and Suzuki, 2005) . This paper presents a parallel optimization programming based on genetic algorithm for the performance simulation of aerodynamic missile. The simulation environment is based on MATLAB/Simulink software, the main performance of the aerodynamic missile is simulated and the computations required by genetic algorithm, which is inherently parallel, are performed in a parallel computing environment with 512 cores. The LSF (Load Sharing Facility) is employed in parallel computations (Phillips, C.A. and Drake, J.C., 1994) .
GENETIC ALGORITHM MODEL WITH PARALLEL COMPUTATIONS
In the field of artificial intelligence, a genetic algorithm (GA) is a search heuristic that mimics the process of natural selection (Pontani and Conway, 2010) . This heuristic (also sometimes called a metaheuristic) is routinely used to generate useful solutions to optimization and search problems (Haupt, Haupt, 1998) . Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover (Wright, 1991) .
The Structure of Genetic Algorithm
After selecting a target function of the problem, based on experience can set the parameters of the search range, thereby determining the coding and decoding as well as the search of the population size, and then by calculating genetic program produces an optimal solution of the problems, while calculation process yet to determine the conditions of convergence, as a basis for calculation of termination, and the best of the group in question represents a preferred approximate optimal solution (Adewuya, 1996) .
Genetic calculus of this study design is by the mechanism of biological evolution in the application of optimal solutions to solve the search problem with the above (Erick and Goldberg, 2000) , the system of selfevolution toward better solutions (H. Safouhi, M. Mouattamid and U. Hermann. A., 2011), based on genetic algorithms written the following steps to follow (Tomoyuki, Mitsunori, and Yusuke, 2000) .
Coding procedures
Genetic algorithm is done for the calculation of the encoded string work, the variable to a string of a certain length, via the selected encoding, number of digits depends on the accuracy of the research needs may be. The coding methods are commonly used binary-coded and real-number coded (Dorigo and Maniezzo, 1993) . The more commonly used binary coding method, the initial establishment of the group is made by a random number generator generates a random string of binary combination. For example, the preferred mode of the CCP need to have six decision variables, each variable to 3 binary digits said that the solution of the set of genes expressed in each mode is equivalent to a chromosome, as shown in Fig 
The establishment of the initial population
After the initial population of the genetic algorithm is a random number generator generates a random string of binary coded cluster, and then converted into the actual value of the variable decoding via, compared to traditional optimization methods from a single starting point of any (initial starting point) starts at the genetic algorithm can be a starting point as much as the group for a more comprehensive search. The selected communities are often due to the size of the subject-specific solutions. De Jong (1975) recommended that the group range between 50-100, Goldberg (1975) that the length of the string can affect the size of the best of the group, he proposed a formula related to the size of the string groups, such as Formula 1 Shows:
where：p is the population size, C is the total length of the string, the scope of application of this formula string length of between 30-60.
Decoding procedure
Decoding process required to set a lower limit on the decision variables, for example, when a problem with k decision variables Xi, i = 1,2, ... ..., k, and its range is Xi∈ [Li, Ui] , Li and Ui is a real number, each decision variable is compiled into a binary string of length m, the j-bit binary string as the value bj, of formula 2 can be coded for each variable decoding converts the actual argument:
Binary encoding, the resulting value of the variable is discrete, yet discrete variables to represent continuous variables, the error is not avoidable. If αi as a continuous variable Xi accuracy required, the length of the string and the accuracy of the relationship expressed by the formula 3:
Fitness
Fitness is based on the "survival of the fittest" theory, used to represent the group of individuals ability to survive in the competition. The use of genetic algorithms to assess the selected function to calculate the fitness of the individual, and the individual has been selected to replicate the chances of the next generation with its own fitness into a proportional relationship.
Selection and Reproduction
There are many methods that can be used to select an individual copy of the will, of which the simplest and most widely used is "roulette wheel". This is different from the aliquot of a roulette wheel grid, its main feature is the wheel in each slot are based on a percentage of the size of the fitness of each individual set, which is suitable for the higher degree disk proportion who occupied the greater the selection process so that it is easier to stand out in the wheel, and its population in the more inferior solutions of fitness is low, so in the selection process easy to be eliminated. Its size can be ruled proportion determined by the formula 4:
Where: fi for the i th individual fitness value, Wi is the probability of the i-th individual is selected, the appropriate value for the i-th sum.
Crossover
Different groups of individuals can through random interleaved, the swap genes to produce new progeny (offspring). First, pick any one of the two chromosomes, called parents (parents), and then randomly selected parents in the N gene string (bit) a point called cross point (crossover point), then staggered located the right of the parent gene interchange point, generate two new individuals, staggered process is now complete. The interleaving process shown in Fig.2:   Figure 2 . Schematic staggered implementation modalities of restructuring
Mutation
Mutant progeny process after the handover, according to a preset mutated mutation probability. Its practice of randomly selected bits are reversed (0 becomes 1, 1 becomes 0) as shown in Fig.3 . Although mutations in the genetic algorithm mainly staggered replication and recombination, but can introduce new genes style, avoiding premature convergence. Moreover, the mutation itself is a walk in the parameter random walk stochastic process can develop new search areas to prevent local optimal converges to, and are more likely to search for the best global optimal, but due to the probability of mutation it is usually not high; it does not make genetic algorithm flow for the full migration calculations. 
Stop criterion
The convergence criteria genetic algorithm There are many ways, this study set the maximum generation (maximum generation) number of stop criterion in the search reaches a stop when given the maximum number of generations.
The Operating Environment of Parallel Genetic Algorithm
Since the computational complexity of environmental problems often encountered preferred calculation of the problem is too large, so the search for the chosen method of genetic algorithm, using its potential characteristics of parallel work of parallel, its design flow shown in Fig.4 . First, randomly generated initial population to be carried out preferably issues, encoding, decoding and then calculate the appropriate value of the LSF computer clusters handler based (Mehdi Hosseini, Heidar Ali Shayanfar and Mahmoud Fotuhi Firuzabad, 2008) , and the results returned to the sending of the machine (Chang, Chu and Wang, 2007) , be more suitable degrees select the optimum reproduction of individuals mechanisms and match set the termination condition has reached the desired quality of the solution, and the completion of this study parallel genetic mechanism for solving the problem is preferable (Devia and Geethanjali, 2014) .
Figure 4. Parallel genetic algorithm design

The Development of Optimization Procedures
1. Obtain the geometric parameters of the missile is obtained and the coordinate conversion is completed (Fesanghary, Mahdavi, Minary-Jolandan and Alizadeh, 2008) .
2. The initial performance parameters of the missile is calculated, which including the missile parameters of angle of attack, flight path angle and trajectory (Betts, Huffman, 1993) .
3. Ethnic initialization (1) In accordance with the parameters of screening, including according to the number of shots, weight, collimator size and the coordinates for corresponding coordinates for each shot is encoding. After the gene encoding an array of patterns, the main performance parameters of the missile is shown in (2) Each computing node based on different random probability of default and the gene to produce the desired genetic algorithm at the beginning of chromosome composed of the initial progeny population.
Fitness
Based on genetic algorithm search procedure, the progeny population of each computing node is calculated. In the present study, we referred to the former formula as the fitness function, which is the cost function, publicity and definitions set out below: 
Adaptation assessments gene
A new generation of string is calculated cost function value (Egene), and the cost function value of the minimum gene (Genebest) being adjacent to a computing node to replace the node cost function value of the lowest string.
Crossover and Mutation
Suppose you want to optimize the development of two times missile performance parameters, each gene gene pool (compute nodes) random number generated at random. We selected two of a gene pool of the best starting base generation of mutant genes and mating process. Respectively Genep1 and Genep2, their individual solution is:
Gene1 ={1，1，X1，Y1，Z1} Gene2 ={2，2，X2，Y2，Z2} 7. Create new groups The last reproduction according to their degree of adaptation level, and create new groups. The new generation of these groups as a new starting point to search the entire search space for successive searches.
Repeat Evolution Program
Continue to repeat the above steps until the front master server to find the best fitness of the offspring from other computing solution point, and further determines whether the optimum irradiation point. If not met, repeat steps 4-8.
NUMERICAL EXPERIMENTS AND DISCUSSION
In this chapter, two experimental cases are carried out. The first case is to verify the feasibility of the present algorithm; the second and third case is a performance comparison experiment with the genetic algorithm with PC cluster and single PC.
Experiment conditions are defined as follows: launch states are x0=0m, y0=0m, v0=0.001m, 0 =1.57rad. The predict intercept point coordinates are x3f=107181m, y3f=205741m. Attack angle constraints is max (-10deg, 10deg) . And the first stage duration time is tfirst=37s, second stage duration time is tsecond=27s, three stage coast time is free.
Verification Case
Optimal design results based on the present algorithm are: the final miss distance is 6.0715m, the terminal velocity is 5440.5345m/s, the optimal angle of attack variables are Xopt=(4.4977,7.7589,27.1434,8.495 ) and the optimization time required is 16.237s. 5 shows the optimal intercept trajectory and the parameters along this trajectory. From the results of verification case, the final miss distance is very small and tolerable, and all constraints including vertical launch requirement, bounded AOA are all met absolutely. The present algorithm proves to be feasible to solve this optimal intercept trajectory problem.
Comparative Case
Two conventional algorithms including genetic algorithm (GA with single PC) and genetic algorithm (GA with PC Cluster) are employed to solve the same problem defined in chapter 2. In order to catch characters of each algorithm, three types of performance are chosen including optimization time required, optimization stability and solution optimality. 100 simulations are carried out and the results are listed in Table 2 . Table 2 show that the present algorithm can find a better solution based on the parallel calculation, but the traditional algorithms are usually trapped in some relative bad solutions. By investigating the optimization required time in table1, it can be concluded that the present algorithm has an apparent improvement on the optimization speed. The most important point is that the present algorithm gained the best solution, from above table, the max AOA obtained by the present algorithm is smaller than the value obtained through other two algorithms, the small max AOA smoothest and straightens the optimal trajectory. This is very useful for guidance, navigation and control system design of missile.
SUMMARY AND CONCLUSIONS
This paper presents a parallel optimization programming based on genetic algorithm for the performance simulation of aerodynamic missile. The simulation environment is based on LSF platform with PC cluster, the main performance of the aerodynamic missile is simulated and the computations required by genetic algorithm, which is inherently parallel, are performed in a parallel computing environment. The simulation results show that the present algorithm finds a better solution based on the parallel calculation, but the traditional algorithms are usually trapped in some relative bad solutions, meanwhile, the present algorithm has an apparent improvement on the optimization speed. Those advantages make the present algorithm have more practical application value in engineering than traditional GA algorithms.
