Grad's 20-moment set of transport equations has been examined in the limit of strong external magnetic fields. In this approximation, transport perpendicular Lo field lines is assumed to follow E x B convection paths, and the original 20-moment set of equations reduces to a set of six partial differential equations. This simplified set of equations describes the transport of mass and parallel momentum as well as the transport of parallel and perpendicular energy and heat flow in the magnetic field direction. However, since convection perpendicular to field lines is consistently carried throughout the derivation of the reduced 20-moment set, the transport of mass, momentum, energy, and heat flow perpendicular to the magnetic field is also explicitly maintained in this fonnulation. The effect of collisions was calculated assuming a modified relaxation model. Wave speeds and normal modes of the simplified set of equations were examined for an ion and electron gas. It was found that four of the 10 normal modes are electron thermal-heat waves which approximately decouple from the six ion waves in the system. When low-frequency waves are considered (slow-wave approximation), this allows the electron energy and heat flow equations to be solved separately from the ion equations and in a time-independent fashion. When this was done, it was found that under certain conditions these equations predict an infinite electron perpendicular temperature, Td• in the collisionless regime. Th.is occurs whenever Td is greater than the parallel temperature, Teir at any point along collisionless and diverging magnetic field lines. This nonphysical result calls into question the validity of generalized transport equations in the collisionless regime whenever Tel.. is greater than Teu· However, when applied appropriately, the significantly simplified set of equations derived here arc well suited for application to a large variety of problems in planetary ionospheres and magnetospheres. We have also demonstrated that the heat flow must be limited to values smaller than the pressure times the thermal speed or otherwise the fundamental assumptions of the 20-moment truncation are violated. The double adiabatic approximation for hypersonic situations in the presence of heat flow was also examined.
1. INTRODUCTION Early theories of space plasmas were based on the classical kinetic theory of gases and assumed that the velocity distribution of these ionized gases was close to a Maxwenian, so that a hydrodynamic description could be applied. This approach turned out to be very successful and resulted in a good general understanding of the global structure of the solar wind, the magnetosphere, the ionosphere, and the plasma environment of other planets. At the same time the measured phase-space distribution functions of many important solar system plasmas turned out to be non-Maxwellian. Particular examples are solar and galactic cosmic rays, ion conics, toroidal magnetospheric velocity distributions, and implanted ion distributions in the solar wind.
Space plasmas can be divided into two broad categories: plasmas of thermal and of nonthermal origin. In the case of plasmas of thermal origin, the bulk of the population originates from a collision-dominated region (or at least spends enough time in such a region to be thermalized), in which the velocity-space distribution of these particles is very close to a Maxwellian. This collision-dominated plasma supplies ions and electrons to low-density collisionless regions, where other plasma processes dominate and where the phase-space distributions may deviate significantly from the thermal distribution. Examples of space plasmas of thermal origin are the solar wind, the topside ionospheres of the Earth and other planets, and most planetary magnetospheres. (This Copyright 1991 by the American Geophysical Union.
Paper number 91JA00012. 0148-0227 /9 l /91JA-00012$05 .00 statement does not mean that all ·of these plasma populations are of thermal origin; it only refers to the bulk of the magnetospheric, solar wind, and ionospheric plasma.)
Most space plasmas of nonthennal origin are generated in a fairly localized phase-space region (for instance with a welldcfined injection velocity) and are typically collisionless, so there are no frequent collisions to therrnalize these highly nonequilibrium populations . These nonthermal charged particles respond to the ambient electromagnetic fields, and they also interact with the ambient plasma population via collective processes. These fairly complicated interactions usually result in very significant modifications of Lhe injected particle population (such as Lhe gradual formatio~ of ring or shell distributions), but in general they do rtot lead to thermalization. Space plasma populations of nonthcrmal origin thus do not readily accommodate to the ambient plasma flow and they have to be treated differently. Examples of space plasmas of nonthermal origin include energetic solar particles, cosmic rays, cometary implanted ions, interstellar pickup ions, freshly ionized particles originating from planetary coronas (such as the geocorona), Jovian magnetospheric ions generated from the Io torus, and pickup ions in the Satumian magnetosphere, originating from the atmosphere of Titan.
In regimes where collisions are rare, the plasma pressure tensor may become anisotropic and, in addition, other higherorder moments of the distribution function may be important as well. The evolution and transport of thermal plasma in such a highly nonequilibrium state are usually described by generalized transport equations. These equations are derived by taking velocity moments of Lhc plasma kinetic equation [cf. Burgers, 1969] and truncating the resulting set of coupled, partial differential equations using closing assumptions of 7759 varying degrees of sophistication. In order to close the system of equations, it is necessary to adopt an approximate expression for the particle distribution function or assume some kind of mathematical symmetry. Intuition is therefore required to close the system of equations in a manner which best represents the physics of the problem at hand. In early work, higher-order equations were obtained by assuming a distribution function based on a Maxwellian [e.g., Tanenbaum, 1967; Burgers, 1969] . Chew et al. [1956] were the first to derive transport equations based on a bi-Maxwellian distribution (neglecting heat flow), and this work was extended by Macmahon [1965] , Kennel and Green [1966] , Oraevskii et al. [1968] , and others for a collisionless anisotropic plasma. Later, Chodura and Pohl [1971] derived transport equations for an anisotropic plasma of arbitrary degree of ionization (see also Demars and Schunk [1979] , Barakat and Schunk [1981] , and Konikov and Khazanov [1983] ). Konikov et al. [1989] and Konikov [1990] have added the effects of wave-particle interactions to the generalized transport equations (see also Singh and Torr [1990] ). The method of deriving transport equations in this manner was pioneered a very long time ago [Chapman, 1916; Enskog, 1917] and represents a powerful tool of space plasma physics.
The problem with high-order transport equations is that they are extremely complicated and a general three-dimensional solution has never been attempted. As implied by the name, the 20-moment set represents a system of 20, coupled, timedependent, partial differential equations for each species in the plasma [cf. Burgers, 1969] . Likewise, the bi-Maxwellianbased 16-moment set [cf. Barakat and Schunk, 1982b; Oraevskii et al., 1985] represents a set of 16 coupled equations for each plasma species. Solutions of the generalized transport equations have, by necessity, required considerable simplification in order to obtain a solution. For example, in studies of plasma flows originating in Earth's topside ionosphere, steady state, one-dimensional solutions were obtained based on standard hydrodynamic models ("classical polar wind") which cannot account for anisotropic temperature distributions [e.g., Holzer, 1968, 1969; Marubashi, 1970; Banks et al., 1974; Bailey and Moffett, 1974; Raitt, 1975] . Anisotropic temperatures in the polar wind were first considered by Holzer et al. [ 1971] using a modified hydrodynamic model and other studies were later made using models based on a 13-moment set [Schunk and Watkins, 1979 , 1982 . Recently, several one-dimensional, steady state solutions to the polar wind based on the 16-moment set have been obtained [Ganguli et al., 1985 Demars and Schunk, 1986 , 1987a , and the topic of temperature anisotropies in the terrestrial ionosphere and plasmasphere has been reviewed by Demars and Schunk [1987b] .
The consideration of time-dependent flows adds an additional degree of complication [e.g., Mitchell and Palmadesso, 1983; Khazanov et al., 1984; Gombosi et al., 1985; Singh and Schunk, 1985; Ganguli et al., 1988; Palmadesso et al., 1988; Rasmussen and Schunk, 1988] . On the other hand, time-dependent models ("nonclassical polar wind") are essential to describe the dynamical behavior of terrestrial plasma outflows and interhemispheric plasmaspheric flows. These models encounter great numerical difficulties, ranging from small time steps (typically less than a second) to numerical instabilities due to mathematical artifacts resulting from the truncation of the infinite system of coupled transport equations [cf. Palmadesso et al., 1988] . Another physical difficulty arises from the fact that at low altitudes the plasma is collisionally strongly coupled to the neutral thermosphere. In time-dependent models this strong coupling results in very stiff partial differential equations, which are quite difficult to solve. In order to avoid stiffness some models start only at altitudes well above the F region peak. As a consequence of this compromise, these models have to specify ionospheric boundary conditions which have a tendency to "drive" the entire solution. As was pointed out by Demars and Schunk [1987a] , solutions of the 16-moment equations are very sensitive to small changes in assumed temperature and heat flow at the lower boundary. Thus, self-consistent modeling of the transition from strongly collisionally coupled flow to practically collisionless flow is necessary to remove this sensitivity to lower boundary conditions. The low-altitude, high-density region of the ionosphere is the major source of the outflowing plasma in the polar wind which subsequently responds to physical conditions of near vacuum via the polarization electric field. Similarly, self-consistent modeling of interhemispheric plasma flows in the Earth's plasmasphere, or plasma outflows at other planets, cannot be done without addressing the transition from collision dominated to collisionless flows.
The polar wind and plasmaspheric studies referred to above considered only one-dimensional flows. In the absence of electric fields in the direction perpendicular to a strong magnetic field, this simplification is possible because transport perpendicular to magnetic field lines can be neglected. In many instances, however, the effects of perpendicular transport due to convection electric fields must be considered. This effect appears to lowest order in the finite Larmor radius expansions pioneered by Chew et al. [1956] . Fortunately, even in the presence of a perpendicular electric field component, a one-dimensional solution is applicable as long as the solution is obtained in the reference frame of the advecting plasma. However, care must be taken when this is done to insure that mass and energy are conserved, because the volume of a plasma element changes as it advects into regions of differing magnetic field strength. In the high-latitude ionosphere this effect is unimportant [Rishbeth and Hanson, 1974] , but in the low-latitude ionosphere [Woodman et al., 1972] and in the plasmasphere [Murphy et al., 1980; Rasmussen and Schunk, 1990 ] the effect of ,perpendicular transport on plasma density can be very important. Centrifugal forces, arising as a consequence of the perpendicular transport, have also been shown to be important [Swift, 1990] in the polar wind. One of the contributions of this paper is to derive equations which explicitly show the effects of perpendicular transport on density, momentum, energy, and heat flow in the reference frame of the convecting plasma.
Another of the goals of this paper is to present a complete system of equations to which a solution can be obtained using present computer technology. A major difficulty arises with the collision terms when higher-order sets of transport equations are applied to regions where collisions are important. Barakat and Schunk [1981] have derived collision terms for interpenetrating bi-Maxwellian gases (consistent with the six-moment set of equations) which are valid for arbitrary flow velocity differences, arbitrary temperature differences, and arbitrary temperature anisotropies.
-Unfortunately, even at this level of approximation, an analytical solution for Coulomb interactions is iunattainahle. The collision integrals must be evaluated numerically for each value of temperature anisotropy and flow velocity diffe:rence. This precludes the direct use of this collision model in numerical models of plasma transport. Barakat and Schunk [1981] have also provided approximate expressions for Coulomb interactions which are accurate to within roughly 60% for normal flow situations. We have taken an alternative. approach and derived equations based on the Bhatnagar-GrossKrook (BOK) approximation for collisional interactions [Bhatnagar et al., 1'954) . The BGK approximation was originated to treat the various collisional regimes &om the collision-dominated to the weakly collisional. Livi and Marsch [1986] examined the relaxation of distributions to a Maxwellian in order to assess the reliability of the BGK ope:rator in comparison with the foll Fokker-Planck Coulomb collision operator. Livi and Marsch [1986) examined the collisional relaxation of a bi-MaxweHian and a double-beam distribution and found that the BGK approximation gave resu]ts for the temperatme anisotropy T l. ([' 11 which were accurate to within 25% (starting from an initial anisotropy of 4).
Th.is paper is the first in a series describing a plasma transport model to be applied to space p]asma flows between collision-dominated and coHisionless regions in the presence of strong external magnetic fields. In this approximation, the evolution of the magnetic field and the corresponding transport of plasma perpendicular to magnetic field lines are described by MHD equations, taking into account the specific planetary environment, such as convecting field lines in the highlatitude terrestrial ionosphere or rotation-driven flows in the topside ionospheres of Jupiter OJr Saturn. This paper describes the fundamental transport equations lo be solved in a selfconsistent generalized transport model and addresses the questions of characteristic wave speeds and collision terms. The second paper of the series will describe a new numerical method which has recently been developed to solve the anisotropic transport equations. This numerical med10d utilizes upwind differencing and is accurate to third order in both space . and time.
We proceed by first taking mo. ments of Boltzmann's equation and reviewing the derivation of the 20-moment set of transport equations. This set of equations is then examined m the limit of sttong external magnetic fields, where the effects of transport perpendicular to the magnetic field are explicitly determined assuming Ex B convection. One of the goals of the present study is to show that the 20-moment set of truncated transport equations and the bi-Maxwellian-based 16-moment transport equation series are equivalent in the gyration-dominated limit. The effect of collisions on plasma transport is determined by assuming a modified BOK collision model. The derived transport equations are ilien applied to a two-component plasma, the wave speed's and normal modes of such a system are examined, and the · effects of heat flow are carefully cofl'sidered. Fina:lly 1 a summary of this work is provided. We! stari t this section by reviewing the derivation of the 20-moment set of generalized transport equations. Even though these equations were derived several decades ago [cf. Hurgers, 1969, and references therein) and are quite well known in the space plasma physics conununity, we decided to repeat their derivation here, because they represent the starting point of our calculations. It should be also pointed out that our truncated moment approach is physically eqllivalent, but mathematically somewhat different than the technique usually followed in space plasma physics, where the distribution function is represented by an explicit analytic expression in the form of 1 the product of a Maxwellian (or bi-Maxwellian) base function and a truncated series of orthogonal polyiilomials [Schunk, 1975 [Schunk, , 1977 Schunk, 1979, 1987a; Schunk, 1982~ 1982b; Palmadesso el al., 1988] .
In the presence of typical planetary external fields of force the 1 transport of a charged particle species, "s," is described by the Boltzmann equation, which in the frame of reference moving together with particles "s'; can be wriitten in the following form [cf. Burgers, 1969'] :
where t denotes time, x; denotes spatial coordinates (i = 1,2,3 ), vsi denotes :random velocity components of species "s", Usi(t.Xi) the bulk flow velocity of species "s," F s (t,x;.vs;) the distribution function of particles "s," g; · the local giavitationa] acceleration, E; , the electric field vector, nc = esBfms the gyrnfrequency (ii ts sign depends on the particle charg, e), Bi the magnetic field vector, b; = B ;/B the unit vector along the magnetic field, ms the particle mass, es the particle charge, Eijlr. the permutation tensor, and ('OF /'Ol)coll = rate of change of nhe distribution function due to interparticle collisions, Repeated indices indicate summation.
The nonconservative form of the generalized transport equations can be obtained from this Boltzmann equation by multiplying it with m 8 and taking the velocity moments with respect 1 to the random velocity components, v si· The zeroth moment yields the continuity equation (2) where ns = }d3· v,rF 1 is the panicle number den~ity and f Ss is the net particle production rate. Also, it is obvious from the definition of the random velocity that fd 3 vsYsiFs = 0. It should be noted that each moment equation contains the divergence of the next hjghcr velocity moment of the distribution function, i.e., the continuity equation depends on the bulk flow velocity, the momentum equation contains the pressure tensor, the pressure equation contains the heat flow tensor and so on_ This means that unless we truncate the series somewhere, we will end up with an infinice number of transport equations. In order to close Lhe system of equations, it is necessary to adopt an approximate expression for the species distribution function or assume some kind of mathematical symmetry. In space plasma transport theory the infinite series of velocity moments is usually truncated by the following closing formula [Grad, 1949) 
SubstituLing (6) into the heat flow equation yields the last equation of the transport equation system:
Equations (2). (3). (4) and (7) constitute the 20-momcnt approximation (one continuity equation + three components of the momentum equation + six equations for the independent components of the symmetric pressure tensor + 10 independent components of the symmetric heat flow tensor) of Grad fl 958] (see also Burgers [1969) ).
Next, we discuss gyration-dominated plasma flows, i.e., flows where the externally imposed magnetic field is of sufficient strength that terms containing che gyrofrequency, nc = e./)lms, represent the dominant contributions to the transport equations.
In this approximation two fundamental assumptions are made: (1) the distribution function is assumed to be gyrotropic (independent of gyrophase), and (2) the 1.Qc!~ 00 limit is taken. It should be emphasized that the gyrotropic limit is physically equivalent to neglecting particle transport across magnetic field lines, because the perpendicular gradient of the distribution function is neglected. (At a given location, particles with different gyrophase have their guiding centers at different spatial locations.
The assumption that the distribution is independent of gyrophase is equivalent to neglecting gradients i.n the perpendicular direction.) The second assumption implies that the gyrofrequcncy is much larger than all other frequencies in the system, including the collision frequency and the frequency of propagating waves.
The simplifications made in this section closely parallel the work of Chew el al. [1956] and others [e.g .. Rosenbluth and Simon, 1965; Macmahon, 1965; Frieman er al., 1966; Oraevskii et al., 1968; Bowers and Haines, 1968; Mikhailovskii and Tsypin, 1971; Hruska, 1978] . This approach has come to be known under the name of finite Larmer radius expansions and assumes a collision!ess plasma with time variations slow compared to the Larmer gyration period and a characteristic length scale of spatial variations large compared to a Larmer radius . As was pointed out in the introduction, one of the contributions of this work is to explicitly derive the effects of transport perpendicular to the magnetic field due to an imposed electric field.
It is required that transport equations (2), (3) (4) and (7) remain valid while 10cl~0 0 ; therefore it is necessary that the coefficients of the magnetic field components should vanish in all of the cransport equations except the momentum equation. This requirement docs not lead to any restrictions in equation (2), because the continuity equation does not contain nc. The momentum equation is handled somewhat differently in that it is assumed that an electric field is externally applied and might be of the same order as the Lorenz force. This assumption is fundamental to finite Larmer radius expansions of the plasma transport equations [cf. Chew et al., 1956; Frieman el al., 1966] . Thus, the perpendicular component of the momentum equation becomes (8) where E 1 i represents the perpend icu I ar component of the electric field. Note that all drifts perpendicular lo the magnetic field, other than E x B drifts, have been neglected; this includes gravitational and gradient curvature drifts. These drifts are usually considered to be of higher order in finite Larmer radius expansions (see, for example, Rosenbluth and Simon [1965] . Macmahon (19651, Bowers and Haines [1968] . and Hruska [ 19761 for higher-order corrections).
In the gyration-dominated limit the energy equation
(equation (4)) becomes (9) This equation is satisfied by the following form of the pressure tensor:
where 8;j is the Kronecker delta. This form for the pressure tensor was suggested by Chew et al. [1956) . Equation (10) states that in the gyration-dominated approximation, there are only two independent pressure componenLS, Psll and Ps.i• representing average random energy components parallel and perpendicular to the macroscopic magnetic field.
In the gyration-dominated limit the heat flow equation
(equation (7)) becomes This equation is satisfied by the following form of the heat flow tensor:
This functional form means that in the present approximation, the heat flow tensor has only two independent components, hsn and hsi representing the field-aligned flow of parallel and perpendicular energy, respectively. This expression is equivalent to the one derived by Oraevskii et al. [1968] .
Additional moments of the distribution function (beyond the heat flow) are not required in the present approximation, because Grad's closing formula (equation 6) has been applied. At this point we note that in the gyration-dominated limit the fourth moment of the distribution function used in the biMaxwcllian-based 16-moment approximation satisfies Grad's closing relationship, equation (6) (e.g., Barakat and Schunk, 1982b] . Thus, the 16-moment and the 20-momcnt sets arc equivalent in the order of approximation assumed in this paper.
In the preceding. we have obtained approximations for the perpendicular flow velocity and for the pressure and heat flow tensors in the limit of gyration-dominated flow (expressions (8), (10), and (12)). It should be noted that in order to do this. only a subset of the transport equations were used. Equations representing parallel components of the transport equations were not used as these equations do not explicitly contain the gyrofrequency D. c· In the next step, we examine these equations. First, the plasma velocity is written as (13) where uBi and usu are the perpendicular and parallel components of the total plasma velocity, respectively, and (10), (12), and (13) are substituted into the remaining transport equations.
First, however, several expressions need to be evaluated. The divergence of the magnetic field-aligned unit vector is
where z is distance along the magnetic field line in curvilinear coordinates. The divergence of uBi is also required. From (8) and (13) it can be shown thal
where p is the mass density of the plasma, ); is the current density, and VA= B/(µ 0 p) l/2 is the Alfven speed. In the finite
Larmer radius expansions which have commonly been used, both the perpendicular component of the current density and the parallel component of the electric field are negligible to lowest order [e.g., l/ruska, 1976] . Thus, in most inst.ances, the second term on the right-hand side of ( 15) and (16) can be dropped. However, the magnetic field is assumed to be externally imposed, and there may be some situations for which the curl of B is significant. For instance, consider the hot plasma population in the Earth's ring current . In this region, gradient curvature drifts arc important, and higher-order terms neglected in (8) are important. These higher-order corrections allow for perpendicular current to flow which distorts the Earth's dipole magnetic field (for which curl B 1 is zero). Although the formulation presented here cannot describe the hot plasma population which distorts the magnetic field, it is still valid for the thermal population arising from Earth's ionosphere and coexisting with the hot plasma population .
A further relationship is needed . Given that u Bi is perpendicular to B;, it can be shown that (17) Furthermore, it can be shown that the parallel and perpendicular components of 2JBJ{Jz are "dB/(Jz and BIR (R being the radius of curvature of the magnetic field line), respectively. This means that duB.
where Riis the radius vector of the magnetic field curvature. Defining the convective derivatives in the frame of reference moving together with the magnetic field and the fluid as
and substituting relations (8) through (18) into the 20-moment system of transport equations, one obtains the following closed set of equations for gyration-dominated plasmas:
where
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Equations (20) through (25) describe the evolution of the six independent functions characterizing the gyration-dominated 20-moment approximation: n/B, US> P.11/B, PsJ.IB, h 1 11IB, and h 8 J.IB. These equations describe gyration-dominated plasma flows in a frame of reference moving with the E x B convection velocity. This reference frame is explicitly denoted by the use of the convective derivative, DBIDt.
Note that all of the transport equations contain the divergence of uBi on the right-hand side (via equation (26)), except for the momentum equation. The meaning of this term is easily seen by examining the continuity equation. In the absence of sources of plasma and a parallel velocity component (on the left-hand side of (20)), the total number of particles within a given fluid element advecting with velocity "Bi must be conserved. Furthermore, we assume that there are no external sources of current (curl B;is neglected in (15)). Given these simplifications, the continuity equation can be written in three different ways:
The terms on the right-hand sides of (27) show an interesting progression. Since no parallel motion is allowed, the righthand side of (27a) represents the expansion (or contraction) of a volume element due to advection into a region of decreasing (increasing) magnetic field strength. In general the volume element will expand (or contract) in both a parallel and a perpendicular direction to the magnetic field. The right-hand side of (27b) is different from the corresponding tenn in (27a), and we suggest that the right-hand side of (27 b) represents the stretching of a volume element in the parallel direction for the following reason. Note that (28) where A is the cross-sectional area of a flux tube element. Thus, the left-hand side of (27b) is written in a form which conserves mass in response to a perpendicular expansion (a change in flux tube area) of a volume element, and therefore the right-hand side of (27b) must represent a parallel expansion of a volume element.
In the absence of a time variation in the imposed magnetic field (in the inertial frame), the third equation in the series, (27c), is most interesting because it suggests that m~JBZ is a conserved quantity when parallel motions of plasma can be neglected. In the case of a dipole magnetic field, B varies as r-3 (where r is distance from the center of the magnetic dipole), and (27c) implies that plasma density within a flux tube varies as n oc r· 6 during flux tube motions. This relationship could be important in the inner plasmasphere where H+ is roughly in diffusive equilibrium and v 11 is relatively small. During substorms, electric fields of magnetospheric origin can penetrate into the plasmasphere, and plasma can drift either toward or away from the Earth. Then°" r· 6 relation implies that relatively small changes in r can lead to large changes in density. This will in tum disturb the diffusive equilibrium profile along a flux tube and subsequently initiate parallel transport of plasma as well, so n cc r· 6 may only hold for a short period of time during rapid flux tube motions. In any case, the penetration of substorm electric fields into the inner plasmasphere is seen to lead to a significant redistribution of plasma.
In summary, the divergence of the perpendicular velocity UB; given in (15) represents the change in a flux tube volume element during perpendicular transport. The divergence term in (20) acts to conserve mass, as is explicitly demonstrated in equations (27). Since energy is conserved, it would seem that an equation comparable to (27c) could be derived for the two energy equations as well. However, the presence of additional terms in (22) and (23), related to magnetic field topology, makes this impractical. Although the total random energy is conserved, the perpendicular and the parallel random energies are not, as these energy components are interchanged during -perpendicular motions. The individual heat flow equations also contain similar additional terms.
The momentum equation is unique in that it does not depend on the divergence of UBi· There . are, however, mertial forces which appear on . the far right-hand side of (21) which are due to the confinemen t of plasma to a moving field line. For iJ:tstance, in a ro.tating magnetosphere the perpendicular velocity u Bi would contain a component in the azimuthal direction and the centrifugal force would tend to confine plasma in the equatorial plane. Cladis [1986] 1 and Swift (1990] , have shown : that the centrifugal force due to convection across the polar cap is effective in accelerating ionospheric H+ plasma outward into the magnetotail. m the magnetic field topology assumed by Swift, the centrifugal force due to a 50-m V /m convection electric field is ]arger than the gravitational force at altitudes above 1 RE.
These equations can be compared with the 16-moment set of equations [cf. Oraevskii et al., 1968; 
The 20-moment approximation is identical to the 16-moment approximation in the lrmit of a strong magnetic field. As discussed above, this occurs because the 16-moment closing relation [e.g., Barakat and Schunk, 1982b] becomes identical to Grad's 20-moment closing relation in the limit of a strong magnetic field. These, same equations, without the additional terms due to perpendicular transport, were a~so used in the first applic ation of the 16-moment equations to polar wind conditions [Ganguli el al ., 1987; . It should be noted that these authors used heat flow per particle, h, which rdates to our definition as hsu = hsu /2n 5 and hs.l = hs.ifns. ' Barakat and Schunk [1982h] have shown tllat the 16-moment set of equati ions can. be reduced to familiar lower-order equations given the correct simplifying assumptions. In a similar vein, we point out that the gyration-dominated 20-moment approximation can be simplified to yield conventionally used ~ower-order transport eq uations.
Firs t of all, the omnidirectional pressure and field-aligned heat flow are defined as Ps = (p311 + 2Psl.)/3 and hs= (h.s11 + 2hsl.)/2. Assuming that the randorn energy flows isotropically along the magnetic field lines, i.e., hsu = 6hsl5 and hsl. = 2hsf5, one ohtains the gyrotropi c B-moment approximation.
The additional assumption of isotropic pressure Md negligible heat flow, i.e., hs = 0 and p s = p sll = p sl.• yields th:e five-moment approximation (Euler equations).
REL.AXA ilON TIME APPROXIMATION
Of TIIE COWSION TERM One of the most difficul t parts of formulating a series of transport equations is in calculating the influence of collisions.
Collisions enter into Boltzmann's equations through the collision term (OFs/Ot)coll on the right-hand side of (]). This term represents the rate of change of the distribution function in a given region of phase space as a result of collisions. The influence of collisions may range from one of complete dominance in a partially ionized and dense medium lo a relatively ~nconseqnential one in a more rnrefied environment.
Traditionally, the effect of co!Hsions has been calculated by an evaluation of the Boltzmann collision integral [e.g., Burgers, 1969] , which leads to very complicated expressions. Even the most sophisticated models are limited to particles acting upon one another with spherically symmetric force systems. The Boltzmann collfsion integral can be evaluated in a completely rigorous fashion only fo r collisions of a particular fonn, referred to as Maxwell molecule interactions where the spherically symmetric interaction potential varies inversely as the fourth power of the particle separation. For other interaction potentials, it is necessary to adopt an approximate expression for the distribution functions of the interacting particles in order to evaluate the collision integral [e.g., Schunk, 1975] . For distribution functions based on a biMaxwellian, evaluation of the collision integral can be particularly inttactable and must be evaluated numerically [Demars and Schunk, 1979; Barakat and Schunk, 1981] . However, full numerical evaluation of these integrals in large scale space plasma models is presentl'y next to impossible.
A philosophically different approach can be taken by the application with the relaxation time approximation, first introduced 1 in the 1950s [Bhatnagar et al., 1954; Krook, 1955; Gross and Krook, 1956] . In chis alternative approach, 1 the effects of collisions are estimated by assuming that collisions tend to randomize the distribution of particle velocities. In otheT words, the velocity distribution evolves toward a Maxwellian distr~bution as a result of collisions. In its origina~ form the relaxation time approximation is (29) where vs is a formally defined relaxation frequency and F o is a Maxwellian. This approximation. for the collision operator has come to· be known as the BGK model and has been extensively used in the field of gas dynamics, for instance. The iBGK approx~ma. tion has also been applied in some areas of space plasma physics [e.g., Farley, 1963] .
The BGK model was orig inally introduced to examine 1 the dynamic properties of gases over a continuous range of pressures from the Knudsen limit (where the m ean free path is large compared to characteristic lengths in the system) to the high-pressure limit. The BGK model is attractive to the pres· ent work because we are interested in the transition of plasma flows from a :region which is st:rongly collision dominated Lo a region of near vacuum. However, it should be pointed out that the relaxation model is only an approximation to the collision integral md does not lead to some collisional effects that more rigornus models· imclude. For instance, there . is no thermal diffusion or diffusion-thermal heat flow [Burgers .. 1969; Walker, 1967] , neir· is there coupling between parallel and perpendicular velocity planes that arise in the Maxwell molecule interactions derived by Demars and Schunk (1979] . The BOK model simply ignores the detailed natme of the interparticle in teractions.
Given the limitations of the BGK approximation, how accurate are the results of the model? This is especially interesting in light of the continued usage of the collisional model. Livi and Marsch [1986) studied the colliisional relaxation of a bi-Maxwellian and a double-beam distribution in order to assess the reliability of the BGK operator in comparison with the full Fokker-Planck Cor ulomh collision operator. The distributions functions were initiated with a . temperature anisotropy T l.ffu of 4 for the bi-Maxwellian case and a Mach number of 1.75 for the double-beam case. When the evolution of the distribution function was followed in time, it was found that the BOK model did surprisingly well in light of its inherent simplicity. For a relaxation frequency which is independent of velocity (assumed here), the BOK model gave a maximum relative error in the temperature anisotropy of less than 30%. The values for heat flow fared less well, but the BOK results were still accurate to within a factor of 2-3. In general, a constant relaxation frequency led to an excessively rapid decay in the temperature anisotropy and the heat flow. These inaccuracies should be compared with the 63% maximum relative error in the collision terms (for temperature anisotropy ratios varying from 0.25 to 4) present in the approximate expressions for Coulomb interactions given by Barakat and Schunk [1981] .
These approximate expressions were suggested as an alternative to a full numerical evaluation of the collision integrals. In any case, it is reiterated that the BOK model is an approximation and is not appropriate under all circumstances, especially when an accurate evaluation of the heat flux carried by electrons in or beyond the runaway regime is required [Livi and Marsch, 1986] .
In its original form, the BOK model did not conserve momentum and energy for collisions between species with unlike masses [cf. Tanenbaum, 1967] . This deficiency leads to a factor of 2 error in the diffusion of light ions through a heavier gas. The original relaxation time approximation has been modified by Burgers [1969] to conserve mass, momentum, and energy by an appropriate selection of the five free parameters of the Maxwellian distribution function, F 0 . In a multispecies gas, this collision tenn can be written as
where the subscript "t" refers to all species present (including species "s") and where v st is the formally defined relaxation or collision frequency for (s-t) collisions and is assumed to be independent of velocity. 
The ns(st) , us(st)j and Ts(st) parameters can be determined from basic conservation laws of classical mechanics [cf. Burgers, 1969] :
where T 9 = (Tsu+ 2Ts 1 )/3, and k is Boltzmann's constant. Note
-T t(t.s)·
Thus far, we have only considered collisions which do not change the particle type (as, for instance, ionization or recombination would do). The particle sources and sinks can also be incorporated into the relaxation time approximation in a relatively straightforward manner.
For the sake of simplicity, one can neglect complications arising from energy thresholds of various processes (such as impact ionization) and assume that at their birth, all newly created "s" particles follow an equilibrium distribution (F s-0) with density nso• temperature Tso• and bulk velocity us0j-It is also assumed that the particle source has a number density of ns0 and an average production (ionization) frequency of v sO· The loss of particles takes place with an average loss rate of Ls. Given the above, the relaxation time approximation of the collision term becomes As the BGK collision terms for the 20-moment set of transport equations have already been evaluated by Burgers [1969] , we only give these expressions in the gyrationdominated limit:
(38) (39) (40) (41) where the momentum exchange collision frequency, v 8 ,. and the total collision frequency, V 8 , are defined as (42) It is interesting to note that (43) The collision terms p s• M sll, and p s are identical to the linear approximation of Burgers [1969] which is extensively used in space plasma transport models [cf. Raitt and Schunk, 1983; Gombosi et al., 1985; Gombosi and Nagy, 1989] . This indicates the vastly improved conservation properties of the modified relaxation time approximation.
Next we consider the case where collisional effects are important in the heat flow equation. In this approximation, collisions are assumed to occur frequently enough that the flow of random energy (heat flow) has had time to reach equilibrium on any time scale of practical interest. However, the flow is still assumed to be gyration dominated. These two conditions are met as long as l/t << v << n. where t is a time scale for temporal variations of the plasma. As before, the assumption of gyration dominance is taken into account by using specific forms of the flow velocity, pressure, and heat flow tensors (equations (8), (10), and (12)). The effect of frequent collisions is taken into account by assuming that the heat flow components are small and negligible in the heat flow equations unless they are multiplied by the collision frequency. In this approximation, the heat flow equations become ~ v;, ( ) 
In the simple case where the velocity difference between the species is negligible, these expressions simplify to the following formulae: 
where 1C is the "classical" heat conductivity. It is interesting to note that the flow of perpendicular random energy is modified by the magnetic mirror force in the presence of diverging (or converging) magnetic field lines. This factor may be very important under some circumstances (however, in the collision-dominated region c.he temperature anisotropy is negligible, and therefore the extra term is not important). This result is a strong reinforcement of the fact that one has to be very careful when applying well-known transport equations to low-density magnetized space plasmas. Naturally, these equations represent only an approximation to heat flow in the case of frequent collisions. Since heat flow is inversely proportional to the collision frequency (see (49), for instance), in this approximation the heat flow is small. When collisions arc infrequent, the full heat flow equations must be solved. It is interesting to note that the expressions for parallel and perpendicular heat flow components are asymmetric (see also Demars and Schunk [1987a] ). The parallel heat flow is pretty much what one would expect based on classical results, while the flow of perpendicular random energy has an extra term. This extra term is proportional to the temperature anisotropy, in a manner which is analogous to a similar term in the momentum equation. The physical explanation for this term is that the magnetic mirror effect influences the motion of all particles, in a way wh.ich mixes parallel and perpendicular motions. The important point, however. is that the spatially varying magnetic field converts perpendicular random motion to organized parallel motion. This effect is accounted for in the momentum equation and is related to the magnetic mirror force on a single particle. Random parallel motion, on the other hand, is not converted to organized perpendicular motion, ~ because in the gyration-dominated approximation, all perpendicular motion is random motion in the frame of !.he field line.
WA VE SPEEDS Al"ID SLOW WA VE
TRANSPORT EQUATIONS TI1e set of equations described in the previous section are sufficiently complicated that a numerical solution is required . Some of the most commonly used numerical schemes to solve systems of equations of this type are a generalization of the method of characteristics and require a knowledge of the wave speeds of the system. Of course, wave speeds arc also physically important because they describe the propagation of various disturbances in the pla<;ma. In this section, wave speeds and the associated normal modes of oscillation arc examined for an ion and electron gas in the gyration-dominated approximation.
associated with each degree of freedom. For example, al the level of complexity maintained in the previous section, there are 12 coupled equations (six for each species) and 12 corresponding plasma wave modes. There are also additional electromagnetic modes which result from Maxwell's equations.
In order to simplify the situation as much as possible, we consider only low-frequency oscillations and assume that the plasma is quasi-neutral, i.e., that n = n . = n e I (53) where the subscripts e and i refer to electrons and ions, respectively. In addition it is assumed that there are no fieldaligncd currents:
These assumptions allow ari expression to be obtained from the electron momentum equation for the field-aligned electric field, Eu (also called ambipolar electric field or polarization electric field):
Dt (55) where the DIDt operator is the convective derivative in the plasma frame.
Full Set of JO EquaJions
The above assumptions reduce the original set of 12 coupled equations (plus Maxwell's equations) to a system of 10 coupled partial differential equations, which simultaneously talces into account both ions and electrons. This set of equations can be written in the following form:
In general, a magnetized plasma has a large number of where the IO-dimensional state veclor, w, the coefficient degrees of freedom and a wave mode can be found which is matrix, A, and the source vector. P, are 
where p is the total mass density of the plasma and where X = mJmi. Note that the source vector P does not affect the wave speeds.
With the equations written in this form, the wave speeds of the system are simply the eigenvalues of the matrix A. We also point out that the eigenvectors of A are identified with the normal modes of the system. It can be shown that A has four simple eigenvalues, 
It is seen that the parallel component of tJ\e electron theTJllalheat wave decouples from the rest of the waves of the system, similar to the way in which the perpendicular thermal-heat waves do. However, it should be noted that (63) The remaining six eigenvalues (see also Palmadesso el al. [1988] ) md eigenvectors do not decouple in this simple way, and it is, in general, quite difficult to evaluate them. Ft can be shown, however, that two of them co:rrespond to parnllel, electron thermal-heat waves, while the remaining four represent a .strongly col!lpled system of parallel, ion acoustic, and ion thermal-heat waves. A good apprnximation to the electron waves can be obtained by taking the x << 1 limit, which yields the following two eigenvalues and eigenvectors:
A 10 =u+a,~ -pa_(a, +3a; -a_) 2pa_a; -2pa_a; 0 0 0 0 (66b)
These four approximate eigenvectors reveal that the mass density and flow velocity are intricately coupled to the four pressure components and the parallel heat flows. It is also interesting to note that a+ is the ion acoustic speed (in the Te >> T; limit, a+= (a,,2 + 3ai2) 1 12; see also Tanenbaum [1967] ), while a_ is the parallel ion thermal speed (in the Te>> T; limit, a_= 3 1 12a;). The wave speeds shown in this section are identical to those derived previously by Palmadesso et al. [1988] while the eigenvectors are new.
In the previous paragraphs, phase speeds of the ion acoustic and the ion thermal waves were derived assuming a small ion heat flow. Palmadesso et al. [1988] have shown that these two wave modes merge when h;u is of the order of P;ua;. In this instance the system of equations becomes degenerate. Palmadesso et al. [1988] have pointed out the unphysical nature of this situation and suggest, as one possibility, that the moment expansion used to derive the transport equations may be in the process of breaking down for heat flows in this range.
We show that this is indeed the case by plotting the distribution function assumed in the 16-moment expansion [e.g., Barakat and Schunk, 1982b] , for two values of heat flow. (Recall that the 16-moment expansion, in the gyrotropic approximation, is equivalent to the 20-moment expansion used here.) In Figure 1 a, velocity distributions in the parallel direction are shown for a heat flow of 0.1 p; 11 a;. In this instance it is apparent that the distribution function is nearly a Maxwellian and the transport equations are valid for heat flows in this range. However, for heat flows near the thermal energy of the ions times the thermal speed, i.e., p,1 1 a; . the distribution function becomes negative over a substantial portion of its range. This can be seen in Figure lb where the heat flow is 2.0 Pillai. A beam is seen to develop on the right-hand side of the distribution function in order to carry the heat flow. Because of the cubic perturbation assumed in the 16-moment approximation, this beam requires that the distribution function becomes negative on the left-hand side. This is clearly an unphysical situation. Thus, we stress that the equations derived in the 20-moment (or 16-moment) approximation are valid only when the heat flow terms are small compared to the related pressure component times the corresponding thermal speed. 
Slow-Wave Transport Equations
The wave speeds derived in the previous section are split into two groups. The phase velocity of the wave modes associated with ion motions is near the ion thermal speed while the electron modes travel at a much higher velocity. In a mathematical sense, (56) represents a stiff system of differential equations. If one is mainly interested in the longtime-scale evolution of the plasma (which is closely associated with the transport of the relatively massive ions), this presents a problem because the magnitude of the time step in a numerical solution will be limited by the faster, electron wave modes. Fortunately, the eigenvectors for the electron thermal-heat waves are practically decoupled from the slower-wave modes, a situation we seek to take advantage of.
It is helpful to examine why the decoupling takes place. The phase velocity of the waves is vqi = ro/k, where <JJ is the frequency of the wave and k is the wave number. As shown above, the phase velocities for the electron and ion modes are substantially different because of the light electron mass. Therefore, if similar time scales, such as 't "" l/co, for the ion and electron modes are considered (recall that 't must be much less than the ion cyclotron frequency), then the length scale associated with the electron modes, L "" 1/k, is much greater than the corresponding length scale for the ion modes. Thus, gradients in electron temperatures and heat flows are small quantities in lhe ion mode equations. The electron thermal speed is so fast chat gradients associated with electron modes are nearly equilibrated in an ion mode time scale. This suggests that simplification to the transport equations can be made by ignoring the fast-electron modes altogecher and assuming chat electron tempcrarures and heat flows are always in quasiequilibrium.
In this case the four electron equations (two energy and two heat flow) are considered in the quasi steady state limit, and one obtains the following six time-dependent equations describing the slow ion transport: 
These six equations describe the time variation of plasma mass density and momentum, ion parallel and perpendicular energy, and ion parallel and perpendicular heal flow. The continuity and momentum equations, (67) and (68), represent the combined electron and ion fluids and were obtained via the assumptions of quasi-neutrality and zero electric current. Because of the light electron mass, these two equations are almost entirely dominated by ion motions. The only coupling to the electrons in this set of equations takes place through the electron pressures in (68) and occurs as a result of the mediation of the electric field in (55). As a check for consistency. we note that the eigenvectors and eigenvalues obtained from this reduced set of equations are identical to corresponding quantities (A.3, A4, A.5, A.6, A7, A.g) in the original set of 10 equations discussed above. Finally, the set of slow-mode ion equations are completed wilh the addition of equations for the electron pressures and heat flows, (22)-(25). As explained above, lhe time-independent form of these equations may be adequate under cenain circumstances.
Wave Speeds Without Heal Flow
It is also of interest to derive the wave speeds for the full set of equations in the case when the heat flow is totally neglected. In this case the coefficient matrix reduces co lhe following: 
It is very interesting to note that the neglect of heat flow fundamentally changes the wave speeds of the system. The only nontrivia] wave speed is a modified ion acoustic speed .
• a, which describes the coupling between the flow velocity and the other d)'lilamical quantities. Eigenvectors v 2 , v 3 , v 4 , and v5 show that mass, the difference of ion and electron parallel pressures, and the two perpendicular pressures are advected with the flow velocity.
It should be emphasized that the characteristic wave structure of the plasma transport equations is very different in the two cases. When heat flow is taken into account, there are no trivial wave speeds (no wave propagates with u), and the system is characterized by four fast electron wave modes, two pure ion modes, two ion acoustic modes. and two ion thermal modes (the latter four modes are combined ion electron waves). When the heat flow is altogether neglected, Lhe wave modes greatly simplify, and the only propagating mode is the modified ion acoustic wave. This difference in the wave modes means that the presence of heat flow fundamentally modifies the timedependent transport of plasma and it should not be neglected outright.
STEADY STATE ELECTRON
HEAT FLow EQUATIONS Next we consider in detail the electron heat flow equations, assuming that the effects of collisions are negligible and that a condition of steady state has been reached. This is done for two reasons. First of all, solutions to these equations are required to complete the slow-wave set of transport equations discussed in the preceding section. Secondly, and more importantly, solutions to these equations in the collisionless limit lead to surprising conclusions, conclusions which reflect negatively on the applicability of the 16-and 20-momenl set of equations in certain circumstances. For the sake of mathemaLical simplicity we neglect the terms containing the effects of E x B convection; these extra terms can be easily added to the equations and do not aff cct the conclusions made in this section. Neglecting collisions and assuming steady state conditions, the two heat flow equations become
hen oz B u oz (76) where the electron Mach number is defined as (77) and where the dimensionless heat flows (78) and -hel.
have been introduced.
In most space plasma flows the electron thermal speed is much larger than the flow velocity, so that M; << l. Also recall that the dimensionless heat flows must be less than approximately 1 (see Figure 1) or the assumptions underlying the derivation of the transport equations are suspect. Thus, the coefficients multiplying the right-hand sides of (75) and (76) are small quantities. This implies that if the characteristic length scales for the spatial derivatives, 1/L = dldz, are all of the same order, then the right-hand sides of (75) and (76) are of order £ 2 , where £ is a small parameter. This assumption may not apply near shocks (where the velocity changes abruptly), but in many instances, velocity gradients are likely to be very small. For instance, in the polar wind solutions of Ganguli et al. (198 7} , the characteristic scale length for variations in velocity was of the order of 15-20 Earth radii. This assumplion will also not apply if the heat Gow components vary rapidly . However, to insure that the dimensionless heat flows remain small, gradients in heat flows cannot be excessively large . Therefore, we assume that the right-hand sides of (75) and (76) can be dropped and obtain the following equations for the two electron temperatures:
In the collisionless regime, equation (80) predicts that T eH = con.st, which is lhe same as the double adiabatic relation of Chew et al. [1956] . assuming that ouldz = 0. In this regime, equation ( It can also be seen that for y 0 < 1,
which in the limit x~O is very close to lhe double adiabatic result (assuming ouldz = 0) of T d/B = const [Chew et al ., 1956] , which neglects heat flow entirely. Thus, in steady state and when Te.l <Ten• the effects of (small) heat flows are seen to have only a weak effect on perpendicular eleccron temperatures and a negligible effect on parallel electron temperatures.
However, the most surpnsmg feature of equation (83) where the effects of collisions have been neglected. A comparison of (76) with (87) shows that all terms containing heat flow, other than the time derivative, have been dropped in (87). The terms containing heat flow are of order t: 2 , while the two terms on the right-hand side of (87) arc of order one. It is these two terms which balance in steady state to give (82).
From (87) it is seen that deviations from steady state will lead to time changes of order one in the heat flow, which itself must remain of order E in order for the distribution function lO remain physical (see Figure lb) . Thus, it is seen that steady state can probably never be obtained without the heat flow becoming unacceptably large in the process.
This rapid growth of the heat flow has unfortunate consequences. Numerical fluid models of plasma dynamics have been found to be unstable when heat flow becomes large (of the order of the thermal energy of the plasma multiplied by the parallel thermal velocity) . This has required that the magnitude of the heat flow be artificially limited while running dynamic simulations. An explanation for the unstable nature of the transport equations when heat flow is included can be seen in Figure 1 . As heat flow increases, the distribution function becomes negative. The negative value of the distribution function on the left-hand side of the axis allows particles with a negative velocity to add a positive contribution to the heat flow. We stress that this is an unphysical situation and we believe that this is the root cause of the instabilities related to heat flow, because the negative distribution function allows the heat flow to grow in an artificial manner. The functional form of a realistic distribution function, because it must be positive semidefinite, by itself naturally provides a limit to the heat flow.
Another explanation for the singularity in (83) can be found by consideration of the kinetic behavior of the electrons.
Consider, for instance, a pure bi-Maxwellian distribution with Yo< 1 (Tei.< Ten) in the presence of a magnetic field which very slowly decreases with time.
When the magnetic field magnitude decreases to half of its initial value, the velocity distribution becomes more elongated in the parallel direction (to conserve the first adiabatic invariant), but it remains close to a bi-Maxwellian. However, the situation is dramatically different for an initial distribution with Yo> 1 (Tel.> T e 11 ). In this case the decreasing magnetic field results in the formation of a conical velocity distribution, which cannot be described by a bi-Maxwellian to any reasonable degree. In other words, our fundamental assumption, that the 20-moment (or 16-moment) truncation is a good representation of the distribution function, is completely violated. In this case our whole approach loses validity, and the appearance of a singularity in the solution should not be a surprise. This result shows that in the collisionless regime, problems are likely to arise with the 20-moment (or 16-moment) formulation at some point along a field line whenever Tel. > Tell-In the collision-dominated regime this problem does not arise because frequent collisions prevent the formation of conical distributions.
Finally, a general observation has to be made about the singularities (critical points) of the steady state gyrationdominated transport equations. Under steady state conditions the full set of 10 transport equations (56) can be written in the following form:
where w, A, and P are given by (57) and (58). It is obvious that equation (88) has singular (critical) points whenever the determinant of the lOxlO matrix, A, vanishes. This happens when the eigenvalues of A become zero, Aj= 0 (j = 1,2, .. ,10).
Using expressions (59), (62), and (64), one can obtain the singular points:
Naturally, in a given physical situation, not all critical points will appear . A specific situation has recently been investigated by Y asseen and Retterer [ 1991 ] , who investigated critical points in the 16-moment approximation. Yasseen and Reuerer [ 1991 J studied the singularities of the steady state 16-moment gyration-dominated plasma transport equations in the collisionless regime neglecting the ambipolar electric field, which strongly couples the ions and electrons. In addition to the sonic singularity, Yasseen and Retterer [1991] found a heat flow related singularity in the perpendicular temperature.
We have shown that there are problems with the closure of the heat flow equations used in the 16-and 20-moment approximations, in the collisionless limit. Related problems have been noted by Pa/madesso et al. [1988] in an examination of the dispersion relation for waves in the presence of heat flow. Problems also arise in rarefied gas flows when heat flow is considered. When the mean free path is larger than some critical value, Bobylev [1982] has shown that solutions to the Burnett equations (1-order-higher approximation to the Boltzmann equation than the Navier Stokes equations) are exponentially unstable against small perturbations. In the absence of collisions to redistribute particle velocities, it is not unexpected that velocity distributions can develop which will invalidate the transport equations. As explained above, this is especially significant when the electron perpendicular temperature is greater than the parallel temperature. 
It is interesting to note that equations (97) through (100) do not constrain the particle density, because the continuity equation was used to eliminate <I>. Low-speed flows were considered in the previous section, and we now consider the other extreme, when the plasma flow is hypersonic. In this case we explicitly assume that (1) the flow is hypersonic (M 8 >> l, where the parallel Mach number, M 8 , is
given by M'} = u 2 /ci, where c 811 is the parallel thermal speed), (2) the flow is steady state, (3) the divergence of the flow velocity is negligible (a reasonable approximation for hypersonic flows), and (4) the effects of perpendicular transport are unimportant (so that n.IB is conserved). In this case, equations (98) and (99) 
In other words, nsf B, Tsu• and Tsl.IB are all constant along the field line. This is a very interesting result and indicates that in hypersonic plasma flows (with heat conduction included), the "classic" double adiabatic relations (assuming ouloz = 0) of Chew et al. [ 1956) are valid as long as the perpendicular heat flow component is negligible at the exobase.
SUMMARY
Generalized transpo· rt equations are convenient tools which can be used to study sp.ace plasmas of thermal origin. The convenience is principally due to the relative simplicity of the transport equations in comparison with direct solutions to Boltzmann's equations. Unfortunately, much of this simplicity is lost if the distribution function departs significantly from a Maxwellian. In this instance, a large number of equations mus l be solved in order to accurately describe plasma transport. However, in the presence of a strong. external magnetic field, Grad's original 20-moment set can be reduced to a system of six partial differential equations. This simplified set of equations describes the transport of mass and parallel momentum as well as the transpori t of panllel and perpendicular energy and heat flow in the magnetic field direction. In this approximation much of the convenience of the transport equation method is regained, without a corresponding loss in accuracy.
The transport equations become somewhat more complicated when an ion plasma and electron plasma are considered. In this instance, the addition of another species doubles the original six coupled equations to be considered. although because the electron mass is so much smaller than the ion mass, only one continuity equation and one momentum equation are usually required. Thus, for most applications, it would appear that a system of 10 partial differential equations must be solved. Indeed. solutions to such a system of equatiorn have recently been anempted [e.g., Demars and Schunk, 1986; Palmadesso et al., 1988] . By examining the wave speeds and the normal modes of this system of 10 equations. we have found that the electron thermal-heat waves (representing four of the 10 normal modes) effectively decouple from the rest of the waves in the system. ~n addi1 tion, because the phase speeds for these electron modes are so much faster than those of the ion modes, we have suggested that the electron energy cmd heat flow equations can, in many instances, be solved in a time-independent fashion. This again reduces the number of time-dependent equations to be solved lo 6. This represents a significant reduction in complexity from the original set of 40 time-dependent equations (20 each for the electrons and the ions).
Analytical solutions for the electron energy and heat flow components can be obtained in the steady state, when the fluid velocity is much smaHer than the electron thermal velociity and when the effects of collisions can be neglected. For these circumstances, it was found that equations similar to the double adiabatic equations of Chew et al. [1956} are obtained if the perpendicular electron temperature is smaller than the parallel temperature. However, whenever Tel. is greater than Tell• it was found that the perpendicular electron temperature eventually becomes infinite at some point on a diverging magnetic field line. This unphysical solution has hitherto gone undetected, although its effects have apparently been felt in numerical solutions of the transport equations. The reason for th. is singularity in the transport equations is ultimately due to the breakdown of the moment expansion and truncation of Grad [1949] in the coUisionlcss regime.
Transport in a direction perpendicular to magnetic field lines has been included by constraining the plasma to follow Ex B convection paths. In this manner, me evolution of mass, momentum, energy, and heat flow may be self-consistently calculated during -expansions or compressions of the plasma as it is convected into regions of changing magnetic field strength. The effects of collisions were calculated assuming a modified Telaxation model. This model was applied in a way which conserves mass. momentum, and energy, for arbitrary velocity and temperature differences, even for collisions between species with significantly diff eren l masses. Because of the simplicity of tlrte reduced 20-moment sel of equations, including the coUisilon terms, the derived equations are potentially useful for application to a large variety of problems in planetary ionospheres and magnetospheres when large external magnetic fields are present.
