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For a sequence of stochastic differential equations of type 
x,(~)=X,(O)+ I’ a,(% X(s-)) d&(s) 0
+ 1’1 c,(~,X,(s-))d,(~,x,(~-),x)~~(dsdx)+B,(t), 0 R\(O) 
a stability theorem is presented under an appropriate convergence mode of coefficients a,,, c,, d,, 
driving processes A,, B,, and martingale measures I?“. Applications to limit theorems for storage 
processes, random walks and optimal control problems are shown. 
stochastic differential equations * weak convergence * applications * storage processes * random 
walks * optimal control problems 
1. Introduction 
Suppose we are given a sequence of stochastic processes X,,, n 2 1, satisfying the 
following type of stochastic differential equations: 
f 
X?t(f)=xl(O)+ 
I 
a, (s,X,(s-_)) dA(s) 
0 
I 
+ 
II 
c,(~,X,(~-_))d,(s,X,(s-),x)~~(dsdx)+B,(t), 
0 R\{Ol 
n 2 1, (1) 
In the above equation the first integral is a Lebesgue-Stieltjes integral and the second 
one is a stochastic integral with respect to a martingale measure. Our purpose is to 
consider a stability problem for the above equations. Namely we give some sufficient 
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conditions under which X,, converges in the law sense to a stochastic process X 
which is the solution of an Ito type equation: 
I 
* 
I 
t 
X(t)=X(O)+ a(s, X(s)) ds+ c(s, X(s)) d W(s) + B(t) 
0 0 
where W is a Wiener process. We are required to give some sort of convergence 
modes for functions a, ( * ), c,, ( * ), d,, ( * ), processes A,, B, and measures N,, (ds dx), 
and these are very similar to those given in Yamada [l]. Indeed the purpose of this 
paper is to extend the results in [l] so that they may be more applicable. The main 
difference from [l] is that in addition to the model itself, the convergence mode of 
c,(a) is different from that in [l], and this will be explained in Remark 2. As in 
[l], approximation theory in stochastic control problems is a motivation for our 
formulation of the problem, and in Example 3 of Section 5 how to apply our theorem 
for finding optimal controls is briefly described. For related papers see Christpeit 
[14], JanBen [16], Van Der Duyn Schouten [15]. Limit theorems, which arise in 
connection with normalization of stochastic processes expressed as solutions of 
stochastic equations, is also our background. (See, for example, Theorem 3.1 of 
Papanicolau, Stroock and Varadhan [9].) Two such examples arising in inventory 
processes and random walks are presented in Section 5. For other papers related 
to our work, see [l]. As final comments, we first point out that although there exist 
very general approaches to diffusion approximation theory such as Stroock and 
Varadhan [13, Chapter 111 and Kurtz [12], our problem is outside the scope of 
their applications. Secondly we did not include in equation (1) stochastic integrals 
with respect to continuous martingales just for the simplification of our development. 
We denote by D([O, T], R’) the space of right continuous functionsf: [0, T] + R’ 
having left limits with the Skorohod J1 topology, and by Dk([O, T], R’) the product 
of k spaces of D([O, T], R’) with the product topology. (For J1 topology see 
Billingsley [6] when T < 0;) and Lindvall [ 181 when T = CO.) We denote by Y, 3 Y 
the convergence of the corresponding random variables Y,, and Y in probability, 
and by Y,+ Y or Y,(t)+ Y(t) the weak convergence of distributions of the 
processes Y,, to the distribution of the process Y. Given an arbitrary process X on 
a probability space, we denote by 9,(X) the completion of a-field generated by 
X(s), ss t. 
2. Basic results 
Let (0, 9, P) be a complete probability space, and on this space we assume that 
sequences of stochastic processes X, (t), A,, (t), B, (t) and L,(t), n 2 1, are defined 
and their sample paths are realized on D([O, CO), RI). Let S: = Z&(X, (0), A,,, B,, L,) 
and suppose that X,(t), n 2 1, are $:-adapted and satisfy equation (1). With respect 
to equation (l), we shall assume the following: 
K. Yamada / Stochastic diferential equations 201 
(Al) The processes A, (t) are increasing in t with A,, (0) = 0, and A,, converges 
weakly to the process A in D([O, T], R’), T arbitrary, where A(r) = t. 
(A2) The process B, converges weakly to a continuous process B in D([O, T], R’), 
T arbitrary. 
(A3) The processes L,(t), n 2 1, are purely discontinuous locally square 
integrable 9:-martingales, and fi,, (ds dx), n 3 1, are martingale measures corre- 
sponding to the random measures N,, (ds, dx) which are induced by L,(t), are 
quasi-left continuous, and satisfy the conditions: for each t and each E > 0, f 
JJ 
I 
x2& (ds dx) < 00, JJ A sup E x*N,, (ds dx) 5 t, n 0 R\{OI 0 R\(O) I 
JJ x2& (ds dx) 5 0. 0 /XI>E 
Here fin(ds dx) is the compensator measure of N,,(ds dx). For the definition of 
the quasi-left continuous random measure (which we simply call (QL) class), see 
Ikeda and Watanabe [2, Chapter II, Section 31. 
(A4) For measurable functions: a, (. , a), c,,(‘, *):[O,co)xR’+ R’, there exists a 
constant K such that for all n, s, x, 
Ia”(&x)I~X(l+lxl), n>l, Ic,(s,x)I~~(l+lxl). nz1, 
and there exists a Bore1 set E in [0, 00) such that 
(2) 
an(s,, &I) + a(% XL G (%I, X”) + 4s xl 
as n + CO and (s,, x,,) + (s, x) for a.e. s and for x E EC. 
(A5) For functions d,: [0, co) x R’ x R’, there exists a constant K such that 
I4 (s, z, XII s Klxl 
for all n, s and z. Furthermore for any z, (n Z= 1) and z in D([O, T], R’) such that 
z,(t) + z(t) for each t and Z{s; z(s) E E} = 0 (9 denotes the Lebesgue measure on 
R’), with probability one f 
JJ {d;(s, z,(s),x)-x2}J$,(dsdx)+0. 0 R\(O) 
(A6) Any weak limit X of {X,} in D([O, T], R’), T arbitrary, satisfies 
T{s; X(s) E E} = 0 
with probability one. 
(A7) The stochastic differential equation , X(f) = X(0) + a(s, X(s)) ds+ J c(s, X(s)) d W(s) + B(r) (3) 0 
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has the unique solution in the law sense where W is a standard Wiener process, 
and X(t) satisfies the condition 
P{ sup (X(t)]> N}*O as N+oo 
0=t=Z?- 
(4) 
for an arbitrary T, and P is a probability measure supporting X(f). 
Under these assumptions we have the following result. 
Theorem 1. Suppose that X,(0)+X(O). Then under conditions (Al-7), X,+X in 
D([O, T], R’), T arbitrary. 
Remark 1. Although, from technical reasons, we have restricted the random measure 
N, (ds dx) to the (QL) class (especially to Poisson measure in Theorem 2), this is 
inconvenient from the point of view of applications. For example, random measures 
associated with discrete time parameter processes are not of the (QL) class (see, 
for example, Yamada [ 1, Section 31). However, as is shown by Example 2 in Section 
5, it is possible to transform some class of discrete time parameter processes via 
random time change techniques to continuous time parameter processes so that the 
corresponding random measures are of the (QL) class. 
Remark 2. The main difference of our model from that in [l] lies, aside from the 
difference of the model itself, in the conditions on a, ( a, -) and c, ( *, *) (see (A4)). 
In [l] we required that (i) a, (. , - ) and c, ( *, * ) are uniformly bounded, and (ii) for 
anysandanyxEEC,u,(s,,x,) +u(s,x)and,foranysandanyx,c,(s,,x,)+c(s,x). 
Remark 3. Generally it is not easy to state condition (A6) in terms of the data of 
the problem. However it is possible to give some sufficient conditions under which 
condition (A6) is satisfied, and this will be done in the following Theorem 2. 
Before stating Theorem 2, we set the following conditions (Bl-7): 
(Bl), (BS), (B7) are the same as (Al), (A5), (A7). 
(B2) %:-adapted processes B,, n 2 1, converge weakly to a continuous process 
B of bounded variation in D([O, T], R’), T arbitrary. 
(B3) Jumps of L, (t) forms an $:-adapted Poisson point process. Thus &” (ds dx) 
is deterministic and, for each t and each E > 0, 
x4& (ds dx) < ~0, 
R\{O) f 
IJ 
I 
x2& (ds dx) + t, II x’fi” (ds dx) + 0. 0 R\(O) 0 IXJSE 
(B4) In addition to (A4) in Section 2, we assume 9?(E) = 0 
Lebesgue measure on R’. 
where 9 is the 
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(B6) There exists a constant WI > 0 such that 
(c, (s, x))2(4 (s, x, v))‘s my* 
for all n, s, x and y. 
Then we have the following theorem. 
Theorem 2. Suppose X,(0)+X(O). Then under conditions (Bl-7) X,=+X in 
D([O, T], R’), T arbitrary, where X is the unique solution of equation (3). 
3. Proof of Theorem 1 
To prove Theorem 1 we use a standard technique where we truncate the processes 
X,, n 2 1, by stopping and reduce the original problem to the case where a,(. , +) 
and c,( ., .) are bounded uniformly in n. (See, for example, Stroock and Varadhan 
[13, Section 11.11 or Kesten and Papanicolau [3, p. 1191.) For an arbitrary N2 0, 
let us define a function Z,(x) by 
IN (xl = 
0, Ixl>N 
1, (x(sN. 
Let us also define stopping times by 
r~(W)=inf{t;]X,(t,w)]~N} (=coif{*+*}=E)), nzl, 
and define processes by 
X;(t)=X,(tAr,N). 
Then we note that X,“(t), n 3 1, satisfies the following equations: 
X,“(t)=X,N(O)+ ‘~~(X~(s-))a,(s,X,N(s-)) dA,(s) 
t + JJ IN (X,“(s-))G , X,N(s-)M(s, X,“(s-)x)*,ds x) 0 R\{OI 
+B,(tA 7;). 
The procedure required for proving Theorem 1 is to show first the tightness of 
{Xn”, n 2 l}, and then, to show any weak limit, say X”, of {Xr, n 5 l} satisfies the 
equation 
J 
f X”(t) = x(o)+ a(s, X”(s)) ds+ 
0 J 
f 
c(s, X”(s)) d W(s) + B(t), 
0 
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where W(t) is a standard Wiener process and 7N = inf{ t; IX”( t)ls IV}. Then by 
the uniqueness of the solution of equation (3), the process X”(t) coincides in the 
law sense with the process X(t) until X”(t) and X(t) hit the boundary of {x; (xl s 
N}, and, by the Portmanteau theorem (Billingsley [6, Theorem 2-l]) it is easy to 
see that this together with condition (4) implies the desired result: X,+X. Now in 
following the above procedure, we note that 6, (s, x) = IN (~)a, (s, x) and & (s, x) = 
I, (x)c, (s, x) are bounded uniformly in n and, as long as 1x1~ N, &, (s, x) and 
& (s, x), instead of a,(s, x) and c, (s, x), satisfy condition (A4). We also note that 
X”(t), OGtCrN, satisfies condition (A6). For these reasons it suffices to prove 
Theorem 1 under (Al-7), but now assuming, instead of condition (2), that 
Ia,(s,x)JsK and Ic,(s,x)lsK 
for all n, s and x. We also use the same symbol K for various constants. 
We need the following lemma. 
(9 
Lemma 1. Let 
I 
1 
z:(t) = a, (s, Xn (s-1) d&(s), 
0 
I 
(6) 
I 
Z’,(t)= cn(s, X(s-))d,(s, &(s-), x)finWs dx). 
0 
Then the families of the processes {X,,}, {Z!,}, {Z’,} and {L,} are tight in D([O, T], 
R’), T arbitrary, respectively and any weak limits of these processes are continuous. 
Proof. We first note that 
xI?,,(ds dx) and (L,)(t) = x’fi,, (ds dx), 
R\10) 
where (L,)(t) represents the quadratic process of L,(t). Hence condition (A3) 
implies that L, + Win D([O, T], R’), where W is a standard Wiener process (Liptser 
and Shiryaev [4]). Thus the assertion of Lemma 1 is obvious for {L,}. Now it suffices 
to show that (2:) and {Z’,} are tight in D([O, T], R’) and any weak limits of (2:) 
and {Z’,} are continuous. As for {ZA}, we note that, for s s t, 
in view of (5). Then, since A,-A, it is clear that (2:) is tight in D([O, T], R’). 
To see that any weak limit Z1 of {Z’,} is continuous, let g(x) =supoGter lAx(s 
Ax(s)=x(s)-x(s-),XE D([O, T], R’).Thenwe haveg(Zi)<Kg(A,). Notingthat 
A,+A, A is continuous and g( *) is a continuous mapping, we have g(Z,) =O, 
which implies the continuity of Zr. To see the tightness of {Z’,}, we note that 
(Z’,)(t) s K(L,)( t). Thus the process K(L,)( t) dominates the process (Z’,(t)>* in 
the sense of Lenglart [5]. Then it can be shown by a standard argument that condition 
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(A3), i.e., (L,)(t) sf, implies the tightness of {Z’,} (see, for example, Liptser and 
Shiryeav [4].) 
To see that any weak limit of {Z’,} is continuous, it suffices to show that any 
weak limit of the processes M,,, n 3 1, where f 
M,(t)= JJ 4 (s, Xn(s-1, x)J+n (ds dx), 0 R\{Ol 
is continuous since Z”, can be written as 
Z’,(t)= rc,(~,X,(~-))dM,(s). 
i 0 
Since N, (ds dx) is of the (QL) class, we have 
AM,,(s) = J & (s, X(S-L x)X (ds dx) R\(O) 
= dn (s, X, (S-L AL (s)U(AL (s)+ 0). 
Thus 
sup 
OSSGT 
IAM, (s)l c Kos;!= IAL, (s)l, 
<A 
which implies g(M,) s g(L,). Now let M be any weak limit of M,,, n 2 1. Then 
L, + W implies g(M) = 0, and the continuity of M follows. 
For the continuation of the proof of Theorem 1, to show X,+X in D([O, T], 
R’), T arbitrary, it suffices, by the uniqueness of the solution of equation (3), to 
see that any weak limit, say X, of {X,} satisfies equation (3). Take a subsequence 
of {X,}, indexed by the same n, such that X,=+X. Then our purpose is to show that f f z:(t)= J an (s, X(s-)) dA, (s)* J a(~, X(s)) ds, (7) 0 0 
and f 
Z’,(t)= JJ cn (8, X (s-))A, (s, X(s-), x)k (ds dx) 3 z(t) 0 R\{O) 
I 
t 
3 
4~9 X(s)) d W(s) (8) 
0 
in D([O, T], R’) where W is a standard Wiener process. In doing this, we note the 
following fact. Since {X,,}, {A,}, {Z’,}, {L,}, and {II,} are tight in D([O, T], R’) 
respectively, the joint process 0, (t), n 2 1, where 
R(r) =(X,(r), A,(t), z’,(r), L,(t), B,(r)), 
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is tight in @([O, T], R’). Thus there exists a subsequence of {D,}, indexed by the 
same n, such that D,,(t)+D(f) in D’([O, T], R’). We may write D(t) as 
o(t) = (X(r), A(t), Z(t), w(r), B(r)). 
Then noting that D(t) is continuous, by Skorohod’s representation theorem, there 
exist processes 0, ( t), n 5 1, and D(t) on a probability space such that 0, (t) - D, ( t), 
D(t) - D(t) ( (here - implies the equivalence in law as processes), and 0, (t) + d(t) 
on each t-compact set with probability one. Here note that the process L,,(t), a 
component of D’, (t) corresponding to L,(t), has the same stochastic properties as 
L,(t). That is, L,,(t) is a purely discontinuous locally square integrable 
%:-martingale with 9: = st(rf(0), A,, & Ln) and the random measure fin (dt dx) 
induced by L,,(t) has the same property as that of N,,(dt dx) (i.e., conditions (A3) 
and (A5) are satisfied for N, (dt dx)). Furthermore we have 
c,(s,T?,(s-))d,(s, X,(S-_),X)Z?,,(ds dx) 
where Xn ( t) and A,(t) are components of 0, (t) corresponding to X,, (t) and A, (1). 
In view of these facts, to avoid notational complexity, instead of working on D,(t) 
and o(t) we hereafter work on D,(t) and D(t) and we may assume that D, (t) + D(t) 
uniformly on each compact t-set with probability one. Now under this situation let 
us prove (7) and (8) in the following two steps. 
Step 1. (7) can be proved by repeating the same argument as in Yamada [l, 
p. 2661 using the time change formula for Stieltjes integrals. 
Step 2. Note that we are assuming Z’,(t)+ Z(t) uniformly on each r-compact 
set with probability one. Then for proving (8) it suffices to show that for any fE C’, 
( = the set of twice continuously differentiable functions with a compact support), 
N(t) -f(Z(t)) -f(Z(O)) -: 
I 
’ (c(s, Wd))*f”(ZW) ds 
0 
is an 9*((N)-martingale. Applying Ito’s formula (Ikeda and Watanabe [2, p. 66]), 
we have 
f(Z’,(t)) =f(Z’,(O))-t ’ 
JI 0 
R\(O) cf(-c(s) 
+ G (s, xl (s--)>d” (s, xl (s-h xl -_w’, (s)) 
-~‘(Z’,(S))C,(S, X,(s-)M(s, X(s-1, x)b%W dx) 
f 
+ 
Is 0 
R\(Oj~fe~S-)+G(S, x”(~-)M(%x(~-), xl) 
-f(Z’,(s-))}&(ds dx). 
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Thus 
I 
-i I {f(Z2,(S) + c, (s, X” b-l)4 (s9 xl (s--)3 x)) 0 R\IO) 
-f(z’, W) -f’(z2,(s))cn (s,xn (s-)M(s, X(s-1, x)Hk, (ds dx) 
~f(z’,(t))--f(ZZ,(0))--E,(f) 
is an 9, (N,)-martingale where E,(t) is defined in the obvious way. We shall show 
first that N, (t) 5 N(t) for each r. Indeed we have 
I I E(t) -f ’ (c(s, XW))2f”M4) ds 0 * 
s; II (cn (s, x (s-)))*(dl (s, xl (S-L x)1* 0 R\(O) 
. If”(Z’,W + ecn (s, Xz(s-)M (s, X (s-h xl> -f”V’, W)lk (ds dx) 
(cn(s, X(s-)))*Ms, X(s-1, xN2f”(Z%))&(ds dx) 
- I ’ (c(s, X(s)))*f”(Z(s)) ds0 
-A:,(t)+A;(t) 
where 0 c 0 < 1 and A!,(t) and A:(t) are defined in the obvious way. Since f”(. ) 
is uniformly continuous and has a compact support and since c, (. , - ) is uniformly 
bounded and Id, (s, y, x)1 G Klxl, f or any F > 0 there exists a 6(e) > 0 such that if 
1x1 G 6(e), then 
If”(Z(S) + ec, (4 Xl (s-))d,(s, Xl (S-L x)) -f”(z’,w)l sG E 
for all n, s, w. Then 
AA(t I&*& (ds dx) ++ &x2&, (ds dx) 5 4 &t 
by (A3). But since E was arbitrary, this implies AA(t) 5 0 for each t. Regarding 
A?(t), we have 
II 
, 
A;(r) =$ (G (s, X, (s-)))*f”(Z:(s)) d(MJ(s) - ’ (c(s, X(S)))~~“(Z(S)) ds 
0 I 0 
II 
(Mn)(r) 
=$ Cc, (W,,-‘(s), X ((~~)-‘(s))))‘f”(Z’,((M,)-‘0)) ds 
0 
- (c(s, X(S)))~~“(Z(S)) ds . 
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Here note that (M,,)(t) is continuous and 
(4 (s, Xn 61, x))*k (ds dx) 
((4 (s, X(s), xl)‘.- x2& (ds dx) 
x2&” (ds dx) 5.t 
since X,(t) + X(t) uniformly on any compact t-set and 2?{ t; X(t) E E} = 0 with 
probability one (see condition (A5)). But (M,)(t) $t implies supOGtC-T. ](A4,,)( t) - t] 
50 (Mcleish [7, Lemma 11). So by taking a subsequence, we may assume that 
(M,,)(t) + t uniformly in t E [0, T] with probability one. Thus (M,)-‘(t) + t for all 
f with probability one. Together with this, the fact that X, ((M,)-‘(s)) + X(s) and 
Zi ((IV&)-‘( s)) + Z(s) implies that 
cc, (mz)-‘(~), x”((M”)-‘(s))))2f”(z2,((~,)-1(s))) + (4% xw))*f”w~N 
for a.e. s with probability one in view of condition (A4) and (A6). Therefore 
AZ(t) $0, and we have the desired result N,(t) 5 N(t) for each t. 
Now to see that N(t) is an s,(N)-martingale, we note that since N,(t) is an 
.%*( N,)-martingale, 
(Nn(t)-Nn(~)) fi h(Nn(ti)) =O 
1 
(9) 
i=l 
for any ti, s, t with 0~ ti s s < t and any bounded continuous functions hi( *), 
i=l,..., k. We also note that 
sup ENz,( t) = sup E( N,)( t) G K sup E 
n n n 
x2& (ds dx) < 00. 
Thus passing to limit in (9), we have 
(N(t)-N(s)) I? hi(N(C)) ~0, 
i=l 1 
which implies that N(t) is an FF,( N)-martingale. 
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4. Proof of Theorem 2 
For proving Theorem 2, it suffices to show that condition (A6) is satisfied before 
going to Step 1 in the proof of Theorem 1. Thus hereafter we use all the facts which 
appeared until Step 1 in the proof of Theorem 1. First we need the following lemma 
regarding the process Z(t) which was the limit of Z’,(t). 
Lemma 2. The process Z(t) is a continuous martingale, and can be expressed as 
Z(t) = 
I 
’ 5(s, w) d W(s), 
0 
where ,!( t, o) is an 9, (Z)-adapted process such that .$‘( t, w) 3 m > 0 and W is an 
.TFt (Z) -adapted Wiener process. 
Proof. If we note that sup,, E(Zz(t))2< o;), that the process Z( 1) is a continuous 
martingale follows from the same discussion as in the proof of martingale property 
of N(t) in Therorem 1. 
Next we show that the quadratic process (Z)(t) can be expressed as 
I 
f 
V>(t) = 5’(s, a) ds 
0 
where ,$( t, w) is an sr(Z)-adapted process and I[(t, w)la m. Then this implies at 
once the desired result of Lemma 1 (Ikeda and Watanabe [2, Chapter III, Theorem 
7.11). Note that f 
v,(t)=(z’,(t)y- JJ (G (s, Xn (s-)))*(4 (s, X (s-h d)2k (ds dx) 0 R\tO) 
is an s,(ZE)-martingale, and we want to pass n to infinity. To this end, we first 
note that the family of the processes C,, n 2 1, where f c”(t) = JJ (G, (3, X(s-)))*(dn (s, X(s-1, x))2*n (ds x), 0 R\{O) 
is tight in D([O, T], R’). Indeed this is trivial since 
and supoGtsT. /(L,)(t) - tJ SO. Since C,(t) is continuous, any weak limit C of {C,} 
in D([O, T], R’) is also continuous and non-negative. Furthermore C(t) is an 
absolutely continuous process because we have from (lo), by passing n to infinity, 
(C(f)-C(S)lGKJf-sl. 
210 K. Yamada / Stochastic differential equations 
(Note that as in the proof of Theorem 1, we can assume that C,, (t) + C(t) uniformly 
on each compact t-set with probability one, and C(t) is defined on the same 
probability space as in D(t).) Thus C(t) can be expressed as 
C(t)= ‘&,ti)d.s 
I 0 
where ((s, w) is a measurable process. Furthermore &‘( r, o) 2 m. Indeed we have 
G(r) - C,(s) 3 m((L)(r) -(L)(s)). 
Then passing n to infinity in the above, we have, by (B6), 
C(t)-C(s)am(t--s), 
which establishes that t’( f, w) Z= m. Next we want to show that any weak limit V of 
{V,,} is an S,(Z)-martingale. But for this purpose it suffices to show that 
sup, E( V,(t))’ <co or equivalently sup,, E(Zi (t))” < 03. By Ito’s formula, we have 
(.%(r))2= 
I 
’ (c,(s, X(s-)H2 4MXs) 
0 
f 
+ 
II R\(O) g 
n 
( 
s, x, w)fi”(ds dx) (= W,(t)) 
0 
where 
g,(s, x, a) = 2Z(s-)c,(% X(s-))A(% Xl(s-), x) 
+(cn(s, x”(s-)))*(~“(% Xl(s-), x))‘. 
Further application of Ito’s formula yields 
(w,(r))‘= r2W,(s)(c,(s,X,(s-))2d(M,)(s) 
I 0 
t 
+ 
II 
[(w,(~-_)+g,(s,x,w))‘-(W,(s-))~l~”(dsdx) 
0 R\{OI t + JJ (8, (s, x, 4’fin (ds dx). 0 R\(O) 
Note that 
(g”(S, x, w))2< K(z2,(S-))*X*+ Kx4, 
and hence f 
E JJ (8, (s, x, 4)2fin (ds dx) 0 R\{Ol I 
SK JJ 
I 
E(ZZ,(s))' . x2&(ds dx)+ K 
0 R\COi JJ x4& (ds dx). 0 R\IOl 
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It follows that 
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I 
E(W,(t))*s K J 
t 
E(z2,(~))* W,)(s) + K 
0 JJ 
x4&, (ds dx), 
0 R\{O) 
from which we have sup,, E( W,, (t))’ < ~0, the desired result. Now we have shown that 
Z’(t)- ‘g’(s,W)ds= V(r) J 0 
and V(t) is an 9, (Z) martingale. It is clear that from the above we can take t( t, w) 
to be S,(Z)-adapted by taking 
[(f, w’=E $Z’(t)- V(t)-.z2(t-II)+ V(t-II)). 
+ 
Proof of Theorem 2. As in Lemma 2, any weak limit F of F,,, n > 1, where 
J 
f F,(t)= an (s, X(s-_)I dAn (s),
0 
can be written as 
F(t) = J 
f 
a”(.~, w) ds 
0 
where a’(t, w) is an S,(F)-adapted process. Thus in view of Lemma 2, any weak 
limit X of X,, n 3 1, can be written as f 
X(t)=X(O)+ J Z(s, w) ds+ ‘((s, w) dW(s)+B(t). 0 J 0 
Then from this we can show that 3( t, X(t) E E) = 0. Indeed since X(t) is a con- 
tinuous semimartingale, we can define its local time L:(X) by 
~~(X)=~X(t)-a(-~X(O)-a~- J’.gn(X(s)-u)dX(s). 
0 
L:(X) satisfies the density formula: 
J 
t gW(s)) d(X)(s) = s(a)WX) da 
0 J R 
for any bounded measurable function g (see Jacod [8, p. 1881). Then taking g(x) = 
ZE (x) and noting d(X)(s) = &*(s, w) ds 2 m ds, we conclude that ]h Z, (X(S)) ds = 0, 
i.e., 9(f, X(t) E E) = 0. Now since condition (A6) in Theorem 1 is satisfied, our 
conclusion follows from Theorem 1. 
Remark 4. We have confined the random measure N,,(ds dx) to that of Poisson 
point process only because the compensator &n (ds dx) is to be deterministic so 
that we get the estimate sup,, E(Zf,(t))4< ~0. 
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5. Applications 
Example 1 (Limit theorem for inventory processes). As an application of Theorem 
l,.we shall present a limit theorem for inventory processes. Let us consider a sequence 
of nonnegative inventory processes {Z”(t), t aO}, n 3 1, defined as the unique 
solutions of equations 
Z,,(t)=&(O)+ 
I 
‘r,,(Z.(s))ds- C Z,(s-)/\AA,(s), nal, 
0 sst 
AA,(s)=A,(s)-A,(F). (11) 
Here Z,, (f) is the inventory level at t and A, (t) is an increasing compound Poisson 
process independent of Z,(O), i.e., 
N”(l) 
A,,(t)= C S” 
i=l 
where N,(t) is a Poisson process with parameter A, and {SE, k = 1,2, . . .} indepen- 
dent of N,(t), is a sequence of independent and identically distributed positive 
random variables with a common distribution function F,, (x). r, ( * ): [0, co) + [0, co) 
is assumed to be continuous. Then equation (11) has a unique solution (Cinlar and 
Pinsky [lo]). 
Set 
r, = lim r,(x), 
x+00 x dFn (x), 
CT; = I x2 dFn (xl, k2, = Ana;. R\{Ol 
where a;” (and so p,) are assumed to be finite. Let v,(ds dx) be the random measure 
associated with A,(t), i.e., 
vn ((0, tl, B) = C I(A& (s) E W. ss* 
Let us define the processes Y,(t) by 
Y,(t)=Z,(nt)lk,J;;, 
and investigate the limiting behavior of { Y,} as n + co. Y,,(t) can be written as 
(Y,(e) /\x)C,,(n ds, k,&dx) 
where 
bn (xl = m[m-h,.(k,J;;x)/ry]dF,(y) 
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and v,(ds dx) is the martingale measure associated to v,(ds dx). Putting 
N, (ds dx) = V” (n ds, k,& dx) and applying Ito’s formula, we have 
f + JJ 0 R\{O) ((k,J;;Y,(s))2nx2)$dF,(x)ds n f - JJ 2Y,(s+(Y,(s+x)~,,(dsdx) 0 R\{OI t + JJ ( Y,, (s-) A x)‘& (ds dx). 0 R\(O) 
Thus defining X,(t) = (Y,(t))‘, the above can be written as 
J 
f X(t)=X(O)+ an (X (s)) ds 
0 f + JJ G (Xn (s-)M (X (s-1, xl& (ds x) + R(t) 0 
where 
+ J R\IO) (k,J;;J;)2ny2.$dF,(y), ~20, n 
c, (x)=-2&, xao, d,(x,y)=AAy, x20, t 
JJ M 8, (f) = (Y,,(P) ~x)~N,(ds dx). 0 R\tOt 
We want to show that Y,,, n s 1, converges weakly to a Bessel process by demonstrat- 
ing via Theorem 1 that X,, n 2 1, converges weakly to a process which is the unique 
solution of a stochastic differential equation, To this end we shall set the following 
assumptions: 
(St) k,+k>O and 
$(+“+&O. 
n 
(S2) x(r,(x)-r,,)+c<oo as x+co and n+co, and sup,,A,,<~~. 
(S3) SUPa jR\{O)X4dFn(x)- 
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Note that from this we have 
x2 dF,, (x) + 0 as B -+ 00 uniformly in n. 
(S4) x(r,(x)-r,)<K(l+Ixl). 
Then we have the following proposition. 
Proposition 1. Suppose X,(0)+X(O). Then under conditions (Sl-4), X,-X in 
D([O, T], R’), T arbitrary, where X is the unique solution of the following equation: 
X(t)=X(O)+ ‘(cu+2dm)ds+2 
I 
I 
mdW(s) (12) 
0 I 0 
where a = 1 + 2c/ k* and W is a standard Wiener process. 
Remark 5. Since d ~0 by (Sl), equation (12) has the pathwise unique solution 
(Okabe and Shimizu [ll, Theorem 2, p. 4591). 
Proof of Proposition 1. The proof can be done by showing all the conditions in 
Theorem 1 are satisfied. 
(Al): This is trivial. 
(A2): With probability one, 
(4,)(t) = (Y,,(s-)~x)~nh, dF,,(k,,&x) 
R\IO) 
An ’ 
<k4, 0 JJ Y"W(Y) ds+O, R\{O} 
which implies that B,*Z, where Z is a null process. Note that k, and A, are 
bounded. 
(A3): The random measure N,(ds dx) is clearly of the (QL) class since A,,(t) is 
a Poisson point process. We note that I 
JJ x2$” (ds dx) = t 0 
and that t 
JJ 0 X).5 x2fin(ds dx)= J: I,,.,., (-$===dF.ty). n*, ds 
A ’ =L JJ k2, o Y’ dF, (y) ds + 0 (by (S3)). y>ck.JSi 
(A4): Note that by Schwa&s and Chebyshev’s inequalities, for x > 0, 
0s J I(Y ’ k,Jt;J;;)y dE (y) R\{OI 
l/2 l/-7 
< (I ICY > k6J;;) @n(y) Y* dFn (y) R\(O) > (I R\IOl > 
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(ki nx)-“* I iv2 d&(y) 
R\{Oi 
=G 
(k:n2~2)-1'2 (I 
l/2 
y4 dFn (v) 
R\tOl > (I 
l/2 
y2 dEbI . 
R\{OJ > 
Hence, by (14) and (Sl), 
+2d,& ifx,+x>O and n+a. 
We also have, from (13), 
2~5 9 b, (A) 
n 
(13) 
(14) 
+a(~) if x,+xEF, where E = (0) and a(x) = Note also that a,(~,) 
1 + 2c/ k2 + 2dfi. Indeed 
r 
J R\K’) (k,&~)2ny2+‘dF,(y) n 
and 
OS 
I {y>k,..‘%‘%} 
Uk,fiJx,)2-y2) 2 dF,(y) 
” 
G=- 
i 
y’$dF,(y)+O ifx,,+x>O. 
{y>k,J;;\/;I;} n 
(A5): Suppose that for any z,, n 3 1, and z in D([O, T], R’), z,(t) + z(t) for each 
t and .P?{s, z(s) E E} = 0, where E = (0). Then 
02 ’ {d2,(z,(.s),x)-x’}fin(dsdx) 
a- x2 dF, (x) ds + 0 
since k,hm+ 00 for a.e. s. 
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(A6): To see that any weak limit X of {X,,} satisfies 9{s; X(S) E E} = 0, it suffices 
to see that any weak limit Y of {Y,,} satisfies ,Ze{s; Y(s) E E}=O. We note that 
Y,,(t) can be written as 
Y,(t)= Y,(O)+ V,(t)- W,(r) 
where 
V,(t) = I o’ g[rn(k"fiYn(s))-rJds n 
+ & 
n 
_C (AA,(s) -Z (s-_) A AA(s)), 
s-= nt 
W”(t)= k,J;; -+A.(nt)-A./@)= 
Then we have 
xfi,, (ds dx). 
v,=y,+w,-Y”(0) =3 y+w-Y(O)=V 
where W is a Wiener process which is the weak limit of W,. Thus Y(t) = 
Y(0) + V(t) - W(t), and since V(t) is a process of bounded variation (i.e., V(t) is 
increasing), we have Z{s, Y(s) E E} = 0. Thus we have established Proposition 1. 
Note that this implies that the processes Y,, n 2 1, converges weakly to the process 
Y(t) = m which is a Bessel diffusion with infinitesimal generator 
~mf(x)=;f”(x)+(c/k2)f’(x)/x+df”(x), a = l+c/k*, 
(see Ikeda and Watanabe [2, p. 2231.) 
Remark 6. In Yamada [17], a similar result as in Proposition 1 was obtained for a 
sequence of storage processes where the storage level Z,(t) was expressed as the 
solution of the following equation: 
Z(t)=Z”(O)- 
I 
I 
r,(Z,,(s)) ds+A,(t), n 3 1. 
0 
As in Example 1, we can apply Theorem 1 to the above storage processes. 
Example 2 (Limit theorem for a random walk). Let us consider a sequence of 
random variables { Yk}, k 2 0, defined by 
where ek, k 5 1, are independent and identically distributed random variables with 
Etk = 0 and Y* = E& < 00 and a(. ) is a measurable function. We want to consider 
the weak limit of the normalized processes 2, (t), n 2 1, defined by 
Z,(t)=c$ na1. 
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In order to apply Theorem 2, let V(t) be a Poisson process with intensity 1, and 
define a sequence of processes X, (t), n 2 1, by 
Y 
X,(t)=~, n*l. 
Then according to Proposition 4.5 in Kurtz [ 121, if for a process X, X,+X, then 
Z,,+X. Thus is suffices to consider the weak limit of {X,,}. Let 
v(r) 
A(t) = C 6 
i=l 
and let N(ds dx) be the random measure associated to A(t). Here note that as long 
as we are concerned with the weak limit of {Z,,}, we may take any i.i.d. sequence 
of {&} with E& = 0 and v2 = E&i, and so here we take the sequence such that with 
probability one & # 0 for all k. Then defining the random measure N,(ds dx) by 
N,,(ds dx) = N( n ds, z& dx), we can write X,,(t) as 
, 
xl(~)=JGl(O)+ 
il 
v,,(X,,(s-))x&,(ds dx) (15) 
0 R\tO) 
where U,,(X) = (T( z&x). Now we assume that 0-C m < a(x) < M<cc and 
lim x-cc U(X) = (T <cc and lim,,_, a(x) = a < ~0. Let X(t) be the unique solution of 
I 
f 
x(t) = X(0) + 6(X(s)) d W(s), X(0) = 0, 
0
(16) 
where c?(x) = a if x > 0, = a if x < 0. Then it is easy to see that all the conditions 
(Bl-7) are satisfied for equations (15) and (16), and hence X,=+X. Summarizing 
the above, we have the following proposition. 
Proposition 2. Assume that O< m c U( .) c M < cc and lim,,, a(x) = CT < cc and 
lim,,_, (T(X) = (T <co. Then Z,,=+X in D([O, T], R’), T arbitrary, where X is the 
unique solution of equation (16). 
Remark 7. A similar problem appears in [9, Theorem 3.11 where X,(t) is defined as 
I 
f 
xn(~)=Xfl(O)+ a(v%X,,(~))dW(s), nal, 
0 
where W(t) is a Wiener process and the limiting behavior of X,,(t) as n + cc is 
discussed. Although we have not treated the above type of equation, by using almost 
the same argument as in Theorem 2, we can show for the sequence of {X,,} the 
same result as in Proposition 2. Note that in [9] it is concluded by an incorrect 
argument that any weak limit X of {X,,} satisfies z{ t, X(t) = 0) = 0. 
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Example 3 (Application to optimal stochastic control problems). In this example 
we show briefly and informally how to apply our theorems to find optimal controls 
for stochastic differential systems. We consider the finding of optimal control 
processes U(t) and c’(t) for a system whose dynamics are described by the Ito 
type stochastic differential equation: 
dX(r)=f(t,X(r), Ur))dt+o(t,X(r), fi(r))dW(r), X(0)=x, (17) 
with the objective function to be minimized being 
J( U, fi) = Eg(X(1)). (18) 
Let the following stochastic difference equation and the objective function be the 
n-th approximation to the above original system: 
X;+,=X;t.+f(&k,X;:, K(A,k))A,+o(&k,X;f., fi,JA,k))G, 
X$=x, k=0,1,2 ,..., J”(K, fin) = Q(X:;‘). 
Here A, is a non-random number tending to zero as n + 00 and Ai’ is a natural 
number. ,$, kz0, are independent, identically distributed random variables such 
that Et: = 0, Var 5; = A,, 5; is not zero with probability one, and sup, A,, E (5;)” < ~0. 
We shall assume (and can assume generally) that the optimal control for the n-th 
system is a Markov control of the form ( Uz(A, k, XE), @(A, k, Xz)). The corre- 
sponding optimal process {XE}, k 2 0, satisfies the following equation: 
Let 
XZ+, = X;+f(&k, X;, G(A,k, X9)& 
+r(A,k, XZ, fi:(A,k, X;))G, x:=x. 
a’,(t, x) =f(A,k, x, R(A,k, x)), C(r, x) = u(A,k, x, fi:(&k, x)), 
if A, k < t s A,, (k + 1). Now we suppose that there exist measurable functions u*( t, x) 
and zI*( t, x) such that if we define 
a(r, x) =f(r, x, u*(t, x)), c( t, x) = a( t, x, C*( t, x)), 
then condition (B4) in Theorem 2 is satisfied with respect to &( 0 ), & ( 1 ), a(. ) and 
c( .). Then we have the following proposition. 
Proposition3. LetX,(t)=X;, kA,<t<(k+l)A,. Assume that (a(*)lsrn>O and 
there exists a unique solution X(t) for the equation: 
dX(t) =f(t, X(t), u*(t, X(t))) dt 
+a(~ X(t), u’*(t, X(t))) dW(t), X(0) =x. 
Then, under the conditions above, we have X,+X. 
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Proof. As in Example 2. Indeed, let V(t) be a Poisson process with intensity one 
and let Y,,(t) = X, (A,, V( A ,’ t)). Then as in Example 2, it suffices to show Y,, JX. 
To this end, let us define processes A,, and A,, by 
&,(t)=kA, ifkA,St<(k+l)A,, A,(r) =.&(A,V(A,‘r)), 
and let N,(dt dx) be the Poisson random measure whose compensator measure 
fin (dt dx) is given by fi,, (dt dx) = A ,’ d t dF, (x) where F,, is the distribution 
function of [;1-. Then the process Y,, can be written as 
I 
t 
Y,(t)= y,(o)+ & (~3 K (s-_)I dAn (s) 
0 
Putting 
f + JJ E,,(s, Y,(s-))x&,(ds dx). 0 R\(O) 
a, (% x) = & (s, x), c, (s, x) = L(% x), 
it is easy to see that all the conditions (Bl-7) are satisfied, and hence from Theorem 
2 the conclusion of Proposition 3 follows. As was remarked in [ 11, from Proposition 
3 we can easily conclude (Christpeit [ 14, p. 1611) that (u*( a), u’*( .)) is an optimal 
control function for the original system (17) and (18). Note also that we have 
obtained a stability theorem for stochastic difference equations. 
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