Abstract. P. Turán [!Tu] proved that if all the zeros of a polyniomial p lie in the unit interval
Introduction
Markov and Bernstein type inequalities yield estimates of various norms of the derivatives of polynomials in terms of the (possibly different) norms of the polynomials themselves. For instance, the original A. A. Markov (cf. [!Na, p. 141] ) inequality states that
for every algebraic polynomial p and interval ∆ ⊂ R. Inequality (1.5) is sharp; if n ∈ N and p is the first kind Chebyshev polynomial of degree n associated with the interval ∆, then (1.5) turns into equality. Such inequalities play an essential role in proving inverse type theorems for approximation by polynomials; they are the crucial ingredient of Bernstein's machinery. It didn't take long to realize that (1.5) is no longer optimal for polynomials satisfying additional conditions. For instance, if p vanishes at the end points of ∆ then according to a (sharp) inequality of I. Schur [!Sch, Theorem IV, p. 282] 
(1.10)
Under the even more restrictive condition that all the zeros of p are real and lie outside ∆, P. Erdős [!Er, Theorem, p. 310] and, according to P. Erdős, J. Erőd 2 proved the (asymptotically sharp) inequality
(1.15)
It was their good friend P. Turán [!Tu] who asked the very natural question as to estimating polynomials in terms of their derivatives. He proved that, if all the zeros of p lie in the
(1.20) [!Tu, Satz I, p. 90] , and, if all the zeros of p lie in the unit interval
(1.25) [!Tu, Satz II, p. 91] . As a matter of fact, Turán proved 30) as long as all the zeros of p lie in D, from which not only (1.20) follows but also 35) for all 0 ≤ r ≤ ∞ and for all nonnegative Borel measures µ on the unit circle ∂D. The proof of (1.30) is surprisingly natural and easy as opposed to the rather technical and counterintuitive proof of (1.25). Therefore, the analogue of (1.35) for polynomials with real zeros was and is a much more delicate problem. As a matter of fact, no such inequality is known in weighted L q spaces.
2 We thank József Szabados for finding out from Paul Erdős that Erőd never published his result. The strongest result up-to-date is due the S. P. Zhou [!ZhIII, Theorem 4, p. 314] who proved that, if 0 < r ≤ q ≤ ∞ and 1 ≥ 1/r − 1/q, then the following inverse MarkovNikol skiȋ type inequality 40) holds with a constant C = C(r, q) > 0 for every polynomial p whose zeros lie in the interval I. We refer to the references of [!ZhIII, for a list of papers on this subject. Our goal is to study a less ambitious analogue of (1.35). Namely, in Theorem 1.50 we investigate the feasibility of
for sequences of polynomials {p n } n∈N whose zeros satisfy certain conditions. Our interest in this problem originates from the study of necessary conditions for the convergence of various approximation processes when one desperately needs limit relations such as (1.45). Luckily, in most applications one has the necessary information about the zeros of the polynomials. Definition 1.40. Given a polynomial p and a set Ω ⊂ C, the number of zeros of p in Ω, counting multiplicities, is denoted by Z Ω (p).
Our inverse Markov-Nikol skiȋ type inequality is the following theorem. 
. 4 Here and in what follows,
Other examples for lim sup
may be based on the inequality
which follows from the partial fraction decomposition of p /p . Remark 1.60. In general, the weight w in (1.50) cannot be replaced by positive Borel measures. For instance, if ∆ = [a, b] , u is bounded and nondecreasing on ∆, v ≡ 1, and dµ = wdx + Jδ (x − b) , that is, we have a mass J at b, and if p n ≥ 0 and p n ≥ 0 in ∆, then
Therefore, it may be interesting to find out what class of positive Borel measures could replace w in (1.50).
−1 . Then the limit in the right-hand side of (1.50) is equal to 1. Remark 1.80. If 0 < r < 1 then (1.50) is no longer valid for every 0 < q < ∞. Take, for instance, p n (x) = x n , = 1, and ∆ = [0, 1], and let u ≡ 1, v ≡ 1, and w ≡ 1. Then the right-hand side of (1.50) is finite whenever 1 ≤ 1/r − 1/q, that is, if 0 < r < 1 and q ≥ r/(1 − r). 
where a n is the square root of the absolute value of the smallest (in absolute value) zero of q n , then, by Hurwitz's Theorem (cf. [!W, p. 6] ), ∞ is the only limit point for the zeros of {p n } n∈N since lim n→∞ q n (z) = exp(z) = 0 for z ∈ C, whereas lim n→∞ Z {z:|z|≤1} (p n ) = ∞ since lim n→∞ q n (z) = exp(z) − 1 and the function exp(z) − 1 vanishes infinitely many times on the imaginary line.
The trigonometric analogue of Theorem 1.50 is the following theorem.
be a collection of disjoint bounded intervals of positive length. 
Remark 1.160. Note that in Theorem 1.150, in contrast to Theorem 1.50, we deal with trigonometric polynomials with real zeros only. It remains to be seen whether Theorem 1.50 can be extended to trigonometric polynomials with complex zeros.
Definition 1.303. The set of all polynomials, real polynomials, trigonometric polynomials, and real trigonometric polynomials is denoted by P, P r , T , and T r , respectively. Given n ∈ Z + , the set of all polynomials, real polynomials, trigonometric polynomials, and real trigonometric polynomials of degree at most n is denoted by P n , P r n , T n , and T r n , respectively.
Definition 1.305. The function
r ∈ NGTP, respectively, is called the multiplicity of z 0 .
Remark 1.307.
In what follows we will consider both types of generalized polynomials for real arguments only, and then we can assume without loss of generality that each zero z j appears in conjugate pairs. For instance, in the algebraic case, just write
whereas in the trigonometric case, write
For real arguments both types of generalized polynomials have derivatives everywhere except at their real zeros with multiplicities at most 1. If f ∈ NGAP or f ∈ NGTP and z 0 ∈ R is a zero of f with multiplicity at most 1 then both the (finite or infinite) left and right derivatives f ± of f are well defined at z 0 and they have the same absolute values, and in this case we set |f |
The following two theorems with L ∞ and L p Remez type inequalities for generalized polynomials are quite useful.
Theorem 1.3010. There is an absolute constant
holds for every f ∈ NGTP. In other words,
holds for every f ∈ NGTP as long as the measure of the set { x ∈ T : f (x) ≥ 1 } is less or equal 2π − .
Remark 1.3015. The case 0 < s < π/2 in (1.3000) was proved in [!ELond, Theorem 2, p. 257] , whereas the case π/2 ≤ s < 2π in (1.3000) was announced in [!ESurv, formula (3.10) , p. 174].
Theorem 1.3020. Let χ be a nonnegative and nondecreasing function in
holds for every f ∈ NGTP and for every A ⊂ T with m(A) ≤ 2π − δ.
Remark 1.3025. This theorem is a slight extension of [!EMN, Theorem 8, p . 247] where 1.3020 was proved for 7π/4 < δ < 2π. Generalized polynomials can be estimated in terms of their derivatives by the following
The following two corollaries show that the weighted L p type Bernstein and Markov inequalities (see, for instance, [!NMem, Theorems 6.16 and 6.19, , [!NBer, Theorem 5, p. 242] , and [!DT, Theorem 8.4.7, p. 107] ) are sharp for polynomials with sufficiently uniformly distributed zeros. Corollary 1.3100. Let 1 ≤ p < ∞, u ∈ NGTP, m ∈ N, and ∈ N. Let {t n } n∈N be a sequence of real trigonometric polynomials with deg(t n ) ≤ mn for each n ∈ N. Assume that there is a constant d ∈ R + such that for each n ∈ N there is a partition 
contains at least one zero of p n , and
In Theorem 1.3030 and Corollaries 1.3100 and 1.3200 we apply Remez type inequalities to generalized polynomials to obtain estimates in the entire set T for trigonometric polynomials and in an interval, say ∆, for algebraic polynomials. In the following theorem and in two of its corollaries we prove similar inequalities for more general functions with sufficiently many zeros which are valid only on subsets of T or ∆, though these subsets, generally speaking, are close to T or ∆, and, thereby, they are useful in applications. 
2. Proofs of Theorem 1.50, Corollary 1.100, and Theorem 1.150
To prove Theorem 1.50, we need the following Lemma 2.1010. Given a number 0 < p ≤ ∞, an interval ∆ ⊂ R of positive length, a function σ ≥ 0 with 0 < ∆ σ < ∞, and an integer k ≥ 0, then there exists a constant
Remark 2.1020. It would be interesting to find the optimal value of the constant B in (2.1010) for various classes of functions. For instance, if σ ≡ 1, then it is easy to show that the optimal value B opt of the constant B satisfies
Remark 2.1030. If k > 0, then inequality (2.1010) no longer holds for all complex valued functions. To see this, take, for instance, f def = exp(iλ·).
Proof of Lemma 2.1010. If k = 0 then for 0 < p < ∞ inequality (2.1010) follows from the (first) mean value theorem for integrals, whereas for p = ∞ it is straightforward.
Otherwise, we find k + 1 disjoint closed intervals τ j ⊂ ∆ • such that 0 < τ j σ < ∞ for j = 1, 2, . . . , k + 1. By the case k = 0, we can pick k + 1 points x j ∈ τ j such that
inequality (2.1010) follows from the mean value theorem for divided differences (cf. [!MT, formula (2), p. 6]).
Proof of Theorem 1.50. The basic idea of the proof is to show that if (1.50) were not true then there would be a sequence of algebraic polynomials which would converge to an entire function locally uniformly in C such that (i) this function would not vanish identically in C, and (ii) it would have infinitely many zeros in a bounded domain. The details are given as follows.
In view of Hölder's inequality, it is sufficient to prove (1.50) for r = 1. Step 1. We will prove (1.50) for m = 1 (∆ = ∆ 1 ) when u ≡ 1. We can assume that |v| q w > 0 on a set of positive Lebesgue measure. If (1.50) were not true then there would be a sequence of algebraic polynomials {p n } n∈N with zeros in C + satisfying
(2.30) We claim that the sequences {p n v} n∈N and
Applying Lemma 2.1010 with p = q, k = − 1, σ ≡ w, and f ≡ (p n v), and using (ii) and (iii) in (2.30), we obtain sup
and, similarly, sup 
and, sup 
8 By Lebesgue's Dominated Convergence Theorem, 
Step 2. We will prove (1.50) for m = 1 (∆ = ∆ 1 ) when u −1 ∈ L ∞ (∆). This follows immediately from what we have already proved in Step 1 applied with u q w in place of w
Step 3. We will prove (1.50) for m = 1 (∆ = ∆ 1 ) when u is bounded and monotonic in ∆. We can assume that u does not vanish inside ∆ since otherwise u would vanish on a subinterval of ∆ sharing an endpoint with ∆, and, then we could replace ∆ by a smaller interval without changing any of the integrals in (1.50).
Write ∆ as the union of two intervals,
. If |∆ | = 0 then we are back to Step 2 and, therefore, (1.50) holds. Otherwise, we can always assume that |∆ | > 0, and then
.
(2.80)
We need to prove
If (|v|u) q w = 0 a.e. in ∆ then (2.90) is certainly true. Now assume that (|v|u) q w > 0 on a set of positive Lebesgue measure in ∆ . If (2.90) were not true then, analogously to Step 1, there would be a sequence of algebraic polynomials {p n } n∈N with zeros in C + satisfying
(2.110) As in Step 1, we claim that the sequences {p n vu} n∈N and
To this end we pick a closed interval ∆ * ⊂ (∆ )
• such that ∆ * u q w > 0. We use Lemma 2.1010 in the interval ∆ * with p = q, k = − 1, σ ≡ u q w, and with the functions f ≡ (p n v) and f ≡ (p n v), to show that for each n ∈ N there are x n ∈ ∆ * and y n ∈ ∆ * such that sup
and sup
we have
(u is monotone between the points x and x n and the points x and y n ) so that
Therefore, in view of (iii) in (2.110), the inequalities in (2.120) hold if = 1. If > 1 then we can use the above argument with Lemma 2.1010 repeatedly to show that inequality (ii) in (2.110) and sup
and, therefore, (2.120) holds for > 1 as well. Now we pick a sequence of closed intervals
so that, by Helly's Selection Theorem (cf. [!Fr, p. 56] ), for each j ∈ N we can pick an infinite subsequence
• . Then, by (ii) in (2.110), (2.120), and by Lebesgue's Dominated Convergence Theorem, 
holds.
Step 4. The case when m > 1 follows from the case when m = 1 since
Therefore, we have completed the proof of (1.50) in its entire generality.
Proof of Corollary 1.100. By Leibniz's rule, we have
so that, in view of (1.90), Theorem 1.50, applied to {p
. . , with v ≡ 1 and w ≡ 1, immediately yields (1.100).
9
Proof of Theorem 1.150. The proof is essentially the same as that of Theorem 1.50 with some modifications. Instead of giving a complete proof we will only concentrate on the differences between the two proofs.
In view of Hölder's inequality, it is sufficient to prove (1.150) for r = 1. Since the zeros of each t n are real, we can assume that each t n itself is real for n ∈ Z + as well. Moreover, since
, we can also assume that v : ∆ → R.
Step 1. We will outline the proof of (1.150) for m = 1 (∆ = ∆ 1 ) when u ≡ 1. We can assume that |v| q w > 0 on a set of positive Lebesgue measure. If (1.150) were not true then there would be a sequence of real trigonometric polynomials {t n } n∈N with real zeros satisfying
(2.230)
9 Note that if > 1 then, since the zeros of {p n } n∈N are real and
. . , − 1, so that Theorem 1.50 may indeed be used.
We claim that
Applying Lemma 2.1010 with p = q, k = − 1, σ ≡ w, and f ≡t n v, and using (ii) and (iii) in (2.230), we obtain sup 
so that (2.240) holds for > 0 as well. Using (2.240), we can apply Helly's Selection Theorem (cf. [!Fr, p. 56] ) to pick a sub- 250) so that f exists and f = 0 on a set E ⊂ { t : v(t) = 0 } ⊂ ∆ with positive Lebesgue measure. Let x L ∈ E be a Lebesgue density point of E, that is, let
(cf. [!RS, Theorem, p. 13] ). Fix 0 < < 1 and pick 0 < h < π such that
and, therefore, | arccos(E h ∩ (0, h))| > 0 as well. Let the sequence of algebraic polynomials Here and in what follows, given a set Θ and numbers ρ 1 ∈ C and ρ 2 ∈ C , we use the notation
Pólya-Obrechkoff class). Since lim
Step 2. The case when m = 1 and u −1 ∈ L ∞ (∆) follows from
Step 1 the same way as it does in Step 2 in the proof of Theorem 1.50.
Step 3. The case when m = 1 and u is bounded and monotonic in ∆ is proved analogously to Step 3 in the proof of Theorem 1.50 using the same modifications as in Step 1, that is, by considering the subsequence
as opposed to the choice of {p n k } in Step 3 in the proof of Theorem 1.50.
Step 4. The case when m > 1 follows from the case when m = 1 in the same way as it does in Theorem 1.50.
Therefore, we have completed the (outline of the) proof of (1.150) in its entire generality.
Proofs of Results on Generalized Polynomials
The proof of Theorem 1.3010 is based on the following Lemma 3.15. There exists a constant c ∈ R + such that for every closed interval τ ⊂ T of length π/4 and for every 7π/4 ≤ s < 2π the inequality 
A standard compactness argument shows that there exists t * ∈ T r n such that
We will show that the set
is an interval. Clearly, there is m ∈ N such that 1070) where the sets M k (t * ) are disjoint closed subintervals of [π/4, π/2]. Hence, our job is to show that m = 1 in (3.1070).
First, we claim that all the zeros of t * are real. If not then t * (ζ) = 0 for some ζ ∈ C \ R, and then for sufficiently small η 1 > 0 and η 2 > 0 the polynomial 
also belongs to T r n (s) which contradicts the extremality of t * . Hence, M (t * ) in (3.1060) is an interval so that |t * | ≤ 1 in an interval of length at least 2π − s, and then, by [!ELond, Lemma 3, p. 257] ,
where T 2n denotes the first kind Chebysev polynomial of degree 2n, that is, T 2n (x) def = cos(2n arccos x). Therefore, by routine estimates, On the other hand, by [!ELond, Lemma 3, p. 257] ,
where T n denotes the first kind Chebysev polynomial of degree n, that is, T n (x) def = cos(n arccos x). Combining the last two inequalities, we obtain t L ∞ (T) ≤ T 2 deg(t) (1/ sin(π/16)) exp(c deg(t) | log(π/4 − s/8)|) t L ∞ (T\A) ,
that is, (3.1090) with an appropriate constant c * ∈ R + . If f ∈ NGAP is of the form f (x) = ω k j=1 |z − z j | r j with rational exponents r j , say r j = q j /q, where q j ∈ N and q ∈ N, then applying (3.1090) with t def = f 2q , the case π/2 ≤ s < 2π in (1.3000) follows with the same constant c def = c * . Once there is an absolute constant c ∈ R + such that (1.3000) holds for all f ∈ NGAP with rational exponents, it can be extended to all f ∈ NGAP by approximating the exponents with rational numbers. Therefore, inequality (1.3000) has been completely proved.
Proof of Theorem 1.3020. We will expand and extend the proof of [!EMN, Theorem 8, p. 251 11 Therefore,
Hence, since K ⊆ I(f ),
and, finally, since K ⊆ T \ A,
