Weighted rational approximation in the complex plane  by Pritsker, I.E. & Varga, R.S.
.I. Math. Pures Appl., 
78, 1999, p. 177-202 
WEIGHTED RATIONAL APPROXIMATION 
IN THE COMPLEX PLANE * 
By I. E. PRITSKER and R. S. VARGA 
ABSTRACT. - Given a triple (G, W, y) of an open bounded set G in the complex plane, a weight function W(z) 
which is analytic and different from zero in G, and a number y with 0 < y 5 1, we consider the problem of 
locally uniform rational approximation of any function f(z), which is analytic in G, by weighted rational functions 
{Wm,+n,(z)R,~,l,~(z)}~~, where R,“,,% (z) = Pm,(z)/Qn,(z) with degP,< 5 m, and degQ,% 5 TX; for 
all i 2 0 and where rni + n, + M as i ---t cc such that lim mi/[m, + n,] = y. Our main result is a necessary 
2-30 
and sufficient condition for such an approximation to be valid. Applications of the result to various classical 
weights are also included. 0 Elsevier, Paris 
1. Introduction and general results 
In this paper, we shall develop the ideas of [l l] and apply them to the study 
of the approximation of analytic functions in an open set G by weighted rationals 
Wm+n (z)R,,,(z). Specifically, we examine triples of the form 
(1.1) GWd, 
where 
(1.2) 
’ i) G is an open bounded set in the complex plane 43, which can 
be represented as a finite or countable union of disjoint simply 
connected domains, i.e., G = U Ge (where 1 5 CT 5 00 ), 
e=i 
ii) W(z), the weight function, is analytic in G with W(z) # 0 
for any z E G, and 
,iii) y satisfies 0 < y 5 1. 
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We say that the triple (G: W, y) has the rational approximation property if: 
, for any f(x) which is analytic in G and for any compact 
subset E of G, there exists a sequence of rational func- 
0.3) 
where all norms throughout this paper are the uniform (Chebyshev) norms on the indicated 
sets. 
Given a triple (G: W, r), as in (1.1) which satisfies the conditions of (1.2), we state 
below our main result, Theorem I. 1, which gives a characterization, in terms of potential 
theory, for the triple (G, IV, y) to have the rational approximation property. Also, let M(E) 
be the set of ail positive unit Bore1 measures on C which are supported on a compact set 
E, i.e., for any /I~ E IM(E), we have &C) = 1 and supp it C E. Also. i3G denotes the 
boundary of the set G, and the logarithmic potential of an arbitrary compactly supported 
signed measure /I is defined (see Tsuji [lg], p. 53) by 
(1.4) 
THEOREM 3.1. - A triple (C, W y), ~sutjs~ing (I .Z), has the rational uppru~jrnat~o~~ 
property (1.3) if and only if there exist a signed measure 
(1.5) p(G: IV. y) = yp+(G, w, Y) - (1 - rh-(G, I&‘. Y)* 
with ,u’(G, W: r>, @-(I=? W y) E ~~~~G), and a constanr F(G. 1X y) such that 
(1.6) U~(G,‘i:7)(~) - log fW(z)l = F(G. W: -y), for any z E G. 
Below, WC state some consequences of Theorem 1. I, while in Section 2, we state 
applications of Theorem 1. I in a number of specific cases. The proofs of all results in 
Sections I and 2 are given, respectively, in Sections 3 and 4. 
Remark 1.2. - Results on weighted rational approximation of analytic functions in 
open sets with multiply connected components (as opposed, in (1.2i), to unions of simply 
connected domains) will be considered elsewhere. 
Remark 1.3. - The condition in (1.2ii) that W(z) # 0 for all z f G cannot be dropped, 
for if I;ti(za) = 0 for some 30 E Gk. where G = uF=r Gp, then the necessarily null 
sequence { Wm~+‘~~ (zo)R,,,~,,~ (.zO)J,“=, trivially fails to converge to any f(z), analytic in 
G, with f(zo) # 0; whence, the rational approximation property fails. 
COROLLARY 1.4. - A triple (G, VP’> y), satisfying (1.2), has rhe rational approximation 
property (I .3) ifand only if (I,31 ~olds~for f (2) EE f> i.e., if and only ifrhis ~~in‘~le~~nction 
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is locally uniformly approximable on compact subsets of G by a corresponding sequence 
of the weighted rational functions. 
Remark 1.5. - The function f(z) E 1 in Corollary 1.4 can be replaced by any function 
which is analytic in G and not equal identically to 0 in G. 
COROLLARY 1.6. - Given a triple (G, W, y), which satisfies (1.2) with u finite, assume 
that there exist a constant F and a signed measure p with 
(1.7) supp ,U C 8G and p(C) = 2y - 1, 
such that 
(1.8) U”(z) - log jW(z)( = F, for any z E G. 
Then, the triple (G, W, y) has the rational approximation property (1.3) if and only if the 
signed measure p can be decomposed as 
(l-9) P = w+ - Cl- YIP-, 
with p+,l.l- E M(aG). 
Furthermore, let a Jordan decomposition of the signed measure p, satisfiing (1.7) and 
(1.Q be given by 
(1.10) /.L=r+ -r-, 
where T+ and v are positive measures with 
(1.11) supp r+, supp r- C 3G and ~(supp T+ il supp T‘-) = 0. 
Then, the triple (G, W, r) has the rational approximation property f 1.3) if and only if 
If (1.9) or (1.12) holds true for a signed measure p satisfying (1.7) and (1.Q then 
(1.13) p(G, W,y) = ,LL and F(G,W,T) = E 
The study of weighted rational approximation has recently been in~~uc~d in papers 
by Borwein and Chen fl], Borwein, R~manov and Saff [2], and R~m~ov, Saff, and 
Simeonov [12]. The last two papers deal with weighted rational approximation only on 
the real line. Certain special cases of the triples (G, W, y), in the notation of (l.l), were 
considered in the complex plane in [ 11, but that research did not attack the general question 
of necessary and sufficient conditions for (G, W, y) to have the rational approximation 
property of (1.3), as in Theorem 1.1. 
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2. Applications 
Finding the signed measure LL(G, W, y) of Theorem I .I, or verifying its existence, is a 
nontrivial problem in general. Since U f‘(G~m~“~j(z) is harmonic in C\ supp,~(G? r/t: y) and, 
since it can be shown from (I .6), if iog lW(.z)l is continuous on G and if G is a finite 
union of GE; C = 1,2, . . . : LO, that U@(G,n’Y) (2) is equal to log /w(z)/ + F(G, W,y) on 
supp~~(G, IVY 7) c OG, then U~(G~~~‘~~~ (2) can be found as the solution of the cot~esponding 
Dirichlet problems. The signed measure b&-t(G? 14: y) can be recovered from its potential, 
using the Fourier method described in Section IV.2 of Saff and Totik [13]. 
However, we next consider a different method, dealing with specific weight functions, 
which allows us to deduce “explicit” expressions for the signed measure p(G! I+‘, 7) of 
Theorem 1.1, For simplicity, we assume throughout this section that G is given as in (1.21), 
but with o finite. We denote the unbounded component of d3\G by 51. Let I/+ and u- be 
two positive Bore1 measures on C, with compact supports satisfying 
(2.1) 
such that 
supp I/+ c c‘\G and supp I/- c E/G. 
(2.2) u+(c) = K(C) = 1. 
For real numbers (x > 0 and 0 > 0, assume that the weight function W(z), satisfying 
(2.3) log (W(z)l = -(dY+ (z) - /-XT’- (2)) = -V’(z), t E G, 
with v := ovs. - BY- being a signed measure, is analytic in G. Then, we state, as an 
application of Theorem 1.1, our next result as 
THEOREM 2.1. - Given any pair of real numbers (1 1 0 and /3 2 0, given an open 
bounded set G = UT=, GE, as in ( 1 .Zij with (T jinite, and given the weight function W(z) 
of (2.3), then the triple (G, W. 7) has rhe rational a~pro~imati#n property ( 1.3) if and only 
if rhe signed measure 
(2.4) p := (2-y - 1+ d! - /Y)w(cM, ., 52) - trL;+ + pfi- 
can be decomposed as 
(2.5) lb= w+ - (1 - YIP-> 
where p+, p- E M(8G). Here, w(cc: ., Q) is the harmonic measure at 00 with respect to -- 
$2, and ti+ and 17~ are, respectively, the balayages of 11~ and I/- from C\G to i?. 
Furthermore, if EL of (2.4) satisfies (2.9, then (see Theorem 1.1) 
Gw ,4G: W> r) = I-L. 
We point out that the harmonic measure w(x, e? St) (defined in Nevanhnna [8] or 
Tsuji [18]) is the same as the equilibrium distribution measure for G, in the sense of 
classical logarithmic potential theory [ 181. For the notion of balayage of a measure, we 
refer the reader to Chapter IV of Landkof [6] or Section II.4 of Saff and Totik [ 131. 
In the following series of subsections, we consider various classical weight functions 
and we find their corresponding signed measures, associated with the weighted rational 
approximation problem in G, as given in Theorem 1.1, 
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2.1. Incomplete rationals 
With Nc and N denoting respectively the sets of nonnegative and positive integers, the 
incomplete polynomials of Lorentz [7] are a sequence of polynomials of the form 
(2.7) {~“‘i’K(i)(z)}~lJ, degP,(i) I n(i), (m(i),n(i) E NO), 
where it is assumed that lim m(;) =: cr, where a > 0 is a real number. The question i-brn 4%) 
of the possibility of the approximation of functions by incomplete polynomials is closely 
connected to that of the approximation of functions by the weighted polynomials: 
(2.8) 
The approximation question for the incomplete polynomials of (2.7) was completely 
settled, by Saff and Varga [14] and by v. Golitschek [4], for the real interval [0, l] (see 
Totik [ 171 and Saff and Totik [ 131 for the associated history and later developments), 
and by the authors [ 1 l] in the complex plane. We consider now the analogous problem 
for incomplete rational functions in the complex plane. A special case of incomplete 
rational approximation in the complex plane was studied by Borwein and Chen in [l]. The 
latest such developments, on the real line, are in Borwein, Rakhmanov and Saff [2] and 
Rakhmanov, Saff and Simeonov [ 121. 
Since the weight W(Z) := .? in (2.8) is multiple-valued in C if Q $ N, we then restrict 
ourselves to the slit domain S1 := C\(- 00, 0] and the single-valued branch of W(Z) in 
S1 satisfying W(1) = 1. Thus, 
(2-g) W(z) := za, z E s1 := C\(-cqo]; 
where Q > 0 is a real number. 
THEOREM 2.2. - Given an open set G, as in (1.2i) with u jinite, such that c c S1, 
and given the weight function W(z) of (2.9), then the tripZe (G, z?, 7) has the rational 
approximation property (1.3) if and only if the signed measure 
(2.10) p = (27 - 1+ a)w(ce, a, n> - aw(0, ., R) 
can be decomposed as 
CL = w+ - Cl- 7)P-T 
where p+, p- E M(aG). Here, U(OO, ., Q) and ~(0, ., R) are the harmonic measures with -- 
respect to the unbounded component fl of C\G, respectively, at z = 00 and at z = 0. 
In special cases where the geometric shape of G is given explicitly, it is possible to 
determine the explicit form of the signed measure in (2.10). As a simple example, we 
consider below the special case of a disk and y = l/2. 
COROLLARY 2.3. - Given the disk IIT := (2 E a3 : Iz - al < T}, where a E (0, +CQ) 
and where DT(a) C 5’1 = C\(-oo,O], i.e., r < a, and given the weightfunction of (2.9), 
then the triple (DT(a), z”, l/2) has the rational approximation property (1.3) if and only if 
(2.11) 
{ 
a, (2 E (0, WI, 
r < rmax(ar a) := 
asin 2, L1: E (1/2,+cc). 
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Furthermore, if (2.11) is satisfied, then the associated signed measure p(D,(a); z~, 1/2)(see 
Theorem 1.1) is given by 
(2.12) djL(D,.(a), X0, l/2) = $$ l- ( F) ds; 
where ds is the arclength measure on the circle Iz - al = 7’. 
Remark 2.4. - More generally, it is possible to show that the triple (D,.(a), 9: y), as 
in Corollary 2.3 but with anv y E [O! 11, has the approximation property (1.3) if and only if 
1’ 5 
i 
a : ru$Y<l? 
alLo . Nfy>l: 
where ~a E (0, l] is the largest solution of the equation 
(2y - 1) arccos 
[ 
l-2y-(2y-1+2a)u2 1 + 2o arccos [ (2y-1+2+/i?? 1 = 2u(2y - 1+ o) 2Jtr(2y - 1 + (2) 7”. 
in the interval (0, 11. 
2.2. Exponential weight 
Consider the weight function 
(2.13) W(z) := ebiJ z E C. 
This section is devoted to the study of weighted rational approximation, with respect to 
the exponential weight of (2.13), in disks centered at the origin and in certain domains, 
arising in connection with PadC approximations of the exponential function. Our next 
result treats the case of disks. 
THEOREM 2.5. - Given Dr.(O) := (2 E a3 : Izj < r.} and given the weight W(z) qf(2.13), 
then the triple (D,.(O), e-*, y) has the rational approximation property ( 1.3) if and onlv if . . 
where r maX(r) is the unique positive solution, for r in the interval [I? - i 1: +30), of the 
following equation: 
(2.15) &.+a)l- (,-$arccos($) =;(1-1). 
Moreover, if(2.14) holds, then the associated signed measure /L( D, (0): e:-“, y) is given by 
(2.16) dtr(D,(0),e-Z,y) = (27 - 1 - 2rr:ost9)~, 
where d6’ is the angular measure on 1~1 = r and where z = re’e. 
In particular, r,,,(l) = $ ( 
~nlax(O) = ;. 
see also Theorem 3.8 of [lo]), rlrlax($) = $ and 
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We remark that the solution, r,,,(y) of (2.15), can be verified to be symmetric about 
y = i, as a function of y in the interval [0, 11. 
Next, we again consider the weight function W(z) := e-’ of (2.13), but we now 
consider the triple (G,, e-’ , r), where G,, a generalized SzegS domain, is defined below.. 
To begin, first assume that 0 < y < 1. Then following [15], the two conjugate complex 
numbers, defined by, 
(2.17) f % := exp {* i arccos(2y - l)}, 
have modulus unity, and we consider the complex plane 43 slit along the two rays 
(2.18) FL/ := {x E 43 : z=z,++i7.orz=~~-Crforanyr~0}. 
This is shown below in Figure 1. (For readers who are familiar with [15], the quantity 
~7 := lim x in that paper and y of (1.3i) are related through y = &.) Next, the function i-03 m, 
(2.19) ij,(.z) := J1+ ,?? - 2,427 - 1) 
has zY+ and .z; as branch points, which are the finite extremities of R,. On taking the 
principal branch for the square root, i.e., on setting &(O) = 1 and extending gr analytically 
on the doubly slit domain C\R,, then gr is analytic and single-valued on C\R,. It can 
also be verified that 1 f z + i,(z) does not vanish on C\W,. 
Fig. 1: The set C\R,. 
Next, we define the functions (1 + x + I&(z))‘~ and (1 - .a + &(z))~(~-~) so that their 
values at z = 0 are respectively, 22Y and 22(1-r), with remaining values determined by 
analytic continuation. These functions are also analytic and single-valued on C\R,. With 
these definitions, we then set: 
(2.20) 
4y( kY)1-7,eG7(z) 
WA4 := (1+ z + &&(l - z + &(z))“(‘-” 
(0 < Y < I>, 
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and it follows that wy(z) is also analytic and single-valued on C\Iw,. For the omitted cases 
y = 0 and y = 1, it can be verified that wr (2) = $.mi q(z) and ?ua(z) = lim wy (z) satisfy -,pn 
~~(2) = zel-” for R.e x < 1, and 
(2.21) 
w”(z) = zel+” for Rt! z > -1. 
(Again, for those familiar with [ 151, the function U;,(Z) of (2.20) is exactly the function 
w,(z) in [IS], eq. (2.5)) 
It is known (see [ 151, [Lemma 4.1 J) that ‘q(z) is univalent in jz] < 1, for any y with 
0 2 y < 1, and this allows us to define the domain 
(2.22) G, := (2 E C : /m-,(z)] < 1 and IzI < l}: for any 0 5 y < 1. 
Its boundary, dG,, is a well-defined Jordan curve which lies interior to the unit disk, 
except for its points zt of (2.17). Th is is shown in Figure 2. We call G, an extended 
Szegii do~in, as the special case y = 1 corresponds to a domain originally treated by 
Szegd in [16] in 1924. 
r 
-t--w -- :1 --t- 
Fig. 2: The set G, 
We now have all the necessary definitions for the statement of our next result. 
THEOREM 2.6. - For any y with 0 5 y 2 1, let G, be the domain of (2,22), and let 
W(z) = emr be the weight function of (2.13). Then, the triple (G,. e-’ i y) has the rational 
approximation property (1.3). 
To conclude this section, we note that, except for the final result of Theorem 2.6, all 
preceding results stated in Sections 1 and 2 are of the “if and only if’ type, i.e., these 
results are by definition sharp. The result of Theorem 2.6, however, leaves open the 
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possibility that for a given y with 0 2 y 5 1, there could be a larger domain H, with 
G, c H, such that the triple (H, e-’ , 7) has the rational approximation property (1.3), 
but we strongly doubt this. 
Also of general interest is the extension of the results of this paper to triples (G, IV, y) 
of (1. l), where one has the sharpened rational upproximution property, that is, for any f(z), 
analytic in G and continuous in G, there is a sequence of rational functions {R,Z,,Z }z, 
satisfying (1.3i), such that 
For the essentially polynomial case of y = 0 and W(Z) := e-‘, this is treated in part 
in [lo], Theorem 3.2. Some general results in weighted polynomial approximation on 
compact sets are obtained in [9]. To our knowledge, general results on the sharpened 
rational approximation property have not as yet been treated in the literature. 
3. Proofs of results of Section 1 
Proof of Theorem 1.1. - Assuming that a signed measure p( G, W, 7) exists and satisfies 
the conditions (1 S) and (1.6) of Theorem 1.1, we first prove that the triple (G, IV, 7) has the 
rational approximation property (1.3). To show this, we consider the following three cases: 
Case y = 1. -The hypothesis (1.5) with y = 1 implies that p(G, IV, 1) = p+(G, IV, 1) E 
M(BG). As (1.6) is also valid by hypothesis, applying Theorem 1.1 of [ll] gives that 
the pair (G, W) has the polynomial approximation property, i.e., for any f(z), which is 
analytic in G, and for any compact subset E of G, there exists a sequence of polynomials 
{P,(z)}zZO, with deg P, 5 m for all m > 0, such that 
(3.1) flm Ilf - WrnPmll~ = 0. 
On simply setting 72, := 0 and QILm (2) := 1, the sequence of rational functions 
VLWm (z) := Pm(z)/Qn,(z) = P,(z)}:=, clearly satisfies (1.3i) with y = 1, and (3.1) 
shows that (1.3ii) is also valid, i.e., the triple (G, IV, 1) has the rational approximation 
property. 
Case y = 0. - Let f(z) b e any function analytic in G. If f(z) z 0 in G, it suffices to 
define the sequence {Ro,,(z) := Po(z)/Qn,(z)}r”,O, where PO(z) z 0, i.e., deg PO = 0, 
and for each n 2 0, deg Qn < n. Clearly, (1.3i) is satisfied with y = 0, and (1.3ii) is 
trivially satisfied for any compact subset E of G. If f(x) f 0 in G, then for any given 
compact subset E of G, f(z) h as only a finite number of zeros, say {zk(E)}~=i, in E, 
where m = m(E) is a fixed nonnegative integer depending on E. Then, we can write 
711 
(3.2) f(z) = s(4~w%&), with PrL(~> :=,kFl(z - a(E)), 
where g(z) is analytic and nonzero in E. Consequently, l/g(z) is also analytic in E. 
In this case y = 0, hypothesis (1.5) implies that y(G, W,O) = -p-(G, W, 0), where 
p-(G, W, 0) E M(dG), an d similarly, hypothesis (1.6) implies, with the definition of (1.4), 
that 
(3.3) U@-(G~“~o)(~) - log & = -F(G, W,O), for any z E G. 
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Because of the form of (3.3), it follows from Theorem 1.1 of [I l] that the pair (G, l/W) 
now has the polynomial approximation property, and this can be applied to the analytic 
function l/g(z) on E. Thus, there is a sequence of polynomials {Qn(,~)}~zO, with deg 
Qn 5 71, for all 72, > 0, such that 
(3.4) 
Since {d),(z)/W’(~)}~~~ tends uniformly to I/g(z) on E, it follows from Hurwitz’s 
Theorem that Q.,,(x) has no zero in E, for, say, all 71, 2 No. Moreover, it also follows 
from (3.4) that 
(3.5) 
Hence, using (3.2), we have 
and as mrt, = 7n(E) is a fixed integer, (3.5) gives us that 
Thus, (1.3i) is satisfied with y = 0 and (3.6) shows that (1.3ii) is also satisfied, i.e., the 
triple (G. IV. 0) has the rational approximation property. 
Case 0 < y < 1. - Recall from (I .2ii) that G = UiT=, Gr is a bounded open set 
where {GT};=~ are disjoint simply connected domains, and consider the Jordan domains 
G,.i c Gp, .j E N, which exhaust the domain Go, for each e with 1 2 P 5 (7. A convenient 
way to define the sequence {G,.~~}~zl is to set: 
(3.7) G,.j := , .j E N 
where cpf : Gc -+ D := {W E a3 : lull < l} is a canonical conformal map of domain 
Go onto the open unit disk 11, where 1 5 P 2 (7. Thus, each Gc,j is bounded by the 
analytic Jordan curve 
which is a level curve of (pp. Let E c G be an arbitrary compact set. Because E is compact, 
it is clear that E is contained in the finite union of Gc,,j, 1 = 1.2. . . , !a, for some 1, E N, 
provided that j is large enough. Set Hj := UiL, G,,j and F,) := U:i;, rr,j. Then, 
rJ = aH,j and H,j C G for all .j E N, and also E c H,i for all sufficiently large j E N. 
-- 
Introducing the domain flj := C\H,i, j E N, we observe, from the existence of the 
Bore] measure /r’(G, W. 7) of (l.S), that the balayage ,I,; of /L+(G. W, y). out of ~2, 
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to dRj = aHj, is such that, for each j E N, the following statements are true (see 
Theorem 11.4.4 of [13]): 
and 
(3.9) U”:(z) 5 U~+(G,~-I)(Z) + ci, 2 E q 
where p:(C) = 1, supp ,u: C 3H.j and cj > 0. (We remark that equality in (3.8) holds 
on aRj since each point of 190, is regular (see [18], Theorem I.1 11.) As (1.6) holds by 
hypothesis for any z E G and as xj C G, then (3.8) and the hypothesis (1.5) give 
(3.10) +gy:(z) - (1 - y)U’“-(G,W,y)(~) - log (W(z)] = Fj, z E ?&, 
where 
(3.11) Fj := F(G,Wy)+ycj, 
for any j E N. 
Fixing a sufficiently large j E N so that E C Hj, consider the function 
(3.12) V(Z) := UG(z) - u~+(G,wqZ), z E c, 
which is subharmonic in flj with I = 0, and satisfies, by (3.9), the inequality 
Observe that if we had equality in (3.13) for some z. E $, then, by the maximum principle 
for subharmonic functions and (3.8), this would give 
which is in contradiction with the fact that U(W) = 0. Thus, it follows from (3.12) that 
Ufqz) < u~+(G,~qZ) + cj, x E Rj. 
Multiplying the above inequality by y, adding -(l - y)Up"-(G>w>y)(z) - log ]W(z)] to 
both sides of it, and using (1.6) and (3.1 l), we obtain that 
(3.14) $P:(,z) - (1 - y)U~-(G~W~y)(~) - log pV(~)j < Fj, z E G n $. 
Next, let f(z) by any function analytic in G. To construct a sequence of weighted 
rational functions which is uniformly convergent to f(z) on E, we interpolate the analytic 
function IV-(“+“) ( z)Qll (z) f (2) by a polynomial P,(z), where the choice of interpolation 
points { zL~+~)}T~$ c l?j and the choice of the polynomial Qn (2) are described below. 
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It follows from Krein-Milman theorem that any measure I-L E M(B), where B C C is 
a compact set, is a weak’R-limit of discrete measures 
where {~~“‘}f;=~ c B: k E N (see [21], pp. 362-363). Since every CI~‘) can be 
approximated arbitrarily closely by rational numbers, there exists a sequence of points 
{<~“‘}$I C B, lo E N, which may not all be distinct, such that 
We discretize the measures /L--(G. W y) and 11; so that 
(3.15) 
where {~~1”}~!, c supp /l-(G. Wj y) c dG for any n E Ni; and 
where {~~“‘}~=r C supp jh.7 c 1’:) for any rn E N. Then, we define 
(3.17) 
so that Qn (z) is not zero in C for any ‘rt, and we define a basic polynomial of Lagrange 
interpolation 
rn+ 1 
(3.18) w,,+~(z) := n (z - zp+“), m E N. 
k=l 
Fo 
On setting Lj := U LE,3, where each LP,~ c G&\Ef.j; ! = 1,2, .. . ,&, is a rectifiable 
YE1 
Jordan curve containing Gl,,j in its interior, the polynomial P,,(Z), which interpolates 
W-(‘“+7L)(z)&,(z)p(z) in the points {z~~~~+~)}~~~ of I’j, is given by the Hermite 
interpolation formula (see [20], p. 50): 
r/l’-‘“‘+“‘(Z)Q71(Z)f(Z) - P,,,(z) 
(3.19) Wm+l (z) W-(n”+“‘(t)Qr~(t)f(t)dt =-- 
27r,i I L, (t - Z)W,,,+l(t) ’ z E E. 
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Multiplying (3.19) by VP’+ (z) /Qn( z) gives 
(3.20) 
f(‘) - w”+“tz) Qn(%) 
~m+‘=(+m+d4,‘Qn(x> f (W ZZ 
2ni J Li (t-z)Wm+“(t)w,+l(t)/Q,(t) ’ 
for z E E. Using (3.15) and (3.17), we have that 
,&r&r ]Qn(~)llin = exp { -UP-(G1’V.y)(z)} 
holds locally uniformly in C\aG, and similarly, using (3.16) and (3.18), we have that 
(3.22) Ji&n& Iw,(%)p = exp {-up:(%)} 
holds locally uniformly in C\l?j. Next, choose any sequence {(mi, ni)}gO of pairs of 
nonnegative integers such that lim (mi -I- ni) = cc and lim mi/(mi + n;) = y, and let i--cc idrn 
(Pm; (%)/Q~~(%)}~o be th e associated rational functions from (3.17) and (3.19). From 
(3.10)-(3.1 l), we obtain that 
(3.23) /iJ& IW mi+ni(~)~,i+l(~)/Q,i(~)J l/(m+ni) 51 e-FJ f 
uniformly on E. Also, by (3.14) and the compactness of L,?, 
(3.24) mp Jim 1 W m~+n~(~)~,2+l(~),‘Qn, (~)f’(~~+~,) > e-F3, 3 2-00 
since $P:(,z) - (1 - y)Up-(G>W>y)(z) - logIW(x)l is harmonic in Gnnj. Thus, 
from (3.20) and on using (3.23) and (3.24), it follows that 
Hence, the sequence {w”if”~(,)ppni(~>/Q92i(~))~U=0 converges (geometrically) to f(x), 
uniformly on E, and the sequence of rational functions (I&,,< (2) := Pm* ( z)fQn, ( z)}go 
satisfies (1.3i) and (1.3ii), i.e., (G, IV, y) has the rational approximation property. This 
completes the first part of the proof of Theorem 1.1. 
Now, suppose that a triple (G, W, r), satisfying the conditions of (1.2), has the rational 
approximation property (1.3). To show that a signed measure p(G, rjv,r), satisfying 
the conditions of Theorem 1 .l, exists, let {Pm, (z)/Qn, (%)},“=a be a sequence of 
rational functions such that Wm;fni(~)Pmi (z)/QIEi ( ) z converges to the particular function 
f(z) z 1, locally uniformly in G, and such that lim;,, rn~/(rn~ + n;) = y. We may 
assume, without loss of generality, that deg P,, = rni and deg Qn, = ni. Otherwise, one 
may define new sequences of polynomials 
Pm;(z) := P&z) +a,p”“, k E N, 
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and 
in such a way that lV7n,+7’~ (z)>~;(z)/~“, ( ) 1 z a so converges to f(x) 5 1, locally 
uniformly in G: with nrn, # 0 and b,], # 0 for any i E N, by choosing a,,,, # 0 
and ii,,, f 0 to be sL~fficiently small. (This will be used in (3.29) below.) 
Let 11,,~ # 0 be the leading coefficient of P,,,< (2) and let 
be the normalized zero counting measure for P,,,+ (x), where 6,, is a unit point mass at zk. 
We count all zeros of P,,,,(Z) in (3.25) according to their multiplicities, so that 
(3.26) u:,(c) = 1, ,I: E N! 
i.e., these measures are unit positive Bore1 measures. Analogously, we take b,? # 0 as the 
leading coefficient of Q,), (2) and define 
(3.27) 
1 “, := -?Li c &, , 
Qn, (,:I )=O 
so that 
(3.28) 1/,(C)=l; %EN. 
Hence, as IV”’ 1 +71 / (x)P,,,? (.Y)/Q~~,, (z) -+ I locally uniformly in G, then taking logarithms 
and using the de~nitions of (1.4), (3.25), and (3.27), we have 
locally uniformly in G. 
If c/,:, denotes the balayage of v,?;, 
-- 
out of the open set C\G to ?? (note that the part 
of 4 , supported on ?? is kept fixed), then 
where c, , 1 0, suppCzC c e and z?;,(C) = v&~?Z) = 1 (see Theorem X4.7 of f13]). 
Similarly, we have, for the balayage of VT& from C\c to G. that 
(3.31) U”rli (2) = U”-1 (z) f d,,, , z E G. 
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By Helley’s Theorem (Theorem 0.1.2 of [ 13]), we have that the sequences { $2, }z, 
and { ti;% }L, contain weak* convergent subsequences, so that 
(3.32) i/+ * Tn,--)P + and 5~~ -%p-, asj -+ 00, jEJCN> 
where ,LL+ and CL- are positive Bore1 measures with p+(C) = h-(C) = 1. One can 
immediately see, from the locally uniform convergence in G of Wm~+nz (z)P,% (z)/Qn, (z) 
to unity, that 
(3.33) supp l.~+ c dG and supp /L- c dG. 
Furthermore, by (3.32), 
(3.34) him- U”J (2) = U’“+(z) and jIrn- U”J(Z) = U@-(z), z E G. 
3EJ 3tJ 
It follows from (3.29), (3.30) and (3.31) that 
(3.35) 
mj : nj 1% bm, I + m3: nj Gn3 - ,,,“; nj u% (2) + ,,I”; nj lJ”;J (2) 
- 
,i”; Q=i - mj : nj 10gJb,,~] + logjW(z)J -+ 0, as j + cc,j E J, 
for any z E G. Consequently, 
converges, as j -+ co, to a finite limit by (3.34). On defining: 
F := lim 
3-m 3EJ 
m,:n,lOg/‘mjI+ m~~n,CmJ - n’ dn3 - 
3 I 3 3 mj+nj 
we obtain from (3.34) and (3.35) that 
yU“+(z) - (1 - y)U”-(z) - log [W(z)] = F, z E G. 
Finally, from the above equation and (3.33), we see that (1.6) of Theorem 1.1 is satisfied 
with 
and with 
CL(G, W r> := YP+ - Cl- Y)P- > 
F(G, W, y) := F, 
which completes the proof of Theorem 1.1. 0 
Proof of Corollary 1.4 and Remark 1.5. - If the rational approximation property (1.3) 
holds, then f(z) E 1 is, in particular, locally uniformly approximable by weighted rational 
functions in G. On the other hand, the second part of proof of Theorem 1.1 shows that if 
f(z) E 1 can be locally uniformly approximated by weighted rationals, then there exists 
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a measure /L(G, M/; 7) satisfying the conditions of Theorem I .I. But this immediately 
implies the rational approximation property (I 3). 
Concerning Remark 1 .S, one can easily see that the second part of proof of Theorem 1, I 
holds without change for any fixed I(z). which is analytic and is not equal ide~ti~aliy 
to 0 in 6. Cl 
PROOF’ of Clornilq~ I.6 - Note that if (1.9) holds true for a signed measure [I,, 
satisfying (1.7) and (1.8), then the triple (C, IK;:r) has the approximation property (1.3) 
by Theorem 1.1, so that (1.13) is valid. 
Suppose now that the triple (G: WT. *f) has the approximation property (I .3), Then 
by Theorem 1 .I, there exists a signed measure /c(G, Iif. T) = ypt(G. W. 7) - (1 - 
y)/r-(G, IV, y), with /c+(G. I/l-. y). /I-~(G. TV, 7) or MjiX). such that 
It follows from (1.8) and (3.36) that 
(3.37) ~rI~f(~~s~~~.-)(zj = r;ilfz) + It1 z E G, 
where c := F(G, W’. 7) - P is a constant. Since potentials are continuous in the #ne 
?~~~~~~~~ (see Section I.5 of /13f) and since the boundary of each Gt. k’ = I,. . . *o, in 
the fine topology is the same as the Euclidean boundary (see Corollary IS.6 of [ 13j), 
then (3.37) atso holds for any ,z E i1G. Thus, 
(3.38) 11(,y) := ~~/~K:J~‘.?)-/~(z) = (;, z E c. 
-7 Observe that u(z) is harmonic in the unbounded component of C\G, denoted by Q 
(including z = x)) with TJ,(W) = 0, and that g(z) E c on Sft c 8G. Therefore, 
(3.39) /6(Z) E 0. 2. E 52uc. 
by the minimum-rnaxi~~lui~ principle for harmonic functions and by the continu~cy of 7~f.z) -- 
in the fine topology. Applying a similar argument to the. bounded components of C\G, 
we obtain from (3.39) that 
where 
Integrating (3.4(f), the logarithmic energy of /&(G> W! 7) - I!, satisfies 
which implies by (3.41) and Theorem I. 16 of j6J that ,e(G, 1V 7) - IL = 0. Thus, 
(3.42) 1” = jL(G:W.y) = ~p+(G:w,y) - (1 - fi~),6-(G.m~5y). 
and (1.9) is established. 
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Assume, in addition to (1.7) and (1.8), that p also satisfies (1.10) and (1.11). Clearly, 
(3.43) T+(c) -T-(C) = p(C) = 2-y - 1. 
We shall show that (1.12) and (1.9) are equivalent. Indeed if (1.9) holds, then 
(3.44) T+(c) = ‘+(supp T+) = #u(supp r+) 2 yI*+(supp r+> I y, 
which gives (1.12). Conversely, if (1.12) is valid, then, for any measure w E M(dG), 
we have by (1.10) and (3.43) that 
p = 7+ - q-- = (T+ + (y - T+(c))w) - (T- + (y - Tf(C))W) = 
= (T+ + (y - T+(c))w) - (T- + (1 - y - Y(C))w). 
Thus, (1.9) holds, for 0 < y < 1, with 
p+ = ; (T+ + (y - T+(c))w) and - - p g-(c + (1 - y - T-(C)>w). 
Obviously, if y = 0 then 
p+ = 7+ = 0 and p- = r-, 
and if y = 1 then 
p+ = 7+ and p- = r- zz 0. 
Hence, we conclude that the rational approximation property (1.3) holds for (G, W, 7) if 
and only if (1.12) is satisfied. 17 
4. Proofs of results of Section 2 
Proof of Theorem 2.1. - First, we recall, by the results of Section IV.2 of [6] (see also 
Theorem 11.4.7 of [13]), that the following are valid: 
(4.1) U”+(z) = U”+(z) + 
.I 
g& cx++(t), z E G, 
(4.2) U”-(z) = U”-(z) + 
s 
gn(t, co)&-(t), z E G, 
where gn(t, oo) is the Green function for R with pole at co. Using (2.3), (4.1), (4.2) 
and Frostman’s theorem [18], p. 60, it follows, for the measure ,B defined in (2.4) and 
for z E G, that 
U”(z) - log (W(z)1 = 
(4 3) (2-Y - 1+ a - PYJ +->“‘(z) - au”+(z) + piIJ- (z) - log ]W(z)j = 
(27-l+cr-p)log& -a/ g& ww+(t) + P 
J 
gn(t, c+wt), 
where cap ?? denotes the logarithmic capacity of c (see [18], p. 55). 
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Observe that p, defined by (2.4), satisfies (1.7). Thus, Theorem 2.1 follows from 
Corollary 1.6 and (4.3). 0 
Proof of Theorem 2.2. - It is clear that, for W(z) = z”, we have: 
(4.4) z E a\\-oc,O], 
where a0 is the unit point mass at z = 0 and cy > 0 is a real number. Since the balayage 
& of So out of 62 to G is given (see [6], p. 222) by 
(4.5) (i-, = w(0, ., 62), 
then Theorem 2.2 is an immediate consequence of Theorem 2.1 with 13 = 0. 0 
Proof of Corollary 2.3. - We have already shown in the proofs of Theorems 2.1 and 2.2 
that the measure p of (2.10) satisfies (1.7) and (1.8) of Corollary 1.6, with W(z) = z”. 
Note that, for y = l/2, (2.10) reduces to 
(4.6) 1” = aw(oo, ., 0) - acd(O, .) a), 
-- 
which can be explicitly determined for R = C\D,(a). Indeed, by (4.46) and (4.47) of [ 1 I], 
we have 
and 
This gives, for IL in (4.6), that 
(4.7) 
Observe that 
where 
19~ := i + arcsin T. 
n 
Also, one can immediately see that 
(4.8) 72’) > 0 for H E (--ea.&); 
and that 
(4.9) g(u + 7-eiB) < 0 for 19 E (0e, 27r - 19~). 
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As we next show, (4.8) and (4.9) give the desired Jordan decomposition (1.10) for ~1 
of (4.7). Recall that, for any Bore1 set B C C, 
w(0, B, n> = m(aq3 n an)), 
where 
and where 
dm = f on (w E 43 : ]w] = 1) 
a?(x) := 
r2 + a(z - u) 
?=z 
-- 
is the conformal mapping of R = C\&(a) onto D’ = (20 E C : 12~1 > l}, with Q(O) = 00 
(see [8], p. 37). Since 
@(a + ~2’~) = exp i f - arcsin f 
u >> 
and 
@(a + re-ieo ) = exp (~(arcsin i - 5>), 
we obtain from (4.6) that 
7-+(C) = p( (a + reie : 0 E (-60, &I)}) = 
200 CY ?I- 
( 
. r . r ir 
( >> 
2a 
a%-~ T--arcsma-- arcsing- = - arcsin :. 
7r a 
It is obvious that the inequality, 
2a 1 - arcsin z < - 
7r a - 2’ 
which co~esponds to (1.12), is equivalent to (2.11). Thus, Corollary 2.3 follows from 
Corollary 1.6. q 
Proof of Z%eorem 2.5. - It was shown in the proof of Theorem 4.3 of [lo] (see also the 
proof of Theorem 2.7 of [ 111) that for the measure 
(4.10) 
we have 
dpCL1 = $1 - 2rcosB)dO, I.4 = r, 
(4.11) ?F(z) - log ]e-“1 = FP(z) + Re z = log $, x E l&(O). 
Thus, one can imm~ately see, for the measure p of (2.16), that 
(4.12) 
U”(z) - log ]e-“1 = log ; + (27 - 2) 
s 
2x 
1% 
1 
0 125 - reiel itif 
- 
= log ; + (27 - 2) log ; = (27 - 1) log ;, z E D,(O). 
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Note that the density function of p, given by 
(4.13) h.(B) := $27 - 1- 2?“cos0), 0 E [O, an>, 
satisfies, for T 2 127 - 11/2, 
(4.14) h(0) > 0, e() < 0 < 2n - B”, and h(B) < 0, -Ho < 0 < BO, 
where 
(4.15) do := arccos 
27 - 1 
( > 2r’ 
Therefore, the Jordan decomposition of /L is immediate from (4.14), with 
J 
2r-0" 
T+(c) = 
7r - 0” 
&I 
(2y-l-2rcos8) E=(27-1) ~ 
7r 
+ $ sin Ha. 
The inequality (1.12) of Corollary 1.6 can be written in this case as 
which simplifies, with the help of (4.15), to 
(4.16) Jqr2 - (27 - 1)2 - (27 - 1) arccos 
where r 2 127 - 1[/2. One can verify directly, on denoting the left side of (4.16) by 
f-,(r), that 
f /Jr)  = & r ”  -  P Y  -  II2 > o ! for all 7’ E r ( 
1% - ll,+m 2 
> 
Hence, f,(r) is strictly increasing on (127 - ll/2: +oo), with 
i 0, 
for 
f&- 127 - 11 ) 27-120 = < n(l - y). 
7r(l - 2y), for 2y-l<O 
1 
and 
lim fY(7-) = +oo. 
r++30 
Therefore, the equation (2.15) has the unique solution r,,,(y), with 
such that (4.16) holds if and only if T E [I27 - ll/2, rmax(r)]. Cl 
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Proof of Theorem 2.6. - To begin, for any pair (m, n) of nonnegative integers, the 
(m, n)-th Pad6 rational approximation to e” is the rational function 
(4.17) 
where 
(4.18) 
i) deg Pm,, I m and deg Q m,n I n, with Qm,ll(0) = 1, and 
ii) e* - Rm,n(z) = O(Z~+~+~), as z 3 0. 
It is well known that, for any pair (m, n) of nonnegative integers, these polynomials are 
given explicitly (see [15], p. 242) by 
pm,,(z) = 2 cm + n - Vm!z” 
Ic=o (m + n)!k!(m - k)!’ 
and 
Qm n(z) = 2 cm + n - Icb!kz)" 
k=O (m + n)!k!(n - k)! ’ 
and these polynomials P,,,(z) and Qm,+( z are called, respectively, the Pad6 numerator ) 
and Padk denominator of type (m, n) for et. It is further known (see [15], eq. (4.8)) that 
(4.19) (m + n)!e’Q,,,(z) = Ia ept(t + z)“t”dt, for any z E 43, 
--2 
where the path of integration in (4.19) is the horizontal ray -z + p for all 1-1 > 0, and 
similarly (see [15], eq. (4.9)) that 
(4.20) (m + n)!(e’Q,+(z) - Pm,,(z)) = lo ewt(t + z)“t”dt for any .z E 43, 
--I 
where the path of integration in (4.20) is chosen to be the line segment from -z to 0. 
Thus, on dividing the above two equations, we have, with (4.17), that 
(4.21) eZQm+(z) - p,+(z) 
eZQm,n(z) 
I 
0 
eet(t + z)“t”dt 
= ’ - e-rR~ln(z) = -’ e-t(t + z)mtndt’ 
s --2 
for any z E 43, provided that the Qm,n(~) # 0. Replacing z and t, respectively, by 
(m + n)z and (m + n)t in (4.21) gives 
(4.22) 1 - e-(m+n)zR,,n((m + n)z) = I 
0 
-Ge 
+++(t + z)“t”dt 
I 
e -(m+n)t(t + z)Vdt 
--2 
JOURNAL DE MATHBMATIQUES PURES ET APPLIQUBES 
198 I. E. PRITSKER AND R. S. VARGA 
Let y be a fixed number with 0 2 y 5 1. As the treatment of the special cases y = 0 and 
y = 1 is similar (see the proof of Theorem l.l), assume that 0 < y < 1, and assume that 
{hj> nJ>,““,o . is an infinite sequence of pairs of nonnegative integers satisfying (1.3i), i.e., 
y = lim 
7TL.i 
j+== rnj + nj ’ 
where /&A (mj + nj) = +w. 
From [ 191, p. 182, it follows that the rational function R,J,,,, ((mj + r~,j)z) has no zeros 
and no poles in the closed set GY of (2.22), for all j sufficiently large. Consequently, 
from (4.22) the representation 
(4.23) 
holds for all z E G,, provided that j is sufficiently large. Noting that the integrands in 
the two integrals in (4.23) are the same, we set 
(4.24) hj(t) = h,(t; 2) := -t + ( rrLzrLj) log(f + Z) + 
SO that (4.23) can be equivalently expressed, for all j sufficiently large, as 
0 
when 2 E Gu. Note that if we similarly set 
(4.26) i-,(t) = FL& z) := -t + y log(t + z) + (1 - y) log& 
it follows from (1.3i) that 
(4.27) hj(t;z) -+ k,(t;z), as j t 00, for any C # --z and t # 0. 
The point of the above construction is to prepare for an application of the steepest 
descent method to the two integrals in (4.25), as was earlier done in [ 151. As 
Cl- Y) and i>:(t) = - & - f2, 
then for z E C\(W, U {0}), the only zeros of ib can be verified, with the definition 
of (2.19), to be the two numbers 
(4.28) q(z) := $1 - z f&(z)) 
and it can be further verified that 
(4.29) i:(z) # i;(z), for any z E C\(W, U {0}), 
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and that 
(4.30) iij:(i+(z)) # 0, for any .a E C\(R, U (0)). 
In a completely analogous fashion, the only zeros of h;(t), for z E C\(R, u {0}), are the 
two distinct numbers (for all j sufficiently large) 
(4.31) 
where 
t;(z) := i(l - Z f g&Z)), 
(4.32) 
and where 
(4.33) h;@;(z)) # 0. 
(The excluded point above, z = 0, is exceptional in that k!(t; 0) = 0 holds only for the 
single point t = 1. On the other hand, the expression in (4.25) is clearly zero for z = 0 
for every j > 0, which is ultimately what is needed in our quest in Theorem 2.6 to show 
that j(z) = 1 can be uniformly approximated, on compact subsets of G,, by the weighted 
rational functions e-(m~+n~)ZR,j,,, ((mj + nj)z).) T o summarize, for 0 < y < 1 and for 
any x E C\(R, U {0}), t:(z) and t;( ) z are distinct saddle points (of order one) of hj(t), 
for all j sufficiently large, and i$ (2) are distinct saddle points (of order one) of h,(t). (We 
remark that the functions gj(z) in (4.32) require analogous cuts Wj in the z-plane, where 
in (2.18), the numbers .~f of (2.17) are replaced by of := exp{ f i arccos (x)} 
for all j sufficiently large.) 
Making use of the fact that h> (t:(z)) = 0 and that hy (tf (z)) # 0, for all sufficiently 
large j, the Taylor expansion of the function hj about t;(z) shows that there exist real 
numbers 0j” (z) such that for p real and small, 
hj(tf(z) + pei”f) = hj(tf(z)) - %[hy(tf(.z))l + O(p”), 
as p ---) 0. Then, this means that there is a local descent path I’; through each of the points 
t;(z) such that (cf. [15], eq. (4.22)) with (4.24), 
r,‘(z) := J ebj+n,)h(t)& r’ 
(4.35) 
= e(“T+“Mt:(4) 2T * 
(mj + nj)h;(tj (z)) 
112 
=e -(mJ+n&(z) [t:(z) + p [q+)]“J 
(rnj + nJ;y(t;(z)) 
as j * M, uniformly on any compact subset of C\(R, U (0)). 
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The above expressions give the asymptotic behavior of the local descent path through 
the two saddle points t;(z), and, in the usual fashion, these local descent paths are then 
continued, beyond the saddle points t;(z) (on the suitably doubly-cut domain Iwj), along 
descent paths l?;, defined (cf. [IS], eq. (4.19)) as points t E C for which 
i 
Im hS3(t) = Im f,.j(tF(z)). and 
Re h,](t) < Re h,,;(tf(z)), for f # t;(z). 
These descent paths, from (4.241, can have endpoints only at t = O7 1; = -2, or f = X. 
More specifically, we note that for z small and not zero, it can be verified that a descent 
path through tj(z) necessarily has endpoints t = 0 and f = --z. For the descent path 
through t,:(z), one endpoint is at t = co, but the other endpoint can be either t = (1 or 
t = --z. TO show that both of these cases can occur, consider the following two cases: 
Case 1. z > 0 and z small. The steepest descent path through t;(z) in this case is that 
interval of the real axis which extends to the endpoints f = 0 and t = x, as shown below in 
Figure 3, where the arrows indicate the direction of increasing Re JLj(t) along these paths. 
tj cd t;(z) 
Fig. 3: Descent paths for z > 0. 
Case 2. z < 0 and small. The steepest descent path through tf(z) is that interval of the 
real axis which extends to the endpoints t = --z and t = oc, as shown below in Figure 4. 
where the arrows again indicate the direction of increasing Re h,(t) along these paths. 
tj w t;(z) 
0 -Z 
Fig. 4: Descent paths for 2 < 0. 
We note, in Case 1, that on integrating from t = --z to t = cc, as is necessary for the 
denominator integral of (4.25), we pass through two saddle points, so that the asymptotic 
evaluation of this integral involves both contributions lj*(z) from (4.35). In this case (and 
in all cases where the integration path, from t = --z to t = X, through t:(z) passes 
through both saddle points tf), the expression in (4.25) is of the form (cf. (4.35)) 
(4.36) 1-e-‘7’L~+711)‘R11LI~?,((77~,i + nj)z) = _ 
I,-(z) <,- cwf(4 
Ij (‘)+I~(“) = l+(‘l,J”)/[f(Z))! 
while in Case 2 (and all cases where the integration path from t = --z to t = m passes 
only through t:(z)), the expression in (4.25) is of the form 
(4.37) 1 - e-(ln;+?,J)zR,,,+,,((m~s + rl,,;)z) = 
q(z) 
I,+(4 
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As in [3], eqs. (9.21)-(9.22), we define the function: 
Ni(.z) := for all .z E C\(Wj U {0}), 
which is analytic and single-valued on C\(lw, U (0)). Analogously, 
(4.39) N,(z) := SIYW + 1 - @Y - 1) 
+/l - (27 - 1)2 ’ 
for all z E C\(W, U {0}), 
is analytic and single-valued on C\(R, U (0)). With (4.38), the modulus of the ratio 
I17 (z)/I~~(z) can be expressed, with the definition of the function wj(z) of (2.20) (where 
y has been replaced by rnj /( mj + nj) for all sufficiently large j), as 
(4.40) II;(z)l/lIj+(z)l = JWj(Z)p+n, 
(l+O(mjinj)) 
Pwl ’ 
as j -+ oq uniformly on any compact subset of C\(& U (0)). But, l/Nj(z) and 
l/N,(z) are both analytic in 1.~1 2 1 (cf. [3], Lemma 1) and since l/Nj(z) converges 
to l/N,(z) as j -+ XI, then l/Nj(z) is locally uniformly bounded in 1.~1 5 1. Thus, 
consider any compact Set E in G,. As this compact E is contained in some level curve 
r y,P := (2 E C : Iw,(z) 1 = b < 1) of G,, for ,LL sufficiently close to unity, then on this 
set, it is evident that wj(z) ---) w,(z), as j -+ 00, where lw,(~)I 5 p < 1. Recalling that 
R m,,nje% + nib) h as no zeros or poles in ??? for any j sufficiently large, then the 
function 1 - e-(m~+nJ)2RmJ,7L3 ((mj + n3 z is then analytic in E for all j sufficiently .) ) 
large, and its maximum modulus on E, in either Case 1 or Case 2 of (4.36) or (4.37), is 
dominated above by p m~+n~ from (4.40). Thus, we have: 
(4.41) jL% Ill - e -(mJ+nj)*R,,,,,J((mj + nj)z)llE = 0. 
But this implies, from Corollary 1.4, that the triple (Gy , ePZ, 7) has the rational 
approximation property, which completes the proof of Theorem 2.6. q 
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