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Abstract
A classical question of R. Nunke asks when the torsion product of two primary Abelian groups is a direct
sum of cyclic groups. For each ordinal α, we define a partially ordered set, Pα , on which there is a natural
multiplication, and a function μα from the class of all primary Abelian groups to Pα . This construction is
used to address Nunke’s problem and a complete answer is given, at least for groups whose cardinality is
less than the first weakly inaccessible cardinal.
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1. Introduction
In the following, by the term “group” we will mean an Abelian p-group, for some fixed
prime p. We will use without comment the notation and terminology found in [5], and for set-
theoretic notions we will on occasion refer the reader to [3]. One notable deviation from standard
practices will be our use of the notation GH to denote the torsion product of G and H . Besides
convenience, the reason for this convention is that the traditional notation does not sufficiently
emphasize the fact that this functor has many properties that are essentially multiplicative in
nature.
Much of the foundational work on the torsion product was due to R. Nunke (see [12–14]). In
particular, he investigated the following basic question: Under what conditions is Tor(G,H) =
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aspects of this and related questions in [6–10]. In [4], P. Hill gave a partial solution to Nunke’s
problem that was incomplete for at least two reasons: First, separate necessary and sufficient
conditions were given that inducted on the size of the groups involved. Second, the conditions
depended upon the choice of particular well-behaved filtrations of the groups involved without
giving any indication as to how these filtrations were to be constructed. The purpose of the
present paper is to give an answer to Nunke’s question that is complete, at least in some set-
theoretic contexts, and in particular, a solution that uses a single condition that does not rely
upon the choice of particular filtrations.
Notions of set theory will enter into our discussions in a couple of ways. Recall that a cardinal
is weakly inaccessible if it is a regular limit cardinal. A weakly inaccessible cardinal is quite
large, and in particular, if α is an ordinal such that ℵα is weakly inaccessible, then ℵα = α (i.e.,
α is a fixed point). We give a complete answer to Nunke’s question whenever the cardinalities
of G and H do not exceed the first weakly inaccessible cardinal. One reason our answers are
bounded by the weakly inaccessibles is that we use Shelah’s Singular Compactness Theorem
in a strong way, and this hypothesis guarantees that all limit cardinals encountered are, in fact,
singular. A second reason for this restriction is that it is not obvious how one might translate a
crucial step in the induction (Lemma 6) dealing with (regular) isolated cardinals to the case of a
regular limit cardinal (see the discussion after the proof of this lemma).
Answering Nunke’s question involves the construction of a collection of invariants for a
group G, which we denote by μα(G), where α  0 ranges over the ordinals. These invariants can
be viewed as measuring the presence of obstructions to G totally breaking apart into cyclic sum-
mands. These invariants take their values in a collection of inductively defined partially ordered
sets, which we denote by Pα , on which we also inductively define a product. Each of the Pα will
have a largest element, denoted 1α , a smallest element, denoted 0α , and the product will satisfy
0αX = 0α and 1αX = 1α for all X ∈ Pα . The construction is quite natural, and in fact, is basically
a device to measure the presence of elements of infinite height in G, its various subgroups and
the quotients of these subgroups. In fact, most of our effort goes into constructing the partially
ordered sets Pα and the functions μα .
Having completed the construction, Nunke’s problem is answered, at least up to the first
weakly inaccessible cardinal, by two statements: First, if G is a group whose cardinality ℵα is
less than the first weakly inaccessible cardinal, then G is Σ -cyclic iff μα(G) = 0α (Theorem 10).
Second, if G and H are groups, then μα(GH) = μα(G)μα(H) (Theorem 11). It follows that
if G and H are groups of cardinality at most ℵα , where ℵα is less than then first weakly inacces-
sible cardinal, then G  H is Σ -cyclic iff μα(G)μα(H) = 0α (Corollary 12). Note that in all of
these results, by factoring out a bounded summand, which is of necessity Σ -cyclic, the notion of
cardinality could be replaced by the final rank.
We then turn to computing some examples. First, we establish the following realization re-
sult: Assuming Gödel’s axiom of constructibility (i.e., V = L), for any ordinal α and any X ∈ Pα ,
there is a group (of a particularly nice form) such that μα(G) = X (Theorem 14). The additional
axiom is used to guarantee the existence of subsets of ℵα which are particularly well behaved
(i.e., stationary and non-reflecting). Though the latter result does not depend upon the size of α,
in fact, there are models of the constructible universe in which there are no weakly inaccessible
cardinals (since the generalized continuum hypothesis holds in V = L, weak and strong inacces-
sibility coincide). We also show that the invariants μα(G) are well behaved with respect to direct
sums (Theorem 8), and we compute their values on the torsion-complete groups (Theorem 16).
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λ < ω1. In this case, Nunke’s question asks when GH is a dsc group (i.e., direct sum of count-
able primary groups) of length λ. Basically, if the concepts of separable group, subgroup and
pure subgroup are replaced by, respectively, Cλ-group, isotype subgroup and pλ-pure subgroup,
then analogous results to those listed above are obtained.
In a subsequent paper (see [1]), the partially ordered sets Pα are studied in considerably greater
detail, and in particular, they are given a very concrete description. In fact, we show that Pα can
be identified with the collection of anti-chains, M , of finite subsets of α (i.e., the elements of M
are finite subsets of α such that for every S,T ∈ M , S ⊆ T implies S = T ), and that if X and
Y ∈ Pα correspond to the anti-chains M and N , that XY = 0α iff M and N are never disjoint (i.e.,
for every S ∈ M and T ∈ N , S ∩ T = ∅). This identification not only gives us a more concrete
description of Pα and allows us to recast some well-known results on the torsion product, but
it also allow us to prove a number of new result, as well. In particular, when n is finite, Pn is
shown to have a particularly nice structure, and Nunke’s problem reduces to a question of finite
combinatorics.
2. Constructing Pα
We begin with an inductive definition of a collection of partially ordered sets Pα , where α is
an arbitrary ordinal, and where for the purposes of these definitions we consider α = −1 to be
the first ordinal (it is also occasionally helpful to think of α = 0 as a limit ordinal). We start by
letting P−1 = {0−1,1−1} with 0−1  1−1. As we define Pα for α  0, we will require that it is
contained as a subset of
∏
i<α Pi =
∏
−1i<α Pi and that the relation  on Pα be inherited from
the coordinate-wise relation on the product. If 0 β  α, we let παβ :
∏
i<α Pi →
∏
i<β Pi be the
natural projection, and if X = (xi)i<α , we let Xβ = παβ (X) = (xi)i<β (in our construction it will
follow that παβ restricts to a map from Pα to Pβ ). To define Pα , we divide into two cases: If α = 0
or α is a limit ordinal, we let
Pα =
{
X ∈
∏
i<α
Pi : Xβ ∈ Pβ for all 0 β < α
}
.
If we think of the elements of this product as functions, X is the union of {Xβ}β<α . If α =
β + 1 > 0 is a successor ordinal, we let
Pα =
{
(Xβ, xβ) ∈ Pβ × Pβ : Xβ  xβ
}
.
Note that in this case,
Pα ⊆ Pβ × Pβ ⊆
∏
i<β
Pi × Pβ =
∏
i<α
Pi .
Observe that in either case, an element X = (xi)i<α ∈∏i<α Pi is in Pα if and only if for every
0  β < α we have that Xβ,xβ ∈ Pβ and Xβ  xβ . This means that we can define elements
of Pα inductively by specifying a means of producing the next coordinate, xβ , which is a β-
tuple at least as large as the β-tuple consisting of the preceding coordinates, Xβ . It follows from
these observations that πα maps Pα to Pβ whenever α  β . And once again, at the risk of beingβ
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Pi for all i < α.
Note that P0 can be identified with P−1 = {0−1,1−1} with the same ordering: Let 00 = (0−1) ∈
P0 and 10 = (1−1) ∈ P0. We inductively extend this observation by defining two special elements
of Pα : If 0i , 1i have been defined for all i < α, let
1α = (1i )i<α and 0α = (0i )i<α.
Note that if α = β + 1 is isolated, then 0α = (0β,0β) and 1α = (1β,1β). Once again, by induc-
tion, 0α and 1α are in Pα and for all X ∈ Pα we have 0α X  1α .
There is an alternative way to view these partially ordered sets which is, in a sense, more
concrete. We begin by letting S−1 = {∗} be a fixed set with a single element. If α  0 is an
ordinal, assume we have defined a disjoint collection of sets {Si}i<α such that for each β < α
there is a bijection ψβ : ⋃i<β Si ≈ Sβ . We now define Sα to be a set which is disjoint from⋃
i<α Si , for which there is a bijection ψα:
⋃
i<α Si ≈ Sα . The particular choice of these sets is
irrelevant, only the fact that there is a correspondence between each one and the disjoint union
of its predecessors. We note that an easy induction shows that Sα is finite if α is finite, and
|Sα| = |α| if α is infinite.
Lemma 1. For every ordinal α  0 there is an injective, order-preserving function
φα :
∏
i<α Pi → P(Sα), and Qα = φα(Pα) is closed under unions and intersections.
Proof. Though not explicitly mentioned in the result, we begin by letting φ−1(0−1) = ∅ ∈
P(S−1) and φ−1(1−1) = {∗} = S−1 ∈ P(S−1). Assume now that φi has been defined for all
i < α and X = (xi)i<α ∈∏i<α Pi . Let
φα(X) =
⋃
i<α
ψα
(
φi(xi)
) ∈P(Sα).
If Y = (yi)i<α is another element of∏i<α Pi , then X = Y implies xi = yi for some i < α, which
(by induction) implies that φi(xi) = φi(yi), so that φα(X) = φα(Y ) (since Sα is the disjoint union
of the Sis). Similarly, X  Y iff xi  yi for each i < α iff (by induction) φi(xi) ⊆ φi(yi) for each
i < α iff φα(X) ⊆ φα(Y ).
We need to be slightly more careful in showing that Qα is closed under unions and intersec-
tions. Note that it is clearly true for α = −1, and we assume its validity for all ordinals β < α.
Suppose J = {φα(Xj ): j ∈ J } ⊆ Qα . For each j ∈ J , let Xj = (xji )i<α , where for every β < α,
x
j
β ∈ Pβ , Xjβ = (xji )i<β ∈ Pβ and Xjβ  xjβ . We will show
⋂J ∈ Qα , ⋃J ∈ Qα being handled
similarly.
By induction, for each i < α, there is a yi ∈ Pi such that,
φi(yi) =
⋂
j∈J
φi
(
x
j
i
) ∈ Qi ,
and if β  α, let Yβ = (yi)i<β ∈∏i<β Pi . We will be done if we can show that Yα ∈ Pα and
φα(Yα) =⋂J .
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φβ(Yβ) =
⋃
i<β
ψβ
(
φi(yi)
)
=
⋃
i<β
ψβ
(⋂
j∈J
φi
(
x
j
i
))
=
⋃
i<β
⋂
j∈J
ψβ
(
φi
(
x
j
i
))
=
⋂
j∈J
⋃
i<β
ψβ
(
φi
(
x
j
i
))
=
⋂
j∈J
φβ
(
X
j
β
)
.
(The first and last equality use the definition of φβ , second uses the definition of yi , the third uses
the bijectivity of ψβ and the fourth uses the fact that the Si are disjoint.) Now, if β < α, we have
φβ(Yβ) =
⋂
j∈J
φβ
(
X
j
β
)⊆⋂
j∈J
φβ
(
x
j
β
)= φβ(yβ),
showing that Yβ  yβ . Since this is true for all β < α, we conclude that Yα ∈ Pα . If β = α, then,
we can conclude that
φα(Yα) =
⋂
j∈J
φα
(
Xj
)=⋂J ,
completing the proof. 
In [1], another way to think of Pα is described which is even more concrete and which also
clarifies the above result. The above correspondence allows us to prove some important facts
about the size of Pα :
Lemma 2. If α  0 is an ordinal, then Pα satisfies the following:
(a) For any subset T ⊆ Pα , supT and infT are defined;
(b) If T ⊆ Pα , then there are subsets Ti ⊆ T , for i = 1,2, such that Ti is finite when α is finite
and |Ti | |α| when |α| is infinite, supT1 = supT and infT2 = infT .
Proof. Translating these questions into the corresponding notions in Qα , Lemma 1 immediately
implies that (a) is satisfied (where sup∅ = 0α , inf∅ = 1α). Turning to (b), suppose that T ⊆ Qα ⊆
P(Sα). For each x ∈ Sα , let t1x be some element of T such that x ∈ t1x if such an element exists,
and ∅ otherwise; let t2x be some element of T such that x /∈ t2x if such an element exists, and
Sα otherwise. Then for i = 1,2, Ti = {t ix : x ∈ Sα} has the desired cardinality and
⋃
T =⋃T1,⋂
T =⋂T2. 
In particular, the above result means that for all X,Y ∈ Pα , X ∨ Y and X ∧ Y are defined.
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(a) If α is finite, then so is Pα ;
(b) if α is infinite, then |Pα| = 2|α|.
Proof. Since Pα corresponds to Qα ⊆ P(Sα), and |Sα| is finite whenever α is finite and equals
|α| whenever α is infinite, (a) follows immediately and for (b), we have |Pα| 2|α|. To show the
reverse inequality, we construct an injection ξ : P(α) → Pα (though we have defined −1 to be
the first ordinal, in the following argument we think of α as the set of all ordinals i such that
0 i < α): if M ∈P(α), let ξ(M) = (xi)i<α be defined inductively by the following equation:
xi =
⎧⎨
⎩
0−1, if i = −1;
1i , if i ∈ M;
Xi = (xj )j<i, otherwise.
If M,N ∈ P(α), ξ(M) = (xi)i<α , ξ(N) = (yi)i<α and, say, i ∈ M − N , then xi = 1i , whereas
yi = (yj )j<i = 1i = xi (since yi has 0−1 in the −1 coordinate, and xi has 1−1 in that spot). It
follows that ξ(M) = ξ(N), showing that φ is injective. 
Having now define partial orders on the Pα , we now inductively define a product: On P−1,
the product is simply the usual one (1−1 · x = x, 0−1 · x = 0−1). Suppose now that the product
has been defined on each Pi for all i < α. If X = (xi)i<α,Y = (yi)i<α ∈ Pα , then for all i < α,
Xi = παi (X),Yi = παi (Y ) ∈ Pi . Let XY = (Xiyi ∨ xiYi)i<α ∈
∏
i<α Pi .
Lemma 4. If α is an ordinal, then the following are valid in Pα :
(a) For all β  α, the map παβ preserves products;
(b) Pα is closed under this product, which is commutative and associative;
(c) For all X ∈ Pα , 0αX = 0α , 1αX = X;
(d) For all Y,Z ∈ Pα , if Y  Z, then XY XZ.
(e) If T = {Y j : j ∈ J } is a subset of Pα and X ∈ Pα , then
X supT = supXT,
where XT = {XYj : i ∈ J }. In particular, for any Y,Z ∈ Pα ,
X(Y ∨Z) = XY ∨XZ.
Proof. These are all clearly valid for α = −1. Assume they are all valid for all i < α, and
X = (xi)i<α , Y = (yi)i<α ∈ Pα . Regarding (a),
παβ (XY) = παβ
(
(Xiyi ∨ xiYi)i<α
)= (Xiyi ∨ xiYi)i<β = παβ (X)παβ (Y ).
Turning to (b), we first show that Pα is closed under this product. As usual, we proceed by
induction on α and use part (a) (whose proof is independent of this closure property). If α is a
limit and X, Y ∈ Pα , then for all β < α,
πα(XY) = πα(X)πα(Y ) ∈ Pβ,β β β
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a, a′, b, b′ ∈ Pβ , a  a′ and b b′, then by induction, ab, ab′, a′b ∈ Pβ . In addition,
παβ (XY) = παβ (X)παβ (Y ) = ab.
Since (by induction) we also have, ab ab′ ∨ a′b, we can conclude that
XY = (ab, ab′ ∨ a′b) ∈ Pα.
To show commutativity in (b), note that by induction,
XY = (Xiyi ∨ xiYi)i<α = (Yixi ∨ yiXi)i<α = YX.
To show associativity in (b), let Z = (zi)i<α . For all β < α, by induction, we have,
παβ
(
(XY)Z
)= (παβ (X)παβ (Y ))παβ (Z)
= παβ (X)
(
παβ (Y )π
α
β (Z)
)= παβ (X(YZ)).
The result then immediately follows whenever α is a limit ordinal. If α = β + 1 is a successor
ordinal, let X = (a, a′), Y = (b, b′), Z = (c, c′) where all the as, bs and cs are in Pβ . Then,
X(YZ) = (a, a′)((b, b′)(c, c′))
= (a, a′)(bc, bc′ ∨ b′c)
= (a(bc), a(bc′ ∨ b′c)∨ a′(bc))
= ((ab)c, (ab)c′ ∨ (ab′ ∨ a′b)c)
= ((a, a′)(b, b′))(c, c′) = (XY)Z,
where we have used the associative, commutative and distributive properties in Pβ .
Turning now to (c), assume that the result hold for all i < α. Then 0αX = (0ixi ∨ 0iXi)i<α ,
which by induction equals (0i )i<α = 0α . Similarly, 1αX = X.
As for (d), assuming the above expressions for X, Y and Z,Y  Z implies yi  zi and Yi Zi
for each i < α. This, in turn, implies by induction that xiyi  xizi , Xiyi Xizi and xiYi  xiZi .
This, in turn, gives,
XY = (Xiyi ∨ xiYi)i<α  (Xizi ∨ xiZi)i<α = XZ.
Finally, turning to (e), for each j ∈ J , let Y j = (yji )i<α and Y ji = παi (Y j ) = (Y j )i . We once
again proceed by induction, noting that,
supXT = sup
j∈J
{(
Xiy
j
i ∨ xiY ji
)
i<α
}= (sup
j∈J
{
Xiy
j
i ∨ xiY ji
})
i<α
=
(
Xi sup
{
y
j
i
}∨ xi sup{Y ji }
)
i<α
= X supT . 
j∈J j∈J
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by ∧.
For every pair of ordinals β  α we have defined a function παβ : Pα → Pβ . We now define a
natural right inverse to this map: τβα : Pβ → Pα . If X = (xi)i<β ∈ Pβ , then let τβα (X) = (xi)i<α ,
where the xis for β  i < α are defined inductively by the equation xi = Xi = (xj )j<i ∈ Pi .
Clearly τβα is a right inverse to παβ . Alternatively, we can define τ
β
α (X) by induction on α  β
using the following:
τβα (X) =
{
X, if α = β;
(τ
β
i (X))βi<α, if α > β.
Notice that if α = δ + 1 > β is a successor ordinal, then
τβα (X) =
((
τ
β
i (X)
)
βi<δ, τ
β
δ (X)
)= (τβδ (X), τβδ (X)).
Since παβ ◦ τβα = idPβ , it follow that παβ is surjective and τβα is injective.
Lemma 5. If β  α are ordinals, then
(a) παβ (1α) = 1β , τβα (1β) = 1α , παβ (0α) = 0β , τβα (0β) = 0α ;
(b) If β  δ  α, then τβδ = παδ ◦ τβα , and if δ  β  α, then πβδ = παδ ◦ τβα ;
(c) παβ and τβα are order-preserving, e.g., X  Y implies τβα (X) τβα (Y ), whenever X,Y ∈ Pβ ;
(d) παβ and τβα preserve suprema and infima, e.g., if T = {Y j : j ∈ J } ⊆ Pβ , then
τβα (supT ) = sup τβα (T ) = sup
{
τβα
(
Y j
)
: j ∈ J};
(e) τβα preserves products;
(f) τβα (X) = inf{Y ∈ Pα: Yβ = X}.
Proof. Parts (a) and (b) follow easily from the definitions. Parts (c) and (d) follow from the in-
ductive definition of τβα , since these orderings, suprema and infima are all computed coordinate-
wise.
Turning to (e), we induct on α  β . The result is trivial for α = β . If α > δ  β and X,Y ∈ Pβ ,
then by induction:
παδ
(
τβα (XY)
)= τβδ (XY) = τβδ (Y )τβδ (Y )
= παδ
(
τβα (X)
)
παδ
(
τβα (Y )
)= παδ (τβα (Y )τβα (Y )).
From this, the result follows immediately when α is a limit. If α = δ + 1 is a successor, then,
τβα (X)τ
β
α (Y ) =
(
τ
β
δ (X), τ
β
δ (X)
)(
τ
β
δ (Y ), τ
β
δ (Y )
)
= (τβδ (X)τβδ (Y ), τβδ (X)τβδ (Y ))
= (τβ(XY), τβ(XY))= τβα (XY).δ δ
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nition of τβα (X), Xi = τβi (X), and we prove Xi  Yi by induction: If i is a limit, this follows
immediately; if i = j + 1 is a successor, then
Xj  Yj implies xj = Xj  Yj  yj implies Xi  Yi.
Therefore, τβα (X)  Y , which implies that τβα (X)  inf{Y ∈ Pα: Yβ = X}. Since we have
(τ
β
α (X))β = X, τβα (X) is an element of the latter set, proving the equality. 
3. Constructing μα(G)
We now define by induction a collection of functions, μα , from the class G of all Abelian p-
groups (henceforth, simply referred to as “groups”) with values in the partially ordered sets Pα .
Though μα(G) is defined for all ordinals and for all groups, the critical step is when |G| = ℵα ,
particularly when α is a successor ordinal. As part of our inductive definition, we will also show
that these functions respect inclusions, (i.e., if G1 is a subgroup of G2, then μα(G1) μα(G2)),
and that they are related to each other in the following manner: If G is a group and 0  i < α,
then μi(G) = παi (μα(G)).
If α = 0 and G is a group, let
μ0(G) =
{
00, if G is separable (i.e., pωG = {0});
10, if pωG = {0}.
Clearly μ0 respects inclusions. Assume now that μi has been defined and satisfies these two
conditions whenever 0  i < α. We now define μα(G) by induction on the cardinality of G.
If |G| = ℵβ < ℵα , we let μα(G) = τβα (μβ(G)) ∈ Pα . By the induction hypothesis, μα re-
spects inclusions since μβ does so and τβα is order-preserving. In addition, if i < β , then
παi (μα(G)) = παi (τβα (μβ(G))) = πβi (μβ(G)) = μi(G), and if β  i < α, then παi (μα(G)) =
παi (τ
β
α (μβ(G))) = τβi (μβ(G)) = μi(G).
Suppose now that |G| = ℵα . If α is a limit ordinal, the definition is straightforward; in fact, if
μα(G) = X = (xi)i<α , then the condition, Xi = παi (μα(G)) = μi(G), determines each Xi , and
hence X, itself. In other words, for i < α, μi(G) can be thought of as a function with domain i,
and if i < j < α, then μj (G) is an extension of μi(G); therefore, we let μα(G) =⋃i<α μi(G).
Since for all i < α, Xi+1 = (Xi, xi) = μi+1(G) ∈ Pi+1, we can conclude that Xi  xi for all
i < α, so that μα(G) ∈ Pα . Since each μi respects inclusions, μα respect inclusions as well, and
we have set things up so that μi(G) = παi (μα(G)) for all i < α.
The case where α = β + 1 is a successor ordinal is a bit more complicated (and is really the
heart of the definition). Note that since α is a successor ordinal, ℵα is a successor cardinal, and
in particular, it is regular (i.e., it is its own cofinality). Recall that a filtration of G is a sequence
of subgroups of G, F = {Ak}k<ℵα , such that
(a) A0 = {0};
(b) k   < ℵα implies Ak ⊆ A;
(c) |Ak| < ℵα for all k;
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⋃
k<λ
Ak =
{
Aλ, if λ < ℵα;
G, if λ = ℵα.
We emphasize that our filtrations always begin with A0 = {0}. Recall that when γ is a limit
ordinal of uncountable cofinality (e.g., if γ is a successor cardinal), then a subset C ⊆ γ is a CUB
(i.e., closed and unbounded) if it is unbounded and the supremum of any bounded subset of C is
an element of C. A subfiltration is, therefore, a subset of a filtration consisting of those elements
which correspond to a CUB subset of ℵα (and hence can be continuously reindexed again by ℵα).
Two standard facts will be used without comment: First, any filtration has a subfiltration which
is pure (i.e., all of its elements are pure subgroups of G). Second, if {Fj }j∈J is a collection of
filtrations of G and |J | < ℵα , then F = ∩j∈JFj is also a filtration of G.
If F = {Ak}k<ℵα is a filtration of G, let
νβ(F) = sup
k<ℵα
{
μβ(G/Ak)
} ∈ Pβ.
Observe that if F ′ is a subfiltration of F , then νβ(F ′)  νβ(F) (since the supremum is taken
over a smaller set). In addition, for any filtration F , since {0} = A0 ∈F , it follows that μβ(G)
νβ(F). We now let,
μ′β(G) = inf
{
νβ(F): F is a filtration of G
} ∈ Pβ.
Note that μβ(G) μ′β(G), and so we can define:
μα(G) =
(
μβ(G),μ
′
β(G)
) ∈ Pβ+1 = Pα.
Before proceeding, we pause for the following observations:
Lemma 6. If α = β + 1 > 0 is a successor ordinal and |G| = ℵα , then there is a pure filtration
F of G such that μ′β(G) = νβ(F).
Proof. Note that by Lemma 2(b), there is a collection of filtrations {Fj }j∈J of G such that
|J |  ℵ0 + β < ℵα and μ′β(G) = inf{νβ(Fj ): j ∈ J }. It follows that F =
⋂
j∈J Fj is also a
filtration of G, and since νβ(F) νβ(Fj ) for all j ∈ J , we have νβ(F) = μ′β(G). Note that any
subfiltration of F will also satisfy this condition, so we may, in fact, assume that F is pure. 
The author has been asked whether the restriction to cardinalities less than the first weakly
inaccessible cardinal could be removed by handling the case of weakly inaccessible cardinals
(i.e., regular limit cardinals) in a manner analogous to (regular) isolated cardinals. One important
difficulty with implementing this suggestion is the last lemma. If ℵα is weakly inaccessible, G
has cardinality ℵα and F is a filtration of G, then we can define να(F) and μ′α(G) as in the case
of isolated cardinals. However, since α must be a fixed point (i.e., α = ℵα), it is not the case that
the intersection of a collection of α filtrations of G is also necessarily a filtration. Therefore, the
proof of Lemma 6 does not work in this case, and so it is not clear that there is a single filtration
F such that να(F) = μ′ (G). It might be possible to use the fact that the diagonal intersectionα
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filtration, but the author has not succeeded in making this approach work. Since Lemma 6 has an
important role in the subsequent argument, the author felt it necessary to restrict the size of our
cardinalities.
Returning to the definition of μα , we now verify that this μα = (μβ,μ′β) respects inclu-
sions. Suppose G1 is a subgroup of G2 and |G2| = ℵα . If |G1|  ℵβ < ℵα , then μα(G1) =
τ
β
α (μβ(G1))  τβα (μβ(G2))  μα(G2). If |G1| = ℵα , then using Lemma 6, for i = 1,2, there
are filtrations Fi of Gi such that μ′β(Gi) = νβ(Fi ). By a standard “back-and-forth” argument,
for i = 1,2 we can find subfiltrations F ′i = {Ai,k}k<ℵα of Fi such that for every k < ℵα ,
A1,k = G1 ∩ A2,k . From this it follows that G1/A1,k embeds as a subgroup in G2/A2,k , and
so μβ(G1/A1,k) μβ(G2/A2,k). Taking the supremum over all k < ℵα , we have,
μ′β(G1) = νβ
(F ′1) νβ(F ′2)= μ′β(G2).
Therefore,
μα(G1) =
(
μβ(G1),μ
′
β(G1)
)

(
μβ(G2),μ
′
β(G2)
)= μα(G2).
Lastly, we have παβ (μα(G)) = παβ (μβ(G),μ′β(G)) = μβ(G) and if i < β , then παi (μα(G)) =
π
β
i (μβ(G)) = μi(G).
Finally, we need to define μα(G) when |G| > ℵα . In this case we let,
μα(G) = sup
{
μα(X): X is a subgroup of G with |X| ℵα
}
.
It follows easily that this μα respects inclusions. Before completing the verification that this def-
inition satisfies our requirements, we pause for the following result which is similar to Lemma 6:
Lemma 7. If α  0 is an ordinal and G is a group, then G has a subgroup X0 such that μα(G) =
μα(X0) and |X0| ℵα .
Proof. The result is clear if α = 0, so assume α > 0. If |G|  ℵα , we simply let X0 = G, so
assume |G| > ℵα . In this case,
μα(G) = sup
{
μα(X): X is a subgroup of G with |X| ℵα
}
.
By Lemma 2(b), there is a set J of cardinality at most ℵ0 + α  ℵα and a set of subgroups
{Xj }j∈J of G, such that each Xj has cardinality at most ℵα and
μα(G) = sup
{
μα(Xj ): j ∈ J
}
.
It follows that X0 = Σj∈JXj satisfies the requirements. 
In this result, note that if Y is any other subgroup of G containing X0, then μα(Y ) also agrees
with μα(G).
To complete the definition of μα , therefore, it only remains to show that if i < α and |G| > ℵα ,
then μi(G) = παi (μα(G)): Note that by our last lemma, there is a subgroup Y0 of G such that|Y0| ℵi and a μi(G) = μi(Y0). Using Lemma 7 again, there is a subgroup X0 of G containing
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these groups, we have
μi(G) = μi(Y0) = μi(X0) = παi
(
μα(X0)
)= παi (μα(G)).
It is clear from this rather long-winded definition that μα(G) is an invariant of G. The next
result verifies that it behaves well under direct sums.
Theorem 8. Suppose α is a cardinal and {Gj }j∈J is a collection of groups. Then
μα
(⊕
j∈J
Gj
)
= sup
j∈J
μα(Gj ).
Proof. As usual, we proceed by induction on α. Let G =⊕j∈J Gj . Note that if |G| = ℵβ < ℵα ,
then,
μα(G) = τβα
(
μβ(G)
)= τβα
(
sup
j∈J
μβ(Gj )
)
= sup
j∈J
τβα
(
μβ(Gj )
)= sup
j∈J
μα(Gj ).
We will therefore assume that |G| ℵα .
If α is a limit, then for all i < α,
παi
(
μα
(⊕
j∈J
Gj
))
= μi
(⊕
j∈J
Gj
)
= sup
j∈J
μi(Gj )
= sup
j∈J
παi
(
μα(Gj )
)= παi
(
sup
j∈J
μα(Gj )
)
,
and we can conclude that μα(
⊕
j∈J Gj ) = supj∈J μα(Gj ).
Now assume that α = β + 1 is a successor. Note that since each Gj is a subgroup of G,
the inequality  is clear. For the reverse, by Lemma 7, there is a subgroup X0 of G such that
|X0| = ℵα and μα(G) = μα(X0). After possibly expanding it a bit, we may clearly assume that
X0 =⊕j∈J0 G′j , where |J0|  ℵα , and for all j ∈ J0, G′j is a subgroup of Gj with |G′j |  ℵα
and μα(Gj ) = μα(G′j ). Replacing J with J0 and each Gj with G′j , therefore, does not affect
the computation, so we assume J and each Gj have cardinality at most ℵα . For each j ∈ J ,
define Fj = {Aj,k}k<ℵα as follows: If |Gj | = ℵα , let Fj be a filtration of Gj such that νβ(Fj ) =
μ′β(Gj ); if |Gj | < ℵα let Aj,0 = {0} and Aj,k = Gj for 0 < k < ℵα . We also assume that J = δ,
for some cardinal δ  ℵα . If k < ℵα , let
Ak =
⊕
j<k
Aj,k ⊆ G.
Clearly F = {Ak}k<ℵα is a filtration of G, and after possibly restricting to a subfiltration, we may
assume μ′ (G) = νβ(F). Therefore, if k < ℵα , thenβ
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((⊕
j<k
Gj/Aj,k
)
⊕
( ⊕
kj<δ
Gj
))
=
(
sup
j<k
μβ(Gj/Aj,k)
)
∨
(
sup
kj<δ
μβ(Gj )
)
.
This implies
μ′β(G) = sup
k<ℵα
μβ(G/Ak) = sup
k<ℵα
(
sup
j<k
μβ(Gj/Aj,k)∨ sup
kj<δ
μβ(Gj )
)
 sup
j<δ
(
sup
k<ℵα
μβ(Gj/Aj,k)
)
= sup
j<δ
μ′β(Gj ),
which implies that
μα(G) =
(
μβ(G),μ
′
β(G)
)

(
sup
j<δ
μβ(Gj ), sup
j<δ
μ′β(Gj )
)
= sup
j<δ
(
μβ(Gj ),μ
′
β(Gj )
)= sup
j<δ
μα(Gj ). 
Corollary 9. If G is a Σ -cyclic group and α is an ordinal, then μα(G) = 0α .
Proof. If G is a countable Σ -cyclic group, then clearly it has no elements of infinite height,
so that μ0(G) = 00, but this also implies that μα(G) = τ 0α(μ0(G)) = τ 0α(00) = 0α . If G is an
arbitrary Σ -cyclic, then it is a direct sum of countable Σ -cyclic groups, so the result follows
from Theorem 8. 
Once again, recall that a cardinal is weakly inaccessible if it is a regular limit cardinal, and
that there do exist models of set theory in which there are no weakly inaccessible cardinals. Let
δw denote the smallest weakly inaccessible cardinal, if it exists, and let it denote the symbol ∞
otherwise (where we agree that ∞ is greater than all cardinals).
Theorem 10. If G is a group of cardinality ℵα < δw , then G is Σ -cyclic iff μα(G) = 0α .
Proof. Necessity follows from Corollary 9 (and does not actually require any additional hypoth-
esis on ℵα).
As usual, we prove the converse by induction on α. If α = 0, then G is a countable group with-
out elements of infinite height, so by a well-known result, it is Σ -cyclic. Assume the result for all
β < α. If α is a limit ordinal, then ℵα is a singular cardinal (since it is not weakly inaccessible).
If H is any subgroup of G such that ℵβ = |H | < |G|, then μβ(H)  μβ(G) = 0β , so that by
induction, H is Σ -cyclic. Therefore, G is ℵα–Σ -cyclic, and by Shelah’s Singular Compactness
Theorem, G must be, in fact, Σ -cyclic (see, for example, [2]).
Suppose now that α = β + 1 is a successor. Let F = {Ak}k<ℵα be a pure filtration of G
such that 0β = μ′β(G) = νβ(F) = supk<ℵα μβ(G/Ak). By induction, then, μβ(Ak+1/Ak) 
μβ(G/Ak) = 0β , so that Ak+1/Ak is Σ -cyclic. Since each Ak is pure it follows that Ak+1 ∼=
Ak ⊕ (Ak+1/Ak), and that G ∼=⊕ (Ak+1/Ak) is Σ -cyclic. k<ℵα
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Recall that we let G H denote the torsion product of G and H .
Theorem 11. If α is a ordinal and G and H are groups, then,
μα(G H) = μα(G)μα(H).
Proof. We once again induct on α. If α = 0, then the result follows from the standard fact that
the torsion product of two groups contains non-zero elements of infinite height iff each of the
two factors contains such elements. Assume now that α > 0 and the result is valid for all smaller
ordinals.
If α is a limit, and i < α,
παi
(
μα(GH)
)= μi(G H)
= μi(G)μi(H)
= παi
(
μα(G)
)
παi
(
μα(H)
)= παi (μα(G)μα(H)).
Since this holds for all i < α, we can conclude that μα(G H) = μα(G)μα(H).
Suppose now that α = β + 1 is a successor ordinal. Note that there are subgroups X0 and
Y0 of G and H respectively, such that |X0|, |Y0|  ℵα , μα(G) = μα(X0), μα(H) = μα(Y0)
and μα(G  H) = μα(X0  Y0), so that replacing G and H by X0 and Y0 does not affect the
computation. Similarly, replacing G and/or H by a direct sum of copies of itself does not affect
the computation. We may therefore assume that |G| = |H | = ℵα . Choose pure filtrations F =
{Ak}k<ℵα and F ′ = {Bk}k<ℵα of G and H respectively, such that μ′β(G) = νβ(F) and μ′β(H) =
νβ(F ′). Then F ′′ = {Ak  Bk}k<ℵα is a pure filtration of G  H , and by possibly restricting to
a subfiltration, we may further assume μ′β(G  H) = νβ(F ′′). Again, after possibly discarding
some terms at the beginning, we may further assume that |A1| = |B1| = ℵβ , μβ(A1) = μβ(G)
and μβ(B1) = μβ(H). Finally, F ′′′ = {Ak  B1}k<ℵα forms a filtration of G  B1 and once
again, by possibly restricting to a subfiltration, we may further assume μ′β(G B1) = νβ(F ′′′).
Note that if k < ℵα , then (G/Ak)  B1 ∼= (G  B1)/(Ak  B1) (this follows from standard
properties of the torsion product). Therefore,
μ′β(G B1) = sup
k<ℵα
{
μβ
(
(GB1)/(Ak  B1)
)}
= sup
k<ℵα
{
μβ
(
(G/Ak) B1
)}
= sup
k<ℵα
{
μβ(G/Ak)μβ(B1)
}
= sup
k<ℵα
{
μβ(G/Ak)μβ(H)
}
= sup
k<ℵα
{
μβ(G/Ak)
}
μβ(H)
= μ′ (G)μβ(H).β
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μ′β(G)μβ(H) = μ′β(G B1) μ′β(G H).
Similarly,
μβ(G)μ
′
β(H) = μ′β(A1  H) μ′β(G H),
so that
μ′β(G)μβ(H) ∨μβ(G)μ′β(H) μ′β(G H).
On the other hand, (G  H)/(Ak  Bk) embeds in ((G/Ak)  H) ⊕ (G  (H/Bk)). [This
also follow from standard properties of the torsion product: The kernel of the diagonal map of
the natural homomorphisms
GH → ((G/Ak) H )⊕ (G (H/Bk))
is equal to
(Ak H)∩ (GBk) = Ak  Bk.]
Therefore,
μβ
(
(GH)/(Ak Bk)
)
 μβ
(
(G/Ak) H
)⊕ (G (H/Bk))
= μβ(G/Ak)μβ(H)∨μβ(G)μβ(H/Bk).
Since this is valid for all k < ℵα , we can conclude that
μ′β(G H) μ′β(G)μβ(H)∨μβ(G)μ′β(H).
Therefore,
μ′β(G)μβ(H) ∨μβ(G)μ′β(H) = μ′β(G H),
which implies,
μα(G)μα(H) =
(
μβ(G),μ
′
β(G)
)(
μβ(H),μ
′
β(H)
)
= (μβ(G)μβ(H),μ′β(G)μβ(H) ∨μβ(G)μ′β(H))
= (μβ(G H),μ′β(GH))
= μα(GH),
completing the proof. 
Theorems 10 and 11 together, therefore, give the following solution to Nunke’s problem, at
least up to the first weakly inaccessible cardinal:
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Σ -cyclic iff μα(G)μα(H) = 0α .
4. Examples and groups of countably infinite length
We now prove a significant realization theorem. Before doing so, recall that subset D ⊆ γ is
stationary if D ∩C = ∅ for every CUB C. We will principally use the following consequence of
this notion:
Lemma 13. If G is a group of cardinality ℵα where ℵα = ℵβ+1 is a successor cardinal, {Ai}i<ℵα
is a filtration of G, and X ∈ Pβ is such that J = {i < ℵα: μβ(G/Ai) X} is stationary in ℵα ,
then μ′β(G)X.
Proof. SupposeF = {Bi}i<ℵα is a filtration of G with μ′β(G) = νβ(G). Then I = {i < ℵα: Ai =
Bi} is a CUB in ℵα , so there is an i ∈ I ∩ J . This implies that μβ(G/Bi) = μβ(G/Ai)X, so
that μ′β(G) = νβ(F)X. 
A stationary subset E ⊆ ℵα is non-reflecting if
{
γ ∈ E: cf(γ ) > ℵ0 and E ∩ γ is stationary in γ
}= ∅.
Assuming Gödel’s axiom of constructibility (V = L), if ℵα is a successor cardinal, then by
Theorem VI.3.4 of [3], ℵα holds, and by Theorem VI.3.5 of [3], it follows that any stationary
subset of ℵα has a non-reflecting stationary subset.
We pause to recall a few more standard definitions: If α > 0 is an ordinal, then the group
G is ℵα–Σ -cyclic if every subgroup A of G with |A| < ℵα is Σ -cyclic. Note that if G is
ℵα–Σ -cyclic, then by Corollary 9, μβ(G) = 0β for every β < α, and if α  δw , then the converse
holds by Theorem 10. Next, if G is a group which is ℵα–Σ -cyclic, then a subgroup A ⊆ G of
cardinality |A| < ℵα is ℵα-pure if it is a summand of every subgroup A′ such that A ⊆ A′ ⊆ G
and |A′| < ℵα . If A is ℵα-pure in the ℵα–Σ -cyclic group G, and |A| = ℵβ where β < α, then
it is also straightforward to verify that μβ(G/A) = 0. The ℵα–Σ -cyclic group G is strongly
ℵα–Σ -cyclic if every subgroup B ⊆ G with |B| < ℵα is contained in a ℵα-pure subgroup A with
|A| < ℵα . We will also adopt the convention that any reduced group G is strongly ℵ0–Σ -cyclic.
Theorem 14 (V = L). Assuming the axiom of constructibility, if α  0 is an ordinal and X ∈ Pα ,
then there is a group G such that |G| = ℵα and μα(G) = X. In fact, such a group can be
constructed which is the direct sum, G =⊕δ<α Gδ , where for each ordinal δ < α, Gδ is a
strongly ℵδ+1–Σ -cyclic group of cardinality ℵδ+1.
Proof. Let X = (xi)i<α . As usual, we induct on α. If α = 0, then since there are countable
groups with and without elements of infinite height, the result is clear in this case. Next, suppose
that the result is valid for all ordinals strictly less than α > 0. If α is a limit, then for each δ < α,
let Y δ = (yi)iδ , where
yi =
{
0i , if i < δ,
xδ, if i = δ.
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cyclic group of cardinality ℵδ+1 for which μδ+1(Gδ) = Yδ . If G =⊕δ<α Gδ , then
μα(G) = sup
{
μα(Gδ): δ < α
}= sup{τ δ+1α (Y δ)}= X.
If α = β + 1 is a successor, then X = (Xβ, xβ), where Xβ,xβ ∈ Pβ and Xβ  xβ . By
our induction hypothesis, there is a group G′ which is isomorphic to a direct sum of groups⊕
δ<β G
′
δ , where for each δ < β , G
′
δ is a strongly ℵδ+1–Σ -cyclic group of cardinality ℵδ+1, and
μβ(G
′) = Xβ . If, then, we can construct a group G′′ which is a strongly ℵα–Σ -cyclic group of
cardinality ℵα , such that μα(G′′) = (0β, xβ), then G = G′ ⊕ G′′ will satisfy our requirements.
In other words, without loss of generality, we may assume Xβ = 0β .
Now, by induction, there is a collection of groups {Hδ}δ<β , where each Hδ is a strongly ℵδ+1–
Σ -cyclic group of cardinality ℵδ+1 for which μβ(⊕δ<β Hδ) = xβ . If δ < β , then let Dδ = {i <ℵα: i is a limit ordinal of cofinality ℵδ+1}. Clearly, Dδ is a stationary subset of ℵα (since the
ℵδ+1st element of any CUB is a member of Dδ), so by the above discussion, it has a non-
reflecting stationary subset Eδ ⊆ Dδ . There is a strongly ℵα–Σ -cyclic group Gδ , with a filtration
Fδ = {Aδ,i}i<δ such that:
(a) If i /∈ Eδ , then Aδ,i is ℵα-pure in Gδ ;
(b) If i ∈ Eδ , then Aδ,i+1/Aδ,i ∼= Hδ .
(The verification of this claim closely mimics the, by now, standard construction of strongly κ-
free groups contained in Theorem VII.2.3 of [3], and will be omitted.) If i /∈ Eδ , then since Aδ,i
is ℵα-pure in Gδ , we conclude that μβ(Gδ/Aδ,i) = 0β . On the other hand, if i ∈ Eα , then for
every subgroup X = A′/Aδ,i of Gδ/Aδ,i containing Aδ,i+1/Aδ,i such that |X| ℵβ , we have
X = A′/Aδ,i ∼= (A′/Aδ,i+1) ⊕ (Aδ,i+1/Aδ,i),
and the first term is Σ -cyclic. This implies
μβ(Gδ/Aδ,i) = sup
{
μβ(X): X is a subgroup of G/Aδ,i with |X| ℵβ
}
= sup{μβ((A′/Aδ,i+1)⊕ (Aδ,i+1/Aδ,i)): A′ is a subgroup
of G containing Aδ,i+1 with |A′| ℵβ
}
= sup{μβ(Aδ,i+1/Aδ,i)}= μβ(Hδ),
so νβ(Fδ) = μβ(Hδ). It is easy to see that νβ(Fδ) = νβ(F ′) for any subfiltration F ′ ⊆ Fδ , as
well. Therefore,
μα(Gδ) =
(
μβ(Gδ),μ
′
β(Gδ)
)= (0β,μβ(Hδ)).
If G =⊕δ<β Gδ , then G is strongly ℵα–Σ -cyclic (it is fairly obvious that this class is closed
under direct sums) and
μα(G) = sup
δ<β
μα(Gδ) =
(
0β, sup
δ<β
{
μβ(Hδ)
})=
(
0β,μβ
(⊕
δ<β
Hδ
))
= (0β, xβ),
completing the proof. 
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and yi = 1i for 0  i < α. Note that for β < α, παβ (uα) = uβ , and if α = β + 1, then uα =
(uβ,1β).
Proposition 15. If α is an ordinal, then for all X ∈ Pα , X = 1α iff X  uα .
Proof. If X = (xi)i<α , then X = 1α iff x−1 = 0−1 iff X  uα . 
Note that the group G is separable iff it does not have elements of infinite height iff
μα(G) = 1α iff μα(G) uα . Recall also that any separable group can be viewed as a pure sub-
group of a torsion-complete group. These observations are consistent with the following natural
result:
Theorem 16. If G is a torsion-complete group of final rank at least ℵα , then μα(G) = uα .
Proof. The result is clear for α = 0, so assume α > 0 and it works for all smaller ordinals. Since
discarding a bounded summand (which is Σ -cyclic) does not affect the computation, we may
assume that the cardinality and final rank of G agree. If α is a limit and G is a torsion-complete
group of rank at least ℵα , then for all β < α, παβ (μα(G)) = μβ(G) = uβ , and this immediately
implies μα(G) = uα .
Next, assume α = β + 1 is a successor ordinal. By induction, μβ(G) = uβ , and since uα =
(uβ,1β), it will suffice to verify that G has a subgroup A of cardinality ℵα such that μ′β(A) = 1β .
Suppose B is Σ -cyclic and G = B . We now split the argument into two cases:
Suppose first that |B| < ℵα . It follows that G/B ∼=⊕J Zp∞ , where |J | = |G|. If I ⊆ J with|I | = ℵα , then defining A by the equation A/B ∼=⊕I Zp∞ , it is easy to verify that μ′β(A) = 1β .
Next, suppose |B|  ℵα . Let B ′ =⊕i<ℵα Ci be a summand of B , such that each Ci is a
countable, unbounded Σ -cyclic group. Let E be the set of all limit ordinals j < ℵα of countable
cofinality. If j ∈ E, let Xj be a countable subgroup of G such that there are proper containments
⋃
r<j
⊕
s<r
Cs ⊂ Xj +
⋃
r<j
⊕
s<r
Cs ⊂
⊕
s<j
Cs
and such that Dj = {Xj + (⊕s<j Cs)}/(⊕s<j Cs) is divisible. (In other words, Xj is in the p-
adic closure of
⊕
s<j Cs but not in the p-adic closure of
⊕
s<r Cs for any r < j—the existence
of such a subgroup follows from the countable cofinality of j .)
Now, for all i < ℵα , let Ei = {j ∈ E: j < i} and Ai = (⊕s<i Cs) + (∑j∈Ei Xj ), A =⋃
i<ℵα Ai and F = {Ai}i<ℵα . Note that |A| = ℵα . Now, if j ∈ E, then we claim that A/Aj
has elements of infinite height: To see this, note that
⊕
s<j Cs ⊆ Aj and Xj ⊆ A so there is a
homomorphism Dj → A/Aj and since Xj is not a subgroup of Aj ⊆⋃r<j⊕s<r Cs , the image
of this map is non-zero, establishing the claim.
Since E is a stationary subset of ℵα , we can conclude that μ′β(A)  νβ(F) = 1β , which
proves the result. 
We now indicate how to extend these results to groups of countable length, omitting almost
all the proofs, which are essentially identical to those presented above. If λ is a countably infinite
ordinal, let Hλ denote the “generalized Prüfer group of length λ” (so Hλ is reduced, countable
2886 P.W. Keef / Journal of Algebra 319 (2008) 2868–2888and of length λ). The group G will be said to be a Cλ-group if G  Hλ is a dsc group (so
all primary groups are Cω-groups; there are other equivalent characterizations of this class, but
this one is particular succinct, see [9]). A Cλ-group of length strictly less than λ must actually
be a dsc group. It is well known that if G  H is a dsc group of countable length λ, then G
and H must be Cλ-groups (see, for example, Proposition 4(b) of [9]). The short exact sequence
0 → A → G → B → 0 is pλ-pure iff the corresponding sequence:
0 → AHλ → GHλ → B Hλ → 0
is splitting-exact (see Lemma 1 of [9]). If G is a Cλ-group of regular cardinality ℵα , then it has a
filtration, {Ai}i<ℵα , consisting of pλ-pure subgroups: To obtains such a filtration, merely choose
each Ai so that it is pure in G and Ai Hλ is a collection of summands of GHλ in some fixed
decomposition into countable groups.
A subgroup A of a group G is called λ-isotype if pβA = A∩pβG for all β  λ (so ω-isotype
= pure). It follows easily that if X is an infinite subgroup of G, then there is a λ-isotype subgroup
A containing X such that |X| = |A|. It is well known that a pλ-pure subgroup is λ-isotype.
A λ-isotype subgroup A of a group G of length λ is simply isotype, and if G is a dsc, a well-
known result of Hill’s implies that A is also a dsc. If A is λ-isotype in G and H is any group,
then A  H is λ-isotype in G H . It follows that any λ-isotype subgroup of a Cλ-group is also
a Cλ-group.
For α an ordinal and G a Cλ-group, we define μλ,α(G) inductively so that: (a) If G1 and
G2 are Cλ-groups and G1 is a λ-isotype subgroup of G, then μλ,α(G1) μλ,α(G2); and (b) If
i < α, then μλ,i(G) = παi (μλ,α(G)). If α = 0, we simply let:
μλ,0(G) =
{
00 if pλG = 0;
10 if pλG = 0.
Assuming now that μλ,α(G) has been defined for all i < α. We now induct on |G| = ℵδ . If δ < α,
then we let μλ,α(G) = τ δα(μλ,δ(G)). If δ = α, divide into two cases: If α is a limit, condition (b)
forces the definition of μλ,α(G). If α = β + 1 is isolated, then once again, if F = {Ai}i<ℵα
is a filtration of G consisting of pλ-pure subgroups, then let νλ,β(F) = sup{μλ,β(G/Ai): i <
ℵα}, and let μ′λ,β(G) be the infimum of the values of νλ,β(F) where F ranges over the pλ-
pure filtrations of G. As in the case where λ = ω, we can find a particular filtration F where
this infimum occurs. Then define μλ,α(G) = (μλ,β(G),μ′λ,β(G)). Finally, if δ > α, then let
μλ,α(G) be the supremum of all μλ,α(A), where A ranges over all pλ-isotype subgroups of G of
cardinality at most ℵα . Once again, as in the case where λ = ω, we can find a particular subgroup
A where this supremum occurs.
These definitions lead to the following result, which generalizes Theorem 10:
Theorem 17. If λ is a countably infinite ordinal and G is a Cλ-group of cardinality ℵα < δw ,
then G is a dsc group iff μλ,α(G) = 0α .
The proof of this result exactly mimics Theorem 10, though we need to make sure that She-
lah’s Singular Compactness Theorem is valid in this context. The following, then, is a variation
of that result which works for our purposes, which we include because it does not appear in the
literature in exactly this form:
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pλG = 0 and every subgroup of G of cardinality less than ℵα is contained in an isotype (= λ-
isotype) subgroup of cardinality less than ℵα which is a dsc group, then G is a dsc group.
Proof. Suppose λ = δ + n, where δ is a limit ordinal and n < ω. We first claim that G/pδG
also has the property that every subgroup Y of infinite cardinality less than ℵα is contained in an
isotype subgroup of cardinality less than ℵα which is a dsc group: Note that there is a subgroup
X of G such that |X| = |Y | and Y ⊆ X + pδG. If A is an isotype subgroup of G, which is a
dsc group containing X with |A| < ℵα , then A/pλA embeds as an isotype subgroup of G/pλG
containing Y . Since A/pλA is also a dsc group, we have established our claim.
We now use some of the language of valued vector spaces. In particular, since the socle of
a dsc group is free as a valued vector space, the version of the Singular Compactness Theorem
proved by Eklof in [2] shows that G/pδG[p] is free as a valued vector space. This implies that
G/pδG is summable and a Cδ , and hence it is a dsc group (see [11]). Since pδG is bounded and
hence Σ -cyclic, this implies that G is also a dsc group. 
Finally, the proof of Theorem 11 immediately generalizes to the following:
Theorem 19. If α  0 is an ordinal, λ is a countably infinite ordinal and G, H are Cλ-groups,
then
μλ,α(G H) = μλ,α(G)μλ,α(H).
Corollary 20. If λ is a countably infinite ordinal and G, H are Cλ-groups of final rank at most
ℵα < δw , then G H is a dsc group iff μλ,α(G)μλ,α(H) = 0α ∈ Pα .
All of the other results proved in the case λ = ω also generalize to statements on Cλ-groups
for countably infinite λ. In particular, there is the following analog to Theorem 14 (where the
notion of a strongly ℵδ+1-dsc group is the natural generalization of the notion of a strongly
ℵδ+1–Σ -cyclic group):
Theorem 21 (V = L). Assuming the axiom of constructibility, if λ is a countably infinite ordinal,
α  0 is an ordinal and X ∈ Pα , then there is a Cλ-group G such that |G| = ℵα and μα(G) = X.
In fact, such a group can be constructed which is the direct sum, G =⊕δ<α Gδ , where for each
ordinal δ < α, Gδ is a strongly ℵδ+1-dsc group of cardinality ℵδ+1.
We conclude this paper with a quick overview of the current status of Nunke’s problem.
In a sense, the most natural form of the problem would be to ask for necessary and sufficient
conditions for G  H to be totally projective. However, if G and H are reduced and G  H is
totally projective, then it must, in fact be a dsc group. The results of this paper, then, totally solve
the problem when the length λ of G  H is actually countable and the groups involved have
cardinality less than the first weakly inaccessible cardinal. There are, therefore, two remaining
obstacles to a comprehensive solution:
(a) If λ < ω1 and G, H are Cλ-groups whose cardinalities are allowed to be greater than the first
weakly inaccessible cardinal;
(b) if λ = ω1 and G, H are Cω -groups.1
2888 P.W. Keef / Journal of Algebra 319 (2008) 2868–2888As was noted in the introduction, since there are models of set theory without weakly inaccessible
cardinals, part (a) only pertains to some such models, and the techniques used in this paper might
possibly be generalized in some manner to this broader context. Part (b) will necessarily involve
quite different techniques. For example, as was noted in [7], if the set-theoretic statement known
as Kurepa’s Hypothesis fails, then GH is always a dsc group whenever G and H are reduced
Cω1 -groups of length at most ω1.
It is also worth observing that the calculation of μα(G) depends upon undecidable questions
of cardinal arithmetic. An easy example of this phenomenon is where G is the torsion completion
of a countable, unbounded Σ -cyclic group B . Using Theorem 16, it can be verified that the
continuum hypothesis is equivalent to the statement μ2(G) < u2.
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