Human Immunodeficiency Virus type 1 Protease (HIV-1 PR) is an essential enzyme in the HIV-1 life cycle. As such, this protein represents a major drug target in AIDS therapy, but emerging resistance to anti-retroviral inhibitor cocktails, due to high viral mutation rates, represents a significant challenge in AIDS treatment. Many mutations are not located within the active site or binding pocket, nor they do significantly modify the 3D structural organization of the enzyme; hence, the mechanism(s) by which they alter inhibitor affinity for the Protease remains uncertain. In this article, we present an all-atom computational analysis of the dynamic residue-residue coordination between the active site residues and the rest of the protein and of the energetic properties of different HIV-1 PR complexes. We analyze both the wild type form and mutated forms that induce drug resistance. In particular, the results show differences between the wild type and the mutants in their mechanism of dynamic coordination, in the signal propagation between the active site residues and the rest of the protein and in the energy-networks responsible for the stabilization of the bound inhibitor conformation. Finally, we propose a dynamic and energetic explanation for HIV-1 Protease drug resistance and, through this model, we identify a possible new site that could be helpful in the design of a new family of HIV-1 PR allosteric inhibitors.
three or more drugs from two different drug classes (nucleoside reverse transcriptase inhibitors (NRTIs) plus either a Protease inhibitor or a non-nucleoside reverse transcriptase inhibitor (NNRTI)), has significantly improved the prognosis of HIV-infected individuals. One of the main targets of HAART is the HIV-1 Protease (HIV-1 PR), which has been considered an optimal target since the early days of HIV research (5, 6) . This protein plays a fundamental role in virus maturation cleaving the Gag and Gag-Pol poly-proteins into structural and enzymatic proteins. Therefore, its inhibition yields immature virus particles that are unable to spread HIV infection (7) (8) (9) .
HIV-1 PR, whose crystallographic structures are currently available both in the apo form (the unbound form) and complexed with inhibitors, is an aspartic Protease existing as a homo-dimer with 99 aminoacids in each subunit. The active site is defined by the triad of Asp25-Thr26-Gly27 (one for each monomer) and enveloped by two β-hairpin flaps (10, 11) . These flaps are semi-closed when the enzyme is unbound by substrate, while they are completely closed in the presence of substrate or inhibitors. Interestingly, several research groups have carried out molecular dynamics (MD) simulations to investigate the opening and closure of the flaps upon ligand binding (12) (13) (14) (15) . In this context, Galiano et al. (16) have recently shown by means of electron paramagnetic resonance (EPR) experiments and MD simulations that drug induced mutations alter flap conformations and consequently their motion.
Many efficacious drugs for HIV-1 Protease inhibition have been developed (7, 8, 11, (17) (18) (19) (20) (21) (22) . Nevertheless, due to the error prone activity of HIV-1 Reverse Transcriptase (HIV-1 RT), mutations in HIV-1 PR arise during the course of treatment, inducing resistance to the current generation of inhibitors (11, (23) (24) (25) (26) (27) . The onset of mutation induced resistance poses a major challenge in the struggle against HIV, which has stimulated efforts to discover novel drugs that are able to overcome HIV drug resistance (28) (29) (30) .
Interestingly, it has been observed that most of the mutations are located far from the active site pocket (see Figures 1A and 1B ) and, hence, their effect on inhibitor binding cannot be easily rationalized. Clearly, understanding the effect of active site and non active site mutations is extremely important for the development of new drugs that are able to target resistant Proteases and several plausible explanations have been recently proposed (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) .
In particular, several studies have shown that different mutations far from the active site may alter the flexibility of HIV-1 PR, thereby inducing structural adaptations that affect the efficacy of the diversity of small molecules currently used in therapy. Theoretical studies, alone or in combination with experimental approaches, have pointed to a general increase in the flexibility of the mutated enzymes (either in the flap regions or in the vicinity of the active site) as the possible origin of the weaker affinity for inhibitors and their consequent lower efficacy (13) (14) (15) (16) (41) (42) (43) (44) . Schiffer and coworkers (41) , for instance, showed that drug-resistant mutations may alter the packing of the hydrophobic core affecting the conformational flexibility of HIV-1 PR with an impact on the balance between substrate processing and inhibitor binding. Perryman et al. (42, 43) have shown that the effect of the mutations could be related to a perturbation of the equilibrium between the semiopen and closed conformations of HIV-1 PR, influencing molecular recognition and thus affecting drug affinity. Differences in the overall dynamic properties of the complexes of the WT and mutated HIV-1 PRs with the substrate and with a gem-diol model intermediate have been related to variations in the enzymatic activity by Piana et al. (44) . The authors have proposed the "flexibility-assisted" mechanism as a common property in the majority of compensatory mutations, which do not change the electrostatic properties of the enzyme. Moreover, MD simulations have been used to characterize transitions between different conformations (13) (14) (15) (16) . Based on these computational models, the authors have suggested new ideas for the development of inhibitors taking conformational flexibility into account.
Despite the important insights obtained by several investigators, there are still open questions regarding the complex interplay between the impact of mutations on the dynamic/energetic properties of HIV-1 PR and ligand binding. Specifically, (minor) differences and/or perturbations at the side-chain level or differences due to mutations of a cluster of residues that have an impact on function may not impact major conformational changes or differential fluctuations at the single residue level. Consequently, it is important to investigate the molecular mechanisms that determine how the perturbations caused by specific mutations are coupled to the dynamics of the active site and how they can propagate to the active site, affecting ligand recognition, binding and processing.
In this paper, we have carried out 50 ns MD simulations both for the LAI wild type of the Subtype B / HIV-1 PR and for two related multidrug resistant mutants (namely, the pseudo-V6 and the MDR 769 mutants (see the "Materials and Methods" section for more details) in the unbound state, complexed with several inhibitors and with a pseudo-substrate peptide. Thus, we have set out to perform a comprehensive computational analysis of the different HIV-1 PR sequences to shed light on possible correlations between their dynamics, long-range coordination effects that connect mutation loci and binding sites and the networks of the mostrelevant stabilizing interactions in relation to the presence or absence of inhibitors or substrate. In particular, we aimed to investigate the processes by which signals originating at certain sites of HIV-1 PR propagate to affect the inhibitor-recognition properties of the remote active site.
It has been shown that protein dynamics and plasticity play a central role in selecting alternative residue-residue interactions and coupled motions that are necessary to perform or modify a certain activity. Analysis of the coupling between distant residues may give hints regarding how a certain perturbation is transmitted (communicated) to a distal site from the interaction site. Indeed, several studies on different systems have identified potential dynamic and energetic coupling pathways that connect different functional sites through the structure of a given protein (45) (46) (47) (48) (49) (50) (51) .
In support of the initial hypothesis, our results provide atomic models for differential mutationinduced modulation not only of the global dynamic properties but also of the internal coordination and of the relevant energetic interactions between different sites of HIV-1 PR. In particular, specific intra-protein dynamic and energetic couplings are likely to be selected and (de-)activated by the presence of mutations distant from the active site, which modify the crosstalk between important protein regions allowing the enzyme to escape inhibition while retaining its activity. Moreover, based on the analysis of energetic couplings, we provide a molecular explanation for the observed lack of mutations inducing resistance in a region of HIV-1 PR localized on residues 11-20 (for both the monomers). We propose that this substructure can be used as a target to develop new inhibitors of HIV-1 PR that allosterically affect its function by perturbing protein dynamics, without being subject to the adverse effects of resistant mutations. Therefore, the results of our study provide further insights into our understanding of the mechanisms of drug resistance development through mutations located far from the active site and it may be of use in the design of new small molecule drugs with improved therapeutic perspectives.
In summary, in this article we provide both a dynamic and an energetic understanding of HIV-1 PR drug resistance and we merge these two facets into an integrated model that, together with those already proposed, will aid in the design of new inhibitors that are able to adapt to mutations onset or that are at least able to effectively bind to resistant Proteases.
Materials and Methods

Systems and structures
In our study we have considered the following genotypes of the Subtype B / HIV-1 Protease: the LAI wild type (from now on BLAI) and the multidrug resistant mutants V6 (with the addition of the I54V and I84V mutations; BV6) (38) and MDR 769 (BMDR) (52) . In particular, BV6 is characterized by 10 mutations per monomer (K20R, V32I, L33F, M36I, I54V, L63P,  A71V, V82A, I84V, L90M; see Figure 1A), whereas BMDR by 11 mutations per monomer  (L10I, M36V, S37N, M46L, I54V, I62V, L63P, A71V, V82A, I84V, L90M ; see Figure 1B ). Each genotype has been taken into account both in the apo form (i.e., unbound) and with some of the currently known inhibitors (Indinavir (IND) (18) , Nelfinavir (NFV) (19) , Ritronavir (RIT) (20) and TL-3 (TL3) (21, 22) ) or with a polypeptide (Arg-Val-Leu-Ala-Glu-Ala-Met) that mimics the real substrate (SUB). If available, we used proper PDB files as starting structures for our MD simulations, otherwise we used Glide (53, 54) and modeled the complex of the inhibitor or of the polypeptide with the best-resolved Protease structure (see Table 1 for details). Where necessary, hydrogen atoms were added using the Leap module in the AMBER 9.0 package (55) and, assuming that the pH for our simulations is about 4.7, the two histidine residues of the Protease were protonated. Missing parameters for the inhibitors were obtained by means of ANTECHAMBER (56) in conjunction with the "General AMBER Force Field" (GAFF) (57) . Finally, it is worth noting that all of the original PDB structures of the two mutants contain the artificial mutation D25N, which blocks protein self-cleavage. Therefore, before starting each simulation, we performed the back mutation N25D using the Swiss-PDB Viewer 4.0 software (58) .
MD Simulations
All the simulations were performed using the AMBER 9.0 package with the ff99SB force field (59) , the TIP3P water model (60) in a truncated octahedron box with an 8.0 Å buffer (namely, 8.0 Å + protein + 8.0 Å in each direction) to model the explicit solvent, a 10 Å non-bonded cutoff distance and the Particle Mesh Ewald summation method (PME) (61) (62) (63) to deal with long-range Coulomb interactions. The simulation protocol consisted of the following four steps: 1) 1000-step minimization (steepest descent for the first 500 steps) with a 500.0 kcal·mol -1 ·Å -2 harmonic restraint applied to all solute atoms; 2) 1500-step minimization (steepest descent for the first 750 steps) without constraints; 3) 20 ps MD simulation (2 fs integration step with the SHAKE algorithm (64)) at constant volume, heating the system from 0 K to 300 K (Langevin Temperature Equilibration Scheme (65) (66) (67) ) and with a 10.0 kcal·mol -1 ·Å -2 harmonic restraint applied only to the solute atoms; 4) 50 ns MD simulation at constant pressure (1 atm) and at 300 K (Langevin) using a 2 fs integration step with the SHAKE algorithm. It is important to point out that only the production phase of the fourth step (namely, the last 40 ns of MD simulation) was used in the analyses that will be described in the following two sections.
Communications analysis
Bahar and coworkers (68, 69) have recently devised a technique for the analysis of signal propagation within proteins. This strategy, which was initially formulated within the framework of the elastic network model, was recently extended to all-atom MD simulation by Morra et al. (70, 71) . This approach associates signal transduction events in proteins with the fluctuation dynamics of atoms. In fact, for each couple of residues, it is possible to define a communication propensity (λ ij ) defined as the variance of the distance between the two residues: (1) where d ij is actually the distance between the C α atoms of residue i and residue j. The communication propensity can be considered as a communication time and, therefore, low λ ij values are often associated with efficiently communicating residues. In other words, two residues characterized by a C α -C α distance that fluctuates with a small intensity during the MD trajectory are hypothesized to communicate efficiently and this means that a perturbation at one of the two residues will quickly propagate to the other aminoacid. Conversely, when the distance fluctuations associated with two residues are large, the communication is less efficient and any perturbations at one site will slowly become visible at the other one. Moreover, it is important to note that, to determine whether a communication between two residues is efficient or not, it is possible to introduce a threshold η, one for each simulation, that plays a fundamental role in all of our analyses. It is computed as an average λ ij value that takes into account nearby aminoacids along the sequence. In particular, η is usually calculated by considering for each residue i its communication propensities with neighboring residues between i-4 and i+4: (2) with m as the total number of terms taken into account in the sum.
After the calculation of the λ values between all pairs of residues, it is interesting to determine the intrinsic long-range communication propensity (ILCP) for each aminoacid. In particular, fixing a reference distance δ, the ILCP value for a generic residue i is defined as the fraction of residues that efficiently communicate with it (λ ij ≤ η) at distances larger than δ. This new quantity greatly simplifies the quite complicated communication networks that are usually obtained from the communication propensities calculations and, using the new simplified picture, it is much easier to observe changes in the communication capabilities of the residues upon mutation or ligand binding.
RWSIP Definition
In order to measure the agreement between two dynamical spaces, we have exploited the Root Weighted Square Inner Product (RWSIP), a quantity introduced by Carnevale et al. (72) and defined as (3) wehre v l and u m are the l-th and the m-th eigenvectors (with the corresponding eigenvalues λ l −1 and μ m −1 ) of the covariance matrices associated with the first and the second MD simulation in the comparison, respectively.
Energy Decomposition Method
The complicated network of energetic interactions between aminoacids represents one of the main drawbacks in the identification of crucial residues for the protein fold and energetic stability. In order to overcome this problem, Colombo and coworkers have recently proposed the energy decomposition method (EDM) (73) (74) (75) (76) that, as first step, computes the matrix of non-bonded interaction energies (namely, van der Waals and electrostatic interactions) between pairs of residues. This matrix is afterwards diagonalized and, from the analysis of the eigenvector associated with the lowest eigenvalue, it is possible to determine those residues that behave as strongly interacting and stabilizing centers. It is worthwhile to observe that there are two slightly different versions of the energy decomposition method. In the first one the non-bonded interaction energy matrix is obtained as an average over the MD trajectory. Moreover, in this case, solvation effects are not taken into account directly, although the solvent is present during the MD simulation and, hence, it influences the protein structure. In the second approach, after a cluster analysis is performed on the MD trajectory, only the most representative structure of the most populated cluster is taken into account and the non-bonded interaction energy matrix is computed on that protein structure. Obviously, in the second case, the average solvent effect is not considered and, to resolve this drawback, the solvent is directly taken into account using the PBSA method (77, 78) in the calculation of the non-bonded interactions. It is important to observe that the two versions of the EDM provide qualitatively equivalent results, although the second one is less computationally demanding. Of course, due to the great number of simulations to be analyzed in our study, we opted for the second approach, using the GROMOS method (79) with 0.1 nm as RMSD cutoff for the cluster analysis. Now, for the sake of completeness, it is interesting to consider some theoretical details about the EDM. Let us indicate with M the non-bonded interaction energy matrix without the diagonal elements, namely without the self-interaction terms. This matrix can be diagonalized and expressed in terms of its eigenvalues and eigenvectors: (4) where:
-N is the number of amino acids in the protein;
-λ k is the k-th eigenvalue; -w ik is the i-th component of the k-th eigenvector Eigenvalues and eigenvectors are usually labeled following an increasing order. Therefore, λ 1 is the lowest eigenvalue and, from now on, we will refer to the first eigenvector as the eigenvector corresponding to the eigenvalue λ 1 .
The total non-bonded energy is defined as:
with . If | λ 1 W 1 | is much larger than |λ k W k | for k ≠ 1, the sum over i and j of M ij is dominated by the contribution due to the first eigenvalue and eigenvector, such that the total non-boned energy can be approximated by: (6) As mentioned above, the eigenvector associated with the lowest eigenvalue is used to identify the most stabilizing aminoacids. In particular, considering its squared components as the weights of the corresponding residues in the structural stabilization, we can define "hot spots" those residues with a weight higher than a threshold t. This threshold is chosen equal to the squared component of a normalized "flat eigenvector" (namely, a normalized vector whose components provide the same contribution for each site). This corresponds to a case in which each residue equally contributes to the structural stability and, therefore, the threshold t is equal to 1/N, where N is the number of the eigenvector components.
Energy-based detection of putative interaction sites on HIV-1 PR
The search for alternative putative binding regions on HIV-1 PR has been carried out by applying a recently proposed approach for the identification of protein interaction sites (80) . The method, originally developed to identify antibody-binding sites (epitopes) on protein antigens, is based on the rationale that interaction sites generally display low-intensity intraprotein energy interaction networks. In other words, these sites are characterized by nonoptimized intramolecular interaction networks so that they may undergo conformational changes and be recognized by a binding partner with minimal energetic expense. Therefore, low intensity intra-protein energetic couplings would allow these sites to be immediately available for possible interactions with a second partner. Moreover, these interaction sites usually correspond to localized sub-structures of the protein that are exposed or easily accessible on the protein surface.
In the context of HIV-1 PR, sites with minimal energetic couplings with the rest of the protein may be interesting for two reasons. First, they may suggest new sites that can be targeted by inhibitors, either through de novo design or through virtual screening efforts where the identified regions are used as docking sites for small molecules. Second, and most importantly, these putative interaction sites would not respond to the effects of drug resistant mutations. In fact, a minimal energetic coupling to the other residues of the protein would minimize the effects of variations in other (distal) regions on the newly discovered interaction sites, limiting the potential of drug resistant mutations.
Based on these considerations, the identification of interaction sites from the structure of the isolated protein is achieved by combining the analysis of the protein energetics obtained from an MD simulation with the topological information deriving from the contact matrix of the most representative structure of the trajectory. This allows for the detection of spatially close regions in the structure that are minimally coupled to the rest of the protein and that represent possible small molecule binding sites that can be generated at a minimal energetic expense.
The analysis of the protein energetics is based on the Energy Decomposition Method described above and, exploiting the approximation underlying equation (6) , the interaction energy matrix M can be defined as (7) where the symbols have the same meaning of the corresponding ones in the previous subsection.
As briefly mentioned above, the contact matrix C is obtained from the most representative structure of the most populated cluster of the MD trajectory and its elements C ij are allowed to assume values: (8) with r ij as the distance between the C β atoms of residues i and j. For the sake of homogeneity with the energy matrix, the contacts between the nearest neighbors i and i+1 are also included.
Performing the Hadamard product (or pointwise product) between the simplified interaction matrix M̃ and the contact matrix C, we obtain the Matrix of Local Coupling Energies (MLCE): (9) that allows to determine in a compact way which residue pairs within the contact cutoff are coupled through energetic interactions. The non-zero elements of Γ are afterwards ranked in increasing order (namely, from the weakest local interaction to the strongest local interaction) and only the lowest 15% of all the contact-filtered pairs is taken into account. This subset represents the group of local interactions with minimal intensities and the residues belonging to it define possible epitope sequences that identify antigen-antibody or protein interaction sites, namely soft spots that can favorably bind a binding partner and that do not respond to variations (e.g., mutations, changes in the binding state) in distal regions of the protein.
Results and Discussion
The modulation of protein-substrate, protein-ligand and protein-protein interactions by perturbation of sites far from the interaction site, either through allosteric ligand binding or point mutation, has been recognized as a general property of many monomeric proteins (81) . In this paper, we have carried out all-atom MD simulations of the LAI Wild Type Subtype B / HIV-1 Protease and of two related multidrug resistant mutants (pseudo-V6 and MDR-769), both in the unbound state and complexed with inhibitors or with a pseudo-substrate. Our fundamental goal was to shed light on the molecular mechanisms by which perturbations engendered by point mutations at certain sites of HIV-1 PR propagate to influence the recognition properties of the remote active site, affecting the affinity for inhibitors, while leaving substrate binding and processing unchanged. We have focused on analyzing the correlations and differences in the internal coordination (communication), in the dynamics and in the energetics of the enzyme related to the presence of mutations inducing resistance and to their influence on the selection of enzyme dynamic states with different affinities for inhibitors.
To address these issues, we have carried out mainly two types of analysis of the MD trajectories: 1) the analysis of dynamic communications (residue-residue coordination) and of the signal transduction established between protein residues (68-71) and 2) the analysis of the residue-residue energetic couplings. As already described in the previous section, the former method is based on an approach recently proposed by Bahar and coworkers for elastic network models (68,69) that we have extended to the analysis of all-atom MD simulation trajectories (70, 71) . The analysis of residue-residue communications describes signal transduction events in proteins as directly related to the fluctuation dynamics of atoms, defining the communication propensity of a residue-pair as a function of the fluctuations of the inter-residue distance components. The latter strategy, based on the Energy Decomposition Method (73) (74) (75) (76) , aims to quantitatively map the networks of aminoacid interactions that are the most relevant to the structural and dynamic organization of a protein by connecting distant sites in the tertiary structure. It has been previously shown (73) (74) (75) (76) that the residues defining the energeticcoupling networks show good correlations with several experimental sets of stability and mechanistic data.
Communication Analysis
For each MD simulation performed, we have computed all the communication propensities (λ ij ) between pairs of residues and we have determined the corresponding "efficient communication threshold" η (see Table 2 ; for the sake of comparison we have also reported, in the Supporting Based on these observations, we have further investigated the role played by the active site dynamics and correlations in the molecular recognition process. In particular, we have computed the number of aminoacids that efficiently communicate with the active site residues at distances larger than the reference values (δ = 10 Å, 15 Å and 20 Å) and, for each HIV-1 Protease genotype, we have determined the variation (ΔComm) in the number of efficient communications with respect to the APO simulation (see Tables 3-5 ). For the sake of completeness, it is worth noting that we have considered a residue as able to establish a longrange communication with the active site when it efficiently communicates with at least one active site residue. Analyzing Tables 3-5 and comparing the BLAI ΔComm values to the corresponding ones associated with the mutants, it is possible to observe that the presence of an inhibitor in a mutated HIV-1 Protease is associated with a reduction in the communication capability of the active site with the rest of the protein.
In the presence of mutations inducing resistance, the active site residues of the enzyme complexed with different inhibitors are characterized by a reduced communication capability compared to the wild type. Mutations distant from the active site modify the dynamic preorganization that is needed for molecular recognition and effective binding of inhibitors. In fact, a reduced communication propensity is directly related to a decrease of internal coordination with the rest of the protein (70, 71) . In this condition, active site residues can favorably populate alternative conformational states with reduced affinity for the inhibitor. In contrast, in the WT case, the global dynamic coordination is higher. The resultant lower degree of conformational freedom for the active site residues yields a better pre-organization for inhibitor binding.
In this context, it is important to analyze the ΔComm values corresponding to the substrate simulations. In the BV6 case we observe that the active site communication capability increases. As expected, this means that the mutations do not alter the Protease ability to bind the substrate, keeping the enzyme active and favoring the virus survival even in the presence of inhibitor drugs. The substrate, due to its intrinsic flexibility, can initially adapt to the increased flexibility of the active site (in the unbound state) and afterwards induce a rearrangement in the Protease that leads to a new well-framed organization that is favorable for molecular recognition and productive binding.
In the BMDR simulation with the polypeptide, we notice an initial reduction in the active site communication capabilities, which seems to be in disagreement with the results obtained for BV6. However this effect was due to poor convergence of this specific simulation in the time scale analyzed. Indeed, higher ΔComm values are obtained considering only the last 10 of the 50 ns of the simulation. To further confirm this observation, we have also extended the simulation for an additional 20 nanoseconds and the analysis of the fully converged part of the trajectory shows much higher ΔComm values (see Tables 3-5 ) and a trend that is compatible with the results obtained for BV6. The consistency of the observations for the two mutants is also reflected in the results of the Energy Decomposition Method, as we will show in the following section.
Finally, we have completed the analysis of dynamic properties by calculating the pairwise covariance matrix of atomic displacements for each trajectory. The covariance matrix accounts for (anti) correlations in atomic motions and it can be used to highlight protein regions that move coherently in a correlated or anti-correlated ways. Principal Component Analysis (PCA) (82-83), a.k.a. Essential Dynamics (ED), reduces the dimensionality of the covariance matrix by diagonalization. This method describes functional and dominant protein motions that are represented by the matrix eigenvectors and eigenvalues, emphasizing their amplitudes and directions. The dominant eigenvectors of the covariance matrix identify the essential dynamical subspace for a certain complex. In this context, we have calculated the agreement between the essential dynamical subspaces of the HIV-1 protease in different situations (Wild Type and mutants both in the unbound state and complexed with substrate/inhibitors) using a parameter known as the Root Weighted Square Inner Product, RWSIP (see the "Material and Methods" section for its definition). RWSIP was shown to provide an accounting of the degree of agreement between two dynamical spaces (72) . However, in our case, the RWSIP calculations and analysis does not provide any strong signals differentiating the essential modes of motion of the protein native forms from the ones of the mutants (see Supplementary Information for  the RWSIP table) .
This observation is further confirmed by the analysis of the residue based root mean square fluctuation (rmsf) profiles obtained by projecting each trajectory on the three main essential eigenvectors associated with the largest eigenvalues. No significant rearrangements are observed, with the exception of non-negligible flap movements, especially in the BMDR multidrug resistant mutant (see Supporting Information for the rmsf graphs associated with the three main eigenvalues). Many other investigators have already observed or hypothesized similar effects of mutations on flap motions (38, 42, 43) . Summarizing, our results suggest that, while global dynamics and main functional motions are preserved among different complexes with local flexibility changes at the single residue level, it is possible to highlight links between local interactions, short timescale fluctuations and residue-residue couplings that result in biologically relevant functions (ILCP and ΔComm analysis).
In other words, our results provide a semiquantitative view of the effect of mutations on the internal coupling dynamics of the protein, which eventually results in hindering the active site conformational selection for efficient inhibitor binding.
The mutations, while not affecting the native and enzymatically active structure, thereby preserving catalytic activity, induces the protein to sample states that are less pre-organized and, thereby, are less favorable for inhibitor binding. One possible mechanism for the virus to achieve this goal would consist in selecting and evolving local networks of interactions, through mutations, that make the Protease sample states and motions that are unfavorable for inhibitor binding. This aspect is reflected by the correlations/fluctuations (Communication Propensities) described above and it is modulated by the sequence differences.
Overall, our results are consistent with previous observations by Schiffer and coworkers, who proposed a structural mechanism for ligand recognition that is conserved both in the presence and in the absence of drug-resistance mutations. Active site and flap motions due to mutations upon binding of the ligand were postulated to negatively impact on inhibitor binding, but not on substrates (84) . In this context, our results provide an atomic-resolution, semi-quantitative model for the mutations-induced modulation of the dynamics underlying molecular recognition for substrate/ligand binding.
In the free energy landscape perspective of protein dynamics and function, this mechanism is consistent with a hierarchical pre-organization of possible dynamic sub-states that the Protease could select by means of mutations in order to escape inhibition. In fact, the selection of dynamic states through mutations distant from the active site would allow HIV-1 PR to retain activity, while generating mutants with lower inhibitor affinity that determine drug resistance. The concept of hierarchy of sub-states has been already investigated (85) (86) (87) (88) together with the idea that preferred relatively small and local fluctuations in enzymes determine the states responsible for molecular recognition and for the catalytically active conformations.
Energy Analysis
The analysis of communication propensities highlighted interesting coordinated motional differences between the apo, substrate-and inhibitor-bound HIV-1 PR molecules, showing how mutations mainly affect the dynamics of conformational selection for inhibitorrecognition. Our next step was to investigate possible energetic couplings of residue pairs that define the physically connected networks linking active sites to distant mutations in the tertiary structure.
To accomplish this task, we have carried out an analysis of all the MD trajectories using the EDM (73) (74) (75) (76) . As already mentioned, the method aims at identifying relevant energetic couplings between residues through a principal component decomposition of the non-bonded interaction energy matrix for the whole protein. More specifically, the energy decomposition approach allows one to obtain an effective mean coupling energy between all the residue-pairs and to map the principal energetic interactions in the native state of the protein. This information can then be used to identify the most relevant networks of inter-aminoacid interactions connecting different sites. Furthermore, it was previously shown that, in good agreement with experimental findings, this method efficiently accounts for several properties such as the effects of mutations in terms of stability variation and the modulation of local and global conformational dynamics (73) (74) (75) (76) . These results suggest the possibility of visualizing networks of principal energetic interactions between pairs of residues and to explain the effects of long-range perturbations in proteins.
Along this line of thought, the application of the method to the different complexes studied herein has allowed for the determination of the residues responsible for the most relevant energetic interactions in the different situations. These crucial residues have afterwards been projected onto the HIV-1 Protease 3D structure in order to make our comparisons easier (see Figures 4-6 ). In particular, for the sake of simplicity and without losing generality, in all the figures that we will analyze in this section we have depicted only one of the two HIV-1 PR monomers and, furthermore, we have provided two different monomer orientations in order to better display the differences.
At first, we have focused on the APO forms and we have compared the wild type energy couplings with those associated with the mutants. The results are shown in Figures 4A and 4B , where we can observe that a large number of "hot spots" turn off in BV6_APO and BMDR_APO, respectively, with respect to the wild type case. For the sake of clarity, it is worthwhile to point out that in Figures 4-6 the residues that turn off (with respect to a reference situation) are represented with red van der Waals spheres, those that turn on with blue van der Waals spheres and common "hot aminoacids" with purple van der Waals spheres.
Afterwards, we have also considered the substrate and inhibitors effects on the modulation of the energetic coupling networks. In particular, in Figure 5 we have examined the differences between corresponding "unbound" and "substrate-bound" interaction networks. Strikingly, while the BLAI_APO "hot residues" generally correspond to the ones of BLAI_SUB (see Figure 5A ), in the mutants most of the wild type strongly coupled centers, which were not present in BV6_APO and BMDR_APO, turn on again in presence of the substrate (see Figures  5B and 5C ). The combined effects of substrate and mutations cooperate in recovering the same network of principal couplings observed in the active wild type Protease.
Finally, we have compared the energetically crucial residues for substrate-complexed Proteases with the ones characterizing the different Proteases in the presence of inhibitors. In Figure 6 we have reported the Ritronavir case. For the wild type the organization of the principal interaction networks is almost equivalent to that of the substrate bound case (see Figure 6A ). In the other two cases, featuring mutations inducing resistance, many residues that are classified as "hot spots" in the presence of the substrate turn off when HIV-1 PR is bound to inhibitors (see Figures 6B and 6C) .
These results suggest a role of mutations linked to a modulation of the energetic properties of the protein: many "hot spot residues" responsible for the principal interaction networks in the unbound wild type situation, disappear in BV6_APO and BMDR_APO. This observation supports the idea that specific sites play a key role in stabilizing and selecting the protein conformation necessary for the molecular recognition of inhibitors. The disappearance of a number of stabilizing hot spots in the apo state of mutated HIV-1 PRs indicates that these proteins may shift to alternative conformations available on the free energy landscape, characterized by lower drug-binding affinities. Strikingly, these hot spot residues gain back their role in the mutated Proteases only in the presence of the substrate, showing that these specific interaction networks are necessary to achieve a catalytically active conformation and turn on again when a cleavable substrate is bound (see Figures 5A, 5B, 5C and 6A) . Interestingly, the differences between the wild type and the resistant Proteases re-appear in the presence of inhibitors (see Figures 6B and 6C) .
Hence, this means that mutations render the important HIV-1 PR interaction networks nonoptimal for the tight binding of inhibitors. However, these unfavorable situations for efficient inhibitor binding can be obviated by the presence of a flexible natural substrate. This may not be true for the rigid inhibitors examined herein because their low flexibility hinders the establishment of favorable interactions with the Protease, which consequently does not allow a proper reorganization of the protein energetic coupling networks.
Dynamic and Energetic Model of HIV-1 PR Drug Resistance
Long-range interactions and long-range coordination in proteins are crucial for their function and evolution. Therefore, it is not surprising that pathogenic proteins can evolve mechanisms based on these properties to escape the challenges posed by drug inhibition to their survival.
In this paper, we have shown that mutations inducing resistance in HIV-1 PR impact on the recognition of inhibitors by affecting the dynamics of long-range coordination and the energetic interaction networks responsible for the conformational organization of the distant active site that characterizes the WT and that can be efficiently targeted by known drugs.
In fact, from previous results, it is possible to see that mutations determine the organization of the energetic interactions that is reflected in a dynamic state characterized by reduced communication propensities of the active site with the rest of the protein. More specifically, the active site of the mutants in the presence of inhibitors appears to be less correlated with the rest of the protein and consequently less pre-organized for efficacious binding when compared to the wild type situation.
It is important to observe that the substrate can react to this unfavorable situation. Thanks to its high flexibility relative to the inhibitors, it can adapt to the new environment and induce local protein rearrangements that eventually lead to a recovery of the interaction networks and of the dynamic communication properties necessary for an efficient binding. This is evident both from the communication and from the energy decomposition data that show an increased rigidity of the active site for the substrate-bound Proteases and a recovery of the energy coupling networks characterizing the active wild type APO form.
The situation in presence of inhibitors is opposite. In fact, due to the inhibitor rigidity, establishing a set of interactions typical of the wild type cases fails, as it can be clearly seen from the reduced communication propensity of the Proteases active site compared to the APO case and from the variation in energetic couplings (i.e., crucial stabilizing residues for binding do not turn on in the presence of inhibitors).
A central result of this work is that a subset of residues is physically coupled to determine the global dynamics of the protein necessary for proper substrate recognition and activity. Mutations affecting these networks through long-range and allosteric coupling effects can impact inhibitor recognition properties without affecting activity.
Detecting a possible new site for the design of allosteric inhibitors of drug-resistant HIV-1 Proteases
Our investigations, highlighting specific clusters of energetically coupled residues that respond to mutations inducing resistance, have provided a model for the complex interplay between dynamics and energetics that is associated with the variation in inhibitor affinity for the HIV-1 PR mutants. The possibility to detect these sites also allows identifying protease positions that are not subject to mutations in response to the presence of inhibitors. In fact, in the framework of the present model, they coincide with residues characterized by minimal energetic couplings with the rest of the protein. It is possible to see that regions with a minimal energetic coupling are not responsive to variations in the binding state of the protein and that their mutation does not represent an advantage for the virus. Moreover, if these residues define organized 3D substructures of the protein, they can be used as targets for the design of new allosteric inhibitors aimed at interfering with the functional dynamics and with the intermolecular protein-protein interactions present in HIV-1 PR.
To detect these sites we have calculated the Matrix of Local Coupling Energies (MLCE) (80) as described in the Materials and Methods section. This has allowed us to identify a β-hairpin structure (one for each monomer; see Figure 7 ), and in particular residues 11-20, as the protein sub-structure whose sequence shows the lowest energy coupling to the rest of the protein and to the active site residues. According to our hypotheses, due to the minimal coupling with the rest of the protein, mutations in this sequence should not be reflected in changes in binding affinity, and thus they would not represent an evolutionary advantage for the virus. Consequently, the occurrence of drug-resistant mutations in this region should be much lower than in other protein sites. Interestingly, analysis of the Stanford HIV database (http://hivdb.stanford.edu) confirms our assumptions and calculations. For patients treated with inhibitor cocktails, mutation frequency in this part of the sequence does not change significantly compared to untreated patients (with the exception of mutation K20R that has been considered in the BV6 multi-drug resistant mutant BV6). Conversely, larger differences are observed for drug resistance mutations. For instance, it is possible to observe that mutation L19I occurs in the 14.0 % of untreated patients, which is comparable with the presence of the same mutation (10.3 %) in individuals treated with a cocktail of inhibitors. On the otherhand, the drug resistance mutation L90M is present in 0.2 % of untreated patients, whereas its occurrence in individuals treated with a cocktail dramatically increases (40.2 %).
Moreover, in the MLCE approach, the soft spots define the non-optimized interaction-networks in the structure that are typically found clustered on the protein surface. Previous validation of the method has shown that these sites coincide with protein interaction sites, where antibodies or small molecule ligands can bind. Strikingly, analysis of the epitopes list in the HIV immunology database of the Los Alamos National Laboratory (http://www.hiv.lanl.gov) reveal that the 11-20 β-hairpin sequence is actually recognized by antibodies against HIV-1 PR (89-92).
We propose that this β-hairpin may also be a target for the development of allosteric inhibitors of HIV-1 PR. Small molecules binding to this region would have the potential to perturb the normal Protease functional dynamics and to interfere with possible protein-protein interactions in which the Protease is involved. To this end several theoretical methods ranging from large scale docking and screening of multiple compounds to receptor based pharmacophore design can be applied. Such an approach will clearly expand the chemical space and diversity of known HIV-1 PR inhibitors, providing an entry point for small molecules that target a region where mutations and the onset of drug resistance have low probability.
Conclusions
The mutation of wild type HIV-1 PR represents one of the key problems that hinder the development of a definitive treatment against the HIV virus. In this context, the HIV-1 PR, which is one of the most important targets to block the progression of HIV, is a perfect example because HIV-1 PR mutants appear after some weeks of therapy and show strong resistance to the current generation of inhibitors. Therefore, the development of new drugs is of significant importance, but it is also obvious that in order to optimize the design of new plausible drug molecules, it is desirable to fully understand the role that is played by HIV-1 PR mutations in drug resistance.
In order to address this problem we have analyzed MD simulations performed on the LAI wild type of the Subtype B / HIV-1 PR and on two related multidrug resistant mutants, both unbound and "complexed" with inhibitors or with a polypeptide that mimics the "true" substrate. In particular, we studied intra-protein communication pathways within wild type and mutated HIV-1 proteases by means of a communication analysis and via the energy decomposition method.
The results obtained from these analyses have revealed that HIV-1 PR mutations alter the energetic organization and dynamic coupling, which influences the inhibitor binding properties. In fact, the non-optimal energetic scaffold of mutated HIV-1 PR is associated with altered dynamics of the active site that affects inhibitor and substrate binding relative to the wild type case. However, as one might expect, we have found that the relatively flexible substrate is able to successfully restore favorable protein-ligand contacts enabling it to efficiently bind to the active site. Moreover, we found that the relatively rigid inhibitors are unable to reverse the unfavorable situation and their binding to HIV-1 PR is less effective than in the wild type. Based on these models and approaches, we were also able to rationally identify and validate a region of the protein that is characterized by a low frequency for drug resistant mutations and leading us to propose it as a possible target for structure-based design of new allosteric inhibitors.
Hence, our study suggests that next generation of HIV-1 PR inhibitors should be able to adapt, at least temporarily, to the unfavorable environment of mutated Proteases in order to restore the required wild type pre-organization for the molecular recognition process. We believe that in order to discover a second-generation of HIV-1 PR inhibitors, the present insights, together with other recent efforts examining HIV-1 PR mutants, indicate the need for novel strategies that fully model both ligand and protein dynamics into the drug design and discovery process.
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