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Abstract
Accurate estimation for extent of cross-sectional dependence in large panel data anal-
ysis is paramount to further statistical analysis on the data under study. Grouping more
data with weak relations (cross–sectional dependence) together often results in less ef-
ficient dimension reduction and worse forecasting. This paper describes cross-sectional
dependence among a large number of objects (time series) via a factor model and param-
eterizes its extent in terms of strength of factor loadings. A new joint estimation method is
proposed for the parameter representing such extent and some other parameters involved
in the estimation procedure. In particular, a marginal estimator is also proposed as the
related other parameters are observed. Asymptotic distributions for the joint estimator
and marginal estimator are both established. Various simulation designs illustrate the
effectiveness of the proposed estimation method in the finite sample performance. Ap-
plications in cross-country macro-variables and stock returns from S&P 500 are studied.
Keywords: Cross-sectional dependence; factor model; joint estimation; large panel
data analysis; marginal estimation.
JEL Classification: C21, C32.
1 Introduction
Large panel data analysis attracts ever-growing interest in the modern literature of economics
and finance. Cross–sectional dependence is popular in large panel data and the relevant liter-
ature focuses on testing existence of cross-sectional dependence. A survey on description and
testing of cross-sectional dependence is given in Sarafidis and Wansbeek (2012). Pesaran (2004)
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utilizes sample correlations to test cross-sectional dependence while Baltagi, Feng and Kao
(2012) extend the classical Lagrangian multiplier (LM) test to the large dimensional case.
Chen, Gao and Li (2012) and Hsiao, Pesaran and Pick (2012) consider cross-sectional depen-
dence tests for nonlinear econometric models. As more and more cross-sections are grouped
together in panel data, it is quite natural and common for cross-sectional dependence to ap-
pear. Cross-sectional independence is an extreme hypothesis. Rejecting such a hypothesis does
not provide much information about the relationship between different cross-sections under
study. In view of this, measuring the degree of cross-sectional dependence is more important
than just testing its presence. As we know, in comparison with cross-sectional dependence
tests, few studies contribute to accessing the extent of cross-sectional dependence. Ng (2006)
uses spacings of cross-sectional correlations to exploit the ratio of correlated subsets over all
sections. Bailey, Kapetanios and Pesaran (2016) use a factor model to describe cross-sectional
dependence and develop estimators that are based on a method of moments.
In this paper, we will contribute to this area: description and measure of the extent of
cross-sectional dependence for large dimensional panel data with N cross-section units and
T time series. The first natural question is how to describe cross-sectional dependence in
panel data efficiently? To address this issue, the panel data literature mainly discusses two
different ways of modelling cross-sectional dependence: the spatial correlation and the factor
structure approach (see, for example, Sarafidis and Wansbeek (2012)). This paper utilizes the
factor model to describe cross-sectional dependence as well as capturing time serial dependence,
which can benefit further statistical inference such like forecasting. Actually, the factor model is
not only a powerful tool to characterize cross-sectional dependence for economic and financial
data, but also efficient in dealing with statistical inference for high dimensional data from
a dimension-reduction point of view. Some related studies include Fan, Fan and Lv (2008),
Fan, Liao and Mincheva (2013) and Pan and Yao (2008).
While it is a rare phenomenon to have cross-sectional independence for all N sections, it is
also unrealistic to assume that all N sections are dependent. Hence the degree or extent of cross-
sectional dependence is more significant in statistical inference for panel data. Boivin and Ng
(2006) illustrate that more data usually result in worse forecasting due to heterogeneity in the
presence of cross-sectional dependence. Grouping strong-correlated cross-sections together is
very significant in further study. In factor model, relation among cross-sections is described by
common factors and the strength of this relation is reflected via factor loading for each cross-
section. Larger factor loading for one cross-section means stronger relation of this cross-section
with common factors. In this paper, we suppose that some factor loadings are bounded away
from zero while others are around zero. In detail, it is assumed that only [Nα0 ](0 ≤ α0 ≤ 1)
of all N factor loadings are individually important. Instead of measuring the extent by α0N ,
we adopt the parametrization [Nα0 ]. The proportion of [Nα0 ] over the total N is quite small
which tends to 0 as 0 < α0 < 1, while α0N is comparable to N because of the same order.
In this sense, our model covers some “sparse” cases that only a small part of the sections are
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cross-sectionally dependent.
With such parametrization of extent for cross-sectional dependence, one goal is to propose
an estimation method for the parameter α0. This paper proposes a unified estimation method
which incorporates two classical types of cross-sectional dependence: static and dynamic prin-
cipal components. In fact, factor model is equivalent to principal component analysis (PCA)
in some sense (see Fan, Liao and Mincheva (2013)). Static PCA provides the common factor
with most variation while dynamic PCA finds the common factor with largest “aggregated”
time-serial covariances. The existing literature, including Bai and Ng (2002), Fan, Fan and Lv
(2008), Fan, Liao and Mincheva (2013), focuses on common factors from static PCA. In high
dimensional time series, researchers prefer using dynamic PCA to derive common factors that
can keep time-serial dependence. This is very important in high dimensional time series fore-
casting, e.g. Lam and Yao (2012).
In this paper, for our panel data xit, i = 1, 2, . . . , N ; t = 1, 2, . . . , T , an estimator for
α0 is proposed based on the criterion of covariance between x¯t and x¯t+τ for 0 ≤ α0 ≤ 1,
where x¯t =
1
N
∑N
i=1 xit and τ ≥ 0. When τ = 0, it reduces to the approach proposed in
Bailey, Kapetanios and Pesaran (2016). However, the criterion with τ = 0 can derive con-
sistent estimation for α0 under the restriction α0 > 0.5. This is due to the interruption of
variance of error components. We overcome this disadvantage by benefiting from possibility
of disappearance of time-serial covariance in error components in dynamic PCA. The criterion
cov(x¯t, x¯t+τ ) with τ > 0, under the scenario of common factors from dynamic PCA, is proposed
to obtain consistent estimation for all ranges of α0 in [0, 1]. Furthermore, joint estimation
approach for α0 and another population parameter (necessary in estimation) is established. If
this population parameter is observed, marginal estimation is also provided. From the aspect
of theoretical contribution, asymptotic distributions of the joint and marginal estimators are
both developed.
The main contribution of this paper is summarized as follows.
1. We construct two estimators for α0 by utilizing both joint estimation and marginal esti-
mation, respectively. If the parameter κ0 involved in the proposed criterion is unknown,
the joint estimation of α0 and κ0 will be adopted. Otherwise, we use the marginal esti-
mation for α0. This estimation method is unified in the sense of covering two types of
common factors derived from static PCA and dynamic PCA, respectively. Moreover, it
includes the approach by Bailey, Kapetanios and Pesaran (2016) as a special case.
2. We establish new asymptotic distributions for both the joint and the marginal estimators.
The asymptotic marginal distribution coincides with that for the joint estimator for the
case where κ0 is assumed to be known. An estimator for the asymptotic variance involved
in asymptotic distribution of the joint estimation method is established.
3. In practice, finite sample performances of the proposed estimators for several different
3
types of common factors are provided.
The rest of the paper is organized as follows. The model and the main assumptions are
introduced in Section 2. Section 3 proposes both joint and marginal estimators that are based
on the second moment criterion. Asymptotic properties for these estimators are established in
Section 4. Section 5 reports the simulation results. Section 6 provides empirical applications
to both cross-country macro-variables and stock returns in S&P 500 market. Conclusions are
included in Section 7. Main proofs are provided in Appendix A while some lemmas are listed
in Appendix B. The proofs of lemmas are given in a supplementary material.
2 The model
Let xit be a double array of random variables indexed by i = 1, . . . , N and t = 1, . . . , T , over
space and time, respectively. The aim of this paper is to measure the extent of the cross-
sectional dependence of the data {xit : i = 1, . . . , N}. In panel data analysis, there are two
common models to describe cross-sectional dependence: spatial models and factor models. In
Bailey, Kapetanios and Pesaran (2016), a static approximate factor model is used. We consider
a factor model as follows:
xit = µi + β
′
i0ft + β
′
i1ft−1 + · · ·+ β
′
isft−s + uit
= µi + β
′
i(L)ft + uit, i = 1, 2, . . . , N ; t = 1, 2, . . . , T, (2.1)
where ft is the m× 1 vector of unobserved factors (with m being fixed),
βi(L) = βi0 + βi1L+ βi2L
2 + · · ·+ βisLs,
in which βi` = (βi`1, βi`2, . . . , βi`m)
′
, ` = 0, 1, . . . , s are the associated vectors of unobserved
factor loadings and L is the lag operator, here s is assumed to be fixed, and µi, i = 1, 2, . . . , N are
constants that represent the mean values for all sections, and {uit : i = 1, . . . , N ; t = 1, . . . , T}
are idiosyncratic components.
Clearly, we can write (2.1) in the static form:
xit = µi + β
′
iFt + uit, i = 1, 2, . . . , N ; t = 1, 2, . . . , T, (2.2)
where
βi =

βi0
βi1
...
βis

m(s+1)
and Ft =

ft
ft−1
...
ft−s

m(s+1)
.
This model has been studied in Stock and Watson (2002) and Forni et al (2009).
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The dimension of ft is called the number of dynamic factors and is denoted by m. Then
the dimension of Ft is equal to r = m(s + 1). In factor analysis, β
′
iFt is called the common
components of xit.
We first introduce the following assumptions.
Assumption 1. The idiosyncratic component {ut = (u1t, u2t, . . . , uNt)′ : t = 1, 2, . . . , T} fol-
lows a linear stationary process of the form:
uit =
+∞∑
j=0
φij
( +∞∑
s=−∞
ξjsνj,t−s
)
, (2.3)
where {νis : i = . . . ,−1, 0, 1, . . . ; s = 0, 1, . . .} is a double sequence of i.i.d. random variables
with mean zero and unit variance, and
sup
0<j<+∞
N∑
i=1
|φij| < +∞ and sup
0<j<+∞
+∞∑
s=−∞
|ξjs| ≤ +∞. (2.4)
Moreover,
E(uituj,t+τ ) = γ1(τ)γ2(|i− j|), (2.5)
where γ(τ) is defined such that γ1(τ)γ2(0) = E [uitui,t+τ ] and γ2(|i− j|) satisfies
N∑
i,j=1
γ2(|i− j|) = O(N). (2.6)
Remark 1. Condition (2.6) borrows the idea of Assumption C of Bai and Ng (2002) to describe
weak cross-sectional dependence in error components.
Assumption 2. For ` = 0, 1, 2, . . . , s and k = 1, 2, . . . ,m,
βi`k = vi`k, i = 1, 2, . . . , [N
α`k ] and
N∑
i=[Nα`k ]+1
βi`k = O(1), (2.7)
where [Nα`k ] ≤ Nα`k is the largest integer part of Nα`k , 0 < α`k ≤ 1 and vi`k ∼ i.i.d.(µv, σ2v)
has finite sixth moments, with µv 6= 0 and σ2v > 0. Moreover, {vi`k : i = 1, 2, . . . , N ; ` =
0, 1, . . . , s; k = 1, 2, . . . ,m} are assumed to be independent of the factors {ft : t = 1, 2, . . . , T}
and the idiosyncratic components {uit : i = 1, 2, . . . , N ; t = 1, 2, . . . , T}.
Assumption 3. The factors {ft, t = 1, 2, . . . , T} are covariance stationary with the following
representation:
ft =
∞∑
j=0
bjζt−j, (2.8)
where {ζt, t = . . . ,−1, 0, 1, . . .} is an i.i.d sequence of m-dimensional random vectors whose
components are i.i.d with zero mean and unit variance, the fourth moments of {ζt,−∞ < t <
∞} are finite, and the coefficients {bj : j = 0, 1, 2, . . .} satisfy
∑∞
j=0 |bj| < ∞. Furthermore,
the unobserved factors {ft : t = 1, 2, . . . , T} are independent of the idiosyncratic components
{ut : t = 1, 2, . . . , T}.
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Now we provide some justification for these two assumptions.
1. Justification of Assumption 1: The weak stationarity assumption on the idiosyncratic
components {ut : t = 1, 2, . . . , T} is commonly used in time series analysis. Rather
than imposing an independence assumption, weak cross–sectional correlation and serial
correlation are imposed via γ2(|i− j|) and γ1(τ), respectively. The levels of weakness are
described by (2.6). Note that when {uit} is independent across (i, t), we have γ1(τ) = 0
and γ2(|i− j|) = 0 which satisfy Conditions (2.6).
2. Justification of Assumption 2: The degree of cross-sectional dependence in {xt : t =
1, 2, . . . , N} crucially depends on the nature of the factor loadings. This assumption
groups the factor loadings into two categories: a strong category with effects that are
bounded away from zero, and a weak category with transitory effects that tend to zero.
From this point, the first [Nα0 ] sections are dependent while the rest are independent.
Here α0 = max(α`k : ` = 0, 1, 2, . . . , s; k = 1, 2, . . . ,m).
To simplify the proof of Theorem 2 to be established below, we require the factor loadings
to have the finite sixth moments. However, we believe that the finite second moment
condition might just be sufficient by performing the truncation technique in the proof of
Lemma 3 below.
3 The estimation method
The aim of this paper is to estimate the exponent α0 = max`,k(α`k), which describes the
extent of cross-sectional dependence. As in Bailey, Kapetanios and Pesaran (2016) , we consider
the cross-sectional average x¯t = 1/N
∑N
i=1 xit and then derive an estimator for α0 from the
information of {x¯t : t = 1, 2, . . . , T}. Bailey, Kapetanios and Pesaran (2016) use the variance of
the cross-sectional average x¯t to estimate α0 and carry out statistical inference for an estimator
of α0. Specifically they show that
V ar(x¯t) = κ˜0[N
2α0−2] +N−1cN +O(Nα0−2), (3.1)
where κ˜0 is a constant associated with the common components and cN is a bias constant
incurred by the idiosyncratic errors. From (3.1), we can see that, in order to estimate α0,
Bailey, Kapetanios and Pesaran (2016) assume that 2α0 − 2 > −1, i.e. α0 > 1/2. Oth-
erwise, the second term will have a higher order than the first term. So the approach by
Bailey, Kapetanios and Pesaran (2016) fails in the case of 0 < α0 < 1/2.
This paper is to propose a new estimator that is applicable to the full range of α0, i.e.,
0 ≤ α0 ≤ 1. Based on the assumption that the common factors possess serial dependence
that is stronger than that of the idiosyncratic components, we construct a so–called covariance
criterion Cov(x¯t, x¯t+τ ), whose leading term does not include the idiosyncratic components for
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0 ≤ α0 ≤ 1. In other words, the advantage of this covariance criterion over the variance criterion
V ar(x¯t) lies on the fact that there is no interruption brought by the idiosyncratic components
{uit : i = 1, 2, . . . , N ; t = 1, 2, . . . , T} in Cov(x¯t, x¯t+τ ).
We define
κτ = µ
2
v
s∑
`1,`2=0
m∑
k=1
E(fk,t−`1fk,t+τ−`2), (3.2)
in which µv = E[vi`k], and s and m are the same as in (2.1). Here κτ comes from the leading
term of Cov(x¯t, x¯t+τ ).
Next, we illustrate how the covariance Cov(x¯t, x¯t+τ ) implies the extent parameter α0 in
detail. Let [Na] (a ≥ 0) denote the largest integer part not greater than Na. For simplicity,
let [N b] (b ≤ 0) denote 1
[N−b] . Moreover, to simplify the notation, throughout the paper we also
use the following notation:
[Nka] := [Na]k, [Na−k] :=
[Na]
Nk
, ∀a, k ∈ R. (3.3)
But we would like to remind the reader that [Nka] is actually not equal to [Na]k. Next, we will
propose an estimator for α0 under two different scenarios: the joint estimator (α˜τ , κ˜τ ) under
the case of some other parameters being unknown while the marginal estimator α̂τ for the case
of some other parameters being known.
3.1 The marginal estimator α̂τ when κτ is known
At first we consider the marginal estimator α̂τ to deal with the case where κτ is known. The
parameter κτ describes the temporal dependence in the common factors. If we know this
information in advance, the estimation of the extent of cross-sectional dependence becomes
easy. We propose the following marginal estimation method.
Without loss of generality, we assume that α`k = α0,∀` = 0, 1, 2, . . . , s; k = 1, 2, . . . ,m.
Let Assumption 2 hold. Let x¯nt be the cross–sectional average of xit over i = 1, 2, . . . , n with
n ≤ N . Similarly, β¯n`k := 1n
∑n
i=1 βi`k. Then
E(β¯n`k) =
{ µv, n ≤ [Nα0 ]
[Nα0 ]
n
µv +
Kn`k
n
, n > [Nα0 ],
and
V ar(β¯n`k) =
{ σ2v
n
, n ≤ [Nα0 ]
[Nα0 ]
n2
σ2v , n > [N
α0 ],
where Kn`k =
∑n
i=[Nα0 ]+1 βi`k.
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It follows that
Cov(x¯nt, x¯n,t+τ ) =
s∑
`=0
m∑
k=1
(
(E[β¯n`k])
2 + V ar(β¯n`k)
)
E(fk,t−`fk,t+τ−`)
+
s∑
`1 6=`2
m∑
k=1
E(β¯n`1k)E(β¯n`2k)E(fk,t−`1fk,t+τ−`2) + E(u¯ntu¯n,t+τ )
=
{ κτ +O(n−1), n ≤ [Nα0 ]
κτ
[N2α0 ]
n2
+O( [N
α0 ]
n2
), n > [Nα0 ].
(3.4)
A simple calculation indicates that
ln
(
Cov(x¯t, x¯t+τ )
)2
= ln(κ2τ ) + (4α0 − 4) ln(N) +O
(
1
[Nα0 ]κτ
)
,
which implies
α0 =
ln
(
Cov(x¯t, x¯t+τ )
)2
− ln(κ20)
4 ln(N)
+ 1 +O
(
1
[Nα0 ]κτ ln(N)
)
, (3.5)
where κτ is defined in (3.2).
Hence, for 0 ≤ α0 ≤ 1, α0 can be estimated from (3.5) using a consistent estimator for
Cov(x¯t, x¯t+τ ) given by
σ̂N(τ) =
1
T − τ
T−τ∑
t=1
(x¯t − x¯(1))(x¯t+τ − x¯(2)), (3.6)
where x¯(1) = 1
T−τ
∑T−τ
t=1 x¯t and x¯
(2) = 1
T−τ
∑T−τ
t=1 x¯t+τ and x¯t =
1
N
∑N
i=1 xit. Thus, a consistent
estimator for α0 is given by
α̂τ =
log
(
σ̂N(τ)
)2
− ln(κτ )2
4 ln(N)
+ 1. (3.7)
3.2 The joint estimator (α˜τ , κ˜τ)
Now we consider the case where κτ is unknown. Recalling (3.4), we minimize the following
quadratic form in terms of α and κ:
Q
(1)
NT (α, κ, τ) =
[Nα]∑
n=1
n3
(
σ̂n(τ)− κ
)2
+
N∑
n=[Nα]+1
n3
(
σ̂n(τ)− [N
2α]
n2
κ
)2
, (3.8)
where σ̂n(τ) is a consistent estimator for Cov(x¯nt, x¯n,t+τ ) of the form:
σ̂n(τ) =
1
T − τ
T−τ∑
t=1
(
x¯nt − x¯(1)n
)(
x¯n,t+τ − x¯(2)n
)
,
with x¯
(1)
n = 1T−τ
∑T−τ
t=1 x¯nt and x¯
(2)
n = 1T−τ
∑T−τ
t=1 x¯n,t+τ .
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The joint estimator (α˜τ , κ˜τ ) can then be obtained by
α˜τ = arg max
α
Q̂
(1)
NT (α, τ) and κ˜τ =
q̂
(1)
1 (α˜τ , τ) + [N
4α˜τ ]q̂
(1)
2 (α˜τ , τ)
N (1)(α˜τ )
, (3.9)
where
q̂
(1)
1 (α, τ) =
[Nα]∑
n=1
n3σ̂n(τ), q̂
(1)
2 (α, τ) =
N∑
n=[Nα]+1
nσ̂n(τ),
N (1)(α) =
[Nα]∑
n=1
n3 +
N∑
n=[Nα]+1
[N4α]
n
,
and
Q̂
(1)
NT (α, τ) =
(q̂
(1)
1 (α, τ) + [N
2α]q̂
(1)
2 (α, τ))
2
N (1)(α)
.
We give the full derivation of (3.9) in Appendix A.
This joint method estimates α0 and κτ simultaneously. The above derivations show that it
is easy to derive α˜τ and then κ˜τ . Of course, we can also use some other estimation methods to
estimate κτ and then α0. Notice that we use the weight function w(n) = n
3 in each summation
part of the objective function Q
(1)
NT (α, κ, τ) of (3.8). The involvement of a weight function is
due to technical necessity in deriving an asymptotic distribution for (α˜τ , κ˜τ ).
3.3 Asymptotic Properties
In this section, we will establish asymptotic distributions for the proposed joint estimator
(α˜τ , κ˜τ ) and the marginal estimator α̂τ , respectively. We assume that α`k = α0, ∀` = 0, 1, . . . , s
and k = 1, 2, . . . ,m for simplicity. The notation a  b denotes that a = O(b) and b = O(a).
For any 1 ≤ i, j ≤ m and 0 ≤ h ≤ T − 1, we define
Cij(h) =
1
T − h
T−h∑
t=1
fi,tfj,t+h, cij(h) ≡ σij(h) = E(fi,tfj,t+h). (3.10)
The following theorem establishes an asymptotic distribution for the marginal estimator α̂.
At first we define some notation. Στ = E(FtF
′
t+τ ) and µv = µvem(s+1), in which em(s+1) is an
m(s+ 1)× 1 vector with each element being 1, Σv is an m(s+ 1)-dimensional diagonal matrix
with each of the diagonal elements being σ2v and
Ω = lim
N,T→∞
var(
√
T − τvec(Sτ −Στ )), (3.11)
where
Sτ =
1
T − τ
T−τ∑
t=1
(Ft − F¯T )(Ft+τ − F¯T+τ )′
9
and ‘vec’ means that for a matrix X = (x1, · · · ,xn) : q×n, vec(X) is the qn× 1 vector defined
as
vec(X) =

x1
...
xn
 . (3.12)
Define
σ2τ = lim
N,T→∞
vNT
[Nα0 ]
4µ
′
vΣτΣvΣτµv (3.13)
+ lim
N,T→∞
vNT
T − τ (µ
′
v ⊗ µ
′
v)Ω(µv ⊗ µv), (3.14)
where vNT = min([N
α0 ], T − τ).
We are now ready to establish the main results of this paper in the following theorems and
propositions.
Theorem 1. In addition to Assumptions 1-3, we assume that
(i) for some constant δ > 0,
E|ζit|2+2δ < +∞, (3.15)
where ζit is the i-th component of ζt and {ζt : . . . ,−1, 0, 1, . . .} is the sequence appeared in
Assumption 3.
(ii) The lag τ satisfies
τ
(T − τ)δ/(2δ+2) → 0, as T →∞, (3.16)
where δ is defined in (3.15).
(iii) The covariance matrix Γ of the random vector(
Cij(h
′
) : i = 1, . . . ,m; j = 1, . . . ,m;h
′
= τ − s, . . . , τ + s
)
(3.17)
is positive definite.
(iv) As (N, T )→ (∞,∞),
v
1/2
NTκτ →∞. (3.18)
Then there are E1 and E2 such that
v
1/2
NT
(
(N4(α̂τ−α0) − 1)κτ
2
− E1
)
E2 → N (0, σ2τ ), (3.19)
where
E1 = OP ((T − τ)−1/2N1/2−α0) +OP (γ1(τ)N1−2α0) +OP ((T − τ)−1/2N1−2α0) (3.20)
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and
E2 = 1 +OP
(
(T − τ)−1/2N1/2−α0
κτ
)
+OP
(
γ1(τ)N
1−2α0
κτ
)
+OP
(
(T − τ)−1/2N1−2α0
κτ
)
, (3.21)
in which κτ is defined in (3.2) and σ
2
τ is defined in (3.13)
Under some extra conditions, the conclusion of Theorem 1 can be simplified as given in
Proposition 1 below.
Proposition 1. Let the conditions of Theorem 1 hold.
(i) If, for either 1
2
< α0 ≤ 1 or 0 < α0 ≤ 12 , as (N, T )→ (∞,∞),
max
(
γ1(τ)N
1−2α0 , (T − τ)−1/2N1−2α0
)
→ 0, (3.22)
then α̂τ is an asymptotically unbiased estimator of α0.
(ii) If, moreover, as (N, T )→ (∞,∞),
v
1/2
NT max
(
γ1(τ)N
1−2α0 , (T − τ)−1/2N1−2α0
)
→ 0, as 0 < α0 ≤ 1
2
;
v
1/2
NT max
(
γ1(τ)N
1−2α0 , (T − τ)−1/2N1/2−α0
)
→ 0, as 1
2
< α0 ≤ 1, (3.23)
then
v
1/2
NT
(N4(α̂τ−α0) − 1)κτ
2
→ N (0, σ2τ ). (3.24)
From Proposition 1, one can see that α̂ is a consistent estimator of α0. Moreover, by a
careful inspection on (3.20)–(3.21) in Theorem 1 one can see that Condition (3.23) can be
replaced by some weak conditions to ensure the consistency of α̂ under (N, T )→ (∞,∞).
The following theorem establishes an asymptotic distribution for the joint estimator (α˜, κ˜).
Theorem 2. Under the conditions of Theorem 1, there are E3 and E4 such that κ˜τv1/2NT (N2(α˜τ−α0) − 1)− E3
v
1/2
NT (κ˜τ − κτ )− E4
 d−→ N
 0
0
 ,
 4σ2τ −2σ2τ
−2σ2τ σ2τ
 , (3.25)
E3 = v
1/2
NT ·OP
(
(T − τ)−1/2N1/2−α0
logN
)
+v
1/2
NT ·
(
OP
(
γ1(τ)N
1−2α0
logN
)
+OP
(
(T − τ)−1/2N1−2α0
logN
))
(3.26)
and
E4 = v
1/2
NT ·OP
(
(T − τ)−1/2N1/2−α0
logN
)
+v
1/2
NT ·
(
OP
(
γ1(τ)N
1−2α0
logN
)
+OP
(
(T − τ)−1/2N1−2α0
logN
))
, (3.27)
where κτ is defined in (3.2) and σ
2
τ is defined in (3.13).
11
Proposition 2. Let the conditions of Theorem 2 hold.
(i) If, for either 1
2
< α0 ≤ 1 or when 0 < α0 ≤ 12 , as (N, T )→ (∞,∞),
max
(γ1(τ)N1−2α0
logN
,
(T − τ)−1/2N1−2α0
logN
)
→ 0, (3.28)
then κ˜τ is an asymptotically unbiased estimator of κτ .
(ii) Let as (N, T )→ (∞,∞),
max
(γ1(τ)N1−2α0
κτ logN
,
(T − τ)−1/2N1−2α0
κτ logN
)
→ 0, as 0 < α0 ≤ 1
2
;
max
(γ1(τ)N1−2α0
κτ logN
,
(T − τ)−1/2N1/2−α0)
κτ logN
)
→ 0, as 1
2
< α0 ≤ 1. (3.29)
Then α˜τ is an asymptotically unbiased estimator of α0.
(iii) If, moreover, as (N, T )→ (∞,∞),
v
1/2
NT max
(γ1(τ)N1−2α0
logN
,
(T − τ)−1/2N1−2α0
logN
)
→ 0, as 0 < α0 ≤ 1
2
;
v
1/2
NT max
(γ1(τ)N1−2α0
logN
,
(T − τ)−1/2N1/2−α0)
logN
)
→ 0, as 1
2
< α0 ≤ 1, (3.30)
then  κ˜τv1/2NT (N2(α˜τ−α0) − 1)
v
1/2
NT (κ˜τ − κτ )
 d−→ N
 0
0
 ,
 4σ2τ −2σ2τ
−2σ2τ σ2τ
 , (3.31)
where κτ and σ
2
τ are defined in (3.2) and (3.13), respectively.
Remark 2. In fact, when γ1(τ)
κτ
is bounded and 1
2
< α0 ≤ 1, α˜τ is an asymptotically unbiased
estimator of α0.
When the idiosyncratic components are independent, we can just use a finite lag τ (for
example τ = 1). In this case, an asymptotic distribution for the estimator α̂ is established in
the following theorem.
Theorem 3. Let Assumptions 2 and 3 hold. In addition, suppose that τ is fixed and the
following conditions (i)–(iii) hold:
(i) {ut : t = 1, . . . , T} are independent with the mean of ut being 0N×1 and its covariance
matrix being Σu, where 0N×1 is an N × 1 vector with zero components and the spectral norm
||Σu|| is bounded.
(ii)
v
1/2
NT (T − τ)−1/2N1−2α0
logN
→ 0, as 0 < α0 < 1
2
; (3.32)
v
1/2
NT (T − τ)−1/2N1/2−α0
logN
→ 0, as 1
2
< α0 ≤ 1.
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(iii) v
1/2
NTκτ →∞.
Then, as (N, T )→ (∞,∞), we have κ˜τv1/2NT (N2(α˜τ−α0) − 1)
v
1/2
NT (κ˜τ − κτ )
 d−→ N
 0
0
 ,
 4σ2τ −2σ2τ
−2σ2τ σ2τ
 , (3.33)
where κτ and σ
2
τ are defined in (3.2) and (3.13), respectively.
Theorems 2–3 and Proposition 2 establish some asymptotic properties for the joint estimator
(α˜, κ˜). Before we will give the proofs of Theorems 1–3 in Appendices B and C below, we have
some brief discussion about Condition (3.32), which is actually equivalent to the following three
cases:
(a) 0 < α0 ≤ 12 , [Nα0 ] < T − τ, N
1−3α0/2
(T−τ)1/2 logN = o(1);
(b) 1
2
< α0 ≤ 1, [Nα0 ] < T − τ ; N1/2−α0/2(T−τ)1/2 logN = o(1);
(c) 1
2
< α0 ≤ 1, [Nα0 ] ≥ T − τ, N1/2−α0logN = o(1).
Under these three cases, we can provide some choices for (N, T ) as follows:
(d) 0 < α0 <
1
2
, [Nα0 ] < T − τ ; T = τ + [N2−3α0 ];
(f) 1
2
< α0 ≤ 1, [Nα0 ] < T − τ, T = τ + [Nα0 ];
(g) 1
2
< α0 ≤ 1, [Nα0 ] ≥ T − τ, T = τ + [Nα0/ log(N)].
When τ → ∞, the term κ0 will tend to 0, because of Στ → 0. So, as τ is very large, the
value of ln(κ0) may be negative in practice. Hence Theorem 1 provides an alternative form
for the asymptotic distribution of N α̂−α0 instead of α̂ − α0, and the case of τ being fixed is
discussed in Theorem 3.
3.4 Estimation for σ2τ
In this section, we propose an estimator for the parameter σ2τ in the asymptotic variance of
established theorems above.
Let n = [N α˜τ ] and
σ̂i,T (τ) =
1
(T − τ)
T−τ∑
t=1
(
xit − 1
(T − τ)
T−τ∑
t=1
xit
)(
1
n
n∑
i=1
xi,t+τ − 1
n(T − τ)
T−τ∑
t=1
n∑
i=1
xi,t+τ
)
. (3.34)
The estimator for the first part of σ2τ in (3.13) is
σ̂2τ,(1) =
4vnT
n
σ̂2τ,n, (3.35)
where σ̂2τ,n =
1
n−1
∑n
i=1 (σ̂i,T (τ)− σ̂T (τ))2 with σ̂T (τ) = 1n
∑n
i=1 σ̂i,T (τ).
For the second term (3.14), the proposed estimator is
σ̂2τ,(2) =
vnT
T − τ σ̂
2
0,T , (3.36)
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where
σ̂20,T =
1
T − τ − 1
T−τ∑
t=1
(σ̂n,t(τ)− σ̂n(τ))2 +
∑`
j=1
2
T − τ − j
T−τ−j∑
t=1
(σ̂n,t(τ)− σ̂n(τ)) (σ̂n,t+j(τ)− σ̂n(τ)) ,
with
σ̂n,t(τ) =
(
1
n
n∑
i=1
xit − 1
n(T − τ)
T−τ∑
t=1
n∑
i=1
xit
)(
1
n
n∑
i=1
xi,t+τ − 1
n(T − τ)
T−τ∑
t=1
n∑
i=1
xi,t+τ
)
and σ̂n(τ) =
1
T−τ
∑T−τ
t=1 σ̂n,t(τ).
Then the estimator for σ2τ is
σ̂2τ = σ̂
2
τ,(1) + σ̂
2
τ,(2). (3.37)
Proposition 3. Under the conditions of Theorem 1 and Nα−1/2(T − τ)1/2 →∞ when α˜τ is a
consistent estimator of α0,
σ̂2τ,(1) =
4vnT
n
µ
′
vΣ
′
τΣvΣτµv(1 + op(1)) (3.38)
and
σ̂2τ,(2) =
vnT
T − τ (µ
′
v ⊗ µ
′
v)Ω(µv ⊗ µv)(1 + op(1)) + op(1). (3.39)
Then σ̂2τ is a consistent estimator of σ
2
τ .
The proof of Proposition 3 is provided in Appendix C. Next, we evaluate the finite–sample
performance of the proposed estimation methods and the resulting theory in Sections 4 and 5
below.
4 Simulation
In this section, we use three data generating processes (DGPs) to illustrate the finite sample
performance of the joint and marginal estimators in different scenarios.
Example 1 studies the case of i.i.d error component and AR(1) modelled common factors.
Example 2 extends the i.i.d error component in Example 1 to an AR(1) model. In Example 3,
we investigate an MA(q) model for the common factors and an AR(1) type error component.
Before our analysis of each example, we provide a method of choosing an optimal value of
τ in the following way.
τ˜ = max
τ
κ˜τ
Q
(1)
NT (α˜τ , κ˜τ , τ)
(4.1)
The idea of this proposed criterion is that we choose a value of τ to make larger κ˜τ and smaller
Q
(1)
NT (α˜τ , κ˜τ , τ). As κ˜τ contains temporal dependence in the common factors, it is reasonable to
consider its large value to take into account the information included in it. For Q
(1)
NT (α˜τ , κ˜τ ), it is
the objective function for the joint estimator and hence we expect its small value corresponding
to an optimal τ .
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4.1 Example 1: no serial dependence in errors
First, we consider the following two-factor model
xit = µ+ βi1f1t + βi2f2t + uit, i = 1, 2, . . . , N ; t = 1, 2, . . . , T. (4.2)
The factors are generated by
fjt = ρjfj,t−1 + ζjt, j = 1, 2; t = −49,−48, . . . , 0, 1, . . . , T, (4.3)
with fj,−50 = 0 for j = 1, 2 and ζjt
i.i.d∼ N (0, 1). The idiosyncratic components uit are i.i.d from
N (0, 1) and independent of {ζjt : t = 1, 2, . . . , T ; j = 1, 2}.
The factor loadings are generated as
βij = vij, for i = 1, 2, . . . ,M ; j = 1, 2;
βij = ρ
i−M , for i = M + 1,M + 2, . . . , N ; j = 1, 2, (4.4)
where vir
i.i.d∼ U(0.5, 1.5), M = [Nα0 ] and ρ = 0.8. Moreover, we set µ = 1 and ρj = 0.9 for
j = 1, 2.
Under this data generating process, the numerical values of α̂ and α˜ are reported in Table
1. The confidence interval for α0 is also calculated, i.e.α˜− log
(
1 + z0.025·4σ
2
τ
κ̂τv
1/2
NT
)
2 log(N)
, α˜ +
log
(
1 + z0.025·4σ
2
τ
κ̂τv
1/2
NT
)
2 log(N)
 (4.5)
which can be derived for the asymptotic distribution of α˜ in Theorem 3.
Table 1 near here
In this table, the number of cross-sections was N = 200 and the time-length was T = 200. As
τ = 0, the estimator α̂ is equivalent to the estimator provided in Bailey, Kapetanios and Pesaran
(2016). Moreover, we calculate the marginal and joint estimates when τ = 1, 2, 3, 4. From Ta-
ble 1, it can be seen that the estimator in Bailey, Kapetanios and Pesaran (2016) behaves well
in the case of α0 = 0.8 while becomes inconsistent as α0 = 0.5 and α0 = 0.2. When τ > 0,
our estimator performs well for all cases including α0 = 0.8, 0.5, 0.2. However, as τ increases,
the confidence interval will become larger. This phenomenon is consistent with our theoretical
result since the confidence interval in (4.5) depends on κ˜tau and this parameter decreases for
the AR(1) model as τ increases. Furthermore, compared with the marginal estimation, the
joint estimation is a bit worse than marginal estimator as expected due to more information is
known in marginal estimation.
From this example, we can see that the estimator with τ > 0 is consistent when α0 < 0.5
at the cost of larger variance. Moreover, the estimator α˜τ˜ , with the choice of τ˜ , is better than
others, although there is a bit deviation. Intuitively, since κτ will decrease as τ increases under
this example, and the error component has no temporal dependence, the optimal τ should be
1 intuitively.
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4.2 Example 2: AR(1) for factors and errors
In this part, we also consider the factor model (4.2). In this model, the common factors and
factor loadings follow (4.3) and (4.4) respectively. The idiosyncratic error component uit follows
an AR(1) model as follows:
uit = ηi · gt, gt = h · gt−1 + t, i = 1, 2, . . . , N ; t = −49,−48, . . . , 0, 1, . . . , T, (4.6)
where g−50 = 0 and ηi ∼ N (0, 1). Moreover, uit are independent of ζjt in (4.3). Here h = 0.2
and h = 1√
N
which are smaller than the strength of time serial dependence in the common
factors with ρ = 0.9.
The results when h = 0.2 or h = 1√
N
are listed in Tables 2 and 3, respectively.
Table 2 and Table 3 near here
These two tables are derived as N = 400, T = 200. In Table 2, the values of τ are comparably
large in order to ensure that the common factors and the idiosyncratic error components have
different strengths of time-serial dependence. In fact, the autocorrelation of the common factors
and the error component with time–lag τ are of the orders ρτj and h
τ , respectively. When h
is constant, the error component has a weak strength order only as τ tends to infinity. When
h = 1√
N
, hτ tends to zero for any value of τ . This is why τ in Table 3 takes relatively small
values.
This example is more complicated than Example 1 due to time–serial dependence in the error
component. Similar to Example 1, the marginal or the joint estimator with τ = 0 performs
inconsistently when α0 = 0.5 and α0 = 0.2, while the marginal or the joint estimator with
τ > 0 is consistent for all cases. Compared with Example 1, all the results have relatively
larger variances due to the complex structures.
Furthermore, the choice for τ˜ in Table 2 is around 5 while that in Table 3 is close to 1.
These choices are reasonable due to strong time-serial dependence in the error component for
the date generating process in Table 2.
4.3 Example 3: MA(2) for factors and errors
Now we consider the factor model (4.2). In this model, factor loadings follow (4.4), respectively.
The common factors fjt and the idiosyncratic error component uit follow MA(2) models as
follows:
fjt = Zjt + θ1Zj,t−1 + θ2Zj,t−2, j = 1, 2; t = 1, 2, . . . , T, (4.7)
and
uit = ηi · gt, gt = Kt + h1 ·Kt−1 + h2 ·Kt−2, i = 1, 2, . . . , N ; t = 1, 2, . . . , T, (4.8)
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where Zj,s ∼ N (0, 1), Ks ∼ N (0, 1) with s = −1, 0, 1, 2, . . . , T and ηi ∼ N (0, 1). Moreover, uit
are independent of ζjt in (4.3). Here θ1 = 0.8, θ2 = 0.6, h1 =
1
log(N)
and h2 =
1√
N
.
Table 4 presents the results for the case of N = 400 and T = 200.
Table 4 near here
As well known, MA(2) model has zero autocorrelation when τ > 2. Hence Table 4 reports
the results with τ = 0, 1, 2. We impose a “weaker” MA model for error components in the
sense of the coefficients tend to zero. This is to guarantee weaker strength of the time-serial
dependence in the error component than that for the common factors.
Except similar observations to the first two examples, the proposed estimator behaves a bit
better under MA structure than AR structure in examples 1 and 2. The main reason relies on
that MA structure has larger time-serial dependence than that for the AR structure.
Similarly, the value of τ˜ is also around 1. This is because the temporal dependence in the
error component is quite weak.
5 Empirical applications
In this section, we show how to obtain an estimate for the exponent of cross–sectional depen-
dence, α0, for each of the following panel data sets: quarterly cross-country data used in global
modelling and daily stock returns on the constitutes of Standard and Poor 500 index.
5.1 Cross-country dependence of macro-variables
We provide an estimate for α0 for each of the datasets: Real GDP growth (RGDP), Consumer
price index (CPI), Nominal equity price index (NOMEQ), Exchange rate of country i at time t
expressed in US dollars (FXdol), Nominal price of oil in US dollars (POILdolL), and Nominal
short-term and long-term interest rate per annum (Rshort and Rlong) computed over 33 coun-
tries.1 The observed cross-country time series, yit, over the full sample period, are standardized
as xit = (yit−y¯i)/si, where y¯i is the sample mean and si is the corresponding standard deviation
for each of the time series. Table 5 reports the corresponding results.
For the standardized data xit, we regress it on the cross-section mean x¯t =
1
N
∑N
i=1 xit, i.e.,
xit = δix¯t + uit for i = 1, 2, . . . , N , where δi, i = 1, 2, . . . , N , are the regression coefficients.
With the availability of the OLS estimate δ̂i for δi, we have the estimated versions, ûit, of the
form: ûit = xit − δˆix¯t.
Since our proposed estimation methods rely on the different extent of serial dependence of
the factors and idiosyncratic components, we provide some autocorrelation graphs of {x¯t =
1
N
∑N
i=1 xit : t = 1, 2, . . . , T} and {u¯t = 1N
∑N
i=1 uit : t = 1, 2, . . . , T} for each group of the real
dataset under investigation (see Figures 1–4). From these graphs, it is easy to see that CPI,
1The datasets are downloaded from http://www-cfap.jbs.cam.ac.uk/research/gvartoolbox/download.html.
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NOMEQ, FXdol and POILdolL have distinctive serial dependences in the factor part x¯t and
idiosyncratic part u¯t. All the observed real data xit are serially dependent.
Figures 1-4 near here
Due to the existence of serial dependence in the idiosyncratic component, we use the pro-
posed second moment criterion. The marginal estimator α̂ and the joint estimator α˜ for these
real data are provided in Table 5. We use τ = 10 for two estimators. We can see from Table 5
that the values of α̂ and α˜ are different from the those provided by Bailey, Kapetanios and Pesaran
(2016). Some estimated values are not 1. This phenomenon implies that a factor structure
might be a good approximation for modelling global dependency, and the value of α0 = 1
typically assumed in the empirical factor literature might be exaggerating the importance of
the common factors for modelling cross-sectional dependence at the expense of other forms
of dependency that originate from trade or financial inter-linkage that are more local or re-
gional rather than global in nature. Furthermore, it is noted that our model is different from
that given by Bailey, Kapetanios and Pesaran (2016) and the difference mainly lies on that our
model only imposes serial dependence on factor processes and assumes that the idiosyncratic
errors are independent. Different models may bring in different exponents.
Table 5 near here
5.2 Cross–sectional exponent of stock-returns
One of the important considerations in the analysis of financial markets is the extent to which
asset returns are interconnected. The classical model is the capital asset pricing model of Sharp
(1964) and the arbitrage pricing theory of Ross (1976). Both theories have factor representations
with at least one strong common factor and an idiosyncratic component that could be weakly
cross-sectionally correlated (see Chamberlain (1983)). The strength of the factors in these
asset pricing models is measured by the exponent of the cross-sectional dependence, α0. When
α0 = 1, as it is typically assumed in the literature, all individual stock returns are significantly
affected by the factors, but there is no reason to believe that this will be the case for all assets
and at all times. The disconnection between some asset returns and the market factors could
occur particularly at times of stock market booms and busts where some asset returns could
be driven by some non-fundamentals. Therefore, it would be of interest to investigate possible
time variations in the exponent α0 for stock returns.
We base our empirical analysis on daily returns of 96 stocks in the Standard & Poor 500
(S&P500) market during the period of January, 2011-December, 2012. The observations rit
are standardized as xit = (rit − r¯i)/si, where r¯i is the sample mean of the returns over all
the sample and si is the corresponding standard deviation. For the standardized data xit, we
regress it on the cross-section mean x¯t =
1
N
∑N
i=1 xit, i.e., xit = δix¯t + uit for i = 1, 2, . . . , N ,
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where δi, i = 1, 2, . . . , N , are the regression coefficients. Based on the OLS estimates: δ̂i for δi,
we define ûit = xit− δˆix¯t. The autocorrelation functions (ACFs) of the cross-sectional averages
x¯t =
1
N
∑N
i=1 xit and u¯t =
1
N
∑N
i=1 uit are presented in Figure 5.
Figure 5 near here
From Figure 5, we can see that the serial dependency of the common factor component is
stronger than that of the idiosyncratic component. We use the estimates α̂ and α˜ to characterize
the serial dependences of the common factors and the idiosyncratic component. The estimates
α̂ and α˜ are calculated with the choice of τ = 10. Table 6 reports the estimates with several dif-
ferent sample sizes. As comparison, the estimates from Bailey, Kapetanios and Pesaran (2016)
are also reported. From the table, we can see that their estimation method does not work when
α is smaller than 1/2. The results also show that the cross-sectional exponent of stock returns
in S&P500 are smaller than 1. This indicates the support of using different levels of loadings
for the common factor model as assumed in Assumption 2, rather than using the same level of
loadings in such scenarios.
Table 6 near here
Furthermore, Figure 6 provides the marginal estimate α̂ and the joint estimate α˜ for the first
130 days of all the period. It shows that the estimated values for α0 with the two methods are
quite similar. On the other hand, since a 130-day period is short, meanwhile, it is reasonable
that the estimates didn’t change very much.
Figure 6 near here
6 Conclusions and discussion
In this paper, we have examined the issue of how to estimate the extent of cross–sectional
dependence for large dimensional panel data. The extent of cross–sectional dependence is pa-
rameterized as α0, by assuming that only [N
α0 ] sections are relatively strongly dependent.
Compared with the estimation method proposed by Bailey, Kapetanios and Pesaran (2016),
we have developed a unified ‘moment’ method to estimate α0. Especially, when stronger serial
dependence exists in the factor process than that for the idiosyncratic errors (dynamic prin-
cipal component analysis), we have recommended the use of the covariance function between
the cross-sectional average values of the observed data at different lags to estimate α0. One
advantage of this new approach is that it can deal with the case of 0 ≤ α0 ≤ 1/2.
Due to some unknown parameters involved in the panel data model, in addition to the
proposed marginal estimation method, we have also constructed a joint estimation method for
α0 and the related unknown parameters. The asymptotic properties of the estimators have
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all been established. The simulation results and an empirical application to two datasets have
shown that the proposed estimation methods work well numerically.
Future research includes discussion about how to estimate factors and factor loadings in
factor models, and determine the number of factors for the case of 0 < α0 < 1. Existing
methods available for factor models, such as Bai and Ng (2002), Ahn and Horenstein (2013),
Alessi, Barigozzi and Capasso (2010), Onatski (2010), for the case of α0 = 1, may not be
directly applicable, and should be extended to deal with the case of 0 < α0 < 1. Such issues
are all left for future work.
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Figure 1: ACF of RGDP and CPI
Figure 2: ACF of NOMEQ and FXdol
This material includes two appendices, i.e. Appendices A and B. Appendix A provides the proofs
of Theorems 1 and 2 in the main paper. Some lemmas used in the proofs of Theorems 1 and 2 are
given in Appendix B. The proof of Theorem 3 in the main paper is omitted since it is similar to that
of Theorem 2.
Throughout this material, we use C to denote a constant which may be different from line to line
and || · || to denote the spectral norm or the Euclidean norm of a vector. In addition, the notation
an  bn means that an = OP (bn) and bn = OP (an).
8 Appendix A: Proofs of the main results
This section provides the whole derivation of (3.9) and the proofs of Theorems 1 and 2. The proofs
will use Lemmas 1 and 2, which are given Appendix B below. For easy of presentation, we first prove
Theorem 1 for the marginal estimator.
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Figure 3: ACF of Rshort and Rlong
Figure 4: ACF of POILdolL
8.1 Full derivation of (3.9)
Consider the condition that
∂Q
(1)
NT (α, κ, τ)
∂κ
= 0,
which is equivalent to
∑[Nα]
n=1 n
3
(
σˆn(τ)− κ
)
+ [N2α]
∑N
n=[Nα]+1 n
(
σˆn(τ)− [N
2α]
n2
κ
)
= 0.
This derives
κ = κ(α) :=
∑[Nα]
n=1 n
3σˆn(τ) +
∑N
n=[Nα]+1 n[N
2α]σˆn(τ)∑[Nα]
n=1 n
3 +
∑N
n=[Nα]+1
[N4α]
n
. (A.1)
Then we can obtain
κ =
qˆ
(1)
1 (α, τ) + [N
2α]qˆ
(1)
2 (α, τ)
N (1)(α)
. (A.2)
We now introduce an additional expression:
Q(1)(τ) =
N∑
n=1
n3σˆ2n(τ).
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Figure 5: ACF of averages of 96 stock returns
Figure 6: 130-day joint and marginal estimators for 96 stocks of S&P 500
Then
Q
(1)
NT (α, κ, τ) = Q
(1)(τ) + κ2
[Nα]∑
n=1
n3 + κ2[N4α]
N∑
n=[Nα]+1
n−1 − 2κqˆ(1)1 (α, τ)− 2κ[N2α]qˆ(1)2 (α, τ)
= Q(1)(τ) + κ2N (1)(α)− 2κ(qˆ(1)1 (α, τ) + [N2α]qˆ(1)2 (α, τ))
= Q(1)(τ)−
(
qˆ
(1)
1 (α, τ) + [N
2α]qˆ
(1)
2 (α, τ)
)2
N (1)(α)
. (A.3)
Since Q(1)(τ) does not depend on α, minimizing Q
(1)
NT (α, κ) is equivalent to maximizing the term:
Qˆ
(1)
NT (α, τ) =
(qˆ
(1)
1 (α, τ) + [N
2α]qˆ
(1)
2 (α, τ))
2
N (1)(α)
.
8.2 Proof of Theorem 1
Proof. Based on model (2.2) in the main paper, we have
x¯t =
1
N
N∑
i=1
xit = µ+ β¯
′
NFt + u¯t,
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Table 1: : Example 1
τ 0 1 2 3 4
α0 = 0.8 τ˜ = 1
α̂ 0.7912 0.7899 0.8101 0.8112 0.8127
α˜ 0.7901 0.7892 0.8123 0.8120 0.8134
90% CI Upper 0.7933 0.7929 0.8407 0.8420 0.8467
90% CI Lower 0.7869 0.7855 0.7839 0.7820 0.7801
α0 = 0.5 τ˜ = 1
α̂ 0.5972 0.4901 0.5112 0.5127 0.5130
α˜ 0.6011 0.4900 0.5119 0.5131 0.5135
95% CI Upper 0.6153 0.4945 0.5399 0.5441 0.5469
95% CI Lower 0.5869 0.4855 0.4839 0.4821 0.4801
α0 = 0.2 τ˜ = 2
α̂ 0.3140 0.2004 0.2042 0. 2086 0.2101
α˜ 0.3213 0.2010 0.2055 0.2091 0.2114
90% CI Upper 0.3457 0.2166 0.2272 0.2361 0.2427
90% CI Lower 0.2969 0.1854 0.1838 0.1821 0.1801
where β¯
′
N = 1/N
∑N
i=1 βi, µ = 1/N
∑N
i=1 µi and u¯t =
1
N
∑N
i=1 uit. Then we have
x¯(1) =
1
T − τ
T−τ∑
t=1
x¯t = µ+ β¯
′
N F¯T + u¯
(1), x¯(2) =
1
T − τ
T−τ∑
t=1
x¯t+τ = µ+ β¯
′
N F¯T+τ + u¯
(2),
where F¯T =
1
T−τ
∑T−τ
t=1 Ft, F¯T+τ =
1
T−τ
∑T−τ
t=1 Ft+τ , u¯
(1) = 1T−τ
∑T−τ
t=1 u¯t and u¯
(2) = 1T−τ
∑T−τ
t=1 u¯t+τ .
Then the auto-covariance estimator σ̂N (τ) can be written as
σ̂N (τ) =
1
T − τ
T−τ∑
t=1
((
β¯
′
N (Ft − F¯T ) + u¯t − u¯(1)
)(
β¯
′
N (Ft+τ − F¯T+τ ) + u¯t+τ − u¯(2)
))
=
1
T − τ
T−τ∑
t=1
(
β¯
′
N (Ft − F¯T )(Ft+τ − F¯T+τ )
′
β¯N
)
+ CN , (A.4)
where CN = cN1 + cN2 + cN3 with
cN1 =
1
T − τ
T−τ∑
t=1
(
(u¯t − u¯(1))(u¯t+τ − u¯(2))
)
,
cN2 =
1
T − τ
T−τ∑
t=1
(
β¯
′
N (Ft − F¯T )(u¯t+τ − u¯(2))
)
,
cN3 =
1
T − τ
T−τ∑
t=1
(
β¯
′
N (Ft+τ − F¯T+τ )(u¯t − u¯(1))
)
.
Denote
Sτ =
1
T − τ
T−τ∑
t=1
(Ft − F¯T )(Ft+τ − F¯T+τ )′ .
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Table 2: : Example 2 with h = 0.2
τ 0 5 10 15 20
α0 = 0.8 τ˜ = 4
α̂ 0.8101 0.8091 0.8199 0.8231 0.8304
α˜ 0.8144 0.8098 0.8205 0.8279 0.8311
90% CI Upper 0.8505 0.8334 0.8645 0.8798 0.9295
90% CI Lower 0.7783 0.7862 0.7765 0.77603 0.7327
α0 = 0.5 τ˜ = 7
α̂ 0.6018 0.5078 0.5183 0.5217 0.5368
α˜ 0.6087 0.5101 0.5214 0.5268 0.5401
90% CI Upper 0.6383 0.5340 0.5663 0.5933 0.6475
90% CI Lower 0.5791 0.4862 0.4765 0.4603 0.4327
α0 = 0.2 τ˜ = 3
α̂ 0.3127 0.2009 0.2147 0. 2201 0.2366
α˜ 0.3203 0.2048 0.2179 0.2293 0.2517
90% CI Upper 0.3510 0.2234 0.2593 0.2983 0.3707
90% CI Lower 0.2896 0.1862 0.1765 0.1603 0.1327
From (3.10) in the main paper, we can obtain
β¯
′
NSτ β¯N = [N
2α0−2]v¯
′
NSτ v¯N +RN , (A.5)
where
RN = [N
α0−2]v¯
′
NSτKρ + [N
α0−2]K
′
ρSτ v¯N +N
−2K
′
ρSτKρ. (A.6)
Therefore, from (A.4) and (A.5), we have
ln(σ̂N (τ))
2 = ln(β¯
′
NSτ β¯N )
2 + ln(1 +
CN
β¯
′
NSτ β¯N
)2
= 4(α0 − 1) ln(N) + ln(v¯′NSτ v¯N )2
+ ln
(
1 +
RN
[N2α0−2]v¯′NSτ v¯N
)2
+ ln
(
1 +
CN
β¯
′
NSτ β¯N
)2
. (A.7)
It follows from (3.7) in the main paper and (A.7) that
4(α̂τ − α0) ln(N) + ln(κ2τ )− ln(v¯
′
NSτ v¯N )
2
= ln
(
1 +
RN
[N2α0−2]v¯′NSτ v¯N
)2
+ ln
(
1 +
CN
β¯
′
NSτ β¯N
)2
. (A.8)
From Lemma 1 in Appendix C, which provides the central limit theorem for v¯
′
NSτ v¯N , and condition
(3.24) in the main paper, we conclude that, as N,T →∞,
v¯
′
NSτ v¯N − κτ
κτ
i.p.−→ 0. (A.9)
Evidently, ‖Kρ‖ ≤ C. Moreover, by Assumption 2,
E(||v¯N ||2) = E
(
s∑
`=0
m∑
k=1
v¯2N`k
)
= E
 s∑
`=0
m∑
k=1
1
[Nα0 ]
[Nα0 ]∑
i,j=1
vi`kvj`k
 ≤ C (A.10)
26
Table 3: : Example 2 with h = 1√
N
τ 0 1 2 3 4
α0 = 0.8 τ˜ = 2
α̂ 0.8002 0.8011 0.8148 0.8160 0.8169
α˜ 0.8098 0.8018 0.8191 0.8199 0.8205
90% CI Upper 0.8326 0.8237 0.8669 0.8749 0.8807
90% CI Lower 0.7870 0.7799 0.7713 0.7649 0.7603
α0 = 0.5 τ˜ = 1
α̂ 0.6102 0.5099 0.5184 0.5210 0.5221
α˜ 0.6183 0.5110 0.5192 0.5222 0.5238
90% CI Upper 0.6665 0.5447 0.5681 0.5752 0.5809
90% CI Lower 0.5701 0.4773 0.4703 0.4692 0.4667
α0 = 0.2 τ˜ = 1
α̂ 0.3201 0.2048 0.2102 0. 2112 0.2199
α˜ 0.3211 0.2100 0.2108 0.2141 0.2205
90% CI Upper 0.3531 0.2399 0.2447 0.2554 0.2773
90% CI Lower 0.2891 0.1801 0.1769 0.1728 0.1637
and by Assumption 3, we have
E||Sτ || ≤ 1
T − τ
T−τ∑
t=1
E||FtF′t+τ || =
1
T − τ
T−τ∑
t=1
E(
s∑
j=0
f
′
t+τ−jft−j) ≤ C.
So ||v¯N || = OP (1) and ||Sτ || = OP (1). These derivations, together with (A.6), ensure
RN = OP ([N
α0−2]). (A.11)
We conclude from (A.11) and (A.9) that
RN
[N2α0−2]v¯′NSτ v¯N
= OP
( 1
[Nα0 ]κ0
). (A.12)
Therefore
ln
(
1 +
RN
[N2α0−2]v¯′NSτ v¯N
)2
= rNT + oP (rNT ) = OP
( 1
[Nα0 ]κ0
)
, (A.13)
where rNT =
2RN
[N2α0−2]v¯′NSτ v¯N
+
(
RN
[N2α0−2]v¯′NSτ v¯N
)2
, and we have used the simple fact that
lim
x→0
ln(1 + x)− x
x
= 0. (A.14)
It follows that√
min
(
[Nα0 ], T − τ) ln(1 + RN
[N2α0−2]v¯′NSτ v¯N
)2
= OP
( 1
[Nα0/2]κ0
)
= oP (1). (A.15)
Meanwhile, based on the decomposition of CN =
∑3
i=1 cNi, we evaluate the orders of the following
terms: cNi
β¯
′
NSτ β¯N
for i = 1, 2, 3.
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Table 4: : Example 3
τ 0 1 2
α0 = 0.8 τ˜ = 2
α̂ 0.8006 0.8022 0.8104
α˜ 0.8010 0.8038 0. 8118
90% CI Upper 0.8102 0.8204 0.8509
90% CI Lower 0.7918 0.7872 0.7727
α0 = 0.5 τ˜ = 2
α̂ 0.5999 0.5034 0.5127
α˜ 0.6103 0.5089 0.5189
90% CI Upper 0.6288 0.5306 0.5651
90% CI Lower 0.5918 0.4872 0.4727
α0 = 0.2 τ˜ = 1
α̂ 0.3048 0.2089 0.2103
α˜ 0.3104 0.2103 0.2193
90% CI Upper 0.3290 0.2334 0.2659
90% CI Lower 0.2918 0.1872 0.1727
For cN1, we need to evaluate the orders of u¯
(i), i = 1, 2 and 1T−τ
∑T−τ
t=1 u¯tu¯t+τ . The order of
1
T−τ
∑T−τ
t=1 u¯tu¯t+τ will be provided in Lemma 2 in Appendix C.
By Assumption 1, we have
E
( N∑
i1,i2=1
T−τ∑
t1,t2=1
ui1t1ui2t2
)
= E
N∑
i1,i2=1
T−τ∑
t1,t2=1
( +∞∑
j1=0
φi1j1
+∞∑
s1=−∞
ξj1s1νj1,t1−s1
)( +∞∑
j2=0
φi2j2
+∞∑
s2=−∞
ξj2s2νj2,t2−s2
)
= E
N∑
i1,i2=1
T−τ∑
t1,t2=1
+∞∑
j1=0
φi1j1
+∞∑
s1=−∞
ξj1s1ν
2
j1,t1−s1φi2j1ξj1,t1−s1−t2
=
N∑
i1,i2=1
T−τ∑
t1,t2=1
+∞∑
j1=0
+∞∑
s1=−∞
φi1j1φi2j1ξj1s1ξj1,t1−s1−t2
≤
T−τ∑
t1=1
N∑
i1=1
+∞∑
j1=0
|φi1j1 |
N∑
i2=1
|φi2j1 |
+∞∑
s1=−∞
|ξj1s1 |
T∑
t2=1
|ξj1,t1−s1−t2 | = O
(
N(T − τ)). (A.16)
From (A.16) and the fact that E(u¯(1)) = 0, we have
V ar(u¯(1)) =
1
N2(T − τ)2E
( N∑
i1,i2=1
T−τ∑
t1,t2=1
ui1t1ui2t2
)
= O
( 1
N(T − τ)
)
(A.17)
and then it follows that
u¯(1) = OP (
1√
N(T − τ)). (A.18)
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Table 5: Exponent of cross-country dependence of macro-variables
N T α̂ α˜ BKP16
Real GDP growth(RGDP) 33 122 0.925 0.916 0.937
Upper Bound 1.028 1.038
Lower Bound 0.804 0.836
Consumer Price Index(CPI) 33 122 0.947 0.933 0.949
Upper Bound 1.054 1.073
Lower Bound 0.812 0.825
Nominal equity price index(NOMEQ) 33 122 0.952 0.921 0.959
Upper Bound 1.041 1.079
Lower Bound 0.801 0.839
Short-term interest rates(Rshort) 33 122 0.943 0.938 0.961
Upper Bound
Lower Bound 1.010 1.032
Long-term interest rates(Rlong) 33 122 0.984 0.971 0.982
Upper Bound 1.061 1.070
Lower Bound 0.881 0.894
* BKP16 is the estimator in Bailey, Kapetanios and Pesaran (2016).
Similarly, we have u¯(2) = OP
(
1√
N(T−τ)
)
. Combining (A.18) and Lemma 2 in Appendix D, we
get
cN1 = OP
(
max
(
γ1(τ)
N
,
1
N
√
T − τ
))
. (A.19)
This, together with (A.9), (A.5) and (A.11), implies that
cN1
β¯
′
NSτ β¯N
= OP
(
max
(
γ1(τ)N
1−2α0
κτ
,
(T − τ)−1/2N1−2α0
κτ
))
. (A.20)
We then prove
cN2
β¯
′
NSτ β¯N
= OP
((T − τ)−1/2N1/2−α0
κτ
)
. (A.21)
By Assumption 3, we have E[cN2] = 0 and then its variance
V ar
[ 1
T − τ
T−τ∑
t=1
(
β¯
′
N (Ft − F¯T )(u¯t+τ − u¯(2))
)]
=
1
(T − τ)2
T−τ∑
t1,t2=1
E
(
β¯
′
N (Ft1 − F¯T )β¯
′
N (Ft2 − F¯T )
)
E
(
(u¯t1+τ − u¯(2))(u¯t2+τ − u¯(2))
)
= O
( [N2α0−2]
N(T − τ)
)
,
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Table 6: Exponent of cross-sectional exponent of stock returns
(N,T) (20,60) (50,80) (70,100) (90,110) (96,125) (96,100) (96,80) (96,60)
α̂ 0.469 0.799 0.809 0.813 0.822 0.843 0.812 0.833
α˜ 0.502 0.708 0.901 0.869 0.842 0.863 0.823 0.846
Upper Bound 0.609 0.814 0.968 0.923 0.902 0.934 0.942 0.895
Lower Bound 0.395 0.602 0.834 0.815 0.782 0.792 0.704 0.797
BKP16 1.002 0.639 0.793 0.842 0.882 0.901 0.898 0.859
Upper Bound 1.113 0.696 0.772 0.903 0.970 1.014 1.049 0.998
Lower Bound 0.891 0.582 0.814 0.781 0.794 0.788 0.747 0.720
*BKP16 is the estimator in Bailey, Kapetanios and Pesaran (2016).
where the last equality uses (A.16) and the fact that via (3.10) in the main paper and (A.10):
E
(
β¯
′
N (Ft − F¯T )
)2 ≤ [[N2α0−2]E(||v¯N ||2)+ n−2‖Kρ‖]E(||Ft − F¯T ||2) = O([N2α0−2]).
Hence
1
T − τ
T−τ∑
t=1
(
β¯
′
N (Ft − F¯T )(u¯t+τ − u¯)
)
= OP
( [Nα0−1]
(T − τ)1/2N1/2
)
. (A.22)
In view of this, (A.9), (A.5) and (A.11), we can obtain (A.21). Similarly, one may obtain
cN3
β¯
′
NSτ β¯N
= OP
((T − τ)−1/2N1/2−α0
κτ
)
. (A.23)
By (A.8), we have
κ2τN
4(α̂τ−α0) = (v¯
′
NSτ v¯N )
2
(
1 +
RN
[N2α0−2]v¯′NSτ v¯N
)2(
1 +
CN
β¯
′
NSτ β¯N
)2
. (A.24)
From (A.9), (A.13) and (A.21)-(A.24), it follows that
κτN
4(α̂τ−α0) − κτ
2(1 + op(1))
=
κ2τN
4(α̂τ−α0) − κ2τ
v¯
′
NSτ v¯N + κτ
=
(
v¯
′
NSτ v¯N − κτ
)(
1 +
RN
[N2α0−2]v¯′NSτ v¯N
)2(
1 +
CN
β¯
′
NSτ β¯N
)2
+
κ2τ
v¯
′
NSτ v¯N + κτ
[(
1 +
RN
[N2α0−2]v¯′NSτ v¯N
)2(
1 +
CN
β¯
′
NSτ β¯N
)2 − 1]
=
(
v¯
′
NSτ v¯N − κτ
)(
1 +OP (
1
[Nα0 ]κτ
) +OP (
(T − τ)−1/2N1/2−α0
κτ
)
+OP (
γ1(τ)N
1−2α0
κτ
) +OP (
(T − τ)−1/2N1−2α0
κτ
)
)
+κτ
(
OP (
1
[Nα0 ]κτ
) +OP (
(T − τ)−1/2N1/2−α0
κτ
)
+OP (
γ1(τ)N
1−2α0
κτ
) +OP (
(T − τ)−1/2N1−2α0
κτ
)
)
. (A.25)
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With Lemma 1 in Appendix C, we obtain (3.19)-(3.21).
8.3 Proof of Theorem 2
Proof. Recall that
α˜τ = arg max
α
Q̂
(1)
NT (α, τ), where Q̂
(1)
NT (α, τ) =
(
q̂
(1)
1 (α, τ) + [N
2α]q̂
(1)
2 (α, τ)
)2
N (1)(α)
,
and
q̂
(1)
1 (α, τ) =
[Nα]∑
n=1
n3σ̂n(τ), q̂
(1)
2 (α, τ) =
N∑
n=[N2α]+1
nσ̂n(τ), N
(1)(α) =
[Nα]∑
n=1
n3 +
N∑
n=[Nα]+1
[N4α]
n
with
σ̂n(τ) =
1
T − τ
T−τ∑
t=1
(x¯nt − x¯(1)n )(x¯n,t+τ − x¯(2)n ). (A.26)
Define
σn =
{ κτ , n ≤ [Nα0 ]
κτ
[N2α0 ]
n2
, n > [Nα0 ],
(A.27)
and
σˇn =
{ v¯′nSτ v¯n, n ≤ [Nα0 ]
[N2α0 ]
n2
v¯
′
NSτ v¯N
[N2α0 ]
n2
, n > [Nα0 ],
(A.28)
It is easy to see that the true value α0 satisfies α0 = arg maxαQ
(1)
N (α, τ), where Q
(1)
N (α, τ) =(
q
(1)
1 (α,τ)+[N
α]q
(1)
2 (α,τ)
)2
N(1)(α)
, and q
(1)
1 (α, τ) and q
(1)
2 (α, τ) are respectively obtained from q̂
(1)
1 (α, τ) and
q̂
(1)
2 (α, τ) with σ̂n(τ) replaced by σn.
Similarly, there exists αˇτ satisfies αˇτ = arg maxα Qˇ
(1)
N (α, τ), where Qˇ
(1)
N (α, τ) =
(
qˇ
(1)
1 (α,τ)+[N
α]qˇ
(1)
2 (α,τ)
)2
N(1)(α)
,
and qˇ
(1)
1 (α, τ) and qˇ
(1)
2 (α, τ) are respectively obtained from q̂
(1)
1 (α, τ) and q̂
(1)
2 (α, τ) with σ̂n(τ) replaced
by σˇn.
We first prove the CLT for (αˇτ , κˇτ ) where κˇτ =
qˇ
(1)
1 (αˇτ ,τ)+[N
2αˇτ ]q˘
(1)
2 (αˇτ ,τ)
N(1)(αˇτ )
. And then we consider the
difference between (αˇτ , κˇτ ) and (α˜τ , κ˜τ ).
It follows that∣∣∣Qˇ(1)NT (α, τ)− Qˇ(1)NT (α0, τ)∣∣∣
=
∣∣∣Qˇ(1)NT (α, τ)−Q(1)NT (α, τ)− [Qˇ(1)NT (α0, τ)−Q(1)NT (α0, τ)] +Q(1)NT (α, τ)−Q(1)NT (α0, τ)∣∣∣
≤ 2 max
α
∣∣Qˇ(1)NT (α, τ)−Q(1)NT (α, τ)∣∣+ ∣∣∣Q(1)NT (α, τ)−Q(1)NT (α0, τ)∣∣∣ . (A.29)
We next evaluate the two terms on the right hand of (A.29). Consider the first term on the right
hand of (A.29). Rewrite it as
N (1)(α)
(
Qˇ
(1)
NT (α, τ)−Q(1)N (α, τ)
)
=
(
qˇ
(1)
1 (α, τ)− q(1)1 (α, τ) + [N2α]
(
qˇ
(1)
2 (α, τ)− q(1)2 (α, τ)
))
·
(
qˇ
(1)
1 (α, τ) + q
(1)
1 (α, τ) + [N
2α]
(
qˇ
(1)
2 (α, τ) + q
(1)
2 (α, τ)
))
.
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A direct calculation which is similar to (A.19)-(A.24), together with Lemma 1 in Appendix C,
yields
σˇn(τ)− σn =
{ v¯′nSτ v¯n − κτ = OP (v−1/2nT ), n ≤ [Nα0 ];
[N2α0 ]
n2
(v¯
′
NSτ v¯N − κτ ) = OP
( [N2α0 ]
n2
v
−1/2
NT
)
, n > [Nα0 ],
(A.30)
where vnT = min(n, T − τ) for n ≤ [Nα0 ], vNT = min([Nα0 ], T − τ)
It follows that
qˇ
(1)
1 (α, τ)− q(1)1 (α, τ) =
[Nα]∑
n=1
n3
(
σˇn(τ)− σn
)
=
{ OP (∑[Nα]n=1 n3v−1/2nT ), α ≤ α0;
OP
(∑[Nα0 ]
n=1 n
3v
−1/2
nT +
∑[Nα]
n=[Nα0 ]+1 n
3 [N
2α0 ]
n2
v
−1/2
NT
)
, α > α0,
=
{ OP ([N4α](v(1)NT )−1/2), α ≤ α0;
OP
(
[N4α0 ]v
−1/2
NT + [N
2α0 ] · |[N2α]− [N2α0 ]|v−1/2NT
)
, α > α0,
where v
(1)
NT = min([N
α], T − τ). Similarly, we have
[N2α]
(
qˇ
(1)
2 (α, τ)− q(1)2 (α, τ)
)
= [N2α]
N∑
n=[Nα]+1
n
(
σˇn(τ)− σn
)
=
{ OP([N2α0+2α]v−1/2NT − [N4α](v(1)NT )−1/2 + [N2α+2α0 ](logN1−α0)v−1/2NT ), α ≤ α0;
OP
(
[N2α0+2α](logN1−α)v−1/2NT
)
, α > α0.
It also follows from (A.30) that
qˇ
(1)
1 (α, τ) + q
(1)
1 (α, τ) =
[Nα]∑
n=1
n3
(
σˇn(τ) + σn
)
=
{ OP(∑[Nα]n=1 n3(κτ + v−1/2nT )), α ≤ α0;
OP
(∑[Nα0 ]
n=1 n
3
(
v
−1/2
NT + κτ
)
+
∑[Nα]
n=[Nα0 ]+1 n
3 [N
2α0 ]
n2
v
−1/2
NT
)
, α > α0,
=
{ OP([N4α]κτ + [N4α](v(1)NT )−1/2), α ≤ α0;
OP
(
[N4α0 ](κτ + v
−1/2
NT ) + ([N
2α+2α0 ]− [N4α0 ])v−1/2NT
)
, α > α0
and that
[N2α]
(
qˇ
(1)
2 (α, τ) + q
(1)
2 (α, τ)
)
= [N2α]
N∑
n=[Nα]+1
n
(
σˇn(τ) + σn
)
=
{ OP(− [N4α]((v(1)NT )−1/2 + κτ)+ [N2α+2α0 ](1 + logN1−α0)(v−1/2NT + κτ)), α ≤ α0;
OP
(
[N2α0+2α]
(
logN1−α
)(
v
−1/2
NT + κτ
))
, α > α0.
Moreover,
N (1)(α) =
[Nα]∑
n=1
n3 +
N∑
n=[Nα]+1
[N4α]
n

(
[N4α] + [N4α] log(
N
[Nα]
)
)
. (A.31)
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Summarizing the above derivations implies
Qˇ
(1)
NT (α)−Q(1)N (α) = OP
(
[N4α0 ]v
−1/2
NT κτ logN
1−α
)
. (A.32)
Consider the second term on the right hand of (A.29). To this end, write
Q
(1)
N (α, τ)−Q(1)N (α0, τ) =
1
N (1)(α)
((a1 + a2)(a3 + a4)) +
N (1)(α0)−N (1)(α)
N (1)(α)N (1)(α0)
a25, (A.33)
where
a1 = q
(1)
1 (α, τ)− q(1)1 (α0, τ), a2 = [N2α]
(
q
(1)
2 (α, τ)− q(1)2 (α0, τ)
)
, a3 = q
(1)
1 (α, τ) + q
(1)
1 (α0, τ),
a4 = [N
2α]
(
q
(1)
2 (α, τ) + q
(1)
2 (α0, τ)
)
and a5 = q
(1)
1 (α0, τ) + [N
2α0 ]q
(1)
2 (α0, τ).
Straightforward calculations indicate that
a1 = O
(∣∣[N4α0 ]− [N4α]∣∣κτ), a2 = O([N2α]∣∣[N2α0 ]− [N2α]∣∣κτ), a3 = O(([N4α0 ] + [N4α])κτ),
a4 = O
(
[N2α+2α0 ](logN1−α)κτ
)
and a5 = O
((
[N4α0 ] + [N4α0 ](logN1−α0)
)
κτ
)
.
It follows from (A.31) that
∣∣∣N (1)(α0)−N (1)(α)
N (1)(α0)N (1)(α)
∣∣∣ 
∣∣∣([N4α0 ]− [N4α])(1 + log N[Nα])− [N4α0 ] log[Nα0−α]∣∣∣
([N4α0 ] log[N1−α0 ])([N4α] log[N1−α])
≥M
logN
∣∣∣(1− α)[N4α]− (1− α0)[N4α0 ]∣∣∣
([N4α0 ] log[N1−α0 ])([N4α] log[N1−α])
,
where and in what follows M stands for some positive constant number which may be different values
from line to line, to save notation. From the above orders we conclude that the second term on the
right hand of (A.33) is the leading term, compared with its first term. In view of this and the fact
that α0 is the maximizer of Q
(1)
N (α, τ), we obtain from (A.33) that
Q
(1)
N (α0, τ)−Q(1)N (α, τ) ≥M
∣∣∣N (1)(α0)−N (1)(α)∣∣∣
N (1)(α)N (1)(α0)
a25
≥M
logN
∣∣∣(1− α)[N4α]− (1− α0)[N4α0 ]∣∣∣([N4α0 ]κτ)2 log[N1−α0 ]
[N4α0 ](log[N1−α])[N4α]
. (A.34)
Note that (A.30) holds uniformly in α so that (A.32) is true when α is replaced with αˇτ . Also
(A.34) holds when α is replaced with αˇτ . We conclude from (A.29) and the fact that αˇτ is the
maximizer of Qˇ
(1)
NT (α, τ) that∣∣∣Q(1)N (α0, τ)−Q(1)N (αˇτ , τ)∣∣∣ ≤ 2 maxα=αˇτ ,α0 ∣∣Qˇ(1)NT (α, τ)−Q(1)N (α, τ)∣∣,
which, together with (A.32) and (A.34), yields∣∣(1− α0)− (1− αˇτ )[N4(αˇτ−α0)]∣∣ = OP (v−1/2NT κ−1τ ) . (A.35)
We next consider the consistency of κˇτ . It is easy to see that
κˇτ =
qˇ
(1)
1 (αˇτ , τ) + [N
2αˇτ ]qˇ
(1)
2 (αˇτ , τ)
N (1)(αˇτ )
and κτ =
q
(1)
1 (α0, τ) + [N
2α0 ]q
(1)
2 (α0, τ)
N (1)(α0)
. (A.36)
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It follows that
κˇτ − κτ = 1
N (1)(αˇτ )
(b1 + b2) +
N (1)(α0)−N (1)(αˇτ )
N (1)(αˇτ )N (1)(α0)
b3, (A.37)
where b1 = qˇ
(1)
1 (αˇτ , τ) − q(1)1 (α0, τ), b2 = [N2αˇτ ]qˇ(1)2 (αˇτ , τ) − [N2α0 ]q(1)2 (α0, τ) and b3 = q(1)1 (α0, τ) +
[N2α0 ]q
(1)
2 (α0, τ).
The orders of bi, i = 1, 2, 3 are listed below.
b1 = OP
(
|[N4α0 ]− [N4αˇτ ]|κτ + min{[N4αˇτ ], [N4α0 ]}v−1/2NT
)
,
b2 = OP
(
|[N2αˇτ ]− [N2α0 ]| · (v−1/2NT + κτ) · ([N2αˇτ ] + [N2α0 ] logN1−α0)+ [N4α0 ](logN1−α0)v−1/2NT ),
b3 = OP
(
[N4α0 ]κτ + [N
4α0 ] · (logN1−α0)κτ
)
.
We then conclude from these orders, (A.37) and (A.31) that
κˇτ − κτ = OP (v−1/2NT ). (A.38)
The convergence rate of (αˇτ , κˇτ ) immediately follows. The next aim is to derive an asymptotic
distribution for the joint estimator (αˇτ , κˇτ ). In view of (A.35) and (A.38), it is enough to consider
those α and κ within a compact interval D(C):
D(C) =
{
(α, κ) : α = α0 +
1
2
ln(1 + s1κ
−1
τ v
−1/2
NT )
lnN
, κ = κτ + s2v
−1/2
NT
}
, (A.39)
where |sj | ≤ C, j = 1, 2 with C being some positive constant independent of n. Consider that
Qˇ
(1)
NT (α, κ) =
[Nα]∑
n=1
n3
(
σˇn(τ)− κ
)2
+
N∑
n=[Nα]+1
n3
(
σˇn(τ)− [N
2α]
n2
κ
)2
and (αˇτ , κˇτ ) = arg minα,κ Qˇ
(1)
NT (α, κ).
Without loss of generality, we assume that α ≤ α0 below. First, we simplify
(
Qˇ
(1)
NT (α, κ) −
Qˇ
(1)
NT (α0, κτ )
)
. To this end, write
Qˇ
(1)
NT (α, κ)− Qˇ(1)NT (α0, κτ ) =
[Nα]∑
n=1
n3
((
σˇn(τ)− κ
)2 − (σˇn(τ)− κτ)2)
+
N∑
n=[Nα]+1
n3
((
σˇn(τ)− [N
2α]
n2
κ
)2 − (σˇn(τ)− [N2α]
n2
κτ
)2)
+
( [Nα]∑
n=1
−
[Nα0 ]∑
n=1
)
n3
(
σˇn(τ)− κτ
)2
+
N∑
n=[Nα]+1
n3
(
σˇn(τ)− [N
2α]
n2
κτ
)2 − N∑
n=[Nα0 ]+1
n3
(
σˇn(τ)− [N
2α0 ]
n2
κτ
)2
=
8∑
j=1
Aj ,
where
A1 =
[Nα]∑
n=1
2n3σˇn(τ)(κτ − κ); A2 =
[Nα]∑
n=1
n3(κ2 − κ2τ ); A3 =
N∑
n=[Nα]+1
2[N2α]nσˇn(τ)(κτ − κ);
A4 =
N∑
n=[Nα]+1
[N4α]
n
(κ2−κ2τ );A5 =
[Nα0 ]∑
n=[Nα]+1
−n3(σˇn(τ)−κτ)2; A6 = [Nα0 ]∑
n=[Nα]+1
n3
(
σˇn(τ)− [N
2α]
n2
κτ
)2
;
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A7 =
N∑
n=[Nα0 ]+1
[N4α]− [N4α0 ]
n
κ2τ ; A8 =
N∑
n=[Nα0 ]+1
2nκτ σˇn(τ)([N
2α0 ]− [N2α]).
The orders of Aj , j = 1, · · · , 8, are evaluated below.
(A.30), together with the fact that α, κ ∈ D(C), implies
A1 = OP ([N
4α]κτ |κτ − κ|), A2 = O([N4α]κτ |κ− κτ |),
A3 = OP ([N
2α+2α0 ](logN1−α)κτ |κ− κτ |), A4 = O([N4α](logN)κτ |κ− κτ |),
A5 = OP
(|[N4α]− [N4α0 ]|v−1NT ), A6 = OP (|[N2α0 ]κτ − [N2α]κ|2 logNα0−α),
A7 = O
(|[N4α]− [N4α0 ]|(logN)κ2τ), A8 = OP (|[N2α0 ]− [N2α]| · [N2α0 ](logN1−α0)κ2τ),
with vNT = min([N
α0 ], T − τ).
From the above orders and (A.39), we see that A3, A4, A7 and A8 are the leading terms. We then
conclude
Qˇ
(1)
NT (α, κ)− Qˇ(1)NT (α0, κ0) = (A3 +A8) + (A4 +A7) +OP (δ(1)NT )
=
N∑
n=[Nα0 ]+1
2nσˇN (τ)
(
[N2α0 ]κτ − [N2α]κ
)
+
N∑
n=[Nα0 ]+1
[N4α]κ2 − [N4α0 ]κ2τ
n
+OP (δ
(1)
NT )
=
(
[N2α0 ]κτ − [N2α]κ
)( N∑
n=[Nα0 ]+1
(
2nσˇn(τ)− 2[N
2α0 ]κτ
n
)
+
N∑
n=[Nα0 ]+1
[N2α0 ]κτ − [N2α]κ
n
)
+OP (δ
(1)
NT ), (A.40)
where δ
(1)
NT = oP (A3 +A8 +A4 +A7), uniformly on the compact interval D(C).
Recalling (A.19)-(A.24), lemma 2 and (A.30), when n ≥ [Nα0 ],
Then
N∑
n=[Nα0 ]+1
2nσˇn(τ) = v¯
′
NSτ v¯N
( N∑
n=[Nα0 ]+1
2[N2α0 ]
n
)
. (A.41)
Let
gN (s1, s2) = vNT
Qˇ
(1)
NT (α, κ)− Qˇ(1)NT (α0, κτ )
[N2α0 ]
∑N
n=[Nα0 ]+1
2[N2α0 ]
n
, (A.42)
where s1 and s2 are defined in (A.39).
By (A.40) and (A.41) we have
gN (s1, s2) = rNT v
1/2
NT
(
v¯
′
NSτ v¯N − κτ
)
+
1
2
r2NT +OP (vNTd
(1)
NT ), (A.43)
where rNT = v
1/2
NT
[N2α]κ−[N2α0 ]κτ
[N2α0 ]
and d
(1)
NT =
δ
(1)
NT+
∑N
n=[Nα0 ]+1 2n(
[Nα0 ]
n2
)
[N2α0 ]
∑N
n=[Nα0 ]+1
2[N2α0 ]
n
.
With notation ξ = ln(1 + s1κ
−1
τ v
−1/2
NT )/ lnN , we obtain
lnN ξ = ln(1 + s1κ
−1
τ v
−1/2
NT ),
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which implies N ξ = 1 + s1κ
−1
τ v
−1/2
NT . This, together with (A.39), ensures
[N2α−2α0 ] = N ξ = 1 + s1κ−1τ v
−1/2
NT , κ− κτ = s2v−1/2NT . (A.44)
By (A.44) and the definition of rNT , we have
rNT = v
1/2
NT
[N2α]κ− [N2α]κτ
[N2α0 ]
+ v
1/2
NT
[N2α]κτ − [N2α0 ]κτ
[N2α0 ]
= v
1/2
NT [N
2α−2α0 ](κ− κτ ) + v1/2NTκτ ([N2α−2α0 ]− 1)
= s1 + s2 + s1s2κ
−1
τ v
−1/2
NT . (A.45)
Here we would like to point out that the last term of (A.43) converges to zero in probability
uniformly in s1, s2 ∈ [−C,C], in view of (A.40) and the tightness in s1 and s2 is straightforward due
to the structure of rNT in (A.45).
Let sˇ1 and sˇ2 be s1 and s2 respectively with (α, κ) replaced by (αˇτ , κˇτ ). By the definition of
(αˇτ , κˇτ ) in (3.9) of the main paper, we know that gN (s1, s2) takes the minimum value at (sˇ1, sˇ2).
Moreover, from (A.43) and (A.45) a key observation is that
sˇ1 + sˇ2 = −v1/2NT
(
v¯
′
NSτ v¯N − κτ
)
+ op(1) (A.46)
(one can verify this by taking derivative with respective to s1 and s2 in (A.43)).
Next, we analyze sˇ2. Recall that sˇ2 = v
1/2
NT (κˇτ − κτ ). By the definition of κˇτ in (3.7) of the main
paper, we first provide the leading term of κˇτ . It is easy to see that the leading terms of the numerator
and the denominator of κˇτ are [N
2αˇτ ]qˇ
(1)
2 (αˇτ ) and
∑N
n=[N αˇτ ]+1
[N4αˇτ ]
n respectively.
Recalling (A.37), we have the following evaluations:
b1 = qˇ
(1)
1 (αˇτ )− q(1)1 (α0) = OP
(
|[N4α0 ]− [N4αˇτ ]|κτ + min{[N4αˇτ ], [N4α0 ]}v−1/2NT
)
, (A.47)
b3 = OP
(
[N4α0 ]κτ + [N
4α0 ] · (logN1−α0)κτ
)
, (A.48)
b2 = [N
2αˇ
τ ]qˇ
(1)
2 (αˇτ )− [N2α0 ]qˇ(1)2 (α0) + [N2α0 ]qˇ(1)2 (α0)− [N2α0 ]q(1)2 (α0), (A.49)
[N2α0 ]qˇ
(1)
2 (α0)− [N2α0 ]q(1)2 (α0)
=
N∑
n=[Nα0 ]+1
n · [N2α0 ] · (σˇn(τ)− σn)
=
(
v¯
′
NSτ v¯N − κτ
) N∑
n=[Nα0 ]+1
[N4α0 ]
n
(A.50)
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[N2αˇτ ]qˇ
(1)
2 (αˇτ )− [N2α0 ]qˇ(1)2 (α0)
=
(
[N2αˇτ ]− [N2α0 ]) qˇ(1)2 (αˇτ ) + [N2α0 ](qˇ(1)2 (αˇτ )− qˇ(1)2 (α0))
=
(
[N2αˇτ ]− [N2α0 ]) · N∑
n=[Nα0 ]+1
nσˇn(τ)
+
(
[N2αˇτ ]− [N2α0 ]) · N∑
n=[Nα0 ]+1
nσˇn(τ) + [N
2α0 ]
[Nα0 ]∑
n=[N αˇτ ]+1
nσˇn(τ)
=
(
[N2αˇτ ]− [N2α0 ]) ·
 N∑
n=[Nα0 ]+1
nσˇn(τ)
 · (1 + oP (1))
= OP
(
κτ |[N2αˇτ ]− [N2α0 ]|N2α0 logN
)
(A.51)
and
[N4α˜] ·
N∑
n=[N α˜]+1
1
n
− [N4α0 ] ·
N∑
n=[Nα0 ]+1
1
n
= [N4α˜] ·
[Nα0 ]∑
n=[N α˜]+1
1
n
+
(
[N4α˜]− [N4α0 ]
)
·
N∑
n=[Nα0 ]+1
1
n
=
(
[N4α˜]− [N4α0 ]
)
·
(
ln
N
[Nα0 ]
)
(1 + o(1)) . (A.52)
It follows from (A.47)-(A.52) and (A.36)-(A.37)that
v
1/2
NT (κˇτ − κτ ) = v1/2NT
(
v¯
′
NSτ v¯N − κτ
)
+ op(1). (A.53)
Then we can get the CLT of (αˇτ , κˇτ ) with (A.46),(A.53) and Lemma 1.
 κˇτv1/2NT (N2(αˇτ−α0) − 1)
v
1/2
NT (κˇτ − κτ )
 d−→ N
 0
0
 ,
 4σ2τ −2σ2τ
−2σ2τ σ2τ
 , (A.54)
where κτ is defined in (3.2) and σ
2
τ is defined in (3.13).
The difference between (αˇτ , κˇτ ) and (α˜τ , κ˜τ ) can be obtained by the similar idea and the fact
σˆn − σˇn = Cn =
{ OP (γ1(τ)n ) +OP ( 1n1/2(T−τ)1/2 ), n ≤ [Nα0 ];
OP (
γ1(τ)
n ) +OP (
1
n(T−τ)1/2 ) +OP (
[Nα0 ]
n3/2(T−τ)1/2 ), n > [N
α0 ].
(A.55)
Then we complete the proof.
8.4 Proof of Proposition 3
Proof. Since α˜τ is a consistent estimator of α0, we consider n = [N
α0 ]. Write
σ̂i,T (τ) =
1
(T − τ)
T−τ∑
t=1
(β′i(Ft − F¯T) + uit − u¯iT )
((Ft+τ − F¯T+τ )′β¯n + u¯n,t+τ − u¯n,T+τ )
= β′iSτ β¯n + c˜i,T . (A.56)
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The main part of σ̂i,T (τ) is β
′
iSτ β¯n. It follows that
σ̂i,T (τ)− σ̂T (τ) = (βi − β¯n)′Sτ β¯n + c˜i,T − 1
n
n∑
i=1
c˜i,T . (A.57)
We can conclude that
n∑
i=1
(σ̂i,T (τ)− σ̂T (τ))2 =
n∑
i=1
((βi − β¯n)′Sτ β¯n)2(1 + op(1))
= (n− 1)µ′vΣ
′
τΣvΣτµv(1 + op(1)). (A.58)
This implies (3.38).
Note that
(T − τ)E(σ̂n(τ)− β¯′nΣτ β¯n)2 = (µ
′
v ⊗ µ
′
v)Ω(µv ⊗ µv)(1 + op(1)). (A.59)
Then
1
T − τ E(
T−τ∑
t=1
(σ̂n,t(τ)− β¯′nΣτ β¯n))2 = (µ
′
v ⊗ µ
′
v)Ω(µv ⊗ µv)(1 + op(1)) (A.60)
and
σˆ20,T =
1
T − τ − 1
T−τ∑
t=1
(σ̂n,t(τ)− σ̂n(τ))2 +
l∑
j=1
2
T − τ − j
T−τ−j∑
t=1
(σ̂n,t(τ)− σ̂n(τ))(σ̂n,t+j(τ)− σ̂n(τ))
= (µ
′
v ⊗ µ
′
v)Ω(µv ⊗ µv)(1 + op(1)) +OP (
l
Nα−1/2(T − τ)1/2 )
+OP (
∞∑
j=l+1
{γ(1, j)2 + γ(1, τ + j)γ(1, |τ − j|)}). (A.61)
Note that
∞∑
j=l+1
γ(1, j)2 = O(
∞∑
j=l+1
∞∑
i=0
|bi||bi+j |) = O(
∞∑
i=0
|bi|
∞∑
k=i+l+1
|bk|) = O(
∞∑
k=i+l+1
|bk|) (A.62)
and
∞∑
j=l+1
γ(1, τ + j)γ(0, |τ − j|) = O(
∞∑
j=l+1
∞∑
i=0
|bi||bτ+i+j |) = O(
∞∑
k=i+τ+l+1
|bk|). (A.63)
Then when l→∞, l = o(T ) and l = o(Nα−1/2(T − τ)1/2),
σˆ20,T =
1
T − τ − 1
T−τ∑
t=1
(σ̂n,t(τ)− σ̂n(τ))2 +
l∑
j=1
2
T − τ − j
T−τ−j∑
t=1
(σ̂N,t(τ)− σ̂n(τ))(σ̂n,t+j(τ)− σ̂n(τ))
= (µ
′
v ⊗ µ
′
v)Ω(µv ⊗ µv)(1 + op(1)) + op(1).
We can conclude (3.39).
38
9 Appendix B: Some lemmas
In this appendix, we provide the necessary lemmas used in the proofs of the main theorems above.
9.1 Lemmas 1 and 2
Lemma 1. In addition to Assumptions 1 and 3, we assume that τ is fixed or τ tends to infinity
satisfying
τ
(T − τ)δ/(2δ+2) → 0, as T →∞, (C.1)
for some constant δ > 0. Moreover, under (3.16), we assume that
E|ζit|2+2δ < +∞, (C.2)
where ζit is the i-th component of ζt and {ζt : . . . ,−1, 0, 1, . . .} is the sequence appeared in Assumption
3. And the covariance matrix Γ of the random vector(
Cij(h
′
) : i = 1, . . . ,m; j = 1, . . . ,m;h
′
= τ − s, . . . , τ + s
)
(C.3)
is positive definite, where Cij(h) is defined in (3.10) just above Theorem 1 in the main paper.
Then as N,T →∞, we have
v
1/2
NT (v¯
′
NSτ v¯N − µ
′
vΣτµv)
d→ N
(
0, σ20
)
,
where
σ20 = lim
N,T→∞
vNT
[Nα0 ]
4µ
′
vΣτΣvΣτµv + lim
N,T→∞
vNT
T − τ (µ
′
v ⊗ µ
′
v)var(
√
T − τvec(Sτ −Στ))(µv ⊗ µv),
Στ = E(FtF
′
t+τ ), µv = µvem(s+1), where em(s+1) is an m(s+ 1)× 1 vector with each element being 1,
‘vec’ means that for a matrix X = (x1, · · · ,xn) : q × n, vec(X) is the qn× 1 vector defined as
vec(X) =

x1
...
xn
 . (C.4)
Lemma 2. Under Assumptions 1 and 3, we have
1
T − τ
T−τ∑
t=1
u¯tu¯t+τ = OP
(
max
(γ1(τ)
N
,
1
N
√
T − τ
))
. (C.5)
We prove the above lemmas in Appendix C below.
10 Appendix C: Proofs of Lemmas 1 and 2
Proof of Lemma 1. Write
v¯
′
NSτ v¯N − µ
′
vΣτµv = (v¯
′
N − µ
′
v)Sτ v¯N + µ
′
v(Sτ −Στ )v¯N + µ
′
vΣτ (v¯N − µv)
= (v¯
′
N − µ
′
v)(Sτ v¯N + Στµv) + µ
′
v(Sτ −Στ )v¯N . (C.1)
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Since the elements of the vector v¯N are all i.i.d., we have√
[Nα0 ](v¯N − µv) d→ N(0,Σv), as N →∞, (C.2)
where Σv is an m(s+ 1)-dimensional diagonal matrix with each of the diagonal elements being σ
2
v .
Moreover, under Assumption 3, we have
Sτ −Στ i.p.→ 0, as T →∞, (C.3)
(one may see (C.6) below). It follows from (C.2) and (C.3) that, if τ is fixed,√
[Nα0 ](v¯
′
N − µ
′
v)(Sτ v¯N + Στµv)
=
√
[Nα0 ]
(
(v¯
′
N − µ
′
v)Sτ (v¯N − µv) + (v¯
′
N − µ
′
v)(Sτ −Στ )µv + 2(v¯
′
N − µ
′
v)Στµv
)
= 2
√
[Nα0 ](v¯
′
N − µ
′
v)Στµv + op(1)
d→ N (0, 4µ′vΣ
′
τΣvΣτµv). (C.4)
When τ goes to infinity and satisfies (3.16), we have limτ→∞Στ = 0. In fact, we consider one
element γ(h) = Cov(fk,t, fk,t+h) of Στ :
γ(h) = E
( +∞∑
j1=0
bj1ζk,t−j1
+∞∑
j2=0
bj2ζt+h−j2
)
=
+∞∑
j1=0
bj1bh+j1 .
Then
+∞∑
h=0
|γ(h)| =
+∞∑
h=0
|
+∞∑
j=0
bjbh+j | ≤
( +∞∑
j=0
|bj |
)2
< +∞.
From this, we can see that γ(h)→ 0 as h→∞. So as τ →∞, Στ → 0. Hence, under this case,√
[Nα0 ](v¯
′
N − µ
′
v)(Sτ v¯N + Στµv)
i.p.→ 0. (C.5)
Under Assumption 3, by Theorem 14 in Chapter 4 of Hannan (1970), when τ is fixed, the sample
covariance of the stationary time series {ft : t = 1, 2, . . . , T} has the following asymptotic property:
√
T − τ
(
vec
(
γ̂(h)− γ(h)), 0 ≤ h ≤ `) d→ N(0,ω), (C.6)
ω = lim
N,T→∞
var(
√
T − τvec(γ̂(h)− γ(h))).
γ̂(h) = 1T−h
∑T−h
t=1 (ft − f¯ (1))(ft+h − f¯ (2))
′
, f¯ (1) = 1T−h
∑T−h
t=1 ft, f¯
(2) = 1T−h
∑T−h
t=1 ft+h, and γ(h) =
Cov(ft, ft+h). Note that the expression of vec
(
γ̂(h)
)
is
vec
(
γ̂(h)
)
=
(
c˜ov(1, 1), c˜ov(2, 1), . . . , c˜ov(m, 1), . . . , c˜ov(1,m), . . . , c˜ov(m,m)
)′
,
with c˜ov(i, j) = 1T−h
∑T−h
t=1 fitfj,t+h − 1T−h
∑T−h
t=1 fit
1
T−h
∑T−h
t=1 fj,t+h.
Here we would like to point out that although Theorem 14 of Hannan (1970) gives the CLT for
the sample covariance γˇ = 1T−h
∑T−h
t=1 fitfj,t+h, the asymptotic distribution of γ̂ is the same as that
of γˇ (one can verify it along similar lines).
The CLT in Theorem 14 of Hannan (1970) is provided for finite lags h and r only. If both h and
r tend to infinity as T →∞, we develop a corresponding CLT in Lemma 4.
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Moreover note that the expansion of vec
(
Sτ −Στ
)
has a form of
vec
(
Sτ −Στ
)
=

vec
(
γ̂(τ)− γ(τ)
)
...
vec
(
γ̂(τ + s)− γ(τ + s)
)
vec
(
γ̂(τ − 1)− γ(τ − 1)
)
...
vec
(
γ̂(τ + s− 1)− γ(τ + s− 1)
)
...
vec
(
γ̂(τ − s)− γ(τ − s)
)
...
vec
(
γ̂(τ)− γ(τ)
)

.
In view of this and (C.6), we conclude
√
T − τ
(
vec
(
Sτ −Στ
)) d→ N(0,Ω), (C.7)
where
Ω = lim
N,T→∞
var(
√
T − τvec(Sτ −Στ )).
By (C.7) and Slutsky’s theorem, we have, as N,T →∞,
√
T − τµ′v(Sτ −Στ )v¯N = µ
′
v
√
T − τ(Sτ −Στ )(v¯N − µv) + µ′v
√
T − τ(Sτ −Στ )µv
=
(
(v¯
′
N − µ
′
v)⊗ µ
′
v
)√
T − τvec(Sτ −Στ ) + (v¯′N ⊗ µ
′
v)
√
T − τvec(Sτ −Στ )
= (v¯
′
N ⊗ µ
′
v)
√
T − τvec(Sτ −Στ ) + op(1) d→ N
(
0, (µ
′
v ⊗ µ
′
v)Ω(µv ⊗ µv)
)
, (C.8)
where the first equality uses vec(AXB) = (B
′ ⊗A)vec(X), with A : p×m, B : n× q and X : m× n
being three matrices; and ⊗ denoting the Kronecker product; and the last asymptotic distribution
uses the fact that
v¯N
i.p.→ µv, (C.9)
which can be verified as in (C.2).
By (C.4), (C.8) and the independence between Sτ and v¯N , we have√
min([Nα0 ], T − τ)(v¯′NSτ v¯N − µ
′
vΣτµv)
=
√
min([Nα0 ], T − τ)(v¯′N − µ
′
v)(Sτ v¯N + Στµv) +
√
min([Nα0 ], T − τ)µ′v(Sτ −Στ )v¯N
d→ N
(
0, σ20
)
,
where the last step uses the fact that
[Nα0 ](v¯
′
N − µ
′
v)Sτ v¯N = [N
α0 ](v¯
′
N − µ
′
v)Στµv + oP (1).
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Proof of Lemma 2. First, we calculate the order of
E
( 1
T − τ
T−τ∑
t=1
u¯tu¯t+τ
)2
. (C.10)
From Assumption 1, it follows that
E
( 1
T − τ
T−τ∑
t=1
u¯tu¯t+τ
)2
=
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
E(ui1t1ui2,t1+τui3t2ui4,t2+τ )
=
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
E
( +∞∑
j1=0
φi1j1
+∞∑
s1=−∞
ξj1s1νj1,t1−s1
+∞∑
j2=0
φi2j2
+∞∑
s2=−∞
ξj2s2νj2,t1+τ−s2
×
+∞∑
j3=0
φi3j3
+∞∑
s3=−∞
ξj3s3νj3,t2−s3
+∞∑
j4=0
φi4j4
+∞∑
s4=−∞
ξj4s4νj4,t2+τ−s4
)
. (C.11)
Note that there are four random terms appearing in the expectation in (C.11), i.e. νj1,t1−s1 ,
νj2,t1+τ−s2 , νj3,t2−s3 , νj4,t2+τ−s4 . By Assumption 1, the expectation is not zero only if these four
random terms are pairwise equivalent or all of them are equivalent. In view of this, we have
E
( 1
T − τ
T−τ∑
t=1
u¯tu¯t+τ
)2
= Φ1 + Φ2 + Φ3 + Φ4, (C.12)
where
Φ1 =
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
E
( +∞∑
j1=0
φi1j1φi2j1
+∞∑
s1=−∞
ξj1s1ξj1,s1+τν
2
j1,t1−s1
)
× E
( +∞∑
j3 6=j1
φi3j3φi4j3
+∞∑
s3=−∞
ξj3s3ξj3,s3+τν
2
j3,t2−s3
)
=
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
E(ui1t1ui2,t1+τ )E(ui3t2ui4,t2+τ )
=
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
γ1(τ)γ2(|i1 − i2|)γ1(τ)γ2(|i3 − i4|) = O
(γ21(τ)
N2
)
, (C.13)
where the first equality uses νj1,t1−s1 = νj2,t1+τ−s2 and νj3,t2−s3 = νj4,t2+τ−s4 . The last equality uses
(2.6) in the main paper.
For Φ2,
Φ2 =
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
E
( +∞∑
j1=0
φi1j1φi3j1
+∞∑
s1=−∞
ξj1s1ξj1,t2−t1+s1ν
2
j1,t1−s1
)
× E
( +∞∑
j2 6=j1
φi2j2φi4j2
+∞∑
s2=−∞
ξj2s2ξj2,t2−t1+s2νj2,t1+τ−s2
)
≤ K
N4(T − τ)2
T−τ∑
t2=1
N∑
i1,i4=1
+∞∑
j1=0
|φi1j1 |
N∑
i3=1
|φi3j1 |
+∞∑
s1=−∞
|ξj1s1 |
T−τ∑
t1=1
|ξj1,t2−t1+s1 |
×
N∑
i2=1
|φi2j2 |
+∞∑
j2 6=j1
|φi4j2 |
+∞∑
s2=−∞
|ξj2s2 | = O
( 1
N2(T − τ)
)
, (C.14)
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where the first equality uses νj1,t1−s1 = νj3,t2−s3 and νj2,t1+τ−s3 = νj4,t2+τ−s4 . The last equality uses
(2.4) in the main paper.
Similarly, for Φ3, we have
Φ3 =
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
E
( +∞∑
j1=0
φi1j1φi4j1
+∞∑
s1=−∞
ξj1s1ξj1,t2−t1+τ−s1ν
2
j1,t1−s1
)
× E
( +∞∑
j2 6=j1
φi2j2φi3j2
+∞∑
s2=−∞
ξj2s2ξj2,t2−t1−τ+s2ν
2
j2,t1+τ−s2
)
≤ K
N4(T − τ)2
T−τ∑
t2=1
N∑
i1,i2=1
+∞∑
j1=0
|φi1j1 |
N∑
i4=1
|φi4j1 |
+∞∑
s1=−∞
|ξj1s1 |
T−τ∑
t1=1
|ξj1,t2−t1+τ−s1 |
×
+∞∑
j2 6=j1
|φi2j2 |
N∑
i3=1
|φi3j2 |
+∞∑
s2=−∞
|ξj2s2 | = O
( 1
N2(T − τ)
)
, (C.15)
where the first equality uses νj1,t1−s1 = νj4,t2+τ−s4 and νj2,t1+τ−s2 = νj3,t2−s3 . The last equality uses
(2.4) in the main paper.
For Φ4,
Φ4 =
1
N4(T − τ)2
T−τ∑
t1,t2=1
N∑
i1,...,i4=1
E
( +∞∑
j1=0
φi1j1φi3j1
+∞∑
s1=−∞
ξj1s1ξj1,t2−t1+s1ν
4
j1,t1−s1
× φi2j1φi4j1ξj1,τ+s1ξj1,t2−t1+τ+s1
)
≤ K
N4(T − τ)2
T−τ∑
t2=1
N∑
i1=1
+∞∑
j1=0
|φi1j1 |
N∑
i3=1
|φi3j1 |
+∞∑
s1=−∞
|ξj1s1 |
T−τ∑
t1=1
|ξj1,t2−t1+s1 |
N∑
i2=1
|φi2j1 |
N∑
i4=1
|φi4j1 |
= O
( 1
N3(T − τ)
)
, (C.16)
where the first equality uses νj1,t1−s1 = νj2,t1+τ−s2 = νj3,t2−s3 = νj4,t2+τ−s4 and the last equality uses
(2.4) in the main paper.
Hence by (C.12), (C.13), (C.14), (C.15) and (C.16), we have
E
( 1
T − τ
T−τ∑
t=1
u¯tu¯t+τ
)2
= O
(
max
(
γ21(τ)
N2
,
1
N2(T − τ)
))
. (C.17)
Moreover,
E
( 1
T − τ
T−τ∑
t=1
u¯tu¯t+τ
)
= E
( 1
(T − τ)N2
T−τ∑
t=1
N∑
i,j=1
uituj,t+τ
)
=
1
(T − τ)N2
T−τ∑
t=1
N∑
i,j=1
γ1(τ)γ2(|i− j|) = O
(γ1(τ)
N
)
. (C.18)
Therefore, we have
V ar
( 1
T − τ
T−τ∑
t=1
u¯tu¯t+τ
)
= O
(
max
(
γ21(τ)
N2
,
1
N2(T − τ)
))
. (C.19)
By (C.19), we have proved (C.5).
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Two lemmas for Lemma 1
This section is to generalize Theorem 8.4.2 of Anderson (1994) to the case where the time lag
tends to infinity along with the sample size. To this end, we first list a crucial lemma below.
Lemma 3 (Theorem 2.1 of Romano and Wolf (2000)). Let {Xn,i} be a triangular array of mean zero
random variables. For each n = 1, 2, . . ., let d = dn, m
′
= mn, and suppose Xn,1, . . . , Xn,d is an
m
′
-dependent sequence of random variables. Define B2n,`,a ≡ V ar
(∑a+`−1
i=a Xn,i
)
and B2n ≡ B2n,d,1 ≡
V ar
(∑d
i=1Xn,i
)
.
Let the following conditions hold. For some δ > 0 and some −1 ≤ γ < 1:
E|Xn,i|2+δ ≤ ∆n for all i; (C.20)
B2n,`,a/(`
1+γ) ≤ Kn for all a and for all k ≥ m′ ; (C.21)
B2n/(d(m
′
)γ) ≥ Ln; (C.22)
Kn/Ln = O(1); (C.23)
∆n/L
(2+δ)/2
n = O(1); (C.24)
(m
′
)1+(1−γ)(1+2/δ)/d→ 0. (C.25)
Then
B−1n (Xn,1 + · · ·+Xn,d)⇒ N (0, 1). (C.26)
We are now ready to state the following generalization.
Lemma 4. Let ft =
∑+∞
r=0 brζt−r where ζt = (ζ1t, . . . , ζmt), consisting of i.i.d components with zero
mean and unit variance, is an i.i.d sequence of m-dimensional random vector. Assume that for some
constant δ > 0, E|ζit|2+2δ < +∞; and the coefficients {br : r = 0, 1, 2, . . .} satisfy
∑+∞
r=0 |br| < +∞.
Moreover, we assume that
h = o
(
(T − h)δ/(2δ+2)
)
(C.27)
and that the covariance matrix Γ of the random vector(
Cij(h
′
) : i = 1, . . . ,m; j = 1, . . . ,m;h
′
= h− s, . . . , h+ s
)
(C.28)
is positive definite, where Cij(h
′
) is defined in (3.21).
Then, for any fixed positive constants s and m,(√
T − h′(Cij(h′)− σij(h′)) : 1 ≤ i, j ≤ m;h− s ≤ h′ ≤ h+ s) (C.29)
converges in distribution to a normal distribution with mean 0 and covariances(
lim
T→∞
(T − h)Cov(Ci1j1(h1), Ci2j2(h2)) : 1 ≤ i1, i2, j1, j2 ≤ m;h− s ≤ h1, h2 ≤ h+ s). (C.30)
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Proof. For 1 ≤ i, j ≤ m and 0 ≤ h ≤ T−1, write fi,t,k =
∑k
s′=0 bs′ ζi,t−s′ , Cij(h, k) =
1
T−h
∑T−h
t=1 fi,t,kfj,t+h,k
= 1T−h
∑T−h
t=1
∑k
s1,s2=0
bs1bs2ζi,t−s1ζj,t+h−s2 , and
σij(h, k) = E(fi,t,kfj,t+h,k)
=
k∑
s1,s2=0
bs1bs2E(ζi,t−s1ζj,t+h−s2) =

0, i 6= j;∑k−h
s1=0
bs1bh+s1 , i = j;h = 0, 1, . . . , k;
0, i = j;h = k + 1, k + 2.
(C.31)
The proof of this lemma is similar to that of Theorem 8.4.2 of Anderson (1994) and it can be
divided into two steps:
Step 1: For any fixed k, the first step is to provide the asymptotic theorem for(√
T − h′(Cij(h′ , k)− σij(h′ , k)) : 1 ≤ i, j ≤ m;h− s ≤ h′ ≤ h+ s); (C.32)
Step 2: The second step is to prove that for any 1 ≤ i, j ≤ m, in probability,
lim
T→∞
√
T − h
(
Cij(h
′
)− Cij(h′ , k)
)
= 0. (C.33)
The second step can be verified as in Theorem 8.4.2 of Anderson (1994) (i.e. page 479-page 481)
and the details are omitted here.
Consider Step 1 now. Let
XT−h,t(i, j) =
1√
T − h
(
fi,t,kfj,t+h,k − σij(h, k)
)
, 1 ≤ i, j ≤ m, (C.34)
so that
√
T − h
(
Cij(h, k)− σ(h, k)
)
=
T−h∑
t=1
XT−h,t(i, j). (C.35)
By simple calculations, we see that fi,t,kfj,t+h,k is independent of fi,g,kfj,g+h,k if t and g differ by
more than k+h when i 6= j and differ by more than k when i = j. So {fi,t,kfj,t+h,k : t = 1, . . . , T −h}
is a (k + h) or k dependent covariance stationary process with mean σij(h, k) and covariance
Cov(fi,t,kfj,t+h,k, fi,g,kfj,g+h,k)
=
k∑
s1,...,s4=0
bs1bs2bs3bs4E(ζi,t−s1ζj,t+h−s2ζi,g−s3ζj,g+h−s4)− σ2ij(h, k)
=
 A1, i 6= j;∑4
q=1Aq − σ2ii(h, k), i = j,
(C.36)
where
A1 =
k∑
s1=0
k∑
s2=0
bs1bs2bg−t+s1bg−t+s2 , A2 =
k∑
b1=0
k∑
b3=0
bs1bh+s1bs3bh+s3 ,
A3 =
k∑
s1=0
k∑
s3=0
bs1bt−g+h+s3bs3bg−t+h+s1 , A4 = −2
k∑
s1=0
bs1bh+s1bg−t+s1bg−t+h+s1 ,
45
where (C.36) uses the fact that E(ζi,t−s1ζj,t+h−s2ζi,g−s3ζj,g+h−s4) is not equal to zero if and only if the
four terms ζi,t−s1 , ζj,t+h−s2 , ζi,g−s3 , ζj,g+h−s4 are pairwise equivalent or they are all equivalent.
Hence for any 1 ≤ i, j ≤ m;h− s ≤ h′ ≤ h + s, {XT−h′ ,t(i, j) : t = 1, . . . , T − h
′} is a (k + h′) or
k dependent covariance stationary process. This implies that any linear combination of the process
{∑mi,j=1∑h+sh′=h−s ai,j,h′XT−h′ ,t(i, j) : t = 1, . . . , T − h − s} is a (k + h + s) dependent covariance
stationary process. Thus, we need to check Conditions (C.20)–(C.25) for such a linear combination of
the process. Moreover, one should note that it is enough to justify those conditions for each stochastic
process {XT−h′ ,t(i, j) : t = 1, . . . , T − h
′}, where 1 ≤ i, j ≤ m;h − s ≤ h′ ≤ h + s, since s and m are
both fixed.
Observe that
E
∣∣∣XT−h′ ,t(i, j)∣∣∣2+δ = ( 1T − h′ )(2+δ)/2E∣∣∣fi,t,kfj,t+h,k − σij(h, k)∣∣∣2+δ
≤ K
( 1
T − h′
)(2+δ)/2(
E
∣∣∣fi,t,kfj,t+h,k∣∣∣2+δ + ∣∣∣σi,j(h, k)∣∣∣2+δ)
≤ K
( 1
T − h′
)(2+δ)/2
, (C.37)
where K is a constant number, and we have also used (C.31) and the fact that
E
∣∣∣fi,t,kfj,t+h,k∣∣∣2+δ = E∣∣∣ k∑
s1,s2=0
bs1bs2ζi,t−s1ζj,t+h−s2
∣∣∣2+δ
≤ K
k∑
s1,s2=0
|bs1 |2+δ|bs2 |2+δ
(
E|ζi,t−s1 |4+2δ + E|ζj,t+h−s2 |4+2δ
)
= O(1). (C.38)
In view of (C.37), taking ∆T = K
(
1
T−h′
)(2+δ)/2
, we have
E
∣∣∣XT−h′ ,t(i, j)∣∣∣2+δ ≤ ∆T , (C.39)
implying (C.20).
We obtain from (C.36) that
B2T,`,a(i, j) ≡ V ar(
a+`−1∑
t=a
XT−h′ ,t(i, j))
=
1
T − h′
a+`−1∑
t=a
a+`−1∑
g=a
Cov(fi,t,kfj,t+h′ ,k, fi,g,kfj,g+h′ ,k)
=

1
T−h′
∑a+`−1
t=a
∑a+`−1
g=a A1, i 6= j;
1
T−h′
∑a+`−1
t=a
∑a+`−1
g=a
(∑4
q=1Aq − σ2ii(h
′
, k)
)
, i = j.
(C.40)
Note that A2 = σ
2
ii(h
′
, k). Below we only evaluate the remaining terms involving A1, A3, A4. By
the fact that
∑+∞
r=0 |br| < +∞, we have∣∣∣ 1
T − h′
a+`−1∑
t=a
a+`−1∑
g=a
A1
∣∣∣ = ∣∣∣ 1
T − h′
a+`−1∑
t=a
a+`−1∑
g=a
k∑
s1=0
k∑
s2=0
bs1bs2bg−t+s1bg−t+s2
∣∣∣
≤ K
T − h′
a+`−1∑
t=a
k∑
s1=0
|bs1 |
k∑
s2=0
|bs2 |
a+`−1∑
g=a
|bg−t+s1 | = O
( `
T − h′
)
. (C.41)
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Similarly, one may verify that
1
T − h′
a+`−1∑
t=a
a+`−1∑
g=a
Aj = O
( `
T − h′
)
, j = 3, 4. (C.42)
We conclude from (C.40)-(C.42) that
B2T,`,a(i, j) = O
( `
T − h
)
. (C.43)
Taking ` = T − h in B2T,`,a, we have B2T = O(1). Moreover, for any linear combination of the
process {∑
t
∑m
i,j=1
∑h+s
h′=h−s ai,j,h′XT−h′ ,t(i, j) : t = 1, . . . , T − h− s}, by the assumption of Γ > 0 (see
(C.28), its variance B2T is
B2T = a
′
Γa > 0. (C.44)
In view of (C.43) and (C.44), we can take γ = 0, KT = K˜1
1
T−h−s and LT = K˜2
1
T−h−s for the
purpose of verifying (C.21)–(C.25), where K˜1 and K˜2 are two constants. Then
B2T,`,a
`1+γ
≤ KT , for all a and all ` ≥ k + h;
B2T
(T − h′)(k + h)γ ≥ LT . (C.45)
Moreover, KT , LT and ∆T satisfy
KT
LT
= O(1) and
∆T
L
(2+δ)/2
T
= O(1). (C.46)
By (C.27), we have that, for any fixed k,
(k + h)2+2/δ
T − h → 0, as T →∞. (C.47)
From (C.39), (C.45), (C.46), (C.47) and Lemma 3, we conclude that(√
T − h′(Cij(h′ , k)− σij(h′ , k)) : 1 ≤ i, j ≤ m;h− s ≤ h′ ≤ h+ s)
converges in distribution to a standard normal distribution with mean zero and covariances(
lim
T→∞
(T − h)Cov(Ci1j1(h1, k), Ci2j2(h2, k)) : 1 ≤ i1, i2, j1, j2 ≤ m;h− s ≤ h1, h2 ≤ h+ s).
Hence the proof of step 1 is completed.
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