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Abstract
We introduce a new combinatorial optimization problem called minimum cost connected
multi-digraph problem with node-de)ciency requirements (MCNDP), which includes as a spe-
cial case the traveling salesman problem (TSP) and hence is NP-hard. We develop polynomial
schemes for special cases of the MCNDP. As a result, we get polynomial schemes for new,
non-trivial cases of the TSP. One of our interesting results is a polynomial scheme for a common
generalization of two of the most well-known solvable cases viz. the warehouse order-picking
problem of Ratli3 and Rosenthal and the Gilmore–Gomory case of the TSP. Based on these
results, we propose a heuristic for the MCNDP, which is expected to perform well on large
subclasses of the TSP. ? 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Given a complete digraph Dn on node set N = {1; 2; : : : ; n} and an n× n cost matrix
C such that for any i; j∈N the cost of the arc (i; j) is Ci;j, the traveling salesman
problem (TSP) is to :nd a tour 	 on N such that C(	)=
∑
(i; j)∈	 Ci; j is minimum. The
TSP is a well-known NP-hard problem [11] of tremendous theoretical and practical
signi:cance [19]. Hence, considerable amount of literature exists on development of
heuristics for it [19]. Most of these heuristics are two-phased. Phase 1 is a constructive
phase where an initial solution to the TSP is constructed. The phase 2 is an itera-
tive phase where the current solution is iteratively improved so that after a reasonable
number of iterations we end up with a good solution. One criterion for the choice
of an algorithm for the constructive phase is that it should provide an optimal solu-
tion to a fairly large subclass of the TSP. This makes the related problem of identifying
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polynomially solvable subclasses of the TSP important. A signi:cant amount of progress
has been made in this direction in the last four decades [2,6,14].
One of the :rst and perhaps the most well-known polynomially solvable special
case of the TSP is the Gilmore–Gomory case (G–G TSP) [13]. Gilmore and Gomory
presented an interesting strongly polynomial time scheme for this case with a fairly
non-trivial proof of its validity. This scheme has been studied in details by various
researchers and its minor modi:cations have been shown to provide, in strongly poly-
nomial time, an optimal solution for fairly large subclasses of the TSP [5,6,14,16].
In this paper, we consider a new combinatorial optimization problem called the min-
imum cost connected multi-digraph problem with node-de)ciency requirements (MC-
NDP) which includes the TSP as a special case. It is shown by Ball et al. [3] that
a formulation of the G–G TSP as a special case of the MCNDP leads to a fairly
simple, intuitive, strongly polynomial time algorithm for it with an elementary proof
of its validity. We show that a generalization of this algorithm produces in strongly
polynomial time an optimal solution to various non-trivial subclasses of the MCNDP
and thereby of the TSP. As a result, we get strongly polynomial schemes for some
new, non-trivial subclasses of the TSP and signi:cant, proper generalizations of some
of the well-known solvable cases of the TSP such as the warehouse order-picking
problem [23] and the wallpaper cutting problem [10,12,24]. We propose a variation
of this scheme as a constructive heuristic for MCNDP which we believe will produce
a good starting solution to a large subclass of the MCNDP.
In Section 2 we present our notations and some basic results. In Section 3 we
formally state the MCNDP and its special case, the rural postman problem (RPP)
[3,4] and we show that the problem RPP is equivalent to the TSP. In Section 4 we
present the formulation of the G–G TSP as RPP which is given in [3]. In Section 5 we
present the simple, intuitive, strongly polynomial algorithm for a special case of the
MCNDP problem which we call the G–G problem and which includes the formulation
of the G–G TSP as a special case. This algorithm is a minor modi:cation of the
algorithm in [3] for the G–G TSP. We extend this idea in Section 6 to obtain simple,
strongly polynomial time algorithms for interesting subclasses of the MCNDP and the
TSP. Finally, in Section 7 we present our constructive heuristic for the MCNDP.
2. Notations and some basic results
We present in this section the main notations and de:nitions and some basic results
that we shall need. Additional notations used are standard ones such as in [1,22,21].
Let D ≡ [V; E] be a multi-digraph with node set V and arc set E and let H ≡ [V; JE]
be its underlying undirected multi-graph, (that is, edges in JE are obtained from the arcs
in E by removing directions). For any pair {i; j} of (not necessarily distinct) nodes in
V; a chain between the nodes i and j in H is a sequence of edges in JE of the form
{i; u1} − {u1; u2} − · · · − {ur; j}. We call the corresponding sequence of arcs in E a
path from node i to node j in D and denote it by ˝i;j. The set {i; u1; u2; : : : ; ur ; j} is
called the node set of the path and the set {u1; u2; : : : ; ur} is called its set of internal
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nodes. A path ˝i;j is said to be an elementary path if all its arcs are distinct and
it is said to be a simple path if all its nodes are distinct, except possibly the end
nodes i and j. A path ˝i;j with i= j is called a closed path or a cycle. A closed,
simple path is called a simple cycle. A path ˝i;j is a directed path if it is of the form
(i; u1) − (u1; u2) − · · · − (ur; j). A closed, directed path is called a directed cycle. A
simple, directed cycle with the entire set V of nodes as its node set is called a tour.
An elementary, directed path with the entire set E of arcs as its arc set is called an
Eulerian trail. A closed, Eulerian trail is called an Eulerian tour. Let A; B be two (not
necessarily disjoint) subsets of V . We shall denote by ˝A;B the set of all the directed
paths of the form ˝i;j where i∈A and j∈B.
Denition 2.1. For any multi-digraph D ≡ [V; E] and any node i∈V , the outdegree
of node i is outdg(i)= the number of the arcs in E incident out of the node i; the
indegree of node i is indg(i)= the number of the arcs in E incident into the node i;
and the de:ciency of the node i is (i)= outdg(i)–indg(i).
Denition 2.2 (Murty [21]). A multi-digraph D ≡ [V; E] is said to be Eulerian if for
each i∈V , (i)= 0.
Theorem 2.1 (Murty [21]). A multi-digraph is Eulerian i9 it can be decomposed into
arc-disjoint simple, directed cycles. A connected multi-digraph is Eulerian i9 it has
an Eulerian tour.
Denition 2.3. For any multi-digraph D ≡ [V; E] and any vector x∈ZE+; Dx is a
multi-digraph [V ′; E′] where E′ contains x(e) copies of arc e ∀e∈E, and V ′ ≡ {i:
i∈V ; at least one arc in E′ is incident with i}. Thus, Dx is obtained from D by delet-
ing some arcs in E and making multiple copies of some of the other arcs in E as
indicated by the vector x and then deleting the isolated nodes.
For any positive integer n and any vector x∈Rn, support(x)= {i: 16 i6 n; xi 	=0}.
For any two vectors x; y∈Rn, x¿y implies that xi¿yi ∀i. Let A∈Rm×n be an m×n
matrix with full row rank. For any b∈Rm, let Xb ≡ {x: Ax= b; x¿ 0}.
Denition 2.4. A cycle of A is a minimal, non-empty subset J of columns of A for
which there exists x∈Rn such that Ax=0 and support(x)= J . A cycle J of A is a
directed cycle if the set {x: Ax=0; x¿ 0; support(x)= J} is non-empty.
Denition 2.5 (Murty [22]). Let B be an m × m non-singular submatrix of A. The
matrix A can be written, after a possible permutation of its columns, as A=B | A′. Let
xB | xNB be the corresponding partition of the modi:ed vector x obtained after a similar
permutation of its coeMcients. Let ANB=B−1A′ and bB=B−1b. The set Xb can then
be written, after premultiplication by B−1, as Xb= {x: xB + ANBxNB= bB; x¿ 0}. We
shall call this the canonical representation of Xb with respect to B.
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3. Minimum cost connected multi-digraph problem with node-deciency requirements
(MCNDP)
We shall begin with a precise statement of the problem MCNDP.
3.1. Statement of the problem MCNDP
We are given a digraph D′ ≡ [V; E] on node set V ≡ {1; 2; : : : ; k} and an additional
set F of arcs on V such that the sets of arcs E and F are disjoint. Let D be the
multi-digraph [V; E∪F]. We call the set S ≡ {i: i∈V ; no arc in F is incident with i} the
set of Steiner nodes. We are also given an arc cost function c :E∪F → R with c(e)= 0
∀e∈F and a node de:ciency function d :V → Z such that (i) ∑i∈V di =0 and (ii)
di =0 ∀i∈ S. The problem is to :nd a multi-digraph Dx∗ ≡ [V ∗; E∗ ∪F] with total arc
cost minimum such that (i) x∗ ∈ZE∪F+ and x∗(e)= 1 ∀e∈F; (ii) {i: i∈V ;di ¿ 0} ⊆
V ∗ and for each node i∈V ∗, the de:ciency of the node i in Dx∗ is di and (iii) Dx∗ is
connected. Here, for each e∈E ∪ F each of the x∗(e) copies of e is assumed to have
the same cost c(e).
We shall assume throughout that every simple, directed cycle in the digraph D′ has
a non-negative cost. (Else the problem, if feasible, is obviously unbounded.) We allow
the possibility that some arcs in F are loops, (that is, of the form (i; i)).
It should be noted that the undirected version of the problem MCNDP is fairly
similar to the problem GETSP of [8]. However, neither is a special case of the other.
The special case of the problem MCNDP in which di =0 ∀i∈V is called the RPP
[3,4]. We shall now show that RPP is equivalent to the TSP.
Consider any instance of the problem RPP. We can check in polynomial time whether
the digraph D′ has a negative cost, simple, directed cycle [1,21].
If there is a negative cost, simple, directed cycle in D′ then the given problem,
if feasible, is unbounded. Checking if the problem is feasible can be reduced to an
instance of the TSP by changing the costs of all the arcs in E to 1 and reducing the
modi:ed instance of RPP, which does not have a negative cost directed cycle, to an
instance of the TSP.
If there is no negative cost, simple, directed cycle in D′ then let |F |= n and N ≡
{1; 2; : : : ; n}. We de:ne a corresponding instance of the TSP on the complete digraph
Dn ≡ [N; A] as follows. By Theorem 2.1, any feasible solution Dx to the given instance
of the RPP has an Eulerian tour which can be represented as (i1; j1)−˝j1 ;i2 − (i2; j2)−
· · · − (in; jn)−˝jn;i1 ; where ((i1; j1); (i2; j2); : : : ; (in; jn)) is an ordering of the arcs in F
and ˝j1 ;i2 ; : : : ; ˝jn;i1 are directed paths in D
′ from j1 to i2; : : : ; from jn to i1, respectively.
Conversely, for any ordering ((i1; j1); (i2; j2); : : : ; (in; jn)) of the arcs in F and any di-
rected paths ˝j1 ;i2 ; : : : ; ˝jn;i1 in D
′ from j1 to i2; : : : ; from jn to i1; respectively, consider
the corresponding sequence of arcs (i1; j1) −˝j1 ;i2 − (i2; j2) − · · · − (in; jn) −˝jn;i1 : If
for each arc e in E ∪ F x(e) is the number of times the arc e occurs in the sequence,
then Dx is a feasible solution to the instance of the RPP and the total cost of the arcs
in Dx is the sum of the costs of the paths ˝j1 ;i2 ; : : : ; ˝jn;i1 : Hence, if Dx is an optimal
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solution to the given instance of the RPP then ˝j1 ;i2 ; : : : ; ˝jn;i1 must be minimum cost
directed paths in D′ from j1 to i2; : : : ; from jn to i1; respectively. For any elements
x; y of N corresponding to say arcs (i; j) and (u; v) in F; respectively, we therefore
assign to the arc (x; y) in A a cost Cx;y equal to the cost of the cheapest directed path
from node j to node u in D′. It is easy to see that from any given optimal solution to
this instance of the TSP we can obtain in polynomial time an optimal solution to the
corresponding instance of the RPP and vice versa.
Conversely, consider an instance of the TSP on the complete digraph, Dn ≡ [N; A]
on node set N = {1; 2; : : : ; n} with an n × n cost matrix C: Let V =N , E=A and
F = {(i; i): i∈V}: De:ne the cost function c :E ∪F → R as follows. For any e=(i; j)
∈E, c(e)=Ci;j + M ; for any f=(i; i)∈F , c(f)= 0. Here, M is a suMciently large
integer. Once again the equivalence is easy to verify.
It therefore follows that the problem RPP is NP-hard.
4. Formulation of the G–G TSP as a special case of the RPP
Gilmore and Gomory [13] considered the following special case of the TSP. A set of
n jobs is to be heat-treated in a furnace. Only one job can be treated in the furnace at
a time. The treatment of the ith job (16 i6 n) involves introducing it into the furnace
at a given temperature ai and heating=cooling it in the furnace to a given temperature
bi. The costs of heating and cooling the furnace are given by density functions f(:)
and g(:), respectively. Thus, for any u¡v the cost of heating the furnace from the
temperature u to the temperature v is
∫ v
u f(x) dx, while the cost of cooling the furnace
from v to u is
∫ v
u g(x) dx. Gilmore and Gomory impose the realistic condition that for
any x∈R; f(x) + g(x)¿ 0. For each ordered pair (i; j) of jobs, the change-over cost
Ci;j of heat-treating job j immediately after job i is
Ci;j =


∫ aj
bi
f(x) dx if bi6 aj;
∫ bi
aj
g(x) dx if aj ¡bi:
Starting with the furnace temperature of a1 and processing job 1 :rst we want to
sequentially heat-treat all the jobs and :nally return the furnace temperature to a1: The
problem is to decide the order in which the jobs should be treated in the furnace so
as to minimize the total change-over cost.
Gilmore and Gomory point out that if the starting temperature of the furnace is some
other temperature )1 and after processing all the jobs we want the ending temperature
of the furnace to be say )2; then the problem can be converted to the above case by
introducing an (n+ 1)th job with an+1 = )2 and bn+1 = )1.
The following formulation of the G–G TSP as a special case of the RPP is given
by Ball et al. [3]. We present it here in details since it will be useful in understanding
the results in the following sections.
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Let X ≡ ∪{{ai; bi}: 16 i6 n} ≡ {u1; u2; : : : ; uk} where u1¡u2¡ · · ·¡uk . For
each job i let ai = usi and bi = ufi : Consider the multi-digraph D ≡ [V; E ∪ F] and the
digraph D′ ≡ [V; E] where V ≡ {1; 2; : : : ; k}, E ≡ ∪{{(i; i + 1); (i + 1; i)}: 16 i¡ k}
and F ≡ {(si; fi): 16 i6 n}. It should be noted that every node in V has some arc
in F incident with it. For any 16 i; j6 k, let [i; j] be the unique simple directed path
from the node i to the node j in the digraph D′: Let us assign to every arc (i; j) in F a
cost c((i; j))= 0 and ∀16 i¡ k, let us assign to the arcs (i; i+1) and (i+1; i) in E the
costs c((i; i+1))=
∫ ui+1
ui
f(x) dx, and c((i+1; i))=
∫ ui+1
ui
g(x) dx. For any 16 i; j6 k,
the cost c([i; j])=
∑
e∈[i; j] c(e) of the directed path [i; j] is then the cost of changing
the temperature of the furnace from ui to uj. The condition that f(x) + g(x)¿ 0 ∀x
implies that c((i; i+ 1)) + c((i+ 1; i))¿ 0 ∀i. This implies that every simple, directed
cycle in D′ has a non-negative cost and therefore for any 16 i; j6 k, [i; j] is the
least cost directed path from i to j in D′.
We shall associate with any cyclic permutation + of the jobs a multi-digraph Dx+ ;
where the vector x+ is obtained as follows. Let + ≡ (1− i2− i3−· · ·− in−1). Starting
from the node s1, traverse the arcs of the digraph D and return back to the node s1
as follows: (s1; f1) − [f1; si2 ] − (si2 ; fi2 ) − [fi2 ; si3 ] − · · · − (sin ; fin) − [fin ; s1], where
{(si; fi): 16 i6 n} are the arcs in F . For each e∈E ∪ F , let x+(e) be the number of
times arc e is traversed. It is easy to see that (i) x+(e)= 1 ∀e∈F ; (ii) by de:nition,
Dx+ is Eulerian and connected; and (iii) for each e∈E ∪ F , if we assign the cost c(e)
to each of the copies of e in Dx+ then the total cost of the arcs of the multi-digraph
is c(Dx+)=C(+), the total change-over cost under +.
Conversely, let Dx be a connected, Eulerian multi-digraph where x∈ZE∪F+ with
x(e)= 1 ∀e∈F . For each e∈E ∪F , assign the cost c(e) to each of the x(e) copies of
the arc e. By Theorem 2.1, Dx has an Eulerian tour. We can represent such a tour as
(s1; f1) −˝f1 ;si2 − (si2 ; fi2 ) −˝fi2 ;si3 − · · · − (sin ; fin) −˝fin ;s1 where for any i; j; ˝i; j
is an elementary directed path from node i to node j using only copies of arcs in
E. Let + ≡ (1; i1 − i2 − · · · − in − 1). Then c(Dx)= c(˝f1 ;si2 ) + c(˝fi2 ;si3 ) + · · · +
c(˝fin ;s1 )¿ c([f1; si2 ]) + c([fi2 ; si3 ]) + · · ·+ c([fin ; s1])= C(+).
Thus, the G–G TSP is equivalent to the RPP problem with the above de:ned
multi-digraph D and cost function c.
In the next section, we shall consider a special case of the MCNDP, which we shall
call the G–G problem and which is a generalization of the above formulation of the
G–G TSP. We shall present a simple, intuitive, polynomial algorithm for it which is a
minor modi:cation of the algorithm given by Ball et al. [3] for the G–G TSP.
5. The G--G problem
5.1. The statement of the G–G problem
This is a special case of the MCNDP problem in which the arc set E is of the form
E ≡ ∪{{(i; i+1); (i+1; i)}: 16 i¡ k}; and S = ∅. Our assumption that every simple,
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directed cycle in the digraph D′ has a non-negative cost is equivalent in this case to
the statement that ∀16 i¡ k, c((i; i + 1)) + c((i + 1; i))¿ 0:
5.1.1. An algorithm for the G–G problem
The following algorithm for the G–G problem is a minor modi:cation of the algo-
rithm by Ball et al. [3] for the G–G TSP.
Step 0: Let x∗(e)= 0 ∀e∈E; and x∗(e)= 1 ∀e∈F . Let i=1. Go to Step 1.
We shall call the arcs that are in every multi-digraph Dx; satisfying the node-de:ciency
requirements and with x(e)= 1 ∀e∈F , as the essential arcs. The essential arcs are ob-
viously required to be in every feasible solution to the G–G problem. So far, all the
arcs in the multi-digraph Dx∗ are essential arcs. In Steps 1 and 2, we shall identify
all the other essential arcs and in Step 3, we shall choose optimally from amongst the
inessential arcs so as to get an optimal solution to the G–G problem.
Step 1: Calculate (i), the de:ciency of the node i in Dx∗ . If (i)¿di, then increase
x∗((i + 1; i)) by ((i)− di). Otherwise, increase x∗((i; i + 1)) by (di − (i)).
Step 2: Increment i by 1. If i¡ k then go to Step 1. Else, go to Step 3.
It is easy to verify that the input to the Step 3 is a multi-digraph Dx∗ which contains
precisely the essential arcs and that this multi-digraph satis:es the node-de:ciency
requirement. If Dx∗ is connected then it is obviously an optimal solution to the problem.
Else, we have to add to it a minimum cost additional set of copies {y(e): e∈E}
of arcs in E so that the resultant multi-digraph is connected and still satis:es the
node-de:ciency requirements. The following are obvious.
(i) y((1; 2))=y((2; 1)): Since c((1; 2)) + c((2; 1))¿ 0, it follows that y((1; 2))=
y((2; 1))∈{0; 1}: Recursively, we can see that ∀16 i¡ k y((i; i + 1))=y((i + 1; i))
∈{0; 1}. This reduces the problem to one of choosing a set W ⊆ {1; 2; : : : ; k − 1},
and increasing x∗((i; i + 1)) and x∗((i + 1; i)) by 1 ∀i∈W such that the resultant
multi-digraph is connected and the cost of the additional copies of the arcs added is
minimum. This is the minimum cost spanning tree problem [1,21].
Step 3: Check if the multi-digraph Dx∗ is connected. If yes, then stop with Dx∗ as
the desired output. Else, suppose Dx∗ contains r connected components D1; D2; : : : ; Dr ,
for some r ¿ 1. Construct a multigraph GP ≡ [NP; EP] called patching multigraph
with node set NP ≡ {1; 2; : : : ; r} and edge set EP ≡ {ei = {u; v}: 16 i¡ k; i∈Du; and
i + 1∈Dv}. (Thus, some of the edges in EP may be self-loops.) Let the cost of the
edge ei ∈EP be d(ei)= c((i; i+1))+c((i+1; i)): Find a minimum cost spaning tree I∗
in GP (using any one of the known eMcient algorithms [1,21]). Increase x∗((i; i + 1))
and x∗((i + 1; i)) by 1 for each ei ∈ I∗. Stop with Dx∗ as the desired output.
The validity of the algorithm should be clear from the explanation given. Step 1
can be performed in O(n), while the most time-consuming part of Step 3 is :nding
a minimum cost spanning tree which has a complexity of O(k log k) [1,21]. Thus, the
overall complexity of this algorithm is O(n+k log k). To solve the G–G TSP using this
scheme, we shall need the additional operations of: (i) constructing the multi-digraph
D which requires sorting of the elements of the set X and hence has a complexity of
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O(n + k log k); and (ii) constructing the desired cyclic ordering of the jobs from the
output Dx∗ of the above algorithm. This can be obtained as follows: since in this case
di =0 ∀i∈V , the :nal solution Dx∗ is an Eulerian multi-digraph and therefore it has
an Eulerian tour. Find an Eulerian tour on Dx∗ . (Since x∗(e)6 n ∀e∈E, this can be
done in O(n2).) Suppose the Eulerian tour obtained is (s1; f1) − ˝f1 ;si2 − (si2 ; fi2 ) −
˝fi2 ;si3 − · · · − (sin ; fin)−˝fin ;s1 . Then, +∗ ≡ (1; i1 − i2 − · · · − in − 1) is the required
optimal cyclic permutation of the jobs. Thus the overall complexity of the scheme is
O(n2). It should be noted that the complexity of the algorithm presented by Gilmore
and Gomory for the G–G TSP is O(n log n). Though the current scheme is not the most
eMcient for the G–G TSP, it is more intuitive and as we shall see in the next section,
the insight it provides enables us to obtain polynomial schemes for other classes of
the MCNDP problem leading to new, non-trivial solvable cases of the TSP.
6. Other solvable cases of the MCNDP
As we shall now see, the above intuitive scheme points to some other cases of the
MCNDP problem which can be solved in strongly polynomial time using a similar
approach.
First, let us take a closer look at the two main steps of the above algorithm for
the G–G problem and the properties of the digraph D′ and the arc set F in the G–G
problem which make these steps work.
6.1. Main step (i)
Let D′ ≡ [V; E] be a digraph on V ≡ {1; 2; : : : ; k} with r connected components. For
any set F of additional arcs on V and any vector {di: i∈V} of node-de:ciency require-
ments such that
∑
i∈V di =0, let F= {x: x∈ZE∪F+ ; x(e)= 1 ∀e∈F ; Dx satis:es the
node-de:ciency requirement}. The set F can be expressed as F= {x: Ax= b; x¿ 0;
integer}; where A is a full row rank matrix obtained from the node-arc incidence
matrix of D′ [1,21] by deleting from it rows corresponding to some set R ⊆ V;
where the set R contains precisely one node from each of the r connected compo-
nents of D′; and for any node i∈V −R; bi =di− (# of arcs of F incident out of i)+
(# of arcs of F incident into i). Let Xb= {x: Ax= b; x¿ 0}. In the case of the G–G
problem, the digraph D′ is such that for any choice of the set F and the vector d of
the required type, the corresponding set F has a least element x0, (that is, there exists
x0 ∈F such that for any x∈F; x¿ x0): x0 thus gives us the set of essential arcs
and is identi:ed using the simple scheme in Steps 0–2 of the algorithm. Let us now
consider the case of an arbitrary digraph D′. It follows from the total unimodularity of
the node-arc matrix of D′ [1,21] that (i) the set F has a least element i3 the set Xb
has a least element; (ii) the least element of the two sets is the same; (iii) the least
element is an extreme point of Xb and it can be obtained by solving the linear program
min{etx: Ax= b; x¿ 0}:
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This linear program can be solved in O(k|E| log k) using network Oow techniques
[1,21].
We shall now characterize the digraphs D′ for which for any choice of the arc set
F and the vector d such that
∑
i∈V di =0 the corresponding set Xb, if it is non-empty,
has a least element and we shall present a more eMcient scheme for :nding the least
element in such a case.
Theorem 6.1. Let A∈Zm×n be a matrix with full row rank. For any vector b∈Rm;
let Xb= {x: Ax= b; x¿ 0}. Then the following statements are equivalent.
(I) The set Xb has a least element for each vector b for which it is non-empty.
(II) The set Xb has at the most one extreme point for any integral vector b.
(III) Every cycle of A is a directed cycle and the cycles of A are pairwise disjoint.
(For the de)nition of a cycle of a matrix, refer to Section 2.)
Proof. (I)⇔ (II): It is easy to see that the least element of Xb, if it exists, is an
extreme point of Xb. Suppose there exists an integral vector b such that the polyhedral
set Xb has more than one extreme points. Then by elementary linear programming
theory [22], for any two extreme points x′ and x′′ of Xb there exist columns i and j
of A such that x′i ¿ 0= x
′′
i and x
′′
j ¿ 0= x
′
j. Thus, none of the extreme points of Xb is
a least element and therefore the set Xb does not have a least element.
Conversely, suppose there exists a vector b such that the polyhedral set Xb has
more than one extreme points. Then by standard linear programming theory [22] it
follows that there exists an integral vector b′ of this type. Hence if Xb has at the most
one extreme point for every integral vector b. Then it has at the most one extreme
point for every vector b. For any vector b, if Xb is non-empty then it has at least one
extreme point and any x∈Xb can be written as (a convex combination of extreme
points of Xb) + (a non-negative combination of extreme rays of Xb) [22]. Hence, if
Xb has only one extreme point say x0, then x06 x ∀x∈Xb and x0 is the least element
of Xb:
(II)⇔ (III): By elementary linear algebra it follows that the statement “every cycle
of A is a directed cycle and the cycles of A are pairwise disjoint” is equivalent to the
statement that “for any m× m, non-singular submatrix B of A with the corresponding
canonical representation of Xb as {x: xB + ANBxNB= bB; x¿ 0}; the matrix ANB has no
positive coeMcients and the supports of the columns of ANB are pairwise disjoint”. It
is obvious from the linear programming theory [22] that if the matrix A is of this type
then Xb can have at the most one extreme point for any vector b.
Now suppose Xb has at the most one extreme point for any integral vector b. Consider
any m×m, non-singular submatrix B of A. Then ANB has no positive coeMcients. For
else, we can choose an integral vector b such that bB is a positive vector and then
by pivoting on a suitable positive coeMcient of ANB we get a second extreme point.
(See [22] for basic results on linear programming.) Also, if for some pair of columns
{i; j} and some row p of ANB, both the (p; i)th and the (p; j)th coeMcients of ANB
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are non-zero, then by pivoting on the (p; i)th element of ANB, we get a new canonical
form corresponding to another m × m, non-singular submatrix B′ of A such that the
corresponding matrix ANB′ has a positive coeMcient. Hence, the supports of any two
columns of ANB are disjoint.
The above theorem is closely related to the result by Cottle and Veinott [7] on a com-
plete characterization of the matrices A for which for any vector b the set {x: Ax¿ b},
whenever it is non-empty, has a least element. However, neither of these two results
follows from the other.
Denition 6.1 (G–G Property 1). A digraph D′ ≡ [V; E] with V ≡ {1; 2; : : : ; k} is said
to satisfy G–G property 1 if there exists an ordering (i1; i2; : : : ; ik) of the nodes in V
such that for any 16 j¡k, each of the sets ˝ij;Vj and ˝Vj;ij contains at the most one
simple directed path such that all the internal nodes of the path are in V −Vj−1; where
for any 16 j¡k; Vj ≡ {ij+1; : : : ; ik}. (For de:nition of ˝A;B for any A; B ⊆ V , see
Section 2.)
Denition 6.2. A connected digraph with no simple cycles is called a directed tree
(that is, it is a digraph such that its underlying undirected graph is a tree).
Denition 6.3. We shall call a connected digraph D ≡ [V; E] a Cactus if it satis:es
the following conditions. (i) Every simple cycle in D is a directed cycle; and (ii) for
any directed tree T of D and any distinct pair of arcs (i; j) and (u; v) of D; the unique
paths ˝i;j and ˝u;v in T are arc disjoint.
Theorem 6.2. Let D′ ≡ [V; E] be a digraph on node set V ≡ {1; 2; : : : ; k} with r
connected components. Let A be a full row rank matrix obtained from the node-arc
incidence matrix of D′ by deleting rows corresponding to some set R ⊆ V; where the
set R contains precisely one node from each of the r connected components of D′.
For any (k − r)-vector b; let Xb= {x: Ax= b; x¿ 0}. Then the following statements
are equivalent:
(I) The set Xb has a least element for each integral vector b for which it is
non-empty.
(II) Each connected component of the digraph D′ is a Cactus.
(III) The digraph D′ satis)es G–G property 1.
Proof. (I)⇔ (II): From standard results in graph theory, it follows that condition (II)
of the theorem is precisely condition (III) of Theorem 6.1. The result thus follows
from Theorem 6.1.
(III)⇒ (I): Suppose D′ satis:es the G–G property 1 with node ordering (1; 2; : : : ; k).
It is easy to verify that for any set F of additional arcs and any vector d of node
de:ciency requirements such that
∑
i∈V di =0, if the set F is non-empty then the
following scheme will produce the least element of F.
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Step 0: Let x0(e)= 0 ∀e∈E. Let i=1.
Step 1: Let (i) be the de:ciency of the node i in the multi-digraph Dx0 . If (i)=di,
then go to Step 2. If (i)¿di, then let ˝ be the simple directed path in ˝Vi;i such
that all the internal nodes of the path are in V − Vi−1. If (i)¡di, then let ˝ be
the simple directed path in ˝i;Vi such that all the internal nodes of the path are in
V −Vi−1. If the desired path does not exist, then stop. The problem is infeasible. Else,
|(i) − di| additional copies of each of the arcs in the selected path ˝ are obviously
essential. Increase x0(e) by |(i)− di| for each e in ˝.
Step 2: Increment i by 1. If i¿ k, then stop. Else, go to Step 1.
(II)⇒ (III): Without loss of generality, let us assume that D′ is connected. Suppose
D′ is a Cactus. Let T be a directed spanning tree of D′. The following scheme will
produce an ordering of the nodes of V such that D′ with this ordering of the nodes
satis:es the G–G property 1.
Step 0: Let T 1 =T; j=1.
Step 1: Let u be a pendant node of T j. Choose ij = u. Delete the node u from T j
to get a directed tree T j+1.
Step 2: Let j= j + 1: If j¿k, then stop. Else go back to Step 1.
Lemma 6.1. The digraph D′ with the ordering of the nodes as produced by the above
scheme satis)es the G–G property 1.
Proof of the lemma. Consider any 16 j¡k. Let Tj be that connected component of
the sub-digraph of T induced by the node set Vj ≡ {i1; i2; : : : ; ij} which contains the
node ij. Let the node set of Tj be Y . Since ij is a pendant node of T j, it follows that
there is precisely one arc e of T j joining the node ij with some node in V − Y . For
any other arc f in D′ joining some node in Y with some node in V − Y , e and f lie
on a simple cycle of D′. Since all the cycles in D′ are pairwise arc disjoint, it therefore
follows that there is at the most one more arc (besides e) in D′ joining some node in
Y with some node in V − Y and if there is such an arc f incident with some node
u∈Y and some node v∈V − Y , then ij 	= u and the simple path in T from ij to u is
the only simple path from ij to u in Tj. Since all the simple cycles in D′ are directed
cycles, it follows that the unique simple path from ij to u in T is a directed path and
precisely one of the two arcs e and f is incident into Y and the other is incident out
of Y . This proves the lemma.
This proves the theorem.
In the case of the G–G problem, the only simple cycles of the digraph D′ are
{((i)− (i+1)− (i)) ∀16 i¡ k} and thus D′ is a cactus. We wish to point out that for
any cactus the ordering of its nodes required by the G–G property 1 can be obtained in
O(k) and the computational complexity of the scheme for obtaining the least element
of F given in the proof of Theorem 6.2 is O(k|E|+ n), where n= |F |.
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6.2. Main step (ii)
In this step, we :nd a minimum cost set of additional copies {y(e): e∈E} of arcs in
E (the set of inessential arcs) which when added to the multi-digraph Dx∗ , containing
only the set of essential arcs and satisfying the node-de:ciency requirements, the new
multi-digraph is connected while still satisfying the node-de:ciency requirements.
The multi-digraph D′y, having as arcs only the set of inessential arcs, is obviously
Eulerian and hence by Theorem 2.1, the set of inessential arcs is a collection of
arc-disjoint, simple directed cycles. Since every directed cycle has a non-negative cost,
there exists a minimum cost set of inessential arcs that contains at the most one copy
of each directed cycle. Thus, the problem of :nding the minimum cost set of inessential
arcs is the one of :nding a set of simple directed cycles in D′ with minimum total
cost which when added to the multi-digraph Dx∗ , containing only the essential arcs,
the modi:ed multi-digraph is connected. As we shall see, this problem becomes easy
when the digraph D′ satis:es the following property.
Denition 6.4 (G–G Property 2). A digraph D′ ≡ [V; E] is said to satisfy G–G prop-
erty 2 if (i) all the simple directed cycles in D′ are of size 2; and (ii) in any instance
of the MCNDP problem on D′ we can assume that the set S of Steiner nodes is empty.
In the case of the G–G problem the digraph D′ satis:es condition (i) of the G–G
property 2; and as will be clear from the discussion below, we can assume that it also
satis:es condition (ii).
It is easy to see that for an instance of the general MCNDP problem, if some Steiner
node i∈ S has only one neighbor in D′ then there exists an optimal solution x∗ to the
problem with x∗(e)= 0 for every arc e incident with i. Hence we can delete this node.
If there exists a Steiner node i which has only two neighbors, say u and v, then again
it is easy to see that there exists an optimal solution x∗ such that x∗((u; i))= x∗((i; v))
and x∗((v; i))= x∗((i; u)): We can therefore delete in D′ node i and add new arcs (u; v)
and (v; u) with costs c((u; v))= c((u; i))+ c((i; v)) and c((v; u))= c((v; i))+ c((i; u)) to
get an equivalent MCNDP problem. Since in the G–G problem every node has at the
most two neighbors, we can assume without loss of generality that in this case there
are no Steiner nodes.
Suppose a digraph D′ satis:es condition (i) of the G–G property 2. Let Dx∗ con-
tain only the set of essential arcs. Suppose Dx∗ contains r connected components,
D1; D2; : : : ; Dr; for some r ¿ 1. Let the node set of Dx∗ be V ′ and let W =V − V ′.
Construct a multi-graph GP ≡ [NP; EP], called patching multi-graph, with node set
NP ≡ {1; 2; : : : ; r} ∪W and edge set EP ≡ {ei; j = {u; v}: {(i; j); (j; i)} ⊆ E; i∈Du for
some 16 u6 r; or i= u∈W ; j∈Dv for some 16 v6 r; or j= v∈W}. Let the cost
of edge ei; j ∈EP be d(ei; j)= c((i; j)) + c((j; i)): Then the main step (ii) is equivalent
to :nding a minimum cost Steiner tree in GP which is in general NP-hard [11]. If
in addition S = ∅; then W = ∅ and the main step (ii) reduces to the well-known and
well-solved minimum cost spanning tree problem [1,21].
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6.3. Other polynomially solvable cases of the MCNDP
We shall now use the insight gained above to develop polynomial schemes for other
special classes of the MCNDP problem.
Class (i): This and related generalizations of the G–G problem are considered in
[2,9,17,18]. Here, the digraph D′ ≡ [V; E] is obtained by taking a spanning tree T on
the node set V and replacing each edge {i; j} in the tree by two arcs {(i; j); (j; i)}.
In this case, it is easy to see that the G–G property 1 and condition (i) of the G–G
property 2 hold. As pointed out above, we can assume without loss of generality that
every node i∈V such that the degree of i in T is 2 or less is a non-Steiner node.
However, some nodes with degree more than 2 in the tree T may be Steiner nodes. If
there are no Steiner nodes then the corresponding MCNDP problem can be solved in
O(n+k log k), using the identical scheme as the one given above for the G–G problem.
If we have some Steiner nodes then the main step (ii) of our algorithm may reduce
to the minimum cost Steiner tree problem. It has been shown in [15] that this special
class of the minimum cost Steiner tree problems is NP-hard and also that this special
class of the MCNDP problem is NP-hard even when di =0 ∀i∈V . However, if the
number of Steiner nodes is bounded by a :xed constant, say r, then the problem can
be obviously solved in O(2rk log k + n) by solving 2r spanning tree problems, one for
each choice of the subset of the Steiner nodes to be included in the spanning tree.
Class (ii): Another special case of the MCNDP problem for which the above ap-
proach works is the one where the digraph D′ is a directed cycle. Thus, in this case
E ≡ {(1; 2); (2; 3); : : : ; (k − 1; k); (k; 1)}. Our assumption that every directed cycle has
a non-negative cost implies that
∑
e∈E c(e)¿ 0. When di =0 ∀i∈V , this is precisely
the wallpaper cutting problem for which an eMcient scheme is given in [10] (see also
[12,14,24]). With the node ordering of (1; 2; : : : ; k), this digraph D′ satis:es the G–G
property 1. Also, it is easy to see that in this case our algorithm above for :nding the
set of essential arcs can be implemented in O(k + n) where |F |= n. Since the digraph
D′ has only one simple directed cycle which passes through all the arcs in E; the main
step (ii) is trivial. Let Dx∗ be the multi-digraph containing only the set of essential
arcs. If Dx∗ satis:es the required connectivity condition then it is obviously an optimal
solution. Else, add to x∗precisely one copy of each arc in E. The complexity of this
algorithm is O(k + n).
As a generalization of this, consider for any given constant ) a digraph D′ that
satis:es the G–G property 1 and in which the total number of simple directed cycles
is ). In this case, the MCNDP can be solved in O((2)))|E|+k|E|+n). (The minimum
cost set of inessential arcs can be found by considering all the 2) possible subsets of
the directed cycles.)
Class (iii): Now consider the case where E ≡ {(1; 2); : : : ; (k − 1; k); (k; 1)} ∪ {(1; k);
(k; k − 1); : : : ; (2; 1)}. Again, since every node here has at the most two neighbors, we
can assume that S = ∅. Let 4=1=2∑i∈V |di|. Then it follows from the arguments given
above that there exists an optimal solution Dx∗ such that (x∗((1; k)); x∗((k; 1)))∈{(1; 1)}
∪ {(u; 0); (0; u): 06 u64 + n}: If we :x the values of x∗((1; k)) and x∗((k; 1)), the
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problem reduces to the G–G problem which can be solved in polynomial time. We
thus have the following algorithm.
For each of the values (a; b)∈{(1; 1)}∪{(u; 0); (0; u): 06 u64+n}, do the follow-
ing. Fix x∗((1; k))= a and x∗((k; 1))= b. Delete the arcs (1; k) and (k; 1) from E and
add to the set F , a additional copies of the arc (1; k) and b additional copies of the arc
(k; 1). Solve the corresponding G–G problem. The best of these (2(4+n)+1) solutions
is the overall best solution. The complexity of this scheme is O((4+ n)(n+ k log k)).
Now we shall modify this scheme to make it strongly polynomial. Let (z1; z2; : : : ; zp)
be the distinct values in the set {∑ij=1(dj − (j)): 16 i6 k − 1} arranged in non-
decreasing order. Let z0 = −∞ and zp+1 =∞. For any 16 r6p + 1, it is easy to
see that for any (a; b)∈{(1; 1)} ∪ {(u; 0); (0; u): 06 u64+ n} such that zr−1¡ (a−
b)¡zr , when we solve the corresponding G–G problem using the algorithm of Section
5, the subset of arcs in E which have at least one copy in the set of essential arcs pro-
duced remains the same (we shall denote it by Er) and hence, as long as a+b¿ 0, the
corresponding patching multi-graph and therefore the optimal set of inessential arcs re-
mains the same. Consider any {(a1; b1); (a2; b2)} ⊆ {(1; 1)}∪{(u; 0); (0; u): 06 u64+
n} such that zr−1¡ (a1 − b1)= (a2 − b2 − 1)¡zr − 1. Then for any arc of the form
(q; q+ 1) in Er , the number of copies of the arc (q; q+ 1) in the set of essential arcs
for the G–G problem corresponding to (a1; b1) is one more than that corresponding to
(a2; b2); and for any arc of the form (q+ 1; q) in Er , the number of copies of the arc
(q + 1; q) in the set of essential arcs for the G–G problem corresponding to (a1; b1)
is one less than that corresponding to (a2; b2): These observations allow us to choose
the following set J ⊆ {(1; 1)} ∪ {(u; 0); (0; u): 06 u64+ n} such that |J | is strongly
polynomial, and it is suMcient to solve the G–G problems only corresponding to the
elements of J .
Let 0¡t6p+1 be such that zt−16 06 zt . Initially, let J ′= {(0;−zi): 16 i¡ t}∪
{(zi; 0): t6 i6p} ∪ {(0; 0); (1; 1)}. For each 16 r ¡ t, if ((sum of costs of all the
arcs in Er of the form (q; q + 1)) − (sum of costs of all the arcs in Er of the form
(q+1; q)))¿− c((k; 1)) then add (0;−zr+1) to J ′; else add (0;−zr−1−1) to J ′. For
each t ¡ r6p+1, if ((sum of costs of all the arcs in Er of the form (q; q+1))−(sum
of costs of all the arcs in Er of the form (q + 1; q)))¿ c((1; k)) then add (zr − 1; 0)
to J ′; else add (zr−1 + 1; 0) to J ′. (iii) For r= t; if ((sum of costs of all the arcs
in Er of the form (q; q + 1)) − (sum of costs of all the arcs in Er of the form
(q + 1; q)))¿ − c((k; 1)), then add (0; 1) to J ′; else add (0;−zr−1 − 1) to J ′; and if
((sum of costs of all the arcs in Er of the form (q; q+ 1))− (sum of costs of all the
arcs in Er of the form (q+1; q)))¿ c((1; k)), then add (zr−1; 0) to J ′; else add (1; 0)
to J ′. Now, let J = J ′ ∩ {(1; 1)} ∪ {(u; 0); (0; u): 06 u64+ n}:
It is easy to verify that |J |6 2p + 2; and that the set J contains an optimal pair
of values (x∗((1; k)); x∗((k; 1))). The set J can be computed in O(k(n + k)); and we
have to solve O(k) G–G problems. The overall complexity of the scheme is thus
O(k(n+ k log k)).
It is easy to see that the same arguments can be extended to obtain a strongly poly-
nomial scheme for the MCNDP where the digraph D′ is such that for some constant,
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positive integer r, we can delete r pairs of arcs of the form {(i; j); (j; i)} from D′ to
reduce it to the digraph of the G–G problem.
Class (iv): We shall now use our results to obtain a polynomial scheme for a
generalization of the warehouse order-picking problem of Ratli3 and Rosenthal [23].
Here, we consider a special case of the MCNDP problem with D′=W ≡ [V; E], the
digraph representing a rectangular warehouse and de:ned as follows: V ≡ {1; 2; : : : ; k}.
For some positive integers m and v1; v2; : : : ; vm, such that 0= v0¡ (v1 − 1)¡ (v2 −
1)¡ (v3 − 1)¡ · · ·¡ (vm − 1)= (k − 1),
E1 ≡
⋃
16j6m
{{(i; i + 1); (i + 1; i)}: vj−1¡i¡vj};
E2 ≡
⋃
16j6m−1
{(vj−1 + 1; vj + 1); (vj + 1; vj−1 + 1); (vj; vj+1); (vj+1; vj)}
and E=E1 ∪ E2. Ratli3 and Rosenthal consider a special undirected version of the
RPP problem on this digraph (i.e. having c(i; j)= c(j; i)¿ 0 ∀(i; j)∈E) with all the
arcs in F as loops and {1; v1; v1 + 1; v2; v2 + 1; vm−1; vm−1 + 1; vm} as the set of Steiner
nodes. In this case, the set of essential arcs is precisely F and the problem reduces
to :nding a vector y∈ZE+, such that D′y is connected, Eulerian and contains all the
non-Steiner nodes; and
∑
e∈E c(e)y(e) is minimum. Ratli3 and Rosenthal [23] give an
O(k) dynamic programming scheme for this problem.
Let us now consider the general MCNDP problem with D′=W . We shall provide
polynomial schemes for two subclasses of the problem. In subclass (iv(a)), m is a
:xed constant. In subclass (iv(b)), we present our most general case which includes
the Ratli3–Rosenthal problem as a special case. The solution scheme for this requires
the scheme for the subclass (iv(a)).
Subclass (iv(a)). m is a )xed constant: As pointed out before, there exists an
optimal solution Dx∗ to the problem such that for each arc e ≡ (i; j)∈E, x∗((i; j)) +
x∗((j; i))64 + n; where 4=1=2
∑
i∈V |di|; and either at least one of x∗((i; j)) and
x∗((j; i)) is 0, or x∗((i; j))= x∗((j; i))= 1. For each 16 j¡m, choose (sj; tj)∈{(1; 1)}
∪ {(u; 0); (0; u): 06 u64 + n}. Now, ∀16 j¡m − 1; j odd, :x x∗((vj; vj+1))= sj;
x∗((vj+1; vj))= tj; x∗((vj+1; vj+1+1))= sj+1 and x∗((vj+1+1; vj+1))= tj+1; delete arcs
(vj; vj+1); (vj+1; vj); (vj + 1; vj+1 + 1) and (vj+1 + 1; vj + 1) from D′ and add to the set
F; sj copies of the arc (vj; vj+1); tj copies of the arc (vj+1; vj); sj+1 copies of the arc
(vj + 1; vj+1 + 1) and tj+1 copies of the arc (vj+1 + 1; vj + 1): In addition, if m is even
then :x x∗((vm−1; vm))= sm−1; and x∗((vm; vm−1))= tm−1; delete the arcs (vm−1; vm);
and (vm; vm−1) from D′, and add to the set F; sm−1 copies of the arc (vm−1; vm); and
tm−1 copies of the arc (vm; vm−1). Delete from the set S of Steiner nodes all the nodes
having at least one arc of the set F incident with it. The resultant problem is the G–G
problem which can be solved in O(k log k + n). By solving all the (2(4+ n) + 1)m−1
such problems and choosing the best amongst the corresponding optimal solutions, we
get an optimal solution to our problem. By using the ideas in case (iii)above, the
overall complexity of the scheme can be reduced to O(km−1(n+ k log k)).
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Subclass (iv(b)). For a constant, ‘, there exist 0= i0¡i1¡ · · ·¡ir = vm= k, such
that (i) ∀16 j¡ r; ij = vp for some p∈{1; 2; : : : ; m− 1}; (ii) ∀06 j¡ r, let ij = vp
and ij+1 = vq; then q−p6 ‘; and (iii) for every arc (u; v)∈F; {u; v} ⊆ {ij+1; : : : ; ij+1}
for some 06 j¡ r: (Here when r=m; di =0 ∀i and all the arcs in F are loops, we
get the Ratli3–Rosenthal case [23].)
For any 16 u6 r, let Wu be the subgraph of W spanned by the node set Vu= {i:
iu−1¡i6 iu}; let WL;u be the subgraph of W spanned by the node set VL;u= {i: i6 iu};
let Fu and Su be, respectively, the arcs of F and the nodes of S in Wu; and let FL;u
and SL;u be, respectively, the arcs of F and the nodes of S in WL;u. Thus, WL;r =W .
Now consider the following cases.
Case (ivb; I; u) for some 0¡u6 r: Let iu= vp; ju= vp−1 + 1. We consider the
MCNDP problem with D′=WL;u and with the data constrained to WL;u unchanged
except for the following.
Case (ivb; Ia; u): If iu ∈ SL;u, then delete it from SL;u and add (iu; iu) to the set FL;u;
change diu to −(
∑
16i¡iu di).
Case (ivb; Ib; u): If ju ∈ SL;u, then delete it from SL;u and add (ju; ju) to the set FL;u;
change dju to −(
∑
16i6iu
i =ju
di).
Case (ivb; Ic; u; s; t) where −(4+ n)6 s; t6 (4+ n) and (s+ t)=∑16i6iu di: Add
arc (ju; iu) to the set FL;u. Change dju and diu to (dju − s + 1) and (diu − t − 1),
respectively, and remove iu and ju from SL;u.
Case (ivb; Id; u; s; t), where −(4 + n)6 s; t6 (4 + n) and (s + t)=∑16i6iu di: If
iu ∈ SL;u, then delete it from SL;u and add (iu; iu) to the set FL;u; similarly, if ju ∈ SL;u,
then delete it from SL;u and add (ju; ju) to the set FL;u. Change dju and diu to (dju − s)
and (diu − t), respectively.
Cases (ivb; II; u) for some 0¡u6 r: Let iu= vp; ju=(vp−1 + 1); iu−1 = vq; vq +
1= au; and vq+1 = bu. Here, we consider the MCNDP problem with D′=Wu and with
the data constrained to Wu unchanged, except for the following.
(ivb; IIa; u): If iu ∈ Su, then delete it from Su and add (iu; iu) to the set Fu; change
diu to −(
∑
16i¡iu di).
(ivb; IIb; u): If ju ∈ Su, then delete it from Su and add (ju; ju) to the set Fu; change
dju to −(
∑
16i¡iu di).
(ivb; IIc; u; s; t), where −(4 + n)6 s; t6 (4 + n) and (s + t)=∑16i6iu di: Add
arc (ju; iu) to the set Fu. Change dju and diu to (dju − s + 1) and (diu − t − 1),
respectively.
(ivb; IId; u; s; t), where −(4+n)6 s; t6 (4+n) and (s+ t)=∑16i6iu di: If iu ∈ Su,
then delete it from Su and add (iu; iu) to the set Fu; similarly, if ju ∈ Su, then delete it
from Su and add (ju; ju) to the set Fu; Change dju and diu to (dju − s) and (diu − t),
respectively.
(ivb; IIe; u): If au ∈ Su, then delete it from Su and add (au; au) to the set Fu; change
dau to dau + (
∑
16i6vq di).
(ivb; IIf ; u): If bu ∈ Su, then delete it from Su and add (bu; bu) to the set Fu; change
dbu to dbu + (
∑
16i6vq di).
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(ivb; IIg; u; s; t), where −(4 + n)6 s; t6 (4 + n) and (s + t)=∑16i6vq di: Add
arc (au; bu) to the set Fu. Change dau and dbu to (dau + s + 1) and (dbu + t − 1),
respectively.
(ivb; IIh; u; s; t), where −(4+n)6 s; t6 (4+n) and (s+t)=∑16i6vq di: If au ∈ Su,
then delete it from Su and add (au; au) to the set Fu; similarly, if bu ∈ Su, then delete it
from Su and add (bu; bu) to the set Fu. Change dau and dbu to (dau + s) and (dbu + t),
respectively.
We are interested in the (2 + 4(4 + n))2 special cases of the MCNDP problem
with D′=Wu obtained by combining each of the four changes (ivb,IIa,u), (ivb,IIb,u),
(ivb,IIc,u; s1; t1) and (ivb,IId, u; s1; t1) with each of the four changes (ivb,IIe,u),
(ivb,IIf,u), (ivb,IIg,u; s2; t2) and (ivb,IIh,u; s2; t2) with valid values of {s1; t1; s2; t2}.
For u=1, the digraphs Wu and WL;u are the same. Here, the cases (ivb,Ia,1),
(ivb,Ib,1), and each of the 2(4 + n) subcases (ivb,Ic,1; s; t) and (ivb,Id,1; s; t) can be
solved by using the algorithm for subclass (iva) above.
Also, for any 16 u6 r, each of the (2 + 4(4+ n))2 cases of MCNDP on D′=Wu
can be solved using the algorithm for the subclass (iva).
Now, for any 1¡p6 r, and appropriate values of s; and t, each of the cases
(ivb,Ia,p), (ivb,Ib,p), (ivb,Ic,p; s; t) and (ivb,Id,p; s; t) can now be solved by straight-
forward recursion. We shall give the details for the case (ivb,Ia,p). The other cases
follow similarly.
Solution to case (ivb,Ia,p):
If y=(
∑
16i6ip−1 di)¿ 0; then :x x(ip−1; bp)=y; x(bp; ip−1)= 0. If y¡ 0, then
:x x(ip−1; bp)= 0; x(bp; ip−1)= − y. If y=0; then :x x(ip−1; bp)= x(bp; ip−1)= 1.
Combine solutions to cases (ivb,Ia,p− 1) and (ivb,IIa,IIf,p).
If y=(
∑
16i6ip−1 di)¿ 0; then :x x(jp−1; ap)=y; x(ap; jp−1)= 0. If y¡ 0, then
:x x(jp−1; bp)= 0; x(bp; ip−1)=− y. If y=0; then :x x(jp−1; ap)= x(ap; jp−1)= 1.
Combine solutions to cases (ivb,Ib,p− 1) and (ivb,IIa,IIe,p).
For each −(4 + n)6w; z6 (4 + n) and (w; z)=∑16i6ip−1 di, do the following:
If w¿ 0, then :x x(jp−1; ap)=w; x(ap; jp−1)= 0. If w¡ 0, then :x x(jp−1; ap)= 0;
x(ap; jp−1)=− w. If w=0, then :x x(jp−1; ap)= x(ap; jp−1)= 1. Similarly, if z¿ 0,
then :x x(ip−1; bp)= z; x(bp; ip−1)= 0. If z¡ 0, then :x x(ip−1; bp)= 0; x(bp; ip−1)=
− z. If z=0, then :x x(ip−1; bp)= x(bp; ip−1)= 1. Combine solutions to the cases
(ivb,Ic,p− 1; w; z) and (ivb,IIa,IIh,p;w; z).
For each −(4 + n)6w; z6 (4 + n) and (w; z)=∑16i6ip−1 di, do the following:
If w¿ 0, then :x x(jp−1; ap)=w; x(ap; jp−1)= 0. If w¡ 0, then :x x(jp−1; ap)= 0;
x(ap; jp−1)=− w. If w=0, then :x x(jp−1; ap)= x(ap; jp−1)= 1. Similarly, if z¿ 0,
then :x x(ip−1; bp)= z; x(bp; ip−1)= 0. If z¡ 0, then :x x(ip−1; bp)= 0; x(bp; ip−1)=
− z. If z=0, then :x x(ip−1; bp)= x(bp; ip−1)= 1. Combine the solutions to the cases
(ivb,Id,p− 1; w; z) and (ivb,IIa,IIg,p;w; z).
The best amongst all these solutions is an optimal solution to the case (ivb,Ia,p).
Using the same idea as in case (iii), this scheme can be modi:ed to obtain one with
a complexity of O((k)‘+1(k log k + n)). Thus, we get a polynomial scheme for a :xed
‘. This generalizes the result of Ratli3 and Rosenthal [23], where ‘=1.
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7. A heuristic for the MCNDP
Based on the above results, we propose the following heuristic for the MCNDP.
Step 0: Let A be the node-arc incidence matrix of D′ and for any node i∈V , let
bi =di−(# of arcs of F incident out of i) + (# of arcs of F incident into i).
Step 1: Find an optimal solution z∗ to the linear program
min{ctz: Az= b; z¿ 0}
using network Oow techniques [1,21]. If the problem is infeasible then the given in-
stance of MCNDP is infeasible. Stop. Else, de:ne x∗ ∈ZE∪F+ as {x∗(e)= z(e) ∀e∈E;
x∗(e)= 1 ∀e∈F}. If Dx∗ is connected, then stop with Dx∗ as the output.
Step 2: Let the node set of Dx∗ be V ′ and let X =V−V ′. Let M =2k(max{c((i; j)):
(i; j)∈E}). For each (i; j)∈E, if i and j lie in di3erent connected components of Dx∗
then assign the arc (i; j) a cost w((i; j))= c(((i; j))− 2M ; if one of i and j lies in V ′
and the other lies in X then assign the arc (i; j) a cost w((i; j))= c(((i; j))−M ; else
assign it a cost w((i; j))= c((i; j)). Using the scheme of [20], :nd a simple, directed
cycle C in D′, such that w(C)=|C| is minimum, where w(C) is the total cost of all the
arcs in C with respect to the cost function w(:) and |C| is the total number of arcs in
C. If w(C)¿ 0, then the given instance of MCNDP is infeasible. Stop.
Step 3: Increment x∗(e) by 1 for each arc e∈C. Check if the updated multi-digraph
Dx∗ is connected. If yes, stop with Dx∗ as the desired output. Else, go back to Step 2.
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