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Abstract
We study pseudo-multiplicative unitaries and pseudo-Kac systems on C ∗-
modules in general and examples arising from locally compact groupoids in par-
ticular. Multiplicative unitaries on Hilbert spaces were introduced by Saad Baaj
and Georges Skandalis as a framework for generalisations of Pontrjagin duality of
locally compact abelian groups: each locally compact quantum group gives rise
to a multiplicative unitary from which one can construct two Hopf C ∗-algebras
representing the initial quantum group and its generalised Pontrjagin dual [3, 28].
Building on the notion of a Kac system, they define reduced crossed products for
coactions of Hopf C∗-algebras and prove a generalisation of the Takesaki-Takai
duality theorem [3].
For measurable quantum groupoids, a von Neumann-algebraic duality theory
building on pseudo-multiplicative unitaries on Hilbert spaces exists [59, 12, 32], but
up to now, the treatment of topological groupoids by C ∗-algebraic means remained
restricted to the finite case [5, 36, 40]. Aiming at this deficiency, we introduce
pseudo-multiplicative unitaries on C∗-modules. The results cited above [3] do
not carry over. Problems arise from the internal tensor product of C ∗-bimodules
and adjointability questions for linear operators on C ∗-modules. Motivated by
r-discrete groupoids, we introduce a decomposability condition and obtain the
first main result: a decomposable regular pseudo-multiplicative unitary gives rise
to two Hopf C∗-families. The construction rests on a number of new concepts:
homogeneous operators on C∗-bimodules, the category of C∗-families and the
internal tensor product of C∗-families.
The second main result is the axiomatisation of pseudo-Kac systems on C ∗-
modules and the generalisation of the reduced crossed product construction and
the associated Baaj-Skandalis duality theorem to decomposable pseudo-Kac sys-
tems. This implies a corresponding duality theorem for r-discrete groupoids.
Finally, we study decomposable groupoids and their associated pseudo-Kac
systems. We show that coactions of the function algebra of the groupoid coincide
with actions of the groupoid and that coactions of the dual Hopf C ∗-family coincide
with upper semi-continuous Fell bundles on the groupoid, provided the latter is
r-discrete. This is the third main result. A discussion of non-Hausdorff groupoids
and the approaches of Mahmood Khoshkam and Georges Skandalis [23], Jean-
Louis-Tu [55] and a Hausdorff compactification introduced by James Fell [16]
completes the thesis.
Zusammenfassung
Wir untersuchen pseudo-multiplikative Unita¨re und Pseudo-Kac-Systeme auf
C∗-Moduln sowie Beispiele aus dem Bereich lokal-kompakter Gruppoide. Multi-
plikative Unita¨re auf Hilbert-Ra¨umen wurden von Saad Baaj und Georges Skan-
dalis als Rahmen fu¨r Verallgemeinerungen der Pontrjagin-Dualita¨t lokal-kompak-
ter abelscher Gruppen eingefu¨hrt: zu jeder Quantengruppe kann ein multiplika-
tives Unita¨res und aus diesem wiederum ko¨nnen zwei Hopf-C ∗-Algebren kon-
struiert werden, welche die Ausgangsgruppe und ihr verallgemeinertes Duales
repra¨sentieren [3, 63, 28]. Aufbauend auf dem Begriff eines Kac-Systems kon-
struieren die Autoren ferner verschra¨nkte Produkte fu¨r Kowirkungen von Hopf-
C∗-Algebren und verallgemeinern den Takesaki-Takai-Dualita¨tssatz [3].
Fu¨r messbare Quantengruppoide existiert eine Dualita¨tstheorie, welche auf
pseudo-multiplikativen Unita¨ren auf Hilbertra¨umen und der ra¨umlichen Theo-
rie der von-Neumann-Algebren beruht [59, 12, 32]; die Behandlung topologischer
Gruppoide mit C∗-algebraischen Methoden aber blieb bisher beschra¨nkt auf den
diskreten Fall [5, 36, 40]. Um diese Einschra¨nkung zu u¨berwinden, fu¨hren wir
in dieser Arbeit den Begriff eines pseudo-multiplikativen Unita¨ren auf C ∗-Moduln
ein. Die direkte U¨bertragung der Ergebnisse aus [3] scheitert an den Eigenschaften
des internen Tensorprodukts von C∗-Bimoduln und der Adjungierbarkeitsfrage fu¨r
lineare Operatoren auf C∗-Moduln. In Anlehnung an den Begriff eines r-diskreten
Gruppoids formulieren wir eine Zerlegbarkeits-Bedingung und erhalten das erste
Hauptergebnis – die Konstruktion zweier Hopf-C ∗-Familien aus einem zerlegbaren
regula¨ren pseudo-multiplikativen Unita¨ren. Dieses Ergebnis beruht auf einer Reihe
neuer Konzepte: homogene Operatoren auf C∗-Bimoduln, die Kategorie der C∗-
Familien und das interne Tensorprodukt von C∗-Familien.
Das zweite Hauptergebnis ist die Axiomatisierung von Pseudo-Kac-Systemen
auf C∗-Moduln und die U¨bertragung der Konstruktion reduzierter verschra¨nkter
Produkte sowie des entsprechenden Dualita¨tssatzes auf zerlegbare pseudo-Kac-
Systeme. Letzterer impliziert ein entsprechendes Ergebnis fu¨r Wirkungen von
r-diskreten Gruppoiden.
Beispiele zerlegbarer Pseudo-Kac-Systeme liefert die Klasse der zerlegbaren
Gruppoide, welche die r-diskreten Gruppoide verallgemeinern. Als drittes Haupt-
ergebnis zeigen wir, dass Kowirkungen der Funktionenalgebra eines solchen Grup-
poids und Kowirkungen der dazu dualen Hopf-C∗-Familie mit Wirkungen des
Gruppoids beziehungsweise oberhalb-stetigen Fell-Bu¨ndeln auf dem Gruppoid ko-
rrespondieren – letzteres unter der Einschra¨nkung, dass das Gruppoid r-diskret
ist. Dies verallgemeinert entsprechende Resultate u¨ber diskrete Gruppen [2]. Zum
Schluss betrachten wir Gruppoide, die nicht Hausdorffsch sind, und verknu¨pfen
die Zuga¨nge von Mahmood Khoshkam, Georges Skandalis [23] und Jean-Louis-Tu
[55] mit einer von James Fell eingefu¨hrten Hausdorff-Kompaktifizierung [16].
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Introduction
Overview
In this thesis, we introduce and study pseudo-multiplicative unitaries and pseudo-
Kac systems on C∗-modules in general and examples arising from locally compact
groupoids in particular. Although these notions are modelled after (pseudo)-
multiplicative unitaries and Kac systems on Hilbert spaces [3, 59, 60], the new
setting presents several difficulties.
Multiplicative unitaries on Hilbert spaces are fundamental to the study of lo-
cally compact quantum groups and their duality which generalises the Pontrjagin
duality of locally compact abelian groups [28]. In the von Neumann-algebraic
theory of measured quantum groupoids, an analogue roˆle is played by pseudo-
multiplicative unitaries on Hilbert spaces [32, 12]. In both theories, the con-
struction of the generalised Pontrjagin dual proceeds in two steps: the quantum
group(oid), which is some kind of Hopf algebra equipped with a Haar measure,
gives rise to a (pseudo-)multiplicative unitary. From this unitary, one constructs
a pair of operator-algebraic Hopf algebras [3, 63, 28]. One of these coincides with
the initial quantum group(oid) and the other is its Pontrjagin dual.
Although examples of pseudo-multiplicative unitaries on C ∗-bimodules have
already been discussed in the literature [38, 39], the construction of the two as-
sociated Hopf objects remained elusive [40]. The main obstacles arise from the
internal tensor product of C∗-modules and its functorial properties which – on the
level of operators – are poorly understood. An additional difficulty comes from
the fact that adjointability of maps is much more subtle for C ∗-modules than it is
for Hilbert spaces, where every bounded linear map is automatically adjointable.
Whereas the legs of a (pseudo)-multiplicative unitary consist of adjointable oper-
ators on Hilbert spaces, in the new setting, adjointability is lost.
In this thesis, we carry out the second step of generalised Pontrjagin duality
– associating two generalised Hopf algebras to a pseudo-multiplicative unitary –
under a certain decomposability condition on the underlying C ∗-bimodules. In the
situation of locally compact groupoids, this assumption is close to r-discreteness.
Tailored to this situation, we introduce semigroup grading techniques on C ∗-
bimodules and their operators. The general idea is that relations which are trivial
for Hilbert spaces but need not be satisfied for C ∗-bimodules are now demanded to
i
hold up to twists by partial automorphisms which are kept track of by additional
book-keeping. We introduce the notion of a C∗-pre-family of “twisted operators”
on a C∗-bimodule, internal tensor products of such families and morphisms be-
tween them. A main feature of this theory is a satisfactory functorial behaviour of
the internal tensor product of C∗-pre-families. The notion of a Hopf C∗-pre-family
follows immediately, and our generalisation of the Baaj-Skandalis construction as-
sociates to each decomposable pseudo-multiplicative unitary on C ∗-bimodules a
pair of such Hopf C∗-pre-families.
Kac systems are fundamental to duality theorems for C ∗-dynamical systems
which are (co)actions of locally compact (quantum) groups on C ∗-algebras. Such
systems are often studied via their covariant representations or their associated
crossed products. It is interesting to ask whether a C ∗-dynamical system can
be reconstructed from its associated crossed product [30, 42]. In the case of a
locally compact abelian group, the crossed product carries a natural action of the
Pontrjagin dual, and the Takesaki-Takai duality theorem says that the iterated
crossed product is Morita equivalent to the initial system [50, 51]. Based on
the notion of a Kac system, Saad Baaj and Georges Skandalis have generalised
the crossed product construction and the duality theorem to coactions of Hopf
C∗-algebras [3]. Related crossed product constructions and duality theorems for
coactions of groupoids on von Neumann algebras have been obtained by Takehiko
Yamanouchi [66].
We introduce the notion of a pseudo-Kac system on C ∗-modules and extend
the crossed product construction as well as the Baaj-Skandalis duality theorem to
the new setting. Here, the main difficulty is that of axiomatisation. A Kac system
consists of a multiplicative unitary and a symmetry on the underlying Hilbert
space. In the new setting, the example of groupoids shows that the symmetry
arising from the inversion of the groupoid introduces an additional C ∗-module.
Besides examples, conceptual arguments show that one has to introduce a family
of C∗-modules and operators in the axiom system. Once the axioms are fixed, the
constructions necessary for Baaj-Skandalis duality carry over with minor modifi-
cations and a lot of book-keeping. As an application of the generalised Takesaki-
Takai-Baaj-Skandalis duality theorem, one obtains a C ∗-algebraic duality result
for coactions and crossed products of r-discrete groupoids on C ∗-algebras.
The initial motivation for this work came from locally compact Hausdorff
groupoids. Unfortunately, the decomposability condition mentioned above re-
stricts us to decomposable groupoids which, roughly speaking, are extensions of
r-discrete groupoids by group bundles. To each such groupoid, we associate a
pseudo-Kac system and identify the notions of coactions arising from the two as-
sociated Hopf C∗-pre-families. For one of them, injective non-degenerate coactions
coincide with actions of the groupoid [31] on a C ∗-algebra. For the other Hopf
C∗-pre-family, such coactions coincide with upper semi-continuous Fell bundles on
the groupoid, provided it is r-discrete. This generalises corresponding results for
groups [35, 44, 2].
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With non-Hausdorff groupoids, problems arise from the very beginning in the
definition of the C∗-module underlying the pseudo-multiplicative unitary. We
study a Hausdorff compactification functor introduced by James Fell [16] and
show that its application to locally compact non-Hausdorff groupoids yields locally
compact groupoids, which are, of course, Hausdorff. In the r-discrete case, this
groupoid again is r-discrete and gives rise to the same C ∗-module as the one
associated to the initial groupoid by M. Khoshkam and G. Skandalis [23]. Thus,
from the point of view of pseudo-multiplicative unitaries, each r-discrete groupoid
can be replaced by its Hausdorff compactification.
The treatment of general locally compact groupoids still seems out of reach.
Organisation of the thesis
The thesis consists of three chapters, an appendix, and an introductory section
which explains the mathematical context of this work.
The first chapter is concerned with semigroup grading techniques which are
needed for the treatment of decomposable pseudo-multiplicative unitaries. We
introduce homogeneous operators on C∗-bimodules. These are maps which – up
to partial automorphisms of the underlying C∗-algebras – are adjointable and
commute with left multiplication. They are closely related to ordinary operators
on C∗-bimodules with suitably twisted structure maps. The point is that we
consider simultaneously whole C∗-pre-families of such operators, indexed by the
respective partial automorphisms. Roughly, a C ∗-pre-family is a ∗-algebra of
homogeneous operators whose subspace of operators of a fixed degree is closed
for each degree. The control provided by the grading allows the formation of an
internal tensor product of such families. The internal tensor product is used for the
definition of morphisms of C∗-pre-families. This approach implies bi-functoriality
of the internal tensor product by the very definition. The notion of multipliers,
tensor products and morphisms lead to the definition of a Hopf C ∗-pre-family and
coactions of such a Hopf C∗-pre-family on C∗-pre-families.
In the remaining part of the chapter, we consider homogeneous elements of C ∗-
bimodules and introduce the notion of decomposability. We collect some useful
facts which are needed later on and obtain particularly satisfying results in the
case that the underlying C∗-algebra is commutative. The notion of decomposable
C∗-algebras gives rise to the notion of an C∗-family which has better properties
than a C∗-pre-family with respect to the grading.
In the second chapter, we introduce the notion of a pseudo-multiplicative uni-
tary on C∗-modules and discuss its relation to other notions of multiplicative
transformations [3, 4, 38, 59, 12]. Using ideas introduced in the first chapter,
we formulate a decomposability and regularity condition on pseudo-multiplicative
unitaries. The first main result of the thesis is the construction of the legs of a
decomposable regular pseudo-multiplicative unitary which are Hopf C ∗-families.
The approach follows [3], but the setting of C∗-modules introduces many new tech-
iii
nicalities. The section ends with a discussion of coactions of Hopf C ∗-families on
C∗-algebras. The definition raises many questions which suggest that it is more
natural to consider coactions on C∗-families. For the latter ones, the property
of regularity is introduced, which will be important for the proof of the gener-
alised Baaj-Skandalis duality theorem. Finally, we study examples of coactions
which arise from legs of coaction unitaries. They will turn up in the context of
pseudo-Kac systems again.
Next, we introduce the notion of a pseudo-Kac system on C ∗-modules. The
complex axiom system is carefully motivated by conceptual reasoning and a dis-
cussion of the example of locally compact groupoids. The left and the right leg
of a pseudo-Kac system are pairs consisting of a Hopf C ∗-family and a canonical
coaction on a C∗-algebra. Building on [3] and keeping track of the multitude of C ∗-
modules and operators involved, we define reduced crossed products for coactions
of the legs and dual coactions on them. The chapter ends with a generalisation of
the Baaj-Skandalis duality theorem which is the second main result of the thesis.
In the third chapter, we apply the material developed so far to the class of
decomposable groupoids. We give a precise definition and study Haar systems on
such groupoids. Then we illustrate the notions of C ∗-families and internal tensor
products by examples associated to continuous representations of decomposable
groupoids.
The topic of the second section is the pseudo-Kac system associated to a de-
composable groupoid. We determine the Hopf C∗-families comprising the legs of
this system and study coactions of both legs. For the left leg, non-degenerate in-
jective coactions coincide with groupoid actions on C ∗-algebras. In the r-discrete
case, injective coactions of the right leg coincide with upper semi-continuous Fell
bundles on the groupoid. To prove the latter result, we carry over the construction
of Haar means [2].
In the last section, we consider non-Hausdorff groupoids. First, we discuss
a Hausdorff compactification introduced by James Fell [16] and show that the
Hausdorff compactification of a non-Hausdorff locally compact groupoid is a lo-
cally compact groupoid. We explain how this Hausdorff groupoid facilitates a
geometric description of a substitute for the fundamental C ∗-module L2(G,λ)
introduced in [23].
The appendix contains standard notions and results which are used freely
throughout the text. An index of frequently used notation and terminology com-
pletes the thesis.
Background
In the following, we outline the mathematical and historical route from Pontrjagin
duality to the objects of study of this thesis.
iv
Groups, Hopf algebras and multiplicative unitaries
Pontrjagin duality [43, 53, 21, 14, 28] Let G be a group. A character on G
is a group homomorphism G→ S1 = {z ∈   | ‖z‖ = 1}. If G is abelian, the set of
characters on G, equipped with pointwise multiplication and inversion, forms the
dual group of G. If G is locally compact, the compact-open topology on the subset
Gˆ of all continuous characters endows Gˆ with the structure of a locally compact
group. The Pontrjagin duality theorem says that the natural map G → ˆˆG is an
isomorphism of locally compact abelian groups.
Much work has been spent on generalisations of this duality. The characters
of a non-abelian group see only its abelian quotient, so higher-dimensional repre-
sentations have to be taken into account. These are encoded by the corresponding
group (C∗-/von Neumann) algebra. In the abelian case, this group algebra is
isomorphic to the function algebra on the dual group via the Fourier transform.
Hopf (C∗-)algebras [49, 1, 19, 3, 24, 57] Replacing the underlying space and
maps of a group by its function algebra and the induced homomorphisms, one is
lead to the the notion of a Hopf algebra. A Hopf algebra consists of an associative
algebra A over some field, a coproduct ∆: A→ A⊗A and an antipode κ : A→ A
subject to a number of axioms which are precisely the transposes of the group
axioms.1
If A has finite dimension, the Hopf algebra (A,∆, κ) has a dual Hopf algebra
(Aˆ, ∆ˆ, κˆ) where Aˆ := A′ is the dual space of A and the structure maps are defined
by
(φ · ψ)(f) := (φ⊗ ψ)∆(f), (∆ˆφ)(f ⊗ g) := φ(fg), (κˆφ)(f) := φ(κf).
In the formula for ∆ˆ, we identify A′⊗A′ with (A⊗A)′. The natural map A→ ˆˆA
is an isomorphism of Hopf algebras.
This duality is an analogue of Pontrjagin duality for finite non-abelian groups:
If G is a finite group, the function algebra C(G) and the group algebra
 
G ∼=
C(G)′ are dual Hopf algebras. Their structure maps are given by
∆(δz) :=
∑
z=xy
δx ⊗ δy, κ(δz) := δz−1 , ∆ˆ(λz) := λz ⊗ λz, κˆ(λz) := λz−1 ,
where δz ∈ C(G) and λz ∈   G, z ∈ G, denote the operators of pointwise multi-
plication and left translation, respectively. If, in addition, the group G is abelian,
the Hopf algebra (
 
G, ∆ˆ, κˆ) can be identified with the Hopf algebra of functions
on Gˆ.
A Hopf C∗-algebra consists of a C∗-algebra S and a coassociative ∗-homo-
morphism ∆: S →M(S⊗S). The antipode is replaced by the condition that the
spaces ∆(S)(1 ⊗ S) and ∆(S)(S ⊗ 1) should be dense in S ⊗ S. If G is a locally
compact group, then C0(G) and C
∗
(r)(G) are Hopf C
∗-algebras in a canonical way.
1We omit mentioning of the counit which is redundant.
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Multiplicative unitaries and the Baaj-Skandalis construction [3] Given
a Hilbert space H, a unitary V on H ⊗H is called multiplicative if it satisfies the
pentagon equation V12V13V23 = V23V12. Under additional regularity assumptions,
one can show that the right leg
(
S(V ),∆
)
and the left leg
(
Sˆ(V ), ∆ˆ
)
of V , given
by
S(V ) := span{(ω ⊗ 1)(V ) | ω ∈ B(H)∗}, ∆: s 7→ V (s⊗ 1)V ∗,
Sˆ(V ) := span{(1 ⊗ ω)(V ) | ω ∈ B(H)∗}, ∆ˆ : sˆ 7→ V ∗(1⊗ sˆ)V,
are Hopf C∗-algebras (here, B(H)∗ denotes the predual of B(H)). We call this
result the Baaj-Skandalis construction. Its relevance to generalisations of Pontr-
jagin duality lies in the fact that a (regular) multiplicative unitary encodes a pair
of Hopf C∗-algebras simultaneously and therefore has duality “built in”.
As an example, consider a locally compact group G with a left-invariant Haar
measure λ. Then the formula (Wf)(x, y) := f(x, x−1y) defines a multiplicative
unitary on L2(G,λ)⊗L2(G,λ). If G is finite, V is equal to the sum ∑x∈G δx⊗λx,
and the left and right leg of V coincide – up to a switched -ˆsign – with the Hopf
algebras associated to G in the previous section. In the general case, Sˆ(V ) =
C0(G) and S(V ) = C
∗
r (G).
The notion of multiplicative unitaries is central to C ∗-algebraic generalisations
of Pontrjagin duality beyond finite Hopf algebras.
(Locally compact) quantum groups [61, 64, 26, 27, 28] A widely accepted
slogan is that a quantum group is some kind of Hopf algebra equipped with a Haar
functional. A left-invariant Haar functional on a complex Hopf algebra (A,∆, κ) is
a linear map φ : A→   satisfying (1⊗φ)∆(a) = φ(a) ·1. Of course, this definition
has to be adapted if one considers e.g. Hopf C∗-algebras or Hopf-von Neumann
algebras. In the case of locally compact groups and compact quantum groups, the
existence of a Haar functional can be deduced from the axioms.
Theories of quantum groups with a nice duality include multiplier Hopf alge-
bras, compact and discrete quantum groups and locally compact quantum groups.
We briefly outline the construction of the Pontrjagin dual in the latter approach.
Given a locally compact quantum group consisting of a Hopf C ∗-algebra (S,∆)
and a left-invariant Haar weight with corresponding GNS-space H, one constructs
a unitary V ∗ on H ⊗H via the map S×S → S⊗S given by (s, t) 7→ ∆(t)(s⊗ 1).
Then the unitary V is multiplicative, and the Hopf C ∗-algebra of the dual locally
compact quantum group is just the right leg of V .
Coactions, crossed products and duality
C∗-dynamical systems [50, 51, 42] A central topic in the theory of C ∗-
algebras is the study of automorphism groups and C ∗-dynamical systems. Such
a system consists of a C∗-algebra C, a locally compact group G and a strongly
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continuous action α of G on C. Usually, such a system is studied via its covari-
ant representations which consist of a representation pi of the C ∗-algebra and a
unitary representation U of the group on the same Hilbert space, related by the
formula Uxpi(c)U
∗
x = pi(αx(c)) for all c ∈ C and x ∈ G. The covariant represen-
tations correspond bijectively to representations of the crossed product C oα G
which is the C∗-algebra generated by the universal covariant representation. This
C∗-algebra has nice functorial properties, but its definition is very abstract. It
is complemented by a reduced crossed product C oα,r G which has a concrete de-
scription and coincides with the universal crossed product if G is amenable. In
the following, we concentrate on the reduced crossed product.
It is natural to ask whether the system (C,G, α) can be reconstructed from the
C∗-algebra Coα,rG. If G is locally compact and abelian, this question is answered
by the Takesaki-Takai duality theorem. In that case, C oα,r G carries a natural
action αˆ of the dual group Gˆ, and the iterated crossed product (C oα,r G)oαˆ,r Gˆ
is equivariantly isomorphic to the C∗-algebra C ⊗ K(L2(G,λ)), equipped with a
natural action induced by α.
Coactions of Hopf (C∗-)algebras [33, 2, 24] The first step towards a gener-
alisation of the Takesaki-Takai duality to arbitrary locally compact (quantum)
groups is a reformulation of group actions in terms of coactions of Hopf C ∗-
algebras.
A coaction of a Hopf C∗-algebra (S,∆) on a C∗-algebra C is a coassociative
∗-homomorphism δ : C →M(C ⊗S) such that δ(C)(1⊗S) is contained in C ⊗S.
If δ is injective and δ(C)(1 ⊗ S) is dense in C ⊗ S, the pair (C, δ) is called an
(S,∆)-algebra.
As an example, consider the Hopf C∗-algebras (C0(G),∆) and (C∗r (G), ∆ˆ)
associated to a locally compact group. The C∗-algebra M(C ⊗ C0(G)) can be
identified with the algebra of bounded strictly continuous functions G → M(C).
Then C0(G)-algebras (C, δ) correspond to actions (C,α) of G via the formulas
αx(c) := (1 ⊗ evx)δ(c) and (δ(c))(x) := αx(c), where evx denotes evaluation at
a point x of G. If G is discrete, C∗r (G)-algebras (C, δˆ) correspond to G-graded
C∗-algebras C =
⊕
x∈GCx (strictly speaking, Fell bundles on G) via the formulas
Cx = {c ∈ C | δˆ(c) = c⊗ λx} and δˆ(c) = c⊗ λx for x ∈ G and c ∈ Cx.
Kac systems [3] The generalisation of the Takesaki-Takai duality theorem to
coactions of Hopf C∗-algebras rests on the notion of a Kac system which consists
of a Hilbert space H, a multiplicative unitary V on H ⊗H and a symmetry U on
H, subject to a number of axioms. A prototypical example is the multiplicative
unitary V of a locally compact group G together with the symmetry U on L2(G,λ)
given by (Uf)(x) := ∆1/2(x)f(x−1), where ∆ = dλ−1/dλ is the modular function
of the group.
Given a coaction (C, δ) of the right leg (S(V ),∆) of V , the associated reduced
crossed product C oδ,r Sˆ is the C∗-algebra of operators on the C∗-module C ⊗H
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generated by δ(C)(1⊗Sˆ(V )). This reduced crossed product carries a dual coaction
δˆ of the left leg (Sˆ(V ), ∆ˆ) via δ(c)(1 ⊗ sˆ) 7→ (δ(c) ⊗ 1)(1 ⊗ ∆ˆ(sˆ)). One similarly
defines reduced crossed products and dual coactions for coactions of the left leg
(Sˆ, ∆ˆ) of V , and the Baaj-Skandalis duality theorem says that the iterated crossed
product
(
C oδ,r Sˆ
)
oδˆ,rS is equivariantly isomorphic to the C
∗-algebra C⊗K(H),
equipped with a coaction naturally induced by δ.
From quantum groups to quantum groupoids
In many geometric situations, symmetries are not governed by a global group but
rather by a groupoid. A groupoid G is a small category in which every morphism
is invertible: it consists of a morphism set G, a set of objects (or units) G0, range
and source maps r, s : G → G0, an inversion map i : G → G, and a composition
law ◦ : G s×r G → G, where G s×r G = {(x, y) ∈ G × G | s(x) = r(y)}, subject
to a number of axioms. A left Haar system λ on G is a family (λu)u∈G0 , where
λu is a measure on the fibre r−1(u), subject to a number of axioms including left
invariance.
Replacing spaces by algebras again, the definition of a groupoid suggests that
a “quantum groupoid” should consist of a “base algebra” R over some field k, an
algebra A with two commuting maps ρ, σ : R → A, and a coproduct subject to
several axioms. The difficulty lies in the definition of the target of the coproduct. If
one translates the groupoid situation, the source of the multiplication map G s×rG
should be replaced by the tensor product Aσ ⊗R ρA. If R is non-commutative,
one of the homomorphisms ρ, σ has to be replaced by an anti-homomorphism.
However, this choice of the target does not lead to a self-dual concept of quantum
groupoids on an algebraic level because there exists no pairing of A ⊗R A with
A′ ⊗R A′. Hence, the tensor product over R has to be replaced by a “self-dual”
product.
Hopf ×R-algebras [52, 48] In the purely algebraic setting, the problem indi-
cated above is solved by the ×R-product. Denote by R¯ the opposite of R and
by r 7→ r¯ the natural anti-homomorphism R → R¯. Put Re := R ⊗ R¯. The ×R-
product of two Re-bimodules M and N is defined by M ×RN :=
∫ s ∫
r r¯Ms¯⊗ rNs,
where∫
r
r¯M ⊗ rN := M ⊗N/
〈
r¯m⊗ n−m⊗ rn | r ∈ R,m ∈M,n ∈ N〉,∫ s
Ms¯ ⊗Ns :=
{
Σimi ⊗ ni ∈M ⊗N | ∀s ∈ R : Σimis¯⊗ ni = Σimi ⊗ nis
}
.
The ×R-product has the following characteristic property: If P is a right and Q a
left R-module, the spaces Endk(P ) and Endk(Q) are algebras over the ring R
e –
shortly called Re-algebras – and one has a natural map Endk(P ) ×R Endk(Q) →
Endk(P ⊗R Q).
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A ×R-Hopf algebra A is an Re-algebra equipped with a coproduct ∆: A →
A×R A and a counit  : A→ Endk(R) which are homomorphisms of Re-algebras,
subject to a number of axioms.
As an example, consider a finite groupoid G. Put R := C(G0). Consider the
function algebra C(G) and the convolution algebra
 
G as Re-algebras via
(f ⊗ g¯)δx := f(r(x))δxg(s(x)), (f ⊗ g¯)λx := f(r(x))g(r(x))λx, x ∈ G.
The representations C(G) ↪→ End  (C(G)) and   G ↪→ End  (C(G)) given by
point-wise multiplication and convolution, respectively, extend to inclusions
C(G)×R C(G) =
∫ g ∫
f
f¯C(G)g¯ ⊗ fC(G)g
= C(G s×r G) ↪→ End 
(
C(G s×r G)
)
and
 
G×R   G =
∫ g ∫
f
f¯
 
Gg¯ ⊗ f
 
Gg
=
〈
λx ⊗ λy
∣∣∣s(x) = s(y)〉/(λx ⊗ λy∣∣∣r(x) = r(y),s(x) = s(y)) ↪→ End  (C(G r×r G)).
Now, (C(G),∆, ) and (
 
G, ∆ˆ, ˆ) are ×R-Hopf algebras with the structure maps
given by
∆(δz) =
∑
z=xy
δx ⊗ δy, ∆ˆ(λz) = λz ⊗ λz, (δz) = ˆ(λz) =
{
0, z 6∈ G0,
δz, z ∈ G0.
Weak Hopf (C∗-)algebras [5, 6, 36, 37] An alternative approach to the prob-
lem with the tensor product ⊗R indicated above is to restrict to cases where a
coproduct can be defined as a map ∆: A → A ⊗ A. For groupoids, this corre-
sponds to the case where G s×r G ⊂ G ×G is open which is a severe restriction.
This leads to the notion of a weak Hopf (C∗-)algebra which has been studied by
Gabriella Bo¨hm, Korne´l Szlacha´nyi, Dmitri Nikshych and others. For such ob-
jects, a theory including duality, Haar functionals, coactions, crossed or smashed
products, duality of iterated smashed products and a relation to multiplicative
isometries has been developed. However, the notion of a weak Hopf C ∗-algebra is
inherently restricted to finite-dimensional C ∗-algebras.
Measured quantum groupoids [58, 59, 60, 12, 32] In the von Neumann-
algebraic setting, Jean-Michel Vallin, Michel Enock and Franck Lesieur introduced
the notion of measured quantum groupoids and pseudo-multiplicative unitaries,
including a generalisation of Pontrjagin duality. In this setting, the tensor product
⊗R is replaced by the von Neumann algebra fibre product which builds on Connes’
fusion product.
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The pseudo-multiplicative unitary of a locally compact groupoid
A proto-typical example of the kind of objects we want to study is the pseudo-
multiplicative unitary associated to a locally compact groupoid. For notational
convenience, we describe the construction of the pseudo-multiplicative unitary
V op which is the “opposite” of the pseudo-multiplicative unitary V we usually
associate to a groupoid. Let G be a locally compact groupoid with left Haar
system λ. Denote by L2(G,λ) the associated C∗-module over C0(G0). It is the
completion of the pre-C∗-module Cc(G) with structure maps given by
〈f |g〉(u) :=
∫
Gu
f(x)g(x)dλu(x), u ∈ G0, f, g ∈ Cc(G),
(fh)(x) := f(x)h(r(x)), x ∈ G, f ∈ Cc(G), h ∈ C0(G0),
and corresponds to the continuous Hilbert bundle
(
L2(Gu, λu)
)
u
on G0 . The
range map and the source map of G induce representations pir, pis of C0(G
0) on
L2(G,λ) given by
(pir(h)f)(x) := f(x)h(r(x)), (pis(h)f)(x) := f(x)h(s(x)),
x ∈ G, f ∈ Cc(G), h ∈ C0(G0).
The corresponding internal tensor products L2(G,λ)⊗pirL2(G,λ) and L2(G,λ)⊗pis
L2(G,λ) can be identified with completions of the spaces Cc(G r×rG) and Cc(G r×s
G), respectively. Consider the map W0 : Cc(G r×r G) → Cc(G r×s G) given by
(W0f)(x, y) := f(yx, y). By left-invariance of the Haar system λ, it extends a
unitary operator W : L2(G,λ)⊗pir L2(G,λ)→ L2(G,λ)⊗pis L2(G,λ). This unitary
satisfies the pentagon equation W12W13W23 = W23W12,
(W12W13W23f)(x, y, z) = (W13W23f)(yx, x, z)
= (W23f)(zyx, y, x) = f(zyx, zy, y),
(W23W12f)(x, y, z) = (W12f)(x, zy, z) = f(zyx, zy, z),
in a sense which is made precise in section 2.2.
Notation
Apart from standard conventions, we use the following notation:
Let C be a normed space. Given a subset A ⊂ C, we denote by spanA the
closed linear span of A. Given a family C = (Cx)x of subsets of C, we denote by
spanC := spanxCx := span
(⋃
x
Cx
)
the closed linear span of the union of the subsets in the family. Let C ′ and C ′′ be
normed spaces with a continuous map · : C ′×C ′′ → C. Given subsets A ⊂ C ′ and
x
B ⊂ C ′′, we denote by
A · B := closure of {a · b | a ∈ A, b ∈ B} ⊂ C
the closure of the setwise product of A and B. Likewise, for a ∈ A and b ∈ B, we
denote by aB := {a}B and Ab := A{b} the closures of the setwise products.
To differentiate between the algebraic tensor product and completions thereof,
we denote the algebraic tensor product by .
The index at the end of this thesis contains an extensive list of further notation
used and introduced throughout the text.
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Chapter 1
Semigroup grading techniques
for C∗-bimodules
This chapter lays the foundation for the study of decomposable pseudo-multiplica-
tive unitaries on C∗-bimodules.
1.1 The category of C∗-pre-families
The main objective of this section is the definition of Hopf C ∗-pre-families which
generalise Hopf C∗-algebras and provide the right concept for the generalisation of
the Baaj-Skandalis construction. This notion builds on a number of new concepts
and constructions – homogeneous operators on C ∗-bimodules, C∗-pre-families of
such operators, internal tensor products and morphisms of C ∗-pre-families – each
of which is carefully motivated by a discussion of the ultimate application in the
Baaj-Skandalis construction presented in the second chapter.
Throughout this section, let A andB be C∗-algebras and let E and E ′ be C∗-B-
A-bimodules, i.e. C∗-modules over A equipped with representations B → LA(E)
and B → LA(E′) which are written as left multiplication by elements of B.
1.1.1 Homogeneous operators on C∗-modules
This subsection introduces homogeneous operators on C ∗-bimodules: maps which
– up to partial automorphisms of the underlying C ∗-algebras – are adjointable and
commute with left multiplication. They are fundamental to the generalisation of
the Baaj-Skandalis construction carried out in the second chapter. Their appear-
ance and their roˆle in this context is explained in the introductory section. The
precise definition, a collection of some immediate properties and several examples
follow. Finally, the relation to ordinary operators on C ∗-bimodules is indicated.
Throughout this subsection, let α and β be partial automorphisms of A and
B, respectively.
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Motivation
Ordinary operators on C∗-bimodules do not suffice for the adaptation of the Baaj-
Skandalis construction to pseudo-multiplicative unitaries on C ∗-bimodules. We
explain the problems which arise by a proto-typical example. Let G be a locally
compact groupoid with a left Haar system λ and consider the pseudo-multiplicative
unitary
W : L2(G,λ) ⊗pir L2(G,λ)→ L2(G,λ)⊗pis L2(G,λ), (Wf)(x, y) = f(yx, y),
defined in the introductory section.
To adapt the Baaj-Skandalis construction to the operator W , we rewrite the
classical construction as follows. Let H be a Hilbert space and let V be a mul-
tiplicative unitary on H ⊗ H. Then the right and the left leg of V are equal
to
S(V ) = span {θ∗ηV θξ | ξ, η ∈ H} and Sˆ(V ) = span {θη∗V θξ | ξ, η ∈ H},
respectively, where the operators θξ : H → H⊗H and θξ : H → H⊗H associated
to an element ξ ∈ H are given by θξζ := ξ ⊗ ζ and θξζ := ζ ⊗ ξ for all ζ ∈ H. It
is easy to see that they are bounded.
Let us adapt these definitions to the operator W . For each element ξ ∈
L2(G,λ), the map θξ : L
2(G,λ) → L2(G,λ) ⊗pi L2(G,λ), pi = pir or pi = pis, given
by the same formula as before, is adjointable:
〈ζ ′ ⊗pi ζ ′′|θξζ〉 = 〈ζ ′ ⊗pi ζ ′′|ξ ⊗pi ζ〉 =
〈
ζ ′′
∣∣pi(〈ζ ′|ξ〉)ζ〉 = 〈θ∗ξ (ζ ′ ⊗pi ζ ′′)|ζ〉
for all ζ ∈ L2(G,λ), where θ∗ξ(ζ ′ ⊗pi ζ ′′) = pi(〈ξ|ζ ′〉)ζ ′′ for all ζ ′, ζ ′′ ∈ L2(G,λ).
Hence, S(W ) can be defined by the same formula as S(V ), and a short calculation
shows that S(W ) = C0(G). Difficulties occur with the left leg of W . In general,
the map θξ : L2(G,λ) → L2(G,λ) ⊗pis L2(G,λ) given by the formula above is not
adjointable. If it were, it would have to commute with right multiplication by
elements of C0(G
0). Then
θξ(ζh) = ζh⊗pis ξ = ζ ⊗pis pis(h)ξ = ζ ⊗pis ξh = θξ(ζ)h
for all ζ ∈ L2(G,λ), whence pis(h)ξ = ξh = pir(h)ξ for all h ∈ C0(G0). This
condition is only satisfied if the support of ξ is contained in the subset {x ∈ G |
r(x) = s(x)} of G, which is a severe restriction.
Summarising, it is not clear how to define the left leg of W . This problem is
related to the fact that the left leg of W encodes the left regular representation of
G which – on L2(G,λ) – does not act via adjointable operators. In general, left
multiplication on G does not commute with the range map and therefore the left
translation operators are not even C0(G
0)-linear.
The problems originate from the discrepancy between the range and the source
map of the groupoid G. Let us assume that the groupoid G is r-discrete, i.e. that
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it has a cover consisting of open subsets U ⊂ G such that the restrictions of the
range and source map to U both are homeomorphisms onto open subsets of G0.
Locally on each such subset U , the discrepancy between the range and the source
map of G can be measured by the partial homeomorphism qU : s(U)→ r(U) of G0
given by s(x) 7→ r(x) for all x ∈ U : one has r|U = qU ◦ s|U . This relation provides
a control on the non-adjointable maps which occurred above. Given an element
ξ ∈ Cc(U) ⊂ L2(G,λ), we have(
pis(h)ξ
)
(x) = h(s(x))ξ(x)
= h
(
q−1U (r(x))
)
ξ(x) =
(
pir
(
qU∗(h)
)
ξ
)
(x), x ∈ U, h ∈ C0(s(U)),
where qU∗ : C0(s(U)) → C0(r(U)) denotes the partial automorphism of C0(G0)
given by (qU∗h)(v) = h(q−1U (v)) for all v ∈ r(U) and h ∈ C0(s(U)). Now, consider
the operator θξ. For simplicity, let us assume that qU extends to a homeomorphism
of G0. Then for all ζ, ζ ′, ζ ′′ ∈ L2(G,λ), we have
〈ζ ′ ⊗pis ζ ′′|θξζ〉 =
〈
ζ ′′
∣∣pis(〈ζ ′|ζ〉)ξ〉 = 〈ζ ′′|ξ〉qU∗(〈ζ ′|ζ〉) = qU∗(〈ζ ′q∗U(〈ξ|ζ ′′)∣∣ζ〉),
and therefore the map ζ ′ ⊗pis ζ ′′ 7→ ζ ′q∗U
(〈ξ|ζ ′′〉) is adjoint to the map θξ up to a
twist which is controlled by the (partial) automorphism qU∗.
The left regular representation of G can be treated similarly. For simplicity, let
us assume that the left Haar system λ is given by the family of counting measures
on the discrete fibres Gv := r−1(v), v ∈ G0. Let U ⊂ G be an open subset as
above. Then for each function f ∈ Cc(U), the associated left convolution operator
λf : L
2(G,λ)→ L2(G,λ) given by
(λfζ)(x) :=
∑
y∈Gr(x)
f(y)ζ(y−1x) =
{
0, r(x) 6∈ r(U),
f(y)ζ(y−1x), y = r−1(r(x)) ∩ U,
where x ∈ G and ζ ∈ L2(G,λ), is adjointable up to the partial automorphism qU∗:
〈ζ ′|λf ζ〉(r(y)) =
∑
x∈Gr(x)
ζ ′(x)f(y)ζ(y−1x)
=
∑
z∈Gs(x)
f(y)ζ ′(yz)ζ(z) =
〈
λf∗ζ
′∣∣ζ〉(s(y)), y ∈ U,
where f ∗(y) := f(y−1), y ∈ G,
i.e. 〈ζ ′|λfζ〉 = qU∗
(〈λf∗ζ ′|ζ〉) for all ζ, ζ ′ ∈ L2(G,λ).
The preceding discussion motivated the consideration of operators which are
adjointable up to a partial automorphism of the underlying C ∗-algebra. For the
formation of internal tensor products of operators on C ∗-bimodules, it becomes
necessary to also keep track of the covariance of the operators involved with respect
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to left multiplication. Operators of the form θξ as above always commute with
the representation, but an operator of the form
θξ :
(
L2(G,λ), pis
)→ (L2(G,λ), pis)⊗C0(G0) (L2(G,λ), pis), ζ 7→ ξ ⊗pis ζ,
need not:
(θξh)ζ = θξ(pis(h)ζ) = ξ ⊗pis pis(h)ζ = ξh⊗pis ζ, h(θξζ) = pis(h)ξ ⊗pis ζ.
Again, if G is r-discrete, U is a subset of G as above and ξ belongs to Cc(U), the
preceding discussion shows that hθξ = θξqU∗(h) for all h ∈ C0(s(U)).
Definition and first properties
The following definition is fundamental to everything which follows:
Definition 1.1. A map T : E → E ′ is a (β, α)-homogeneous operator if
i) there exists a map S : E ′ → E such that 〈SE ′|E〉 ⊂ Dom(α) and 〈η|Tξ〉 =
α
(〈Sη|ξ〉) for all ξ ∈ E and η ∈ E ′,
ii) Im(T ) ⊂ Im(β)E ′ and Tbξ = β(b)Tξ for all b ∈ Dom(β) and all ξ ∈ E.
The (β, α)-homogeneous operators share many properties of ordinary operators
on C∗-modules.
Proposition 1.2. Let T and S as above. Then
i) T is linear and bounded,
ii) the map S is uniquely determined by T and α,
iii) S is a (β∗, α∗)-homogeneous operator,
iv) if α′ ∈ PAut(A) extends α, then T (ξa′) = (Tξ)α(a′) for all a′ ∈ Dom(α′)
and ξ ∈ E,
v) T (ξuν)→ Tξ for each approximate unit (uν)ν of the ideal Dom(α) and each
ξ ∈ E,
vi) T (vµξ)→ Tξ for each approximate unit (vµ)µ of the ideal Dom(β) and each
ξ ∈ E,
vii) if β′ ∈ PAut(B) extends β, then Tbξ = β ′(b)Tξ for all b′ ∈ Dom(β′) and
ξ ∈ E,
viii) ImT ⊂ Im(β)E ′ Im(α),
ix) the space 〈E ′|TE〉 is an ideal in A,
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x) if (β′, α′) ∈ PAut(B) × PAut(A) extends (β, α), then T is also (β ′, α′)-
homogeneous.
Proof. Let (uν)ν and (vµ)µ be bounded approximate units for the ideals Dom(α)
and Dom(β), respectively.
i,ii) If α is equal to the identity on A, the first two statements reduce to well-
known facts about maps on C∗-modules. Their proofs carry over to the general
case easily.
iii) Clearly, 〈TE|E〉 ⊂ Dom(α∗) and 〈ξ|Sη〉 = α∗(〈Tξ|η〉) for all η ∈ E ′ and
ξ ∈ E. Furthermore, for all b ∈ Dom(β∗) and η ∈ E′, one has
〈Sbη|ξ〉 = α∗(〈η|b∗Tξ〉) = α∗(〈η∣∣Tβ∗(b∗)ξ〉) = 〈β∗(b)S∣∣ξ〉, ξ ∈ E,
and therefore Sbη = β∗(b)Sη. Finally, let us show that the image of S is contained
in Im(β∗)E. For each element η ∈ E ′, the net (vµSη)µ converges to Sη because〈
(1− vµ)Sη
∣∣(1− vµ)Sη〉 = α∗(〈η∣∣T (1− vµ)∗(1− vµ)Sη〉)
= α∗
(〈
η
∣∣(1− β(vµ))∗(1− β(vµ))TSη〉)
and limµ(1 − β(vµ))∗(1 − β(vµ))TSη = 0 because the image of T is contained in
Im(β)E′.
iv) For all a′ ∈ Dom(α′) and all ξ ∈ E, η ∈ E ′, one has〈
η
∣∣T (ξa′)〉 = α(〈Sη|ξa′〉) = α(〈Sη|ξ〉)α′(a′) = 〈η|Tξ〉α′(a′) = 〈η∣∣(Tξ)α′(a′)〉.
v) For each ξ ∈ E one has〈
T (ξ − ξuν)
∣∣T (ξ − ξuν)〉 = (1− α(uν))∗ 〈Tξ|Tξ〉 (1 − α(uν)) ν→∞−−−→ 0
because 〈Tξ|Tξ〉 is contained in the ideal Im(α).
vi) From part ii) of the previous definition, β(vµ)(Tξ) = T (vµξ) converges to
Tξ for each ξ ∈ E.
vii) For each b′ ∈ Dom(β′) and ξ ∈ E, one has
Tb′ξ = lim
µ
Tvµb
′ξ = lim
µ
β(vµb
′)Tξ = lim
µ
β(vµ)β
′(b′)Tξ = β′(b′)Tξ.
Here, we used part vi) and the fact that β ′(b′)Tξ is contained in Im(β)E ′.
viii) One has ImT ⊂ E ′ Im(α) by iv) and v) and ImT ⊂ Im(β)E ′ by definition.
ix) It is clear that 〈E ′|TE〉 is a left-sided ideal in A. On the other hand, for
all ξ ∈ E, η ∈ E ′ and all a ∈ A, one has
〈η|Tξ〉a = lim
ν
〈η|Tξ〉auν = lim
ν
〈η|(Tξ)auν〉 = lim
ν
〈η|T (ξα∗(auν))〉 ∈ 〈E′|TE〉.
x) This is obvious from the part vii) and the definition.
5
1. SEMIGROUP GRADING TECHNIQUES FOR C∗-BIMODULES
Definition 1.3. The α-adjoint of a (β, α)-homogeneous operator T : E → E ′ is
the unique map S : E ′ → E satisfying the conditions of definition 1.1.
First examples of homogeneous operators already occurred in the introductory
motivation. The following example will reappear in subsection 1.2.3.
Example 1.4. Given unitaries v ∈ B and u ∈ A, the map Ov,u : E → E given
by ξ 7→ vξu∗ is (β, α)-homogeneous, where β := Adv and α := Adu are the inner
automorphisms of B and A given by b 7→ vbv∗ and a 7→ uau∗, respectively.
This follows from the equations
Ov,u(bξ) = vbξu
∗ = (vbv∗)vξu∗ = Adv(b)Ov,uξ,
〈η|Ov,uξ〉 = 〈η|vξu∗〉 = uu∗〈v∗η|ξ〉u∗ = Adu
(〈v∗ηu|ξ〉), ξ, η ∈ E.
The following construction will be used in subsection 1.1.4.
Example 1.5. Consider the space Im(α) ⊕ Dom(α) with the maps T := ( 0 α0 0 )
and S :=
(
0 0
α∗ 0
)
. These are prototypes of homogeneous operators.
i) Consider the space Eα := Im(α) ⊕ Dom(α) as a C∗-   -A-bimodule in the
canonical way:〈
(a, b)
∣∣(a′, b′)〉 := a∗a′ + b∗b′, (a, b)c := (ac, bc), λ(a, b) := (λa, λb).
Then Tα := T is an (id, α)-homogeneous operator with adjoint Sα := S:〈
(a, b)
∣∣ T (a′, b′)︸ ︷︷ ︸
(α(b′),0)
〉
= a∗α(b′) = α(α∗(a)∗b′) = α
(〈
S(a, b)︸ ︷︷ ︸
(0,α∗(a))
∣∣(a′, b′)〉)
for all a, a′ ∈ Im(α) and all b, b′ ∈ Dom(α).
ii) Consider Eα := Im(α)⊕Dom(α) as a C∗-A-Im(α)-bimodule via〈
(a, b)
∣∣(a′, b′)〉 := a∗a′ + α(b∗b′), (a, b)c := (ac, bα∗(c)), c(a, b) := (ca, cb).
Then Tα := T is an (α, id)-homogeneous operator with adjoint Sα := S:〈
(a, b)
∣∣T (a′, b′)〉 = a∗α(b′) = α(α∗(a)∗b′) = 〈S(a, b)∣∣(a′, b′)〉
and
ImT = Im(α) ⊕ 0 ⊂ Im(α)Eα, T c(a, b) = (α(cb), 0) = α(c)T (a, b)
for all a, a′ ∈ Im(α), b, b′, c ∈ Dom(α).
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Uniqueness of the adjoint
We show that the adjoint of a homogeneous operator is uniquely determined by
the operator itself and does not depend on the partial automorphism occurring in
the adjunction equation.
Proposition 1.6. Let T : E → E ′ be a (β, α)-homogeneous operator. Then the
set Σ := {α′ ∈ PAut(A) | T is (β ′, α′)-homogeneous, β ′ ∈ PAut(B)} has a smallest
element.
Proof. For each α′ ∈ Σ, denote the restriction of α′ to the ideal α′∗(〈E′|TE〉) by
α′0. Clearly, α′0 belongs to Σ again. We show that α′0 does not depend on the
choice of α′ and therefore is the smallest element in Σ.
Denote the α0-adjoint and the α
′
0-adjoint of T by S
α and Sα
′
, respectively.
Then
α0
(〈Sαη|ξ〉b) = α0(〈Sαη|ξb〉) = 〈η∣∣T (ξb)〉 = α′0(〈Sα′η|ξb〉) = α′0(〈Sα′η|ξ〉b)
for all ξ ∈ E, η ∈ E ′ and all b ∈ A. Therefore,
α0
(
α∗0(a)b
)
= α′0
(
α′0
∗(a)b
)
for all a ∈ 〈E ′|TE〉, b ∈ A.
Let (uν)ν be an approximate unit for the ideal 〈E ′|TE〉. Then α′0∗(uν) and α∗0(uν)
form approximate units for the ideals Dom(α′0) and Dom(α0), respectively. Let
b ∈ Dom(α0). Then the equation above implies that the limit c := limν α′0∗(uν)b
exists and that α0(b) = α
′
0(c). Clearly c ∈ Dom(α0) ∩Dom(α′0) and hence
α0(c) = lim
ν
α0
(
α∗0(uν)c
)
= lim
ν
α′0
(
α′0
∗(uν)c
)
= α′0(c) = α0(b).
In particular, c = b. Therefore, Dom(α0) is contained in Dom(α
′
0), and α
′
0 extends
α0. Hence, α
′
0 = α0.
Corollary 1.7. If T : E → E ′ is simultaneously (β, α)- and (β ′, α′)-homogeneous
for some (β, α) and (β ′, α′) ∈ PAut(B)×PAut(A), its α-adjoint and its α′-adjoint
are equal.
Notation 1.8. We call the α-adjoint of a (β, α)-homogeneous operator T : E → E ′
simply its adjoint and denote it by T ∗.
Relation to ordinary operators
The (β, α)-homogeneous operators E → E ′ are closely related to ordinary opera-
tors on C∗-bimodules with suitably twisted structure maps, as will be explained
in the following. Consider the subspaces
E(β,α) := Dom(β)E Dom(α) ⊂ E, E ′(β,α) := Im(β)E ′ Im(α) ⊂ E′
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as C∗-Dom(β)-Dom(α)-modules, where the structure maps of E(β,α) are inherited
from E and the structure maps of E ′(β,α) are twisted by α and β in the obvious
way: Denote by ι : E ′(β,α) ↪→ E′ the inclusion, then
〈η|ξ〉E′(β,α) := α
(〈ι(η)|ι(ξ)〉E), ξ · a := ι−1(ι(ξ)α(a)), b · ξ := ι−1(β(b)ι(ξ))
for all ξ, η ∈ E ′(β,α) and b ∈ Dom(β).
Proposition 1.9. Let T : E → E ′ be a (β, α)-homogeneous operator. Then T and
T ∗ restrict to a pair of adjoint operators T˜ : E(β,α) → E′(β,α) and T˜ ∗ : E′(β,α) →
E(β,α) of C
∗-modules which intertwine the representations of Dom(β). These re-
strictions uniquely determine T and T ∗, and ‖T˜ ‖ = ‖T‖.
Proof. Parts iii) and viii) of proposition 1.2 imply that T and T ∗ restrict to linear
maps T˜ : E(β,α) → E′(β,α) and T˜ ∗ : E′(β,α) → E(β,α). By definition, one has〈
η
∣∣T˜ ξ〉
(E′(β,α)) = α
∗(〈η|Tξ〉E′) = 〈T ∗η|ξ〉E = 〈T˜ ∗η∣∣ξ〉(E(β,α))
for all ξ ∈ E(β,α) and η ∈ E′(β,α). It is easy to see that the restrictions T˜ and
T˜ ∗ intertwine the representations of Dom(β). The fact that T is determined by T˜
and has the same norm follows from parts v) and vi) of proposition 1.2.
In general, not every ordinary operator E(β,α) → E′(β,α) extends to a (β, α)-
homogeneous operator from E to E ′. This is illustrated by the following example.
Example 1.10. Let α be the identity on an ideal J of a unital C ∗-algebra A
and put E = E ′ = A. Let B =
 
act by scalar multiplication and put β = id

.
Then LDom(α)
(
E(α,id), E
′(α,id)) = M(J), but every (id, α)-homogeneous operator
E → E′ is an ordinary operator on A and hence given by left multiplication by
an element in A. In general, A $M(J).
1.1.2 C∗-pre-families of homogeneous operators
This subsection introduces the notion of C∗-pre-families of homogeneous opera-
tors. In our generalisation of the Baaj-Skandalis construction, the legs of a decom-
posable pseudo-multiplicative unitary will turn out to be such C ∗-pre-families.
As a preparation, we collect some easy properties of the family of all homoge-
neous operators on a C∗-bimodule. It resembles a graded C∗-algebra, but – as the
ensuing discussion shows – the involution does not extend to the closed linear span
of all homogeneous operators. We give the precise definition of a C ∗-pre-family
and carry over some notions from C∗-algebras to C∗-pre-families. The subsection
ends with a discussion of the C∗-pre-family of all compact homogeneous operators.
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The family of all homogeneous operators on a C∗-bimodule
Notation 1.11. Let α and β be partial automorphisms of A and B, respectively.
We denote the set of all (β, α)-homogeneous operators E → E ′ by L βα (E,E′), and
the family
(
L β
′
α′ (E,E
′)
)
α′,β′ by L (E,E
′). Furthermore, we denote by L β(E,E′)
the sub-family consisting of with fixed index β and varying index α HIER
The next proposition summarises some easy properties of the family of all
homogeneous operators E → E ′. Let E′′ be an additional C∗-B-A-bimodule.
Proposition 1.12. For all α, α′ ∈ PAut(A) and all β, β ′ ∈ PAut(B), one has:
i) L β
′
α′ (E
′, E′′)L βα (E,E′) ⊂ L β
′β
α′α (E,E
′′).
ii)
(
L βα (E,E′)
)∗
= L β
∗
α∗ (E
′, E). The map T 7→ T ∗ is anti-linear, isometric and
anti-multiplicative in the sense that (T ′T )∗ = T ∗T ′∗ for all T ′ ∈ L β′α′ (E′, E′′)
and T ∈ L βα (E,E′). Furthermore, ‖T ∗T‖ = ‖T‖2 for all T ∈ L βα (E,E′).
iii) For each pair of partial identities  ∈ PAut(A) and ′ ∈ PAut(B), the space
L 
′
 (E) is a C
∗-subalgebra of LA(E).
iv) The subset L βα (E,E′) of L(E,E ′) is a C∗-bimodule over L ββ
∗
αα∗ (E
′) and
L β
∗β
α∗α (E).
v) If (β′, α′) extends (β, α), then L βα (E,E′) ⊂ L β
′
α′ (E,E
′).
Proof. Many of these statements are natural generalisations of the corresponding
facts about ordinary operators on C∗-bimodules and can be proved in a similar
way or follow directly from proposition 1.2. Therefore, we only prove part i).
i) Let T ∈ L βα (E,E′) and T ′ ∈ L β
′
α′ (E
′, E′′). We check that T ′T satisfies
condition i) of definition 1.1. One has inclusions
〈E′′|T ′TE〉 = α′(〈T ′∗E′′|TE〉) ⊂ α′(Dom(α′) ∩ Im(α)) = Im(α′α),
〈T ∗T ′∗E′′|E〉 = α∗(〈T ′∗E′′|TE〉) ⊂ α∗(Dom(α′) ∩ Im(α)) = Dom(α′α).
Furthermore, for all ξ ∈ E and η ∈ E ′′, one has
〈η|T ′Tξ〉 = α′(〈T ′∗η|Tξ〉) = (α′α)(〈T ∗T ′∗η|ξ〉).
Next, we check that T ′T satisfies condition ii) of definition 1.1. The image of the
composition T ′T is contained in
T ′ Im(β)E = T ′
(
Dom(β′) ∩ Im(β))E ⊂ β′(Dom(β′) ∩ Im(β))E = Im(β′β)E.
Furthermore, for each b ∈ Dom(β ′β) and ξ ∈ E, one has T ′Tbξ = T ′β(b)Tξ =
β′(β(b))T ′Tξ. Therefore, T ′T is (β′β, α′α)-homogeneous with adjoint T ∗T ′∗.
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Why homogeneous operators do not form C∗-algebras
It is tempting to form the ∗-algebra generated by all homogeneous operators on a
C∗-bimodule and to complete it to obtain a C∗-algebra. However, the involution
does not extend to an isometry on this linear span and therefore the operator
norm does not give rise to a C∗-norm on the closed linear span. We illustrate this
phenomenon by the following example.
Regard  as a discrete space and let A = C0(  ). For each k ∈  , denote by
δk the element of A defined by δk(l) := δkl. For all k, l ∈  , denote by αkl the
partial automorphism with domain
 
δl and range
 
δk mapping δl to δk. Denote
by ekl the map A→ A given by (eklf)(m) = δkmf(l).
Consider A as a C∗-module over itself and let B :=
 
act by scalar multiplica-
tion. Observe that the map ekl is a well-defined adjointable operator on the Hilbert
space l2(  ), but is not an adjointable operator on the C∗-module A = C0(  ) un-
less k = l. However, for each k and l in  , the map ekl is an
(
id, αkl
)
-homogeneous
operator with adjoint elk. Let (cm)m be a sequence of complex numbers converg-
ing to 0. Then the sum
∑
cmem1 converges in L(A), but the sum of the adjoints∑
cme1m converges if and only if the sequence (cm)m is summable. Therefore,
the involution ∗ does not extend from the set of all homogeneous operators to the
closed linear span.
Likewise, the family of homogeneous operators comprising the left regular rep-
resentation of a groupoid need not be contained in a C ∗-algebra consisting of
bounded linear maps on the Banach space L2(G,λ). For an example, consider the
discrete groupoid of the full equivalence relation on  , i.e. G =  ×  , G0 =  ,
and the structure maps are given by
r(k, l) := k, s(k, l) := l, (k, l) · (l,m) := (k,m), k, l,m ∈  ,
and reconsider the preceding discussion.
Summarising, we see that the notion of a C∗-algebra has to be replaced by a
notion of a C∗-pre-family which takes the gradings of the homogeneous operators
into account.
Definition and first properties
Definition 1.13. Let C ,C ′ ⊂ L (E,E′) be families of closed subspaces. We call
C a sub-family of C ′ and write C ⊂ C ′ if C βα ⊂ C ′βα for all α ∈ PAut(A) and
all β ∈ PAut(B). We denote by C id and Cid the families
(
C idα
)
α∈PAut(A) and(
C βid
)
β∈PAut(B), respectively. In particular, we apply this notation to the family
L (E,E′) and K (E,E ′). By a useful slight abuse of notation, we identify C id
and Cid with the families given by
(C id)βα :=
{
C idα , β = id,
{0}, β 6= id, (Cid)
β
α :=
{
C βid, α = id,
{0}, α 6= id,
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respectively. We denote by C ∗ ⊂ L (E′, E) the family of closed subspaces given by
(C ∗)βα :=
(
C β
∗
α∗
)∗
, α ∈ PAut(A), β ∈ PAut(B).
Let D ⊂ L (E ′, E′′) be another family of closed subspaces. The product DC ⊂
L (E,E′′) is the family of closed subspaces given by
(DC )β
′′
α′′ := span
β′β≤β′′, α′α≤α′′
Dβ
′
α′C
β
α , α
′′ ∈ PAut(A), β ′′ ∈ PAut(B).
Likewise, given a homogeneous operator T ∈ L β′α′ (E′, E′′) where α′ ∈ PAut(A)
and β′ ∈ PAut(B), the product TC ⊂ L (E,E ′′) is defined as
(TC )β
′′
α′′ := span
β′β≤β′′, α′α≤α′′
TC βα , α
′′ ∈ PAut(A), β ′′ ∈ PAut(B).
Products of the form DS are defined similarly.
It is easy to see that the product of families thus defined is associative.
Definition 1.14. A C∗-pre-family on E is a family C ⊂ L (E) of closed subspaces
satisfying C ∗C ⊂ C and C βα ⊂ C β
′
α′ for all (β, α), (β
′, α′) ∈ PAut(B) × PAut(A)
such that (β, α) ≤ (β ′, α′). A C∗-pre-family module from E to E ′ is a family
D ⊂ L (E,E′) of closed subspaces satisfying DD ∗D ⊂ D and Dβα ⊂ Dβ
′
α′ whenever
(β, α) ≤ (β ′, α′).
Remarks 1.15. Let D be a C∗-pre-family module and let C be a C∗-pre-family.
i) The products D∗D and DD∗ are C∗-pre-families.
ii) For each pair of partial identities  ∈ PAut(A) and ′ ∈ PAut(B), the space
C 
′
 is a C
∗-subalgebra of L idid (E) ⊂ LA(E) – it is closed with respect to the
norm and the algebraic operations:
(C 
′
 )
∗ = C 
′∗
∗ = C
′
 , C
′
 · C 
′
 ⊂ C 
′′
 = C
′
 .
iii) For each β ∈ PAut(B) and α ∈ PAut(A), the space C βα is a C∗-module over
the C∗-algebra C β
∗β
α∗α :(
C βα
)∗ · C βα = C β∗α∗ C βα ⊂ C β∗βα∗α , C βα · C β∗βα∗α ⊂ C ββ∗βαα∗α = C βα .
It is simultaneously a left C∗-module over the C∗-algebra C ββ
∗
αα∗ and in fact
a C∗-bimodule over both C∗-algebras in the sense of [17]. As a result of the
first observation, we obtain C βα = C
β
α ·C idid . Hence, C C idid = C . In particular,
C ∗C = C . A similar argument shows that for each C∗-pre-family module
D , one has DD∗D = D .
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iv) For each family C ⊂ L (E) of subsets of homogeneous operators, there
exists a smallest C∗-pre-family containing C . This smallest family is said
to be generated by the family C . Likewise, for each family D ⊂ L (E,E ′)
of subsets of homogeneous operators, there exists a smallest C ∗-pre-family
module containing D .
Several notions and constructions known from C ∗-algebras or C∗-categories
have natural analogues for C∗-pre-families.
Definition 1.16. Let C be a C∗-pre-family on E.
i) C is non-degenerate if spanα,β (C
β
αE) = E.
ii) The multiplier family of C is the family of subspaces M (C ) ⊂ L (E) given
by
M (C )βα := {T ∈ L βα (E) | TC ,C T ⊂ C }, α ∈ PAut(A), β ∈ PAut(B).
It is easy to see that this is a C∗-pre-family.
By remark 1.15 iii), these definitions can be reformulated as follows.
Remarks 1.17. Let C be a C∗-pre-family.
i) An operator T belongs to M (C ) if and only if TC idid and C
id
id T are contained
in C .
ii) The C∗-pre-family C is non-degenerate if and only if the C ∗-subalgebra
C idBidA ⊂ LA(E) is non-degenerate.
Intuitively, one should think of a C∗-pre-family C as a “C∗-algebra graded
by an inverse semigroup” or rather as “sections of a Fell bundle over an inverse
semigroup”. The problem with the latter analogy is that the inclusion condition
C βα ⊂ C β
′
α′ for (β, α) ≤ (β ′, α′) is not complemented by a decomposition condition
or a sheaf-like condition. This deficiency is remedied by the notion of a C ∗-family
which is introduced in subsection 1.2.3.
The C∗-pre-family of compact homogeneous operators
A standard example of a C∗-pre-family is the family of all compact homogeneous
operators. To us, it is of minor relevance because it may be very small and even
consist of the zero operator only. Replacements for this family are considered in
the more appropriate setting of decomposable C ∗-bimodules in section 1.2.
Lemma 1.18. Consider E and E ′ as C∗-
 
-A-bimodules. For each ξ ∈ E Dom(α)
and η ∈ E′ Im(α), the map T αη,ξ : E → E′ given by ζ 7→ ηα
(〈ξ|ζ〉) defines an
(id, α)-homogeneous operator. One has
(
Tαη,ξ
)∗
= Tα
∗
ξ,η and ‖Tαη,ξ‖ ≤ ‖ξ‖‖η‖.
12
1.1. THE CATEGORY OF C∗-PRE-FAMILIES
Proof. Let ζ ∈ E and ζ ′ ∈ E′. Then the inner products 〈ξ|ζ〉 and 〈ζ ′|η〉 are
contained in Dom(α) and Im(α), respectively, and
〈ζ ′|Tαη,ξζ〉 = 〈ζ ′|η〉α
(〈ξ|ζ〉)
= α
(
α∗(〈ζ ′|η〉)〈ξ|ζ〉) = α(〈ξα∗(〈η|ζ ′〉)∣∣ζ〉) = α(〈Tα∗ξ,ηζ ′|ζ〉).
Therefore, the operators T := T αη,ξ and S := T
α∗
ξ,η satisfy the conditions of definition
1.1.
Definition 1.19. An operator T : E → E ′ is elementary compact if it is of the
form T = T αη,ξ as in the proposition above, and (β, α)-homogeneous compact if it
is (β, α)-homogeneous and contained in the closed linear span of all elementary
compact operators with fixed α. We denote the space of all (β, α)-homogeneous
compact operators by K βα (E,E′) and the family
(
K βα (E,E′)
)
α,β
by K (E,E′).
Proposition 1.20. i) The families K (E) and K (E,E ′) are a C∗-pre-family
and a C∗-pre-family module, respectively.
ii) For all partial automorphisms α, α′ ∈ PAut(A) and β, β ′ ∈ PAut(B), the
products K β
′
α′ (E
′, E′′)L βα (E,E′) and L β
′
α′ (E
′, E′′)K βα (E,E′) are contained
in K β
′β
α′α (E,E
′′).
iii) If the C∗-pre-family K (E) is non-degenerate, the subspace K βα (E,E′) is
strictly dense in L βα (E,E′) for all α ∈ PAut(A), β ∈ PAut(B).
Proof. i) By lemma 1.18, the adjoint of a compact operator is compact, too.
The fact that the composition of two compact operators is compact again will
follow from part ii). It is clear that K βα (E,E′) is contained in K β
′
α′ (E,E
′) if
(β, α) ≤ (β ′, α′).
ii) It is enough to show that the product of an elementary compact operator
with another homogeneous operator can be approximated in norm by elementary
compact operators which have the right homogeneity degree. Let T α
′
η,ξ : E
′ → E′′
be an elementary compact operator and let S ∈ L βα (E,E′). Then ξ is con-
tained in EDom(α′), and by proposition 1.2, the element S∗ξ is contained in
Eα∗
(
Dom(α′) ∩ Im(α)) = EDom(α′α). Let (uν)ν be an approximate unit for
the ideal Im(α′α) and put vν := (α′α)∗(uν). Consider the net of operators
Tν := T
α′α
ηuν ,S∗ξ. For each ζ ∈ E, one has
Tνζ = ηuν · (α′α)
(〈S∗ξ|ζ〉) = η · (α′α)(〈(S∗ξ)v∗ν ∣∣ζ〉).
Since S∗ξ = limν(S∗ξ)v∗ν and (α′α)
(〈
S∗ξ
∣∣ζ〉) = α(〈ξ|Sζ〉), the net (Tν)ν converges
to Tαη,ξS in norm. Hence, K
β′
α′ (E
′, E′′)L βα (E,E′) is contained in K β
′β
α′α (E,E
′′).
The second inclusion is obtained by taking adjoints.
iii) If the assumption is satisfied, the C∗-algebra K idid (E) acts non-degenerately
on E, whence there exists a net (uν)ν ∈ K idid (E) which converges strictly to idE.
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Then for each operator T ∈ L βα (E,E′), the net (Tuν)ν lies in K βα (E,E′) and
converges strictly to T .
It is easy to see that the relation between homogeneous operators on C ∗-
bimodules and ordinary operators on C∗-bimodules with twisted structure maps
is bijective for compact operators.
Proposition 1.21. The restriction T 7→ T˜ ∈ LDom(α)(E(β,α), E′(β,α)) introduced
in proposition 1.9 defines a bijection between the set of all (β, α)-homogeneous
compact operators E → E ′ and ordinary compact operators E(β,α) → E′(β,α) of
C∗-bimodules which commute with left multiplication.
1.1.3 The internal tensor product of C∗-pre-families
This section introduces the internal tensor product of C ∗-pre-families, which is
needed to define the notion of a Hopf C∗-pre-family and of a coaction: by analogy
to other Hopf-like notions, a Hopf C∗-pre-family S should be equipped with a
coproduct ∆ which is some kind of morphism from S to M (S ⊗∗ S ), and the
internal tensor product S ⊗∗ S occuring in the range still has to be defined.
Given an internal tensor product E ⊗B F of suitable C∗-bimodules and two
operators S ∈ L(E), T ∈ L(F ), the equation ξ ⊗B bη = ξb ⊗B η implies that the
map ξ⊗Bη 7→ Sξ⊗BTη is only well-defined if S intertwines right multiplication by
elements of B in a way which matches up with the way in which T intertwines left
multiplication by elements of B. First, we formulate this compatibility condition.
Definition 1.22. Two partial automorphisms β and β ′ of B are compatible,
written β  β ′, if and only if β∗β′ ≤ id and ββ ′∗ ≤ id.
In general, compatibility is not an equivalence relation because it is not tran-
sitive: the trivial partial automorphism defined on the 0-ideal of B is compatible
to every other partial automorphism. The following observation is immediate.
Lemma 1.23. Let β, β ′ ∈ PAut(B) such that β  β ′. Then β∗  β′∗. For each
b ∈ Dom(β′) ∩Dom(β), one has β(b) = β ′(b). 
Let C be a C∗-algebra and let F and F ′ be C∗-C-B-bimodules.
Proposition 1.24. Let T ∈ Lγβ′(F, F ′) and S ∈ Lβα(E,E′) where γ ∈ PAut(C), α ∈
PAut(A) and β, β ′ ∈ PAut(B) such that β  β ′. Then the map T  S : η  ξ 7→
Tη⊗∗ Sξ defines a (γ, α)-homogeneous operator T ⊗∗ S : F ⊗∗ E → F ′ ⊗∗ E′ with
norm ‖T ⊗∗ S‖ ≤ ‖S‖‖T‖ and adjoint (T ⊗∗ S)∗ = T ∗ ⊗∗ S∗.
Proof. For each n ∈  , consider   n with its standard inner product as a C∗-
module over
 
. Denote by
 
n its conjugate which is a C
∗-module over Mn(
 
).
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We write elements of
  n as column vectors and elements of
 
n as row vectors.
Put Mn(B) := B ⊗Mn(   ) and
E(n) := E ⊗   n, E′(n) := E′ ⊗   n, S(n) := S ⊗ id  n ,
F(n) := F ⊗
 
n, F
′
(n) := F
′ ⊗   n, T(n) := T ⊗ id  n .
Then F(n),F
′
(n) are C
∗-C-Mn(B)-bimodules, and E(n),E′(n) are C∗-Mn(B)-A-
bimodules. The operators T and S are (γ,β′)- and (β, α)-homogeneous, respec-
tively, where β := β ⊗ idMn(  ) and β′ := β ⊗ idMn(  ).
First, we prove the adjunction equation for finite sums of elementary tensors.
In the following, we fix n and omit the index n in the notation introduced above.
Let ζ =
∑n
i=1 ηi ⊗∗ ξi in F ⊗∗ E and ζ ′ =
∑n
i=1 η
′
i ⊗∗ ξ′i in F ′ ⊗∗ E′. Put
ξ = (ξ1, . . . , ξn)
T ∈ E, η = (η1, . . . , ηn) ∈ F ,
ξ′ = (ξ′1, . . . , ξ
′
n)
T ∈ E′, η′ = (η′1, . . . , η′n) ∈ F ′.
The inner products on F ⊗∗ E and F ⊗∗ E are related as follows:
〈ζ|ζ〉(F⊗∗E) =
∑
i,j
〈
ξi
∣∣〈ηi|ηj〉F · ξj〉E
=
〈
ξ
∣∣〈η|η〉F · ξ〉E = 〈η ⊗∗ ξ|η ⊗∗ ξ〉(F⊗∗E)
We use similar relations between F ′⊗∗E′ and F ′⊗∗E′ in the following calculations.〈
ζ ′
∣∣(T  S)ζ〉
(F ′⊗∗E′) =
〈
ξ′
∣∣〈η′|Tη〉F ′Sξ〉E′ = 〈ξ′∣∣β′(〈T ∗η′|η〉F )Sξ〉E′
Let (uν)ν and (u
′
ν′)ν′ be approximate units for Dom(β) and Dom(β
′), respectively,
and put vν′,ν := β
′(u′ν′)β(uν)⊗1Mn(  ). Then the homogeneity of T and S implies〈
ζ ′
∣∣(T  S)ζ〉
(F ′⊗∗E′) = limν,ν′
〈
ξ′
∣∣β′(〈T ∗η′|η〉F )vν′,νSξ〉E′ .
Since β′(〈T ∗η′|η〉)vν′,ν is contained in Im(β′) Im(β) = β′(Dom(β∗β′)) and β∗β′ ≤
id, we have
β′(〈T ∗η′|η〉)vν′,νS = Sβ∗
(
β′(〈T ∗η′|η〉)vν′,ν
)
= S〈T ∗η′|η〉β′∗(vν′,ν).
Thus,
〈
ζ ′
∣∣(T  S)ζ〉 is equal to
lim
ν,ν′
〈
ξ′
∣∣S〈T ∗η′|η〉β′∗(vν′,ν)ξ〉E′ = limν,ν′ α(〈β′∗(v∗ν′,ν)〈T ∗η′|η〉∗S∗ξ′∣∣ξ〉E).
Since 〈T ∗η′|η〉∗S∗ξ′ is contained in Dom(β′) Dom(β)E, we have
lim
ν,ν′
β′∗(v∗ν′,ν)〈T ∗η′|η〉∗S∗ξ′ = 〈T ∗η′|η〉∗S∗ξ′.
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Summarising, we obtain the adjunction equation:〈
ζ ′
∣∣(T  S)ζ〉 = α(〈〈T ∗η′|η〉∗FS∗ξ′∣∣ξ〉E)
= α
(〈
S∗ξ′
∣∣〈T ∗η′|η〉F ξ〉E) = α(〈(T ∗  S∗)ζ ′∣∣ζ〉).
Now, let us show that T  S extends to a bounded linear map. By the preceding
discussion, we have〈
(T  S)ζ∣∣(T  S)ζ〉 = α(〈(T ∗  S∗)ζ|ζ〉 = α(〈(T ∗T  S∗S)ζ|ζ〉).
By the discussion above and since S∗S commutes with Mn(B), we find
〈ζ|(T ∗T  S∗S)ζ〉 = 〈ξ∣∣〈η|T ∗Tη〉FS∗Sξ〉E.
In the C∗-algebra Mn(B), we have 〈T ∗Tη|η〉 ≤ ‖T ‖2〈η|η〉. Furthermore, since
S∗S commutes with 〈η|η〉, we have S∗S〈η|η〉 ≤ ‖S∗S‖〈η|η〉. By proposition
1.12, ‖S∗S‖ = ‖S‖2 and ‖T ∗T ‖ = ‖T ‖2, and by [29, lemma 4.2], ‖T ‖ = ‖T‖ and
‖S‖ = ‖S‖. Therefore,〈
(T  S)ζ∣∣(T  S)ζ〉 ≤ ‖S‖2‖T ‖2〈ξ|〈η|η〉F ξ〉E = ‖S‖2‖T‖2〈ζ|ζ〉,
whence T  S extends to a linear map T ⊗∗ S : F ⊗∗ E → F ′ ⊗∗ E′ of norm less
than or equal to ‖T‖‖S‖. With the adjunction equation proved above, it is easy to
see that the this map is a (γ, α)-homogeneous operator with adjoint T ∗⊗∗ S∗.
Note that the preceding proof substantially simplifies if β = β ′. The preceding
proposition generalises the “balanced tensor product” defined in [11, proposition
1.34] which corresponds to the case where α, β, β ′ and γ are the identity.
Lemma 1.25. Adjoints and products of elementary operators are elementary
again.
Proof. The statement concerning adjoints follows from the previous proposition.
Let
T ∈ L γβ′(F ), S ∈ L βα (E), γ ∈ PAut(C), α ∈ PAut(A), β, β ′ ∈ PAut(B),
T ′ ∈ L γ′δ (F ), S′ ∈ L δα′(E), γ′ ∈ PAut(C), α′ ∈ PAut(A), δ, δ′ ∈ PAut(B),
such that β  β ′ and δ  δ′. Then (δβ)  (δ′β′) since
(δβ)∗(δ′β′) = β∗(δ∗δ′)β′ ≤ β∗β′ ≤ id, (δβ)(δ′β′)∗ = δ(ββ′∗)δ′∗ ≤ δδ′∗ ≤ id,
and T ′T ∈ L γ′γδ′β′(F ), S′S ∈ L δβα′α(E). Therefore, the internal tensor product
T ′T ⊗∗ S′S is well defined, and the formula (T ′S′)(T S) = T ′T S′S implies
(T ′ ⊗∗ S′)(T ⊗∗ S) = T ′T ⊗∗ S′S.
Now, the following definition and proposition are immediate.
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Definition 1.26. The internal tensor product of families of closed subspaces C ⊂
L (E,E′) and D ⊂ L (F, F ′) is the family D ⊗∗ C ⊂ L (F ⊗∗ E,F ′ ⊗∗ E′) of
closed subspaces given by
(D ⊗∗ C )γα := span
ββ′
(
Dγβ′ ⊗∗ C βα
)
, α ∈ PAut(A), γ ∈ PAut(C),
where the closed span is taken over all compatible partial automorphisms β and β ′
of B. An operator of the form T ⊗∗ S ∈ D ⊗∗ C is elementary.
Remark 1.27. Let C ,C ′ ⊂ L (E) and D ,D ′ ⊂ L (F ) be families of closed
subspaces. Then (D ′ ⊗∗ C ′)(D ⊗∗ C ) ⊂ (D ′D)⊗∗ (C ′C ). However, this inclusion
may be strict and fail to be an equality. As a simple example, consider the case
where all spaces comprising the families C and D are 0 except for D γβ′ and C
β
α ,
where α ∈ PAut(A), γ ∈ PAut(C) and β, β ′ ∈ PAut(B) are fixed and β and β ′ are
not compatible. Then D ′⊗∗C ′ = D⊗∗C = 0, but (D ′D⊗∗C ′C )idid = Dγ
∗γ
β′∗β′⊗∗C β
∗β
α∗α
need not be 0.
However, it is easy to see that (D ′ ⊗∗ C ′)(D ⊗∗ C ) = (D ′D) ⊗∗ (C ′C ) if
D ′ ⊂ L idid (F ) and C ′ ⊂ L idid (E).
Proposition 1.28. Let C ⊂ L (E,E ′) and D ⊂ L (F, F ′) be C∗-pre-family mod-
ules. Then the internal tensor product D ⊗∗ C is a C∗-pre-family module again.
If E = E′, F = F ′ and C ,D are C∗-pre-families, then D ⊗∗ C is a C∗-pre-family.
In that case, one has a natural inclusion M (D)⊗∗M (C ) ⊂M (D ⊗∗ C ).
Proof. If C and D are C∗-pre-family modules, then
(D ⊗∗ C )(D ⊗∗ C )∗(D ⊗∗ C ) ⊂ (DD∗D)⊗∗ (CC ∗C ) = D ⊗∗ C ,
and for all extensions (γ, α) ≤ (γ ′, α′) in PAut(C)× PAut(A), one has
(D ⊗∗ C )γα = span
ββ′
(
Dγβ′ ⊗∗ C βα
) ⊂ span
ββ′
(
Dγ
′
β′ ⊗∗ C βα′
)
= (D ⊗∗ C )γ
′
α′ .
Therefore, D ⊗∗ C is a C∗-pre-family module. The proof of the second statement
is similar. The last statement follows from the inclusion(
M (D)⊗∗M (C )
) · (D ⊗∗ C ) ⊂M (D)D ⊗∗M (C )C = D ⊗∗ C .
The internal tensor product operation is not quite associative on the level of
operators. It may happen that R,S and T are operators such that the internal
tensor products T ⊗∗ S and (T ⊗∗ S)⊗∗R are well-defined but the internal tensor
product S ⊗∗ R is not well-defined at all. This phenomenon occurs e.g. if T = 0
and S and R are not compatible, but it is not restricted to trivial cases like this
one and difficult to analyse. For the precise formulation of semigroup gradings on
families of operators, the associativity of the internal tensor product on the level
of C∗-pre-families was a crucial test.
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Proposition 1.29. The internal tensor product operation on families of closed
subspaces is associative.
Proof. Let D be a C∗-algebra, let G,G′ be C∗-D-C-bimodules and let C ⊂
L (E,E′), D ⊂ L (F, F ′) and E ⊂ L (G,G′) be families of closed subspaces.
For each δ ∈ PAut(D) and each α ∈ PAut(A), the spaces ((E ⊗∗ D)⊗∗ C )δα and(
E ⊗∗ (D ⊗∗ C )
)δ
α
both are equal to
span{T ⊗∗ S ⊗∗ R | T ∈ E δγ′ , S ∈ Dγβ′ , R ∈ C βα′ , γ  γ′, β  β′}.
1.1.4 Morphisms of C∗-pre-families
This subsection introduces the notion of a morphism between C ∗-pre-families.
Like the internal tensor product, this is needed in order to define the notion
of a Hopf C∗-pre-family. The definition which we give may look strange but is
well motivated. We show that it implies the expected properties and that non-
degenerate morphisms extend to multiplier families. The subsection ends with a
proof of the bi-functoriality of the internal tensor product of C ∗-pre-families. The
latter two results are needed in order to make sense of equations like (∆⊗∗ 1)∆ =
(1⊗∗∆)∆ and (δ′⊗∗1)φ = (φ⊗∗1)δ which express coassociativity of the coproduct
∆ of a Hopf C∗-pre-family and equivariance of a morphism φ between C ∗-pre-
families with coactions δ and δ′, respectively.
Motivation
For the coproducts on the legs of a multiplicative unitary, the Baaj-Skandalis
construction gives formulas which – on a set-theoretic level – still make sense in
the setting pseudo-multiplicative unitaries. Apart from the set-theoretic level, it
is clear that a morphism of C∗-pre-families φ : C → D should consist of a family of
linear maps φβα : C
β
α → Dβα given for all α ∈ PAut(A) and β ∈ PAut(B), which are
multiplicative and commute with the involution in the obvious sense. As in the
case of ∗-homomorphisms, these properties imply that for every α and β, the map
φβα is norm-decreasing. It is easy to check that the formulas for the coproducts
mentioned above give rise to such families.
The problem is that it is not clear whether the internal tensor product is func-
torial with respect to such families of maps. More precisely, given two morphisms
φ : C → C ′ and ψ : D → D ′ of C∗-pre-families on suitable C∗-bimodules, it is
difficult to compare the norm of an operator of the form φ(S) ⊗B ψ(T ), where
S ∈ C and T ∈ D , to the norm of the operator S ⊗B T .
We turn the problem upside down and incorporate the functoriality require-
ment in the definition of a morphism. Then the proof of bi-functoriality of the
internal tensor product reduces to an easy check.
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Definition and first properties
Definition 1.30. Let C and D be C∗-pre-families on E and E ′, respectively. A
morphism φ : C → D is a family of maps φβα : C βα → Dβα given for all α ∈ PAut(A)
and β ∈ PAut(B), subject to the following condition: for each C ∗-module F ′ over
B and each C∗-A-C-bimodule F over some C∗-algebra C, the family of maps
id×φβα′ × id: L idβ′ (F ′)× C βα′ ×L αid(F )→ L idβ′ (F ′)⊗∗ Dβα′ ⊗∗ L αid(F ),
(R,S, T ) 7→ R⊗∗ φβα′(S)⊗∗ T,
where α  α′ ∈ PAut(A) and β  β ′ ∈ PAut(B), induces a ∗-homomorphism of
C∗-algebras
id⊗∗φ⊗∗ id : L id(F ′)⊗∗ C ⊗∗ LC(F )→ L id(F ′)⊗∗ D ⊗∗ LC(F ).
Remark 1.31. In the definition above, one has inclusions
L id(F ′)⊗∗ C ⊗∗ Lid(F ) ⊂ L idid (F ′ ⊗∗ E ⊗∗ F ) ⊂ LC(F ′ ⊗∗ E ⊗∗ F ),
L id(F ′)⊗∗ D ⊗∗ Lid(F ) ⊂ L idid (F ′ ⊗∗ E′ ⊗∗ F ) ⊂ LC(F ′ ⊗∗ E′ ⊗∗ F ).
Remark 1.32. It is easy to see that the composition of two morphisms is a
morphism again. Hence, the collection of all C ∗-pre-families on C∗-B-A-bimodules
with morphisms as above forms a category.
Next, we show that the family of maps comprising a morphism has all the
expected properties. The proof depends on an embedding construction which
involves example 1.5 and requires some preparation.
Lemma 1.33. Let F be a C∗-C-B-bimodule, where C is some C∗-algebra.
i) If 〈F |F 〉E = E, then for each T ∈ L idid (E), the norm of the operator 1⊗∗ T
on F ⊗∗ E is equal to the norm of T .
ii) If the representation of B on E is faithful, then for each S ∈ L idid (F ), the
norm of the operator S ⊗∗ 1 on F ⊗∗ E is equal to the norm of S.
Proof. i) It is enough to show that the ∗-homomorphism L idid (E)→ L idid (F ⊗∗E)
given by T 7→ 1 ⊗∗ T is injective. But if T 6= 0, then 〈F ⊗∗ E|F ⊗∗ TE〉 =〈
E
∣∣T 〈F |F 〉E〉 6= 0.
ii) Likewise, the map S 7→ S ⊗∗ 1 is injective since 〈F ⊗∗ E|SF ⊗∗ E〉 =〈
E
∣∣〈F |SF 〉E〉 6= 0 if S 6= 0.
Lemma 1.34. For all α ∈ PAut(A) and β ∈ PAut(B), there exist a C ∗-A-
Im(α)-bimodule Eα and a C∗-
 
-B-bimodule Eβ with operators T
α ∈ L αid(Eα)
and Tβ ∈ L idβ (Eβ) such that the map L βα (E) → L idid (Eβ ⊗∗ E ⊗∗ Eα) given by
S 7→ Tβ ⊗∗ S ⊗∗ Tα is an isometric embedding.
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Proof. Let Eα, Tα and Eβ, Tβ be as in example 1.5. Then ‖T α‖ = ‖Tβ‖ = 1, and
hence the map S 7→ Tβ ⊗∗ S ⊗∗ Tα is norm-decreasing. On the other hand, one
has
‖Tβ ⊗∗ S ⊗∗ Tα‖2 = ‖T ∗βTβ ⊗∗ S∗S ⊗∗ Tα∗Tα‖.
Here, T α∗Tα and T ∗βTβ are equal to the identity on the subspaces Dom(α) ⊂ Eα
and Dom(β) ⊂ Eβ, respectively. By the previous lemma and proposition 1.9,
‖Tβ ⊗∗ S ⊗∗ Tα‖2 = ‖S∗S‖.
Proposition 1.35. Let φ : C → D be a morphism of C∗-pre-families on E and
E′, respectively. For all α, α′ ∈ PAut(A) and β, β ′ ∈ PAut(B), the map φβα is
linear and norm-decreasing, φβ
∗
α∗(c
∗) =
(
φβα(c)
)∗
and φβα(c)φ
β′
α′(c
′) = φββ
′
αα′(cc
′) for
all c ∈ C βα , c′ ∈ C β
′
α′ .
Proof. Let α ∈ PAut(A) and β ∈ PAut(B). Choose Eβ , Tβ and Eα, Tα as in
the lemma above. Then the embeddings constructed above yield a commutative
diagram
C βα
  //
φβα 
L id(Eβ)⊗∗ C ⊗∗ Lid(Eα)
id⊗∗φ⊗∗id
⊂ LIm(α)(Eβ ⊗∗ E ⊗∗ Eα)
Dβα
  // L id(Eβ)⊗∗ D ⊗∗ Lid(Eα) ⊂ LIm(α)(Eβ ⊗∗ E′ ⊗∗ Eα).
This implies that φβα is norm-decreasing, linear, and that ∗ ◦ φβα = φβ
∗
α∗ ◦ ∗.
Multiplicativity can be proved by a similar embedding technique, using the
space Im(αα′)⊕ (Dom(α) ∩ Im(α′))⊕Dom(αα′) and the maps(
0 0 αα′
0 0 0
0 0 0
)
=
(
0 α 0
0 0 0
0 0 0
)
·
(
0 0 0
0 0 α′
0 0 0
)
,
and a similar construction for β, β ′.
It is natural to ask whether morphisms of C∗-pre-families on C∗-B-A-bimodules
are linear with respect to B and A in suitable sense. This question will be taken
up in subsection 1.2.3.
Definition 1.36. A morphism φ : C → D is injective if each component φβα, α ∈
PAut(A), β ∈ PAut(B), is injective.
Remark 1.37. From the previous proposition and remark 1.15 iii), it follows that
φ is injective if and only if the component φidid is an injective ∗-homomorphism.
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Non-degenerate morphisms and extension to multiplier C∗-pre-families
In the setting of Hopf C∗-algebras, the extension of non-degenerate ∗-homo-
morphisms to multiplier algebras is a fundamental technique. For instance, the
coassociativity condition on a coproduct ∆: S →M(S ⊗S) given by (∆⊗ 1)∆ =
(1⊗∆)∆ involves the extension of the maps ∆⊗ 1 and 1⊗∆ – which are defined
on S ⊗ S – to the multiplier algebra M(S ⊗ S). In the following, we establish the
corresponding technique for C∗-pre-families.
Definition 1.38. A morphism φ : C →M (D) of C∗-pre-families is non-degenera-
te if φ(C )D = D .
Lemma 1.39. A morphism φ : C →M (D) of C∗-pre-families is non-degenerate
if and only if its component φidid : C
id
id → M(D idid ) is non-degenerate as a ∗-homo-
morphism.
Proof. This is an easy consequence of remark 1.15 iii). If the ∗-homomorphism
φidid is non-degenerate, the family φ(C )D contains
φidid(C
id
id ) D = φ
id
id(C
id
id ) D
id
id D = D
id
id D = D .
Conversely, assume that φ is non-degenerate. Then D idid is the closed linear span
of products of the form φβα(c′)d′ where c′ ∈ C βα and d′ ∈ Dβ
′
α′ for some (β, α) and
(β′, α′) in PAut(B)× PAut(A) satisfying αα′ ≤ id and ββ ′ ≤ id. Write c′ = c0c′′
with c0 ∈ C idid and c′′ ∈ C αβ . Then
φβα(c
′)d′ = φidid(c0)
(
φβα(c
′′)d′
) ∈ φ(C idid ) D idid .
Lemma 1.40. Let α ∈ PAut(A), β ∈ PAut(B) and let (Tλ)λ be a net in L βα (E,E′)
such that for each ξ ∈ E and each η ∈ E ′, the nets (Tλξ)λ and (T ∗λη)λ converge in
E′ and E, respectively. Then the map ξ 7→ limλ Tλξ defines a (β, α)-homogeneous
operator whose adjoint is given by the map η 7→ limλ T ∗λη.
Proof. By the Banach-Steinhaus theorem, the assignment of the limits defines
bounded linear maps T : E → E ′ and S : E′ → E. Let η ∈ E ′ and ξ ∈ E.
Since Dom(α) is closed, the inner product 〈Sη|ξ〉 is contained in Dom(α), and
one has α
(〈Sη|ξ〉) = limλ α(〈T ∗λη|ξ〉) = limλ〈η|Tλξ〉 = 〈η|Tξ〉. Likewise, ImT ⊂
spanλ
(
ImTλ
) ⊂ Im(β)E′ and Tbξ = limλ Tλ(bξ) = limλ β(b)Tλξ = β(b)Tξ for all
b ∈ Dom(β) and ξ ∈ E.
Proposition 1.41. Let φ : C →M (D) be a non-degenerate morphism of C ∗-pre-
families. If the C∗-pre-family D is non-degenerate, then φ extends uniquely to a
morphism M (C )→M (D).
Proof. Let C and D act on E and E ′, respectively. Let α ∈ PAut(A), β ∈
PAut(B) and consider an element c ∈ M (C )βα. Choose a bounded positive ap-
proximate unit (uν)ν for the C
∗-algebra C idid . Since φ and D are non-degenerate,
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the image φ(C ) is non-degenerate on E ′. Therefore, the nets
(
φαβ(cuν)
)
ν
and(
φα
∗
β∗(uνc
∗)
)
ν
converge pointwise. Denote the pointwise limits by φ˜βα(c) and φ˜
β∗
α∗(c),
respectively. By lemma 1.40, they form a pair of adjoint operators in L βα (E′) and
L β
∗
α∗ (E
′), respectively. A standard argument shows that they do not depend on
the choice of the approximate unit.
Let α′ ∈ PAut(A), β ′ ∈ PAut(B) and d ∈ Dβ′α′ . Since φ is non-degenerate,
φ˜βα(c)d is the norm limit of the products φ
β
α(cuν)d ∈ Dαα′ββ′ . Hence, it belongs to
Dαα
′
ββ′ . A symmetric argument shows that φ˜
β∗
α∗(c)d belongs to D
β∗β′
α∗α′ . Thus, φ˜
β
α(c)
is contained in M (D)βα.
Now, let us show that the collection φ˜ defines a morphism M (C ) → M (D).
Let F ′ be a C∗-module over B and F be a C∗-A-C-module, where C is some
C∗-algebra. Then φ induces a ∗-homomorphism
L id(F ′)⊗∗ C ⊗∗ Lid(F ) id⊗∗φ⊗∗id−−−−−−−→ L id(F ′)⊗∗M (D)⊗∗ Lid(F )
⊂M(L id(F ′)⊗∗ D ⊗∗ Lid(F )).
Since φ(C )D = D , this ∗-homomorphism is non-degenerate. Hence, it extends to
the C∗-subalgebra L id(F ′)⊗∗M (C )⊗∗Lid(F ) of M
(
L id(F ′)⊗∗ C ⊗∗Lid(F )
)
.
By construction, this extension is induced by the collection of maps
(
id×φ˜βα ×
id
)β
α
, α ∈ PAut(A), β ∈ PAut(B).
In the following, we give some examples of morphisms.
Examples 1.42. Let C be a C∗-pre-family on E.
i) An inclusion of C∗-pre-families is a morphism.
ii) Let V : E → E ′ be a unitary which intertwines the representations of B on
E and E′. Then the family AdV (C ) given by AdV (C )
β
α := AdV (C
β
α ) for
all α ∈ PAut(A) and β ∈ PAut(B) is a C∗-pre-family, and the map AdV
defines a non-degenerate morphism C → AdV (C ). If the C∗-pre-family C
is non-degenerate, so is AdV (C ).
iii) Let E ′′ be a C∗-module over some C∗-algebra C with a representation
pi : C → L idid (E). Consider E ′ = E′′ ⊗∗ E as a C∗-B-A-bimodule via the ac-
tion of B on E. Then the family 1⊗∗C given by (1⊗∗C )βα := 1⊗∗C βα for all
α ∈ PAut(A) and β ∈ PAut(B) is a C∗-pre-family, and the map T 7→ 1⊗∗ T
defines a non-degenerate morphism C → 1 ⊗∗ C . If the C∗-pre-family C is
non-degenerate, so is 1⊗∗ C .
The internal tensor product of morphisms
The characterising property of our definition of morphisms is that it makes the
internal tensor product of C∗-pre-families bi-functorial.
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Proposition 1.43. Let C be a C∗-algebra and let
• φ : C → C ′ be a morphism of C∗-pre-families on C∗-B-A-bimodules and
• ψ : D → D ′ be a morphism of C∗-pre-families on C∗-C-B-bimodules.
Then for all α ∈ PAut(A) and γ ∈ PAut(C), the family (ψγβ′ × φβα)ββ′ defines
a map (ψ ⊗∗ φ)γα : (D ⊗∗ C )γα → (D ′ ⊗∗ C ′)γα, and the family (ψ ⊗∗ φ) defines
a morphism ψ ⊗∗ φ : D ⊗∗ C → D ′ ⊗∗ C ′. Furthermore, the following diagram
commutes.
D ⊗∗ C ψ⊗∗1 //
1⊗∗φ

ψ⊗∗φ
MMM
M
&&MM
MM
D ′ ⊗∗ C
1⊗∗φ

D ⊗∗ C ′ ψ⊗∗1
// D ′ ⊗∗ C ′.
Proof. Let α ∈ PAut(A) and γ ∈ PAut(C). We first consider the case D ′ = D
and ψ = idD . Choose Eγ , Tγ and E
α, Tα as in lemma 1.34, and consider the
embeddings
(D ⊗∗ C )γα ↪→ L idid (Eγ ⊗∗ F ⊗∗ E ⊗∗ Eα),
(D ⊗∗ C ′)γα ↪→ L idid (Eγ ⊗∗ F ⊗∗ E′ ⊗∗ Eα)
given by x 7→ Tγ⊗∗x⊗∗ Tα. Since φ is a morphism, it induces a ∗-homomorphism
id⊗∗φ⊗∗ id : L id(Eγ ⊗∗ F )⊗∗ C ⊗∗Lid(Eα)→ L id(Eγ ⊗∗ F )⊗∗ C ⊗∗Lid(Eα).
Therefore, the collection
(
id×φβα
)
ββ′ yields a well-defined map (id⊗∗φ)γα : (D ⊗∗
C )γα → (D ⊗∗ C )γα.
Let G′ be an arbitrary C∗-module over C and let G be an arbitrary C∗-A-D-
module, where D is some C∗-algebra. By definition, φ induces a ∗-homomorphism
id⊗∗φ ⊗∗ id : L id(G′ ⊗∗ F ) ⊗∗ C ⊗∗ Lid(G) → L id(G′ ⊗∗ F ) ⊗∗ C ⊗∗ Lid(G).
Restricting to the C∗-subalgebra L id(G′)⊗∗D⊗∗C ⊗∗Lid(G), we see that id⊗∗φ
induces a ∗-homomorphism as desired.
A symmetric argument shows that the morphism ψ ⊗∗ 1C ′ is well-defined.
Repeating the argument for the composition (ψ ⊗∗ 1C ′)(1D ⊗∗ φ), we obtain the
morphism ψ ⊗∗ φ.
The last statement follows from lemma 1.39.
Proposition 1.44. Let C be a C∗-algebra and let
• φ : C →M (C ′) be a non-degenerate morphism of C∗-pre-families on C∗-B-
A-bimodules and
• ψ : D →M (D ′) be a non-degenerate morphism of C∗-pre-families on C∗-C-
B-bimodules.
Then the internal tensor product ψ⊗∗φ : D⊗∗C →M (D ′⊗∗C ′) is non-degenerate.
Proof. The assumption implies(
ψidid(D
id
id )⊗∗ φidid(C idid )
) · (D ′ ⊗∗ C ′)idid = (D ′ ⊗∗ C ′)idid.
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1.1.5 Left Hopf C∗-pre-families
The notion of a Hopf C∗-pre-family and a coaction is the straight-forward gen-
eralisation of the corresponding C∗-algebraic notions introduced in [2] and [3].
Stefaan Vaes and Alfons Van Daele gave a refined definition of a Hopf C ∗-algebra
[57] which involves the Haagerup tensor product of C ∗-algebras and therefore does
not easily carry over to C∗-pre-families.
Let E be a C∗-bimodule over A.
Definition 1.45. A left Hopf C∗-pre-family is a non-degenerate C∗-pre-family on
E with an injective morphism ∆: S →M (S ⊗∗ S ) such that
∆(S )(1 ⊗∗ S ) = S ⊗∗ S = ∆(S )(S ⊗∗ 1)
and the following diagram commutes.
S
∆ //
∆

M (S ⊗∗ S )
1⊗∗∆

M (S ⊗∗ S ) ∆⊗∗1 // M (S ⊗∗ S ⊗∗ S ).
Remark 1.46. If (S ,∆) is a left Hopf C∗-pre-family, the morphism ∆ is non-
degenerate. In the diagram above, we used the extension of non-degenerate mor-
phisms to multiplier families.
Definition 1.47. Let (S ,∆) be a left Hopf C∗-pre-family on E.
i) Let C be a non-degenerate C∗-pre-family on a C∗-A-B-bimodule E ′. A left
coaction of (S ,∆) on C is a non-degenerate morphism δ : C →M (S ⊗∗C )
such that δ(C )(S ⊗∗ 1) ⊂ S ⊗∗ C and the following diagram commutes.
C
δ //
δ

M (S ⊗∗ C )
1⊗∗δ

M (S ⊗∗ C ) ∆⊗∗1 // M (S ⊗∗ S ⊗∗ C ).
If δ is injective and δ(C )(S ⊗∗ 1) = S ⊗∗ C , the pair (C , δ) is a left
(S ,∆)-pre-family.
ii) Let C and C ′ be non-degenerate C∗-pre-families on C∗-A-B-bimodules with
left coactions δ and δ′, respectively. A non-degenerate morphism φ : C →
M (C ′) is equivariant if the following diagram commutes.
C
δ //
φ

M (S ⊗∗ C )
1⊗∗φ

M (C ′)
δ′
// M (S ⊗∗ C ′).
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iii) Let D be a non-degenerate C∗-pre-family on a C∗-B-A-bimodule E ′. A right
coaction of (S ,∆) on C is a non-degenerate morphism δ : D →M (D⊗∗S )
such that δ(D)(1⊗∗S ) ⊂ D⊗∗S and (δ⊗∗1)δ = (1⊗∗∆)δ. If δ is injective
and δ(D)(1 ⊗∗ S ) = D ⊗∗ S , the pair (D , δ) is a right (S ,∆)-pre-family.
iv) Let D and D ′ be non-degenerate C∗-pre-families on C∗-B-A-bimodules with
left coactions δ and δ′, respectively. A non-degenerate morphism ψ : D →
M (D ′) is equivariant if δ′ ◦ ψ = (ψ ⊗∗ 1) ◦ δ.
Clearly, the class of left coactions and the class of right coactions, together
with non-degenerate equivariant morphisms, forms a category.
1.2 Semigroup gradings on C∗-bimodules
Homogenous elements of C∗-bimodules play a decisive roˆle in our generalisation
of the Baaj-Skandalis construction. The introduction of homogeneous operators
on C∗-bimodules is partially motivated by the occurrence of maps of the form
θξ : E → E ⊗∗ E, ζ 7→ ζ ⊗∗ ξ and θξ : E → E ⊗∗ E, ζ 7→ ξ ⊗∗ ζ. In general,
maps of the first kind are not adjointable and maps of the second kind do not
commute with left multiplication. However, they are homogeneous if the element
ξ ∈ E is homogeneous. The Baaj-Skandalis construction can be adapted to pseudo-
multiplicative unitaries whose underlying C ∗-bimodules are decomposable in the
sense that they are the closed linear span of their homogeneous elements.
The material in this section splits up into two parts. We collect some easy
properties of homogeneous elements of C∗-bimodules and C∗-algebras which are
used throughout the calculations in chapter 2. These include nice factorisation
theorems for compact homogeneous operators on C ∗-bimodules over commutative
C∗-algebras. Additionally, the underlying concepts are studied for their own sake:
we characterise decomposability of a C∗-algebra A as being equivalent to the
condition A = Z(A)A, introduce the notion of a C ∗-family which refines the notion
of a C∗-pre-family and give precise bundle-theoretic descriptions of decomposable
C∗-bimodules and of C∗-families in the case that the underlying C∗-algebras are
commutative.
Throughout this section, let A be a C∗-algebra and let E and E ′ be C∗-
bimodules over A, i.e. C∗-A-A-bimodules.
1.2.1 The family of homogeneous elements of a C∗-bimodule
We introduce the notion of homogeneity for elements of C ∗-bimodules and collect
some easy properties. Furthermore, we consider operators which are related to
the maps θξ and θξ discussed above. The following definition is fundamental.
Definition 1.48. An element ξ ∈ E is γ-homogeneous/γ-covariant for some γ ∈
PAut(A) if it is contained in the subspace EDom(γ) and satisfies ξa = γ(a)ξ for all
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a ∈ Dom(γ). We denote the set of all γ-homogeneous elements of E by Cov γ(E),
and the family
(
Covγ(E)
)
γ
by Cov(E). The C∗-bimodule E is decomposable if the
closed linear span of the family Cov(E) is equal to E. We use the same notation
for a C∗-algebra, considering it as a C∗-bimodule over itself in the canonical way.
Examples. Examples of homogeneous elements of C ∗-bimodules occurred already
in the introductory section preceding the definition of homogeneous operators. For
each r-discrete groupoidG, the associated C∗-bimodule
(
L2(G,λ), pis
)
over C0(G
0)
is decomposable, see proposition 3.5.
If X is a locally compact space and u ∈ A is a unitary, then each element of
the form f ⊗ u in the C∗-algebra C0(X)⊗A is (id⊗Adu)-homogeneous:
(f ⊗ u) · (g ⊗ a) = (g ⊗ uau∗) · (f ⊗ u) = ((id⊗Adu)(g ⊗ a)) · (f ⊗ u)
for all g ⊗ a ∈ C0(X)⊗A.
In proposition 1.55, we will show that a C∗-algebra B is decomposable if and
only if B = Z(B)B.
For each element ξ ∈ E, the map θξ : A → E given by a 7→ ξa defines a
compact operator, and the map θ− : E → KA(A,E) given by ξ 7→ θξ is an isometric
isomorphism E
∼=−→ KA(A,E) of Banach spaces. In presence of a representation of
A on E, this result can be refined as follows.
Proposition 1.49. i) For each ξ ∈ Cov γ(E), γ ∈ PAut(A), the map θξ : A→
E given by a 7→ ξa is a (γ, id)-homogeneous compact operator. Its adjoint is
given by θ∗ξ (η) = 〈ξ|η〉 for all η ∈ E.
ii) For each γ ∈ PAut(A), the map θ− : Covγ(E)→ K γid (A,E) given by ξ 7→ θξ
defines an isomorphism Cov γ(E)
∼=−→ K γid (A,E).
Proof. i) For all a ∈ Dom(γ) and a′ ∈ A, one has θξ(aa′) = ξaa′ = γ(a)θξa′. The
image of θξ is contained in Im(γ)E because ξ belongs to Im(γ)E. This proves that
θξ is a (γ, id)-homogeneous operator. It is homogeneous compact by the remark
preceding the proposition.
ii) We only need to show that the map θ− is surjective. Let T ∈ K γid (A,E).
Then there exists an element ξ ∈ E such that Ta = ξa for all a ∈ A. Since ξ is
contained in ξA = ImT , it belongs to Im(γ)E. For all a ∈ Dom(γ) and b ∈ A,
one has
(ξa− γ(a)ξ)b = ξ(ab)− γ(a)ξb = T (ab)− γ(a)(Tb) = 0
and therefore ξa = γ(a)ξ. Hence ξ belongs to Cov γ(E).
The formulation of the next lemma involves the following notation.
26
1.2. SEMIGROUP GRADINGS ON C∗-BIMODULES
Notation 1.50. For each pair of partial automorphisms γ, γ ′ ∈ PAut(A), we
denote by Cov γ′(E
′)⊗∗ Covγ(E) the subspace of E ′ ⊗∗ E given by
span{ξ′ ⊗∗ ξ | ξ′ ∈ Covγ′(E′), ξ ∈ Covγ(E)}.
Furthermore, we denote by Cov(E ′) ⊗∗ Cov(E) the subfamily of Cov(E ′ ⊗∗ E)
given by (
Cov(E′)⊗∗ Cov(E)
)
γ′′ = span
γ′γ=γ′′
(
Covγ′(E
′)⊗∗ Covγ(E)
)
.
Next, we collect some easy properties of homogeneous elements. They can
be proved by straight-forward calculations, but the identifications made in the
previous proposition allows to shorten the proofs.
Lemma 1.51. Let γ, γ ′ ∈ PAut(A).
i)
〈
Covγ(E)
∣∣Covγ′(E)〉 ⊂ Covγ∗γ′(A).
ii) Covγ′(E
′)⊗∗ Covγ(E) ⊂ Covγ′γ(E′ ⊗∗ E).
iii) Covγ(E) ⊂ Covγ′(E) if γ′ ≥ γ.
iv) L βα (E,E′)
(
Covγ(E)
) ⊂ Covγ′(E′) where γ′ = βγα∗.
v) Covγ(E) is a C
∗-bimodule over Cov γ∗γ(A) ⊂ Z(A).
vi) If E is decomposable and full, A is decomposable.
vii) If E is decomposable, then AE = E.
Proof. For part ii), we only give a short proof under the assumption that AE = E;
the general case can be covered by a straight-forward albeit tedious calculation.
i),ii) For all η, ξ ∈ E and ξ ′ ∈ E′, we identify the operator θ〈η|ξ〉 with θ∗ηθξ and
the operator θ(ξ′⊗∗ξ) with the composition
(θξ′ ⊗∗ 1)θξ : A→ E ∼= A⊗∗ E → E′ ⊗∗ E.
The claims follow from the previous proposition and parts i,ii) of proposition 1.12.
iii) This follows from part ii) of proposition 1.49.
iv) Let T ∈ L βα (E,E′) and ξ ∈ Cov γ(E). Then (θTξ)∗ζ = 〈Tξ|ζ〉 = α
(〈ξ|T ∗ζ〉)
and hence (θTξ)
∗ = αθ∗ξT
∗ ∈ K αγ∗β∗αα∗ (E,A). By part ii) of proposition 1.49, Tξ
belongs to Cov γ′(E).
v,vi) This follows from i) and iv).
vii) By assumption, E = spanγ Covγ(E) ⊂ spanγ Im(γ)E ⊂ AE.
Proposition 1.52. i) For each ξ ∈ Cov γ(E), γ ∈ PAut(A), the map θξ : A→
E given by a 7→ aξ is an (id, γ∗)-homogeneous compact operator. Its adjoint
is given by θξ∗(η) = γ
(〈ξ|η〉) for all η ∈ E.
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ii) For each γ ∈ PAut(A), the map θ− : Covγ(E)→ K idγ∗ (A,E) given by ξ 7→ θξ
defines an isomorphism Cov γ(E)
∼=−→ K idγ∗ (A,E).
Proof. Let (uν)ν be an approximate unit for Im(γ).
i) By assumption on ξ, the inner product 〈ξ|E〉 is contained in Dom(γ). For
all a ∈ A and η ∈ E, one has
γ
(〈η|aξ〉) = lim
ν
γ
(〈η|auνξ〉) = lim
ν
γ
(〈η|ξ〉)auν = γ(〈η|ξ〉)a.
Therefore, the map θξ is an (id, γ∗)-homogeneous operator. We show that it is
elementary compact. By part v) of lemma 1.51, Cov γ(E) is a C
∗-module over
the ideal Cov γ∗γ(A). By the Cohen factorisation theorem, we can find elements
ξ′ ∈ Covγ(E) and a′ ∈ Covγ∗γ(A) such that ξ = ξ′a′. Then
θξa = aξ = aξ′a′ = aγ(a′)ξ′ = ξ′γ∗(γ(a′)a) = T γ
∗
ξ′,γ(a′)∗(a), a ∈ A.
ii) We only need to show that the map θ− is surjective. Let T ∈ K idγ∗ (A,E). By
part viii) of proposition 1.2, the image of the operator T is contained in E Dom(γ).
Consider the composition Tγ : Dom(γ) → Im(γ) → EDom(γ). It belongs to
K γγγ∗(Dom(γ), E). By part ii) of proposition 1.49, it is of the form a 7→ ξa with
some ξ ∈ Cov γ(E). Then, by assumption on T , one has for all a ∈ A
Ta = lim
ν
T (auν) = lim
ν
Tγ
(
γ∗(auν)
)
= lim
ν
ξγ∗(auν) = lim
ν
auνξ = lim
ν
aξγ∗(uν) = aξ = θξa.
1.2.2 Homogeneous elements of a C∗-algebra
In this subsection, we collect several characterisations of homogeneity in C ∗-
algebras and some properties of homogeneous elements of C ∗-algebras. But first,
we show that decomposability is not a very strong condition on a C ∗-algebra.
Proposition 1.53. A C∗-algebra A is decomposable if and only if the inclusion
of the centre Z(A) = Cov id(A) in A is non-degenerate, i.e. if Z(A)A = A.
Proof. Assume that A is decomposable. By lemma 1.51, for each γ ∈ PAut(A), the
space Covγ(A) is a C
∗-bimodule over the centre Z(A). Hence, Z(A) Cov γ(A) =
Covγ(A) and therefore Z(A)A is dense in A.
Now, assume that Z(A)A = A. For each unitary u ∈M(A) and each c ∈ Z(A),
the product cu is contained in Cov γ(A), where γ = Adu ∈ Aut(A) is given by
γ(a) = uau∗. By [34, remark 2.2.2], each element of A can be written as a sum of
four unitaries in M(A). Therefore, A is decomposable.
Next, we collect results which will be needed in chapter 2. Let γ ∈ PAut(A).
Lemma 1.54. An element a ∈ A is γ-homogeneous if and only if one of the
following conditions holds.
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i) a ∈ Im(γ) and ab = γ(bγ∗(a)) for all b ∈ A,
ii) a ∈ Im(γ) and ab = γ(b)a for all b ∈ Dom(γ),
iii) a ∈ Dom(γ) and aγ∗(b) = ba for all b ∈ Im(γ).
iv) a ∈ Dom(γ) and ba = γ∗(γ(a)b) for all b ∈ A.
Proof. Let (uν)ν be an approximate unit for the ideal Dom(γ). Then (vν)ν :=
(γ(uν))ν is an approximate unit for the ideal Im(γ). Each of the four conditions
immediately implies that limν vνa = a = limν auν and hence that a is contained
in Dom(γ) ∩ Im(γ). Now, the implications i) ⇒ ii) ⇔ iii) ⇐ iv) are obvious. We
show ii) ⇒ i), and iii) ⇒ iv) is analogous. For all b ∈ A, one has ab = limν auνb =
limν γ(uνb)a = limν γ(uνbγ
∗(a)) = γ(bγ∗(a)).
Proposition 1.55. i) α
(
Covγ(A) ∩ Dom(α)
) ⊂ Covαγα∗(A) for each α ∈
PAut(A),
ii) γ
(
Covγ(A)
)
= Covγ(A) = γ
∗(Covγ(A)).
Proof. i) Let a ∈ Cov γ(A) ∩ Dom(α) and b ∈ Dom(αγα∗). Then b ∈ Dom(α∗) =
Im(α), α∗(b) ∈ Dom(γ) and γ(α∗(b)) ∈ Dom(α), hence
α(a)b = α
(
aα∗(b)
)
= α
(
γ(α∗(b))a
)
= (αγα∗)(b) · α(a).
ii) By lemma 1.54, Cov γ(A) is contained in Dom(γ) ∩ Dom(γ∗). By part i), we
have
γ
(
Covγ(A)
) ⊂ Covγγγ∗(A), γ∗(Covγ(A)) ⊂ Covγ∗γγ(A).
Since γγγ∗ and γ∗γγ both are restrictions of γ, both of the sets above are contained
in Covγ(A). Since γ and γ
∗ are mutually inverse, the claim follows.
Part ii) of the preceding proposition exhibited a peculiar feature which we
pursue in the next lemma and proposition. Neither of both is used in the rest of
the thesis. Put Dom∞(γ) :=
⋂
n>0 Dom(γ
n) and Im∞(γ) :=
⋂
n>0 Im(γ
n).
Lemma 1.56. The restrictions of γ and γ∗ to the ideal J := Dom∞(γ)∩ Im∞(γ)
form a pair of inverse isomorphisms.
Proof. The following chains of (partial) maps and inclusions show γ(J) ⊂ J .
Dom(γ) Dom(γ2)⊃
γ
vv
Dom(γ3)⊃
γ
uu
· · ·⊃
γ
xx
Im(γ) Im(γ2)⊃
66
γ
m_Q
Im(γ3)⊃
66
γ
l_R
· · ·⊃ <<
γ
q_M
Symmetrically, γ∗(J) ⊂ J . This proves the claim.
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We denote the restriction of γ to the ideal Im∞(γ) ∩Dom∞(γ) by γ∞.
Proposition 1.57. One has Cov γ(A) = Covγ∞(A).
Proof. This follows from lemma 1.54 and part ii) of proposition 1.55.
1.2.3 C∗-families
Let A and B be C∗-algebras and let E be a C∗-B-A-bimodule. If both C∗-algebras
are decomposable, the definition of C∗-pre-families on E can be refined so that one
obtains a close analogue to the notion of a Fell bundle over the inverse semigroup
PAut(B) × PAut(A) – the notion of an C∗-family. If A and B are commutative,
this analogy can be made precise, see proposition 1.63. Basically, a C ∗-family
is a C∗-pre-family which is a module over a C∗-(pre-)family of coefficients O(E)
naturally associated to E. This C∗-(pre-)family of coefficients is given by left
and right multiplication by homogeneous elements of B and A, respectively, on
E. In chapter 2, it will turn out that the Hopf C∗-pre-families associated to a
decomposable pseudo-multiplicative unitary are in fact C ∗-families.
First, we define the C∗-(pre-)family of coefficients O(E).
Proposition 1.58. i) For each a ∈ Covα(A), α ∈ PAut(A), the map ρ(a) : E →
E given by ξ 7→ ξa is an (id, α∗)-homogeneous operator, and ρ(a)∗ = ρ(α(a∗)).
ii) For each b ∈ Covβ(B), β ∈ PAut(B), the map λ(b) : E → E given by ξ 7→ bξ
is a (β, id)-homogeneous operator, and λ(b)∗ = λ(b∗).
iii) The family O(E) ⊂ L (E) given by Oβα(E) := λ
(
Covβ(B)
)
ρ
(
Covα∗(A)
)
for
all α ∈ PAut(A) and β ∈ PAut(B) is a C∗-pre-family.
Proof. Fort part ii), we only give a short proof under the assumption that BE = E;
the general case can be covered by a straight-forward albeit tedious calculation.
With respect to the identifications E ∼= B ⊗∗ E ⊗∗ A, the maps λ(b) and ρ(a)
correspond to θb ⊗∗ 1⊗∗ 1 and 1⊗∗ 1⊗∗ θa, respectively. The claims follow from
proposition 1.52, 1.49 and 1.24. Part iii) is immediate.
Definition 1.59. A C∗-pre-family C ⊂ L (E) is a C∗-family if CO(E) ⊂ C and
C βα = C
β
α ·Oβ
∗β
α∗α(E) for all α ∈ PAut(A) and β ∈ PAut(B).
Remark 1.60. i) The C∗-pre-family O(E) is a C∗-family.
ii) A C∗-pre-family C ⊂ L (E) is a C∗-family if and only if CO(E) ⊂ C and
C 
′
 = C
′
 O
′
 (E) for all partial identities  ∈ PAut(A) and ′ ∈ PAut(B),
because C βα = C
β
α · C β
∗β
α∗α for all α ∈ PAut(A) and β ∈ PAut(B).
Later, we will need the following lemma.
Lemma 1.61. Assume that BE = E. Consider the space B as a C ∗-
 
-B-
bimodule in the canonical way and denote this bimodule by B

.
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i) Let C ⊂ L (E) be a C∗-pre-family such that C βα = C βα λ(Covβ∗β(B)) for all
α ∈ PAut(A) and β ∈ PAut(B). Then the identification E ∼= B  ⊗∗ E as
C∗-
 
-A-bimodules induces an embedding spanβC
β
α ⊂
(
L id(B  )⊗∗ C
)
α
.
ii) Let E′ be a C∗-B-A-bimodule such that BE ′ = E′ and let D ⊂ L (E ′) be
a C∗-pre-family such that Dβα = Dβαλ(Cov(B))β∗β for all α ∈ PAut(A) and
β ∈ PAut(B). Let φ : C → D be a morphism. If λ(Cov(B))C ⊂ C , then
φ(λ(b)c) = λ(b)φ(c) for all b ∈ Cov(B) and c ∈ C .
Proof. i) Denote by Φ: B
 ⊗∗ E ∼= E the identification given by Φ(b′ ⊗∗ ξ) =
b′ξ, b′ ∈ B, ξ ∈ E. Let β ∈ PAut(A), α ∈ PAut(A) and c ∈ C βα and b ∈
Covβ∗β(B). Then β ◦ λ(b) : b′ 7→ β(bb′) defines a (id, β)-homogeneous operator on
B

. For all b′ ∈ B and ξ ∈ E, one has
Φ
(
(β ◦ λ(b)⊗∗ c)(b′ ⊗∗ ξ)
)
= Φ(β(bb′)⊗∗ cξ)
= β(bb′)cξ = cbb′ξ = cλ(b)Φ(b′ ⊗∗ ξ),
whence AdΦ−1(cλ(b)) is contained in L
id(B

)⊗∗ C . The claim follows.
ii) By part i), for each α ∈ PAut(A), the identification Φ induces an embedding
ια : spanβC
β
α ⊂ (L id(B  )⊗∗ C )α and a similar embedding ι′α for spanβDβα . Now
for each c ∈ C βα and b ∈ Covβ′(B), β, β′ ∈ PAut(B), α ∈ PAut(A), one has
(id⊗∗φ)
(
ια(λ(b)c)
)
= (id⊗∗φ)
(
(λ(b) ⊗∗ 1)ια(c)
)
= (λ(b)⊗∗ 1) · (id⊗∗φ)(ια(c)) = ι′α
(
λ(b)φ(c)
)
.
Remark 1.62. Using a similar technique like the one used in the proof of proposi-
tion 1.35, one can probably show that each morphism φ : C → D of C ∗-pre-families
is ρ(Cov(A))-λ(Cov (B))-linear. We do not make this precise because of lack of
time. Note that one should assume the inclusion ρ(Cov(A))λ(Cov (B))C ⊂ C .
Fell bundle picture for C∗-families
If the C∗-algebras A and B are commutative, C∗-families of E correspond to cer-
tain Fell bundles on groupoids. In the following, we describe this correspondence.
Proposition 1.63. Let X and Y be locally compact Hausdorff spaces and let E
be a C∗-C0(Y )-C0(X)-bimodule. Let C ⊂ L (E) be a C∗-family. Then there ex-
ists an upper semi-continuous Fell bundle Fell(C ) on the locally compact groupoid
PHom (Y )×PHom (X) with natural isomorphisms
Γ0
(
[ψ]× [φ],Fell(C )) ∼= C ψ∗φ∗ , φ ∈ PHom(X), ψ ∈ PHom(Y ),
such that with respect to these identifications, the multiplication and involution on
C coincide with the product and involution on sections of Fell(C ) induced by its
Fell bundle structure.
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Proof. For an open subset U of X, denote by idU the identity map on C0(U).
i) For each pair of open subsets V ⊂ Y and U ⊂ X, the ∗-homomorphism
C0(V × U) → M
(
C idVidU
)
given by ((f ⊗ g)c)ξ := c(fξg) for all f ∈ C0(V ), g ∈
C0(U), c ∈ C idVidU and ξ ∈ E is non-degenerate because C is a C∗-family.
Let φ ∈ PHom(X) and ψ ∈ PHom(Y ). Put V := Dom(ψ) and U := Dom(φ).
Then C ψ∗φ∗ is a C
∗-module over C idVidU . By lemma A.2, it is a convex C0(V × U)-
module. Denote by Cψφ the pull-back of the corresponding Banach bundle over
V ×U to [ψ]× [φ] ⊂ PHom (Y )×PHom (X) via the source map s× s : [ψ]× [φ]→
V × U . Then Γ0
(
Cψφ
)
= C ψ∗φ∗ by construction.
Let φ′ ∈ PHom(X) and ψ′ ∈ PHom(Y ) be restrictions of φ and ψ to subsets
U ′ ⊂ U and V ′ ⊂ V , respectively. We show that the restriction of Cψφ to [ψ′]× [φ′]
is equal to Cψ
′
φ′ . By the correspondence between modules and bundles, it is enough
to show that C ψ∗φ∗ ·C0(V ′ × U ′) is equal to C
ψ′∗
φ′∗
. By the considerations above, the
definition of a C∗-pre-family and the definition of a C∗-family, we have
C
ψ′∗
φ′∗
= C
ψ′∗
φ′∗
· C0(V ′ × U ′) ⊂ C ψ∗φ∗ · C0(V ′ × U ′) = C
ψ∗
φ∗ ·O
idV ′
idU′
⊂ C ψ∗ idV ′φ∗ idU′ = C
ψ′∗
φ′∗
.
Hence, there exists an upper semi-continuous Banach bundle C on the groupoid
PHom (Y ) × PHom (X) such that C|[ψ]×[φ] ∼= Cψφ for all φ ∈ PHom(X) and
ψ ∈ PHom(Y ). By functoriality of the correspondence between modules and bun-
dles, the multiplication and involution on C induce families of multiplication and
involution maps on the family
(
Cψφ
)
ψ,φ
. These induce well-defined maps C2 → C
and C → C as in the definition of a Fell bundle because the multiplication and in-
volution on C is coherent with respect to inclusions. It is easy to check that these
maps endow C with the structure of an upper semi-continuous Fell bundle.
1.2.4 Homogeneity of C∗-bimodules over commutative C∗-algebras
Decomposable C∗-bimodules over a commutative C∗-algebra are particularly nice
behaved: The fibres of the corresponding Hilbert bundles decompose nicely over
the effective groupoid of the underlying space. This decomposition property im-
plies several factorisation results for compact homogeneous operators and internal
tensor products which will be relevant to the chapter 2. After a discussion of
the decomposition and factorisation results, we show that a decomposable C ∗-
bimodule can be disintegrated over the effective groupoid of the space underlying
the corresponding Hilbert bundle.
Let A = C0(X) where X is a locally compact Hausdorff space, and let E and
E′ be decomposable C∗-bimodules over A.
Lemma 1.64. Let φ ∈ PHom(X) and let φ′ ∈ PHom(X) be the restriction of φ
to an open subset U ⊂ Dom(φ). Then Cov φ∗(E) · C0(U) = Covφ′∗(E).
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Proof. First, note that Dom(φ′∗) = C0(U). By parts iii) and iv) of lemma 1.51,
Covφ′∗(E) = Covφ′∗(E)C0(U)
⊂ C0(X) Covφ∗(E)C0(U) = ρ
(
O ididU∗(E)
)
Covφ∗(E) ⊂ Covφ′′∗ (E),
where φ′′∗ = id ·φ∗ · idU∗ = φ′∗.
Notation 1.65. Let φ be a partial homeomorphism of X. Given a point x ∈
Dom(φ), we denote by Cov (φ,x)(E) the fibre of the Hilbert bundle correspond-
ing to the C∗-submodule Covφ∗(E) ⊂ E at x. It is, of course, a Hilbert space.
The preceding lemma shows that if φ′ ∈ PHom(X) coincides with φ on a small
neighbourhood of x, then Cov (φ,x)(E) = Cov (φ′,x)(E). Hence, the assignment
Cov [φ,x](E) := Cov (φ,x)(E) is well-defined.
Given partial homeomorphisms φ and ψ of X, we write φ ⊥ ψ if there exists
no open subset U ⊂ Dom(φ) ∩ Dom(ψ) such that φ|U = ψ|U , or, equivalently, if
the domain of φ ∧ ψ is empty.
Lemma 1.66. For each pair of partial homeomorphisms φ, ψ ∈ PHom(X) sat-
isfying φ ⊥ ψ, one has 〈Covφ∗(E)|Covψ∗(E)〉 = 0. For each x ∈ X, one has
Cov(E)x =
⊕
x∈PHom (X)x Cov x(E).
Proof. By lemma 1.51, the inner product
〈
Covφ∗(E)
∣∣Covψ∗(E)〉 belongs to the
subspace Covω(C0(X)) of C0(X), where ω = φ
∗ψ∗. If φ ⊥ ψ, there exists no open
set U ⊂ X such that φ|U = ψ|U , and since C0(X) is commutative, Covω(C0(X)) =
0. The second assertion follows immediately.
Proposition 1.67. Cov(E ′)⊗∗ Cov(E) = Cov(E ′ ⊗∗ E).
Proof. Let x ∈ X and x ∈ PHom (X)x. By lemma 1.66, one has a decomposition
Cov x(E
′ ⊗∗ E) =
⊕
x′∈PHom (X)x
Cov x′(E
′)⊗∗ Cov x′−1x(E).
Hence, for each φ′′ ∈ PHom(X), the fibre of the Hilbert bundle corresponding to
the C∗-module Covφ′′∗ (E
′ ⊗∗ E) and the fibre of the sub-bundle corresponding to
spanφ′φ=φ′′ Covφ′∗(E
′)⊗∗ Covφ∗(E) are equal.
Proposition 1.68. i) For each ξ ∈ Cov γ(E Dom(α)) and η ∈ Cov γ′(E′ Im(α)),
the elementary compact operator T αη,ξ is (β, α)-homogeneous with β = γ
′αγ∗.
ii) For all α, β ∈ PAut(A), one has K βα (E,E′) = span{T αη,ξ as above}.
Proof. i) Writing T αη,ξ = θηαθ
∗
ξ , the claim follows from propositions 1.49 and 1.12.
ii) Let φ, ψ ∈ PHom(X). We want to compare the spaces given above fibre
by fibre. It is easy to see that the right module structure on E turns K ψ
∗ψ∗
φ∗φ∗ (E)
into a C0(Dom(φ))-algebra. By lemma A.2, the right module structure on E turns
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K ψ∗φ∗ (E,E
′) into a non-degenerate convex C0(Dom(φ))-Banach module. By the
remark above and lemma 1.66, the fibres of both modules given in the statement
at a point x ∈ X are equal to⊕
[ω,x]∈PHom (X)x
K
(
Cov [ω,x](E),Cov [ψωφ−1,φ(x)](E
′)
)
.
Therefore, the Banach modules coincide.
For each pair of Hilbert spaces H and H ′, one has a canonical isomorphism
K(H ′⊗H) = K(H ′)⊗K(H). For the internal tensor product of C∗-modules, one
has the following analogue.
Proposition 1.69. Let E,E ′ and F, F ′ be decomposable C∗-bimodules over A.
Then K (F, F ′)⊗∗ K (E,E′) = K (F ⊗∗ E,F ′ ⊗∗ E′).
Proof. It is clear that the right hand side is contained in the left hand side. Let us
prove the reverse inclusion. By proposition 1.68 and 1.67, for each pair of partial
automorphisms α, β ∈ PAut(A), the space K βα (F ⊗∗ E,F ′ ⊗∗ E′) is spanned by
operators of the form T αζ′,ζ , where
ζ = η ⊗∗ ξ ∈ Covγ2(F )⊗∗ Covγ1(E) Dom(α) ⊂ Cov γ2γ1(F ⊗∗ E) Dom(α),
ζ ′ = η′ ⊗∗ ξ′ ∈ Covγ′2(F ′)⊗∗ Covγ′1(E′) Im(α) ⊂ Cov γ′2γ′1(F ′ ⊗∗ E′) Im(α),
and γ′2γ′1αγ∗1γ∗2 = β. Then, in particular,
ζ ∈ (F ⊗∗ E)
(
Dom(γ1) ∩Dom(α)
)
, ζ ′ ∈ (F ′ ⊗∗ E′)
(
Dom(γ′1) ∩ Im(α)
)
,
and the equation T αζ′,ζa = T
α
ζ′α(a)∗ ,ζ , a ∈ Dom(α), shows that we may assume
ξ ∈ Covγ1(E)α∗
(
Dom(γ′1) ∩ Im(α)
)
= Covγ1(E) Dom(γ
′
1α) = Dom(δ) Cov γ1(E),
ξ′ ∈ Covγ′1(E′)α
(
Dom(γ1) ∩Dom(α)
)
= Covγ′1(E
′) Im(αγ∗1) = Im(δ) Cov γ′1(E
′),
where δ = γ ′1αγ∗1 . Thus, without loss of generality, η ∈ Cov γ2(F ) Dom(δ) and
η′ ∈ Covγ′2(F ′) Im(δ). Consider the elementary compact operators T αξ′,ξ and T δη′ ,η.
By proposition 1.68, T αξ′,ξ ∈ K δα (E,E′) and T δη′ ,η ∈ K βδ (F, F ′). We show that
Tαζ′,ζ = T
δ
η′,η ⊗∗ Tαξ′,ξ. Let η′′ ⊗∗ ξ′′ ∈ F ⊗∗ E. Then
Tαζ′,ζ(η
′′ ⊗∗ ξ′′) = η′ ⊗∗ ξ′ · α
(〈
ξ
∣∣〈η|η′′〉ξ′′〉).
By covariance of ξ and ξ ′, we have〈
ξ
∣∣〈η|η′′〉ξ′′〉 = 〈〈η|η′′〉∗ξ∣∣ξ′′〉 = 〈ξγ∗1(〈η|η′′〉∗)∣∣ξ′′〉 = γ∗1(〈η|η′′〉) 〈ξ|ξ′′〉,
η′ ⊗∗ ξ′(αγ∗1 )
(〈η|η′′〉) = η′ ⊗∗ δ(〈η|η′′〉)ξ′ = η′δ(〈η|η′′〉)⊗∗ ξ′.
Therefore,
Tαζ′,ζ(η
′′ ⊗∗ ξ′′) = η′δ(〈η|η′′〉)⊗∗ ξ′α(〈ξ|ξ′′〉) =
(
T δη′,η ⊗∗ Tαξ′,ξ
)
(η′′ ⊗∗ ξ′′).
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Now, we show that each decomposable C∗-bimodule over C0(X) can be disin-
tegrated over the effective groupoid PHom (X). The initial C ∗-bimodule identifies
with the push-forward of the Hilbert bundle obtained by the disintegration along
the range map. If the support of the Hilbert bundle on the effective groupoid is
Hausdorff, this push-forward construction can be described in the form of an inter-
nal tensor product with a canonical C∗-bimodule. In principle, this C∗-bimodule
is nothing else but L2(PHom (X), λ), where λ denotes the family of counting mea-
sures. However, this can not be defined as a C∗-bimodule over C0(X) because in
general, the topology on the groupoid PHom (X) does not satisfy the Hausdorff
condition. Therefore, we impose the support condition mentioned above and make
the following definition. Let X ⊂ PHom (X) be a closed Hausdorff subset. Then
the space Cc(X) is a pre-C
∗-module over C0(X) with respect to the operations
〈f|g〉(x) :=
∑
x∈PHom (X)x
f(x)g(x), (ff)(x) := f(x)f
(
r(x)
)
, f, g ∈ Cc(X), f ∈ C0(X).
We denote by Γ2(X) the completion of this pre-C∗-module and by M the repre-
sentation of C0(X) on Γ
2(X) given by pointwise multiplication.
Proposition 1.70. Let E be C∗-bimodule over C0(X).
i) There exists a continuous Hilbert bundle Cov(E) on PHom (X) with natural
isomorphisms
Γ0
(
[φ],Cov(E)
) ∼= Covφ∗(E) for all φ ∈ PHom(X),
Cov(E)x ∼= Cov x(E) for all x ∈ PHom (X).
ii) If E is decomposable and the subspace
X := closure of {x ∈ PHom (X) | Cov x(E) 6= 0} ⊂ PHom (X)
is Hausdorff, then E ∼= Γ0(Cov(E)) ⊗M Γ2(X).
Proof. i) For each φ ∈ PHom(X), the space Cov φ∗(E), considered as a right
C∗-module over C0(Dom(φ)), corresponds to a continuous Hilbert bundle over
Dom(φ) ⊂ X. Denote by Covφ(E) the pull-back of this Hilbert bundle to the
subset [φ] ⊂ PHom (X) via the restriction of the source map s : [φ] → Dom(φ).
Then Γ0(Covφ(E)) = Covφ∗(E), and the fibre of Covφ(E) over a point x ∈ [φ] is
equal to Cov x(E).
Let φ′ ∈ PHom(X) be the restriction of φ to an open subset U ⊂ Dom(φ).
By lemma 1.64, we have Covφ∗(E)C0(U) = Covφ′∗(E). By the correspondence
between modules and bundles, this implies that the restriction of Covφ(E) to [φ
′]
is equal to Covφ′(E).
Hence, there exists a continuous Hilbert bundle Cov(E) on PHom (X) such
that Covφ(E) = Cov(E)|[φ] for all φ ∈ PHom(X).
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ii) The family of embeddings
jφ : Γ0(Covφ(E))⊗M C0
(
[φ]
) ∼= Γ0(Covφ(E)) ∼= Covφ∗(E) ↪→ E,
indexed by φ ∈ PHom(X), define a map j : Γ0(Cov(E)) ⊗M Γ2(X) ∼= E. The
image of j is dense because E is decomposable. We show that for each x ∈ X, the
map jx :
(
Cov(E) ⊗M Γ2(X)
)
x
→ Ex is isometric. With respect to the canonical
identification(
Γ0(Cov(E))⊗M Γ2(X)
)
x
∼= Γ0(Cov(E)) ⊗M l2
(
PHom (X)x
)
∼=
⊕
x∈PHom (X)x
Cov x(E),
this map corresponds to the natural map
⊕
x∈PHom (X)x Cov x(E) → Ex which is
isometric by lemma 1.66.
Remark 1.71. Using the techniques for the study of non-Hausdorff groupoids
which will be developed in section 3.4, one can eliminate the support condition,
replacing Γ2(x) by a suitably defined C∗-module L2(PHom (X), λ). Then the
internal tensor product Cov(E)⊗M L2(PHom (X), λ) a-priori is a C∗-module over
a C∗-algebra which properly contains C0(X), but one can easily show that in fact,
the inner product takes values in C0(X) only.
36
Chapter 2
Pseudo-multiplicative unitaries
and pseudo-Kac systems on
C∗-modules
In this chapter, which is the main part of this thesis, we introduce and study
pseudo-multiplicative unitaries and pseudo-Kac systems on C ∗-modules. Building
on the theory developed in the first chapter, we formulate decomposability con-
ditions for such unitaries and pseudo-Kac systems and obtain the following main
results: First, we define the legs of a decomposable pseudo-multiplicative unitary
as families of homogeneous operators and show that they are Hopf C ∗-families.
Second, we construct crossed products in the framework of pseudo-Kac-systems
and prove a duality theorem for iterated crossed products. Both results extend
the work of Saad Baaj and Georges Skandalis [3].
Examples of pseudo-multiplicative unitaries and pseudo-Kac systems associ-
ated to groupoids are discussed in the third chapter. Up to now, these are the only
examples satisfying the aforementioned decomposability condition for non-trivial
reasons. For these examples, a one-line calculation shows that the legs form Hopf
C∗-families. Thus, at the moment, the first main result lacks further illustrative
examples. We discuss potential sources of interesting pseudo-multiplicative uni-
taries on C∗-modules – bicrossed product constructions and deformations – in a
separate subsection. However, the constructions and results of the second part of
this chapter are new and seem to be interesting already for r-discrete groupoids.
2.1 Preliminaries
The leg notation and the internal tensor product The common notation
assigns a fixed roˆle to the right and left factor of an internal tensor product of
C∗-bimodules. For us, it will be useful to freely switch the order of the factors in
internal tensor products. To do so, we introduce the following notation.
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Notation 2.1. Let A,B and C be C∗-algebras, let F be a C∗-C-B-bimodule and
let E be a C∗-B-A-bimodule. We put F =E := F ⊗∗ E and denote by E < F the
completion of the pre-C∗-module E  F over A with respect to the inner product
and right module structure given by
〈η  ξ|η′  ξ′〉 := 〈η∣∣〈ξ|ξ′〉Fη′〉E , (η  ξ)a := ηa ξ, η, η′ ∈ E, ξ, ξ′ ∈ F, a ∈ A.
The formula c(η < ξ) := η < cξ for all η ∈ E, ξ ∈ F and c ∈ C defines a
representation of C on E < F and turns it into a C∗-C-A-bimodule.
The flip Σ: η < ξ ↔ ξ = η defines isomorphisms Σ: E < F ↔ F =E.
This notation also applies to internal tensor products of homogeneous opera-
tors, representations and C∗-pre-families in the obvious way.
As an example for the notation introduced above, let A,B,C and E,F be as
above, let D be another C∗-algebra and let G be a C∗-D-C-bimodule. Then we
can form e.g. the internal tensor products G=F=E, G=(E<F ) and (F =E)<G
with inner products given by〈
ξ
∣∣∣〈η∣∣〈ζ|ζ ′〉η′〉ξ′〉 = 〈ζ = η = ξ|ζ ′ = η′ = ξ′〉(G=F=E)
= 〈ζ = (ξ < η)|ζ ′ = (ξ′ < η′)〉(G=(E<F ))
= 〈(η = ξ) < ζ|(η′ = ξ′)< ζ ′〉((F=E)<G),
where ζ, ζ ′ ∈ G, η, η′ ∈ F and ξ, ξ′ ∈ E.
Furthermore, we use an obvious generalisation of the leg notation [3] to denote
maps between internal tensor product of C∗-bimodules which act on individual
factors only, i.e. are of the form 1⊗∗W ⊗∗ 1: F2⊗∗E⊗∗F1 → F2⊗∗E′⊗∗F1, W ∈
L idid (E,E
′), up to a rearrangement of factors. We apply the same notation to C ∗-
pre-families and representations. For an illustration, look at lemma 2.5.
Hopf C∗-(pre-)families
Definition 2.2. Let (S ,∆) be a left Hopf C∗-pre-family on a C∗-bimodule E
over a decomposable C∗-algebra A. If S is a C∗-family, (S ,∆) is a left Hopf
C∗-family.
The asymmetry of the internal tensor product of C ∗-bimodules and C∗-pre-
families leads to the distinction between left and right Hopf C ∗-pre-families. The
former ones have already been introduced in subsection 1.1.5. Now that we have
introduced the necessary notation, we can define the latter ones. We will see that
the left leg of a decomposably regular pseudo-multiplicative unitary is a right Hopf
C∗-pre-family and the right leg is a left Hopf C∗-pre-family.
Definition 2.3. i) A right Hopf C∗-(pre-)family is a non-degenerate C∗-(pre)-
family Sˆ with a morphism ∆ˆ: Sˆ → M (Sˆ < Sˆ ) such that (Sˆ , ∆ˆop) is
a left Hopf C∗-(pre-)family, where ∆ˆop := Σ ◦ ∆ˆ denotes the composition
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Sˆ →M (Sˆ < Sˆ ) Σ−→M (Sˆ ⊗∗ Sˆ ). The Hopf C∗-(pre-)family (Sˆ , ∆ˆop) is
the opposite of (Sˆ , ∆ˆ).
Let A and B be C∗-algebras and let (Sˆ , ∆ˆ) be a right Hopf C∗-pre-family on
a C∗-bimodule over A.
ii) Let C be a non-degenerate C∗-pre-family on a C∗-A-B-bimodule. A right
coaction of (Sˆ , ∆ˆ) on C is a non-degenerate morphism δˆ : C →M (C < Sˆ )
such that δˆ(C )(1 < Sˆ ) ⊂ C < Sˆ and (δˆ < 1)δˆ = (1 < ∆ˆ)δˆ.
Let C and C ′ be non-degenerate C∗-pre-families on C∗-B-A-bimodules with
right coactions δˆ and δˆ′, respectively. A non-degenerate morphism φ : C →
M (C ′) is equivariant if (φ< 1)δˆ = δˆ′φ.
iii) Let D be a non-degenerate C∗-pre-family on a C∗-B-A-bimodule. A left
coaction of (Sˆ , ∆ˆ) on D is a non-degenerate morphism δˆ : C →M (Sˆ <C )
such that δˆ(D)(Sˆ < 1) ⊂ Sˆ <D and (1 < δˆ)δˆ = (∆ˆ< 1)δˆ.
Let D and D ′ be non-degenerate C∗-pre-families on C∗-B-A-bimodules with
left coactions δˆ and δˆ′, respectively. A non-degenerate morphism ψ : D →
M (D ′) is equivariant if (1 < ψ)δˆ = δˆ′ψ.
2.2 Pseudo-multiplicative unitaries on C∗-modules
In this section, we introduce pseudo-multiplicative unitaries on C ∗-modules. This
notion generalises several concepts introduced by Saad Baaj, Georges Skandalis [3],
E´tienne Blanchard [4] and Moto O’uchi [38]. It is a direct C ∗-algebraic analogue of
the von-Neumann algebraic notion of a pseudo-multiplicative unitary on a Hilbert
space introduced by Jean-Michel Vallin [59]. We give a precise definition and
discuss examples, standard constructions and the connection to related notions. In
a separate subsection, we indicate one of the main motivations for the introduction
of pseudo-multiplicative unitaries on Hilbert spaces and present a related example
of pseudo-multiplicative unitaries on C∗-modules constructed by Moto O’uchi [39].
Then we turn to the main result of the section which is the construction of the
legs of a pseudo-multiplicative unitary in the form of Hopf C ∗-families. To do so,
we need to assume certain regularity and decomposability conditions which are
discussed in a separate subsection.
2.2.1 Definition, remarks and examples
Let E be a right C∗-module over a C∗-algebra A with commuting non-degenerate
representations pir, pis : A→ LA(E).
Notation 2.4. We use the notation Er and Es to distinguish between the two
C∗-bimodule structures given by pir and pis, respectively. Thus, we put e.g.
Es <Es <E := ((E, pis)<E, 1 < pis)<E,
Es < (E =Er) := (E, pis) < (E = (E, pir)).
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Furthermore, we use multiple indexing and write
E =Er,s <E := (E = (E, pir), 1 = pis)<E = (E =Er, 1 = pis) <E
∼= E = (Es <E, pir < 1) = E = (Es <E, 1 < pir).
We write Er,s, Es,r and the like if we consider E as a C∗-module with an ordered
list of representations; when forming an internal tensor product with such a C ∗-
module, the first representation is used implicitly, i.e. we have
E =Er,s <E = (E =Er,s)<E ∼= E = (Es,r <E).
Lemma 2.5. Assume that V ∈ LA(Es<E,E=Er) intertwines the representations
pir and pis as follows:
V (1 < pis(a)) = (1 = pis(a))V,
V (pir(a) < 1) = (pir(a) = 1)V,
V (1 < pir(a)) = (pis(a) = 1)V, a ∈ A.
Then V , considered as an operator of the following C ∗-bimodules,
Es <Es → E =Er,s, Es,r <E → Er =Er, Es <Er → Es =Er,
intertwines the representations given by left multiplication, and all operators in
the following diagram are well-defined. Furthermore, one has isomorphisms of
C∗-modules as shown below.
(E =Er,s) <E ∼= E = (Es,r <E)
V23
++VVVV
VVVVV
(Es <Es)<E
o‖
Es < (Es <E)
V12
33hhhhhhhhh
V23
.
..
..
.
E = (Er =Er)
o‖
(E =Er) =Er
Es < (E =Er)
Σ23
∼=
6
66
66
V13 // (Es <E) =ErV12
GG
(Es <Er) <E V12 // (Es =Er) <EΣ23∼=
DD
Proof. The existence of the isomorphisms follows immediately from the fact that
pis and pir commute. The operators in the diagram are well-defined by proposition
1.24.
Using the leg notation and omitting explicit mentioning of the elements of A,
the intertwining conditions in the lemma above can be shortly rewritten as follows:
V pis2 = pis2V, V pir1 = pir1V, V pir2 = pis1V.
In the following, we will frequently use this short-hand notation.
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Definition 2.6. A unitary V : Es < E → E = Er is pseudo-multiplicative if it
satisfies the assumption of the previous lemma and the diagram above commutes.
The condition V12V13V23 = V23V12 is called the pentagon equation.
This definition generalises the following concepts.
• IfA =   and the representations pir and pis are given by scalar multiplication,
V is a multiplicative unitary on a Hilbert space in the sense of Saad Baaj
and Georges Skandalis [3].
• If A is commutative and the representations pir and pis both coincide with
the module multiplication, V is a continuous field of multiplicative unitaries
as defined by E´tienne Blanchard [4].
• If A is commutative and the representation pis coincides with right multi-
plication, V is a pseudo-multiplicative unitary in the sense of Moto O’uchi
[38].
If one replaces
• E by a Hilbert space H,
• A by the opposite N op of a von Neumann algebra N ,
• the module structure of E over A by a non-degenerate normal representation
α of N on H,
• the representations pis and pir by non-degenerate normal anti-representations
β′ and β of N on H,
• the internal tensor products Es < E and E = Er with the relative tensor
products H β′⊗αH and H α⊗β H, taken with respect to some normal semi-
finite faithful weight on N and its opposite on N op, respectively,
and inserts the condition V α2 = α1V , one obtains the definition of a pseudo-
multiplicative unitary on a Hilbert space given by Jean-Michel Vallin [59, 15].
Isomorphisms of pseudo-multiplicative unitaries on C ∗-modules are defined in
the obvious way.
Definition 2.7. For i = 1, 2, let Ei be a non-degenerate right C
∗-module over
a C∗-algebra Ai with commuting non-degenerate representations piis and piir of Ai.
Two pseudo-multiplicative unitaries
V1 : E
s
1 <Er1 → Es1 =Er1 and V2 : Es2 <Er2 → Es2 =Er2
are isomorphic if there exists an isomorphism U : E1 → E2 such that
pi2s = AdU (pi
1
s), pi
2
r = AdU (pi
1
r ), (U = U)V1 = V2(U < U).
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Examples Multiplicative unitaries on Hilbert spaces, continuous fields of such
unitaries and pseudo-multiplicative unitaries in the sense of Moto O’uchi all yield
examples for pseudo-multiplicative unitaries on C ∗-modules. Later in this the-
sis, we present in detail two examples belonging to the third class: Pseudo-
multiplicative unitaries associated to locally compact groupoids – see subsection
3.2.1 – and examples associated to inclusions of finite-dimensional C ∗-algebras [39]
– see subsection 2.2.1. An example which does not belong to one of the first three
classes is presented in subsection 2.4.5.
Let us also indicate two potential sources of further examples. First, we ex-
pect the bicrossed product construction for multiplicative unitaries [3] and locally
compact quantum groups [56] to extend to pseudo-multiplicative unitaries on C ∗-
modules. Second, we sketch a vague idea connected to deformations of Hopf
C∗-algebras. In [4], Blanchard introduces fields of multiplicative unitaries over
parameter spaces and presents examples. It would be interesting to exhibit an ex-
ample in which the fibres of such a deformation are linked not only “analytically”
via the underlying parameter space, but also “algebraically” in the sense that one
can identify additional deformations indexed by a groupoid over the parameter
space. Then Hopf C∗-algebras indexed by different deformation parameters would
be linked up by additional “Hopf C∗-bimodules” indexed by pairs of deformation
parameters.
Standard constructions In the following, we collect several easy constructions.
In subsection 3.2.1, the connections to corresponding constructions for groupoids
are clarified.
Let V : Es <E → E =Er be a pseudo-multiplicative unitary.
• The opposite It is easy to see that the unitary
V op := ΣV ∗Σ: Er <E Σ−→ E =Er V ∗−−→ Es <E Σ−→ E =Es
is pseudo-multiplicative. We call it the opposite of V .
• Reduction Let I ⊂ A be an ideal and put B := A/I. We consider B
as a left C∗-module over itself. Left multiplication defines a representation
A→ LB(B). Put F := E ⊗∗ B.
Lemma 2.8. Assume that pis(I)E and pir(I)E are contained in EI. Then
the representations pis ⊗∗ 1 and pir ⊗∗ 1 of A on LB(EI) factorise through
the quotient map A → B. Denote by piIs and piIr , respectively, the induced
representations of B on EI . Then one has isomorphisms
EsI <EI ∼= (Es <E)⊗∗ B, EI =ErI ∼= (E =Er)⊗∗ B,
and the operator
VI : E
s
I <EI ∼= (Es <E)⊗∗ B V⊗∗1−−−→ (E =Er)⊗∗ B ∼= EI =ErI
is a pseudo-multiplicative unitary.
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Proof. The first statement follows from the inclusions pis(I)E⊗∗B, pir(I)E⊗∗
B ⊂ EI ⊗∗ B and the equation EI ⊗∗ B = E ⊗∗ IB = 0. For the second
statement, note first that one has isomorphisms
(Es <E)⊗∗ B ∼= EsI <E ∼= EsI <A<E ∼= EsI <B <E ∼= EsI <EI
because the representation pis ⊗∗ 1 on EI factorises through the quotient
map A → B. An analogous reasoning, applied to EI = ErI , proves the
second statement.
The fact that VI is a pseudo-multiplicative unitary follows immediately from
the corresponding properties of V .
We call VI the reduction of V with respect to I.
The direct sum and external tensor product of two pseudo-multiplicative unitaries
V1 : E
s
1 <E1 → E1 =Er1 and V2 : Es2 <E2 → E2 =Er2 is defined as follows.
• Direct sum The direct sum E := E1 ⊕ E2 is a right C∗-module over the
C∗-algebra A := A1 ⊕A2, and the direct sums pis := pi1s ⊕ pi2s , pir := pi1r ⊕ pi2r
define commuting representations of A on E. It is easy to see that the
composition
Es <E ∼= (Es1 <E1)⊕ (Es2 <E2) V1⊕V2−−−−→ (E1 =Er1)⊕ (E2 =Er2) ∼= E =Er
is a pseudo-multiplicative unitary. We call it the direct sum of V1 and V2.
• External tensor product Let A := A1 ⊗ A2 be the maximal C∗-tensor
product and let E := E1⊗E2 be the corresponding external tensor product
of C∗-modules. The tensor products pis := pi1s ⊗ pi2s and pir := pi1r ⊗ pi2r define
commuting representations of A on E. Again, it is easy to see that the
composition
Es <E ∼= (Es1 <E1)⊗ (Es2 <E2) V1⊗V2−−−−→ (E1 =Er1)⊗ (E2 =Er2) ∼= E =Er
is a pseudo-multiplicative unitary. We call it the external tensor product of
V1 and V2.
Extended example: inclusion of C∗-algebras
In this subsection, we discuss one of the motivating examples for the development
of the theory of quantum groupoids and pseudo-multiplicative unitaries on Hilbert
spaces. It arises from the study of inclusions of factors [20] which are von Neumann
algebras with trivial centre. Their study lies at the heart of von Neumann algebra
theory because each von Neumann algebra can be written as a direct integral of
factors over some measure space. Examples of inclusions of factors arise from
group actions: given a factor M1 with a suitable action of a group G, one can
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form the von Neumann-algebraic crossed product M2 := M1 oG. It contains M1
and is a factor if the action satisfies certain assumptions. On the other hand, one
can consider the fixed point algebra M0 := M
G
1 of this action and ask whether
this is a factor.
The study of more general inclusions of factors M0 ↪→M1 raised the question
whether one can exhibit some (quantum) group(oid) G with an action on M1 such
that M0 is isomorphic to the fixed point algebra M
G
1 and the inclusion M1 ↪→M2
given by the basic construction [20] is isomorphic to the inclusion M1 ↪→M1 oG
[13, 15]. The ultimate goal is a Galois theory for inclusions of factors. The first step
in this programme – to associate a pseudo-multiplicative unitary to an inclusion
of factors – has been adapted by Moto O’uchi to certain inclusions of C ∗-algebras
[39]. We reproduce it here.
Let A1 be a finite-dimensional C
∗-algebra, let A0 be a C∗-subalgebra of A1
containing the identity of A1 and let P1 : A1 → A0 be a faithful conditional ex-
pectation. Denote by E1 the right C
∗-module over A0 obtained from P1 by the
Rieffel construction, and by φ1 : A1 → LA0(E1) the representation induced by left
multiplication.
We assume that P1 is of index-finite type [62, 1.2.2 and 2.1.6], i.e. there
are elements u1, . . . , un ∈ A1 such that idE1 =
∑n
i=1 |ui〉〈ui|. Note that then
LA0(E1) = KA0(E1). The index of P1 is the sum IndexP1 =
∑
uiu
∗
i . It is invert-
ible and belongs to the centre of A1.
The reduced basic construction is given by the C ∗-algebra A2 := KA0(E1), the
inclusion A1 ⊂ A2 realised by φ1, and the conditional expectation P2 : A2 → A1
defined by P2
(|a〉〈b|) := (IndexP1)−1ab∗, a, b ∈ A1.
We denote by E2 the right C
∗-module over A0 obtained from P1 ◦ P2 by the
Rieffel construction, and by φ2 : A2 → KA0(E2) the representation induced by left
multiplication. Then one has an isomorphism Φ: E1 ⊗φ1 E1 ∼=−→ E2 given by
Φ(a⊗φ1 b) = |a〉〈b∗|φ1(IndexP1)1/2, Φ−1(x) =
∑
i
x(ui)⊗φ1 (IndexP1)−1/2u∗i ,
where a, b ∈ E1 and x ∈ E2.
We make the following technical assumptions without further comment:
(A1) A′0 ∩A1 ⊂ Z(A′0 ∩A2), (A2) A2 = A1 · (A′0 ∩A2),
where A′0 denotes the centralisator of A0 in A2. The pseudo-multiplicative unitary
associated to the conditional expectation is defined on the C ∗-module
E := {T ∈ KA0(E1, E2) | Tφ1 = φ2T}
over the C∗-algebra C := A′1∩A2. The map q : A′0∩A1 → A2 given by q(a)b = ba
for b ∈ E1, is a linear bijection of A′0 ∩A1 onto C. Since q(a)q(a′) = q(a′a) for all
a, a′ ∈ A′0 ∩A1, the C∗-algebra C is commutative if assumption (A1) is satisfied.
Denote by pis and pir the representations of C on E given by pis(c)e := ec and
pir(c)e := ce, respectively, where c ∈ C, e ∈ E and (ce)(e1) := c · (e(e1)) for all
e1 ∈ E1.
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Theorem 2.9 ([39], theorem 3.2). Let C,E, pis and pir be as above and assume
that the assumptions (A1) and (A2) hold. Then for all x, y ∈ E, there exist
finitely many xi, yi ∈ E such that (idE1 ⊗φ1y)x =
∑
i(xi ⊗φ1 idE1)yi as operators
E1 → E1 ⊗φ1 E1 ⊗φ1 E1. Furthermore, the map x < y 7→ ∑i xi = yi defines a
pseudo-multiplicative unitary V : Es <E → E =Er.
2.2.2 Regularity and decomposability
In this subsection, we introduce regularity and decomposability conditions for
pseudo-multiplicative unitaries on C∗-modules which allow us to construct their
legs in the form of Hopf C∗-families. The notion of regularity of multiplicative
unitaries on Hilbert spaces [3] is less general than that of manageability introduced
by Woronowicz [63] but better suited to our purposes because it is simpler and
allows us to focus on the new phenomena introduced by the C ∗-bimodules. In
contrast to regularity, decomposability is a condition on the two individual legs of
a pseudo-multiplicative unitary – it may well happen that one is decomposable,
while the other is not.
In the following, we will focus on the left leg. The corresponding definitions
and results for the right leg can be obtained by first writing them down for the
left leg of the opposite V op of the initial pseudo-multiplicative unitary V and then
rephrasing them in terms of V .
For the formulation of the regularity and decomposability condition, we employ
the following notation. It will be used throughout the remainder of this chapter.
Let V : Es <E → E =Er be a pseudo-multiplicative unitary.
Notation 2.10. We put E r := Cov(Er), E s := Cov(Es) and A := Cov(A)
as families, i.e. E rγ = Covγ(E
r), E sγ = Covγ(E
s) and Aγ = Covγ(A) for all
γ ∈ PAut(A). Furthermore, we put
|ξ〉 := θξ, 〈ξ| := θ∗ξ , |E r〉 := Kid(A,Er), 〈E r| := Kid(Er, A),
|ξ} := θξ, {ξ| := θξ∗, |E r} := K id(A,Er), {E r| := K id(Er, A), ξ ∈ E r.
Notation 2.11. In the following, we employ commutative diagrams in the cate-
gory whose objects are C∗-bimodules over A and whose morphisms are families of
closed subsets of homogeneous operators. The composition of morphisms is given
by the product of such families as defined in 1.13.
The definition of regularity involves the closed subspace
C(V ) :=
(〈E|= 1)V (1 < |E〉) ⊂ LA(Es <A,A=Er).
In some more detail, it is equal to the composition
Es <A 1<|E〉−−−−→ Es <E V−→ E =Er 〈E|=1−−−−→ A=Er.
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In the following, we will frequently identify Es < A and A = Er with E without
explicit mentioning of the canonical isomorphisms. Thus, we also identify the
C∗-algebra LA(Es <A,A =Er) with LA(E) and consider C(V ) as a subspace of
LA(E). In leg notation, we write C(V ) = 〈E|1 V |E〉2. In the next definition, we
will use the short-hand leg notation and the detailed diagrammatic notation in
parallel.
Definition 2.12. A pseudo-multiplicative unitary V : Es <E → Es =Er is
i) left (right) decomposable, if the C∗-bimodule Er (Es) is decomposable,
ii) regular if the space C(V ) ⊂ LA(E) defined above is equal to KA(E),
iii) decomposably left (right) regular if
(a) V is left (right) decomposable,
(b) the sub-family Cr(V ) := 〈E r|1 V |E〉2 ⊂ Lid(Er), in detail given by the
composition
Er ∼= Es,r <A |E〉2−−−→ Es,r <E V−→ Er =Er 〈E r |1−−−→ A=Er ∼= Er,
is equal to |E r〉〈E r| (the sub-family of Lid(Es) given by
Cs(V ) := 〈E|1 V |E s〉2 : Es |E
s〉2−−−→ Es <Es V−→ E =Er,s 〈E|1−−−→ Es
is equal to |E s〉〈E s|),
(c) The sub-family {E r|2|E r}2|E r} ⊂ K id(A,Er), in detail given by the
composition
A
|E r}−−−→ Er ∼= Er =A |E r}2−−−→ Er =Er {E r |2−−−→ Er =A ∼= Er,
is equal to |E r} ({E s|2|E s}2|E s} = |E s}),
Let us discuss these conditions. If A is commutative and the representation pir
coincides with the right module structure of E, then, trivially, V is left decompos-
able. In particular, each pseudo-multiplicative unitary in the sense of [38] is left
decomposable. This includes the examples associated to locally compact Hausdorff
groupoids (3.2.1) and to inclusions of C∗-algebras (2.2.1). The former ones are
also right decomposable provided the groupoid is decomposable, e.g. r-discrete,
see 3.2.1.
The conditions i) and iiib) above are linked to each other as follows.
Lemma 2.13. Let V : Es <E → E =Er be a pseudo-multiplicative unitary.
i) If V is decomposably left (right) regular, then V is also regular.
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ii) If V is left (right) decomposable, regular and if Kid(E
r) = |E r〉〈E r| (or
Kid(E
s) = |E s〉〈E s|, respectively), then condition iiib) of decomposable left
(right) regularity is satisfied.
Proof. We prove both statements about decomposable left regularity.
i) By assumption, the C∗-bimodule Er is decomposable. Therefore, 〈E| =
spanβ〈E rβ | and hence also C(V ) = spanβ C βr (V ).
ii) By covariance of V and the assumptions, one has C βr (V ) = C(V )∩K βid (Er) =(|E r〉〈E r|)β for each β ∈ PAut(A).
Corollary 2.14. A pseudo-multiplicative unitary over a commutative C ∗-algebra
which is is left (right) decomposable and regular satisfies condition iiib) of decom-
posable left (right) regularity.
Proof. This follows from part ii) of proposition 1.68 and lemma 2.13.
Condition iiic) is introduced because it is needed in order to show that the leg
of a decomposably regular pseudo-multiplicative unitary is a Hopf C ∗-family. We
do not yet understand it conceptually.
Lemma 2.15. If
〈
E rid
∣∣E rid〉 ·A = A, then condition iiic) of the definition above is
satisfied.
Proof. For all ζ, ζ ′ ∈ E rid, ξ ∈ E rγ , γ ∈ PAut(A), and a ∈ A, one has
{ζ ′|2 · |ζ}2 · |ξ}a = {ζ ′|2 · (aξ = ζ) = aξ〈ζ ′|ζ〉 = |ξ′}a, ξ′ := ξ〈ζ ′|ζ〉.
The assumption and lemma 1.51 imply that E rγ ·
〈
E rid
∣∣E rid〉 = E rγ for all γ ∈ PAut(A),
whence the claim follows.
In the remainder of this paragraph, we collect several results which will be
used in the next subsection. In the following lemma, we use the notation E r = E r
which is defined in 1.50, and the notation (E r, pis) < E for the family of closed
subspaces of the C∗-bimodule Es,r <E given by(
(E r, pis) <E)α := span {ξ < η ∈ Es <E | ξ ∈ Covα(Er), η ∈ E}, α ∈ PAut(A).
Lemma 2.16. If V is decomposably left regular, then V ((E r, pis)<E) = E r=E r.
Proof. Let (Tν)ν be a bounded approximate unit for the C
∗-algebra
(|E r〉〈E r|)id.
We show that the net (Tν = 1)ν converges pointwise to the identity on E =Er.
Since |E rα〉 is a left C∗-module over (|E r〉〈E r|)id for each α ∈ PAut(A), the
product (Tνθξ)ν converges to θξ in norm for each fixed ξ ∈ E rα . But then also
Tνξ → ξ for each ξ ∈ E rα . By a standard argument,
(
(Tν = 1)ζ)ν converges to ζ
for each element ζ ∈ E = Er which can be written as a finite linear combination
of elementary tensors ξ = η. Since vectors of this form are dense in E = E r and
the net
(‖Tν = 1‖)ν is bounded, the assertion follows.
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Combining this result with the assumption on V , we find for each α ∈ PAut(A)
V (E rα <E) ⊂ (|E r〉〈E r|)id1 V |E〉2E rα
⊂ span
ββ′∗≤id
|E rβ 〉1〈E rβ′ |1 V |E〉2E rα
= span
ββ′β′′∗≤id
|E rβ 〉1 |E rβ′〉〈E rβ′′ |E rα ⊂ span
ββ′≤id
E rβ = E rβ′α ⊂ (E r < E r)α.
In the following, we will shorten the notation, considering entire families instead
of individual closed subspaces. To prove the reverse inclusion, we use a bounded
approximate unit (Sµ)µ for the C
∗-algebra KA(E) and regularity of V to see that
V ∗(E r = E r) is contained in the family
|E〉2〈E|2V ∗ |E r〉1E r = |E〉2 |E r〉〈E r|E r = (E r, pis) <E.
Remark 2.17. If A is commutative, the result of the previous lemma holds irre-
spective of any regularity of V . To see this, observe that the intertwining prop-
erties of V imply that V induces a bijection between the families Cov(E s,r < E)
and Cov(Er = Er). If A is commutative, by proposition 1.67 the latter family
decomposes as follows,
Cov(Er =Er) = Cov(Er) = Cov(Er) = E r = E r,
and a similar decomposition holds for the family Cov(Es,r <E).
Lemma 2.18. If V is decomposably left regular, the following diagram commutes.
A
|E r} //
|E r}

Er
|E〉2 // Es,r<E
V

〈E|2 // Er
{E r |2

Er
|E r}2 // Er=Er {E r|2 // Er {E r | // A
Proof. Consider the left hand side of the diagram. Since V commutes with pir1,
the family V |E r〉2|E r} is generated by compositions of the form a 7→ pir(a)ξ<η 7→
V (pir(a)ξ < η) = pir1(a)V (ξ < η) where ξ ∈ E r and η ∈ E. The family |E r}2|E r}
is generated by compositions of the form a 7→ pir(a)ξ′ = η′ where ξ′, η′ ∈ E r. By
the previous lemma, both families coincide. Taking adjoints and multiplying both
families by V on the right, one obtains commutativity of the square on the right
hand side.
2.2.3 Construction of the legs
This subsection contains the main result of the first part of this chapter. We define
the left leg of a decomposably left regular pseudo-multiplicative unitary and show
that it is a Hopf C∗-family. The corresponding result for the right leg can be
obtained by considering the opposite unitary and is summarised at the end of this
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subsection. For most proofs, we employ commutative diagrams as explained in
the previous subsection.
Throughout this subsection, let V : Es<E → E=Er be a pseudo-multiplicative
unitary.
The left leg Denote by Sˆ := {E r|2 V |E r〉2 ⊂ L (Es) the composition
Es ∼= Es <A |E r〉2−−−→ Es <Er V−→ Es =Er {E r |2−−−→ Es =A ∼= Es.
Since V commutes with the representation pir, the family Sˆ commutes with the
representation pir.
Proposition 2.19. If V is decomposably left regular, Sˆ is a non-degenerate C∗-
pre-family.
Proof. We prove Sˆ Sˆ ∗ = Sˆ ∗ by means of the following diagram. The composition
Sˆ Sˆ ∗ is the arrow in the top line, and Sˆ ∗ is equal to the composition obtained
by first going down, then to the right and finally up again.
Es
|E r}2 //
|E r}2

GF EDSˆ Sˆ ∗
GF
@A BC|E r}2 OO
Es=Er
|E〉3

V ∗ //
(I)
Es<Er |E r〉2〈E r|2 //
|E〉3

(R)
Es<Er V //
(I)
Es=Er {E r |2 //
(C)
Es
Es=Er,s<E V ∗12//
V23
''NN
NNN
NNN
NNN
NNN
Es<(Es,r<E) V23 //
(P )
Es<(Er=Er)
〈E r|2
OO
V13 // (Es<Er)=Er {E r |3//
〈E r |2
OO
(I)
Es<Er
〈E r |2
OO
Es=Er |E r}3 //
(2.18)
Es=Er=Er
V ∗12
33ggggggggggggggggggggggggg {E r|3 //
(2.12 iiic)
Es=Er
V ∗
99ssssssssssss
The individual labelled cells commute for the following reasons: (I) intertwin-
ing properties of V , (R) decomposable left regularity of V , (P) pentagon equa-
tion, (2.18) lemma 2.18, (C) by inspection, (2.12 iiic) by assumption iiic) of de-
composable left regularity of V . Hence, the entire diagram commutes, whence
Sˆ Sˆ ∗ = Sˆ ∗. This also implies Sˆ = Sˆ ∗.
For all α, β, α′, β′ ∈ PAut(A) satisfying (β, α) ≤ (β ′, α′), one has Sˆ βα ⊂ Sˆ β
′
α′
by part iii) of lemma 1.51. Thus, Sˆ is a C∗-pre-family.
The C∗-pre-family Sˆ is non-degenerate since
spanα,β (Sˆ
β
αE) = spanα,β ({E rα |2 V |E rβ 〉2E) = spanα
({E rα |2(E =Er)) = E
by assumption iiic) in definition 2.12.
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Proposition 2.20. The C∗-pre-family Sˆ is a C∗-family.
Proof. Let α, α′, β, β′ ∈ PAut(A). By definition,
Sˆ βα ·Oβ
′
α′ (E
s) = {E rα |2 V |E rβ 〉2 · pis(Aβ′)ρ(Aα′∗)
= {E rα |2 ρ(Aα′∗) · V · |E rβ 〉2 pis(Aβ′).
We show that {E rα |2 ρ(Aα′∗) and |E rβ 〉2 pis(Aβ′) are contained in {E rαα′ |2 and |E rββ′〉2,
respectively. By lemma 1.54, one has for all η ∈ E rα and a ∈ Aα′∗
{η|2ρ(a)(ζ = ζ ′) = {η|2(ζ = ζ ′a)
= ζα
(〈η|ζ ′〉a) = ζ(α ◦ α′)(α′∗(a)〈η|ζ ′〉), ζ = ζ ′ ∈ E =Er.
Now a∗ ∈ Aα′ and by proposition 1.55, α′∗(a∗) belongs to Aα′ . By lemma 1.51
and proposition 1.58 again, ηα′∗(a∗) = ρ(α′∗(a∗))η is contained in E rαα′ .
For all ξ ∈ E rβ and a ∈ Aβ′ , one has
|ξ〉2pis(a)ζ = aζ < ξ = ζ < ξa = |ξa〉2ζ, ζ ∈ E,
and ξa = ρ(a)ξ is contained in E rββ′ by lemma 1.51 and proposition 1.58. Thus,
Sˆ βα ·Oβ
′
α′ (E
s) ⊂ {E rαα′ |2 V |E rββ′〉2 = Sˆ ββ
′
αα′ .
For β′ = β∗β and α′ = α∗α, we obtain Sˆ βα ·Oβ
∗β
α∗α(E
s) = Sˆ βα since E rγ = E
r
γ ·Aγ∗γ
for all γ by part v) of lemma 1.51.
Lemma 2.21. The following diagram commutes.
Es
Sˆ //
Sˆ

Es
|E r〉2 // Es<Er
V

〈E r |2 // Es
Sˆ

Es
|E r}2 // Es=Er {E r |2 // Es Sˆ // Es
Proof. For the left square, consider the following diagram.
Es
|E r〉2Sˆ

|E r}2
//
GF Sˆ =Sˆ ∗(D) 
(2.19)
Es=Er
|E r}3

V ∗12
//
(I)
Es<Er 〈E r |2 //
|E r}3

(C)
Es
|E r}2

Es<Er@A 
V
OOE
s=Er=Er V ∗12 // (Es<Er)=Er 〈E r|2 // Es=Er
The individual cells commute for the following reasons: (I) intertwining property
of V , (C) by inspection, (D) definition, (2.19) by the commutative diagram in
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the proof of the previous proposition – the composition V |E r〉2Sˆ is equal to the
composition of the first four arrows going from the left corner Es to the right,
and the composition 〈E r|2V ∗12|E r}3|E r}2 is equal to the composition of the arrows
going down, to the right, slanted right upwards and finally up in that diagram.
For the right square, consider the following diagram.
Es<Er
V
  
  
  
  
  
  
  
  
  
 
Es<Er
V

|E r〉2
//
GF |E r〉2〈E r |2 //
(I)
Es<(Er=Er)
V ∗23
//
V13

(R)
Es<Es,r<E
V12
//
〈E|3
33ggggggggggggggggggggggggg
(P )
Es=Er,s<E
〈E|3
V23vvmmm
mmm
mmm
mmm
m
(I)
Es=Er |E r〉2 //
{E r |2

(C)
(Es<Er)=Er
{E r |3

V12 //
(I)
Es=Er=Er
{E r |3

(2.18)
Es=Er
{E r |2

Es@A (D)
Sˆ
OO
|E r〉2 // Es<Er V // Es=Er {E r |2 // Es
The individual cells commute for the following reasons: (I) intertwining proper-
ties of V , (C) by inspection, (D) definition, (P) pentagon equation, (R) decom-
posable left regularity of V , (2.18) lemma 2.18. By definition, the composition
{E r|2V |E r〉2〈E r|2 is equal to Sˆ 〈E r|2, whence the claim follows.
Proposition 2.22. i) For each x ∈ Sˆ , the operator 1 = x ∈ L (E = Er,s) is
well-defined. Furthermore, one has a morphism ∆ˆ : Sˆ → L (Es<Es) given
by ∆ˆ(x) = V ∗(1 = x)V .
ii) In L (Es < Es), one has ∆ˆ(Sˆ )(1 < Sˆ ) = Sˆ < Sˆ = ∆ˆ(Sˆ )(Sˆ < 1). In
particular, ∆ˆ(Sˆ ) is a non-degenerate C∗-sub-family of M (Sˆ < Sˆ ).
iii) The map ∆ˆ : Sˆ →M (Sˆ <Sˆ ) is coassociative in the sense that (∆ˆ<1)∆ˆ =
(1 < ∆ˆ)∆ˆ.
Proof. i) The first assertion follows from the fact that the family Sˆ commutes
with the representation pir. The existence of the morphism follows from example
1.42 ii).
ii) We first prove ∆ˆ(Sˆ ) = {E r|3V13V23|E r〉3 by means of the following diagram.
Es<Es |E r〉3//
V

(I)
Es<Es<Er V23 //
V12

Es<(Es=Er) V13 //
(P )
(Es<Es)=Er {E r |3//
(I)
Es<Es
E=Er,s |E r〉3//@A 
1=Sˆ
(D)
OO(E=Er,s)<Er V23 // E=Er,s=Er {E r |3 //
V ∗12
OO
E=Er,s
V ∗
OO
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The individual cells commute for the following reasons: (I) intertwining properties
of V , (P) pentagon equation, (D) definition. Therefore, the composition on the
top line is equal to ∆ˆ(Sˆ ).
We prove ∆ˆ(Sˆ )(1 < Sˆ ) = Sˆ < Sˆ by means of the following diagram.
Es<Es |E r〉2<Sˆ//
1<|E r}2SˆMM
MM
&&MM
MMM
MMM
(1<Sˆ )
zztt
tt
tt
tt
tt
tt
tt
GF EDSˆ<Sˆ

(2.21)
Es<Er<Es V12 //
(C)Σ23

(3)
(Es=Er)<Es
{E r |2
%%KK
KKK
KKK
KKK
KKK
Σ23

(2)
Es<Es |E r〉3//@A 
∆ˆ(Sˆ )
(1)
OOE
s<Es<Er V23 // Es<(Es=Er) V13 // (Es<Es)=Er {E r |3 // Es<Es
The labelled cells commute for the following reasons: (1) by the diagram above,
(2.21) lemma 2.21, (2) by definition of Sˆ and because |E r}2V ⊂ L id(Es<Er, Es),
(C) by inspection. We show that cell (3) commutes. The families 1< |E r}2Sˆ and
Σ23 ◦
(|E r〉2 < Sˆ ) are generated by maps of the form
ζ < ζ ′ 7→ ζ < (sˆζ ′ = ξ), sˆ ∈ Sˆ βα , ξ ∈ E rα′ , α, α′, β ∈ PAut(A), α′∗α ≤ id
and
ζ < ζ ′ 7→ (ζ < ξ′)< sˆ′ζ ′ 7→ ζ < (sˆ′ζ ′ = ξ′),
sˆ′ ∈ Sˆ βα , ξ′ ∈ E rα′ , α, α′, β ∈ PAut(A), α  α′,
respectively. Hence, Σ23 ◦
(|E r〉2 < Sˆ ) is contained in 1< |E r}2Sˆ . We prove the
reverse inclusion. We can write ξ = ξ ′a = α′(a)ξ′ with ξ′ ∈ E rα′ and a ∈ Aα′∗α′ .
Then sˆζ ′=ξ = sˆζ ′=α′(a)ξ′ = ρ(α′(a))sˆζ ′=ξ′. By part i) of proposition 1.55, α′(a)
is contained in Aα′α′∗ . By lemma 1.51 and proposition 1.58, the product sˆ
′ :=
ρ(α′(a))sˆ belongs to Sˆ βα′α′∗α. Since α
′∗α ≤ id, we have α′α′∗α ≤ α′. Therefore, sˆ′
belongs to Sˆ βα′ , and the map 1 < (|ξ}2sˆ) is equal to Σ23 ◦ (|ξ′〉2 < sˆ′).
We prove (Sˆ < 1)∆ˆ(Sˆ ) = Sˆ < Sˆ by means of the following diagram.
Es<Es |E r〉3 //GF 
∆ˆ(Sˆ )

@A
Sˆ<Sˆ //
Es<Es<Er
V23
// Es<(Es=Er)
V13
//@A
(2)
(1) Sˆ<{E r |2
++WWWW
WWWWW
WWWW
(Es<Es)=Er {E r |3 // Es<Es
Sˆ<1

Es<Es
Cell (1) commutes by definition of Sˆ and because V |E r〉2 ∈ Lid(Es, Es = Er).
We show that cell (2) commutes. By lemma 2.21,
(Sˆ < 1){E r|3V13 = ((Sˆ {E r|2V12)< 1)Σ23 = (Sˆ 〈E r|2 < 1) ◦ Σ23.
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The families
(
Sˆ 〈E r|2<1)◦Σ23 and Sˆ <{E r|2 are generated by maps of the form
ζ < (ζ ′ = ζ ′′) 7→ ζ < ζ ′′ < ζ ′ 7→ sˆ〈ξ|ζ ′′〉ζ < ζ ′,
sˆ ∈ Sˆ βα , ξ ∈ E rβ′ , α, β, β′ ∈ PAut(A), ββ ′∗ ≤ id,
and
ζ < (ζ ′ = ζ ′′) 7→ sˆ′ζ < ζ ′β′(〈ξ′|ζ ′′〉) = β′(〈ξ′|ζ ′′〉)sˆ′ζ < ζ ′ = sˆ′〈ξ′|ζ ′′〉ζ < ζ ′,
sˆ′ ∈ Sˆ βα , ξ′ ∈ E rβ′ , α, β, β′ ∈ PAut(A), β  β ′,
respectively. Hence, Sˆ < {E r|2 is contained in (Sˆ 〈E r|2 < 1) ◦ Σ23. We prove
the reverse inclusion. We can write ξ = ξ ′a′ with ξ′ ∈ E rβ′ and a′ ∈ Aβ′∗β′ .
Then sˆ〈ξ|ζ ′′〉 = sˆa′∗〈ξ′|ζ ′′〉, and the element sˆ′ := sˆa′∗ belongs to Sˆ βα λ(Aβ′∗β′) ⊂
Sˆ ββ
′∗β′
α . Since ββ ′∗ ≤ id, we have ββ ′∗β′ ≤ β′. Therefore, sˆ′ belongs to Sˆ β
′
α , and
the map (sˆ〈ξ|2 < 1) ◦ Σ23 is equal to sˆ′ < {ξ′|2.
iii) By the pentagon equation, one has for each sˆ ∈ Sˆ
(1 < ∆ˆ)∆ˆ(sˆ) = V ∗23V ∗13 · sˆ3︸︷︷︸
V ∗12 sˆ3V12
·V13V23
= V ∗12V
∗
23sˆ3V23V12 = (∆ˆ < 1)∆ˆ(sˆ).
Theorem 2.23. Let V : Es<E → E =Er be a decomposably left regular pseudo-
multiplicative unitary. Then the pair (Sˆ , ∆ˆ) defined above is a right Hopf C∗-
family.
The right leg The right leg of V is the sub-family S := 〈E s|1 V |E s}1 ⊂ L (Er)
given by the composition
Er ∼= A<Er |E s}1−−−→ Es <Er V−→ Es =Er 〈E s|1−−−→ A=Er ∼= Er.
Since V commutes with the representation pis2, the family S commutes with the
representation pis.
Corollary 2.24. Let V : Es<E → E=Er be a decomposably right regular pseudo-
multiplicative unitary and let S ⊂ L (Er) be defined as above.
i) S is a non-degenerate C∗-family.
ii) For each y ∈ S , the operator y < 1 ∈ L (Es,r < E) is well-defined, and
the formula y 7→ V (y < 1)V ∗ defines a non-degenerate morphism ∆: S →
M (S =S ).
iii) The pair (S ,∆) is a left Hopf C∗-family.
Proof. Consider the opposite V op = ΣV ∗Σ. It is decomposably left regular, and
its left leg coincides with S . This proves i). The remaining parts follow from
theorem 2.23, applied to V op, in a similar fashion.
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2.3 Coactions of the associated Hopf C∗-families
Our primary interest in Hopf C∗-families lies in their coactions on C∗-algebras,
associated crossed products and duality theorems. The first of these notions has
yet to be defined. This is done in the first subsection where we also discuss the
relation to coactions on C∗-pre-families. Next, we study a regularity condition for
coactions of the legs of a pseudo-multiplicative unitary which is relevant to the
proof of the duality theorem 2.74. The section ends with a discussion of coaction
unitaries. They give rise to coactions and will be fundamental constituents of
pseudo-Kac systems.
Again, we focus on the left leg of a pseudo-multiplicative unitary and on right
Hopf C∗-families.
2.3.1 Coactions on C∗-algebras
In order to define coactions of Hopf C∗-families on C∗-algebras, we first have to
construct an internal tensor product of C∗-algebras with C∗-families: by analogy
to Hopf C∗-algebras, a coaction of a Hopf C∗-family (Sˆ , ∆ˆ) on a C∗-algebra C
should be a ∗-homomorphism δˆ : C → M(C < Sˆ ) subject to several conditions,
where the C∗-algebra C < Sˆ yet has to be defined. The necessary definitions
are straight-forward. However, they raise several questions which suggest that for
Hopf C∗-families, it is more natural to consider coactions on C ∗-pre-families than
coactions on C∗-algebras. This problem is discussed at the end of this subsection.
Internal tensor product of C∗-families with C∗-algebras
Let A and B be C∗-algebras and let E be a C∗-B-A-bimodule such that BE = E.
We denote by σ the representation of B on E given by left multiplication.
Definition 2.25. A C∗-A-algebra (C, pi) consists of a C∗-algebra C and a non-
degenerate ∗-homomorphism pi : A→ M(C). A morphism between C ∗-A-algebras
(C, pi) and (C ′, pi′) is a non-degenerate ∗-homomorphism φ : C → M(C ′) inter-
twining pi and pi′, i.e. satisfying φ
(
pi(a)c
)
= pi′(a)φ(c) for all a ∈ A and c ∈ C.
We denote the category of all C∗-A-algebras by C∗A.
Let (C, pi) be a C∗-A-algebra. We denote by Cov(C, pi) the family given by
Covα(C, pi) := {c ∈ Cpi(Dom(α)) | ∀a ∈ Dom(α) : cpi(a) = pi(α(a))c},
α ∈ PAut(A).
Let D be a C∗-pre-family on E. The internal tensor product (C, pi) < D is the
C∗-subalgebra of LC(C <E) given by
(C, pi) <D := spanβ (Cov(C, pi) <D)β, where(
Cov(C, pi) <D)β := span
αα′ Covα(C, pi) <Dβα′ , β ∈ PAut(B).
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Remark 2.26. Let (C, pi) be a C∗-A-algebra. Then, adopting the convention of
definition 1.13, Cov(C, pi) is a pre-C∗-family. Consider C as a C∗-A-C-bimodule
via pi. Then KC(C) ⊂ LC(C) can be identified with C, acting on itself by left
multiplication, and for each γ ∈ PAut(A), the space Cov γ(C, pi) identifies with
K γid (C). This follows easily from the equality K
γ
id (C) = KC(C) ∩L γid(C).
To prove functoriality of the internal tensor product constructed above, we
need to make the following preliminary remarks. Let φ : (C, pi) → (C ′, pi′) be a
morphism of C∗-A-algebras. Then φ induces a non-degenerate ∗-homomorphism
indE φ : LC(C < E) → LC′(C ′ < E) via the map LC(C < E) → LC′(C ′ < C < E)
given by T 7→ 1< T, and the identification C ′<C <E ∼= C ′<E. If φ is injective,
so is indE φ. We omit the subscript E if it is clear from the context.
Proposition 2.27. Let D be a C∗-pre-family on E and let (C, pi) be a C∗-A-
algebra.
i) The space (C, pi) <D is a C∗-algebra.
ii) Let φ : (C, pi) → (C ′, pi′) be a morphism of C∗-A-algebras. Then the induc-
tion homomorphism indE φ restricts to a non-degenerate ∗-homomorphism
indD φ : (C, pi) <D →M((C ′, pi′) <D).
iii) If D is a C∗-family, the representation 1<σ of B on C<E turns (C, pi)<D
into a C∗-B-algebra. The maps (C, pi) 7→ ((C, pi)<D , 1<σ) and φ 7→ indD φ
define a functor indD : C
∗
A → C∗B.
iv) Let ψ : D → M (D ′) be a non-degenerate morphism of non-degenerate C ∗-
families. Then the family of maps
1× ψβα′ : Covα(C, pi) ×Dβα′ → Covα(C, pi) <M (D)βα′ ,
(c, d) 7→ c< d,
where α  α′ ∈ PAut(A), β ∈ PAut(B), defines a non-degenerate ∗-homo-
morphism 1 < ψ : (C, pi) < D → M((C, pi) < D ′). Furthermore, 1 < ψ is
a morphism of C∗-B-algebras. The family
(
1 < ψ)
(C,pi)
defines a natural
transformation ψ : indD → indD ′ .
v) Let E′ be a C∗-module over B with a non-degenerate representation σ ′ of a
C∗-algebra B ′ and let D ′ be a non-degenerate C∗-family on E ′. Then one
has a natural transformation indD<D ′ → indD ′ indD given by inclusions of
C∗-algebras.
Proof. i,ii) This follows from proposition 1.28 and its proof, respectively.
iii) The assumption on D implies that λ(Cov (B))D = D , whence the first
claim follows. The existence of the functor is immediate.
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iv) Denote byB

the space B, considered as a C∗-
 
-B-module in the canonical
way. By definition 1.30, the morphism ψ induces a ∗-homomorphism
id<ψ < id : Lid(C)<D <L id(B  )→M(Lid(C)<D ′ <L id(B  )).
Since D is a non-degenerate C∗-family on E, one has BE = E. By part i) of
lemma 1.61, the identification E ∼= E <B  induces an embedding
(C, pi) <D ⊂ Lid(C) <D <L id(B  ),
and a similar inclusion holds for (C, pi) < D ′. Now, the ∗-homomorphism id<ψ
is obtained as the restriction of id<ψ < id. It is non-degenerate because ψ is
non-degenerate, and it intertwines the representations of B on E and E ′ by part
ii) of lemma 1.61. The last statement in the claim is obvious.
v) For each C∗-A-algebra (C, pi), the C∗-pre-family Cov(C, pi)<D is contained
in Cov
(
(C, pi) < D , 1 < σ). By associativity of the internal tensor product of
C∗-pre-families, one obtains
Cov(C, pi) < (D <D ′) = (Cov(C, pi) <D)<D ′
⊂ Cov ((C, pi) <D , 1 < σ)<D ′.
Hooptedoodle 2.28. Denote by [C∗A,C
∗
B] the (quasi-)category
1 consisting of all
functors C∗A → C∗B as objects and natural transformations as morphisms. Then
the map C 7→ indC and ψ 7→ ψ defines a (quasi-)functor from the category of
C∗-families on C∗-B-A-bimodules with non-degenerate morphisms C →M (D) to
the (quasi-)category [C∗A,C
∗
B].
Definition of coactions
Let (Sˆ , ∆ˆ) be a right Hopf C∗-family on a C∗-bimodule E over A. By the previous
proposition, it defines
• a functor Sˆ on C∗A given by Sˆ(C, pi) := ((C, pi) < Sˆ , 1 < σ) and Sˆ(φ) :=
indSˆ φ, where σ : A → LA(E) denotes the representation defining the bi-
module structure, and
• a natural transformation ∆ˆ : Sˆ = indSˆ → indSˆ<Sˆ → Sˆ2,
such that the following diagram commutes.
Sˆ
∆ˆ //
∆ˆ

Sˆ ◦ Sˆ
∆ˆ
Sˆ

Sˆ ◦ Sˆ
Sˆ∆ˆ
// Sˆ ◦ Sˆ ◦ Sˆ
1Depending on the Universe you choose to live in.
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Hooptedoodle 2.29. Consider the (quasi-)category whose objects are endofunc-
tors of the category C∗A and whose morphisms are natural transformations. Com-
position of functors defines a (quasi-)monoidal structure on this (quasi-)category,
and the pair (Sˆ, ∆ˆ) is a (quasi-)cosemigroup in this (quasi-)category.
Definition 2.30. i) A (right) coaction of (Sˆ, ∆ˆ) on a C∗-A-algebra (C, pi) is
a morphism δˆ : (C, pi) → Sˆ(C, pi) of C∗-A-algebras which satisfies δˆ(C)(1 <
Sˆ ) ⊂ (C, pi)<Sˆ and is coassociative in the sense that the following diagram
commutes.
(C, pi)
δˆ //
δˆ

Sˆ(C, pi)
∆ˆ(C,pi)

Sˆ(C, pi)
Sˆδˆ
// Sˆ2(C, pi)
ii) Let δˆ′ : (C ′, pi′) → S(C ′, pi′) be another coaction of (Sˆ, ∆ˆ). A morphism
φ : (C, pi) → (C ′, pi′) is equivariant with respect to the coactions δˆ and δˆ′ if
the following diagram commutes.
(C, pi)
δˆ //
φ

Sˆ(C, pi)
Sˆφ

(C ′, pi′) δˆ
′
// Sˆ(C ′, pi′)
Remark 2.31. Coactions of a Hopf C∗-family (Sˆ , ∆ˆ) on C∗-A-algebras form a
category:
• its objects are all triples (C, pi, δˆ) where δˆ is a coaction of (Sˆ, ∆ˆ) on a C∗-
A-algebra (C, pi),
• morphisms (C, pi, δˆ) → (C ′, pi′, δˆ′) are all morphisms (C, pi) → (C ′, pi′) of
C∗-A-algebras which are equivariant with respect to the coactions δˆ and δˆ′.
We loosely use the term coaction for objects of this category. For examples of
coactions in the context of groupoids, see subsection 3.2.3 and section 3.3.
Coactions on C∗-algebras versus coactions on C∗-families
Let (C, pi) be a C∗-A-algebra. It is natural to ask whether coactions on (C, pi) and
coactions on the associated C∗-pre-family Cov(C, pi) correspond to each other via
a restriction and an extension procedure. The extension process is easy, but the
restriction is obstructed by the following problem: given a coaction δˆ on (C, pi),
we do not know whether δˆ(Cov(C, pi)) is contained in M (Cov(C, pi) < Sˆ ). After
proving the extension result, we discuss several related open questions.
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Proposition 2.32. Let F be a C∗-module over a C∗-algebra B with a non-
degenerate representation pi : A → LB(F ). Let C ⊂ Lid(F ) be a non-degenerate
C∗-pre-family such that Cλ(A ) = C and C α = C αλ(Aα∗α) for all α ∈ PAut(A).
Let δˆ be a right coaction of (Sˆ , ∆ˆ) on C . Then the C∗-algebra C := spanα C α
satisfies pi(A)C = C, and δˆ extends to a coaction of (Sˆ, ∆ˆ) on (C, pi). If δˆ is
injective, so is the extension.
Proof. The first claim follows from the equation pi(A)C = spanα
(
λ(A )C
)α
=
spanα C
α = C. Observe that by construction, C is a subfamily of Cov(C, pi). The
extension of the morphism δˆ is constructed along the lines of the proof of part iv)
of proposition 2.27. Denote by A

the space A, considered as a C∗-
 
-A-bimodule
in the canonical way. By definition, the morphism δˆ induces a ∗-homomorphism
id⊗∗δˆ ⊗∗ id : Lid(B) < C <L id(A  )→M(Lid(B)< C < Sˆ <L id(A  )).
By assumption on C , one has AF = F . By lemma 1.61, the identification F ∼=
B < F < A  induces an embedding C ↪→ 1 < C < L id(A  ). Hence, the ∗-
homomorphism id⊗∗δˆ ⊗∗ id restricts to a ∗-homomorphism δˆ′ : C → LB(F < E).
By construction, δˆ′ extends δˆ, whence
δˆ′(C)(1 < Sˆ ) ⊂ spanα (δˆ(C )(1 < Sˆ ))α ⊂ spanα (C < Sˆ )α ⊂ (C, pi) < Sˆ .
By construction, δˆ′ intertwines the representation pi with 1<σ. Coassociativity of
δˆ′ follows from the coassociativity of δˆ. If δˆ is injective, it is isometric, and hence
δˆ′ is isometric, too.
As indicated above, the definition of the internal tensor product of C ∗-pre-
families with C∗-algebras and the definition of coactions on C∗-algebras raise
several questions which we can not yet answer. Most of these questions are related
to the following problem:
Question 1 Let B be a C∗-algebra, F a C∗-A-B-bimodule and C ⊂ Lid(F ) a
C∗-pre-family. Put C := spanαC α and denote the representation of A on
F by σ. Then one always has an inclusion C ⊂ Cov(C, σ). Under which
conditions is this inclusion an equality?
Several related open questions follow.
Question 2 In the situation of part v) of proposition 2.27, under which conditions
is the inclusion indD<D ′(C, pi) ⊂ indD ′ indD (C, pi) an equality?
Let (C, pi, δˆ) be a coaction of (Sˆ, ∆ˆ).
Question 3 Is Cov
(
(C, pi) < Sˆ , 1 < σ) equal to (C, pi) < Sˆ ?
Question 4 Is δˆ(Cov (C, pi)) contained in M
(
Cov(C, pi) < Sˆ )?
Question 5 Does injectivity of δˆ imply decomposability of C?
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We expect that in general, the answer to all questions is “no”. Apparently, the
best behaved notion of a coaction of a Hopf C∗-family on a C∗-algebra is the
following.
Definition 2.33. A coaction (C, pi, δ) of (Sˆ, ∆ˆ) is a (Sˆ, ∆ˆ)-algebra if it is induced
from a (Sˆ , ∆ˆ)-pre-family as in proposition 2.32.
This point of view is supported by the fact that in the context of decomposable
pseudo-Kac systems, dual coactions on crossed products will turn out to be of this
kind.
2.3.2 Regular coactions on C∗-pre-families
In this subsection, we introduce a regularity property for coactions of the legs of
a pseudo-multiplicative unitary on C∗-pre-families which occurs in the proof of
the duality theorem for iterated crossed products 2.74. Regarding C ∗-pre-families
as sections of generalised Fell bundles, regularity can be thought of as a support
condition for those sections.
We give the definition of regularity, note several examples and establish an
easy criterion. Then, we prove a property of regular coactions which is crucial for
the duality theorem. Finally, we show that every coaction restricts to a maximal
regular coaction.
Throughout this subsection, let V : Es <E → E =Er be a decomposably left
regular pseudo-multiplicative unitary. For each α ∈ PAut(A), put Jα := 〈E rα |E rα〉.
By lemma 1.51, Jα is an ideal in Aα∗α ⊂ Z(A).
Definition 2.34. A right coaction δˆ of (Sˆ , ∆ˆ) on a C∗-pre-family C is regular
if C αβ = C
α
β λ(Jα) for all α ∈ PAut(A) and all β. A (Sˆ , ∆ˆ)-family is regular if
its coaction is regular. A (Sˆ, ∆ˆ)-algebra is regular if it is induced from a regular
(Sˆ , ∆ˆ)-family.
Remark 2.35. From the proof of proposition 2.20, it follows that
Sˆ βα = Sˆ
β
α λ(Jβ) ρ(Jα) for all α, β ∈ PAut(A).
We will see that coactions constructed out of coaction unitaries and dual coac-
tions on crossed products are always regular. Additionally, we have the following
criterion. It will imply that coactions of r-discrete groupoids are always regular,
see 3.3.
Proposition 2.36. Let (C , δˆ) be a right coaction of (Sˆ , ∆ˆ) on a C∗-pre-family.
If δˆ is injective and δˆ(C ) ⊂ C < Sˆ , the coaction δˆ is regular.
Proof. Let β ∈ PAut(B) and α ∈ PAut(A). Then δˆ(C αβ ) is contained in (C <Sˆ )αβ .
By remark 2.35, (C < Sˆ )αβ = (C < Sˆ )αβλ(Jα). Furthermore, δˆ(cλ(a)) = δˆ(c)λ(a)
for all a ∈ A . Let (uν) be an approximate unit of the ideal Jα. Since δˆ is injective,
the net
(
δˆ(cλ(uν))
)
ν
converges to δˆ(c) for each c ∈ C αβ . Hence, C αβ = C αβ λ(Jα).
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Remark 2.37. It seems natural to call the Hopf C ∗-family (Sˆ , ∆ˆ) A-discrete if
λ(A ) ⊂ M (Sˆ ) is actually contained in Sˆ . If this condition holds, then each
coaction (C , δˆ) which satisfies λ(A )C = C is regular, because
δˆ(C ) = δˆ(λ(A )C ) = (1 < λ(A ))δˆ(C ) ⊂ (1 < Sˆ )δˆ(C ) ⊂ C < Sˆ .
The regularity condition is relevant to the duality theorem 2.74 for the follow-
ing reason.
Proposition 2.38. Let (C, pi, δˆ) be a coaction (Sˆ, ∆ˆ)-algebra which is induced
from a regular coaction (C , δˆ) of (Sˆ , ∆ˆ). Then
spanβ (C < Sˆ )β(1 <KA(E)) = KC(C <E).
Proof. Let c< sˆ ∈ C < Sˆ , c1, c2 ∈ C and ξ, ξ′, η ∈ E. Then
(c< sˆ)(1 < |ξ〉〈η|)d< ζ = (c< sˆ)(d< ξ〈η|ζ〉) = c〈η|ζ〉d< sˆξ,
|c1 < ξ′〉〈c2 < η|d< ζ = c1 · c∗2〈η|ζ〉d < ξ′
for all d ∈ C and ζ ∈ E. This shows that spanβ (C <Sˆ )β(1<KA(E)) is contained
in KC(C <E). Let us prove the reverse inclusion. For all α ∈ PAut(A), one has
spanβ Sˆ
β
αE = {E rα |2 V |E〉2 E = {E rα |2 (E =Er) = E α(〈E rα |E〉)
and therefore, in LC(C,C <E),
spanβ
(
C α < Sˆ βα |E〉) ⊃ C α < |EJα〉 = C αpi(Jα)< |E〉.
Since C = spanα C
α = spanαC
αJα, the reverse inclusion follows.
In the remaining part of the subsection we show that every coaction of (Sˆ , ∆ˆ)
restricts to a maximal regular coaction. Given a coaction (C , δˆ), a natural can-
didate for the “regularisation” is the family C˜ given by C˜ αβ := C
α
β λ(Jα) for all
α ∈ PAut(A) and all β. However, neither it is clear whether C˜ is a C∗-pre-family
nor whether δˆ restricts to a coaction on C˜ . So, we need some preparations. They
could be simplified if we could show the following equation:
(†) Jα ?= α∗(Jα∗) for all α ∈ PAut(A).
Lemma 2.39. For all α ∈ PAut(A), put Iα := Jα ∩ α∗(Jα∗).
i) For all α, γ ∈ PAut(A), one has Sˆ γα = Sˆ γα ρ(Iα).
ii) The C∗-subalgebra Iid ⊂ A is non-degenerate.
iii) For all α, α′ ∈ PAut(A), one has α∗(Jα′α(Jα)) ⊂ Jα′α and α∗(Iα′α(Iα)) ⊂
Iα′α.
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Proof. i) By remark 2.35 and proposition 1.2, one has
Sˆ γα =
(
Sˆ γ
∗
α∗
)∗
= ρ(Jα∗)
∗Sˆ γα = Sˆ
γ
α ρ(α
∗(Jα∗)),
and by remark 2.35 again, we obtain Sˆ γα = Sˆ
γ
α ρ(Iα).
ii) Since E is full, one has by part i) and proposition 2.19
A = 〈E|E〉 = 〈E|Sˆ idid E〉 ⊂ 〈E|EIid〉 = AIid.
iii) Let us prove the first inclusion. Since E is full and pis is non-degenerate, we
have Jα′α = 〈(E rα′α, pis) < E∣∣(E rα′α, pis) < E〉. By lemma 2.16, this space contains
the following inner product.〈
V ∗(E rα′ = E rα)∣∣V ∗(E rα′ = E rα)〉 = 〈E rα′ = E rα ∣∣E rα′ = E rα〉
=
〈
E rα
∣∣pir(Jα′)E rα〉
=
〈
E rα
∣∣E rαα∗(Jα′α(Jα))〉 = α∗(Jα′α(Jα))
Next, let us prove the second inclusion. Replacing α and α′ by α′∗ and α∗,
respectively, we find that α′
(
α′∗(Jα′∗)Jα∗
)
is contained in Jα′ . Therefore,
α∗(Iα′α(Iα)) = α∗
(
Jα′α(Jα)
) · α∗(α′∗(Jα′∗)α(α∗(Jα∗)))
⊂ Jα′α · α∗
(
α′∗(Jα′α)
)
= Iα′α.
Let B be a C∗-algebra, let C be a non-degenerate C∗-pre-family on a C∗-A-
B-bimodule F and let δˆ be a coaction of (Sˆ , ∆ˆ) on C . Consider the sub-family
C˜ ⊂ C given by C˜ αβ := C αβ λ(Iα) for all α ∈ PAut(A) and β ∈ PAut(B).
Lemma 2.40. The sub-family C˜ ⊂ C is a non-degenerate C∗-pre-family.
Proof. By the previous lemma, one has for all α, α′ ∈ PAut(A) and all β, β ′ ∈
PAut(B)
C˜ α
′
β′ C˜
α
β = C
α′
β′ λ(Iα′) C
α
β λ(Iα) = C
α′
β′ λ
(
Iα′α
∗(Iα)
)
C αβ
= C α
′
β′ C
α
β λ
(
α
(
Iα′α
∗(Iα)
)) ⊂ C α′αβ′β λ(Iα′α) = C˜ α′αβ′β .
Furthermore, by proposition 1.2, one has(
C˜ αβ
)∗
= λ(I∗α) C
α∗
β∗ = λ(Jαα
∗(Jα∗)) C α
∗
β∗
= C α
∗
β∗ λ
(
α(Jαα
∗(Jα∗))
)
= C α
∗
β∗ λ(Iα∗) = C˜
α∗
β∗ .
If (β′, α′) ≥ (β, α), then C˜ αβ = C αβ λ(Iα) is contained in C α
′
β′ λ(Iα′) = C˜
α′
β′ . There-
fore, C˜ is a C∗-pre-family. Finally, by part ii) of the previous lemma, one has
F = AF = JidF . By remark 1.17 ii), we obtain C˜
id
id F = C
id
id λ(Iid)F = F .
Lemma 2.41. If Cλ(A ) ⊂ C , then C < Sˆ = C˜ < Sˆ .
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Proof. Let β ∈ PAut(B) and α, α′, γ ∈ PAut(A) such that α  α′. By part i) of
lemma 2.39, one has
C αβ < Sˆ γα′ = C αβ < Sˆ γα′ ρ(Iα′) = C αβ λ(Iα′) < Sˆ γα′ .
The inclusion Iα′ ⊂ Aα′∗α′ and the assumption on C imply that the product
C βα λ(Iα′) is contained in C
β
αα′∗α′ . Since α  α′, one has αα′∗α′ ≤ α′. Thus,
C βα λ(Iα′) ⊂ C βα′ . Since λ(Iα′) = λ(Iα′)2, we obtain C αβ < Sˆ γα′ ⊂ C˜ βα′ < Sˆ γα′ which
implies the claim.
Proposition 2.42. i) Let (C , δˆ) be a right coaction of (Sˆ , ∆ˆ) on a C∗-pre-
family. Then the sub-family C˜ ⊂ C given by C˜ αβ := C αβ λ(Iα) is a non-
degenerate C∗-pre-family. If C = Cλ(A ), the coaction δˆ restricts to a
regular coaction on C˜ .
ii) Let (C, pi, δˆ) be a coaction of (Sˆ , ∆ˆ) such that C = spanα Covα(C, pi). Then
the subspace C˜ := spanα
(
Covα(C, pi)pi(Iα)
)
of C is a non-degenerate C∗-
subalgebra, and the restrictions of pi and δˆ define a coaction of (Sˆ , ∆ˆ) on
C˜.
Proof. Part i) and ii) follow from lemmas 2.40 and 2.41, respectively.
2.3.3 Coaction unitaries
Coaction unitaries are closely related to pseudo-multiplicative unitaries on C ∗-
modules. The construction of the legs of a decomposably regular pseudo-multipli-
cative unitary carries over to coaction unitaries, giving rise to C ∗-pre-families, C∗-
algebras and coactions thereon. In the context of pseudo-Kac systems, coaction
unitaries will give rise to dual coactions on reduced crossed products.
There are two variants of coaction unitaries – right and left ones. The former
ones give rise to right coactions of the left leg of a pseudo-multiplicative unitary,
the latter give rise to left coactions of the right leg. We focus on right coaction
unitaries and summarise the corresponding results for left ones at the end of the
subsection.
Right coaction unitaries Let E be a C∗-module over a C∗-algebra A with
commuting non-degenerate representations pir and pis of A and let V : E
s < E →
E =Er be a pseudo-multiplicative unitary.
Let F be a right C∗-module over Aop and let pir : Aop → LAop(F ) and pis : A→
LAop(F ) be two commuting non-degenerate representations. Then one has the
following analogue of lemma 2.5.
Lemma 2.43. If W ∈ LAop(F s <E,F r < F ) satisfies
Wpis2 = pis2W, Wpir2 = pis1W, Wpir1 = pir2W,
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then all operators in the following diagram are well-defined.
F r < F s <E
W23 ,,ZZZZ
ZZZZZZZ
ZZZZZZ
F s <Es <E
V23$$H
HH
HH
HH
HH
HH
H
W12
22ddddddddddddddddd
F r < F r < F
F s < (E =Er) W13−−−→ (F s,r <E) < FW12
::vvvvvvvvvvv
Definition 2.44. A unitary W : F s<E → F r<F is a right coaction unitary for
the pseudo-multiplicative unitary V if it satisfies the assumption of the previous
lemma and the diagram above commutes.
Proposition 2.45. Let W be a right coaction unitary for V and assume that V
is left decomposable and decomposably left regular.
i) The sub-family Sˆ (W ) := 〈F |2 W |E r〉2 ⊂ Lid(F s) given by the composition
F s ∼= F s <A |E r〉2−−−→ F s <Er W−→ F r,s < F 〈F |2−−→ F r,s <A ∼= F s
is a non-degenerate C∗-pre-family.
ii) One has pis(Cov(A))Sˆ (W ) = Sˆ (W ).
iii) The map T 7→ W ∗(1F r < T )W defines a regular coaction δˆ of (Sˆ , ∆ˆ) on
Sˆ (W ).
iv) If the representation pir is faithful, then
(
Sˆ (W ), δˆ
)
is a regular (Sˆ , ∆ˆ)-
family.
Proof. i) The proof is completely analogous to the one of proposition 2.19. We
prove Sˆ (W )Sˆ (W )∗ = Sˆ (W )∗ by means of the following diagram.
F s
|F 〉2 //
|F 〉2

GF EDSˆ (W )Sˆ (W )∗

F r,s<F
|E〉3

W ∗ //
(IW )
F s<Er |E r〉2〈E r |2 //
|E〉3

(R)
F s<Er W //
(IW )
F r,s<F 〈F |2 //
(C)
F s
F r,s<(F s<E) W ∗12 //
W23
&&LL
LLL
LLL
LLL
LLL
F s<(Es,r<E) V23 //
(PW )
F s<(Er=Er)
〈E r|2
OO
W13// ((F s,r<E)<F )r2〈F |3 //
〈E r |2
OO
(IW )
F s<Er
〈E r |2
OO
F r,s<F |F 〉3 //
@A BC
id
OO
(C)
F r,s<(F r<F )
(F )
W ∗12
44hhhhhhhhhhhhhhhhhhhhhhhhhh 〈F |3 // F r,s<F
W ∗
::tttttttttttttt
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The individual cells commute for the following reasons: (C) by inspection, (IW )
intertwining properties of W , (R) regularity of V , (PW ) pentagon equation for W ,
(F) F is full and pir non-degenerate.
Furthermore, one has spanα Sˆ (W )
αF = 〈F |2 W |E〉2F = pir(〈F |F 〉)F = F .
ii) Since pis1W = Wpir2, the product λ(Cov(A))Sˆ (W ) is equal to
pis1(Cov (A)) 〈F |2 W |E r〉2 = 〈F |2 W · pir2(Cov(A))|E r〉2.
By lemma 1.51, this equals 〈F |2 W |E r〉2 = Sˆ (W ).
iii) We prove W ∗(1<Sˆ (W ))W (1<Sˆ ) = Sˆ (W )<Sˆ by means of the following
diagram.
F s<Es
|E r〉2<Sˆ //
(2.22)
(1<Sˆ )
{{vv
vv
vv
vv
vv
vv
vv
GF EDSˆ (W )<Sˆ

F s<Er<Es
W12
//
Σ23

(F r,s<F )<Es
〈F |2
%%KK
KK
KKK
KK
KKK
KK
(C)
F s<Es |E r〉3//
W

(IW )
F s<Es<Er V23 //
W12

F s<(Es=Er) W13//
(PW )
((F s,r<E)<F )s2 〈F |3 //
(IW )
F s<Es
F r<F s |E r〉3//@A 
1<Sˆ (W )
(D)
OOF
r<F s<Er W23 // F r<(F r,s<F ) 〈F |3 //
W ∗12
OO
F r<F s
W ∗
OO
The individual cells commute for the following reasons: (IW ) intertwining prop-
erties of W , (PW ) pentagon equation for W , (D) definition of Sˆ (W ), (C) by
inspection, (2.22) by the second diagram in the proof of proposition 2.22.
Therefore, the map T 7→ W ∗(1 < T )W defines a non-degenerate morphism
δˆ : Sˆ (W ) → M (Sˆ (W ) < Sˆ ). The fact that δˆ is coassociative is proved as part
iii) of proposition 2.22. Finally, the coaction δˆ is regular because
Sˆ (W )β = 〈F |2 W |E rβ 〉2 = 〈F |2 W |E rβ Jβ〉2 = Sˆ (W )βpis(Jβ), β ∈ PAut(A),
where Jβ = 〈E rβ |E rβ 〉.
iv) If the representation pir on F is faithful, the map T 7→ 1F r < T is injective.
Therefore, the coaction δˆ is injective as well.
For later use we note the following analogue of lemma 2.21.
Lemma 2.46. The following diagram commutes.
F s
Sˆ (W )//
Sˆ (W )

F s
|E r〉2 // F s<Er
W

〈E r|2 // F s
Sˆ (W )

F s
|F 〉2 // F r,s<F 〈F |2 // F s Sˆ (W )// F s
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Proof. For the left square, consider the following diagram.
F s
|E r〉2Sˆ (W )

|F 〉2
//
GF Sˆ (W )=Sˆ (W )∗(D) 
(2.45)
F r,s<F
|F 〉3

W ∗12
//
(IW )
F s<Er 〈E r |2 //
|F 〉3

(C)
F s
|F 〉2

F s<Er@A 
W
OOF
r,s<(F r<F ) W ∗12 // ((F s,r<E)<F )r2 〈E r|2 // F r,s<F
The individual cells commute for the following reasons: (IW ) intertwining property
of W , (C) by inspection, (D) definition, (2.45) by the commutative diagram in the
proof of the previous proposition.
For the right square, consider the following diagram.
F s<Er
W












F s<Er
W

|E r〉2
//
GF |E r〉2〈E r|2 //
(IW )
F s<(Er=Er)
V ∗23
//
W13

(R)
F s<(Es,r<E)
W12
//
〈E|3
44hhhhhhhhhhhhhhhhhhhhhhhhhh
(PW )
F r,s<(F s<E)
〈E|3

W23
xxqqq
qqq
qqq
qqq
qqq
(IW )
F r,s<F |E r〉2//
〈F |2

(C)
((F s,r<E)<F )r2
〈F |3

W12 //
(IW )
F r,s<(F r<F )
〈F |3

(C)
F r,s<F
〈F |2

F s@A (D)
Sˆ (W )
OO
|E r〉2 // F s<Er W // F r,s<F 〈F |2 // F s
The individual cells commute for the following reasons: (IW ) intertwining proper-
ties of W , (C) by inspection, (D) definition, (PW ) pentagon equation for W , (R)
decomposable left regularity of V .
If V is not left decomposable, one still has the following results.
Proposition 2.47. Let W be a right coaction unitary for V . Then the sub-
space Ŝ(W ) := 〈F |2 W |E〉2 ⊂ LAop(F ) is a non-degenerate C∗-algebra, and the
representation pis : A → LAop(F ) restricts to a non-degenerate ∗-homomorphism
pis → M
(
Ŝ(W )
)
. One has W |E〉2 Ŝ(W ) = |F 〉2 Ŝ(W ) and Ŝ(W ) 〈F |2 W =
Ŝ(W ) 〈E|2.
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Left coaction unitaries Let F be a right C∗-module over Aop and let pis : Aop →
LAop(F ) and pir : A→ LAop(F ) be two commuting non-degenerate representations.
Then one has the following analogue of lemma 2.5.
Lemma 2.48. If W ∈ LAop(F = F s, E = F r) satisfies
Wpir1 = pir1W, Wpir2 = pis1W, Wpis1 = pis2W,
then all operators in the following diagram are well-defined.
E = F r = F s
W23 ,,ZZZZ
ZZZZZZZ
ZZZZZZ
F = F s = F s
W23$$H
HH
HH
HH
HH
HH
W12
22ddddddddddddddddd
E =Er = F r
F = (E = F r,s) W13−−−→ (Es <E) = F rV12
::vvvvvvvvvvvv
Definition 2.49. A unitary W : F = F s → E = F r is a left coaction unitary for
V if it satisfies the assumptions of the previous lemma.
So, W is a left coaction unitary for V if and only if W op := ΣW ∗Σ is a right
coaction unitary for V op = ΣV ∗Σ.
Proposition 2.50. Let V be a decomposably right regular pseudo-multiplicative
unitary and let W be a left coaction unitary for V .
i) The sub-family S (W ) := 〈E r|1 W |F 〉1 ⊂ Lid(F r) given by the composition
F r ∼= A= F s,r |F 〉1−−→ F = F s,r W−→ Es = F r 〈E r |1−−−→ A= F r ∼= F r
is a non-degenerate C∗-pre-family.
ii) One has pir(Cov(A))S (W ) = S (W ).
iii) The map T 7→W (T = 1F s)W ∗ defines a coaction δ of (S ,∆) on S (W ).
iv) If the representation pis is faithful,
(
S (W ), δ
)
is a regular (S ,∆)-family.
Proposition 2.51. Let W be a left coaction unitary for V . The subspace S(W ) :=
〈E|1 W |F 〉1 ⊂ LAop(F ) is a non-degenerate C∗-pre-family, and the representation
pir : A → LA(F ) restricts to a non-degenerate ∗-homomorphism pir → M(Ŝ(W )).
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2.4 Pseudo-Kac systems on C∗-modules
In this section, we introduce the notion of a pseudo-Kac system on C ∗-modules
and use it as a framework to construct reduced crossed products for coactions of
Hopf C∗-pre-families and to generalise the Baaj-Skandalis duality theorem.
The definition of a pseudo-Kac system builds on the notion of a Kac system on
a Hilbert space introduced by Saad Baaj and Georges Skandalis [3], but brings in
a new level of complexity: the underlying Hilbert space, the multiplicative unitary
and the symmetry comprising a Kac system are now replaced by families of four
C∗-bimodules, six unitaries and four symmetries. The involved system of axioms
calls for a careful motivation. In various examples, the families of C ∗-modules and
operators arise from one single module and two additional maps after completion
with respect to several different inner products. The algebraic essence of the
underlying triples and the transition to the C ∗-algebraic setting are discussed in
the first subsection. The definition of a pseudo-Kac system and several remarks
follow.
Like a decomposable pseudo-multiplicative unitary, a decomposable pseudo-
Kac system has two legs which form a “dual pair” of Hopf C ∗-families. The
reduced crossed product constructions given by Saad Baaj and Georges Skandalis
carry over to coactions of these Hopf C∗-families, as does the duality theorem.
In the adaptation to the present situation, much attention has to be paid to the
choice of the right member of the family of C∗-bimodules and of the family of
unitaries in each equation – each one plays its own roˆle. This phenomenon seems
to be inherent to the problem and not to our axiomatisation: an ad-hoc proof
of the duality theorem adapted to locally compact groupoids already reaches a
comparable complexity.
The main example for the theory developed here is provided by locally compact
groupoids. At the end of this section, we present another example of a pseudo-Kac
system which is not decomposable.
In the discussion of pseudo-multiplicative unitaries in the previous section,
we considered both left and right Hopf C∗-families and left and right coactions.
Following [3], we restrict to right coactions and hence also to right Hopf C ∗-
families. At the moment, we do not see whether the simultaneous consideration
of left and right coactions would make the treatment more transparent.
It would be nice if the axiom system could be simplified. We suspect that
in the context of measured quantum groupoids and von Neumann algebras, the
corresponding notion of a pseudo-Kac system should consist of just one pseudo-
multiplicative unitary and one additional symmetry – there, the problems which
force us to introduce families of operators should be amenable to the Tomita-
Takesaki theory and the theory of operator-valued weights.
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2.4.1 Motivation
As a motivation for the axiom system, we first present its algebraic essence as a
“toy definition”.
The algebraic setting
An algebraic pseudo-Kac system consists of a pseudo-multiplicative isomorphism
and an additional “antipode” subject to several conditions. This isomorphism is
the algebraic counterpart of the notion of a pseudo-multiplicative unitary on a
C∗-module.
Preliminary definition A pseudo-multiplicative isomorphism con-
sists of an algebra A, a vector space E with pairwise commuting rep-
resentations pir : A
op → L(E) and pir, pis : A → L(E), and an isomor-
phism V : E sr E → E rr E which intertwines the representations
pir, pir, pis as follows
V pir1 = pir1V, V pis2 = pis2V, V pir1 = pir2V, V pir2 = pis1V,
and satisfies the pentagon equation V12V13V23 = V23V12.
One easily checks that the intertwining conditions imply that the maps in the
following diagram are well-defined.
E rr E sr E
V23
++WWWW
WWWWW
WW
E sr E sr E
V12
33hhhhhhhhhhh
V23
1
11
11
11
1 E rr E rr E
E sr2 (E rr E)
V13−−→ (E sr E) r1r E
V12
FF
The pentagon equation holds exactly if this diagram commutes.
Preliminary definition An algebraic pseudo-Kac system (A,E,U, V )
consists of
i) an algebra A and a vector space E with representations pir , pis : A
op →
L(E) and pir, pis : A→ L(E) all of which commute pairwise,
ii) an involutive isomorphism U : E → E such that Upir = pisU and
Upir = pisU ,
iii) a pseudo-multiplicative isomorphism V : E sr E → E rr E
such that pis1V = V pis1, pis2V = V pis2, (Σ(1U)V )3 = 1 and the map
Vˆ := Σ(U  1)V (U  1)Σ: E rr E → E rs E
is a pseudo-multiplicative isomorphism.
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This notion of an algebraic pseudo-Kac system does not include any regularity
condition for the multiplicative isomorphism. Note that a useful regularity condi-
tion depends on the identification of a natural replacement for the space of maps
KA(E,A), where E is a C
∗-module over A.
Examples of algebraic pseudo-Kac systems associated to e´tale groupoids and
to pairs of algebras are presented in subsection 3.2.1 and 2.4.5.
The transition to the C∗-algebraic setting
Formal problems Let us now shift from algebraic pseudo-Kac system to the
C∗-algebraic setting. The appropriate counterpart of the notion of a pseudo-
multiplicative isomorphism has already been introduced in 2.6. There, one re-
placed
• the algebra A by a C∗-algebra A and the vector space E by a C∗-module
over A,
• the representations pir, pis by ∗-representations of A on the C∗-module E,
• the isomorphism V : E srE → E rrE by a unitary V : Es<E → E=Er.
The representation pir present in the algebraic definition is implicit in the C
∗-
algebraic notion in form of the right module structure of E over A. Also, the
counterpart of the equation V pir1 = pir2V is implicit in the fact that V is a map
of C∗-modules. The remaining intertwining conditions for V with respect to the
representations pir and pis and the pentagon equation imposed on V are exactly
the same in both settings.
To extend a pseudo-multiplicative unitary to a pseudo-Kac system, one should
introduce a fourth representation pis ofA
op onE and a counterpart of the involutive
isomorphism U acting on E. The theory of Kac systems suggests that U should
be a unitary map on E. Now, several problems arise:
• Since pir corresponds to the right module structure of E and U intertwines
pir and pis in the algebraic setting, one must either have pir = pis or introduce
another C∗-module F which gets identified with E via U .
• In this case, however, Vˆ would be a map E = F → E < F and no longer fit
the definition of a pseudo-multiplicative unitary. Similar problems arise in
the equation (Σ(1⊗ U)V )3 = 1.
• Let us consider the domain and range of Vˆ with the definition of pseudo-
multiplicative unitaries of C∗-modules. Since the algebraic tensor product
gets replaced by the internal tensor product on C ∗-modules, pir should get
replaced by a right C∗-module. Thus, an additional C∗-modules appears.
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Conceptual problems The purpose of pseudo-Kac systems will be the con-
struction of crossed products for coactions of a dual pair of right Hopf C ∗-families,
(Sˆ , ∆ˆ) and (S ,∆), say. Let δ be a right coaction of (S ,∆) on a C ∗-algebra C.
By analogy to the setting of Hilbert spaces, the corresponding reduced crossed
product should be equal to the product span
(
δ(C)(1 < Sˆ )). However, the in-
ternal tensor product 1 < Sˆ = (1 < Sˆ βid)β is formed of the strictly adjointable
operators of Sˆ only – for α 6≤ id, the subspace Sˆ βα does not enter the definition
of the reduced crossed product. Thus, in the definition of the reduced crossed
product, the factor 1 < spanβSˆ βid is to small – the C∗-algebra spanβSˆ βid should
be replaced by a larger C∗-algebra Sˆ0 which carries a canonical coaction of Sˆ .
Arguably, this coaction should be the left leg of a coaction unitary which should
enter the definition of a pseudo-Kac system. Symmetrically, the consideration of
crossed products for coactions of the Hopf C∗-family (Sˆ , ∆ˆ) suggests to introduce
an additional coaction unitary.
The example of locally compact groupoids Next, let us consider the fun-
damental example which shall be covered by the theory of pseudo-Kac systems
on C∗-modules. Let G be a locally compact Hausdorff groupoid with left Haar
system λ. In subsection 3.2.1, we associate to G a pseudo-multiplicative unitary
V : Es <E → E =Er, where
• E is the C∗-module L2(G,λ) over A = C0(G0),
• pir and pis are the representations induced by the range and the source map,
respectively,
• V is the operator induced by the map V0 : Cc
(
G s×rG
)→ Cc(G r×rG) given
by (V0f)(x, y) := f(x, x
−1y) for all (x, y) ∈ G r×r G and f ∈ Cc
(
G s×r G
)
.
In analogy to the situation of the Kac system associated to a locally compact
group, the additional operator U should be induced by the inversion ν : G → G
given by x 7→ x−1. This inversion defines a unitary map between the C ∗-modules
E = L2(G,λ) and L2(G,λ−1) =: F . Here, λ−1 denotes the right Haar system
associated to λ, i.e. the family of measures λ−1v := ν∗(λv) on the fibres Gv , v ∈ G0,
of the source map. Put pir := pir and pis := pis and use the same notation for
the representations on F induced by the range and source map of G, respectively.
Now, the crucial point is the following observation:
The map V0 : Cc
(
G s×r G
) → Cc(G r×r G) defined above extends to
unitaries F s <E → F r <E and F = F r → E = F r.
This result will be proved in section 3.2.
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Summary In the definition of C∗-algebraic pseudo-Kac system, one needs to
introduce additional C∗-modules and unitaries. This seems to open Pandora’s box
– if one C∗-algebraic pseudo-Kac systems consists of a collection of C ∗-modules
and unitaries, the formation of direct sums and external tensor products of such
systems might lead to an explosion of the number of C ∗-modules and unitaries
involved.
2.4.2 Definition and first properties
In this subsection, we introduce the notion of a pseudo-Kac system. As already
indicated, it consists of families of C∗-bimodules and families of operators. The
defining properties again are families of equations, for which we employ the fol-
lowing notation.
Notation 2.52. Given two sets M,N of homogeneous operators of C ∗-bimodules
with different domains and different ranges, we denote by MN ,M∗,M<N and
M=N the set of all possible compositions, adjoints and internal tensor products
that can be formed with elements ofM and N . We say that two families commute
if MN = NM. Furthermore, we apply the leg notation to such families in the
obvious way. Finally, an equation of the form M = 1, in this context, means that
all elements of M are identity morphisms, but of potentially different objects.
This notation is used in the following definition. In the remarks ensuing the
definition, the corresponding equations are written out in full detail.
Definition 2.53. A C∗-pseudo-Kac system (A, I,E, pi, U, V ) consists of
• a C∗-algebra A,
• a family I of four indices, say (r, s, r, s),
• a family E of right C∗-modules Er, Es over A and Er , Es over Aop,
• families of pairwise commuting non-degenerate and faithful ∗-representations
pixr , pi
x
s of A and pi
x
r , pi
x
s of A
op on Ex defined for all x ∈ I, except for pixx, x ∈ I,
• a family U of two pairs of mutually inverse unitaries
U r : Er → Es, U s : Es → Er, U r : Er → Es, U s : Es → Er,
where U s = (U r)∗ and U s = (U r)∗,
• a family V of unitaries
V ss : Es =Ers → Er =Ers , V sr : Ess <Er → Ers <Er,
V rr : Esr <Er → Er =Err , V sr : Es =Err → Ers <Er,
V rr : Esr <Er → Err <Er, V ss : Es =Ers → Er =Ers ,
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subject to the following conditions:
i) the family U satisfies UpirU = pis and UpirU = pis,
ii) V and U intertwine the families of representations pir , pir, pis, pis as follows:
V pis1 = pis1V, V pis2 = pis2V, V pir1 = pir1V,
V pis2 = pis2V, V pir1 = pir2V, V pir2 = pis1V,
iii) the families V and Vˆ := ΣU1V U1Σ both satisfy the pentagon equations
V12V13V23 = V23V12, Vˆ12Vˆ13Vˆ23 = Vˆ23Vˆ12,
iv) the families U and V satisfy the irreducibility equation (ΣU2V )
3 = 1;
v) The pseudo-multiplicative unitaries V rr and Vˆ rr, the latter being given by
the composition
Vˆ rr : Err <Er Ur1 Σ−−−→ Es =Err V sr−−→ Ers <Er ΣUs1−−−→ Er =Esr ,
are regular.
Of particular interest to us are decomposable pseudo-Kac systems. To these,
the techniques of the previous chapter and the previous section can be applied.
In particular, we can associate Hopf C∗-families, consider coactions of these Hopf
C∗-families on C∗-algebras and – in the following subsections – turn to crossed
product constructions and duality theorems.
Definition 2.54. A pseudo-Kac system (A, I, pi,E, U, V ) is decomposable if the
C∗-bimodules Err , E
s
r , E
r
r and E
s
r are decomposable, and if the pseudo-multiplicative
unitaries V rr and Vˆ rr are decomposably left and right regular.
Remarks 2.55. i) One has UU = 1.
ii) The pentagonal equation for the family V is equivalent to the fact that each
of the eight diagrams in figure 2 commutes. The fact that each map in these
diagrams is well-defined follows from the intertwining properties imposed on
the family V by condition ii).
iii) The last condition is equivalent to the fact that the following two diagrams
commute.
Esr <Er V rr // Er =Err
ΣUr2
$$I
III
II
II
Er =Ers
ΣUs2
::uuuuuuuu
Ess <Er
V srzzvv
vvv
vv
v
Es =ErsV ss
ddHHHHHHHH
Ers <ErΣUr2oo
Es =Err V sr // Ers <Er
ΣUr2
$$H
HH
HH
HH
H
Err <Er
ΣUr2
;;vvvvvvvv
Es =Ers
V sszzuu
uu
uu
uu
Esr <ErV rr
ddIIIIIIII
Er =ErsΣUs2oo
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Er =Er,sr <Er
V rr23
**VVV
VVVV
VVVV
VVVV
V
Esr <Esr <Er
V rr23 ?
??
??
??
?
V rr12
44hhhhhhhhhhhhhhhh
Er =Err =Err
Esr < (Er =Err ) V rr13−→ (Esr <Er)=ErrV
rr
12
??
Ers <Esr <Er
V rr23
++VVVV
VVVVV
VVVVV
VVV
Ess <Esr <Er
V rr23 ?
??
??
??
?
V sr12
44hhhhhhhhhhhhhhhh
Ers <Err <Er
Ess < (Er =Err ) V sr13−→ (Es,rs <Er) <ErV
sr
12
>>}}}}}}}}
Err <Esr <Er
V rr23
++VVVV
VVVVV
VVVVV
VVV
Esr <Esr <Er
V rr23 >
>>
>>
>>
>>
V rr12
44hhhhhhhhhhhhhhhh
Err <Err <Er
Esr < (Er =Err ) V rr13−→ (Es,rr <Er)<ErV
rr
12
??
Er =Er,ss <Er
V sr23
**VVV
VVVV
VVVV
VVVV
V
Es =Er,ss <Er
V sr23 <
<<
<<
<<
<<
V ss12
44hhhhhhhhhhhhhhhh
Er =Er,rs <Er
Es = (Ers <Err ) V sr13−→ (Ers =Ers) <Er
V ss12
AA
Ers <Esr <Er
V rr23
**VVV
VVVV
VVVV
VVVV
V
Es =Er,sr <Er
V rr23 <
<<
<<
<<
<<
V sr12
44hhhhhhhhhhhhhhhh
Ers <Err <Er
Es = (Err <Err ) V sr13−→ (Ers =Err ) <Er
V sr12
AA
Er =Ers =Ers
V ss23
**VVV
VVVV
VVVV
VVVV
V
Es =Ers =Ers
V ss23 ?
??
??
??
??
V ss12
33hhhhhhhhhhhhhhhhh
Er =Err =Ers
Es = (Er =Er,rs ) V ss13−→ (Esr <Er) =Ess
V rr12
@@         
Er =Ers =Err
V sr23
**VVV
VVVV
VVVV
VVVV
V
Es =Ers =Err
V sr23
<
<<
<<
<<
<<
V ss12
44hhhhhhhhhhhhhhhh
Er =Er,rs <Er
Es = (Ers <Err ) V sr13−→ (Ers =Ers) <Er
V ss12
AA
Er =Ers =Ers
V ss23
**VVV
VVVV
VVVV
VVVV
V
Es =Ers =Ers
V ss23 >
>>
>>
>>
>>
V ss12
33hhhhhhhhhhhhhhhhh
Er =Err =Ers
Es = (Er =Er,rs ) V ss13−→ (Esr <Er)=Ers
V rr12
@@
Figure 2.1: The eight pentagon diagrams of a C∗-pseudo-Kac system
73
2. PSEUDO-MULTIPLICATIVE UNITARIES AND PSEUDO-KAC SYSTEMS
ON C∗-MODULES
iv) The operator V rr is a pseudo-multiplicative unitary, and V ss and V rr are a
left and a right coaction unitary for it.
v) The definition of the family Vˆ raises some ambiguities concerning the nota-
tion of the indices. The indexing does not interfere with the formulation of
the axioms, but is very important in the remainder of the section. It will be
fixed in the next paragraph.
The dual pseudo-Kac system
The notion of a pseudo-Kac system has a rich symmetry: out of one pseudo-
Kac system, several related ones can be constructed. As in the case of pseudo-
multiplicative unitaries, this symmetry will be used to transfer results about one
leg of a decomposable pseudo-Kac system to the other leg.
The most important symmetry is the duality of pseudo-Kac systems which is
explained in the following.
Proposition 2.56. Let K = (A, I, pi,E, U, V ) be a pseudo-Kac system on C ∗-
modules. Put Iˆ = (rˆ, sˆ, rˆ, sˆ) where rˆ = s, sˆ = r, rˆ = r, sˆ = s. We index the
family Vˆ = ΣU1V U1Σ as follows:
Vˆ sr := V̂ ss : Ers <Er Ur1 Σ−−−→ Es =Ers V ss−−→ Er =Ers ΣUr1−−−→ Ers <Es,
Vˆ rs := V̂ rr : Er =Ers Us1 Σ−−−→ Esr <Er V rr−−→ Er =Err ΣUr1−−−→ Err <Es,
Vˆ rs := V̂ rr : Er =Ers Us1 Σ−−−→ Esr <Er V rr−−→ Err <Er ΣUr1−−−→ Er =Ess ,
Vˆ rr := V̂ sr : Er =Err Ur1 Σ−−−→ Ess <Er V sr−−→ Ers <Er ΣUs1−−−→ Er =Esr ,
Vˆ rr := V̂ sr : Err <Er Ur1 Σ−−−→ Es =Err V sr−−→ Ers <Er ΣUs1−−−→ Er =Esr ,
Vˆ sr := V̂ ss : Ers <Er Ur1 Σ−−−→ Es =Ers V ss−−→ Er =Ers ΣUr1−−−→ Ers <Es.
Then Kˆ := (Aop, Iˆ , pi, E, U, Vˆ ) is a C∗-pseudo-Kac-system as well.
Proof. We check the axioms one after the other. Axiom i) is satisfied because
UpirˆU = UpisU = pir = pisˆ, UpirˆU = UpirU = pis = pisˆ.
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To check axiom ii), we use a self-explanatory column-notation:
Vˆ ·

pisˆ1
pisˆ2
pirˆ1
pisˆ2
pirˆ1
pirˆ2

= ΣU1V U1Σ ·

pis1
pis2
pis1
pir2
pir1
pis2

= ΣU1V ·

pis2
pir1
pis2
pis1
pir2
pir1

· U1Σ =
= ΣU1 ·

pis2
pir1
pis2
pis1
pis1
pir2

· V U1Σ =

pis1
pis2
pis1
pir2
pir2
pir1

· ΣU1V U1Σ =

pisˆ1
pisˆ2
pirˆ1
pisˆ2
pir2
pis1

· Vˆ .
For axiom iii), note that the bidual family
ˆˆ
V is given by
ΣU1Vˆ U1Σ = ΣU1ΣU1V U1ΣU1Σ = U2U1V U1U2.
It is easy to see that the family U2U1V U1U2 satisfies the pentagon equation if V
does. The irreducibility condition iv) holds because
(ΣU2Vˆ )
3 = (ΣU2ΣU1V U1Σ)
3 = (V ΣU2)
3 = U2Σ(ΣU2V )
3ΣU2 = U2Σ · ΣU2 = 1.
Finally, the pseudo-multiplicative unitaries
Vˆ rˆrˆ = Vˆ rr = V̂ sr and
̂ˆ
V sˆrˆ =
̂ˆ
V rs = V̂ rr = U2U1V
rrU1U2
are regular by assumption on K.
Definition 2.57. The pseudo-Kac system Kˆ is the dual of K.
Observe that the operator Vˆ rr is a pseudo-multiplicative unitary, and Vˆ rr and
Vˆ sr are a left and a right coaction unitary for it.
The bidual pseudo-Kac system
ˆˆK is not equal to the initial pseudo-Kac K, but
isomorphic in a suitable sense. It is given by
ˆˆK = (A, ˆˆI, pi,E, U, ˆˆV ), where the
index set
ˆˆ
I = (ˆˆr, ˆˆs, ˆˆr, ˆˆs) is given by ˆˆr = s, ˆˆr = s, ˆˆr = s, ˆˆs = r, and the family
ˆˆ
V is
given by
ˆˆ
V = U1U2V U2U1.
It is easy to see that the bidual of the bidual is strictly equal to the initial
pseudo-Kac system. The predual pseudo-Kac system K˜ = ˆˆKˆ of K is given by
K˜ = (Aop, I˜ , pi, E, U, V˜ ), where the index set I˜ = (r˜, s˜, r˜, s˜) is given by r˜ = r, s˜ =
s, r˜ = s, s˜ = r, and the family V˜ is given by V˜ = ΣU2V U2Σ.
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Examples and standard constructions
In this thesis, we give two examples of pseudo-Kac systems. In section 3.2, we
associate to each locally compact groupoid a pseudo-Kac system which is decom-
posable if the groupoid is decomposable. In section 2.4.5, we construct pseudo-Kac
systems out of center-valued tracial conditional expectations. The following con-
structions can be used to obtain further examples of pseudo-Kac systems.
• Completion Let (A0, E0, U0, V0) be an algebraic pseudo-Kac system, put
I = (r, s, r, s) and let A, pi,E,U and V be a C∗-algebra, families of C∗-
modules with representations and unitaries as in definition 2.53, respectively,
such
– that A0 is dense in A, the family E is obtained by completing E0 with
respect to various pre-C∗-module structures,
– the representations on E are induced by the corresponding representa-
tions on E and
– the families U and V are induced by the unitaries U0 and V0, respec-
tively.
Then E, pi, U and V satisfy the conditions v)-viii) of definition 2.53. If
(A, I, pi,E, U, V ) is a pseudo-Kac system, we say that it is induced by the
algebraic Kac system.
Given two pseudo-Kac systems, one can form their direct sum and their external
tensor product; we do not write down the details.
The left and the right leg of a decomposable pseudo-Kac system
Let K := (A, I, pi,E, U, V ) be a decomposable pseudo-Kac system.
Notation 2.58. We denote by (Sˆ , ∆ˆ) the right Hopf C∗-family of the left leg of
the pseudo-multiplicative unitary V rr,
Sˆ = {E rr |2 V rr |E rr 〉2 ⊂ L (Esr), ∆ˆ(T ) = V rr∗(1 = T )V rr,
where E rr := Cov(E
r
r ). We denote by (Sˆ0, δˆ0) the right coaction of (Sˆ , ∆ˆ) associ-
ated to the left coaction unitary V rr in subsection 2.3.3,
Sˆ0 = 〈Er|2 V rr|E rr 〉2 ⊂ Lid(Esr), δˆ0(T ) = T 7→ V rr∗(1 < T )V rr, (2.1)
and call it the initial coaction of (Sˆ , ∆ˆ). The extension of this coaction to the
C∗-algebra Sˆ0 := spanα Sˆ α0 in the sense of proposition 2.32 is denoted by δˆ0 again.
The left leg of K is the pair ((Sˆ , ∆ˆ), (Sˆ0, δˆ0)). The right leg ((S ,∆), (S0, δ0))
of K is the left leg of the dual pseudo-Kac system Kˆ, i.e. (S ,∆) is the right Hopf
C∗-family of the left leg of the pseudo-multiplicative unitary Vˆ rr,
S = {E sr |2 Vˆ rr |E sr 〉2 ⊂ L (Err ), ∆(T ) = Vˆ rr∗(1 = T )Vˆ rr,
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where E sr := Cov(E
s
r ), and (S0, δ0) is the right coaction of (S ,∆) associated to
the left coaction unitary Vˆ sr,
S0 = 〈Es|2 Vˆ sr |E sr 〉2 ⊂ Lid(Ers ), δ0(T ) = Vˆ sr∗(1 < T )Vˆ sr.
The extension of this coaction to S0 := spanαS
α
0 is denoted by δ0 again.
Recall that associated to the Hopf C∗-families (Sˆ , ∆ˆ) and (S ,∆), we have
the pairs of functors and natural transformations (Sˆ, ∆ˆ) and (S,∆) given by
Sˆ : C∗A → C∗A, Sˆ(C, pi) =
(
(C, pi) < Sˆ , 1 < pis), Sˆφ = indφ,
∆ˆ : Sˆ → Sˆ2, ∆ˆ(C,pi) = idC <∆ˆ
on objects (C, pi) and morphisms φ in the category C∗A, and
S : C∗Aop → C∗Aop , S(C, pi) =
(
(C, pi) <S , 1 < pir), Sφ = indφ,
∆ : S → S2, ∆(C,pi) = idC <∆,
on objects (C, pi) and morphisms φ in the category C∗Aop .
Next, we recall the notion of regularity for coactions on C ∗-pre-families and C∗-
algebras introduced in subsection 2.3.2. The reduced crossed product construction
will give rise to such coactions, and the formulation of the duality theorem depends
on them.
Notation 2.59. A right coaction of (Sˆ , ∆ˆ) on a C∗-pre-family C is regular
if C αβ = C
α
β λ(Jˆα) for all α ∈ PAut(A) and all β, where Jˆα =
〈
(E rr )α
∣∣(E rr )α〉.
Likewise, a right coaction of (S ,∆) on a C∗-pre-family C is regular if C α′β =
C α
′
β λ(Jα′) for all α
′ ∈ PAut(Aop) and all β, where Jα′ =
〈
(E sr )α′
∣∣(E sr )α′〉.
A right coaction (C, pi, δ) of (Sˆ, ∆ˆ) is a regular (Sˆ, ∆ˆ)-algebra if it is induced
from a regular right coaction of (Sˆ , ∆ˆ) on a non-degenerate C∗-pre-family C ⊂
Cov(C, pi) in the sense of proposition 2.32. Likewise, the notion of an (S,∆)-
algebra is defined.
Observe that the initial coactions belong to this class by proposition 2.45.
2.4.3 Crossed products and dual coactions
In this section, we introduce reduced crossed products for coactions of the Hopf
C∗-families comprising the left and the right leg of a pseudo-Kac system. These are
“twisted tensor products” formed of the C∗-algebra or C∗-pre-family underlying
the coaction under consideration and of the C∗-pre-family underlying the initial
coaction of the respective dual Hopf C∗-family. The initial coaction induces a dual
coaction of the dual Hopf C∗-family on the reduced crossed product.
The constructions are similar to the case of Kac systems [3], but much more
book-keeping is needed in order to keep track of the multitude of C ∗-bimodules
and unitaries involved.
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First, we collect some standard relations which are satisfied by each pseudo-
Kac system. They are used in the construction of dual coactions and in the proof
of the duality theorem. Then we discuss coactions of the right leg of a pseudo-Kac
system and associated reduced crossed products. The corresponding constructions
and results for coactions of the left leg are summarised at the end.
Throughout this subsection, let K = (A, I,E, pi, V, U) be a pseudo-Kac system.
Standard relations
The following relations are straight-forward reformulations of the corresponding
results for Kac systems introduced and proved in [3, section 6]. We adopt the
notation 2.52 for sets of morphisms to collect families of related equalities in one
equation.
Proposition 2.60. One has the following families of relations.
i) Vˆ V V˜ = U1Σ,
ii) V12U2V23U2 = U2V23U2V13V12,
iii) Vˆ23V12V13 = V13Vˆ23 and V˜12V13 = V13V23V˜12,
iv) V23V12V
∗
23 = Vˆ
∗
23V13Vˆ23 and V˜12V13V˜
∗
12 = V
∗
12V23V12,
v) each of the following pairs of families commute:
Σ23Vˆ23V23 with V12, V12V˜12Σ12 with V23,
V12 with V˜23, V23 with Vˆ12.
Proof. By condition v) of definition 2.53, one has
Vˆ V V˜ = U1U2 · ΣU2V ΣU2︸ ︷︷ ︸
Vˆ
V ΣU2V · U2Σ︸ ︷︷ ︸eV = U1U2 · U2Σ = U1Σ.
The assertions ii),iii) and v) are direct generalisations of proposition 6.1 (1)-(5)
and of proposition 6.5 (b),(c) in [3]. The proofs carry over verbatim. For relation
iv), combine the pentagon equation and iii).
In the situation of Kac systems acting on Hilbert spaces, these relations imply
the equations
V (s⊗ 1)V ∗ = ∆(s), s ∈ S, and V (UsˆU ⊗ 1)V ∗ = UsˆU ⊗ 1, sˆ ∈ Sˆ,
which are used to construct dual coactions on reduced crossed products and to
prove of the duality theorem. In the setting of pseudo-Kac systems, these two
equations split up into several related but formally different ones.
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Proposition 2.61. Let E0 and V
0 be a C∗-module and a unitary belonging
to the family E and V , respectively, and assume that φ2 : E0 → Dom V 0 and
ψ2 : ImV
0 → E0 are maps of the form ζ 7→ ζ ⊗ η and ζ 7→ ζ ⊗ ξ, respectively.
Then
V (φ∗1V
0ψ1)1V
∗ = Vˆ ∗(φ∗1V
0ψ1)2Vˆ , Vˆ (φ
∗
2V
0ψ2)2Vˆ
∗ = (φ∗2V
0ψ2)2,
V˜ (φ∗2V
0ψ2)1V˜
∗ = V ∗(φ∗2V
0ψ2)2V.
Proof. By parts iv) and v) of the previous proposition, one has
V (φ∗1V ψ1)1V
∗ = φ∗1V23V12V
∗
23ψ1 = φ
∗
1Vˆ
∗
23V13Vˆ23ψ1 = Vˆ
∗(φ∗1V ψ2)1Vˆ ,
Vˆ (φ∗2V ψ2)2Vˆ
∗ = φ∗3Vˆ12V23Vˆ
∗
12ψ
∗
3 = φ
∗
3V23ψ3 = (φ
∗
2V ψ2)2,
V˜ (φ∗2V ψ2)1V˜
∗ = φ∗3V˜12V13V˜
∗
12ψ3 = φ
∗
3V
∗
12V23V12ψ3 = V
∗(φ∗2V ψ2)2V.
Coactions of the right leg
First, we discuss reduced crossed products for coaction of the right leg on C ∗-pre-
families. The corresponding constructions and results for coactions on C ∗-algebras
will be summarised at the end.
Let B be a C∗-algebra and let C be a non-degenerate C∗-pre-family on a
C∗-Aop-B-bimodule E with a right coaction δ of (S ,∆).
Proposition 2.62. The image δ(C ) is contained in L id(E <Esr), and δ(C )(1<
Sˆ0) ⊂ L (E <Esr) is a C∗-pre-family.
Proof. Since V rr commutes with pis2, the C
∗-pre-family S commutes with pis.
Therefore, δ(C ) commutes with the representation pis on E <Er.
Since δ(C ) and 1<Sˆ0 are C∗-pre-families, it is enough to show that the family
X := (1 < Sˆ0)δ(C ) is contained in δ(C )(1 < Sˆ0). By equation (2.1), one has
X = 〈Er|3 V rr23 |E rr 〉3 δ(C ) = 〈Er|3 V rr23
(
δ(C ) < 1) |E rr 〉3.
By proposition 2.61, one has V rr(s<1)V rr∗ = ∆(s) for all s ∈ S . By uniqueness of
the extension of morphisms to multiplier families, we can rewrite in the expression
above V rr23 (δ(C ) < 1) = ((id<∆)(δ(C )))V rr23 . Since S idid is non-degenerate and
(id<∆)δ = (δ < 1)δ, we can rewrite
〈Er|3
(
(id<∆)(δ(C ))) = 〈S idid Er|3 ((δ < 1)(δ(C )))
= 〈Er|3
(
(δ < 1)((1 <S idid )δ(C ))) ⊂ 〈Er|3 (δ(C ) <S ).
Inserting this in the expression for X again, we obtain
X ⊂ 〈Er|3
(
δ(C )<S )V rr23 |E rr 〉3 ⊂ δ(C )(1 < Sˆ0).
Definition 2.63. The reduced crossed product of the coaction (C , δ) is the C ∗-
pre-family C o Sˆ0 := δ(C )(1 < Sˆ0) ⊂ L (E <Esr).
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A similar argument as the one in the proof above shows the following result.
Corollary 2.64. The product S Sˆ0 ⊂ L (Esr ) is a C∗-pre-family.
The reduced crossed product carries a dual coaction which is constructed using
the standard relations collected in the previous subsection.
Proposition 2.65. The formula
δ(c)(1 < sˆ) 7→ (δ(c) < 1)(1< δˆ0(sˆ)), c ∈ C , sˆ ∈ Sˆ0,
defines a regular coaction δˆ on the reduced crossed product C o Sˆ0. With this
coaction, it becomes a regular (Sˆ , ∆ˆ)-pre-family.
Proof. Consider the operator V˜ rs is given by the composition
Esr <Es Ur2 Σ−−−→ Es =Ers V ss−−→ Er =Ers ΣUs2−−−→ Esr <Er.
It intertwines the representation pis as follows:
V˜ rspis1 = ΣU
s
2V
ssU r2 Σpis1 = ΣU
s
2V
sspir2U
r
2 Σ = ΣU
s
2pis1V
ssU r2 Σ = pis2V˜
rs.
We show that for each T ∈ C o Sˆ0, the operator T < 1Es on E < Es,sr < Es is
well-defined, and that the map Φ: L id(E < Esr) → L (E < Esr < Esr) given by
T 7→ V˜ rs23 (T < 1Es)V˜ rs23 ∗ implements the formula given above.
The C∗-pre-families S and Sˆ0 commute with the representation pis because
they are the left legs of the operators Vˆ rr and V rr, respectively, which commute
with the representation pis1 by definition and proposition 2.56. Since the family
S ⊂ L (Err ) is non-degenerate, it follows that the family δ(C ) ⊂ M (C < S )
commutes with the representation pis2. Therefore, C o Sˆ0 commutes with pis2.
By proposition 2.61 and part v) of proposition 2.60, one has
Φ(1 < sˆ) = V˜ rs23 (1 < sˆ< 1)V˜ rs23 ∗ = 1< δˆ0(sˆ), sˆ ∈ Sˆ0,
Φ(1 < s) = V˜ rs23 (1 < s< 1)V˜ rs23 ∗ = (1 < s< 1), s ∈ S .
Since S ⊂ L (Err ) is non-degenerate, the second equation implies Φ(δ(c)) =
δ(c) < 1. Therefore, the map Φ implements the formula above.
The formula shows that the map δˆ is coassociative. Furthermore,
δˆ(C o Sˆ0)(1 < 1 < Sˆ ) = (δ(C ) < 1)(1 < δˆ0(Sˆ0))(1 < 1< Sˆ )
= (δ(C ) < 1)(1 < Sˆ0 < Sˆ )
(∗)
=
(
δ(C )(1 < Sˆ0))< Sˆ = (C o Sˆ0) < Sˆ ,
where we used the fact that δ(C ) commutes with the representation pis2 in the
equation (∗). The coaction δˆ0 on Sˆ0 is regular by proposition 2.45. Therefore, δˆ
is regular.
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Definition 2.66. The dual coaction on the reduced crossed product C o Sˆ0 is the
coaction δˆ constructed in the previous proposition.
The reduced crossed product construction extends to morphisms.
Proposition 2.67. Let C ′ be a non-degenerate C∗-pre-family with a coaction δ′
of (S ,∆) and let φ : C → M (C ′) be a non-degenerate equivariant morphism.
Then the morphism φ < 1 extends to an equivariant non-degenerate morphism
φo 1: C o Sˆ0 →M (C ′ o Sˆ0).
Proof. By proposition 1.43, the morphism φ induces a non-degenerate morphism
φ< 1: C <S Sˆ0 →M (C ′ <S Sˆ0). By 1.41, the latter extends to the multiplier
C∗-pre-family M (C <S Sˆ0). Since δ(C ) is contained in M (C <S ), the C∗-pre-
family CoSˆ0 is contained in M (C<S Sˆ0). Since φ is equivariant, (φ<1)(δ(C )) is
contained δ(φ(C )). Hence, the image (φ<1)(C o Sˆ0) is contained in M (C ′oSˆ0).
The formula for the dual coactions shows that φ< 1 is equivariant.
Corollary 2.68. The reduced crossed product construction defines a functor from
the category of right coactions of the Hopf C∗-family (S ,∆) to the category of
regular right coactions of the Hopf C∗-family (Sˆ , ∆ˆ).
Proof. Functoriality follows immediately from the construction given in the proof
of the previous proposition.
The reduced crossed product construction applies to coactions on C ∗-algebras
as well. Straight-forward modifications yield the following definition and results.
Proposition/Definition 2.69. Let (C, pi, δ) be a coaction of (S,∆). Then the
family
C o Sˆ0 := δ(C)(1 < Sˆ0) ⊂ Lid(C <Esr)
is a non-degenerate C∗-pre-family. The formula
δ(c)(1 < sˆ) 7→ (δ(c) < 1)(1 < δˆ0(sˆ)), c ∈ C, sˆ ∈ Sˆ0,
defines a regular coaction δˆ of (Sˆ , ∆ˆ) on CoSˆ0. The pair
(
CoSˆ0, δˆ
)
is a regular
(Sˆ , ∆ˆ)-pre-family, called the reduced crossed product C ∗-pre-family associated to
(C, pi, δ).
The reduced crossed product (Sˆ, ∆ˆ)-algebra C o Sˆ0 is the extension of this
(Sˆ , ∆ˆ)-pre-family according to proposition 2.32; it is also regular.
Let (C ′, pi′, δ′) be another coaction of (S,∆) and let φ : (C, pi) → (C ′, pi′) be a
non-degenerate morphism. Then φ defines equivariant non-degenerate morphisms
φo 1: C o Sˆ0 → C ′ o Sˆ0 and φo 1: (C o Sˆ0, pis2)→ (C ′ o Sˆ0, pis2).
The reduced crossed product construction defines a functor from the category
of right coactions of (S,∆) on C∗-algebras with non-degenerate equivariant mor-
phisms to the category of regular (Sˆ, ∆ˆ)-algebras.
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Coactions of the left leg
Reduced crossed products for coactions of the left leg (Sˆ , ∆ˆ) are defined similarly
as for the right leg. For completeness, we reproduce the corresponding construc-
tions and results.
Proposition/Definition 2.70. Let C ⊂ L (E) be a non-degenerate C ∗-pre-
family on a C∗-A-B-bimodule E with a right coaction δˆ of (Sˆ , ∆ˆ). The image
AdUr2
(
δˆ(C )
)
is contained in L id(E <Ers ), and the product
C oS0 := AdUr2
(
δˆ(C )
)
(1 <S0) ⊂ L (E <Ers )
is a C∗-pre-family. The formula
AdUr2
(
δˆ(c)
)
(1 < s) 7→ (AdUr2 (δˆ(c))< 1)(1 < δ0(s)), c ∈ C , s ∈ S0,
defines a regular coaction δ of (S ,∆) on C oS0. With respect to this coaction, it
is a regular (S ,∆)-pre-family, called the reduced crossed product C ∗-pre-family
associated to (C , δˆ).
Let C ′ be a non-degenerate C∗-pre-family with a coaction δˆ′ of (Sˆ , ∆ˆ) and let
ψ : C → M (C ′) be a non-degenerate equivariant morphism. Then the morphism
ψ < 1 extends to an equivariant non-degenerate morphism ψ o 1: C o S0 →
M (C ′ oS0).
The reduced crossed product construction defines a functor from the category
of right coactions of the Hopf C∗-family (Sˆ , ∆ˆ) to the category of regular right
coactions of the Hopf C∗-family (S ,∆).
Proof. The proof proceeds along the same lines as the proofs of propositions 2.62
and 2.65. For the construction of the coaction, one uses the map T 7→ V sr23 (T <
1Es)V
sr
23
∗. Let us show that V sr(s0 < 1)V sr∗ = δ0(s0) for all s0 ∈ S0, because we
will need this relation later on anyway. By definition of S0 and Vˆ , one has
S0 = 〈Es|2 Vˆ sr |Er〉2 = 〈Er|1 V ss|Es〉1.
By definition of δ0 and by proposition 2.61, we obtain
δ0(s0) = Vˆ
sr∗(1 < s0)Vˆ sr = V sr(s0 < 1)V sr∗, s0 ∈ S0.
Finally, we state the corresponding result for coactions on C ∗-algebras.
Proposition/Definition 2.71. Let (C, pi, δˆ) be a coaction of (Sˆ, ∆ˆ). The family
C oS0 := AdUr2
(
δˆ(C)
)
(1 <S0) ⊂ Lid(C <Ers)
is a C∗-pre-family. The formula
AdUr2
(
δˆ(c)
)
(1 < s) 7→ (AdUr2 (δˆ(c))< 1)(1 < δ0(s)), c ∈ C, s ∈ S0,
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defines a regular coaction δ of (S ,∆) on CoS0. With respect to this coaction, it
is a regular (S ,∆)-pre-family, called the reduced crossed product C ∗-pre-family
associated to (C, δˆ).
The reduced crossed product (S,∆)-algebra C o S0 is the extension of this
(S ,∆)-pre-family according to proposition 2.32; it is regular.
Let (C ′, pi′, δˆ′) be another coaction of (Sˆ, ∆ˆ) and let ψ : (C, pi) → (C ′, pi′) be a
non-degenerate morphism. Then ψ defines equivariant non-degenerate morphisms
ψ o 1: C oS0 →M (C ′ oS0) and ψ o 1: (C o S0, pir2)→ (C ′ o S0, pir2).
The reduced crossed product construction defines a functor from the category
of right coactions of (Sˆ, ∆ˆ) on C∗-algebras with non-degenerate equivariant mor-
phisms to the category of regular (S,∆)-algebras.
2.4.4 The duality theorem
Now, we come to the second main result of this thesis – the generalisation of the
Takesaki-Takai-Baaj-Skandalis duality theorem to coactions of Hopf C ∗-families.
Let us first put it into a categorical perspective. Denote by Coact(S,∆) and
Coact(Sˆ,∆ˆ) the category of right coactions of (S,∆) and (Sˆ, ∆ˆ), respectively,
on C∗-algebras with non-degenerate equivariant morphisms. The reduced crossed
product construction defines two functors
Coact(S,∆)
−oSˆ0
,,
Coact(Sˆ,∆ˆ).
−oS0
ll
The images of these functors are contained in the full sub-categories of all regular
(S,∆)-algebras and all regular (Sˆ, ∆ˆ)-algebras, respectively. Denoting these sub-
categories by C∗reg(S,∆) and C
∗reg
(Sˆ,∆ˆ)
, respectively, we can refine the previous diagram
as follows.
Coact(S,∆)
−oSˆ0 // C∗reg
(Sˆ,∆ˆ)
∪ ∩
C∗reg(S,∆) Coact(Sˆ,∆ˆ)−oS0
oo
This diagram does not commute, but the following duality theorem calculates the
compositions of the restrictions of the reduced crossed product functors
C∗reg
(S,∆)
−oSˆ0
++
C∗reg
(Sˆ,∆ˆ)
.
−oS0
jj
Its content will be interpreted after the proof at the end of this subsection. The
proof of the duality theorem given in [3] carries over with increased book-keeping,
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but regularity of coactions enters as a new phenomenon. First, we collect some
preliminary results.
Proposition 2.72. i) The space S ′0 := 〈Es|2 Vˆ sr |Er〉2 ⊂ LA(Es) is a C∗-
algebra, and the representation pir restricts to a non-degenerate ∗-homo-
morphism A→M(S ′0).
ii) The map s′0 7→ V sr(s′0=1Err )V sr∗ defines a coaction δ′0 of (S,∆) on (S ′0, pir).
iii) The map 〈η|2 Vˆ sr |ξ〉2 7→ 〈η|2 Vˆ sr |ξ〉2 defines an isomorphism
φ : (S0, pir, δ0)
∼=−→ (S′0, pir, δ′0)
.
iv) Conjugation by the unitary V˜ sr, which is given by the composition
Es =Esr Us2 Σ−−−→ Esr <Er V rr−−→ Err <Er ΣUr2−−−→ Es =Err ,
maps s0 = 1Esr to φ(s0) = 1Err for each s0 ∈ S0.
Proof. Let η ∈ Es, ξ ∈ Er and put s0 := 〈η|2 Vˆ sr |ξ〉2, s′0 := 〈η|2 Vˆ sr |ξ〉2. By
definition of Vˆ , one has s0 = 〈η′|1 V ss |ξ′〉1 and s′0 = 〈η′|1 V ss |ξ′〉1 where η′ = U sη
and ξ′ = U rξ. Now
V˜ sr(s0 = 1Esr )V˜ sr∗ = 〈η′|2 V˜ sr23 V ss12 V˜ sr23 ∗ |ξ′〉2 = 〈η′|2 V ss |ξ′〉2 = s′0 = 1Err
by part v) of proposition 2.60. Since V˜ sr commutes with the representation pir˜1 =
pir1, this equation implies that (S
′
0, pir) is a C
∗-A-algebra and that the map φ
defines an isomorphism (S0, pir)
∼=−→ (S′0, pir).
Denote by ι : S0 ↪→ LA(Es = Esr) and ι′ : S′0 ↪→ LA(Es = Err ) the injections
given by x 7→ x= 1. Then ι′ ◦ φ = AdV˜ sr ◦ι. Combining this observation with the
formula for the initial coaction δ0 given in the proof of 2.70, we find that for each
s0 ∈ S0, we have
(ι′ < 1)((φ< 1)δ0(s0)) = V˜ sr12 (δ0(s0))13 V˜ sr12 ∗ = V˜ sr12 V sr13 (s0)1 V sr13 ∗ V˜ sr12 ∗.
By part iii) of proposition 2.60, we have a commutative diagram
(Ers =Esr )<Er
V˜ sr12
++XXXX
XXXXX
XXXXX
XX
(Ess =Esr )<Er
V˜ sr12 $$H
HH
HH
HH
H
V sr13
33ffffffffffffffff
(Ers =Err ) <Er
Es =Er,sr <Er V rr23−→ Es = (Err <Err )V
sr
13
::vvvvvvvvv
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Therefore, we have
(ι′ < 1)((φ< 1)δ0(s0)) = V sr13 V rr23 V˜ sr12 (s0)1 V˜ sr12 ∗ V rr∗23 V sr∗13
= V sr13 V
rr
23
(
φ(s0) = 1< 1) V rr∗23 V sr∗13
= V sr13
(
φ(s0) = (1 < 1)) V sr∗13
= (ι′ < 1)(V sr(φ(s0) = 1Err )V sr∗),
which shows that under the isomorphism φ, the coaction δ0 on S0 corresponds to
the map on S ′0 given in part ii). In particular, this map is a coaction.
An analogous result holds for the space Sˆ′0 := 〈Er|2 V sr |Er〉2 ⊂ LA(Es).
Proposition 2.73. One has Sˆ0 · U r∗S′0U r = KA(Er).
Proof. Since Vˆ rr is regular, one has
KA(Er) = 〈Er|2 Vˆ rr∗ |Er〉1 = 〈Er|2 Vˆ rr∗U s1 Σ |Es〉2.
By part i) of proposition 2.60 and part iii) of remark 2.55, Vˆ rrV rrV˜ rs = U s1 Σ.
Thus, we can replace Vˆ rr∗U s1 Σ by V
rrV˜ rs. Since Sˆ0 is non-degenerate, we have
Sˆ0KA(Er) = KA(Er). Multiplying the equation above on the left by Sˆ0 and
applying lemma 2.46, we find
KA(Er) = Sˆ0〈Er|2 V rrV˜ rs |Es〉2 = Sˆ0〈Er|2 V˜ rs |Es〉2 = Sˆ0U r∗S′0U r.
Now we can state and proof the generalisation of the Takesaki-Takai-Baaj-
Skandalis duality theorem.
Theorem 2.74. Let (C, pi, δ) be a regular (S,∆)-algebra and let δˆ denote the
dual coaction of (Sˆ , ∆ˆ) on the crossed product C o Sˆ0. Then the reduced crossed
product C o Sˆ0 o S0 is isomorphic to KC(C <Er). Under this isomorphism, the
bidual coaction is given by the composition Ad(1<W ′) ◦(δ < 1), where the unitary
W ′ is given by W ′ = Σ ◦ Vˆ rr : Err <Er → Esr <Er.
Proof. The C∗-algebra C o Sˆ0 o S0 is generated by elements of the form(
δ(c) < 1) (1 <AdUr2 δˆ0(sˆ0)) (1 < 1< s0) ∈ LC(C <Esr <Es),
c ∈ C, sˆ0 ∈ Sˆ0, s0 ∈ S0.
Conjugation by U r3V
rr
23 U
r
3
∗ : C <Esr <Es → C <Err <Es acts on a product of the
form above as follows:
i) δ(c) < 1 7→ AdUr3 ((δ < 1)δ(c)) by coassociativity, definition of ∆ and propo-
sition 2.61,
ii) AdUr2
δˆ0(sˆ0) 7→ 1< U rsˆ0U r∗ by definition of δˆ0,
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iii) 1 < s0 7→ 1 < φ(s0) by part iv) of proposition 2.72.
Therefore, the image of the element above is(
AdUr3
(
(δ < 1)δ(c))) (1 < 1 < U rsˆ0U r∗ · φ(s0)) ∈ LC(C <Err <Es).
This is equal to the image of the element
δ(c)
(
1< sˆ0 · U r∗φ(s0)U r) ∈ LC(C <Er)
under the composition of the induction homomorphism
LC(C <Er)→ LC((C <Er, δ) < C <Er)
followed by the identification
((C <Er), δ) < C <Er ∼= C <Err <Er,
with conjugation by U r3 . By proposition 2.73, one has Sˆ0 · U r∗S′0U r = KA(Er).
Thus, the iterated crossed product CoSˆ0oS0 is isomorphic to δ(C)(1C<KA(Er)).
Let (C , δ) be a regular coaction of (S ,∆) which (C, pi, δ) is an extension of. Then
the formula δ(C )(1 <S ) = C <S and proposition 2.38 imply
C o Sˆ0 o S0 ∼= δ(C)(1C <KA(Er))
= spanβ,β′ δ(C )
β
(
1C <S β′id KA(Er))
= spanβ′′
(
(C <S )β′′(1C <KA(Er))) = KC(C <Er).
Now, let us identify the bidual coaction. It maps the initial element to(
δ(c) < 1 < 1) (1<AdUr2 (δˆ0(sˆ0))< 1) (1< 1 < δ0(s0))
and therefore the element above to
(†) (δ(c) < 1) (1 < sˆ0 < 1)(1< ((AdUs ◦φ< 1)δ0(s0)))).
On the other hand, by coassociativity, the map δ < 1 sends the element above to(
(1 <∆)δ(c)) (1 < 1 < sˆ0 · U r∗φ(s0)U r).
Conjugation by W ′ = 1 < ΣVˆ rr acts on this element as follows:
i) (1<∆)δ(c) 7→ δ(c)<1<1 because ΣVˆ rr(∆(s))Vˆ rr∗Σ = s<1 for each s ∈ S
by definition of ∆,
ii) 1 < sˆ0 7→ sˆ0 because Vˆ rr commutes with 1< Sˆ0 by proposition 2.61,
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iii) 1 < U r∗φ(s0)U r 7→ (AdUr ◦φ< 1)δ0(s0) because
ΣVˆ rr(1 < U r∗φ(s0)U r)Vˆ rr∗Σ = U s1V sr(φ(s0) = 1)V sr∗U s1 ∗
= U s1
(
(φ< 1)(δ0(s0)))U s1 ∗
by part iii) of proposition 2.72.
A comparison with the expression (†) completes the proof.
Remark 2.75. A similar result holds for coactions of regular (Sˆ, ∆ˆ)-algebras.
Roughly speaking, the preceding theorem shows that the restricted reduced
crossed product functors
C∗reg(S,∆)
−oSˆ0
++
C∗reg
(Sˆ,∆ˆ)
.
−oS0
jj
are inverse equivalences of categories up to “Morita equivalence”. To make this
precise, one would have to define the notion of Morita equivalence for (Sˆ, ∆ˆ)-
algebras and (S,∆)-algebras which involves coactions of Hopf C ∗-families on C∗-
modules. This could certainly be carried out, building on the theory developed in
the first chapter and the theory of coactions of Hopf C ∗-algebras on C∗-modules
laid out in [2], but will not be pursued in this thesis. In the context of Kac systems
associated to locally compact groups, a precise formulation of the slogan above is
given in [2].
A second look at the definition
At the end it seems appropriate to have a second look at the definition of a pseudo-
Kac system. Each member of the family V has been used to define an important
ingredient of a pseudo-Kac system:
V rr – for the Hopf C∗-family (Sˆ , ∆ˆ),
Vˆ rr and hence V sr – for the Hopf C∗-family (S ,∆),
V rr – for the canonical coaction (Sˆ0, δˆ0),
Vˆ sr – for the canonical coaction (S0, δ0),
V˜ rs and hence V ss – for dual coactions on reduced crossed products of the form
C o Sˆ0,
V sr – for dual coactions on reduced crossed products of the form C oS0.
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2.4.5 Extended example of a pseudo-Kac system
In this subsection, we present an example of a pseudo-Kac system which is not so
much interesting in itself but rather serves as an illustration of the axiom system.
It generalises the groupoid associated to the full equivalence relation X × X on
a space X, but in contrast to pseudo-Kac systems associated to groupoids, here
the underlying C∗-algebra may be non-commutative. Furthermore, of the families
of C∗-modules and unitaries comprising the system, no two members need to
coincide. The construction is inspired by examples in Franck Lesieur’s thesis
[32, section 7.6,7.7]. We subsequently discuss the pseudo-multiplicative unitary,
an algebraic pseudo-Kac system and finally the C ∗-pseudo-Kac system which is
obtained as a completion of the former one.
The pseudo-multiplicative unitary
Let τ be a conditional expectation from a C∗-algebra A to a C∗-subalgebra B of
Z(A) such that τ(A)A = A. We associate to τ a pseudo-multiplicative unitary as
follows. The underlying C∗-module E and the representations pis and pir of A on
E will be of the form
E = Aτ =A, pis = 1 = %, pir = %τ = 1,
where the individual components are defined as follows:
• Aτ is the C∗-A-B-module obtained via the Rieffel construction from τ , which
is the completion of A with respect to the inner product 〈a|a′〉 := τ(a∗a′),
and A and B act via left and right multiplication, respectively,
• %τ : A→ LB(Aτ ) the implicit representation,
• % : A→ LA(A) is the representation given by left multiplication,
• E := Aτ = A is the internal tensor product over B, taken with respect to
the representation %|B : B → LA(A).
Denote by a 7→ aτ the canonical map A→ Aτ . Since BA = A, the notation 1τ =a
is well-defined for each a ∈ A even if A is not unital.
Proposition 2.76. The formula
V ((aτ = b) < (cτ = d)) := (aτ = c)= (1τ = db), a, b, c, d ∈ A,
defines a regular pseudo-multiplicative unitary V : Es < E → E = Er. If A is
decomposable, V is right decomposable.
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Proof. Throughout the proof, let a, b, c, d, e, f and a′, b′, c′, d′ denote arbitrary el-
ements of A. Let us first show that V is isometric and hence also well-defined.
One has〈
(aτ = c)= (1τ = db) ∣∣ (a′ = c′) = (1τ = d′b′)〉(E=Er)
=
〈
1τ = db ∣∣ %τ (〈aτ = c|a′τ = c′〉E)1τ = d′b′〉E
=
〈
1τ = db ∣∣ (c∗τ(a∗a′)c′)τ = d′b′〉E
= b∗d∗ · τ(c∗c′)τ(a∗a′) · d′b′,
where we used the equation τ(c∗bc′) = τ(c∗c′b) = τ(c∗c′)b for b := τ(a∗a′). On the
other hand, one has〈
(aτ = b)< (cτ = d) ∣∣ (a′τ = b′) < (c′τ = d′)〉(Es<E)
=
〈
aτ = b ∣∣ a′τ = %(〈cτ = d|c′τ = d′〉E)b′〉E
=
〈
aτ = b ∣∣ a′τ = d∗τ(c∗c′)d′b′〉E
= b∗ · τ(a∗a′) · d∗τ(c∗c′)d′b′.
Since B is contained in Z(A), both expressions coincide. This proves that the
formula given in the proposition defines an isometric operator V . Note that it
is enough to consider elementary tensor products instead of finite sums in this
calculation. In E =Er, one has for all a, b, c, d ∈ A the equality
(aτ = b) = (cτ = d) = (aτ = b) = pir(c)(1τ = d) = (aτ = bc) = (1τ = d).
Therefore, the image of V is dense and V is a unitary.
Next, we show that V is pseudo-multiplicative. A short glance shows that
V commutes with the representations pir1 and pis2, and that V pir2 = pis1V . The
composition V12V13V23 : E
s <Es <E → E =Er =Er is given by
(aτ = b)< (cτ = d) < (eτ = f) V23−−→ (aτ = b)< ((cτ = e) = (1τ = fd))
V13−−→ ((aτ = 1) < (cτ = e))= (1τ = fdb)
V12−−→ (aτ = c)= (1τ = e) = (1τ = fdb),
and the composition V23V12 is given by
(aτ = b)< (cτ = d) < (eτ = f) V12−−→ (aτ = c) < (1τ = db) < (eτ = f)
V23−−→ (aτ = c) < (1τ = e) < (1τ = fdb).
Therefore, V satisfies the pentagon equation.
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Next, we show that V is regular. One has(〈aτ = b|1V |c′τ = d′〉2)a′τ = b′ = 〈aτ = b|1((a′τ = c′) = (1τ = d′b′))
= pir
(〈aτ = b|a′τ = c′〉)(1τ = d′b′)
= (b∗τ(a∗a′)c′)τ = d′b′
= (b∗c′)τ = τ(a∗a′)d′b′
= |(b∗c′)τ = d′〉〈aτ = 1| · (a′τ = b′),
where we used the fact that τ(a∗a′) belongs to Z(A).
Let us prove the last statement. For each a ∈ A and bCov γ(A), γ ∈ PAut(A),
the internal tensor product aτ = b is contained in (Aτ = A) Dom(γ), and the
equation
(aτ = b)a′ = aτ = ba′ = aτ = γ(a′)b = pis(γ(a′))(aτ = b), a′ ∈ Dom(γ),
shows that aτ=b belongs to Cov γ(Es). If A is decomposable, the closed linear span
of such elements is equal to E, whence the C∗-bimodule Es is decomposable.
It would be interesting to check whether V is right decomposably regular; we
leave this question unanswered because of lack of time.
To illustrate the construction, let us discuss a particular case. Let X be a
compact space and µ a probability measure on X with support suppµ = X.
Denote also by µ the state on the C∗-algebra A := C(X) corresponding to the
measure µ, i.e. µ(f) =
∫
X fdµ, f ∈ C(X). Put B =
 
and denote by Vµ the
pseudo-multiplicative unitary associated to the state µ in the previous proposition.
Denote by G = X×X the compact groupoid associated to the equivalence relation
on X which identifies all points. For each x ∈ X, one has Gx = {x} × X, and
the family λx := δx × µ, x ∈ X, is a left Haar system on X. Denote by V opG the
opposite of the pseudo-multiplicative unitary associated to the groupoid G.
Proposition 2.77. One has Vµ ∼= V opµ .
Proof. To distinguish between the different representations occurring in the defini-
tion of the operators Vµ and V
op
G , let us introduce indices and write pi
G
s , pi
G
r , pi
µ
s , pi
µ
r
and EG, Eµ. Observe that L
2(G,λ) = C(X,L2(X,µ)). The representations piGs
and piGr are given by(
piGs (f)ξ
)
(x, y) = f(y)ξ(x, y),
(
piGr (f)ξ
)
(x, y) = f(x)ξ(x, y),
where f ∈ C(X), ξ ∈ C(X,L2(X,µ)) and x, y ∈ X. We identify Eµ and EG via
the map
Υ: Eµ = L
2(X,µ) = C(X) ∼=−→ C(X,L2(X,µ)) = C(X) C(X) = EG,
f1 = f2 7→ f2  f1, f1, f2 ∈ C(X).
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Then one has Υ(piµs )Υ∗ = piGr , Υ(pi
µ
r )Υ∗ = piGs and the map
W : ErG <EG Υ∗<Υ∗−−−−→ Esµ <Eµ Vµ−→ Eµ =Erµ Υ=Υ−−−→ EG =EsG
is given by
((f1  f2) < (g1  g2)) Υ∗<Υ∗−−−−→ (f2 = f1)< (g2 = g1)
Vµ−→ (f2 = g2)= (1 = g1f1) Υ=Υ−−−→ (g2  f2) = (g1f1  1),
for all f1, f2, g1, g2 ∈ C(X). Rewriting this, we obtain(
W ((f1  f2)< (g1  g2)))((x, y), (z, x)) = g2(x)f2(y)g1(z)f1(z)
= f1(z)f2(y)g1(z)g2(x).
On the other hand, a short calculation shows that the unitary V opG is given by
(V opG h)((x, y), (z, x)) = h
(
(z, x) · (x, y), (z, x)) = h((z, y), (z, x)).
for all x, y, z ∈ X and h ∈ C(X ×X). This proves W = V opG .
The algebraic pseudo-Kac system
Let A be an algebra and let B ⊂ Z(A) be a subalgebra such that BA = A. The
space E := AB A, the representations
pir, pis : A
op → L(E), pir(aop)(b c) := b ca, pis(aop)(b c) := ba c,
pir, pis : A→ L(E), pir(a)(b c) := ab c, pis(a)(b  c) := b ac
and the linear maps
V : E sr E → E rr E, V (a b) (c d) := (a c) (1 db),
U : E → E, U(a b) := b a
form an algebraic pseudo-Kac system.
Proof. First, observe that the assumption on A and B implies that for each a ∈ A,
the element a 1 ∈ AB A is well-defined. Second, observe that the assumption
furthermore implies that the multiplication map AA A→ A is an isomorphism.
Therefore, the maps
Φ: E sr E → AB AB A, (a b) (c d) 7→ a c db,
Ψ: E rr E → AB AB A, (a′  b′) (c′  d′) 7→ a′  b′c′  d′,
induce isomorphisms. A short calculation shows that V = Ψ−1Φ. This proves that
V is a well-defined isomorphism. A short glance shows that U and V intertwine
the representations pir , pis, pir and pis as desired.
91
2. PSEUDO-MULTIPLICATIVE UNITARIES AND PSEUDO-KAC SYSTEMS
ON C∗-MODULES
The calculation in proposition 2.76 shows that V satisfies the pentagon equa-
tion. The map Σ(1 U)V : E sr E → E sr E and its powers are given by
(a b) (c d) 7→ ( db︸︷︷︸
a′
 1︸︷︷︸
b′
) ( a︸︷︷︸
c′
 c︸︷︷︸
d′
)
7→ ( c︸︷︷︸
a′′
 1︸︷︷︸
b′′
) ( db︸︷︷︸
c′′
 a︸︷︷︸
d′′
) 7→ (a 1) (c db).
In E sr E, the last term is equal to (a b) (c d). Thus, (Σ(1 U)V )3 = id.
The map Vˆ is given by
Vˆ : (a b) (c d) (Uid)Σ−−−−−→ (d c) (a b)
V−→ (d a) (1 bc) Σ(Uid)−−−−−→ (1 bc) (a d)
for all a, b, c, d ∈ A. A short calculation shows that Vˆ satisfies the pentagon
equation:
(a b) (c d) (e f) Vˆ12 //
Vˆ23

(1 bc) (a d) (e f)
Vˆ23

(1 bc) (1 de) (a f)
(a b) (1 de) (c f) Vˆ13 // (1 bc) (1 de) (a f)
Vˆ12
OO
The pseudo-Kac system
Let τ be a conditional expectation from a C∗-algebra A to a C∗-subalgebra B of
Z(A) such that τ(A)A = A. Additionally, let us assume that τ satisfies τ(aa′) =
τ(a′a) for all a, a′ ∈ A. We associate to τ a pseudo-Kac system, building on the
algebraic pseudo-Kac system introduced above.
Denote by τ op the opposite trace on Aop and let (Aτ , %τ ) and (A
op
τop , %τop)
denote the corresponding Rieffel constructions. Furthermore, denote by a 7→ aop
the canonical anti-isomorphism A
∼=−→ Aop. Consider the following family E of
C∗-modules.
Er := Aτ =A, Es := A<Aτ , Er := Aop <Aopτop , Es := Aopτop =Aop.
These C∗-modules identify with the completions of the space ABA with respect
to the following inner products.
〈a b|a′  b′〉Er := τ(a∗a′)b∗b′, 〈a b|a′  b′〉Es := a∗a′τ(b∗b′),
〈a b|a′  b′〉Er := [a′a∗τ(b′b∗)]op, 〈a b|a′  b′〉Es := [τ(a′a∗)b′b∗]op.
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Under this identification, the right module structures of Er and Es over A
op are
induced by (a b) · cop = ca b and (a b) · cop = a cb, respectively.
Proposition 2.78. The algebraic pseudo-Kac system associated to A and B in
the previous paragraph induces a pseudo-Kac system.
Proof. It is immediate that the flip a b 7→ b a extends to a family of unitaries
as in parts iii),v) of definition 2.53.
Let us check that the map (a  b)  (c  d) 7→ (a  c)  (1  db) induces a
family of unitaries V as claimed. For all a, b, c, d, a′, b′, c′, d′ ∈ A, one has
〈(a b) < (c d)|(a′  b′)< (c′  d′)〉(Esx<Er) =
= 〈a b|a′  τ(c∗c′)d∗d′b′〉Ex =

[a′a∗τ(c∗c′)τ(d∗d′b′b∗)]op, x = r,
a∗a′τ(c∗c′)τ(b∗d∗d′b′), x = s,
τ(a∗a′)τ(c∗c′)b∗d∗d′b′, x = r,
〈(a c) < (1 db)|(a′  c′) < (1 d′b′)〉(Erx<Er) =
= 〈a c|a′  c′τ(d′b′b∗d∗)〉Ex =

[a′a∗τ(d′b′b∗d∗)τ(c′c∗)]op, x = r,
a∗a′τ(c∗c′)τ(d′b′b∗d∗), x = s,
[τ(a′a∗)c′τ(d′b′b∗d∗)c∗]op, x = s.
Here, we used the fact that the image of τ lies in the centre of M(A). Since τ is
tracial, we can deduce the existence of the unitaries V rr : Esr <Er → Err <Er and
V sr : Ess <Er → Ers <Er. Furthermore, we have
〈(a b) = (c d)|(a′  b′)= (c′  d′)〉(Es=Erx) =
= 〈(c d)|(c′  d′τ(a′a∗)b′b∗)〉Ex =

c∗c′τ(d∗d′b′b∗)τ(a′a∗), x = s
[τ(c′c∗)d′τ(a′a∗)b′b∗d∗]op, x = s,
[c′c∗τ(d′b′b∗d∗)τ(a′a∗)]op, x = r,
〈(a c) = (1 db)|(a′  c′) = (1 d′b′)〉(Er=Erx) =
= 〈1 db|τ(a∗a′)c∗c′  d′b′〉Ex =

τ(a∗a′)c∗c′τ(b∗d∗d′b′), x = s,
[τ(a∗a′)τ(c∗c′)d′b′b∗d∗]op, x = s,
τ(a∗a′)τ(c∗c′)b∗d∗d′b′, x = r.
Again, since τ is tracial, we can deduce the existence of the unitaries V ss : Es =
Ers → Er<Ers and V ss : Es=Ers → Er=Ers . Finally, comparing the last two lines
in each block, we obtain the existence of the unitaries V rr : E rˆr < Er → Er = Err
and V sr : Es =Err → Ers <Er.
The pseudo-multiplicative unitary V rr is regular by proposition 2.76. A similar
calculation shows that the pseudo-multiplicative unitary Vˆ rr : Err <Er → Er=Esr
is regular.
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Chapter 3
Applications to locally compact
groupoids
Fundamental examples for pseudo-multiplicative unitaries and pseudo-Kac sys-
tems are those associated locally compact Hausdorff groupoids. The pseudo-
multiplicative unitary and the pseudo-Kac system are decomposable if the un-
derlying groupoid satisfies a certain decomposability condition which is close to
being r-discrete. This property – which is the topic of the first section – provides a
control over the discrepancy between the range and the source map of the groupoid
and entails a number of consequences which may be interesting in their own right.
It is a spacial analogue to the decomposability property for C ∗-bimodules intro-
duced in the first chapter.
For pseudo-Kac systems associated to decomposable groupoids, the construc-
tions and notions introduced in the previous chapter can be made very transparent.
The legs are easily computed, and coactions of these legs can be related to classical
notions such as groupoid actions and Fell bundles. This is done in the second and
the third section.
In applications of groupoids, the Hausdorff condition is frequently not satis-
fied. The study of non-Hausdorff groupoids requires its own methods: one can
approach the situation via topology and construct a Hausdorff “resolution” of such
a groupoid [55], or via algebra and construct auxiliary algebras or modules out
of special functions on such a groupoid [8, 23]. In the last section, we present a
new approach along the first line which is related to a Hausdorff compactification
studied by James Fell [16]. The results obtained elucidate several other construc-
tions considered by Mahmood Khoshkam, Georges Skandalis [23] and Jean-Louis
Tu [55].
3.1 Decomposable groupoids
In this section, we introduce a decomposability condition for groupoids which
will render the associated C∗-bimodules and hence also the pseudo-multiplicative
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unitaries and the associated pseudo-Kac systems decomposable. The precise def-
inition, an equivalent characterisation, first implications and the decomposability
result for the associated C∗-bimodule are presented in the first subsection.
The following two subsections are included for their own interest. First, we
study Haar systems on decomposable groupoids. Then the techniques and con-
structions introduced in the first chapter are illustrated by representations of de-
composable groupoids. Partial integration of a continuous representation yields a
C∗-family, and several constructions on the level of representations have counter-
parts on the level of C∗-families.
Throughout this section, let G be a locally compact groupoid with open range
and source maps.
3.1.1 Definition and first properties
Generally, the range and the source map of a groupoid are mutually independent
in the following sense: given a point of the groupoid, its image under the range
map can not be computed from its image under the source map. We call the
groupoid decomposable if, locally on the groupoid, the range and the source map
differ by a partial homeomorphism of the unit space.
Definition 3.1. An open subset U ⊂ G is covariant if it satisfies the following
assumption:
∀x, y ∈ U : r(x) = r(y)⇔ s(x) = s(y).
We denote by Cov(G) the family of all open covariant subsets of G. The groupoid
G is decomposable if the family Cov(G) forms a basis for the topology of G.
As a first example, note that every r-discrete groupoid is decomposable. Of
particular interest to us will be the dynamics on the unit space introduced by the
covariant subsets of G or, more precisely, by the adjoint action of G.
Proposition 3.2. i) Let U ⊂ G be an open covariant subset. Then the map
s(x) 7→ r(x), x ∈ U, defines a homeomorphism qU : s(U)→ r(U).
ii) Let G be decomposable. For each covariant open subset U ⊂ G, denote by
qU : U → PHom (G0) the map x 7→ [qU , s(x)], x ∈ U . Then the family
(
qU
)
U
defines a continuous groupoid homomorphism q : G→ PHom (G0).
iii) For each φ ∈ PHom(G0), the subset Covφ(G) := q−1([φ]) of G is open and
covariant.
iv) For each germ [φ, v] ∈ PHom (G0), the subset Cov[φ,v](G) := q−1([φ, v]) is
relatively closed and open in Gφ(v) and in Gv.
96
3.1. DECOMPOSABLE GROUPOIDS
v) The subsets of PHom(G0) given by{
qU | U ∈ Cov(G)
}
,
{
φ ∈ PHom(G0) | [φ] ⊂ q(G)}
are equal and form an inverse semigroup.
Proof. i) By assumption on U , the map qU is a bijection. Since the range and
source maps are continuous and open, it is a homeomorphism.
ii) It is clear that for each pair of open covariant subsets U,U ′ ∈ Cov(G), the
restrictions qU |U∩U ′ and qU ′ |U∩U ′ coincide. Since Cov(G) covers G, one obtains a
well-defined map q : G→ PHom (G0). It is also clear that this map is a homomor-
phism. Let us show that it is continuous. Let φ be a partial homeomorphism on
G0 and let U ∈ Cov(G). Then the intersection q−1([φ]) ∩ U is equal to the set of
points x ∈ U such that qU |V = φ|V for some neighbourhood V of s(x). Therefore,
this intersection is open, and hence q−1([φ]) is open in G. Since sets of the form
[φ], φ ∈ PHom(G0), constitute a basis for the topology on PHom (G0), the map q
is continuous.
iii) The set Covφ(G) is open because q is continuous, and covariant because
r(x) = φ(s(x)) for each x ∈ Covφ(G).
iv) The set Cov[φ,v](G) is relatively open in Gv because it is equal to the
intersection of the open set Covφ(G) with Gv. It is relatively closed because Gv
is the disjoint union of the sets Covx(G) where x ∈ PHom (G0)v, each of which is
open. The statement concerning Gφ(v) follows similarly.
v) The left hand side is contained in the right hand side because q(U) = [qU ]
for each U ∈ Cov(G). Let φ ∈ PHom(G0). If [φ] ⊂ q(G), there exists a family
(Uν)ν of covariant open subsets of G such that [φ] =
⋃
ν q(Uν). Then the union
U :=
⋃
ν Uν is open and covariant since r(x) = φ(s(x)) for all x ∈ U , and qU = φ.
Therefore, the right hand side is contained in the left hand side.
The last claim follows from the equations qU ◦ qU ′ = qUU ′ and q−1U = q(U−1),
U, U ′ ∈ Cov(G).
The homomorphism q : G → PHom (G0) constructed in the previous proposi-
tion yields another characterisation of decomposable groupoids – they are exactly
the extensions of r-discrete groupoids by group bundles.
Definition 3.3. The stationary subgroupoid of G is the subspace Stat(G) :=
Covid(G) of G, equipped with the operations inherited from G.
Note that by proposition 3.2 iii), the stationary subgroupoid is open in G.
Recall that a sequence of groupoid homomorphisms N
σ−→ G ρ−→ H is exact if
σ(N) = ker ρ, where ker ρ = {x ∈ G | ρ(x) ∈ H0}, and an extension if furthermore
σ is injective and ρ is surjective.
Proposition 3.4. G is decomposable if and only if there exists an extension N →
G→ H where N is stationary in the sense that r(n) = s(n) for all n ∈ N , and H
is r-discrete.
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Proof. Assume that G is decomposable. Then the sequence Stat(G) ↪→ G q−→ q(G)
is an extension of the form desired.
Conversely, let N
σ−→ G ρ−→ H be an extension of the form above. Then the
inverse image of each open covariant subset U ⊂ H under ρ is open and covariant
in G, and the family {ρ−1(U) | U ∈ Cov(H)} covers G.
The next result is the primary reason for our interest in decomposable group-
oids – it implies that the associated pseudo-Kac system is decomposable. Assume
that the groupoid G is Hausdorff and let λ be a left Haar system for G. Denote
by pir and pis the representations of C0(G
0) on the C∗-module L2(G,λ) given by(
pis(f)ξ
)
(x) = f(s(x))ξ(x),
(
pir(f)ξ
)
(x) = f(r(x))ξ(x),
for all x ∈ G, ξ ∈ L2(G,λ) and f ∈ C0(G0).
Proposition 3.5. Let G be a decomposable Hausdorff groupoid with left Haar
system λ. Then the C∗-bimodule
(
L2(G,λ), pis
)
is decomposable, and one has
Covφ∗
(
L2(G,λ), pis
)
= Cc(Covφ(G)), φ ∈ PHom(G0).
Proof. Since G is decomposable, the support of each function f ∈ Cc(G) can
be covered by a finite collection of covariant open sets. By a partition of unity
argument, we can write f as a finite sum of functions fi ∈ Cc(Ui) where Ui ∈
Cov(G). Therefore, the linear span of the family of subspaces Cc(U), U ∈ Cov(G),
is dense in L2(G,λ).
Let φ ∈ PHom(G0). Then Dom(φ∗) = C0(Im(φ)), and for each f ∈ C0(Im(φ)),
ξ ∈ Cc(Covφ(G)) and x ∈ supp(ξ), one has
(ξf)(x) = ξ(x)f(r(x)) = ξ(x)f(φ(s(x))) = (φ∗f)(s(x))ξ(x) =
(
pis(φ
∗f)ξ
)
(x).
Clearly, Cc(Covφ(G))C0(Im(φ)) = Cc(Covφ(G)). Therefore, Cc(Covφ(G)) is con-
tained in Covφ∗(L
2(G,λ)). By part iv) of the previous proposition, the fibre of
the module L2(G,λ) over a point v ∈ G0 is equal to(
L2(G,λ)
)
v
= L2(Gv , λv) =
⊕
x∈PHom (G0)v
Cc(Covx(G)), v ∈ G0.
Therefore, the fibres of the two sub-modules of L2(G,λ) given in the first equation
of the proposition coincide, and hence, the two sub-modules coincide as well. By
the argument given above, this also implies that the C ∗-bimodule
(
L2(G,λ), pis
)
is decomposable.
Remark 3.6. The C∗-bimodule
(
L2(G,λ), pir
)
satisfies Cov id
(
L2(G,λ), pir
)
=
L2(G,λ) because pir coincides with the right module structure, and therefore is
decomposable independent of any assumption on G.
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3.1.2 Haar systems
Haar systems on locally compact groupoids differ from Haar measures on locally
compact groups in two decisive points – neither do they need to exist nor do they
need to be unique. For an r-discrete groupoid, however, the fibres of the range map
are discrete, and the family of counting measures is a canonical choice for a Haar
system. For a decomposable groupoid, the situation is similar: the fibres of the
range map are disjoint unions of translates of locally compact groups. This implies
that Haar systems on a decomposable groupoid correspond bijectively with Haar
systems on the stationary subgroupoid, as will be shown in the next proposition.
Then we introduce unimodular Haar systems and study the interrelation of Haar
systems with groupoid homomorphisms. Apart from the next subsection, none of
these results is used anywhere else in this thesis.
Proposition 3.7. Let G be a decomposable Hausdorff groupoid and let λ0 be a
Haar system for Stat(G).
i) For each x ∈ G, the map y 7→ xy defines a homeomorphism mx : Stat(G)s(x) →
Covq(x)(G).
ii) Let x ∈ q(G). Then for each pair of points x, x′ ∈ q−1(x), the measures
mx∗
(
λ
s(x)
0
)
and mx′∗
(
λ
s(x′)
0
)
on Covx(G) coincide. Denote this measure by
λx.
iii) For each v ∈ G0, denote by λv the unique Borel measure on Gv whose
restriction to Covx(G) is equal to λ
x for each germ x ∈ PHom (G0)v. Then
the family (λv)v∈G0 is a Haar system for G.
iv) If λ′ is a left Haar system on G satisfying λ′v|Stat(G)v = λv0 for all v ∈ G0,
then λ′ = λ. The assignments
λ0 7→ λ and λ′ 7→ λ′|Stat(G) :=
(
λ′v|Stat(G)v
)
v∈G0
define a bijection between the set of left Haar systems on G and on Stat(G),
respectively.
Proof. i) Obvious.
ii) One hasmx′∗
(
λ
s(x)
0
)
= mx∗
(
mx−1x′∗
(
λ
s(x)
0
))
. Since the product x−1x′ is con-
tained in Stat(G)s(x) and the measure λ0 is left-invariant, one hasmx−1x′∗
(
λ
s(x)
0
)
=
λ
s(x)
0 . The claim follows.
iii) We check conditions i)-iii) in the definition of a left Haar system. Let
v ∈ G0. Since λv0 is a regular Borel measure with support Stat(G)v and the map
mx is a homeomorphism for each x ∈ G, each of the measures λx, x ∈ PHom (G0)v,
is regular. By proposition 3.2 iv), λv is regular as well.
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Next, let f ∈ Cc(Covφ(G)) for some φ ∈ PHom(G0) and let v ∈ Im(φ). We
need to show that the function F on Im(φ) defined by
F (v′) :=
∫
Gv′
f(y)dλv
′
(y)
is continuous at v. Let (vν)ν be a net in Im(φ) converging to v. We can choose
a point x and a net (xν)ν converging to x in Covφ(G) such that r(x) = v and
r(xν) = vν for all ν. Put g := (mx)
∗(f |
Gφ
−1(v)
)
and gν := (mxν )
∗(f |
Gφ
−1(vν)
)
.
Then
F (vν) =
∫
Stat(G)φ−1(v)
gν(y)dλ
φ−1(v)
0 (y),
and a similar equation holds for F (v). By the Tietze extension theorem, we
can find a continuous function h ∈ Cc(Stat(G)) extending g. Denote by g′ν the
restriction of h to Stat(G)vν . By assumption on λ0, the net
F ′ν :=
∫
Stat(G)φ
−1(v′)
g′ν(y)dλ
φ−1(v)
0 (y)
converges to F (v). Since f and h are continuous and have compact support and
since xν converges to x, we obtain ‖gν − g′ν‖ → 0 as ν → ∞. Furthermore, by
construction, the union
⋃
ν supp(gν−g′ν) is contained in a compact set. Therefore,
F (vν)− F ′ν =
∫
Stat(G)φ−1(vν )
(
gν − g′ν
)
(y)dλ
φ−1(vν )
0 (y)→ 0 as ν →∞.
This proves that F (vν)→ F (v) as ν →∞.
The fact that the family (λv)v is left-invariant follows from the decompositions(
Gs(x), λs(x)
)
=
∐
q(x′)∈q(Gs(x))
(
Covq(x′)(G),mx′∗
(
λ
s(x′)
0
))
,
(
Gr(x), λr(x)
)
=
∐
q(x′)∈q(Gs(x))
(
Covq(xx′)(G),mxx′∗
(
λ
s(x′)
0
))
, x ∈ G.
iv) The first statement follows from left-invariance of the Haar system λ′, and
the second statement is an immediate corollary.
Remark 3.8. If locally, the map r has continuous sections, the proof of the
continuity condition in part iii) substantially simplifies: If σ is a section of the
range map r : Covφ(G)→ Im(φ) defined on a neighbourhood V ⊂ G0 of v, then∫
Gv′
f(x)dλv
′
(x) =
∫
Stat(G)φ−1(v′)
f(σ(v′)y)dλφ
−1(v′)
0 (y), v
′ ∈ V.
The function assigning this integral to v ′ is continuous on V by assumption on λ0.
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The following definition is motivated by the application in the next subsection.
Definition 3.9. Let G be a decomposable Hausdorff groupoid. A Haar system
λ for G is unimodular, if for each germ x ∈ PHom (G0), the restrictions of the
measures λr(x) and λ−1s(x) to the set Covx(G) coincide.
Corollary 3.10. Let G be a decomposable Hausdorff groupoid. If its stationary
groupoid Stat(G) admits a unimodular left Haar system which is invariant under
the adjoint action of G, i.e. which satisfies λ
r(x)
0 =
(
Adx
)
∗
(
λ
s(x)
0
)
for all x ∈ G,
where Adx : G
s(x) → Gr(x) is given by y 7→ xyx−1, then G has a unimodular left
Haar system, too.
Proof. Let λ0 be a left Haar system on Stat(G) as above and denote by λ the
associated left Haar system on G, see proposition 3.7. Let x ∈ G and put x := q(x).
Denote by i : G → G the inversion map y 7→ y−1. Then λ−1s(x) = i∗(λs(x)). By
assumption on λ0, in the notation of proposition 3.7 one has(
λ−1s(x)
)∣∣
Covx(G)
= i∗
(
λs(x)
∣∣
i(Covx(G))
)
= i∗
(
λr(x
−1)∣∣
Covx−1 (G)
)
= (i ◦mx−1)∗
(
λ
s(x−1)
0
)
= (mx ◦ Adx−1 ◦i)∗
(
λ
s(x−1)
0
)
= mx∗
(
λ
s(x)
0
)
.
Here, we used unimodularity of the Haar system λ0 and the equation i ◦mx−1 =
mx ◦ Adx−1 ◦i,
(i ◦mx−1)(y) = i(x−1y) = y−1x
= x(x−1y−1x) = (mx ◦Adx−1 ◦i)(y), y ∈ Gs(x
−1).
In the next subsection, we will need to compare Haar systems on the domain
and the range of a groupoid homomorphism. The following proposition shows that
under certain surjectivity assumptions, the push-forward of the Haar system of
the domain is related to the Haar system on the range by a continuous “modular”
function on the domain.
Proposition 3.11. Let σ : G′ → G be a proper continuous homomorphism of
decomposable Hausdorff groupoids with left Haar systems λ′ and λ, respectively.
If the restriction σv
′
: G′v′ → Gσ(v′) is surjective for each v′ ∈ G′0, there exists a
continuous strictly positive function Dσ on G
′ such that λσ(v′) = σ∗
(
Dσλ
′v′) for
each v′ ∈ G′0.
Proof. Let v′ ∈ G′0 and put v := σ(v′). The measure µv′ := σ∗
(
λ′v′
)|Stat(G)v on
the group Stat(G)v is non-zero. The assumption on σv
′
and the left-invariance of
the measure λ′v′ imply that µv′ is left-invariant also. Since λv|Stat(G)v is a non-zero
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left-invariant measure on the locally compact group Stat(G)v as well, there exists
a number D0σ(v
′) > 0 such that λv|Stat(G)v = D0σ(v′)µv
′
.
We show that the function D0σ thus defined is continuous at v
′. Choose a non-
negative function f ∈ Cc(Stat(G)) such that f(v) = 1. Then the functions F ′ on
G′0 and F on G0 given by
F (u) :=
∫
Stat(G)σ(u)
f(x)dλσ(u)(x), F ′(u′) :=
∫
G′u′
f(σ(x′))dλ′u
′
(x′),
are continuous and related by the formula
F (σ(u′))D0σ(u
′) =
∫
Stat(G)σ(u
′)
f(x)d
(
D0σ(u
′)λσ(u
′))︸ ︷︷ ︸
σ∗
(
λ′u′
) (x) = F ′(u′).
Since the functions σ∗F and F ′ are strictly positive on a neighbourhood of v ′, the
function D0σ must be continuous at v
′ as well.
Put Dσ := s
∗(D0σ). We show that λv = σ∗
(
Dσλ
′v′). Let x ∈ Gv and choose
x′ ∈ Gv′ such that σ(x′) = x. Then, by proposition 3.7, one has
λv|Covq(x)(G) = mx∗
(
λs(x)|Stat(G)s(x)
)
= (mx ◦ σ)∗︸ ︷︷ ︸
(σ◦mx′ )∗
(
D0σ(s(x
′))λ′s(x
′)∣∣
Stat(G′)s(x′)
)
= σ∗
(
D0σ(s(x
′))λ′s(x
′)∣∣
Covq(x′)(G′)
)
= σ∗
(
Dσλ
′s(x′))∣∣
Covq(x)(G)
.
3.1.3 C∗-families associated to representations
This subsection is included as an extended example for the notions and construc-
tions introduced in the first chapter and will be used nowhere else in this thesis.
To each continuous representation of a decomposable groupoid, we associate
a C∗-family which encodes that representation. This C ∗-family is obtained by
partial integration along the fibres of the range map. The relation to the classical
integration procedure of measurable representations which involves an additional
integration over the unit space is discussed in the next paragraph. The functori-
ality of this association is clarified in the last paragraph.
Throughout this section, let G be a decomposable Hausdorff groupoid with
a unimodular left Haar system λ. A continuous representation of G consists of
a continuous Hilbert bundle H on G0 and a family of unitaries Ux : Hs(x) →
Hr(x), x ∈ G, such that
i) Uv = idHv for all v ∈ G0,
ii) UxUy = Uxy for all x, y ∈ G,
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iii) (Ux)
−1 = (Ux−1) for all x ∈ G,
iv) for every pair of continuous sections η, ξ of H, the function on G given by
x 7→ 〈η(r(x))∣∣Uxξ(s(x))〉 is continuous.
The trivial representation of G consists of the trivial Hilbert bundle
  ×G0 and
the family of identity operators idx = id  , x ∈ G.
The left regular representation consists of the Hilbert bundle L2(G,λ) and the
family of unitaries Ux : L
2
(
Gs(x), λs(x)
) → L2(Gr(x), λr(x)) given by (Uxf) =
f(x−1 · −), x ∈ G.
Throughout this section, let (H,U) be a continuous representation of G.
The C∗-family associated to a continuous representation
Consider the C∗-module Γ0(H) as a C∗-bimodule over C0(G0) via the represen-
tation M of C0(G
0) given by pointwise multiplication.
Proposition 3.12. Let (H,U) be a continuous representation of a decomposable
Hausdorff groupoid G.
i) Let φ ∈ PHom(G0) and f ∈ Cc(Covφ(G)). Then for each ξ ∈ Γ0(H), the
section Ufξ of H over Im(φ) given by
(Uf ξ)(v) :=
∫
Gv
f(x)Uxξ(φ
−1(v))dλv(x), v ∈ Im(φ),
is continuous and vanishes at infinity.
ii) The map Uf : ξ 7→ Ufξ defines a (φ∗, φ∗)-homogeneous operator on the C∗-
bimodule Γ0(H). Its adjoint is given by (Uf )
∗ = Ug, where the function
g ∈ Cc(Covφ−1(G)) is defined by g(x) = f(x−1).
iii) One has Covφ(G) ∩ Covψ(G) = Covφ∧ψ(G) for all φ, ψ ∈ PHom(G0).
iv) The family C ∗(H,U) ⊂ L (Γ0(H)) given by
C ∗(U,H)ψ∗φ∗ := {Uf | f ∈ Cc(Covφ∧ψ(G))} , φ, ψ ∈ PHom(G0),
is a C∗-family.
v) The C∗-family associated to the trivial representation is given by
C ∗(
  ×G0, id)ψ∗φ∗ = (φ ∧ ψ)∗ ◦M
(
C0(s(Covφ∧ψ(G)))
)
, φ, ψ ∈ PHom(G0).
Proof. i) This follows from the continuity of the representation and condition ii)
on the Haar system.
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ii) Let ξ, η ∈ Γ0(H). Then the functions 〈η|Uf ξ〉 and 〈Ugη|ξ〉 belong to
C0(Im(φ)) and C0(Dom(φ)), respectively. For each v ∈ Im(φ), one has
〈η|Uf ξ〉(v) =
〈
η(v)
∣∣(Uf ξ)(v)〉Hv = ∫
Gv
〈
η(v)
∣∣f(x)Uxξ(φ−1(v))〉Hvdλv(x).
Since U ∗x = Ux−1 and f(x) = g(x−1), the integrand is equal to〈
f(x)U ∗xη(v)
∣∣ξ(φ−1(v))〉
Hv
=
〈
g(x−1)Ux−1η(v)
∣∣ξ(φ−1(v))〉
Hv
.
Substituting x′ = x−1 and using unimodularity of the Haar system, we obtain
〈η|Uf ξ〉(v) =
∫
Gv
〈
g(x′)Ux′η(v)
∣∣ξ(φ−1(v))〉
Hv
dλv(x
′)
=
∫
Gφ(v)
〈
g(x′)Ux′η(v)
∣∣ξ(φ−1(v))〉
Hv
dλφ
−1(v)(x′)
=
〈
(Ugη)(φ
−1(v))
∣∣ξ(φ−1(v))〉
Hv
=
〈
Ugη
∣∣ξ〉(φ−1(v)).
Since the representation M coincides with the right module structure, we can
deduce that the operator Uf is (φ∗, φ∗)-homogeneous.
iii) Evident.
iv) Let ψ ∈ PHom(G0) and g ∈ Cc(Covψ(G)). A short calculation shows that
UfUg = U(f?g) where
(f ? g)(x) =
∫
Gr(x)
f(y)g(y−1x)dλr(x)(y), x ∈ G.
By part iii) and lemma A.1, this implies that the family C ∗(H,U) is closed under
multiplication. It is closed under involution by part ii) and therefore a C ∗-pre-
family. The fact that it is a C∗-family is easy to check.
v) Let f ∈ Cc(Covφ(G)), φ ∈ PHom(G0). Then
(idf ξ)(v) =
∫
Gv
f(x)dλv(x) · ξ(φ−1(v)), v ∈ G0, ξ ∈ Cc(G0).
Therefore, idf = φ∗ ◦ M(F ) where F ∈ C0(Dom(φ)) is given by F (φ−1(v)) =∫
Gv f(x)dλ
v(x), v ∈ Im(φ). Thus, ‖ idf ‖ = ‖F‖∞. This implies the claim.
We call C ∗(H,U) the C∗-family associated to the continuous representation
(H,U).
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Integration with respect to a measure
The C∗-family constructed above can be related to the C ∗-algebra classically
associated to a continuous representation (H,U). Before we explain this re-
lation, let us first recall the definition of this C ∗-algebra [45]. It depends on
the choice of a quasi-invariant measure µ on G0 and acts on the direct integral
L2(H,µ) =
∫
Hdµ. A positive regular Borel measure µ on G0 is quasi-invariant
if the induced measures ν :=
∫
G0 λ
udµ(u) and ν−1 =
∫
G0 λ
−1
u dµ(u) are equivalent
[45, 41]. The direct integral L2(H,µ) of H with respect to a measure µ on G0 is
the Hilbert space completion of the space Γc(H) with respect to the inner product
〈η|ξ〉 := ∫G0〈η(v)|ξ(v)〉dµ(v). Let µ be a quasi-invariant measure and denote by D
the Radon-Nikodym derivative D = dν/dν−1. Then, for each function f ∈ Cc(G),
the formula
(Uµf ξ)(v) :=
∫
Gv
f(x)D−1/2(x)Uxξ(s(x))dλv(x), v ∈ G0,
defines an operator Uµf ∈ B(L2(H,µ)), and the map f 7→ Uµf defines a ∗-repre-
sentation of the convolution algebra Cc(G). The C
∗-algebra generated by the
image Uµ(Cc(G)) is called the C
∗-algebra associated to (H,U, µ) and denoted by
C∗(H,U, µ). This C∗-algebra can be obtained from the C∗-family C ∗(H,U) by
tensoring with a C∗-family which corresponds to the adjoint representation of
G on the measure space (G0, µ) – in fact C∗(H,U, µ) = span C ∗(H,U, µ) where
C ∗(H,U, µ) = C ∗(H,U)⊗M C ∗(   ×G0, id, µ), see the following proposition.
Proposition 3.13. Let (H,U) be a continuous representation of a decomposable
Hausdorff groupoid G with a unimodular Haar system λ and let µ be a quasi-
invariant measure on G0. Consider L2(H,µ) as a C∗-C0(G0)-
 
-bimodule via the
representation M of C0(G
0) given by pointwise multiplication.
i) The family C ∗(H,U, µ) ⊂ Lid(L2(H,µ)) given by
C ∗(U,H, µ)φ∗ := {Uµf | f ∈ Cc(Covφ(G))} , φ ∈ PHom(G0),
is a C∗-family, and span C ∗(H,U, µ) = C∗(H,U, µ).
ii) For each φ ∈ PHom(G0), put Dφ := dµ|Im(φ)/dφ∗
(
µ|Dom(φ)
)
. Then the
functions r∗
(
Dφ
)
and D = dν/dν−1 coincide on Covφ(G).
iii) The C∗-family associated to the trivial representation and µ is given by
C ∗(
  ×G0, id, µ)φ∗ = φµ∗ ◦M
(
C0(s(Covφ(G)))
)
, φ ∈ PHom(G0),
where φµ∗ ∈ B(L2(H,µ)) is the operator given by
(φµ∗ ξ)(v) =
{
D
−1/2
φ (v)ξ(φ
−1(v)), v ∈ Im(φ),
0, v 6∈ Im(φ), v ∈ G
0, ξ ∈ L2(H,µ).
105
3. APPLICATIONS TO LOCALLY COMPACT GROUPOIDS
iv) There exists an isomorphism V : Γ0(H)⊗M L2(G0, µ)→ L2(H,µ), given by
(V (f ⊗M ξ))(v) = f(v)ξ(v), v ∈ G0.
v) For all g ∈ Cc(Covφ∧ψ(G)), f ∈ C0(s(Covφ(G))), φ, ψ ∈ PHom(G0), one
has
AdV (Ug ⊗M φµ∗ ·M(f)) = Uµh where h := gs∗(f) ∈ Cc(Covψ∧φ(G)).
The map AdV defines an isomorphism
C ∗(H,U) ⊗M C ∗(   ×G0, id, µ) ∼=−→ C ∗(H,U, µ).
Proof. i) The first statement is an analogue of proposition 3.12. The second
statement follows from the fact that G is decomposable.
ii) By unimodularity of λ, one has for all f ∈ Cc(Covφ(G))∫
Covφ(G)
f(x)Dφ(r(x))dν
−1(x) =
∫
Dom(φ)
∫
Gv
f(x)dλv(x)Dφ(φ(v))dµ(v)
=
∫
Dom(φ)
∫
Gφ(v)
f(x)dλφ(v)(x)Dφ(φ(v))dµ|Dom(φ)(v)
=
∫
Im(φ)
∫
Gv′
f(x)dλv
′
(x)Dφ(v
′)dφ∗
(
µ|Dom(φ)
)
(v′)︸ ︷︷ ︸
dµ|Im(φ)(v′)
=
∫
Covφ(G)
f(x)dν(x).
iii) Let f ∈ Cc(Covφ(G)), φ ∈ PHom(G0). A similar calculation as in propo-
sition 3.12 shows that idµf = φ
µ
∗ ◦M(F ), where F ∈ C0(s(Covφ(G))) is given by
F (φ−1(v)) =
∫
Gv f(x)dλ
v(x), v ∈ Im(φ). The operator φµ∗ : L2
(
H|Dom(φ), µ|Dom(φ)
)→
L2
(
H|Im(φ), µ|Im(φ)
)
is isometric,
‖φµ∗ ξ‖2 =
∫
Im(φ)
ξ(φ−1(v))ξ(φ−1(v))D−1φ (v)dµ|Im(φ)(v)︸ ︷︷ ︸
dφ∗(µ|Dom(φ))
=
∫
Dom(φ)
ξ(v)ξ(v)dµ|Dom(φ)(v) = ‖ξ‖2, ξ ∈ L2(H,µ),
and therefore, ‖ idµf ‖ = ‖F‖∞,supp(µ). The claim follows.
iii) Evident.
iv) The operators idµf and Ug satisfy the conditions of proposition 1.24 by
proposition 3.12 and part i). The action of the operator V (Ug ⊗M φµ∗ ·M(f)) on
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an element η ⊗M ξ ∈ Γ0(H)⊗M L2(G0, µ) is given by
V
(
Ugη⊗Mφµ∗ ·M(f)ξ
)
(v) =
=
∫
Gv
g(x)Uxη(φ
−1(v))dλv(x)D−1/2φ (v)f(φ
−1(v))ξ(φ−1(v))
=
∫
Gv
g(x)f(s(x))D−1/2(x)Uxη(φ−1(v))ξ(φ−1(v))dλv(x)
=
(
Uµh V (η ⊗M ξ)
)
(v), v ∈ Im(φ).
The last statement follows from the formula proved in the first part.
Functoriality of the association
We conclude the extended example by a discussion of the relation between groupoid
homomorphisms and the partial integration of continuous representations. Let
G′ be a decomposable Hausdorff groupoid and let σ : G′ → G be a continuous
homomorphism. Denote by σ0 the restriction of σ to G
′0. The representation
(H,U) pulls back to the representation σ∗(H,U) = (σ∗0H,σ∗U) of G′, where
(σ∗U)x′ = Uσ(x′) for all x′ ∈ G′.
Proposition 3.14. Let σ : G′ → G be a continuous homomorphism of decompos-
able groupoids.
i) Consider C0(G
′0) as a C∗-C0(G0)-C0(G′0)-bimodule via the representation
σ∗0 : C0(G0) → M
(
C0(G
′0)
)
. Then the family C ∗(σ0) ⊂ L
(
C0(G
′0)
)
given
by
C ∗(σ0)
φ∗
ψ∗ := ψ∗ ◦M
(
C0(s(V
φ
ψ ))
)
, V φψ := Covψ(G
′) ∩ σ−1(Covφ(G)),
φ ∈ PHom(G0), ψ ∈ PHom(G′0), is a C∗-family.1
ii) One has an isomorphism V : Γ0(H)⊗σ∗0 C0(G′0)→ Γ0(σ∗0H) given by(
V (η ⊗σ∗0 ξ)
)
(v′) = η(σ(v′))ξ(v′), η ∈ Γ0(H), ξ ∈ C0(G′0).
Assume that σ is proper and that the restriction σv
′
: G′v′ → Gσ(v′) of σ is sur-
jective for each v′ ∈ G′0. Denote by Dσ the function on G′ associated to σ in
proposition 3.11.
iii) For each g ∈ Cc
(
Covφ(G)
)
, φ ∈ PHom(G0) and each f ′ ∈ C0(s(V φψ )), ψ ∈
PHom(G′0), one has
AdV
(
Ug ⊗σ∗0 ψ∗ ·M(f ′)
)
= (σ∗U)h′ where h′ := Dσ · σ∗(g) · s∗(f ′).
The map AdV induces an embedding
C ∗(H,U)⊗σ∗0 C ∗(σ0) ↪→ C ∗(σ∗(H,U)).
1 Here, we cavalierly neglect the partial automorphism on the C∗-algebra  defined on the
0-ideal.
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iv) If G′ and G are r-discrete, this embedding is an isomorphism.
Proof. i) Let φ, ψ be as above and f ′ ∈ C0(s(V φψ )). For all g ∈ C0(Dom(φ)), one
has
(ψ∗ ◦M(f ′))σ∗0(g) = ψ∗(σ∗0(g))(ψ∗ ◦M(f ′)) = σ∗0(φ∗(g))(ψ∗ ◦M(f ′))
as operators on C0(G
′0), because σ(ψ−1(v′)) = φ−1(σ(v′)), v′ ∈ V φψ . Together
with proposition 3.12 ii), this shows that the operator ψ∗ ◦ M(f ′) is (φ∗, ψ∗)-
homogeneous.
Let us show that C ∗(σ0) is a C∗-family. Since ‖ψ∗◦M(f ′)‖ = ‖f ′‖∞, the space
ψ∗ ◦M(C0(V φψ )) is closed. It is easy to see that the family C ∗(σ0) is closed under
involution and multiplication. The fact that it is a C ∗-family is easy to check.
ii) Evident.
iii) The operators Ug and ψ∗ ◦M(f ′) satisfy the conditions of proposition 1.24
by part ii) of proposition 3.12 and by part i). We compute the action of the
operator V (Ug ⊗∗ ψ∗ ◦M(f ′)) on an element η ⊗∗ ξ ∈ Γ0(H) ⊗σ∗0 C0(G′0). By
proposition 3.11, we have
(Ugη)(σ(v
′)) =
∫
Gσ(v′)
g(x)Uxη(s(x)) dλ
σ(v′)(x)︸ ︷︷ ︸
dσ∗
(
Dσλ′v′
)
(x)
=
∫
G′v′
g(σ(x′))Uσ(x′)η(σ(s(x′)))Dσ(x′)dλ′v
′
(x′).
Therefore, we find(
V (Ugη ⊗∗ ψ∗M(f ′)ξ)
)
(v′) = (Ugη)(σ(v′)) · f ′(ψ−1(v′))ξ(ψ−1(v′))
=
∫
Gv′
Dσ(x
′)g(σ(x′))f ′(s(x′))Uσ(x′)
· η(σ(s(x′)))ξ(s(x′))dλ′v′(x′)
=
∫
Gv′
h′(x′)Uσ(x′)
(
(V (η ⊗σ∗0 ξ))(s(x′))
)
dλ′v
′
(x′)
=
(
(σ∗U)h′V (η ⊗∗ ξ)
)
(v′).
iv) Since the open G-sets and G′-sets cover G and G′, respectively, each com-
pactly supported continuous function on G′ can be written as a sum of functions
h′ ∈ C0(V ′) where V ′ is a G′-set whose image σ(V ′) is contained in some G-
set V . Given such a function, choose g ∈ Cc(V ) such that σ∗(g)|supp(h′) = 1.
This is possible because the image σ(supp(h′)) ⊂ V is compact. Finally, put
f ′ := sV ′∗(h′) where sV ′ : V ′ → s(V ′) denotes the restriction of the source map,
which is a homeomorphism by assumption on V ′. Then the internal tensor prod-
uct Ug ⊗ qV ′∗ ◦M(f ′) is well-defined. For all η ∈ Γ0(H), ξ ∈ C0(G′0) and x′ ∈ V ′,
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we have(
V (Ugη ⊗∗ qV ′∗M(f ′)ξ)
)
(r(x′)) = g(σ(x′))Uσ(x′)η(σ(s(x′)))f ′(s(x′))ξ(s(x′))
=
(
(σ∗U)h′V (η ⊗∗ ξ)
)
(r(x′)).
Therefore, the embedding is surjective.
3.2 The pseudo-Kac system of a locally compact group-
oid
In this section, we study the main examples for the theory developed in the previ-
ous chapter: pseudo-multiplicative unitaries and pseudo-Kac systems associated
to locally compact groupoids. The pseudo-multiplicative unitaries have already
been considered by Moto O’uchi [38], but a satisfactory definition of their legs
remained an open question. The results of the previous section imply that the
unitary associated to a decomposable groupoid is itself decomposable. In this
case, the generalised Baaj-Skandalis construction introduced in the second chap-
ter can be applied.
After a review of the pseudo-multiplicative unitaries, we exemplify the “toy
definition” of an algebraic pseudo-Kac system and associate a C ∗-pseudo-Kac sys-
tem to each locally compact groupoid. The latter is less complex than the general
definition allows because several members of the respective families of C ∗-modules,
representations and unitaries comprising the pseudo-Kac system coincide. Again,
this system is decomposable if the underlying groupoid is decomposable.
Next, we compute the legs of this pseudo-Kac system. They are related to the
function algebra and to the left regular representation of the groupoid, respectively.
Then we determine the canonical coactions of the legs. The underlyingC ∗-algebras
are the function algebra on one side and the reduced groupoid C ∗-algebra on
the other side. Finally, we show that a certain class of coactions of the left leg
corresponds bijectively to groupoid actions. The study of coactions of the right
leg is left to a separate section.
3.2.1 Construction
The pseudo-multiplicative unitary
We construct the pseudo-multiplicative unitary associated to a groupoid and relate
several standard operations on unitaries obtained this way to the corresponding
operations on the level of the underlying groupoids. Except for the regularity and
decomposability considerations, the following result already appeared in [38]. For
completeness, we reproduce the entire proof.
109
3. APPLICATIONS TO LOCALLY COMPACT GROUPOIDS
Proposition 3.15. Let G be a locally compact Hausdorff groupoid with a left Haar
system λ. Put
A := C0(G
0), E := L2(G,λ)
and denote by pis, pir the representations of C0(G
0) on L2(G,λ) induced by the
range and source map of G, respectively, i.e.
(pis(f)ξ)(x) := f(s(x))ξ(x), (pir(f)ξ)(x) := f(r(x))ξ(x),
for all x ∈ G, f ∈ C0(G0) and ξ ∈ L2(G,λ). Clearly, these two representations
commute. The map V0 : Cc(G s×r G)→ Cc(G r×r G) given by
(V0f)(x, y) := f(x, x
−1y), (x, y) ∈ G r×r G, f ∈ Cc(G s×r G),
extends to a regular pseudo-multiplicative unitary V : Es < Er → Es = Er. This
pseudo-multiplicative unitary is always left decomposable and left decomposably
regular. If G is decomposable, it is right decomposable and right decomposably
regular.
Proof. First, note that the spaces Cc(G s×rG) and Cc(G r×rG) are dense subsets
of Es <E and E =Er, respectively. The map V0 is a linear isomorphism because
it is the transpose of the homeomorphism G r×r G→ G s×r G given by (x, y) 7→
(x, x−1y). It extends to a unitary because
〈V0f |V0g〉(E=Er)(u) =
∫
f(x, x−1y)g(x, x−1y)dλr(x)(y)dλu(x)
=
∫
f(x, y′)g(x, y′)dλs(x)(y′)dλu(x)
= 〈f |g〉(Es<E)(u), u ∈ G0,
for all f, g ∈ Cc(G s×r G).
For all f ∈ Cc(G s×r G s×r G) and all (x, y, z) ∈ G s×r G s×r G, one has
(V12V13V23f)(x, y, z) = (V13V23f)(x, x
−1y, z)
= (V23f)(x, x
−1y, x−1z) = f(x, x−1y, y−1z),
(V23V12f)(x, y, z) = (V12f)(x, y, y
−1z) = f(x, x−1y, y−1z).
Since Cc(G s×r G s×r G) is dense in Es < Es < E, the unitary V satisfies the
pentagonal equation.
For every f, g and f ′, g′ ∈ Cc(G), one has(
(〈g| = 1)V (1 < |f〉)h)(y) = ∫
Gr(y)
g(x)h(x)f(x−1y)dλr(y)(x),(|f ′〉〈g′|h)(y) = ∫
Gr(y)
g′(x)h(x)f ′(y)dλr(y)(x), h ∈ Cc(G), y ∈ G.
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Therefore, V is regular.
The unitary V is left decomposable by remark 3.6. If G is decomposable, V
is right decomposable by proposition 3.5. The remaining regularity statements
follow from corollary 2.14, proposition 2.36 and lemma 2.15.
Examples 3.16. Let (G,λ) and (G′, λ′) be two locally compact Hausdorff group-
oids with left Haar systems and denote by V and V ′, respectively, the associated
pseudo-multiplicative unitaries.
• Let C ⊂ G0 be a closed subset such that (r ◦ s−1)(C) ⊂ C. Then the ideal
I := {f ∈ C0(G0) | f |C = 0} of C0(G0) satisfies the assumptions of lemma
2.8. The reduction of V with respect to I is isomorphic to the pseudo-
multiplicative unitary associated to the subgroupoid GC ⊂ G and the left
Haar system λC ⊂ λ, where GC := s−1(C) and λC := (λv)v∈C .
• The direct sum V ⊕ V ′ is isomorphic to the pseudo-multiplicative unitary
associated to the coproduct (G,λ)
∐
(G′, λ′).
• The external tensor product V ⊗V ′ is isomorphic to the pseudo-multiplicate
unitary associated to the product (G,λ) × (G′, λ′).
The algebraic pseudo-Kac system
Combining the pseudo-multiplicative isomorphism of the previous paragraph with
the inversion map of the underlying groupoid, we obtain an algebraic pseudo-Kac
system.
Proposition 3.17. Let G be an e´tale groupoid. Put A = Cc(G
0). Then the
space E := Cc(G) of compactly supported functions on G with the representations
pir := pir, pis := pis induced from the range and source maps, and the operators
induced from the involution and multiplication on G,
V : E sr E → E rr E, (V f)(x, y) := f(x, x−1y),
U : E → E, (Uf)(x) = f(x−1),
form an algebraic pseudo-Kac system.
Proof. A straight-forward variation of the proof of proposition 3.15 shows that
V is a pseudo-multiplicative isomorphism. One easily checks that V commutes
with the representations pis1 and pis2. The map Σ(1  U)V is the transpose of
the homeomorphism φ : G s×r G → G s×r G given by the composition (x, y) 7→
(y, x) 7→ (y, x−1) 7→ (y, y−1x−1). A short calculation shows that φ3 is the identity
map:
( y︸︷︷︸
x′
, y−1x−1︸ ︷︷ ︸
y′
)
φ7→ (y−1x−1︸ ︷︷ ︸
y′
, xy︸︷︷︸
y′−1
y−1︸︷︷︸
x′−1
) = (y−1x−1︸ ︷︷ ︸
x′′
, x︸︷︷︸
y′′
)
φ7→ ( x︸︷︷︸
y′′
, x−1︸︷︷︸
y′′−1
xy︸︷︷︸
x′′−1
) = (x, y).
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The map Vˆ is the transpose of the homeomorphism
G r×r G→ G r×s G, (x, y) 7→ (y−1, x) 7→ (y−1, yx) 7→ (yx, y).
A straight-forward calculation shows that it satisfies the pentagon equation.
The C∗-pseudo-Kac system
The construction of the Kac system associated to a locally compact group carries
over to locally compact Hausdorff groupoids with minor modifications.
Proposition 3.18. Let G be a locally compact Hausdorff groupoid with left Haar
system λ. Put
• A := C0(G0),
• I := (r, s, r, s),
• Er := Er := L2(G,λ) and Es := Es := L2(G,λ−1),
and denote by
• pir := pir the family of representations of C0(G0) on L2(G,λ) and L2(G,λ−1)
induced by the range map of G,
• pis := pis the family of representations induced by the source map.
Then the map V0 introduced in proposition 3.15 and the map U0 : Cc(G)→ Cc(G)
given by (U0f)(x) := f(x
−1) induce families of unitaries U and V as in definition
2.53, and the tuple (A, I,E, pi, U, V ) forms a pseudo-Kac system. This pseudo-Kac
system is decomposable if G is decomposable.
Proof. It is clear that U0 induces unitaries as in definition 2.53. We show that V0
extends to unitaries
(1) V rr, V rr : Esr <Er → Er =Err ∼= Err <Er,
(2) V sr, V sr : Ess <Er ∼= Es =Err → Ers <Er,
(3) V ss, V ss : Es =Ers → Er =Ers .
Part (1) follows from proposition 3.15. For parts (2) and (3), let f ∈ Cc(G r×r
G)), g ∈ Cc(G s×r G) and u ∈ G0. Then
〈f |V0g〉(Ers<Er) (u) =
∫
Gu
∫
Gr(x)
f(x, y)g(x, x−1y)dλr(x)(y)dλ−1u (x)
=
∫
Gu
∫
Gu
f(x, xy′)g(x, y′)dλu(y′)dλ−1u (x)
=
〈
V −10 f |g
〉
(Ess<Er) (u),〈
f |V 0g〉
(Er=Ers ) (u) =
∫
Gu
∫
Gr(y)
f(x, y)g(x, x−1y)dλr(y)(x)dλ−1u (y)
=
∫
Gu
∫
Gu
f(yx′, y)g(yx′, x′−1)dλu(x′)dλ−1u (y).
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Upon substituting y′ := yx′ and x′′ := x′−1, this expression becomes∫
Gu
∫
Gr(x′′)
f(y′, y′x′′)g(y′, x′′)dλ−1r(x′′)(y
′)dλ−1u (x
′′) =
〈
V −10 f |g
〉
(Es=Ers ) (u).
The fact that these families satisfy the conditions vi)-viii) of the definition follows
from proposition 3.15 and calculations similar to those carried out in the previous
subsection.
3.2.2 The left and right leg
Let G be a decomposable Hausdorff groupoid with left Haar system λ. We deter-
mine the legs of the pseudo-Kac system associated to G in the previous subsection.
Let us fix the following notation. Denote by m : Cb(G)→ LC0(G0)(L2(G,λ)) and
m′ : Cb(G s×r G)→ LC0(G0)
(
L2(G,λ)pis < L2(G,λ))
the representations given by pointwise multiplication. Note that the internal ten-
sor product L2(G,λ)pis < L2(G,λ) can be identified with the completion of the
space Cc(G s×r G) with respect to the inner product
〈f |g〉(v) :=
∫
Gv
∫
Gs(x)
f(x, y)g(x, y)dλs(x)(y)dλv(x), v ∈ G0, f, g ∈ Cc(G s×r G),
and that the representations m and m′ are injective.
Proposition 3.19. Let G be a decomposable Hausdorff groupoid with left Haar
system λ.
i) For each φ, ψ ∈ PHom(G0), the space Sˆ ψ∗φ∗ is contained in Sˆ idid , and the
map ∆ˆψ∗φ∗ is extended by the ∗-homomorphism ∆ˆidid. One has
Sˆ idid = m
(
C0(G)
) ⊂ L idid (L2(G,λ), pis) ⊂ LC0(G0)(L2(G,λ))
and ∆ˆidid(m(f)) = m
′(f ′) , f ∈ C0(G), where f ′ ∈ Cb(G s×r G) is defined by
f ′(x, y) = f(xy) for all (x, y) ∈ G s×r G.
The canonical coaction (Sˆ0, pis, δˆ0) is given by
Sˆ0 = m(C0(G
0)) = Sˆ idid , δˆ0 = ∆ˆ
id
id.
ii) The C∗-family S ⊂ L (L2(G,λ), pir) is given by
S ψ∗φ∗ = λ(Cc(Cov(φ∧ψ)(G))) ⊂ L
(
L2(G,λ), pir
)
, φ, ψ ∈ PHom(G0),
where for each f ∈ Cc(G), the map λ(f) on L2(G,λ) is defined by
(λ(f)ξ)(x) :=
∫
Gr(x)
f(y)ξ(y−1x)dλr(x)(y), x ∈ G, ξ ∈ Cc(G).
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The coproduct ∆ is given by the formula(
∆(λ(f))(ξ < η))(x, y) = ∫
Gr(x)
f(z)ξ(z−1x)η(z−1y)dλr(x)(z),
where (x, y) ∈ G r×r G, ξ, η ∈ L2(G,λ) and λ(f) ∈ Sˆ .
The C∗-algebra of the canonical coaction is given by
S0 = C
∗
r (G) ⊂ LC0(G0)
(
L2(G,λ−1)
)
,
and the coaction δ0 is given by the same formula as ∆.
Proof. i) The first claim follows from remark 3.6. For all η, ξ, ζ ∈ Cc(G), one has(
(1 = {η|)V rr(1 < |ξ〉) ζ)(x) = ∫
Gr(x)
η(y)
(
V rr(ζ < ξ))(x, y))dλr(x)(y)
=
∫
Gr(x)
η(y)ζ(x)ξ(x−1y)dλr(x)(y) = (m(f)ζ)(x),
where f ∈ Cb(G) is given by
f(x) =
∫
Gr(x)
η(y)ξ(x−1y)dλr(x)(y).
The support of f is compact because it is contained in (suppη)·(supp ξ)−1. Hence,
Sˆ idid is contained in m(C0(G)). An easy application of the Stone-Weierstrass
theorem shows that this inclusion is an equality.
Let us prove the formula for the coproduct. Let f ∈ C0(G), ξ, η ∈ Cc(G) and
(x, y) ∈ G s×r G. Since
(
(V rr)−1(ξ < η))(x, y) = ξ(x)η(xy), one has(
V rr∗(1 <m(f))V rr(η < ξ))(x, y) = f(xy)(V rr(η < ξ)(x, xy))
= f(xy)η(x)ξ(y) = (m′(f ′)(η < ξ))(x, y).
ii) By definition, the C∗-family S is the left leg of the pseudo-multiplicative
unitary
Vˆ rr : (L2(G,λ), pir)< L2(G,λ)→ L2(G,λ) = (L2(G,λ), pis),
which by the calculation in the proof of proposition 3.17 is given by (Vˆ rrf)(x, y) =
f(yx, y), f ∈ Cc(G r×rG), (x, y) ∈ G r×sG. Let φ, ψ ∈ PHom(G0). By proposition
3.5, 1.52 and 1.49, one has
S ψ∗φ∗ = span
{
Cc(Covψ−1(G))
∣∣
2
· Vˆ rr · ∣∣Cc(Covφ−1(G))〉2.
For all η ∈ Cc(Covψ−1(G)) and ξ ∈ Cc(Covφ−1(G)), one has(
(1 = {η|)Vˆ rr(1 < |ξ〉) ζ)(x) = ∫
Gr(x)
η(y)
(
Vˆ rr(ζ < ξ)(x, y))dλr(x)(x)
=
∫
Gr(x)
η(y)ζ(yx)ξ(y)dλr(x)(x)
=
(
λ(f)ξ
)
(x), x ∈ G, ζ ∈ Cc(G),
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where the function f ∈ Cc(G) is given by f(y) = ξ(y−1)η(y−1) for all y ∈ G. The
support of f is contained in(
Covφ−1(G) ∩ Covψ−1(G)
)−1
= Cov(φ∧ψ)(G),
whence the formula for the C∗-family S follows. A similar calculation with Vˆ rr
replaced by Vˆ sr proves the equality S0 = C
∗
r (G). Next, let us check the formula
for the coproduct. Let f ∈ Cc(Covφ∧ψ(G)). Then the operator ∆(λ(f)) is given
by(
Vˆ sr∗(1 = λ(f))Vˆ sr(η < ξ))(x, y) = ((1 = λ(f))Vˆ sr(η < ξ))(y−1x, y)
=
∫
Gr(x)
f(z)(Vˆ sr(η < ξ))(y−1x, z−1y)dλr(x)(z)
=
∫
Gr(x)
f(z)η(z−1y · y−1x︸ ︷︷ ︸
z−1x
, z−1y)dλr(x)(z)
for all (x, y) ∈ G r×r G and η, ξ ∈ Cc(G). The formula for the coaction follows
from a similar calculation.
3.2.3 Coactions of the left leg and actions of the groupoid
Let G be a locally compact Hausdorff groupoid. We show that (Sˆ, ∆ˆ)-algebras
correspond bijectively with actions of the groupoid G on C ∗-algebras. Let us first
recall the definition of groupoid actions on C∗-algebras [31]. An action of G on a
C0(G
0)-algebra C is an isomorphism of C0(G)-algebras d : s
∗C → r∗C such that
dx ◦ dy = dxy for all (x, y) ∈ G s×r G.
Given two C∗-algebras C and D, we denote by C
max⊗ D the maximal C∗-tensor
product of C and D. The following lemma relates the C0(G
0)-tensor product to
the internal tensor product.
Lemma 3.20. Let C be a C0(X)-algebra and let E be a C
∗-module over C0(X).
Let D ⊂ LC0(X)(E) be a nuclear C∗-subalgebra which is a C0(X)-algebra with
respect to the representation of C0(X) on E given by the right module structure.
Then the map φ : C
max⊗ D → LC(C < E) given by c ⊗ d 7→ c < d induces an
isomorphism C ⊗C0(X) D ∼= C <D.
Proof. The existence and surjectivity of φ follow from the universal property of
the maximal tensor product. In the notation used in [4], by [4, proposition 3.21]
the map φ induces an isomorphism C
m⊗C0(X) D ∼= C < D. Since D is nuclear,
C
m⊗C0(X) D ∼= C ⊗C0(X) D by [4, proposition 3.24].
Now, we show how to construct a groupoid action out of an (Sˆ, ∆ˆ)-algebra.
Put X := G0. For two C0(X)-algebras C and D, put
M˜(C ⊗C0(X) D) :=
{
T ∈M(C ⊗C0(X) D) | T (1⊗D) ⊂ C ⊗C0(X) D
}
.
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Proposition 3.21. Let δˆ be an injective coaction of (Sˆ, ∆ˆ) on an object (C, pi) ∈
C∗A. Then
i) pi(C0(X)) ⊂ ZM(C), i.e. C is a C0(X)-algebra,
ii) Sˆ(C, pi) =
((
C ⊗C0(X) (C0(G), pir)
)
, pis2
)
= (r∗C, pis),
iii) δˆ(C) is contained in the multiplier algebra M˜(r∗C) ⊂M(r∗C),
iv) for each x ∈ G, the composition of δˆ with the map M˜(r∗C) → Cr(x) given
by evaluation at x factorises to a ∗-homomorphism δˆx : Cs(x) → Cr(x),
v) δˆxδˆy = δˆxy for all (x, y) ∈ G s×r G,
vi) the family (δˆx)x∈G defines a map d : s∗C → r∗C of C0(G)-algebras,
vii) if (C, pi) is an (Sˆ, ∆ˆ)-algebra, then d is an action of G on C.
Proof. i) By covariance of δˆ, one has δˆ
(
[pi(C0(X)), C]
)
= [pis2(C0(X)), δˆ(C)]. Since
Sˆ = m(C0(G)) commutes with the representation pis and δˆ(C) is contained in
M(C < Sˆ ), this is 0. By injectivity of δˆ, we obtain [pi(C0(X)), C] = 0.
ii) C ⊗C0(X) (C0(G), pir) ∼= C <m(C0(G)) ⊂ LC(C <L2(G,λ)) by lemma 3.20.
iii) This follows from the condition δˆ(C)(1 < Sˆ ) ⊂ C < Sˆ .
iv) Denote by pr(x) : C → Cr(x) the quotient map and by evx : C0(G)→
 
the
evaluation map. It is easy to see that the tensor product pr(x) ⊗ evx extends to a
quotient map M˜(r∗C) → Cr(x) as desired. If f ∈ C0(G0) vanishes at s(x), then
(pr(x) ⊗ evx) ◦ δˆ
(
pi(f)c
)
= (pr(x) ⊗ evx)
(
pis2(f)δˆ(c)
)
= 0 for all c ∈ C. Hence, the
composition factorises to a ∗-homomorphism δˆx : Cs(x) → Cr(x).
v) Let (x, y) ∈ G s×r G. Then δˆxδˆy = δˆxy follows from commutativity of the
diagram
Cs(y)
GF δˆy 
@A BC
δˆxy
OO
Coooo
δˆ
//
δˆ

M˜(r∗C)
pr(y)⊗evy
//
δˆ⊗1

Cr(y)
δˆx

M˜(r∗C)
∆ˆC //@A 
pr(xy)⊗evxy
OO
M˜
(
C ⊗C0(X) (C0(G s×r G), pir1)
) pr(x)⊗evx⊗evy// Cr(x),
where we used the identification C0(G s×r G) =
(
C0(G), pis
) ⊗C0(X) (C0(G), pir)
and the formula
(
∆ˆ(f)
)
(x, y) = f(xy).
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vi) Consider the multiplier algebra M(r∗C) as a C0(X)-algebra via the rep-
resentation pis. Since δˆ(C) and 1 ⊗C0(X) C0(G) commute in M(r∗C), one has a
morphism
d : s∗C = C ⊗C0(X)
(
C0(G), pis
)→ C ⊗C0(X) (C0(G), pir) = M(r∗C),
c⊗ f 7→ δˆ(c)(1 ⊗ f).
By assumption on δˆ, the image of d is contained in r∗C. Let us show that dx = δˆx
for each x ∈ G. Choose f ∈ C0(G) such that f(x) = 1. Then
dx
(
ps(x)(c)
)
= (pr(x) ⊗ evx)(d(c ⊗ f)) = (pr(x) ⊗ evx)(δˆ(c)(1 ⊗ f))
= (pr(x) ⊗ evx)δˆ(c) = δˆx(ps(x)(c)), c ∈ C.
vii) Using parts i) and ii), it is easy to see that the assumption implies δˆ(C)(1 <
Sˆ ) = C < Sˆ . Therefore, d is surjective. Then dv is surjective for each v ∈ G0
by [31, prop. 3.1]. Since dv = d
2
v, it must be the identity. Therefore, dx−1 is the
inverse of dx for each x ∈ G. Using [31, prop 3.1] again, we find that d is an
isomorphism.
The previous proposition has the following converse.
Proposition 3.22. Let C be a C0(X)-algebra and let d : s
∗C → r∗C be an action
of G on C. Then the composition of the map i1 : C 7→ M(s∗C), c 7→ c ⊗ 1, with
the extension M(s∗C) → M(r∗C) of d defines a coaction δˆ : C → M˜(r∗C) which
turns C into an (Sˆ, ∆ˆ)-algebra.
Proof. Since d is a morphism of C0(G)-algebras, we have for all c ∈ C and f ∈
C0(X)
δˆ(fc) = d(fc⊗ 1) = d(c⊗ pis(f)) = d(c ⊗ 1)pis2(f) = δˆ(c)pis2(f).
Hence, δˆ is a morphism from C to Sˆ(C). Again, since d is a morphism of C0(G)-
algebras, one has
δˆ(C)(1 ⊗ C0(G)) = d(C ⊗ 1)(1 ⊗ C0(G)) = d(C ⊗ C0(G)) = r∗C.
For each x ∈ X, denote by δˆx the map associated to δˆ in part ii) of the previous
proposition. The same calculation as shown there proves that δˆx = dx. Since maps
of the form pr(xy)⊗evx⊗evy, (x, y) ∈ G s×rG, separate the points of M˜
(
C⊗C0(X)
(C(G s×r G), pir1)
)
, the same diagram as shown there proves coassociativity of δˆ.
Therefore, δˆ is a coaction. Finally, the map i1 is injective by [4, cor. 3.16], and
since d is injective, so is δˆ. Considering C as a C∗-pre-family on the C∗-C-C-
bimodule C via
Cβα :=
{
C, α = id, β = id,
{0}, otherwise , α, β ∈ PAut(C0(G
0)),
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and δ as a morphism of C∗-pre-families in the obvious way, (C, δ) becomes a
(C0(G), ∆ˆ)-pre-family, and the coaction of (Sˆ, ∆ˆ) is induced from this (C0(G), ∆ˆ)-
family by tautology.
Alternatively, in the last part of the proof above, one could also consider the
C∗-pre-family Cov(C) in order to produce a (C0(G), ∆ˆ)-pre-family.
Theorem 3.23. There exists a bijective correspondence between actions of G on
C0(X)-algebras and (Sˆ, ∆ˆ)-algebras.
Proof. Combine the previous two propositions and observe that both times one
has δˆx = dx for all x ∈ G, whence the constructions given there are mutually
inverse.
Remark 3.24. This paragraph has shown that the semigroup grading techniques
introduced in the first chapter are not needed for the treatment of the left leg of
the pseudo-Kac system associated to a groupoid. It is convenient to focus on the
grading degree (id, id) and – roughly speaking – to neglect components of other
degrees if they are given or put them equal to 0.
3.3 Coactions of the right leg and Fell bundles in the
r-discrete case
Let G be an r-discrete Hausdorff groupoid. In the previous section, we associated
to G a pseudo-Kac system, computed its legs and investigated coactions of the left
leg. The study of coactions of the right leg (S,∆) requires a separate section. We
show that injective coactions of (S,∆) correspond bijectively with upper semi-
continuous Fell bundles over G. This generalises an analogous result for discrete
groups [35, 44, 2]. In the first subsection, we show that the reduced C ∗-algebra
of a Fell bundle on the groupoid G carries a canonical injective coaction. This
does not depend on the assumption that G is r-discrete. The reverse process – the
construction of a Fell bundle out of an injective coaction – proceeds in several steps.
Following the proof of the corresponding result in the group case [2], we construct
a Haar mean and show that injective coactions of (S,∆) are automatically non-
degenerate in a strong sense. Next, we associate to each injective coaction a Fell
bundle, using the Haar mean again, and show that the reduced C ∗-algebra of
this Fell bundle coincides with the C∗-algebra underlying the coaction. Then, the
correspondence follows easily. As a by-product, it will follow that each injective
coaction of (S,∆) is a regular (S,∆)-algebra.
Throughout this section, let G be an r-discrete Hausdorff groupoid and denote
by (S,∆) the functor and the natural transformation of the right leg of the pseudo-
Kac system associated to the groupoid G.
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3.3.1 From Fell bundles to coactions
Let F be an upper semi-continuous Fell bundle on the groupoid G. The reduced
C∗-algebra of F is defined as follows. Denote by F 0 the restriction of F to G0 and
note that Γ0(F
0) is a C∗-algebra. The space Γc(F ), equipped with the operations
〈η|ξ〉(v) :=
∫
Gv
η(x)∗ξ(x)dλ−1v (x), (ξf)(x) := ξ(x)f(s(x))
where ξ, η ∈ Γc(F ), f ∈ Γ0(F 0) and x ∈ G, v ∈ G0, is a pre-C∗-module over
Γ0(F
0). Its completion is denoted by Γ2(F ). For each section f ∈ Γc(F ), one has
a left convolution operator λf on Γ
2(F ) given by
(λf ξ)(x) :=
∫
Gr(x)
f(y)ξ(y−1x)dλr(x)(y), ξ ∈ Γc(F ), x ∈ G.
The reduced C∗-algebra of the Fell bundle F is the C∗-subalgebra of LΓ0(F 0)
(
Γ2(F )
)
generated the convolution operators λf , f ∈ Γc(F ). It is denoted by C∗r (F ). The
map λ : Γc(F ) → C∗r (F ) is injective. Denote by pir and pis the representations
of C0(G
0) on the C∗-module Γ2(F ) induced by the range and source map of G,
respectively.
Proposition 3.25. Let F be an upper semi-continuous Fell bundle on a locally
compact Hausdorff groupoid G. The formulas(
pi(b)f
)
(x) := b
(
r(x)
)
f(x),
(
fpi(b)
)
(x) := f(x)b
(
s(x)
)
,
x ∈ G, b ∈ C0(G0), f ∈ Γc(F ),
define a non-degenerate ∗-homomorphism pi : C0(G0) → M(C∗r (F )). The C∗-
algebra S (C∗r (F ), pi) = C∗r (F ) < S is faithfully represented on the C∗-module
(Γ2(F ), pir)< L2(G,λ), and the formula(
δF (λf )(ξ < η))(x, y) := ∫
Gr(x)
f(z)ξ(z−1x)η(z−1y)dλr(x)(z),
(x, y) ∈ G r×r G, ξ ∈ Γc(F ), η ∈ Cc(G), f ∈ Γc(U,F ),
defines an injective coaction δF of (S,∆) on
(
C∗r (F ), pi
)
.
Proof. It is easy to see that pi is a non-degenerate ∗-homomorphism C0(G0) →
M(C∗r (F )).
Denote by pis and pir the representations of C0(G
0) on Γ2(F ) induced by the
source and range map of G, and by p : G s×r G → G and q : G r×r G → G
the projections onto the first components, respectively. Then the C ∗-module
(Γ2(F ), pir) < L2(G,λ) identifies with the completion of the space Γc(p∗F ) with
respect to the inner product
〈f |g〉(u) :=
∫
Gu
∫
Gr(x)
f(x, y)∗g(x, y)dλr(x)(y)dλ−1u (x), u ∈ G0, f, g ∈ Γc(p∗F ),
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and the C∗-module (Γ2(F ), pir)<L2(G,λ−1) identifies with the completion of the
space Γc(q
∗F ) with respect to the inner product
〈f |g〉(u) :=
∫
Gu
∫
Gr(x)
f(x, y)∗g(x, y)dλ−1r(x)(y)dλ
−1
u (x), u ∈ G0, f, g ∈ Γc(q∗F ).
Consider the map VˆF,0 : Γc(p
∗F ) → Γc(q∗F ) given by (VˆF,0f)(x, y) := f(yx, x).
We show that it extends to a unitary
VˆF : (Γ
2(F ), pir) < L2(G,λ)→ (Γ2(F ), pir) < L2(G,λ−1).
For f ∈ Γc(q∗F ), g ∈ Γc(p∗F ) and u ∈ G0, one has〈
f
∣∣VˆF,0g〉(u) = ∫
Gu
∫
Gr(x)
f(x, y)∗g(yx, y)dλ−1r(x)(y)dλ
−1
u (x).
Substituting y′ := yx and x′ := x−1, this expression becomes∫
Gu
∫
Gu
f(x′−1, y′x′)∗g(y′, y′x′)dλ−1u (y
′)dλu(x′).
Substituting z := y′x′ and retaining y′, we obtain〈
f
∣∣VˆF,0g〉(u) = ∫
Gu
∫
Gr(y
′)
f(z−1y′, z)∗g(y′, z)dλr(y
′)(z)dλ−1u (y
′) =
〈
Vˆ −1F,0f
∣∣g〉(u).
A calculation similar to the one carried out for the computation of the coproduct
∆ on S in part ii) of proposition 3.19 shows that the map
C∗r (F )→ LC0((Γ2(F ), pir)< L2(G,λ)), T 7→ Vˆ ∗F (1 < T )VˆF ,
implements the formula for δF given above. Thus, δF is a well-defined injec-
tive morphism
(
C∗r (F ), pi
) → S(C∗r (F ), pi) of C0(G0)-algebras. The inclusion
δ(C∗r (F ))(1 < S ) ⊂ S(C∗r (F ), pi) and coassociativity of the map δF follow eas-
ily from the formula.
Remark 3.26. The proof suggest to generalise the notion of a coaction unitary so
that it accommodates the unitary VˆF – a modification of the approach to coaction
unitaries can be used to show that the coaction constructed above is in fact a
regular (S,∆)-algebra. If the underlying groupoid is r-discrete, this will follow
from corollary 3.38.
3.3.2 The Haar mean for the right leg
In this section, we construct a Haar mean for the right leg (S,∆), following ideas
of [2]. To do so, we first need to collect several preliminary results about the right
leg which are particular to the r-discrete case. It may be helpful to bear in mind
the special case where G is just a discrete group. A fundamental roˆle is played by
the following subsets of G.
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Notation 3.27. We denote by G the family of open G-sets of G for which the
restrictions r|U and s|U are homeomorphisms onto open subsets of G0. We denote
by G cc the subfamily of all open subsets U ⊂ G whose closure is compact and
contained in an element of G . For each U ∈ G cc, we choose a function χU ∈ Cc(G)
such that χU |U = 1 and the support of χU is contained in some G-set. For U ∈ G ,
we denote by rU : U → r(U) and sU : U → s(U) the restrictions of the range
and source map, respectively. Then the partial homeomorphism qU defined in
proposition 3.2 is given by qU := rU ◦ s−1U .
Since G is r-discrete, both families G and G cc form open covers of G. In the
following, we prefer to work with the family G cc. However, all statements apply
and all arguments carry through with G instead of G cc after straight-forward
modifications. If G is just a discrete group, the families G and G cc coincide with
the family
({x})
x∈G of the singleton sets of all group elements.
The family G cc facilitates a useful description of the Hopf C ∗-family (S ,∆)
and of the functor S.
Lemma 3.28. The C∗-family S is generated by the subfamily{
λ(Cc(U)) | U ⊂ Covφ∧ψ(G), U ∈ G cc
} ⊂ S ψ∗φ∗ , φ, ψ ∈ PHom(G0).
For each U ∈ G cc and f ′, f ′′ ∈ C0(U), one has ∆
(
λ(f ′f ′′)
)
= λ(f ′) < λ(f ′′).
Proof. Let φ, ψ ∈ PHom(G0). By proposition 3.19, the space S ψ∗φ∗ is densely
spanned by operators of the form λ(f) where f ∈ Cc(Covφ∧ψ(G)). By assump-
tion on G and a partition of unity argument, each function f ∈ Cc(Covφ∧ψ(G))
can be written as a linear combination of functions fi ∈ Cc(Ui) where Ui ⊂
Covφ∧ψ(G), Ui ∈ G cc.
Let us prove the second statement. Recall the formula for the coproduct ∆
given in proposition 3.19. Put f = f ′f ′′ and let ξ, η ∈ L2(G,λ) and (x, y) ∈
G r×r G. If U ∩ r−1(x) is empty, then(
∆(λ(f))(ξ < η))(x, y) = 0 = (λ(f ′)ξ)(x) · (λ(f ′′)η)(y).
Otherwise, the intersection U ∩ r−1(x) contains exactly one point, z, say. Then(
∆(λ(f))(ξ < η))(x, y) = f(z)ξ(z−1x)η(z−1y)
= f ′(z)ξ(z−1x) · f ′′(z)η(z−1y)
= (λ(f ′)ξ)(x) · (λ(f ′′)η)(y).
Let (C, pi) ∈ C∗A. The following lemma describes the C∗-algebra (C, pi) <S .
Lemma 3.29. i) For all c < λ(f) ∈ Cov(C, pi) < S and all g ∈ C0(G0), one
has (c< λ(f))pir2(g) = c< λ(fs∗(g)) = cpi(g)< λ(f) and pir2(g)(c< λ(f)) =
pi(g)c < λ(f) = c< λ(r∗(g)f).
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ii) The C∗-algebra (C, pi) < S is generated by elements of the form c < λ(f)
where f ∈ Cc(U) for some U ∈ G cc and c ∈ Cov qU∗(C, pi).
Proof. i) This follows from the equations
pir2(g)(c
′ < ξ) = c′ < pir(g)ξ = c′ < ξg = pi(g)c′ < ξ, c′ ∈ C, ξ ∈ L2(G,λ),
λ(f)pir(g)ξ = f ? (g ? ξ) = (f ? g) ? ξ = λ(fs
∗(g))ξ, ξ ∈ L2(G,λ).
ii) By lemma 3.28, the internal tensor product (C, pi)<S is generated by elements
of the form c<λ(f) where c ∈ Covφ∗(C, pi), f ∈ Cc(U), U ⊂ Covφ∧ψ(G), U ∈ G cc
and φ, ψ ∈ PHom(G0). Choose a function g ∈ C0(s(U)) such that f = fs∗(g).
Then c< λ(f) = c< λ(fs∗(g)) = cpi(g) < λ(f) by part i), and cpi(g) is contained
in Cov qU∗(C, pi). The claim follows.
Next, we describe the individual subspaces Cov qU∗(C, pi) <S for U ∈ G cc.
Lemma 3.30. Let U ∈ G cc.
i) Given a finite number of elements ci<λ(fi) ∈ Cov qU∗(C, pi)<λ(C0(U)), one
has
∑
i ci < λ(fi) = c< λ(χU ) where c = ∑i cipi(sU∗(fi)).
ii) Given a sequence of elements ci < gi ∈ CovqU∗(C, pi) < λ(C0(U)) which con-
verges in norm to some operator d, there exists c ∈ Cov qU∗(C, pi) such that
d = c< λ(χU ).
iii) The spaces {c<λ(χU ) | c ∈ Cov qU∗(C, pi)}, {c<λ(f) | c ∈ Cov qU∗(C, pi), f ∈
C0(U)} and Cov qU∗(C, pi) < λ(C0(U)) are equal.
iv) Let c < λ(f) ∈ Cov qU∗(C, pi) < λ(C0(U)) and g ∈ C0(U ′), U ′ ∈ G cc. Then
c< λ(fg) = c′ < λ(χU∩U ′) for some c′ ∈ Cov qU∩U′ (C, pi).
Proof. i) This follows from part i) of lemma 3.29.
ii) One has ci < λ(g) = pi(rU∗(g))ci < λ(χU ). By assumption, the sequence of
elements
pi(rU∗(g))ci =
(
1 < 〈χU |) · (ci < λ(g)) · (1< |sU∗(χ)〉)
converges to c :=
(
1 < 〈χU |) · d · (1 < |sU∗(χU )〉). Hence, d = c< λ(χU ).
iii) This follows from parts i) and ii).
iv) Part i) of lemma 3.29 and the inclusion supp fg ⊂ U ∩ U ′ imply c <
λ(fg) = c′ < λ(χU∩U ′) where c′ = cpi(s(U∩U ′)∗(fg)). Clearly, c′ is contained in
C · C0(s(U ∩ U ′)) = C Dom(q(U∩U ′)∗). Since the restriction of qU to s(U ∩ U ′)
coincides with qU∩U ′, the element c′ belongs to Cov q(U∩U′)∗(C, pi).
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The Haar mean
The notion of a Haar mean for a Hopf C∗-algebra has been introduced in [2,
definition 7.6, exemples 7.8(3)]. Adapted to our setting, it will be the main tool
for the construction of a Fell bundle out of a coaction.
Proposition 3.31. i) For each f ∈ Cc(G), the following assignment defines a
function Wf ∈ Cc(G r×r G):
(Wf)(x, y) :=
{
0, x 6= y,
f(x), x = y,
(x, y) ∈ G r×r G,
ii) The map f 7→ Wf extends to an isometry W : L2(G,λ) → (L2(G,λ), pir) <
L2(G,λ). Its adjoint is given by (W ∗ξ)(x) = ξ(x, x), ξ ∈ Cc(G), x ∈ G.
iii) Let f, g ∈ Cc(G), and let ξ′, ξ′′ ∈ Cc(U) ⊂ L2(G,λ) for some U ∈ G . Put
ξ = ξ′ξ′′. Then Wξ = ξ′ < ξ′′ and W ∗(λ(f)ξ′ < λ(g)ξ′′) = λ(fg)(ξ).
iv) Let d < λ(g) ∈ S2(C, pi) where d ∈ Cov qU∗ ((C, pi) < S , pir2) and g ∈
C0(U), U ∈ G cc. Then Ad(1<W ∗)(d < λ(g)) = c < λ(χU ) for some c ∈
Cov qU∗(C, pi).
v) The map Ad(1<W ∗) defines a morphism E′(C,pi) : S2(C, pi) → S(C, pi), and
the family
(
E′(C,pi)
)
(C,pi)
defines a natural transformation E ′ : S2 → S.
vi) One has E′ ◦∆ = idS, and the following diagram commutes.
S ◦ S
∆S

S∆ //
∆E′
MMM
MMM
&&MM
MMM
M
S ◦ S ◦ S
E′S

S ◦ S ◦ S
SE′
// S ◦ S.
Proof. i,ii) We only need to show that for each f ∈ Cc(G), the functionWf defined
above is continuous. This follows from the fact that the diagonal {(x, x)|x ∈ G}
is closed in G r×r G because G is Hausdorff, and open in G r×r G because G is
r-discrete.
iii) Let x ∈ G. Then (W ∗(λ(f)ξ′ < λ(g)ξ′′)(x) is equal to(
λ(f)ξ′
)
(x) · (λ(g)ξ′′)(x) = ∑
y∈Gr(x)
f(y)ξ′(y−1x) ·
∑
z∈Gr(x)
g(z)ξ′′(z−1x)
If U ∩Gr(X) is empty, this expression is 0, and (λ(fg)ξ)(x) = 0 as well. Otherwise,
the intersection consists of exactly one point, x0, say. In that case,(
W ∗(λ(f)ξ′ < λ(g)ξ′′)(x) = f(x0)ξ′(x−10 x)g(x0)ξ′′(x−10 x) = (λ(fg)ξ)(x).
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iv) Write d = limn dn where
dn =
∑
i
cin < λ(f in), cin < λ(f in) ∈ Cov qUin∗(C, pi) < λ(C0(U in)), U in ∈ G cc.
Let c′ ∈ C and ξ = ξ′ · ξ′′ ∈ Cc(V ) ⊂ L2(G,λ) where V ∈ G . Then
Ad(1<W ∗) (d< λ(g))(c′ < ξ) = lim
n
∑
i
cinc
′ <W ∗(λ(f in)ξ′ < λ(g)ξ′′)
= lim
n
∑
i
cinc
′ < λ(f ing)ξ.
By part ii) of proposition 3.30, cin<λ(f ing) = cˆin<λ(χU ) for some cˆin ∈ Cov qU∗(C, pi).
Thus, Ad(1<W ∗)(d< λ(g)) = limn∑i cˆin< λ(χU ). By part v) of the same proposi-
tion, this element can be written in the form c<λ(χU ) with some c ∈ Cov qU∗(C, pi).
v) Consider the previous calculation. The equations
pir(h)λ(g) = λ(r
∗(h)g), pir(h)λ(f ing) = λ(f
i
nr
∗(h)g), h ∈ C0(G0)
show that Ad(1<W ∗) intertwines the representation pir3 on C<L2(G,λ)pir<L2(G,λ)
with the representation pir2 on C <L2(G,λ). Thus, Ad(1<W ∗) defines a morphism
E′(C,pi) : S
2(C, pi) → S(C, pi). The fact that the family (E′(C,pi))(C,pi) defines a
natural transformation is clear from the construction.
vi) The equation E′ ◦∆ = idS follows from part iii) and lemma 3.28. Let us
show that the diagram commutes. Consider an element d < λ(g) as in part iii).
By lemma 3.28,
∆(C,pi)
(
E′(C,pi)(d< λ(g))) = limn ∑
n
cin <∆(λ(f ing)),
S(E′(C,pi))
(
d<∆(λ(g))) = E′(C,pi)(d< λ(g))< λ(χU ),
E′S(C,pi)
(
∆(C,pi)(d) < λ(g)) = E′S(C,pi)( limn ∑
i
(
cin < λ(χU in))< λ(f in) < λ(g))
= lim
n
∑
i
cin < λ(χU in)< λ(f ing).
By the same lemma, these expressions are equal.
Remark 3.32. In part iii), we can not simply write AdW ∗(λ)(f)<λ(g)) = λ(fg)
because the internal tensor product λ(f) < λ(g) need not be well-defined. Parts
iv) and v) of this proof could be substantially simplified if we had Cov((C, pi) <
S , pir2) = Cov(C, pi) <S .
Next, we carry over the construction of retractions for coactions from the
group case [3, proposition 7.12, 7.13, lemme 7.14]. To do so, we need the following
proposition and lemma.
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Proposition 3.33. Let (C, pi, δ) be a coaction of (S,∆). Then the image δ(C) is
contained in the C∗-algebra (C, pi) <S .
Proof. Since pi is non-degenerate, one has
δ(C) = δ
(
Cpi
(
C0(G
0)
))
= δ(C)pir2(C0(G
0))
= δ(C)
(
1< λ(C0(G0))) ⊂ (C, pi) <S .
Lemma 3.34. Let (C, pi, δ) be a coaction of (S,∆) and let d = c < λ(f) ∈
Cov qU (C, pi)<λ(C0(U)), U ∈ G cc. If (δ<id)(d) = (id<∆)(d), then d = δ(rU∗(f)c).
Proof. Put χ := χU . By lemma 3.30 and the assumption, we have
d = c< pir(rU∗(χ3))λ(f) = 〈χ|3 · (c< λ(f) < λ(χ)) · |sU∗(χ)〉3
= 〈χ|3 · (c<∆(λ(f))) · |sU∗(χ)〉3
= 〈χ|3 · (δ(c) < λ(f)) · |sU∗(χ)〉3
= pir2(rU∗(f))δ(c) = δ(rU∗(f)c).
Proposition 3.35. Let (C, pi, δ) be an injective coaction of (S,∆).
i) There exists a unique morphism E(C,pi,δ) : S(C, pi)→ (C, pi) such that E(C,pi,δ)◦
δ = id(C,pi) and the following diagram commutes.
S(C, pi)
∆(C,pi)

S(δ) //
δE(C,pi,δ)
LLL
LLL
%%LL
LLL
L
SS(C, pi)
E′
(C,pi)

SS(C, pi)
SE(C,pi,δ)
// S(C, pi).
ii) E(C,pi,δ)
(
Cov qU∗(C, pi) < λ(C0(U))) ⊂ Cov qU∗(C, pi) for all U ∈ G cc.
iii) Let φ : (C, pi, δ) → (C ′, pi′, δ′) be a morphism of injective coactions. Then
φ ◦E(C,pi,δ) = E(C′,pi′,δ′) ◦ S(φ).
Proof. i,ii) Uniqueness follows from injectivity of δ and the commutativity condi-
tion on the upper right triangle in the diagram. By the previous proposition, the
following maps on S(C, pi) are equal.
S(δ)E′(C,pi)S(δ) = E
′
S(C,pi)S
2(δ)S(δ)
= E′S(C,pi)S(∆(C,pi))S(δ) = ∆S(C,pi)E
′
(C,pi)S(δ)
Let c < λ(f) ∈ Cov qU∗(C, pi) < λ(C0(U)) where U ∈ G cc. By part iv) of the
previous proposition, E′(C,pi)(δ(c)<λ(f)) = c′<λ(χU) for some c′ ∈ Cov qU∗(C, pi).
By lemma 3.34 and the calculation above, c′<λ(χU ) = δ(c′). Hence, the image of
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E′(C,pi)S(δ) is contained in the image of δ, and since δ is injective, the morphism
E(C,pi,δ) := δ
−1E′(C,pi)S(δ) is well-defined.
By part vi) of proposition 3.31, we have
δE(C,pi,δ)δ = E
′
S(C,pi)S(δ)δ = E
′
S(C,pi)∆(C,pi)δ = δ.
Since δ is injective, this proves the equality E(C,pi,δ)δ = id(C,pi). We show that
δE(C,pi,δ) = S(E(C,pi,δ))∆. Since δ is injective, so is S(δ). By the equation at the
beginning of the proof and part v) of the previous proposition, we have
S(δ)δE(C,pi,δ) = ∆S(C,pi)E
′
(C,pi)S(δ) = S(E
′
(C,pi))∆S(C,pi)S(δ)
= S(E′(C,pi))S
2(δ)∆(C,pi) = S(δE(C,pi,δ))∆(C,pi).
iii) This follows from a straight-forward calculation.
φδ−1E′(C,pi)S(δ) = δ
′−1S(φ)E′(C,pi)S(δ)
= δ′−1E′(C′,pi′)S
2(φ)S(δ) = δ′−1E′(C′,pi′)S(δ
′)S(φ).
Hooptedoodle 3.36. The family
(
E(C,pi,δ)
)
defines a natural transformation
E : SU |
Coact∗,inj
(S,∆)
→ U |
Coact∗,inj
(S,∆)
, where Coact∗,inj(S,∆) denotes the full subcate-
gory of Coact(S,∆) consisting of the objects (C, pi, δ) where δ is injective, and
U : Coact(S,∆) → C∗A denotes the forgetful functor given by (C, pi, δ) 7→ (C, pi)
and φ 7→ φ. The previous propositions also show that the morphisms comprising
E′ and E are equivariant with respect to the canonical coactions.
3.3.3 From coactions to Fell bundles
In this subsection, we associate to each injective coaction an upper semi-continuous
Fell bundle onG and show that the reduced C∗-algebra of this Fell bundle coincides
with the C∗-algebra underlying the coaction. As a key tool, we will use the Haar
mean constructed in the previous subsection.
Let (C, pi, δ) be an injective coaction of (S,∆). For each U ∈ G cc, put
CU := E(C,pi,δ)
(
Cov qU∗(C, pi) < λ(C0(U))).
The Fell bundle associated to (C, pi, δ) will be constructed in such a way that the
sections over a subset U ∈ G cc identify with the space CU . The next proposition
collects some easy properties of the family
(
CU
)
U
.
Proposition 3.37. i) CU = {c′ ∈ Cov qU∗(C, pi) | δ(c′) = c′ < λ(χU )},
ii) CUCU ′ ⊂ CUU ′ and C∗U = CU−1 for all U,U ′ ∈ G cc; in particular, CU ′ is a
C∗-algebra if U ′ ⊂ G0, and CU is a C∗-module over Cs(U),
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iii) CU is a non-degenerate convex C0(s(U))-module with respect to the operation
c · f := cpi(f).
iv) If U ′ ∈ G cc is contained in U , then CU ′ = CUC0(s(U ′)).
Proof. i) Let c ∈ Cov qU∗(C, pi) and c′ = E(C,pi,δ)(c< λ(χU )). By proposition 3.35,
we have
δ(c′) = S
(
E(C,pi,δ)
)(
c<∆(λ(χU )))
= S
(
E(C,pi,δ)
)
(c< λ(χU ) < λ(χU )) = c′ < λ(χU ).
Conversely, if δ(c′) = c′ < λ(χU ), then c′ = E(C,pi,δ)(δ(c′)) is contained in CU .
ii) This follows immediately from part i).
iii) By part i) of lemma 3.29, CU pi(C0(s(U))) = CU . If U ⊂ G0, the map pi
defines a C0(U)-algebra structure on Cov qU∗(C, pi) and hence also on CU . In the
general case, convexity follows from lemma A.2 and part ii).
iv) One has CU ′ = CU ′C0(s(U
′)) ⊂ CUC0(s(U ′)) because CU ′ ⊂ CU . The
reverse inclusion follows from part iv) of lemma 3.30.
Before constructing the Fell bundle, we use the results obtained so far to show
that each injective coaction of (S,∆) is a regular (S,∆)-algebra.
Corollary 3.38. Let (C, pi, δ) be an injective coaction of (S,∆).
i) C = spanUCU = span Cov(C, pi).
ii) Consider C as a C∗-C0(G0)-C-bimodule and denote by C the C∗-subfamily
of Lid(C) generated by the family
(
CU
)
U
. Then C is non-degenerate, and δ
restricts to a coaction of (S ,∆) on C .
iii) (C , δ) is a regular (S ,∆)-family and (C, pi, δ) is a regular (S,∆)-algebra.
Proof. i) By part i) of proposition 3.35, the morphism E(C,pi,δ) : S(C, pi)→ (C, pi)
is surjective. By part ii) of lemma 3.29, S(C, pi) is the closed linear span of the
subspaces Cov qU∗(C, pi)<λ(C0(U)) where U ∈ G cc. By definition, for each U ∈ G cc
the subspace Cov qU∗(C, pi) < λ(C0(U)) gets mapped to CU ⊂ CovqU∗(C, pi).
ii) The fact that C is non-degenerate follows immediately from part i). The
second part follows from part i) of proposition 3.37.
iii) First, we show that δ(C )(1 < S ) = C < S . Let φ ∈ PHom(G0). By
proposition 3.19 and by definition, one has
(C <S )φ∗ = span{c< λ(f) | c ∈ C φ∗ , λ(f) ∈ S φ∗φ∗ }
= span{c< λ(f) | c ∈ CU , U ∈ G cc, U ⊂ Covφ(G), λ(f) ∈ S φ∗φ∗ }.
Let c ∈ CU , U ∈ G cc, U ⊂ Covφ(G) and λ(f) ∈ S φ∗φ∗ . By part i) of proposition
3.37, one has c < λ(f) = δ(c)(1 < λ(χU−1)λ(f)). This proves that (C , δ) is a
(S ,∆)-family. It is regular by proposition 2.36 and proposition 3.33. By part i),
it follows that (C, pi, δ) is a regular (S,∆)-algebra.
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As before, given a Fell bundle F on G, we denote by F 0 the restriction of F
to G0.
Proposition 3.39. Let (C, pi, δ) be an injective coaction of (S,∆).
i) There exists an upper semi-continuous Fell bundle F on G with natural
isomorphisms jU : Γ0(U,F ) ∼= CU , U ∈ G cc. With respect to these identifica-
tions, the multiplication and involution on C coincide with the product and
involution on sections of F induced by its Fell bundle structure.
ii) The family (jU )U induces a dense embedding j : Γc(F ) ↪→ C. This embedding
is equivariant with respect to the canonical coaction δF on Γc(F ) ⊂ C∗r (F ).
iii) j(Γ0(F
0)) = Cov id(C, pi). Denote this C
∗-algebra by C0. The restriction
map  : Γc(F ) → Γc(F 0) → C0 extends to a faithful conditional expectation
 : C → C0.
iv) The embedding j extends to an isomorphism
(
C∗r (F ), pi, δF
) ∼= (C, pi, δ).
Proof. i) The proof of this part follows the scheme of the proof of proposition 1.63.
Let U ∈ G cc. By part iii) of proposition 3.37, the space CU corresponds to
an upper semi-continuous Banach bundle on s(U). Denote by FU the pull-back
of this bundle to U via the restriction of the source map sU : U → s(U). By
construction, we obtain an isomorphism jU : Γ0(FU ) ∼= CU .
Let U ′ ⊂ U be an open subset. By part iv) of proposition 3.37, CU ′ =
CUC0(s(U
′)). Therefore, the restriction of the bundle FU to U ′ coincides with
FU ′ . Hence, there exists an upper semi-continuous Banach bundle F on G such
that F |U = FU for all U ∈ G cc.
By functoriality of the correspondence between modules and bundles, the
multiplication and involution on the family
(
CU
)
U
induce families of multipli-
cation and involution maps on the family
(
FU
)
U
. These induce well-defined maps
F 2 → F and F → F as in the definition of a Fell bundle because the multiplica-
tion and involution on
(
CU
)
U
is coherent with respect to inclusions. It is easy to
check that these maps endow F with the structure of an upper semi-continuous
Fell bundle.
ii) Let (φU )U be a partition of unity subordinate to the open cover G
cc of G
and put j(f) :=
∑
U jU (φU ·f), f ∈ Γc(F ). Note that this sum is finite since (φU )U
is locally finite and the support of f is compact. If (ψV )V is another partition of
unity, we have φU =
∑
U φUψV for all U ∈ G cc and hence
j(f) =
∑
U
jU (φU · f) =
∑
U,V
jU∩V (φUψV f), f ∈ Γc(F ).
The last sum is symmetric with respect to the partitions (φU )U and (ψV )V , and
hence the definition of j does not depend on the choice of the partition.
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We show that j is equivariant. Let U ∈ G cc and f ∈ Γc(U,F ). By construction,
j(fpi(b)) = j(f)pi(b) for all b ∈ C0(G0). By part i) of proposition 3.37 and by the
formula given in proposition 3.25, δF (f) = f < λ(χU ) and δ(jU (f)) = jU (f) <
λ(χU ).
We show that the map j is injective. Let f ∈ Γc(F ) and x ∈ G such that
f(x) 6= 0. Choose a neighbourhood U ∈ G cc of x such that φU (x) 6= 0. Then(
1< 〈χU |) · δ(j(f)) · (1< |sU∗(φU )〉) = j((1 < 〈χU |) · δF (f) · (1< |sU∗(φU )〉))
= j(φUf) = jU (φU (f)).
Since φUf 6= 0 and jU is an embedding, j(f) 6= 0. The image of j is dense in C
by part i) of corollary 3.38.
iii) The first claim follows from part i). It is clear that  is idempotent. We show
that it extends to a continuous linear map C → C0 of norm 1. By Tomiyama’s
characterisation [54], this will imply that  is a conditional expectation. So, let
f ∈ Γc(F ). Choose a function χ ∈ C0(G0) with values between 0 and 1, which is
equal to 1 on supp f ∩G0. By equivariance of the map j, we have
(f) =
(
1< 〈χ|) · δ(j(f)) · (1< |χ〉).
Since ‖χ‖ = 1 and ‖δ‖ = 1, we obtain ‖(f)‖ ≤ ‖j(f)‖.
It remains to show that  is faithful. Let c ∈ C be a non-zero element. We
want to show that (c∗c) 6= 0. Choose g ∈ Cc(G0) such that c′ := cpi(g) 6= 0, and
χ ∈ Cc(G0) which is equal to 1 on supp g. Assume that the map δ(c′)(1<|χ〉) : C →
C < L2(G,λ) given by d 7→ δ(c′)(d < χ) is 0. Then for each d ∈ C and each
ξ ∈ Cc(G) ⊂ L2(G,λ), one has
δ(c′)(d < ξ) = δ(c)(d < pir(g)ξ)
= δ(c)(d < pir(g)ρ(ξ)χ) = (1 < ρ(ξ))δ(c′)(d< χ) = 0,
where ρ(ξ) is the operator on L2(G,λ) given by(
ρ(ξ)ζ
)
(x) :=
∑
y∈Gs(x)
ζ(xy−1)ξ(y), x ∈ G, ζ ∈ L2(G,λ).
This implies δ(c′) = 0 and by injectivity of δ also c′ = 0, a contradiction. Hence,
0 6= (1< 〈χ|) · δ(c′)∗δ(c′) · (1 < |χ〉) = (c′∗c′) = ρ(g)∗(c∗c)ρ(g).
iv) By [25, fact 3.11], the norm on Γc(F ) inherited from C
∗
r (F ) is the unique
C∗-norm with respect to which the restriction map Γc(F ) → Γc(G0, F ) extends
to a faithful conditional expectation. Thus, by part iii), the map j extends to an
isomorphism C∗r (F ) ∼= C. By part ii), this isomorphism is equivariant.
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3.3.4 The correspondence between injective coactions and Fell
bundles
In the previous subsections, we have shown that Fell bundles give rise to coactions
and that coactions give rise to Fell bundles whose associated coaction coincides
with the one we started with. It remains to prove the converse equality. After
having done that, we discuss the functorial properties of the correspondence.
We denote the upper semi-continuous Fell bundle associated to a coaction
(C, pi, δ) in the previous proposition by Fell(C, pi, δ).
Proposition 3.40. Let F be an upper semi-continuous Fell bundle on G. Then
it is isomorphic to Fell(C∗r (F ), pi, δF ).
Proof. Let F be an upper semi-continuous Fell bundle on G. We show that
C∗r (F )U = Γ0(U,F ) for each U ∈ G cc, where
C∗r (F )U = E(C∗r (F ),pi,δF )
(
Cov qU∗(C
∗
r (F ), pi) < λ(C0(U))).
Then the correspondence between bundles and modules implies that the Banach
bundles F and Fell(C∗r (F ), pi, δF ) are isomorphic. By part i) of proposition 3.37
and the formula for δF given in proposition 3.25, Γ0(U,F ) ⊂ C∗r (F )U . To prove
the reverse inclusion, we determine the action of the map E := E(C∗r (F ),pi,δF ) on an
element c< λ(f) ∈ Cov qU∗(C∗r (F ), pi) < λ(C0(U)) where U ∈ G cc. By proposition
3.35, δFE = E
′
(C∗r (F ),pi)
S(δF ). Inserting the definitions, one obtains
1<E(c< λ(f)) = VF (1 <W ∗)(V ∗F < 1)(1 < c< λ(f))(V ∗F < 1)(1 <W )V ∗F ,
where W and VF are the unitaries of propositions 3.31 and 3.25. A straight-
forward calculation shows that E(c< λ(f)) = cf , where cf denotes the pointwise
product over G. By definition, then, C∗r (F )U ⊂ Γ0(U,F ).
The multiplication and involution maps on both Fell bundles correspond to the
family of multiplication and involution maps on the family
(
C∗r (F )U
)
U
. Hence,
they coincide.
Theorem 3.41. The maps F 7→ (C∗r (F ), pi, δF ) and (C, pi, δ) 7→ Fell(C, pi, δ) es-
tablish inverse bijections between the set of isomorphism classes of upper semi-
continuous Fell bundles on G and the set of isomorphism classes of injective coac-
tions of (S,∆).
Proof. This follows from propositions 3.25, 3.39 and 3.40.
Let F and F ′ be upper semi-continuous Fell bundles on G and let φ : F → F ′
be a Fell bundle morphism. It is easy to see that composition with φ induces a
∗-homomorphism φ∗ : Γc(F )→ Γc(F ′). In general, however, it is not clear whether
φ∗ extends to a ∗-homomorphism C∗r (F ) → C∗r (F ′). In the reverse direction, one
has the following result.
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Proposition 3.42. Let φ : (C, pi, δ) → (C ′, pi′, δ′) be a morphism between injective
coactions of (S,∆). Then there exists a Fell bundle map Fell(φ) : Fell(C, pi, δ) →
Fell(C ′, pi′, δ′) such that the following diagram commutes.
Γc(Fell(C, pi, δ))
Fell(φ)∗

  j // C
φ

Γc(Fell(C
′, pi′, δ′)) 
 j′ // C ′.
Proof. Put F := Fell(C, pi, δ) and F ′ := Fell(C ′, pi′, δ′). Let U ∈ G cc. Since φ
intertwines pi with pi′, the image φ(Cov qU∗(C, pi)) is contained in Cov qU∗(C
′, pi′).
By part iii) of proposition 3.35, we obtain
φ(CU ) = φ ◦E(C,pi,δ)
(
CovqU∗(C, pi) < λ(χU ))
= E(C′,pi′,δ′)
(
φ(Cov qU∗(C, pi)
)< λ(χU )) ⊂ C ′U .
Therefore, φ restricts to a morphism φU : CU → C ′U of C0(s(U))-modules. By the
correspondence between modules and bundles, the map j ′UφUj
−1
U : Γ0(U,F ) →
Γ0(U,F
′) defines a bundle map Fell(φ)U : F |U → F ′|U . By naturality of the
construction, for each other set U ′ ∈ G cc, the restrictions of the map Fell(φ)U
and Fell(φ)U ′ to F |(U∩U ′) coincide. Thus, the family
(
Fell(φ)U
)
U
defines a bun-
dle map Fell(φ) : F → F ′. This is a morphism of Fell bundles because φ is a
∗-homomorphism. Commutativity of the diagram follows immediately from the
construction.
3.4 Non-Hausdorff groupoids
In this section, we consider locally compact groupoids which are not Hausdorff. As
indicated in the introduction to this chapter, they frequently arise in applications
and require their own methods of study. Our initial aim was to extend the con-
struction of the pseudo-Kac system of a Hausdorff groupoid to the non-Hausdorff
case. To do so, one has to define the fundamental C ∗-bimodule L2(G,λ). This has
already been done by Jean-Louis Tu [55] and Mahmood Khoshkam and Georges
Skandalis [23]. The first approach combines topological methods with algebro-
analytic constructions, whereas the second approach is very abstract and does not
provide a topological picture. The main result of this section is a lucid descrip-
tion of the C∗-module constructed via the second approach: it is the ordinary
C∗-module associated to a certain Hausdorff groupoid which is constructed out
of the initial non-Hausdorff groupoid in a functorial way, provided the latter is
r-discrete. The methods used may be of individual interest.
First, we discuss a Hausdorff compactification of locally compact spaces in-
troduced by James Fell [16] and provide a spectral picture which relates this
construction to spaces of functions which are usually taken as substitutes for the
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space Cc(X) when X is not Hausdorff [8, 23]. Applied to a locally compact
groupoid, the Hausdorff compactification yields a (Hausdorff) groupoid. If the
initial groupoid was r-discrete, so is the new one. These results are proved in the
second subsection. Finally, we show that the classical C ∗-module associated to
the new groupoid coincides with the C∗-module associated to the initial groupoid
in [23], provided the latter is r-discrete. For r-discrete groupoids, this answers our
motivating question for a pseudo-Kac system mentioned in the beginning.
3.4.1 Preliminaries
Let us first recall some terminology. Let X be a topological space. A subsetQ ⊂ X
is quasi-compact if every open cover of Q has a finite subcover, i.e. whenever Q is
contained in a union of open sets, finitely many of these open sets already cover
Q. A subset K ⊂ X is compact if it is quasi-compact and Hausdorff with respect
to the subspace topology. A topological space X is locally compact if every point
in X has a compact neighbourhood [55, 23]. This definition differs from [7], where
X is assumed to be Hausdorff. A continuous map f : X → Y of locally compact
spaces is proper if the inverse image f−1(K) of every compact subset K ⊂ Y is
quasi-compact [55].
Lemma 3.43. Let X be a locally compact space, x ∈ X and V an open set
containing x. Then there exists a compact neighbourhood K of x which is contained
in V .
Proof. Choose a compact neighbourhood K ′ of x and put K := (K ′ ∩ V ) ∩K ′.
Since K ′ is compact, K is closed in K ′ and therefore compact as well.
3.4.2 The Hausdorff compactification of a locally compact space
In [16], James Fell introduced a Hausdorff compactification for locally compact
spaces. We summarise his definitions and results and present a new spectral ap-
proach to his construction. The main result is the identification of the algebra of
quasi-continuous functions introduced in [16] with the algebra of functions gen-
erated by a certain replacement for Cc(X) for non-Hausdorff spaces X [8]. This
identification will be fundamental to the last subsection, where we describe a ge-
ometric approach to the C∗-module constructed in [23]. Next, we show that the
Hausdorff compactification is functorial with respect to proper continuous maps
and relate it to a construction introduced by Jean-Louis Tu [55].
The space HX
The Hausdorff compactification introduced in [16] is based on the notion of prim-
itive nets which have several equivalent characterisations. Let X be a locally
compact space. For a net (xν)ν in X, denote the set of its limit points by limν xν .
Note that this set may contain more than one point because X need not be Haus-
dorff.
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Lemma 3.44. The following conditions on a net (xν)ν in X are equivalent.
i) Each cluster point of the net is a limit point.
ii) For each point x ∈ X which is not a limit point of the net, there exist a
neighbourhood U of x and an index ν0 such that xν 6∈ U for all ν ≥ ν0.
iii) Each compact set which does not contain a limit point of the net is eventually
left by the net.
Proof. Obvious.
Definition 3.45 ([16]). A net (xν)ν in X is primitive if it satisfies the conditions
of the previous lemma. The Hausdorff compactification KX of X is set of all limit
sets of primitive nets in X, equipped with the topology induced by the sub-basis of
open sets
UV := {A ∈ KX | A ∩ V 6= ∅}, V ⊂ X open and Hausdorff,
UK := {A ∈ KX | A ∩K = ∅}, K ⊂ X compact.
Put HX := KX \ {∅}.
Observe that by part ii) of lemma 3.44, the set of limit points of each primitive
net in X is closed.
The space X embeds in KX, since each constant net is primitive. This embed-
ding is dense, but not necessarily continuous. The subspace topology of X ⊂ KX
is the topology generated by the original topology of X and the family of all com-
plements of compact sets. Since X is not necessarily Hausdorff, compact subsets
need not be closed. However, if X is Hausdorff, HX = X and KX is its one-point
compactification.
Sometimes it is more convenient to work with quasi-compact sets than with
compact sets. The following lemmas show that in the definition of primitive nets
and in the definition of the topology on KX, compact sets may be replaced by
quasi-compact ones.
Lemma 3.46. Let Q ⊂ X be quasi-compact and let A ∈ HX such that Q ∩ A =
∅. Then there exist compact subsets K1, . . . ,Kn of X such that Q ⊂
⋃
iKi and
A ∩⋃iKi = ∅.
Proof. By lemma 3.43 and part ii) of lemma 3.44, each point x in Q has a compact
neighbourhood Kx which is disjoint to A. Since Q is quasi-compact, we can find
finitely many points xi ∈ Q such that Q ⊂
⋃
iKi where Ki := Kxi .
Lemma 3.47. A net (xν)ν in X is primitive if and only if each quasi-compact
set which does not contain a limit point of (xν)ν is eventually left by the net.
Proof. Combine part iii) of lemma 3.44 with lemma 3.46.
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Lemma 3.48. The family of sets
U
Q
V := {A ∈ KX | A ∩Q = ∅, A ∩ V 6= ∅ for all V ∈ V},
where Q ⊂ X is quasi-compact and V is a finite collection of open subsets of X,
forms a basis for the topology on KX.
Proof. It is enough to show that the subset UQ := {A ∈ KX | A ∩ Q = ∅} is
open in KX for each quasi-compact set Q ⊂ X. Let A ∈ UQ and K1, . . . Kn as
in the lemma above. Then the intersection
⋂
i U
Ki is a neighbourhood of A and
contained in UQ.
The following theorem justifies the terminology of definition 3.45.
Theorem 3.49 ([16]). The space HX is a locally compact Hausdorff space, and
KX is its one-point compactification.
Convergence of nets in KX has a nice characterisation which will be used later
on frequently.
Lemma 3.50 ([16, lemma 2]). Let (xν)ν be a net in X and let A ∈ KX. Then
limν{xν} = A in KX if and only if the net (xν)ν is primitive and limν xν = A in
X.
The spectral approach to the Hausdorff compactification
In [16], the Hausdorff compactification KX is identified with the spectrum of the
C∗-algebra of quasi-continuous functions onX. We identify the space with another
C∗-algebra which arises naturally from a standard construction [8]. Before doing
so, we recall some related definitions and results from [16].
Definition 3.51 ([16]). Let Y be a locally compact Hausdorff space. A map
f : X → Y is w-quasi-continuous if, for each primitive net (xν)ν of elements of
X with non-empty limit set, the limit limν f(xν) exists in Y . The map is quasi-
continuous if, for each primitive net (xν)ν of elements of X, the limit limν f(xν)
exists in Y .
The proof of the following corollary given in [16] is very brief. It can be
completed by the following lemma which is of independent interest to us.
Lemma 3.52. Let f : Z → Y be a map of topological spaces and assume that Y is
locally compact and Hausdorff. Let Z0 ⊂ Z be a dense subset. If limν f(zν) = f(z)
for each net (zν)ν in Z0 which converges to some point z ∈ Z, then f is continuous.
Proof. Let z ∈ Z be a point and V ⊂ Y be a compact neighbourhood of y := f(z).
Let us assume that for each open neighbourhood U of z, there exists a point zU ∈ U
such that f(zU) is not contained in V . Since the complement of V is open in Y
and U is a neighbourhood of zU , by assumption we find a point xU ∈ U ∩ Z0
134
3.4. NON-HAUSDORFF GROUPOIDS
such that f(xU) belongs to the complement of V . Ordering the family of open
neighbourhoods of z with respect to inclusion, we obtain a net (xU )U in Z0 which
converges to z and whose image
(
f(xU)
)
U
does not converge to f(z), contradicting
the assumption of the statement.
The following corollary is the first step towards a spectral description of the
Hausdorff compactification.
Corollary 3.53 ([16, theorem 2]). Let Y be a locally compact Hausdorff space.
i) Each w-quasi-continuous map X → Y extends uniquely to a continuous map
HX → Y .
ii) The restriction of each continuous map HX → Y to X ⊂ HX is w-quasi-
continuous.
iii) The extension and restriction define a bijection between the set of w-quasi-
continuous maps X → Y and the set of all continuous maps HX → Y .
Under this bijection, quasi-continuous maps X → Y correspond exactly to
all those maps which extend to KX → Y .
Proof. This follows from lemma 3.52 and 3.50.
Our spectral description involves the following C ∗-algebra. Recall that Cqcc (X)
denotes the space of all functions on X which can be written as a finite sum
∑
fi,
where fi ∈ Cc(Ui) for some Hausdorff open subsets Ui ⊂ X. Denote by Cc(X) and
C0(X) the ∗-algebra and the C∗-algebra, respectively, generated by C qcc (X) with
respect to pointwise multiplication, conjugation and the supremum norm.
Theorem 3.54. Let X be a locally compact space.
i) Each function f ∈ Cc(X) is quasi-continuous.
ii) The algebra Cc(X), considered as a subalgebra of C0(HX) via corollary 3.53
and part i), separates the points of HX.
iii) Extension of functions defines an isomorphism C0(X)
∼=−→ C0(HX). One has
HX ∼= spec C0(X).
iv) Under the isomorphism C0(X) ∼= C0(HX), the subspace Cc(X) gets identified
with Cc(HX).
Proof. i) Let (xν)ν be a primitive net in X with limit set A. We may assume that
the support of f is compact and contained in a Hausdorff open set U ⊂ X. If
supp f ∩ A is empty, by quasi-compactness of supp f and primitivity of the net,
there exists a ν0 such that xν /∈ suppf for all ν ≥ ν0. Then the net
(
f(xν)
)
ν
is
eventually constant 0. Otherwise, the intersection consists of at most one point, x,
135
3. APPLICATIONS TO LOCALLY COMPACT GROUPOIDS
say. Since f is continuous on U and the net (xν)ν converges to x, the net
(
f(xν)
)
ν
converges to f(x).
ii) Let A,B ∈ HX be distinct points. Without loss of generality, there exists a
point x ∈ A\B. By part ii) of lemma 3.44, there exists a compact neighbourhood
K of x which is disjoint to B. Choose a function f ∈ Cc(K) such that f(x) = 1.
Then the extension f˜ : HX →   of f satisfies f˜(A) = 1 and f˜(B) = 0.
iii) By corollary 3.53 and part i), one has an embedding j : Cc(X)→ C0(HX).
Since X ⊂ HX is dense, j is isometric with respect to the supremum norms and
extends to an embedding C0(X) ↪→ C0(HX). By part ii) and the Stone-Weierstrass
theorem, this embedding is an isomorphism. By the Gelfand-Naimark theorem,
spec C0(X) ∼= HX.
iv) Let f ∈ Cc(HX). Then f vanishes on a neighbourhood of the point ∅ in
KX, and by lemma 3.48, there exists a quasi-compact subset Q ⊂ X such that
f(A) = 0 whenever A ∩ Q = ∅. Hence, the restriction f |X vanishes outside Q.
Since X is locally compact, f |X belongs to Cc(X). Conversely, assume that the
support of a function g ∈ Cc(X) is contained in a quasi-compact subset Q. Then
limν g(xν) = 0 by part iii) of lemma 3.47. Hence, the extension of g vanishes on
the neighbourhood UQ of the point ∅ in KX.
Next, we summarise the functorial properties of the association X 7→ HX.
Theorem 3.55. Let φ : X → Y be a proper continuous map of locally compact
spaces.
i) If (xν)ν is a primitive net in X with limit set A, then (φ(xν))ν is a primitive
net in Y with limit set φ(A).
ii) The map Kφ : A 7→ φ(A) defines a continuous map Kφ : KX → KY .
iii) The map Kφ restricts to a continuous proper map Hφ : HX → HY .
iv) The map X 7→ HX extends to a functor from the category of locally com-
pact spaces with proper continuous maps to the category of locally compact
Hausdorff spaces with proper continuous maps.
Proof. i) Since φ is continuous, each point in φ(A) is a limit point of the net
(φ(xν))ν . Let K be a compact subset of Y \φ(A). Then the inverse image φ−1(K)
is a quasi-compact subset of X \ A. By lemma 3.46, φ−1(K) is eventually left by
(xν)ν , and therefore K is eventually left by (φ(xν))ν . By lemma 3.44, φ(xν)ν is
primitive.
ii) For each pair of subsets A ⊂ X and B ⊂ Y , one has φ(A) ∩ B = ∅ if and
only if A ∩ φ−1(B) = ∅. For each open subset V ⊂ Y , the inverse image φ−1(V )
is open since φ is continuous, and (Kφ)−1
(
UV
)
= Uφ−1(V ). Likewise, for each
quasi-compact subset Q ⊂ Y , the inverse image φ−1(Q) is quasi-compact since φ
is proper, and (Kφ)−1
(
UQ
)
= Uφ
−1(Q). Therefore, the map Kφ is continuous.
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iii) By construction, the image of HX under the map Kφ is contained in HY .
The restriction of Kφ to HX is proper because KX and KY are the one-point
compactifications of HX and HY , respectively.
Corollary 3.56. Let φ : X → Y be a proper continuous map of locally compact
spaces.
i) For each quasi-continuous function f on Y , the pull-back φ∗f is quasi-
continuous on X. Thus, one has a homomorphism φ∗ : C0(Y )→ C0(X).
ii) Under the isomorphisms C0(X) ∼= C0(HX) and C0(Y ) ∼= C0(HY ), the map
φ∗ coincides with (Hφ)∗.
Proof. i) Let f ∈ C0(Y ) and denote by f˜ the extension of f to a continuous
function on HY . For each x ∈ X, one has(
(Hφ)∗f˜
)
({x}) = f˜(Hφ({x})) = f˜({φ(x)}) = f(φ(x)) = (φ∗f)(x).
By the previous theorem, (Hφ)∗f˜ is contained in C0(HX). By part iii) of theorem
3.54, the pull-back φ∗f belongs to C0(X).
ii) Let A ∈ HX be the limit set of a primitive net (xν)ν in X. Then Hφ(A) is
the limit set of the primitive net
(
φ(xν)
)
ν
, and(
(Hφ)∗f˜
)
(A) = f˜
(
Hφ(A)
)
= lim
ν
f(φ(xν)) = lim
ν
φ∗f(xν) = φ˜∗f(A).
Relation to Tu’s construction of HX
In [55], Jean-Louis Tu associates to each locally compact space a locally compact
Hausdorff space HX. We briefly describe the relation between his construction
and the functor H. As a set, HX consists of all subsets A ⊂ X satisfying the
following condition: for every family (Vx)x∈A of open sets such that x ∈ Vx and
Vx = X except perhaps for finitely many x ∈ A, one has
⋂
x∈A Vx 6= ∅. This set is
endowed with the topology generated by the families of subsets
ΩV := {A ∈ HX | A ∩ V 6= ∅}, V ⊂ X open,
ΩQ := {A ∈ HX | A ∩Q = ∅}, Q ⊂ X quasi-compact.
Proposition 3.57. HX is a subspace of HX.
Proof. We first show that HX is a subset of HX. Let (xν)ν be a primitive net in
X with limit set A and let
(
Vi
)
i
be a finite family of open subsets of X such that
Vi ∩ A 6= ∅ for all i. By lemma 3.44, the net (xν)ν is eventually contained in the
intersection
⋂
i Vi, which, therefore, can not be empty.
The fact that the topology on HX coincides with the subspace topology inher-
ited from HX follows from lemma 3.48 and the relations
ΩV ∩ HX = UV , V ⊂ X open, ΩQ ∩HX = UQ, Q ⊂ X quasi-compact.
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The following example shows that the space HX may be very large – from our
point of view, too large – compared to the space HX.
Example 3.58. Let X be the quotient space of the product [0, 1] ×  obtained
by identifying (t,m) with (t, n) for each t ∈ (0, 1] and all m,n ∈  . Then HX
identifies with the disjoint union of the interval [0, 1] and the discrete space {0}×  .
The point 0 ∈ [0, 1] corresponds to the subset {0} ×  ⊂ X which is the limit of
the primitive sequence (1/n, 0)n∈  . The space HX identifies with the union of
the interval [0, 1] with the discrete space of all non-empty subsets of  , which is
strictly larger than HX.
3.4.3 The Hausdorff functor on locally compact groupoids
The functor H is compatible with groupoid structures: we show that applied
to a locally compact groupoid, it yields a groupoid again, which, of course, is
Hausdorff. This process preserves r-discreteness. Furthermore, every action of a
locally compact groupoid on a locally compact space X extends to an action of
the same groupoid on the space HX, provided some mild hypotheses are satisfied.
We use the latter result to prove the first one. Then we present an alternative
description of the Hausdorff groupoid obtained from a locally compact groupoid.
The general plan of this subsection is inspired by [55], but the techniques and
results are original.
Recall that an action of a topological groupoid G on a topological space X
[18, 46] consists of a continuous map σ : X → G0 and a continuous map µ : Xσ×r
G→ X, written µ(x, y) =: xy, where Xσ×r G := {(x, y) ∈ X ×G | σ(x) = r(y)},
such that
i) σ(xy) = s(y) for all (x, y) ∈ Xσ×r G,
ii) xv = x for all (x, v) ∈ Xσ×r G0 and
iii) (xy)y′ = x(yy′) for all (x, y, y′) ∈ Xσ×r Gs×r G.
The Hausdorff functor is compatible with groupoid actions:
Proposition 3.59. Let G be a locally compact groupoid with open range and
source maps. Then each continuous action (σ, µ) of G on a locally compact space
X extends to a continuous action (σ˜, µ˜) on HX.
Proof. By corollary 3.53, σ extends to a continuous map σ˜ := Hσ : HX → G0.
Let (A, y) ∈ HX σ˜×r G and let (xν)ν be a primitive net in X with limit set A.
We construct a primitive net in X with limit set Ay.
Denote by I the set of pairs (ν, U) where U is a neighbourhood of y such that
σ(xν′) belongs to r(U) for all ν
′ ≥ ν. Since the range map is open and (σ(xν))ν
converges to σ˜(A) = r(y), for each U there exists an index ν0 such that (ν, U) ∈ I
for all ν ≥ ν0. Put (ν, U) ≥ (ν ′, U ′) if ν ≥ ν ′ and U ⊂ U ′. Then I is a directed set.
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By construction, for each index (ν, U) ∈ I one can choose an element yν,U ∈ U
such that r(yν,U) = σ(xν).
We show that the net (xνyν,U)I in X is primitive with limit set Ay. By continuity
of the action of G on X, the set Ay is contained in the limit set of this net. Let x ′
be a cluster point of this net. Then σ(x′) = limI s(yν,U) = s(y). By construction,
the point x′y−1 is a cluster point of the net
(
xνyν,Uy
−1
ν,U
)
I
= (xν)I . Therefore, it
belongs to A, and hence x′ is contained in Ay.
Thus, we may put µ˜(A, y) := Ay. The construction shows that the subset
Xσ×rG is dense in HXσ×rG. By lemma 3.52, the map µ˜ thus defined is continuous.
The fact that (σ˜, µ˜) defines an action is immediate.
Let G be a locally compact groupoid with open range and source maps. We
will show that the space HG is a locally compact groupoid again. Denote by
Hs,Hr : HG → G0 the extension of the maps s, r : G → G0. Let (HG)0 denote
the closure of G0 in HG. First, we prove that the maps r, s : G → G0 extend to
continuous maps r, s : HG→ (HG)0.
Lemma 3.60. Let A ∈ HG.
i) One has A ·A−1 ·A = A.
ii) The sets A ·A−1 and A−1 ·A are subgroups of Gr(A)r(A) and G
s(A)
s(A), respectively.
iii) The pointwise products A ·A−1 and A−1 ·A are points in (HG)0.
iv) Let B ∈ HG such that A−1 ·A = B · B−1. Then A ·B is a point in HG.
Proof. Let (xν)ν be a primitive net in G with limit set A. Since the inversion on
G is a homeomorphism, the net (x−1ν )ν is primitive with limit set A−1.
i,ii) Clearly, A ⊂ A · A−1 · A. Conversely, A ·A−1 · A is contained in the limit
set of the net (xνx
−1
ν xν)ν = (xν)ν which is A. Part ii) follows immediately from
the equations (AA−1)(AA−1) = AA−1 and (A−1A)(A−1A) = A−1A.
ii) Put yν = xνx
−1
ν for all ν. Then A · A−1 ⊂ limν yν . On the other hand, if
y is a cluster point of the net (yν)ν , then s(y) = r(A), and yA is a cluster point
of the net (yνxν)ν = (xν)ν and therefore contained in A. Thus, y is contained in
AA−1. Therefore, the net (yν)ν is primitive, and limν yν = A ·A−1. Furthermore,
each yν is contained in G
0. This proves that the product A · A−1 is a point in
(HG)0. The corresponding result concerning A−1 ·A follows similarly.
iv) Choose x ∈ B. By parts i) and ii), one has A·B = A·BB−1x = AA−1Ax =
Ax. Consider the multiplication on G as an action of G on itself. Then Ax is a
point in HG by proposition 3.59.
The following two propositions and the ensuing theorem are the key result of
this subsection.
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Proposition 3.61. Let G be a locally compact groupoid with open range map.
Then the maps
r : HG→ (HG)0, s : HG→ (HG)0, m : HGs×r HG→ HG, i : HG→ HG,
r(A) := AA−1, s(A) := A−1A, m(A,B) := AB, i(A) := A−1,
are well-defined. With these operations, HG is a locally compact Hausdorff groupoid.
Proof. The maps r and s and the operations m, i are well-defined by the previous
lemma. It is clear that the multiplication is associative. The fact that with these
operations, HG becomes a groupoid, follows from the previous lemma, again.
We show that the map r is continuous, using lemma 3.52. By definition of the
map r and continuity of the map r, one has for each net (xν)ν in G
r(lim
ν
{xν}) = r(lim
ν
xν) = lim
ν
xνx
−1
ν = limν
{xνx−1ν } = limν r({xν}).
Continuity of the other maps is proved using the same technique.
Proposition 3.62. If G is r-discrete, the groupoid HG is r-discrete, too.
Proof. Let V ⊂ G be an open Hausdorff G-set. We claim that the restriction
of the map r to the open subset V := UV ⊂ HG is a homeomorphism with open
image. Put U :=
(
(Hr)−1◦r(V ))∩(HG)0 and t := r−1V ◦Hr : U→ V . We show that
the map t : U→ HG given by A 7→ A · t(A) is inverse to rV := r|V and continuous.
Let A ∈ U. Then Hs(A) ∈ A, and hence t(A) is contained in t(A) ∩ V . In
particular, this set is not empty. Therefore, t(A) belongs to V. Furthermore,
r(t(A)) = (A · t(A))(A · t(A))−1 = A.
Let B ∈ V. By definition of V, the intersection B ∩ V is not empty. Since
Hr(B) consists of just one point and V is a G-set, this intersection consists of
the unique element x ∈ V satisfying r(x) = Hr(B) = Hr(B · B−1). Hence,
x = t(B · B−1). By parts i,ii) of lemma 3.60, t(r(B)) = B · B−1 · t(B ·B−1) = B.
It remains to show that the map t is continuous. Let (xν)ν be a primitive net
in r(V ) = G ∩ U. Then
lim
ν
t
({xν}) = lim
ν
(
xνt
({xν})) (1)= lim
ν
xν · lim
ν
t
({xν}) = t( lim
ν
{xν}
)
,
where we used primitivity of the net for equality (1). By lemma 3.52, t is contin-
uous.
Since sets of the form V form an open cover of HG, this groupoid is r-discrete.
Theorem 3.63. The map G 7→ HG extends to a functor from the category of lo-
cally compact groupoids with open range maps together with proper and continuous
groupoid homomorphisms to the category of locally compact Hausdorff groupoids
with proper continuous homomorphisms.
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Proof. Let φ : G→ G′ be a proper continuous homomorphism of locally compact
groupoids. By proposition 3.55, we only need to show that the map Hφ : HG →
HG′ is a groupoid homomorphism. This follows easily from the fact that the
inclusions of G and G′ in HG and HG′ are groupoid homomorphisms with dense
images and that the restriction of Hφ to G coincides with φ.
Another perspective on HG The groupoid HG can also be described as a
quotient of the transformation groupoid (HG)0 oG of the adjoint action of G on
(HG)0.
Proposition 3.64. There exists an action of G on (HG)0 given by the maps
Hs : (HG)0 → G0, Ad: (HG)0Hs×r G→ (HG)0, (A, x) 7→ x−1Ax.
The map µ : (HG)0 o G → HG given by (A, x) 7→ Ax is a continuous surjective
groupoid homomorphism with kernel N = {(A, x) ∈ (HG)0 o G | x ∈ A}. The
induced map µ˜ :
(
(HG)0 oG
)
/N → HG is an isomorphism.
Proof. The subspace Giso := {x ∈ G | r(x) = s(x)} of G is closed because r, s are
continuous and G0 is Hausdorff. Hence, Giso is locally compact. The restriction
of the source map of G to Giso and the map Gisos×r G, (x, y) 7→ y−1xy, define
a continuous action of G on Giso. By proposition 3.59, this action extends to an
action of G on H(Giso). Clearly, this action restricts to an action on G0. Since
(HG)0 is the closure of G0 in H(Giso), the extended action restricts to (HG)0.
We show that the map µ is a groupoid homomorphism. Let (A, x) ∈ (HG)0oG.
Since each element A ∈ (HG)0 is a group, one has
r((A, x)) = A = A ·A−1 = r(Ax), s((A, x)) = Ad(A, x) = x−1Ax = s(Ax).
Furthermore, for each composable pair of elements (A, x), (A′, x′) ∈ (HG)0 o G,
one has x−1Ax = s(A, x) = r(A′, x′) = A′ and therefore
µ((A, x))µ((A′, x′)) = AxA′x′ = AAxx′ = µ((A, xx′)) = µ((A, x)(A′, x′)).
Next, let us show that the kernel of µ is N . If (A, x) ∈ (HG)0 o G and Ax is
contained in (HG)0, then x−1 belongs to A. Since A is a group, x must be an
element of A.
To see that µ is surjective, let A ∈ HG. Then A = AA−1x for each element
x ∈ A, and hence A = r(A)x = µ((r(A), x)).
The proof of proposition 3.59 shows that G0s×r G is dense in (HG)0Hs×r G.
An application of lemma 3.52 shows that µ is continuous. The induced map µ˜ is
a bijection by construction, and a homeomorphism by lemma 3.52, again.
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3.4.4 The Khoshkam-Skandalis construction
In [23], Mahmood Khoshkam and Georges Skandalis construct left regular repre-
sentations of locally compact groupoids which are not necessarily Hausdorff. An
important step is the definition of a C∗-module L2(G,λ−1) which carries the rep-
resentation. Our interest in this module arose from the fact that it is the main
ingredient for the construction of pseudo-multiplicative unitaries for non-Hausdorff
groupoids – the unitary itself again will be given by the same formula as in the
Hausdorff case. In the following, we show that if G is r-discrete and λ and λ′ are
the Haar systems on G and HG, respectively, given by the families of counting
measures, the C∗-module L2(G,λ) coincides with L2(HG,λ′−1).
Let us first indicate the problem encountered when constructing L2(G,λ−1).
A natural approach in the non-Hausdorff situation would be to equip the space
Cqcc (G) with the operations
〈η|ξ〉(v) :=
∫
Gv
η(x)ξ(x)dλ−1v (x), (ξf)(x) := ξ(x)f(s(x)),
x ∈ G, η, ξ ∈ Cqcc (G),
to obtain a pre-C∗-module over C0(G0). However, C
qc
c (G) need not be closed under
multiplication, and hence the integrand need not be quasi-continuous. Therefore,
the inner product, as a function on G0, need not be continuous. A natural solution
of this problem is to enlarge C0(G
0) suitably. The inner product can be rewritten
using the convolution ∗-algebra structure on C qcc (G) which is given by
(η ? ξ)(x) :=
∫
Gr(x)
η(y)ξ(y−1x)dλr(x)(y), (η∗)(x) := η(x−1),
x ∈ G, η, ξ ∈ Cqcc (G).
Then for all η, ξ ∈ Cqcc (G), one has
〈η|ξ〉(v) =
∫
Gv
η(x−1)ξ(x−1)dλv(x) = (η∗ ? ξ)(v), v ∈ G0.
We briefly summarise the approach of Khoshkam and Skandalis [23]. Put D :=
{f |G0 : f ∈ Cqcc (G)}. Denote by B0(G0) the C∗-algebra of all bounded Borel
functions on G0 vanishing at infinity, equipped with the supremum norm. Then
D ⊂ B0(G0), and the C∗-subalgebra generated by D is isomorphic to C0(Y ) for
some locally compact Hausdorff space Y . The algebraic tensor product C qcc (G)
C0(Y ), equipped with the operations
〈η  a|ξ  b〉 := a∗〈η|ξ〉b, (η  a)b := η  ab, η, ξ ∈ Cqcc (G), a, b ∈ C0(Y ),
where the inner product 〈η|ξ〉 is the one given above, is a pre-C ∗-module over
C0(Y ). If G is Hausdorff, the completion of this pre-C
∗-module coincides with
L2(G,λ−1). Following [23], we keep this notation also in the general case.
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Now, the problem is that the space Y arises from an abstract definition with
no illuminating connection to the topology on G. The groupoid HG facilitates
a geometric description of this space and the C ∗-module L2(G,λ−1). Identify
C0
(
(HG)0
)
and C0(Y ) with subalgebras of B0(G
0) via the transpose of the dense
inclusion G0 → (HG)0 and the canonical isomorphism, respectively.
Proposition 3.65. One has C0
(
(HG)0
)
= C0(Y ) as C
∗-subalgebras of B0(G0).
Proof. By the Tietze extension theorem, the restriction map C0(G) ∼= C0(HG)→
C0
(
(HG)0
) ⊂ B0(G0) is surjective. Since C0(G) is generated as a C∗-algebra by
Cqcc (G), the C∗-algebra C0((HG)0) is generated by the image of C
qc
c (G) which is
exactly D.
We denote by pis : C0(Y ) → B(G) the ∗-homomorphism given by (pisf)(x) =
f(s(x)).
Proposition 3.66. Consider the map Φ: C qcc (G)  C0(Y ) → B0(G) given by
Φ(ξa)(x) := pis(a)ξ(x), x ∈ G. Let G be r-discrete and let λ, λ′ denote the Haar
systems on G and HG, respectively, given by the families of counting measures.
i) Φ(Cqcc (G)  C0(Y )) = Cc(G).
ii) Φ extends to an isomorphism L2(G,λ−1)→ L2(HG,λ′−1).
Proof. i) We only need to show that the image of Φ is closed under multiplication.
In fact, it is enough to show that it is equal to the pointwise product C qcc (G) ·
Cqcc (G), since then
Im Φ · Im Φ = pis(C0(Y ))Cqcc (G) · pis(C0(Y ))Cqcc (G)
= pis(C0(Y )) · Cqcc (G)Cqcc (G) = pis(C0(Y )) Im(Φ) = Im(Φ).
The inclusion Im Φ ⊂ Cqcc (G) · Cqcc (G) is easy to see. Let us prove the reverse
inclusion. Let U and V be Hausdorff open subsets of G and let f ∈ Cc(U), g ∈
Cc(V ). Choose a function h ∈ Cc(U−1) which is equal to 1 on (supp f)−1. Then
for each x ∈ supp f , one has f(x) = (h ? f)(s(x)) and hence (g · f)(x) = g(x) ·
(h ? f)(s(x)). Since (f · g)(x) = 0 whenever x 6∈ suppf , we conclude that f · g =
Φ(g  (h ? f)), where  denotes the restriction map Bc(G)→ Bc(G0).
ii) By part iv) of proposition 3.54 and part i), the image of Φ identifies with
Cc(HG). To see that Φ extends to an isomorphism, it is enough to show that〈
η  a∣∣ξ  b〉
L2(G,λ−1) =
〈
Φ(η  a)∣∣Φ(ξ  b)〉
L2(HG,λ′−1)
for all η  a, ξ  b ∈ Cqcc (G)  C0(HG). Since the inclusion G0 ⊂ (HG)0 is
dense, it suffices to check that the restrictions of both inner products, considered
as functions on (HG)0, to G0 coincide. Let v ∈ G0. Note that the fibre Gv
is contained in (HG){v}, but also vice versa because for each A ∈ HG, the set
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s(A) = A−1 · A consists of one element if and only if A consists of only one
element. Hence,〈
η ⊗ a∣∣ξ ⊗ b〉
L2(G,λ−1)(v) = a(v)b(v)
∑
x∈Gv
η(x)ξ(x)
=
∑
{x}∈(HG){v}
Φ(η  a)({x}) · Φ(ξ  b)({x})
=
〈
Φ(η  a)∣∣Φ(ξ  b)〉
L2(HG,λ′−1)({v}).
This proposition answers the question for the construction of a pseudo-multipli-
cative unitary or a pseudo-Kac system for an r-discrete non-Hausdorff groupoid G:
starting from a C∗-module L2(G,λ) which is defined analogously to the C∗-module
L2(G,λ−1) studied above, and proceeding in the canonical way, one obtains noth-
ing else but the pseudo-multiplicative unitary and the pseudo-Kac system associ-
ated to the Hausdorff groupoid HG.
For a locally compact groupoid G which is not r-discrete, the question is still
open. Again, given the C∗-bimodule L2(G,λ−1), it is clear how to proceed, but
we do not see yet what the objects obtained would tell us about the groupoid.
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Concluding remarks
Let us briefly mention some questions and points for further study.
Theory of pseudo-multiplicative unitaries Certainly, much of the theory
developed for multiplicative unitaries on Hilbert spaces should generalise to pseudo-
multiplicative unitaries on C∗-modules. It might be interesting to study the com-
pact and the commutative case [3, 4] in detail.
Beyond homogeneity In this thesis, we approach to the problems arising from
the internal tensor product of C∗-bimodules algebraically, introducing a kind of
grading by semigroups. This approach is quite restricted – e.g. it does not cover
the left regular representation of a groupoid on the C ∗-module L2(G,λ). It would
be very desirable to develop similar techniques analytically, without homogeneity
restriction.
Locally compact groupoids Consider pseudo-multiplicative unitaries associ-
ated to locally compact groupoids. The main problem arising if the groupoid is
no longer decomposable is the definition of the functor S which, in the decom-
posable case, is given by (C, ρ) 7→ ((C, ρ) <S , pir2). All other components of the
right leg of the associated pseudo-Kac system still make sense: the formula for the
map ∆, the algebra S0 and the coaction δ0. A rough approximation might be to
take for S(C, ρ) the commutant of 1 < AdU (C∗r (G)) in LC(C < L2(G,λ)), where
AdU (C
∗
r (G)) ⊂ LC0(G0)(L2(G,λ)) denotes the C∗-algebra of the right regular rep-
resentation.
Equivariant KK-theory Parallel to [2], one could consider coactions of C ∗-
families on C∗-(bi)modules and introduce equivariant KK-theory with respect
to coactions of C∗-families. Given a pseudo-Kac system, we expect the reduced
crossed product constructions to generalise to coactions on C ∗-(bi)modules and to
yield descent homomorphisms on the equivariant KK-theories associated to the
two legs of this pseudo-Kac system. As in the classical situation, the duality theo-
rem should imply that these homomorphisms are, in certain cases, isomorphisms.
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Appendix A
Background
A.1 Miscellaneous
An inverse semigroup is a semigroup Σ with an involution Σ → Σ, σ 7→ σ∗,
such that σσ∗σ = σ for all σ ∈ Σ. The natural partial order on Σ is given by
σ ≤ τ :⇔ σ = τ for some idempotent  ∈ Σ.
Let X be topological space. A partial homeomorphism of X is a homeomor-
phism φ : Dom(φ) → Im(φ) where Dom(φ) and Im(φ) are open subsets of X.
Together with composition and inversion, the set of partial homeomorphisms of a
fixed topological space form an inverse semigroup. We denote this semigroup by
PHom(X).
A partial homeomorphism φ ∈ PHom(X) induces mutually inverse isomor-
phisms
φ∗ : C0(Dom(φ))→ C0(Im(φ)), (φ∗f)(x) : = f(φ−1(x)),
φ∗ : C0(Im(φ))→ C0(Dom(φ)), (φ∗f)(x) : = f(φ(x)).
For two partially defined maps φ, ψ defined on open subsets Dom(φ),Dom(ψ)
on X with values in another topological space Y , we put φ ∧ ψ := φ|V = ψ|V
where V = int{x ∈ Dom(φ) ∩Dom(ψ) | φ(x) = ψ(x)}. For φ, ψ ∈ PHom(X), the
map φ ∧ ψ is a partial homeomorphism onto its image.
Lemma A.1. One has (φ∧ψ)−1 = φ−1∧ψ−1 and (φ′∧ψ′)◦(φ∧ψ) ≤ (φ′◦φ)∧(ψ′◦ψ)
for all φ, φ′, ψ, ψ′ ∈ PHom(X). 
A.2 C∗-algebras [9, 34]
A ∗-algebra is a complex algebra A with an anti-linear anti-automorphism ∗ : A→
A called the involution of A. A ∗-homomorphism between two ∗-algebras is a
homomorphism of complex algebras intertwining the respective involutions. A
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C∗-norm on a ∗-algebra A is a norm which satisfies the C ∗-equation ‖a∗a‖ = ‖a‖2
for all a ∈ A. If A is complete, it is called a C∗-algebra.
Let A be a C∗-algebra. An element a ∈ A is a partial isometry if aa∗a = a, an
isometry if a∗a = 1, a unitary if a∗a = aa∗ = 1, self-adjoint if a = a∗, a projection
if a = a∗ and a2 = a, positive if it can be written in the form a = b∗b for some
b ∈ A. The natural order on A is given by a ≥ b :⇔ a− b is positive. An element
a ∈ A is central if it commutes with every element of A, i.e. if ab = ba for all b ∈ A.
The set of all central elements of A is a commutative C ∗-subalgebra, denoted by
Z(A).
An approximate unit for A is a net (uν)ν of elements of A satisfying limν uνa =
a = limν auν for all a ∈ A. Every C∗-algebra contains an approximate unit
consisting of positive elements which have norm less than 1.
An ideal of A is a two-sided ideal in the algebraic sense which, in addition, is
closed with respect to the involution and with respect to the norm.
The unitisation of A, denoted by A+, is the C∗-algebra with underlying vector
space A ⊕   , multiplication (a, λ) · (a′, λ′) = (aa′ + λa′ + aλ′, λλ′), involution
(a, λ)∗ = (a∗, λ), and norm ‖(a, λ)‖ = sup{‖aa′ + λa′‖ : a′ ∈ A, ‖a′‖ ≤ 1}. The
algebra A is contained in A+ as a two-sided ideal.
A multiplier of A is a pair (S, T ) of maps A→ A satisfying
S(ab) = S(a)b, T (ab) = T (a)b, b∗S(a) = T (b)∗a, a, b ∈ A.
The set of all multipliers of A forms a C∗-algebra with respect to the operations
(S, T ) + (S ′, T ′) := (S +S′, T + T ′), (S, T )(S ′, T ′) := (SS′, T ′T ), (S, T )∗ := (T, S)
and with respect to the operator norm ‖(S, T )‖ = sup{‖Sa‖ : a ∈ A, ‖a‖ ≤ 1}.
It is called the multiplier algebra of A and denoted by M(A). The algebra A is
contained in M(A) as a two-sided ideal via a 7→ (La, La∗) where Lab := ab, a, b ∈
A.
Let A and B be C∗-algebras. A ∗-homomorphism from A to B is a homomor-
phism φ : A → B of algebras which intertwines the involutions on A and B. A
∗-homomorphism is automatically continuous. A ∗-homomorphism φ : A→M(B)
is non-degenerate if φ(A)B = B. In that case, φ extends uniquely to a ∗-
homomorphism M(A)→M(B).
A linear map φ : A→ B of C∗-algebras is positive if it preserves the order. A
positive map is always continuous.
An automorphism of A is a ∗-isomorphism. For each unitary element u ∈
A, the map Adu : A → A given by a 7→ uau∗ is an automorphism. A partial
automorphism of A is a ∗-isomorphism α : Dom(α) → Im(α) where Dom(α) and
Im(α) are closed ideals of A. For notational convenience, we denote the inverse of
a partial automorphism α by α∗. We denote the inverse semigroup of all partial
automorphisms of A by PAut(A).
The category of all commutative C∗-algebras and non-degenerate ∗-homomor-
phisms is equivalent to the category of all locally compact Hausdorff spaces with
proper continuous maps. This correspondence is established as follows:
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Let X be a locally compact Hausdorff space. Then the algebra C0(X) of
complex-valued functions vanishing at infinity, equipped with the supremum norm,
is a commutative C∗-algebra. The multiplier algebra M(C0(X)) is canonically
isomorphic to the algebra Cb(X) of all bounded continuous functions. A map
φ : X → Y between locally compact Hausdorff spaces induces a non-degenerate
∗-homomorphism φ∗ : C0(Y ) → M(C0(X)) via (φ∗f)(x) = f(φ(x)). The image
of φ∗ is contained in C0(X) if and only if φ is proper.
Let A be a commutative C∗-algebra. A character on A is a non-zero ∗-
homomorphism A →   . Denote by Â the set of all characters of A endowed
with the weakest topology making all functions of the form χ 7→ χ(a) where a ∈ A
and χ ∈ Â continuous. Then Â is a locally compact Hausdorff space, and the
Gelfand-Naimark theorem says that the natural map A→ C0
(
Â
)
is a natural iso-
morphism. Each ∗-homomorphism φ : A→ B of commutative C ∗-algebras induces
a continuous map φ∗ : B̂ → Â via χ 7→ χ ◦ φ.
A representation of a C∗-algebra on a Hilbert space H is a ∗-homomorphism
into the C∗-algebra B(H) of bounded operators on H. It is called faithful if it is
injective.
A state on a C∗-algebra A is a positive linear functional of norm one. The
GNS-construction associates to a state a representation as follows. Denote by Hτ
the completion of A with respect to the semi-norm a 7→ τ(a∗a), and by a 7→ a
the canonical map A→ Hτ . Then Hτ is a Hilbert space with respect to the inner
product 〈a|b〉 := τ(a∗b), a, b ∈ A. For each a ∈ A, the map b 7→ ab, b ∈ A,
defines a bounded operator piτ (a) on Hτ , and the map piτ : A → B(H) is a ∗-
homomorphism.
The enveloping C∗-algebra of a ∗-algebra A is the completion of A with respect
to the semi-norm
|a| := sup{‖φ(a)‖ : φ : A→ B a ∗-homomorphism, B a C ∗-algebra}, a ∈ A,
provided that the supremum is finite for each a ∈ A.
Let A and B be two C∗-algebras. Then the algebraic tensor product A  B
is a ∗-algebra. A C∗-tensor product of A and B is the completion of A B with
respect to some C∗-norm. One example is the maximal tensor product A
max⊗ B
which is the enveloping C∗-algebra of AB.
A C∗-algebra A is nuclear if for each C∗-algebra B there exists only one C∗-
norm on A  B. For each Hilbert space H, the C∗-algebra K(H) of compact
operators is nuclear. If X is a locally compact space, the C ∗-algebra A = C0(X)
is nuclear. For every C∗-algebra B, the C∗-tensor product C0(X)⊗B is isomorphic
to the C∗-algebra of all continuous functions on X with values in B vanishing at
infinity, equipped with the supremum norm.
149
A.3 C∗-modules [47, 29]
Let A be a C∗-algebra. A pre-C∗-module over a dense ∗-subalgebra A0 ⊂ A is a
complex vector space E equipped with a right module structure over A0 and an
inner product which is a sesqui-linear map 〈−|−〉 from E to A0 satisfying
〈η|ξ〉∗ = 〈ξ|η〉, 〈η|ξa〉 = 〈η|ξ〉a, 〈ξ|ξ〉 ≥ 0 and 〈ξ|ξ〉 = 0⇔ ξ = 0
for all η, ξ ∈ E and all a ∈ A0. The inner product induces a norm on E via
‖ξ‖ := ‖〈ξ|ξ〉‖1/2, ξ ∈ E. If E is complete with respect to this norm and A0 = A,
it is called a right C∗-module over A. If not, the structure maps extend to the
completion which becomes a C∗-module over A.
A basic example of a C∗-module is the C∗-algebra A itself, with inner product
〈a|b〉 := a∗b and the obvious right module structure.
Let E and F be C∗-modules over A. An adjoint of a map T : E → F is
a map S : F → E satisfying 〈η|Tξ〉 = 〈Sη|ξ〉 for all η ∈ F and ξ ∈ E. If it
exists, the adjoint of T is unique; it is denoted by T ∗. In this case, T and T ∗
are bounded, A-linear and satisfy the C∗-equation ‖T‖2 = ‖T ∗T‖ = ‖T ∗‖2. The
space of all adjointable operators from E to F is denoted by LA(E,F ). If E = F ,
this space is also denoted by LA(E). Equipped with the natural operations and
the operator norm, it is a C∗-algebra. The space LA(E,F ), equipped with the
inner product 〈S|T 〉 := S∗T and the right module structure given by composition
LA(E,F ) ◦ LA(E)→ LA(E,F ), becomes a C∗-module over LA(E).
For each pair of elements ξ ∈ E and η ∈ F , the map |η〉〈ξ| : E → F given by
ζ 7→ η〈ξ|ζ〉 defines an operator E → F . Its adjoint is given by the map |ξ〉〈η| : F →
E. An operator T ∈ LA(E,F ) is called compact if it can be approximated in
norm by linear combinations of such elementary operators. The set of all compact
operators is denoted by KA(E,F ). If E = F , this space is also denoted by KA(E).
If E = A, the space KA(A,F ) identifies with F via |η〉〈a| ≡ ηa∗, η ∈ F, a ∈ A.
The composition of a compact operator with an arbitrary operator is compact
again, whence KA(E) is an ideal in LA(E). One has LA(E) = M(KA(E)).
The strict topology on LA(E,F ) is the topology generated by the family of sets
Uη,ξ, := {T ∈ LA(E,F ) : ‖η − Tξ‖ <  and ‖T ∗η − ξ‖ < }
where η ∈ F, ξ ∈ E and  > 0. Thus, a net of operators (Tν)ν converges to an
operator T if and only if for each ξ ∈ E and η ∈ E ′, the nets (Tνξ)ν and (T ∗ν η)ν
converge to Tξ in F and Tη ∈ E, respectively. The subset KA(E,F ) is dense in
LA(E,F ) with respect to the strict topology.
Let E and F be C∗-modules over C∗-algebras A and B, respectively, and let
A ⊗ B be a C∗-tensor product of A and B. Then the algebraic tensor product
E  F , equipped with the structure maps
〈ξ  η|ξ′  η′〉 := 〈ξ|ξ′〉  〈η|η′〉, (ξ  η)(a b) := ξa ηb,
ξ, ξ′ ∈ E, η, η′ ∈ F, a ∈ A, b ∈ B,
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is a pre-C∗-module over A  B ⊂ A ⊗ B. Its completion is called the external
tensor product of E and F and denoted by E ⊗ F .
A representation of A on F is a ∗-homomorphism pi : A→ LB(F ). It is called
non-degenerate if pi(A)F = F . A C∗-module over B with a representation of A is
called a C∗-A-B-bimodule. If the representation is not clear from the context, we
denote it explicitly and write (F, pi) for the C∗-B-A-bimodule. By a C∗-bimodule
over A without further specification we mean a C ∗-A-A-bimodule.
The internal tensor product E⊗pi F is defined as follows. The algebraic tensor
product E  F carries an inner product and a B-module structure given by
〈ξ  η|ξ′  η′〉 := 〈η∣∣pi(〈ξ|ξ′〉E)η′〉F , (ξ  η)b := ξ  ηb,
ξ, ξ′ ∈ E, η, η′ ∈ F, b ∈ B.
These operations descend to the quotient (E  F )/N over N = {ζ ∈ E  F |
〈ζ|ζ〉 = 0}, which becomes a pre-C∗-module over B. Its completion is called the
internal tensor product of E and F . It is denoted by E ⊗pi F or E ⊗∗ F if the
representation pi is implicit.
If the representation pi is non-degenerate, the map a⊗∗ η 7→ pi(a)η defines an
isomorphism A⊗∗ F ∼=−→ F .
Let B be a C∗-subalgebra of A. A conditional expectation ρ : A → B is a
positive linear projection satisfying ρ(ba) = bρ(a) and ρ(ab) = ρ(a)b for all a ∈ A
and b ∈ B. Denote by Aρ the completion of A with respect to the seminorm
|a| := ρ(a∗a), and by a 7→ a the canonical map A→ Aρ. Then Aρ is a C∗-module
over B with respect to the inner product 〈a|a′〉 := ρ(a∗a′), a, a′ ∈ A and the
right module structure ab := ab, a ∈ A, b ∈ B. For each a ∈ A, the map a′ 7→
aa′, a′ ∈ A, defines an operator piρ(a) on Aρ, and the map piρ : A → LB(Aρ) is a
∗-homomorphism. The construction of Aρ and piρ is called the Rieffel construction.
A.4 Bundles and modules over locally compact spaces
C0(X)-Banach modules and C0(X)-algebras [22, 10, 4] Let X be a locally
compact Hausdorff space. A right C0(X)-Banach module is a Banach space M
with a right C0(X)-module structure such that ‖mf‖ ≤ ‖m‖‖f‖ for all f ∈ C0(X)
and m ∈ M . It is called non-degenerate if MC0(X) = M . Each C∗-module over
C0(X) is a C0(X)-Banach module. A C0(X)-algebra is a C
∗-algebra A with a fixed
non-degenerate ∗-homomorphism C0(X)→ ZM(A). A C0(X)-homomorphism of
C0(X)-algebras is a ∗-homomorphism which intertwines the respective module
structures.
Let F be a closed subset of X and put IF := {f ∈ C0(X) : f |F = 0}. Then
the quotient MF := M/(MIF ) becomes a C0(F )-module, called the restriction of
M to F . The fibre of M at a point x ∈ X is the Banach space Mx := M{x}. The
quotient map M →Mx is denoted by m 7→ mx.
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Let Y be a locally compact Hausdorff space. Let A be a C0(X)-algebra and
B be a C0(Y )-algebra. Then the maximal tensor product A
max⊗ B becomes a
C0(X × Y )-algebra. If X = Y , the restriction of A
max⊗ B to the diagonal ∆(X) =
{(x, x) | x ∈ X} ⊂ X × X is called the C0(X)-tensor product of A and B and
denoted by A⊗C0(X) B.
If φ : A → A′ and ψ : B → B ′ are C0(X)-homomorphisms of C0(X)-algebras,
the functoriality of the maximal tensor product yields a C0(X)-homomorphism
φ ⊗C0(X) ψ : A ⊗C0(X) B → A′ ⊗C0(X) B′. Likewise, if φ : A → C and ψ : B → C
are C0(X)-homomorphisms of C0(X)-algebras with commuting images, the map
c⊗ d 7→ φ(c)ψ(d) defines a C0(X)-homomorphism φ×C0(X) ψ : A⊗C0(X) B → C.
If p : Y → X is a continuous map, the pull-back p∗A = A ⊗C0(X) C0(Y ) is a
C0(Y )-algebra, where the C0(Y )-action is given by multiplication on the second
factor. Here, C0(Y ) is considered as a C0(X)-algebra via the homomorphism p
∗.
Banach bundles, Hilbert bundles and C∗-bundles [9, 10] Let X be a
locally compact space, not necessarily Hausdorff. An upper semi-continuous/conti-
nuous Banach bundle on X is a topological space E with an open continuous
surjection p : E → X such that
i) for each point x ∈ X, the fibre Ex := p−1(x) is endowed with a Banach
space structure,
ii) the maps
  × E → E and E ×X E → E given in each fibre by scalar
multiplication and addition, respectively, are continuous,
iii) the mapE →  given by the norm in each fibre is upper semi-continuous/con-
tinuous,
iv) for each point x ∈ X and each neighbourhood W of the zero 0x over x in E,
there exist a number  > 0 and a neighbourhood U of x such that the set
{e ∈ p−1(U) : ‖e‖ < } is contained in W .
A bundle morphism between two upper-semicontinuous/continuous Banach bun-
dles E and E ′ on X is a continuous map φ : E → E ′ which intertwines the pro-
jections onto X and whose restriction to each fibre Ex, x ∈ X, is a linear operator
φx : Ex → E′x bounded by a constant C not depending on x.
A continuous Hilbert bundle is a continuous Banach bundle each of whose fibres
is a Hilbert space, with the additional condition that the map E×X E →   given
in each fibre by the interior product should be continuous.
An upper semi-continuous/continuous C∗-bundle is an upper semi-continuous/
continuous Banach bundle each of whose fibres is a C ∗-algebra, with the additional
condition that the maps E ×X E → E and E → E given in each fibre by multi-
plication and the involution, respectively, are continuous.
For an open subset U ⊂ X, the space of all continuous sections of p over U
is denoted by Γ(U,E). The subspaces of compactly supported sections and of all
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sections vanishing at infinity are denoted by Γc(U,E) and Γ0(U,E), respectively.
We abbreviate Γ(E) := Γ(X,E).
The correspondence [10] Let X be a locally compact Hausdorff space.
A C0(X)-Banach module M is called convex if for all elements m,m
′ ∈ M
and all non-negative functions f and f ′ in C0(X) satisfying f + f ′ ≤ 1, one has
‖mf+m′f ′‖ ≤ max{‖m‖, ‖m′‖}. Every C0(X)-algebra as well as every C∗-module
over C0(X), considered as a right Banach module over C0(X), is convex.
Lemma A.2. Let E be a C∗-module over a C0(X)-algebra A. Denote the map
C0(X)→ ZM(A) by ρ. Then E is a C0(X)-module via ξ · f := ξρ(f), ξ ∈ E, f ∈
C0(X) and as such non-degenerate and convex.
Proof. The C0(X)-module E is non-degenerate since EC0(X) = EA · C0(X) =
E ·A = E. The linking algebra KA(A⊕E), considered as a C0(X)-algebra via the
map C0(X)→ LA(A⊕E) given by (a, ξ)f :=
(
ρ(f)a, ξρ(f)
)
where (a, ξ) ∈ A⊕E
and f ∈ C0(X), is convex, and hence so is the C0(X)-submodule E ⊂ KA(A⊕E).
Here, we consider E embedded in KA(A⊕E) via ξ(a, η) := (0, ξa).
The category of non-degenerate convex Banach modules over C0(X) is equiv-
alent to the category of upper semi-continuous Banach bundles over X. Under
this equivalence, C∗-modules over C0(X) correspond exactly to continuous Hilbert
bundles over X, and C0(X)-algebras correspond exactly to upper semi-continuous
C∗-bundles over X. The equivalence is established as follows.
Let E be a Banach bundle on X. Then the space of sections Γ0(E), equipped
with the supremum norm, is a Banach space. Pointwise multiplication of sections
with functions endows Γ0(E) with the structure of a convex C0(X)-module. For
each point x ∈ X, the evaluation at x defines an isomorphism of fibres Γ0(E)x ∼=
Ex.
Let M be a non-degenerate convex C0(X)-module. Denote by Bd(M) the dis-
joint union
∐
x∈XMx of the fibres of M , by p : Bd(M)→ X the obvious projection
map, and for each element m ∈M , by σ(m) the map X → Bd(M), x 7→ mx. Then
the set Bd(M) can be equipped with a topology such that p : Bd(M) → X be-
comes an upper semi-continuous Banach bundle and the map m 7→ σm is an
isometric isomorphism M ∼= Γ0(Bd(M)).
Let E and F be C∗-modules over C0(X). Then the space KC0(X)(E,F ), con-
sidered as a Banach module over C0(X), corresponds to a continuous Banach
bundle whose fibre over x ∈ X is K(Ex, Fx). If E = F , this bundle is a continu-
ous C∗-bundle.
A.5 Locally compact groupoids [45, 41, 25]
Basic definitions A groupoid is a small category in which every morphism is
invertible. Equivalently, a groupoid consists of a set of morphisms G, a set of
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units G0 ⊂ G, two maps r, s : G → G0 called the range and source maps, and a
composition map ◦ : G s×rG→ G, where G s×rG = {(x, y) ⊂ G×G | s(x) = r(y)},
subject to the following conditions:
i) r(x ◦ y) = r(x) and s(x ◦ y) = s(y) for all (x, y) ∈ G s×r G,
ii) r(x) ◦ x = x = x ◦ s(x) for all x ∈ G,
iii) r(u) = u = s(u) for all u ∈ G0,
iv) (x ◦ y) ◦ z = x ◦ (y ◦ z) for all (x, y, z) ∈ G s×r G s×r G,
v) each x ∈ G has an inverse x−1 ∈ G such that x ◦ x−1 = r(x) and x−1 ◦ x =
s(x).
Denote the fibres of the range and source maps by Gu = r−1(u) and Gu = s−1(u),
u ∈ G0, respectively.
A topological groupoid is a groupoid equipped with a topology on its set of
morphisms for which the inversion and the composition are continuous. Then
both the range and source map are continuous, too. The topological groupoid
is called locally compact if its topology is second countable, locally compact and
if additionally the space of units and the fibres of the range and source map are
locally compact and Hausdorff. Here, a topological space is locally compact if each
of its points has a compact neighbourhood [23, 55].
Let G be a locally compact groupoid. An subset U ⊂ G is a G-set if the
restrictions r|U : U → r(U) and s|U : U → s(U) are bijections. A locally compact
groupoid G is called r-discrete if G can be covered by open G-sets U ⊂ G for
which the restrictions r|U and s|U are homeomorphisms onto open subsets of G0.
Let G and G′ be topological groupoids. A map φ : G→ G′ is a homomorphism
if it is continuous and a functor of small categories.
Let G be a locally compact groupoid. A left Haar system for G is a family of
measures λu on Gu, u ∈ G0, such that
i) for each u ∈ G0, λu is a regular Borel measure with support Gu,
ii) for each open Hausdorff subset U ⊂ G and each f ∈ C0(U), extended
by 0 to a (not necessarily continuous) function on G, the function u 7→∫
Gu f(x) dλ
u(x) on G0 is continuous,
iii) for each x ∈ G, each open Hausdorff subset U ⊂ G and each f ∈ C0(U), one
has ∫
Gr(x)
f(y) dλr(x)(y) =
∫
Gs(x)
f(xy′) dλs(x)(y′).
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The associated right Haar system is the family of measures λ−1u := i∗(λu) on
Gu, u ∈ G0, given by the push-forward of the family λ with respect to the inversion
map i : G→ G, x 7→ x−1.
If G is r-discrete, the fibres of the range map are discrete, and the family of
counting measures on these fibres forms a left Haar system on G.
Assume that G is Hausdorff. The Hilbert bundle L2(G,λ) over G0 is con-
structed as follows. The space Cc(G), equipped with the operations
〈η|ξ〉(u) :=
∫
Gu
η(x)ξ(x)dλu(x), (ξf)(x) := ξ(x)f(r(x)),
where ξ, η ∈ Cc(G), f ∈ C0(G0) and x ∈ G, u ∈ G0, is a pre-C∗-module over
C0(G
0). We denote its completion and the Hilbert bundle corresponding to this
C∗-module both by L2(G,λ). Its fibres are the Hilbert spaces L2 (Gu, λu) , u ∈ G0.
If G is not Hausdorff, this definition has to be adapted, see [23, 55] and section
3.4.
Fell bundles [25, 65] Let G be a locally compact groupoid, not necessarily
Hausdorff. Given a Banach bundle E on G, we denote by E0 the restriction
of E to G0, and by E2 the restriction of E × E to G s×r G. An upper semi-
continuous/continuous Fell bundle on G is an upper semi-continuous/continuous
Banach bundle p : E → G together with a continuous multiplication map E2 → E
and an involution ∗ : E → E satisfying
i) p(e1e2) = p(e1)p(e2) and p(e
∗) = p(e)−1,
ii) the induced map Ex × Ey → Exy is bilinear for each pair (x, y) ∈ G s×r G,
and the induced map Ex → Ex−1 , e 7→ e∗, is conjugate linear for all x ∈ G,
iii) (e1e2)e3 = e1(e2e3), (e1e2)
∗ = e∗2e∗1 and (e∗)∗ = e,
iv) ‖e1e2‖ ≤ ‖e1‖‖e2‖ and ‖e∗e‖ = ‖e‖2 and
v) e∗e ≥ 0
for all e ∈ E and (e1, e2) ∈ E2. For each u ∈ G0, the fibre Eu is a C∗-algebra, and
for each x ∈ G, the fibre Ex is a C∗-bimodule over Er(x) and Es(x). In particular,
the restriction of E to G0 is an upper semi-continuous/continuous C∗-bundle, and
Γ0(E
0) is a C∗-algebra.
Let (E, p) and (E ′, p′) be Fell bundles on G. A map φ : E → E ′ is a Fell
bundle morphism if it is a bundle morphism and intertwines the structure maps,
i.e. φ(e)∗ = φ(e∗) for all e ∈ E and φ(e1)φ(e2) = φ(e1e2) for all (e1, e2) ∈ E2.
If these conditions are satisfied, then for each v ∈ G0, the map φv : Ev → E′v is
a ∗-homomorphism of C∗-algebras and bounded of norm less than or equal to 1.
Since ‖e‖ = ‖e∗e‖ for each e ∈ E, one has ‖φ(e)‖ ≤ ‖e‖ for all e ∈ E.
The trivial Fell bundle on G is the bundle
  ×G on G with obvious structure
maps.
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Examples
i) The effective groupoid of a locally compact Hausdorff space X is constructed
as follows. For each x ∈ X, let PHom (X)x denote the set of equivalence
classes of all partial homeomorphisms defined on an open neighbourhood of
x, where two maps are identified if they agree on some neighbourhood of x.
The equivalence class of a partial homeomorphism φ is called the germ of φ at
x and denoted by [φ, x]. The disjoint union PHom (X) :=
⋃
x∈X PHom (X)x
is a groupoid with unit space {[id, x] | x ∈ X} ∼= X. Its range and source
map, the inversion and the composition are given by
r([φ, x]) = φ(x), s([φ, x]) = x,
[φ, x]−1 = [φ−1, φ(x)], [φ, ψ(y)] ◦ [ψ, y] = [φ ◦ ψ, y].
Sets of the form [φ] := {[φ, x] | x ∈ Dom(φ)}, φ ∈ PHom(X), form a basis
for a topology on PHom (X). With respect to this topology, PHom (X)
is r-discrete. We call PHom (X) the effective groupoid of X. For [φ, x] ∈
PHom (X), put [x, φ] := [φ, φ−1(x)].
ii) Let ∼ be an equivalence relation on a locally compact Hausdorff space such
that ∼ is closed as a subset of X × X. To such an equivalence relation,
one can associate a locally compact Hausdorff groupoid G∼ as follows. As a
locally compact space, G∼ is just the subspace ∼ of X×X with the induced
topology. The space of units of G∼ is X. The range and source maps,
inversion and composition are given by
r(x, y) := x, s(x, y) := y, (x, y)−1 := (y, x), (x, y) · (y, z) := (x, z),
for all x, y, z ∈ X satisfying x ∼ y and y ∼ z.
iii) Let X be a locally compact Hausdorff space with a right action α of a discrete
group G by homeomorphisms. The transformation groupoid X oα G is the
locally compact Hausdorff space X×G endowed with the following structure.
The space of units of X oα G is X × {e} ∼= X, where e denotes the unit of
G. The range and source maps, the inversion and the composition are given
by
r(x, g) = x, s(x, g) = αg(x),
(x, g)−1 = (αg(x), g−1), (x, g) · (αg(x), g′) = (x, gg′),
respectively.
Let λG denote the left Haar system on G. For each x ∈ X one has (X oα
G)x = {x} × G. The family λ(x,e) = δx × λG, x ∈ X, is a left Haar system
on X oα G.
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Index
(C, pi) <D
internal tensor product of a
C∗-A-algebra with a C∗-pre-
family, 54
(F, pi)
C∗-module with a represen-
tation, considered as a C∗-
bimodule, 151
AB
algebraic tensor product, xi
C∗-bimodule, 151
C∗r (F )
reduced C∗-algebra of a Fell
bundle, 118
C∗A
category of C∗-A-algebras, 54
Cc(X), C0(X)
∗-algebra and C∗-algebra of
a locally compact space, 135
Cov(C, pi)
family of all homogeneous ele-
ments of (C, pi), 54
Cov(E), Cov(A)
family of all homogeneous el-
ements of a C∗-bimodule/C∗-
algebra, 25
Cov(G)
family of open covariant sub-
sets of a groupoid, 96
Covφ(G)
the φ-covariant subset of a
groupoid, 96
E < F, F =E
internal tensor products of C∗-
bimodules, 38
|E r〉, |E r}, |E〉
abbreviations for KA(A,E
r),
K A(A,Er) andKA(A,E), 45
G0
space of units of a groupoid,
154
Gu, Gu
fibres of the range and source
map of a groupoid, 154
G , G cc
families of open G-sets, 120
G s×r G, G r×r G
fibre product, 154
K (E), K (E,E ′)
C∗-family of compact homo-
geneous operators, 13
K βα (E,E′)
space of all (β, α)-compact op-
erators, 13
L2(G,λ)
the canonical C∗-module of a
groupoid, 155
L (E), L (E,E ′)
C∗-pre-family of all homoge-
neous operators, 9
L βα (E,E′)
space of all (β, α)-homogene-
ous operators, 9
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M (C )
multiplier C∗-pre-family, 12
Mx
fibre of a Banach module, 151
O(E)
structure C∗-family of a C∗-
bimodule, 30
PAut(A)
inverse semigroup of all par-
tial automorphisms of a C∗-
algebra, 148
PHom(X)
inverse semigroup of all par-
tial homeomorphisms of a spa-
ce, 147
PHom (X)
the effective groupoid of a spa-
ce, 156
(S ,∆), (Sˆ , ∆ˆ)
left/right Hopf C∗-(pre-)fami-
lies, 38
(S ,∆), (Sˆ , ∆ˆ)
left/right Hopf C∗-(pre-)fami-
lies, 24, 39
(Sˆ0, δˆ0), (Sˆ0, δˆ0), (S0, δ0), (S0, δ0)
canonical coactions of a pseu-
do-Kac system, 76
(S,∆), (Sˆ, ∆ˆ)
functor and transformation as-
sociated to a left/right Hopf
C∗-family, 56
(S,∆), (Sˆ, ∆ˆ)
functor and transformation as-
sociated to a left/right Hopf
C∗-family, 77
T ⊗∗ S, D ⊗∗ C , ψ ⊗∗ φ
internal tensor product of ho-
mogeneous operators, fami-
lies and morphisms, 16
T ⊗∗ S, D ⊗∗ C , ψ ⊗∗ φ
internal tensor product of ho-
mogeneous operators, fami-
lies and morphisms, 22
Vˆ
the family of unitaries dual
to V , 72, 74
Z(A)
centre of a (C∗-)algebra, 148
[φ]
basic open subset of PHom (X),
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Adu
inner automorphism of a C∗-
algebra given by conjugation
with the unitary element u,
148
Γ(U,E), Γc(U,E), Γ0(U,E), Γ
qc
c (E)
spaces of sections of a Ba-
nach bundle over an open set,
153
α∗
inverse of a partial automor-
phism, 148
β  β′
compatible partial automor-
phisms, 14
χU
support function of an open
G-set, 120
(λu)u, (λ
−1
u )u
left and right Haar system on
a groupoid, 154
λ
left regular representation of
a groupoid, 113
φ ∧ ψ
restriction of partial homeo-
morphisms, 147
164
φ∗, φ∗
partial automorphisms induced
by a partial homeomorphism,
147
ρ(Cov(A)), λ(Cov(A))
C∗-pre-families of right/left
multiplication, 30
σ ≤ τ
partial order on a semigroup,
147
span(C )
closed linear span of a family,
x
θξ =| ξ〉, θξ =| ξ}
the operators a 7→ ξa, a 7→
aξ, 27, 45
θξ =| ξ〉, θξ =| ξ}
the operators a 7→ ξa, a 7→
aξ, 26
indφ
induced homomorphism, 55
[φ, x]
germ of a map at a point, 156
qU
partial homeomorphism of the
unit space of a groupoid as-
sociated to a G-set, 96
approximate unit, 148
Baaj-Skandalis construction, vi
Banach bundle, 152
C∗-pre-family, 11
∼ module, 11
morphism, 18
multiplier, 12
non-degenerate, 12
C0(X)-algebra, 151
C0(X)-Banach module, 151
convex, 153
C∗-family, 30
coaction
∼ unitary, 63
dual, 81
extension, 58
of a Hopf C∗-pre-family, 24
of a Hopf C∗-algebra, vii
of a Hopf C∗-family
on a C∗-algebra, 57
of a Hopf C∗-pre-family, 39
regular, 59, 77
compactness, 131
conditional expectation, 151
covariant subset, 96
decomposable
C∗-bimodule, 25
groupoid, 96
pseudo-Kac system, 72
pseudo-multiplicative unitary, 46
duality theorem
generalisation, 85
of Pontrjagin, v
of Takesaki-Takai, vii
equivariant morphism, 24
Fell bundle, 155
reduced C∗-algebra, 118
G-set, 154
groupoid, 153
r-discrete, 154
decomposable, 96
Haar system, 154
Hausdorff compactification, 132
Hilbert bundle, 152
homogeneous element
of a C∗-bimodule, 25
of a C∗-algebra, 28
of a C∗-algebra, 25
homogeneous operator, 4
compact, 13, 26, 27
Hopf C∗-algebra, v
165
Hopf C∗-family, 38
Hopf C∗-pre-family, 23
internal tensor product
of families, 16
of C∗-bimodules, 151
of morphisms, 22
of operators, 14
inverse semigroup, 147
natural order, 147
Kac system, vii
multiplicative unitary, vi
partial automorphism, 148
partial homeomorphism, 147
primitve net, 132
proper map, 132
pseudo-Kac system, 71
decomposable, 72
dual, 74
of a groupoid, 111
pseudo-multiplicative unitary
decomposable, 46
regular, 46
pseudo-multiplicative unitary, 41
left leg, 49
of a groupoid, 109
right leg, 53
quasi-compactness, 131
reduced crossed product, 79
representation, 149, 151
Rieffel construction, 151
(Sˆ, ∆ˆ)/(S,∆)-algebra, 59
regular, 77
(Sˆ , ∆ˆ)/(S ,∆)-(pre-)family, 39
regular, 77
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