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Given the emerging concept of a customer-centric approach to marketing, cus-
tomer relationship management (CRM) has seen increased attention. Among
essential tools to implement CRM is customer base analysis which seeks to un-
derstand and predict transaction patterns of individual customers. This disser-
tation, composed of three essays, studies the dynamics of shopping behavior in
customer base analysis and its implications for CRM.
The first essay provides an overview of modeling approaches for customer
base analysis, reviews relevant research in the marketing literature, and identi-
fies an agenda of areas that are in need for further research.
The second essay proposes a modeling framework for multi-category cus-
tomer lifetime value (CLV) analysis in a non-contractual setting. To this end,
we model customers’ arrival process, purchase incidence and amount deci-
sions across categories, and latent defection in an integrated framework. The
proposed framework makes use of a latent space model that parsimoniously
captures various dynamics of multi-category shopping behavior arising from
the interplay between purchase timing and choice across categories. Using
category-level transaction data from a leading beauty care company, we show
that the proposed model offers excellent fit and performance in predicting cus-
tomer purchase patterns across categories. Our model allows one to quantify
the contribution of individual categories to CLV and assess the relationship be-
tween shopping basket choice and CLV.
The third essay examines shopping behavior of online customers. We de-
velop a model that captures the clustered visit patterns of online customers and
predicts how a series of store visits lead to a purchase. Our model is based on the
notion that the arrival process of customer visits consists of multiple visit clus-
ters with relatively short intervisit times within a cluster and a longer intervisit
time between clusters. Because the start and the end of each visit cluster are
unobserved, we employ a changepoint modeling framework and statistically
infer the cluster formation on the basis of customer visit patterns through data
augmentation in Bayesian approach. In our empirical analysis using data from
a major e-commerce site, we find strong empirical evidence of lumpy shopping
patterns by online customers with significant heterogeneity in the extent of the
lumpiness. As part of our substantive contribution, we show that taking into
account the clustered visit patterns can significantly improve the model perfor-
mance in predicting purchase conversions across store visits.
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CHAPTER 1
MARKETING MODELS FOR CUSTOMER BASE ANALYSIS
1.1 Introduction
Over the past decade, customer relationship management (CRM) has been one
of the most prominent aspects of marketing strategies and activities by firms
(Reinartz, Krafft, and Hoyer 2004, Payne and Frow 2005). Developing and man-
aging long-term relationships with customers often rely on the prediction of
their future purchase behavior (Gupta et al., 2006). Accordingly, customer base
analysis has seen increased attention among both practitioners and researchers.
Consider a customer who made five transactions with a firm in the past (or in
the period of transaction database). Figure 1.1 illustrates her purchase patterns
from a timing perspective. Given the customer’s purchase history, marketers
would be interested in making forecasts about her future behavior. The main
purpose of customer base analysis is to address such predictive questions as
(1) how many customers are currently active, (2) how that number will change
over time, (3) which customers are more likely to remain active in a future time
period, and (4) how many purchases the customers will make before becom-
ing inactive, and what their purchase patterns will look like (Schmittlein and
Peterson 1994).
The benefits of these projections can range from aggregate sales trajectories
(e.g., the total number of purchases by existing customer base for the next 6
months) to individual-level conditional expectations (e.g., the number of trans-
actions by a particular customer conditional on her past behavior) (Fader and
1
Figure 1.1: Purchase Patterns of a Customer
Past Future
Time
Hardie 2009). In particular, the understanding of customer base is of great help
for marketers in tailoring marketing offers and developing relationships with
customers in order to increase profitability at the customer level. For example,
marketers can customize promotional messages based on the state of customers
(e.g., active versus inactive) and decide how much should be spent to manage
customers by taking into account the expected future cash flows from individu-
als (Kumar 2008). Other application areas include customer segmentation based
on predicted outcome measures and the evaluation of communication chan-
nels/marketing contacts (Schmittlein and Peterson 1994). The concrete benefits
of customer base analysis, coupled with the growing availability of customer-
level transaction data, have motivated ample research on it. The purpose of this
chapter is to provide an overview of relevant studies in the marketing literature
and discuss potential areas for future research.
The remainder of this chapter is organized as follows. Section 1.2 introduces
key modeling approaches of predicting customer behavior. In section 1.3, we
review prior research. Section 1.4 identifies potential research topics for future
work. We conclude by discussing the contribution of this dissertation to the
stream of research.
2
1.2 Two Modeling Approaches
In this section, we discuss modeling approaches commonly used by researchers
to predict purchase behavior. The existing models can be broadly classified into
two categories of regression-type models and probability models, depending on
whether they employ the concept of customers’ latent characteristics in describ-
ing observed behavior and linking it to future behavior. Below, we introduce
each class of models and compare/contrast them with each other.
1.2.1 Regression-Type Models
The standard approach taken by researchers who attempt to make forecasts
about customer behavior is to use regression-type models (also called scoring
models) (e.g., Bolton 1998, Malthouse and Blattberg 2005). In regression mod-
els, a dependent variable (e.g., the number of future transactions) is specified as
a function of several explanatory variables constructed based on a customer’s
demographic information and behavioral characteristics. RFM measures − re-
cency (the time of most recent purchase), frequency (the number of past pur-
chases), and monetary value (the average purchase amount per transaction) −
serve as well-established metrics that summarize a customer’s past purchase be-
havior (Hughes 2005, Gupta et al. 2006). To calibrate a regression-type model,
researchers generally split the transaction data into pairs of consecutive time pe-
riods: Data from the first period of each pair (e.g., period 1) are used to generate
the explanatory variables, whereas data from the second period of the pair (e.g.,
period 2) create the dependent variable.
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While the regression-type models are intuitive and straightforward in its im-
plementation, there are several limitations with them. (See Fader, Hardie, and
Lee (2006) for more detailed discussion.) Most importantly, regression models
make prediction for the next period only. For example, having calibrated the
regression model on data from period 1 to 3, we can predict buying behavior
in period 4. However, it is not clear how we can forecast behavior in period 5
because the values of behavioral predictor variables in the model are not avail-
able in period 4. One may attempt to model all of these covariates and use their
predicted values in period 4 to forecast buying behavior in period 5. However,
as we move further away from the data period, it would become increasingly
difficult to obtain reliable results because, with multiple interacting variables,
a small change in one variable can lead to dramatic differences in the forecasts
after a few periods.
Another problem with regression models is that behavioral predictor vari-
ables are unstable indicators of true behavior. For example, RFM variables vary
over time. So, different ways of slicing the data (e.g., weekly, monthly) can re-
sult in different values of the variables and thus provide different forecasts and
inferences. In addition, because the dependent variable is derived from cus-
tomers’ behavior, it is more reasonable to treat it as a random variable rather
than a fixed number. However, such stochastic nature of the variable is not
explicitly considered in the standard regression model.
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1.2.2 Probability Models
Recognizing the limitations of regression-type models, researchers have taken
an alternative modeling approach. In this way, a customer’s observed behav-
ior is regarded as the outcome of an underlying stochastic process governed
by her latent behavioral characteristics. A mathematical model is developed to
specify the relationship between observed behavior and latent characteristics
(i.e., observed behavior= f (θ), where θ denotes latent behavioral characteristics).
In many cases, this is done by employing a combination of probability distri-
butions which characterize observed behavior with the assumption that their
parameters capture latent characteristics. We then estimate the model parame-
ters (i.e., infer a customer’s latent characteristics) given observed behavior (i.e.,
θˆ=g(past behavior)). This allows us to make prediction about future behavior by
plugging the estimated parameters into the model (i.e., future behavior= f (θˆ)).
A class of models under this approach is often referred to as probability models.
The two-step approach in probability models allows us to avoid the prob-
lems with single-step regression-type models (i.e., future behavior= f (past be-
havior)). In particular, using a probability model, we can predict future behav-
ior over time periods of any length, because the predictions are made based on
the inferred behavioral characteristics, not directly from past behavior. Also, the
quality of inferences using a probability model are much less influenced by the
way of slicing data. Given these benefits, there has been a strong tradition of
probability models in marketing. The following section reviews this stream of
research.
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1.3 Literature Review
In this section, we review probability models for customer base analysis in the
marketing literature. We begin with the discussion of stationary models. We
then discuss their notable extensions, classified into three categories: (1) allow-
ing for nonstationarity in customer purchase patterns, (2) modeling multiple in-
terdependent processes, and (3) incorporating customer defection into the pur-
chase process.
Predicting customers’ purchase patterns has been of great interest to market-
ing researchers. One of the widely used modeling frameworks is the negative
binomial distribution (NBD) model which characterizes the interarrival times
between a customer’s consecutive transactions by an exponential distribution
(or equivalently assumes that the number of purchases made by an individual
in a given time period follows a Poisson distribution) and accounts for customer
heterogeneity in the buying rate by a gamma distribution (e.g., Ehrenberg 1988,
Wellan and Ehrenberg 1988, Morrison and Schmittlein 1988). Many researchers
have showed that the NBD model offers an excellent empirical performance in
various contexts. However, questioning the unrealistic memoryless property of
an exponential distribution, others have used an Erlang-2 or Weibull distribu-
tion as an alternative to the exponential distribution (e.g., Gupta 1988, Wheat
and Morrison 1990).
In the NBD model (or other comparable timing models using an Erlang-2 or
Weibull distribution), a customer’s purchase process is assumed to be station-
ary, meaning the buying rate is time-invariant. The model appears to capture
the transaction patterns quite well when the assumption of stationarity is satis-
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fied in data. However, if the underlying process is nonstationary (i.e., the buy-
ing rate is time-varying), the projections of purchase patterns using the NBD
model are likely to be biased.
1.3.1 Allowing for Nonstationarity
Recognizing the limitation of the NBD model, several researchers have ex-
tended the model to take into account nonstationarity. A common approach of
allowing for nonstationarity is to include time-varying covariates in the model
so that the buying rate can vary over time depending on the covariates. In-
formation captured by time-varying covariates includes firms’ marketing ac-
tions, lagged variables (e.g., lagged interpurchase times), seasonal factors, and
macroeconomic variables (for long-term studies), just to name a few. Gupta
(1991) makes an important contribution in this area.
The NBD-based model by Gupta (1991) is not the only way to consider the
effects of covariates on customer purchase patterns and another popular mod-
eling approach is the proportional hazard model, first proposed by Cox (1972).
In the proportional hazard model, the hazard rate, the event rate at time t con-
ditional on the non-occurrence of the event until time t, is decomposed into
two multiplicative components: the baseline hazard rate with a prespecified
distribution (e.g., an exponential distribution) and the covariate function. Sev-
eral researchers have employed or extended the proportional hazard model to
study the influence of marketing mix variables on customers’ purchase timing
decisions (e.g., Jain and Vilcassim 1991, Wedel et al. 1995, Seetharaman and
Chintagunta 2003, Telang, Boatwright, and Mukhopadhyay 2004).
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In some cases, a customer’s buying behavior evolves over time for unob-
servable reasons such as her learning about products and preference changes.
In these situations, it is difficult to not only define covariates that explain the re-
sulting dynamics but also collect relevant information to construct the variables.
To deal with this, researchers have developed dynamic models which systemat-
ically update the (baseline) buying rate based on observed behavior. For exam-
ple, Moe and Fader (2004) extend the NBD model by allowing customers’ visit
rate to continuously change from one visit to the next in an online shopping
context. Fader, Hardie, and Huang (2004) develop a changepoint model that
detects underlying shifts in customers’ consumption patterns of a new product,
as a result of their acquisition of experience with a new product. In a similar
context, Schweidel and Fader (2009) study the scenario that the underlying pur-
chase process itself evolves from an initial state characterized by an exponential
timing process to a steady state of Erlang-2 timing process. These models can
be regarded as continuous-state or discrete-state hidden Markov models, which
have been applied to model a wide range of latent changes in customer behavior
(e.g., Montgomery et al. 2004, Netzer, Lattin, and Srinivasan 2008).
1.3.2 Modeling Interdependent Processes
The increasing availability of customers’ shopping data across multiple prod-
uct categories/firms has motivated researchers to develop an integrated frame-
work to simultaneously model multiple interdependent purchase processes. A
common approach for this purpose is to use a multivariate distribution that
ties together timing processes of interest. Chintagunta and Haldar (1998) are
among the first who bring this idea to the marketing literature. Using the Farlie-
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Gumbel-Morgenstern (FGM) family of distributions (Johnson and Kotz 1975),
they develop a bivariate proportional hazard model to study the relationship in
purchase timing of two related categories (e.g., pasta and pasta sauce).
While the FGM approach offers a reasonably straightforward way of cap-
turing dependence between distributions, it has limitations from an inferen-
tial standpoint because it does not generally yield marginal distributions that
match the functional forms of the designated univariate densities (Park and
Fader 2004). The Sarmanov family of distributions (Sarmanov 1966) is a class
of multivariate distributions that avoid this undesirable property while offer-
ing more flexibility in capturing the correlation of distributions. Using the Sar-
manov distribution, Park and Fader (2004) develop a NBD-based timing model
in which they examine online customers’ visit behavior across websites. Schwei-
del, Fader, and Bradlow (2008) apply the Sarmanov distribution to the propor-
tional hazard model in order to examine the relationship between customer ac-
quisition and retention processes. These models offer superior fits and pred-
icative performance compared to their counterpart independent models. How-
ever, perhaps due to the accompanying complexities of using the multivariate
distributions, most research focuses on the bivariate applications of the models.
1.3.3 Incorporating Customer Defection
In most business contexts, the customer-firm relationship is not everlasting and
customers terminate their relationship with the firm at some point. Accord-
ingly, failing to consider their defection can result in erroneous inferences on
purchase behavior (e.g., the underestimation of buying rates while active). In
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this regard, another important extension of the NBD-based models is to allow
for the possibility of customer attrition. This addition offers a significant man-
agerial benefit to marketers because distinguishing between customers who are
active and those who have become inactive is central to various managerial de-
cisions such as customer targeting, resource allocation, and customer valuation
(e.g., Reinartz and Kumar 2000).
The contexts of modeling customer defection are generally divided into con-
tractual and noncontractual settings. The defining characteristic of a contrac-
tual setting is that the time at which a customer becomes inactive is observed
by the firm (e.g., magazine subscription, insurance policy purchase). In con-
trast, a noncontractual setting is one where the firm does not observe customer
defection (e.g., grocery shopping, hotel stays). Thus, the firm cannot certainly
distinguish between a customer who has ended her relationship with the firm
and one who is merely in the middle of a long hiatus between transactions.
Noncontractual contexts are very common in practice, yet predicting cus-
tomer purchase patterns in these contexts is challenging because the firm never
knows whether a customer has defected or not (Bell et al. 2002, Singh, Borle, and
Jain 2009). Schmittlein, Morrison, and Colombo (1987) propose the Pareto/NBD
model which explicitly addresses this problem. The Pareto/NBD model spec-
ifies a customer’s relationship with the firm in two phases: she is active (or
“alive”) for an unobserved time period, and then becomes permanently inactive
(or “dead”). While the customer is active, her purchase behavior is character-
ized by the NBD model. The customer’s unobserved lifetime is modeled by an
exponential distribution, and heterogeneity in dropout rates across customers
is considered through a gamma distribution. By coupling the two timing pro-
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cesses for customer arrival and latent attrition, this “buy ‘til you die” model
allows us to assess a customer’s lifetime in a probabilistic manner.
The Pareto/NBD model has been extended in a number of directions.
Schmittlein and Peterson (1994), Fader, Hardie, and Lee (2005a), and Singh,
Borle, and Jain (2009) augment the model with a submodel of purchase amount
to predict customer lifetime value (CLV). Abe (2009) incorporates customer-
specific covariates into the specification of buying and drop rates. Fader, Hardie,
and Lee (2005b) develop the BG/NBD model to avoid the computation difficul-
ties in estimating the Pareto/NBD model. The assumptions on the interarrival
times in the BG/NBD model are the same as those in the Pareto/NBD model.
However, unlike the Pareto/NBD model, the BG/NBD model assumes that a
customer can become inactive after any transaction with some probability and
heterogeneity in dropout probabilities across customers is considered through a
beta distribution. The BG/NBD model is easier to implement but still provides a
similar forecasting performance with the Pareto/NBD model. The Pareto/NBD
model is a continuous-time model in which customer transactions and defec-
tions can occur at any point in time. Fader, Hardie, and Shang (2010) propose
the BG/BB model as a discrete-time analog of the Pareto/NBD model.
Predicting customer transaction patterns in a contractual setting is relatively
simple compared to a noncontractual setting, because we do not face the prob-
lem of distinguishing between a customer who has ended her relationship with
the firm and one who is in a long hiatus between transactions. Nevertheless,
customer base analysis in a contractual setting requires a well-defined predic-
tive model to answer questions such as: how likely customers will stay with
the firm in a next period, and what are factors driving or indicating the risk of
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churning (Fader and Hardie 2009).
The shifted-beta-geometric model has been widely used for analysis in a
discrete-time setting (e.g., Weinberg and Gladen 1986, Fader and Hardie 2007).
The model assumes that a customer remains with some retention probability at
the end of each contract period, and the retention probability follows a beta dis-
tribution. A common modeling approach with continuous-time duration data
is to use the exponential-gamma model which characterizes interarrival times
between renewals by an exponential distribution and accounts for customer
heterogeneity in the arrival rate by a gamma distribution (e.g., Morrison and
Schmittlein 1980, Dekimpe and Morrison 1991, Hardie, Fader, and Wisniewski
1998). Alternatively, Braun and Schweidel (2011) employ the proportional haz-
ard model and combine it with the competing risk model to link the different
reasons for which customers churn to their value to the firm.
1.4 Future Research in Customer Base Analysis
We have reviewed probability models for customer base analysis in the market-
ing literature. The common thread that underlies this class of models is the ap-
proach taken in model development. Unlike the regression-type models which
build a direct functional link from past behavior to future behavior, probability
models view observed behavior as the realization of an underlying stochastic
process governed by latent behavioral characteristics. The focus of much of this
pioneering work has been on building a flexible yet parsimonious framework
in its implementation.
Based on the state of existing modeling tools as reflected in the literature
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and the needs of marketing managers to make the most of their customer-level
database, we suggest a number of avenues for future research:
• Incorporating Marketing Decision Variables
While several researchers have developed timing models which account
for the impacts of a firm’s marketing activities on customer purchase pat-
terns (e.g., Gupta 1991, Fader, Hardie, and Huang 2004), extant “buy ‘til
you die” models lack such considerations. The importance of incorporat-
ing marketing mix variables cannot be understated in a noncontractual
setting, because they can affect customer defection as well as buying rates
while active. When marketing mix variables are included in the model,
the prediction of future behavior is not straightforward, because the val-
ues of the covariates are only available in the data period and we have
no information about the firm’s marketing actions in a future time period.
One way to deal with this problem is to model not only customer behavior
given the firm’s marketing actions but also the firm’s marketing decisions
given customer behavior in an integrated framework. By doing so, we can
generate interdependent sequences of customer transactions and market-
ing activities beyond the data period, which can be used for prediction
and inference purposes.
• Forecasting Future Behavior at Early Relationship Stages
As a key byproduct of customer base analysis, CLV is a metric to measure
the relative attractiveness of individual customers. Computing CLV relies
on the prediction of individuals’ future purchase patterns based on their
past behavior. This means that for reasonably accurate prediction of CLV,
we need to wait for a while until a certain amount of transaction informa-
tion of individual customers is accumulated. Yet, predicting CLV at very
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early stages is of particular importance to firms because it can significantly
help shape and direct a nascent relationship with customers. For exam-
ple, if customers with a high CLV can be identified even before they have
proven to be high-value customers, firms can take preemptive actions to
retain the customers. While the determinants of CLV has been studied
in the literature (e.g., Thomas 2001, Hitt and Frei 2002), little research at-
tempts to link CLV to early-stage behavioral characteristics of customers.
• Understanding Dynamics of Customer Behavior
Given the increasing variety of customer-level transaction data, there
would be opportunities to gain new insights about how unique features of
a firm’s business practices may affect customer behavior over time. One
example is to incorporate the influence of loyalty marketing (e.g., rewards
programs, cash-back offers) into customer base analysis. By offering ben-
efits based on cumulative purchasing over time, loyalty programs tend to
encourage consumers to shift from myopic or single-period decision mak-
ing to dynamic or multiple-period decision making (e.g., Lewis 2004). This
in turn would affect the customers’ consumption patterns and lifetime val-
ues. Such aspects have not been investigated in the existing literature.
• Capturing Network Effects
Most research in customer base analysis assumes that purchasing patterns
are independent across customers. However, in many situations, the ef-
fects of social networks and word-of-mouth between customers may be
strong, and thus accounting for them could help better predict customer
retention and attrition (e.g., local people’s restaurant choices, visiting an e-
commerce site about which customers actively communicate online). Prior
research also provides empirical evidence that an individual’s preference
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for a product is influenced by the preferences of others (e.g., Yang and
Allenby 2003, Ansari, Koenigsberg, and Stahl 2011). It would be fruitful
to develop a framework which accounts for evolving networks and takes
into account their dynamic impacts on customer base.
• Dealing with Aggregated Data
In some cases, we do not have access to customer-level transaction data.
Instead, we only have a series of cross-sectional summaries across cus-
tomers. Without individual-level information, most of the existing “buy
‘til you die” models are not applicable, but marketing managers may
still seek to understand their customer base at least at the aggregate level
(e.g., the number of active customers in a future time period, the average
number of transactions made by them before becoming inactive). Fader,
Hardie, and Jerath (2007) show how the Pareto/NBD model can be esti-
mated in such cases. This area of research is still in its infancy and there is
a growing need for parsimonious models applicable with coarse data.
1.5 Contribution of This Dissertation
The remainder of this dissertation consists of two essays which incorporate the
dynamics of shopping behavior into customer base analysis in a noncontrac-
tual setting, and study their implications for CRM. We conclude this chapter by
summarizing the essays and discussing their contribution to the literature.
The first essay proposes a modeling framework to extend customer
base/lifetime value analysis to a multi-category transactional context. We
model customers’ arrival process, purchase incidence and amount decisions
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across categories, and latent defection in an integrated framework, allowing for
the dynamics of shopping behavior due to the interdependence between cate-
gory purchases and interarrival times. We also account for the interdependent
choices of multiple categories, the correlation of repeatedly observed choice out-
comes both within and across categories, and latent customer defections. One
of the major complications in modeling the association of shopping baskets and
the arrival process is that the number of possible compositions of shopping bas-
kets (and thus the complexity of the model) increases exponentially as the num-
ber of categories increases. To avoid this “curse of dimensionality,” we propose
a novel modeling approach using a latent space of product categories. Our ap-
proach is easily extendable to multi-category cases and yields a parsimonious
model for customer base analysis with multiple categories.
We apply our model to category-level transactional data from a leading
beauty care company in Korea. We empirically assess the need to include the
different modeling components and find support for the inclusion of each. As a
result, the proposed model offers excellent performance of predicting customer
purchase patterns of multiple categories. Our model allows one to quantify
the contribution of individual categories to CLV and assess the relationship be-
tween shopping basket choice and CLV.
The second essay examines the shopping patterns of online customers at an
e-commerce site and examines how a series of store visits lead to a purchase.
Toward this end, we develop a dynamic timing model that explicitly captures
the lumpy visit patterns of online shoppers. Our model is based on the no-
tion that the arrival process of customer visits consists of multiple visit clusters
with a relatively high visit rate within a cluster and a lower visit rate between
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clusters. Because the start and the end of each visit cluster are unobserved, we
employ a changepoint modeling framework and statistically infer the cluster
formation through data augmentation in Bayesian approach. A key benefit of
our dynamic model is its ability to infer the formation of latent visit clusters
in the arrival process of customer visits, which offers a set of novel inferences
about the patterns underlying online shopping behavior, including (1) the num-
ber of visits per cluster, (2) the intervisit time within a cluster, (3) the time length
of a cluster, (4) the number of visit clusters in a given time period, and (5) the
intervisit time between clusters, at the individual customer level.
In our empirical analysis using data from a major e-commerce site in the
United States, we find strong empirical evidence of lumpy shopping patterns by
online customers with significant heterogeneity in the extent of the lumpiness.
As part of our substantive contribution, we highlight how the cluster-based in-
ferences of store visit patterns can be leveraged to examine conversion behavior
of online customers. We find that a customer’s purchase likelihood varies across
visits depending on how many visits the customer has made previously within
a visit cluster. As a result, we show that taking into account the clustered visit
patterns can significantly improve the model performance in predicting pur-
chase conversions.
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CHAPTER 2
VALUING CUSTOMERS CATEGORY BY CATEGORY: AN INTEGRATED
MODEL FOR MULTI-CATEGORY CUSTOMER LIFETIME VALUE
ANALYSIS
2.1 Introduction
Customer lifetime value (CLV) is a key metric to manage and develop relation-
ships with customers. As a disaggregate metric, CLV can be used to tailor mar-
keting decisions to increase profitability at the customer level. For example,
marketers often customize promotional offers based on the estimates of CLV
and expend greater effort to retain customers with a high CLV (Kumar 2008).
Beyond its use for marketing and resource allocation, when aggregated, CLV
also serves as a good proxy for the overall value of a firm, supplementing finan-
cial measures of past performance (Gupta, Lehmann, and Stuart 2004).
Given the importance of measuring CLV, marketing researchers have devel-
oped a variety of models to predict the metric in different contexts. (See Gupta
et al. (2006) and Fader and Hardie (2009) for relevant discussion.) These con-
texts are generally classified into contractual and non-contractual settings. Be-
tween the two cases, measuring CLV is known to be more challenging in a non-
contractual setting because the lifetime of a customer is not observed (Bell et al.
2002, Fader, Hardie, and Lee 2005a, Singh, Borle, and Jain 2009). The “buy ‘til
you die” framework is a widely adopted modeling approach for customer base
and lifetime value analysis in a non-contractual setting. This class of models is
based on the assumption that customers repeatedly conduct transactions at a
firm while they are in an active state (alive), and at some unobserved time be-
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come permanently inactive (dead). Though many variants of “buy ‘til you die”
models have been proposed (e.g., Schmittlein, Morrison, and Colombo 1987,
Fader, Hardie, and Lee 2005b, Abe 2009), they primarily focus on analyzing
transactional patterns associated with a single product category or a firm-level
activity, such as the times at which purchases are made at a particular retailer.
Oftentimes, however, customers’ shopping behavior involves the purchase
of multiple categories at a single visit. In such cases, marketers can gain a more
comprehensive understanding of their customer base by analyzing customers’
purchase patterns within individual product categories, and consequently as-
sessing each category’s contribution to CLV. Such category-level analysis would
be of particular importance to firms making marketing and operational deci-
sions at the category level. Marketers could also benefit by examining customer
shopping patterns across categories. In particular, the prediction of shopping
basket choice and its relationship with CLV can be used in developing cross-
selling strategies and making resource allocation decisions across categories
within individual customers. Our objective of this research is therefore to pro-
pose an integrated modeling framework for multi-category CLV analysis in a
non-contractual setting.
Modeling customer purchase patterns across categories requires a number of
careful considerations. First, a customer’s arrival process to the firm and her cat-
egory purchase decisions are likely to be interdependent. Imagine a customer
whose shopping trips to the store are driven by two categories. The product
categories in which she purchases on a given transaction may affect when she
would visit the firm next. For example, if the two categories are complementary
to each other for joint consumption, purchasing both categories together may re-
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sult in a shorter time until the customer’s next visit to the firm. Alternatively, if
the categories are substitutes in which the consumption of one category delays
the consumption of the other, the customer’s next interarrival time after pur-
chasing both categories may be longer compared to the case in which she had
only purchased one of the product categories. The association of the interarrival
time with category purchases may also arise from stockpiling, with large pur-
chase amounts in one time period delaying the time of her next shopping trip
(e.g., Jen, Chou, and Allenby 2009). In turn, the customer’s interarrival time
to the store may affect her category purchase decisions at the visit. Second, in
a multi-category context, a customer’s purchase decisions on a given shopping
trip may be correlated across categories. Accounting for such associations is im-
portant to capture the simultaneous choice of categories in a shopping basket.
Third, repeatedly observed shopping behavior from the same customer could
be correlated over time, as a customer’s current choice decisions are likely to be
associated with past outcomes both within and across categories. Finally, latent
customer defection needs to be considered in a non-contractual setting.
In this research, we develop a model for multi-category CLV analysis which
accommodates the aforementioned complications by generalizing the “buy ‘til
you die” framework to a multi-category context. Toward this end, we jointly
model customers’ arrival process to the firm, multi-category purchase incidence
and amount decisions, and latent defection while explicitly accounting for the
shopping dynamics arising from the interplay of purchase timing and incidence
across categories. The key challenge in modeling the timing process of cus-
tomer arrivals and its association with multi-category purchase behavior is that
the number of possible compositions of shopping baskets increases exponen-
tially as the number of categories increases, and so does the complexity of the
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model. To avoid this “curse of dimensionality,” we propose a novel modeling
approach using a latent space of product categories. Our approach extends to
multi-category cases with ease and yields a parsimonious timing model. We
then model a customer’s decisions on category choice and purchase amount
conditional on her visit to the firm. Our multi-category model accounts for
the interdependent choices of categories and the correlation of repeatedly ob-
served outcomes both within and across categories. We also allow customers’
category purchase decisions to depend on the timing of their past purchase of
the category. Therefore, our model captures the sequential interaction between
shopping baskets and interarrival times.
We apply our model to category-level customer transaction data from a lead-
ing beauty care company in Korea. We empirically assess the need to include
the different modeling components and find support for the inclusion of each.
As a result, the proposed model offers excellent fit and performance in pre-
dicting customers’ purchase patterns across categories, in addition to detailed
inferences about their shopping behavior with respect to the timing, choice, and
amount of category purchase. The results are then used to measure CLV at the
category level and assess the contribution of each category to a firm-level CLV.
The ability of our model to predict customers’ multi-category purchase patterns
also allows us to examine the relationship between their shopping basket choice
and CLV. We find that customers who purchase multiple categories together at
the same transaction tend to have a higher CLV compared to those purchasing
the categories separately over multiple visits. Our results can help marketers
segment the customer base and yield insights for category-level targeting and
cross-selling strategies.
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The remainder of this chapter is organized as follows. Section 2.2 gives an
overview of prior literature related to our research. In section 2.3, we provide
a detailed specification of our model. Section 2.4 describes the data used in our
empirical analysis. In section 2.5, we discuss the model results and illustrate
insights afforded by analyzing customer purchase patterns at the category level.
Finally, section 2.6 concludes and suggests future research directions.
2.2 Previous Research
This work is related to two main streams of research − predicting customer pur-
chase patterns and lifetime values in a non-contractual setting, and capturing
multi-category choice behavior. We briefly review relevant literature on both
streams of research and discuss the contribution of our work relative to them.
Predicting customers’ purchase patterns from a timing perspective has been
of great interest to marketing researchers. One of the widely used modeling
frameworks for this purpose is the negative binomial distribution (NBD) model
which characterizes customers’ interarrival times by an exponential distribu-
tion and accounts for heterogeneity in the time-invariant mean arrival rates by
a gamma distribution (e.g., Ehrenberg 1988, Morrison and Schmittlein 1988).
Several researchers have extended the NBD model to take into account nonsta-
tionarity in the customer arrival process (e.g., Fader, Hardie, and Huang 2004),
interdependence between two correlated processes (e.g., Park and Fader 2004),
and the effect of time-varying explanatory variables (e.g., Gupta 1991, Fader,
Hardie, and Huang 2004). Another important extension of the NBD-based tim-
ing models was to incorporate latent customer defections for customer base
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analysis in a non-contractual setting. One of the first models to explicitly ad-
dress this challenge is the Pareto/NBD model by Schmittlein, Morrison, and
Colombo (1987). The Pareto/NBD model assumes two independent exponen-
tial timing processes for customer arrivals and latent defections, respectively.
By coupling the timing processes, the model assesses a customer’s lifetime in a
probabilistic manner. The BG/NBD model by Fader, Hardie, and Lee (2005b)
serves the same purpose as the Pareto/NBD but is easier to implement and
still yields similar forecasting performance. The development of these “buy ‘til
you die” models has facilitated academic research on measuring CLV in a non-
contractual context (e.g., Schmittlein and Peterson 1994, Reinartz and Kumar
2000, Fader, Hardie, and Lee 2005a, Singh, Borle, and Jain 2009).
Our research is also based upon a growing body of work on multi-category
choice behavior. This stream of research begins with meta-analyses to compare
and contrast choice behavior across categories (e.g., Fader and Lodish 1990,
Narasimhan, Neslin, and Sen 1996). Recognizing that a customer’s purchase
decisions across categories are not independent, researchers have developed
models to capture cross-category dependence in shopping basket selection and
understand the effect of marketing mix variables on multi-category choice deci-
sions. Common modeling approaches for this purpose include the multivariate
probit model (e.g., Manchanda, Ansari, and Gupta 1999, Chib, Seetharaman,
and Strijnev 2002) and the conditional logit model (e.g., Russell and Petersen
2000, Moon and Russell 2008). A number of modifications and alternative spec-
ifications have been also proposed to study various phenomena of interest in
a multi-category context (e.g., Mehta 2007, Niraj, Padmanabhan, and Seethara-
man 2008, Song and Chintagunta 2006).
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Another approach that has been employed in extant research to capture cor-
related outcomes is latent space models (e.g., DeSarbo and Wu 2001, Bradlow
et al. 2005). By locating brands/products within a latent space, their relation-
ships can be inferred from observable data such as joint product ownership (Ka-
makura, Ramaswami, and Srivastava 1991, Li, Sun and Wilcox 2005) or a search
engine’s ability to find specific webpages (Bradlow and Schmittlein 2000). As
we will discuss, the use of a latent space model allows us to avoid the curse of
dimensionality with multiple product categories.
Given the intuitive appeal of understanding both purchase timing and
choice decisions, several models have been developed to model interarrival
times and category (or brand) choices together (e.g., Wagner and Taudes 1986,
Gupta 1988, Chintagunta 1999, Kumar, Venkatesan, and Reinartz 2008). Yet,
little research considers customer purchase patterns across categories for multi-
category CLV analysis in a non-contractual setting. One of the key contributions
of this research is therefore to bridge the gap in the literature between customer
base analysis and multi-category choice behavior.
It is worth noting that our proposed model may not be the only way of mod-
eling interdependent customer purchase patterns across categories. For exam-
ple, prior research has modeled the associated timing processes of different cat-
egories or transactional activities by using multivariate distributions such as the
Farlie-Gumbel-Morgenstern family of distributions (e.g., Chintagunta and Hal-
dar 1998) and the Sarmanov family of distributions (e.g., Park and Fader 2004,
Schweidel, Fader, and Bradlow 2008). However, they did not take into account
customer defection and thus have limitations for CLV analysis. Furthermore,
perhaps due to the accompanying complexities of using the multivariate dis-
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tributions, they focused on the bivariate applications of the models. In com-
parison, our model, using a latent space approach, extends to multi-category
cases in a parsimonious manner. This is an important benefit from a practi-
cal standpoint, as customers often make purchases across several categories in
their transactions with a firm and thus the analysis of purchase behavior needs
to scale to a large number of categories.
2.3 Model Development
We build a model for multi-category CLV analysis in a non-contractual setting.
Our proposed model consists of the following four modeling components: (1)
the arrival process of a customer to a firm, (2) her choice decisions across mul-
tiple categories conditional on a visit, (3) the amounts she spends in each pur-
chased category conditional on the choice of the category, and (4) latent cus-
tomer defection. We first present the specification of the modeling components
and discuss how they interact with each other. We then describe our computa-
tional approach to estimating the model.
2.3.1 Timing Model
During the period (0,T ], where 0 corresponds to the beginning of the model cal-
ibration period and T is the censoring point that corresponds to the end of the
data period, we observe customer i who makes Ji visits to a firm at times ti1, ti2,
. . . , tiJi . At each visit to the firm, the customer makes purchase decisions across
K product categories. We define a binary variable Ci jk to indicate whether or
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not customer i purchases category k at her jth visit. Then, customer i’s shop-
ping basket at the jth visit can be represented by a vector of category choice
outcomes, {Ci j1,Ci j2, . . . ,Ci jK}. It is important to note that, in our offline shop-
ping context, we have
∑K
k=1Ci jk ≥ 1 for any visit, because a customer’s visit to
the firm is observed only when she purchases at least one category.1
We first model customer i’s arrival process to the firm by specifying the tim-
ing behavior for a set of Ji − 1 interarrival times, ti2 − ti1, ti3 − ti2, . . . , tiJi − ti,Ji−1,
and the right-censored observation T − tiJi . We assume that customer i’s interar-
rival time between her jth and ( j+1)th visits follows an exponential distribution
with arrival rate λi j. Then, the density function for the interarrival times and the
survival function for the right-censored observations are given by:
f (ti, j+1|ti j; λi j) = λi j exp{−λi j(ti, j+1−ti j)} and S (T |tiJi; λiJi) = exp{−λiJi(T −tiJi)}. (2.1)
The exponential assumption has been widely adopted in the marketing litera-
ture because of its parsimony and performance (e.g., Schmittlein, Morrison, and
Colombo 1987, Moe and Fader 2004, Fader, Hardie, and Lee 2005b).
When a customer repeatedly shops for multiple product categories at the
firm, her shopping basket choice at a given visit may influence the time until
her next shopping trip, depending on the relationship between the purchased
categories. Whereas joint purchasing of products consumed together may ac-
celerate consumption and shorten the time until the next visit, simultaneously
purchasing products that are substitutes in their consumption may slow the
time until the next purchase. To take into account this probable association of
the customer arrival process with multi-category purchase decisions, we allow
1In this regard, the terms “visits”, and “transactions” are used interchangeably throughout
this chapter. This research focuses on modeling customer purchase patterns across categories at
an offline firm. However, our model can be easily modified to an online context, where customer
visits often involve no purchase (i.e.,
∑K
k=1Ci jk = 0).
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the customer’s arrival rate to vary dynamically depending on the combination
of categories she purchased at the prior visit.
While it is appealing to consider the effect of the customer’s shopping basket
choice on the arrival rate, one of the major complications is that the number of
possible compositions of shopping baskets increases exponentially as the num-
ber of categories increases, and so does the complexity of the model. Note that,
for the customer’s each visit, there are 2K−1 possible combinations of categories
in her shopping basket, ranging from {1, 0, . . . , 0} where she purchases the first
category only to {1, 1, . . . , 1} where she purchases all the categories considered.
For example, when K = 10, we need to consider 1,023 (= 210 − 1) different com-
positions of shopping baskets and their impact on the arrival rate. To deal with
this dimensionality issue, we propose a novel modeling approach using a latent
space of product categories which allows us to capture the association of the
arrival rate with shopping basket selection in a parsimonious manner.
At the heart of our approach is to place categories in a latent space so that
the arrival rate after purchasing a specific combination of categories is jointly
determined by the relative positions of the categories in the space. Specifically,
we model the effect of shopping basket composition on the arrival rate using
the Euclidean distances between the categories and the origin in the space. To
formalize this idea, we specify λi j as:
λi j = λi
∥∥∥∥∥∥∥
K∑
k=1
Ci jkPk
∥∥∥∥∥∥∥
−1
exp(X′i jα), (2.2)
where λi is a customer-specific baseline arrival rate; Pk is the position of category
k in an n-dimensional latent space and ‖·‖ denotes the Euclidean norm of a point
(i.e., the Euclidean distance between the point and the origin) 2; Xi j is a vector of
2We take an inverse of the Euclidian norm so that purchasing categories which are closer to
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covariates which may affect λi j; α is a vector of the corresponding parameters.
In the empirical analysis of this research, Xi j consists of the lagged interarrival
time (i.e., the customer’s interarrival time between her ( j − 1)th and jth visits)
and the customer’s total purchase amount aggregated across all categories at
her jth visit to consider their effects on the arrival rate.
We illustrate the intuition behind our use of the Euclidean norm in equation
(2.2) with an example of two categories on a two-dimensional space. P1 and
P2 in Figure 2.1 represent categories 1 and 2, respectively, on the space where
the positions of the categories are denoted by their x- and y-coordinates. The
evaluation of the Euclidean norm in equation (2.2) and the inverse relationship
between the arrival rate and interarrival time indicate that the effect of pur-
chasing only category k on the expected interarrival time for the next visit is
given by ‖Pk‖ = (x2k + y2k)1/2. Thus, a larger (smaller) value of ‖Pk‖ implies that
the customer’s interarrival time after purchasing category k tends to be longer
(shorter).
Figure 2.1: Two-Category Representation in a Two-Dimensional Space
P1: (x1 ,y1)
P1 + P2: (x1+x2 ,y1+y2)
y
P2: (x2 ,y2)
δ
x
each other in the space (meaning they are more substitutable) likely leads to a longer interarrival
time to the next visit, given the inverse relationship between the arrival rate and the mean
interarrival time.
32
Next, when a customer purchases both categories 1 and 2, its effect on the
expected interarrival time is given by the Euclidean norm of the summed vec-
tor, ‖P1 + P2‖ = {(x1 + x2)2 + (y1 + y2)2}1/2. Note that the Euclidean norm varies
depending on the angle, δ, between the two vectors, P1 and P2. As δ decreases
(increases), ‖P1 + P2‖ increases (decreases) and thus the interarrival time after
purchasing both categories becomes larger (smaller). Thus, δ reflects the rela-
tionship between the categories and their combined effect on the interarrival
time (or the arrival rate). We expect that two substitutable categories would be
close to each other on the latent space (i.e., small δ), resulting in a longer interar-
rival time after purchasing both categories compared to the case of purchasing
one of them only. In contrast, if the categories are complementary with syn-
ergies from their joint consumption, they would be distant from each other on
the space (i.e., large δ) as the co-purchasing of the categories would result in a
shorter interarrival time. The same logic would apply to cases with more than
two categories.
It is worth noting that when an one-dimensional space is employed, each
category is represented by one coordinate on the space (i.e., x-coordinate only).
Hence, equation (2.2) reduces to the specification which only accounts for the
main effects of the categories. Alternatively, the latent space can be extended to
more than two dimensions. Selection of the number of dimensions in the latent
space would depend on the goal of the analysis. A two- or three-dimensional
space would allow for a simple presentation of categories in the space. How-
ever, a higher dimensional space could allow more flexibility and thus a better
fit, as the number of categories increases. Importantly, we need to restrict the
maximum number of dimensions in the latent space to the number of categories
considered, because the positions of the categories cannot be identified in a di-
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mensional space higher than the number of categories.
The Euclidean norms of a set of vectors are invariant under rotation and re-
flection of the space. Hence, there is an infinite number of positions of categories
giving the same likelihood for the timing model. We therefore discuss identi-
fication conditions of the model. For a two-dimensional space, we first restrict
the x-coordinate of category 1 to be positive and the y-coordinate of the category
to zero. This takes into account rotation of the space. Second, we restrict the y-
coordinate of category 2 to be positive. This takes into account reflection of the
space over the y-axis. Finally, because λi j is proportional to the multiplication
of λi and
∥∥∥ ∑Kk=1Ci jkPk ∥∥∥−1, there are infinite number of combinations of λi and
Pk’s that give the same value of λi j. To consider this, we set the x-coordinate of
category 1 to one. In summary, for our model with a two-dimensional space,
we need x1 = 1 and y1 = 0 for category 1 and y2 > 0 for category 2. No further
identification condition is necessary on the coordinates of other categories when
more than two categories are considered.
Similar identification conditions can be derived for a general case with an
n-dimensional space as follows. First, we restrict the first coordinate of category
1 to one and all other coordinates of the categories to zero. For category k such
that 1 < k ≤ n, we restrict the kth coordinate of the category to be positive
and the mth coordinate to be zero for all m such that m > k. No identification
condition is required on the coordinate of category k > n.
Finally, we discuss the benefit of our latent space approach that can parsi-
moniously capture the effect of shopping basket choice on the arrival rate. In
Table 2.1, we compare the number of parameters required to consider the ef-
fect under our approach using the maximum-dimensional space (i.e., when the
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number of dimensions in the space equals the number of categories considered)
with the naive approach of specifying the effect using dummy variables (i.e., as-
signing a dummy variable for each composition of shopping baskets except the
baseline case). For example, when five categories are considered, our approach
requires maximum 14 parameters while the naive approach requires 31 dummy
variables. Overall, the table shows that our approach allows us to approximate
the effect of shopping basket choice with considerably fewer parameters.
Table 2.1: Number of Parameters Required to Consider the Effect of
Shopping Basket Choice on Arrival Rate
No. of categories Proposed approach Naive approach
(with the max.-dimensional space)
2 3 3
3 6 7
4 10 15
5 15 31
...
...
...
10 55 1,023
2.3.2 Multi-category Choice Model
We next model a customer’s multi-category choice behavior upon her visit to the
firm. Our proposed choice model is a modified version of the conditional logit
model. The conditional logit model has been employed in several marketing
studies to account for the simultaneous and interdependent choices of multiple
product categories (e.g., Russell and Petersen 2000, Moon and Russell 2008). In
particular, the model allows us to explicitly capture cross-category dependence
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by incorporating the choice outcomes in other categories into the choice decision
in the focal category.
We specify the probability that customer i purchases category k at her jth
visit conditional on her choices of other categories, using the following logit
form:
Pr(Ci jk = 1|Ci jk′ , k′ , k) =
1 + exp
−
pii jk + ∑
k′,k
θkk′Ci jk′ +
∑
k′
ψkk′Ci, j−1,k′


−1 , (2.3)
where pii jk captures the time-varying category-specific effect for category k at
customer i’s jth visit to the firm and the term
∑
k′,k θkk′Ci jk′ reflects the effects of
the choices of other categories on the choice decision in category k. Hence, θkk′
measures the degree of interdependence between category k and k′. A positive
θkk′ implies that the purchase of category k′ tends to increase the probability of
purchasing category k at the same transaction. A negative θkk′ reflects a neg-
ative association between the choices of categories k and k′. Finally, the term∑
k′ ψkk′Ci, j−1,k′ captures the effects of the choices of categories in the prior transac-
tion on the choice of category k in the current transaction. A positive (negative)
ψkk′ implies that the purchase of category k′ in the prior transaction increases
(decreases) the probability of purchasing category k in the current transaction.
The probability of purchasing a category may also be influenced by the time
of her last purchase of the category. To consider such an effect, we model the
time-varying category-specific intercept pii jk as:
pii jk = β0ik + β1kETi jk + β2k(ETi jk)2, (2.4)
where β0ik is a customer-specific baseline purchase tendency for category k. Be-
ing constructed from customer purchase patterns in the data, the covariate ETi jk
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is the time between customer i’s jth visit and her last purchase of category k
before the visit. Including ETi jk and its quadratic term allow us to capture the
possible nonlinear time effect of the prior category purchase on the current pur-
chase decision. Thus, our model accounts for the sequential interdependence
between shopping baskets and interarrival times.
Because the conditional probabilities in Equation (2.3) are mutually depen-
dent across categories, we cannot use the equation to predict a customer’s
choice decisions across multiple categories. However, by assuming θkk′ = θk′k
and applying the theorem by Besag (1974), it can be shown that the uncondi-
tional joint distribution of Ci j = {Ci j1,Ci j2, . . . ,Ci jK}′ is given by:
P
Ci j = C∗i j, K∑
k=1
C∗i jk ≥ 1
 = exp(pii j′C∗i j + 12C∗i j′ΘC∗i j + Ci, j−1′ΨCi, j−1)∑
Ci j,{0,0,...,0} exp(pii j′Ci j +
1
2Ci j
′ΘCi j + Ci, j−1′ΨCi, j−1)
, (2.5)
where
pii j =

pii j1
pii j2
...
pii jK

, Θ =

0 θ12 · · · θ1K
θ12 0 · · · θ2K
...
...
. . .
...
θ1K θ2K · · · 0

and Ψ =

ψ11 ψ12 · · · ψ1K
ψ21 ψ22 · · · ψ2K
...
...
. . .
...
ψK1 ψK2 · · · ψKK

(2.6)
and the summation in the denominator is across the possible shopping baskets
constructed from K categories excluding the “no-purchase” case. The derivation
of equation (2.5) is provided in the Appendix.
2.3.3 Purchase Amount Model
We model the amount spent by a customer within each category at a given visit.
A customer’s decision on purchase amount in a category is fully conditional
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on her choice of the category. If the customer does not choose category k in
her multi-category choice decision (i.e., Ci jk = 0), the purchase amount of the
category is zero. To incorporate the conditionality and non-negativity of the
amount, we specify customer i’s purchase amount of category k at her jth visit
as follows:
AMNTi jk =

Log-normal(mi jk, σ 2k ) if Ci jk = 1,
0 otherwise.
(2.7)
We further specify the time-varying mean parameter mi jk to consider the ef-
fect of lagged purchase amount and the time elapsed since the last purchase of
the category:
mi jk = γ0ik + γ1kLAMNTi jk + γ2kETi jk + γ3k(ETi jk)2, (2.8)
where γ0ik is a customer-specific intercept for category k and LAMNTi jk is the
purchase amount in category k in the last purchase occasion for the category.
Note that by definition, LAMNTi jk is different from AMNTi, j−1,k. LAMNTi jk
equals to AMNTi, j−1,k if the customer purchased category k at her ( j − 1)th visit.
Otherwise, LAMNTi jk is not equal to AMNTi, j−1,k because AMNTi, j−1,k = 0 and
LAMNTi jk is the amount spent in a prior purchase of category k before the
( j − 1)th visit. Similarly with the multi-category choice model, the covariate
ETi jk and its quadratic term are included to consider the nonlinear time effect of
the prior category purchase.
2.3.4 Customer Defection
The literature suggests the importance of taking into account latent customer
defections for customer base and lifetime value analysis in a non-contractual
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context (e.g., Schmittlein, Morrison, and Colombo 1987, Fader, Hardie, and Lee
2005a, Singh, Borle, and Jain 2009). In particular, failing to consider latent de-
fection can result in the underestimation of customers’ arrival rate in an active
state and the overestimation of CLV. To account for latent customer defections,
we assume that after any visit to the firm, customer i becomes permanently in-
active with probability ri, consistent with the individual-level attrition process
of the BG/NBD model (Fader, Hardie, and Lee 2005b). The point at which the
customer drops out is therefore distributed, according to a (shifted) geometric
distribution with probability density:3
P(customer i drops out after her jth visit) = ri(1 − ri) j−1. (2.9)
It is important to note that, in our multi-category context, purchasing cessa-
tion may occur at two distinct levels. First, attrition may occur at the firm level,
as modeled in equation (2.9). This temporal dynamic affects purchasing behav-
ior across all product categories. Another way in which purchasing may cease
is at the category level. Should a customer decide to cease purchasing in a par-
ticular product category but continue to purchase in other product categories,
this would manifest through the multi-category choice model in equation (2.3)
with the covariate ETi jk and its quadratic term included in equation (2.4). For
3The dropout probability may also vary across visits depending on the combination of cate-
gories the customer purchases at each visit. To consider this, we have applied the latent space
approach and modeled the probability that customer i becomes permanently inactive after the
jth transaction at the firm as:
ri j =
1 + exp −ϕi
∥∥∥∥∥∥∥
K∑
k=1
Ci jkQk
∥∥∥∥∥∥∥
−1 ,
where ϕi represents a customer-specific baseline dropout tendency and Qk is a point represent-
ing category k on the latent space. Similar to the timing model of customer arrivals, the prob-
ability of customer defection is determined based on the relative positions of the purchased
categories in the space. However, we have found that many estimates of the coordinates are
insignificant and there is no significant improvement in model fit.
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example, the scenario that a customer who made repeat purchases of a category
stops buying the category at some point can be captured with the concave effect
of ETi jk on the probability of purchasing the category.
2.3.5 Customer Heterogeneity and Correlation Structure
In modeling a sequence of observations for each customer, we expect customers
are heterogeneous in their shopping frequency and tendency of defection as
well as multi-category purchase behavior. To incorporate customer heterogene-
ity into our model, we specify the customer-specific model parameters as fol-
lows. For the customer-specific baseline arrival rate in equation (2.2), we assume
that λi follows a lognormal distribution to ensures that λi is positive. Second, we
reparameterize the dropout probability ri in equation (2.9) as ri =
exp(ωi)
1+exp(ωi)
to en-
sure ri ∈ [0, 1], and assume that ωi follows a normal distribution. Third, we
assume that the customer-specific intercepts β0i1, β0i2, . . . , β0iK and γ0i1, γ0i2, . . . ,
γ0iK in equations (2.4) and (2.8) follow a normal distribution. Taken together, we
assume 
log λi
ωi
β0i1
...
β0iK
γ0i1
...
γ0iK

∼MVN


µλ
µω
µβ1
...
µβK
µγ1
...
µγK

,Σ

(2.10)
to allow for interdependence among the model parameters. Incorporating the
covariance structure allows for dependencies across the outcome measures and
makes an efficient use of information in the data.
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2.3.6 Computational Approach
We adopt a Bayesian approach and use the Markov chain Monte Carlo (MCMC)
methods to estimate the proposed model. Because the posterior distributions
of some parameters are not standard, the model can be estimated using the
Gibbs sampler (Gelfand and Smith 1990) with the Metropolis-Hastings steps
(Hastings 1970). The samples obtained from the MCMC algorithm are then used
to compute summary measures of the parameter estimates. Implementation of
this method is relatively easy in the publicly available software WinBUGS. It
is worth noting that the model can be fit in WinBUGS as it helps facilitate an
uncomplicated implementation of our model and its use by practitioners who
utilize the software. Further details of the estimation procedure are available
from the authors on request.
Results reported are summarized from the output of three independent
MCMC chains run for 40,000 iterations, each started from hyper-dispersed start-
ing values, with a burn-in period of 20,000 iterations and utilizing the 60,000
draws (20,000 per chain) thereafter. To complete the Bayesian specification of
the model, we assign priors to the model parameters. Because we lack any
prior information, we take the usual route and assign noninformative conjugate
priors to the parameters. For aggregate-level parameters and mean parameters,
we use a normal density prior. For the variance-covariance matrix, we assume
that the inverse of the matrix follows a Wishart distribution.
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2.4 Data
The data used in this research come from one of the largest beauty care company
in Korea.4 Our dataset consists of the transaction histories of 2,870 customers
who purchased various beauty care products of a high-end brand designed for
women at department stores in Korea from January 2008 to December 2010. The
data contain information about the customers’ shopping basket choice in each
transaction, including the day of the transaction, products purchased, and price
paid.
For our purpose, we categorized 79 cosmetics products (i.e., SKU) purchased
by the customers during the data period into the following four categories:
namely, (1) basics, (2) creams, (3) serums, and (4) makeups. This classification
is also used on the firm’s dashboard for marketing planning and performance
evaluation. Basics consist of lotions and toners which are frequently purchased
together as must-have skin care items for women. On average, products in this
category are sold at a significantly lower price than other skin care products.
Creams and serums are advanced and topical (e.g., anti-aging and anti-wrinkle)
skin care products. Finally, Makeups contain products for facial makeup and
cleansing.
Table 2.2 summarizes the descriptive statistics of our data. Depending on
the time of the first transaction at the firm, the length of the observation period
ranges from 188 to 1,094 days across customers with the mean of 724 days. On
average, customers made 9.1 transactions with the firm and purchased 1.6 dif-
ferent categories per transaction. Out of the total transactions by the customers,
4Given our confidentiality agreement with the company, we are unable to provide more
details about the company.
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54% were the purchase of only one category, 30% involved two categories, 13%
involved three categories, and the remaining 3% were the purchase of all four
categories. Among the categories, creams were most frequently purchased (4.6
times per customer) and makeups were least purchased (2.4 times per customer)
over the data period. In terms of purchase amount per transaction, customers
spent most in creams ($98.7) and least in makeups ($15.7).5
Table 2.2: Descriptive Statistics of the Data
Mean Std. Dev.
Across customers
Observation duration (days) 723.83 314.89
No. of transactions 9.06 5.19
No. of purchases of basics 3.84 2.97
No. of purchases of creams 4.62 3.01
No. of purchases of serums 3.97 3.03
No. of purchases of makeups 2.46 2.71
Across transactions
No. of categories purchased 1.64 0.80
Purchase amount of basics 51.73 185.27
Purchase amount of creams 98.71 146.60
Purchase amount of serums 61.63 109.85
Purchase amount of makeups 15.78 39.87
Given the customers’ purchases of multiple categories per transaction, we
compute how many times each shopping basket was purchased, the number
of customers who purchased the shopping basket, and the average time taken
until the next visit since they purchased the shopping basket in Table 2.3. The
first column of the table lists all possible compositions of shopping baskets, de-
5All transactions were recorded in Korean currency (won). At the time our data were col-
lected, $1 corresponded approximately to 1,200 Korean won.
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noted by a vector whose four elements indicate the purchase of basics, creams,
serums, and makeups in the order, respectively. For example, {1,0,0,0} in the
first row denotes a shopping basket containing basics only. The table shows
that the number of purchases varies considerably across shopping baskets from
480 for {1,1,0,1} to 4,489 for {0,1,0,0}. We find that all combinations of cate-
gories were purchased by only a subset of the customers. The most frequently
purchased shopping basket {0,1,0,0} was purchased by 62% (= 1, 789/2, 870) of
the customers and the least purchased shopping basket {1,0,1,1}was purchased
by only 12% (= 339/2, 870) of them. Lastly, the average time taken until the next
visit ranges from 66.3 days for {0,0,0,1} to 95.4 days for {1,1,1,0}. Hence, the
mean interarrival times differ up to one month depending on the combination
of categories purchased, which clearly supports the need to consider a possible
association of the arrival rate with prior shopping basket choice in modeling
customer purchase patterns across categories.
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We use the first 30 months of data for model calibration and the remaining
six-month period for model validation. To allow for shorter MCMC run times
in our empirical analysis, without loss of generality, we created a systematic
sample of our data. Specifically, we sorted the 2,870 customers by the number
of their visits and the mean number of categories purchased per transaction as
primary and secondary dimensions; then we selected every other panelist who
made repeated transactions during the calibration period. This results in 1,311
customers in our sample data.
2.5 An Empirical Application
In this section, we provide an empirical demonstration of our model using our
data. There are four major areas that we report upon in summarizing our re-
sults. First, we compare several benchmark models to show the superiority of
the proposed model. Second, we examine the fit of our model with respect to
its ability to predict customer purchase patterns across categories. Third, we
describe inferences based on the posterior distributions of parameter estimates.
Finally, we demonstrate the ability of our model to evaluate the contribution
of individual categories to CLV and the relationship between the metric with
multi-category purchase behavior.
2.5.1 Selecting the Number of Dimensions in the Latent Space
We first select the number of dimensions in the latent space for the timing model
of customer arrival process. To provide a comparison of the timing models with
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different dimensional latent spaces, we compute the log marginal density. In do-
ing so, we exclude the multi-category choice model and the purchase amount
model, because the modeling components are invariant with the number of di-
mensions in the latent space. As another model fit measure, we compute the
mean absolute error (MAE) with respect to the number of visits to the firm, av-
eraged across customers.
Table 2.4 shows the values of the log marginal density and MAE for the mod-
els with one-, two-, three-, and four-dimensional latent spaces, respectively. The
results reveal that the model fit improves as the number of dimensions in the
space increases from one to four, and thereby the timing model with a four-
dimensional latent space provides the best fit with the highest log marginal den-
sity and the smallest MAE in both in-sample and out-of-sample periods. How-
ever, looking at the overall changes of the measures, we find that the improve-
ment in model fit is only marginal between three- and four-dimensional spaces.
We choose to use a three-dimensional space for the timing model because re-
sults are not qualitatively different between three- and four-dimensional spaces.
Thus, the additional parsimony outweighs the benefit from the minor improve-
ment in the model fit.
Table 2.4: Selection of the Number of Dimensions in the Latent Space
No. of dimensions Log marginal In-sample Out-of-sample
density MAE MAE
1 -30,282 3.13 1.34
2 -30,091 2.92 1.20
3 -29,961 2.77 1.09
4 -29,926 2.71 1.05
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2.5.2 Model Comparison
Our proposed model is quite general and nests several models as special cases.
We fit a number of nested models to investigate if the inclusion of different
model components is warranted. The alternative models we examine vary with
respect to two aspects: (1) whether or not the model incorporates the effect of
shopping basket choice on the arrival rate and (2) whether or not the model
accounts for the interdependence across category choices within a transaction.
The first benchmark model (Model 1) is the simplest model which assumes
that a customer’s arrival rate does not vary based on her shopping basket choice
and choice decisions are independent across categories. This model is formu-
lated by specifying the arrival rate λi j in equation (2.2) as λi j = λiexp(X′i jα), and
assuming all θkk′ in equation (2.3) are equal to zero. Note that, in this model,
the choice probabilities are independent across categories and thus the firm-
level timing process is thinned into four independent category-level timing pro-
cesses. The second and third benchmark models (Models 2 and 3) generalize
Model 1 by incorporating one of the modeling components. Model 2 accounts
for the impact of shopping basket choice on the arrival rate but does not reflect
the interdependence across category choices within a transaction, i.e., θkk′ = 0 in
equation (2.3). Model 3 considers the cross-category effects in category choices
but ignores the association of the arrival rate with shopping basket composi-
tion, i.e., λi j = λiexp(X′i jα) in equation (2.2). Finally, Model 4 is our full proposed
model.
We compare these four benchmark models based on the log marginal density
and MAE with respect to the number of purchases of each shopping basket by
individual customers, averaged across shopping baskets and customers. Table
48
2.5 reports the model fit measures of the alternative models. It shows that Model
4, our proposed model, has the highest log marginal density and the smallest
MAE in both in-sample and out-of-sample periods, and thus provides a better
fit than other alternative models. The results suggest a probable association be-
tween the arrival rate and shopping basket choice, and interdependence across
category choices within a transaction. Given the empirical evidence which sup-
ports the inclusion of the corresponding modeling components, we focus on
Model 4 hereafter.
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2.5.3 Model Fit
We assess whether the model properly captures the customers’ purchase pat-
terns across the categories. To this end, we predict the following four outcome
measures, computed as posterior means across MCMC iterations: (1) the mean
interarrival times after purchasing a shopping basket, (2) the cumulative num-
ber of purchases of a shopping basket, (3) the mean purchase amount of a cat-
egory, and (4) the cumulative purchase amount of a category over the data pe-
riod. As shown below, overall results indicate a good fit and predicative perfor-
mance of our model.
In Figure 2.2, we compare the observed and predicted values of the mean
interarrival times after the customers purchase each combination of categories.
The results show that all of the observed values are contained in the 95% pos-
terior intervals of their respective prediction values. The average of the per-
centage errors weighted by the number of observations for shopping baskets is
6.4%. While the overall model fit appears to be good across shopping baskets,
the prediction error and the 95% posterior interval tend to be smaller for more
frequently observed shopping baskets (e.g., {1,0,0,0}, {0,1,0,0}) and larger for
less frequently observed ones (e.g., {1,0,0,1}, {1,1,0,1}). (See Table 2.3 for the
number of observations for individual shopping baskets.)
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We next predict the cumulative number of purchases of each shopping bas-
ket over the data period. Figure 2.3 compares the mean values of the observed
development of the measures and the predictions derived from our model. At
the end of the calibration (validation) period, the model predicts the cumulative
purchases at a 6.6% (8.2%) error rate, averaged across shopping baskets. We also
find that for all shopping baskets, the observed values are contained in the 95%
posterior intervals of their respective prediction values throughout the data pe-
riod. As these tracking plots suggest, our model accurately tracks customers’
purchases of shopping baskets as well as categories.
To examine the fit of the purchase amount model, we predict customers’
mean purchase amount of a category conditional on their choice of the category.
Figure 2.4 compares the distributions of the observed and predicted values. The
fit is reasonable but there are a few peaks the model does not detect in predicting
the purchase amount of a category, in particular, serums and makeups. In our
data, those peaks are observed because customers’ purchase amounts within the
categories are concentrated on some discrete values linked to the retail prices of
frequently purchased items. The fit could be improved by employing mixture
distributions and adding additional parameters, but given the main purpose of
this research, we choose to forgo this extension to maintain model parsimony.
Lastly, by considering all outcome measures of purchase time, choice, and
amount across categories, we predict customers’ cumulative purchase amount
of a category over the data period. Figure 2.5 shows the comparison of the dis-
tributions of the observed and predicted values. The fit results clearly support
the ability of our model to forecast the cumulative purchase amounts of indi-
vidual categories and thus measure CLV at the category level.
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2.5.4 Parameter Inferences
We describe inferences based on the estimates of our model parameters, ob-
tained by looking at their posterior distributions. We begin with the results
for the model of customer arrivals and defections. From the estimates of µλ,
µω, Σλλ, and Σωω in Table 2.6, we find that the mean baseline arrival rate is 0.09
(= eµλ+Σλλ/2), and on average customers defect with a probability of 0.01 after
their each visit to the firm.6 The estimate of α1 indicates that the effect of the
lagged interarrival time on the arrival rate is positively significant, implying
that the interarrival times are negatively associated across visits. The estimate
of α2 suggests that a customer’s total purchase amount at a given visit does not
significantly affect her next arrival rate.
Table 2.6: Parameter Estimates of the Timing Model: Baseline Arrival
Rate and Customer Defection
Parameter Posterior mean 95% Posterior interval
µλ -2.53 [-2.62,-2.45]
µω -4.82 [-5.09,-4.53]
Σλλ 0.32 [ 0.11, 0.51]
Σωω 0.28 [ 0.14, 0.41]
α1 3.70×10−4 [ 2.21×10−4, 5.08×10−4]
α2 -1.74×10−3 [-3.86×10−3, 4.36×10−4]
Next, Table 2.7 reports the estimated coordinates of the four categories in the
three-dimensional latent space employed in the timing model. As discussed,
these estimates allow us to use information about customers’ current shopping
basket choice to predict the timing of their next transaction. The three axes com-
6Note that if X ∼ N(µ, σ2), Y = eX follows a log-normal distribution whose mean is given by
eµ+σ
2/2.
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prising the latent space could be interpreted based on the relative positions of
the four categories in the space. For example, basics and makeups (creams and
serums) are relatively close to each other with respect to their first coordinates.
In this regard, the first axis may represent the characteristics of the categories
which contrast basics and makeups to creams and serums in women’s use of
cosmetics, such as “essential versus optional” or “basic versus functional.” Sim-
ilarly, the second and third axes could be named “creams versus non-creams”
and “serums versus non-serums,” respectively. The second and third dimen-
sions may thus capture differences in these categories not reflected in their po-
sition of the first coordinate.
Table 2.7: Parameter Estimates of the Timing Model: Coordinates of
Categories in a Three-Dimensional Latent Space
Coordinates
1st 2nd 3rd
Basics 1.00 0.00 0.00
− − −
Creams -0.33 1.03 0.00
[-0.47,-0.20] [ 0.93, 1.12] −
Serums -0.35 -0.26 0.95
[-0.48,-0.21] [-0.38,-0.14] [ 0.86, 1.07]
Makeups 0.88 -0.10 -0.10
[ 0.80, 0.97] [-0.28, 0.09] [-0.31, 0.10]
Note: The numbers in brackets denote the 95% posterior interval.
A second set of inferences arises from the multi-category choice model. Ta-
ble 2.8 reports the estimates of parameters which capture the category-specific
effects specified in equation (2.4). Based on the estimates of µk’s, we find that,
among the four categories, customers’ average baseline purchase tendency is
highest for creams and lowest for makeups. Next, for all categories, the sig-
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nificant estimates of β2k’s and β3k’s indicate a nonlinear effect of the elapsed
time since the last purchase of a category (ETi jk) on the probability of purchas-
ing the category. In particular, we find that the overall effect of the elapsed
time, β2kETi jk + β3k(ETi jk)2, is positive up to some point (e.g., about 40 weeks for
serums), implying that a longer period of non-purchase of a category leads to a
higher probability of purchasing the category. However, when the elapsed time
is beyond the time point, it has a negative effect on the purchase probability. As
discussed earlier, this concave effect captures a category-level dynamic in the
purchase tendency, enabling the model to account for category-level attrition as
well as firm-level attrition.
Table 2.8: Parameter Estimates of the Choice Model: Category-Specific
Effects
Parameter Posterior mean 95% Posterior interval
Basics µβ1 -1.46 [-1.60,-1.31]
β11 0.03 [ 0.02, 0.03]
β21 -2.40×10−4 [-3.20×10−4,-1.60×10−4]
Creams µβ2 -0.98 [-1.12,-0.83]
β12 0.02 [ 0.01, 0.03]
β22 -1.98×10−4 [-3.01×10−4,-1.08×10−4]
Serums µβ3 -1.59 [-1.76,-1.45]
β13 0.02 [ 0.02, 0.03]
β23 -2.88×10−4 [-3.80×10−4,-2.02×10−4]
Makeups µβ4 -2.04 [-2.21,-1.82]
β14 0.01 [ 0.00, 0.02]
β24 -1.18×10−4 [-1.97×10−4,-4.12×10−5]
Our next results are based on the estimates of θkk′’s which capture the cross-
category effects within a transaction. Table 2.9 shows that all parameter esti-
mates, except the ones for the pairs of basics and makeups and of creams and
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makeups, are positively significant, suggesting that the purchase of category k
increases the probability of purchasing other categories that are positively tied
with the category. We find that, among the four significantly associated pairs
of categories, basics and serums (serums and makeups) have the largest (small-
est) positive impact on each other. In particular, we find that the cross-category
effects tend to be much weaker when makeups are involved (the third column
of Table 2.9) than those between other categories (the first and second columns
of Table 2.9), implying the purchase of makeups is less influenced by the choice
of other categories. This might be because makeups are relatively more distinct
from the other three categories which are all used for skin care purposes.
Table 2.9: Parameter Estimates of the Choice Model: Cross-Category Ef-
fects
Creams Serums Makeups
Basics 0.58 0.79 0.10
[ 0.48, 0.67] [ 0.70, 0.87] [-0.01, 0.21]
Creams 0.76 0.09
[ 0.67, 0.86] [-0.03, 0.20]
Serums 0.36
[ 0.23, 0.48]
Note: The numbers in brackets denote the 95% posterior interval.
The estimates of ψkk′’s for the lagged effects of category purchases are pre-
sented in Table 2.10. The resulting inferences could help marketers perform
category-level targeting using customers’ prior purchase records. For exam-
ple, from the diagonal entries in the table, we find that for basics, creams, and
serums, the purchase of a category in the prior transaction decreases the prob-
ability of purchasing the same category in the current transaction. In contrast
to the three categories, the lagged purchase of makeups does not significantly
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influence the likelihood of purchasing the category. In terms of lagged cross-
category effects, the parameter estimates in the first (second) row of the table
reveal that the lagged purchase of basics (creams) has a negatively significant
effect on the purchase of creams (basics and serums). From the third row of the
table, we find that the lagged purchase of serums does not affect the purchase
of all other categories. The last row of the table indicates that the purchase of
makeups decreases the probabilities of choosing basics and creams in the next
transaction. Lastly, by looking at the table column-by-column, we find that for
basics, creams, and serums, the purchase of a category is significantly affected
by the purchase of the category as well as other categories in the prior transac-
tion. In contrast, the choice of makeups is not influenced by the lagged purchase
of any categories. Again, such distinction between makeups and the other three
categories might be attributed to the characteristics of the products (i.e., make-
ups versus skin care items).
Table 2.10: Parameter Estimates of the Choice Model: Lagged Effects
Basics Creams Serums Makeups
Basics -0.26 -0.08 -0.02 -0.04
[-0.38,-0.13] [-0.20,-0.04] [-0.13, 0.10] [-0.17, 0.09]
Creams -0.17 -0.32 -0.14 -0.14
[-0.29,-0.05] [-0.43,-0.20] [-0.25,-0.03] [-0.28, 0.01]
Serums -0.06 -0.01 -0.31 0.07
[-0.18, 0.06] [-0.14, 0.11] [-0.43,-0.19] [-0.08, 0.23]
Makeups -0.28 -0.32 -0.12 0.14
[-0.43,-0.14] [-0.45,-0.18] [-0.26, 0.03] [-0.02, 0.30]
Note: The numbers in brackets denote the 95% posterior interval.
Another set of inferences is drawn from the purchase amount model. Table
2.11 reports the estimates of the parameters specified in equation (2.8). From the
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estimates of γ1k’s, we find that for basics and makeups, the purchase amount of
a category has a positive dependence on the lagged purchase amount of the cat-
egory (LAMNTi jk). In contrast, the purchase amounts of creams are negatively
correlated across transactions of the category. The estimates of γ2k’s and γ3k’s
indicate that the purchase amount of creams varies significantly depending the
elapsed time since the last purchase of the category (ETi jk). Overall, however, we
find that for all categories, both effects of lagged purchase amount and elapsed
time on the purchase amount are very marginal by comparing the magnitudes
of the covariates and their corresponding parameter estimates to the mean val-
ues of the category-specific intercepts, µγk’s.
Table 2.11: Parameter Estimates of the Purchase Amount Model
Parameter Posterior mean 95% Posterior interval
Basics µγ1 4.48 [ 4.45, 4.52]
γ11 3.31×10−4 [ 2.12×10−4, 4.42×10−4]
γ21 -1.23×10−3 [-3.30×10−3, 7.09×10−4]
γ31 2.32×10−5 [-2.99×10−6, 5.05×10−5]
Creams µγ2 4.99 [ 4.95, 5.02]
γ12 -1.95×10−4 [-3.45×10−4,-4.66×10−5]
γ22 7.17×10−3 [ 4.87×10−3, 9.57×10−3]
γ32 -7.00×10−5 [-1.04×10−4,-3.71×10−5]
Serums µγ3 4.77 [ 4.74, 4.80]
γ13 5.87×10−5 [-1.20×10−4, 2.34×10−4]
γ23 5.68×10−4 [-1.56×10−3, 2.39×10−3]
γ33 -1.64×10−5 [-4.39×10−5, 1.17×10−5]
Makeups µγ4 3.86 [ 3.81, 3.90]
γ14 6.84×10−4 [ 4.01×10−5, 1.27×10−3]
γ24 -3.46×10−4 [-2.66×10−3, 1.91×10−3]
γ34 -2.98×10−6 [-2.93×10−5, 2.45×10−5]
Finally, we report the estimated variance-covariance matrix Σ in Table 2.12.
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The estimates of the variances of customer-specific parameters, in comparison
to their mean values, suggest that customers are relatively more heterogeneous
in category choice behavior, compared to their visit frequency and purchase
amount of a category. The covariance estimates imply that customers’ behaviors
in purchase timing, choice, and amount tend to be significantly correlated both
within and across categories. The results therefore demonstrate the validity of
our proposed joint modeling framework.
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2.5.5 Predicting CLV at the Category Level
Our proposed model and Bayesian estimation approach allow us to obtain
the estimates of customer-specific parameters and thus predict individual cus-
tomers’ purchase patterns associated with each category. This in turn enables us
to compute their CLV at the category level and quantify the contribution of indi-
vidual categories to a firm-level CLV. Prior research has identified various bene-
fits of calculating CLV to develop customer-centric marketing strategies for var-
ious purposes such as customer selection, segmentation, and optimal resource
allocation (e.g., Reinartz and Kumar 2003, Venkatesan and Kumar 2004). These
benefits of the firm-level CLV analysis can be operationalized at the category
level by applying our model to category-level transaction data.
Using the estimates of model parameters, we forecast the category-level CLV
of the 1,311 customers over three years after the data period.7 Figure 2.6 shows
the distribution of the metrics across customers for each category. Noteworthy
findings are as follows. First, the number of customers who never purchase
in a particular product category during the three-year period varies consider-
ably across the categories. For example, the prediction results indicate that 135
(10.3%) out of the 1,311 customers do not purchase creams during the three-
year period whereas 460 (35.1%) customers buy no makeups in the time period.
Second, with the exception of those customers not purchasing in a product cat-
egory, the distributions of CLV in the categories of basics, creams, and serums,
are right-skewed bell-shaped (with different mean values and standard devi-
ations). In comparison, the distribution of CLV in makeups is relatively flat,
7Prior research has employed the revenue stream associated with a customer to compute
CLV when information about product costs/margins is not available (e.g., Singh, Borle, and
Jain 2009). We follow their approach in this research. We also ignore the time discount factor for
cash flows as the time span for our CLV prediction is three years only.
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suggesting that the customers are more heterogeneous in their future purchase
behavior of the category.8 The substantial heterogeneity in customer’s expected
expenditures across the four product categories suggests there may be value to
developing targeted marketing messages.
We then compute the correlations between the category-level CLV across the
1,311 customers to examine how categories are related in terms of their contribu-
tions to CLV. Table 2.13 shows the correlation coefficients of the category-level
CLV for the six possible pairs of the categories. The results indicate that CLV
is significantly correlated between categories except for the pair of basics and
makeups.9 In particular, we find that the correlation of CLV between creams
and serums is much higher than those of other pairs. This implies that cus-
tomers with a higher CLV in creams (serums) likely have a higher CLV in serums
(creams). Thus, in a long run, it may be more effective and beneficial for the firm
to induce customers who repeatedly purchase one type of non-basic skin care
products (e.g., creams) to buy another type of functional products in a differ-
ent category (e.g., serums), compared to making cross-selling efforts for other
combinations of product categories.
8We compute the coefficient of variation, the ratio of the standard deviation to the mean, to
compute the dispersion of the distribution of CLV. The coefficient of variation is largest (small-
est) for makeups (creams) at 1.08 (0.64).
9The t- statistic that tests the significance of the correlation coefficient is given by ρ
√
n−2
1−ρ2 ,
where ρ is the correlation coefficient and n is the number of observations.
66
Fi
gu
re
2.
6:
Pr
ed
ic
ti
on
of
T
hr
ee
-Y
ea
r
C
us
to
m
er
Li
fe
ti
m
e
V
al
ue
10
0
15
0
20
0
ency
Ba
si
cs
10
0
15
0
ency
Cr
ea
m
s
05010
0
0
25
0
50
0
75
0
10
00
12
50
15
00
+
Frequ
Th
CL
V
($
)
050
0
50
0
10
00
15
00
20
00
25
00
30
00
+
Frequ
Th
CL
V
($
)
Th
re
e‐
ye
ar
 C
LV
 ($
)
Th
re
e‐
ye
ar
 C
LV
 ($
)
30
0
Se
ru
m
s
40
0
50
0
M
ak
eu
ps
0
10
0
20
0
Frequency
0
10
0
20
0
30
0
Frequency
0
0
25
0
50
0
75
0
10
00
12
50
15
00
+
Th
re
e‐
ye
ar
 C
LV
 ($
)
0
0
75
15
0
22
5
30
0
37
5
45
0+
Th
re
e‐
ye
ar
 C
LV
 ($
)
67
Table 2.13: Correlation of CLV between Categories
Creams Serums Makeups
Basics 0.16∗∗ 0.17∗∗ 0.04
Creams 0.24∗∗ 0.07∗∗
Serums 0.15∗∗
Note: ‘∗∗’ indicate that the correlation coefficient is significant
at 0.95 significance level.
A firm-level CLV can be obtained by aggregating the category-level CLV
across categories. At the firm level, the three-year CLV of 72 (5.5%) customers
are predicted to be zero. The mean CLV per customer is $2,199 with the stan-
dard deviation of $1,210. To examine the contribution of individual categories
to the firm-level CLV, we compute the percentage of the category-level CLV with
respect to the firm-level CLV for 1,239 customers whose three-year CLV is non-
zero. Figure 2.7 shows the mean value of the percentages averaged across cus-
tomers for each category and their standard deviation in parentheses. We find
that on average, creams account for the largest share of the firm-level CLV with
45.7% and makeups have the least share with 6.0%. We also find a large varia-
tion in the percentage contribution of the categories to CLV across customers. In
particular, we note that for many customers who have similar CLV at the firm
level, their category-level CLV considerably differs from each other. This im-
plies that different customers’ lifetime values are driven by different categories,
suggesting it may be beneficial to customize marketing offers at the category
level as well as at the customer level.
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Figure 2.7: Contribution of Individual Categories to CLV
Basics
23.4% (17.0%)Serums
24.9% (16.8%)
Makeups
6.0% (7.3%)
Creams
45.7% (20.0%)
2.5.6 Linking Shopping Basket Choice to CLV
In addition to the category-level analyses, another key benefit of our proposed
model is its ability to predict customers’ shopping basket choice. The forecast
of shopping basket choice can help marketers tailor targeting and promotion
campaigns for individual customers by knowing who are more likely to buy a
specific combination of categories in the future time period. Furthermore, this
allows marketers to relate shopping basket choice to CLV, which could be useful
to develop cross-selling strategies.
To provide an illustration, we consider a simple comparison: those cus-
tomers who purchase a set of categories together at a single transaction vs. those
customers who purchase the categories but do so over multiple visits. We com-
pare these two customer groups in terms of their CLV to assess whether pur-
chasing multiple categories together at a single transaction affects CLV. Specif-
ically, we predict the 1,311 customers’ purchase patterns across categories over
six months after the data period. Then, for each possible set of categories, we
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divide customers into two groups: one for customers who have purchased all
categories in the set together at least once at the same transaction (Group 1) and
one for customers who have purchased each category in the set at least once
but never purchased them together at the same transaction (Group 2). We then
compute CLV of the customers in each group over the three years after the data
period.
Table 2.14 summarizes the prediction results , computed as posterior means
across MCMC iterations. For example, the first row of the table indicates that
409 customers purchase basics and creams (and possibly other categories) at
least once at the same transaction over the six-month period, and on average
their three-year CLV is $2,284 with the standard deviation of $1,000. On the
other hand, 156 customers purchase both basics and creams in the six-month
period but never purchase them together, and their three-year CLV is $2,262
with the standard deviation of $946.
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From the table, we find that in four out of 15 cases, the three-year average
CLV of customers in Group 1 is significantly larger than that of customers in
Group 2 at the 95% significance level, and that six out of 15 cases are significant
at the 90% significance level. For example, for the case of creams and makeups,
customers who purchase both together at least once at the same transaction for
the first six months of the prediction period tend to have a higher CLV than
those who purchase the two categories separately. The difference in CLV be-
tween the two groups is $219, which is significant at the 95% significance level.
For the all cases with significantly different CLV between the two groups, over-
all we find that the defection rates are higher for customers in Group 1. How-
ever, on average they purchase and spend more per transaction than customers
in Group 2. When combined, the CLV of customers in Group 1 exceeds that of
customers in Group 2, with the effects of larger purchase amounts per transac-
tion outweighing the higher defection rates.
We also find that CLV varies significantly depending on the combination of
categories purchased together. For example, customers who purchase basics
and creams together at least once at the same transaction have a significantly
higher CLV than those who purchase creams and serums together at the same
period. To the best of our knowledge, our analysis is the first to relate shopping
basket to CLV and provide marketers with guidance in their cross-selling ini-
tiatives. The ability of our model to forecast customer purchase patterns across
categories enables us to examine the relationships of various other outcomes
that may be linked to shopping basket composition.
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2.6 Conclusions and Future Research
This research develops an integrated modeling framework for multi-category
customer value analysis in a non-contractual setting. We model customers’ ar-
rival process to the firm, multi-category purchase incidence and amount deci-
sions, and latent defection in an integrated framework, allowing for shopping
dynamics due to the interplay of purchase timing and incidence across cate-
gories. To capture the association of shopping basket choice and the arrival
process parsimoniously, we propose a novel modeling approach using a latent
space of product categories. We also account for the interdependent choices of
multiple categories and the correlation of repeatedly observed outcomes both
within and across categories.
Applying our proposed model to category-level customer transaction data
from a leading beauty care company in Korea, we find that our model offers
excellent fit and performance in predicting customer purchase patterns across
categories. This enables us to measure CLV at the category level and assess
the contribution of each category to a firm-level CLV. Our results also reveal
that customers who purchase multiple categories together at the same transac-
tion tend to have a higher CLV compared to those purchasing the same cate-
gories separately over multiple visits. Given this finding, our research provides
a framework within which the impact of promotions designed to enhance cross-
selling can be evaluated in terms of their impact on future expenditures.
There are a number of limitations that should be acknowledged and per-
haps addressed in future research. First, given the purpose of this research and
the limitation of the data, we have not considered the impact of marketing mix
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variables on customer shopping behavior. Incorporating such variables into the
various modeling components is straightforward, and the addition of an opti-
mization layer to the model would allow us to examine how marketing actions
by a firm influence purchase patterns across categories. The resulting infer-
ences could be useful to effectively manage customer relationship and driving
CLV. While we do not have access to such data in our empirical application, our
framework provides a general platform for the inclusion of covariates. For ex-
ample, one could easily add more covariates into the timing model of customer
arrivals in equation (2.2), the multi-category choice model in equations (2.3) and
(2.4), the amount model in equations (2.7) and (2.8). We also note that our timing
model can be also modified to bring in the methods proposed by Gupta (1991),
who demonstrated a sophisticated way of bringing time-varying covariates into
a multi-event timing model.
Second, this research has focused on studying customer purchase patterns in
the offline channel. Given the growing popularity of e-commerce, an increasing
number of customers make transactions with a firm through both its online and
offline channels (e.g., Ansari, Mela, and Neslin 2008). Along this line, restricting
the analysis to a single channel can leave out important information regarding
customer retention and attrition. Another area for future research is therefore
to incorporate the role of different channels and their interactive effect into our
proposed model for CLV analysis in multi-category and multi-channel contexts.
We hope this study generates further interest and accelerate the progress in this
important area.
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Appendix: Derivation of Equation (2.5)
Let us denote the probability of the “no-purchase” case derived using equation
(2.3) as
Pr(C0i j1,C
0
i j2, . . . ,C
0
i jK) = Pr(Ci j1 = 0,Ci j2 = 0, . . . ,Ci jK = 0). (A1)
Then, from the theorem by Besag (1974), we have
Pr(Ci j1,Ci j2, . . . ,Ci jK)
Pr(C0i j1,C
0
i j2, . . . ,C
0
i jK)
=
Pr(Ci j1|Ci j2,Ci j3, . . . ,Ci jK)
Pr(C0i j1|Ci j2,Ci j3, . . . ,Ci jK)
·
Pr(Ci j2|C0i j1,Ci j3, . . . ,Ci jK)
Pr(C0i j2|C0i j1,Ci j3, . . . ,Ci jK)
· · ·
Pr(Ci jK |C0i j1,C0i j2, . . . ,C0i j,K−1)
Pr(C0i jK |C0i j1,C0i j2, . . . ,C0i j,K−1)
. (A2)
By substituting equation (2.3) into equation (A2), we have
Pr(Ci j1,Ci j2, . . . ,Ci jK) = Pr(C0i j1,C
0
i j2, . . . ,C
0
i jK) · {exp(pii j1 +Θ1Ci j +Ψ1Ci, j−1)}Ci j1
· {exp(pii j2 +Θ2C(023...K)i j +Ψ2Ci, j−1)}Ci j2
· · · {exp(pii jK +ΘKC(000...K)i j +ΨKCi, j−1)}Ci jK , (A3)
where Θk and Ψk are the kth row vector of matrices Θ and Ψ, respectively, and
C(023...K)i j = (0,Ci j2,Ci j3, . . . ,Ci jK) and C
(000...K)
i j = (0, 0, 0, . . . ,Ci jK).
Equation (A3) can be written as:
Pr(Ci j1,Ci j2, . . . ,Ci jK) = Pr(C0i j1,C
0
i j2, . . . ,C
0
i jK) · exp{Ci j1(pii j1 +Θ1Ci j +Ψ1Ci, j−1)}
· exp{Ci j2(pii j2 +Θ2C(023...K)i j +Ψ2Ci, j−1)}
· · · exp{Ci jK(pii jK +ΘKC(000...K)i j +ΨKCi, j−1)}. (A4)
By arranging exponential terms in equation (A4), we have
Pr(Ci j1,Ci j2, . . . ,Ci jK) = Pr(C0i j1,C
0
i j2, . . . ,C
0
i jK)
· exp(pii j′Ci j + 12Ci j
′ΘCi j + Ci, j−1′ΨCi, j−1). (A5)
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Because the sum of the joint probability in equation (A5) across all possible
combinations of categories should equal 1 and our data do not include the “no-
purchase” case, the joint distribution of Ci j = {Ci j1,Ci j2, · · · ,Ci jK}′ is given by:
P
Ci j = C∗i j, K∑
k=1
C∗i jk ≥ 1
 = exp(pii j′C∗i j + 12C∗i j′ΘC∗i j + Ci, j−1′ΨCi, j−1)∑
Ci j,{0,0,...,0} exp(pii j′Ci j +
1
2Ci j
′ΘCi j + Ci, j−1′ΨCi, j−1)
.
(A6)
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CHAPTER 3
MODELING ONLINE VISITATION AND CONVERSION DYNAMICS
3.1 Introduction
Ever since the Internet emerged as a medium for commercial purpose, online
shopping has seen phenomenal growth. In the United States, with a 10% com-
pound annual growth rate, online retail sales is expected to reach 250 billion
dollars by 2014 from 155 billion dollars in 2009 (Forrester Research 2010). Despite
the success of e-commerce channel, however, most online retailers have been
able to convert less than 5% of customer visits into purchases. Naturally, under-
standing conversion behavior has become of great importance to online retailers
because small changes in conversion rates can lead to considerable increases in
revenues.
The low rate of visit-to-purchase conversion has also motivated academic re-
search on online purchase behavior (e.g., Hauser et al. 2009, Montgomery et al.
2004, Sismeiro and Bucklin 2004). Many studies in this stream of research have
examined conversion behavior by taking into account the activities taken or the
pages viewed by a customer within her visit to an online retailer. Distinctly from
others, Moe and Fader (2004) model conversion behavior across store visits with
an assumption that a customer’s purchase likelihood is reset to a baseline value
at every purchase occasion and increases as she makes more visits. Yet little re-
search considers online shopping patterns from a timing perspective to improve
our understanding of how a series of store visits lead to purchase conversions.
In this research, we develop a dynamic model to capture the store visit patterns
of online customers and link them with conversion behavior.
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Behavioral research on customer buying process shows that a customer’s
purchase decision is preceded by the stages of information search and evalua-
tion (e.g., Moorthy, Ratchford, and Talukdar 1997, Urbany, Dickson, and Wilkie
1989). The intensity of such preparatory tasks varies across individuals depend-
ing on the cost of conducting the activities and the potential benefits/regrets
associated with the purchase decision. For example, the purchase of a high
involvement product often involves a long period of information search. Cus-
tomers with lower search costs collect and evaluate more information prior to a
purchase.
In online shopping, the low transportation (browsing) costs required to visit
an e-commerce site encourage customers to make several shopping trips to the
online store for the prepurchase activities before making a buying decision (e.g.,
Johnson et al. 2004, Moe and Fader 2004). This implies that longitudinal cus-
tomer shopping behavior at an e-commerce site can be characterized by occa-
sional shopping goals (i.e., purchases of items in needs) and a series of frequent
visits to attain each shopping goal. Therefore, a customer’s overall visit process
to the online store tends to consists of multiple visit clusters.
Consider an example of customer shopping patterns chosen from the
database we use for this research. Figure 3.1 illustrates a sequence of 10 vis-
its and two purchase conversions by a customer of an online store over a period
of 60 days. The customer’s arrival patterns can be described as a point event
process on a time dimension, which is broadly classified as random, uniform or
clustered (Dacey and Tung 1962). At first glance, we note that the customer’s
visits to the website tend to occur in a clustered manner rather than randomly:
The customer made three successive visits at the beginning of the time period,
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and became temporarily inactive for a few weeks. She then returned to the re-
tailer and made several visits thereafter before another long hiatus. Toward the
end of the 60-day period, she made a couple of visits to the website, again clus-
tered together. The 10 visits by this customer therefore can be partitioned into
multiple visit clusters, based on the relative temporal proximity between the
events. We also find various patterns of clustered visits by other customers in
our database.
Figure 3.1: Lumpy Shopping Patterns of an Online Customer
Purchase :
Visit :
Time
Using the existing multi-event timing models in the marketing literature
(e.g., Fader, Hardie, and Lee 2005, Gupta 1991, Schmittlein, Morrison, and
Colombo 1987), marketers can forecast future shopping patterns by the cus-
tomer illustrated in Figure 3.1. A key question arises here as to whether these
predictions could be improved by taking into account the lumpiness embedded
in the customer’s visit process. The preceding example suggests the possibility
of improvements given the existence of the customer’s recurring visit clusters.
For example, after the last visit in the data period, the future intervisit time is
likely to be smaller if her next visit belongs to the last visit cluster, compared to
the case in which the next visit initiates a new visit cluster.
Assuming that the online customer’s visits can be divided into multiple visit
clusters, another important question for marketers of the online store would be
how the inferred formation of visit clusters can be leveraged to predict the like-
lihood of purchase conversion upon a customer visit. When a customer makes
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multiple frequent visits to an online store for a purchase decision, the shop-
ping occasion could be better represented by the corresponding visit cluster
rather than individual store visits, and as a result the conversion probability
may change systematically within the visit cluster. Therefore, the inferences
based on visit clusters could be also useful in understanding online purchase
behavior.
We develop a model to examine the clustered visit patterns of online cus-
tomers and their purchase behavior across store visits. Our model is based on
the notion that the arrival process of customer visits tends to consist of multiple
visit clusters with a relatively high visit rate within a cluster and a smaller visit
rate between clusters. To capture this nonstationarity in the arrival process, we
assume that a customer’s visit rate varies over time depending on the forma-
tion of visit clusters, while allowing the probability of making clustered visits to
change dynamically as she progresses through multiple visits within a cluster.
Given the latency of visit clusters, we take a changepoint modeling approach
and statistically infer the cluster formation on the basis of the customer’s visit
patterns through data augmentation in Bayesian approach. The model also ac-
counts for customer defections and various sources of customer heterogeneity
in a flexible manner.
Our proposed model thereby offers not only better predictions of customer
visit patterns and purchase conversions but also more in-depth understanding
of online shopping behavior, beyond just reporting overall counts of visits by
individual customers. As a key benefit, our model provides a set of novel in-
ferences about the patterns that underlie the shopping behavior of online cus-
tomers. Specifically, it allows us to infer (1) the intervisit time within a cluster,
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(2) the number of visits per cluster, (3) the time length of a cluster, (4) the inter-
visit time between clusters, and (5) the number of visit clusters in a given time
period, at the individual customer level.
We apply our model to the database of customer visits and purchases at a
major online retailer in the United States. We find strong empirical evidence of
lumpy visit patterns by online customers with significant heterogeneity in the
extent of the lumpiness. As a result, our model offers excellent fit and predictive
performance in a comparison with extant multi-event timing models. As part of
our substantive contribution, we highlight how the inferred formation of visit
clusters based on store visit patterns can be leveraged to examine conversion
behavior of online customers. We find that a customer’s purchase likelihood
changes across visits depending on how many visits the customer has made
previously within a visit cluster. By combining the cluster-based inferences with
the data of the reference sites to the online store, we also find that the conversion
rate varies considerably depending on the sequence of reference sites chosen by
customers.
From the methodological perspective, this research is in line with a research
stream on understanding and predicting customers’ visit or purchase timing
behavior, a key objective of marketing research for years. One of the standard
modeling frameworks is the negative binomial distribution (NBD) model which
characterizes customers’ interarrival times by an exponential distribution and
heterogeneity in their time-invariant mean arrival rates by a gamma distribu-
tion (e.g., Morrison and Schmittlein 1981, 1988). Several researchers have ex-
tended the NBD model to incorporate unobserved customer defections (e.g.,
Fader, Hardie, and Lee 2005, Schmittlein, Morrison, and Colombo 1987, Singh,
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Borle, and Jain 2009), nonstationarity in the customer arrival process (e.g., Fader,
Hardie, and Huang 2004), interdependence between two correlated processes
(e.g., Park and Fader 2004, Schweidel, Fader, and Bradlow 2008), and the ef-
fect of time-varying explanatory variables (e.g., Fader, Hardie, and Huang 2004,
Gupta 1991). The NBD-based models are not the only way to capture customer
shopping patterns and another popular modeling approach is the proportional
hazard model (PHM), where the hazard rate is given by the product of the base-
line hazard function and the covariate function. Several researchers employ or
extend the PHM to study stochastic interarrival or interpurchase times (e.g.,
Chintagunta and Haldar 1998, Jain and Vilcassim 1991, Seetharaman and Chin-
tagunta 2003, Telang, Boatwright, and Mukhopadhyay 2004, Wedel et al. 1995).
The contribution of our research is twofold. First, we develop a novel multi-
event timing model of customer visits that explicitly considers nonstationarity
due to recurring visit clusters in the arrival process. Our model is flexible and
general in that it nests several established timing models. Given the unique
aspect of online shopping behavior, we show that our model outperforms the
existing timing models. Because our model features a general structure, it can be
also applied to various other shopping contexts where customer visits (or trans-
actions) occur in a clustered manner. Second, our proposed model enables us
to infer the formation of latent visit clusters and obtain useful inferences about
the online shopping patterns of individual customers. In particular, given that
visit clusters could serve as a reasonable proxy for sales opportunities the on-
line retailer had, the inferred cluster formation allows marketers to tract which
customer visits have more influences on sales by relating a purchase conversion
with store visits occurred in the same cluster. Hence, marketers could use the re-
sults to evaluate the effectiveness of their online campaigns, and allocate more
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resources to successful marketing actions associated with visits which lead to
purchase conversions.
The remainder of this chapter is organized as follows. In section 3.2, we
provide a detailed specification of our model. Section 3.3 describes the data
used in our empirical analysis. In section 3.4, we discuss the model results and
illustrate insights afforded by analyzing online customers’ lumpy visit patterns.
Finally, section 3.5 concludes and suggests future research directions.
3.2 Model
Our modeling objective is to capture the lumpy visit patterns of online cus-
tomers and their purchase behavior across store visits. We first build our model
and discuss how to formulate the likelihood function. We then compare and
contrast our proposed model with several benchmark models to highlight its
key properties. This is followed by the discussion on our computational ap-
proach to estimating the model and a simulation study to demonstrate the effi-
cacy of the model and estimation method.
3.2.1 Model Structure
During the period [0,T ], where 0 corresponds to the beginning of the data pe-
riod and T is the censoring point that corresponds to the end of the model cal-
ibration period, we observe customer i making Ji visits to the online store at
times ti1, ti2, . . . , tiJi . We also observe whether the customer makes a purchase
or not at each visit, and denote the purchase incidence decision of customer i at
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her jth visit as Yi j.
We model the two sets of sequential behavioral outcomes with respect to the
visit process for the online customer and her purchase decision at each visit.
Given that purchase events are always conditional on store visits, the overall
modeling framework (for customer i) can be represented as
Pr(Ti,Yi) = Pr(Yi|Ti)Pr(Ti), (3.1)
where Ti = (ti1, ti2, . . . , tiJi) andYi = (Yi1,Yi2, . . . ,YiJi). We thereby provide a formal
layout of the model to capture the customer’s purchase behavior conditional on
her visit (i.e., Yi|Ti) in section 3.2.2 and the underlying store visit process (i.e.,
Ti) in section 3.2.3.
3.2.2 Purchase Model
We model customer i’s purchase incidence decision at her jth visit to the on-
line store. The customer’s purchase behavior at a given visit may be predictable
based on various factors including her within-visit browsing activities (e.g., the
number of webpages viewed by the customer during the visit, the time dura-
tion of the visit), the timing of the visit (e.g., weekend, holiday shopping sea-
sons), and her purchase history (e.g., the purchase decisions at prior visits). In
addition, given the online customer’s tendency of making multiple visits for a
single purchase decision, we expect that the likelihood of making a purchase
may change as the customer progresses through multiple shopping trips to the
store. We also expect that when multiple visits are made for the same shopping
goal, the visits would be temporally close to each other, thus forming a cluster
of visits. Taken together, this implies that the purchase probability may vary
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across visits within a visit cluster.1
To capture this process, we specify customer i’s purchase probability at her
jth visit, using the following logit model:
P(Yi j = 1) =
exp{α0i + α1Xi j + f (Ki j)}
1 + exp{α0i + α1Xi j + f (Ki j)} , (3.2)
where α0i captures individual-specific characteristics affecting the purchase like-
lihood and follows N(µα, σ2α); Xi j is a vector of individual-specific time-varying
covariates for customer i at the jth visit; Ki j is the cumulative number of vis-
its made by customer i in the current visit cluster up to her jth visit; f (·) is a
function of Ki j to be specified in section 3.4.1.
At the heart of our purchase model is the variable Ki j employed to take into
account the multi-visit tendency for a single purchase decision online. By defi-
nition, Ki j is set to 1 at the beginning of each cluster and increases as customer
i makes additional visits within a cluster. The values of Ki j are thus determined
through the formation of visit clusters, or reversely the cluster formation for cus-
tomer i can be represented using Ki = (Ki1,Ki2, . . . ,KiJi). It is however important
to note that what we observe in the data is customer visits not visit clusters, and
oftentimes the formation of visit clusters is not apparent. Hence, without the
information on the cluster formation on hand, the values of Ki j are not readily
available. We therefore infer the formation of visit clusters (and thus the values
of Ki j), using the timing model of customer visits presented in the next section.
Finally, to obtain the likelihood function of the purchase model (conditional
1Given that Internet clickstream data can capture detailed information about browsing be-
havior of individuals, an alternative way of counting store visits made for a purchase decision
would be to investigate the contents of webpages or URLs viewed by a customer at her each visit
to the online store. However, as Moe and Fader (2004) point out, in practice, it is very costly
and difficult to maintain and manipulate such sizable databases. Moreover, this approach could
be still misleading, because online customers often view many webpages or products including
ones irrelevant to their shopping purpose.
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on Ki), we multiply the purchase probability in equation (3.2) across customers
while integrating over the individual-specific intercept α0i:
LPurchase |Ki =
N∏
i=1
Ji∏
j=1
[∫
P(Yi j = 1)I[Yi j=1]{1 − P(Yi j = 1)}I[Yi j=0] dF(α0i)
]
, (3.3)
where N is the number of customers in the calibration data and the super-
scripted indicator function I[·] equals 1 if the expression is true and 0 otherwise.
3.2.3 Visit Model
To model customer i’s store visit process, we specify the timing model for the
set of Ji − 1 intervisit times, ti2 − ti1, ti3 − ti2, . . . , tiJi − ti,Ji−1, and the right-censored
observation T − tiJi . We assume that customer i’s jth intervisit time follows an
exponential distribution with visit rate λi j. Then, the density function for the
intervisit times and the survival function for the right-censored observation are
given by:
f (ti, j+1|ti j; λi j) = λi j exp{−λi j(ti, j+1−ti j)} and S (T |tiJi; λiJi) = exp{−λiJi(T −tiJi)}. (3.4)
The exponential assumption has been widely adopted in the marketing liter-
ature because of its parsimony and performance (e.g., Fader, Hardie, and Lee
2005, Park and Fader 2004, Schmittlein, Morrison, and Colombo 1987).
As discussed, the lumpy visit patterns online imply that the visit process
of an online shopper can be characterized by multiple clusters of visits with
relatively short intervisit times within each cluster and longer intervisit times
between clusters (i.e., between the last visit in one cluster and the first visit in
the subsequent cluster). Formally, this suggests that the visit frequency within a
visit cluster tends to be greater than that between clusters. To take into account
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this nonstationarity in the visit process, we assume the visit rate for customer
i’s jth intervisit time is given by:
λi j =

λwi if customer i makes a visit within the current cluster,
λbi (< λ
w
i ) otherwise.
(3.5)
Our next step is to model the formation of latent visit clusters in the visit
process. We assume that after the jth visit to the online store, customer i stays
within the current cluster with probability pi j and leaves that cluster with prob-
ability (1 − pi j). Therefore, combined with equation (3.5), this implies that the
intervisit time between the jth and ( j+1)th visits is driven by the visit rate of λwi
with probability pi j and by the rate of λbi with probability (1 − pi j).
Similarly with the purchase probability, the customer’s likelihood of making
clustered visits may vary based on various factors we can observe. In addition,
if clustered visits occur because of the multi-visit tendency for a single purchase
decision online, the probability of making another visit in the current cluster
would also depend on how many store visits she previously made for the pur-
chase decision. Accordingly, we model pi j as:
pi j =
exp{β0i + β1Zi j + g(Ki j)}
1 + exp{β0i + β1Zi j + g(Ki j)}
, (3.6)
where β0i represents individual-specific characteristics affecting the formation of
latent visit clusters; Zi j is a vector of individual-specific time-varying covariates
for customer i’s jth visit; as defined in equation (3.2), the latent variable Ki j is the
number of visits made by customer i in the current visit cluster; g(·) is a function
of Ki j to be specified in section 3.4.1.
In our noncontractual context, customers do not notify the online store if
they stop shopping at the site; instead, they just silently defect. Accordingly,
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the failure to consider the unobserved customer dropouts can result in biased
estimates of the visit rates. To account for customer defections, we assume that
after any visit, customer i becomes permanently inactive with probability qi, fol-
lowing the beta-geometric/NBD (BG/NBD) model by Fader, Hardie, and Lee
(2005). Therefore, the point at which the customer drops out is distributed
across visits, according to a (shifted) geometric distribution with probability
density:
P(customer i drops out after her jth visit) = qi(1 − qi) j−1. (3.7)
In modeling a sequence of customer visits, we expect that customers are
heterogeneous in not only their visit frequency and defections but also their
tendency for the formation of latent visit clusters. To incorporate customer het-
erogeneity into our model, we specify the model parameters as follows. First,
for the state-specific visit rates, we assume that λwi = λ
b
i + δi, where λ
b
i and δi fol-
low a lognormal distribution. This ensures that λwi is greater than λ
b
i . Second, we
assume the parameter β0i in equation (3.6) follows a normal distribution. Third,
we reparameterize the dropout probability qi as qi =
exp(ωi)
1+exp(ωi)
to ensure qi ∈ [0, 1],
and assume that ωi follows a normal distribution. Taken together, we assume
log λbi
log δi
β0i
ωi
 ∼MVN


µλ
µδ
µβ
µω
 ,Σ
 , (3.8)
to allow interdependence among the model parameters.
Likelihood Function
The proposed timing model allows us to describe the lumpy visit patterns of on-
line customers while capturing ongoing dynamics within a visit cluster. How-
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ever, the benefit comes at a cost. Because we do not observe at which visit each
cluster begins and ends, the values of Ki j are not readily available. Without the
information of visit clusters, there are 2Ji−1 possible ways of clustering customer
i’s Ji visits. Moreover, there are three possible scenarios for the right-censored
time period, T − tiJi , according to whether or not the customer has dropped out
and which visit rate drives the censored observation (if the customer is alive).
With this complexity embedded in our model, we employ a changepoint mod-
eling framework to formulate the likelihood function of the model.2
Suppose there are mi (≤ Ji) visit clusters for customer i’s Ji visits during the
data period. We denote the latent set of visit clusters as:
Γi = {(ui1, vi1)︸   ︷︷   ︸
1st cluster
, (ui2, vi2)︸   ︷︷   ︸
2nd cluster
, . . . , (uimi , vimi)︸     ︷︷     ︸
mith cluster
}, (3.9)
where uic and vic indicate the first and last visits in cluster c, respectively. Note
that the last cluster is only partially observed, because the data on customer
visits are right-censored. Thus, we categorize the last observed visit in the last
cluster, denoted as vimi , into the following three cases: (1) E1 if customer i per-
manently drops out after the Jith visit, (2) E2 if the customer is alive and the
last cluster ends with the Jith visit, and (3) E3 if the customer is alive and the
last cluster does not end after the Jith visit. Because the visit rate within a clus-
ter (λwi ) is different from the visit rate between clusters (λ
b
i ), there are (2mi − 2)
changepoints (at vi1, ui2, vi2, ui3, . . . , vi,mi−1, uimi) if vimi = E3, and otherwise, there
are (2mi − 1) changepoints (at vi1, ui2, vi2, ui3, . . . , uimi , vimi).
In the example illustrated in Figure 3.1, let us assume that the 10 visits by
the customer are partitioned into three clusters, one cluster with the first three
2We refer readers to Barry and Hartigan (1993) and Pievatolo and Rotondi (2000) for detailed
treatments of the general changepoint model.
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visits, the second cluster with the next five visits, and the third cluster with the
last two visits. If we further assume that the last visit cluster ends with the
10th visit and the customer is alive after the last visit, the corresponding cluster
formation can be represented as Γi = {(1, 3), (4, 8), (9,E2)}with five changepoints.
Then, using pi j and qi, the probability of the cluster formation for the customer
is given by:
P(Γi) =
1st visit︷      ︸︸      ︷
(1 − qi)pi1 ·
2nd visit︷      ︸︸      ︷
(1 − qi)pi2 ·
3rd visit︷              ︸︸              ︷
(1 − qi)(1 − pi3)︸                                              ︷︷                                              ︸
1st cluster
· (1 − qi)pi4 · (1 − qi)pi5 · (1 − qi)pi6 · (1 − qi)pi7 · (1 − qi)(1 − pi8)︸                                                                                ︷︷                                                                                ︸
2nd cluster
· (1 − qi)pi9 · (1 − qi)(1 − pi10)︸                               ︷︷                               ︸
3rd cluster
, (3.10)
where, for example, the likelihood of the first cluster is the probability of re-
maining active within the cluster after the first and second visits, multiplied by
the probability of leaving the cluster while she is alive after the third visit. Note
that, conditional on Γi, the values of Ki j become fully available to specify pi j in
equation (3.6).
Using the general notation of Γi in equation (3.9), the probability of the for-
mation of visit clusters Γi for customer i is given by:
P(Γi) =
mi−1∏
c=1
{ vic−1∏
j=uic
(1 − qi)pi j
}
(1 − qi)(1 − pivic)
·
Ji−1∏
j=uimi
(1 − qi)pi j ·
{
(1 − qi)I(vimi,E1)(1 − piJi)I(vimi=E2)p I(vimi=E3)iJi + q
I(vimi=E1)
i
}
, (3.11)
where the first-line expression accounts for the likelihood of the first (mi − 1)
clusters, and the second-line expression accounts for the likelihood of the last
cluster and customer defections based on the three different cases.
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The overall likelihood function of customer i’s visit patterns can be com-
puted by taking the weighted average of the likelihood function of the observed
intervisit times (and the right-censored time periods) associated with each pos-
sible formation of visit clusters, where the weights are the probabilities of clus-
ter formation in equation (3.11). Hence, our next step is to derive the likelihood
function of the observed intervisit times, conditional on Γi. The conditional like-
lihood function is the product of the density and survival functions in equation
(3.4), for which the visit rates of the exponential distributions are determined by
Γi. In the example illustrated in Figure 3.1, the conditional likelihood function
is given by:
L(Ti|Γi) =
1st int. time︷        ︸︸        ︷
f (ti2|ti1; λwi )
2nd int. time︷        ︸︸        ︷
f (ti3|ti2; λwi )︸                         ︷︷                         ︸
1st cluster
3rd int. time︷       ︸︸       ︷
f (ti4|ti3; λbi )
· f (ti5|ti4; λwi ) f (ti6|ti5; λwi ) f (ti7|ti6; λwi ) f (ti8|ti7; λwi )︸                                                         ︷︷                                                         ︸
2nd cluster
f (ti9|ti8; λbi )
· f (ti10|ti9; λwi )︸         ︷︷         ︸
3rd cluster
S (T |ti10; λbi ), (3.12)
where, for example, the first two terms in the first-line expression account for
the likelihood of the first and second intervisit times governed by λwi within
the first visit cluster, and the last term in the first-line expression accounts for
the likelihood of the third intervisit time governed by λbi between the first and
second clusters. The survival function in the last line accounts for the right-
censored observation.
Using the general notation Γi in equation (3.9), the conditional likelihood
function of customer i’s intervisit times is given by:
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L(Ti|Γi) =
mi−1∏
c=1
{ vic−1∏
j=uic
f (ti, j+1|ti j; λwi )
}
f (tiui,c+1 |tivic ; λbi )
·
Ji−1∏
j=uimi
f (ti, j+1|ti j; λwi ) ·
{
S (T |tiJi ; λbi )I(vimi=E2)S (T |tiJi ; λwi )I(vimi=E3)
}
, (3.13)
where the first-line expression accounts for the likelihood of the intervisit times
in the first (mi − 1) visit clusters and the second-line expression accounts for the
likelihood of the intervisit times in the last cluster and the right-censored time
period.
As discussed, the likelihood function in equation (3.13) is conditional on Γi,
and equation (3.11) is the probability that the cluster formation is given by Γi. To
derive the unconditional likelihood function for customer i, we weight equation
(3.13) by equation (3.11) for all possible Γi’s:
L(Ti) =
∑
L(Ti|Γi)P(Γi), (3.14)
where the summation is over the 2Ji−1 · 3 possible ways of clustering the cus-
tomer’s visits with consideration of the unobserved dropouts. Because the like-
lihood equation (3.14) is for customer i, the overall likelihood function, after
incorporating heterogeneity across N customers, is given by:
Lvisit =
N∏
i=1
[∫
L(Ti) dF(λbi , δi, α0i, ωi)
]
. (3.15)
Discussion of the Model
The proposed model extends existing multi-event timing models in a novel way
to capture the clustered visit patterns, an important and salient aspect of online
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shopping behavior. We compare and contrast our model with several bench-
mark models to highlight its key properties.
In its basic framework, our visit model is built on the BG/NBD model, an es-
tablished “buy ‘til you die” model proposed by Fader, Hardie, and Lee (2005).
We extend it by relaxing the assumption of a stationary exponential process
which postulates that observed intervisit times are drawn from a probability
density with a time-invariant visit rate. When there is no consideration of clus-
tered visit patterns (i.e., the probability pi j = 0 for all j), the essence of our model
reduces to the BG/NBD model.
As we model customers’ switching behavior between the two states which
determine the visit rates while allowing for unobserved customer defections,
our model is comparable to a hidden Markov model (HMM). HMMs have been
applied to model a wide range of latent changes in consumer behaviors (e.g.,
Montgomery et al. 2004, Netzer, Lattin, and Srinivasan 2008). In its standard
form, a HMM is a finite-state stochastic model in which the state of the sys-
tem at time t (st) is not directly observed. Instead, we observe the behavioral
outcomes at time t (yt; intervisit times in our context), which depends on st
through the density function f (yt|st). Importantly, a HMM assumes that the tran-
sitions between the latent states occur according to the Markov property. In our
model, by contrast, the current state depends on states multiple unknown peri-
ods back and the order of dependence varies over time, because the probability
pi j changes dynamically through customer i’s visits within a latent visit cluster
with unobserved beginning and ending points. Thus, the Markov assumption
is flexibly relaxed.
From a modeling standpoint, our model shares similarities with the dynamic
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changepoint model proposed by Fader, Hardie, and Huang (2004) for new prod-
uct sales forecasting. Both models allow a customer’s arrival rates to be updated
autonomously at any time after a visit (or purchase) to capture underlying non-
stationarity in the customer arrival processes. However, a significant difference
pertains to how the models specify the probability of changes in visit rates, a
key component of the changepoint processes. Fader, Hardie, and Huang (2004)
model the probability that a customer updates her purchase rate at the aggre-
gate level and assume the probability is monotonically decreasing as the cus-
tomer gains more experience with a new product.3 In comparison, we allow the
changepoint probability pi j to increase or decrease over time, depending on the
formation of visit clusters at the individual customer level, to account for recur-
ring visit clusters in the lumpy shopping patterns of each customer.4 In addition
to these differences in the model specification, another important difference of
the models involves the estimation approach, which we elaborate on below.
3.2.4 Computational Approach
At a glance, maximizing the likelihood function of our model seems a straight-
forward numerical task. However, looking into L(Ti) in equation (3.14), we find
that the evaluation of the likelihood function to solve the numerical optimiza-
tion problem entails the consideration of 2Ji−1 · 3 separate changepoint patterns
for each customer. For example, when Ji = 20, L(Ti) consists of 1,572,864 (= 219·3)
3We acknowledge that this assumption is reasonable for Fader, Hardie, and Huang (2004)
in the empirical context of their study; customers would become less likely to change their
preferences for a new product as they gain more experience with it.
4Related to the specification of the changepoint probability, another notable difference is that
Fader, Hardie, and Huang (2004) allow the purchase rate to be updated to any nonnegative
value at each changepoint. By contrast, the visit rate in our model switches between two values
while the customer is alive.
98
additive terms. In the real world, it is common to observe online customers
making many (e.g., 20 or more) shopping trips to a virtual store over a rela-
tively short period of time. Therefore, with the fourfold integrals to consider the
multivariate normal density in equation (3.15), evaluating the overall likelihood
function would necessitate millions of computations and maximizing the likeli-
hood function would become computationally infeasible for even average-sized
panels, or possibly result in local maximum points depending on the initial pa-
rameter values.
Facing a similar problem, Fader, Hardie, and Huang (2004) restricted the
number of changepoints per customer to a small value (e.g., 4) in their empirical
applications. Given that they aimed to forecast new product sales at the aggre-
gate level (while accounting for customer heterogeneity), the restriction on the
number of changepoints did not prevent them from attaining the goal and their
model was still able to successfully locate critical changepoints governing the
evolving sales patterns. For our case though, the numbers of changepoints and
visit clusters are interdependently determined by each other, so limiting the
number of visit clusters to a small value would jeopardize our main research
objective.
In addition to maximizing the complex likelihood function, another impor-
tant limitation of the maximum likelihood estimation in our case is that the ap-
proach does not allow us to infer Ki (and thus the formation of visit clusters),
which could be useful to examine online customers’ shopping behavior. These
imitations lead us to consider an alternative estimation approach using Bayesian
methods through data augmentation.
At the heart of our Bayesian estimation approach is to treat Ki j as a latent
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variable and draw its samples during the estimation procedure. Conditional
on Ki j, the specification of pi j in equation (3.6) is nothing but a typical logistic
function. However, because Ki j can take any positive integer values, we find
it difficult to obtain the sample draws directly. We thereby take an indirect ap-
proach to infer Ki j as follows. First, we define a latent variable Hi j that indicates
whether customer i stays within the current cluster after the jth visit or leaves
the cluster after the jth visit. Then, by the definition of Ki j and Hi j, we have:
Ki j = Ki, j−1 × Hi, j−1 + 1. (3.16)
That is, Ki j increases when Hi, j−1 = 1 (i.e., within the current visit cluster) and is
reset to 1 when Hi, j−1 = 0 (i.e., when a new cluster begins). The relationship of
the two variables indicates that the value of Ki j can be constructed from Hi1, Hi2,
. . . , Hi, j−1.
We accordingly discuss how Hi j can be drawn via data augmentation (Tanner
and Wong 1987). The basic idea is that Hi j can be obtained, conditional on Hi j′ for
j′ , j and other model parameters, through recursive algorithms in the Bayesian
framework.5 Specifically, by applying Bayes’ rule, we can show that, for j =
1, . . . , Ji − 1, Hi j follows a Bernoulli distribution with the following probability:
f (ti, j+1|ti j; λwi )P(H+i j|Hi j = 1,H−i j)P(Hi j = 1|H−i j)
f (ti, j+1|ti j; λwi )P(H+i j|Hi j = 1,H−i j)P(Hi j = 1|H−i j) + f (ti, j+1|ti j; λbi )P(H+i j|Hi j = 0,H−i j)P(Hi j = 0|H−i j)
,
whereH−i j = {Hi1,Hi2, . . . ,Hi, j−1},H+i j = {Hi, j+1,Hi, j+2, . . . ,HiJi}, and P(H+i j|Hi j = 1,H−i j)
and P(H+i j|Hi j = 0,H−i j) can be computed by
∏Ji
j′= j+1 P(Hi j′ |H−i j′) from equation (3.6).
Similarly, HiJi can be drawn from a Bernoulli distribution with the following
5A similar but relatively simpler recursive estimation approach is used to estimate HMM;
see Scott (2002).
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probability:
S (T |tiJi; λwi )P(HiJi = 1|H−iJi)
S (T |tiJi; λwi )P(HiJi = 1|H−iJi) + S (T |tiJi; λbi )P(HiJi = 0|H−iJi)
,
where we use the survival functions instead of the density functions because
the last observation for a customer is right-censored.
To facilitate our Bayesian estimation procedure, we define another latent
variable Di j that indicates whether customer i defects permanently after the jth
visit. Then, by the definition of qi, Di j = 1 with probability qi and Di j = 0 with
probability (1 − qi). Di j can be sampled as follows. For j = 1, 2, . . . , Ji − 1, we
know Di j = 0 because customer i makes the ( j + 1)th visit. By applying Bayes’
rule, we can draw DiJi from a Bernoulli distribution with probability:
P(DiJi = 1)
S (T |tiJi; λwi )I[HiJi=1]S (T |tiJi; λbi )I[HiJi=0]P(DiJi = 0) + P(DiJi = 1)
.
Once we draw samples for the augmented variables Hi j (and thus Ki j) and
Di j at each iteration of the estimation algorithm, other parameters of the visit
and purchase models can be drawn from their respective full conditional dis-
tributions using standard Bayesian theory (e.g., Rossi, Allenby, and McCulloch
2006).
To complete the Bayesian specification of the model, we assign priors to the
model parameters. Because we lack any prior information, we take the usual
route and assign noninformative conjugate priors to the parameters. For each
mean parameter, we use a normal density prior. We assume inverse-gamma
priors for the variance parameters.
Inferences were obtained using a data augmentation MCMC sampler, imple-
mented in the freely available software, WinBUGS. Results reported are summa-
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rized from the output of three independent MCMC chains run for 40,000 itera-
tions, each started from hyper-dispersed starting values, with a burn-in period
of 20,000 iterations and utilizing the 60,000 draws (20,000 per chain) thereafter.
Convergence was diagnosed both graphically and using the R-statistic diagnos-
tic of Gelman and Rubin (1992). We believe that it is of importance to note
that the model can be fit in WinBUGS (with ease) once the data augmentation
scheme is utilized.
3.3 Data
We use Internet clickstream data collected by comScore from Wharton Research
Data Services (wrds.wharton.upenn.edu). The comScore database captures de-
tailed visit and purchase behavior by Internet users across the United States
over time. The panel is based on a random sample of users who agreed to
install unobtrusive software on their personal computers that monitored their
browsing activities. The collected data include the precise day and time when
panelists viewed a specific URL at the session level. This allows us to compute
the precise intervisit times between online visits (sessions) by individual pan-
elists. The data also contain information about how many webpages the pan-
elists viewed and whether they made a purchase during each visit. This com-
prehensive database of online clickstream logs has been employed in a number
of empirical studies in the marketing literature (e.g., Danaher and Smith 2011,
Moe and Fader 2004, Park and Fader 2004).
For our purpose, we use data pertaining to VictoriasSecret.com, an online re-
tail store which sells a variety of women’s clothes including lingeries and sleep-
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wears. Our data span a period of one year from January 2009 to December 2009.
We use the first nine-month data for model calibration and the remaining three-
month data for model validation. We sample 1,245 customers who made more
than four visits to the online store during the calibration period. The total num-
ber of visits made by the customers during the entire data period is 15,041. Out
of the total visits, 6.09% (916) resulted in purchase conversions. On average,
customers spent 12.2 minutes and viewed 21.9 webpages per visit. In Table 3.1,
we provide the summary statistics of the calibration data.
Table 3.1: Descriptive Statistics of the Data
Mean Std. Dev. Min Max
Observation duration (days) 321.74 51.02 119.21 364.95
Intervisit time (days) 14.09 24.73 0.01 257.47
No. of visits 12.08 13.22 5.00 169.00
No. of purchases 0.74 1.26 0.00 16.00
No. of pageviews per visit 21.93 30.83 1.00 316.00
Time spent per visit (minutes) 12.17 18.52 0.00 247.00
Our data also contain information about websites that referred customers
to VictoriasSecret.com. Out of 15,041 visits during the calibration data pe-
riod, 8,761 visits to the online store were made by directly typing its URL,
www.VictoriasSecret.com, in a Web browser, and the remaining 6,280 visits
were made through 165 different reference sites by clicking advertising links or
keyword search results. Table 3.2 summarizes the frequency of reference sites
chosen by customers and the conversion rates at VictoriasSecret.com when cus-
tomer visits were made through the reference sites. The conversion rate is 0.069
when customers visited the online store by typing its URL (i.e., no reference
sites employed). Among the reference sites used by customers, Yahoo.com con-
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veyed the largest number of visits to the online retailer and the conversion rate
was highest when customer visits were made through Google.com.
Table 3.2: Data Summary on Reference Sites
Frequency Conversion rate
No reference sites 8,761 0.069
Yahoo.com 2,355 0.049
Google.com 1,636 0.062
Live.com 799 0.040
AOL.com 311 0.051
Other 161 sites 1,179 0.034
3.4 An Empirical Application
In this section, we explore the empirical performance of our proposed model.
We begin by describing the covariates considered in the model. We next discuss
the fit of the proposed model in comparison to other benchmark models. Finally,
we provide the results based on the estimates of model parameters.
3.4.1 Model Specification
We describe covariates used in our empirical analysis. The vectors of
individual-specific time-varying variables, Xi j in equation (3.2) and Zi j in equa-
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tion (3.6), are defined as follows: 6
• Xi j = {PAGEVIEWS, LPURCHASE, LINTTIME, WEEKEND, HOLIDAY,
YAHOO, GOOGLE, LIVE, AOL, OTHERS} and
• Zi j = {PAGEVIEWS, PURCHASE, LINTTIME, WEEKEND, HOLIDAY},
where PAGEVIEWS is the logarithm of the number of webpages viewed by
customer i at her jth visit to the online store; LPURCHASE is a dummy vari-
able indicating whether customer i makes a purchase at her ( j − 1)th visit;
PURCHASE is a dummy variable indicating whether customer i makes a pur-
chase at her jth visit; LINTTIME is the logarithm of the intervisit time be-
tween customer i’s ( j − 1)th and jth visits; WEEKEND is a dummy vari-
able indicating whether customer i’s jth visit is made during the weekend;
HOLIDAY is a dummy variable indicating whether customer i’s jth visit is
made on days between a national holiday and the weekend ahead of the hol-
iday 7; {YAHOO, GOOGLE, LIVE, AOL, OTHERS} is a set of dummy variables
to consider the reference site employed by customer i for her jth visit to the on-
line store. The baseline condition is when the visit is made by directly typing
the URL of the online store (www.victoriassecret.com).
We next define the functional forms of f (Ki j) in equation (3.2) and g(Ki j)
in equation (3.6). As discussed, the functions capture the customer dynamics
within a visit cluster and their effects on the purchase probability and visit pat-
terns, and are defined as follows:
f (Ki j) = θ1Ki j + θ2K 2i j and g(Ki j) = ψ1Ki j + ψ2K
2
i j, (3.17)
6The duration of a visit is available in the data but not included in the covariate vectors
because of its high correlation with the number of pageviews.
7The list of national holidays in 2009 obtained from https://www.opm.gov/operating
status schedules/fedhol/2009.asp.
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where we include the square terms of Ki j to consider its probable nonlinear ef-
fect.8
3.4.2 Model Fit
Before presenting detailed results for our proposed model, we demonstrate its
superiority in comparison to a number of interesting benchmark models. Our
model nests several established models as special cases by modifying behav-
ioral assumptions regarding the formation of latent visit clusters in customers’
visit processes. As a restricted version of our model, the first benchmark model
(Model 1) employs the Bayesian variant of BG/NBD model described in section
3.2.3 and characterizes the customer visit patterns as a stationary exponential
timing process. Note that Ki j is not defined in the model because the clustered
patterns of customer visits are not considered. In Model 1, we therefore capture
customers’ purchase decisions using equation (3.2) without the function f (Ki j).
Model 2 is built on a HMM with three states labeled “alive within a clus-
ter,” “alive between clusters,” and “dead.” The three-state HMM extends the
BG/NBD model by allowing for different arrival rates depending on customers’
latent states. This model can compute the values of Ki j based on customers’
switches between states and thus allows us to use the proposed purchase model.
However, compared to our visit model, the HMM does not consider the prob-
able presence of latent visit clusters with higher-order dependence across visits
and fails to account for ongoing customer dynamics within a visit cluster.
Another benchmark model we consider is constructed based on the notion
8Higher-order polynomials of Ki j were also estimated and found to be statistically insignifi-
cant.
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that a purchase conversion may serve as an indicator of the formation of visit
clusters. The model assumes that a visit cluster begins right after a purchase and
ends with a subsequent purchase. Thus, a visit cluster spans all visits between
two consecutive purchase events. We refer to this alternative model as Model 3.
Lastly, Model 4 is our proposed model.
To provide an overall comparison of these alternative models, we compute
the log marginal density. As a widely used criterion for model comparison in a
Baysian framework, a larger value of the log marginal density indicates a better
fit. For another measure of model fit, we compute the hit rate, which refers to
the percentage of times that the model correctly predicts a customer’s purchase
within a next day given her prior visits to the online store.
Table 3.3 shows the model-fit results for all four models. As shown in the
table, Model 4, our proposed model, performs best according to both model-fit
measures. The better fit of Model 4 compared with Model 1 indicates that the
customer visit process is not stationary and thus it is important to take into ac-
count lumpy visit patterns when examining online shopping behavior. Model 4
also outperforms Model 2, which suggests the benefits of relaxing the first-order
Markov assumption and considering customer dynamics within a visit cluster.
Finally, the better fit of Model 4 over Model 3 implies that there are visit clusters
that are not associated with purchases. This result highlights the efficacy of our
stochastic approach of modeling online shopping patterns, compared with the
deterministic approach that postulates all visits between two purchase events
consist in the same cluster.
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Table 3.3: Model Comparisons
Log marginal In-sample Out-of-sample
density Hit rate Hit rate
Model 1 -49,083.5 0.68 0.63
Model 2 -45,603.7 0.76 0.69
Model 3 -48,790.3 0.71 0.64
Model 4 -45,441.0 0.79 0.73
3.4.3 Model Results
We describe inferences based on the estimates of model parameters, obtained
by looking at their posterior distributions.
Purchase Model
Table 3.4 reports a summary of the posterior means and their 95% posterior in-
tervals for the parameter estimates of the purchase model. The major findings
are as follows. First, we find that the coefficient for PAGEVIEWS is positively
significant. This implies that customers are more likely to make a purchase as
they view more webpages during a visit. Second, LPURCHASE has a negatively
significant effect on the purchase probability. Thus, a customer who made a pur-
chase at her prior visit is less likely to buy at the current visit. Third, we find
all covariates constructed based on the timing of visits (i.e., LINTTIME, WEEK-
END, HOLIDAY) do not play any significant role in predicting customers’ pur-
chase decisions. Fourth, when it comes to the reference sites, we find that cus-
tomers who visit the online store through YAHOO and other reference sites are
less likely to make a purchase compared to those who visit the online store by
108
directly typing the URL of the retailer, or employ GOOGLE, LIVE, or AOL as a
reference site. Lastly, we note that both θ1 and θ2, coefficients for Ki j and K 2i j in
the function f (Ki j), are significant. This implies that a customer’s purchase like-
lihood at a given visit varies depending on how many visits the customer has
made previously within a visit cluster. In particular, we find that the effect of Ki j
on the conversion probability is nonlinear: on average, the conversion probabil-
ity increases up to the third visit within a cluster and then gradually decreases
afterward. However, it is important to note that these results are aggregated
across clusters of different sizes.
Table 3.4: Parameter Estimates of the Purchase Model
Parameter Posterior mean 95% Posterior interval
µα -6.36 [-6.61,-6.09]
σα 1.44 [ 1.29, 1.58]
PAGEVIEWS 1.77 [ 1.66, 1.87]
LPURCHASE -0.25 [-0.46,-0.02]
LINTTIME -0.02 [-0.09, 0.04]
WEEKEND 0.10 [-0.10, 0.31]
HOLIDAY 0.34 [-0.12, 0,83]
YAHOO -0.31 [-0.60,-0.02]
GOOGLE -0.25 [-0.59, 0.06]
LIVE -0.33 [-0.79, 0.15]
AOL -0.24 [-0.81, 0.52]
OTHERS -0.36 [-0.64,-0.04]
θ1 0.05 [ 0.02, 0.09]
θ2 -0.01 [-0.02,-0.01]
To further examine the likelihood of purchase conversion, we compute the
conversion rates across customer visits within a cluster of same size. This result
can be obtained once we infer the formation of visit clusters using the estimates
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of the augmented variable Ki j. We find that conversion rate varies substantially
depending on the size of a visit cluster and the location of a visit in the cluster.
Specifically, when a cluster consists of only one visit, the conversion rate at the
visit is 0.05. Figure 3.2 shows how the conversion rate changes within a cluster
when the cluster consists of more than one visit. For clusters with two visits, the
conversion rate ranges from 0.03 at the first visit to 0.12 at the second visit of the
visit cluster. For clusters with three visits, the conversion rate is 0.02 at the first
visit, 0.05 at the second visit, and 0.14 at the third visit of the cluster. As illus-
trated in the figure, a considerable portion of the purchase conversions occur at
later visits of the cluster, and the likelihood of making purchases appears to be
higher at the last visit of the cluster.
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As another way of demonstrating the benefit of clustering customer visits,
we combine the inferred formation of visit clusters with the data of the refer-
ence sites for VictoriasSecret.com, and compute the conversion rates for each
sequence of reference sites chosen by customers within a cluster. Table 3.5 re-
ports the five most frequently chosen sequences of reference sites and the cor-
responding conversion rates for clusters with two visits. The table shows that
the conversion rate varies considerably depending on the sequence of reference
sites chosen by customers. In particular, when customers made their both first
and second visit of the visit cluster through YAHOO, the conversion rates at
the first and second visits were 0.02 and 0.09, respectively. In sharp contrast,
when customers made their first visit through YAHOO and the second visit by
directly typing the URL of the online store, they made purchase with a proba-
bility of 0.02 at the first visit and with a probability of 0.15 at the second visit
of the visit cluster. In general, we find that, when a customer’s first visit was
made through any of reference sites, the conversion rate at her second visit was
much higher when the visit was directly made by customers typing the URL
of the online store, compared to the case where the second visit was also made
through reference sites. We also find similar patterns of conversion rates for
clusters with more than two visits. These results suggest that the cluster-based
analysis of customer visits can help marketers understand and predict online
purchase behavior across a series of store visits.
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Visit Model
We next discuss the results regarding the underlying customer visit patterns.
Tables 3.6 and 3.7 report a summary of the posterior means and their 95% poste-
rior intervals for the parameter estimates of the visit model. From the estimates
of µλ, µδ, and Σ, we find that the mean visit rate between clusters (λbi ) is 0.04.
9
Therefore, the mean intervisit time between clusters is about 25 (=1/0.04) days.
In contrast, the mean visit rate within a cluster (λwi ) is 17.68, implying the mean
intervisit time within a cluster is 0.06 days (about 1.4 hours). Customers thus
make considerably more frequent visits within a cluster. In comparison, we find
that the mean visit rate estimated under Model 1 is 0.07, which can be converted
into a mean intervisit time of 14 days. Note that the mean visit rate under Model
1 falls between the two mean visit rates (λwi and λ
b
i ) under our proposed model.
The estimate of µω indicates that on average, customers defect with a probability
of 0.03 after their each visit to the online store.
Our next inferences are based on the estimates of covariates which govern
the probability pi j and thus characterize the formation of latent visit clusters
in the visit patterns. The major findings are as follows. First, we find that the
coefficient for PAGEVIEWS is positively significant. Thus, as a customer views
more webpages during a visit, she is more likely to make another visit within
the current cluster. Second, a negatively significant coefficient for PURCHASE
suggests that if a customer makes a purchase, she tends to leave the visit cluster.
However, LINTTIME, WEEKEND, and HOLIDAY have no significant impact
on pi j. Importantly, we find that both ψ1 and ψ2, coefficients for Ki j and K 2i j
in the function g(Ki j), are significant. Thus, a customer’s likelihood of making
9Note that if X ∼ N(µ, σ2), Y = eX follows a log-normal distribution with a mean of eµ+σ2/2.
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Table 3.6: Parameter Estimates of the Visit Model
Parameter Posterior mean 95% Posterior interval
µλ -3.51 [-3.57,-3.45]
µδ 0.61 [ 0.45, 0.76]
µβ -1.59 [-1.78,-1.42]
µω -3.46 [-3.65,-3.26]
PAGEVIEWS 0.26 [ 0.22, 0.30]
PURCHASE -1.01 [-1.24,-0.77]
LINTTIME -0.09 [-0.19, 0.02]
WEEKEND -0.05 [-0.18, 0.08]
HOLIDAY 0.11 [-0.14, 0.38]
ψ1 0.37 [ 0.32, 0.43]
ψ2 -0.01 [-0.02,-0.01]
Table 3.7: Estimated Σ
log λbi log δi β0i ωi
log λbi
0.54 0.85 -0.35 0.16
[ 0.46, 0.63] [ 0.70, 1.02] [-0.45,-0.26] [ 0.11, 0.22]
log δi
4.52 -1.90 1.37
[ 4.08, 5.05] [-2.22,-1.61] [ 1.21, 1.57]
β0i
0.87 -0.60
[ 0.66, 1.07] [-0.71,-0.50]
ωi
0.47
[ 0.38, 0.57]
clustered visits dynamically varies depending on how many visits the customer
has made previously within a visit cluster.
Finally, the variance estimates in Table 3.7 show that customers are hetero-
geneous in their lumpy visit patterns. The significant covariance estimates sug-
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gest that it is important to consider interdependence between the model com-
ponents.
One of the key benefits of our Bayesian estimation approach is that we can
obtain the estimates of customer-specific parameters by treating them as model
parameters, rather than integrating them out as in the maximum likelihood
approach. Thus, we can employ the estimates at the individual level for cus-
tomization purposes. In particular, through the augmented variable Ki j, our
model provides a set of novel inferences about the store visit patterns by cus-
tomers.
Table 3.8 reports the posterior means of several customer-specific statistics,
computed from the estimates of individual-specific parameters across the iter-
ations of the MCMC samplers: (1) the intervisit time within a cluster, (2) the
number of visits per cluster, (3) the time length of a cluster, (4) the intervisit
time between clusters, and (5) the number of visit clusters during the calibration
period, for customers at every 10th percentile with respect to their total num-
ber of visits during the period. The results show that the visit patterns by the
customers are very lumpy, and the extent of the lumpiness differs considerably
across customers. The intervisit time within a cluster ranges from 0.08 days
(about 2 hours) to 1.58 days while the intervisit time between clusters ranges
from 2.28 to 72.94 days. The mean number of visits per cluster ranges from 1.2
to 3.9 across the customers. Using the intervisit time within a cluster and the
number of visits per cluster, we compute that a visit cluster spans less than a
day for some customers and a few days for others.
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The comparisons between individual customers further highlight the man-
agerial benefits of our model in targeting customers with timely marketing ac-
tions. Table 3.9 reports the cluster-based statistics for two customers who both
made 37 visits to the online store during the calibration period. The customers
could be treated equally under the extant multi-event timing models if their
recencies are similar to each other. In contrast, our results indicate that their un-
derlying store visit patterns differ considerably. Customer 51 made much less
visits within a cluster than customer 52 did (i.e., 1.27 versus 3.80) but formed
much more visit clusters in the visit process (i.e., 29.11 versus 6.73). The two
customers also greatly differ in their intervisit times. Customer 51’s average in-
tervisit time within a cluster is 0.08 days and that between clusters is 10.04 days.
In contrast, customer 52’s average intervisit time within a cluster is 1.13 days
and that between clusters is 27.43 days.
These results suggest that the online retailer take different marketing ap-
proaches for these two customers. Specifically, customer 52 tends to make mul-
tiple store visits once she is in an active state of shopping, which normally lasts
for several days. When the customer’s first or second visits are ended up with
no purchases, the online retailer could benefit by following up her browsing
behavior during the earlier visits within a cluster, and being prepared with cus-
tomized offers and services for upcoming sales opportunities. On the other
hand, because customer 51 is more likely to make only a couple of clustered
visits in a relatively short period of time, the online retailer may consider tak-
ing preemptive marketing actions based on her purchase history rather than the
“wait-and-see” approach taken for customer 52.
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Finally, we note that the inferences of latent visit clusters can help marketers
conduct attribution management online. With low conversion rates, online re-
tailers have sought to understand the underlying relationship between a series
of customer visits and purchase conversions (Forrester Research 2009). Given that
visit clusters could serve as a reasonable proxy for business opportunities with
customers, the cluster formation available from our model enables marketers
to infer which customer visits lead to sales (or have more influences on sales)
by linking a purchase conversion with store visits occurred in the same cluster.
In turn, this allows marketers to evaluate the effectiveness of their online initia-
tives and campaigns, and assign more resources to successful marketing actions
associated with influential visits.
3.5 Conclusions and Future Research
We develop a dynamic model that captures the lumpy visit patterns of online
customers and predicts purchase conversions across store visits. A major benefit
of this model is its ability to infer the formation of latent visit clusters in the
arrival process of customer visits, which offers a better understanding of online
shopping behavior.
Our approach to modeling the lumpy shopping patterns at the individual
customer level assumes that the arrival process of customer visits follows a mix-
ture of two timing processes, where the weight for each process changes dynam-
ically as a customer progresses through multiple visits in a latent visit cluster.
Because the start and the end of each visit cluster are not observed, we employ
a changepoint modeling framework and statistically infer the formation of visit
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clusters on the basis of customer visit patterns through data augmentation in
Bayesian approach. The proposed model also accounts for customer defections
and various sources of customer heterogeneity in a flexible manner.
Using Internet clickstream data from VictoriasSecret.com, we demonstrate
that the proposed model exhibits excellent fit and predictive performance in a
comparison with existing multi-event timing models. Our dynamic model of
customer visits also offers several novel inferences about the patterns that un-
derlie online customer shopping behavior such as (1) the intervisit time within a
cluster, (2) the number of visits per cluster, (3) the time length of a cluster, (4) the
intervisit time between clusters, and (5) the number of visit clusters in a given
period, at the individual customer level.
Given the formation of latent visit clusters inferred from the model, we ex-
amine online customers’ purchase behavior across store visits. We find that
the likelihood of purchase conversions varies depending on not only the cu-
mulative number of visits within a cluster but also the sequence of reference
sites chosen to visit the online store. These results, together with the results of
the visit model, could help marketing managers take timely marketing actions
through a better prediction of customer visit patterns and purchase conversions
at a given visit.
There are several limitations that should be acknowledged and perhaps ad-
dressed in future research. First, one could extend our modeling framework by
allowing for other sources of nonstationarity, in addition to the lumpiness in
customer shopping patterns. Fader, Hardie, and Huang (2004) show that pur-
chasing behavior for a new product evolves over time. Schweidel and Fader
(2009) also report empirical evidence of an evolving process of customer con-
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sumption patterns. It would be fruitful to integrate other sources of nonstation-
arity into our proposed model of customer visits and disentangle their effects
on observed behavior.
Second, this research has focused on studying customer shopping behavior
for a single online retailer. In the online world, customers often visit multi-
ple websites to accumulate information and compare several retailers before
making a purchase decision. For example, Neslin et al. (2006) and Neslin and
Shankar (2009) suggest the importance of multichannel customer management.
Park and Fader (2004) show that combining cross-site browsing patterns for two
websites explains customer behavior better in both sites. Along similar lines, re-
stricting the analysis to a single site can leave out other important touchpoints
that lead to a conversion. Another area for future research therefore is to inves-
tigate the competing nature of multiple websites and their role in customers’
purchase behavior. We hope this study generates further interest in explor-
ing various underlying patterns in customer data, which can help us develop
deeper insights into customer behavior.
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