We investigate the homogeneous Dirichlet problem for a class of second-order elliptic partial differential equations with a quadratic gradient term and singular data. In particular, we study the asymptotic behaviour of the solution near the boundary under suitable assumptions on the growth of the coefficients of the equation.
Introduction
In this paper we investigate positive solutions of the Boundary Value Problem (BVP)
under various conditions on the functions g and f , with the aim to get existence and uniqueness results and to describe the asymptotic behaviour near the boundary of D. We always assume D ⊂ R N , N 2, and suppose g(t) and f (t) to be continuous for t > 0, with f (t) > 0. Moreover f (t) may have a singularity at t = 0, as well as g (t) . Problems of this kind have been extensively studied in the literature, see for instance [5, 6, [8] [9] [10] 15, 18] .
In particular [15] is concerned with the semilinear equation
where α > 0, while in [5] 
the equation
Lu + f (x, u) = 0, for a linear second-order (uniformly) elliptic operator L is considered. The influence of a nonlinear gradient term is discussed in [10] . In the case of the BVP u + g(u)|∇u| q + f (u) = 0 in D, u = 0 on ∂D, where 0 < q < 2 and the functions f and g are decreasing, in [10] it is shown that, when g is not too "large" compared with f , the term g(u)|∇u| q can be viewed as a small perturbation.
Here we treat the borderline case q = 2. For a general g, the gradient term may have the same "size" of the other terms. Therefore, the sign of the coefficient g could be relevant. In fact, if g is negative and "large" with respect to f , we may expect to have existence of positive solutions for BVP (1) under weaker conditions on f with respect to the semilinear case
To show this, let us consider the model Boundary Value Problem
with two real parameters β and α. If β = 0, from the semilinear case (see Lemma 1 below) we have existence of positive solutions provided that α 0. On the other side, as we will see in the sequel, when β > 0, to have existence for BVP (3) we will only need α > max[−1, −β]. In Section 2 of our paper, by a suitable transformation u = h(w) the equation in (1) will be transformed into a semilinear equation without gradient term. It should be also outlined that the transformation u = h(w) may either leave unchanged the boundary condition, i.e. w = 0 on ∂D, or lead to the boundary condition w → ∞ as x → ∂D. In the latter case, we get a boundary blow-up problem, for which a satisfactory theory has been well developed in the last years, see for instance [1, 4, 7, 13, 16, 17] .
In Section 3 a direct method will be employed, which is performed with the aid of a Cauchy problem for a linked ordinary differential equation. First we discuss the radial case, then we use the method of Kazdan and Kramer [12] for a general domain. The main result (Theorem 5) gives the existence of a solution in some situation in which the method of Section 2 is not applicable (see Remark 2) .
In Section 4 we investigate the behaviour of the solution near the boundary. Assuming a sufficiently fast growth of f (t) as t → 0 + , i.e. 
We will also obtain similar results for solutions u(x) of the quasilinear BVP (1) with a quadratic gradient term. We note that, the first approximation of u(x) may be influenced by g. For instance, in the case of the Boundary Value Problem (3) with 0 β and α > max[−1, 1 − 2β], we get (see Section 4)
Existence via a substitution
Let us recall a result concerning the special Boundary Value Problem Proof. It can be found in [5] . Note that no conditions are imposed on f (t) for t → 0. In particular, we may have f (t) → ∞ as t → 0 (singular equations). 2
Consider now the general BVP (1). Define
Theorem 1. Let D be a bounded smooth domain of R N . Let f (t) and g(t) be continuous functions in
and if the function f (t)e G(t) is non-increasing then BVP (1) has a unique positive classical solution.
Note that h(s) is positive and increasing with h(0) = 0. Moreover we have
Therefore, by the transformation u = h(w), the BVP (1) becomes:
Since h(s) is increasing and f (t)e G(t)
is non-increasing, the functionf (s) is non-increasing. The assertion of the theorem follows by Lemma 1. 2
An example which satisfies the assumptions of Theorem 1 is the following:
with 0 < β < 1 and α > −β. We find G(t) = log(t −β ) and f (t)e G(t) = t −α−β . To discuss the case condition (6) fails to hold, we recall the following result on boundary blow-up problems. 
In addition, assume f (t) satisfies the Keller-Osserman condition
Then the problem
has a classical solution.
Proof. See [13, 17] 
Moreover, suppose that f (t)e G(t) is decreasing and that f (t)e G(t)
we suppose that the function
Then BVP (1) has a classical solution.
Proof. The function h(s) is decreasing and h(s)
Therefore, putting u = h(w), problem (1) reads as
withf
We have found a boundary blow-up problem. Consider the following example:
with β > 1 and α > −1. We find G(t) = log(t −β ), h(s) = ((β − 1)s) 1 1−β and
All the assumptions of Theorem 2 are fulfilled.
Moreover, suppose that f (t)e G(t) is decreasing and that
satisfies the condition
Proof. Note that h(s) is increasing, h(0)
Hence, putting u = e −h(w) we find
We have found again a boundary blow-up problem. Let us show that the assumptions of Lemma 2 are fulfilled.
Since e −h(s) and f (t)e G(t) are decreasing, the functionf (s) is increasing. Furthermore, since h (s) = e h(s) e −G(e −h(s))
, recalling the assumptions of the theorem we find
Therefore, condition (ii) of Lemma 2 holds. Finally, since F (t) =f (t), by assumption (17) , also the Keller-Osserman condition of Lemma 2 is satisfied. The assertion of our theorem follows by Lemma 2. 2
Consider the following example:
All the assumptions of Theorem 3 are fulfilled.
In all the previous examples, we note that the presence of the (negative) term − β u |∇u| 2 with 0 < β in the equation enlarges the class of admissible functions (u −α with α > max[−β, −1] instead of α 0). We may ask if this fact is general. We have the following results. Consider the problem (1) with g(t) 0, and let G(t) be defined as in (5) .
(i) If condition (6) holds, then by Theorem 1 we have existence provided f (t)e G(t) is decreasing. Since e G(t) is decreasing (recall that we are assuming g(t) 0), we see that the presence of the term g(u)|∇u| 2 in the equation enlarges the class of admissible functions f .
(ii) If (10) holds, then we use Theorem 2. The function f (t)e G(t) is non-increasing when f (t) is decreasing, and
Moreover, concerning the Keller-Osserman condition (12), we can evaluate the integral
If f (t) is decreasing then we have
and we have to check the boundedness of the integral
with
We use the following condition:
with L > 0 if 1 < γ < 2 and with L > 1/2 if γ = 1. Then we have (14) holds, then we use Theorem 3. Suppose that condition (19) holds and that 
From now on the discussion and the conclusion are the same as in the previous case.
Existence via a direct method
To prove Theorem 1 we have used Lemma 1. Actually, the condition used in that lemma (that is f (t) 0) is not necessary to have existence. Therefore, we develop here a direct method which gives the existence result in some situation for which Theorem 1 does not apply.
We start to investigate the radial case. Let B be a ball of R N . We consider radial positive solutions of the BVP
where g and f are continuous functions in (0, +∞) with f (t) > 0. We do not assume g(t) and f (t) to be bounded neither as t → 0 nor as t → ∞. We will need some qualitative theory of classical solutions of the Cauchy Problem
for a positive constant v 0 .
Lemma 3. Suppose that f > 0 and both f and g are continuous non-increasing functions in (0, +∞). Then a classical solution v of Cauchy Problem (21) is a decreasing and concave function.
Proof. See the proof of Lemma 2.1 of [10] . Note that the statement of Lemma 2.1 of [10] requires f to be decreasing, but, for N > 1, the proof works also with f non-increasing. 2
Using Lemma 3 we show that Cauchy Problem (21) can also be used to solve the Boundary Value Problem for the ordinary differential equation
Lemma 4. Let f > 0 and both f and g be continuous non-increasing functions in
Integration over (0, r) yields
Since v (0) = 0 and v(r) is concave, R must be finite. By (24) we see that v (r) is finite when v(r) > 0. Hence v(R) = 0, as it was to be shown. 2
We will also need the following information about the dependence of the maximal R from the initial value v 0 . 
We must prove that equality holds in (26). Inequality (24) for the solution v k (r) yields
Fix > 0 and δ > 0 small. By monotonicity we have
for these values of k we have
Moreover, since v k (r) and v k (r) are decreasing, by Lemma 3, we have
The 
Integrating over (0, r) we find
Passing to the limit as k → ∞ for r < R we find
By the uniqueness of the Cauchy problem we must have φ(r) = v(r) in [0, R). To prove that equality holds in (26) we must prove that v(R) = 0. By contradiction, let v(R) > 0. Let r k be a sequence such that
The sequence r k is increasing and converging to R. Also, v(r k ) → v(R) because we are assuming R < R 0 . We have
Note that v(R)/2 v k (r) v 0 in [0, r k ). Hence, by (27) we find
Therefore, we can pass to the limit for k → ∞ in (28) and find
Hence, v(R) = 0, contradicting the assumption v(R) > 0. The continuity from the left follows. We prove now the continuity from the right. Let v 0,k be a decreasing sequence converging to v 0 . Let v(r) and v k (r) be, respectively, the maximal solutions corresponding to the initial values v 0 and v 0,k . If R 0 = R(v 0 ) and R k = R(v 0,k ), by monotonicity we have
We must prove that equality holds in (29). By contradiction, suppose R > R 0 . Let us show that
Indeed, let us write Eq. (21) as
where
. By (31) we deduce that
Integrating over (0, r) and using the monotonicity of v, v , g + and f we find,
which, inserted in (31), yields
Here we have used, as we will make again just below, the fact that g − (t) is a non-decreasing function. Multiplying the last inequality by v and integrating over (0, r), we obtain
If we write the last inequality for the solution v k instead of v we find
Integrating on (R 0 , R k ) we get
Multiplying by
which yields (30). Using (30) and (27) we find
Moreover,
As in the previous case, using the last inequalities we see that a subsequence of v k converges to v(r) in [0, R). This implies R = R 0 , contradicting the assumption R > R 0 . The continuity of R(v 0 ) is now proved.
To complete the proof of the lemma, let v 0 > 0 be sufficiently small, say
Integrating over (0, r) we find With the aid of the radial case, we construct solutions of BVP (1) in a bounded smooth domain D. Following [10] and using the monotone method of [12] , we first solve the following approximation of the original BVP (1) with ε > 0: 
Suppose also that f (t) M and g(t) L as t a for some real number a 1, and positive constants L, M such that
Then for each 0 < ε < 1 there exists a classical solution u = u ε of the approximating BVP (33) such that
Proof. Since f > 0, we easily check that u = ε is a subsolution.
To find a supersolution, we consider the radial function
Since α = √ ML/N < π/2d, we have
Thanks to the monotone method of [12] , we can infer that for each ε > 0 there exists a solution u = u ε ∈ W 1,p (D), with p > N, of the approximating boundary value problem (33), such that (35) holds. By virtue of the classical regularity theory, we conclude that u ε ∈ C 2,β (D) for some 0 < β < 1. 2
As a consequence, we shall prove an existence result for BVP (1), which turns out to be valid in the case g is bounded from below.
Defining
for a continuous function H we get a continuous non-increasing function H such that
H (t) H (t).
We observe that, if H is bounded from below as t → 0 + , so it will be H .
Theorem 5. Let f (t) and g(t) be continuous functions in (0, +∞) such that f (t) is positive, and let g(t) be bounded from below as
t → 0 + . Let also M = lim sup t→+∞ f (t) < ∞, L= lim sup t→+∞ g(t) < ∞,
and d be the diameter of D. There exists a positive constant C = C(N) such that, if
then BVP (1) has a positive classical solution. If we also suppose f and g to be decreasing, such a solution is unique.
Proof. Let K be a compact subdomain of D. Using Lemma 6 we find solutions u ε of BVP (33). Inequalities (35) show that the functions u ε are equibounded from above. We claim that they are also positively equibounded from below in K.
again by the above cited comparison principle [11, Theorem 10 .1] we obtain u (x) w(x) in B R (x 0 ). In particular we have
which yields the desired uniform bound from below for the u ε in K. Finally, using interior estimates for the gradient [14, Theorem 3.1] and standard Schauder estimates (see [11] ), we deduce that the norms u ε C 2,α (K) are in turn equibounded. Since K is arbitrary, we can extract a sequence which converges to a positive solution of BVP (1) .
If f and g are decreasing, uniqueness follows from the already mentioned comparison principle. 2 Remark 1. We notice that condition (36) is satisfied in all bounded domains D, no matter how large is the diameter, if
Remark 2. Theorem 5 solves problems which cannot be solved by the method described in Section 2. For example, let
with β > 0 and α 0. By Theorem 5 we have existence of a positive solution. Now we find G(t) = log(t β ), therefore, condition (6) holds. We could apply Theorem 1 only when t −α+β is non-increasing, that is when α β.
Boundary behaviour Theorem 6. Consider the problem
where f (t) is continuous, positive, non-increasing and satisfies
Define
Then
and the solution u(x) to problem (37) satisfies
where φ(δ) is the inverse function of ψ .
Proof. Inequality (40) holds because ψ is convex and ψ(0) = 0. Let B R be a ball of radius R, and let v(r) = u(x), r = |x|, where u(x) is the solution to problem (37) with D = B R . We have
Multiplying by v and integrating on (0, r) we find 
Hence, given > 0 there is r < R such that
Integration over (r, R) yields
and
By (40) we get
Hence, by (42) we find
Let A(R, R) be the annulus with radii R and R, and let w(r) = u(x), r = |x|, where u(x) is the solution to problem (37) with D = A(R, R). We have, for some r 0 , R < r 0 < R,
Multiplying by w and integrating on (r, r 0 ) we find
Assumption (38) implies that w (r) → ∞ as r → R. As a consequence, by the mentioned result of Lazer-McKenna we have
Hence, given > 0 there is r such that
Integration over (R, r) yields
By (40) we find
whence,
Hence, by (44) we find
Now let D be a bounded domain with a smooth boundary, and let P ∈ ∂D. We can consider a small ball B = B R contained in D and tangent to ∂D in P . Furthermore, we can consider a suitable annulus A = A(R, R) containing D and such that the inner boundary is tangent to ∂D in P . We may assume that the radius R of the ball B R is equal to the inner radius of the annulus A(R, R). If v, u, w are the solutions to problem (37) respectively in B, D and A then we have v(x) u(x) w(x) in B. Using these inequalities together with (43) and (45) we get
Since is arbitrary, the theorem follows. 2 Remark 3. Theorem 6 continues to hold if we replace (t) by (t) + c, c constant. Indeed, let
If c > 0 we have φ(δ) < φ c (δ). Moreover, given > 0 we find t > 0 such that
for 0 < t < t . Hence, for δ small we have
In the last step we have used the inequality
The proof when c < 0 is similar.
Corollary 7. Consider the problem (1), and define G(t) as in (5). Suppose condition (6) holds, and define h(s) as in (7). Suppose the assumptions of Theorem 6 hold with f (h(t))e G(h(t)) instead of f (t). Then we have
Proof. With the change u = h(w) we are reduced to the statement of Theorem 6. 2
In the particular case g(t) = −β/t with 0 < β < 1 we have G(t) = log(t −β ) and
In this situation, setting Φ(s) = h(ϕ(s)), we can rewrite (47) as
For example, when f (t) = t −α , all the assumptions of Corollary 7 hold when α > 1 − 2β. Recalling Remark 3 we can take
To treat the next case we recall a result on blow-up solutions.
Theorem 8. Consider the problem
where f (t) satisfies the conditions (i) and (8) of Lemma 2. Moreover, if 
Proof. We refer to [2] . 2 For example, if f (t) = t −α , all the assumptions of Corollary 9 hold when α > −1. We find
Corollary 9. Consider the BVP (1). With G(t) defined as in (5), suppose conditions (10) hold. Define h(s) as in (11), and suppose the assumptions of Theorem 8 hold with f (h(t))e G(h(t)) instead of f (t). Then we have
To discuss the last case we recall a further result of Bandle-Marcus on blow-up solutions.
Theorem 10. Consider the problem
where f (t) satisfies the conditions (ii) and (8) 
(e −h(t) )e G(e −h(t) ) instead of f (t). 2
If g(t) = −1/t then G(t) = log(t −1 ) and h(s) = s. In this situation we can rewrite (58) as 
