Abstract-We present a Parseval tight wavelet frame for the representation of divergence free vector fields in two and three dimensions. Our wavelets have closed form expressions in the frequency and spatial domains, are divergence free in the ideal, analytic sense, have a multi-resolution structure and fast transforms, and, for an appropriate choice of the window functions, vanishing moments and steerability. Our construction also allows for well defined directional selectivity, enabling a vector-valued, divergence free analogue of curvelets that models the behavior of solenoidal vector fields in the vicinity of boundaries. We show that the curvelet-like wavelets attain, up to a logarithmic factor, an optimal approximation rate for piecewise C 2 signals in two dimensions. In contrast to scalar curvelets, two different types of directional, divergence free wavelets exist, which, in the case of an incompressible fluid, can be associated with free-slip and no-slip boundary conditions. We demonstrate the practicality and efficiency of our construction by studying the approximation power of the wavelets for divergence free fluid vector fields.
I. INTRODUCTION
Conservation laws are at the heart of the physical sciences. Divergence free vector fields, which describe these infinitesimally, hence play a prominent role in a wide range of fields. In this letter, we introduce a wavelet frame for the representation of divergence free vector fields that has many beneficial properties. Our wavelets form a Parseval tight frame, are divergence free in the ideal, analytic sense, have an intuitive correspondence to natural flow phenomena, closed form expressions in frequency and space, an associated multi-resolution structure and fast transforms, and, for an appropriate choice of the window functions, vanishing moments and steerability. Furthermore, in contrast to existing constructions, our wavelets also allow for well-defined angular selectivity, ranging from isotropic functions describing classical vortices to angularly highly selective, curvelet-like divergence free wavelets modeling the vicinity of boundaries, see the inset figure.
The expedient properties of our wavelets result from a construction that exploits the intrinsic structure of divergence free vector fields in the Fourier domain: u(x) ∈ L 2 (R d,d ) is divergence free if its Fourier transformˆ u(ξ) is tangential to the frequency sphere S
d−1 ξ
, that is ξ ·ˆ u(ξ) = 0, see the inset figure. We hence use spherical coordinates to define the scalar window functions of our wavelets since there ξ ·ˆ ψ(ξ) = 0 can be enforced by simply choosing a vectorial part that vanishes Christian Lessig is with the Otto-von-Guericke-Universität Magdeburg.
along the radial coordinate axis. The construction is particular simple in R 2 where the angular polar basis vector e θ ξ spans all non-radial vector fields, cf. the inset figure, that is all whose inverse Fourier transform is divergence free. Compatible scalar window functions are then a radial oneĥ(|ξ|), controlling the overall frequency of the wavelet, and an angular oneγ(θ ξ ), controlling the orientation. Hence,ψ(ξ) = −iγ(θ ξ )ĥ(|γ|) e θ ξ .
The present letter is inspired by work by Bostan, Unser and Ward [1] who recently also constructed a tight, divergence free wavelet frame using window functions separable in polar (and spherical) coordinates. In contrast to our analytic construction, however, they enforce divergence freedom numerically by removing the radial part of a Cartesian tensor product wavelet. They also did not consider angular localization. To our knowledge, the present letter provides the first systematic framework for the angular localization of vector-valued wavelets, including curvelets, and the first results on their approximation power. Polar-separable windows and the resulting scalar polar wavelets have been studied systematically by Unser and coworkers [2] , [3] , [4] and their results provide an important basis for our work. The first divergence free wavelets were, in fact, already developed in the 1980s and 1990s [5] , [6] , [7] , [8] , [9] . These early constructions are, however, mathematically complex and correspondingly difficult to implement [10] . Our wavelets admit a simple and efficient implementation and the intrinsic construction facilitates applications, for example the curl of our basis functions can be computed in closed form.
II. DIVERGENCE FREE POLAR WAVELETS
A. Scalar Polar Wavelet Scalar polar wavelets [2] , [3] , [4] , [11] are separable in spherical coordinates in the Fourier domain R d ξ . They are hence defined asψ s (ξ) =γ s (ξ)ĥ s (|ξ|) whereγ s (ξ) is an angular window defined over directionsξ = ξ/|ξ| andĥ s (|ξ|) a radial one. The multi-index s = (j s , k s , t s ) describes the scale, position and orientation of the wavelets and, without loss of generality, we assume there are N j different orientations generated as rotations of one angular mother windowγ(ξ).
In two dimensions, the angular window is naturally written as a Fourier series. Polar wavelets are there hence given bŷ
with β js,ts n = β js n e −ints(2π/Nj ) . In the simplest case β n = δ n0 and one obtains isotropic functions. The polar wavelets defined by Eq. 1 also have a closed form expression in the spatial domain [3] , [11] .
The construction in two dimensions carries over to the 3-dimensional setting when the Fourier series is replace by arXiv:1805.02062v2 [cs.NA] 12 May 2018
Fig. 1. Wavelets in the Fourier (top) and spatial domains (bottom) with a curvelet-like coupling between the radial and angular scaling for j = 0, 1, 3 for "no-slip" functions. The last column shows "free slip" functions for j = 3.
a spherical harmonics expansion. In R 3 , polar wavelets are hence defined bŷ
and one can again derive a closed form expression in the spatial domain. Under suitable admissibility conditions forĥ(|ξ|) and the coefficients β t j,n and κ jt lm defining the angular window functionsγ(ξ), the wavelets in Eq. 1 and Eq. 2 form tight frames for L 2 (R 2 ) and L 2 (R 3 ), respectively. We refer to the original works and the supplementary material for more details.
B. Divergence free polar wavelets in 2D 1) Construction of mother wavelet: For a 2-dimensional vector field to be divergence free it has to be tangential to the circle S 1 |ξ| in frequency space for every radius |ξ| for which it is defined. The canonical basis for such vector fields is the angular coordinate vector e θ ξ , see the foregoing inset. A divergence free polar mother wavelet hence has to have the form
Since the window functions are defined in polar coordinates, the inverse Fourier transform of Eq. 3 can be computed analytically. Combining the Fourier series representation of each coordinate of e θ ξ = (sin θ ξ , − cos θ ξ ) with the Fourier series ofγ(θ ξ ) and proceeding as in the scalar case yields (see the supplementary material for details)
where the h m+σ (|x|) are the inverse Hankel transform of h(|ξ|). Eq. 4 defines a family of wavelet functions (see Fig. 1 for examples) that is by construction divergence free and whose angular localization can be controlled using the β m ; we will return to their choice at the end of the section. In the special case whenγ(θ ξ ) is isotropic, i.e. β m = δ 0m , one obtains ψ(x) =ĥ 1 (|x|) e θx , which is an isotropic, divergence free vector field in space describing an isolated vortex, see Fig. 1 , left.
2) Properties of wavelets: A critical property of the wavelet defined in Eq. 3 is that these generate a Parseval tight frame. 
with frame functions ψ j,k,t = (2 j /2π) ψ(2 j x − k) and ψ(x) being given by Eq. 4.
Proof. Taking the Fourier transform of Eq. 5 and with Eq. 3
whereˆ u(η) =û(η) e θ for a scalarû(η) by the divergence freedom of u(x). In Eq. 6, e θ is fixed and the other terms provide a scalar polar wavelet expansion ofû(ξ). The proposition thus follows by the results of the scalar theory [3] and with the same admissibility conditions.
As usual, in practice one uses scaling functions for a signal's low frequency part and a variation of Proposition 1 holds then.
Our divergence free wavelets satisfy other useful properties, which follow from arguments analogous to those above: 1) Intuitive correspondence: The frame functions have an intuitive correspondence to natural flow phenomena, e.g. to isolated vortices or the flows along boundaries. 2) Ideal divergence freedom: Our wavelets are divergence free in the ideal, analytic sense and, withĥ(|ξ|) from [12] , they can be evaluated to arbitrary precision. 3) Vanishing moments: Whenĥ(|ξ|) has vanishing moments then so has the isotropic divergence free wavelet ψ(x). 4) Steerability: For fixed j, when the β j,t n generate a frame for H j (S 1 ), the Fourier series space for which the β j,t m are non-zero as a function of m, our wavelets are steerable. 5) Analytic, polar frequency representation: The analytic, polar separable construction ofˆ ψ(ξ) enables the closed form computation of differential operators such as curl. 6) Closed form spatial representation: The closed form expressions in the spatial domain are useful for example for reconstruction and interpolation [11] . 7) Multi-resolution structure and fast transform: The multiresolution structure and associated fast transform of our wavelets enable efficient analysis and reconstruction. 3) Approximation Behavior: To understand the approximation power of our wavelets we consider the projection of a divergence free vector field u(x) into the frame, i.e. Since both u(x) and ψ s (x) are divergence free, and hence tangential to S 1 |ξ| , they both have e θ ξ as vector component. Using that e θ ξ is a unit vector one obtains
whereû(ξ) is a scalar magnitude function forˆ u(ξ) and the inner product is now those for scalar functions. Whenγ(θ ξ ) andĥ(|ξ|) satisfy appropriate admissibility conditions and a parabolic scaling law,γ(θ ξ )ĥ(|ξ|) is the frequency representation of a scalar curvelet. Eq. 7b is then the setting studied by Candès and Donoho [13] for which they showed that curvelets attain, up to a logarithmic factor, an optimal approximation rate for piecewise regular signals with C 2 discontinuities. We summarize this observations in the following proposition.
) be a piecewise C 2 -smooth, divergence free vector field with C 2 -discontinuities. Then the divergence free wavelets in Proposition 1 with window functionsγ(θ ξ ) andĥ(|ξ|) satisfying the admissibility conditions of [13] provide, up to a logarithmic factor, an optimally sparse representation of u(x).
To our knowledge, vector-valued curvelets have before only been considered in [14] for studying partial differential equations. Our work provides a first result on their approximation behavior and, importantly, a first practical construction.
One setting where Proposition 2 is applicable are boundary conditions for incompressible fluids. These either have a discontinuity in the normal direction, in the case of free-slip ones, or their magnitude decays exponentially fast towards the boundary [15] , [16] , in the case of no-slip ones (the latter is a regularization of the setting in Proposition 2 but the same result holds [17] ). Hence, by Proposition 2 our divergence free curvelets ψ s (x) are well suited to represent incompressible fluids in the vicinity of such boundary conditions and they yield a sparse representation of the fluid velocity vector field there. We will verify this numerically in Sec. III.
Interestingly, for divergence free curvelets one has an additional degree of freedom not present in the scalar setting. For real-valued signals the Fourier transform is symmetric around the origin and hence e θ ξ can point either in the same or opposite directions in the two half-spaces. The two choices yield starkly different spatial wavelets ψ s (x): when e θ ξ points in opposite directions one obtains a shear flow-like behavior while a consistent direction of e θ ξ yields a localized unidirectional streaming flow, compare the rightmost columns in Fig. 1 . In the case of an incompressible fluid, shear flow-like curvelets corresponds to no-slip boundary conditions while streaming ones model the tangential component of a free-slip one. This follows since the restriction of a flow field to the boundary is, by the projection slice theorem, an integration in the Fourier domain; the integral vanishes when the e θ ξ point opposite and it is non-zero with a consistent choice of e θ ξ .
C. Divergence free polar wavelets in 3D
To carry the foregoing construction over to three dimensions, we need an equivalent of the tangent vector e θ ξ , which was the crucial ingredient ensuring divergence freedom in R 2 x . By the Hedgehog theorem, however, any smoothly changing basis tangential to the sphere will become singular at some point on S 2 . We escape it with the following construction.
Proposition 3. Let τ a be the tangent vector field of S 2 induced by the longitudal geographic coordinate φ a with respect to the a th axis. Then for every ω ∈ S 2 the set H = τ 1 , τ 2 , τ 3 forms a Parseval tight frame for T ω S 2 . We will refer to H as the Hedgehog frame.
The proposition can be checked by an explicit calculation, see also [18] . With the Hedgehog frame, we can proceed as before to construct a divergence free wavelet frame. Similar to the scalar case in Eq. 2, our mother wavelets are defined aŝ
with now one for each coordinate axis. Their vector components are the Hedgehog frame vectors τ a and since these are tangential to S 2 ξ the spatial wavelets are divergence free. By expanding τ a into spherical harmonics, the spatial representation ψ a (ξ) can be computed in closed form. It is given by are spherical harmonics product coefficient, see the supplementary material. We also again have that the spatial representation of an isotropic waveletˆ ψ a (ξ) =ĥ(|ξ|) τ a is isotropic in space, i.e. ψ a (x) = − 2/π h 1 |x| τ a .
As in the scalar case, under suitable admissibility conditions the just defined wavelets form a tight frame. with frame functions ψ
for ψ a (x) defined in Eq. 9.
Proof. Taking the Fourier transform and using Eq. 8, the frame representation in Eq. 10 is given bŷ
scalar polar wavelet frame forûa(η) τ a . (11) whereû a (η) =ˆ u(η) · τ a so thatˆ u(η) = aû a (η) τ a by the tight frame property of the τ a . Forû a (η) one has a scalar polar wavelet frame expansion and the proposition hence follows from the known results of the scalar theory [4] , [11] .
The three dimensional divergence free wavelets have the same useful properties we already observed in two dimensions, in particular the vanishing moments of scalar window functions are preserved, they are steerable when the κ jt lm generate a frame for fixed j, they are divergence free in an ideal, analytic sense, and they have closed form expressions in frequency and space, which are convenient in many applications.
To our knowledge, no precise approximation results for 3-dimensional, scalar curvelets exists. We therefore leave the 3-dimensional analogue of Proposition 2 to future work.
III. EXPERIMENTS
We developed a reference implementation of our divergence free polar wavelets in Mathematica. It is made available in the supplementary material. In two dimensions, the wavelet basis contains no-slip and free-slip boundary functions and is Parseval tight. For the radial window function we used the Portilla-Simoncelli window [12] to obtain a closed form expression for the wavelets in the spatial domain [11] . The angular window functions are an extension of those used in [11] which are based on [19] ; they do not satisfy the exact assumptions of curvelets [13] , and in particular are not compactly supported in θ ξ , but nonetheless yield a very similar partitioning of the frequency plane, cf. Fig. 1 . Our implementation in three dimensions follows those in [11] and in particular we use the same angular windows.
In our experiments we considered two signals, one that is divergence free in the analytic sense, see Fig. 4 , and a classical flow around a ball obtained with a FEM simulation that is approximately divergence free, see Fig. 3 . For the former we studied the approximation power with only isotropic functions, which resolve the signal well except around the boundaries. We then considered the effect of using anisotropic boundary functions on the finest level. For the flow around the ball we studied in particular the sparsity. The coefficient plots in Fig. 3 show that although our angular window functions are not exactly curvelets, we still obtain a very good angular selectivity and high sparsity. More plots are provided in the supplementary material.
IV. CONCLUSION
We introduced a Parseval tight frame of divergence free wavelets that, next to other desirable properties, provides well defined angular localization. The beneficial properties of the wavelets result from a construction that intrinsically ensures that they are tangential to the frequency sphere, and hence divergence free in space, and from using windows functions defined in spherical (and polar) coordinates, and thus compatible with the divergence freedom. Our construction yields a practical implementation of divergence-free, curveletlike functions and we demonstrate that these attain in R 2 the same quasi-optimal approximation rates as scalar curvelets. Numerical experiments validate the result.
In future work, we would like to investigate more applications of our construction. We are currently working on a fluid simulator that exploits the closed form expression for ∇ × ψ s , i.e. for the associated vorticity. We believe our wavelets would also be useful for electromagnetics. Some theoretical questions we are studying are improvements to Proposition 2 for bandlimited window functions and its extension to R 3 . There, also the boundary functions need to be investigated in more detail. An extension to α-molecule [20] seems also interesting and possible.
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SPATIAL REPRESENTATION OF WAVELETS

A. Spatial Representation of Wavelets in Two Dimensions
The spatial representation of our 2-dimensional divergence wavelets is given by the inverse Fourier transform
whereψ(ξ) = −i γ(θ ξ )ĥ(|ξ|) is the scalar window function.
To compute the Fourier transform we will write e θ with respect to the canonical basis e 1 , e 2 and then use that the Fourier transform of a vector field is the transform of each component. The latter one will be computed using its polar form. We begin with the isotropic wavelet whereψ(ξ) = −iĥ(|ξ|). The angular basis vector can be written as e θ = sin θ e 1 − cos θ e 2 and with respect to the canonical basis the isotropic wavelet is thuŝ
To compute the Fourier transform of the coordinate functions it will be convenient to write the trigonometric functions in complex exponential form,
Sinceψ 1 (ξ) andψ 2 (ξ) are given in polar coordinates we will write the complex exponential in Eq. 12 using the JacobiAnger formula [21] 
Then, after a change of coordinates to polar ones, we have
By the orthogonality of the Fourier series basis functions the angular integral over θ is non-zero only when m = ±1, in which case it has value 2π. Thus
with b −1 = 1 and b 1 = −1. The remaining radial integral has a closed form solution, albeit in terms of hypergeometric functions, see the accompaying Mathematica code for the concrete expression. We will refer to it as h m (|x|). Then
and an analogous expression holds for the second component ψ 1 (x) of ψ(x). The Bessel functions satisfy J −1 (r) = −J 1 (r) and hence the same holds for h m (|x|). This enables us to simplify the above equations for the components to ψ 1 (x) = sin θ h 1 (|x|) and ψ 2 (x) = − cos θ h 1 (|x|). Thus
This provides the desired closed form solution for the isotropic, divergence free polar wavelet in the spatial domain. An analogous calculation for the non-isotropic case where one combines the Fourier series representation of the angular windowγ(θ) with those of the angular basis vector e θ yields
with the sum over m being determined by the support of β m .
B. Spatial Representation of Wavelets in Three Dimensions
Our ansatz to obtain the spatial representation of the the isotropic wavelets in R 3 will be the same as in two dimensions, i.e. we will write the vectorial part τ a with respect to the Cartesian coordinate axes and then compute the inverse Fourier transform for each component.
We will again begin with the isotropic case. For the mother wavelet with respect to τ 3 , the third Hedgehog frame vector, the inverse Fourier transform is
The windowĥ(|ξ|) is radial and τ 3 is defined in terms of spherical coordinates. This suggest to also perform the integration in spherical coordinates and to expand the complex exponential using the Rayleigh formula (or plane wave expansion) [21] e i ξ,x = 4π
where the y lm are spherical harmonics. For the second component ψ
we then obtain
. Separating angular and radial parts and using linearity yields
Analogous to the two-dimensional case, the angular integral is non-zero only when l = 1 and the radial integral has a solution in terms of hypergeometric functions that we will denote h l (|x|), see the accompanying Mathematica code. We thus obtain for the inverse Fourier transform
with b 1,−1 = 1 and b 1,1 = −1. The sum over m can be simplified yielding
where sin θ cos φ is again the first component of τ 3 . Using an analogous calculation for the first component ψ 3 1 (x) one obtains for the frame function in the spatial domain
which is isotropic with respect to the x 3 -axis. Directional wavelets are in three dimensions given bŷ
where κ j,t lm = κ j l y * lm (t) + y * lm (−t) to ensure that the wavelets are real-valued in the spatial domain. Using a calculation analogous to the isotropic case and exploiting the properties of spherical harmonics one obtains for the spatial representation l1,m1;l2,m2 being Clebsch-Gordon coefficients, and it arises from the product of the angular window and τ 3 written in its spherical harmonics representation. Expressions analogous to Eq. 23 hold for the wavelets with respect to the other two coordinate axes.
FAST TRANSFORM
The fast transform splits the signal f j+1 at scale j + 1 into a low frequency part, represented by scaling function coefficients, and a high frequency part, represented by the wavelet coefficients. By linearity it suffices to determine the projection for the basis functions, yielding the filter taps
Without loss of generality, we will consider the calculation for the β j,k . Using Parseval's theorem we obtain
and since bothˆ ψ j,0 (ξ) andˆ φ j,k+1 (ξ) have the same vectorial part, namely e θ , this reduces to
where the inner product is now those for scalar functions and the filter computation is the same as for scalar polar wavelets, which can be implemented using a finite computation. An analogous calculation applies to the α j,k and γ j,k,t,t . In three dimensions, the tightness of the Hedgehog frame allows a similar reduction of the vector-valued case to the computation of filter taps for scalar polar wavelets.
EXPERIMENTS
Level-by-level reconstructions for the two data sets presented in the main text, the ideal divergence free vector field obtained as a linear combination of the divergence free eigenfunctions of the vector Laplacian and the classical flow around the ball, are shown in Fig. 6 and Fig. 7 , respectively. Flow around a ball with von Kármán street reconstructed with an increasing number of levels starting from j = −1 (top left to bottom right). Isotropic functions were only used on level j = 0 and for the scaling functions and on subsequent levels directional ones with a curvelet-like coupling between radial and angular scaling were employed. The bottom right plot shows a visualization of the original data set. It is not perfectly divergence free and some differences to the reconstruction are hence to be expected, see for example the region left to the ball.
