We present the final report on a Laboratory-Directed Research and Development (LDRD) project, A Multi-Level Code for Metallurgical Effects in MetalForming Processes, performed during the fiscal years 1995 and 1996. The project focused on the development of new modeling capabilities for simulating forging and extrusion processes that typically display phenomenology occurring on two different length scales. In support of model fitting and code validation, ring compression and extrusion experiments were performed on 304L stainless steel, a material of interest in DOE nuclear weapons applications. 
The objective of this project was the development of a multi-level computational method to predict the final thermomechanical state of a material that has undergone a forging or extrusion process. Typically, in such a process, there exist localized regions, or "boundary layers," of the workpiece that are in close proximity to the tooling hardware and, as a consequence, experience significantly greater temperature gradients and strains than material somewhat removed from the workpiece/tooling interface. Therefore, the simulation method must be able to predict both (1) the overall bulk flow of the workpiece material and (2) the microscale effects that occur in the boundary layer of the workpiece near the interface between it and the tooling hardware.
In order to accurately simulate forging and extrusion processes, we have developed a multigrid method that would predict and couple the thermomechanical responses of the workpiece in two distinct length-scale regimes: the bulk flow regime, and the boundary layer regime in which the characteristic length scale can be on the order of 1/10 to 1/100 of that characteristic of the bulk flow regime. This scheme was incorporated into a coupled Eulerian/Lagrangian code in which the workpiece response could be modeled in an Eulerian grid and the tooling hardware modeled using Lagrangian finite element methods. Eulerian grid subdomains of high resolution are used to model the phenomena occurring in the boundary layer of the workpiece, the solution of which is then coupled to the hybrid Eulerian/Lagrangian calculation to predict the overall material flow of the workpiece.
The codes chosen for the Eulerian/Lagrangian coupling are the solid dynamics codes, CTH [1] and EPIC [2] . The linking of CTH and EPIC is accomplished using the driver code, Zapotec [3] . Zapotec employs a hybrid Eulerian/Lagrangian solution methodology [4] in which soft material is treated in an Eulerian framework and hard material is modeled with a Lagrangian code.
The solid dynamics code CTH is an Eulerian code that explicitly solves the finitedifference analogs for the equations of momentum and energy balance; whereas, EPIC is a Lagrangian finite element code that also employs an explicit time integration scheme to solve the equations of momentum and energy balance. As such, both of these codes employ the Courant criterion that restricts the size of the time step taken at each iteration to ensure the stability of their numerical solutions. This feature in the codes imposes a significant restriction on the applicability of the CTH/EPIC coupled code to problems of forging and extrusion. In particular, the CTH/EPIC coupled code with its explicit time integration schemes is well suited to treating solid dynamics problems that occur on microsecond to millisecond time scales whereas, forging and extrusion processes typically occur on a time scale of 0.1 to 10 seconds. Early attempts to use CTH/EPIC to simulate a forging or extrusion process required simulation times on the order of a hundred microseconds, which gave rise to unacceptable consequences due to material inertia and strain rate effects.
Consequently, another aspect of the LDRD project was the development and implementation of a time integration scheme based on the dynamic relaxation method [5] . This approach allows us to avoid the adverse consequences of the timestep constraints inherent in CTH and EPIC and permits the simulation of quasi-static processes such as forging and extrusion.
In order to represent the complex temperature-dependent plastic flow of the workpiece, a sophisticated viscoplasticity model is required. Consequently, another task of the LDRD project was the implementation and testing of the Bammann-Chiesa-Johnson (BCJ) viscoplastic/damage model [6, 7] . This model describes the deviatoric elastic-viscoplastic response of metals at temperatures below melt and the cumulative damage resulting from ductile void growth.
Representation of the friction forces between the workpiece and the tooling hardware required us to adopt an accurate friction model relevant to metal forming applications. In particular, the friction model developed by Anand and Tong [8] was implemented into the CTH/EPIC code and fitted to ring compression data collected for the project.
For the purposes of model fitting and code validation, we selected 304L stainless steel as a candidate material which is of particular interest in DOE nuclear weapons applications. In order to fit the friction model implemented for the project, we conducted ring compression experiments on 304L stainless steel at the elevated temperatures typical of forging and extrusion operations for this material. For the purpose of validating our simulation method, we also conducted extrusion experiments and subsequent metallurgical analyses on samples of 304L stainless steel to determine the resulting internal plastic flow field of the samples. Validation then becomes a matter of comparing the experimentally determined plastic flow field, as induced by the extrusion process, and its prediction by means of numerical simulation.
Computer Code Enhancements

Multi-Grid Scheme in CTH/EPIC
In general, forging and extrusion problems involve soft and hard materials (viz., workpiece and tooling hardware), interacting with each other. The workpiece material tends to undergo large strains; whereas, the tooling hardware experiences small strains and usually remains elastic in its response. The application of Eulerian/Lagrangian methods to forging/ extrusion problems brings with it two distinct advantages over strictly Eulerian or Lagrangian methods. First, the Eulerian portion can track the flow of the workpiece without concern for mesh entanglement, and the Lagrangian finite element representation of the tooling hardware provides a fast calculation of its material response. Secondly, by overlaying the Eulerian mesh to include the tooling hardware boundaries, we have a welldefined interface at which friction and heat transfer models can be applied.
In many forging/extrusion applications, the friction and heat transfer that occur at the interfaces between the workpiece and tooling hardware give rise to significantly greater plastic strains and temperature gradients in a "boundary layer" located within the workpiece adjacent to the material interface. In order to efficiently resolve the phenomena occurring in the boundary layer, we have developed a multi-grid scheme that overlays an Eulerian subgrid of much finer resolution than that which tracks the bulk response of the workpiece material (see Figure 2 .1). By defining mesh cell dimensions of much finer size in the subgrids, we can model the thermomechanical response of the workpiece in the boundary layer with greater resolution. In order to be useful, the Eulerian subgrids must be able to move along with and track the material interfaces. This is achieved by identifying each subgrid with a Lagrangian tracer point, i.e., a point that is originally fixed in one of the materials in close proximity to the
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Lagrangian Punch interface and moves along with that material. Further details of this scheme as it is implemented in CTH can be found in Appendix A.
Dynamic Relaxation Algorithm
The codes selected for our Eulerian/Lagrangian methodology are the Eulerian finite difference code CTH [1] and the Lagrangian finite element code, EPIC [2] . As mentioned previously, these codes are well suited to solving various solid dynamics problems and were not originally intended to simulate low strain-rate processes. Since the majority of forging and extrusion processes involve low strain-rates, we needed to implement a time integration scheme in CTH and EPIC that would relax the time step controls used by the codes so that these processes could be simulated. The scheme we adopted is based on the dynamic relaxation (DR) technique [5] which is used with solid dynamics codes to solve equilibrium or quasi-static problems in continuum and structural mechanics. The specifics on the technique and its implementation into solid dynamics computer codes is outlined in greater detail in Appendix B.
A sample extrusion simulation, represented in Figure 2 .2, demonstrates the CTH/EPIC coupled code employing the dynamic relaxation algorithm. In the figure, the extrusion punch and die are represented by the finite element meshes and the workpiece billet is extruded partially through the die over a period of 7 seconds. The problem geometry is axisymmetric (about the X=0 axis) with the tooling hardware modeled as S-7 tool steel and the workpiece as copper at 800 o C. The figure displays only half of the tooling hardware whereas the workpiece is fully shown. In Figure 2 .2b, the apparent "liner" around the workpiece is an artifact of the graphics software displaying the problem and the coupled Eulerian/Lagrangian methodology of the Zapotec code.
Viscoplasticity Constitutive Model
During a forging or extrusion process, the workpiece can undergo a complex history of deformation at elevated temperatures. Typically, the response of the workpiece material will be a result of strain hardening, strain rate effects, and thermal softening. The strain hardening can be due to a combination of isotropic and kinematic hardening. Consequently, the need exists for an advanced plasticity model that can capture these effects if one hopes to accurately simulate forging and extrusion processes.
We have implemented the Bammann-Chiesa-Johnson (BCJ) [6, 7] viscoplastic/damage model into the CTH/EPIC code to describe the response of the workpiece material. In particular, the model describes the deviatoric elastic-viscoplastic response of metals and the cumulative damage resulting from ductile void growth. The viscoplastic response of the model incorporates isotropic and kinematic hardening as well as strain rate and thermal effects. Damage modeling is based on an analytic expression for spherical void growth. The damage growth rate is dependent on the effective stress, tensile pressure, plastic strain rate, and the current damage level. The deviatoric response of the model is dependent on the damage in such a way as to locally degrade elastic moduli and concentrate plastic flow. A complete description of the BCJ model, its implementation into the code, and a simulation exemplifying the model is described in a separate Sandia report [9] . 
Friction Model
In order to describe the friction forces that exist at the interface between the workpiece material and tooling hardware, we have implemented an advanced friction model that has been proposed by Anand and Tong [8] specifically for metal-forming applications. The friction model defines the relation between the resultant shear stress at a material interface and its associated normal stress resultant according to the relation , The friction model is implemented in the Zapotec [3] driver code that couples CTH and EPIC to treat solid dynamics problems using the hybrid Eulerian/Lagrangian solution methodology.
Experimental Results
Ring Compression Experiments
This section describes the ring compression experiments that were conducted at elevated temperatures in order to fit the friction model (see e.g., [10] ), outlined in section 2.4, to describe the interfacial stresses that will be encountered in the extrusion experiments on 304L stainless steel. Ring compression tests are typically performed in order to determine the interfacial friction stresses that exist between the ring specimen and the tooling hardware, or platens, that compress the specimen axially to a predetermined extent (see Figure 3 .1). The amount of friction that exists between the ring specimen and the platens is reflected by the extent of change in the inside diameter of the ring. (Little or no friction results in an increase of the inside diameter during compression, whereas a large amount of friction results in a decrease of the inside diameter). For model fitting purposes, useful ring compression data typically assumes the form of "decrease in inner diameter" as a function of "reduction in thickness." Ring compression experiments and the resulting friction data can be obtained for either dry or lubricated samples. Since the extrusion experiments, performed for code validation purposes and described in section 3.2, involve lubrication, we have conducted our ring compression experiments using the same lubricant employed in those extrusions.
In our ring compression experiments, the specimen geometry was that of a hollow circular cylinder (or disk) with an inside diameter of 1.016 cm, an outside diameter of 2. The existence of the low data point (at 48% reduction in thickness) in Figure 3 .3 can be attributed to the loss of lubrication during the associated experiment. Consequently, this point was ignored in the fitting of the friction model as described later in section 4.1. 
Extrusion Experiments
In order to validate our simulation method, extrusion experiments were performed on 304L stainless steel samples containing ferrite stringers. These stringers, initially oriented perpendicular to the longitudinal axis of each specimen, are re-oriented during the extrusion process reflecting the internal plastic flow field of the specimen. Subsequent metallurgical analyses were performed on sections of the extruded specimens to determine stringer orientations throughout the specimen. Using a simple relation between change in stringer orientation and shear strain, we were able to determine the plastic shear strain distributions throughout each specimen.
In the experiments, cylindrical samples of 304L stainless steel were extruded, under isothermal conditions, through a reduction die to 25% of the sample's original diameter (see Figure 3 .4). The shear strain distribution data from the low strain rate experiments 1-3 are fairly consistent whereas the data from the higher strain rate experiment 4 is incomplete due to the lack of ferrite stringer image data in the upper 1/3 of the specimen. However, the strain distribution in the remainder of specimen 4 suggests little difference between the results of experiments 1-3 and those of experiment 4, which was conducted at the higher ram speed.
Figures 3.5, 3.6, and 3.7 display the plastic shear strain distributions in the upper, middle, and lower thirds of the extrusion specimen from experiment 1 along with the corresponding optical micrographs of the specimen's cross-section. The micrographs were used to determine the strain distributions by tracking the reorientation of the ferrite stringers, which appear as dark lines in the micrographs. Note also, the concave shape at the top of the upper section of the specimen in Figure 3 .5. This feature is a result of "suck-in," a term used in the forging industry to describe the process of material being drawn in towards the center of the specimen as a result of extrusion process. Suck-in was observed in all four extrusion experiments.
Error bars are included in the shear strain distribution plots, which are a result of the uncertainty of measuring the angles through which the ferrite stringers rotated. As can be seen in all three sections, the plastic shear strain increases exponentially from a value of zero at the center of the specimen to values ranging from 10 to 50 at the maximum radial distance of the specimen. Furthermore, this radial dependence of the plastic shear strain appears qualitatively similar for all three sections. 
Fitting and Validation
Friction Model Fitting
The process of fitting the friction model was one of trial-and-error and performed by simulating the ring compression experiments (described in section 3.1) numerically, employing Anand's friction model, and incrementally changing the model parameters to achieve a "best fit" to the experimental data. Since the temperature conditions of the 1000 o C experiments were more closely related to those of the extrusion experiments (described in section 3.2) intended for code validation purposes, the friction model was fitted using the 1000 o C experimental results.
As a result of the fitting process, the following form for the friction model most accurately captures the ring compression data, as depicted in Figure 3 .2) where is the equivalent von Mises flow stress of the workpiece material. This model for friction was made available in the CTH/EPIC coupled code by means of its implementation into the driver code, Zapotec [3] , which links and interfaces CTH and EPIC to create a coupled Eulerian-Lagrangian analysis.
Code Validation
As mentioned throughout this report, the extrusion experiments, described in section 3.2, were conducted in order to validate our simulation method developed for the LDRD project. However, the validation phase of the simulation method, that is, exercising all of the software enhancements that we have described in chapter 2 from a single software package, has not yet been completed and as such, will not be included in this final report. It is our intent to complete this phase of the work in a follow-on effort which has been funded under the Accelerated Strategic Computing Initiative (ASCI) program at Sandia Laboratories.
Summary
In this report, we have described a method that is intended to provide a simulation capability to accurately model forging and extrusion processes. Typically, these processes involve thermomechanical phenomena occurring on multiple length scales. We have used a computational platform that employs a hybrid Eulerian-Lagrangian analysis as the baseline modeling technique. Several new capabilities were implemented in the baseline simulation method under this project. In particular, we have implemented:
1. A dynamic relaxation algorithm that permits us to simulate forging and extrusion processes on long time scales.
2. A multi-grid scheme to simulate the thermomechanical response of materials on different spatial length scales.
3. The Bammann-Chiesa-Johnson (BCJ) constitutive model describing viscoplasticity and damage accumulation as it occurs in the workpiece material.
4. An advanced friction model specifically designed to describe the interfacial stresses that exist between the workpiece and tooling hardware.
Furthermore, we have conducted:
5. Ring compression experiments on lubricated samples of 304L stainless steel at temperatures that are typical of forging and extrusion operations for this material.
6. Calibration of the friction model using the ring compression data to define the workpiece/tooling interactions that will exist in the subsequent extrusion experiments performed on 304L stainless steel.
7. Extrusion experiments on samples of 304L stainless steel and subsequent metallurgical analyses on cross-sections of the extruded samples. From these analyses, we have determined the internal plastic flow fields of the samples that were induced by the extrusion process. This data is used for validation purposes by comparing the experimentally determined plastic flow fields, as induced by the extrusion process, and their prediction by means of simulation.
The validation phase of the project, however, has not yet been completed and as such, will not be included in this final report. It is our intent to complete this phase of the work and document the results in a forthcoming report. Follow-on funding has been secured for this purpose.
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Appendix A. Moving Subgrid Option
The CTH code has been modified to use separate domains (blocks) for various portions of a problem domain. This option is known as Multi-Block Communication (MBC). To increase the usefulness of this option it has been further modified to allow separate blocks to move relative to the main mesh. To achieve this, each block (a subgrid) is identified with one Lagrangian tracer point (see Figure A.1) . As the material moves through the subgrid the tracer is moved at the material velocity. Once the tracer has moved more than 2 cells from its original position (the (I,J,K) position in the subgrid), the block is rezoned to place the tracer back at the original (I,J,K) site in the subgrid. This effectively causes the subgrid to move an integer number of cells widths whenever the tracer position exceeds the trigger criterion. This typically requires several computational cycles since material moves less (usually much less) than one cell width per computational cycle. It is important to note that the rezone step requires significantly more computational time than the usual cycle time, so not doing the rezone every cycle reduces the overall computation time. MBC also does a rezone each cycle, but only for the overlapping zones (where the block to block communication is accomplished). 
Appendix B. Dynamic Relaxation Algorithm
Dynamic relaxation (DR) is a technique for solving equilibrium or quasi-static problems in continuum and structural mechanics. To accomplish this, the DR scheme introduces a viscous damping term in the dynamic equations of motion to dissipate the kinetic energy of the system. To a great extent, DR is independent of the spatial discretization that is used. Thus it is applicable to finite difference codes, like traditional hydrocodes, as well as finite element codes with a variety of element types. Because DR uses explicit time integration, no technique for solving large sets of linear equations is necessary, and no matrix manipulations are required.
Because the essential features of DR are identical to those found in a typical solid dynamics code with explicit time integration, it lends itself to the modification of such a code to solve equilibrium or quasi-static problems. The purpose of this appendix is to provide a recipe for installation of DR in an existing solid dynamics code.
B.1 DR for Equilibrium Problems
After discretization of the equation of motion for a continuum or structure in a typical dynamic code, we have
where identifies a degree of freedom, identifies a time step, is the time step size, is velocity, is mass, is the external force (from fields and boundary loads), and is the resultant of all internal forces acting on the degree of freedom. For a code which uses a displacement variable, which we call , we also have
To implement DR, we add a new term to the discretized equation of motion, eq.(B.1):
where is a damping coefficient, which we assume for the present purposes to be constant. The new term introduces viscous damping (not to be confused with artificial viscosity). Note that the damping term is centered in time at time step , the same as the acceleration term. An alternative form is
in which the damping term is centered instead at time step . In theory, the alternative form in eq.(B.4) is less accurate than eq.(B.3) because the terms are centered differently. In practice, this makes no difference, and we use eq.(B.4) as the basis for the remainder of this discussion.
Note that in any of eqs. (B.1), (B.3), or (B.4) , the new velocity may be solved for immediately once the forces are known; thus DR does not change the fact that the method is explicit.
Suppose we are given a set of loads , and we wish to find the solution to the equilibrium equations for a given body corresponding to these loads. At the start of a DR solution, we choose a convenient set of initial conditions. Normally, the initial state would be chosen so that the body is stress-free. We then apply the loads over time through a ramp function, while solving the altered equation of motion (B.4) at each time step. The effect of the viscous damping term in the equation of motion is to gradually remove all of the kinetic energy in the system (see Figure B .1). The iteration (i.e., the process of taking more time steps) is halted when some predetermined convergence condition is met. What is left is an approximation to the equilibrium solution to the problem. The application of loads and convergence conditions are discussed later in sections B.3 and B.4.
The damping coefficient in eqs.(B.3) and (B.4) determines the rate of energy removal. For a given problem, there is an optimum value of which results in the quickest rate of convergence. Unfortunately, in most cases, the optimum value cannot be determined in advance. In the most basic DR implementations, the damping coefficient may be set by the user through input. An approximate method for choosing the optimum value is discussed later in section B.5.
B.2 DR for Quasi-static Problems
The difference between equilibrium and quasi-static problems is that in the former, there is no dependence at all on time. In the latter, there is a dependence on time, but the time evolution is so slow that the equation of equilibrium is an excellent approximation at any given time. So, in a quasi-static numerical simulation, we must retain a time variable, but at any given time we are solving the equations of equilibrium.
In quasi-static problems, the essential features of DR are unchanged from the previous section. However, we apply the method repeatedly to find solutions to the equilibrium equations at steps along the loading path.
We discretize the time interval to be simulated into equally spaced values , , ,..., where =0 and the spacing is a constant . The value of is determined by the loading rate. If the load is applied over a time interval of 60 seconds, say, then a reasonable value of might be 1 second. We will call each point along the loading path a big time step, and the big time step size. 
In each big time step, we wish to find the equilibrium solution corresponding to the loads at the end of the time step, . To do this using DR, we ramp up the load over a time scale that is small compared with but large compared with , the time step controlled by the Courant-Friedrichs-Lewy stability condition (Figure B.2 ). We will call each point on the time axis during the DR iteration the little time step, and the little time step size. 
Big time step 2
For example, a typical problem might require a little time step size =10 -7 seconds. Each DR iteration might require 500 little time steps to converge. It might at first appear that we would need 10,000,000 little time steps for each big time step. But after convergence, we know that the body is in equilibrium at the load prescribed at the end of the big time step, so there is no need for further calculation until the load changes again. So we omit the remaining 9,999,500 little time steps and go directly to the next big time step.
B.3 Application of Loads
From now on we will assume that the problem to be modeled is quasi-static. Equilibrium problems may be regarded as a special case of this with a single big time step.
At the start of each new big time step N, the load is ramped up over a time interval to the value of the prescribed load at the end of the big time step, . The ramp time is chosen keeping in mind the following trade-off:
• A small is desirable because too large a value unnecessarily prolongs the iteration.
• The value of must be large enough that the loading path followed by each material particle is similar to what it would experience in the actual quasi-static problem.
For example, suppose we are modeling a punch being forced at constant velocity into a block of elastic-plastic solid material. If =0, the problem in effect would be modeled as a series of hammer blows. This might give significantly different results than a larger value of . Ideally, should be greater than or equal to a few elastic wave transit times in the body being modeled.
B.4 Convergence Test
The most basic convergence test is as follows. Let be the maximum absolute value of any degree of freedom in the mesh at little time step n. Then we have convergence when , (B
where is a user-defined tolerance.
In a problem in which the loads are applied through velocity or displacement boundary conditions, it is easy to determine a reasonable value for . It is simply a fraction of the boundary velocity that the mesh sees during the ramp loading. For example, suppose a punch moves at 0.001 m/sec, and =10 -5 . Therefore, within the period of ramp loading, the mesh sees a boundary velocity of 100 m/sec. So, a reasonable convergence tolerance might be =5 m/sec. 
B.5 Choice of Damping Coefficient
It can be shown (see Underwood's article in [5] ) that the optimum value of is , (B.6) where is the lowest angular frequency of vibration of the mesh. Unfortunately, determining is a difficult problem in general.
It is, however, possible to find it exactly for some special cases. In particular, we consider the vibrational modes of a one-dimensional linear elastic rod of length L and wave speed where is an average elastic wave speed and is a characteristic length. For a continuous body, the characteristic length would be evaluated in the longest direction.
More accurate estimates of may be obtained for a given problem by trial and error. This may be worthwhile for a user to do if many large production runs are required for the same geometry. 
