After n random polarizations on S d , the expected symmetric difference of a Borel set from a polar cap is bounded by C d n −1 , where the constant C d depends on the dimension [1] . We show here that this power law is best possible and that necessarily C d ≥ d.
Introduction
Let A be a subset of the d-dimensional sphere S d (viewed as the unit sphere in R d+1 ), and let σ : x →x be a reflection at a great circle that does not pass through the north pole. The polarization of A with respect to σ is defined by
x ∈ SA ⇔ x ∈ A orx ∈ A , if δ(x, O) ≤ δ(x, O) , x ∈ A andx ∈ A , if δ(x, O) ≥ δ(x, O) .
Here, δ(x, y) denotes the geodesic distance on S d given by the angle enclosed between x and y, and O denotes the north pole. Since reflections preserve the uniform probability measure m(·) on the sphere, so do polarizations, and
We parametrize the reflections on S d by u ∈ Ω = S d /±, setting σ u (x) = x − 2(u · x)u , and we denote the corresponding polarization by S u . A random polarization S U is polarization in the direction of a uniformly distributed random variable U on Ω. We consider sequences of random polarizations 
There, A is a Borel measurable subset of the unit ball, m is Lebesgue measure (normalized so that the unit ball has measure one), and 
power law is optimal, and the sharp constant satisfies
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The upper bound on the sharp constant
In this section, we show that Eq. (2) holds on the sphere with C d = 2 d . For a single random polarization we have by the identity (1) and Fubini's theorem,
We compute the probability under the integral as an average over the hemisphere where u · x > 0, and change variables to z = σ u (x). The inverse of the map u → z and its Jacobian on the tangent space of
where |x − z| = 2 sin
is the Euclidean distance between x and z in R d+1 . We obtain
For a random sequence S U 1 ...Un , we take expectations again and apply Jensen's inequality to see that
Random compressions
Let A be a spherical cap centered at a point a. Polarization with respect to a reflection σ : x →x transforms A into the spherical cap of the same volume centered at τ (a), where
otherwise .
We will refer to τ as the compression associated with σ. The compression associated with a random reflection σ U will be denoted by τ U . The following lemma describes the distribution of the distance of τ U (x) from the north pole.
Lemma. If U is uniformly distributed on Ω, then for every point
Proof. By definition of the compression,
For ξ ≤ β, there is nothing more to show. For ξ > β, we set t = cos β and calculate the spherical average as an expectation with respect to the standard normal probability measure on R d+1 , see [2, Exercise 63 on p.80]. We use the coordinate system u = (r cos θ, r sin θ,û) ∈ R × R × R d−1 ,which we rotate into a position where x = cos 
where γ is the standard normal probability measure on R d−1 . We integrate explicitly over r and evaluate the remaining Gaussian integral by rescalingv = 1 − t−cos ξ t+cos 2θ
The claim follows after restricting the integral to a half-period and changing variables 2θ → π − θ.
For d = 1, the reflected point σ U (x) is uniformly distributed on S 1 , and Eq. (3) reduces to
As d increases, σ U (x) concentrates in a ball of radius comparable to d −1/2 about x, its distance from the north pole concentrates in an interval of length comparable to d −1 about ξ, and the integral in Eq. (3) goes to zero. For all d ≥ 1 and 0 ≤ β ≤ ξ ≤ π, we have the bound
If {U i } i≥1 is a sequence of independent uniformly distributed random variables in Ω, it follows that the Euclidean distance Y n = |τ U 1 ...Un (x) − O| satisfies the recursion
with initial value Y 0 = |x − O| = 2 sin 
The lower bound on the sharp constant
Let A be the hemisphere centered at a point a = O, and set α = δ(a, O). We claim that
Taking α → 0, we see that the sharp constant satisfies C d ≥ d, completing the proof of the proposition. To prove the claim, consider a sequence of random points {V i } i≥1 that are distributed independently and uniformly on an interval [0, ℓ], and letỸ n be the d-th lowest point among V 1 , . . . , V n+d . The random variableỸ n is called the d-th order statistic of V 1 . . . , V n+d . The sequence {Ỹ n } n≥0 solves Eq. (4) with equality, because conditioned onỸ n = y, the d−1 points among V 1 , . . . V n+d to the left of y are independent and uniformly distributed on [0, y], and V n+d+1 is independent and uniformly distributed on [0, ℓ]. The joint distribution of the order statistics can be written explicitly in terms of binomial random variables B(n, p), see [3, Exercises 21-25 on p. 142]. We have
where the first factor in the sum accounts for the points among V 1 , . . . V d that fall to the left of η, while the second factor accounts for such points among V d+1 , . . . V n+d . By Stirling's formula, 
