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Abstract
Data on the variation of the direction and strength of Earth’s ancient magnetic field
(absolute paleointensity) provide crucial information into the mechanisms of the
geodynamo and the Earth’s thermal history. However, the use of conventional methods
and instrumentation for absolute paleointensity determination has been hampered by
physicochemical alteration of the samples caused by multiple high-temperature cycles
and long experiment durations. The reliability and efficiency of the measurement process
can be improved by the measurement of the full remanent magnetization vector
simultaneously with the temperature cycling of a sample. Such as approach can also
substantially expand the scope of materials available for rock magnetic, paleomagnetic,
and paleointensity analyses. To date, no commercial instruments and only a few custommade devices provide this capability. In addition, the existing instruments are not easily
accessible, inconvenient, poorly documented, and often characterized by mediocre
sensitivity and reliability. In the course of this Ph.D. study, a new full-vector variabletemperature vibrating sample magnetometer (MAG×NEAT) has been developed. The
instrument allows fast and fully-automated measurements of magnetic moment as a
function of temperature in a range between 20 and 800 °C temperature range. The
measurements can be conducted in a vacuum or a controlled atmosphere, which, together
with a short duration of thermal treatments, substantially reduces the potential for
magneto-mineralogical alteration. The instrument’s capabilities have been utilized to
develop a new implementation of the Lowrie method to characterize magnetic
mineralogy using a combination of magnetic hysteresis and thermomagnetic analyses.
The new approach (the Lowrie-Express method) has been successfully tested on a suite
of synthetic and archeological samples. In particular, the method is more effective than
conventional rock magnetic techniques in identifying a low Curie temperature and highcoercivity magnetic phase (interpreted as epsilon iron oxide). The new magnetometer has
also been utilized to obtain absolute paleointensity with the Thellier-Coe method from six
archeological objects from central and northwestern Russia, representing the 13th to 18th
century period. The new instrument allows reducing the duration of a paleointensity
experiment from several days to several hours, resulting in more reliable, higher quality
determinations than the conventional Thellier-Coe method. The new archeointensity and
inclination data suggest a period of steeper geomagnetic inclinations and a stronger
geomagnetic field in central Russia in the 16th century, followed by a gradual decay in the
field strength to its present-day values. These observations are consistent with the
existing database for the Eastern European Plain. The results of this dissertation work
open new opportunities for using full-vector variable-temperature magnetometry for
rock-magnetic and paleointensity investigations.
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1 Introduction
The Earth’s magnetic field is generated by convection of conducting liquid (mostly iron
with some amount of nickel and minor amounts of lighter elements) with the viscosity
close to that of water in the outer liquid core. The vigorous convection flows produce
electrical currents in the Earth's core, which generate the main Earth's magnetic field
(e.g., (Merrill and McElhinny, The Earth's Magnetic Field: Its History, Origin, and
Planetary Perspective 1983)). This mechanism is conventionally called the geodynamo.
The efficiency and characteristics of the geodynamo ultimately depend on the energy
sources available for the field generation. The core convection is powered by (e.g.,
(Verhoogen 1961, Stacey, Physics of the Earth 1969, Nimmo 2015)):






The Earth’s rotation (a non-rotating planet would not produce a magnetic field);
Secular cooling of the Earth that creates a thermal gradient in the core;
Latent heat of crystallization of the solid inner core;
Compositional gradient due the release of buoyant lighter elements (e.g. sulfur)
from the inner core;
Radiogenic heat (the importance of this source has been debated).

In addition, the mantle convection plays a critical role for the geodynamo, because it
modulates the rate of heat transfer through the core-mantle boundary that ultimately
controls the existence and vigor of the core convection. The rate of the mantle convection
(the characteristic overturn time, τ = ~107 – 108 years) is by several orders of magnitude
slower than that of the core convection (τ = ~102 – 103 years). The co-existence of the
two critical convection systems in the core and the mantle with drastically different
characteristic times gives rise to a broad range of temporal and spatial scales of the
geomagnetic field variation, from years to billions of years, and from regional to global
scale.
The core and mantle processes cannot be observed directly, and the
magnetohydrodynamic equations describing the geodynamo cannot to be solved
analytically. While numerical and physical modelling can provide some important
insights into the geodynamo mechanisms and evolution (e.g., Figure 1.1, (Glatzmaier and
Roberts 1997)), such models typically produce non-unique solutions and currently are not
able to incorporate the real Earth parameters. The only empirical information about the
geodynamo processes comes from the characteristics of the Earth’s magnetic field (its
geometry, strength, and variation with time) observed at and above the Earth’s surface.
This information is crucial for understanding the geodynamo mechanisms and for
constraining geodynamo models.
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Figure 1.1. An artistic interpretation of a numerical model of the Earth’s magnetic field
published by Nathanaël Schaeffer (Luk 2017). The magnetic force lines are shown inside
and outside of the Earth's core (yellow indicates the strongest field). The purple sphere
marks the core-mantle boundary, while the white sphere represents the inner solid core.
Paleodirectional and paleointensity data have also played an instrumental role in
understanding the evolution of the deep Earth’s interior and deciphering the history of
our planet (e.g., (Van der Voo 1993, Tarduno, Cottrell and Smirnov 2006)) including a
decisive evidence for continental drift (e.g., (Irving 1964)). Continental reconstructions
based on the paleomagnetic record provide a useful framework for interpretation of
geological and geochemical data (e.g., (Halls 2008)). Paleomagnetic analyses have
proved to be an efficient tool for many disciplines such as tectonics, volcanology,
archeology, and planetary science. Magnetostratigraphic analyses have been extremely
useful for stratigraphic correlations and geochronological calibrations of marine and nonmarine fossil zonation, which have major implications for the patterns and rates of
biological evolution of the planet.
At any point at or above the Earth’s surface, the vector of geomagnetic field (𝐻) can be
fully described by three parameters (conventionally termed the geomagnetic elements):
(1) the field intensity (or the vector length, |H|), (2) declination, and (3) inclination.
Declination (𝐷) is an azimuthal angle (0-360°) between the local direction of the
horizontal component of the field (𝐻 ) and the direction to geographic north (Figure 1.2).
Inclination (𝐼) is a vertical angle, or dip (ranging between -90° and +90°) between the
directions of Hh and the full vector H (Figure 1.2). By convention, the inclination is
positive when the field vector points down. Collectively, declination and inclination
describe the geomagnetic field direction.
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HN
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Figure 1.2. Definition of the geomagnetic elements. The local geomagnetic field (red
arrow) can be described by the declination (D) and inclination (I) angles, and the total
field intensity (H). HV, HN, and HE are the vertical, north and east components of the
field, respectively.
The total intensity of the field, H, is given by:
𝐻

𝐻

𝐻

𝐻

(1.1)

where 𝐻 , 𝐻 , and 𝐻 , are the north, east, and vertical field components, respectively
(Figure 1.2). The relationship between the 𝐻 , 𝐻 , and 𝐻 components, and the field
intensity, declination, and inclination are given by:
𝐻

𝐼

𝐻 𝑠𝑖𝑛 𝐼

(1.2)

𝐻

𝐻 𝑐𝑜𝑠 𝐼 𝑐𝑜𝑠 𝐷
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𝐻

𝐻 𝑐𝑜𝑠 𝐼 𝑠𝑖𝑛 𝐷

(1.4)

𝐻

𝑡𝑎𝑛
𝐷

𝐻
tan

𝐻

𝐻
𝐻

(1.5)
(1.6)

On a global scale, the Earth’s magnetic field can be described by the gradient of the
scalar potential (W) represented by a series of spherical harmonics of degree n and order
m:
n 1
n

R
W ( r ,  ,  )  R     Pnm (cos  )( g nm cos m   hnm sin m  )
(1.7)
n 1 m  0  r 
where r, θ, ϕ are geocentric coordinates (r is the distance from the center of the Earth, θ is
the geocentric colatitude, and ϕ is the longitude), R is a reference radius for the Earth
(6371.2 km), and Pnm are the partially normalized Schmidt functions. Equation 1.7 relates
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the potential of the geomagnetic field to the potentials of particular combinations of
magnetic poles and, hence, constitutes a multipole expression of the geomagnetic
potential (e.g., (Merrill, McElhinny and McFadden 1997)). The coefficients gnm and hnm,
called the Gauss coefficients, describe the relative strength of each harmonic and, hence,
collectively, they describe the geometry of geomagnetic field force lines. Conventionally,
the units of the Gauss coefficients are nT (nanotesla).
The components of geomagnetic field at any point (r, θ, ϕ) can obtained by taking partial
derivatives of W:
𝐻

(1.8)

𝐻

(1.9)

𝐻

(1.10)

The Gauss coefficients are calculated from the values of the geomagnetic field
components (HV, HN, and HE) measured at and above the Earth’s surface by a global
network of magnetic observatories and low-orbit satellites. Determination of the Gauss
coefficients represents a complex inverse problem that requires application of
sophisticated mathematical methods. However, the maximum degree (nmax) to which the
Gauss coefficients can be reliably calculated ultimately depends on the completeness of
the spatiotemporal coverage as well as the sampling density of the geomagnetic field
measurements. With the development of the global network of geomagnetic observatories
and the global satellite coverage, the data permitted to obtain Gauss coefficients to order
n = 66 (e.g., (Cain, et al. 1989)). The energy density spectrum of the geomagnetic field
exhibits three distinct segments (Figure 1.3). The terms with n ≤ 14 dominate the
observed Earth’s magnetic field and represent the main field produced in the fluid core.
The terms 15 ≤ n ≤ 40 are due to shorter-wavelength magnetic anomalies associated with
the magnetization of the Earth’s crust. The high-frequency terms of order n > 40 are less
certain and the terms with n > 50 are in the “noise level” of the analysis and cannot be
attributed any geophysical importance. Accordingly, the recent generations of the
International Geomagnetic Reference Field (IGRF) have been based on Gauss
coefficients up to n ≤ 13 (https://www.ngdc.noaa.gov/IAGA/vmod/igrf.html).
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Figure 1.3. The energy density spectrum calculated from measurements of the Earth’s
magnetic field made by the MAGSAT Earth-orbiting satellite (after (Cain, et al. 1989)).
Note the log-scale for the energy density.
For Earth, term g10 is the strongest component of the field. It describes a magnetic dipole
located at the center of the Earth and aligned with the Earth’s rotation axis (i.e., a
geocentric axial dipole). The terms g11 and h11, describing the contribution from a dipole
oriented within the equatorial plane, are the next strongest in the potential expansion. For
example, the analysis of the geomagnetic field for the year 2005 gave the following
values for the dipole coefficients: g10 = -29,556.8 nT; g11 = 1671.8 nT; h11 =5080.0 nT.
Collectively, the first degree (n=1) terms exceed the higher degree terms (n ≥ 2) by at
least two orders of magnitude. Such a dominance reflects the well-known fact that the
Earth’s magnetic field is well represented by the field of a geocentric dipole tilted with
respect to the rotation axis (Figure 1.4). The strength of the best-fit Earth’s dipole
magnetic moment is described by the equation:
𝑚

4𝜋
𝑅
𝜇

𝑔

𝑔

ℎ

For example, in 2005, the value of m was ~7.7674 ∙ 1022 Am2. The tilt angle of the bestfit dipole is calculated using the following formula:
𝜃

tan

𝑔

ℎ
|𝑔 |

⁄

For example, the tilt angle has changed from ~11.2° to ~9.4° between 2005 and 2020.
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a

Figure 1.4. A best-fit tilted geocentric dipole
The two antipodal points where the imaginary axis of the best-fit dipole crosses the Earth
surface are called the geomagnetic poles. The geomagnetic poles are different from the
magnetic poles that are defined as the two near-polar points at which the IGRF model
predicts the inclination angle to be ±90° (i.e., where the field is vertically upward or
downward) (Figure 1.5). The magnetic poles are not antipodal because the Earth
magnetic field is more complex than that of a perfect dipole. The deviation from a purely
dipolar field is due the complex convection patterns within the fluid core.

Figure 1.5. The isoclinal map of the geomagnetic field for the year 1980 AD (after
(Merrill and McElhinny, The Earth's Magnetic Field: Its History, Origin, and Planetary
Perspective 1983)). The letters “N“ and “S” denote the north and south magnetic poles,
respectively (see text).
The part of the field of internal origin (~5-10% of the total field), remaining after
subtracting the field of the tilted geocentric dipole from the total field, is conventionally
called a non-dipole field (i.e., it is described by all the terms in the potential expansion of
degree n ≥ 2). The non-dipole field has a complex morphology characterized by a system
of irregularly sized, long-wavelength magnetic anomalies (e.g., Figure 1.6).
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Figure 1.6. The vertical component of the non-dipole magnetic field for the years 1780
AD (after (Yukutake and Tachinaka 1968)) and 1980 AD (after (Barton 1989)).
The direction and strength of the geomagnetic field constantly vary with time. The field
changes with periods between 1 year and ~104 years constitute the geomagnetic secular
variation. The secular variation is associated with the convections processes in the liquid
core and are expressed as variations of both dipole and non-dipole components of the
field.
The dipole field exhibits secular variations of intensity and direction. The strength of the
dipole moment shows a near-linear decay at a rate of about 3.2% per century between
about 1550 AD and 1900 AD (Figure 1.7). Interestingly, at the beginning of the 20th
century, the decay accelerated to the average linear rate about 5.8% per century. If decay
continues at the same rate, the dipole field intensity would reach zero in about 2000 years
from now. The cause of the rapid decay in intensity is currently not known. It simply may
be part of a longer-term fluctuation, or the decrease may be a precursor to the next
reversal of geomagnetic field polarity. The currently available data from older (pre-1550)
epochs are not sufficient to distinguish between these scenarios, so that accumulation of
additional data represents an important problem of geomagnetic research.

7

Figure 1.7. The intensity decay of the tilted geomagnetic centered dipole from 1550 AD
to 1900 AD.
The orientation of the best-fit dipole axis also shows secular variation expressed as the
migration of the geomagnetic poles. Data are only sufficiently abundant for spherical
harmonic analysis since the early 19th century. Less reliable data, complemented with
archeomagnetic results, allow estimates of the dipole axis migration since the middle of
the 16th century (Figure 1.8a). The earlier data suggest that in the 16th century the dipole
axis was tilted at only about 3° to the rotation axis; a gradual increase in the tilt angle
occurred between the 16th and 19th centuries. During the last 200 yr the dipole axis has
maintained an almost constant tilt of about 11–12° to the rotation axis, until the
geomagnetic pole migration rate noticeably accelerated after the year of 2005 (e.g.,
(Finlay, et al. 2016)).
For the past 400 years, the longitude of the geomagnetic pole has drifted steadily
westward (Figure 1.8b). Before the 19th century, the pole moved westward at about
0.14° yr-1; this corresponds to a pseudo-period of 2600 yr for a complete circle about the
geographic pole. However, since the early 19th century the westward motion of the pole
has been slower, at an average rate of 0.044° yr-1, which corresponds to a pseudo-period
of 8200 yr. As with the dipole intensity, additional data for older epoch are needed to
reliably constrain the behavior of the geomagnetic pole migration for a longer period.

Figure 1.8. The locations of the North Geomagnetic Pole (dipole axis tilt and longitude)
over the past 2000 years.
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Comparison of maps of the non-dipole field for different epochs (e.g., Figure 1.6) show
two types of secular variation of the non-dipole field. Some anomalies (e.g., over
Mongolia, the South Atlantic and North America) appear to be stationary but they change
in intensity. Recently, the South Atlantic magnetic anomaly has attracted close attention
because it has shown an unusually low and decreasing field intensity. Similar to the
dipole intensity decay, the reason for this behavior remains unknown; it may represent a
normal field variation, or to be an early manifestation of a geomagnetic reversal. Other
anomalies (e.g., over Africa) slowly change position with time.
Although some anomalies may have a north–south component of motion, the most
striking feature of the secular variation of the recent non-dipole field is a slow westward
drift. This is superposed on the westward drift of the dipole, but can be distinguished by
spherical harmonic analysis. The rate of drift of the non-dipole field can be estimated
from longitudinal changes in selected features for different epochs. The mean rate of
westward drift of the non-dipole field in the first half of the 20th century has been
estimated to be 0.18° yr-1, corresponding to a period of about 2000 yr. However, some
anomalies drift at up to about 0.7° yr-1, much faster than the average rate. Results from
several geomagnetic observatories indicate that the rate of drift increases with latitude.
Westward drift is an important factor for understanding the origin of the geomagnetic
field. It is generally considered a manifestation of rotation of the outer layers of the core
relative to the lower mantle. Theoretical models of the geomagnetic field presume
conservation of angular momentum of the fluid core. To maintain the angular momentum
of a particle of fluid that moves radially inwards (decreasing the distance from the
rotational axis) its angular rate of rotation must speed up. This results in a layered
structure for the radial profile of angular rate of rotation relative to the mantle. The outer
layers of the core probably rotate more slowly than the solid mantle, imparting a
westward drift to features of the magnetic field rooted in the fluid motion (Lowrie,
Fundamentals of Geophysics 2007).
In addition to the secular variation that reflects the processes in the core, paleomagnetic
data strongly suggest the existence of field variations with a ~100 Myr quasi-periodicity
(including the variation of the reversal rate and the time-averaged field strength). These
changes likely reflect changes in the mantle convection that modulate the heat flow
through the core-mantle boundary (e.g., (Tarduno and Smirnov 2001, Kulakov, Sprain, et
al. 2019)). Even longer-term trends in the geomagnetic field intensity and stability may
exist, reflecting very long-period processes and events in the Earth’s evolution, such as
the nucleation and growth of the solid inner core, solidification of the lower mantle, and
transitions between different regimes of magnetic field generation (e.g., (Smirnov 2017)).
The information about the geometry, strength, and variation of Earth’s magnetic field at
the surface provides crucial information about the evolution of the deep Earth’s interior
and the geodynamo. However, high-quality data that allow construction of the global
IGRF models with high spectral resolution (from n = 8 in IGRF-1 to n = 13 IGRF-13)
have been available only for the last several decades. The geomagnetic observatory data
(i.e., D, I, H) available since ~1850, together with the declination data derived from the
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nautical records as old as the late 15th century, allowed development of lower resolution
global field models for the previous five centuries (e.g., (Jonkers, Jackson and Murray
2003)). Unfortunately, the period for which the data of direct measurements are available
remains to be very short in comparison to the estimated characteristic times of secular
variation and, hence, the data do not represent the full spectrum of the secular variation.
Therefore, development of higher spectral resolution global field models for longer time
period is crucial to obtain a continuous picture of the field variation (e.g., (Korte and
Constable 2005)). In particular, these models may allow better understanding the
mechanisms and importance of the aforementioned phenomena such as the accelerated
decay of the dipole field intensity, the characteristics of the geomagnetic pole migration,
and the evolution of the low-intensity South Atlantic magnetic anomaly. This is
especially important in the light of the hypothesis that some of these changes may be
early manifestation of a geomagnetic reversal transitional field. Another important
implication of increasing the model resolution is testing the assumption that the
geomagnetic field averaged over the period of 105 – 106 years is the field a geocentric
axial dipole (GAD). In other words, the GAD assumption states that the averaged values
of all the Gauss coefficients, except for g11, become zero. The GAD assumption has been
one of the cornerstones of paleomagnetic research. However, while it is generally
supported by the inclination data measured from modern deep-see sediments (Schneider
and Kent 1990), detailed analysis of Late Tertiary paleomagnetic poles has shown that
this hypothesis may not hold exactly (e.g., (Van der Voo 1993)). One of the important
questions that remains open is whether the 10,000-year period is sufficient for complete
averaging of the effects of non-dipole field and secular variation.
In the absence of direct observation data before the 15th century, any improvement of the
global field models for preceding epochs can only be achieved by determining the
geomagnetic elements (D, I, and H) from magnetic records preserved in baked
anthropogenic materials (e.g., hearths, kilns, bricks, and pottery) found at archaeological
sites (archeomagnetism), or in igneous and sedimentary rocks (paleomagnetism). The
basic principles and methods of archeomagnetic and paleomagnetic research are largely
identical. In fact, archeomagnetism is generally defined as a paleomagnetic study of burnt
or baked material (typically, of an anthropogenic origin) found at archaeological sites,
museums, or otherwise.
As mentioned before, the spectral resolution (nmax) of such global field models ultimately
depends on the spatial and temporal density of the archeo- or paleomagnetic data used to
calculate the Gauss coefficients. However, the spatial and temporal distribution of the
rock sequences (e.g. lava flows or sediments) suitable for paleomagnetic investigations is
not uniform. In addition, the rock age is not always possible to determine with sufficient
precision. Consequently, the data from rocks alone have been insufficient to develop the
global field models with a sufficiently high spectral resolution to represent important
features of the non-dipole part of the geomagnetic field. The need to improve the global
data coverage has recently instigated a strong interest in archeomagnetic research.
Archeological artifacts suitable for archeomagnetic research are more evenly distributed
in both space and age (for the last several millennia) and, therefore, provide critical
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information to complement the paleomagnetic data from natural materials. An added
benefit of archeomagnetic research is a possibility to use the archeomagnetic data as a
dating tool for archeological objects. Namely, if the variation curves of inclination,
declination, and/or intensity are well established for a particular region, these curves can
be used as a dating tool for undated archaeological materials. For this, the geomagnetic
elements measured from the undated samples are compared with the variation curves.
However, despite the importance and increased interest to archeomagnetism, the
archeomagnetic database remains limited due to two main reasons. The first one is related
to the challenges, such as physicochemical alteration of the samples, that arise during
laboratory experiments (this problem is also common for natural rocks). The second
reason is the difficulties with finding archeological artifacts suitable (e.g., reliably dated)
and available for destructive analyses (e.g., thermal demagnetization).
The first and primary goal of this dissertation work is the development of efficient and
cost-effective instrumentation and methodology for rock-magnetic investigations and
paleointensity determinations that will reduce the potential for experimental magnetomineralogical alteration and expand the scope of rock and other objects available for
paleointensity studies. The second goal was to apply the new instrument to obtain new
archeomagnetic data to contribute to the global archeomagnetic database. Chapter 2
describes the basic physical principles and methods of paleomagnetic and
archeomagnetic research. Chapter 3 introduces the methods and problems of
paleointensity determination relevant to this study. Chapter 4 focuses on the principles of
magnetometry methods pertinent to this study and describes the development of a new
full-vector temperature variable-magnetometer. Chapter 5 introduces and tests the new
method of rock magnetic analysis. Finally, Chapter 6 describes the current state of the
archeomagnetic database for the Eastern European Plain and provides the results on the
geomagnetic field intensity obtained using the new magnetometer setup.
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2 Basic principles and methods of paleomagnetism
As a scientific discipline, paleomagnetism investigates the history of the Earth’s and
other planetary magnetic fields recorded in rocks, meteorites, fossils, archeological
objects, and other materials. Some of these materials are able to acquire and retain a
permanent (remanent) magnetization (also called magnetic remanence) that records the
strength (paleointensity) and direction of the magnetic field (paleodirection) that existed
at the time of their formation. This phenomenon of magnetic memory is also called
paleomagnetism. Thus, the same word “paleomagnetism” is being used for both a
scientific discipline and a physical phenomenon.
When the magnetic memory is carried by anthropogenic objects, it is often referred to as
archeomagnetism. As a scientific discipline, archeomagnetism is generally defined as a
paleomagnetic study of burnt or baked material found at archaeological sites, museums,
or elsewhere. Examples of archaeomagnetic samples are represented by remnants of
ancient buildings and other structures such as hearths, fireplaces and kilns, or by claybased objects such as tiles, bricks and pottery. However, the physical principles and
methods of paleomagnetism and archeomagnetism are the same. Therefore, for
simplicity, in this dissertation, the prefix “paleo” will refer to both paleo- and
archeomagnetism. The prefix “archeo” is reserved for the situations specific for
investigations of archeological objects.

2.1 Rock magnetism
The ability of certain rocks and artificial objects to record the intensity and direction of
ancient geomagnetic field is based on the presence of ferromagnetic minerals that are
able to remain spontaneously magnetized even in the absence of an external magnetic
field. The spontaneous magnetization (Ms) is caused by the permanent alignment
(ordering) of magnetic spin moments due to a quantum mechanical effect called the
exchange interaction (Heisenberg 1928, Stacey and Banerjee, The Physical Principles of
Rock Magnetism 1974). The value of Ms is temperature dependent and generally
decreases with increasing temperature. At a certain temperature, called the Curie
temperature (Tc), the spontaneous ordering is overcome by thermal energy that
randomizes the spin magnetic moments so that ferromagnetism disappears. At
temperatures above their Tc, ferromagnetic materials behave as paramagnetic material.
The numerical values of spontaneous magnetization and Curie temperature depend on the
composition and crystalline structure and, hence, represent a unique characteristic of the
material. Thus, determination of Ms and Tc represents an important means used to identify
ferromagnetic minerals in rocks and other materials.
An important characteristic of ferromagnetic materials is their magnetic domain state,
which is largely controlled by the grain size and shape as well as their Ms value. The
simplest and most stable configuration is represented by single-domain (SD) magnetic
state, when all the spin magnetic moments within a grain are aligned in one direction
(Figure 2.1 a). Typically, the SD state corresponds to a relatively small grain size (for
example, the SD range for magnetite is ~0.03 – 0.06 μm). However, elongate grains (the
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aspect ratio >1:3) may be in the SD state at a larger size than for equidimensional grains
of the same composition (e.g., (Butler and Banerjee 1975)). By definition, individual SD
grains are always magnetized to saturation and can only remagnetize by the coherent
rotation of the spin moments. Consequently, SD grains are characterized by the highest
magnetic “hardness” (resistance to remagnetization, or coercivity, HK). In other words, a
strong magnetic field should be applied in order to remagnetize an SD grain in
comparison to the other magnetic domain states. It should be noted, however, that an
ensemble of SD grains (a rock) can have a zero net magnetization if the spontaneous
magnetizations of individual grains are randomly oriented.

Figure 2.1. Schematic representation of magnetic domain states. a) A grain in singledomain (SD) magnetic state with the spontaneous magnetization (black arrow) directed
upward. b) If a sufficient magnetic field (H) is applied in the opposite direction, the SD
grain is remagnetized by coherent rotation of the spin magnetic moments (small grey
arrows). In superparamagnetic (SP) particles, the coherent rotation is driven by thermal
fluctuations and occur at a very short time scale (<< 1 sec). c) A “small” pseudo-singledomain (PSD) particle in a vortex state. If a field H is applied in the opposite direction,
the particle is remagnetized through a sequence of configurations of the spin magnetic
moments (e.g., d)) to the oppositely magnetized state e). f) A “large” PSD grain separated
into two oppositely magnetized magnetic domains by a domain wall (grey vertical line).
The grain is demagnetized as the domains are of the same volume. g) When a magnetic
field (H) is applied, the domain wall moves so that the domain co-directed with the field
grows in volume at expense of the other domain. The particle becomes magnetized along
the field. h) A multidomain (MD) grain in a demagnetized state (the total volume of
oppositely magnetized domains is the same). i) The MD magnetized by the field H via
the process of domain wall motion. Note that the grain sizes shown are not to scale (e.g.,
PSD grains may be up to 10 times larger than SD grains).
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Importantly, in very small ferromagnetic grains (e.g., <20-30 nm for magnetite), although
they remain spontaneously magnetized, the thermal energy overcomes the
magnetocrystalline energy so that the coherent rotations occur randomly at a very short
(nanoseconds) time scale. This magnetic state is called superparamagnetism (SP). Such
ultrafine SP grains are unable to carry a remanence at room temperature (Bean and
Livingston 1959).
The grains larger than the SD range acquire the pseudo-single domain (PSD) magnetic
state. While the grain size remains close to the SD threshold (a “small PSD grain”), the
spin magnetic moments within the grain become oriented non-uniformly (e.g., a vortex or
flower state; e.g., (Williams and Dunlop 1989)) (Figure 2.1 b). The magnetic “hardness”
(coercivity, HK) of such grains is close to that of SD grains. Remagnetization of such
grains occurs via a progression of complex configurations of spin moments. With further
increase in size, the grain becomes subdivided into two (or very few) magnetic domains
(the spin moments are co-directed within each domain, but the domain net
magnetizations are oriented in a way that reduces the stray magnetic flux, e.g. antiparallel
orientation) (Figure 2.1 c). Such grains also belong to the PSD category (“a large PSD
grain”) but their remagnetization occurs by movement of the domain wall within the
grain. The magnetic hardness of such large PSD grains gradually decreases with grain
size as the number of magnetic domains within the grain increases.
For even larger grains, at a critical grain size/number of domains per grain, a noticeable
change in magnetic behavior occurs. Such grains are categorized as being in the
multidomain (MD) domain state. The threshold between the PSD and MD states is
typically less well constrained than the SD range and is usually determined empirically
(e.g., ~10-20 μm for magnetite; (Dunlop and Özdemir, Rock Magnetism. Fundamentals
and Frontiers 1997)).
Ferromagnetic materials are also characterized by a unique phenomenon called magnetic
hysteresis (Figure 2.2).
Let us assume that the material is initially in the demagnetized state (i.e., its remanent
magnetization is zero; Point 0 in Figure 2.2). Application of an increasing magnetic field
results in a net induced magnetization acquired by the sample parallel to the field along
the path 0–1–2. After Point 2, a further increase in the field intensity does not lead to a
further increase in magnetization. The corresponding field and magnetization values are
called the saturation field (Hs) and saturation magnetization (Ms), respectively. When the
applied magnetic field is gradually decreased, the induced magnetization M decreases
along Path 2–3 above Path 0-1-2. When the field is decreased to zero, a non-zero
remanent magnetization (Mrs) remains (Point 3). To force 𝑀 back to zero, a magnetic
field must be applied in the opposite direction. As the oppositely-directed field increases,
M continues to decrease along Path 3–4, and the magnetic field required to bring 𝑀 to
zero is called the coercive force, or coercivity (Hc). (Note: Hc refers to bulk rock
coercivity, whereas HK refers to single grain coercivity). If the field continues to increase
in the “negative” direction (Path 4-5), the induced magnetization eventually reaches
saturation (-Ms) at the field -Hs. Upon changing the field from -Hs to Hs, M increases
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along Path 5-6-1-2 forming a magnetic hysteresis loop. Upon further cycling of the
magnetic field between Hs and -Hs, the induced magnetization follows the loop.

Figure 2.2. An example of magnetic hysteresis loop (black line) and a backfield
demagnetization curve (green line). M denotes either induced (hysteresis loop) or
remanent (backfield curve) magnetization measured versus magnetic field H (see text).
Abbreviations: Ms – saturation magnetization, Mrs – saturation remanence, Hc –
coercivity (coercive force), Hcr – coercivity of remanence.
Another important magnetic hysteresis parameter is the magnetic coercivity of remanence
(Hcr) that is determined by measuring a direct current (DC) curve (or backfield curve)
(Figure 2.2). For this, the sample is first saturated in field Hs, and saturation magnetic
remanence (Mrs) is measured. Next, a small magnetic field (a backfield) is applied in the
opposite direction to the initial saturating field is applied. The small field is then turned
off and the remaining magnetic remanence (Mr) of the sample is measured. This process
is repeated with increasing values of the backfield up to –Hs. Coercivity of remanence Hcr
is defined as the backfield value at which the measured backfield curve crosses the
horizontal axis (Figure 2.2, Point 7).
Magnetic hysteresis measurements provide important information about the magnetic
domain state. For example, for (titano)magnetite, the Mrs/Ms ratio is above 0.45 for SD
grans, 0.1 – 0.45 for PSD grains, and below 0.05 for MD grains. In particular, a plot of
the Mrs/Ms ratio versus Hcr/Hc (a Day plot) has been widely used to characterize the
magnetic domain state of rock samples (e.g., (Day, Fuller and Schmidt 1977, Dunlop
2002)). Magnetic hysteresis data are also useful to characterize the magnetic mineralogy
(as different minerals generally have different properties) and magnetic interactions in a
sample.
In addition to magnetic hysteresis loop and backfield curve measurements (Figure 2.2),
another common type of magnetic hysteresis analysis is measurement of the field
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dependence of isothermal remanent magnetization (IRM). IRM is a remanence imparted
by applying a constant magnetic field for a short time (100s of milliseconds to first
seconds) at room temperature.
Finally, a hysteresis technique that has become popular in the last decade is the first-order
reversal curve (FORC) analysis that provides additional information about the coercivity
distribution and magnetic interactions within the sample (Pike, Roberts and Verosub
1999). The more detailed information may increase resolution of signals from various
magnetic phases (e.g., (Roberts, Pike and Verosub 2000)), albeit no type of magnetic
hysteresis measurement can provide direct information about the composition of
magnetic mineral phases.
Measuring a FORC dataset starts with saturating the specimen in a large positive
magnetic field (Hs). The field is then reduced to a reversal field – a field in the opposite
direction (Ha). A field Ha is then applied, ramping Ha back up to saturation. The
magnetization of the specimen is measured during this process, forming a single firstorder reversal curve (Figure 2.3 A). This process is repeated for a set of Ha values to
acquire a suite of curves, forming a FORC dataset (Figure 2.3 B).
The magnetization at applied field Hb on a FORC with reversal field Ha is expressed as
M (Ha, Hb), where Hb ≥ Ha. A FORC distribution density at a point (Ha, Hb) is then
defined as the mixed second derivative (Pike, Roberts and Verosub 1999):
𝜌 𝐻 ,𝐻

,

≡

(1)

A FORC distribution is composed of data from consecutive measurement points on
consecutive reversal curves. To evaluate the distribution ρ (Ha, Hb) at a point P, a local,
square grid of data points centered around P is utilized (Figure 2.3 C). The quantity of
data points on the local grid will vary according to (2 SF + 1)2 where SF is a smoothing
factor that can be set as low as 2 for samples with clear signal, but can increase as needed
for samples with low signal-to-noise ratios. Next, the magnetization at all of the grid
points are fitted using a second-order polynomial function to form a contour plot (Figure
2.3 D):
𝑎

𝑎 𝐻

𝑎 𝐻

𝑎 𝐻

𝑎 𝐻

𝑎 𝐻 𝐻

(2)

Finally, the FORC diagram is constructed by transforming the coordinates of the contour
plot from {Ha, Hb} to {Hc ≡ (Hb - Ha) / 2, Hu ≡ (Ha + Hb) / 2}, giving horizontal axis Hc
and vertical axis Hu (Roberts, Pike and Verosub 2000).
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Figure 2.3. A) The definition of a first-order reversal curve (FORC). The arrows indicate
the path from saturation to reversal curve Ha and back to saturation via applied field Hb.
B) An example of a full FORC dataset, containing a set of curves with varying Ha values.
C) An example of data from consecutive points on consecutive curves utilized to form a
local grid of data points around a point P. D) An example of a FORC diagram after fitting
to the contour plot and performing the coordinate transformation. Figure after (Pike,
Roberts and Verosub 1999, Roberts, Pike and Verosub 2000).
In addition to magnetic hysteresis measurements, another commonly used rock magnetic
characterization method is thermomagnetic analysis (TMA) that provides more direct
information on magnetic minerals present in the sample. The low-field TMA consists in
measurement of a temperature dependence of a low field (H << Hs) magnetic
susceptibility. The magnetic susceptibility (𝜒) relates an induced magnetization, 𝐽 ,
acquired by a material exposed to a magnetic field (H):
𝐽

𝜒∙𝐻

(3)

The temperature dependence of magnetic susceptibility 𝜒 𝑇 within an interval from
4.2°K to 1000°K is well known for the majority of natural magnetic minerals. Most
commonly, TMA is used to determine the Curie temperature of a material. In addition,
some minerals are characterized by unique magnetic transitions (such as the Verwey
transition at ~120°K in magnetite (Verwey 1939) or the Morin transition at ~260 °K in
hematite (Morin 1950) that can be used for mineral identification. In addition, TMA
analysis is universally used to assess thermal stability of magnetic minerals and therefore
serves as an efficient tool in selecting the most suitable samples for paleomagnetic and
paleointensity experiments.
The high-field (H ≥ Hs) TMA involves measurement of saturation magnetization, Ms, as a
function of temperature. Generally, the technique serves the same purposes as the lowfield TMA but is somewhat more sensitive to the presence of magnetically-hard phases
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(e.g. hematite). However, the high-field TMA is less efficient in identifying the lowtemperature phase transitions.
Iron-titanium oxides from the titanomagnetite (FeTi2O4-Fe3O4) and hemoilmenite
(FeTiO3-αFe2O3) solid-solution series represent the largest and most important group of
ferromagnetic minerals (Haggerty 1991). Two other iron oxides γFe2O3 (maghemite) and
εFe2O3 are also important, especially in archaeological materials (baked clays) (e.g.,
(Özdemir and Banerjee 1984)). Iron sulfides (e.g., pyrrhotite, FeS1-x, or greigite, Fe3S4)
represent the next important group of ferromagnetic minerals (e.g., (Roberts 1995, Clark
1984, Dekkers 1988)). Other common minerals include iron oxyhydroxides goethite
αFeO(OH) and lepidocrocite γFeO(OH) (e.g., (Özdemir and Dunlop 1996)), as well as
iron carbonate, siderite FeCO3 (Ellwood, et al. 1986).
Table 2.1. Main magnetic properties of some common magnetic minerals. Abbreviations:
Ms – Spontaneous magnetization, Tc – Curie temperature, dsp and dsd – the lower and
upper limits for single-domain behavior in equidimensional grains at 20°C (when
known). n/d – not well determined.
Mineral
Formula
Ms (kA/m) Tc (°C)
dSP (nm)
dSD (nm)
Magnetite
Fe3O4
480
585
25-30
50-60
Maghemite
γFe2O3
380
590-675 25-30
~60
Titanomagnetite Fe2.6Ti0.6O4
125
150
80
200
Hematite
αFe2O3
~2.5
675
25-30
15000
Goethite
αFeO(OH)
~2
120
n/d
n/d
Pyrrhotite
Fe7S8
~80
320
n/d
1600
Gregite
Fe3S4
~125
~330
20-50
50-500
Ferromagnetic minerals within a rock serve as carriers of the rock’s natural remanent
magnetization (NRM). The NRM is often a superposition of remanent magnetizations of
several types, depending on the rock genesis and its geological history. In rare cases, a
single remanent magnetization type is present. The most common types of remanence are
described below.
A thermal remanent magnetization (TRM) is acquired when a material cools down from a
temperature above its Curie temperature in the presence of an ambient magnetic field.
TRM is commonly acquired by igneous rocks (e.g., lava flows or intrusions) upon their
initial cooling from molten lava/magma state. TRM can also be imparted during the
manufacturing process of man-made objects such as pottery if the temperature used for
baking is sufficiently high.
The mineral grains do not move during the TRM acquisition process as their Curie
temperatures are much lower than the rock crystallization temperature. Instead, only the
internal magnetizations of the grains can change direction and eventually become
blocked (i.e. the individual grain acquires magnetic remanence) at a blocking temperature
(TB < Tc) (Néel 1955). For each grain, TB depends on the grain size and shape, as well as
spontaneous magnetization and magnetic anisotropy of the ferrimagnetic mineral.
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Maximum blocking temperatures may be almost as high as the Curie temperature, but
their range can extend over a 100-200°C interval or even more.
For most rocks, TRM is parallel to the direction of the magnetizing field (H), and the
TRM intensity is linearly proportional to the field strength:
𝑇𝑅𝑀

𝑘∙𝐻

(4)

When carried by SD or PSD grains, TRM is typically a very stable magnetization type
that can survive unchanged in a rock for billions of years, hence preserving the direction
and intensity of the ancient field.
Similar to igneous rocks, archeological objects that have been subjected to a sufficiently
high temperature, either deliberately (e.g., during the manufacturing process) or
accidently (e.g., in a fire), may acquire a TRM that records the information about the
strength and direction of the magnetic field that existed at that moment. This is possible
because many clays and clay-based materials are rich in ferromagnetic iron oxides (e.g.,
maghemite, magnetite, hematite, or ε-Fe2O3) or hydroxides.
A detrital remanent magnetization (DRM) is acquired due to a physical alignment of
detrital ferromagnetic particles during deposition of a sediment. As a result, the particles
become aligned (on average) with the Earth’s magnetic field direction. The DRM
acquisition is an isothermal process that occurs at more or less constant temperature. The
direction of DRM may somewhat differ from the direction of the magnetizing field due to
the disturbances caused by water currents, reorientation of some particles to a stable
attitude at the bottom by gravity, post-depositional compaction, and diagenesis. The
resulting inclination and declination errors may reach 5-10°. However, these effects are
not significant in fine-grained lacustrine or pelagic sediments.
A chemical (crystallization) remanent magnetization (CRM) is acquired when the
existing magnetic minerals are altered (e.g., low/high-temperature oxidation of
titanomagnetite, or the precipitation of hematite from a goethite precursor), or when new
ferromagnetic mineral phases are formed within the material (e.g., neoformation of
magnetite by serpentization or by heating-induced clay transformations). The various
chemical processes responsible for CRM may occur at ambient or elevated temperatures.
For example, the growth of a new mineral (or the alteration of an existing one) involves
changes in grain volume, spontaneous magnetization (Ms) and coercivity (Hc). The grains
eventually grow through a critical volume, at which the grain magnetization becomes
blocked. The new CRM is acquired in the direction of the ambient field existing during
the chemical change, and so it is younger than the host rock. The stability of CRM is
similar to that of TRM, but CRM is usually a secondary remanence in a rock.
Importantly, CRM can be acquired during laboratory experiments (e.g., because of
heating-induced alteration).
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2.2 Basics of paleomagnetic research
The goal of paleomagnetic measurements is to determine the declination and inclination
of the ancient geomagnetic field, which requires that the sample’s orientation (dip and dip
azimuth) with respect to the geographic coordinates is known. Different procedures for
sample orientation are used, but all of them provide an unambiguous in-situ geographic
orientation of the sample. Laboratory measurements are typically made with respect to
the specimen coordinate axes and the obtained results (measured D and I) are rotated into
the geographic coordinate system using the known sample orientation parameters (e.g.,
(Butler, Paleomagnetism: Magnetic Domains to Geologic Terranes 1992)).
It is important to note that, unlike natural rock samples, archeomagnetic samples are
often moved after they were manufactured/acquired TRM (e.g., a brick could be
transported from a workshop to a construction site, or bricks from an older building could
be reused). Therefore, an additional important task of an archeomagnetic study is to
reliably determine the history and age of the studied objects, based on thorough
examination of historical and archeological data. In addition, because many
archeomagnetic objects are not found in situ, it is often impossible to obtain the complete
information about their orientation during the initial TRM acquisition process. However,
if the details of manufacturing process are known, it is sometimes possible to determine
the geomagnetic inclination. For example, bricks or tiles were typically placed on their
side on a flat horizontal surface during firing, which allows determining inclination. Vice
versa, as all archeological objects formed during the normal polarity (Bruhnes) epoch, it
allows using the measured inclination to restore the object orientation during
manufacturing. Sometimes, when archeomagnetic samples are found in situ (e.g.,
fireplaces, fire sites, etc.), both declination and inclination can be determined. However,
archeomagnetic samples are most suited for paleointensity (archeointensity)
determinations, which do not require the knowledge of the original orientation of a
sample.
Paleomagnetic measurement starts with measurement of the declination, inclination, and
intensity of the NRM. However, in order to measure the direction of the primary
remanence component, the secondary components of NRM need to be removed. For this,
the sample is subjected to a progressive demagnetization procedure (also known as
magnetic cleaning). Progressive demagnetization consists in sequentially demagnetizing
the sample at progressively higher levels, measuring the remaining NRM after each
demagnetization step. The ultimate objective is to reveal the components of NRM that are
carried by ferromagnetic grains within a particular interval of coercivity or blocking
temperature. Resistance to demagnetization is often described in terms of stability of
NRM, with low-stability components easily demagnetized, and high-stability components
removed only at high levels of demagnetization.
The two most common progressive demagnetization techniques are: (1) thermal
demagnetization and (2) alternating field (AF) demagnetization. In a standard version,
thermal demagnetization consists in cycling a specimen to an elevated temperature in
zero magnetic field environment, and measuring the remaining NRM direction and
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intensity at room temperature after each cycling. The process is then repeated to a higher
heating temperature until the NRM is completely demagnetized. This demagnetization
approach is sometimes referred to as discontinuous demagnetization because the
temperature increase is interrupted by measurements at room temperature. The typical
instruments required are a full-vector rock magnetometer and a separate magneticallyshielded furnace (which represent a basic setup of any paleomagnetic laboratory). A
faster alternative to discontinuous magnetization is continuous demagnetization, when the
changes in the NRM vector direction and intensity are measured simultaneously with
heating to the highest demagnetization temperature. However, this approach requires
sophisticated full-vector thermo-magnetometers that are not commercially produced and
are not easily available.
Alternating field demagnetization is done by subjecting a specimen to an alternating
sinusoidal magnetic field which has a linear decrease in amplitude with time. Each next
demagnetization steps starts with a stronger initial magnitude of AF (the peak field) than
the previous step. Similar to discontinuous thermal demagnetization, the remaining
fraction of NRM is measured with a full-vector rock magnetometer at room temperature
after each step. AF demagnetizers represent rather standard equipment in paleomagnetic
laboratories.
The demagnetization data are conventionally plotted on a vector component diagram,
which is constructed by placing the base of the NRM vector at the origin of a Cartesian
coordinate system, and projecting the tip of the vector onto two orthogonal planes (Figure
2.4). The distance of each data point from the origin is proportional to the intensity of the
NRM vector projected onto that plane. To construct a vector component diagram, each
NRM vector observed during the progressive demagnetization experiment is decomposed
into its north (N), east (E), and vertical (Down) components:
Ni = NRMi cos Ii cos Di
Ei = NRMi cos Ii sin Di
Zi = NRMi sin Ii
where NRMi, Ii and Di are the intensity, inclination and declination of NRM remaining
after the i-th demagnetization step.
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Figure 2.4. a) Behavior of NRM vector during progressive demagnetization. Solid arrows
show the NRM vector during demagnetization at levels 0 through 6; the dashed arrow is
the low-stability NRM component removed during demagnetization at levels 1 through 3;
during demagnetization at levels 4 through 6, the high-stability NRM component
decreases in intensity but does not change in direction. b) Projection of the NRM vector
shown in (a) onto the horizontal plane. The scale on the axes is in A/m; the lightly
stippled arrow is the horizontal projection of the NRM vector removed during
demagnetization at levels 1 through 3; the heavily stippled arrow is the projection of the
NRM vector remaining at level 3. c) Projection of the NRM vector onto a vertical plane
oriented north-south. The solid arrow is the vertical projection of the NRM vector prior to
demagnetization; the lightly stippled arrow is the projection of the NRM vector removed
during demagnetization at levels 1 through 3; the heavily stippled arrow is the projection
of the NRM vector remaining at level 3. d) Horizontal and vertical projections combined
into a single vector component diagram. Solid data points indicate vector end points
projected onto the horizontal plane; open data points indicate vector end points projected
onto the vertical plane; numbers adjacent to data points are demagnetization levels. After
(Butler, Paleomagnetism: Magnetic Domains to Geologic Terranes 1992).
The vector diagrams are visually inspected to identify the presence of one or more
magnetization components. The directions of these components (expressed as the angles
of D and I for each component) are calculated using the principal-component analysis
22

(Kirschvink 1980) that is integrated in all modern paleomagnetic data processing
software.
The remanence component corresponding to the demagnetization trajectories converging
at the origin of the vector diagram is called the characteristic remanent magnetization
(ChRM). Although the ChRM often represents the primary magnetization coeval with the
formation of studied rocks or objects, additional tests are required to establish the primary
nature of ChRM (e.g., the baked contact test, conglomerate test, or reversal test) (Butler,
Paleomagnetism: Magnetic Domains to Geologic Terranes 1992). In general, these field
methods are not applicable to archeological objects. However, because of the relatively
young age of archeomagnetic samples, they are usually less altered, less remagnetized,
and, therefore, are more trustworthy recorders of the magnetic field direction and
intensity.

2.3 The Lowrie test
A rock magnetic investigation represents an integral part of any paleomagnetic or
paleointensity study. The main purpose of rock-magnetic investigations is to identify the
ferromagnetic mineral composition and magnetic domain state of the investigated
materials and to identify the nature of the magnetic remanence components. Such an
investigation usually utilizes a suite of rock-magnetic methods such as thermomagnetic
analysis and magnetic hysteresis measurements (Section 2.1). In an attempt to combine
the advantages of both techniques, Lowrie (Lowrie 1990) proposed a method that utilizes
the fact that the ferromagnetic minerals have distinctive combinations of characteristic
coercivities and thermomagnetic properties. The Lowrie test consists in analyzing
behavior of thermal demagnetization of an isothermal remanent magnetization (IRM).
The original Lowrie test procedure starts with measurement of an IRM acquisition curve
to the strongest available magnetic field (Hstrong > 1 T). At the end of this procedure, a
strong-field IRM is imparted in the sample (i.e., all ferromagnetic grains with micro
coercivities HK < Hstrong are magnetized in the direction of Hstrong, and the grains with HK
> Hstrong remain randomly magnetized, not contributing to the strong-field IRM). Next, an
intermediate magnetic field (Hinter < Hstrong) is applied orthogonally to the Hstrong
direction. This results in remagnetization of the ferromagnetic grains with coercivities HK
< Hinter in the direction of Hinter, whereas the grains with Hstrong > HK > Hinter remain
magnetized in the direction of Hstrong. Next, a low field (Hlow) is applied in the direction
orthogonal to both Hstrong and Hinter, resulting in remagnetization of the ferromagnetic
grains with HK < Hlow in the direction of Hlow, whereas the grains with Hinter > HK > Hlow
remain magnetized in the direction of Hinter, and the grains Hstrong > HK > Hinter remain
magnetetized in the direction of Hstrong. The magnitudes of the Hstrong, Hinter, and Hlow
fields are selected to represent typical coercivity ranges of different magnetic minerals,
but the selection is somewhat subjective. For example, Lowrie (Lowrie 1990) used 5 T,
0.4 T, and 0.12 T, respectively. During the final step of the Lowrie test, the sample is
subjected to discontinuous thermal demagnetization with the remaining intensity of each
IRM component measured at room temperature after each demagnetization step. The
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obtained demagnetization curves are used for interpretation as described below. For
convenience, the curves are sometimes normalized by the initial IRM values.
The initial IRM acquisition curve can reveal the presence of mineral phases with different
coercivities, but it is not sufficient to resolve the phases with similar coercivities or to
determine their composition. Thermal demagnetization data allow better identifying the
number and composition of the mineral phases present in the sample. To demonstrate the
principle of the Lowrie test, we will use a model that contains four magnetic mineral
phases: two “magnetically-hard” phases (Phases 1 and 2) with very high coercivities,
Phase 3 with intermediate coercivities, and Phase 4 with low coercivities (Figure 2.5 a;
Table 2.2). Each phase is assigned with a coercivity range (instead of a single coercivity
value), which reflects the fact that mineral grains of the same composition can have
different coercivities HK (because of different size, shape, impurities, etc.). Each phase is
also assigned with its IRM acquisition curve up to Hstrong = 1 T (Figure 2.5 a). All the
phases have different Curie temperatures (Table 2.2).
Table 2.2. A model magnetic mineral composition. The Curie temperatures (Tc) and the
coercivity ranges of the model phases are selected for convenience of presentation, but
they approximate the corresponding values of some natural minerals.
Model Phase Model Tc (°C) Coercivity Range (T) Approximate Natural Analog
Phase 1
650
>0.5
Hematite
Phase 2
150
>0.5
Goethite
Phase 3
550
0-0.5
Magnetite
Phase 4
300
0-0.2
Pyrrhotite
The initial IRM acquisition curve of the model Lowrie test is calculated as sum of the
individual IRM acquisition curves of the four phases (Figure 2.5 b). The resulting curve
is not saturated in the maximum field (1 T), suggesting the presence of a magnetically
hard phase and, perhaps, a softer magnetic phase, but it certainly does not show all the
present phases and does not provide any information on the phase composition. The
model uses Hinter = 0.5 T and Hlow = 0.2 T. The application of Hinter does not affect the
high-coercivity phases but will remagnetize both Phase 3 and 4. The subsequent
application of Hlow will remagnetize the low-coercivity grains of Phase 3 and all the
grains of Phase 4.
The thermal demagnetization curve of the strong-field IRM (Figure 2.5 c,d) clearly
reveals the presence of two magnetically-hard phases (model Phases 1 and 2) unblocking
at ~150 °C and ~650 °C. The demagnetization curve of the intermediate-field IRM shows
a single mineral phase (Phase 3) unblocking at ~550 °C. Finally, the demagnetization
curve of the low-field IRM shows two phases. One phase unblocks at ~550 °C, so one
can conclude that Phase 3 contains some grains with coercivities <0.2 T. The other phase
(Phase 4) unblocks at ~300 °C and thus is different in composition from the other phases.
Therefore, all four phases will be detected illustrating the ability of the Lowrie test to
resolve and identify multiple mineral phases.
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Figure 2.5. a) IRM acquisition curves for the four model mineral phases (Table 2.2).
b) The model IRM acquisition curve measured during the first step of the Lowrie test (a
sum of the curves from part a). c) Discontinuous thermal demagnetization curves of the
strong-field (orange line), intermediate-field (blue line), and low-field (grey line) IRM
components. d) The demagnetization curves from part c normalized by their respective
values at room temperature.
In the original paper, Lowrie (Lowrie 1990) demonstrated the effectiveness of the test on
several natural rocks, including a Helvetic limestone from the Morcles nappe in the Swiss
Alps. The initial IRM acquisition curve was non-saturated but did not show any
prominent changes in slope (Figure 2.6 a). However, the thermal demagnetization curves
of the hard (0.4-5 T), intermediate (0.12-0.4 T), and soft (<0.12 T) coercivity fractions
showed distinct unblocking temperatures (Figure 2.6 b). The hard and intermediate
coercivity fractions strongly suggested unblocking of pyrrhotite below 330 °C and
hematite at 640°C. No signatures of other magnetic minerals such as goethite,
maghemite, or magnetite were observed. Lowrie thus concluded that the magnetic
properties of the sample were defined by pyrrhotite with a coercivity range up to 0.5 T,
and hematite with a wide spectrum of coercivities, from 0.12 T to >5 T.
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Figure 2.6. a) Initial IRM acquisition curve measured from the Helvetic limestone sample
((Lowrie 1990); see text). b) Thermal demagnetization of a three-component IRM,
produced by magnetizing the sample in 5 T along its z-axis, followed by 0.4 T along the
y-axis, and finally 0.12 T along the x-axis. The red, blue, and orange lines represent the
strong-, intermediate-, and low-field IRM components, respectively. Redrawn after
(Lowrie, Identification of ferromagnetic minerals in a rock by coercivity and unblocking
temperature properties 1990).
Although the Lowrie test has been used for magnetic characterization (e.g., (Plado, et al.
2008, Nedelec, et al. 2015)), but its application has been limited by some drawbacks.
First, the discontinuous thermal demagnetization is rather time consuming and may take
several days to complete. In addition, multiple thermal cycles increase the potential for
magneto-mineralogical alteration during the experiment, which is impossible to detect
from the discontinuous demagnetization data. Second, due to the time and instrumental
constraints, discontinuous thermal demagnetization is usually done with relatively large
temperature increments (typically, in >50°C steps). Consequently, the original Lowrie
test may not allow discerning mineral phases with close Curie temperatures. Third, in
rare situations, two different magnetic mineral phases may have overlapping unblocking
temperature spectra, in which case the Lowrie test may not be effective (Dinarès-Turell
and McClelland 1991).
The use of continuous thermal demagnetization represents a potential solution to these
problems. First, as the demagnetization is performed in a single run (instead of multiple
temperature cyclings), it significantly reduces the test duration (from days to tens of
minutes) and lessens the potential for heat-induced alteration. Second, continuous
demagnetization allows measuring the remaining IRM values with temperature increment
as small as 1°C (or even less), which substantially increases the test resolution with
respect to the unblocking temperatures of mineral phases. In addition, the use of a hightemperature full-vector magnetometer allows performing all the test procedures (IRM
acquisition, thermal demagnetization, and remanence measurements) without moving the
specimen between different instruments, which further reduces the experimental time and
eliminates the potential errors due to inconsistent orientation of the specimen between the
steps. Development of such a faster, more efficient version of the Lowrie test based on
continuous demagnetization constituted an important objective of this doctoral study.
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3 Methods and problems of absolute paleointensity
determination
Determination of the strength of Earth’s ancient magnetic field (absolute paleointensity,
Hanc) represents a much more difficult task than determination of paleomagnetic
directions (Section 2.2). The latter can be achieved even if only a small part of the
primary magnetization vector is retained in the rock, whereas determination of Hanc
requires a much more complete preservation of the vector. Practically, all the methods
used for absolute paleointensity determination are based on the comparison of a natural
remanent magnetization (NRM) (or, more precisely, of the primary component of NRM)
with a remanent magnetization induced in laboratory in a known magnetic field (Hlab).
Reliable determination of absolute paleointensity is only possible from the rocks or
objects, in which primary component of NRM is represented by a thermal remanent
magnetization (TRM), for two main reasons. First, the dependence of TRM magnitude on
the magnetizing field intensity is well defined and linear, whereas the field dependence
for other common types of NRM such as DRM, CRM, or TCRM is less well known and
is generally non-linear (e.g., (Smirnov and Tarduno 2005)). Second, the process of TRM
acquisition is easily reproducible in the laboratory conditions, whereas it is typically
impossible to reproduce the acquisition processes for the other types of magnetic
remanence. Fortunately, the primary component of NRM is represented by a TRM in
many (but not all) igneous rocks and baked clays.
Accordingly, the methods of paleointensity determination that are based on comparison
of natural TRM with a laboratory TRM (TRMlab) are considered to be the most reliable
because they reproduce the mechanism by which the rocks or archeological artifacts
acquire their initial (natural) magnetization (TRManc) (Koenigsberger 1938). The basic
assumption of such methods is that the efficiency of TRM acquisition in nature (TRManc)
and in the laboratory (TRMlab) are equivalent. This means that in both equations:
TRManc = k × Hanc

3.1

TRMlab= k × Hlab

3.2

the value of coefficient κ is the same. This assumption implies that the magnetic mineral
composition of the rock has not changed during the geological life or during the
laboratory experiments, because a sample alteration would change κ. However, the use of
a simple proportion to find Hanc:
Hanc = (TRMlab/TRManc) × Hlab

3.3

is almost never possible due to the presence of secondary remanence components, and
due to the inability to monitor non-ideal paleointensity behavior and sample alteration
during the experiment. To address these problems, most absolute paleointensity methods
involve thermal demagnetization of NRM.
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The generally accepted standard for the determination of past field strength is the Thellier
double-heating method (Thellier and Thellier 1959) in its common variant proposed by
Coe (Coe 1967), which compares demagnetization of a natural remanent magnetization
(NRM) with the acquisition of a partial thermal remanent magnetization (pTRM). In the
Thellier-Coe method, the NRM of a sample is demagnetized by heating to a given
temperature (Ti; T0 < Ti < Tc) and cooling back to room temperature (T0) in a field-free
space (a “field-off” step). The remaining fraction of NRM (δNRMi) is measured at T0.
Next, the sample is heated to the same temperature Ti and cooled back to T0 in a field
Hlab. This “field-on” step results in the acquisition of a partial thermoremanent
magnetization (pTRMi). The remanence measured after the “field-on” step is a vector sum
of the NRM-remaining and pTRM, but the pTRM intensity and direction can be obtained
by a trivial calculation. These paired “field-off” and “field-on” steps are repeated for
temperature increments that span the entire unblocking temperature range of rock’s
magnetic minerals (typically, up to 400-590 °C), i.e. until the sample is completely
demagnetized. In principle, if the pTRMs are additive, knowledge of the NRM lost
(ΔMNRM), the thermoremanent magnetization gained (ΔMTRM), and the laboratory field
(Hlab) allows a calculation of the past field intensity (Hpaleo):
H paleo 

ΔM NRM
H lab
ΔM TRM

3.4

In practice, the points corresponding to each temperature step are plotted on an NRMremaining (δNRMi) versus pTRM-gained plot (Arai plot (Nagata, Arai and Momose
1963)) and the ΔMNRM/ΔMTRM ratio is determined from the slope of a linear segment of
the Arai plot (Figure 3.1).
A fundamental requirement of the Thellier method is that the measured sample obeys the
laws of pTRM reciprocity, independence and additivity (known as the Thellier laws):


Reciprocity: A pTRM (T1, T2) that is created within a blocking temperature range [T1,
T2] during cooling, will be unblocked (completely demagnetized) within the same
temperature range during reheating (i.e., the blocking and unblocking of a remanent
magnetization are reciprocal);



Independence: Two or more pTRMs are independent of one another if they have
mutually exclusive ranges of blocking temperatures;



Additivity: pTRMs with mutually exclusive blocking temperature ranges are vector
additive.
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Figure 3.1. Model Arai plots representing ideal a) and non-ideal b) behavior. The NRMremaining (δNRMi) and pTRM-gained (pTRMi) are measured after a zero-field and infield thermal cycling to temperature Ti, respectively. The values of δNRMi are plotted
against pTRMi (grey circles). The first point is the natural remanent magnetization
(NRM). The purple triangles and dashed arrows show the pTRM-checks obtained by
repeating a pTRM acquisition (field-on) step at a lower temperature (e.g., Ti-1) after the
double-heating step to Ti. a) In the ideal case, the data points (δNRMi vs. pTRMi) form a
straight line, which slope is used to calculate the paleointensity. The pTRM-check points
coincide with the initial respective pTRM values, indicating the absence of magnetomineralogical alteration. b) In the non-ideal case, the data points do not form a straight
line, which may reflect the presence of non-ideal magnetic carriers and/or alteration. In
the showed example, the pTRM-check points plot to the right from the initial points,
which indicates that additional magnetic carrier formed during the experiment
(alteration).
These three laws hold for SD and small PSD grains, for which the Arai plot is perfectly
linear and yields an accurate estimate of the paleofield strength (e.g., (Dunlop, Zhang and
Özdemir 2005, Smirnov, Kulakov, et al. 2017). However, many materials used for
paleointensity determinations contain some amount of large PSD and MD grains for
which the Thellier laws do not hold (e.g., (Shashkanov and Metallova 1982)). The
presence of such non-ideal grains typically results in a concave up shape of the Arai plot
(e.g., Figure 3.1 b) which may lead to a substantial bias in determining Hanc (Smirnov,
Kulakov, et al. 2017). Sometimes, the attendant changes in the Arai plot curvature is not
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well expressed. In order to better detect the non-ideal behavior, a variant of Thellier
method has been proposed in which the order of the zero-field (Z) and in-field (I) steps is
switched every other temperature step (IZ-ZI-IZ-ZI-…) (Yu and Tauxe 2005). With the
IZZI Thellier method, the non-ideal behavior (if any is present) is enhanced and appears
as a characteristic zigzag pattern on the Arai plot. However, while the IZZI method is
more efficient in detecting non-ideal behavior, it does not allow correcting for the
attendant paleointensity bias. Both Thellier-Coe and IZZI variants typically involve
several tens of temperature cycles and a single experiment normally takes from 10 to 15
days, or even longer.
In order to remove the bias due to non-ideal remanence carriers, it has been proposed to
complement the standard Thellier-Coe procedure with low-temperature demagnetization
(LTD), which preferably removes the remanence carried by the non-ideal grains (Schmidt
1993, Smirnov 2017). The LTD was conducted by immersing samples in liquid nitrogen
in a magnetic field-free environment after each heating. All reported studies using the
LTD-Thellier method have resulted in higher success rates and increased quality of
paleointensity results (Celino, Trindade and Tohver 2007, Kulakov, Smirnov and Diehl
2013, Smirnov and Evans 2015, Smirnov 2017). However, the LTD-Thellier method is
very time-consuming (2-3 times longer) and is more difficult to implement than the
standard Thellier method). More importantly, it does not reduce the potential for
experimental alteration due to multiple heatings. An alternative approach to correct for
the effects of large PSD and MD grains was proposed by Wang and Kent plot (Wang and
Kent 2013), but it is also time-consuming, and involves additional high-temperature
treatment cycles that further increases the probability of magneto-mineralogical alteration
in the samples. Overall, the problem of non-ideal carriers can be effectively avoided by
selecting samples that contain no or small amount of MD grains. Such selection can be
informed by preliminary rock-magnetic analyses of the samples.
The most challenging problems of paleointensity determination is physico-chemical
alteration of samples during the laboratory experiment, because it violates the
requirement that the magnetic mineral makeup of the sample does not change during
paleointensity experiments (i.e., the coefficient κ in Eqs. 3.1 and 3.2 does not change).
However, multiple heating steps required by the Thellier method variants often result in
magneto-mineralogical alteration due to formation of fine-grained magnetic minerals
from clays (Hirt and Gehring 1991, Hirt, Banin and Gehring 1993), the transformation or
neoformation of magnetic minerals (e.g., (Kosterov and Prévot 1998, Smirnov and
Tarduno 2003)), and other processes. This pervasive alteration substantially limits the
scope of rocks suitable for Thellier experiments.
The Thellier-Coe method incorporates a procedure (pTRM checks) that allows detect the
alteration in the course of an experiment. The procedure consists in repeating some
pTRM acquisition (field-on) steps at a lower temperature (Figure 3.1). Ideally, if no
alteration occurred, the second pTRM will be equal to the initial one. If the difference
consistently exceeds the first percents (±5%) of the initial pTRM, it is usually considered
as a telltale of alteration. Frequently, the heating-induced alteration occurs only during
high-temperature steps. In this case, the pTRM checks often allow identifying a lower
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temperature interval not affected by the alteration, so that the data points from this
interval can be used to determine paleointensity, Hanc. However, sometimes the pTRM
checks are not efficient in detecting the incipient alteration if it occurs at a slow rate (e.g.,
(Smirnov and Tarduno 2003)).
As mentioned before, the experimental alteration substantially reduced the scope of rocks
and other materials available for paleointensity determination with the Thellier-Coe
method. In order to reduce the potential for alteration, other methods have been proposed
that reduce the number and/or duration of required heating cycles. For example, Kono
(Kono 1974) proposed to apply HLab perpendicular to the initial NRM vector, therefore
eliminating the need for the off-field steps because NRM-loss and pTRM-gain should be
recorded by independent orthogonal components of the composite remanence. However,
this approach is not applicable to many samples that contain secondary NRM
components.
A more promising approach to reduce the alteration is based on using continuous thermal
demagnetization/magnetization (Chapter 2) in which the remanence is measured
simultaneously with heating (i.e., at elevated temperatures) as opposed to the
conventional discontinuous demagnetization when remanence is always measured at
room temperature (as in the variants of Thellier method discussed above). The first
version of such a method (Wilson 1961), a continuous thermal demagnetization curve of
NRM is measured first, after which a full TRM is imparted in the sample, and a
continuous thermal demagnetization curve of the TRM is measured, using the same
temperature range and rate as for the NRM. Both curves are then compared to find the
temperature interval, ΔT, within which the curves manifest similar behavior (e.g. similar
relative slope) to avoid the effect of viscous magnetization, and paleointensity is
calculated by a simple proportion:
H paleo 

ΔM NRM
H lab
ΔM TRM
’

where ΔNRM and ΔTRM is the decay in NRM and TRM over ΔT, respectively. An
identical approach was later developed independently by Burakov (Burakov 1973).
More recently, Le Goff and Gallet (Le Goff and Gallet 2004) built up on the early ideas
of Wilson and Burakov, and proposed a procedure that involves continuous measurement
of remanence over a broad temperature interval and allows accounting for both the
cooling rate dependence of TRM acquisition and the anisotropy of TRM.
With only three required heatings and continuous demagnetization with simultaneous
measurement of the remanent magnetization decay, a typical Le Goff and Gallet
procedure duration is 1-2 hours when a fully automated thermal magnetometer is used
(see Chapter 4.1.5). Therefore, the LGG procedure significantly reduces the potential for
heating-induced alteration in comparison to the conventional Thellier method. However,
the experimental alteration still represents a problem because the LGG technique does not
contain a procedure (similar to the pTRM checks in the Thellier method) that permits
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viscous and alteration effects to be detected early in the experimental sequence. In other
words, if the sample alters during the first heating to the maximum temperature, the
alteration will not be noticed rendering all further measurements useless, since the
magnetic makeup of the sample changes.
To circumvent this problem, Dunlop (Dunlop 2008) suggested a Thellier-like method
based on single rather than double heatings for each temperature step. The method
involves measurement of NRM-remaining at the peak temperature of each step and,
therefore, requires a high-temperature magnetometer. In principle, the Dunlop’s approach
allows implementing pTRM checks that could be added to the experimental routine by a
second heating in zero field, followed by cooling in zero field to a lower temperature
where field HLab is applied. However, neither Dunlop nor anyone else has tried the
pTRM-check procedure.
However, while better suited for detecting the sample alteration, the major drawback of
the Dunlop method is that it involves multiple heating-cooling cycles, which increases
the potential for heating-induced alteration. In addition, a paleointensity determination
with the Dunlop method takes 5-6 times longer time than with the LGG method.
Importantly, while the continuous demagnetization methods represent a promising
approach for paleointensity determination, their implementation currently faces a
significant challenge. All of them require a magnetometer that that would allow reliable
measurement of a full magnetization vector at elevated temperatures during heating and
cooling. Such full-vector variable-temperature instruments are not commercially
available and a small number of custom-built magnetometers do not meet the standards
of modern paleomagnetic research in terms of their capabilities, accuracy and precision.
A development of a new high-quality and accessible instrument, therefore, represents an
important problem (see Chapter 4.1.5).

32

4 Development of a new instrument
4.1 Basic principles and types of magnetometry for
paleomagnetic research.
Paleomagnetic research is ultimately based on our ability to measure the strength and
direction of the magnetic moment of a sample. This section presents the magnetometry
methods used in modern paleomagnetic research.

4.1.1 Superconducting quantum interference device (SQUID)
magnetometry
The most sensitive magnetometer type utilizes the superconducting quantum interference
device (SQUID) technology (thus it is often referred to as a SQUID magnetometer, or
simply SQUID). The SQUID consists of two superconductors separated by thin
insulating layers to form two parallel Josephson junctions (Josephson 1962, Rohlf 1994,
Clarke 1994). The great sensitivity of the SQUID devices is associated with measuring
changes in magnetic field associated with one flux quantum. The magnetic flux is
quantized in units:
Φ

ℏ

≅ 2.0678

10

𝑇∙𝑚

4.1

If a constant biasing current is maintained in the SQUID device, the measured voltage
oscillates with the changes in phase at the two junctions, which depends upon the change
in the magnetic flux (Figure 4.1). Counting the oscillations allows you to evaluate the
flux change which has occurred. The detailed description of the principles of SQUID
magnetometry is outside of the scope of this dissertation work.

Figure 4.1. The DC SQUID construction and principle: a) Shows the two Josephson
junctions forming a superconducting ring, which forms the DC SQUID. b) Shows the
output voltage as a function of applied flux. A weak flux signal produces a corresponding
voltage swing across the SQUID, which conventional electronics can measure. Redrawn
after (Clarke 1994).
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The practical implementation of the SQUID magnetometry is associated with many
technical challenges, including the necessity to maintain the SQUID sensors at very low
temperature (liquid helium, 4.2 K). All the attempts to build a magnetometer based on
“high-temperature” (liquid nitrogen, 77 K) have been so far unsuccessful. However,
SQUID magnetometers are widely used in medicine, biomedical science, and other fields.
The SQUID-based devices used for rock-magnetic research include the Magnetic
Property Measurement System (MPMS) and Physical Property Measurement System
(PPMS) by Quantum Design, Inc. However, while both instruments provide a
temperature range from 1.8 K to 400 K, they can only measure magnetic moment along
one axis, which makes them not suitable for paleomagnetic or paleointensity
experiments. In addition, because of a very high purchase and maintenance cost of both
instruments, they are not easily available for most researchers.
The only company that produces SQUID magnetometers that allow simultaneous
measurement of three orthogonal components (i.e., the full magnetization vector) is 2G
Enterprises Inc. (a consortium of William S. Goree Inc. (WSGI) and Applied Physics
Systems (APS), Inc.). This is the most sensitive magnetometer for paleomagnetic
research. The sensitivity depends on the model but typically it is 10-11 Am2. The 2G
magnetometers are used in many laboratories around the world but they are increasingly
more difficult to acquire due to skyrocketing price and long production times.
A substantial limitation of the 2G magnetometers, however, is that they only allow
measurements at room temperature and are not well positioned for implementation of
variable temperature option. While two prototypes of a cryostat insert have been
developed (Smirnov and Tarduno 2011, Feinberg, et al. 2015), no successful attempts of
implementation of the high-temperature option have been reported. Currently, the 2G
magnetometers are exclusively used in the discontinuous demagnetization procedures
when the demagnetizing thermal or alternating field cycling is conducted in a separate
device.

4.1.2 Spinner magnetometry
Spinner magnetometers are able to measure the full magnetization vector and represent a
less expensive alternative to SQUID magnetometers when high sensitivity is not needed.
In a spinner magnetometer, the sample is rotated at a constant angular velosity near a
sensor coil. The rotating magnetic moment of the sample induces an AC voltage in the
coil. The amplitude and phase of the induced signal depend on the magnitude and
direction of NRM of the specimen. For a sample rotating between a pair of detector coils,
the output voltage amplitude is proportional to the projection of the remanent moment
vector on the plane perpendicular to the rotation axis, whereas the component parallel to
the rotation axis does not induce any signal. Thus, to measure the third component, the
specimen must be turned by 90° and measured again. In practice, the standard
measurement involves successive measurements in three or six positions to reduce the
measurement errors (Pokorný 2007). The components of remanent moment vector are
calculated using Fourier harmonic analysis.
34

The most common commercial spinner magnetometer is JR-6/JR-6A manufactured by
AGICO. The documented system sensitivity is 2.4×10-6 A/m (2.7×10-11 A∙m2 for a
standard paleomagnetic sample)for a spinning rate of 87.7 RPS, and for the low-speed
rotation of 16.7 RPS, the sensitivity is 1.0×10-5 A/m (1.1×10-10 A∙m2 for a standard
paleomagnetic sample), however on practice this sensitivity is unreachable and the best
achieved sensitivity is about 3 orders of magnitude lower. The sensitivity is adequate for
strongly magnetized igneous rocks but is not sufficient for weaker NRMs typical for
many sedimentary and metamorphic rocks. In comparison with SQUID instruments,
spinner magnetometers do not require frequent or difficult maintenance and are more
robust, but measurement of a single sample takes several minutes, 3-4 times longer that
with SQUID. By its nature, the spinner magnetometry is not suitable for temperaturedependent measurements although a unique variable-temperature spinner system was
designed at Munich University (Wack and Matzka 2007). Thus, similar to SQUIDs,
spinner magnetometers are solely used in the discontinuous thermal and AF
demagnetization procedures.

4.1.3 Vibrating sample magnetometry
In a conventional single-axis VSM, a dipole magnetic moment M is created in a sample
in a horizontal uniform magnetic field, H (Figure 4.2). The dipole axis is coaxial with the
field. To measure M, the sample is vibrated (usually, up and down) with a small (micronscale) amplitude (A) using a piezoelectric, acoustic, or mechanical actuator, so that the
magnetic moment is harmonically oscillated with frequency ω with respect to stationary
pick-up coils. The oscillating magnetic field of the vibrating sample will induce an
electromotive force, E, in the pick-up coils:
𝐸

𝑀𝐺 𝑟 𝑁𝐴𝜔 𝑐𝑜𝑠 𝜔𝑡 ,

4.2

where N is the number of turns in the pick-up coils N and G(r) is a known geometric
factor (based on the location and size of the coils). The strength of M can therefore be
determined from the amplitude of E (measured voltage). The absolute values are obtained
using a calibration factor determined by measurement of a standard sample with a known
magnetic moment. The axes of pick-up coils are colinear with the field H; hence, the
direction of M, which ensures that the total value of M is measured.
The presence or absence of field H during the measurement does not affect the outcome
of measurement, which makes VSM an instrument of choice for magnetic hysteresis
measurements (see Chapter 2). When H = 0, the remanent magnetic moment is measured.

35

Figure 4.2. A generic principle of the Vibrating sample magnetometry. Image source:
https://en.wikipedia.org/wiki/Vibrating-sample_magnetometer (Vibrating-sample
magnetometer 2011).
Importantly, the moment M does not have to be imparted by the VSM magnets. In
principle, a VSM can measure any remanent magnetic moment (e.g., NRM). However, in
the conventional configuration, a VSM is only capable of measuring the component of M
parallel to the pick-up coil axis. Measurement of the full magnetization vector represents
a difficult technical problem that has not been implemented in any commercial
instrument to date.
VSM is the only relatively affordable type of a magnetometer that allows implementing a
variable temperature options in a broad range of temperatures from ~4.2 to ~1000 K,
using a cryocooler system (4.2 K to 293 K) or a heater (293 K to ~1000 K).
The physical principle of Alternating Gradient Field Magnetometry (AGFM) is identical
to that of VSM with the only important difference that the sample vibration is forced by
an alternating gradient magnetic field instead of a mechanical actuator (Flanders 1988).
While its technical implementation is more involved than VSM, AGFM has somewhat
better sensitivity than VSM. However, an AGFM is also more sensitive to external
factors (e.g., nearby acoustic noise, air motion, etc.). In particular, this makes it
practically impossible to implement variable-temperature options with AGFM
instruments.
The most common commercial instruments employed in paleomagnetic laboratories are
Princeton Measurement Corporations (PMC) Model 2900 and Model 3900 VSM and
AGFM. Recently, the PMC was acquired by LakeShore Cryogenics Inc. who started
production of their VSM 8600 Series. It is very fast yet precise and sensitive instrument
which can operate samples of wide range of magnetization. It can apply magnetic field up
to 3.26 T and switch it with a frequency up to 1 T/s. The LakeSore Cryotronics provides
a set of additional modules which allow to operate in temperature range from 4°K to
1273°K. All these instruments are single-axis instruments and a high price of LakeShore
VSM 8600 makes it difficult to acquire for a typical paleomagnetic laboratory.
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4.1.4 Fluxgate
Flux-gate magnetometers are designed to measure small (typically <100 µT) magnetic
fields and are commonly used for near-surface geophysical applications, in navigation
devices, and as sensor pick-up coils in some VSM/AGFM systems. The sensor of a
typical flux-gate magnetometer consists of two parallel cores made of the special Ni-Fe+
alloy characterized by very high magnetic susceptibility and very low remanent
magnetization. The composition and quality of the core alloy are the major factors
defining the signal-to-noise ratio and sensitivity of a fluxgate magnetometer (e.g.,
(Korepanov and Marusenkov 2012)).
The cores are wound in opposite directions with primary energizing coils (Figure 4.3 a).
When a current flows in the primary coils, the cores become magnetized in opposite
directions. A secondary coil wound about the primary pair detects the change in magnetic
flux in the cores (Figure 4.3 a), which is zero as soon as the cores saturate. While the
primary current increases or decreases, the flux in each core changes and a voltage is
induced in the secondary coil. If there is no external magnetic field, the signals due to the
changing flux are equal and opposite and no output signal is recorded.
When the sensor axis is aligned with an external magnetic field (Hext), the field is added
to the primary field in one core and subtracted from it in the other. The phases of the
magnetic flux become different; one saturates before the other. The flux changes in the
two alloy strips are no longer equal and opposite. An output voltage (electromotive force,
EMF) is produced in the secondary coil that is proportional to the strength of the
component of Hext along the axis of the sensor.
The fluxgate magnetometer provides a continuous record of field strength. However, it
measures the magnetic field strength only along the axis of the sensor. For total field
measurements, three orthogonal sensors are typically employed. The fluxgate
magnetometer output is a voltage, which must be calibrated in terms of absolute magnetic
field units.
The use of two fluxgate sensors in a gradiometer configuration (i.e. with their axes
aligned along a single axis and spaced by a small distance) allows measuring the gradient
of magnetic field along this axis. Magnetic gradiometers (of any type) provide better
resolution, reduce noise, and lessen the effects of external magnetic field variation (e.g.
secular variation). The gradiometer performance improves with the decrease in the
distance between the sensors (the gradiometer base). The smallest base is provided by
single-core fluxgate gradiometers (Berkman 1960).
The basic principle of the single-core fluxgate gradiometer involves using two (or more)
pickup coils wound on a common sensor core (Figure 4.4), instead of two separate
sensors, which reduces the gradiometric bases to less than 4 cm (Berkman 1960). The
single-core gradiometer uses the conventional fluxgate principle, however instead of two
cores, the primary (excitation) winding 𝑤 , is evenly wound on a single Ni-Fe alloy core.
Two secondary windings (𝑤 ) with the equal amount of turns are wound symmetrically
37

with respect to the center of core, over the winding 𝑤 . The output voltage is the
difference in the EMF induced in these coils (𝑤 ), connected in the opposite sense (antiserially) (Figure 4.4).

Figure 4.3. Principle of the fluxgate magnetometer. a) Primary and secondary electrical
circuits include coils wrapped around parallel No-Fe alloy cores in opposite and similar
senses, respectively. b) The output signal in a magnetic field is proportional to the net
rate of change of magnetic flux in the cores (after (Militzer, Scheibe and Seiberl 1984)).
When the gradiometer is placed in a uniform external magnetic field (H1 = H2), the output
voltage (Uout) is zero, since the circuit is symmetrical. In an uneven field (H1 H2), the
distortion of the magnetic flux in the core will be unequal in the sections, where the coils
𝑤 are located. As a result, the second harmonic voltage appears at the gradiometer
output.

Figure 4.4. Principle of the single core fluxgate gradiometer proposed by Berkman.
Redrawn after (Berkman 1960).
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This scheme of the single-core fluxgate gradiometer with the pickup coils anti-serially
connected has been upgraded lately (Janosek, Ripka and Ludwig 2012). The author
pointed out that the scheme proposed in 60s (Figure 4.5 a) makes astatization difficult,
which limits the sensitivity and stability of the magnetometer and makes it vulnerable to
temperature and temporal drifts. As an alternative, it was proposed to subtract the output
of two PSD (power spectral density) detectors (Figure 4.5 b), where the gains of analogto-digital converters (PSD) can be modified to astatize the gradiometer. This approach
utilizes gradient feedback using a special gradient coil (Janosek, Ripka and Ludwig
2012).

Figure 4.5. A single core gradiometer with a) direct signal subtraction and b) with
difference of the detectors signal. Redrawn after (Janošek 2014).
If the uniaxial first-order gradient field is measured by two separated and coaxial fluxgate
elements of length l, originating at the coordinates L1 and L2, respectively, one can write
(Berkman 1960).
≅

4.3

This equation also works for the case of the single-core gradiometer, when two fluxgate
pickup coils share one common fluxgate core, the single-core gradiometer.
The distance (L2 - L1) is the “gradient base”, d. The approximation is approaching the
derivative definition only for a very short gradient base. If each of the two pickup coils is
measuring an average of the magnetic field (its integral over the coil length l) with a
sensitivity S[V/T] and outputs a voltage V, one can write:
4.4
Assuming that the two sensitivities of the gradiometer are known or equal, the
gradiometer output can be rewritten to a simple equation:
𝑉

𝑉

𝑆∙𝑑∙

4.5

4.1.5 Full-vector variable-temperature magnetometry
As discussed in Chapter 2, the capability to measure the full natural remanent
magnetization vector simultaneously with temperature cycling can expand the scope of
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rock magnetic, paleomagnetic, and paleointensity analyses, and improve the reliability
and efficiency of measurement process. Unfortunately, none of the commercially
available instruments provides this option (Section 4.1). There exists a small number of
custom-made devices capable of temperature-dependent full-vector measurement.
However, they are typically inaccessible for external users, and, more importantly, are
characterized by poor reliability and sensitivity among other issues.
One such instrument (named ORION) was developed at the Institute of Physics of the
Earth (Moscow) about 40 years ago (All-in-One 3-Axis Sample Magnetometer "ORION"
2016). Less than 10 of these instruments have been built and installed, mostly in Russia,
since 1980. Although some modifications have been done over the years, the principal
construction, materials used, and user interface have not undergone any major changes.
The ORION magnetometer is a VSM able to continuously measure the full magnetization
vector during the heating and cooling of a sample in the range from 25 to 800°C. The
heating rate can be varied between 0.5 °C/min to 2°C/min. Several years ago, an option
to apply a magnetic field laboratory (up to 200 μT) in arbitrary direction was added. The
magnetometer sensitivity reaches 5∙10-8 A∙m2.
The sensor coils of ORION are represented by four fluxgate gradiometers with their long
axes aligned with the vertical (Z) axis of the magnetometer. The combination of four
sensors allows determining the full vector components of the sample magnetization by
utilizing a proprietary algorithm which uses the sensor readings obtained at the different
positions of sample as it is moved in the vertical direction with respect to the sensors.
Each fluxgate gradiometer consists of cores made annealed permalloy metal, one primary
winding, and two secondary winding (Section 4.1.4). The amplifiers for each sensor are
located in a separate box in a close proximity to the measuring unit to avoid the signal
losses. The analog-to-digital converters are located in the electronic computing unit.
However, the ORION magnetometer has many drawbacks, including:


Unreliable and difficult calibration procedures for magnetic moment, temperature,
and magnetic applied field;



Thermal drift;



8-bit analog-to-digital converters limit an instrument resolution;



Electronic noise and drift due to old electronic components and non-ideal fluxgate
core material;



Sensitivity decreases at high temperatures;



There are no fault protection safeguard procedures;



There is no system of magnetic shields cleaning;



There is no procedure for the empty holder measurement;



No detailed user’s manual is provided.
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Another custom-made single-copy magnetometer (named Triaxe) (Le Goff and Gallet
2004) allows continuous measurements of magnetization of individual samples up to
~650 °C and has the capability to impart a thermoremanent magnetization (TRM) in any
direction in a magnetic field up to 200 µT. The magnetometer utilizes three orthogonal
sets of pickup coils to measure the sample magnetization, which vibrates a horizontal
direction. The declared sensitivity of the Triaxe magnetometer is ~1∙10-8 Am2.
Unfortunately, the instrument is not easily available for external users, and many aspects
of its performance and characteristics remain unknown. The paper does not contain many
details on the magnetometer.
The other known non-commercial three-component (off-axis) spinner magnetometer with
the continuous thermal demagnetization function was developed at the LudwigMaximilians University (Munich) for a specific set of samples. This device differs from
the others thermal magnetometers by the possibility to simultaneous loading of several
samples. The magnetometer determines the full vector of magnetization by rotating the
samples on a circular path at a radial distance to the spinning axis. Six fluxgate sensors
are used to register three gradients of the magnetic fields caused by the samples, and the
vector of remanence is determined by regression analysis of the gradient signals (Wack
and Matzka 2007).
The sample heating system consists of copper pipes with a hot air circulating through
them, these pipes heat the samples up by thermal radiation. The selected approach has
lead to the rather low measurement temperature limit, which does not exceed 350 °C.
However, the construction of this magnetometer from the beginning was designed to
operate with a certain set of rocks with a low Curie temperature of the main magnetic
carrier. This instrument is designed to operate with paleomagnetic samples of standard
size (1 inch) and achieves sensitivity 2∙10-7 Am2.
Therefore, there is a need to develop a reliable and accessible instrument that would be
suitable for mass-production. A new magnetometer MAG×NEAT has been developed as
a part of this dissertation work.

4.2 A new versatile magnetometer MAG×NEAT
The development of the new instrument was conducted with the following goals:
 To increase the sensitivity and thermal stability of magnetic moment
measurement (in comparison to existing instruments) by
 using a different material for the fluxgate core;
 using modern electronic components.



To redesign both analog and digital electronic circuits to increase the signal-tonoise ratio, hence further increasing sensitivity.
To improve the system of magnetic shielding to eliminate external magnetic
influences including the Earth’s magnetic field.
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To replace mechanical parts, which undergo tensions such vibrations, frictions,
heat etc., by the new ones made of modern material and designed with
contemporary engineering approach.
To add an option of conducting of magnetic measurements in temperature range
20-800°C in different media such as air, various gases (including mixture of CO
and CO2), vacuum etc.
To replace thermal control system by new one of more precise temperature
sensors and of wider ability to measuring sequences set ups.
To design a new mechanism of measuring chamber movement to provide
comfortable access to the sample holder (loading/unloading samples) yet maintain
the required level of security during use and ability to keep gases inside or remain
vacuum level set.
To create new software with high number of experiments preset, with wider
options of data analysis (including post processing) and interpretation, but to keep
the option to program the experiment sequence by operator.
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4.2.1 General description
MAG×NEAT is a precision multipurpose full-vector thermal magnetometer designed
using modern materials and technologies to improve the quality and reduce the time of
measurements. The controlling software offers a wide range of pre-programmed
protocols and functions as well as the possibility to create arbitrary measurement
sequences.

Figure 4.6. General view of the magnetometer: a) base unit; b) sensing unit; c) control
unit.
The new magnetometer system consists of three units: base unit, sensing unit, and control
unit (Figure 4.6). While designed for a desktop installation, the instrument can be placed
on a standard 19-inch rack cabinet that contains the control unit and other supplementary
units. The device is powered from 110/220 VAC and can operate within the ambient
temperature +10 – +35°С, and relative humidity up to 95%. A liquid cooling system is
required. A PC with the corresponding software is required to operate the magnetometer
and to program the measurement sequence, as well as for data exchange. In case of
measuring in the atmosphere of gases or in vacuum, the gas supply line and vacuum
pump should be connected to the corresponding outlets of magnetometer. The vacuum
connection port, gas inlet, electronic and power supply connections are placed on the
back side of the base unit. Gas output port, electronic connections and cooling water
in/outlets are located on the top of the sensing unit. The general characteristics of the
magnetometer are presented in Table 4.1.
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The sensor region is protected from the ambient magnetic field by multi-layer magnetic
shielding and with the auxiliary electronic system of compensating the remaining
magnetic noise.
Table 4.1. General characteristics of the MAG×NEAT magnetometer
Parameter
Value
Dimensions (W×D×H), cm:
43.8×26.5×55.7
Sensitivity, A∙m2
1×10-10
Temperature range, °C:
20 – 800
Magnetic field application, mT:
300
Heating/cooling rate, °C sec-1:
0.1 – 5
Vacuum level, Pa:
100
External magnetic field compensation, %:
>99

4.2.2 Operation

Figure 4.7. The MAG×NEAT magnetometer is at a) measurement position; b) uppermost
position; c) loading position.
The magnetometer operates on small cylindrical samples of 1.1 cm in diameter and 1 cm
in height or on cubic samples with a side of 0.8 cm. The magnetometer has been designed
to minimize operator interaction during a measurement. To load the sample, the sensing
unit is lifted to the uppermost position by software (Figure 4.7 b), after which the
operator unfastens the safety lock and moves the sensing unit aside (Figure 4.7 c). Next,
the operator unscrews a ceramic cap on the tip of the sample holder rod, places the
sample on the holder, and screws the cap back on. Finally, are turning back and fasten the
sensor unit and initiation of the down motion of sensing unit to the measurement/regular
position via software (Figure 4.7 a). The magnetometer loaded and ready to operate.
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4.2.3 The base unit and the sample holder
The base unit has been designed as the largest and heaviest part of the device (1) to
provide maximum stability during the motion of the sensing unit between the
measurement and loading positions, and (2) to reduce the impact of the sample vibrations
on the device. Two thick cylindrical guide rails and a threaded spindle are placed on the
unit’s top side to support mounting of the sensing unit (Figure 4.8). The up-down motion
of the sensing unit is driven by a DC motor installed inside the base unit that rotates the
spindle in two opposite directions. The process is automatic and controlled by PC.

Figure 4.8. Top-front view to the base unit.
The sample holder opening surrounded by a vacuum sealing ring is located in the middle
of the base unit’s top. The vacuum sensor indicator is located on the front side (Figure
4.8). The base unit housing and most of the components are made of non-magnetic
aluminum, brass, copper and some composite materials. However, the parts that
experience high mechanical stress (e.g., friction) were made from non-magnetic stainless
steel.
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A sample holder is an essential part of the new magnetometer, which main purpose is (1)
to provide a rigid link between the vibration actuator and the sample (i.e., the sample
should not move with respect to the holder), and (2) to protect the measurement chamber
in case of destruction of the sample. In addition, the holder must provide efficient heat
transfer from the oven to the sample and must be able to withstand prolonged mechanical
loads and repeated temperature variations between 20 and 800 °С.
The development of a state-of-the-art sample holder (Figure 4.9) with control sensors and
electronics, motor and slotted link mechanism represented a challenging engineering
problem. The development had taken several months of intensive efforts including
investigation of high-temperature non-magnetic materials and technologies that could be
utilized. Some ideas used in the development were inspired by the data published by the
Montpellier group (Poidras, Camps and Nicol 2009) (Section 4.1.5). However, the
sample holder presented here represents an original design, from the materials used to
technological solutions.
The sample temperature during experiment is measured with a thermocouple placed
inside the sample holder and thermally linked to the sample via a platinum coated insert.
Albeit expensive, the Pt/Pt-Rh thermocouple type is used because it has the least
magnetic impact among all available options.

Figure 4.9. Cross-section of the sample holder. Where 1. Mandrel (Aluminum); 2. Fixing
ring (Aluminum); 3. Pivot of sample holder (Shapal Hi-M Soft™); 4. Sample cap
(preliminary MACOR®); 5. Lining tube of thermocouple (Ceramic); 6. Heat conducting
non-magnetic spacer (Platinum); 7. Thrust screw (Brass); 8. Safety stop (Heat-resistant
plastic); 9. Support spring (Alloy steel).
The vibration of sample holder is provided by the slotted link mechanism (also known as
scotch yoke), made of stainless steel, mounted in the vacuum camera of the base unit
(Figure 4.10). All surfaces that experience friction are equipped with inserts made of
composite material to provide reliable dry sliding with a constant speed in vacuum
environment and within the full temperature range.
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Figure 4.10. Slotted link mechanism in the vacuum camera of the base unit.
The magnetometer sensitivity and precision ultimately depend on the stability of the
sample vibration frequency as well as the accuracy of determining the sample position
when moving between the sensors. Accordingly, MAG×NEAT is equipped with a high
precision servomotor with encoder and appropriate controller, which allows to set and
control the rotation parameters. In order to avoid the effect of harmonic magnetic signal
from the operating servomotor to the detecting system, the motion of the servomotor axis
was decoupled from the sample holder motion by using a timing belt mechanism with
unequal number of teeth 21/22 (hence, different diameters) of the gears (Figure 4.11).
The gas and vacuum inlets are located on the opposite side of the vacuum chamber
(Figure 4.12). The ability to conduct experiments in a controlled gas atmosphere or in
vacuum better than 10-3 atm (~101 Pa) are provided by a set of valves and a digital
vacuum gauge (Figure 4.12). All the operations of these devices are fully automated,
controlled by the control unit software.
To ensure the required level of vacuum in the chamber, all inlets/connections are made in
compliance with the requirements for the vacuum devices. Special attention was paid to
the inlet of the shaft of servo into the vacuum chamber. Since the use of a conventional
magneto-vacuum input mechanism in this case was unacceptable, a new type of the
vacuum input mechanism was developed and deployed (Figure 4.10).
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Figure 4.11. The drive system with an additional encoder and timing belt mechanism in
the base unit outside the vacuum chamber.

Figure 4.12. The gas and vacuum ports, digital vacuum gauge.
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4.2.4 The sensing unit
The sensing unit contains the most important elements of the magnetometer: the magnetic
sensors, Helmholtz coils, shielding system, oven, cooling jacket, atmosphere control
valves, various detectors, amplifiers, and other components. The sensing unit is movable,
equipped with hinges and safety lock to fasten it during ascend/descend motion and
measurement. The outer housing is made of aluminum, serving to protect the components
from dust and other external mechanical influences (Figure 4.13).

Figure 4.13. Cross-section of the sensing unit.
The design and production of the sensing unit components required a large amount of
preliminary research, calculations, preparations, and testing. The most important
elements of the sensing unit are described below, listed in the order they are placed from
the housing to the center.
4.2.4.1 Shielding system
The three-layer shielding system is intended to protect the sensing unit components from
the ambient magnetic fields, including the magnetic influences from the other electronic
components of magnetometer itself. The near-zero magnetic field in the measurement
chamber is a pre-requisite for accurate measurements. The system consists of three
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concentric cylinders from Permalloy (Permalloy 79NM, 79%Ni+21%Fe) sheets made by
argon arc welding and six flat circular plates (three on the top and three on the bottom)
made of the same material (Figure 4.14). After the mechanical processing, the cylinders
and plates needed to be annealed to restore their magneto-shielding properties (high
magnetic permeability and extremely low coercivity) to full capacity. The annealing
process involved the following steps:
1. Heating to 1100-1150°C at a rate 400-500°C/hour;
2. Exposing at 1100-1150°C during 3-6 hours (depending on the object mass);
3. Cooling to 600°C at a rate 100-200°C/hour;
4. Cooling from 600 to 200°C at a rate 400°C/hour.

Figure 4.14. Magnetic shielding of the sensing unit.
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As with any passive magnetic shields, it is expected that the shieling capacity may slowly
decrease due to accumulation of a weak remanent magnetization in some areas. In order
to remove these parasitic magnetizations, a unique magnetic cleaning system was
developed and implemented in MAG×NEAT to ensure the continuous and efficient
magnetic shielding (the magnetometers used in paleomagnetic research are not equipped
with any magnetic cleaning system). The system utilizes the alternating field (AF)
demagnetization method (i.e. an object is subjected to AF with the amplitude decaying to
zero). The alternating field is generated by copper windings placed around each layer of
the shielding (Figure 4.15). The used AC frequency is 200 Hz with an initial current of
2 A that attenuates from 2 A to 0 in 45 sec so the magnetic cleaning process takes less
than a minute. The process is performed automatically as a part of the unit initialization
sequence every time the magnetometer is turned on. The magnetic cleaning can also be
initiated manually if needed.

Figure 4.15. The windings of magnetic shield cleaning system of MAG×NEAT.
4.2.4.2 Magnetic field system (Helmholtz coils)
A system of the Helmholtz coils is designed to perform two major functions: (1)
application of a magnetic field with known intensity and direction to the sample, and (2)
active compensation of the external magnetic field. The first function is required for
different paleointensity determination techniques and may also be used in some rock
magnetic tests. The second function provides an extra level of suppressing any external
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magnetic field that penetrated through the magnetic shielding system (see Section
4.2.4.1).
The elongate geometry of the sample region prohibited using the classical Helmholtz
coils system, consisting of three orthogonal pairs of rectangular coils. Consequently, for
MAG×NEAT, a novel system geometry was designed and implemented that uses two
pairs of rectangular coils for the horizontal components of the field, and a vertical
cylindrical coil with variable density of the windings for the vertical component (Figure
4.16). The coils, powered by a DC supply, are able to create the field up to 2 mT along
the vertical axis, and up to 200 μT in the horizontal plane. The field intensity and
direction are controlled automatically, but the operator specifies the parameters of the
applied field. The operator is also able to activate/disactivate the automatic compensation
of the outer field before measurements.

Figure 4.16. The Helmholtz coils system of MAG×NEAT.
According to some research (e.g., (Yu, Tauxe and Genevey 2004)), the Thellier-type
paleointensity techniques provide more accurate results when the laboratory field is
applied parallel to the direction of NRM. However, such an alignment is a very
inconvenient and sometimes impossible task when using conventional thermal
magnetizers that can apply the field only along one direction. The laboratory field
typically used in paleointensity experiments is comparable to the Earth’s magnetic field,
i.e. 30-60 μT. Therefore, the MAG×NEAT system is capable to apply the known field in
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any direction. This capability represents a significant advantage over the conventional
instruments, resulting in improved accuracy of paleointensity determinations.
4.2.4.3 Magnetic fluxgate sensors
MAG×NEAT is equipped with four identical fluxgate single-core high-precision
gradiometers, placed at equal distances around the measurement chamber, and aligned
with the Z axis, along the direction of sample vibration (Figure 4.17). The sensors are
mounted on an outer surface of jacked of the cooling system through dielectric cover.

Figure 4.17. The sensing system of the magnetometer consists of four co-directional
single-core fluxgate gradiometers mounted around the cooling jacket in the plastic (nonmagnetic) case-holder.
The fluxgate cores are made of extremely thin (25 μm) stripes of amorphous metal
AMAG 170 provided by the Mstator company (Russia). The dimensions of each core are
1.5×75 mm. The cores were made narrow to avoid the skin effect in the core material.
However, the cores are sufficiently thick to provide the required sensitivity of the sensor.
Each core has been annealed in order to improve its magnetic properties. To ensure its
mechanical strength, each core is covered on both sides with two thin paramagnetic
strips.
The fluxgate gradiometers used in MAG×NEAT have a slightly different design from the
standard configuration, which consists of single core, one primary winding, and two
secondary windings (Section 4.1.4). First, unlike the classical approach, the primary
53

winding has a “central contact”, ensuring that the signal is excited symmetrically between
the center contact and each contact on the ends (Figure 4.18). Second, the secondary
windings are wound and connected symmetrically with respect to center. This
configuration was implemented to support the data acquisition algorithm used by the
system.

Figure 4.18. Schematic representation of the fluxgate sensor employed.
The primary winding has 226 turns and is 90 mm long, longer than the core length of 75
mm (Figure 4.18). This geometry minimizes the fringe field effect of the solenoids. The
secondary windings have 1450 turns and are 25 mm long, and located symmetrically with
respect to the center at a distance 15 mm from each other.
In order to monitor the temperature of the fluxgate sensors, additional thermocouples are
mounted on each sensor. The thermocouple signal is used to control the sensor
temperature and to determine a correction factor for thermal drift if needed.
4.2.4.4 Cooling system
The two functions of the cooling system are: (1) protection of the fluxgate sensors and
other components outside the measurement chamber from the elevated temperatures, and
(2) control of the cooling rate. The cooling system consists of a jacket with a coolant, an
additional system of pipes and channels, and a water chiller. It is important that the
coolant jacket temperature is stable within a certain range (20 ±5 °C). A too high
temperature can overheat the sensors and electronic components, and a too low
temperature can cause water condensation on the jacket walls.
The cooling jacket requires highly precise manufacturing, because in addition to its
cooling function, it serves as a controlled environment (vacuum or gas atmosphere)
chamber, separating it from the outer atmosphere (Figure 4.19). This means that the
jacket can simultaneously undergo a thermal stress from the inside and atmospheric
pressure (if vacuum is used) from the outside.
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Figure 4.19. Cross section of the jacket of cooling system.
4.2.4.5 Oven
The oven is designed to perform thermal experiments in a range from the room
temperature up to 800 °C. The heating element uses the bifilar winding powered by
alternating current to avoid generation of a parasitic magnetic field during heating. The
oven design is capable of heating the sample to high temperatures through a quartz wall,
while the sample vibrates in vacuum. The oven consists of three layers. The first layer
(the base) is a thin-walled transparent quartz tube with a wall thickness of 1.2mm and the
inner diameter of 17.6 mm. The tube separates the heater and sample. The second one is
the heater constructed as the bifilar winding with parallel turns of nichrome wire of 0.25
mm in diameter wound on the quartz tube with a winding pitch of 3 mm. The third layer
is a non-magnetic isolation layer with a low thermal conductivity, which covers the
winding and separates it from the cooling system jacket.
4.2.4.6 Control unit and automation algorithms
MAG×NEAT was designed to maximize the level of automation of the operating
processes and to minimize the human involvement in these processes. Some of the
designed automation solution have not been fully implemented yet. This section presents
the main control unit components as well as the automation algorithms.
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Control unit
The control unit is responsible for fully automatic, stable, and safe operation of
MAG×NEAT. The Automation and Control System (ACS) governed by the control unit
can be divided into seven subsystems, which work based on their dedicated algorithms:
1.
2.
3.
4.
5.
6.
7.

A control subsystem of the sensing unit state;
A sample vibration control subsystem;
A thermal control subsystem;
An applied field control subsystem;
An inner atmosphere control subsystem;
A magnetic shield cleaning subsystem;
A measurement and control subsystem.

While some of the subsystems work independently, some others continuously
communicate with each other during the operation. Each subsystem is describe in more
detail below.
The control subsystem of the sensing unit state is used to control and manipulate the
position of the sensing unit. This subsystem controls the motor that drives the
upward/downward movement of the sensing unit. The direction of rotation of DC motor
axis is controlled by changing the polarity of the DC power supply. In addition, the
subsystem monitors the state of the sensors of the extreme upper position (EUP), extreme
lower position (ELP) and the status of the sensor of safety lock on the sensing unit. The
operation program of this subsystem includes a complete start-up self-check procedure
which includes testing the motor operation, monitoring the current position (EUP/ELP) of
the sensing unit, and checking the status of safety lock (fastened /unfastened). The
subsystem only communicates with the upper level of the control system (PC).
The sample vibration control subsystem is responsible for the operation of the servo
motor and monitors and controls such parameters as the frequency of vibration and the
position of the sample holder shaft. The subsystem includes the following devices: the
servo motor with a built-in encoder via a hardware driver, an independent encoder
mounted on the axis of slotted link mechanism; (for more details see Section 4.2.3), and
an optocoupler sensor, which indicates the “zero position” of the sample. The subsystem
communicates with the upper level PC via a separate programmable microcontroller,
which gathers and distributes the data and operates the servo. The microcontroller also
transmits the data to the measurement and control subsystem.
The thermal control subsystem monitors the sample temperature and the thermal
conditions in all essential components of the magnetometer (e.g., the measurement
chamber, sensors, motor compartment, thermocouple cold (reference) junctions, and
others) and controls the regimes of the oven operation. To control these crucial locations,
the subsystem uses several thermocouples of different types. The oven control is
provided by a dedicated microcontroller using a complex algorithm that supports a high
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rate of temperature change and accounts for the inertial nature of the indirect sample
heating. The microcontroller is controlled by the upper level unit (PC), but it also
communicates with the measurement and control subsystem.
The applied field control subsystem operates the Helmholtz coils system. The
subsystem consists of a precision DC power supply directly controlled by the upper level
PC. The magnetic field produced by each coil is linearly proportional to the current
flowing through the coil via a conversion factor (a coil constant). The upper level PC uses
the coil constants to calculate the current needed to produce the desired intensity and
direction of the field.
The inner atmosphere control subsystem is utilized when performing experiments in a
vacuum or in a gas atmosphere. The subsystem manages the electronically-controlled gas
inlet and outlet valves as well as the valve and gauge of a vacuum pumping system. The
subsystem is controlled directly from the upper level PC.
The Magnetic shield cleaning subsystem performs a magnetic cleaning of the shielding
system layers (Section 4.2.4.1). The subsystem consists of a 2A 200Hz AC power supply
and a microcontroller which switches the power between the shielding layers needed to
be cleaned and controls the amplification and attenuation of the AC signal according to
an algorithm. The subsystem is managed by the upper level PC.
The measurement and control subsystem is the most important and complicated part of
the instrument electronics. Unlike other subsystems, this one is physically placed in two
locations: in the control and sensing units. The subsystem performs measurement of the
magnetic moment of a sample by utilizing the fluxgate sensors according to a special
algorithm. The subsystem reads the data from the sensors at distinct positions of sample,
therefore the subsystem needs to continuously communicate with and use data from the
sample vibration control subsystem. The subsystem controls the high-precision AC
generators, which excite the driving signal in the primary windings of sensors. The
voltage at the terminals of the secondary windings is extremely low, so that in order to
isolate the second harmonic, the signal must first be amplified. To reduce the loss of the
unamplified signal during transmission, the amplifier is located in the sensing unit as
close to the sensors as possible. The adjacent analog-to-digital converters allow
transmission of the digitized signal from the sensing unit to further processing without
the risk of data loss/corruption. The subsystem operates a suite of signal processing and
analysis tools. However, the major part of data analysis is performed at the upper level of
the system.
All the subsystems of the control unit are managed automatically according to the
corresponding algorithms. Meanwhile the major control function is performed by the
upper level of the control system, which is represented by the special software (described
in the next section) installed on a control PC.
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4.2.5 Software
The high level of the instrument automation requires a powerful software to manage the
pre-programmed functionality, and to provide the flexibility for a user to create their own
protocols and measurement sequences. Furthermore, the software is needed to perform
comprehensive and fast processing, analysis, record, and visualization of the obtained
data. These requirements define three major functions of the developed software:
1. Control of the magnetometer
2. Data collection
3. Data analysis and processing
The software has a modular structure which provides the flexibility for easy modification
and addition of new features.
4.2.5.1 Control of the device
The software provides the upper level of automation and assists the operator to
manipulate the magnetometer during all stages of its operation. The software initiates the
proper algorithms and programmed sequences in the controlled systems, and oversees the
process of their operation. All the algorithms and sequences are divided into four groups
according to their purpose: (1) check (e.g., testing all the sensors and nodes during the
device initialization process, etc.), (2) service (e.g., magnetic cleaning of the shielding
system, positioning of the sensing unit before and after an experiment, etc.), (3)
measurement (e.g., running experiments from a preset list of methods, creating and
running new experimental protocols and setups, etc.), (4) protection (monitoring the
performance of the essential hardware and software components, and initiating corrective
actions to prevent accidents or damage to the instrument).
The list of preset protocols includes eight conventional paleointensity methods:









Conventional Thellier-Thellier method (Thellier and Thellier 1959)
Thellier-Coe method (Coe 1967)
Thellier-Aitken method (Aitken, et al. 1988)
IZZI method (Yu and Tauxe 2005)
Ken and Wang method (Wang and Kent 2013)
Wilson’s express method (Wilson 1961)
Le Goff-Gallet method (Le Goff and Gallet 2004)
Dunlop method (Dunlop 2008)

Besides paleointensity protocols, the preset list includes one protocol of determination of
rock magnetic properties of samples, however, two more useful tools to determine rock
magnetic properties is in investigation and probably they will be included in the list too.
In addition to the paleointensity protocols, the currently implemented preset protocols for
rock-magnetic investigations are:
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Lowrie test (Lowrie 1990)
Lowrie-Express test (see Chapter 5).

Two more protocols are being developed and will be added in the near future:



Anisotropy of magnetic susceptibility (He, Sun and Xu 1990)
High temperature hysteresis measurement (with HS < 2 mT) (Zhukov 2017).

4.2.5.2 Data analysis and processing
This module analyses and presents the results of experiments in convenient ways such as
plots, tables, etc. It also provides the capability to monitor the current results during the
experiment, by depicting the data on the computer screen in the real-time mode. After the
experiment is completed, the data are processed and analyzed using the suitable
protocols, and presented to the operator in the form of conventional plots, diagrams, and
data tables. The conventional plots and diagrams generated by the software include:


Arai plot (Nagata, Arai and Momose 1963)



Stereonet plot (Butler, Paleomagnetism: Magnetic Domains to Geologic Terranes
1992)



Endpoint vector plot (Butler, Paleomagnetism: Magnetic Domains to Geologic
Terranes 1992)



Le Goff – Gallet plot (Le Goff and Gallet 2004)



Kent and Wang plot (Wang and Kent 2013)



Dunlop plot (Dunlop 2008)

One of the useful options of the software is an ability to open earlier obtained data to
scrutinize it, compare results or create a plot, data table or report.

4.3 MAG×NEAT: From blueprint to physical
implementation
Instead of developing a new instrument from scratch, it was decided to use an old
ORION instrument available at the Paleomagnetic Laboratory of Saint-Petersburg State
University (Russia) to test various technical solutions and components of MAG×NEAT.
This approach has allowed a faster and more efficient development. Nevertheless, even
with this advantage, the research and development work has involved a great many of
tests of different electronic and mechanical components and systems, in-depth
investigations of different materials to select the most suitable solutions, and software
testing and de-bugging. A sampler of these development activities such as testing of the
base unit and the new fluxgate sensors is presented in Appendix A.
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5 Testing the Lowrie-express method
The proposed Lowrie-express method was tested on two sets of samples. The first set
consisted of four artificial model samples with well-controlled magnetic compositions.
The samples were prepared by dispersing one or several magnetic mineral components
(ferric iron oxides, magnetite, and nickel powders) in non-magnetic calcium fluoride
(CaF2) matrix. The second set consisted of six historical brick samples, which magnetic
properties were characterized by several rock magnetic methods.

5.1 Methods
The magnetic mineral powders were examined using a Hitachi S-3400N variable pressure
scanning electron microscope (SEM) allowing accelerating voltages up to 30 kV.
The temperature dependences of low-field magnetic susceptibility, κ(T), were measured
upon cycling the samples from room temperature to 700 °C (in air) using an AGICO
MFK-1FA magnetic susceptibility meter equipped with a high-temperature furnace and a
cryostat. In some cases, the κ(T) curves were also measured upon heating from ~-192°C
to room temperature (a low-temperature run) before and after the high-temperature
thermomagnetic run.
Magnetic hysteresis properties of the magnetic components and samples were measured
using three different instruments: (1) a LakeShore Cryotronics Model 7400 vibrating
sample magnetometer (magnetic field range up to ±3.1 T), (2) a Princeton Measurements
Corporation MicroMag 3900 Series vibrating sample magnetometer (magnetic field
range ±1.8 T), and a Quantum Design Magnetic Property Measurement System (MPMS)
(magnetic field range ±8 T). All measurements were made at room temperature.
FORC datasets (consisting of 300 individual FORCs each) were measured from historical
brick samples with Princeton Measurements Corporation MicroMag 3900 Series using Hs
= 1 T. The final datasets were processed into FORC diagrams using FORCsensei
software package (Heslop, et al. 2020), which utilizes the VARIFORC protocol (Egli
2013). VARIFORC builds upon traditional FORC processing by introducing a variable,
anisotropic smoothing factor (SF), which is adapted to local properties of the FORC
function (Egli 2013). The variable SF is made up of six values. Working along the
vertical ridge at Hc = 0 and immediately outside the vertical ridge region are Sc0 and Sc1,
respectively. For the central ridge Hu = 0, Sb0 and Sb1 are used in the same manner.
Lambda horizontal and vertical – 𝜆 and 𝜆 – represent the rates of which the smoothing
factor increases in each direction. Using this type of SF improves signal-to-noise ratios
and allows for quantitative analysis of FORC signatures, such as the central ridge
produced by high-coercivity magnetic grains.
Selecting the appropriate VARIFORC SF is difficult and time-consuming, even for
expert users. FORCsensei uses a statistical machine learning framework that is based on
probabilistic model comparison which objectively selects the optimal model. It works by
comparing the FORC distributions that result from an array of combinations of different
SF, and then, uses the Bayesian model selection to identify which SF combinations result
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in the least undersmoothing and/or oversmoothing in the distribution. In addition,
artifacts associated with offsets due to the switching between the static mode (first data
point) and field-sweep mode (remaining data points on each curve) were removed using
FORCsensei in order to preserve the true signal.
A 2G Enterprises Model 670 IRM Impulse Remanent Magnetizer (the maximum field
1 T) and a LakeShore Cryotronics Model 7400 vibrating sample magnetometer (the
maximum field ±3.1 T) were used to impart the mutually orthogonal isothermal remanent
magnetization (IRM) components in the model and natural test samples. First, a strong
field (Hstrong) IRM component was imparted along one axis, after which the sample was
rotated by 90° and an intermediate field (Hinter) IRM component was imparted along an
axis orthogonal to the first axis. Next, the sample was rotated by 90° and a low-field
(Hlow) IRM component was imparted along the third axis orthogonal to the first and
second axes.
For the Lowrie-express method, the continuous thermal demagnetization was measured
simultaneously along the X, Y and Z axes up to 700 for ancient brick samples and up to
750 °C for synthetic samples with the heating/cooling rate of 1 °C sec-1.
For the classical Lowrie method, the discontinuous thermal demagnetization (thermal
cycling) was performed in an ASC TD-48 thermal demagnetization device and the
magnetic remanence was measured at room temperature using a 2G Enterprises
Superconducting Rock Magnetometer SRM-755.

5.2 Results from artificial samples
5.2.1 Sample 1 (a high-coercivity model)
Sample 1 modelled a rock with high coercivity (magnetically-hard) magnetic mineral
phases. The sample contained two types of iron (III) oxide: hematite (α-Fe2O3) with
Tc ≈ 675-690 °C and epsilon-iron oxide (ε-Fe2O3) with Tc ≈ 227 °C. Both minerals are
characterized by very high coercivities: >1 T for α-Fe2O3, and >6 T for ε-Fe2O3. The
epsilon-iron oxide was synthesized using commercial silica gel Silipor 300 (Lachema
Brno, Czech Republic) as a matrix and iron (III) salts as a precursor. The resultant
material contained about ~20% of ferromagnetic fraction by mass. The composition of
synthesized ferromagnetic grains was sensitive to the grain size. To form the epsilon
oxide, the grains must have size from 8 to 30 nm, if grains grew to a larger size their
composition changed to hematite (Sakurai, et al. 2009).
Unfortunately, this size range is below the resolution of scanning electron microscopy
(SEM), making it impossible to distinguish individual grains. However, our SEM
analyses (Figure 5.1 a) show that the synthetic material contained no grains (or grain
clusters) larger than 50 nm. The white spots sized between 30 and 50 nm could represent
clusters of epsilon-iron oxide and hematite. The image of synthetic grains of epsilon-iron
oxide in silica gel matrix (Figure 5.1 b) represent the ratio of magnetic particles (dust-like
white spots, well seen closer to edges) to non-magnetic matrix. The SEM analysis
showed that the epsilon-iron oxide are evenly distributed in the matrix (Figure 5.1 a).
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Figure 5.1. SEM image of the synthetic grains of epsilon-iron oxide and hematite in silica
gel matrix. a) The close image of the iron (III) oxides inclusions in the matrix at scale 2
μm. b) The close image of the silica gel grains with the iron (III) oxides inclusions at
scale 50 μm (the red square limits the area of figure a).
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Figure 5.2. Temperature dependence of magnetic susceptibility of the synthesized iron
(III) oxide material. The red and blue lines show the susceptibility behavior upon heating
and cooling, respectively. No low temperature runs were measured.
The κ(T) curves measured from the synthesized material were reversible indicating the
stability of the sample upon heating (Figure 5.2). A sharp decrease in the susceptibility
observed at ~227 °C corresponds to the Curie temperature of the epsilon-iron oxide
(López‐Sánchez, et al. 2017). The noticeable peak observed just below that temperature
(the Hopkinson peak) indicates that the ε-Fe2O3 grains are nearly single-domain. Another
less pronounced peak that is located near ~675 °C corresponds to the Curie temperature
of hematite (675-700°C (Fabian, Shcherbakov and McEnroe 2013, De Boer, Mullender
and Dekkers 2001)), indicating that some hematite grains were formed during the
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chemical synthesis. The contribution of hematite to the magnetic susceptibility is lower
than that of epsilon-iron oxide, indicating that the sample is dominated by ε-Fe2O3 grains.
Nevertheless, the hematite signature is clearly observed.
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Figure 5.3. a) The magnetic hysteresis loop (blue line) and backfield DC curve (red line)
measured from the synthesized iron (III) oxide material. b) A close-up to the central part
of the plot.
The magnetic hysteresis loop measured from the synthesized iron (III) oxide material
(Figure 5.3) is not saturated even in 7 T, which is consistent with very high coercivities of
hematite and epsilon-iron oxide. Moreover, the loop has characteristic “wasp-waisted”
shape that corresponds to a mixture of two ferromagnetic phases with substantially
different coercivities (e.g., (Tauxe, Bertram and Seberino 2002)), also consistent with the
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presence of α-Fe2O3 and ε-Fe2O3. The hematite may be close to saturation in the
magnetic fields above 2-4 T, whereas ε-Fe2O3 may only start approach to saturation by 57 T. Due to the non-saturation, it was impossible to estimate the Mrs/Ms ratio. The
nominal values of HC = 1.12 T and HCR = 1.73 T determined from the loop (Table 5.1),
while underestimating the real coercivity values, confirms a high magnetic hardness of
the ferromagnetic material.
Table 5.1. Magnetic hysteresis parameters measured from the ferromagnetic materials
used for model Samples 1-3 and from Sample 4. The abbreviations are: Mrs, remanence
magnetization; Ms, magnetization of saturation; Hc, coercivity field; Hcr, coercivity of
remanence; n/d – not determined.
Magnetic hysteresis Sample 1
Sample 2
Sample 3 Sample 4
parameter
(iron III oxides) (magnetite) (nickel)
(mixture)
2
-1
Ms, mA m kg
n/d
40.73
54.48
n/d
2
-1
Mrs, mA m kg
1.234
11.31
2.021
1.226
Mrs/Ms
n/d
0.278
0.037
n/d
Hc, mT
1122
19.40
2.342
10.60
Hcr, mT
1734
30.51
8.381
40.91
Hcr/Hc
1.545
1.573
3.579
3.859
Model Sample 1 was created by mixing silica gel with inclusions of epsilon-iron oxide
and hematite (6 % by mass) with non-magnetic CaF2 as a matrix (94 % by mass). The
amount of ferromagnetic fraction within silica gel was estimated to be ~20% by mass.
Therefore, the final concentrations of the epsilon-iron oxide and hematite in the sample
were estimated at ~1.2 and ~0.8 % by mass, respectively.
The Hstrong, Hinter, and Hlow fields (Section 5.1) were applied to the sample along the X-,
Y- and Z-axis, respectively. The continuous thermal demagnetization curves measured
along the Y- and Z-axes showed no signal (Figure 5.4), indicating that no soft and
intermediate phases were present. The continuous demagnetization curve along the Xaxis showed a fast decrease of magnetic remanence upon heating to ~210 °C, at which
temperature about 95% of the initial remanence is demagnetized (Figure 5.4 a). This
temperature corresponds to the maximum unblocking temperature of the epsilon-iron
oxide. Upon further heating, the remanence continued to decrease at a much slower rate,
reaching zero (the noise level) at ~650 °C (Figure 5.4 b) corresponding to the maximum
unblocking temperature of hematite. Normally, in a single-domain material, the
maximum unblocking temperature is very close the material’s Curie temperature.
However, in our data, both maximum unblocking temperatures are by 15-25°C lower
than the Curie temperatures of the iron oxides (227°C for ε-Fe2O3 and 675°C for αFe2O3). This is due to the fact that even the strongest field (Hstrong = 2 T) used to impart
IRM was not sufficient to reach magnetic saturation and, hence, the most SD grains with
the highest coercivities remained magnetized in random directions.
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Figure 5.4. a) Three-axial thermal demagnetization curves of the IRMs imparted in
Sample 1. The green, red, and blue lines show sample’s magnetization along the Z, X and
Y axes, respectively. b) A close-up to the low-magnetization (< 5∙10-4 emu) region of the
plot.

5.2.2 Sample 2 (an intermediate coercivity model)
A rock with intermediate coercivity magnetic mineral phase was modelled with Sample 2
that contained fine-grain synthetic magnetite (Fe3O4) with grain size ranged from 10 nm
to 30 nm (Figure 5.5). For magnetite, this size range nominally corresponds to the
superparamagnetic (SP) to single domain (SD) magnetic state range (e.g., (Dunlop and
Özdemir, Rock Magnetism. Fundamentals and Frontiers 1997)).
The temperature dependence of magnetic susceptibility curve measured from the
magnetite powder was reversible, indicating high thermal stability of the material (Figure
5.6). The κ(T) curves showed two characteristic features of magnetite. First, a sharp
increase observed near -150°C corresponds to the Verwey transition (Verwey 1939), a
crystallographic phase transition which is unique for stoichiometric magnetite. Second,
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the sharp decrease of susceptibility at ~590°C corresponds to the Curie temperature of
magnetite (e.g., (Dunlop and Özdemir, Rock Magnetism. Fundamentals and Frontiers
1997)). The well-expressed Hopkinson peak indicates that the magnetite grains are
predominantly in single-domain (SD) magnetic state.
The magnetic hysteresis loop measured from the magnetite powder exhibited regular
shape and was saturated by 0.5 T field (Figure 5.7). The observed Mrs/Ms ratio of ~0.278
(Table 5.1) was lower than the nominal value for SD magnetite (Section 2.1), but a lower
ratio is expected in the case of magnetostatic interactions in the powder. The obtained
coercivity (HC) and coercivity of remanence (HCR) values (~19 mT and 31 mT,
respectively; Table 5.1) are much lower than those measured from the iron (III) oxides
described in the previous section.
Model Sample 2 was created by mixing (by mass) 99.2% of CaF2 as a matrix and 0.8% of
the magnetite powder.
The field Hstrong, Hinter, and Hlow (Section 5.1) were applied to the sample along the X-, Yand Z-axis, respectively. The continuous thermal demagnetization curves measured along
the X- and Z-axes showed no signal (Figure 5.8 a) indicating that no high-coercivity and
low-coercivity mineral phases were present. The continuous demagnetization curve along
the Y-axis revealed a single maximum unblocking temperature of ~590 °C, close to the
Curie temperature of magnetite.
Similar to Sample 1, the repeated continuous thermal demagnetization experiment
showed high thermal stability of Sample 2.

Figure 5.5. SEM image of the fine synthetic magnetite powder. a) The close image of
magnetite at scale 500 nm. b) The close image of magnetite at scale 1 μm.
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Figure 5.6. Temperature dependence of magnetic susceptibility of the synthetic magnetite
powder used for model Sample 2. The red and blue lines above room temperature show
the susceptibility behavior upon heating and cooling, respectively. Below room
temperature, the red and blue curves correspond to the low-temperature κ(T) runs before
and after the high temperature cycling, respectively.
50

a.

40
30
20
10
0

-1.5

-1.0

-0.5

-10

0.0

0.5

1.0

1.5

-20
-30
-40
-50

67

Hysteresys loop
Backfield DC

H, T

M, mA m2/kg

15

b.

10
5
0

-60

-40

-20

0

20

40

60

-5
-10

Hysteresys loop
DC Backfield

-15

H, mT
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measured from the magnetite powder. b) A close-up to the central part of the plot.
M, emu

3.5E-02

a.

X (IRM - 1T)
Y (IRM - 0.2T)
Z (IRM - 0.01T)

3.0E-02
2.5E-02
2.0E-02
1.5E-02
1.0E-02
5.0E-03

0.0E+00
0

50

100

150

200

250

300

350

400

450

500

550

600

650

700

750

M, emu

T, °C

b.

5.0E-04
4.0E-04

X (IRM - 1T)
Y (IRM - 0.2T)
Z (IRM - 0.01T)

3.0E-04
2.0E-04
1.0E-04
0.0E+00
0

50

100

150

200

250

300

350

400

450

500

550

600

650

700

750

T, °C

Figure 5.8. a) Three-axial thermal demagnetization curves of the IRMs imparted in
Sample 2. The green, red, and blue lines show sample’s magnetization along the Z, X and
Y axes, respectively. b) A close-up to the low-magnetization (< 5∙10-4 emu) region of the
plot.
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5.2.3 Sample 3 (a low coercivity model)
A rock with low coercivity magnetic mineral phase was modelled with Sample 3 that
contained nickel (Ni) powder as the ferromagnetic carrier. The nickel grains ranged in
size from 200 nm to 1 µm, sometimes being clumped together into small clusters (Figure
5.9).
The temperature dependence of magnetic susceptibility measured from the nickel powder
is reversible (Figure 5.10), which indicates the absence of heat-induced alteration. The
curve indicates a single phase, which expressed by a sharp decrease of susceptibility at
the temperature 358°C, which coincides with the Curie temperature of pure nickel
(Tc = 358 °C; (Legendre and Sghaier 2011)). Although a well-expressed Hopkinson peak
is observed, it may not be indicative of the SD state of the nickel grains because of a
rather low coercivity of Ni.
The magnetic hysteresis loop measured from the Ni powder is very narrow (Figure 5.11)
with the Mrs/Ms ratio (0.037) and rather low coercivity and coercivity of remanence
values (Table 5.1), several times lower than the corresponding values measured from the
magnetite powder.
Model sample 3 contained (by mass) 98.8% of CaF2 as a matrix and 1.2% of the nickel
powder.

Figure 5.9. SEM image of carbonyl nickel used in Sample 3. a) A close-up image of
individual grains. b) Clusters of Ni grains.
The Hstrong, Hinter, and Hlow fields (Section 5.1) were applied to the sample along the X-,
Y- and Z-axis, respectively. The continuous thermal demagnetization curves measured
along the X- and Y-axes showed no signal (Figure 5.12) indicating that no highcoercivity and intermediate-coercivity mineral phases were present. The continuous
demagnetization curve along the Z-axis revealed a single maximum unblocking
temperature of ~360 °C, close to the Curie temperature of nickel (358 °C). The
demagnetization curves observed in the repeated experiment were indistinguishable from
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those shown in Figure 5.12, confirming the absence of heat-induced alteration of the
ferromagnetic composition of the sample.
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Figure 5.10. Temperature dependence of magnetic susceptibility of the nickel powder
used in Sample 3. The red and blue lines above room temperature show the susceptibility
behavior upon heating and cooling, respectively. No low temperature runs were
measured.
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Figure 5.11. a) The magnetic hysteresis loop (blue line) and backfield DC curve (red line)
measured from the nickel powder used in Sample 3. b) A close-up to the central part of
the plot.
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Figure 5.12. Three-axial thermal demagnetization curves of the IRM imparted in
Sample 3. The green, red, and blue lines show sample’s magnetization along the X, Y
and Z axes, respectively.

5.2.4 Sample 4 (a multi-component model)
In order to model a more realistic situation when a rock contains several ferromagnetic
carriers with different combinations, Sample 4 contained all four mineral phases
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described above (i.e., α-Fe2O3, ε-Fe2O3, Fe3O4, and Ni). The following proportions were
used:


hematite

0.8%



epsilon-iron oxide

1.2%



magnetite

0.6%



nickel

1.2%



non-magnetic matrix 96.2%.

The temperature dependence of magnetic susceptibility curve measured from Sample 4
was reversible indicating the thermal stability of the sample (Figure 5.13). The curve
revealed the presence of all four mineral phases. The presence of magnetite was indicated
by the inflection observed near -150°C, corresponding to the Verwey transition, and by a
substantial decrease in susceptibility around 580 °C. Nickel was represented by a clearly
expressed peak, followed by a sharp decrease slightly higher of 350 °C. A small bump
around 227°C corresponds to epsilon-iron (III) oxide, and the high- temperature “tail”,
observed between 600°C and 700°C represents hematite and, potentially, some amount of
non-stoichiometric magnetite. However, it is important to note that, in a real-world
situation when the magnetic make-up of a rock is unknown, such a complex κ(T) curve
could easily be misinterpreted.
The hysteresis loop and backfield DC curve have regular non-distorted shape (Figure
5.14). The values of Mrs/Ms, Hc and Hcr (Table 5.1) are consistent with a low-tointermediate coercivity mineral phase. However, the presence of a high-coercivity phase
may be implied from the fact that the backfield DC curve does not reach saturation
(Figure 5.14 c) even in the maximum high field used (1.8 T). Overall, the magnetic
hysteresis data do not reveal the presence of four different mineral phases.
To examine the Lowrie-express test, first, a strong-field IRM was imparted in Sample 4
by applying a 2 T magnetic field (Hstrong) along the X-axis. The strong field magnetized
all four carriers (although some iron (III) oxide grains with very high coercivities could
have remained randomized (Section 2.3)). Second, a 200 mT magnetic field (Hinter) was
applied along the Y-axis. The field was not sufficiently strong to remagnetize the hard
phases (α-Fe2O3 and ε-Fe2O3) in the new direction, but was sufficient to remagnetize the
intermediate (Fe3O4) and soft (Ni) phases. Consequently, an intermediate IRM
component was created in the Y-direction. Finally, a 10 mT field was applied along the
Z-axis. This relatively weak field was only able to remagnetize the soft phase, thus
creating the third, soft IRM component. As a result of this procedure, the sample had
acquired three mutually orthogonal IRM components with magnitudes of 4.5∙10-2 emu,
1.05∙10-1 emu, and 1.2∙10-2 emu for the strong-, intermediate-, and low-field IRM,
respectively.
The curves of continuous thermal demagnetization of Sample 4 along the X, Y and Z
(Figure 5.15) were normalized by the maximum IRM value for the corresponding axis
(Figure 5.16) to emphasize their characteristic features. The continuous demagnetization
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curve of the strong-field IRM (the red line in Figure 5.15, Figure 5.16) clearly showed the
presence of two different magnetic phases with maximum unblocking temperatures at
about 220 and 670 °C. These two features represent two iron (III) oxides (ε- and αFe2O3, respectively). The demagnetization curve of the intermediate-field IRM (the blue
line in Figure 5.15, Figure 5.16) revealed the presence of a single phase with unblocking
temperature as high as 575 °C. This phase represents magnetite. Finally, the
demagnetization curve of the low-field IRM (the green line in Figure 5.15, Figure 5.16)
revealed the presence of a single phase with unblocking temperature as high as 360 °C,
which corresponds to the nickel component used to create Sample 4.

k[e-04], m3 kg-1

Thus, Lowrie-express method allowed to separate all four ferromagnetic phases with
different combinations of coercivity and unblocking temperatures in Sample 4. For each
sample, the total time of the entire Lowrie-express experiment including the impartment
of IRM and cooling the sample down to the room temperature was approximately 40
minutes.
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Figure 5.13. Temperature dependence of magnetic susceptibility of all four mineral
phases (i.e., α-Fe2O3, ε-Fe2O3, Fe3O4, and Ni) used for model Sample 4. The red and blue
lines above room temperature show the susceptibility behavior upon heating and cooling,
respectively. Below room temperature, the red and blue curves correspond to the lowtemperature κ(T) runs before and after the high temperature cycling, respectively.
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Figure 5.14. a) The magnetic hysteresis loop (blue line) and backfield DC curve (red line)
measured from the all four mineral phases (i.e., α-Fe2O3, ε-Fe2O3, Fe3O4, and Ni). b) A
close-up to the central part of the plot.
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Figure 5.15. Three-axial thermal demagnetization curves of the IRM imparted in Sample
4. The green, red, and blue lines show sample’s magnetization along the X, Y and Z axes,
respectively.
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Figure 5.16. Normalized three-axial thermal demagnetization curves of the IRM imparted
in Sample 4. The green, red, and blue lines show sample’s magnetization along the X, Y
and Z axes, respectively.
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5.3 Results from archeological samples
To examine the Lowrie-express method on the real ancient specimens, a set of man-made
baked clay samples (bricks) was prepared (Table 5.2). The BG, NG, and RG samples
represent 13-18 century bricks from Rostov (Russia) and the VF samples represent 16th
century bricks from Vyborg (Russia).
Table 5.2. Archeological (brick) samples studied. Test performed: LE – the Lowrieexpress method; LC – the classic Lowrie method (heating/cooling rate 0.5 °C sec-1); MT
– measurement of thermal dependence of saturation magnetization (MS); LS – Lowrieexpress protocol (heating/cooling rate 0.3 °C sec-1); HL – magnetic hysteresis
measurements.
Tests performed
Sample Spec Name
Mass, g
Volume, ccm
LE LC MT LS HL
BG107 a
BG107a 1.712
0.93
x
BG107 b
BG107b 1.812
0.98
x
BG107 d
BG107d 1.595
0.86
x
BG107 e
BG107e 1.711
0.93
x
BG107 f
BG107f 0.355
0.19
x
BG207 a
BG207a 1.562
0.98
x
BG207 b
BG207b 1.480
0.93
x
BG207 d
BG207d 1.349
0.85
x
BG207 f
BG207f 0.457
0.29
x
NG06
a
NG06a
1.588
0.88
x
NG06
b
NG06b
1.730
0.96
x
NG06
d
NG06d
1.764
0.98
x
NG06
e
NG06e
1.566
0.87
x
NG06
f
NG06f
0.200
0.11
x
RG01
a
RG01a
1.550
0.98
x
RG01
b
RG01b
1.395
0.88
x
RG01
d
RG01d
1.445
0.91
x
RG01
f
RG01f
0.306
0.19
x
RG04
a
RG04a
1.630
0.93
x
RG04
b
RG04b
1.611
0.92
x
RG04
d
RG04d
1.718
0.98
x
RG04
e
RG04e
1.528
0.87
x
RG04
f
RG04f
0.374
0.21
x
VF04
a
VF04a
1.925
0.98
x
VF04
b
VF04b
1.826
0.93
x
VF04
d
VF04d
1.844
0.94
x
VF04
f
VF04f
0.633
0.32
x
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5.3.1 Rock magnetism

k[e-08], m3 kg-1

The measured samples yielded reversible or mildly irreversible κ(T) curves (Figure
5.17 – Figure 5.22). The curves were characterized by an increase in susceptibility upon
heating from the lowest temperature (-192 °C), reaching a maximum at an intermediate
temperature, followed by a decrease to the Curie temperature. Both pre-heating and postheating low-temperature κ(T) runs lacked any prominent features. In particular, no sign of
the Verwey transition (-153 °C) or Morin transition (-13 °C; (Morin 1950)) was
observed, indicating the absence of nearly-stoichiometric magnetite or hematite in the
measured samples. However, the curves were different in shape suggesting variable
magnetic mineral content in the samples.
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Figure 5.17. Temperature dependence of magnetic susceptibility of the brick sample
BG107. The red and blue lines above room temperature show the susceptibility behavior
upon heating and cooling, respectively. Below room temperature, the red and blue curves
correspond to the low-temperature κ(T) runs before and after the high-temperature run,
respectively.
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Figure 5.18. Temperature dependence of magnetic susceptibility of the brick sample
BG207. The red and blue lines above room temperature show the susceptibility behavior
upon heating and cooling, respectively. Below room temperature, the red and blue curves
correspond to the low-temperature κ(T) runs before and after the high-temperature run,
respectively.
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Figure 5.19. Temperature dependence of magnetic susceptibility of the brick sample
RG01. The red and blue lines above room temperature show the susceptibility behavior
upon heating and cooling, respectively. Below room temperature, the red and blue curves
correspond to the low-temperature κ(T) runs before and after the high-temperature run,
respectively.
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Figure 5.20. Temperature dependence of magnetic susceptibility of the brick sample
RG04. The red and blue lines above room temperature show the susceptibility behavior
upon heating and cooling, respectively. Below room temperature, the red and blue curves
correspond to the low-temperature κ(T) runs before and after the high-temperature run,
respectively.
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Figure 5.21. Temperature dependence of magnetic susceptibility of the brick sample
NG06. The red and blue lines above room temperature show the susceptibility behavior
upon heating and cooling, respectively. Below room temperature, the red and blue curves
correspond to the low-temperature κ(T) runs before and after the high-temperature run,
respectively.
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Figure 5.22. Temperature dependence of magnetic susceptibility of the brick sample
VF04. The red and blue lines above room temperature show the susceptibility behavior
upon heating and cooling, respectively. Below room temperature, the red and blue curves
correspond to the low-temperature κ(T) runs before and after the high-temperature run,
respectively.
Sample BG107 showed nearly reversible thermomagnetic behavior. Although some
divergence between the heating and cooling legs was observed above ~400 °C, no
significant change in susceptibility at room temperature was observed after the hightemperature (HT) cycling (Figure 5.17). The κ(T) curve suggest the presence of three
mineral phases. An inflection between 150 °C and 200 °C, albeit inconclusive, suggests a
phase with Tc slightly below 200 °C (also see the discussion of NG06 below). The broad
peak on the heating curve indicates a phase with Tc around 550 °C and high temperature
“tail” up to almost 700 °C hints at yet another mineral phase with Tc approaching 700 °C.
The heating κ(T) leg for Sample BG207 shows a broad peak between ~150 °C and
250 °C, suggesting the presence of a low-Tc mineral phase (Figure 5.18). Upon further
heating, a noticeable decrease above ~460 °C suggest another phase with Tc ≈ 560580 °C, and a shallower decrease at higher temperature suggests a phase with Curie
temperature as high as 700 °C. Upon cooling, the sample exhibited some mild
irreversibility below ~460 °C with the cooling κ(T) leg plotting above the heating leg.
The ~10% increase in room temperature magnetic susceptibility after the HT run may
indicate the formation of additional magnetic phase, or it can reflect the heat-induced
magneto-stress relaxation in one or both mineral phases.
Samples RG01 and RG04 (Figure 5.19 and Figure 5.20) show very similar, reversible
thermomagnetic behavior. For both samples, the κ(T) curves show an initial increase with
temperature, reaching a maximum at ~200 °C, immediately followed by an almost linear
decrease to ~590 °C. The data indicate the presence of a mineral phase with the Curie
temperature of ~200 °C (similar to that in BG207) and a high-Tc phase. However, the
more expressed maximum at ~200 °C suggests that the relative amount of the low-Tc
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phase is larger in RG01 and RG04 than that in BG207, and much larger than in BG107.
Both κ(T) curves do not indicate the presence of any mineral phase(s) with Tc > 600 °C.
The κ(T) curve for sample NG06 (Figure 5.21) is irreversible with the cooling leg plotting
below the heating leg. The room temperature susceptibility decreases by ~10% after the
HT run. Both heating and cooling curves show a noticeable susceptibility peak at
~180 °C. This suggests a mineral phase with Tc slightly below 200 °C. Upon further
heating, a rather steep decrease of the susceptibility curve suggests the presence of a
mineral phase with the Curie temperature about 580-600 °C. The cooling κ(T) curve
indicates a shift to lower Curie temperature distribution. This shift may reflect some
change in magnetic composition, probably due to oxidation of the high-Tc phase.
For Sample V04 (Figure 5.22), the heating κ(T) leg shows a broad peak around ~200 °C,
suggesting the presence of a low-Tc mineral phase (with a range of Tc up to 300 °C).
Upon further heating, a decrease above ~400 °C suggest another phase with Tc ≈ 580600 °C. Upon cooling, the thermomagnetic behavior is reversible down to ~300 °C.
Below that temperature, the cooling leg plots above the heating leg, and the susceptibility
peak shifts to ~160 °C. The room temperature susceptibility increases by ~20% after the
HT run. This behavior indicates some alteration of the low-Tc phase, while the high-Tc
phase remains stable.
Overall, the thermomagnetic analysis (TMA) data suggest that all the measured samples
contain two magnetic mineral phases. One with low Curie temperatures (between 150
and 250 °C) and the other with high Curie temperatures (between 550 and 600 °C). In
addition, Samples BG107 and BG207 contain an additional mineral phase with Curie
temperatures as high as 700 °C. The TMA, however, does not uniquely constrict the
mineral composition of the phases, except that the lack of the Verwey transition in the LT
runs ensures that nearly-stoichiometric magnetite is not present. TMA provides no data
on the magnetic hardness (characteristic coercivity) of the mineral phases.
Magnetic hysteresis loops and backfield demagnetization curves were measured from all
six samples at room temperature within a ±1.8 T magnetic field range. All samples
yielded non-saturated and wasp-waisted hysteresis loops (Figure 5.23 –Figure 5.28),
which indicates the presence of a mixture of mineral phases with substantially different
coercivities. The presence of more than one phase is also indicated by the inflections
observed on the DC backfield demagnetization curves. However, the width and high-field
slope (“non-saturation-ness”) of the wasp-waisted loops notably varied between the
samples, indicating variable relative amounts of the magnetic mineral phases. Because of
the non-saturation, no diamagnetic/paramagnetic slope correction was performed and the
value of saturation magnetization (Ms) was not determined. Therefore, the nominal values
of some magnetic hysteresis parameters shown in Table 5.3 represent average (over all
the magnetic phases) and somewhat skewed values, but not those of the individual
magnetic phases. These values, however, can be used as a first-order approximation of
the overall magnetic hardness of individual samples.
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Table 5.3. Magnetic hysteresis parameters measured from the archeological samples.
Abbreviations are: Mrs, remanence magnetization; Hc, coercivity field; Hcr, coercivity of
remanence.
2
Name
Mrs, mA m kg-1 Hc, mT
Hcr, mT
Hcr/Hc
BG107
99.22
29.40
64.53
2.195
BG207
15.00
8.787
70.07
7.974
NG06
46.65
14.81
179.2
12.10
RG01
5.404
20.50
416.8
20.33
RG04
7.164
16.04
202.3
12.61
VF04
75.10
36.31
225.8
6.220
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Figure 5.23. The magnetic hysteresis loop (blue line) and DC backfield demagnetization
curve (red line) measured from Sample BG107.
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Figure 5.24. The magnetic hysteresis loop (blue line) and DC backfield demagnetization
curve (red line) measured from Sample BG207.
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Figure 5.25. The magnetic hysteresis loop (blue line) and DC backfield demagnetization
curve (red line) measured from Sample RG01.
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Figure 5.26. The magnetic hysteresis loop (blue line) and DC backfield demagnetization
curve (red line) measured from Sample RG04.
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Figure 5.27. The magnetic hysteresis loop (blue line) and DC backfield demagnetization
curve (red line) measured from Sample NG06.
M, mAm2/kg

250
200
150
100
50
0

-2

-1.5

-1

-0.5

-50

0

0.5

1

1.5

2

-100
-150
-200
-250

Hysteresis loop
DC backfield
H, T

Figure 5.28. The magnetic hysteresis loop (blue line) and DC backfield demagnetization
curve (red line) measured from Sample VF04.
The magnetic hysteresis loop for Sample BG107 is least constricted at the origin and
closes at ~±1.2 T field, however it still exhibits some wasp-waisted-ness (Figure 5.23).
The DC backfield curve shows a very slight inflection around -0.5 T and practically
reaches saturation at -1.8 T. These observations suggest the dominance of a relatively
magnetically-soft phase over a magnetically-hard phase. In this case, the measured values
of the Hc and Hcr (Table 5.3) are probably close to those for the magnetically-softer
phase.
The hysteresis loop for Sample BG207 is very constricted at the origin and is not closed
at 1.8 T (Figure 5.24), suggesting the presence of a magnetically-hard mineral phase with
coercivities exceeding 1.8 T. The DC backfield curve shows a very slight inflection
around -0.5 T and approaches saturation at -1.8 T. Together with the substantial wasp84

waisted-ness of the loop, these observations suggest the presence of a softer magnetic
phase similar to but less dominant than in BG107.
Similar to the TMA data, samples RG01 and RG04 exhibit similar magnetic hysteresis
behavior (Figure 5.25 and Figure 5.26). Both loops are constricted at the origin and are
not closed at 1.8 T. The loops are also characterized by a higher high-field slope than
those measured from BG107 and BG207 The DC backfield demagnetization curves are
not saturated by -1.8 T.
The hysteresis loop for Sample NG06 is wasp-waisted and is noticeably wider than the
RG01 and RG04 loops (Figure 5.27). The DC demagnetization curve shows a stronger
inflection around 0.5 T.
The hysteresis loop for Sample VF04 is substantially wider than all other measured loops,
and the DC backfield demagnetization curve has the strongest inflection at ~-0.2 T
(Figure 5.28). The backfield demagnetization curve for VF04 does not reach saturation in
the maximum applied field. This suggests the dominance of a high-coercivity mineral
phase.
Overall, the magnetic hysteresis data suggest the increasing amount of a magneticallyhard mineral along the sample progression BG107-BG207-(RG01-RG04)-NG06-VF04,
which is consistent with the thermomagnetic analysis data (Figure 5.17 – Figure 5.22).
For example, samples BG107 and VF04 exhibited the least expressed and the most
expressed κ(T) peaks at 200 °C, respectively, so one can speculate that the highcoercivity phase may have a low Curie temperature. However, the data are inconclusive
in terms of the number and coercivity ranges of the magnetic mineral phases, and allow
non-unique interpretation.
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Figure 5.29. A set of first-order reversal curves (every 5th curve) a) and a corresponding
FORC diagram b) for Sample BG107. FORC datasets were processed using FORCsensei
(see text). Optimal VARIFORC smoothing factors (SF) were chosen by comparison of
regression models. Model performance ternary plot c) is shown with Ψ denoting the
proportion of preferred regression models, or “best fit”, for a given VARIFORC set. The
red circle indicates the optimal model (Ψ = 0.79; Sc0 = 3, Sc1 = 3, Su0 = 2, Su1 = 2, and
λ = 0) from which the final diagram (b) was calculated.
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Figure 5.30. A set of first-order reversal curves (every 10th curve) a) and a corresponding
FORC diagram b) for Sample BG207. FORC datasets were processed using FORCsensei
(see text). Optimal VARIFORC smoothing factors (SF) were chosen by comparison of
regression models. Model performance ternary plot c) is shown with Ψ denoting the
proportion of preferred regression models, or “best fit”, for a given VARIFORC set. The
red circle indicates the optimal model (Ψ = 0.78; Sc0 = 4, Sc1 = 7, Su0 = 2, Su1 = 2, and
λ = 0) from which the final diagram (b) was calculated.
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Figure 5.31. A set of first-order reversal curves (every 10th curve) a) and a corresponding
FORC diagram b) for Sample RG01. FORC datasets were processed using FORCsensei
(see text). Optimal VARIFORC smoothing factors (SF) were chosen by comparison of
regression models. Model performance ternary plot c) is shown with Ψ denoting the
proportion of preferred regression models, or “best fit”, for a given VARIFORC set. The
red circle indicates the optimal model (Ψ = 0.69; Sc0 = 7, Sc1 = 10, Su0 = 2, Su1 = 2, and
λ = 0.04) from which the final diagram (b) was calculated.
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Figure 5.32. A set of first-order reversal curves (every 10th curve) a) and a corresponding
FORC diagram b) for Sample RG04. FORC datasets were processed using FORCsensei
(see text). Optimal VARIFORC smoothing factors (SF) were chosen by comparison of
regression models. Model performance ternary plot c) is shown with Ψ denoting the
proportion of preferred regression models, or “best fit”, for a given VARIFORC set. The
red circle indicates the optimal model (Ψ = 0.83; Sc0 = 7, Sc1 = 10, Su0 = 4, Su1 = 4, and
λ = 0) from which the final diagram (b) was calculated.
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Figure 5.33. A set of first-order reversal curves (every 10th curve) a) and a corresponding
FORC diagram b) for Sample NG06. FORC datasets were processed using FORCsensei
(see text). Optimal VARIFORC smoothing factors (SF) were chosen by comparison of
regression models. Model performance ternary plot c) is shown with Ψ denoting the
proportion of preferred regression models, or “best fit”, for a given VARIFORC set. The
red circle indicates the optimal model (Ψ = 0.90; Sc0 = 4, Sc1 = 5, Su0 = 2, Su1 = 2, and
λ = 0) from which the final diagram (b) was calculated.
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Figure 5.34. A set of first-order reversal curves (every 5th curve) a) and a corresponding
FORC diagram b) for Sample VF04. FORC datasets were processed using FORCsensei
(see text). Optimal VARIFORC smoothing factors (SF) were chosen by comparison of
regression models. Model performance ternary plot c) is shown with Ψ denoting the
proportion of preferred regression models, or “best fit”, for a given VARIFORC set. The
red circle indicates the optimal model (Ψ = 0.74; Sc0 = 2, Sc1 = 2, Su0 = 2, Su1 = 2, and
λ = 0) from which the final diagram (b) was calculated.
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It is noteworthy that the application of the first-order reversal curve (FORC) method to
these samples proved to be difficult. The conventionally used processing software such as
FORCinel (Harrison and Feinberg 2008), FORCit (Acton, Roth and Verosub 2007)
generated very noisy FORC diagrams. The only acceptable quality of the FORC
diagrams was obtained using the most recent and sophisticated software, FORCSensei
that uses the principles of machine learning.
All the measured samples were characterized by elongate FORC density distributions
(Figure 5.29 – Figure 5.34), nearly symmetrical with respect to the horizontal axis. Taken
at the face value, the diagrams would be interpreted as representing a single
ferromagnetic phase with intermediate coercivities (the distribution peaks located
between 0.005 T and 0.06 T). Interestingly, only Sample BG107 (Figure 5.29) yielded a
FORC diagram with the high-coercivity range extending to 0.2 Tesla, which is consistent
with the TMA and other hysteresis data. For all other samples, with supposedly higher
fraction of a high-coercivity mineral phase, the ridge does not extend beyond 0.1 T. This
is somewhat unexpected because the FORC method has been recently widely recognized
as having a higher resolution power than the conventional hysteresis methods. In
particular, it was shown to be efficient in resolving phases with significantly different
coercivities such as SD and MD magnetite (Smirnov 2006). This result brings to light the
limitations of the FORC method for samples containing mineral phases with very highcoercivities.
In principle, this limitation could be circumvented by using extremely high values of
saturating field (8-10 T) for FORC measurements. However, practically, none of the
existing instruments available for paleomagnetic research is capable of reaching these
fields. The MPMS3 is capable of reaching 8 T, but such an instrument is not easily
available and, more importantly, it would take an impractically long time to measure
hundreds of FORCs needed to construct a reliable FORC diagram. The FORC diagrams
obtained using standard instruments (saturating fields 1.0-1.8 T) are not sufficient to
detect a high-coercivity phase in the historical bricks we studied.

5.3.2 The Lowrie-Express method
To test the Lowrie-express method, first, a strong-field IRM (IRMstrong) was imparted in
the ancient brick samples by applying a 1 T magnetic field (Hstrong) along the X-axis.
Second, a 200 mT magnetic field (Hinter) was applied along the Y-axis to impart an
intermediate-field IRM (IRMinter). Finally, a 40 mT field (Hlow) was applied along the Zaxis to impart a low-field IRM (IRMlow). As a result of this procedure, the sample had
acquired three mutually orthogonal IRM components (Table 5.4).
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Table 5.4. The magnitudes of the strong-, intermediate-, and low-coercivity isothermal
remanent magnetization (IRM) components imparted in Hstrong = 1 T (X-axis),
Hinter = 200 mT (Y-axis), and Hlow = 40 mT field (Z-axis), respectively.
Strong-field IRM Intermediate-field IRM Low-field IRM
Sample
(emu)
(emu)
(emu)
BG107 7.62E-02
1.32E-01
3.88E-02
BG207 2.70E-02
2.90E-02
2.91E-02
RG01
7.28E-03
4.74E-03
2.93E-03
RG04
6.25E-03
6.32E-03
5.57E-03
NG06
3.26E-02
3.06E-02
2.04E-02
VF04
5.12E-02
4.62E-02
3.25E-02
1.4E-01
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Figure 5.35. Three-axis demagnetization curves of the IRM components imparted in 1 T
(red line), 0.2 T (blue line), and 0.04 T (green line) along X, Y and Z axes, respectively:
a) BG107, b) BG207, c) RG01, d) RG04, e) NG06, and f) VF04.
For Sample BG107, the intermediate-coercivity IRM component was ~1.7 times stronger
than the high-coercivity IRM and ~3.4 times stronger than the low-coercivity IRM. Both
IRMinter and IRMlow showed monotonous demagnetization decay curves (with the
exception of a barely visible inflection at ~140 °C on the IRMinter curve) and were
completely demagnetized by ~520 °C (Figure 5.35 a). In combination with the low-tointermediate coercivities, this unblocking temperature is compatible with substituted or
cation-deficient magnetite as the primary mineral phase carrying the IRMinter and IRMlow.
The strong relative magnitudes of the IRMinter and IRMlow components indicate the
volumetric dominance of this phase, consistent with the TMA and magnetic hysteresis
data (Figure 5.17). The high-coercivity IRM component appears to be carried by two
mineral phases with very distinct unblocking temperatures, ~160 and ~650 °C. The
former phase is similar to the high coercivity, low unblocking temperature (HCLT) phase
described by McIntosh (McIntosh, et al. 2007), and the latter is likely to be hematite with
variable degree of substitution (seen as the high-temperature tail in the TMA data; Figure
5.17).
For Sample BG207, all three IRM components have approximately equal magnitudes
(Table 5.4). Both IRMinter and IRMlow exhibited monotonous demagnetization decay
curves (although the IRMinter curve showed a small inflection at ~140 °C) (Figure 5.35 b).
The IRMinter and IRMlow were completely demagnetized at ~500 and ~580 °C,
respectively. These unblocking temperatures are compatible with cation-deficient
magnetite with a range of compositions, where the low-coercivity IRM are likely carried
by compositions closer to magnetite. The Curie temperature is known to decrease, and
the coercivity to increase with the increasing degree of cation-deficiency (e.g., (Dunlop
and Özdemir, Rock Magnetism. Fundamentals and Frontiers 1997)). The
demagnetization curve of the high-coercivity IRM component suggests that is carried by
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two mineral phases with very distinct unblocking temperatures, ~140 and ~660 °C. The
phases were interpreted as the HCLT and hematite, respectively, although the relative
amount of the former phase is higher than in BG107, which may be responsible for a
more constricted shape of the hysteresis loop for BG207 (Figure 5.24). Overall, the
combined magnitudes of the IRMinter and IRMlow components indicate the larger amount
of the magnetically softer phase relative to the phases that carry the IRMstrong component.
The small inflection at ~140 °C in the IRMinter and IRMlow curves may indicate that the
range of coercivities of the HCLT phase may extend to the values as low as 0.2 T, albeit
the volumetric amount of such low-coercivity grains is infinitesimal.
Samples RG01 and RG04 exhibited similar behavior during the Lowrie-express method
experiments (Figure 5.35 c & d). However, the relative magnitudes of the IRM
components were somewhat different between the samples (Table 5.4). For RG01, the
high-coercivity IRM is the strongest, exceeding the magnitudes of the IRMinter and IRMlow
by ~1.5 and ~2.5 times, respectively, whereas for RG04, the magnitudes of IRMstrong and
IRMinter components are nearly equal, exceeding the IRMlow magnitude by only ~1.1
times. For both samples, the demagnetization curves of the IRMstrong component show a
fast decrease to ~120 °C, followed by a much slower decay toward complete
demagnetization at 670 °C. This behavior suggests the presence of two high-coercivity
mineral phases with very distinct unblocking temperatures. The IRMinter was
demagnetized by 420 and 460 °C for RG01 and RG04, respectively, and exhibited
monotonous demagnetization curves with only a very slight inflection at ~120 °C. IRMlow
was demagnetized by ~500 °C, exhibiting a monotonous magnetization decay. These
observations suggest that the intermediate- and low-coercivity IRM components are
carried by two different phases.
For Sample NG06, the IRMstrong and IRMinter components are close in magnitude with the
former being just by ~6% higher, whereas the IRMlow component is 1.6 times weaker
(Table 5.4). The demagnetization curve of the IRMstrong component shows a fast decay to
~160 °C, followed by a much slower decay toward complete demagnetization at 580 °C
(Figure 5.35 e). This behavior suggests the presence of two high-coercivity mineral
phases with very distinct unblocking temperatures. Both the IRMinter and IRMlow
demagnetization curves show some inflection at ~160 °C, but otherwise are
monotonously decreasing to ~540 °C, which suggests that both components represent the
same mineral phase.
For Sample VF04, the IRMstrong component is the strongest in magnitude, followed by
IRMinter (90%) and IRMlow (63%) (Table 5.4). The sample is characterized by a very fast
decay of IRMstrong with ~95% of the initial remanence lost by ~140 °C. The remaining
part of IRMstrong is demagnetized at ~560 °C. Both the IRMinter and IRMlow
demagnetization curves are monotonously decreasing to ~540 °C, which suggests that
both components represent the same mineral phase.
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5.3.3 Test of the Lowrie-Express method
The Lowrie-express method results described above were compared with the results
obtained from the sister specimens using the classical Lowrie test. The discontinuous
thermal demagnetization for the classical version was made in 15 temperature steps: 20,
60, 100, 130, 160, 190, 230, 270, 350, 400, 470, 550, 590, 650 and 700 °C.
Overall, both classical and express versions yielded similar results (Figure 5.36). The
observed discrepancies between the classical and express method curves reflect, at least
in part, the difference between discontinuous and continuous thermal demagnetization.
The former does not include the temperature dependence of Ms, whereas the latter does.
Additionally, the longer and multiple heating cycles required by the classic Lowrie test
version may have resulted in some magneto-mineralogical alteration. The classical
Lowrie method experiment took up to 15 hours, whereas the equivalent Lowrie-express
experiment only took 40-45 minutes per sample.
An additional set of experiments on selected brick samples was conducted to investigate
the influence of heating rate on the results of the Lowrie-express method. These
experiments did not reveal any noticeable difference between the demagnetization curves
obtained at the rate of 0.3 °C sec-1 and 1 °C sec-1. Since the higher heating rate will
decrease the resolution and the lower rate will increase the time of the experiment, the
optimal heating rate has been determined as 1 °C sec-1 (Figure 5.37).
Overall, this study showed that the Lowrie-express test effectively reveals magnetic
mineral phases that cannot be detected with standard thermomagnetic or magnetic
hysteresis analyses (e.g., for Samples BG207, RG01, and RG04).
Performance of the Lowrie-express test compares favorably with the classical procedure:
it is significantly faster, and yields a superior temperature resolution because it is done
with a much smaller temperature increments.
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Figure 5.36. Comparison of normalized three-axis demagnetization curves of the IRM
components imparted in 1 T (red line), 0.2 T (blue line), and 0.04 T (green line) along X,
Y and Z axes, respectively obtained with Lowrie-express method (solid line) and
classical Lowrie method (dashed line with dots representing temperature steps) for
samples: a) BG107, b) BG207, c) RG01, d) RG04, e) NG06, and f) VF04.
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Figure 5.37. Comparison of normalized three-axis demagnetization curves of the IRM
components imparted in 1 T (red line), 0.2 T (blue line), and 0.04 T (green line) along X,
Y and Z axes, respectively obtained with Lowrie-express method at the rate of 1 °C sec-1
(solid line) and 0.3 °C sec-1 (dotted line) for selected samples: a) BG107, b) RG04 and
c) NG06.
100

6 Paleointensity research
The new magnetometer was used to determine the intensity of ancient geomagnetic field
on a set a set of archeological objects (bricks) from northwestern (16th century) and
central (13-18 century) Russia. The objective of these experiments was twofold: (1) to
provide additional test for the instrument, and (2) to contribute to the archeointensity
database for the East European Plain.

6.1 Examination of archeomagnetic database
The East European Plain (EEP), also called the Russian Plain, is a vast interior plain that
extends over nearly 4 million square km from eastern Poland to the Urals (Figure 6.1).
the East European Plain encompasses all of the Baltic states and Belarus, nearly all of
Ukraine, and much of the European portion of Russia and reaches north into Finland. The
EEP has been home for multiple cultures over thousands of years, who left behind a
variety of material artifacts.

Figure 6.1. The topographic map of the East European Plate.
However, according to the GEOMAGIA database (GEOMAGIA50 v3.4. 2020), only
four archeomagnetic studies have been published from reliably-dated samples
(Nachasova 1972, Burlatskaya, et al. 1986, Salnaia, et al. 2017, Kosareva, et al. 2020)
that describe the Earth magnetic field intensity for the period from 1000 AD to the
beginning of instrumental observations around 1840 (Figure 6.2 and Figure 6.3). The
temporal distribution of the data is very biased toward younger ages, with only eight
datapoints (out of 98) represent the period before 1480 (Figure 6.2). At the same time, the
1500-1840 period is represented by the data from three studies that are sufficient to make
some conclusions about the field intensity behavior during that period. The data analysis
suggests that the field strength has been decreasing since 16th century (Figure 6.4).
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Figure 6.2. The archeointensity results from the East European Plain for 1000-1750 from
GEOMAGIA database (GEOMAGIA50 v3.4. 2020). The blue, orange, green and red
dots represent results of (Nachasova 1972, Burlatskaya, et al. 1986, Salnaia, et al. 2017,
Kosareva, et al. 2020) respectively.

Figure 6.3. The sampling sites (red circles) for this study. Blue pins show the locations of
the other studies from GEOMAGIA dataset (see text).
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Figure 6.4. Archeomagnetic data on the intensity of the Earth's magnetic field during the
period from 1480 to 1840. The green circles show site-averaged archeointensity values.
The vertical bars represent the root mean square errors obtained by evaluating the
intensities from a set of samples of one site. The horizontal bars represent sample dating
errors. The orange diamonds show time averaged values of the field intensity. Coefficient
K is the ratio of the ancient field intensity to the field intensity at Moscow in July 1967
according to the International Geomagnetic Reference Field (IGRF) model. Redrawn
after (Nachasova 1972).
For the investigation described here, six different archeological objects built between
1214 until 1708, were selected (Table 6.1). Five of them (1-5) are located near the city of
Rostov the Great, and one (6) is located near Vyborg (Figure 6.3). An important selection
criterion for all the sites was that the bricks used for the construction were made near to
the location and simultaneously with the construction activities.
Table 6.1. Archeological objects used in the study.
Object
ID
Age
Location
Church of the
NG 1700
Nikolskoye village
Transfiguration of the Savior
Church of the Life-Giving
TB
1708
Borisoglebsky
Trinity
village
Belogostetskiy Monastery,
BG1 1657Belogostitsy village
Building 2
1658
Belogostetskiy Monastery,
BG2 1683Belogostitsy village
Building 4
1685
Church of Saints Boris and
RG 1211Rostov the Great
Gleb
1214
Panzerlax bastion
VF
1579Vyborg
1581
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Coordinates
57°04'45.2"N
39°14'34.0"E
57°15'04.7"N
39°07'26.4"E
57°13'55.8"N
39°30'14.3"E
57°13'55.8"N
39°30'14.3"E
57°11'00.6"N
39°25'08.6"E
60°42'29.6"N
28°44'11.3"E

Church of the Transfiguration of the Savior
The Church of the Transfiguration of the Savior is located in Nikolskoye village (Rostov
district, Yaroslavl region). The church was built at the expense of the Rostov
Metropolitan Joasaph in 1699-1700 (Melnik 2020). This church was built of bricks with
dimensions of 30-32 x 15-16.5 x 7-8 cm. The church has been abandoned, but the main
structures of the building are in good condition, except the part behind an altar, which has
been destroyed (Figure 6.5). In some places, traces of late restoration with newer
(smaller) bricks are visible.

Figure 6.5. The Church of the Transfiguration of the Savior (1700) in Nikolskoye village.

Figure 6.6. The side view and scheme of the church of Transfiguration of the Savior in
Nikolskoye village.
The sampling was conducted on September 17, 2020. The sampling of this and four
following objects were conducted with assistance and under the supervision of Aleksey
L. Karetnikov, the head of the archaeological department of the Rostov Kremlin State
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Museum-Reserve. Eleven bricks were collected in situ, marked as NG01 to NG11 (NG
stands for Nikolskoye on Gorka, an unofficial name of the church). The sampling was
performed all around the construction, the bricks were taken from different parts of the
church both outside and inside.
Church of the Life-Giving Trinity
The Church of the Life-Giving Trinity is located in Borisoglebsky village (Borisoglebsky
district, Yaroslavl region). The church was built by the order of Peter the Great in 1708
(Melnik, Trinity Church on Bor 1708 1999). This church was built of bricks with
dimensions of 30-32 x 15-16.5 x 7-8 cm. The bricks were fired between 1706 and 1708
(Federal Archival Agency (Russia) n.d.). Most of the building is currently destroyed.
However, the altar wall and part of the building behind it (the eastern part of the church)
and a large part of foundation are still in place for archeomagnetic sampling (Figure 6.7).
The wall bases have traces of late reconstruction works including modern bricks.

Figure 6.7. The Church of the Life-Giving Trinity (1708) in Borisoglebsky village.

Figure 6.8. A plan-diagram of the Church of the Life-Giving Trinity. The black area
represents the preserved part of the church building. The dashed lines depict the ruins of
the wall foundations. Redrawn after (Melnik, Trinity Church on Bor 1708 1999).
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The sampling was conducted on September 17, 2020. Eight samples were taken in situ
and three more were taken from the ground near the building walls. The samples were
marked as TB01 through TB11 (TB stands for “Trinity on Bor”, an unofficial name of
church).
Belogostitskiy Monastery
The complex of Belogostetskiy Monastery is located in Belogostitsy village (Rostov
district, Yaroslavl region) (Figure 6.9). The samples were collected from two separate
buildings built in 1657-1658 (Building 1) and 1683-1685 (Building 2). Building 1 (BG1)
is the church of Archangel Michael (#2 in Figure 6.10) and Building 2 (BG2) is St.
George’s Church (#4 in Figure 6.10). Due to the high importance of the monastery, both
from a religious and historical/archaeological point of view, many studies are devoted to
this complex (Melnik, Research of architectural monuments of Rostov the Great. Rostov
1992. 1992, Melnik, Church of the Archangel Michael of Rostov Belogostitsky
monastery 2001, Melnik, Monuments of the 17th century Belogostitsky Monastery 1993,
Gavrilov 1880).

Figure 6.9. The view from the north side of the Church of Archangel Michael (on the left)
and the complex of St. George's Church (on the right). Image source: “The Monastery
Bulletin” website (Development of the project for the restoration of the main building of
the Belogostitsky Monastery of Rostov the Great continues 2019).
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Figure 6.10. A plan-diagram of Belogostetskiy Monastery reconstructed by Melnik
(Melnik 1992). The solid black lines represent preserved parts of the complex and the
dashed lines depict the lost structures. The church of Archangel Michael is marked as
“2”, and the complex of St. George's Church is marked as “4”. Redrawn after (Melnik
1992).
The construction of the Church of Archangel Michael started on July 13, 1657, and was
completed on June 28, 1658 (Melnik 2001, Gavrilov 1880). The church had been
renovated and renamed several times before the end of the 19th century, but the original
parts have been preserved (Figure 6.11). The St. George’s Church is the largest surviving
monastery building. Its construction started in 1683 and was most likely completed in
1685 (or early 1686) (Melnik 1992, Melnik 1993). The building underwent several
renovations, but the original walls have been preserved (Figure 6.11).

107

Figure 6.11. A plan-diagram of the cathedral complex of the Belogostitsky Monastery: 1
- Cathedral of the Annunciation (1657); 2 - Church of the Archangel Michael (16571658); 3 – The bell tower (1657-1658); 4 - Corridor (1657-1658); 5 - The complex of St.
George's Church (1683 – 1685). Redrawn after (Melnik 1993).
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Figure 6.12. A view from the north side to the Church of Archangel Michael. Image
source: “Heritage keepers” website (Kalinin 2017).

Figure 6.13. A west view to the St. George’s Church. Image source: “Monastery
Bulletin” website (Development of the project for the restoration of the main building of
the Belogostitsky Monastery of Rostov the Great continues 2019).
Both buildings are the property of the Russian Orthodox Church and are currently under
restoration. This dissertation includes the pictures obtained from the internet (public
domain).
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The sampling of both buildings was conducted on September 18, 2020. A special care
was taken to identify the bricks coeval with the construction time. All the samples were
taken in situ. Eleven samples (bricks) were collected from Building 1 (marked BG1-01
through BG1-11). Seven samples were taken in situ and four were taken from the ground
near the building walls. Seven samples were collected from Building 2 (marked BG2-01
through BG2-11).
Church of Saints Boris and Gleb
The Church of Saints Boris and Gleb (1214-1218) recently excavated in the city of
Rostov the Great, represents a rare example of Russian architecture from the preMongolian period (Vasiliev 1998, Jolshin and Karetnikov 2019). The main building
material of the church was a plinth of the established format: 23-26 x 16-17 x 4-5 cm
with rare and insignificant deviations from these dimensions (Torshin 1993). Plinth (from
the Greek πλίνθος - "plate") is a thin fired brick, often square in shape, the width of
which was approximately equal to the length. This brick type was a common material in
Ancient Rome and Byzantium, and is also characteristic of the ancient Russian preMongol architecture.
Eleven plinths were kindly offered by Aleksey L. Karetnikov. The samples are denoted
as RG01 through RG11.
The wall of the Panzerlax bastion
Panzerlax (1568-1592) (Grzhibovskaya 2019) is the only bastion of the Swedish period
that has been preserved in Vyborg (NW Russia). It is one of the two corner bastions of
Hornwerk, adjacent to the Stone Town (Figure 6.14). The samples were taken from the
northwest facade of the casemate. According to detailed descriptions of the construction
and renovation activities of Panzelax (Kauppi and Milchik 1993, Neuvonen, Pejuhia and
Mustonen 2008), the wall of casemate (the sampled part) in the right flank was built in
period from 1579 to 1581 years. However, while most of the fortress underwent many
reconstructions by Swedish and Russian owners in different periods, the considered part
of the bastion has stayed intact (Figure 6.15).
The inner part of the wall is currently buried under a soil layer up to the upper cut.
However, the archaeological survey, which took place during September of 2020,
exposed the inside of the wall. I was allowed to collect several bricks before the wall was
buried again. The sampling was performed on September 21, 2020 (Figure 6.16) after the
archaeological component of the survey was completed. Right after the sampling the
exposed for surveys part was buried again. Twelve bricks were collected altogether. The
samples were denoted VF (Viborg-Fortress) from VF01 to VF12.
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Figure 6.14. Vyborg fortress before its capture by Russian troops on June 13, 1710.
Swedish map. Reproduced from the book (Kauppi and Milchik 1993). The red arrow
shows the sampling location.

Figure 6.15. Vyborg fortress in 1830s. The brown color represents the original fortress
structures. From (Atlas of Fortresses of the Russian Empire [Maps] 1830).
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Figure 6.16. Pictures of the inner and outer sides of the wall during the sampling.
The sampling was conducted with assistance and under the supervision of A. Lipatov, the
Head of the Architectural Archeology Sector of the State Museum “Hermitage”, and a
research scientist at the Department of Slavic-Finnish Archeology of the Institute for
History and Culture of the Russian Academy of Sciences.

6.2 New archeointensity data from central and
northwest Russia
The samples from six archeological objects described in Section 6.1 were used to
determine the ancient Earth’s magnetic field intensity (archeointensity) using two
experimental implementations of the Thellier-Coe (TC) double-heating method with
pTRM-checks (see Chapter 3). In the first implementation, all the necessary thermal
treatments and measurements had been completed using the new magnetometer
(MAGxNEAT). The measured specimen had remained attached to the sample holder
throughout the entire experiment. In the second implementation, the conventional
approach was used, in which the thermal treatments were conducted in a standalone
thermal demagnetizer (ASC TD-48SC) and the magnetic remanence was measured with a
2G Enterprises SRM 755 Superconducting Rock Magnetometer. In this approach, the
specimen had to be transferred between the demagnetizer and magnetometer multiple
times. The specimens were always placed in the furnace at exactly the same location and
with the same orientation relative to the applied magnetic field.
For both approaches, cubic specimens (volume = 1 cm3) were used. For both approaches
heating was done in air. A laboratory field of 50 µT was applied for in-field steps to
impart partial thermal remanent magnetizations (pTRMs). The temperature increments
were chosen to cover the entire ChRM component (typically, up to 650 °C). To monitor
possible alteration during the paleointensity experiment, pTRM checks were performed
for temperatures above 320 °C; after every second zero-field temperature step, an in-field
step at a lower temperature was measured. The paleointensity data processing was done
using the ThellierTool-4.22 program (Leonhardt, Heunemann and Krasa 2004).
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The pTRM checks, which fell within 10% of the original TRM value were judged
successful. In addition, we used the following reliability criteria: (1) The linear segment
on the Arai plot used to calculate the paleofield is based on at least 4 data points and
represents at least 40% of natural remanent magnetization (fraction of NRM, f); (2) A
paleointensity value for a site is based on successful determinations from at least two
samples; (3) The quality factor q (Coe, Grommé and Mankinen 1978) is five or greater;
(4) The directional data of the zero-field steps must have a maximum angle of deviation
(MAD) less than 10°.
A typical duration of Thellier-Coe (TC) paleointensity experiment using the
MAGxNEAT magnetometer was 12-14 hours, whereas the conventional experimental
procedure took several days. Accordingly, in this chapter, the former approach is referred
to as the express TC method and the latter as the conventional TC method.
For both express and conventional approaches, demagnetization of NRM (measured after
zero-field heatings) was characterized by a linear decay to origin on the vector end-point
diagrams (Figure 6.17 – Figure 6.22, b,d). No secondary remanent magnetization
components have been identified. However, for the conventional TC method data, the
directional behavior during demagnetization was somewhat “noisier” (less linear). Most
likely, this was due to imperfect orientation of the specimen when re-inserting it in the
magnetometer sample holder after the thermal treatments.
Nevertheless, both the express and conventional methods yielded similar values of the
ancient field inclination (Table 6.2 and Table 6.3) that coincide with the predicted by a
geocentric axial dipole model for these latitudes. The obtained inclination values are
consistent with the directions obtained in a prior archeomagnetic study from central
Russia (Nachasova 1972).
However, the express and conventional approaches yielded noticeably different
paleointensity results. For the express TC method, archeointensity determinations from
111 specimens representing 55 independent samples (of 59) were accepted based on our
reliability criteria (Table 6.2). The corresponding Arai plots were nearly linear, and the
pTRM checks typically plotted within 1-2% of the initial pTRM values (Figure 6.17 –
Figure 6.22, a), indicating the absence of or negligible magneto-mineralogical alteration.
96% accepted determinations belonged to Class A as defined by the criteria incorporated
in the ThellierTool-4.22 program (Leonhardt, Heunemann and Krasa 2004).
For the conventional TC method, archeointensity determinations from 88 specimens
representing 46 independent samples (of 59) were accepted based on our reliability
criteria (Table 6.3). However, the determination quality was generally lower. None
accepted determinations belonged to Class A, 41 to Class B, and 47 to Class C as defined
by the criteria incorporated in the ThellierTool-4.22 program (Leonhardt, Heunemann
and Krasa 2004). Specifically, the Arai plots showed a less linear, concave up behavior,
and, in some cases, the pTRM check values were by 10% or more stronger than the initial
pTRM values (Figure 6.17 – Figure 6.22, c). Such a behavior indicates a significant
magneto-mineralogical alteration due to a much longer duration of conventional TC
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archeointensity experiments. This alteration could also contribute to a stronger directional
scatter on the vector plots discussed above.
Table 6.2. Summary of archeointensity data obtained with the express TC method. Incl –
site-mean geomagnetic inclination and its 95% confidence interval (ΔIncl) ; H – sitemean ancient field intensity and its standard deviation (dH); N/n – numbers of
samples/specimens measured; F/f – numbers of samples/specimens failed; q - site-mean
quality factor of Coe (Coe, Grommé and Mankinen 1978); dq – quality factor’s standard
deviation.
Site

Age

12111214
1579VF
1581
1657BG1
1658
1683BG2
1685
RG

Incl., °

ΔIncl, °

N/n

F/f

H (µT) dH (µT) q ± dq

74.26

7.29

7/21

2/4

64.35

1.13

54.6 ± 6.1

75.38

5.32

12/24

0/2

68.32

2.54

81.2 ± 4.5

72.18

1.56

11/22

0/4

62.09

2.31

70.4 ± 7.7

70.92

5.39

7/14

1/2

58.31

1.93

73.5 ± 8.0

NG

1700

71.34

3.72

11/22

0/0

57.01

2.36

44.7 ± 8.3

TB

1708

73.92

4.73

11/22

1/2

59.13

1.56

63.8 ± 5.2

total: 59/125
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4/14

Table 6.3. Summary of archeointensity data obtained with the express TC method. Incl –
site-mean geomagnetic inclination and its 95% confidence interval (ΔIncl); H – site-mean
ancient field intensity and its standard deviation (dH); N/n – numbers of
samples/specimens measured; F/f – numbers of samples/specimens failed; q - site-mean
quality factor of Coe (Coe, Grommé and Mankinen 1978); dq – quality factor’s standard
deviation.
Site

Age

12111214
1579VF
1581
1657BG1
1658
1683BG2
1685
RG

Incl., °

ΔIncl, ° N/n

F/f

H (µT)

dH (µT)

q ± dq

73.42

9.14

7/21

2/6

54.53

2.89

12.1 ± 6.5

70.92

6.39

12/24

3/8

64.78

2.57

18.7 ± 10.1

73.19

3.03

11/24

2/6

53.79

4.67

31.0 ± 6.9

72.40

7.80

7/14

2/7

55.08

2.43

17.3 ± 9.1

NG

1700

72.44

5.55

11/22

2/7

59.07

3.30

30.1 ± 9.4

TB

1708

71.66

7.22

11/22

2/5

55.64

2.94

33.3 ± 11.4

total: 59/127

13/39

Because of the concave up shape of the Arai plots, a narrower temperature range was
used to define the best fit line, which had a shallower slope than its counterpart in the
express TC method data. Consequently, the paleointensity values determined with the
conventional TC approach were lower than those obtained with the express TC approach
by up to 8 % (Table 6.2 and Table 6.3).

115

NRM (* 0.0022500 mA/m)
1.0

-Y,-Z

RG03-05
63.64 ± 0.94 µT

160°C

650°C
570°C

X,H

480°C

320°C
0.5
320°C

480°C
570°C
650°C
0.0

0.0

0.5
pTRM (* 0.0017978 mA/m)

160°C

1.0

NRM (* 0.0023930 mA/m)

-Y,-Z

RG08-10
56.37 ± 3.29 µT

1.0
160°C

650°C
570°C

X,H

480°C

320°C

0.5

320°C

480°C
570°C
650°C
0.0

0.0

0.5
pTRM (* 0.0019971 mA/m)

160°C

1.0

Figure 6.17. Examples of archeointensity determinations for Site RG using the express
(a,b) and conventional (c,d) Thellier-Coe method. (a, c) Arai plots: Natural remanent
magnetization (NRM) lost versus partial thermoremanent magnetization (pTRM) gained
(solid circles). The temperature range (160-570 °C) shown was used to find the best fit
line (the dashed black line) to calculate paleointensity. Triangles are partial TRM checks.
(b, d) Orthogonal vector plots of zero-field steps (vertical projection of NRM, open
circles; horizontal projection of NRM, closed circles).

116

NRM (* 0.0012160 mA/m)

-Y,-Z

VF02-04
69.80 ± 0.62 µT

1.0

650°C
570°C

X,H

480°C

320°C

160°C
0.5

160°C

320°C

480°C
570°C
650°C
0.0

0.0

0.5
pTRM (* 0.00088947 mA/m)

1.0

-Y,-Z

NRM (* 0.00099580 mA/m)
VF02-07
65.10 ± 2.15 µT

1.0

650°C
570°C

X,H
0.0001
0.0002
0.0003
480°C

160°C

320°C
0.5
320°C

160°C

480°C
570°C
650°C
0.0

0.0

0.5
pTRM (* 0.00073197 mA/m)

1.0

Figure 6.18. Examples of archeointensity determinations for Site VF using the express
(a,b) and conventional (c,d) Thellier-Coe method. (a, c) Arai plots: Natural remanent
magnetization (NRM) lost versus partial thermoremanent magnetization (pTRM) gained
(solid circles). The temperature range (20-620 °C) shown was used to find the best fit line
(the dashed black line) to calculate paleointensity. Triangles are partial TRM checks. (b,
d) Orthogonal vector plots of zero-field steps (vertical projection of NRM, open circles;
horizontal projection of NRM, closed circles).
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Figure 6.19. Examples of archeointensity determinations for Site BG1 using the express
(a,b) and conventional (c,d) Thellier-Coe method. (a, c) Arai plots: Natural remanent
magnetization (NRM) lost versus partial thermoremanent magnetization (pTRM) gained
(solid circles). The temperature range (20-610 °C) shown was used to find the best fit line
(the dashed black line) to calculate paleointensity. Triangles are partial TRM checks. (b,
d) Orthogonal vector plots of zero-field steps (vertical projection of NRM, open circles;
horizontal projection of NRM, closed circles).
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Figure 6.20. Examples of archeointensity determinations for Site BG2 using the express
(a,b) and conventional (c,d) Thellier-Coe method. (a, c) Arai plots: Natural remanent
magnetization (NRM) lost versus partial thermoremanent magnetization (pTRM) gained
(solid circles). The temperature range (20-610 °C) shown was used to find the best fit line
(the dashed black line) to calculate paleointensity. Triangles are partial TRM checks. (b,
d) Orthogonal vector plots of zero-field steps (vertical projection of NRM, open circles;
horizontal projection of NRM, closed circles).
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Figure 6.21. Examples of archeointensity determinations for Site NG using the express
(a,b) and conventional (c,d) Thellier-Coe method. (a, c) Arai plots: Natural remanent
magnetization (NRM) lost versus partial thermoremanent magnetization (pTRM) gained
(solid circles). The temperature range (160-650 °C) shown was used to find the best fit
line (the dashed black line) to calculate paleointensity. Triangles are partial TRM checks.
(b, d) Orthogonal vector plots of zero-field steps (vertical projection of NRM, open
circles; horizontal projection of NRM, closed circles).
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Figure 6.22. Examples of archeointensity determinations for Site TB using the express
(a,b) and conventional (c,d) Thellier-Coe method. (a, c) Arai plots: Natural remanent
magnetization (NRM) lost versus partial thermoremanent magnetization (pTRM) gained
(solid circles). The temperature range (20-610 °C) shown was used to find the best fit line
(the dashed black line) to calculate paleointensity. Triangles are partial TRM checks. (b,
d) Orthogonal vector plots of zero-field steps (vertical projection of NRM, open circles;
horizontal projection of NRM, closed circles).
Overall, the new absolute archeointensity values obtained by the express TC method are
consistent with the archeointensity data previously published for the East European Plain
(Figure 6.23) (Nachasova 1972, Burlatskaya, et al. 1986, Salnaia, et al. 2017, Kosareva,
et al. 2020). While the data for 10-15 centuries remain very limited, the new data confirm
a period of relatively stable field intensity for that period. The new data are consistent
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Field intensity, μT

with a period of stronger geomagnetic field around 16th century, followed by a steady
decay in the field strength to its present-day values. It is noteworthy that the data point
representing the 16th century maximum comes from northwestern Russia (site VF). This
may indicate that the spatial extent of the strong intensity covered most of the EEP.
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Figure 6.23. New archeointensity results (purple diamonds) (Table 6.2) shown together
with the archeointensity results from the East European Plain for 1000-1750 from the
GEOMAGIA database (GEOMAGIA50 v3.4. 2020). The blue, orange, green and red
dots represent results of (Nachasova 1972, Burlatskaya, et al. 1986, Salnaia, et al. 2017,
Kosareva, et al. 2020), respectively.
Another important observation is that four sites close both in time and space (BG1, BG2,
TB, and NG) yielded similar site-mean archeointensity values. While preliminary, this
observation may suggest that a larger scatter observed in the data from the prior studies
does not represent a short-period large-amplitude variation of the field strength, but likely
reflects observational artifacts. Additional studies are needed to resolve this question.
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7 Conclusions and future work
Experimental methods based on the high-temperature treatment of samples are commonly
used for rock-magnetic, paleomagnetic, and paleointensity investigations (Chapters 2 and
3). However, application of these conventional methods has been hampered by several
methodological and instrumentation problems. Most importantly, many materials
undergo heat-induced magneto-mineralogical alteration during the experiment so that the
obtained data are biased or not useable at all. This problem becomes especially important
for the methods that involve the long duration and/or a large number of the hightemperature treatments (such as the Lowrie test, or the double-heating Thellier-Coe
method). In addition, some of these methods require transferring samples between
different instruments (most commonly, between a thermal magnetizer/demagnetizer and a
magnetometer), which may introduce an additional experimental error due to
misorientation of a sample, exposure to external magnetic fields, and other factors.
Finally, a complete characterization of magnetic mineralogy and magnetic characteristics
of material using conventional techniques typically require using several expensive
instruments that are not always easily available to researchers.
The primary goal of this dissertation work has been to address these problems by the
development of a versatile instrument for rock-magnetic, paleomagnetic, and
paleointensity research. The new full-vector variable-temperature magnetometer
(MAG×NEAT) designed and built in the course of this study not only combines the
capabilities of a full-vector magnetometer and a thermal magnetizer/demagnetizer, but
also provides additional unique capability for fast and fully-automatic temperaturedependent measurement of magnetic moment upon heating and cooling a sample within a
20-800 °C temperature range (Chapter 4). The measurements can be conducted in a
vacuum or a controlled atmosphere, which, together with a short duration of thermal
treatments, substantially reduces the potential for magneto-mineralogical alteration.
These diverse capabilities not only allow implementation of the conventional methods
using a single instrument, but also allow development of new efficient experimental
methods.
The experiments conducted in the course of this work have proven the new instrument to
be an efficient tool for rock-magnetic and paleointensity analyses. In particular, the
instrument capabilities have been utilized to develop a new experimental procedure based
the classic Lowrie test that uses a combination of magnetic hysteresis and
thermomagnetic properties to characterize magnetic mineral composition of a sample
(Chapter 5). The new technique has been tested using the MAG×NEAT magnetometer on
a suite of synthetic and archeological samples. The results of these experiments showed
that the new method was more effective than conventional rock magnetic techniques
(magnetic hysteresis and first-order reversal curve analysis, thermomagnetic analysis) in
identifying a low Curie temperature, high-coercivity magnetic phase (interpreted as
epsilon iron oxide, ε-Fe2O3) in the samples. The new technique is more effective than
the original Lowrie test because of two reasons. First, it provides a superior temperature
resolution because the magnetic measurement is measured at very small temperature
increment (~10 times smaller than in the conventional method). Second, the new
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technique substantially reduces the effects of magneto-mineralogical alteration because it
does not require multiple temperature cycles and the time spent by a sample at elevated is
substantially shorter.
The new magnetometer provides significant advantages even when it is used for
conventional paleointensity approaches, such as the double-heating Thellier-Coe method
(Chapter 6). The new magnetometer has been utilized to obtain absolute paleointensity
with the Thellier-Coe method from six archeological objects from central and
northwestern Russia, representing the 13th to 18th century period (Chapter 6). Using a
new instrument reduced the duration of a paleointensity experiment from several days to
several hours, resulting in more reliable, higher quality determinations than the
conventional Thellier-Coe method. Excluding the need to transfer a sample between
different instruments also contributed to the higher quality of the data obtained with the
new instrument. In addition, since the entire procedure takes place in an automatic mode,
the new instrument saves the researcher's time.
The new geomagnetic inclination and archeointensity data obtained in this study are
generally consistent with the previously published data for the Eastern European Plain
(Section 6). The observed inclinations that are somewhat steeper that predicted by the
recent field models may reflect the presence of a pervasive local non-dipolar field
anomaly in the studied region between 16th and 18th centuries. The archeointensity data
confirm the existence of a stronger geomagnetic field in central Russia in the 16th
century, followed by a gradual decay in the field strength to its present-day values.
Additional data are needed to test this hypothesis.
Overall, the experimental results obtained in this work convincingly demonstrate a great
potential of the full-vector variable-temperature magnetometry, opening new horizons for
rock-magnetic, paleomagnetic, and paleointensity research.
The future work includes both further instrumentation development and additional
archeointensity experiments. The future developments of the instrument will include:




Work on expansion of capabilities of the magnetometer by adding new methods
of rock-magnetic research and adding new protocols for determining
paleointensity;
Investigation of the possibility of using modern technologies and materials to
increase the sensitivity of fluxgate sensors;
Adding a strong field option to measure magnetic hysteresis parameters.

The ultimate goal is to design an instrument that could be efficient, versatile, userfriendly, and relatively easy to manufacture.
We also plan to use the new instrument to obtain a more extensive dataset on the intensity
and inclination of the geomagnetic field from archeological samples from northwestern
and central Russia. The new investigations will cover the period extending back to 11th
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century, covering the period (10-15 centuries) for which very few data are currently
available.
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A

From blueprint to physical implementation

This section represents only a sampler of the research and development activities for the
new MAG×NEAT magnetometer.

A.1

An intermediate test of the base unit

After the base unit was assembled according to the design described in Section 4.2.3
(Figure A.1), it was connected to the sensing and control units of ORION. The tested
setup did not have the vacuum gauge on the front side installed, and the guide rails and a
threaded spindle were not installed to provide space for the mounting of the ORION’s
sensing unit (Figure A.2). For this test, an electronic system was developed, which
emulated analog measurement data for the ORION control unit. This was necessary
because the new magnetometer utilizes electronic components of higher digit capacity to
provide higher resolution. Moreover, some units in the new magnetometer designed to
use digital input, unlike the analog sensors in Orion. The emulation system is based on an
Arduino Uno microcontroller with additional digital-to-analog converters (Figure A.3).

Figure A.1. The base unit without side covers, equipped with temporary spacers on the
top of it. a) The left-side view of the base unit showing the drive system with the timing
belt mechanism and an additional encoder outside the vacuum chamber. b) The top-side
view to the base unit showing the mandrel in the center, surrounded by the sealing ring
and temporary spacers. с) The right-side view of the base unit showing the vacuum ports
and the atmosphere control system connectors. d) The hardware driver controlling the
servo motor.
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Figure A.2. The base unit ready to be connected with the ORION’s sensing unit.

Figure A.3. The analog data emulation system.
The primary goal of this intermediate setup (Figure A.4) test was to check the mechanical
and electronic components and connections, as well as to test the efficiency of some
materials chosen for the new magnetometer.
The test revealed some flaws, which were eliminated during the further work on the
device. For example, the system of vacuum insertion of the drive shaft was found to
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create a too strong torque, which caused local warming of the unit and the attendant
instability of the vibration frequency. The part was redesigned to reduce the torque to
acceptable levels.

Figure A.4. The intermediate setup consisting of the ORION sensing unit (the grey
cylinder on the top) and the MAG×NEAT base unit (at the bottom).

A.2

Development of fluxgate sensors

The magnetic properties of the fluxgate sensor core ultimately define the sensitivity and
reliability of the sensor. Therefore, selection of the most suitable material for the core
represents a crucial part of the fluxgate sensor development. Permalloy (e.g., Permalloy
79NM used for the ORION sensors) is a traditionally used material for simple fluxgate
sensor. However, newer amorphous and conventional nanocrystalline magnetically soft
materials have become available that potentially may provide a better option as the core
material. Suitability of several such materials have been investigated as a part of this
dissertation work.
A.2.1
Testing of the fluxgate core materials
The materials have been selected based on a preliminary review of their magnetic
properties. In addition to Permalloy 79NM (Figure A.5 a), they included Supermalloy
(Figure A.5 b), VITROVAC® 6025 (Figure A.5 c), AMAG170 (Figure A.5 d), and
AMAG172 (Figure A.5 e). The three latter materials are amorphous metals.
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Figure A.5. The studied soft magnetic materials: a) Permalloy 79NM; b) Supermalloy;
c) Vitrovac 6025; d) AMAG170; e) AMAG172.
The examination consisted of two stages: (1) determination of magnetic hysteresis
properties of the materials, and (2) empirical tests of the prepared cores with the
prototype of a fluxgate sensor.
The desirable magnetic hysteresis characteristics include a pseudo-rectangular shape of
the hysteresis loop, negligible coercivity, a low saturation field, and a low saturation
magnetization (Section 2.1). All the magnetic hysteresis measurements were performed
using a Lake Shore VSM 7400 Series (LakeShore Cryotronics, Inc.) within the magnetic
field range of ±100 Oe.
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Figure A.6. Magnetic hysteresis loops of the materials studied.
The studied materials revealed significant differences in the shape of the hysteresis loops
(Figure A.7), as well as in the values of saturation magnetization (Figure A.6) and
coercivity studied (Figure A.8). AMAG170 showed the lowest saturation magnetization,
followed, in the increasing order, by Vitrovac 6025, AMAG172, Supermalloy, and
Permalloy 79NM. Furthermore, Supermalloy and Permalloy 79NM did not reach
saturation in the maximum field of ±100 Oe.
0 RP HQW







3HUP DOOR\1 0
6XSHUP DOOR\



$0 $* 



$0 $* 

)LHOG2 H

9LWURYDF
























Figure A.7. Normalized hysteresis loops of the materials studied.
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The hysteresis loops were normalized by their respective maximum magnetization value
in order to compare their shapes (Figure A.7). All the amorphous materials (AMAG172,
AMAG170, and Vitrovac 6025) showed similar hysteresis loop shapes much close to a
rectangular shape than the loops measured from nanocrystalline alloys (Supermalloy and
Permalloy 79NM). The coercivities of all but one materials are very small (below
0.06 Oe), with the exception of Supermalloy with HC ≈ 0.3 Oe (Figure A.8; Table A.1).
The magnetic hysteresis results loops suggest AMAG170, AMAG172 and Vitrovac 6025
to be the most promising materials for fluxgate cores.
Table A.1. The coercivity of the materials studied.
Material

Coercivity (Oe)

Permalloy 79NM
Supermalloy
Vitrovac 6025
AMAG170
AMAG172

0.065
0.329
0.050
0.022
0.037
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Figure A.8. A close-up to the central part of the plot of magnetic hysteresis loops of the
materials studied.
Vitrovac 6025 has a slightly lower (hence, preferred) Hc than AMAG170 and
AMAG172. However, Vitrovac 6025 is supplied in 25 mm or 30 mm strips, whereas
AMAG-tapes is supplied in much thinner, 1.5 mm or 2 mm strips. Therefore, to obtain
the desired 1.5 x 75 mm fluxgate core dimensions, the Vitrovac 6025 would need to be
cut, while the AMAG-tapes factory-made strips could be used directly. Cutting
amorphous materials require highly specialized, more expensive tools to be cut because
of their brittle structure.
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To estimate a quality of both factory-made and self-made cuts, the butt end of strip edges
were examined using a scanning electron microscope imaging. The images of factorymade cutting edges of AMAG170 were taken with Scanning Electron Microscope (SEM)
FEI Quanta 200 3D DualBeam™. The images of self-made cutting edges of Vitrovac
6025 and AMAG170, were taken with Hitachi S-3400N. The images of the factory-made
side cut of the AMAG170 strip (Figure A.9) reveal a rectangular plane-perpendicular
edge without cracks or significant defects.
The custom cuts in the laboratory were made using (1) a mechanical guillotine type
cutter, and (2) the Electrical Discharge Machining (EDM) technique. The mechanical
cutting resulted in cracks on surface by the edge and the butt end not straight enough
along all 75mm length of the core (Figure A.10). Because the cracks negatively affect the
magnetic properties (e.g. increase the coercivity), mechanical tooling was excluded from
further consideration. Although the EDM cutting provided better looking results upon
visual inspection, SEM revealed the significant distortions along the cutting edges.

Figure A.9. SEM images of the AMAG170 butt end (factory-made cutting edges).

Figure A.10. SEM image of the AMAG170 butt end (self-made mechanical cutting
edges).
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Based on the lowest saturation magnetization and these SEM observations, the factorymade AMAG170 strips were used to make the fluxgate sensor cores. However, as a
future task, we plan to investigate a new promising pico-second laser cutting technique
that may provide much cleaner cutting for Vitrovac 6025.

κ(T) [E+6], SI

A thermal drift of sensitivity represents a significant problem of the ORION’s permalloy
fluxgate cores. To evaluate the thermal performance of AMAG170, a temperature
dependence of low-field magnetic susceptibility of the material was measured upon
cycling between room temperature and 100°C. This range exceeds the maximum
temperature of 60° of the designed temperature regime of fluxgate sensors of
MAG×NEAT. The measurements were done with a commercial magnetic susceptibility
meter (kappabridge) MFK1-FA by AGICO. The examination revealed a very weak
thermal dependence: up to 0.35% increase while heating from 26 to 60°C and less than
1% decrease while heating from 26 to 100°C (Figure A.11).
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Figure A.11. The thermal dependence of magnetic susceptibility of the sample of
AMAG170 between 26°C and 100°C. The solid red and blue lines represent the heating
and cooling runs, respectively. The dashed lines indicate thermal drift in per cents (the
right vertical axis).
Both nanocrystalline and amorphous metals need to be annealed to be used as fluxgate
core materials, but the internal processes occurring in the metal during annealing are
completely different: annealing nanocrystalline metals leads to better crystal lattice
ordering by decreasing a number of defects, whereas annealing amorphous material
intends to reduce effects caused by possible presents of crystallization points, which
decreases heterogeneity of material and equalizes (improves) materials properties.
To determine the best annealing procedure (yielding the best magnetic characteristics),
different regimes of thermal treatment were conducted on AMAG170 in an ASC
Scientific Model TD48 thermal demagnetizer. These regimes included:
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Annealing at a single temperature (several different temperatures tested);
Several annealing sequences with (up to three) temperatures;
Different cooling rates from the annealing to the room temperature;
In-field annealing with the magnetic field applied parallel/perpendicular to the
axis of the core;
Zero-field annealing.

The crystallization temperature of AMAG170 is 530°C, however segregate crystallization
points could appear at lower temperatures. Therefore, the tested temperatures range was
from 300 to 420 °C.
The single temperature annealing at 350 and to 400 °C led to a better pseudo-rectangular
shape of hysteresis loops. However, annealing at 350 °C proved to be more efficient
because it resulted in a lower saturation of magnetization (Figure A.12).
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Figure A.12. Magnetic hysteresis loops of AMAG170 annealed at different temperatures
during 3 hours in zero-field environment with highest cooling rate (6-8 hours from
annealing to room temperature).
The other thermal treatment regimens did not provide better magnetic characteristics of
AMAG170 and therefore were not used in further experiments.
A.2.2
Designing of fluxgate sensors
For the fluxgate sensor prototype, the conventional scheme of single core gradiometer
(Section 4.1.4, Figure 4.5 a) with slight changes was adopted. The prototype was
calculated and created (Figure A.13) in order (1) to test the possibility of using a singlecore fluxgate sensor with specified dimensions and to check the correct operation of the
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chosen configuration; 2) to check the sensitivity of the fluxgate sensor with cores of
different materials.
The first calculated parameter of fluxgate sensor is the number of turns of the secondary
winding (Afanasiev 1969). Considering that the sensor projected geometry (and in
particular, the secondary winding) is dictated by the used reading algorithm, all the
dimensions are firmly set. The number of turns is calculated as:
𝜔

𝐺
32𝑓𝑠𝜁𝜇 𝑚𝐴

where 𝐺 – fluxgate sensitivity (μV/nT); 𝑓 – frequency of the generated signal on the
primary winding (Hz); 𝑠 – core cross-sectional area (m2); 𝜁 – coefficient depending on
the fluxgate design = 0.95; 𝜇 – magnetic constant (4𝜋 ∙ 10 H/m); 𝑚 – shape
permeability or inverse demagnetization factor (depends on the shape of the core) =
0.006; 𝐴 – is determined by the formula:
𝐴

𝐻
𝐻

1

𝐻
𝐻

Coefficient A reflects the ratio of the maximum field generated by the field winding and
the saturation field. Usually the ratio is 1: 3, respectively, A=0.315.
Frequency 𝑓 is calculated by the formula ℎ

4

, where ℎ is the core thickness =

0.025 mm.
If we take the given sensitivity G2 = 10-7 (in Vꞏm/A), then for the 1.5 mm wide core, we
get:
1443

32 ∗ 2.56𝐸

1𝐸 7
4 ∗ 3.75𝐸 8 ∗ 0.95 ∗ 1.26𝐸

6 ∗ 0.315

Thus, the number of turns in the secondary winding is chosen to be 1450 turns.
The distance between the secondary windings and their size is dictated by the reading
algorithm used. However, to avoid the occurrence of the edge effect, the core must
protrude beyond the secondary winding, and the primary winding, for the same reason,
must exceed the length of the core. So, the distance from edge to edge of the secondary
windings is 65 mm, the core size is 75 mm, the length of the primary winding is 90mm.
The number of turns of the primary winding is selected based on the geometric length
(90mm) and the thickness of the wire used: Ø = 0.3 mm; 𝜔 = 226 (The difference
between the calculated value of 𝜔 = 300 and the actual one is due to the thickness of the
insulation (varnish) and the density of the winding).
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To calculate the signal amplitude in the excitation winding, it is necessary to use the
equation:
𝐼

𝐻 𝑙
√2𝜔

The resulting pilot sensor was constructed and tested according to the above calculations
(Figure A.13). To test the results the signal from the secondary winding (second
harmonic) was read with oscilloscope.

Figure A.13. The prototype of single-core fluxgate sensor with generator of sinusoidal
signal and amplifier.

A.3

Implementation of other elements

A.3.1
Shielding
The shielding system consists of three layers of treated, magnetically soft material
(Section 4.2.4.1). The outermost layer was constructed from a rolled sheet metal
(Permalloy 79NM) by bending and pulsed welding (Figure A.15).
The magnetic investigation of material properties before annealing showed that this part
of the shielding system had a remanent magnetization, which violates the requirements
for the soft magnetic shielding material. Hence, annealing of the outmost cylindrical
shield was necessary.
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The annealing procedure of the permalloy shield was performed in an industrial furnace
Nabertherm B150 in the ambient magnetic field and air environment. The applied
annealing sequence was as follows:
1)
2)
3)
4)

Heating up to 1100°C at a rate 450°C/hour;
Exposing at 1100°C during 5 hours;
Cooling down to 600°C at a rate 200°C/hour;
Cooling down from 600 to 20°C at a rate 400°C/hour.

The test results improved the material quality in terms its applicability as a magnetic
shield as well as efficiency of the chosen annealing sequence (Figure A.15. b). The
annealed permalloy shield decreases an influence of the outer magnetic field by up to 7
times.

Figure A.14. The outermost layer of the shielding system. a) Raw permalloy element
before annealing; b) Annealed element of the shielding system.
A.3.2
Helmholtz coils
The Helmholtz coils system is designed to provide an opportunity to control magnetic
field in the limited volume of the measuring chamber. Physically, the system consists of
two major parts: the set of coils to control horizontal components and the winding to
control a vertical component of a field. The first part of this system was designed,
constructed, and tested.
The state of the undisturbed magnetic field inside the Helmholtz coils is presented on the
picture (Figure A.16, left). The readings of magnetometer are in mG (milligauss), that is
equal to 42, -9.2 and 5.8 µT for X, Y, and Z, respectively. After energizing the coils,
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corresponding to Y-axis, the field arose in corresponding coils compensates the Ycomponent of the Earth’s magnetic field (Figure A.16, right). To compensate the field
component of 9.2 µT the current 0.02А was supplied to the corresponding coils.

Figure A.15. The examination of the Helmholtz coils setup controlling horizontal field
components. Two devices with digital gauges are an Applied Physics Systems (APS)
Model 520 Fluxgate Magnetometer (on the top) and a BK Precision Power supply unit (at
the bottom). The Helmholtz coil setup with the fluxgate sensor placed in the center of the
coils is in front of these devices. The left picture depicts the state of the ambient magnetic
field detected by the fluxgate sensor along all axes when the Helmholtz coils are inactive;
the right picture represents the results of magnetic field compensation along Y-axis of the
sensor.
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Figure 1.1. An artistic interpretation of a numerical model of the Earth’s magnetic field
published by Nathanaël Schaeffer. The magnetic force lines are shown inside and outside
of the Earth's core (yellow indicates the strongest field). The purple sphere marks the
core-mantle boundary, while the white sphere represents the inner solid core. Public
source: https://news.cnrs.fr/articles/now-in-hd-the-earths-turbulent-core
Figure 4.2. A generic principle of the Vibrating sample magnetometry. Image source:
https://en.wikipedia.org/wiki/Vibrating-sample_magnetometer. Wikipedia. Licensed
under CC BY-SA 3.0 via Wikimedia Commons - https://en.wikipedia.org/wiki/Vibratingsample_magnetometer (Vibrating-sample magnetometer 2011). Accessed July 2021.
Figure 6.12Figure 6.12. A view from the north side to the Church of Archangel Michael.
Image source: “Heritage keepers” website . Public source: https://hranitelinasledia.com/o-nas/sayt-khraniteli-naslediya/
Figure 6.9. The view from the north side of the Church of Archangel Michael (on the left)
and the complex of St. George's Church (on the right). Image source: “The Monastery
Bulletin” website . Copyright © 2021 The Synodal Department for Monasteries and
Monasticism of the Russian Orthodox Church. Public source:
https://monasterium.ru/novosti/novosti-eparkhialnykh-monastyrej/prodolzhaetsyarazrabotka-proekta-restavratsii-osnovnogo-korpusa-belogostitskogo-monastyrya-rostovavelikogo/
Figure 6.13. A west view to the St. George’s Church. Image source: “Monastery
Bulletin” website . Copyright © 2021 The Synodal Department for Monasteries and
Monasticism of the Russian Orthodox Church. Public source:
https://monasterium.ru/novosti/novosti-eparkhialnykh-monastyrej/prodolzhaetsyarazrabotka-proekta-restavratsii-osnovnogo-korpusa-belogostitskogo-monastyrya-rostovavelikogo/
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