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SMOOTH COMPACTLY SUPPORTED SOLUTIONS OF
SOME UNDERDETERMINED ELLIPTIC PDE, WITH
GLUING APPLICATIONS
ERWANN DELAY
Abstract. We give sufficient conditions for some underdetermined el-
liptic PDE of any order to construct smooth compactly supported so-
lutions. In particular we show that two smooth elements in the kernel
of certain underdetermined linear elliptic operators P can be glued in a
chosen region in order to obtain a new smooth solution. This new so-
lution is exactly equal to the initial elements outside the gluing region.
This result completely contrasts with the usual unique continuation for
determined or overdetermined elliptic operators. As a corollary we ob-
tain compactly supported solutions in the kernel of P and also solutions
vanishing in a chosen relatively compact open region. We apply the re-
sult for natural geometric and physics contexts such as divergence free
fields or TT-tensors.
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1. Introduction
Determined and overdetermined elliptic operators are particularly studied
and a lot of very nice results are known. This is in part due to the rigidity
of solutions. A classical result about those operators is the unique contin-
uation property (see [34] for a recent result). At the opposite, much less
is known about underdetermined elliptic operators, ie. with surjective but
not injective principal symbol (see however [6] for instance). In the present
paper we are first interested about the following natural PDE problem: let
P be an underdetermined elliptic operators with smooth coefficients and
let f be a smooth compactly supported source. One wants to construct a
smooth compactly supported solution U to
PU = f.
We work on a smooth (ie. C∞) Riemannian manifold (M,g). We do not
assume that (M,g) is connected neither complete nor compact. Let Ω be
a relatively compact open set with smooth boundary. Let P be an under-
determined elliptic operator with smooth coefficients, of order m, acting on
natural tensors fiber bundles over M . Let P ∗ be its formal L2 adjoint. Be-
fore giving the theorem we need to give some definitions, which are required
for the statement of the hypotheses.
Definition 1.1. We say that P ∗ satisfies the Kernel Restriction Condition
(KRC) if any element in the kernel K of P ∗ on Ω is in Cm−1(Ω).
We refer the reader to section 2 for the definition of the weighted Sobolev
spaces.
Definition 1.2. We will say that P ∗ satisfies the Asymptotic Poincare´ In-
equality (API) if there exists a compact set K ⊂ Ω and a constant C, such
that for all C∞ sections u, supported in ΩrK we have
(1.1) C‖φmP ∗(u)‖L2ψ ≥ ‖u‖L2ψ .
Our theorem is now stated as follows:
Theorem 1.3. Assume that P ∗ satisfies (API) and (KRC). Let f ∈ C∞(M)
be a smooth source with compact support in Ω, such that∫
Ω
〈f, v〉 = 0,
for any v in the kernel of P ∗ on Ω. Then there exist U ∈ C∞(M) with
compact support in Ω such that PU = f .
The assumption
∫
Ω〈f, v〉 = 0 is obviously necessary in order to have the
announced conclusion.
The basic example of an operator satisfying the conditions of the above
theorem is a linear operator of order m > 0, with smooth coefficients, and
of the form
P ∗ = A(∇(m)u) + lot,
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where A is an injective linear operator with smooth coefficients (see section
8).
Let us briefly give the idea of the proof. We first work on Ω. Using
weighted spaces, we show that we can solve
PU = f
with some U = ζP ∗u up to a (weighted) projection on the orthogonal to the
kernel of P ∗. In this construction, u and its derivatives might blow up at
the boundary but the smooth positive function ζ and its derivatives vanish
more, so that U and its derivatives vanish at the boundary. In a second
step, using integrations by part, for any sections U and v in their respective
bundles, ∫
Ω
〈PU, v〉 =
∫
Ω
〈U,P ∗v〉+
∫
∂Ω
B(U, v),
where B is a bilinear operator of order m − 1. We then show that the
projection onto the kernel vanishes. Here (KRC) leads to the vanishing of
the boundary terms.
We apply our theorem to show how elements in the kernel of P are flexible
in the sense that we can, in a chosen region, glue two smooth solutions in
order to construct a third one. In particular taking one of the two solutions
to be zero, one can truncate a solution to obtain a solution either of compact
support or vanishing on a chosen compact set. The operators studied here
are linear, but the techniques can certainly be adapted to certain non linear
contexts as it has already been done in the special case of the constraint
map (see eg. [15], [17], [13], [12]).
Let Ωi, i = 1, 2 be open subsets of M such that Ω := Ω1 ∩ Ω2 6= ∅, Ω is
compact and the boundary of Ω is a smooth submanifold decomposed in
two disjoint smooth submanifolds : ∂Ω = ∂1Ω∪ ∂2Ω with ∂iΩ ⊂ Ωi, i = 1, 2
(see figure A bellow).
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Definition 1.4. Let V ∈ Cm(Ω1) and W ∈ Cm(Ω2). We say that the Flux
Condition (FC) holds if (KRC) holds and if for all v ∈ K,∫
∂2Ω
B(W,v) =
∫
∂1Ω
B(V, v).
Theorem 1.5. Assume that P ∗ satisfies (API) and (KRC). Let V ∈
C∞(Ω1) and W ∈ C∞(Ω2) be two smooth elements in the kernel of P .
Let χ be a smooth cutoff function equal to 1 near Ω1\Ω and equal to 0
near Ω2\Ω. If V and W satisfy the flux condition (FC), then there exists
U ∈ C∞(Ω1 ∪ Ω2), supported in Ω such that χV + (1− χ)W +U lies in the
kernel of P .
More general gluing can be done, see remark 6.3.
There are many other interesting situations where this theorem is useful:
we included few examples of section 9 but it is certain that there are many
other applications. Note that if the flux of V on ∂1Ω is zero, i.e.∫
∂1Ω
B(V, v) = 0 , ∀v ∈ K = ker P ∗,
then one can take W = 0: this shows that it is always possible to truncate a
solution or make it vanish on a chosen region. This allows one to construct
solutions on quotients or on connected sums. This is also a powerful tool
to prove the density of compactly supported solutions in the kernel and to
prove that this last set of solutions is infinite dimensional.
Let us illustrate the applications with two examples. If P is the divergence
operator acting on one forms, as it is natural for instance in fluid mechanic
or in eletromagnetism, we obtain the
Corollary 1.6. For P = d∗, the divergence operator acting on one forms,
the conclusions of Theorems 1.3 and 1.5 hold.
As a consequence, we exhibit in section 9.1 a procedure to glue some
electric field to the electric field surrounding a point charge.
In general relativity, the constraint equations are the initial data con-
straint for the evolution to be Einstein [14]. When constructing CMC initial
data, it is first natural to construct TT-tensors, i.e. trace free and divergence
free symmetric covariant two tensors. In that context, we get
Corollary 1.7. Let P = D∗ be the divergence operator acting on trace free
symmetric covariant two tensors. If n ≥ 3, then the conclusions of theorem
1.3 and 1.5 hold.
For n = 2, the operator D∗ is (determined) elliptic and the corollary above
is not true, see section 9.4.
As in the case of electric field, in section 9.4, we glue some TT-tensors
with a Beig-Bowen-York tensor. Note that in all the results above, in order
to construct TT-tensors one needs to assume there is no conformal Killing
field (kerD = {0}), which is not the case here. On a flat torus for instance,
one can truncate elements in the kernel on Rn as before and reproducing
them by periodicity. On some quotients of the hyperbolic space, one can
also truncate a TT-tensors of Hn making its support lie in a fundamental
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domain and again transport it by the action. The same can be done on
the Sphere or on quotients thereof or on other Riemannian manifolds with
symmetries.
2. Weighted spaces
We will use the spaces already introduced in the appendix of [13] in the
special case of a compact boundary. We keep the general notation of [13] for
eventual adaptations of the paper in other contexts such as asymptotically
euclidian or asymptotically hyperbolic manifolds.
Let x ∈ C∞(Ω) be a (non negative) defining function of the boundary
∂Ω = x−1({0}).
Let a ∈ N, s ∈ R, s 6= 0 and let us define
φ = x2 , ψ = x2(a−n/2)e−s/x and ϕ = x2ae−s/x.
For k ∈ N let Hkφ,ψ be the space of Hkloc functions or tensor fields such
that the norm
(2.1) ‖u‖Hkφ,ψ := (
∫
M
(
k∑
i=0
φ2i|∇(i)u|2g)ψ2dµg)
1
2
is finite, where ∇(i) stands for the tensor ∇...∇︸ ︷︷ ︸
i times
u, with ∇— the Levi-Civita
covariant derivative of g; For k ∈ N we denote by H˚kφ,ψ the closure in Hkφ,ψ of
the space of Hk functions or tensors which are compactly (up to a negligible
set) supported in Ω, with the norm induced from Hkφ,ψ. The H˚
k
φ,ψ’s are
Hilbert spaces with the obvious scalar product associated to the norm (2.1).
We will also use the following notation
H˚k := H˚k1,1 , L
2
ψ := H˚
0
1,ψ = H
0
1,ψ ,
so that L2 ≡ H˚0 := H˚01,1. We set
W k,∞φ := {u ∈W k,∞loc such that φi|∇(i)u|g ∈ L∞, i = 0, ..., k} ,
with the obvious norm.
For k ∈ N and α ∈ [0, 1], we define Ck,αφ,ϕ the space of Ck,α functions or
tensor fields for which the norm
‖u‖
Ck,αφ,ϕ
= supx∈M
∑k
i=0
(
‖ϕφi∇(i)u(x)‖g
+sup06=dg(x,y)≤φ(x)/2 ϕ(x)φ
i+α(x)
‖∇(i)u(x)−∇(i)u(y)‖g
dαg (x,y)
)
is finite.
Remark 2.1. In our setting, it is more usual to set φ = x and for ψ and
ϕ a power of x. This can be done here also as long as we work with finite
differentiability. We choose to take the exponential weight to treat all the
cases in the same way. Note also for applications that condition (API) is in
general easier to obtain with exponential weight.
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3. Isomorphism properties
We are interested in the surjectivity of P applied to sections U that vanish
exponentially at the boundary. For the construction of a right-inverse of P ,
we will use the formal L2 adjoint P ∗. Duality in L2 makes natural to look
at P ∗ acting on sections u that can blow up exponentially on the boundary.
Proposition 3.1. There exists a constant C such that for all u ∈ H˚mφ,ψ,
(3.1) C
(
‖φmP ∗u‖L2ψ + ‖u‖H˚m−1φ,ψ
)
≥ ‖u‖H˚mφ,ψ ,
Proof. By a density argument, we need only to prove (3.1) for smooth com-
pactly supported fields. The proof proceeds in two steps: we first show that
a similar inequality (3.2) is valid in the usual (non weighted) Sobolev spaces
and then we show that (3.2) implies the estimate in weighted spaces (3.1).
Lemma 3.2. P ∗ having injective symbol and smooth coefficients up to the
boundary, there exist a constant C ′ such that for all smooth sections u com-
pactly supported in Ω,
(3.2) C ′ (‖P ∗(u)‖L2 + ‖u‖Hm−1) ≥ ‖u‖L2 ,
Proof. This is exactly the lemma 1.0.2. of [26] with K there equal to Ω here.
An alternative way to get this result is as follows: We smoothly prolong
the set Ω, together with the operator P (keeping the symbol surjective), to
a compact riemannian manifold M without boundary. From [27] Theorem
19.5.1 (see also the remark below Theorem 19.5.2 there), the operator P ∗ :
Hm(M) → L2(M) is semi-Fredholm (ie. has finite dimensional kernel and
closed range) thus the estimate (see eg. equation (19.5.1) in [27])
‖u‖Hm ≤ C ′(‖P ∗u‖L2 + ‖u‖Hm−1),
is valid on M , so in particular for smooth sections u compactly supported
in Ω.
Remark that for a first order operator with injective symbol, one can
use [36] proposition 12.1 (note that the boundary condition there is stated
to obtain (3.2) for all u ∈ H1 and not only for u ∈ H˚1). 
Lemma 3.3. The estimate (3.2) implies the estimate (3.1)
Proof. We first remark that the condition
‖u‖Hm−1 + ‖P ∗u‖L2 ≥ c‖u‖Hm ,
is equivalent to
‖u‖Hm−1 + ‖P ∗u‖L2 ≥ c′‖∇(m)u‖L2 .
(A similar equivalence is also true in our weighted Sobolev spaces.) We put
u = φmψw in the last inequality. We get
‖∇(m)u‖L2 = ‖φmψ∇(m)w +
m−1∑
i=0
Ci∇(m−i)(φmψ)∇(i)w‖L2
≥ ‖φm∇(m)w‖L2ψ − c1‖w‖Hm−1φ,ψ .
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Similarly, we find
‖P ∗u‖L2 = ‖φmψP ∗w + lot‖L2
≤ ‖φmP ∗w‖L2ψ + c2‖w‖Hm−1φ,ψ ,
because the lower order terms are of the form : smooth coefficient on Ω times
derivatives of φmψ times derivatives of w and each of them is bounded by a
term of the form ‖φi∇(i)w‖L2ψ with i ≤ m−1 (see appendix for details). 
The two lemma above give the proposition 3.1. 
Proposition 3.4. There exists a constant C such that for all u ∈ H˚mφ,ψ,
(3.3) C
(
‖φmP ∗(u)‖L2ψ + ‖u‖L2ψ
)
≥ ‖u‖H˚mφ,ψ ,
Proof. By the interpolation inequality (recalled at the end of the appendix),
for any positive constant ε, there exist C ′′ > 0 such that for all u ∈ H˚mφ,ψ,
(3.4) ‖u‖H˚m−1φ,ψ ≤ ε‖u‖H˚mφ,ψ + C
′′‖u‖L2ψ .
This inequality combined with (3.1) proves the announced result. 
Lemma 3.5. Let us assume that P satisfies (API). Let V be a relatively
compact open subset of Ω containing K. Then there exists a constant C ′
such that for all u ∈ H˚mφ,ψ,
(3.5) C ′
(
‖φmP ∗(u)‖L2ψ + ‖u‖L2(V )
)
≥ ‖u‖H˚mφ,ψ .
In particular the map
φmP ∗ : H˚mφ,ψ −→ L2ψ
has finite dimensional kernel.
Proof. This is now a classical argument, see [32] proof of lemma 4.10 for
instance. 
Proposition 3.6. Let K be the kernel of
φmP ∗ : H˚mφ,ψ −→ L2ψ,
and let K⊥ be its L2ψ-orthogonal. If P ∗ satisfies (API). then there exists a
constant C” such that for all u ∈ K⊥ ∩ H˚mφ,ψ we have
(3.6) C”‖φmP ∗(u)‖L2ψ ≥ ‖u‖H˚mφ,ψ .
Proof. This is a standard argument, compare [1, 9, 32]: assuming that the
inequality fails, there is a sequence (un) ∈ H˚mφ,ψ ∩ K⊥ with norm 1 such
that ‖φmP ∗(un)‖L2ψ approaches zero as n tends to infinity. One obtains a
contradiction with injectivity on H˚mφ,ψ ∩K⊥ by using the Rellich-Kondrakov
compactness on a relatively compact open set, applying (3.5). 
Remark 3.7. As in [32] proof of lemma 4.1, on can also show that the map
φmP ∗ : H˚mφ,ψ −→ L2ψ,
has closed range under (API). Also, by adapting the same proof, one shows
that this map is semi-Fredholm iff (API) holds.
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Set
Lφ,ψ := ψ−2Pψ2φ2mP ∗ .
We denote by πK⊥ the L
2
ψ projection onto K⊥. We are now ready to
prove:
Theorem 3.8. Let k ≥ 0, and assume that (API) holds. Then the map
(3.7) πK⊥Lφ,ψ : K⊥ ∩ H˚k+2mφ,ψ −→ K⊥ ∩ H˚kφ,ψ
is an isomorphism.
Proof. For f ∈ K⊥∩L2ψ, let F be the following continuous functional defined
on K⊥ ∩ H˚mφ,ψ:
F(u) :=
∫
M
(
1
2
|φmP ∗(u)|2g − 〈u, f〉g)ψ2dµg ;
we set
µF = inf
u∈K⊥∩H˚mφ,ψ
F(u) .
We claim that F is coercive: indeed, Proposition 3.6 and the Schwarz in-
equality give
F(u) ≥ C(‖u‖H˚mφ,ψ )
2 − ‖u‖L2ψ‖f‖L2ψ
≥ C(‖u‖H˚mφ,ψ )
2 − ‖u‖H˚mφ,ψ‖f‖L2ψ(g) .
Standard results on convex, proper, coercive, l.s.c. (cf., e.g., [21, Proposi-
tion 1.2, p. 35]) functionals show that µF is achieved by some u ∈ K⊥∩H˚mφ,ψ
satisfying (the equality being trivial for w ∈ K)
(3.8) ∀w ∈ H˚mφ,ψ,
∫
M
(〈φmP ∗u, φmP ∗w〉g − 〈f,w〉g)ψ2dµg = 0.
It follows that u ∈ K⊥ ∩ H˚mφ,ψ is a weak solution of the equation
ψ−2Pψ2φ2mP ∗u = f.
The variational equation (3.8) satisfies the hypotheses of [33, Section 6.4,
pp. 242-243]. By elliptic regularity [33, Theorem 6.4.3, p. 246] and by stan-
dard scaling arguments (cf. appendix B of [13]) for f ∈ H˚kφ,ψ, we have
u ∈ H˚k+2mφ,ψ : surjectivity follows. To prove bijectivity, we note that the op-
erator πK⊥Lφ,ψ is injective: indeed, if u ∈ K⊥ is in the kernel of πK⊥Lφ,ψ,
then
(3.9) 0 = 〈Lφ,ψ(u), u〉L2ψ = 〈φ
mP ∗(u), φmP ∗(u)〉L2ψ ,
so u = 0 from inequality (3.6). 
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4. Regularity
From uniform ellipticity of L = PP ∗ and scaling properties (see ap-
pendix), there exists a constant C such that for all u in H˚2mφ,ψ satisfying
Lφ,ψ(u) ∈ Ck,αφ,ϕ we have u ∈ Ck+2m,αφ,ϕ with
(4.1) ‖u‖
Ck+2m,αφ,ϕ
≤ C
(
‖Lφ,ψu‖Ck,αφ,ϕ + ‖u‖H˚2mφ,ψ
)
.
We so obtain the
Proposition 4.1. If Lφ,ψu = f with f ∈ Ck,αφ,ϕ ∩ H˚0φ,ψ , and u ∈ H2mφ,ψ then
u ∈ Ck+2m,αφ,ϕ , so that U = ψ2φ2mP ∗u ∈ ψ2φmCk+m,αφ,ϕ .
Remark 4.2. The quantity ϕφm∇(m)u is bounded. This implies that U is
bounded by a constant times ψ2ϕ−1φm = x2(a−n+m)e−s/x. So, when s > 0,
u might blow up at the boundary but U vanishes on it, and the same is true
for the derivatives.
Choose some α > 0 and define the Fre´chet space C∞φ,ϕ as the collection
of all functions or tensor fields which are in Ck,αφ,ϕ whatever k ∈ N, equipped
with the family of semi-norms {‖ · ‖
Ck,αφ,ϕ
, k ∈ N}. We then have:
Corollary 4.3. Under the hypotheses of the proposition 4.1, if f ∈ C∞φ,ϕ,
then u is in C∞φ,ϕ so that U ∈ ψ2φmC∞φ,ϕ. In particular if s > 0 (in the
definition of ϕ and ψ) then
U ∈ C∞(Ω) ,
and U can be smoothly extended by zero across ∂Ω.
5. Compactly supported solutions
In this section we would like to point out the result about compactly
supported solutions of
(5.1) PU = f
when the source f is of compact support (see [35] for a related result when
P is the divergence operator acting on vector fields).
Let Ω be an open set of M with compact closure and smooth boundary.
Let f ∈ C∞(Ω) be a source with compact support in Ω. We want to find a
solution U ∈ C∞(Ω) of (5.1), vanishing at any order on ∂Ω. In particular,
U can be smoothly extended by zero across ∂Ω. We assume that
(5.2)
∫
Ω
〈v, f〉 = 0,
for all v ∈ kerP ∗.
This is an obvious necessary assumption.
Theorem 5.1. If P ∗ satisfies (API) for some s > 0 and (KRC) holds then
there exists a solution U ∈ C∞(Ω) of (5.1), which vanishes at any order
on ∂Ω.
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Proof. By the theorem 3.8, there exists u ∈ K⊥ ∩ H˚k+2mφ,ψ such that
(5.3) πK⊥ [ψ
−2P (ψ2φ2mP ∗u)− ψ−2f ] = 0.
Let (vi)i∈I be a L
2
ψ orthonormal basis of the finite dimensional space K =
ker P ∗. By the proposition 3.4, vi ∈ H∞φ,ψ. The proposition 4.1 then gives
vi ∈ C∞φ,ϕ. Now we rewrite the equation (5.3):
ψ−2PU − ψ−2f −
∑
i∈I
(
〈ψ−2PU − ψ−2f, vi〉L2ψ
)
vi = 0,
where U = ψ2φ2mP ∗u. Hence (recall f ∈ C∞c (Ω))
Lφ,ψu = ψ−2f +
∑
i∈I
(〈PU − f, vi〉L2) vi ∈ C∞φ,ϕ.
Therefore, by the corollary 4.3, U ∈ C∞(Ω), and U vanishes at any order
on ∂Ω.
Let us show that πK[ψ
−2P (ψ2φ2mP ∗u)− ψ−2f ] = 0. For all v ∈ K,
〈ψ−2P (U), v〉L2ψ(Ω) = 〈P (U), v〉L2(Ω)
= 〈U,P ∗v〉L2(Ω) +
∫
∂Ω
B(U, v)
=
∫
∂Ω
B(U, v) = 0,
where B is a bilinear (m− 1)-order operator appearing after m integrations
by parts. Finally, from the condition (5.2), for all v ∈ K,
〈ψ−2f, v〉L2ψ(Ω) = 〈f, v〉L2(Ω) = 0.

6. The gluing
Let V , W , Ωi, Ω, χ be as in the introduction of the paper (see also figure
A there) and let
T = χV + (1− χ)W.
We work on the open set Ω. Unless otherwise specified, all the spaces are
understood on that open set. By construction, T is equal to V near ∂1Ω and
to W near ∂2Ω, so that ψ
−2PT = 0 near these boundaries. In particular,
ψ−2PT is in any weighted space introduced in this paper.
We have the
Theorem 6.1. Let k ≥ [n2 ] + 1. If V ∈ Ck+m,α(Ω1), W ∈ Ck+m,α(Ω2),
(API) is satisfied for some s > 0. and (FC) holds, then there exists u ∈
K⊥ ∩ H˚k+2mφ,ψ ∩ Ck+2m,αφ,ϕ such that P (T + U) = 0, where
U = ψ2φ2mP ∗u ∈ φmψ2Ck+m,αφ,ϕ ⊂ Ck+m,α(Ω)
can be Ck+m,α extended by zero across ∂Ω.
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Proof. The proof is the same as the proof of theorem 5.1 with f = −P (T ).
We only need to verify that f is L2 orthogonal to the kernel of P ∗. For all
v ∈ K,
〈PT, v〉L2(Ω) = 〈T, P ∗v〉L2(Ω) +
∫
∂2Ω
B(T, v)−
∫
∂1Ω
B(T, v),
=
∫
∂2Ω
B(W,v)−
∫
∂1Ω
B(V, v) = 0,
where B is a bilinear (m− 1)-order operator appearing after m integrations
by parts. We finally apply the proposition 4.1 to get the desired regularity.

Remark 6.2. When V ∈ Cm(Ω) one has∫
∂2Ω
B(V, v)−
∫
∂1Ω
B(V, v) =
∫
∂Ω
B(V, v) = 〈P (V ), v〉L2(Ω)−〈V, P ∗v〉L2(Ω) = 0.
Thus in the definition of (FC), one can replace the integral of B(V, v) on
∂1Ω by the integral of B(V, v) on ∂2Ω. Of course the same substitution can
be done if W ∈ Cm(Ω).
Remark 6.3. The gluing procedure described above can also be used to
solve the more general equation
P (χV + (1− χ)W + U) = χP (V ) + (1− χ)PW,
Such a generalization is interesting when a bound on the image has to be
respected (see eg. [19]).
Remark 6.4. If the flux of V on ∂1Ω is zero, then one can glue V with
W = 0. This allows one to truncate a solution or to make vanish a solution
on a chosen region. In particular one can construct solutions on quotients or
on connected sums. This has also its utility to prove density of compactly
supported elements in the kernel of P .
7. Infinite dimensional kernel
We assume that the open set Ω admits a small open ball B where (API)
and (KRC) hold. This is the case in all the applications of section 9 where
(API) and (KRC) always hold on any smooth relatively compact open set.
Let us show that the set of smooth compactly supported elements in the
kernel of P on B (then on Ω) is infinite dimensional. We may assume that
Ω = B and that it is a small open ball in a compact riemannian manifold
M . From [6], the set of elements in kerP ∩ H˚m(M), which is compactly
supported in Ω, is infinite dimensional. We choose a non-trivial element U
in this set.Let (Ui) be sequence of smooth sections , compactly supported in
Ω (it is not needed here), such that Ui tends to U in H
m. Since the symbol
of the operator P is surjective, we have (see eg. [4], [20], [31])
Hm(M) = kerP ⊕ ImP ∗,
where the sum is L2 orthogonal. Thus Ui = P
∗ui + Vi where ui ∈ H2m(M)
and Vi ∈ kerP . Now PP ∗ui = PUi is smooth and PP ∗ is elliptic so that ui
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is smooth and the same is true for Vi. Since Ui tends to U in (H
m then in)
L2 and
‖Ui − U‖2L2(M) = ‖P ∗ui‖2L2(M) + ‖Vi − U‖2L2(M) ≥ ‖Vi − U‖2L2(Ω),
Vi tends to U in L
2(Ω). In particular there exists i such that V := Vi is non
trivial on Ω. We thus have a smooth non trivial element V in the kernel of
P on Ω. It suffice now to glue V with 0 near the sphere boundary. As this
procedure is valid for any such U , the conclusion follows.
Intuitively the result may be true without the conditions (API) and
(KRC): we will study this question in the future.
8. The basic example
Let P be a linear operator of order m > 0, with smooth coefficients on Ω,
such that
P ∗u = A(∇(m)u) + lot,
where A is an injective linear operator with smooth coefficients up to the
boundary.
Lemma 8.1. With the notations above: the operator P ∗ satisfies (API).
Proof. We have
φmP ∗u = A(φm∇(m)u) + φ(φm−1lot).
As φ goes to zero near the boundary, for any ε > 0, if u has compact support
sufficiently close to ∂Ω then
|φ(φm−1lot)|L2ψ ≤ ε|u|Hm−1φ,ψ .
On the other hand, from the hypothesis on A, there exists c > 0 such that
|A(φm∇(m)u)|L2ψ ≥ c|(φ
m∇(m)u)|L2ψ .
Combining those inequalities with [13] proposition C.4 used m times, we
thus obtain the estimate near the boundary
||φmP ∗u||L2ψ ≥ C||u||H(m−1)φ,ψ .
This last inequality clearly implies (API).

Lemma 8.2. The operator P ∗ satisfies (KRC).
Proof. We work on a coordinate system (x1, ..., xn) near a point p on the
boundary. Thus we can adopt the following assumptions: Ω = (−1, 1)n−1 ×
(0, 2), ∂Ω = {xn = 0}, p = 0, and u ∈ C∞(Ω,RN ). We consider the family
of paths γx(t)=(x, 0) + (0, ..., 0, 1− t) where x is close to zero in (−1, 1)n−1,
and t ∈ [0, 1]. The (system of) equation P ∗u = 0 can be written
∂i1 ...∂imu
i + lot = 0.
This is standard to transform this partial differential system to a first
order one by introducing the derivatives of u as new functions V =
(u, ∂u, ..., ∂(m−1)u) and then transform the system above to a first order
system
∂jV
i +AikjV
k = 0,
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where V ∈ C∞(Ω,RN ′). Let us define f ix(t) = V i(γx(t)). The functions f ix
satisfy the linear ordinary differential system (note (γjx)′ = −δjn)
(f ix)
′ −Aiknfkx = 0,
with coefficients depending smoothly on x and t ∈ [0, 1]. Classical results
about ordinary differential system show that fx(t) is well defined for all
t ∈ [0, 1] and depends smoothly on x and t ∈ [0, 1], so that V and then u
are smooth near p. 
Remark 8.3. Each time that it is possible to rewrite the solutions of P ∗u = 0
to a first order system as in the preceding proof, the solutions will be smooth
up to the boundary. Thus (KRC) holds also for other natural geometric
operators (see [7]).
We now point out two geometric operators defined in section 9.
Corollary 8.4. The Killing operator and the conformal Killing operator
satisfy (KRC).
Proof. One rewrites the conformal Killing equation to a first order system
(see eg. [7]) and use the remark 8.3. One can also use the fact that if X is
a conformal Killing vector field then (see eg. [10])
∇(3)X +R0 • ∇X +R1 •X = 0,
where R0 and R1 are linear expressions in Riem(g) and ∇Riem(g) respec-
tively. The same can be done for the Killing operator. 
Lemma 8.5. On any connected component of Ω, the dimension of the kernel
of P ∗ does not exceed the number of components of derivatives of u of order
less or equal to m− 1.
Proof. One can assume that Ω is connected. The proof is the same as the
proof of lemma 8.2 except that p is now an interior point and γx is a ray
emanating from p. Thus u is determined around p by its values with all of
its derivatives of order less or equal than m− 1 at p. The dimension of the
(local) kernel of P ∗ is then bounded by a uniform constant, so this is also
true for the kernel of P ∗. 
9. Applications
9.1. Divergence free vector fields. By identifyibg vector fields with
forms, we consider P = d∗, the divergence operator from one forms to
functions:
d∗ω = −∇iωi,
Elements in the kernel of P are naturally studied in a lot of physics contexts
such as fluid mechanics or electromagnetism (see [23], [38] for instance).
In fact divergence free fields (also called solenoidal, or incompressible, or
transverse, depending on the setting) have the nice property that their flow
preserves the volume of any domain.
The formal L2 adjoint of P is P ∗ = d, the differential on functions. The
kernel of d is the set of constant functions so (KRC) holds. The (API) is
proved in [13][Proposition C.4. page 75].
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Let us give an application on Rn to the case where the vectors fields
are divergence free (and/or regular) only outside a compact set K as in
electricity or newtonian gravity for instance. In this case one can take two
conditionally compact open set Oi’s such that K ⊂ O1 ⊂ O1 ⊂ O2 and
define Ω1 = O2\K and Ω2 = Rn\O1. The two vector fields can be glued as
before up to the kernel. The kernel projection corresponds to the difference
of their respective flux across, say ∂2Ω: it is trivial if they have the same
flux.
For example in R3, we can glue any electric field E with vanishing electric
density (ρ = divE) outside K and with total charge Q, with the electric
field surrounding a point charge given by Coulomb’s law:
EQ =
1
4π
Q
r2
~r
r
,
where r =
√
x2 + y2 + z2 and ~r = (x, y, z). This gives a model with the
same interior (i.e. on O1) field and very simple infinity.
Remark 9.1. On can also imagine a more sophisticated gluing (and/or ex-
tension), using open sets as those appearing in [30] for instance.
Remark 9.2. Here the gluing result of V and W can be trivially done if
both V and W are coexact.
Remark 9.3. Hodge duality provides an easy translation from our result
about divergence free one forms to a result about closed (n− 1)-forms.
Remark 9.4. It is tempting to generalize to the following Hodge-De Rahm
type operator on k-forms: Consider the operator P ∗ from k forms to k + 1
forms times k − 1 forms defined by
P ∗(ω) = (dω, d∗ω).
Then P (α, β) = d∗α + dβ. Note that PP ∗ = dd∗ + d∗d is the Hodge-De
Rham Laplacian.
Since the symbol of PP ∗ is bijective, the symbol of P ∗ is injective. If
n ≥ 3 and 1 ≤ k ≤ n − 1 the symbol of P ∗ is not surjective because of the
dimensions of the fibers: indeed recall that the dimension of the fiber of Λk
is (
n
k
).
The kernel of P ∗ is related to the Hodge cohomology but without bound-
ary conditions: (KRC) is not satisfied in this context.
To be more explicit, let us illustrate with an example on Rn (n ≥ 3): Let
Ω be the ball of center (1, 0, ..., 0) and radius 1. Let v = r2−n be (a constant
time) the fundamental solution of the Laplacian and define u := dv. Clearly
v is in the kernel of P ∗ acting on 1-forms on Ω and v is not continuous on
∂Ω.
Note also that the (API) condition is not satisfied here because it implies
the finite dimension of the kernel of P ∗ whereas here this kernel is infinite-
dimensional. In fact, as in the preceding example, one can consider for any
reasonable function (or measure) h on the boundary, the solution uh of the
Dirichlet problem : ∆u = 0 on Ω with u = h on ∂Ω. For any such h, we can
define vh = duh in the kernel of P
∗ acting on 1-form on Ω.
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9.2. (Multi-)divergence free tensors. More generally, let us consider the
divergence operator P = div, acting from rank r + 1 covariant tensor fields
to rank r covariant tensor fields :
(div u)i1...ir = −∇iuii1...ir ,
its formal L2 adjoint being P ∗ = ∇, the covariant derivative. The kernel of
P ∗ consists of the parallel rank r tensor fields. Note that PP ∗ is the rough
Laplacian. Here again, (API) holds from [13]. (KRC) holds from section 8.
Remark 9.5. We can also consider the multiple divergence operator from
rank r +m covariant tensor fields to rank r covariant tensor fields:
(div(m) u)i1...ir := (−1)m∇jm...∇j1uj1...jmi1...jr .
The adjoint is ∇(m) the m-covariant derivative. Here again (API) holds
from [13] proposition C.4 used m times. (KRC) holds from section 8.
9.3. Divergence free symmetric two tensors. We can also consider the
divergence operator P = div, acting from symmetric covariant tensor fields
to one forms :
(div u)j = −∇iuij ,
its formal L2 adjoint being (P ∗ω)ij = ∇iωj + ∇jωi, the Killing operator.
Elements in the kernel of P ∗ are one forms associated to Killing vector fields.
Note here that equation (3.1) is also called the (weighted) Korn inequality
used in elasticity theory (see eg. [18]). (API) is already proven in [13] where
P ∗ is called S there. (KRC) holds from section 8.
Remark 9.6. The operator div can be replaced by Pu = div u + c dTru,
for any constant c 6= 1n , such as the Bianchi operator c = 12 (elements in
the kernel of the Bianchi operator are called harmonic tensors [8]) or the
momentum constraint operator c = 1 . In such a case the kernel of P ∗ is
the Killings.
9.4. TT-tensors. TT-tensors are trace free and divergence free symmetric
two tensors. They have the following conformally covariant property: if
V is a TT tensor for g and u is a positive function, then u−2V is a TT
tensor for u4/(n−2)g. Construction of such a tensor arises when studying
the constraint equation in general relativity [14]. In some situations, it is
important to construct compactly supported tensors as it as been done on R3
in [16] using explicit formulas and on Rn in [25] using the Fourier transform.
Also, when doing the gluing procedure, it is important to truncate the TT-
tensor on a small ball (see eg. [29]). The procedure described here gives a
construction on any Riemannian manifold.
Here we consider P = D∗, the divergence operator from trace free sym-
metric two tensors to one forms:
(D∗u)i = −∇juij ,
its formal L2 adjoint being P ∗ = D, the conformal Killing operator, also
called the Ahlfors operator:
(Dω)ij = 1
2
(∇iωj +∇jωi) + 1
n
d∗ω gij.
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Note that D∗D is usually called the vector Laplacian. Elements in the kernel
of D are one forms corresponding to conformal Killing fields. (KRC) holds
from section 8. Note that in [5] it is shown that generically there does
not exist local nor global non trivial conformal Killing fields. Also, on Rn
with n ≥ 3, the space of conformal Killing is explicit and has dimension
(n+1)(n+2)/2. For n = 2 the operator D∗ is (determined) elliptic and can
not verify our hypothesis. For instance on any open set of R2, any analytic
function F (x, y) = a(x, y) + ib(x, y) gives rise to a conformal Killing form
ω = adx + bdy and reciprocally, so neither (KRC) nor (API) are true as in
remark 9.4.
(API) is not already been proven in the literature in this context and
some more work is needed here (see however [1] for related results).
Proposition 9.7. When n ≥ 3, the operator D satisfies (API).
Proof. Here we can not apply [13], corollary D.5 page 79, because we need
the same kind of inequality with the Ahlfors operator in place of the Killing
one, and |Dω| does not control |d∗ω| pointwise. Thus we need a more precise
estimate.
Before going to the proof, let us make some simplifying assumptions. As
we will work near the boundary, we may first choose for x the distance to
the boundary. The metric then take the form g = dx2+ h(x), where h(x) is
a family of metrics on ∂Ω. The difference between the connection of g and
the connection of dx2 + h(0) goes to zero on the boundary. We then may
assume that the metric is a product g = dx2 + h, where h is a fixed metric
on ∂Ω and x ∈ (0, ε), with a small ε.
For a one form ω compactly supported in Ωε := (0, ε)×∂Ω, we decompose
ω = fdx+ α,
where f is a function on Ωε and α a one form in C
∞(Ωε, T
∗∂Ω). First, from
the equality
〈Dω, fdx⊗ dx〉g = f∂xf + 1
n
(d∗ω)f = (1− 1
n
)f∂xf +
1
n
(d∗hα)f,
combined with
J :=
∫
x2t−2e−2s/x(−∂xf)f =
∫
∂Ω
(∫ ε
0
x2t−2e−2s/x[−1
2
∂x(f
2)]dx
)
dµh
=
∫
∂Ω
(∫ ε
0
(s + o(1))x2t−4e−2s/xf2dx
)
dµh
=
∫
(s+ o(1))x2t−4e−2s/xf2,
we deduce
(9.1)∫
x2t−2e−2s/x[(d∗hα)f−n〈Dω, fdx⊗dx〉g] = (n−1)
∫
x2t−4e−2s/x(s+o(1))f2.
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Now, let us compute
I :=
∫
x2t−2e−2s/x(d∗hα)f =
∫ ε
0
x2t−2e−2s/x
(∫
∂Ω
(d∗hα)fdµh
)
dx
=
∫ ε
0
x2t−2e−2s/x
(∫
∂Ω
〈α, dhf〉hdµh
)
dx.
Let (xi) = (x0 = x, xA) be a coordinate system of Ωε adapted to its charac-
ter. We rewrite
〈α, dhf〉h = ωA∂Aω0 = 2ωA(Dω)0A − ωA∂0ωA = 2(Dω)(α, dx) − 1
2
∂x|α|2.
This shows that
I = 2
∫
x2t−2e−2s/x〈Dω,α⊗ dx〉g +
∫
x2t−4e−2s/x(s + o(1))|α|2
so
(9.2)∫
x2t−2e−2s/x[(d∗hα)f − 2〈Dω,α ⊗ dx〉g] =
∫
x2t−4e−2s/x(s + o(1))|α|2.
We will now show that any term appearing in the left hand-side of
(9.2) and (9.1) can be estimated in absolute value by a term of the form
a
2‖φDω‖2L2ψ +
1
2a‖ω‖2L2ψ , for any a > 0, possibly modulo terms of the form
‖o(1)ω‖2
L2ψ
, where o(1) −→ 0 when x goes to zero. This will then prove the
announced result. Let
ηAB := (Dω)AB = 1
2
(∇AωB +∇BωA) + 1
n
(d∗ω)hAB
= (Dhα)AB + [( 1
n
− 1
n− 1)d
∗
hα−
1
n
∂xf ]hAB
= (Dhα)AB − 1
n− 1(Dω)00hAB ,
then
|η|2h = |Dhα|2h +
1
n− 1[(Dω)00]
2.
The inequality |∇α|2h ≥ 1n−1 |d∗hα|2 then gives
2
∫
∂Ω
|Dhα|2h =
∫
∂Ω
[|∇hα|2 + n− 3
n− 1 |d
∗
hα|2 − Rich(α,α)]
≥
∫
∂Ω
[
n− 2
n− 1 |d
∗
hα|2 − Rich(α,α)],
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Therefore, for any constant a > 0:∣∣∣∣∫ x2t−2e−2s/x(d∗hα)f ∣∣∣∣ ≤ a2
∫
x2te−2s/x(d∗hα)
2 +
1
2a
∫
x2t−4e−2s/xf2
≤ n− 1
n− 2
a
2
∫
x2te−2s/x
[
2|Dhα|2h +O(1)|α|2
]
+
1
2a
∫
x2t−4e−2s/xf2
≤ n− 1
n− 2
a
2
∫
x2te−2s/x
[
2|η|2h +O(1)|α|2
]
+
1
2a
∫
x2t−4e−2s/xf2
Similarly for any constant b > 0:∣∣∣∣∫ x2t−2e−2s/x〈Dω,α⊗ dx〉g∣∣∣∣ ≤ b2
∫
x2te−2s/x|ν|2h +
1
2b
∫
x2t−4e−2s/x|α|2,
where νA := (Dω)0A. Also, for any constant c > 0:∣∣∣∣∫ x2t−2e−2s/x〈Dω, fdx⊗ dx〉g∣∣∣∣ ≤ c2
∫
x2te−2s/x|(Dω)00|2+ 1
2c
∫
x2t−4e−2s/xf2
By combining the last three inequalities for large a, b, c with equations
(9.2),(9.1) and the fact that
|Dω|2 = |(Dω)00|2 + 2|ν|2h + |η|2h
we get the proof of the proposition 9.7. 
As in the case of electric fields, one can use the same procedure to glue
any TT-tensor Vij defined outside a compact set K of R
3 (containing zero
for simplicity) with a unique Beig-Bowen-York tensor [2] [3] as follows. Let
us consider the 10 parameters family of Beig-Bowen-York tensors
Eij =
1 Kij + ...+
4 Kij,
where the lKij’s are defined in [2]. Let also consider a fixed basis (v1, ..., v10)
of the space of conformal Killing fields (choose particular lηj(x)’s in [2] for
instance). Let the Ωi’s be chosen as in section 9.1. The two TT-tensors fields
V and E can be glued on Ω modulo kernel. For the kernel projection, one
projects on any elements vi of the basis: each of them gives the difference
of their respective ”flux”1 across, say ∂2Ω :
pi :=
∫
Ω
〈D∗T, vi〉 =
∫
∂Ω2
E(vi, η) −
∫
∂Ω2
V (vi, η),
where η is the unit normal. One then chooses the 10-parameters of E to
make vanish the 10 projections (it is easily be checked that the linear map
which sends the 10 parameters of E to the 10 real numbers
∫
∂2Ω
E(vi, η) is
an isomorphism of R10).
This construction has the advantage to produce an infinite dimensional
family of TT-tensors with well know infinity. Moreover, by using the
Licherowicz-York method (see eg. [28]) it gives rise to conformally euclidian
1In this setting this correspond to linear momentum, angular momentum,...
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CMC initial data for the Einstein equation. Because of conformal euclidian
setting, such a kind of data is valued by numerical relativity.
Remark 9.8. Here also one can imagine a more sophisticated gluing (and/or
extension), using open sets of the form used in [30] for instance.
Remark 9.9. It is easy to prove that on any relatively compact open set
of (M,g), the set of smooth TT-tensors is infinite dimensional. Taking
any (small) ball and gluing TT-tensors with zero as before near the sphere
boundary, one deduces that the set of smooth TT-tensors with compact
support in a fixed ball (thus on any open set) is also infinite dimensional.
9.5. Linearized scalar curvature operator. We consider the operator
which to a Riemannian metric g gives its scalar curvature. The lineariza-
tion of this operator is another operator P from symmetric two tensors to
functions given by
Ph = ∇k∇lhkl −∇k∇k(Tr h)−Rklhkl,
Its formal adjoint is
P ∗f = ∇∇f −∇k∇kfg − f Ric(g).
Those operators were studied by Fischer and Marsden [22]. It is well know
that the dimension of the kernel of P ∗ is less or equal to (n+1) (see eg. [15]).
Compactly supported elements in the kernel of P play an important role
in some situations (see [16] on Rn). Here again our procedure gives a con-
struction in a general context. (API) is proved in [13] and (KRC) holds from
section 8. Note that the kernel is trivial in generic situations or on small
balls [5].
Here also, on Rn (n ≥ 3) for instance, one can glue any element in the
kernel of P , smooth outside a compact set of Rn with an element of the
family
E =
m
|x− c|n−2 euc,
where euc is the euclidian metric, m ∈ R, and c ∈ Rn.
9.6. A non linear application. As already written in the introduction, the
gluing procedure has been used in a non linear context in general relativity.
We are interested here in a non linear operator which appeared in riemannian
Weyl structures. For a riemannian manifold (M,g), we consider the operator
from one forms to functions defined by
Pθ := d∗θ + n− 2
4
|θ|2.
This operator is related to the scalar curvature of a Weyl structure by (see
[24] for instance, with a different normalisation of θ).
RW = R(g) + (n− 1)Pθ.
The linearization of P at θ is
Pω = d∗ω +
n− 2
2
〈θ, ω〉.
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The adjoint of P is then
P ∗u = du+
n− 2
2
uθ.
Let u be in the kernel of P ∗. If u vanishes at some point p, then u vanishes
near p, and where u does not vanishes, θ = − 2n−2d ln(|u|). Thus the kernel
of P ∗ on any connected open set is trivial if and only if θ is not exact on
this set. Otherwise the kernel is one dimensional.
One then proceeds as in [15] to show that for any smooth function ρ with
compact support, and close to zero, there exists a small, smooth one form
U , with compact support close to the support of ρ, such that up to kernel
projection if any,
P(θ + U) = P(θ) + ρ.
In the same way, as in [19], exploiting the fact that the norm of the inverse
of the operator πK⊥Lφ,ψ in Theorem 3.8 is uniformly bounded for any θ′
close to θ in W k+1,∞φ , one can glue two Weyl form connexions close one to
each other on a compact region, by interpolating their images with P.
P[χθ + (1− χ)θ′ + U ] = χP(θ) + (1− χ)P(θ′).
As in [15], on (Rn,euc) it is possible to glue an asymptotically flat Weyl form
connexion (see [37] for a definition) such that P(θ) = 0 with a
θm :=
4m dr
rn−1 +mr
= dfm , fm = − 4
n− 2 ln
(
1 +
m
rn−2
)
,
on an annulus close to infinity, to a form connexion in P−1({0}). In partic-
ular the set of AF Weyl connexions on (Rn,euc) with vanishing Weyl scalar
curvature and correspond to the Levi Civita connection of a Schwarzschild
metric
gm =
(
1 +
m
rn−2
) 4
n−2
euc
outside of a compact set, is dense in the set of AF Weyl connexions on
(Rn,euc) with vanishing Weyl scalar curvature.
10. Appendix : Scaling Estimates
For completeness, we recall the appendix B of [13] (with some misprints
corrected) and we add a Sobolev estimate let to the reader there.
10.1. Preliminary. The weight functions we consider have the following
property:
(10.1) |φi−1∇(i)φ|g ≤ Ci , |φiψ−1∇(i)ψ|g ≤ Ci ,
for i ∈ N and for some constants Ci. This implies that for all i, k ∈ N we
have
(10.2) |φi−k∇(i)φk|g ≤ Ci,k , |φiψ−k∇(i)ψk|g ≤ Ci,k .
Thus, for m, s, i, k ∈ N the maps
ψ−mφi−s∇(i)(φsψm·) : H˚k+iφ,ψ 7−→ H˚kφ,ψ ,
ψ−mφi−s∇(i)(φsψm·) : W k+i,∞φ 7−→W k,∞φ ,
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ψ−mφ−s∇(i)(φi+sψm·) : H˚k+iφ,ψ 7−→ H˚kφ,ψ ,
(10.3) ψ−mφ−s∇(i)(φi+sψm·) :W k+i,∞φ 7−→ W k,∞φ ,
are continuous and bounded. The function ϕ satisfies the same condition
(10.2) as ψ, so that we can replace H˚jφ,ψ by C
j,α
φ,ϕ in the equations (10.3).
For all p ∈ Ω, we denote by Bp, the open ball of center p with radius
φ(p)/2. Changing the defining function x if necessary, we require that for
all p ∈ Ω,
(10.4) B(p, φ(p)) ⊂ Ω .
Lemma 10.1. There exists a constant C1 > 0 such that for all p ∈ Ω and
for all y ∈ Bp, we have
(10.5) C−11 φ(p) ≤ φ(y) ≤ C1φ(p).
There exists a constant C2 > 0 such that for all p ∈ Ω and for all y ∈ Bp,
we have
(10.6) C−12 ϕ(p) ≤ ϕ(y) ≤ C2ϕ(p).
The same assertion holds when substituting ϕ with ψ.
Proof. Let us remind that φ = x2 where x is equivalent to d(·, ∂Ω). In order
to prove (10.5), we compute for all q ∈ Bp: by the triangle inequality,
d(p, ∂Ω)− d(p, q) < d(q, ∂Ω) ≤ d(p, ∂Ω) + d(p, q) .
Then, since d(p, q) < x(p)2/2 for q ∈ Bp,
d(p, ∂Ω) − x(p)2/2 < d(q, ∂Ω) ≤ d(p, ∂Ω) + x(p)2/2 .
From (10.4) we have x(p)2 < d(p, ∂Ω). This gives
d(p, ∂Ω)/2 < d(q, ∂Ω) ≤ 3d(p, ∂Ω)/2 ,
and as x is equivalent to d(., ∂Ω) we obtain (10.5).
Now recall that ψ = e−s/x, where s ∈ R, s 6= 0. Moreover, for all q ∈ Bp,
e−s/x(p)es/x(q) = e−s(x(p)−x(q))/x(p)x(q),
but |x(p) − x(q)| is bounded by some constant times x(p)2 and x(p)x(q) is
equivalent to x(p)2. We so get (10.6) for ψ.
If ϕ1 and ϕ2 satisfy (10.6), then ϕ1ϕ2 also will. It follows that ϕ = x
αes/x
can also be used as a weighting function in our context. 
10.2. Estimates in Ho¨lder spaces. In this section we will see that the
choice of functions φ and ϕ will guarantee the estimate (4.1). We assume
that Ω is an open subset of Rn, and that the elliptic operator we work with is
an operator on functions. The result generalizes to tensor fields on manifolds
by using coordinate patches, together with covering arguments.
For p ∈ Ω, we define
ϕp : B(0, 1/2) ∋ z 7→ p+ φ(p)z ∈ Bp.
For all functions u on Ω and all multi-indices γ we have
∂γz (u ◦ ϕp) = φ(p)|γ|(∂γu) ◦ ϕp.
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Let L(p, ∂) be a strictly elliptic (e.g., in the sense of Agmon-Douglis-
Nirenberg) operator of order 2m on Ω and set
(Lφu)(p) := [L(·, φ∂)u](p).
Notice that in our setting Lφ = Lφ,ψ will be elliptic uniformly degenerate
whenever φ(p) approaches zero in some regions. We assume that the coeffi-
cients of L are in Ck,αφ,1 (Ω). For all p ∈ Ω, we define the elliptic operator Qp
on B(0, 1/2) by
Qp(z, ∂) := L(ϕp(z), (φ(p))
−1φ ◦ ϕp(z)∂).
We then have
Qp(u ◦ ϕp) = (Lφu) ◦ ϕp.
By the lemma 10.1, the Ck,α(B(0, 1/2)) norm of the coefficients of Qp
are bounded by the Ck,αφ,1 (Ω) norm of the coefficients of L. On the other
hand, Qp is strictly elliptic and by the usual interior elliptic estimates,
there exists C > 0, which depends neither on p nor on v, such that, for
all functions v ∈ L2(B(0, 1/2)) such that Qpv is in Ck,α(B(0, 1/2)) we have
v ∈ Ck+2m,α(B(0, 1/4)) and
‖v‖Ck+2m,α(B(0,1/4)) ≤ C(‖Qpv‖Ck,α(B(0,1/2)) + ‖v‖L2(B(0,1/2))).
So, if u is in L2
ϕφ−n/2
(M) with Lu ∈ Ck,αφ,ϕ(Ω), then u ∈ Ck+2m,αloc .
For p ∈ Ω, we define B′p the ball of center p and radius (1/4)φ(p). It
follows from (10.5) that there is a p–independent number N such that each
Bp is covered by N balls B
′
pi(p)
, i = 1, . . . , N . We then have (the second and
the last inequalities below come from (10.6))
‖u‖
Ck+2m,αφ,ϕ (Ω)
≤ C sup
p∈Ω
‖u‖
Ck+2m,αφ,ϕ (B
′
p)
≤ C sup
p∈Ω
(ϕ(p)‖u‖
Ck+2m,α
φ(p),1
(B′p)
)
≤ C sup
p∈M
(ϕ(p)‖u ◦ ϕp‖Ck+2m,α(ϕ−1p (B′p)))
= C sup
p∈Ω
(ϕ(p)‖u ◦ ϕp‖Ck+2m,α(B(0,1/4)))
≤ C sup
p∈Ω
[ϕ(p)(‖(Lφu) ◦ ϕp‖Ck,α(B(0,1/2)) + ‖u ◦ ϕp‖L2(B(0,1/2)))]
≤ C[sup
p∈Ω
(ϕ(p)‖Lφu‖Ck,α
φ(p),1
(Bp)
) + sup
p∈Ω
(‖u‖L2
ϕφ−n/2
(Bp))]
≤ C(‖Lφu‖Ck,αφ,ϕ(M) + ‖u‖L2ϕφ−n/2 (Ω)) .(10.7)
In particular u ∈ Ck+m,αφ,ϕ (Ω). An identical calculation gives
‖u‖
Ck+m,αφ,ϕ (Ω)
≤ C(‖Lφu‖Ck,αφ,ϕ(Ω) + ‖u‖L∞ϕ (Ω)) .
10.3. Estimates in Sobolev spaces. The proof of the following lemma is
left to the reader in [13]. It is somehow reminiscent of [11] lemma 3.6. Here,
we recall the proof for completeness.
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Lemma 10.2. Let k ∈ N. There exists a constant C such that for all u ∈
Hk+2mφ,ψ ,
‖u‖Hk+2mφ,ψ ≤ C
(
‖Lφ,ψu‖Hkφ,ψ + ‖u‖H0φ,ψ
)
.
Proof. Let f(x) =
√
1+4(x−x2)−1
2 . Let x0 ∈ (0, 1) to be defined later and let
us consider the sequence xk+1 = f(xk). From the definition, we have
xk+1 + x
2
k+1 = xk − x2k,
and xk decreases to zero. As
x− 11
10
x2 − [f ◦ f(x) + 11
10
(f ◦ f(x))2] = 9
5
x2 +O(x3),
for x0 small we have xk+2+
11
10x
2
k+2 < xk− 1110x2k. In particular the number of
intervals of the form Jk = [xk− 1110x2k, xk+ 1110x2k] that intersect some Jk,k > 0,
is equal to two. At this stage, by reducing x0 if necessary, we also have
∀x ∈ Jk , 1
2
x2k < x
2 < 2x2k.
We define Ik = [xk − x2k, xk + x2k] = [xk+1 + x2k+1, xk + x2k].
Let F−1 = {p ∈ Ω, x(p) ≥ x0 + x20} and let Fk = {p ∈ Ω, x(p) ∈ Ik} for
k ∈ N.
Let G−1 = {p ∈ Ω, x(p) ≥ x0} and let Gk = {p ∈ Ω, x(p) ∈ Jk} for k ∈ N.
For any function f ∈ L1(Ω) we thus get
(10.8)
∫
Ω
f =
∑
i
∫
Fi
f .
From above, for all positive integrable functions f we have∫
Fk
f ≤
∫
Gk
f ≤
∑
l,Fl∩Gk 6=∅
∫
Fl
f.
As the cardinality of {l, Fl ∩Gk 6= ∅} does not exceed 3, we deduce
(10.9)
∫
Ω
f ≤
∑
i
∫
Gi
f ≤ 3
∫
Ω
f .
The above construction provides a decomposition of Ω into ”annuli” Fk,
the size of which in the x-direction is comparable to x(p)2 for any p ∈ Fk;
similarly the sizes of Gk in the x-direction are comparable to x(p)
2 for any
p ∈ Gk.
We now assume that x0 is small enough to identify Fk with Ik × ∂Ω for
k ≥ 0 and the same identifications are possible between Gk and Jk × ∂Ω.
We continue with a annulus dependent, cube decomposition of ∂Ω, as
follows: Let {(Oi, ψi)}i=1,...,N be a covering of ∂Ω by coordinate charts with
each coordinate system ψ−1i mapping Oi smoothly and diffeomorphically
to a neighbourhood of [0, 1]n−1; the local coordinates on [0, 1]n−1 will be
denoted by θA. We further assume that ∪ψi([0, 1]n−1) covers ∂Ω as well.
Let ϕi be an associated decomposition of unity, thus
∑
i ϕi = 1. Setting
fi = (ϕif) ◦ ψi, for any integrable function f we have
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∫
[a,b]×∂Ω
f =
N∑
i=1
∫
[a,b]×[0,1]n−1
fi .
Given an interval Ik define m = m(k) ∈ N by the inequality
(10.10)
1
m+ 1
≤ x2k <
1
m
.
Let {Kj} be the collection of closed (n − 1)-cubes centered at cj , with
pairwise disjoint interiors, and with edges of size 1/m, covering [0, 1]n−1.
For any Kj let K̂j be the union of those cubes Ki which have non-empty
intersection with Kj . There exists a number N̂(n) such that K̂j consists of
at most N̂(n) cubes Ki. It follows that, for any integrable function fi:∫
[a,b]×[0,1]n−1
fi =
∑
k
∫
[a,b]×Kk
fi ,
and if fi ≥ 0 then∫
[a,b]×[0,1]n−1
fi ≤
∑
k
∫
[a,b]×K̂k
fi ≤ N̂(n)
∫
[a,b]×[0,1]n−1
fi .
We are ready now to pass to the heart of our argument. Let {Uℓ}ℓ∈N be
the collection, without repetitions, of the sets
{Ik × ψi(Kj)}k∈N, i=1,...,N, j=0,...,mn−1 .
Similarly let {Ûℓ}ℓ∈N be the collection, without repetitions, of the sets
{Jk × ψi(K̂j)}k∈N, i=1,...,N, j=0,...,mn−1 .
From what has been said above we have, for any positive integrable function
f , ∫
[0,x0+x20]×∂Ω
f ≤
∑
ℓ
∫
Uℓ
f ≤ N
∫
[0,x0+x20]×∂Ω
f ,∫
[0,x0+
11
10
x20]×∂Ω
f ≤
∑
ℓ
∫
Ûℓ
f ≤ NN̂(n)
∫
[0,x0+
11
10
x20]×∂Ω
f .
If Uℓ = Ik × ψi(Kj), we scale the local coordinates (x, θA) in Ûℓ as
(x, θA) 7→ ((x− xk)/x2k,m(θA − cj)) .
This maps all Uℓ ⊂ Ûℓ’s to fixed cubes
Uℓ −→ [−1, 1] × [0, 1]n ⊂ [−11
10
,
11
10
]× [−1, 2]n ←− Ûℓ ,
By construction there exists a constant C > 0, independent of i, such
that:
sup
Ii×∂Ω
φ ≤ C inf
Ii×∂Ω
φ , sup
Îi×∂Ω
φ ≤ C inf
Îi×∂Ω
φ
Hence the same is true on each Uℓ and Ûℓ. Let ψ = e
−s/x: it is shown at
the beginning of the appendix that one also has
sup
Ii×∂Ω
ψ ≤ C inf
Ii×∂Ω
ψ , sup
Îi×∂Ω
ψ ≤ C inf
Îi×∂Ω
ψ
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(with perhaps a different constant C). Once again such ℓ-independent in-
equalities hold on the Uℓ’s and Ûℓ’s. At this step it is important to realize
that
Lφ,ψ = Lφ(p, ∂) = L(p, φ∂),
where L is uniformly elliptic of order 2m on the relevant cubes. A scaling
and the usual elliptic interior estimates [33, p. 246] for the operator L give∑
i≤k+2m
∫
Uℓ
ψ2φ2i|∇(i)u|2g ≤ C
(∑
i≤k
∫
Ûℓ
ψ2φ2i|∇(i)Lφu|2g +
∫
Ûℓ
ψ2|u|2
)
,
where C does not depend upon u Summing over ℓ, we obtain:∑
i≤k+2m
∫
[0,x0+x20]×∂Ω
ψ2φ2i|∇(i)u|2g
≤ C
(∑
i≤k
∫
[0,x0+
11
10
x20]×∂Ω
ψ2φ2i|∇(i)Lφu|2g +
∫
[0,x0+
11
10
x20]×∂Ω
ψ2|u|2
)
.
On the set G−1, the norms of H
l
φ,ψ(Ω) and the usual H
l are equivalent and
interiors estimates also hold. Thus the preceding inequality is also valid
replacing [0, x0 + x
2
0]× ∂Ω by F−1 and [0, x0 + 1110x20] × ∂Ω by G−1. Finaly
we use the comparability (10.9) to conclude. 
In the same way, using interior interpolations inequalities and scaling, we
prove
Lemma 10.3 (interpolation). Let 0 ≤ l < k. For any ε > 0 there exists
C > 0 such that for any u ∈ Hkφ,ψ,
‖u‖Hlφ,ψ ≤ ε‖u‖Hkφ,ψ + C‖u‖H0φ,ψ .
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