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An improved quantum trajectory Monte Carlo method involving the Stark shift of the initial
state, Coulomb potential, and multielectron polarization-induced dipole potential is used to revisit
the origin of the low-energy interference structure in the photoelectron momentum distribution of
the xenon atom subjected to an intense laser field, and resolve the different contributions of these
three effects. In addition to the well-studied radial finger-like interference structure, a ring-like
interference structure induced by interference among electron wave packets emitted from multi-
cycle time windows of the laser field is found in the low energy part of the photoelectron momentum
spectrum. It is attributed to the combined effect of the Coulomb potential and Stark shift. Our
finding provides new insight into the imaging of electron dynamics of atoms and molecules with
intense laser fields.
PACS numbers:
I. INTRODUCTION
Photoionization of atoms and molecules under intense
laser irradiation is a fundamental process in light–matter
interaction [1–4]. Because the intensity of the laser
field is very high and comparable to the potential fields,
it dominates the motion of the electrons released from
the atoms and molecules. Therefore, some important
issues in strong-field physics, such as above-threshold
ionization (ATI), high-harmonic generation, and non-
sequential double ionization, were described using a semi-
classical model [5–9] in which the ion potential effect on
the emitted photoelectron in continuum was ignored and
the photoelectron was assumed to be a classical parti-
cle. However, numerous experimental and theoretical
evidences have pointed out the faultiness of the semi-
classical model due to neglecting the Coulomb potential
effect. For example, the low energy structure (LES), i.e.,
a series of low energy peaks along the laser polarization
direction, has been observed in the photoelectron spec-
tra of atoms subjected to an intense infrared laser field
[10–12]. The LES was absent in the semi-classical strong-
field approximation simulation without considering the
Coulomb potential effect, but it was predicted by the nu-
merical solution of the time-dependent Schro¨dinger equa-
tion (TDSE) [10]. Theoretical studies based on Coulomb-
corrected semi-classical theories have demonstrated that
the LES is related to the long-range Coulomb potential
effect [11–16].
Subsequently, a radial interference structure in the
low-energy region of the photoelectron momentum dis-
tribution (PEMD), i.e., the so-called fanlike structure,
has been widely observed in photoionization of different
atoms (He, Ne, Ar, Kr and Xe) [17–19], but the ori-
gin of the structure remains obscure and debated [18–
22]. The Coulomb potential effect on the classical angu-
lar momentum distribution and the minimum number of
absorbed photons needed to reach the threshold in multi-
photon ionization were discussed with a classical trajec-
tory Monte Carlo method [21, 22]. Recently, the PEMD
for a hydrogen atom ionized by an intense laser field was
investigated using a semi-classical two-step model, which
found that the low-energy interference structure (LEIS)
is related to the Coulomb potential effect [23].
Besides the effects of the Coulomb potential, the im-
prints of multielectron (ME) polarization effect have
been found in photoelectron spectra [24–34]. Shvetsov-
Shilovski et al. found that the ME polarization effects
affect both the tunneling exit point and the subsequent
dynamics, which thus decide the photoelectron momen-
tum distribution (PEMD) in elliptically polarized pulses
in a method based on tunnel ionization in parabolic coor-
dinates with induced dipole and Stark shift (TIPIS)[25].
Further investigation revealed that the ME polarization
effect increases the distance from the parent ion to the
tunnel exit point of the photoelectron and weakens the in-
teraction between them, so that the photoelectron angu-
lar distributions are different for different atomic species
[35]. Recently, it was shown that the relative yields of
the LES are enhanced owing to the ME polarization po-
tential on the recolliding electrons [29]. Moreover, it was
found that the electron focusing by the ME polarization-
induced dipole potential can induce narrowing of the lon-
gitudinal momentum distribution of photoelectrons ion-
2ized by a linearly polarized laser pulse [31].
In contrast to the effects of the Coulomb and ME
polarization-induced dipole potential, the Stark shift of
the initial state has rarely been noticed, partly because it
is usually accompanied by the effect of the ME polariza-
tion potential. The Stark shift effect in the strong-field
ionization of oriented polar molecules by circularly polar-
ized laser pulses has been investigated using a modified
strong-field approximation method [32]. In comparison
with polar molecules, the Stark shift effect in the ioniza-
tion of atoms has usually been overlooked. Especially, to
the best of our knowledge, the contribution of the Stark
shift effect to the interference of the electron wave packet
(EWP) is still unclear.
In this work, we revisit the LEIS in the PEMD of the
xenon atom, which is a typical ME system, by using
an improved quantum trajectory Monte Carlo (IQTMC)
method that includes the Stark shift of the initial state,
Coulomb potential, and ME polarization potential. By
comparing with the TDSE result, we resolve the differ-
ent effects of these three phenomena on the LEIS, and
identify that the ME polarization can enhance the yield
of the LEIS, but the detailed pattern of the interference
fringes depends sensitively on the Coulomb potential and
Stark shift. We find that the Stark shift can substan-
tially affect the phase distribution of the EWP. The semi-
classical simulation can reproduce the TDSE result well
only when the Stark shift is included.
This paper is organized as follows. In Sec. II, we
briefly discuss the IQTMC method that includes the
Stark shift of the initial state, Coulomb potential, and
polarization potential. In Sec. III, we show the differ-
ent characteristics of the fringes of the LEIS in PEMDs
obtained with different laser intensities. Second, the un-
derlying mechanism of the LEIS is discussed based on
the semi-classical statistical back-trajectory based anal-
ysis. The conclusions are presented in Sec. IV.
II. IMPROVED QUANTUM TRAJECTORY
MONTE CARLO METHOD
In this work, we use the IQTMC method with Feyn-
man’s path integral to describe the quantum interference
in the linearly polarized laser fields [29, 31, 36–39]. The
motion of this tunnel-ionized electron is determined by
the classical Newtonian equation of motion:
d2~r
dt2
= − ~F (t)−∇VTOT(~r, t), (1)
where ~F (t) is the electric field of the laser pulse. We con-
sider a linearly polarized laser field ~F (t) = ~F0f(t) cosωt
with peak electric field F0 and laser frequency ω. The
envelope function f(t) is as follows:
f(t) =


cos2 (t−2T )π4T , 0 < t 6 2T ,
1, 2T < t 6 6T ,
cos2 (t−6T )π4T , 6T < t 6 8T ,
0, t > 8T ,
(2)
where T is the laser optical period. To be more re-
alistic, the envelope should have turning on and turn-
ing off parts. The total ionic potential VTOT, including
the Coulomb and ionic core polarization potential, is ex-
pressed as
VTOT(~r, t) = VCP(~r, t) + VIDP(~r, t), (3)
where VCP(~r) = −Z/|~r| is the Coulomb potential, and
Z =
√
2Ip is the effective nuclear charge. The second
term denotes the induced dipole potential, i.e., the ionic
core polarization induced by the laser field [40], which
has the following form:
VIDP(~r, t) = −αI ~F (t) · ~r/r
3, (4)
where αI is the static polarizability of the single charged
ion. The ME polarization effect is considered through
the induced dipole potential in the above equation. It
should be noted that the ME polarization-induced dipole
potential is inapplicable at small distances owing to the
shielding of the ionic system. Therefore, a cutoff point
rc = α
1/3
I is introduced where the core polarization can-
cels the laser field [29, 34]. When r 6 rc, the electron
is nearly field-free and will not experience polarization
effects.
In order to solve Eq. (1), we need to obtain the initial
position and velocity of the electron. The initial position,
i.e., the tunnel exit point can be determined by the one-
dimensional Schro¨dinger equation in a uniform field F in
a parabolic coordinate [25] as follows:
d2f(η)
dη2
+ 2
(
−
1
4
Ip(F )− V (η, F )
)
f(η) = 0, (5)
where the effective potential is expressed as
V (η, F ) = −
1−
√
2Ip(F )/2
2η
−
1
8
ηF −
1
8η2
+
αIF
η2
. (6)
Physically, Eq. (5) describes a tunneling process for an
electron with energy of − 14Ip(F ) within an effective po-
tential of V (η, F ). Therefore, the tunnel exit point ηe
can be determined by solving the equation V (η, F ) =
− 14Ip(F ). In Cartesian coordinates, the tunnel exit point
is ze ≈ −ηe/2, i.e.,
ze ≈ −
Ip(F ) +
√
I2p (F )− 4β2(F )F
2F
, (7)
where
β2(F ) = Z − (1 + |m|)
√
2Ip(F )/2, (8)
3where m is the magnetic quantum number.
The Stark shift is included in the IQTMC model by
considering the laser field dependent ionization potential
[41].
Ip(F ) = Ip(0) + (~µN − ~µI) · ~F +
1
2
(αN − αI)F
2, (9)
where Ip(0) is the field-free ionization potential, αN is the
static polarizability of an atom, ~µN and ~µI are the dipole
moments of an atom and its ion, respectively, and F is
the instantaneous laser field at the tunneling ionization
instant of the electron. The field-induced term of Eq.
(9) should not exceed 10 − 20% of the first term, which
introduces an upper bound for the magnitude of the laser
intensity [31].
We assume that the electron starts with zero initial
velocity along the direction of the laser field and nonzero
initial velocity v⊥ in the perpendicular direction. The
ionization rate at the tunnel exit point is given by the
Ammosov–Delone–Krainov formula [42, 43],
Γ (t0, v⊥) = exp
(
−
2 (2Ip(F ))
3/2
3F
)
exp
(
−
v2⊥
√
2Ip(F )
F
)
.
(10)
Therefore, the intensity must not be very low so that the
Keldysh parameter γ = ωZ/F is less than or approxi-
mately equal to one. Based on the strong-field Feynman’s
path integral approach [44, 45], the phase of the electron
trajectory is expressed as
φj (~p, t0) = Ip(F ) · t0 −
∫ +∞
t0
{
~v2~p(τ)/2 + VTOT(~r, t)
}
dτ,
(11)
where ~p is the asymptotic momentum of the jth electron
trajectory. The probability of each asymptotic momen-
tum is determined as
|Ψ~p|
2 =
∣∣∣∣∣∣
∑
j
√
Γ
(
t0, v
j
⊥
)
exp (−iφj)
∣∣∣∣∣∣
2
. (12)
For the Xe atom, we use the polarizabilities of the statis-
tical theoretical values αNXe=25.5 a.u., α
I
Xe=20 a.u. [46].
III. RESULTS AND DISCUSSION
Figure 1 shows the PEMDs of the Xe atom driven by
800 nm linearly polarized laser fields of different peak
intensities I = 1.05 × 1014W/cm2 [γ = 0.98, see Figs.
1(a) and 1(d)], I = 1.5 × 1014W/cm2 [γ = 0.82, see
Figs. 1(b) and 1(e)], and I = 2.0 × 1014W/cm2 [γ =
0.71, see Figs. 1(c) and 1(f)]. To resolve the effects of
the Coulomb potential, Stark shift, and ME polariza-
tion, we compare the PEMDs calculated by the IQTMC
method, which considers all the three effects [Figs. 1(d)
FIG. 1: Simulated two-dimensional (2D) photoelectron mo-
mentum spectra of a Xe atom ionized by a laser pulse with
a duration of n = 8 cycles, at a wavelength of 800 nm. (a)
and (d) I = 1.05× 1014W/cm2 corresponding to the Keldysh
parameter γ = 0.9829, (b) and (e) I = 1.5 × 1014W/cm2,
γ = 0.8223, and (c) and (f) I = 2.0× 1014W/cm2, γ = 0.712.
The left column [panels (a)-(c)]: QTMC calculations consid-
ering only the Coulomb potential. The right column [panels
(d)-(f)]: IQTMC calculations considering the Coulomb po-
tential, Stark shift, and ME polarization.
- 1(f)], with those by the QTMC method, which consid-
ers only the effect of the Coulomb potential [Figs. 1(a)
- 1(c)]. We find that the Stark shift and ME polariza-
tion have obvious influences on the PEMDs, especially
on the LEIS. For a low-intensity driven laser field, the
LEIS shows radial finger-like fringes for both IQTMC and
QTMC simulations [23]. However, the finger-like fringes
are shorter in the IQTMC simulation than in the QTMC
results [see Figs. 1(a) and 1(d)]. When the laser inten-
sity is increased, the fringes become longer and stronger
in the PEDS of the IQTMC simulations [see Figs. 1(e)
and 1(f)]. In contrast, the radial finger-like fringes are
split by a ring-like destructive interference structure in
the PEDS of the QTMC simulations [see Figs. 1(b) and
1(c)]. In the high energy part, the longitudinal fringes
at the high Px part of the PEMD are obviously weaker
when considering the polarization-induced dipole poten-
tial and Stark shift than those without considering these
two effects [see the white rectangular region in Figs. 1(c)
and 1(f)], demonstrating that the narrowing effect of the
longitudinal momentum distributions due to the electron
focusing effect of the induced dipole potential can be ob-
served here, which is consistent with that in Mg and Ca
[31]. In the following, we mainly focus on the low energy
part of the PEMDs (Pr ∈ [-0.27, 0.27] a.u.).
To validate the IQTMC calculations, we perform the
TDSE simulation, which can be used as a benchmark [47–
49]. Figures 2(a) and 2(b) respectively show the LEIS
simulated by the TDSE and IQTMC with the same laser
parameters as in Figs. 1(c) and 1(f). The IQTMC result
obtained by considering all the three effects reproduces
well the main feature of the LEIS in the TDSE simula-
tion, i.e., the radial finger-like structure, without split-
4FIG. 2: LEIS (Pr ∈ [0, 0.27] a.u.) in the 2D photoelectron
momentum spectra. (a) Result of the TDSE simulation. (b)-
(e) Results of the IQTMC calculations, (b) with the effects
of the Coulomb potential, Stark shift, and induced dipole po-
tential, (c) only with Coulomb potential, (d) with inclusion of
Coulomb potential and ME polarization, and (e) with inclu-
sion of Coulomb potential and Stark shift. The color scales
have been normalized for comparison. The laser parameters
are the same as those in Figs. 1(c) and (f).
ting. Figs. 2(c)-2(e) show the low-energy parts of the
PEMDs by intentionally switching off one or two effects
in the semi-classical IQTMC simulations. When only
the Coulomb potential is considered, the semi-classical
QTMC simulation [see Fig. 2(b)] cannot reproduce the
TDSE [see Fig. 2(a)] and the full IQTMC [see Fig. 2(b)]
results. As has been stated above, although the radial
interference fringes can be discerned, a destructive ring
structure splits these fringes. When the ME polarization
effect is further added [see Fig. 2(d)], the interference
pattern has little change except for a higher probability.
Furthermore, when the Stark shift is added in place of
the ME polarization effect [see Fig. 2(e)], the destruc-
tive ring-like structure moves to the higher energy part,
and the radial finger-like structure can now be clearly
seen, which reproduces the full IQTMC [see Fig. 2(b)]
results well except the lower probability. All these re-
sults demonstrate that the LEIS is a combined result of
the Coulomb potential and Stark shift, whereas the main
effect of ME polarization is the probability enhancement
induced by the electron focusing effect of the induced
potential [31].
The IQTMC statistical back-trajectory based analysis
[39, 50] can be used to uncover the origin of the ring-like
interference structure and demonstrate how the Stark
shift affects the ring-like interference of the photoelec-
tron in the PEDMs. We examine the positive half-plane
of the PEMDs when considering only the Coulomb po-
tential [see Fig. 3(b)] and when both the Coulomb po-
tential and Stark shift are included [see Fig. 3(c)]. We
find that the positive half-plane of the LEIS is mainly
contributed by electron trajectories originating from dif-
FIG. 3: (a) Subcycle time windows in which photoelectrons
contributing to the positive half-plane of the low energy part
of the PEMD originate. (b),(c) positive half planes of the
PEDMs shown in Fig. 2(c) and 2(e), respectively. (d), (e)
final phase distribution of the electron trajectories emitted
from different time windows denoted by the same color in Fig.
3(a) when (d) only the Coulomb potential is considered, and
(e) both the Coulomb potential and Stark shift are considered.
The blue and red dashed lines denote the phase distributions
of constructive and destructive interference, respectively.
ferent small time windows of the electric field as shown
in Fig. 3(a). For convenient identification, we indicate
these time windows with different colors. In the following
analysis, if an electron trajectory originates from a cer-
tain time window, it would be indicated with the same
color [see Fig. 3(d) and 3(e)]. Because the interference
structure of the PEMD is related sensitively to the final
phase of the electron trajectories, we present in Figs. 3(d)
and 3(e) the final phase as a function of Px of the elec-
trons contributing to the central fringes around Pz = 0,
i.e., areas denoted by rectangular magenta boxes in Figs.
3(b) and 3(c), respectively. The contribution of scattered
electrons is not shown here, as they contribute little to
the ring-like interference pattern in this regime.
We find that the final phase of the electron trajecto-
ries varies enormously depending on the initial ionization
time (indicated by the color) and Px. Especially, when
only the Coulomb potential is included, the final phase
of the electrons from the time windows of different laser
cycles are very different in the low Px regime (see stripes
of different colors in Fig. 3(d)). It is noted from Eqs. (3)
and (11) that the phase related to the Coulomb poten-
tial term is hardly dependent on the laser field, which is
the main reason for the substantial Coulomb phase dif-
5ference of the electrons from that of the adjacent laser
cycle. When only the Coulomb potential is included, the
phase induced by the Coulomb potential term plays an
essential role in determining the total final phase of the
trajectories. If the final phases of the trajectories from
different time windows are widely distributed over the
entire phase space ranging from 0-2π, the electron tra-
jectories emitted from different windows interfere with
each other destructively, which induces the interference
minimum in the momentum spectrum [indicated by the
red dashed line in Fig. 3(b)]. On the contrary, when
the final phases of the electron trajectories from different
time windows are nearly the same, constructive interfer-
ence pattern will occur in the PEMD [indicated by the
blue dashed line in Fig. 3(d)]. The consistence between
the interference maximum and minimum in the PEMD
with the phase distribution demonstrates that the ring-
like interference structure is actually the result of multi-
cycle interference.
In contrast to the phase related to the Coulomb po-
tential, the phase induced by the Stark shift effect de-
pends strongly on the laser field [see Eqs. (9) and (11)]
and changes the total phase of the photoelectron signif-
icantly. As a result, the phase difference between the
electrons from different cycles is significantly decreased
in the low Px regime but increased in the high Px regime
[comparing Fig. 3(e) with Fig. 3(d)]. Therefore, the
situation is reversed, i.e., destructive interference occurs
in the high Px regime [indicated by the red dashed line
in Fig. 3(e)] whereas constructive interference (indicated
by the blue dashed line) moves to the lower Px part [see
Fig. 3(e)] and a clear finger-like LEIS is formed without
splitting [see Fig. 3(c)]. Again, the phase distribution
analysis is highly consistent with the momentum spec-
trum. The above findings demonstrate that the Stark
shift is a non-negligible effect, which plays an important
role in the formation of the LEIS.
IV CONCLUSION
We theoretically investigated the different contribu-
tions of the Coulomb potential, ME polarization, and
Stark shift to the 2D-PEDMs of Xe atoms driven by in-
tense infrared laser fields. We especially focused on their
influences on the phase of the electron trajectories. We
found that the Coulomb potential and Stark shift play
an essential role in the final phase of the electron trajec-
tories and therefore have considerable influence on the
interference pattern of the LEIS. However, the effect of
ME polarization was mainly manifested in the narrowing
effect of the longitudinal momentum distribution and the
enhancement of the LEIS yield. Our work reveals the im-
portance of including the Stark shift in examining the in-
terference of tunneling EWP. Our findings shed new light
on the imaging of ultrafast electron dynamics related to
the complex structures of atoms and molecules.
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