Introduction
The sei whale Balaenoptera borealis is the third largest baleen whale, and typically exhibits a body length of 15 m and a weight of 20 t. It is distributed in temperate waters of both hemispheres, including the North Pacific [1, 2] . This whale was targeted by commercial whalers, especially from the late 1950s to the mid-1970s, after numbers of the larger blue whale Balaenoptera musculus and fin whale Balaenoptera physalus had been depleted, but its harvesting was banned by the International Whaling Commission (IWC) in the North Pacific in 1975, in the Southern Hemisphere in 1979, and in the North Atlantic in 1989. Efforts at a crude estimation of its abundance in the North Pacific in 1963 and 1974 were attempted using various assessment models based on historical catches, catch per unit effort, and sighting rate data, leading to estimates of 42,000 and 8,600 individuals, respectively, which were the average of the results using various assessment models [3] . More recently, the abundance of whales has been estimated based on line transect sampling using data obtained by a systematically designed sighting survey conducted independently from fisheries. Line transect sampling is a distance sampling method in which abundance is estimated from a sample of perpendicular distances from tracklines to whales [4] . However, no attempt at this method was made in the North Pacific before 1974. Since the ban on commercial whaling, the status of the population of sei whales has rarely been studied because of a scarcity of data [5] .
Recently, results of studies on sei whales using data obtained during the second phase of the Japanese Whale Research Program under special permit in the western North Pacific (JARPNII) from 2000 to 2016 have been reported, i.e., on stock structure [6] , spatial distribution [7, 8] , and feeding ecology [9, 10] . The sei whale was one of the target species of the program along with the common minke Balaenoptera acutorostrata and Bryde's whale Balaenoptera edeni [11] . Systematically designed sighting surveys were conducted under the program to estimate the abundance of these species based on line transect sampling. The abundance estimates of sei whales distributed in the survey area in early summer (May-June) in 2011 and 2012 and in late summer (July-September) in 2008 were 2,988 and 5,086, respectively [11] . Note that the southern, northern, eastern, and western boundaries of the survey area of JARPNII were 35°N, the boundary of the exclusive economic zone (EEZ) claimed by countries other than Japan, 170°E, and the eastern coastline of Japan, respectively.
Several sighting surveys, which had been designed to estimate systematically the abundance of whales based on line transect sampling, were conducted in the coastal areas of the eastern North Pacific in the 2000s, although they were not designed specifically for sei whales. The abundance of sei whales in the waters of California, Oregon, and Washington to a distance from the coast of 300 nautical miles, was estimated as 126 individuals, based on the unweighted geometric mean of the 2005 and 2008 estimates [12] . Only one sighting of a sei whale was made in the surveys conducted in British Columbia's coastal waters in the summers of 2004, 2005, and 2008 and spring/fall of 2007 [13] . In addition, no sei whales were sighted in surveys conducted off western Alaska (within the 1000-m isobath) and the central Aleutian Islands (as far as 85 km offshore) in the summer of 2001-2003 [14] .
The IWC has conducted a dedicated whale sighting survey program, Pacific Ocean Whale and Ecosystem Research (IWC-POWER), since 2010 to contribute information on the abundance and trends in abundance of populations of large whales and to explain any such identified trends [15] . A number of priority species and topics for this program were identified and high priority was assigned to sei whales [16] .
Abundance is fundamental information for understanding the status of whales. However, the abundance of sei whales in offshore areas of the central and eastern North Pacific has never been estimated based on line transect sampling. The objective of this paper was to obtain such an estimate using the 2010-2012 IWC-POWER data.
Materials and methods
The survey procedures were carefully designed and agreed by the IWC Scientific Committee (IWCSC). Details of the procedures of the 2010-2012 IWC-POWER are described in the corresponding reports of the meeting for planning the surveys [17] [18] [19] . The procedures directly relevant to this analysis are presented here.
The 2010-2012 IWC-POWER was conducted north of 40°N, south of the Aleutian Islands, and between 170°E and 135°W (Fig. 1) . Although the IWC-POWER was also conducted to the south of 40°N in 2013 and 2014, the obtained data were not considered in this analysis because only one sighting of a sei whale was made in these 2 years [20] . Table 1 depicts the survey area (northern and southern strata) and survey periods in 2010, 2011, and 2012. In 2010, a part of the northern stratum within the US EEZ was surveyed first, and then, the rest of the northern stratum and southern stratum in the high seas were surveyed (Fig. 2a) . As shown in Fig. 2a , some of the northern stratum was surveyed after the survey in the southern stratum had started. Owing to this, the survey periods in the northern and southern strata overlapped.
The research vessels Kaiko-Maru [860 gross tonnage (GT)] and Yushin-Maru No. 3 (742 GT) were engaged in the surveys in 2010 and 2011-2012, respectively. The survey was conducted during daytime from 1 h after sunrise to 1 h before sunset. The survey vessels traveled between 10.0 and 10.5 knots along the survey tracklines during the survey hours. Surveying was conducted when the visibility was 2.0 nautical miles or more, the wind speed was 20 knots or less, and the Beaufort wind force scale was less than 6.
Tracklines were designed systematically in each stratum following the principles outlined in the IWC Scientific Committee's Requirements and Guidelines for Surveys [21] . Planned tracklines and the survey order for 2010-2012 IWC-POWER are shown in Fig. 2a-c . In 2010, legs were allocated at 5° longitudinal width in the northern and southern strata. The starting points of the tracklines were selected at random along the lines of longitude. In 2011 and 2012, a random start point for survey tracks, the same as that in the 2010 IWC-POWER cruise, was used. Following the IWCSC survey guidelines [21] , equally spaced zigzag lines were designed in the northern and southern strata, so that every location within the study area had an equal probability of being sampled. The zigzag tracklines were systematically designed using the software Distance version 6.0, which offers functions to design a survey and estimate abundance based on line transect sampling [22] . The details of the survey design method are described elsewhere [23] . Sei whales were expected to undertake their northern-bound migration during the survey period. To avoid double counting (i.e., counting migrating individuals twice or more in the survey), the northern stratum was surveyed first, followed by the southern stratum. Two and three observers were allocated to the top barrel (crow's nest) and upper bridge, at heights of 19.5 m and about 10 m, respectively. In 2010, an observer was allocated to an additional platform 14.5 m above sea level. Immediately after a sighting was made from the barrel, the observer informed observers on the upper bridge of his/her estimate of the distance and angle to the sighting and continued searching for the whale schools. The observers on the upper bridge attempted to confirm the species and school size before the school passed abeam of the vessel. If the observers could not make a confirmation when the school passed abeam of the vessel, the vessel started approaching the whales to confirm the species and the school size. If a sighting occurred while the vessel was approaching the whales, this sighting was not used for abundance estimation. The species and the school size were confirmed for all sightings of schools of sei whales (i.e., vessels approached the whales close enough to confirm the species and the number of whales) used in this analysis. All the observers and researchers used 7 × 50 binoculars for searching. The sighting distance was limited to 3.0 nautical miles at a perpendicular distance from the trackline. The distance was estimated using reticles in the binoculars, while the angle was estimated using angle boards at equipped observation booths. The estimated distance and angle were corrected based on the results of the angle and distance estimation experiment conducted by the observers. In the experiment, an observer estimated the angle and distance from the vessels to an experimental buoy, and the results were compared with the actual angle and distance. Perpendicular distances from the tracklines to the schools were calculated using the distance and angle (Fig. 3 ).
To deal with the possibility of the detection probability differing among the detections, abundance and its variance-covariance matrix were estimated based on a Horvitz-Thompson-like estimator, which was applied to estimate the abundance of wildlife animals [24, 25] , expressed by Eqs. 1 and 2, respectively [22, 26]: where N is the abundance estimate, A is the area of the surveyed area (nautical miles 2 ), W is the truncation distance (3.0 nautical miles in perpendicular distance from tracklines), L is the searching distance (nautical miles), n is the number of schools detected within the perpendicular
distance W, s i is the school size of the ith detection, p(z i ) is the probability that school i is detected given that it is within the perpendicular distance W and given the covariate vector z i (Eq. 5), f(0|z i ) is the conditional probability density function of distance 0 given covariate z i , and where var(N) is the variance of N, K is the number of transects, l k is the searching distance in the kth transect, N Ck is the abundance estimate in the kth transect in the covered region C (within 3 nautical miles from the trackline surveyed), N C is the abundance estimate in the covered region C, and H mm′ −1 (θ) is the mmth element of the inverse Hessian matrix of detection function for covariate θ.
We fitted the hazard rate (Eq. 3) and half-normal models (Eq. 4) as candidate models for the probability detection function using the multiple covariate distance sampling (MCDS) engine in the Distance program [22, 26] :
where x is the perpendicular distance, z i is a vector of covariates (i.e., size, Beaufort, and year), a (a > 0) and b (b ≥ 1) are parameters [restriction of parameters is required so that Eqs. 3 and 4 are defined mathematically], size is the observed school size, Beaufort is the categorical variable for Beaufort scale (good, 0-3, bad, 4-5), and year is the categorical variable for year. The covariates were used in the models with an assumption that detectability depends on them. In the Distance program, other detection function models such as the uniform and negative exponential models can be considered [4, 27, 28] . However, the uniform detection function was not considered because the assumption that the detection probability is constant regardless of the perpendicular distance is hardly valid, as indicated by previous observations and analysis for whale abundance estimation. The negative exponential function was also not considered because its use is not recommended as it has no clear "shoulder." For this analysis, we assumed that g(0,z i ) = 1 for any z i (i.e., all schools on the trackline are detected, irrespective of the covariates considered). Akaike's information criterion (AIC) was thus used to select the best model for the hazard rate and half-normal models (i.e., the model minimizing AIC) to estimate the probability that school i is detected p(z i ): To estimate detection functions (Eqs. 3 and 4), the likelihood function was expressed [4] as follows:
Here, f x|z (x i |z i ) is the probability density function of x i conditional on the covariate z i :
where As g(0, z i ) = 1 according to the assumption mentioned above, if we set x i = 0 in Eq. 7, it can be expressed as follows:
The initial values of the parameters were set at default values in Distance, and if the parameters did not converge, the program would change the initial values and start maximizing likelihood again. If necessary, this would be repeated within the predetermined number of iterations.
Perpendicular distance was not binned in the fitting detection function because the selection of a cut-off point can affect the results of model selection and parameter estimates of detection function. χ 2 statistics were calculated for each detection function to see the goodness of fit for the models [27] . A quantile-quantile (QQ) plot was used to determine whether the empirical cumulative distribution function (cdf) and fitted cdf are similar distributions, indicating a good fit [29] .
The effects of the inclusion of covariates in the detection functions on abundance estimates were examined by comparing the abundance estimate corresponding to the best model of the detection function with those corresponding to other detection functions. Averaged abundance estimates using Akaike weights (w j ) [30] were also examined in the case where the difference in AIC among models was small. Buckland et al. [31] applied w j to deal with the case that a different choice of model yields different estimates of abundance even when the difference in AIC between two models is small:
ΔAIC j , where Here, AIC j is the AIC for model j and AIC min is the AIC for the best model. The weighted average over the abundance estimates, N w , and its SE are given as follows:
where w j and w j ′ are the normalized w j for models j and j′ expressed by the equation below:
Two average weighted estimates of abundance were examined for comparison. One was the average abundance estimated by the hazard rate and half-normal models with the lowest AIC values (i.e., the best models). We consider this estimate to be a reference case. The other was the average over 16 estimates for all of the detection functions examined (see "Results" for details).
Results
The searching distance and the number of schools of sei whales within 3 nautical miles from the trackline for each stratum used in the analysis are summarized in Table 2 . Survey coverage (the proportion of searching distance to planned distance) for each stratum during the 2010-2012 IWC-POWER surveys is shown in Table 1 . Figure 4 shows the plot of surveyed tracklines and the sighting positions of sei whales during the 2010-2012 IWC-POWER surveys. Most sei whales occurred in the southern stratum in the surveys. Table 3 gives the AIC for each candidate model examined in this study. Among the models, the half-normal model with no covariates was selected as the best model to estimate the detection probability. An estimate of parameter a and its SE of the best model were 1.619 and 0.152, respectively, for the detection function selected by AIC. Averaged detection probability over all sightings was 0.633 [coefficient of variation (CV) = 0.067]. Figure 5 shows the detection function and observed frequency of detection of the best model. The Chi-square statistic of the best model was 17.534, with 11 degrees of freedom (p = 0.093). Figure 6 shows a QQ plot of the detection function, which suggests that points fall almost close to the 1-1 line, indicating that the model provides a good fit [29] . Table 2 shows abundance in each stratum based on the best model. The total abundance estimate was 27,197 (CV = 0.236) for the best model. Table 3 also shows a difference in abundance estimates and their CVs for each detection function examined, and suggests that the abundance estimate did not differ markedly irrespective of the covariates selected. However, point abundance estimates between the hazard rate and halfnormal models differed, although these differences were not statistically significant. For example, the abundance estimate for the best model among the hazard rate models examined (i.e., hazard rate model with no covariates) was 33,725 with a CV of 0.281. Using abundance estimates, their CV, and AIC, as shown in Table 3 , the average of the two abundance estimates (reference case; i.e., the average abundance estimated by the hazard rate and half-normal models with the lowest AIC values for each model) by w j was 29,632 (reference case) and its CV is 0.242. The average over 16 abundance estimates listed in Table 3 was 29,133 with a CV of 0.231. The averaged abundance estimate was similar to that of the reference case. For the average over 16 estimates, the difference in abundance estimate from the reference case was −1.7% of the reference case. Therefore, there was no substantial difference among the averaged abundance estimates, and thus, the averaged abundance estimate was robust, irrespective of whether covariates were taken into account in the probability detection function. Table 2 Abundance estimates (N) of the sei whales and their coefficient of variation (CV) for each stratum based on 2010-2012 IWC-POWER cruises from July to August for the best model of the detection function A Area of the surveyed area, n s number of schools detected within a perpendicular distance of 3.0 nautical miles, n w number of individuals detected within a perpendicular distance of 3.0 nautical miles, L searching distance, CI confidence interval, LL lower limit, UL upper limit 
Discussion
This study provides the first ever abundance estimate of sei whales in the central and eastern North Pacific based on line transect sampling. A genetic study suggested that sei whales in the North Pacific consist of a single stock [32] . As noted earlier, the abundance of sei whales in the western North Pacific in late summer in 2008 was estimated at 5,086 individuals. The abundance of sei whales in the North Pacific is 34,718 individuals if we add this estimate to the weighted average estimate of 29,632. It appears that the abundance of sei whales in the North Pacific increased from 1974 (8,600 individuals), although a direct comparison between these estimates cannot be made because of the difference in analysis methods. An in-depth assessment of sei whales in the North Pacific is required to assess their population status. An in-depth assessment can be defined as an in-depth evaluation of the status of target stocks in the light of management objectives and procedures, and it should include the examination of current stock size, recent population trends, carrying capacity, and productivity [33] . Abundance estimated in our study will contribute to such an assessment of sei whales in the North Pacific. Past spatial distribution inferred from commercial catch positions [34] and sighting positions of a Japanese scouting vessel [35] showed that sei whales occurred at a high density in the northern strata of our study (i.e., the Aleutian Islands and the Gulf of Alaska). In contrast, we had only a few sightings there. There are several possible reasons for this discrepancy:
1. The number of sei whales did not fully recover after the ban on commercial whaling. 2. Interspecific competition with other baleen whales such as the fin whale and humpback whale Megaptera novaeangliae, which are distributed in the same area. 3. The timing of our survey in the area did not cover the peak northern-bound migration season of sei whales.
However, it is difficult to draw any conclusions about the discrepancy at this stage because of the lack of an appropriate data set to test the possible reasons. These points should be taken account when designing future surveys. Conventional distance sampling and MCDS, which is its extension, can only give abundance estimates at a coarse scale (e.g., at a scale of a survey area or strata within it). However, the spatial distribution of sei whales is heterogeneous with respect to environmental variables as reported in the North Pacific [7, 8, 36] and North Atlantic [37, 38] . A spatial modeling framework to estimate abundance at a fine scale (e.g., 10 × 10-km grid) has been developed [39] , and it is now implemented in a statistical software package [40] . The application of such a model to our data will enhance the understanding of the distribution ecology of this species.
In the case of the common minke whale in the North Atlantic, the Beaufort scale affects the detectability [41] . The Beaufort scale had been expected to be a covariate of detectability in this analysis, but the detection function with no covariate was the best model among the half-normal and [42] . One possible reason why the Beaufort scale did not substantially affect detectability is because sei whales can be detected even if the Beaufort scale is high (i.e., under strong wind) due to their larger size (hence the size of blow is also larger) than minke whales. Another possible reason is because the effect was not detected from the data set used in this study even though it actually exists. To investigate which possibility is more likely, other data of sei whales can be examined. Our survey procedures were designed so that the following assumptions were met to estimate abundance based on line transect sampling: Regarding assumption 4, it has been reported that the g(0) estimate of this species in the eastern North Pacific for each Beaufort state relative to Beaufort zero ranged from 0.270 to 0.804, with an average of 0.73 [43] . In our study, it is assumed that g(0, z i ) = 1, but if not, this assumption can cause abundance underestimation. It is better to test whether our assumption can hold when an appropriate data set is available.
At this stage, there is no dataset to estimate additional variance for the sei whale abundance. Additional variance (i.e., process error) is the variability in the successive abundance estimates due to inter-annual change in the distribution of whale populations in the surveyed areas [44] . Additional variance could be estimated if a survey were conducted in the same area as that covered in 2010-2012 using approaches described elsewhere [41, 45, 46] , which could lead to further progress in estimating the variance of abundance by taking into account the inter-annual variation.
In the case where one model can be clearly regarded as the best, or in the case where abundance estimates do not differ among models, there is no problem in choosing an abundance estimate for the best model. In this study, point abundance estimates between the hazard rate and halfnormal models differed, while the difference in the AIC for the models was small (Table 3 ). In the case where the abundance differs among the candidate models, which was similar to the case in our study, basing a prediction on a single selected model can lead to inaccurate results [30] . The Akaike weighted average of abundance estimates can avoid this risk. The averaged abundance could substantially change depending on sets of abundance estimates to be averaged over. If so, we cannot determine which averaged abundance is most reliable. In this study, two averaged abundance estimates were not substantially different. However, the variance of the averaged abundance estimate does not consider model selection uncertainty for the detection function. This can potentially cause underestimation of the variance for the abundance estimate. Investigation of the method of estimating the variance should be undertaken in future work.
