Uryson Width, Asymptotic Dimension and Ricci Curvature by Wolfson, Jon
ar
X
iv
:2
00
1.
02
64
4v
1 
 [m
ath
.D
G]
  8
 Ja
n 2
02
0
URYSON WIDTH, ASYMPTOTIC DIMENSION AND RICCI
CURVATURE
JON WOLFSON
Abstract. A Riemannian n-manifold M has k-dimensional Uryson width
bounded by a constant c > 0 if there exists a continuous map f from M
to an k-dimensional polyhedral space P ,
f : M → P,
such that the pullbacks f−1(p) of all points p ∈ P have diameters bounded
by c. We prove that an n-dimensional Riemannian manifold M with at least
n− k eigenvalues of the Ricci curvature bounded below by a positive constant
(n − 1)β has k-dimensional Uryson width bounded by a constant c > 0. The
constant c depends only on β.
In particular, it follows that a Riemannian n-manifoldM with scalar curva-
ture S bounded below by a positive constant n(n−1)σ has (n−1)-dimensional
Uryson width bounded by a constant c > 0 depending only on σ. This result
confirms a conjecture of M. Gromov.
0. Introduction
Let M be a complete Riemannian n-manifold, n ≥ 3. For x ∈M let:
(0.1) µ1(x) ≤ µ2(x) ≤ · · · ≤ µn(x).
be the eigenvalues of the Ricci curvature of M . Suppose that for a scalar β > 0:
(0.2) inf
x∈M
µi(x) > (n− 1)β > 0, for i = k + 1, . . . , n.
Following Gromov [G2] we say that the metric space V has the macroscopic
dimension at most k (on the scale ε) if there exists a k-dimensional polyhedron P
and a continuous map f : V → P such that the fibers f−1(p) ⊂ V are all ε-small
(in the sense that diam f−1(p) ≤ ε for all p ∈ P ). We write:
dimε V ≤ k.
This definition can be made independent of scale ε in the case that diamV =∞
by allowing ε < ∞ to be large. In this case Gromov says that the asymptotic
dimension of V is less than or equal to k.
We prove:
Theorem 0.1. Let M be a Riemannian n-manifold with eigenvalues of Ricci cur-
vature satisfying (0.2). Then M has asymptotic dimension less than or equal to
k.
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A closely related concept is Uryson width. We say that an n-dimensional Rie-
mannin manifold M has j-dimensional Uryson width bounded by a constant c > 0
if there exists a continuous map f from M to an j-dimensional polyhedral space P ,
f :M → P,
such that the pullbacks f−1(p) of all points p ∈ P have diameters bounded by c.
We will show:
Theorem 0.2. Let M be a Riemannian n-manifold with eigenvalues of Ricci cur-
vature satisfying (0.2). Then M has j-dimensional Uryson width bounded by a
constant c > 0 for some integer j, 0 ≤ j ≤ k. Here c depends only on β.
Corollary 0.3. LetM be a Riemannian n-manifold with scalar curvature S bounded
below by a positive constant n(n − 1)σ. Then M has (n − 1)-dimensional Uryson
width bounded by a constant c > 0 depending only on σ.
The corollary follows from Theorem 0.2 for k = n− 1. This corollary answers in
the affirmative a conjecture of Gromov [G4, Section 3, Conjecture A].
The condition (0.2) allows for the possibility that all eigenvalues of Ricci are
positive. In this caseM is compact and has asymptotic dimension zero and bounded
0-dimensional Uryson width. We prove a special cases of Theorems 0.1 and 0.2
under the stronger condition:
(0.3) µ1(x) ≤ · · · ≤ µk(x) < 0 < µk+1(x) ≤ · · · ≤ µn(x).
Theorem 0.4. Let M be a Riemannian n-manifold with eigenvalues of Ricci cur-
vature satisfying (0.2) and (0.3). Then M has asymptotic dimension equal to k.
Theorem 0.5. Let M be a Riemannian n-manifold with eigenvalues of Ricci cur-
vature satisfying (0.2) and (0.3). Then M has k-dimensional Uryson width bounded
by a constant c > 0 depending on β.
The main technique used in the proofs of these results is the study of a variational
problem for the energy of a path that is constrained by a finite number of integral
conditions. To describe these integral constraints we suppose that M is a complete
n-dimensional Riemannian manifold satisfying (0.2) and (0.3). The eigenspaces
corresponding to the negative eigenvalues of Ricci form a k dimensional distribution
P in TM . The eigenspaces corresponding to the positive eigenvalues of Ricci form
a n− k dimensional distribution Q in TM . Let {φs : s ∈ S} be a partition of unity
on M subordinate to an open cover {Ws : s ∈ S} by coordinate charts. In each
coordinate chartWs let {es,1, . . . , es,k} be an orthonormal frame of the distribution
P in the neighborhood Ws. Let {fi : i = 1, . . . , ℓ} be C1 functions fi : [a, b] → R.
For a path u : [a, b] → M consider the integral conditions for i = 1, . . . , ℓ, s ∈ S
and j = 1, . . . , k:
(0.4)
∫ b
a
fi(t)φs(u(t))〈u
′(t), es,j(u(t))〉dt = 0.
If u has finite length only finitely many of these conditions are not obviously satisfied
(since φs(u(t)) ≡ 0 for all but finitely many s). For two distinct points p, q ∈ M
we consider paths u ∈ H1([a, b] : M) satisfying the boundary conditions u(a) = p,
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u(b) = q and the integral constraints (0.4). We minimize energy over such paths.
Provided that the space of paths satisfying (0.4) in not empty we prove existence
and regularity of a minimizer.
We then consider a sequence of C2 functions {(fi)σ : i = 1, . . . , ℓ, σ = 1, 2, . . . }
satisfying for each i = 1, . . . , ℓ, (fi)σ → 0 and (fi)
′
σ → 0 uniformly as σ →∞. For
each σ = 1, 2, . . . we find a minimizer uσ of the constrained variational boundary
value problem described above. Provided the convergence of (fi)σ → 0 and (fi)′σ →
0 is sufficiently regular (in a technical sense, described below) we show that the
estimates on the minimizers are uniform and conclude that a subsequence of the
minimizers uσ coverges to a stable geodesic γ with γ(a) = p and γ(b) = q. By
choosing the sequences {(fi)σ : i = 1, . . . , ℓ, σ = 1, 2, . . .} appropriately we can
conclude that the limiting geodesic γ is, for each t ∈ (a, b), close to being tangent
to the (n−k)-plane Q(γ(t)) (equivalently, close to being perpendicular to P(γ(t))).
Therefore since the distribution Q spans the positive eigenspaces of Ricci, by the
Bonnet-Myers theorem, we conclude the the length of γ is uniformly bounded. It
follows that the distance p to q is uniformly bounded.
The preceding analysis, of course, depends on the requirement that the space
of paths satisfying (0.4) in not empty for each variational problem considered.
To prove this we observe that any piecewise C1 path from p to q whose tangent
vector at every point lies in Q satisfies (0.4) regardless of the functions fi. We call
such a path horizontal. To describe the horizontal paths we perturb the metric
slightly so that we can assume that the metric is real analytic. Roughly speaking
we then show that the distribution Q is one of: (i) completely non-integrable, (ii)
integrable or (iii) there is an associated r-distribution Qr, for some r, n−k < r < n,
containing Q that is integrable. In case (i) any two points p, q can be joined by a
horizontal path by Chow’s Theorem. In cases (ii) and (iii) the points p, q can be
joined by a horizontal path if and only if both lie in the same leaf of the foliation.
We conclude, from the variational problem, that in case (i) the diameter of M is
uniformly bounded and in cases (ii) and (iii) the diameter of the leaves is uniformly
bounded. We will use the space of leaves as the required polyhedron. Theorems
0.4 and 0.5 follow.
In the first two sections we will develop the techniques needed to prove Theorems
0.4 and 0.5. Some techniques are a modification of the methods used in [W2]. In
the final section we will adapt these techniques to prove Theorems 0.1 and 0.2.
1. Constrained Variational Problem I: Set-up
Let M be a complete n-dimensional Riemannian manifold. Note that the as-
sumptions and conclusions of Theorems 0.1 - 0.5 are invariant under small pertur-
bation of the metric. Therefore we can perturb the metric on M so that it is real
analytic. The Ricci curvature is then, of course, real analytic. To diagonalize a
symmetric real matrix requires a sequence of linear algebraic operations and there-
fore the unordered eigenvalues of the Ricci curvature are also real analytic. This
real analyticity will prove to be important. The ordered eigenvalues, as in (0.1),
are continuous and piecewise real analytic.
In this section we suppose the the Ricci curvature of M satisfies (0.2) and (0.3).
For each x ∈ M there is a k-dimensional subspace P(x) ⊂ TxM spanned by the
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eigenspaces corresponding to the negative eigenvalues and a (n − k)-dimensional
subspace Q(x) ⊂ TxM spanned by the eigenspaces corresponding to the positive
eigenvalues of Ricci(x). Clearly P(x) is orthogonal to Q(x). The subspaces P =
{P(x) : x ∈ M} determine a k-dimensional distribution and the subspaces Q =
{Q(x) : x ∈M} determine a (n− k)-dimensional distribution.
The distribution Q is spanned by the eigenspaces of the ordered eigenvalues
0 < µk+1 ≤ · · · ≤ µn. Equivalently, distribution Q is spanned by the eigenspaces
of the unordered positive real analytic eigenvalues νk+1, . . . , νn. The advantage of
the latter description is that each eigenvalue νi, i = n− k, . . . , n has a unique real
analytic eigenvector vi everywhere, except perhaps, on the real analytic varieties
Zij = {x ∈ M : νi(x) = νj(x)}, where j 6= i for n− k ≤ j ≤ n. The eigenvector vi
has a unique real analytic extension across the sets Zij and therefore we can regard
the distribution Q as spanned by the eigenvectors {vi : i = n− k, . . . , n}. Similarly
the distribution P is spanned by the eigenspaces of the unordered negative real
analytic eigenvalues ν1, . . . , νk. It follows that:
Proposition 1.1. The distributions P and Q are real analytic.
Definition 1.2. Suppose that D is a smooth distribution of ℓ-planes in M . In a
neighborhood of x ∈M let {X1, . . . , Xℓ} span the distribution. Denote the brackets
of this spanning set by Xij = [Xi, Xj ] for any 1 ≤ i, j ≤ ℓ. Denote the brackets
of the sets {X1, . . . , Xℓ} and {Xij : 1 ≤ i, j ≤ ℓ} by Xijk = [Xij , Xk] for any
1 ≤ i, j, k ≤ ℓ and continue taking brackets. If all these vector fields span TM in
the neighborhood of x and this holds for all x ∈M then we say that D is completely
non-integrable.
The distribution Q is real analytic. Therefore, if Q is defined by the vanishing
of the one-forms {ω1, . . . , ωk} then the one-forms and their exterior derivatives can
be taken to be real analytic. Thus if for each i = 1, . . . , k:
dωi = 0 mod ω1, . . . , ωk,
on an open set U ⊂ M then this remains true on the connected component of M
containing U and Q is integrable. If Q is not integrable, let Q1 be the distribution
spanned by Q and [Q,Q]. If Q1 is not integrable, let Q2 denote the distribution
spanned by Q, [Q,Q] and [Q, [Q,Q]]. Continuing let Qj denote the distribution
spanned by Q and i-fold brackets for 1 ≤ i ≤ j. We will call these distributions the
derived distributions.
Proposition 1.3. The derived distribution Qj is a real analytic distribution with
constant rank rj for some integer n−k < rj ≤ n, except perhaps, on a real analytic
variety Vj of codimension at least one. On Vj the rank of Qj decreases. If Qj is
integrable on an open set U ⊂M then Qj is integrable on the connected component
of M containing U .
Proof. The distribution Q is spanned by the real analytic eigenvectors vk+1, . . . , vn.
If Q is not integrable, then Q1 is spanned by the real analytic vectors {vi, [vi, vj ] :
i, j = n − k, . . . , n}. Obviously Q1 is a real analytic distribution. Using real
analyticity, the rank of Q1 is constant on any open set. It may drop on real
analytic subvarieties of codimension at least one. If Q1 is integrable on an open set
U then it is integrable on the connected component ofM containing U . If Q1 is not
integrable then Q2 is spanned by the real analytic vectors {vi, [vi, vj ], [vℓ, [vi, vj ]] :
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i, j, ℓ = n − k, . . . , n}. Q2 is a real analytic distribution. Using real analyticity,
the rank of Q2 is constant on any open set, though it may drop on real analytic
subvarieties of codimension at least one. If Q2 is integrable on an open set U
then it is integrable on the connected component of M containing U . If Q2 is not
integrable then Q3 is a real analytic distribution, etc. 
If for i, 0 ≤ i ≤ j the derived distributions Qi are not integrable then:
Q ⊂ Q1 ⊂ · · · ⊂ Qj .
Hence,
n− k = r0 < r1 < · · · < rj .
If follows that either Qj is integrable for some j with rj < n or Q is completely
non-integrable. If Q is completely non-integrable on any open set in M and M
is connected then Q is completely non-integrable except, perhaps, on real analytic
subvarieties of codimension greater than or equal to one.
Suppose that Q is not completely non-integrable. Then Qj is integrable for some
j with rj < n. Away from the singular variety Vj where the rank of Qj drops, M
is foliated by leaves L of dimension rj . Since the distribution Q ⊂ Qj the leaves of
Qj are connected across Vj and we can regard the singularity in Qj as singularities
of the leaves. In each leaf L the distribution Q is completely non-integrable except
on Vj .
We have shown:
Theorem 1.4. Suppose that M is a connected n-manifold and that the (n − k)-
distribution Q is real analytic. Then one of the following holds:
(1) Q is completely non-integrable on M (except, perhaps, on real analytic sub-
varieties of codimension greater than or equal to one),
(2) Q is integrable,
(3) Qj is integrable, for some j ≥ 1.
In case (2) M is foliated by leaves of dimension (n− k). In case (3) M is foliated
by leaves L of dimension rj , where n − k < rj < n. The leaves L may be singular
on real analytic subvarieties V of codimension one or more. Each leaf L contains
the distribution Q and Q is completely non-integrable in L except on V .
We formulate a variational problem subject to integral constraints. Choose two
distinct points p, q ∈M . We begin by considering the space of piecewise C1 paths
u : [a, b]→M with u(a) = p and u(b) = q. Let {Ws : s ∈ S} be a countable, locally
finite open cover of M by coordinate neighborhoods. In each neighborhood Ws
choose an orthonormal set of smooth vector fields {es,1, . . . es,k} spanning P . Let
{φs : s ∈ S} be a partition of unity subordinate to {Ws : s ∈ S}. Let F = {fi(t) :
a ≤ t ≤ b, i = 1, . . . ℓ} be a finite family of continuously differentiable functions.
Define a countable number of integral constraints on the paths u : [a, b] → M by
requiring that:
Js,j,fi [u] =
∫ b
a
fi(t)φs(u(t))〈u
′(t), es,j(u(t))〉dt = 0,(1.1)
for all j = 1, . . . , k, s ∈ S, i = 1, . . . , ℓ.
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We will also assume that:
(1.2) fi(a) = fi(b) = 0, for all fi ∈ F .
The integrals are independent of oriented reparameterization. There are a count-
able number of constraints, however each path of finite length is only subject to
a finite number of non-trivial constraints. We consider the variational problem of
minimizing E(u) for u ∈ H1([a, b],M) subject to the integral constraints (1.1).
Here H1([a, b] : M) denotes the Hilbert space of maps u : [a, b] → M such that u
and u′ lie in L2([a, b],M).
Introduce the admissible class of maps:
AF ,p,q = {u ∈ H
1([a, b] :M), u(a) = p, u(b) = q : Js,j,fi [u] = 0,
for fi ∈ F , j = 1, . . . , k, s ∈ S}
Clearly a necessary condition for the solution of the constrained variational prob-
lem is that AF ,p,q 6= ∅. To understand this condition recall that we denote the
distribution of the (n− k)-planes {Q(x) : x ∈M} by Q.
Definition 1.5. A piecewise C1 path γ is called horizontal if γ′(t) ∈ Q(γ(t)) for
all t ∈ (a, b) where γ′(t) is defined.
Proposition 1.6. A horizontal path γ satisfies the constraint equation:
Js,j,f [γ] = 0,
for any s ∈ S, j = 1, . . . , k and any continuous function f ∈ F . Therefore if γ is
horizontal and γ(a) = p and γ(b) = q, γ ∈ AF ,p,q.
Proof. The proof is clear. 
Proposition 1.7. If Q is completely non-integrable on any open set in M and
M is connected then any two points in M can be joined by a horizontal path. In
particular, AF ,p,q 6= ∅.
Proof. Consider two points p, q ∈ M . Recall that there may be real analytic va-
rieties V of dimension at most n − 1 in M along which Q fails to be completely
non-integrable. If p, q are not separated by the variety V then the result follows
using Chow’s Theorem (see, for example, [M]). If p, q are separated by a component
V0 of the variety V then connect p to a point v0 ∈ V0 by a horizontal path using
Chow’s Theorem. If v0, q are not separated by another component of V then con-
nect v0 to q by a horizontal path. If v0, q are separated by another component of V1
then connect v0 to v1 ∈ V1 by a horizontal path. Continue this construction. Since
V has, at most, finitely many components this process terminates in a piecewise
C1 horizontal path from p to q. 
Proposition 1.8. Suppose that M is connected and that Q is not completely non-
integrable. Then for some j the derived distribution Qj is integrable and M is
foliated by leaves L of dimension rj for some k ≤ rj < n. In each leaf L, the distri-
bution Q is completely non-integrable except, perhaps, on real analytic subvarieties
of codimension greater than or equal to one. It follows that any two points p, q in
a leaf can be joined by a horizontal path.
Proof. Apply Chow’s Theorem in each leaf as in the proof of Proposition 1.7. 
In conclusion:
URYSON WIDTH, ASYMPTOTIC DIMENSION AND RICCI CURVATURE 7
Theorem 1.9. Suppose that F is a finite family of continuously differentiable
functions on [a, b]. Consider p, q ∈M subject to:
(i) if M is connected and Q is completely non-integrable, p, q are any two distinct
points.
(ii) if Q is not completely non-integrable, then p, q lie on a leaf L of an integrable
derived distribution Qj, for some j.
Then there is a piecewise C1 path u : [a, .b] → M with u(a) = p and u(b) = q
such that:
Js,j,f [u] = 0 for all f ∈ F , j = 1, . . . , k, s ∈ S
In particular, AF ,p,q 6= ∅.
2. Constrained Variational Problem I: Details
This section gives details on the solutions to the constrained variational problem
and the consequences of these solutions. The techniques are closely related to the
techniques used in [W2], though the constraints and boundary conditions used in
[W2] differ from those used here. Many of the results can be proved using the
proofs given in [W2]. Where this is possible we will give the explicit reference.
Theorem 2.1. Provided AF ,p,q 6= ∅, there exists u ∈ AF ,p,q satisfying
E[u] = inf
w∈AF,p,q
E[w].
Proof. See Theorem 2.4 [W2]. 
Next we derive the Euler-Lagrange equations satisfied by the minimizer.
A one-parameter family of maps U : [a, b]× (−ε, ε)→M with U(t, 0) = u(t) and
U(a, τ) = 0, U(b, τ) = 0 for all τ ∈ (−ε, ε) is called a variation of u(t). We will
assume that U(−, τ) ∈ H1([a, b] : M) for each fixed τ ∈ (−ε, ε) and that U(t, τ) is
differentiable in τ . The derivative ∂U
∂τ |τ=0
is a section of the bundle u∗TM called a
variational vector field. Note that a variational vector field vanishes at t = a, b. A
variation U : [a, b]×(−ε, ε)→M is called admissible if for each τ ∈ (−ε, ε) the map
U(−, τ) satisfies the integral constraints (1.1). A variational vector field tangent
to an admissible variation is called an admissible vector field. To determine the
conditions satisfied by an admissible vector field we assume that for all τ ∈ (−ε, ε)
the maps U(t, τ) ∈ AF ,p,q. Hence for each f ∈ F , j = 1, . . . , k, s ∈ S and for each
τ ∈ (−ε, ε):
(2.1)
∫ b
a
f(t)φs(U(t, τ))〈
∂
∂t
U(t, τ), es,j(U(t, τ))〉dt = 0.
Introduce the notation ξ(t) = ∂U(t,τ)
∂τ |τ=0
and Du(t) = u′(t). Differentiate (2.1)
with respect to τ and evaluate at τ = 0 to derive that an admissible variation
satisfies:
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0 =
∂
∂τ |τ=0
∫ b
a
f(t)φs(U(t, τ))〈
∂
∂t
U(t, τ), es,j(U(t, τ))〉dt
=
∫ b
a
f(t)(∇φs · ξ)〈Du, es,j(u(t))〉dt
+
∫ b
a
f(t)φs
(
〈
∂
∂t
ξ, es,j(u(t))〉 + 〈Du,Des,j(ξ)〉
)
dt
=
∫ b
a
f(t)φs〈Du,Des,j(ξ)〉dt+
∫ b
a
f(t)〈Du, es,j(u(t))〉〈∇φs, ξ〉dt
+
∫ b
a
f(t)φs
∂
∂t
〈ξ, es,j(u(t))〉dt−
∫ b
a
f(t)φs〈ξ,Des,j(u
′(t))〉dt(2.2)
Integrating by parts in (2.2) and using (1.2) we derive:
0 =
∫ b
a
f(t)φs〈Du,Des,j(ξ)− (Des,j)
∗(ξ)〉dt
+
∫ b
a
f(t)〈Du, es,j(u(t))〉〈∇φs, ξ〉dt+
∫ b
a
∂
∂t
(
f(t)φs〈ξ, es,j〉
)
dt
−
∫ b
a
f ′(t)φs〈ξ, es,j〉dt−
∫ b
a
f(t)〈∇φs, u
′〉〈ξ, es,j〉
=
∫ b
a
f(t)φs〈u
′, Des,j(ξ)− (Des,j)
∗(ξ)〉dt +
∫ b
a
f(t)〈u′, es,j〉〈∇φs, ξ〉dt
−
∫ b
a
f ′(t)φs〈ξ, es,j〉dt−
∫ b
a
f(t)〈∇φs, u
′〉〈ξ, es,j〉(2.3)
where (Des,j)
∗ denotes the adjoint of Des,j . It follows that (2.3) holds for each
f ∈ F , j = 1, . . . , k, s ∈ S. We have shown:
Proposition 2.2. If a variational vector field ξ is admissible then ξ satisfies (2.3)
for each f ∈ F , j = 1, . . . , k, s ∈ S..
Conversely,
Proposition 2.3. If a variational vector field ξ satisfies (2.3) for each f ∈ F , j =
1, . . . , k, s ∈ S. then ξ is admissible.
Proof. This proof uses ordinary differential equations on Banach spaces. See Propo-
sition 2.6 [W2]. 
We remarked above that a path u(t), a ≤ t ≤ b, with finite length is contained in
only finitely many of the neighborhoods {Ws : s ∈ S}. Denote these neighborhoods
by {Ws : s = 1, . . . , r}. Write the family F = {fi : i = 1, . . . ℓ}. Then there are
at most rℓk non-trivial constraints. The next result derives the Euler-Lagrange
equations of a critical path of energy subject to these constraints.
Theorem 2.4. Let u ∈ AF ,p,q satisfy
E[u] = inf
w∈AF,p,q
E[w].
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Then there exist real numbers λs,i,j , s = 1, . . . , r, i = 1, . . . , ℓ, j = 1, . . . , k such
that:
0 =
∫ b
a
〈Du, ,Dξ〉 −
∑
s,i,j
(
λs,i,jfi(t)φs
)
〈Des,j(ξ)− (Des,j)
∗(ξ), u′〉dt
+
∫ b
a
∑
s,i,j
λs,i,jfi(t)〈u
′, es,j〉〈∇φs, ξ〉dt
−
∫ b
a
∑
s,i,j
λs,i,j
(
f ′i(t)φs + fi(t)〈∇φs, u
′〉
)
〈ξ, es,j〉dt(2.4)
for all variational vector fields ξ.
Proof. See Theorem 2.7 [W2]. The proof is motivated by “nonlinear eigenvalue
problems” as described in [Ev]. 
We exploit the Euler-Lagrange equation to formulate some regularity results.
The proofs are standard. Analogous results can be found in [W2].
Theorem 2.5. Suppose that fi, f
′
i ∈ L
2([a, b]) for all fi ∈ F and suppose that
u ∈ H1([a, b],M) is a weak solution of the Euler-Lagrange equation (2.4) on [a, b].
Then
u ∈ H2([a, b] :M)
and we have the estimate:
||u||H2([a,b]:M) ≤ C
(∑
i
(max
s,j
λs,i,j)||fi||H1([a,b],M) + ||u||L2([a,b],M)
)
.
The constant C is independent of the fi ∈ F .
Corollary 2.6. Suppose that u ∈ H1([a, b] : M) is a weak solution of the Euler-
Lagrange equation (2.4) on [a, b]. Then
u ∈ C1,
1
2 ([a, b],M)
and we have the estimate:
(2.5) ||u||
C
1, 1
2 ([a,b],M)
≤ C
(∑
i
(max
s,j
λs,i,j)||fi||H1([a,b],M) + ||u||L2([a,b],M)
)
.
The constant C is independent of the fi ∈ F .
Theorem 2.7. Suppose that for all fi ∈ F , fi ∈ Cr,α(a, b) where 0 < α <
1
2 and r
is an integer r ≥ 1. Let u ∈ H1([a, b],M) be a weak solution of the Euler-Lagrange
equation (2.4) on [a, b]. Then u ∈ Cr+1,α(a, b). Moreover:
(2.6) ||u||Cr+1,α ≤ C
(
||u||C1,α +
ℓ∑
i=1
||fi||Cr,α
)
,
where the constant C is independent of u and the fi ∈ F .
The next step in the study of variational problems with integral constraints is to
study such problems for a sequence of constraints. The main issue here will be to
derive uniform estimates on the minimizers of each problem in the sequence under
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suitable conditions on the sequence of constraints. The first problem we study is
not ultimately useful but it illustrates the techniques and results.
Suppose that for each i = 1, . . . , ℓ there is a sequence {(fi)σ} of C1 functions on
[a, b] and that there are C1 functions (fi)0 on [a, b], not identically zero, such that
as σ →∞:
(fi)σ → (fi)0, uniformly,(2.7)
(fi)
′
σ → (fi)
′
0, uniformly,(2.8)
We continue using the notation introduced above. Let {Ws : s ∈ S} be a countable,
locally finite open cover of M by coordinate neighborhoods. In each neighborhood
Ws choose an orthonormal set of smooth vector fields {es,1, . . . es,k} spanning P .
Let {φs : s ∈ S} be a partition of unity subordinate to {Ws : s ∈ S}. Let uσ be
the minimizer of energy in H1([a, b],M) subject to the integral constraints:
(2.9) Js,j,(fi)σ [u] =
∫ b
a
(fi)σ(t)φs(u(t))〈u
′(t), es,j(u(t))〉dt = 0,
for each s ∈ S, i = 1, . . . , ℓ, j = 1, . . . , k. We can suppose that there is a constant
C > 0 independent of σ = 1, 2, . . . such that:
||uσ||H1([a,b],M) < C,
and therefore that there is a subsequence of the sequence {uσ}, that we continue
to denote {uσ}, and a map u0 ∈ H1([a, b],M) such that
(2.10) uσ ⇀ u0, weakly in H
1([a, b],M).
Proposition 2.8. The map u0 satisfies the integral constraints:
(2.11) Js,j,(fi)0 [u0] =
∫ b
a
(fi)0(t)φs(u0(t))〈u
′
0(t), es,j(u0(t))〉dt = 0,
for each s ∈ S, i = 1, . . . , ℓ, j = 1, . . . , k.
Proof. See the proof of Proposition 3.1 [W2]. 
Consider the linear functionals on ξ ∈ L2(u∗σ(TM)):
(Fs,i,j)σ(ξ) =
∫ b
a
(fi)σ(t)φs〈u
′
σ, Des,j(ξ)− (Des,j)
∗(ξ)〉dt
+
∫ b
a
(fi)σ(t)〈u
′
σ , es,j〉〈∇φs, ξ〉dt−
∫ b
a
(fi)
′
σ(t)φs〈ξ, es,j〉dt
−
∫ b
a
(fi)σ(t)〈∇φs, u
′
σ〉〈ξ, es,j〉(2.12)
for each s ∈ S, i = 1, . . . , ℓ, j = 1, . . . , k. Note the the variational vector field ξ is
admissible for the constraints (2.9) if and only if (Fs,i,j)σ(ξ) = 0 for each s ∈ S,
i = 1, . . . , ℓ, j = 1, . . . , k. The functionals (2.12) are used to define the nonlinear
eigenvalues in the Euler-Lagrange equations (2.4) and will therefore be important
in the next result.
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Analogously, define the linear functionals on ξ ∈ L2(u∗0(TM)):
(Fs,i,j)0(ξ) =
∫ b
a
(fi)0(t)φs〈u
′
0, Des,j(ξ)− (Des,j)
∗(ξ)〉dt
+
∫ b
a
(fi)0(t)〈u
′
0, es,j〉〈∇φs, ξ〉dt−
∫ b
a
(fi)
′
0(t)φs〈ξ, es,j〉dt
−
∫ b
a
(fi)0(t)〈∇φs, u
′
0〉〈ξ, es,j〉(2.13)
for each for each s ∈ S, i = 1, . . . , ℓ, j = 1, . . . , k.
Theorem 2.9. Suppose that for each i = 1, . . . , ℓ there is a sequence {(fi)σ} of C1
functions on [a, b] and there are C1 functions (fi)0 not identically zero with (fi)σ →
(fi)0 uniformly and (f
′
i)σ → (f
′
i)0 uniformly. Suppose that the linear functionals
(2.13) on L2(u∗0(TM)) are linearly independent. Let uσ be the minimizer of energy
in H1 subject to the integral constraints (2.9). Then there is a subsequence of the
sequence {uσ}, that we continue to denote {uσ}, and there is a constant C > 0 that
is independent of σ such that:
||uσ||C1,α < C,
for some α > 0.
Proof. The proof is similar to the proof of Theorem 3.2 in [W2]. We prove the
theorem by showing that the estimates obtained from the Euler-Lagrange equa-
tions are uniform for the sequence. To show this we must show the the nonlinear
eigenvalues (λs,i,j)σ, s ∈ S, i = 1, . . . , ℓ, j = 1, . . . , k remain bounded as σ → ∞.
The nonlinear eigenvalues are defined as follows: Consider the linear functionals
(2.12). For each σ sufficiently large, we can assume that these linear functionals
are linearly independent. This follows from the uniform convergence (fi)σ → (fi)0
and (f ′i)σ → (f
′
i)0 for each i and from (2.10). Let (ws,i,j)σ be H
1([a, b]) sections of
u∗σTM such that:
(ws,i,j)σ(a) = 0, (ws,i,j)σ(b) = 0.(2.14)
(Fs,i,j)σ(ws,i,j)σ 6= 0 and(2.15)
(Fs,i,j)σ(wt,m,n)σ = 0, when (s, i, j) 6= (t,m, n).(2.16)
Then,
(2.17) (λs,i,j)σ =
∫ b
a
〈Duσ, D(ws,i,j)σ〉dt
(Fs,i,j)σ(ws,i,j)σ
We will derive an upper bound on the (λs,i,j)σ.
Since uσ ⇀ u0 weakly in H
1([a, b],M), we can suppose that uσ → u0 uniformly.
Note this implies that, for σ sufficiently large, the images of the maps uσ are close
and therefore lie in the same open sets of the cover {Ws : s ∈ S}. Hence the indices
{(s, i, j)} are the same throughout the sequence. Also we can identify the bundles
u∗σ(TM) with u
∗
0(TM). Using this identification we consider (Fs,i,j)σ and (Fs,i,j)0
as linear functionals on L2(u∗0(TM)). We have,
(Fs,i,j)σ → (Fs,i,j)0,
as linear functionals. This follows from the uniform convergence (fi)σ → (fi)0
and (f ′i)σ → (f
′
i)0 for each i and the weak convergence Duσ ⇀ Du0. Choose H
1
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sections (ws,i,j)0 of u
∗
0(TM) satisfying conditions (2.14), (2.15) and (2.16) for the
functionals (2.13) and such that:
(2.18) ||(ws,i,j)0||H1([a,b],u∗
0
(TM)) < C0, for all (s, i, j).
For each σ, regard these sections as sections of u∗σ(TM). For each σ by taking
linear combinations of the set {(ws,i,j)0} we can define sections (ws,i,j)σ of u∗σ(TM)
satisfying conditions (2.14), 2.15) and (2.16) for the functionals (Fs,i,j)σ. For σ
sufficiently large, there is a constant C1 > 0 such that:
||(ws,i,j)σ||H1([a,b],u∗σ(TM)) < C1, for all (s, i, j).
Moreover,
(ws,i,j)σ → (ws,i,j)0, in L
2(u∗0(TM),
(Fs,i,j)σ((ws,i,j)σ)→ (Fs,i,j)0((ws,i,j)0).
Also, for σ sufficiently large:∫ b
a
〈Duσ, D(ws,i,j)σ〉dt ≤ ||Duσ||L2 ||D(ws,i,j)σ||L2 ≤ C1 sup
σ
||uσ||H1
This gives an upper bound on the (λs,i,j)σ independent of σ. 
Corollary 2.10. There is a subsequence of the sequence {uσ}, that we will continue
to denote by {uσ}, that converges to the map u0 in C1,γ for 0 < γ < α. The map
u0 satisfies the Euler-Lagrange equation:
0 =
∫ b
a
〈Du0, , Dξ〉 −
∑
s,i,j
(
(λs,i,j)0(fi)0(t)φs
)
〈Des,j(ξ) − (Des,j)
∗(ξ), u′0〉dt
+
∫ b
a
∑
s,i,j
(λs,i,j)0(fi)0(t)〈u
′
0, es,j〉〈∇φs, ξ〉dt
−
∫ b
a
∑
s,i,j
(λs,i,j)0
(
(fi)
′
0(t)φs + (fi)0(t)〈∇φs, u
′
0〉
)
〈ξ, es,j〉dt(2.19)
for all variational vector fields ξ.
Proof. Choosing a subsequence of {uσ}, that we will continue to denote by {uσ},
we can suppose uσ → u0 in C1,γ for some γ > 0. This implies that we can identify
the bundles u∗σ(TM) with u
∗
0(TM) as C
1 bundles and therefore we can assume
that:
(ws,i,j)σ → (ws,i,j)0, in C
1(u∗0(TM)).
Since Duσ → Du0 in C0,γ , it follows that:∫ b
a
〈Duσ, D(ws,i,j)σ〉dt→
∫ b
a
〈Du0, D(ws,i,j)0〉dt
Therefore (λs,i,j)σ → (λs,i,j)0. The result follows. 
Next we consider a degenerate version of the previous case. We continue to
suppose that for each i = 1, . . . , ℓ there is a sequence {(fi)σ} of C1 functions on
[a, b]. However we suppose that there is an integer 1 ≤ ℓ0 ≤ ℓ such that:
(2.20) (fi)σ → 0, (f
′
i)σ → 0, uniformly for i = 1, . . . , ℓ0,
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and for each i = ℓ0 + 1, . . . , ℓ we suppose there are C
1 functions (fi)0 on [a, b] not
identically zero such that:
(2.21) (fi)σ → (fi)0, (f
′
i)σ → (f
′
i)0, uniformly for i = ℓ0 + 1, . . . , ℓ.
In addition we will suppose that for each i = 1, . . . ℓ0, there is a decreasing sequence
{εσ} with εσ → 0 as σ →∞ and functions gi, hi, not identically zero, such that:
(fi)σ ≥ 0, (fi)σ = O(εσ)(2.22)
(f ′i)σ ≥ 0, (f
′
i)σ = O(εσ),(2.23)
(εσ)
−1(fi)σ → gi 6≡ 0, uniformly,(2.24)
(εσ)
−1(f ′i)σ → hi 6≡ 0, uniformly.(2.25)
As above, let uσ be the minimizer of energy in H
1([a, b],M) subject to the integral
constraints:
(2.26) Js,j,(fi)σ [u] =
∫ b
a
(fi)σ(t)φs(u(t))〈u
′(t), es,j(u(t))〉dt = 0,
for each s ∈ S, i = 1, . . . , ℓ, j = 1, . . . , k. We can suppose that
||uσ||H1 < C,
and therefore that there is a subsequence of the sequence {uσ}, that we continue
to denote {uσ}, and a map u0 ∈ H1([a, b],M) such that
(2.27) uσ ⇀ u0, weakly in H
1([a, b],M).
Proposition 2.11. The map u0 satisfies the integral constraints:
(2.28) Js,j,(fi)0 [u0] =
∫ b
a
(fi)0(t)φs(u0(t))〈u
′
0(t), es,j(u0(t))〉dt = 0,
for each s ∈ S, i = ℓ0 + 1, . . . , ℓ, j = 1, . . . , k.
Proof. Left to the reader. 
For s ∈ S and j = 1, . . . , k, define linear functionals on ξ ∈ L2(u∗0(TM)): For
i = 1, . . . ℓ0:
(Fs,i,j)0(ξ) =
∫ b
a
gi(t)φs〈u
′
0, Des,j(ξ)− (Des,j)
∗(ξ)〉dt
+
∫ b
a
gi(t)〈u
′
0, es,j〉〈∇φs, ξ〉dt−
∫ b
a
hi(t)φs〈ξ, es,j〉dt
−
∫ b
a
gi(t)〈∇φs, u
′
0〉〈ξ, es,j〉,(2.29)
For i = ℓ0 + 1, . . . ℓ:
(Fs,i,j)0(ξ) =
∫ b
a
(fi)0(t)φs〈u
′
0, Des,j(ξ) − (Des,j)
∗(ξ)〉dt
+
∫ b
a
(fi)0(t)〈u
′
0, es,j〉〈∇φs, ξ〉dt−
∫ b
a
(fi)
′
0(t)φs〈ξ, es,j〉dt
−
∫ b
a
(fi)0(t)〈∇φs, u
′
0〉〈ξ, es,j〉,(2.30)
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Theorem 2.12. Suppose that for each i = 1, . . . , ℓ there is a sequence {(fi)σ} of
C1 functions on [a, b] and that there are C1 functions (fi)0, i = ℓ0 + 1, . . . , ℓ not
identically zero. Suppose that these functions satisfy conditions (2.20) to (2.25).
Suppose that the linear functionals (2.29) and (2.30) on L2(u∗0(TM) are linearly
independent. Let uσ be the minimizer of energy in H
1([a, b],M) subject to the
integral constraints (2.26). Then there is a subsequence of the sequence {uσ}, that
we continue to denote {uσ}, and there is a constant C > 0, that is independent of
σ, such that:
||uσ||C1,γ < C,
for some γ > 0.
Proof. The proof uses the same argument as the proof of Theorem 2.9 adapted to
the convergence (2.22) to (2.25) as in [W2] Theorem 3.7. 
Corollary 2.13. There is a subsequence of the sequence {uσ}, that we will continue
to denote by {uσ}, that converges to the map u0 in C1,σ for 0 < σ < γ. The map
u0 satisfies the Euler-Lagrange equation:
0 =
∫ b
a
〈Du, ,Dξ〉 −
∑
s,j
ℓ∑
i=ℓ0+1
(
λs,i,j(fi)0(t)φs
)
〈Des,j(ξ)− (Des,j)
∗(ξ), u′〉dt
+
∑
s,j
ℓ∑
i=ℓ0+1
λs,i,j
∫ b
a
(fi)0(t)〈u
′, es,j〉〈∇φs, ξ〉dt
−
∑
s,j
ℓ∑
i=ℓ0+1
λs,i,j
∫ b
a
(
(fi)
′
0(t)φs + (fi)0(t)〈∇φs, u
′〉
)
〈ξ, es,j〉dt(2.31)
for all variational vector fields ξ.
Proof. Same as the proof of Corollary 2.10 
Since the boundary conditions of the variational problem require that u(a) = p
and u(b) = q it follows that an admissible vector field W and its derivative ∇W
vanish at its endpoints.
Theorem 2.14. Suppose the same hypotheses as Theorem 2.12 but with the addi-
tion assumption that there is a constant C > 0, independent of σ, and an γ > 0
such that for all i = 1, . . . , ℓ:
||(fi)σ||C1,γ < C.
Then the map u0 of Corollary 2.13 satisfies:
(2.32) I(u0)(W0,W0) ≥ 0.
for all admissible vector fields W0 along u0.
Proof. The proof follows the proof of [W2] Theorem 3.5. 
We remark that Theorem 2.12, Corollary 2.13 and Theorem 2.14 hold in the case
that ℓ0 = ℓ. We get the following result.
Corollary 2.15. If the sequences {(fi)σ} and {(fi)′σ} converge uniformly to 0
and satisfy (2.22), (2.23) (2.24) and (2.25) and the linear functionals (2.29) are
linearly independent then a subsequence of {uσ} converges in C1,γ to u0, where u0
is a geodesic with non-negative second variation. That is, u0 is a stable geodesic.
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Corollary 2.15 summarizes the conditions we must impose on the sequences of
constraint functions to ensure that the estimates on the minimizers are uniform.
These uniform estimates enable us to conclude that a subsequence of minimizers
converge to a stable geodesic.
We use Corollary 2.15 to construct a stable geodesic that satisfies pointwise
conditions. This construction is the main technical point of this paper. Note that
we require Corollary 2.15 in the construction. This means that the sequences of
integral constraints must be chosen carefully to: (i) satisfy the hypotheses of the
Corollary and (ii) impose the pointwise constraints on the stable geodesic necessary
to use the Bonnet-Myers Theorem.
Choose ℓ distinct points q1, . . . qℓ ∈ (a, b) such that |qi1 − qi2 | > 0 Fix δ such that
0 < 2δ < mini1 6=i2{|qi1 − qi2 |} and define for i = 1, . . . , ℓ::
(2.33) fˆi(t) =


0, a ≤ t ≤ qi − δ
(t− qi) + δ, qi − δ ≤ t ≤ qi
δ − (t− qi), qi ≤ t ≤ qi + δ
0, qi + δ ≤ t ≤ b.
Then fˆi is a piecewise C
2 function. Smooth the corners of fˆi to construct a C
2
function fi. Choose a decreasing sequence {εσ} with εσ → 0. Set
(2.34) (fi)σ(t) = εσfi(t).
Then the sequences {(fi)σ(t)} for each i = 1, . . . ℓ satisfies the hypotheses of Corol-
lary 2.15.
Theorem 2.16. Let uσ be the minimizer of energy in H
1([a, b],M) subject to the
constraints Js,j,(fi)σ [u] = 0 for s ∈ S, j = 1, . . . , k and i = 1, . . . , ℓ. For each
i = 1, . . . , ℓ and j = 1, . . . , k there is a point (ti,j)σ ∈ [qi − δ, qi + δ] such that for
some s ∈ S
〈es,j(uσ((ti,j)σ)), u
′
σ((ti,j)σ)〉 = 0,
where uσ is parameterized on [a, b] proportional to arclength.
Proof. Fix i and j. If for all t ∈ [qi − δ, qi + δ] and s ∈ S we have:
〈es,j(uσ(t)), u
′
σ(t)〉 > 0,
then since (fi)σ ≥ 0 and (fi)σ(qi) 6= 0 the constraint Js,j,(fi)σ [u] = 0 for s ∈ S,
j = 1, . . . , k and i = 1, . . . , ℓ can not be satisfied. A similar argument applies if for
all t ∈ [ℓi − δ, ℓi + δ] we have:
〈es,j(uσ(t)), u
′
σ(t)〉 < 0.
The result follows. 
Theorem 2.17. There is a subsequence of the minimizers {uσ} of Theorem 2.16
that converges in C1,γ to a map u0 ∈ H1([a, b],M). The map u0 is a geodesic with
non-negative second variation. For each i = 1, . . . , ℓ and each j = 1, . . . , k, there is
a point ti,j ∈ [qi − δ, qi + δ] such that for some s ∈ S:
〈es,j(u0(ti,j)), u
′
0(ti,j)〉 = 0,
where u0 is parameterized on [a, b] proportional to arclength.
16 JON WOLFSON
Proof. The result follows from Theorem 2.16 using that [qi−δ, qi+δ] is compact. 
Theorem 2.17 holds for fixed δ > 0. Note that our results do not allow conclusions
as δ → 0 because as δ → 0 the hypotheses of Corollary 2.15 are not satisfied.
Let {qi} be a countable dense subset of (a, b). Set Hℓ = {q1, . . . , qℓ}. Then
H1 ⊂ H2 ⊂ . . . ,Hℓ ⊂ . . . .
We apply Theorem 2.17 for a sufficiently small δℓ > 0 to each of the sets Hℓ to
construct a map that we will denote γℓ. This map is a stable geodesic parameterized
on [a, b] proportional to arclength that satisfies: For each i = 1, . . . , ℓ and each
j = 1, . . . , k there is a point ti,j ∈ [qi − δℓ, qi + δℓ] such that for some s ∈ S:
〈es,j(γℓ(ti,j)), γ
′
ℓ(ti,j)〉 = 0.
Theorem 2.18. Given η > 0 there is a stable geodesic γℓ parameterized propor-
tional to arclength such that for all t ∈ (a, b), for all j = 1, . . . , k and s ∈ S:
(2.35) 〈es,j(γℓ(t)),
γ′ℓ(t)
|γ′ℓ(t)|
〉 < η.
Proof. Since γℓ is a geodesic there is a constant C > 0 independent of ℓ such that:
|γ′′ℓ | ≤ C|γ
′
ℓ|
2.
Since γℓ is parameterized proportional to arclength, if we denote the length of γℓ
by length(γℓ) we have:
|γ′ℓ| <
length(γℓ)
(b− a)
Since length(γℓ) is bounded independent of ℓ it follows that |γ′′ℓ | is bounded in-
dependent of ℓ. Therefore the oscillation of γ′ℓ is bounded independent of ℓ. The
result follows. 
Theorem 2.19. Let M be a connected Riemannian n-manifold with eigenvalues
of Ricci curvature satisfying (0.2) and and (0.3).
(i) If Q is completely non-integrable then for any p, q ∈ M there is a constant
B > 0, depending only on β, such that
dist(p, q) < B.
(ii) If Q is integrable and so determines a foliation of M with leaves L then for
any p, q in a leaf there is a constant B > 0, depending only on β, such that
dist(p, q) < B.
(iii) If the derived distribution Qj, for some j > 0, is integrable and so deter-
mines a foliation of M with leaves L then for any p, q in a leaf there is a constant
B > 0, depending only on β, such that
dist(p, q) < B.
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Proof. The assumptions of the Theorem insure that each pair p, q can be joined by
an admissible path and therefore AF ,p,q 6= ∅.
By Theorem 2.18 given any η > 0 there exists a stable geodesic γ joining p and
q satisfying (2.35). From the curvature assumption by choosing η sufficiently small
(depending on β) it follows that along γ:
Ric(γ(t))(γ′(t)) ≥ (n− 1)β/2 > 0.
Then by Bonnet-Myers there is a constant B > 0 depending only on β such that
length(γ) < B. 
Corollary 2.20. Suppose that M is connected and that Q is not completely non-
integrable. If there is a leaf L in the foliation of M determined by Qj that is dense
in M then diam(M) < B.
Suppose that M is connected and that either Q is completely non-integrable or
that some leaf in the foliation determined by Qj for some j is dense in M . Choose
any point q ∈M . Define the map:
F :M → {q}, F (p) = q,
Theorem 2.21. F is a continuous map such that the fiber F−1(q) has diameter
bounded by B.
In this case, we define the polyhedral space P ≡ {q}. Then Theorem 2.21 implies
that the continuous map:
F :M → P,
has fibers with diameter bounded by B.
Suppose thatM is connected and that Q is not completely non-integrable. Then
either Q or Qj , for some j > 0, is integrable. Denote the space of leaves of the
foliation determined by Q or Qj by L. Recall that the leaves of the foliation Q have
dimension n − k and that the leaves of the foliation Qj have dimension rj where
n− k < rj < n. Equip L with the quotient topology under the map:
f : M → L, f(p) = Lp,
where Lp is the leaf containing p.
Theorem 2.22. f is a continuous map such that the fibers f−1(L) have diameter
bounded by B.
Proof. Clear. 
Unfortunately, it is possible that the space of leaves L is not Hausdorff [C-C].
To rectify this difficult we introduce a quotient map
π : L → L0.
The map π is defined as follows: Consider a set of points (finite or infinite) S =
{p1, p2, . . . } ⊂ L. These points are mapped by π to a single point [p1] ∈ L0 if for
every pair of points pα, pβ ∈ S, pα and pβ cannot be separated by open sets in L.
For example, suppose q1, q2, q3 ∈ L are such that q1 and q2 cannot be separated
by open sets and q2 and q3 cannot be separated by open sets but q1 and q3 can be
separated by open sets. Then either q1 and q2 are mapped to [q1] = [q2] or q2 and
q3 are mapped to [q2] = [q3] but all three points are not identified. The topology
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of L0 is unchanged from L: If q1 and q2 are identified then the neighborhoods of
both q1 and q2 are neighborhoods of the point [q1] = [q2]. The resulting map is
both continuous and open.
Theorem 2.23. The map F = f ◦ π :M → L0 is a continuous map such that the
fibers F−1(q) have diameter bounded by 3B.
Proof. If π−1(q) consists of a single point (or, equivalently, F−1(q) consists of a
single leaf) then the result follows from Theorem 2.22. If F−1(q) consists of multiple
leaves {L1, L2, . . . } then any two leaves Lα and Lβ give points f(Lα) and f(Lβ)
that cannot be separated by open sets in L. Therefore there is a leaf L such that
dist(L,Lα) = 0 and dist(L,Lβ) = 0, where we define the distance between two
leaves L1, L2 by :
dist(L1, L2) = inf{dist(x, y) : x ∈ L1, y ∈ L2}.
Therefore by Theorem 2.19 if x ∈ Lα and y ∈ Lβ then dist(x, y) < 3B. The result
follows. 
By construction the space L0 is Hausdorff. The space L is locally euclidean.
Therefore L0 has the structure of a polyhedron space. In this case we define the
polyhedron space P ≡ L0.
In all cases there is a continuous map F : M → P , where P is a polyhedron,
with fibers F−1(x) for x ∈ P that have diameter bounded by 3B. Theorem 0.4 and
Theorem 0.5 follow.
3. Constrained Variational Problem II
In this section we study complete Riemannian n-manifolds M with Ricci curva-
ture satisfying (0.2) only. This condition implies that at all points of M the Ricci
curvature has at least n − k positive eigenvalues though there may be more and
the number of positive eigenvalues of Ricci can vary with x ∈ M . We will prove
Theorem 0.1 and Theorem 0.2 using a constrained variational problem similar to
that used in Section 2. We will need to modify the constraints and various other
constructions, however, in principle, the argument is the same.
We are assuming that (0.2) holds. Observe that if for some γ > 0
(3.1) inf
x∈M
µi(x) ≥ (n− 1)γ > 0, for i = k, . . . , n,
we can replace the assumption (0.2) with the stronger condition (3.1). Therefore
we will henceforth assume, that for any γ > 0 (3.1) does not hold. In other words
we will assume that we cannot bound more than n− k eigenvalues of Ricci below
with a positive constant.
We have,
Theorem 3.1. Suppose (0.2) and that there is a scalar γ ≥ 0 such that for all x ∈
M we have, µk(x) < γ < µk+1(x). Then there is a k-polyhedron N , a continuous
map f :M → N and a constant c > 0 such that for every p ∈ N we have:
diam(f−1(p)) < c.
Proof. The proof is identical to the results of the previous two sections. 
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As in the previous sections we will assume that the metric is real analytic. This
implies that the (unordered) eigenvalues are real analytic. Therefore, if M is con-
nected, two eigenvalues are equal either everywhere onM or only on a real analytic
set of codimension at least one. They cannot be equal on a proper open subset. It
follows that two ordered eigenvalues are also equal either everywhere on M or only
on a real analytic set of codimension at least one. If two eigenvalues are not equal
everywhere, denote the closed real analytic variety:
Zi = {x ∈M : µi−1(x) = µi(x)}.
Zi has codimension at least one. Along these sets the ordered eigenvalues may
not be real analytic (though they are continuous). The corresponding eigenvectors
of µi−1 ≤ µi are real analytic except on the real analytic sets Zi. At Zi these
eigenvectors may be discontinuous. However the eigenspace spanned by the two
eigenvectors remains real analytic.
For j = 2, . . . , k + 1, consider the open sets
Uj = {x ∈M : µj(x) > (n− 1)β, µj−1 < µj(x)}
For j = 1, define the open set:
U1 = {x ∈M : µ1(x) > (n− 1)β}.
We observe that for 1 ≤ i < j:
Ui \ Zj ⊂ Uj .
We have the decomposition of M into open sets:
∪k+1j=1Uj =M.
Proposition 3.2. On Uj, for each j = 2, . . . k+1, there is a real analytic distribu-
tion of (n− j + 1)-subspaces spanned by the eigenvectors of µj , . . . , µn. We denote
this distribution by Qn−j+1. There is a real analytic distribution of j− 1-subspaces
on Uj, denoted Pj−1, given by the subspaces Pj−1(x) = Qn−j+1(x)⊥.
Proof. The open set Uj satisfies the condition that if x ∈ Uj then µj−1(x) < µj(x).
This implies that the distribution Qn−j+1 is spanned by the eigenvectors of the
(ordered) eigenvalues µj ≤ µj+1 · · · ≤ µn. Equivalently, Qn−j+1 is spanned by the
real analytic eigenvectors of the (unordered) real analytic eigenvalues νj , . . . , νn,
where for each i = j, . . . , n the eigenvalue νi > (n − 1)β. Therefore Qn−j+1 is a
real analytic distribution. It follows that Pj−1 is a real analytic distribution. 
U1 is an open manifold with Ricci curvature bounded below by (n− 1)β. There
is no distribution.
Given any points p, q ∈ M we will consider a constrained variational problem
on piecewise C1 maps u(t) : [a, b] → M satisfying u(a) ∈ p and u(b) = q. We
will define the constraints on the maps in a manner similar to the constraints used
in Section 1. For each j = 2, . . . , k + 1 let {V js : s ∈ Sj} be a locally finite,
countable open cover of Uj by coordinate neighborhoods. Let {φjs : s ∈ Sj} be a
partition of unity subordinate to {V js : s ∈ Sj}. In each coordinate neighborhood
V js , let {es,1, . . . , es,j−1} be an orthonormal frame of the subspaces Pj−1. To define
integral constraints on piecewise C1 maps u : [a, b] → M , let F be a finite family
of continuously differentiable functions. Define a countable number of integral
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constraints on the paths u : [a, b] → M by requiring that for each j = 2, . . . , k + 1
for all s ∈ Sj :
(3.2) Js,i,f [u] =
∫ b
a
f(t)φjs(u(t))〈u
′(t), es,i(u(t))〉dt = 0, f ∈ F , i = 1, . . . , j − 1.
As in (1.1) the frame {es,1, . . . , es,j−1} is only defined in the coordinate neighbor-
hood V js . Unlike in (1.1), the number of elements of the frame depends on where
the neighborhood V js lies. We will also assume that:
(3.3) f(a) = f(b) = 0, for all f ∈ F .
The integrals are independent of oriented reparameterization. There are a countable
number of constraints, however each path is only subject to a finite number of non-
trivial constraints. Note there is a redundancy in the constraints. This is harmless.
Introduce the class of admissible maps:
AF ,p,q = {u ∈ H
1([a, b],M), u(a) = p, u(b) = q : Js,i,f [u] = 0,
for f ∈ F , i = 1, . . . , j − 1, s ∈ Sj , j = 2, . . . , k + 1}
To understand for which points p, q ∈ M , AF ,p,q 6= ∅, we study, for each j =
2, . . . k + 1, the distributions Qn−j+1 on Uj. Recall the construction of derived
distributions from Section 1. Let Qℓn−j+1 on Uj for ℓ = 1, 2 . . . be the derived
distributions of Qn−j+1. The analog of Proposition 1.3 is:
Proposition 3.3. On Uj the derived distribution Qℓn−j+1 is a real analytic distri-
bution with constant rank rℓj for some integer n − k < r
ℓ
J < n, except, perhaps on
a real analytic variety Vℓ of codimension at least one. On Vℓ the rank of Qℓn−j+1
decreases. If Qℓn−j+1 is integrable on an open set U ⊂ Uj then Q
ℓ
n−j+1 is integrable
on the connected component of U in Uj.
Proof. On Uj the distribution Qn−j+1 is spanned by the real analytic eigenvectors
vj , . . . , vn corresponding to the real analytic (unordered) eigenvalues νj , . . . νn. The
result now follows using the argument in the proof of Proposition 1.3. 
Theorem 3.4. Let U be an open connected component of Uj. On U we have one
of the following:
(i) Qn−j+1 is completely non-integrable (except, possibly, on an analytic set of
codimension at least one),
(ii) Qn−j+1 is integrable and there is a foliation of U with leaves of dimension
n− j + 1,
(iii) For some ℓ = 1, 2, . . . , Qℓn−j+1 is integrable and there is a foliation of U
with leaves of dimension rℓj for n− j + 1 < r
ℓ
j < n.
In case (iii), each leaf Lr contains the distribution Qn−j+1 and Qn−j+1 is com-
pletely non-integrable in Lr (except, possibly, on an analytic set of codimension at
least one).
Proof. The result follows by applying the same reasoning as used in the proof of
Theorem 1.4. 
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For any i satisfying j < i ≤ k + 1, let x ∈ Uj \ Zi. Then
Qn−i+1(x) ⊂ Qn−j+1(x),
where Qn−i+1(x) denotes the n− i+1-plane at x ∈M in the distribution Qn−i+1.
Proposition 3.5. Suppose that j < i ≤ k+ 1. On the open set Uj \Zi, Qn−i+1 is
a real analytic sub-distribution of Qn−j+1.
Using the same argument as in the proof of Theorem 3.4 we have:
Theorem 3.6. For any i satisfying j < i ≤ k + 1, let U be an open connected
component of Uj \ Zi. We have on U one of the following:
(i) Qn−i+1 is completely non-integrable (except, possibly, on an analytic set of
codimension at least one),
(ii) Qn−i+1 is integrable and there is a foliation of U with leaves of dimension
n− i+ 1,
(iii) For some ℓ = 1, 2, . . . , Qℓn−i+1 is integrable and there is a foliation of U
with leaves of dimension rℓi for n− i+ 1 < r
ℓ
i < n.
In case (iii), each leaf Lr contains the distribution Qn−i+1 and Qn−i+1 is com-
pletely non-integrable in Lr (except, possibly, on an analytic set of codimension at
least one).
As in Theorem 3.6 let U be an open connected component of Uj \ Zi. It will
be convenient to consider case (i) of the Theorem: Qn−i+1 is completely non-
integrable (except, possibly, on an analytic set of codimension at least one), as U
being foliated by a foliation consists of a single leaf of dimension n. Using this
language the theorem says that for any i satisfying j < i ≤ k + 1, on U there is
a foliation with leaves of dimension r, for some n − i + 1 ≤ r ≤ n, such that the
leaves of the foliation contain the distribution Qn−i+1.
Theorem 3.7. Suppose j ≤ i < ℓ ≤ k+1. Let U be an open connected component
of Uj \ (Zi ∪ Zℓ). Suppose that for some s the distribution Qsn−i+1 is integrable
with leaves on dimension rsi and suppose that for some t the distribution Q
t
n−ℓ+1 is
integrable with leaves on dimension rtℓ. Then each leaf Lℓ of the foliation determined
by Qtn−ℓ+1 is contained in some leaf Li of the foliation determined by Q
s
n−i+1.
Proof. Let x ∈M and suppose that {X1, . . .Xn−ℓ+1} spans the distributionQn−ℓ+1
in a neighborhood of x. Then there are vector fields {Xn−ℓ+2, . . . , Xn−i+1} so that:
{X1, . . . , Xn−ℓ+1, Xn−ℓ+2, . . . , Xn−i+1}
spans the distribution Qn−i+1 in a neighborhood of x. Therefore the brackets of
{X1, . . . , Xn−ℓ+1} are a subset of the brackets of {X1, . . . , Xn−i+1}. Similarly for
brackets of brackets, etc. The result follows. 
Let U be an open connected component of Uj \ (∪ki=jZi). In light of Theorems
3.6 and 3.7, for each i satisfying j ≤ i ≤ k + 1, there is a foliation with leaves
of dimension ri for some n − j + 1 ≤ ri ≤ n and these foliations are ordered by
inclusion. The foliation whose leaves contain the leaves of all other foliations is
called the maximal foliation on U .
Theorem 3.8. For each 2 ≤ j ≤ k + 1, let U be an open connected component
of Uj. For some s the distribution Q
s
n−j+1 determines a foliation with leaves of
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dimension rsj for some r
s
j satisfying n − j + 1 ≤ r
s
j ≤ n. This is the maximal
foliation on U .
Proof. This follows from Theorem 3.7. 
Definition 3.9. Let U an open connected component of Uj. We say the leaf number
of U is the dimension of the leaves of the maximal foliation on U . The leaf number
satisfies:
n− j + 1 ≤ leafnumber(U) ≤ n.
An important property of leaf number is given in the following theorem.
Theorem 3.10. Suppose that ℓ < j. Let U be an open connected component of
Uj. and V be an open connected component of Uℓ. Suppose that U and V intersect.
Then
leafnumber(U) ≤ leafnumber(V ).
Moreover, at each point x ∈ U ∩ V the maximal leaf at x in U is contained in the
maximal leaf at x in V .
Proof. The result follows from Theorem 3.7. 
We have:
Theorem 3.11. Suppose that p, q ∈M lie on the same leaf of one of the foliations
on M . Then there is a piecewise C1 horizontal path u joining p to q.
Proof. Each leaf in a foliation obtained from a distribution derived from the distri-
bution Qn−i+1, contains Qn−i+1 and Qn−i+1 is completely non-integrable in the
leaf. Therefore the existence of a piecewise C1 horizontal path u joining p to q
follows from Chow’s Theorem. 
It follows that:
Theorem 3.12. Suppose that F is a finite family of continuously differentiable
functions on [a, b]. Suppose that p, q ∈M lie in the same leaf of one of the foliations
on M . Then there is a piecewise C1 path u joining p to q such that:
Js,i,f [u] = 0 = 0 for all f ∈ F , i = 1, . . . , j − 1, s ∈ Sj , j = 2, . . . , k + 1
In particular, AF ,p,q 6= ∅.
Theorem 3.13. Provided AF ,p,q 6= ∅, there exists u ∈ AF ,p,q satisfying
E[u] = inf
w∈AF,p,q
E[w].
Proof. See Theorem 2.4 in [W2]. 
We next follow the work of Section 2 without essential change to finally derive:
Theorem 3.14. Suppose that M is a complete Riemannian manifold with Ricci
curvature satisfying (0.2). Suppose that p, q ∈ U lie on the same leaf of one of the
foliations on M . Then there is a constant B > 0 depending only on β such that for
p, q ∈M we have:
dist(p, q) < B.
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We will use the structure of the distributions on M together with Theorem 3.14
to construct a polyhedron N and a continuous map F :M → N such that F−1(x)
has diameter bounded by 3B for each x ∈ N . Let L be the union of leaf spaces of
the maximal foliations on M . We define a map f :M → L as follows:
(1) f sends each connected open component of U1 to a point.
(2) Let U be an open connected component of U2\U1. Each point x ∈ U either
(i) lies in a leaf Lx of dimension (n− 1) of the maximal foliation G2 or (ii)
the distribution is completely non-integrable. In the latter case f sends U
to a point. In the former case, f maps each point in the leaf Lx ⊂ U to the
leaf [Lx] in the leaf space of the foliation G2.
(3) Let U be an open connected component of U3 \ U2. Each point x ∈ U
either (i) lies in a leaf Lx of dimension r of the maximal foliation G3, where
r = n − 2 or r = n − 1. (ii) the distribution is completely non-integrable.
In the latter case f sends U to a point. In the former case, f maps each
point in the leaf Lx ⊂ U to the leaf [Lx] in the leaf space of the foliation
G3.
(4) Repeat this procedure for each open connected component of Uj \Uj−1, for
every 4 ≤ j ≤ k + 1.
(5) Using the quotient topology, the map f is continuous across the boundaries
between open connected components because of Theorem 3.10.
(6) On an open connected component U of Uj \Uj−1 such that the distribution
is completely non-integrable (i.e., the leaf has dimension n) the map f sends
U to a point. Because of Theorem 3.10 if V is an open connected component
of Ui\Ui−1 for any i < j that is adjacent to U then the distribution Qn−i+1
is completely non-integrable on V . The map f sends V to the same point
as is the image of U .
Theorem 3.15. The map defined above:
f :M → L, f(x) = Lx,
where Lx is the maximal leaf passing through x, is continuous if L is equipped with
the quotient topology.
The space L is a non-Hausdorff space that is a union of open locally euclidean
regions.
Corollary 3.16. Suppose that M is a complete Riemannian manifold with Ricci
curvature satisfying (0.2). Then there is a constant B > 0 depending only on β
and a continuous function f :M → L such that for any x ∈ L:
diam(f−1(x)) < B.
The space L is non-Hausdorff. As in Section 2 we identify that points {p1, . . . , ps}
if each pair pα, pβ cannot be separated by open sets. Denote the space resulting
from these identifications by L0 and the map:
π : L → L0, π(q) = [q],
where [q] denotes the point resulting from the identifications. The open sets in L0
are the open sets in L. In particular, if pα, pβ ∈ L are identified in L0 then any
open neighborhood of either pα or pβ in L is an open neighborhood of [pα] = [pβ]
in L0. Therefore π is both open and continuous.
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Theorem 3.17. The map F = f ◦ π :M → L0 is a continuous map such that the
fibers F−1(q) have diameter bounded by 3B.
Proof. See the proof of Theorem 2.23. 
The space L0 is Hausdorff. It has the structure of a polyhedron with faces of
dimension at most k. We set L0 = P . Theorem 0.1 and Theorem 0.2 follow.
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