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Introduction
This note re-examines the issue of pooling in standard panel data models with exogenous regressors in terms of an exponent coe¢ cient, 0 1, which measures the degree of pervasiveness of correlated individual e¤ects, de…ned by
where N is the cross-section dimension of the panel, and i is the mean zero random part of the individual e¤ects. Throughout we allow for non-zero correlations between the individual e¤ects and the regressors, and as a result the pooled estimators will be biased in the standard case where = 1. We show that the choice between the pooled least squares (PLS) estimator and the …xed e¤ects (FE) estimator depends on the value of , with the PLS estimator being consistent for all values of except when = 1. For inference, the validity of the PLS estimator requires < 1=2. Both of these conditions are signi…cantly weaker than the homogeneity assumption made in the literature requiring that E j i j = 0 for all i. For example, when = 0 we could have a …nite number of non-zero E j i j, or more generally E j i j = K i , for a …xed positive constant K, and 0 < < 1. This corresponds to the sparsity assumption often made in the context of penalized regressions. But our analysis covers non-sparse structures by allowing the number of non-zero E j i j's to rise with N but not proportionately. The degree to which the number of units with non-zero E j i j is allowed to rise with N is governed by . For example, when = 1=2 the number of cross-section units with non-zero random e¤ects could rise with p N , with the proportion of such units in total declining to zero at the rate of N 1=2 .
The exponent of pervasiveness of individual e¤ects is also closely related to the exponent of cross-sectional dependence, , recently introduced in Bailey et al. (2015) to measure the degree of cross-sectional dependence in panels. Both exponents measure the degree of pervasiveness of heterogeneity, relates to the heterogeneity of the individual e¤ects , and the heterogeneity of factor loadings in a panel data model with a factor error structure. In a broad sense, can also be viewed as an exponent of cross-sectional dependence applied to the intercepts viewed as a common factor.
Our analysis complements and provides further insights on the discussion of "pool or not to pool" in the panel literature. 1 See for example, Baltagi et al (2000) , and Baltagi (2008) . More 1 There is also a related literature that considers the problem of pooling more generally and discusses the issue of pooling in the case of panel data models with heterogenous slopes. As a recent example, see Paap, Wang and Zhang (2015) and references cited therein. In this paper we focus on the issue of pooling in the context of standard panel data models with homogeneous slopes. But our approach and generalization of the concept of speci…cally, we derive the asymptotic properties of the pooled least squares estimator when N is large and T is …xed for di¤erent values of , and derive the bias of PLS when = 1, and
show that the pooled estimator is more e¢ cient than the …xed e¤ects estimator if < 1=2. We also establish the asymptotic equivalence of random e¤ects and PLS estimators when < 1.
Monte Carlo simulations are conducted to compare the …nite sample properties of PLS and FE estimators. The results con…rm the main theoretical …ndings and give some indication of the magnitudes of the gains involved from pooling when < 1=2.
The analysis of this paper shows the importance of knowing in the choice between PLS (or RE) and FE estimators. In the case of large N and T panels estimation of can be carried out using the approach of Bailey et al. (2015) . But for short T panels, which is of concern in this paper, such an approach will not be applicable and other suitable techniques will be required.
One could, for example, consider the application of the Hausman type tests to the di¤erence between the FE and PLS estimators. However, development of suitable procedures for direct tests on in the case of short T panels will be beyond the scope of the present paper.
The rest of the note is organized as follows. Section 2 sets out the model and its assumptions. 
Panel data model
Consider the standard panel data model y it = i + 0 x it + u it ; for i = 1; 2; : : : ; N ; t = 1; 2; : : : ; T (2.1) i = + i for i = 1; 2; :::; N; (2.2) where i are the individual e¤ects, x it is a k 1 vector of regressors which we decompose as
x it = i g t + w it ; for i = 1; 2; : : : ; N ; t = 1; 2; : : : ; T: (2.3) i g t represents the part of x it which is correlated with the individual e¤ects , i , with g t being a k 1 vector of time e¤ects, and w it is the part of x it which is distributed independently of the individual e¤ects . This is a fairly general speci…cation which allows for non-zero, time-varying correlations between x it and i , and allows the regressors to have individual-speci…c e¤ects and be cross-sectionally correlated. Additional individual-speci…c e¤ects can be included in x it through w it . For example, using (2.3), and assuming that g =T 1 P T t=1 g t 6 = 0, then
cross-sectional heterogeneity can also be applied to panel data models with heterogeneous slopes.
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x it , and
which is the same as the Mundlak (1978) formulation of the individual e¤ects in standard panel data models.
Throughout we assume T is …xed and carry out our analysis for N large. Except for the assumption regarding the individual e¤ects, i , we make the following standard assumptions:
Assumption 1: The individual e¤ects, i for i = 1; 2; :::; N; are either deterministic and bounded (i.e. j i j < K), or stochastic with second order moments, E 2 i < K, and distributed independently of g t and w jt for all i; j and t; satisfying the conditions 2 
Then,
Note that the above result holds even if " 0 i s are cross-sectionally correlated. Furthermore, the condition that i = 0, for i = [N ] + 1; [N ] + 2; :::; N , can be relaxed by requiring that (see also Bailey et al. (2015) ) 
These results follow by application of the Markov inequality to (2.5).
Assumption 2: (a) u it is distributed independently of j and w jt 0 for all i; j; t, and t 0 . (b)
u it IID(0; 2 u ); 0 < 2 u < K; and E ju it j 4+ < K, for some small positive .
Assumption 3:
The time e¤ects, g t , are bounded such that kg t g 0 t k < K < 1, if g t is deterministic and E kg t g 0 t k < K < 1, if g t is stochastic. kAk represents the Frobenius norm of A de…ned by T r (AA 0 ) 1=2 .
Assumption 4:
The variables, w it , are either deterministic and bounded, namely kw it k < K < 1, or they satisfy the moment conditions E kw it w i k 2 < K < 1, for all i and t, where
are positive de…nite for all N , and as N ! 1. The probability limits of P;N and F E;N , as N tends to in…nity, will be denoted by P and F E , respectively.
Hence under Assumption 4 we also have
Pooled least squares and FE estimators
The PLS and FE estimators,^ P and^ F E , respectively, can be written aŝ
and^
where
y it ; (3.5)
To derive the properties of these estimators, using (2.3), we …rst note that
and
The PLS estimator
Starting with the PLS estimator, using (3.7) in (3.3) we have
Similarly, using (3.8) in (3.3) we have
which upon using (3.7) can be written as
which in turn yieldŝ
But under Assumption 1 we have
and since i is distributed independently of g and u it , then
and since under Assumption 1, i is distributed independently of g t and w it , we have
However, by the Cauchy-Schwarz inequality and under Assumptions 3 and 4
Using (3.13) and the above result in (3.9) we obtain
which establishes that under < 1 (for a …xed T and as N ! 1)
Consider now the second component of (3.11), and note from (3.12) that since by assumption i , u it , and g t are distributed independently, then
Hence, in view of (3.14) and using the above results we havê
and since by Assumption 1; i and w i w are independently distributed and by Assumption
Therefore, (3.15) simpli…es further tô
Using this result and noting that under Assumptions 2 and 4,
we have the following proposition. 
For a derivation see Section 26.3 in Pesaran (2015). As a corollary it also follows that Hausman's (1978) mis-speci…cation test that compares the pooled and FE estimators will only be consistent if = 1.
To derive the asymptotic distribution of^ P we note that
Also under Assumptions 2, 4 and 5, using standard results from panel data literature, we have (for a …xed T and as N ! 1)
Hence, for a …xed T and as N ! 1
(3.17)
The FE estimator
Consider now the FE estimator,^ F E , de…ned by (3.2). Then using (3.4) we obtain
Noting that x it x i = (w it w i ) + i (g t g), and y it y i = 0 (x it x i ) + (u it u i ), we also have
Under Assumptions 1-4, using the above results and following the same line of reasoning as in Section 3.1 we have (for a …xed T and as N ! 1)
Similarly, since i is distributed independently of u it and g t , then
< K, and by Assumptions 1 and 2, it follows that
Finally, under Assumptions 2-4, using standard results from panel data literature we have
where F E is already de…ned by (3.19). Therefore, for a …xed T and as N ! 1, we have
Using (3.17) and the above result now yields the following proposition. 
Furthermore,^ P is asymptotically more e¢ cient than^ F E , as long as < 1=2.
To establish the relative asymptotic e¢ ciency of^ P we …rst note that h AsyV ar
Also, we note that since
and by Assumption 5, C is a positive de…nite matrix. Using (3.22) in (3.21) we have
and hence
AsyV ar
Consistent estimators of P and F E are given by Q N;p and Q N;F E , respectively.
Random e¤ects and PLS estimators
Finally, it is easily seen that the random e¤ects (RE) and the pooled least squares estimators of are asymptotically equivalent. The RE estimator is given by (see, for example, Chapter 26 in Pesaran (2015)).^
where Q F E;N and q F E;N , are de…ned by (3.4), 
which establishes the asymptotic equivalence of the random e¤ects and pooled least squares estimators as N ! 1, for < 1 and a …xed T .
Monte Carlo simulations
To compare the performance of the FE and pooled least square estimators when T is …xed as it ; x 2;it ) 0 , are generated as x j;it = 1 + j;i + g j;t i + w j;it ; for j = 1; 2; with j;i iidN (0; 1); g j;t IIDU [0:1; 0:9] and w j;it generated by w j;it = j;i w k;it 1 + " j;it ; for j = 1; 2;
where w j;i0 = 0; j;i IIDU [0:05; 0:95]; " j;i0 = 0; and " j;it iidN (0; 2 j;"i ) with 2 j;"i IID 2 (2) for j = 1; 2: For the DGP described above, the …rst 50 observations are discarded, and the number of replications is set to 1000. 3 Note tha QP;N = QF E;N + QC;N , and qP;N = qF E;N + qC;N .
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We compute the PLS and FE estimates and the associated bias, absolute bias and RMSE.
The results are summarized in Tables 1-6 which are in line with the paper's theoretical …ndings.
As to be expected the RMSE of PLS estimator is much smaller than that of the FE estimator for values of < 1=2. However, the PLS estimator starts to show signi…cant bias as is allowed to increase beyond the 1=2 threshold, and the RMSE of PLS estimator is much larger than the FE estimator.
Conclusion
This paper introduces a new approach to the analysis of the relative e¢ ciency of …xed e¤ects and pooled least square estimators for standard panel data models. We show that the potential bene…t from pooling is directly related to the degree with which the heterogeneity of individual e¤ects is pervasive across the individual units in the panel. We characterize this feature by an exponent, , and show that the pooled least square estimator is consistent for values of Notes: FE and PLS refer to …xed e¤ects and pooled least squares estimates, respectively. ABias refers to absolute bias for estimators. Notes: FE and PLS refer to …xed e¤ects and pooled least squares estimates, respectively. ABias refers to absolute bias for estimators.
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