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Abstract
Case-Based Reasoning (CBR) and interpolation tools can provide solutions
to unknown problems by adapting solutions from other problems already
solved. We propose a generic approach using an interpolation tool during
the CBR-adaptation phase. The application EquiVox, which attempts to de-
sign three dimensional representations of human organs according to external
measurements, was modelled. It follows the CBR-cycle with its adaptation
tool based on Artificial Neural Networks and its performances are evaluated
and discussed. The results show that this adaptation tool meets the require-
ments of radiation protection experts who use such prototypes and also what
the limits are of such tools in CBR-adaptation. When adaptations are guided
by experience grained through trial and error by experts, interpolation tools
become well-suited methods for automatically and quickly providing adap-
tation strategies and knowledge through training phases.
Keywords: Case-based reasoning, adaptation, interpolation, artificial
neural network, radiation protection, 3D numerical phantoms.
1. Introduction
Case-Based Reasoning (CBR) is a problem solving method that uses sim-
ilar solutions from similar past problems in order to solve new problems [1].
One of the main properties of the CBR system is its ability to adapt known
solutions to find unknown solutions and many adaptation strategies can be
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found for this in the literature. Adaptation by generalisation/specialisation
requires a hierarchical organisation of the CBR source cases according to
generalisation/specialisation relations. Some characteristics are hidden in
the generalisation process whereas special ones are added to the general case
during the specialisation process.
Adaptation through the use of rules [2] consists of computing the solution
of a target case by applying a function to it, using as parameters the solution
to a source case that presents some similarities.
Diﬀerential adaptation [3] is based on the evaluation of variations found
between source and target cases: an approximate solution for the target
case is computed by applying the variations between the target case and the
source case to the solution of the source case under consideration.
Conservative adaptation [4] is based on Revision Theory that considers
knowledge modifications. This type of adaptation is based on minimising
modifications applied to knowledge. A cost for the possible adaptations must
be computed.
Some studies have highlighted the advantages of prototype-based classi-
fications for CBR-systems [5, 6, 7]. These approaches consist of choosing
prototypes as representatives for each class of case. Prototypes are also in-
teresting when solutions are not well-known. For example, if you observe
someone sitting opposite you, though if it is not possible to model an ac-
curate three-dimensional (3D) representation of his/her lung contours with-
out 3D medical scans, you can nevertheless create a prototype of the organ
contours. In such a case, interpolation tools may provide prototypes of an
accurate representation of target cases.
Since rules can be discovered only through experience, interpolation tools
become the best suited method for adapting solution(s) of source case(s) to
target case(s). Furthermore, interpolation tools can be trained to automat-
ically provide the required adaptation knowledge. Indeed, P. Perner and A.
Attig in [8, 9] implemented them to evaluate the accuracy and the pertinence
of sets of prototypes chosen among a set of known ones. The drawback of
such a method is that it is not intelligible to users since the interpolation
tool functions like a black box [10]. B. Pandey and R.B. Michra proposed a
CBR-based system that uses a programme called Artificial Neural Network
(ANN) but only during the retrieval phase [11].
We designed a generic method to use interpolation tools during the adap-
tation phase of a CBR-based system. This method consists in interpolating
new solutions from the know prototypes of the case-base. Its applicability
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was also tested and evaluated through implementation in our CBR designed
for Health Science (CBR-HS) called EquiVox.
In the first part of this paper we present a model of how interpolation
tools can be used during the adaptation phase of CBR-based systems. In the
second part we present and analyse the example of the EquiVox application
in which ANNs were implemented in order to adapt 3D numerical represen-
tations of organ contours. The results are then presented and discussed.
2. Method
2.1. Case model and retrieval phase
In CBR approaches, a case is defined as a {problem, solution} association.
The problem part can be represented using a set of n descriptors and the
solution by means of a set of N elements. Thus, a source case s and a target
case t are defined as follows:
s = {pbs, sols} = {{dsi}i∈{1,...,n}, {e
s
i}i∈{1,...,N}}
t = {pbt, solt} = {{dti}i∈{1,...,n}, {e
t
i}i∈{1,...,N}}
The retrieval phase lies in sorting the source cases according to their simi-
larity with the target case. We implemented a classical version of the k-Nearer
Neighbour (kNN) algorithm [12] which computes the distances between each
descriptor of the problem parts of target and source cases.
Thus, for each source case i, a similarity index Si is computed as follows:
Si =
∑n
k=1
∆k−|d
i
k
−dt
k
|
∆k
n
(1)
where ∆k is the diﬀerence between the maximum and the minimum known
values that the descriptor dk can take. The Si value is always between 0 and
1. The greater the similarity of i to t, the closer the Si value to 1.
2.2. Adaptation phase
B. Knight and F.L. Woon [13] used the interpolation method of D. Shep-
ard [14] to retrieve and adapt a solution to a target case over nominal values.
Indeed, they have a limited number of possible solutions and the adapted
solution solt of t = {pbt, solt} minimises
f(solt) =
∑
2
i=1(distsol(sol
t,soli)2.distpb(pb
t,pbi)−1)
∑
i=12(distpb(pbt,pbi)−1)
where distpb (respectively distsol)
is the distance in the problem (respectively solution) space and where cases
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i = 1 and i = 2 are the source cases most similar to t for which pb1 ≤ pbt ≤
pb2.
A. Cordier et al. [15] used Influence functions that link variations in
problem descriptors to those in solution descriptors. They also used Depen-
dencies which are relationships between problem and solution descriptors.
They indicate whether each problem descriptor impacts each solution element
(Dependency(ei, dj) = TRUE if ei depends on dj, Dependency(ei, dj) =
FALSE otherwise). In fact, the Influence function of ei takes as parameters
the set of dj for which Dependency(ei, dj) = TRUE.
Our approach merges these two, considering interpolation tools as in-
fluence functions of eti, ∀i ∈ {1, ..., N}. Thus, we assume S = {pb
S, solS}
is the source case most similar to t, which means SS ≤ Si∀i ∈ Ω where
Ω is the set of all the source cases. For each ei, i ∈ {1, ..., N}, we con-
sidered the entire set of problem descriptor items Ωidep = ∪{j} for which
Dependency(ei, dj) = TRUE. The interpolation function Interpolatei() of
ei used as Influence function is then given by Equation 2:
eti = Interpolatei(∪j∈Ωidep{d
t
j − d
S
j },∪j∈Ωidep{d
S
j }, e
S
i ) (2)
The dependency matrix is furnished by the experts in the domain. Depen-
dency, in fact, may reflect real values. Nevertheless, interpolation tools such
as ANNs only need input descriptor values in order to interpolate solution
elements. During a preliminary learning phase, these interpolation tools
compute, alone, the degree of dependencies between input and output val-
ues (ANN synaptic weights, in our case) during a preliminar learning phase.
Thus, in our approach, the useful information is whether or not the problem
descriptor has any influence on any part of the solution.
3. EquiVox application
In case of accidental exposure to radiation, a dosimetry evaluation must
be established for each potential victim (subject) as soon as possible. This
evaluation is usually based on available 3D voxel phantoms, numerical models
created from medical images to represent a subject with maximum realism.
Examples of voxel phantoms for dosimetric assessment following internal con-
tamination or external exposure are found in the literature [16, 17]. However,
existing models are used even if their characteristics diﬀer from the subject’s
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biometrical data. Dosimetry assessment accuracy and the resulting decon-
taminating medical action are nevertheless highly dependent on the similarity
between phantom and subject.
3D phantoms provide solutions to many situations. In case of accidental
exposures, the computed impacts of both the external and internal (inhaled)
doses are reported. EquiVox 3D phantoms are used in this particular case,
to estimate the dose due to the quantity inhaled. These representations are
of precious help for dosimetric reports of inhaled substances since in this
particular case, even if the radiation source is not well-known, an accurate
idea of the inhaled dose can be computed and accurate representations of
organ volumes are required.
Other non-ionizing imaging methods such Magnetic Resonance Imaging
and ultrasound may provide accurate images as well. These methods, how-
ever, require expensive and highly specialised equipment which may not be
readily available after the accident. If it is available anywhere nearby, it
may already be in use by local hospitals and accessible only by appointment,
which significantly increases delays before any accurate images can be ob-
tained. In addition, radiotherapy services today treat an increasing number
of cancerous lung tumours, with physicians and medical doctors using Treat-
ment Planning Systems to treat tumours. The equipment necessary for this
requires preparation and control. Its suppliers use 3D phantoms to control
their calibration, though it would be reassuring to also use 3D representations
from independent sources.
Finally, the use of this equipment requires additional appointments, with
further and inconvenient testing, thus creating additional constraints. The
already weakened subjects (elderly patients in the case of cancer treatment
and patients in shock in the case of accidental exposure) are thus under
greater stress and in need of quick reassurance. Consequently, 3D phantoms
are useful alternatives and also comprise preliminary models in all cases of
exposure to radiation. Hence, the current study aims at assisting the physi-
cian in choosing and customising the most similar phantom from among the
existing and available ones.
A number of articles on CBR-HS are available [18, 19]. Combinations
with Artificial Intelligence (AI) tools are also to be found [20, 21, 22]. E.B.
Reategui et al. [23] combined neural networks with CBR in a diagnostic
system for congenital heart diseases. In their approach, the neural network
is trained by means of cases stored in the library, and is used during the
consultation process to both hypothesise possible diagnostic solutions and to
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guide the search for similar cases. EquiVox [24] is a CBR-HS system that also
combines an AI tool with a CBR-HS system, but in the adaptation rather
than in the retrieving process as in Reategui’s approach. Indeed, EquiVox
uses the CBR-approach to find the most similar phantom(s) within any set
of phantoms and then attempts to adapt them to the characteristics of the
target case (the subject) using Artificial Neural Networks (ANNs) [25]. At
this point in our investigation, EquiVox can process the 3D contours of three
organs: lungs, heart and oesophagus.
A large number of phantoms can be found in the literature [16, 17] where
radiation protection is also divided into numerous sub-domains. Indeed, some
phantoms are commonly used by experts for external radiotherapy, and oth-
ers are used by other physicians for evaluation of internal doses received. In
fact, experts all have their own collection of 10 to 20 phantoms. When a
physician’s usual phantoms are all too distant from the subject, the experts
must create a new one. Using iterative 3D dilations and contractions, they
modify the contours of the 3D organs of their phantoms to make them corre-
spond to those of the subject. They then assemble them to obtain the final
phantom on which the computations will be based [16]. In addition, these
transformations are only driven by experience, trial and error, and may take
many hours or more. The delay also increases with the number of subjects,
whereas the problem resolution delay may be limited. In the case of massive
irradiation for example, when a disaster such as a nuclear explosion occurs,
dosimetric reports are required for hundreds of people of diﬀerent sizes. In
fact, the creation of new organ contours requires a fast data-driven method,
and since there is no physical law to govern its design, experts are not able
to explicit a rule for the transformation of an organ contour. Thus, the main
challenge for EquiVox is to reproduce the same transformation process au-
tomatically, without human intervention. Another requirement is that every
subject increases the accuracy of dose calculations. Current implementation
relies on phantoms that are usually used by a team of experts for pulmonary
anthroporadiametry which consists of evaluating the internal dose inhaled
[17].
Figure 1 presents the technologies that were used and the data flows over
the EquiVox architecture. The whole phantoms are all stored under Rhino3D
files. The corresponding biometric data are stored under an ontology scheme
(data flow ♯0). The contours of the lungs, heart and oesophagus are extracted
(data flow ♯1) and then transmitted to the ANN training module (data flow
♯2), which creates three ANNs (data flow ♯3): one per organ. When a new
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phantom is required, the target case description is transmitted to the retrieval
module (data flow ♯4) which determines the similitude index by taking into
account the source cases (data flow ♯5). If required by the experts, the thorax
adaptation module sends the characteristics of the source cases (data flow
♯6) to the ANN interpolation module (data flow ♯7) which loads the trained
ANNs (data flow ♯8) and the coordinates of the organ contour in question
(data flow ♯9) in order to create interpolated contours suited to the target
case (data flow ♯10), which are combined to create the interpolated organ
contours (data flow ♯11).
3.1. Case modeling and retrieval phase
When radiation overexposure occurs, the expert’s first task is to choose
the most accurate 3D phantom according to the subject’s height. Indeed, a
study by I. Clairand et al. [26] demonstrated that the volume and shape of
the lungs depend only on the subject’s height. In addition, the heart and
oesophagus occupy the empty spaces between the lungs. Thus, in EquiVox,
the problem part of a case i is described with the subject’s height pbi =
{hi}. The solution part is a set of 3 3D contours of organs: sol
i = {Pi} =
{P iLungs, P
i
Heart, P
i
Oeso.} where ∀O ∈ {Lungs,Heart, Oeso.}, P
i
O is a set of
qO points joined by a Delauney mesh [27]: P
i
O = {C
i,O
1 , · · · , C
i,O
q } where
C
i,O
j denotes the 3D coordinates of the point j of the organ O of the case i.
Finally, a case i is equal to {hi, {P
i
Lungs, P
i
Heart, P
i
Oeso.}}. As before, t remains
the target case.
The purpose of this phase is to sort the organ contours of the EquiVox
case-base according to their similarity to t. As presented in 2.1, a classical
algorithm for similarity calculation was used, namely the kNN algorithm.
Considering 20 cm ≤ human height ≤ 250 cm, Equation 1 becomes Si =
230−|hi−ht|
230
.
For example, considering the phantoms stored in EquiVox whose heights
are reported in Figure 2, if a Physician has to compute a dosimetric report for
someone whose height is 170 cm, P4 should be retrieved as the most accurate
phantom with S4 = 0.9914.
3.2. Adaptation of 3D organ contours
Once a matching case is retrieved, the expert can decide whether or not to
use the organ representations of the most similar source cases, or to require
the EquiVox platform to generate new ones, adapting the source cases to the
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target case. Indeed, assuming SIM is the source case most similar to t, if
hSIM and ht are too diﬀerent, the expert may decide to adapt SIM or even
to create new organ contours which may be re-used for other problems later.
For all the solutions of the source cases, the same number of points defines
the 3D contours of the lungs (qLungs = 26723), oesophagus (qoeso. = 7485),
and heart (qHeart = 7895). The points were plotted in the same order and in
the same Cartesian coordinate system. Thus, the task of the organ contour-
adaptation phase of EquiVox consists of interpolating the 3D coordinates
of the points of t in the same order and in the same Cartesian coordinate
system. A Delaunay mesh can then be applied so as to create the contours
of the organs of t. As concluded by I. Clairand’s study [26], organ shapes
and volumes of case i depend on hi:
Dependency(P iO, hi) = TRUE ∀O ∈ {Lungs,Heart, Oeso.}.
Since the mesh and the number of points are not variable, the adaptation
must be carried out on the point coordinates of the organ contours, point by
point. Since no formal equation exists, we need a learning method to discover
the rules that transform the coordinates of the points of one organ contour
into other coordinates. Consequently, data-driven methods using inductive
reasoning are the most suitable approaches; ANN and Fuzzy-ANN meet these
requirements. We chose ANN as the tool for this step, assuming it might
serve as the basis for further work with Fuzzy-ANN if the first results were
not convincing. We explored the possibility of using perceptrons with one or
two hidden layers trained with a back propagation-based method, but other
interpolation tools may also be easily used by EquiVox: the purpose of this
study was not to compare interpolation tools, but to provide and validate a
general method for using a given interpolation tool.
Each Ct,Oj is interpolated from C
SIM,O
j , hi and ∆h = hSIM − ht. Thus,
there are 3 ANNs (one for each organ) and Equation 2 becomes P tO =
InterpolateO(∆h, hSIM , P
SIM
O ), O ∈ {Lungs,Heart, Oeso.}.
For example, in the adaptation of someone with a height of 170 cm,
we saw in the previous section that SIM = 4 since P4 was retrieved as
the most accurate phantom. Each point of the contour of the lungs of the
corresponding phantom representing this subject should then be computed
as P P170cmLungs = InterpolateLungs(1.97, 168.03, P
4
Lungs).
Indeed, the height of P4 is 168.03 cm and 170 − 168.03 = 1.97. This
subject’s lungs are interpolated according to the lungs of the most sim-
ilar case and the distance between them. Similarly, heart and oesopha-
gus contours are computed by the interpolation tools as follows P P170cmHeart =
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InterpolateHeart(1.97, 168.03, P
4
Heart) and
P P170cmOeso. = InterpolateOeso.(1.97, 168.03, P
4
Oeso.).
ANN learning consists of determining the synaptic weights between neu-
rons of diﬀerent layers and also the optimum number of neurons in hidden
layers. First, a random number of neurons per and in the hidden layer(s),
along with random values for the synaptic weights are set. The synaptic
weights are then computed until the mean distance dw between the interpo-
lated and the expected phantoms is inferior to a given ε. After optimisation
of these synaptic weights, the mean distance dn between interpolated and
expected yet unused phantoms (those in the validation set) is computed. If
dn is superior to a given ε, the number of neurons in hidden layer(s) are
changed and the synaptic weights are computed again. This process is per-
formed until dn ≤ ε. Consequently, for this preliminary phase, two sets of
elements must be constituted: 1) the elements of the learning set with which
the optimal synaptic weights are computed and 2) the elements of the vali-
dation set with which the optimal number of neurons and hidden layers are
computed. Naturally, each element can belong to only one of these sets.
Generally, 10% of the elements are used for the validation set and 90% for
the learning set. Then come the other elements of a test set required to verify
the ANN accuracy.
In Figure 2, the 12 heights, corresponding to P1 through P12, are reported
on the same axis. Since we have a limited number of 3D Organ Contours
(3DOC), we studied the interpolation accuracies regarding the composition
of the learning and validation sets. We thus defined two main configurations
and four possibilities for each as shown in Table 1. Generally, validation sets
are composed of 10% of learning sets. For each possibility the validation
set was therefore composed of one phantom: P3 for Possibility♯1, P4 for
Possibility♯2, P7 for Possibility♯3 and P9 for Possibility♯4. Cross-validation
was then performed for the other sets. We chose four phantoms for the
validation sets: one of the smallest (P3), one slightly smaller than average
(P4), one slightly taller than average (P7) and one of the tallest (P9). After
having fixed the test and the validation sets, all the remaining phantoms were
put into the learning set. For the first configuration the constraint over the
ANN input ∆h > 0 was added, whereas for the second ∆h < 0 was required.
Then, for each configuration, we explored the possibility of extracting one
particular phantom from the learning set to be included it in the validation
set.
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4. Results
The Equivox platform was implemented and tested on a Personal Com-
puter equipped with an Intel Core i3 CPU, 2.53 GHz, and 4 GiB RAM.
Prote´ge´ was used to store the descriptor values. Two programming lan-
guages were used: Java and C++. All of the programmes were developed by
our team. The phantoms were drawn using Rhino3D. The ANN learnings
were carried out in C++ at the supercomputer facilities of the Me´socentre
de calcul de Franche-Comte´, containing 74 nodes based on Intel processors
(4 to 6 cores) and 12 to 96 GB of RAM.
The detailed results for each of the three adapted organs are presented
below prior to a presention of a global result analysis of the adaptation of
3DOC.
Tables 2 and 3 show the distances obtained between interpolated and
expected points for lungs (in ×10−3 cm). Note that it is not possible to
interpolate P1’ 3DOCs with constraint (∆h > 0) or P12 with constraint
(∆h < 0). With the constraint ∆h > 0, the learning configuration that
gave the most accurate interpolations is the one with {P9} as the validation
set. Most of the diﬀerences were of approximately 0.02 mm. Accuracies vary
from 0.015 mm (interpolation of P4 with {P9} as the validation set) to 0.642
mm (interpolation of P5 with {P7} as the validation set). Nevertheless, even
in such a case, the adaptation is suﬃciently accurate since it is inferior to
spatial resolutions of phantoms used by experts (1.8mm×1.8mm×4.8mm).
Interpolations with ∆h > 0 are generally better than with ∆h < 0. Contrary
to what might be expected, the best adaptations of Pi+1 and Pi−1 are not
always obtained when {Pi} is the validation set. For example, the best inter-
polations of P4 and P2 are obtained when it is P9 that is in the validation set,
not P3. Similarly, interpolations of P8 are better with {P4} as the validation
set than with {P9} and {P7}. Thus, the best interpolations are not obtained
when the 3D Lung contours of the phantom having the closest height are
included in the validation set.
Globally, the heart interpolations are of greater accuracy than those for
the lungs. As shown in Tables 4 and 5, a smaller global deviation may be
observed even if there is a great diﬀerence for the interpolation of P5 with
{P4} as the validation set (0.646 mm); all the other diﬀerences vary from
0.009 mm (interpolation of P9 with {P7} as the validation set) to 0.098mm
(interpolation of P3 with {P9} as the validation set). Unlike the lung in-
terpolations, the configuration ∆h < 0 provides better interpolations, and,
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generally, the configuration with {P3} as the validation set produced the most
accurate interpolations. As for the lungs, adaptations are accurate enough
since they are inferior to spatial resolutions required by dosimetric reports,
and additionally, no correlation is observed between the 3DOC used as the
validation set and the best interpolated ones.
As shown in Tables 6 and 7, the oesophagus interpolations were less
accurate than those for the previous organs. Specifically, they are roughly
only one tenth as accurate as for lungs: from 0.075 mm (interpolation of P2
using {P4} as the validation set) to 14.3 mm (interpolation of P5 using {P3}
as the validation set). This is the only case for which the requirements of
experts are not met. As for the other organs, no correlation can be found
between the best interpolations of each 3DOC and the validation set used.
All together, the best interpolations for all 3 organs were obtained using {P3}
as the validation set.
Finally, one configuration did not always provide the greatest accuracy
for all the 3DOCs of one phantom. For example, P11, with {P4} as the
validation set and ∆h > 0, produced the best lung adaptations, whereas
with {P9} as the validation set and ∆h < 0, it gave the best results for heart
contours, while {P3} with ∆h < 0 was most accurate for the oesophagus.
Similar results can be observed for all the other phantoms in addition to P6.
Indeed, the organs of P6 are optimised with the same configuration ({P4}
and ∆h > 0).
5. Discussion
Figure 3 shows P6 interpolated 3DOC and their accuracies using {P4}
as the validation set and ∆h > 0. Each point is coloured according to its
interpolation error, from blue (the lowest) to red (the highest). We can
observe that there is no mesh problem and no artefact is added. In addition,
3D contours show a relatively realistic representation of lungs, heart and
oesophagus.
As a general remark, we observe the greatest diﬃculty in the interpola-
tion of P5. However, in all but one of the tested cases, the requirements of
the experts are satisfied. Indeed, only once are the interpolation deviations
superior to the commonly used voxel dimensions used by radiation protection
experts. In addition, the same configuration does not always give the best
results. These observations and the deviations obtained may be explained
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by the fact that all the 3DOCs were designed manually and consequently
contain biases.
These results emphasise the importance of the configuration and the
3DOC chosen for each set (validation and training), since the inclusion of
one 3DOC in the validation set can generate an accuracy greater than any
other and which is sometimes twice as high. Also, the inclusion of one 3DOC
in the validation set may introduce a bias for some interpolations while si-
multaneously improving the accuracy of another target case. These biases
may be eased by the capitalisation process: their impact will decrease as the
number of source cases rises. Nevertheless, for each adaptation, choosing the
training and validation sets with care may provide an additional solution for
alleviating the biases introduced by source case solutions.
In addition, the interpolations take only one to three seconds, a great
help to physicians who usually need many hours to adapt a single phantom.
Thus, extending the use of this method to other organs may result in a useful
tool in case of massive accidental radiation exposure.
More generally, we have presented a generic method for the use of in-
terpolation tools in adapting a source-case to a target-case solution within
a CBR-system. Its applicability has been confirmed through its implemen-
tation in EquiVox, a CBR-HS which responds to the requirements of the
specific issue of radiation protection. The results tend to prove that the ac-
curacy of adapted solutions mostly depends on the accuracy of the solutions
furnished by the source cases. During its revision process, however (and with
user help), a CBR can evaluate the accuracy of adapted solutions. A. Cordier
et al. [15] proposed that the remarks made by the users during revision pro-
cesses should be used in the adaptation phase. Future study will focus on
how to take revision remarks into account during CBR-adaptation phases
driven by interpolation tools.
Finally, examples of adaptation of lungs, oesophagus and heart depend
only on one dimension. Other measurements will be required in order to
provide adaptations for other organs such as the ribs, the muscles, the skin,
the fat, etc. Future investigation will test our approach in practical cases of
multidimensional problem descriptions.
6. Conclusion and Perspectives
In this paper our main contribution is the design of a generic method
for the use of interpolation tools as influence functions for CBR-adaptation.
12
The method’s applicability has been proved since it was applied in EquiVox,
a CBR-HS which can provide prototypes of 3D contours of organs based
only on the subjects’ height. The resulting accuracies were analysed and
discussed with respect to the requirements of the field of application. These
results confirm and quantify the general drawback of using interpolation as
the means of adaptation in CBR systems [28]: imperfections are introduced
into the adapted solutions. Consequently, two improvements are now under
consideration. The first consists of collecting and capitalising on phantoms
so as to progressively attenuate the imperfections of the solutions; the ANN
interpolations, based on ever larger learning sets, will gradually improve.
However, a second and more general option must also be explored, which
depends on associating vectors to the learning set so as to optimise interpo-
lation accuracies and to determine, a priori, the best learning and validation
sets for each target case. Some of the interpolation errors were related to
imperfections that may be found in the source-case solutions. Thus, further
investigation will need to focus on the elaboration of an adaptation algorithm
capable of taking into account the reliability of a source-case solution. Our
goal, in other words, is to propose a tool that creates rules for the adaptation
of target cases by using confidence indices. This could be attempted through
the Genetic Algorithm and/or use of metaheuristics as proposed by Z. Liao
et al. [29].
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organ contours
Figure 1: Data flows over the EquiVox architecture.
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Figure 2: Phantom heights of the available 3D organ contours.
Figure 3: Representation of P6 interpolated organs with {P4} as the validation set and
∆h > 0.
17
Test set Validation set Learning set
Possibility ♯1 {Pi}, i ∈ {1..12}i = 3 {P3}
⋃
j∈{1..12},j =3,j =i {Pj}
Possibility ♯2 {Pi}, i ∈ {1..12}i = 4 {P4}
⋃
j∈{1..12},j =4,j =i {Pj}
Possibility ♯3 {Pi}, i ∈ {1..12}i = 7 {P7}
⋃
j∈{1..12},j =7,j =i {Pj}
Possibility ♯4 {Pi}, i ∈ {1..12}i = 9 {P9}
⋃
j∈{1..12},j =9,j =i {Pj}
Table 1: Learning, validation and test sets tested.
Val. Tested 3DOC
set ∆h P1 P2 P3 P4 P5 P6
P3 > 0 / 3.5 / 8.7 23.9 6.7
P3 < 0 2.6 4.1 / 13.4 4.3 6.9
P4 > 0 / 6.2 42.9 / 38.7 3.5
P4 < 0 1.7 2.8 3.7 / 4.5 6.4
P7 > 0 / 4.2 16.4 3.3 64.2 6.3
P7 < 0 5.7 2.8 2.7 45.5 3.4 7.4
P9 > 0 / 2.4 3.4 1.5 12.0 6.8
P9 < 0 3.6 7.9 3.2 4.4 6.6 5.7
Table 2: Distances (×10−3 cm) between interpolated and expected points of lung contours
of P1 to P6.
Val. Tested 3DOC
set ∆h P7 P8 P9 P10 P11 P12
P3 > 0 2.7 4.1 17.5 25.5 3.7 8.9
P3 < 0 7.9 8.9 24.9 20.2 7.5 /
P4 > 0 2.1 2.0 1.9 31.7 1.9 8.5
P4 < 0 6.2 6.2 4.3 11.8 7.5 /
P7 > 0 / 7.4 2.2 4.9 2.9 2.3
P7 < 0 / 8.9 5.0 15.4 4.9 /
P9 > 0 2.9 6.2 / 8.3 3.3 4.4
P9 < 0 11.1 4.1 / 9.1 7.3 /
Table 3: Distances (×10−3 cm) between interpolated and expected points of lung contours
of P7 to P12.
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Val. Tested 3DOC
set ∆h P1 P2 P3 P4 P5 P6
P3 > 0 / 3.1 / 4.9 11.1 4.2
P3 < 0 2.5 2.3 / 4.9 2.4 4.1
P4 > 0 / 3.5 24.0 / 64.6 2.3
P4 < 0 1.2 2.6 2.4 / 6.1 4.6
P7 > 0 / 2.4 8.6 9.7 18.7 4.5
P7 < 0 1.4 8.2 0.9 6.6 1.5 4.3
P9 > 0 / 1.2 9.8 1.2 15.3 4.0
P9 < 0 1.1 1.3 2.5 2.4 3.9 2.8
Table 4: Distances (×10−3 cm) between interpolated and expected points of heart contours
of P1 to P6.
Val. Tested 3DOC
set ∆h P7 P8 P9 P10 P11 P12
P3 > 0 1.3 7.6 15.3 13.2 2.2 3.7
P3 < 0 4.3 5.4 2.4 4.6 3.6 /
P4 > 0 1.9 2.1 1.6 1.9 2.3 3.9
P4 < 0 3.5 11.5 2.0 3.3 1.3 /
P7 > 0 / 3.9 0.9 2.9 2.4 1.5
P7 < 0 / 2.3 11.4 1.9 1.2 /
P9 > 0 1.3 4.3 / 5.7 1.8 1.8
P9 < 0 5.5 0.8 / 26.0 1.1 /
Table 5: Distances (×10−3 cm) between interpolated and expected points of heart contours
of P7 to P12.
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Val. Tested 3DOC
set ∆h P1 P2 P3 P4 P5 P6
P3 > 0 / 19.6 / 20.5 1426.6 35.9
P3 < 0 10.3 32.3 / 74.7 26.7 42.7
P4 > 0 / 7.5 71.3 / 48.8 24.5
P4 < 0 17.8 53.4 16.7 / 32.5 35.7
P7 > 0 / 47.4 72.5 17.1 928.9 57.6
P7 < 0 109.1 130.4 66.5 219.3 112.2 110.8
P9 > 0 / 26.1 40.9 26.0 130.3 47.0
P9 < 0 23.9 93.5 19.6 1047.6 41.3 38.0
Table 6: Distances (×10−3 cm) between interpolated and expected points of oesophagus
contours of P1 to P6.
Val. Tested 3DOC
set ∆h P7 P8 P9 P10 P11 P12
P3 > 0 12.4 102.9 25.0 113.9 36.9 17.9
P3 < 0 109.6 17.9 121.9 49.1 12.7 /
P4 > 0 29.0 95.4 18.5 162.8 62.6 33.4
P4 < 0 104.0 10.3 110.5 38.7 23.2 /
P7 > 0 / 86.1 103.6 108.0 41.8 134.6
P7 < 0 / 77.7 205.9 105.2 72.4 /
P9 > 0 29.8 88.8 / 102.5 31.0 32.7
P9 < 0 38.0 78.5 27.6 / 47.7 37.6 /
Table 7: Distances (×10−3 cm) between interpolated and expected points of oesophagus
contours of P7 to P12.
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