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ABSTRACT 
Research in automation in machine vision, robotic planning, medical diagnosis, 
and many other fields gives rise to sources of uncertainty in inference and reasoning 
that are beyond conventional notions of measurement error. For a given domain of 
interest, an uncertainty representation is defined such that statements in the 
representation language model states of the domain and can provide problem 
solutions. Five criteria are proposed for selecting uncertainty representations for 
artificial intelligence: mathematical soundness, efficacy of domain models, appro- 
priate representation languages, efficient computation, and choice of control 
mechanism. These issues are explored in an application of determining a building's 
location from multiple sensor eturns. Finally, choice of uncertainty representations 
is seen to depend on choices for uncertain inference and control. 
KEYWORDS: uncertain reasoning, certainty calculus, uncertainty repre- 
sentation, artificial intelligence, probability, belief unctions, possibil- 
ity theory 
INTRODUCTION 
Until recently, computable notions of uncertain reasoning have largely been 
restricted to error estimation and control in otherwise deterministic algorithms. 
Advances in artificial intelligence r search, knowledge-based programming, and 
computing power have made it possible to entertain automation of choices of 
representation, i ference strategies, and control mechanisms toaddress ophisti- 
cated problems in machine vision, robotic planning, medical diagnosis, and 
many other fields. Research in automation i these areas gives rise to sources of 
uncertainty in inference and reasoning that are beyond conventional notions of 
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measurement error. Problems with inherent inferential uncertainty include: 
What surface or be inferred 
on observing a set of in 
l an admissible path cannot be in reasonable 
be intermixed to reach a goal 
location? 
l What time delays between chemical therapy and symptomatic response 
should be in inferring of a treatment from 
in a large medical 
a given domain of we define an uncertainty to 
consist of a set in the a set of 
or intervals of numbers; a representa- 
tion language for expressing relations between objects; and mapping from the 
set of in the to the 
is called a certainty calculus; see Figure 1. 
a set of 
by the of first-order of objects by applying 
of statements 
or belief 
of such is that in the 
of the 
to which is confirmed or 
denied. of uncertainty 
if uncertainty 0 
and 1, of uncertainty of is open to question. In practice, 
is what to take of a 
statement. Thus, of uncertainty as in system 
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Figure 1. Uncertainty Representation 
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control. This point is explored in some depth by Cohen and by Breese et al. in 
this issue. However, in this paper, we primarily restrict our discussion to criteria 
and trade-offs in selecting an uncertainty representation. 
CRITERIA FOR SELECTION OF UNCERTAINTY 
REPRESENTATIONS 
We propose five criteria for selecting uncertainty representations forartificial 
intelligence. 
Mathematical Soundness 
Both the representation language and certainty calculus can be chosen to be 
mathematical structures uch as logic and probability, which have provable 
behavior stemming from their defining axioms. The advantage of choosing 
mathematically well-behaved representations is that inference behaviors (correct 
or otherwise) can be traced back to the domain models. With an ad hoc calculus, 
for example, it is unclear whether incorrect inferences are due to poor 
representation of the domain or to arithmetic behavior of the calculus. 
Mathematically sound certainty calculi include logic, probabilistic inference, 
fuzzy logic, and belief functions. There are others--for example, those of 
Kyburg [1], Ruspini [2], and Goodman [3J--which will not be explored in this 
paper. Value spaces include {0, 1} for logic, real numbers for probability, 
intervals of real numbers for belief functions, and sets of real numbers for 
possibility theory. 
Efficacy of Domain Models 
Computable domain representations are usually both complex and elusive. 
Humans tend to aggregate large chunks of domain models in their cognitive 
representations. Hence, knowledge ngineering is both a challenging and poorly 
structured task. Nonetheless, input/output level results can be used to test the 
efficacy of a representation. Useful heuristics for modeling are to explicitly 
model inputs and outputs and to structure additional models to coincide with the 
outputs of significant processing steps in inference chains leading from inputs to 
outputs. For example, Binford et al. [4], in an uncertainty representation for a 
computer vision application in recognizing industrial parts, use explicit models 
for edges, vertices, regions, surfaces, volumes, and component subparts of more 
complex assemblies. Another important consideration is to account for standard 
observational or measurement errors within the models, as they are better 
represented as part of a processing step than as a source of uncertainty in 
inference. For example, in a robot navigation application (Levitt et al. [5]), 
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errors in estimating range to visual landmarks are explicitly stored with the 
landmark observation as an interval of possible ranges, rather than being an 
element of uncertainty in inference of robot location. 
Appropriate Representation Languages 
The representation language should be capable of stating all relevant concepts 
about he domain that will be considered in the inference process. For example, 
AND-graph representations cannot be used to state that a building is at location 
A or location B. In general, the representation la guage should be closed under 
all operations that can generate statements from observations. If ellipses are 
used, for instance, in representing potential locations of a car from radar data, 
then two observations that further localize the position of the vehicle as being 
within the intersection need not be another ellipse, and hence may not be statable 
as a sentence in the representation language. 
Efficient Computation 
Given a set of primitives and domain models, inference is performed on event 
and search spaces that are generated based on run-time observations. In general, 
we must trade off the complexity of modeling against he size of the search 
spaces and inference to achieve fficient computation. For example, in a military 
unit inference system (Levitt et al [6]), vehicle detections (many being false 
detections) are observed in radar imagery. However, inference of higher level 
military units over the space of all possible detections i  far too large to be 
computationaUy reasonable. Instead, very sophisticated clustering is performed 
to seed the inference process and thereby reduce the search space by two orders 
of magnitude. As in this case, it is usually the resolution of conflicting inferences 
that creates processing bottlenecks. 
Choice of Control Mechanism 
Inference processes are methods of relating states of data, not methods for 
selecting answers. Boolean deduction via modus ponens can conclude multiple 
answers, Bayesian inference rank orders outcomes, while interval and set- 
theoretic certainty calculi do not even do that. In some domains, such as medical 
diagnosis, the methods by which decisions are made are critical and are the 
subject of intense study. For other applications, option generation is sufficient. 
In cases where decision modeling is important, he decision-making methodol- 
ogy should be linked to the uncertainty representation so that coherent 
explanations of results are easily obtained. Utility theory provides uch a link for 
Bayesian inference. Interval and set-theoretic calculi are problematic in this 
regard. 
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UNCERTAINTY REPRESENTATION COMPARISONS 
Uncertainty representations in abstraction have been compared to some 
extent; see, for example, Kanal and Perlis in this volume. However, abstract 
arguments can be frustrating because of the enormous space of possible domains 
and representations. In this paper, we prefer to compare and contrast several 
standard uncertainty representations in the context of a simple problem of 
localizing the observation of a building based on three visual sightings from 
known locations. The problem is pictured in Figure 2. The robot's viewing 
locations are labeled A, B, and C. For simplicity, we assume that the robot 
moves exactly 100 meters and 160 meters, respectively, between views of the 
building and that it knows the relative angles between viewing positions. Again 
to reduce complexity of the example, the robot makes no range estimates to the 
building. 
Location estimates for the building can be represented asthe intersections of
the conical fields of view. The first estimate is the polygon obtained by 
intersecting view A and view B. Its four vertices are labeled AB. View C is in 
error, in that the robot misses part of the building. The intersection polygon of 
views A, B, and C, labeled with vertices ABC, no longer contains the true 
centroid of the building. For convenience we choose a Cartesian coordinate 
system whose origin is the point A, and whose x axis is the dotted line 
connecting point A and point B. From each of polygon AB and polygon ABC, 
we obtain estimates of the building centroid from the average of the four vertices 
of the polygons. The true centroid of the building is at (50, 110). 
Given just the observed angles and relative viewing positions, we can compute 
the intersection ofthe view A and view B cones, and also the polygon that results 
from intersecting that with the view C cone. These results are listed on Figure 2. 
Computing the polygon intersections i  a costly task, so we also consider a 
bounding box representation where intersections are efficient, but accuracy 
suffers. The boxes are pictured in Figure 3. Box AB is the minimum box 
enclosing polygon AB, and box ABC is the minimum box enclosing the 
intersection of the view C cone with box AB. 
Table 1 lists the relative pros and cons of using the polygon versus bounding 
box representations for the intersections of set geometry. Notice that both 
representations are closed under intersection. This is critical to ensuring that 
logical localization expressions can be computed. If error ellipses were used 
instead, for example, the intersection of two views need not yield another 
ellipse. Polygons are also closed under union, if we allow them to be 
disconnected, and are closed under complementation, if we allow infinite 
polygons. So a full polygon algebra llows a mapping of Boolean logic onto the 
geometric representation. This is not true for boxes. 
Polygons are clearly more accurate in their localizations, while boxes are 
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Figure 3. Bounding Boxes for Localization 
much more efficient to compute with. Polygons are more easily adapted to 
accurately represent sensor returns; for instance, a ranging sensor returns the 
outline of the visible portion of the building as well as its visible extent. 
We now consider three certainty calculi for the building localization problem. 
We apply probability theory, belief functions, and possibility theory. The 
applications are admittedly naive; however, we posit that trade-offs we will 
observe are often still valid when the theories are applied with greater 
sophistication and that, furthermore, many researchers apply the theories in just 
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Table 1. Geometric Representation Trade-Offs 
Pros Cons 
Polygons 
Closed under set 
operations 
More accurate 
domain modeling 
Set operations are 
computationally 
intensive 
Complex to fit 
certainty calculus 
to polygons 
Boxes 
Closed under inter- 
section operation 
Set operations are 
very efficient 
Must fit sensor- 
based returns to 
box 
Boxes usually are 
an inaccurate 
domain model 
these ways and so these results are of direct interest. Table 2 lists pros and cons 
of applying probability, belief function, and possibility theories. Trade-offs are 
summarized along the dimensions of 
• Computational efficiency 
• Range of existing domain applications 
• Ease and consistency of eliciting fundamental values (e.g., prior probabili- 
ties, basic probability masses, initial fuzzy sets) 
• Existence of control techniques 
APPLY ING PROBABIL ITY 
We elect to fit Gaussians to our polygons to map logical-geometric statements 
about localization to certainty values. We could fit Gaussians to the original 
sensor cones, but this requires range estimates to choose a centroid. Fitting a 
Gaussian to an arbitrary polygon is problematic. For simplicity, we choose the 
polygon centroid to be the Gaussian mean, and we use the vertices of the 
polygons of Figure 2 to compute the covariance matrix for the multivariate 
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Table 2. Certainty Calculi Trade-Offs 
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Pros Cons 
Probability Theory 
Many alternative 
pararneterized 
representation 
techniques exist for 
applications. 
Criteria exist for 
consistency of 
elicited probabilities. 
Supports decision 
theoretic ontrol 
mechanisms. 
Parameterized 
representations may 
not be accurate domain 
model. 
Relatively difficult to 
elicit from humans. 
Rigor suggested by 
existing theory may be 
overkill for simple 
applications. 
Belief Functions 
Useful and efficient 
when few domain 
data are available. 
Naturally represents 
treelike inference 
structures. 
Provides a nonprobabilistic 
model of judgmental 
consensus .  
Domain accurate 
applications tend to 
become computationally 
intensive. 
Few results on 
eliciting basic 
probability masses. 
No natural control 
mechanism is known. 
Possibility Theory 
NamraUy elicited from 
domain experts. 
Parameterized 
techniques can be 
comlmtationally 
efficient. 
Limited fuzzy control 
techniques exist. 
Storage of 
nonparameterized 
functions can 
be expensive. 
There are no criteria for 
consistency of 
elicited fuzzy values. 
Naive applications can 
ignore domain accuracy. 
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Gaussian. We obtain the distribution for polygon AB 
i 00073 (1  
exp ] - z  [(x, y ) - (50.0 ,  130.05)] ptAB)- 2~ I, z 
0) 1 × " .0 028 [(x, y ) - (50.0 ,  130.05)] 
and for polygon ABC 
.00619 
p(ABC)  = 
27r 
exp l -  ~ [(x, y) - (49.12,  116.80)] 
( 0022 -0045  1 
× -.00450 .0266] [(x, y) - (49.12,  116.80)1 t 
Thus with two views, the probability of the estimated centroid is 
.00073 
- -  - .000117 
2r  
while the probability of the true centroid is 
"000734exp[  ~(.00021536)(110-130.05) 2] .000111 
27r 
After the third view is accounted for, the probability of the building centroid 
being at the new estimated centroid is 
.00619 
- -  = .000985 
2r  
while the probability of the true centroid is 
.00619 exp (_1 [.0022(50__49.12)2_.009(50_49.12)(110-116.8) 
2r  1.2  
+ .0266(110 - 116.8)2] 1 = .000520 
The probability density functions are nonzero everywhere in the plane, so 
they only indirectly capture the polygon information. An advantage of this is that 
we do not rule out the possibility that the centroid, or other parts of the building, 
are outside the intersection of view cones. Because probability is spread out over 
the entire plane, the small size of the resulting point probabilities can be a 
nuisance for inaccurate floating point processors. Odds ratios can be useful here. 
We see after two views that the estimated centroid is only 1.054 times more 
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likely than the true centroid. However, after introducing the sensing error of 
view C, the estimated centroid is 1.894 times more likely than the true centroid, 
despite the fact that the metric distance between the estimated centroids and the 
true centroid has dropped by a factor of 3 after adding view C. 
On the other hand, when we fit Gaussians to the boxes of Figure 3, we obtain 
.000396 I 1 p(Box-AB)= 2-~ exp -~ [(x, y ) - (50 .0 ,  155.75)] 
× 0 .000126 [(x, y ) - (50 .0 ,  I55.75)] 
and 
p(Box-ABC)= 2~r exp - [(x, y) - (50 .0 ,  116.07)1 
0) 1 x 0 .0 976 [(x, y ) - (50 .0 ,  116.07)] 
For the first two sensor views, the probability of the estimated centroid is 
.000396 
- -  - .000063 
2~r 
while the probability of the true centroid is 
• 000396 [ ~ ] 
2r  exp - (.000126)(110- 155.75) z =.000055 
After including the third view, we have the probability of the newly estimated 
centroid as 
.00035 
- -  = .000557 
21r 
while the probability of the true centroid is 
2~r exp (.00976)(110 - 116.07) 2 .000465 
Notice that while the probability of both estimated and true centroids has 
increased an order of magnitude by adding the third sensor view, the odds ratios 
between probabilities of estimated versus true centroids, 1.14 and 1.19, have 
remained roughly constant. In this instance, the coarser estimation by boxes 
rather than polygons has included the true centroid in the intersection ofthe three 
views. Such an accident does not justify coarser shape representations, but it 
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does serve to point out the tight linking between the representation f domain 
semantics, in this case polygons versus boxes, and the results that occur in a 
certainty calculus built on those representations. 
APPLY ING BELIEF FUNCTIONS 
In this example, we apply belief functions in their formulation by Shafer [7] 
and apply the naive independence assumptions usually used in such applications. 
The most straightforward belief unction application for the building localization 
problem assigns a mass function to the set of polygons (or boxes) in the plane 
where the mass on a polygon indicates the belief that the building lies in that 
polygon. Given another mass function, the independence assumption arises in 
the combination rule that the combined mass function value on a polygon P is 
2 ml(X)m2(Y)  
X,Y 
XA Y=p 
re(P) = 
1 -  ~ m,(A)m2(B) 
A,B 
ANB=~ 
where ml and m2 are the mass functions being combined. Here the denominator 
is a normalization factor that in our application accounts for belief in disjoint 
polygons or boxes; note that disjointness implies that their intersection will be 
empty and that this represents conflict in this formalism. Note that similar 
assumptions were avoided in our probabilistic application because the use of 
Gaussian fitting implied that we did not update our previous estimate but 
generated a new one instead. However, probabilistic updating approaches 
typically make independence assumptions similar to those of belief functions. 
The key issue is whether or not the assumptions are sufficiently accurate models 
of the domain for the task at hand. 
We apply belief functions to the building localization problem by assigning a
mass of .8 to sensor cone A and .2 to the polygon that is the portion of the plane 
outside the cone, .,4. Then the combined mass function rnAB, from the mass 
functions mA and ms of the two sensor views A and B of Figure 2, are defined 
on four basic sets: intersection of the cones, which is the polygon AB, cone-A 
intersect complement-cone-B, cone-B intersect complement-cone-A, and com- 
plement-cone-A intersect complement-cone-B. We denote these sets by AB, 
AB, AB, and ,zlig, respectively. Then we have 
mAB(AB) = mA (A )mB( B) = (.8)(.8) = .64 
rnAs(rAB) = mA ( A )ms( B) = (.8)(.2) =.  16 
mAB(AB) = mA (A )ms(B) = (.2)(.8) =.16 
mAs(AB) = m.4 (71)ms(B) =(.2)(.2) = .04 
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The simplicity of the combining rule is a computational feature; to obtain the 
equivalent information from the Gaussians, we must integrate the distribution 
over the polygons. However, the price we pay is in detail of the domain model; 
for example, we cannot attribute a belief to the possible centroids of the 
building. 
With the introduction of the third sensor cone, C, we have the basic sets 
ABC, ABC, ABC, ABC, /tBC, AI~C, .ABC, and ABC. The multiplicative 
increase in the relevant sets can often be finessed by clever epresentations that 
suppress unneeded enumeration of possibilities. However, this example indi- 
cates some subtleties in this issue. In this case, the building lies in the union of 
sets ABC and ABC, and the true centroid lies in ABC. We have 
mAsc(ABC) = mAs(AB)mc(C) = (.64)(.8) = .512 
mAsc(ABC) = mAs (A B) mc( C) = (.64)(. 2) =. 128 
It is true that there are many representational c pabilities in belief function 
theory, notably coarsenings and refinements of the space of polygons (i.e., the 
frame of discernment), hat would yield more sophisticated modeling behavior. 
Nonetheless, such sophistication i creases torage needs and computational 
cost; furthermore, the theory is often applied naively as in this example, and so 
the points made here address applications in that light also. 
To apply the box representation in a belief function updating scheme, we can 
fit a new box to the intersection of the latest sensor cone with each basic box 
already represented in the frame of discernment. We attribute .8 mass to each 
box thus derived from the cone. It also becomes necessary to decompose the 
complement of these boxes into boxes. This is a straightforward algorithm; 
however, its execution proliferates additional boxes into the frame of discern- 
ment. This is pictured in Figure 4. Also, we must divide the sensor cone mass 
among the boxes. Finally, many boxes will not be disjoint, so the normalization 
factor will be nonzero. This has the side effect of "pulling away" belief rom the 
sensor cone box intersections, reducing the efficacy of the calculus in this 
representation. 
APPLYING POSSIBILITY THEORY 
In applying fuzzy sets to our building localization problem, we represent in 
the context of each sensor cone the "possibility" (Zadeh [8]), as opposed to the 
probability, of the building's location. Because possibilities have been tradition- 
ally used to capture subjective notions of quantity or quality, representations 
tend to range across the board from parameterized probabilistic-like set 
membership functions to step functions over sets that behave more like belief 
functions. Thus, we might represent possibility as a pair of one-dimensional 
membership functions, one in the direction the sensor is pointing, which peaks in 
the range where we would predict he building to be, and one in the angular 
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width of the cone. More generally, we might model our robot sensor as biased to 
perceiving objects of a certain size range, because if an object appears large but 
is actually small and very close, we will either know that through other sensors 
or will pass so quickly by the object that it is not of interest. 
In any case, we see that the use of possibility theory requires a shift in the 
semantics of our representation. I  applications that are highly task-specific, and 
especially if they are being tailored for human interaction, the representational 
flexibility can be quite powerful. 
Given possibility distributions over our sensor cones, we use fuzzy arithmetic 
to compute the possibility distributions on intersections. If there was additional 
information that biased building locations, such as map data, Zadeh's theory 
suggests maximizing the integral of likely location possibilities over the possible 
probability distributions of building locations in the area. 
It appears that possibility is intended for a richer domain of expression than 
our problem suggests. By themselves, fuzzy set membership functions behave in 
application much like probabilistic distributions, so we do not pursue the 
calculations here. Of course, depending on membership function forms, sr~ecific 
results can be quite varied. 
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SUMMARY AND CONCLUSIONS 
We have presented a set of driving issues in selecting uncertainty representa- 
tions. There are no cut-and-dried criteria, but we suggest that trade-offs can be 
made between 
• Accurate domain modeling 
• Appropriateness of representation language 
• Computational efficiency 
• Control mechanisms 
We explored these issues in an application fo determining a building's location 
from multiple sensor returns. We first note that any issue can be "equally" 
addressed by any calculi but that results will differ. No explicit metrics for 
comparing results were made, although such metrics are desirable. In general, 
for all calculi, the more accurate the domain model, the better the localization, 
but the trade-off is in additional computation. Similarly, for all uncertainty 
calculi, the better the functions reflect the polygon localization, the more 
storage-intensive they are. Localizations based on boxes rather than polygons 
are much more efficient for probabilistic and possibility applications but far less 
accurate. Belief functions can be naturally represented with boxes, but storage 
and computation requirements go up multiplicatively. At their simplest, belief 
functions are extremely efficient but are not as efficacious in domain modeling. 
Where detailed omain knowledge is not available, however, belief functions 
appear very useful. 
Only Bayesian probability theory comes equipped with a theoretically 
supported control mechanism, namely, decision theory. However, it is often not 
obvious how to apply this theory to real-world problems. For straightforward 
applications uch as the one in this paper, decision theory is an unnecessary 
sophistication. However, the existence of decision theory is a compelling 
argument for building systems using a probabilistic uncertainty calculi, because 
such systems will be upward compatible with applications that use their output. 
For an alternative viewpoint, see Cohen and Day's paper in this volume. 
We note that control theoretic mechanisms have been developed for fuzzy 
applications. These are useful for problems in adaptive reasoning but do not 
obviously extend to more general systems. Possibility theory is intended for 
applications rich in semantics where subjective judgments are of fundamental 
importance. However, because it can also model probabilistic applications in its 
general framework, it is inviting as a shell environment for uncertainty 
applications (Bonissone [9], Tong et al. [10]). 
In closing, we note that choice of uncertainty representations depends on 
choices for uncertain inference and control. This suggests that the development 
of control, decision, and/or consensus theories for possibility and belief unction 
calculi are research areas worthy of further development. 
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