Abstract-Many fast block-matching algorithms reduce computations by limiting the number of checking points. They can achieve high computation reduction, but often result in relatively higher matching error compared with the full-search algorithm. In this letter, a novel fast block-matching algorithm named normalized partial distortion search is proposed. The proposed algorithm reduces computations by using a halfway-stop technique in the calculation of block distortion measure. In order to increase the probability of early rejection of non-possible candidate motion vectors, the proposed algorithm normalized the accumulated partial distortion and the current minimum distortion before comparison. Experimental results show that the proposed algorithm can maintain its mean square error performance very close to the full search algorithm while achieving an average computation reduction of 12-13 times, with respect to the full-search algorithm.
I. INTRODUCTION

M
OTION compensation is a vital component of many video-coding standards (e.g., ISO MPEG-1/2 [1] , [2] and ITU-T H.261/262/263 [2] - [4] ) due to its high efficiency in reducing temporal redundancy between successive frames. Block-based motion estimation is the most popular method to obtain motion-compensated prediction. By dividing each frame into rectangular blocks of equal size, the motion estimator obtains a motion vector for each of the blocks within a search window in the reference frame using the block-matching algorithm (BMA). The full-search algorithm (FS) is the most straightforward BMA, which provides an optimal solution by matching all the candidate blocks inside a search window. However, the computational complexity of FS is always too high for real-time implementation. A number of fast algorithms are developed to reduce the computational complexity of motion estimation. Some of the famous examples include the three-step search (3SS) [5] , cross search algorithm (CSA) [6] , orthogonal search algorithm (OSA) [7] , 2-D-logarithmic search (2DLOG) [8] , new three-step search (N3SS) [9] , and four-step search (4SS) [10] algorithms. These algorithms greatly reduce motion-estimation complexity by matching only some of the checking points inside the search window. They are based on the assumption that the block distortion measure (BDM) increases as the checking point moves away from the global minimum point. However, this assumption does not always hold in the real-world video sequence [11] . These algorithms are easily trapped into local minimum points, and thus, often produce higher matching error compared with the FS algorithm. Recently, Liu and Zaccarin proposed an alternating subsampling search algorithm (ASSA) [12] which reduces the number of pixels used in each BDM instead of reducing the number of checking point. This algorithm uses alternating subsampling patterns in calculating different locations' BDM's. Experimental results show that the ASSA can achieve four-times computation reduction with its mean square error (MSE) performance very close to that of FS.
Apart from using this subsampling technique, halfway-stop techniques can also be used to reduce computational complexity in the BDM calculation. One of the examples is the partial distance search algorithm (PDS) [13] used in the vector quantization (VQ) encoding process. The basic idea of the PDS algorithm is as follows. Suppose the input vector consists of components. The total distortion is obtained by adding these partial distortions. If the th accumulated partial distortion is greater than the current minimum distortion, the coder can just reject this vector and does not calculate the remaining partial distortions. This algorithm can greatly reduce computation of the distortion calculation if the computational complexity of comparison operation is relatively lower than that of multiplication operation. However, the efficiency of this algorithm is limited if it is directly applied to the BDM calculation in motion estimation. Paricularly if sum absolute error (SAE) is chosen as the matching criterion, the computational complexity of comparison becomes significant since it is comparable with that of addition.
In this letter, a new fast BMA named normalized partial distortion search (NPDS) is proposed. The proposed algorithm reduces computation by using a halfway-stop technique in the BDM calculation similar to the PDS algorithm. The major difference from the PDS algorithm is that it normalizes the accumulated partial distortion and the current minimum distortion before comparison. The probability of early rejection of non-possible candidate motion vectors (CMV) is thus increased. Experimental results show that the NPDS algorithm can achieve higher computation reduction than the ASSA algorithm while maintaining its MSE performance very close to that of FS. The rest of this letter is organized as follows. The formation of partial distortions is described in Section II. The normalized partial distortion search algorithm is given in Section III. Section IV gives the experimental results and conclusions are given in Section V.
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II. FORMATION OF PARTIAL DISTORTIONS
SAE is chosen as the matching criterion in this letter due to it has lower computational complexity than that of MSE but has similar performance. In addition, 16 16 block size is used, as it is the most commonly used size in video coding. Suppose is the intensity of pixel ( ) in frame and ( ) is the location of the upper left corner of a 16 16 block. The SAE between the block ( ) of frame and the block ( ) of frame is given by
(1) To reduce the number of comparison operations, the partial distortion is defined as a group of pixels' distortion instead of a single pixel's distortion used in the PDS algorithm. Thus, the is divided into 16 partial distortions ( ), where each partial distortion consists of 16 points spaced equally between adjacent points, as shown in Fig. 1 . This grouping method is to ensure that each partial distortion does not localized in a particular region on the block. The th partial distortion is defined as (2) The values and are the horizontal and vertical offsets of the upper left corner point of the th partial distortion from the upper left corner point of the block, respectively. The order of calculation of the partial distortions , where , is depicted in Fig. 2 . Taking the upper left corner points of the partial distortions as references, the numbers in Fig. 2 indicate the calculation order of the 16 partial distortions. Such calculation order is to ensure that for each of the accumulated partial distortion, the pixels considered for the calculation are evenly distributed on the block. The corresponding ( ) values of (2) for the 16 partial distortions are listed in Table I . The th accumulated partial distortion is defined as
The accumulated partial distortion is used for the distortion comparison with the current minimum distortion. The details about the distortion comparison method are described in Section III. 
III. NPDS
The NPDS algorithm matches all the checking points inside the search window as the FS algorithm. The search begins at the origin checking point and then moves outwards with a spiral scanning path, as shown in Fig. 3 . This order of searching is to exploit the center-biased motion-vector distribution characteristics of the real-world video sequence [9] , [10] . During each block matching, the NPDS algorithm compares each accumulated partial distortion with the normalized minimum distortion ( ) instead of the minimum distortion ; it is because such comparison will increase the probability of early rejection of non-possible CMV's. However, the comparison between and is most likely a floating comparison operation, which will increase the implementation complexity. The proposed NPDS algorithm, therefore, implements the nor-malized comparison by an integer comparison between and defined as follows: (4) (5) Basically, the variables and are the normalized versions of and , respectively. The comparison of and is equivalent to the normalized comparison of with . The procedures of a BDM calculation in the NPDS algorithm is summarized in the flow-chat as shown in Fig. 4 . The comparison starts from to , and the comparison is stopped if the normalized accumulated partial distortion of the CMV is greater than the normalized current minimum distortion. At the end of comparison (i.e., ), if is smaller than , then this CMV becomes the new current minimum point.
It is noted that there is a multiplication operation in both (4) and (5) . It can be easily translated to combinations of "left-shift" ( ) and "addition" ( ) operations. After the translation, there are at most two "addition" operations and two "left-shift" operations for the implementation of (4) and just one "left-shift" operation for (5) . Thus, the overhead of the normalized comparison is negligible compared with the computation required by each partial distortion calculation.
IV. EXPERIMENTAL RESULTS
The proposed algorithm is simulated using the luminance component of two famous video sequences "tennis" and "garden." The "tennis" sequence consists of various kinds of motions, including translation, zooming, and panning. The "garden" sequence consists of high portions of fast panning motions. These two sequences have two different frame sizes CCIR 601 (720 480 pixels) and SIF (360 240 pixels). All the simulated sequences are uniformly quantized to 8-bit per pixel. The block size for motion estimation is 16 16 pixels. The search windows for the SIF and CCIR 601 sequences are 7 and 15, respectively, in both horizontal and vertical directions. For the CCIR 601 sequences, half-pel accurate motion estimation is used for all simulated BMA's. The proposed NPDS algorithm is simulated with the FS, 3SS, N3SS, 4SS, and ASSA algorithms. For fare comparison, the BDM calculation of the 3SS, 4SS, and N3SS algorithms are also implemented with the use of halfway-stop technique that divides the BDM into 16 partial distortions. Their MSE performance and computational complexity are compared. For the computational complexity, it is compared in terms of four types of operations: absolution, addition, comparison, and left-shift, while the computation reduction is based on the total operations of these four types of operations. Fig. 5 (a) and (b) compares the MSE performance of different BMA's for the SIF sequences. It is noted that the ASSA algorithm performs very close to the FS algorithm for both video sequences. The proposed NPDS algorithm always performs better than the other fast BMA's and is close to the ASSA and FS algorithms. For the CCIR 601 sequences, the MSE performance of different BMA's is shown in Fig. 6(a) and (b) . Since the frame sizes of these sequences are four-times greater than that of the SIF sequences, their motion displacements in pixel are also greater. It is clearly observed that the NPDS and ASSA algorithms can still maintain their MSE performances very close to the FS algorithm, while the other fast BMA's produce much higher average MSE's. These results indicate that the NPDS algorithm is more robust than the other compared fast BMA's that limit the number of checking points for reducing computation. Table II shows the average operations required by different BMA's for the SIF sequences. The "absolution" and "addition" are the dominant components of the total operations for all the simulated BMA's. The average "comparison" and "left-shift" operations are much fewer than the other two types of operations. Especially, the "left-shift" operations are less than 0.5% of the total computations of NPDS. The NPDS algorithm has an average computation reduction of 12 times compared with the FS algorithm, and this reduction is slightly lower than the other compared fast BMA's. The ASSA algorithm, which also achieved similar MSE performance as the FS algorithm, has a computation reduction of 4 times only. Table III shows the cases for the CCIR 601 sequences. The computation required by calculating the half-pel BDM's is also counted. The 4SS algorithm got the highest average computation reduction among the compared fast BMA's and there is an average reduction of 44 times for the "tennis" sequence. The average computation reduction of NPDS is lower than the other compared fast BMA's except the ASSA algorithm, but it still has an average reduction of 13 times. The computation reduction of ASSA is 4 times, which is the same as its reduction for the SIF sequences.
V. CONCLUSION
This letter proposes the NPDS algorithm, which uses a halfway-stop technique in the calculation of BDM to reduce the computational complexity of block-motion estimation. By normalizing the accumulated partial distortion and the current minimum BDM, the probability of early rejection of non-possible CMV's is increased. Experimental results show that the proposed algorithm has similar MSE performance as the FS and ASSA algorithms for various image sequences, while it has an average computation reduction of 12-13 times. The NPDS algorithm is suitable for real-time implementation of high quality digital video applications in powerful PC's or workstations.
