Abstract Goldfinger et al. (2012) interpreted a 10,000 year old sequence of deep sea turbidites at the Cascadia subduction zone (CSZ) as a record of clusters of plate-boundary great earthquakes separated by gaps of many hundreds of years. We performed statistical analyses on this inferred earthquake record to test the temporal clustering model and to calculate time-dependent recurrence intervals and probabilities. We used a Monte Carlo simulation to determine if the turbidite recurrence intervals follow an exponential distribution consistent with a Poisson (memoryless) process. The latter was rejected at a statistical significance level of 0.05. We performed a cluster analysis on 20 randomly simulated catalogs of 18 events (event T2 excluded), using ages with uncertainties from the turbidite dataset. Results indicate that 13 catalogs exhibit statistically significant clustering behavior, yielding a probability of clustering of 13=20 or 0.65. Most (70%) of the 20 catalogs contain two or three closed clusters (a sequence that contains the same or nearly the same number of events) and the current cluster T1-T5 appears consistently in all catalogs. Analysis of the 13 catalogs that manifest clustering indicates that the probability that at least one more event will occur in the current cluster is 0.82. Given that the current cluster may not be closed yet, the probabilities of an M 9 earthquake during the next 50 and 100 years were estimated to be 0.17 and 0.25, respectively. We also analyzed the sensitivity of results to including event T2, whose status as a full-length rupture event is in doubt. The inclusion of T2 did not change the probability of clustering behavior in the CSZ turbidite data, but did significantly reduce the probability that the current cluster would extend to one more event. Based on the statistical analysis, time-independent and time-dependent recurrence intervals were calculated.
Introduction Goldfinger et al. (2012) observed that deep-sea cores collected along the northern and central Cascadia margin, in Cascadia Channel, Juan de Fuca Channel off Washington, Hydrate Ridge slope basin, and Astoria Fan off northern and central Oregon contain 13 post-Mazama (< 7:6 ka) turbidites (Fig. 1) . They inferred the turbidites to have been triggered by strong shaking during great Cascadia subduction zone (CSZ) megathrust earthquakes (moment magnitude M ∼ 9), which they refer to as events; each event may be recorded by one or more turbidites. All 13 events are also recorded on the Rogue Apron of southern Oregon. Other smaller local events (< M 9) are recorded in the Rogue Apron cores by additional silt or mud turbidites. In total, 19-20 laterally extensive turbidites in the last 10 ka were found along the northern Cascadia margin and are also recorded in cores off northern California, along with 22 additional smaller events (Goldfinger et al., 2012) .
Knowledge of the recurrence of great CSZ earthquakes is critical for estimating the probabilistic seismic hazard in the Pacific Northwest and British Columbia and driving earthquake-hazard mitigation policies and actions. This is particularly true because we know that the most recent great CSZ earthquake occurred on 26 January 1700. Traditionally probabilistic seismic-hazard analysis (PSHA) has been performed assuming time-independent (Poisson) earthquakes processes. For example, the U.S. Geological Survey's National Seismic Hazard Maps are developed assuming a time-independent process (e.g., Petersen et al., 2008) . However, time-dependent PSHAs are increasingly being performed for important and critical facilities based on knowledge of the most recent earthquake and recurrence intervals and are now being integrated into engineering practice (Wong et al., 2007; BC Hydro, unpublished manuscript, 2012, see Data and Resources) . Also, probabilistic forecasts of the next M 9 CSZ earthquake have been available in the past decade (e.g., Mazzotti and Adams, 2004) .
The average age of the oldest Holocene turbidite along the northern and central Cascadia margin (Table 1) is 9830 180 cal yr B.P. (before 1950 A.D.) and the youngest is attributed to the 1700 A.D. earthquake that is widely recorded in the onshore marsh stratigraphic record along much of the length of the CSZ. The northern events define an average Holocene great earthquake recurrence interval of about 530 years (Goldfinger et al., 2012) . Goldfinger et al. (2012) argued that the turbidite record indicates a repeating pattern of clustered Holocene earthquakes that includes four or five cycles of two to five earthquakes, each separated by unusually long intervals (Fig. 2) . As will be shown in this study, temporal clustering of full-rupture earthquakes along the CSZ is a key issue in calculating time-dependent recurrence intervals.
In this paper, we performed statistical analyses of the Holocene earthquake record as interpreted by Goldfinger et al. (2012) to evaluate the CSZ recurrence of M 9 megathrust earthquakes. This paleoseismic record, which is also supported by the onshore paleoseismic record of coseismic subsidence stratigraphy and tsunami deposits, is the longest and most complete record available for the CSZ and one of the best paleoseismic chronologies available worldwide; 2 R. Kulkarni, I. Wong, J. Zachariasen, C. Goldfinger, and M. Lawrence hence the use of the Goldfinger et al. (2012) dataset and their interpretations. However, we also recognize that there is at least one alternative interpretation of the turbidite record, that of Atwater and Griggs (2012) , as discussed below.
A logic-tree approach was used to represent alternative plausible processes of earthquake recurrence for the CSZ megathrust earthquakes. The principal objectives of the statistical analyses were to: (1) estimate the level of confidence (weight) in each alternative process of earthquake recurrence; (2) estimate recurrence intervals at 5%, 50%, and 95% confidence under each alternative process; and (3) estimate the probability of the next great megathrust earthquake along the CSZ. The following alternative processes of earthquake recurrence were considered in this analysis.
Time-Independent Process
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Time-Dependent Process
Under this process, it is assumed that the time elapsed since the last earthquake does affect the time to the next earthquake. We considered two alternative models under this process.
Clustered Model. It is assumed that earthquakes occur in clusters, and time intervals between clusters define gaps. To be clustered, the recurrence intervals within a cluster are significantly shorter than the gap intervals. For this model, we defined two additional alternative logic-tree branches:
(1) the process is currently in a cluster and (2) the process is currently in a gap. The probability of an earthquake for each branch occurring in a specified time window depends on the time elapsed since the last earthquake and the distribution of recurrence intervals for earthquakes corresponding to that branch. Nonclustered Model. It is assumed that earthquakes follow a time-dependent process, but do not occur in clusters. Because of the assumed time dependency, the probability of an earthquake in a specified time window would depend on time elapsed since the last earthquake and the distribution of interevent times for all events. This is the model that is typically assumed for earthquake behavior.
In the following we adhere to the following terminology: we use interevent time when referring to the time interval between successive events and recurrence interval as the average of several interevent times.
The CSZ Turbidite Record
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R. Kulkarni, I. Wong, J. Zachariasen, C. Goldfinger, and M. Lawrence from multiple continental rise channels along the length of the margin in order to identify and date turbidites emplaced in response to shaking associated with CSZ megathrust earthquakes. The methodology they used in selecting and analyzing cores was intended to ensure a complete record of turbidite events that could be distinguished as having been seismically triggered. Goldfinger et al. (2012) analyzed channel systems so as to identify recently active turbidite pathways. They selected core sites that were likely to experience deposition, especially of fine-grained deposits rather than erosion, and to have few unconformities, the better to maximize the likelihood of creating a complete record of turbidite sedimentation (Goldfinger et al., 2012) . A key element in determining that a turbidite was triggered by an earthquake of a given magnitude is correlating turbidites between different locations. Goldfinger et al. (2012) used a variety of techniques, including visual logging, P-wave velocity, gamma-ray density, magnetic susceptibility, tomography, and X-radiography to interpret the stratigraphy of each core based on unique physical properties, such as grain size and mineralogy, and to identify key stratigraphic fingerprints for each turbidite. The fingerprints include criteria such as turbidite mass and number of fine and coarse pulses. They used these fingerprints to correlate between cores at a site and between sites over large distances, using both visual correlation and mathematical signal correlation of individual events and sequences of events. By combining the stratigraphic fingerprints with extensive radiocarbon dating and analysis of sedimentation rates and hemipelagic thickness, Goldfinger et al. (2012) were able to identify distinct large-scale turbidite events; that is, episodes of turbidite emplacement that occurred synchronously over large distances along the continental margin.
Using the results of their core analyses and correlations, Goldfinger et al. (2012) identified a correlated series of 19-20 events in the northern part of the margin, west of Vancouver Island and Washington, with additional events in the southern part of the margin, in southern Oregon and northern California ( Fig. 1 ; Table 1 ). The correlation of events across large distances suggests a regional triggering mechanism. Goldfinger et al. (2012) used several different methods to distinguish a seismic trigger from other possible regional triggers such as storm waves, tsunamis, and sediment loading. Sedimentological data, such as stacking of distinct mineralogies suggesting different sources at different distances, and synchroneity of events revealed in confluence tests (Adams, 1990 ) across a large spatial extent support a seismic origin for the turbidites. The spatial extent of the correlated turbidites and the mass and distance from the source argue for a large, nearby earthquake source, that is, a megathrust rather than intraslab or crustal faults. Finally, there is an association of more massive turbidites with larger spatial extent and vice versa, such that the additional turbidites identified only in southern Oregon tend to be less massive as well as less extensive than the margin-wide events, consistent with a smaller earthquake source. Based on these results, Goldfinger et al. (2012) inferred that the margin-wide correlated events were triggered by an ∼M 9 megathrust earthquakes rupturing the entire margin, while the additional events in southern Oregon and California were triggered by smaller earthquakes caused by rupture of only the southern part of the megathrust.
The consistency of the turbidite records across large distances suggests that the turbidites represent a relatively complete record of seismically triggered events and thus of largemagnitude megathrust earthquakes. Goldfinger et al. (2012) consider their record fairly complete for earthquakes ∼M 8 and larger. There is, however, some uncertainty in the completeness of the record. A second event shortly following a first event might not have a signature if not enough time has passed to build up a sediment load on the continental shelf/ edge, leading to possible undercounting of events, and, of course, events with magnitude below a certain threshold will not trigger turbidites and thus will leave no record. However, the precautions taken by Goldfinger et al. (2012) in site selection and analysis of multiple cores at a site and the good correlation of onshore and offshore records supports the conclusion that this record is relatively complete for large megathrust events in the Holocene.
To compute event ages, radiocarbon and hemipelagic ages of well-correlated beds were averaged after outlier rejection of a few reversed ages (Goldfinger et al., 2012) . The prior assumption of the averaging is that the turbidite beds are correctly correlated (Goldfinger et al., 2012) . Goldfinger et al. (2012) tested the temporal correlation using OxCal statistical functions to test the assumption of coevality (as the resolution of radiocarbon) with several statistical tests (Ramsey, 2001 ). OxCal applies two tests when combining radiocarbon data that are assumed to be coeval (from the same sample, same horizon), or have external evidence to support coevality. The tests are a standard χ 2 test, and a second test called Acomb. All 19 correlated turbidite beds pass these statistical tests, most by wide margins (Goldfinger et al., 2012, appendix 8) . The time series overall passes additional tests of coherence from site to site (Amodel and Aoverall) also given in appendix 8 of Goldfinger et al. (2012) . These tests and their significance are further described in the OxCal documentation. Whereas radiocarbon dating alone may not be able to distinguish between closely spaced events, and places only moderate constraints on individual event ages, the stratigraphic framework of bed correlations, together with coherent temporal tests that also are in agreement with land paleoseismic data, provide confidence in the age series used here. Goldfinger et al. (2012) estimated the age of each earthquake based on dating two or more turbidites collected from different locations along the subduction zone margin (Table 1) . Radiocarbon dates were obtained from sediment immediately below turbidite events (close maximum age). Goldfinger et al. (2012) attempted to remove the systematic bias to older ages that this method produces by correcting for sedimentation rate, basal erosion during turbidite emplacement, hemipelagic intervals, and reservoir effects. For each turbidite associated Statistical Analyses of Great Earthquake Recurrence along the Cascadia Subduction Zonewith an earthquake, the mean event age and the upper-(2 sigma) and lower-(−2 sigma) bounds were determined based on the analysis of several factors including the uncertainty in correlation of turbidite radiocarbon ages and in the correction factors noted previously. Table 1 shows the data compiled by Goldfinger et al. (2012) , which was used in the present analysis. The = − 2 sigma bounds generally are not symmetric about the best estimate of event age.
The Goldfinger et al. (2012) turbidite dataset suggests a recurrence interval of about 530 years for northern events. The recurrence interval for the southern section, which also ruptures in smaller, geographically restricted earthquakes, is about 260 years. Goldfinger et al. (2012) did not recognize earthquakes restricted to the northern section and interpret all events recorded in the north to be full-rupture events, that is, to have ruptured almost all if not the full length of the plate boundary. The recurrence interval for full-rupture events obtained from turbidites is similar to that derived from onshore paleoseismic records of subsidence and tsunami inundation recorded in estuaries and coastal marshes (e.g., Atwater and Hemphill-Haley, 1997; Witter et al., 2003; Kelsey et al., 2005; Nelson et al., 2006 Nelson et al., , 2008 . Goldfinger et al. (2012) compare their records with onshore records of coastal subsidence and CSZ tsunamis and find that both datasets record approximately the same number of events, although correlated events occasionally show a large difference in age up to 100 years in mean land and mean marine ages of marginwide events and over 200 years in mean ages at specific sites (e.g., event T3). They attribute some systematic age differences between onshore and offshore records to marine 14 C reservoir variability, arguing that the likelihood of the alternative explanation, that onshore and offshore datasets are recording entirely different but closely timed earthquake events, is low. In compiling their interpretation of the age and rupture extent of CSZ earthquakes, they considered both the onshore and offshore records. Atwater and Griggs (2012) have disputed the conclusions of Goldfinger et al. (2012) regarding the number of margin-wide ruptures. Addressing a number of assumptions in the Goldfinger et al. (2012) analysis, they conclude that the turbidite data cannot distinguish between margin-wide ruptures and a series of shorter ruptures closely spaced in time. For example, Atwater and Griggs argue that turbidity currents can die within tributary channels, affecting the total number of turbidites preserved upstream and downstream of the confluence, and thus the Adams confluence test does not prove coeval rupture at the heads of different tributaries. Consequently, they state that there remains greater uncertainty in the size of ruptures recorded in Cascadia Channel turbidites that Goldfinger et al. (2012) acknowledge. They also dispute the use by Goldfinger et al. (2012) of geophysical signatures to correlate turbidites. Goldfinger et al. (2012) propose that logs of gamma density and magnetic susceptibility act as seismograms, recording pulses of strong shaking, and that similar geophysical signatures between turbidites provide evidence of event correlation. Atwater and Griggs (2012) argue that details of strong-motion data from the 2004 Andaman and 2011 Tohoku earthquakes show distinct variability in strong-shaking characteristics along strike, rendering questionable correlations made across long distances based on these signatures.
Based on these issues, as well as questions they raise about the methods Goldfinger et al. (2012) use for determining ages based on radiocarbon dates and sedimentation rates, Atwater and Griggs (2012) conclude that the evidence for single, margin-wide events as opposed to shorter serial ruptures is not as strong as Goldfinger et al. (2012) conclude. They do not, however, provide a complete alternative interpretation of turbidite data that can be tested, but only highlight the issues to ensure that the uncertainty is considered in developing seismic-hazard assessments. In the absence of an alternative interpretation, we restrict ourselves using the Goldfinger et al. (2012) chronology of events.
Previous Studies of Clustering
Jurney (2002) first suggested that ruptures along the CSZ exhibited clustering based on a statistical analysis of the interevent times derived from onshore paleoseismic data. Subsequently, Goldfinger et al. (2003) recognized clustering in the turbidite data. Mazzotti and Adams (2004) also recognized CSZ earthquake clustering behavior in the turbidite data of the last 13 events but concluded that a bimodal distribution of 12 interevent times could not be distinguished from a unimodal distribution at the 95% confidence interval. They stated that "on statistical grounds alone, it would require a long time series of reliable ages to prove" a clustering model. Kelsey et al. (2005) also suggested clustering of earthquakes of variable size based on 12 tsunami inundation events recorded in Bradley Lake in southern Oregon (Fig. 1) . Goldfinger et al. (2012) performed several tests to test the clustering model including a simple hierarchical cluster analysis but concluded that these statistical tests could not prove that the pattern is not random.
Earthquake clustering has been observed along other plate boundaries. Sieh et al. (1989) and Grant and Sieh (1994) suggested clustered behavior along the San Andreas fault although Scharer et al. (2011) argued against clustering and states the behavior along the fault is quasi-periodic. Clustering has also been observed in the south Iceland seismic zone (Einarsson et al., 1981) , around the circum-Pacific (Thatcher, 1989) , the Anatolian fault (Ambraseys, 1970) , the Nankai trough (Ando, 1975) often considered a good analog to the CSZ, Mongolia (Chéry et al., 2001) , and the Dead Sea trough (Marco et al., 1996) . In the Dead Sea trough, a 50,000 year paleoseismic record recorded laminated sediments (seismite beds) indicating clustering of earthquakes in 10,000 year intervals separated by periods of quiescence. Sieh et al. (2008) observed earthquake super cycles inferred from sealevel changes recorded in corals of West Sumatra. They suggest that sequences or clusters of great earthquakes have 6 R. Kulkarni, I. Wong, J. Zachariasen, C. Goldfinger, and M. Lawrence occurred about every 200 years for the past 700 years along a 700 km long section of the Sunda megathrust.
A simple model for the cause of temporal earthquake clustering is one of incomplete strain release. Heaton (1990) proposed that rupture occurs as a self-healing slip pulse that propagates so quickly along a fault that the release of all accumulated strain may be incomplete. This phenomenon could lead to multiple clustered ruptures of the fault near the end of an interseismic cycle (Grant and Sieh, 1994) . Mazzotti and Adams (2004) invoke fault interaction through viscoelastic stress transfer as a hypothesis for clustering along the CSZ. In their model, a viscoelastic mantle wedge between the subducting slab and the upper plate allows stress transfer among different faults of the subduction system including segments of the subduction zone, large crustal faults, and neighboring plate boundaries. Goldfinger et al. (2010) suggest that clustering in the CSZ may be due to variations in energy release where some earthquakes release less while the others release more energy than available from plate convergence.
Statistical Analysis of Recurrence Intervals
Although clustering seems apparent in the turbidite record, the question arises as to how significant is the clustering statistically. Given the overall consistency of the onshore and offshore records, the ability to correlate turbidite events using stratigraphy in addition to radiocarbon ages, and the longer period of record provided by the turbidites, we adopted the turbidite record as interpreted by Goldfinger et al. (2012) to provide event ages for the statistical analysis. All events considered by Goldfinger et al. (2012) to represent full-rupture megathrust earthquakes were included with exception of their event T2.
Event T2 is clear in the turbidite record and Goldfinger et al. (2012) consider it to be a full rupture based on its northsouth lateral extent, but it has not been identified at many onshore sites, most notably at Willapa Bay, one of the best documented land paleoseismic sites (Atwater and HemphillHaley, 1997) . Event T2 is the only turbidite event in the past ∼3500 years recorded offshore but not at Willapa Bay. Where possible onshore correlatives to event T2 do exist-at Tofino, Ucluelet, Johns River, Discovery Bay, Netarts Bay, and Ecola Creek-they suggest a smaller event (< M 9), perhaps with minimal subsidence. The lack of onshore evidence for this event and its likely small size suggest that it may constitute one or more smaller events; Goldfinger et al. (2012) conclude that it was a small event that did not pass the threshold for recording or preserving events in many onshore locations. Because of the uncertainty that this event constitutes a single margin-wide event, we excluded it from our initial analysis. The effect of including event T2 was assessed as a part of the sensitivity analysis discussed later in this paper.
The statistical analysis of the Goldfinger et al. (2012) chronology shown in Table 1 was performed in the following steps: (1) test the hypothesis that events follow a Poisson process; (2) if there is evidence for non-Poisson behavior for events, perform cluster analysis to identify potential clusters; (3) evaluate the probability of clustering in the CSZ data; and (4) calculate recurrence intervals for each plausible process at 5%, 50%, and 95% confidence.
For the present analysis, we define clustering as multiple sequences of consecutive events in which each closed sequence contains the same or nearly the same number of events and the time between successive sequences is statistically greater than the intracluster interevent times.
The Poisson hypothesis was tested first because if this hypothesis cannot be rejected (because of weak or inconclusive evidence to the contrary), there would be no need to perform any further investigation of a time-dependent (either clustered or nonclustered) model. If a Poisson hypothesis is rejected, it does mean that the process is time dependent, but that does not necessarily mean that events are clustered. One further needs to test the hypothesis that the events are nonclustered. If there is insufficient evidence to reject the nonclustered hypothesis, a time-dependent probability model (such as lognormal or normal) can be fitted to the data of interevent times. Only if both the Poisson hypothesis and nonclustered hypothesis are rejected, is it appropriate to explore the statistical significance of a clustered model. The burden of proof is on demonstrating the validity of a nonPoisson, clustered model with statistically significant data.
Non-Poisson unimodal probability models for interevent times (such as normal or lognormal) should not be tested before testing for clustering. Even if the total set of interevent times fits a normal distribution, the use of this pooled distribution to estimate the probability of the time to the next event would be incorrect if the high-end values of the distribution (i.e., gaps) occur systematically following each well-defined cluster of events with shorter interevent times. If events are in fact clustered, the time to the next event would strongly depend on whether the system is currently in a cluster or in a gap. The pooled distribution of all interevent times would overestimate the time to the next event if one is currently in a cluster. Conversely, the pooled distribution would underestimate the time to the next event if one is currently in a gap. If the nonclustering hypothesis is not rejected, one could use a model such as one based on normal (Gaussian) or a lognormal distribution that provides a good fit to the observed interevent times.
For the present analysis, we assume that the Goldfinger et al. (2012) catalog of full-rupture events minus event T2 is complete. The following sections describe the statistical methods used, and the results obtained, in each step.
Step 1: Test the Poisson Hypothesis
The standard statistical procedure of hypothesis testing was used to test the Poisson hypothesis (Helsel and Hirsch, 2002) . A brief description of each step and the results obtained by applying the step to the present analysis are presented below.
Statistical Analyses of Great Earthquake Recurrence along the Cascadia Subduction Zone
Define the Null and Alternative Hypotheses. The hypothesis that receives the benefit of the doubt in the absence of contrary data is defined to be the null hypothesis. Conversely, the hypothesis one wants to prove with the data is defined to be the alternative hypothesis. The burden of proof is on the alternative hypothesis.
For the present analysis, the Poisson process is the conventional choice for seismic-hazard analysis. It is also simple to implement. Therefore, it is reasonable to give the benefit of the doubt to a Poisson process unless there is convincing evidence to the contrary. Based on these reasons, the Poisson process was defined to be the null hypothesis and a nonPoisson process was defined to be the alternative hypothesis.
Select an Appropriate Test Statistic. If events are generated with a Poisson process, it follows that interevent times would follow an exponential distribution. For an exponential distribution, the coefficient of variation (COV) is one. Values of COV very different from one would suggest a non-Poisson behavior. For the present analysis, COV was selected as an appropriate test statistic.
Develop Sampling Distribution of Test Statistic under Null
Hypothesis. If the null hypothesis was true and repeated samples of a given sample size were drawn randomly based on the null hypothesis, the test statistic would vary from one sample to the next. The resulting distribution of the test statistic is characterized in this step.
For the present analysis, Monte Carlo simulation was used to generate 1000 sets of 17 interevent times drawn randomly from an exponential distribution, and the COV for each set was calculated. The resulting distribution of the 1000 COV values is shown in Figure 3 . This distribution only depends on the sample size; that is, the number of interevent times in each simulation sample. The sample size was 17 for the present analysis, because the actual data used for the analysis (Table 1) contain 17 interevent times calculated from 18 events. The mean of the 1000 COV values is one, as one would expect for recurrence generated from an exponential distribution. The range of COV is from 0.5 to 2.7 and the 1st and 5th percentile values from the distribution are 0.60 and 0.69, respectively.
Specify an Acceptable Limit on the Probability of False Positive Error. The probability of a false positive error, denoted by α, is the probability of rejecting the null hypothesis when it happens to be true. A common limiting value of α is 5%, and we adopted this value.
Calculate the Test Statistics from the Data. In this step, the COV of the actual data on interevent times is calculated. One challenge we face in completing this step for the present analysis is the uncertainty in the data on interevent times. Uncertainty is present in at least three components in the data: (1) in the estimated turbidite age, (2) about which of the multiple turbidites identified for an event represents the true age of the event, and (3) about the completeness of the catalog of full-rupture events identified by Goldfinger et al. (2012) . For the present analysis, the uncertainty in the first two components was formally analyzed using Monte Carlo simulation, as described below. The uncertainty in the third component is addressed through alternative branches on the logic tree.
The uncertainty in the turbidite age is characterized by the "2 sigma" and "−2 sigma" bounds shown in Table 1 . A simple triangular distribution was assumed for turbidite age because data were only available for the mean age and the bounds. The mode was set equal to the mean age, the upper bound set equal to (mean " 2 sigma") and the lower bound was set equal to (mean − " − 2 sigma"). The age of each turbidite was simulated by random sampling from the triangular distribution.
We address the uncertainty regarding which turbidite truly represents the age of the event in question with bootstrap random sampling. In this method, a randomly selected turbidite from the set of applicable turbidites is assumed to represent the true age of the event. This method assumes that each turbidite has the same chance of representing the socalled true age of a given event.
A Monte Carlo simulation is used to generate 1000 catalogs of earthquakes with each catalog containing 18 events. The date of event T1 is fixed at 250 years for all catalogs because the event is known historically (B.P. 1950; Satake et al., 2003; Atwater et al., 2005) . Based on the minimum sedimentation observed between consecutive turbidites (table 8 in Goldfinger et al., 2012) , the simulated interevent time was constrained to be no less than 100 years. Table 2 illustrates key portions of the data generated for one simulated sample. Consider, for example, event T3, for which eight turbidites are associated in the Goldfinger data. The simulated ages of the eight turbidites range from 731 to 872 years in this sample ( Table 2 ). The value of 826 years is randomly selected in this sample to represent the "true" age of this event. As noted previously, the age of the event T1 is fixed at 250 years. The interevent time between T1 and T3 is, therefore, calculated to be 576 (826 − 250) years. Each simulated sample generates ages of 18 events from which 17 interevent times are calculated. This process is repeated 1000 times to obtain 1000 catalogs of earthquakes with each catalog providing ages of 18 events and the resulting 17 interevent times.
For each simulated catalog, 17 interevent times and a COV for the catalog are calculated. Figure 4 shows the distribution of the COV calculated from the simulated data. The mean COV is 0.5, the range is from 0.3 to 0.69, and the 95th and 99th percentile values are 0.58 and 0.62, respectively. The data-derived COV distribution in Figure 4 can be compared with that for an exponential distribution shown in Figure 3 . Figure 5 shows a direct comparison of the cumulative frequency plots of the two distributions. Almost all of the data-derived COV values are below the smallest COV sampled from an exponential distribution.
Calculate the Significance Probability (p). The significance probability (p) is the probability of getting a COV value at least as extreme as that found in the sample data by chance alone if the null hypothesis was true. Low values of p suggest that the null hypothesis is unlikely to be true and should be rejected in favor of the alternative hypothesis. For the present analysis, p is less than 0.05 for each of the 1000 simulated catalogs of events.
Draw an Appropriate Conclusion. In this step, the significance probability, p is compared to the limiting probability of false positive error, α. The decision rule is specified as follows:
if p < α, reject the null hypothesis in favor of the alternative hypothesis; if p ≥ α, do not reject the null hypothesis. Using this rule, the null hypothesis (of exponential distribution) is rejected for all 1000 simulated catalogs at α of 0.05. Thus, this analysis shows strong evidence for nonexponential distribution of recurrence intervals, or equivalently, for non-Poisson behavior for the generation of events.
Step 2: Perform Cluster Analysis
We emphasize that our analyses of clustering are purely statistical. We are fully aware that bringing in other geologic constraints as suggested by Goldfinger et al. (2012) , and, as discussed previously, would be valuable. Each such sequence defines a cluster and the time between successive clusters defines a gap. If a catalog has multiple clusters and each cluster contains exactly the same number of events, this would provide strong evidence of clustering. On the other hand, if the number of intracluster events is highly variable, this would suggest that the clusters are likely to be spurious; that is, they may occur randomly and hence clustering should not be assumed.
Step 1 shows strong evidence for non-Poisson behavior of the events. Two additional conditions must be met before one can infer clustering. One condition is that the data should exhibit multiple sequences of events each separated by unusually long-time intervals. The second condition is that the clustering behavior observed in a given catalog of events should be distinguishable from spurious clusters that could occur in a catalog in which interevent times are drawn randomly from a continuous distribution such as a Gaussian distribution. We address these conditions in sequence.
First, cluster analysis is performed to assess whether events occur in clusters. The commercial software package JMP, developed by the SAS Institute, is used to perform cluster analysis. The specific method is called hierarchical clustering and is described by JMP (2005). Hierarchical clustering is an exploratory data analysis tool to identify whether data points share similar values and hence can be grouped. The analysis starts with each point as its own cluster. At each step, the clustering process calculates the distance between successive clusters, and combines the two clusters that are closest together. This combining process continues until all points are in one final cluster.
The joining of different data points into clusters is shown in the form of a tree, called a dendogram, with the single data points as leaves, the final single cluster of all points as the trunk, and the intermediate cluster combinations as branches (Fig. 6) . A table of clustering history is generated, which shows the distance bridged as a function of the number of clusters. A scree plot is also produced in which the ordinate is the distance that was bridged to join the clusters at each step. Often there is a change in slope in the scree plot where the distance jumps up suddenly. Such a break helps in determining an appropriate number of clusters that should be assumed for the data.
The single linkage method as described in the JMP (2005) guide is appropriate for evaluating clustering of events in time. It defines the distance between two clusters as the minimum distance (along the time axis for this analysis) between an event in one cluster and an event in the other cluster.
Cluster analysis is performed for each of 20 randomly simulated catalogs with each catalog containing 18 events. A sample size of 20 is generally considered to be adequate for estimating key statistics such as the mean and standard deviation. Two key findings of this analysis are as follows.
Six out of the 20 catalogs contain one or zero closed clusters; 8 catalogs contain two closed clusters; 4 contain three closed clusters; and 2 contain four closed clusters. No catalog contains more than four closed clusters. Thus, a majority (60%) of the catalogs contain two or three closed clusters.
The most recent cluster T1-T5 appears consistently in each of the 20 catalogs. In addition, the preceding cluster T6-T10 appears in 14 of the 20 catalogs. The appearance of the older clusters varies among the catalogs. This is possibly a reflection of the greater reliability of the estimated ages of the more recent events relative to those of the older events or the actual variability in the rupture process. The consistent occurrence of the same recent clusters in the majority of catalogs suggests that the clustering of recent events is stable in spite of the uncertainty in the event ages. Figure 6 shows the results of the cluster analysis for one typical catalog of events. The scree plot shows a sharp jump when the number of clusters is reduced from four to three. This suggests that a large distance is bridged when four clusters are collapsed into three. This is confirmed in the table showing the (normalized) distance between clusters (Fig. 6 ). Based on these results, four clusters are tentatively identified for this catalog, subject to confirmation by the statistical testing described in the next step. The four clusters identified for the catalog in Figure 6 are: cluster 1: events T1-T5; cluster 2: events T6-T10; cluster 3: events T11-T15; and cluster 4: events T16-T18.
These four clusters define the following three gaps: gap 1: between events T6 and T5; gap 2: between events T11 and T10; and gap 3: between events T16 and T15.
In cluster analysis, the decision of where to cut-off the scree plot in order to identify the number of potential clusters is based on judgment. To confirm the validity of the judgments made in the present analysis, we assess whether the clusters identified for each of the 13 CSZ catalogs are in fact separated by intervals (gaps) that are statistically greater than the intracluster interevent times. An appropriate statistical procedure for this assessment is the upper prediction limit (UPL) derived from the distribution of intracluster recurrence intervals.
The UPL is the upper limit of a statistical interval calculated to include one or more observations from the same population with a specified confidence (USEPA, 1989; Gibbons, 1994) . A common choice for the confidence is 95%. If each gap identified for a simulated CSZ catalog is longer than the UPL of the intracluster intervals, this would validate the cutoff points on the scree plots that are used to identify an appropriate number of plausible clusters. If, on the other hand, several gap intervals are shorter than the UPL, this would suggest that the assumed cutoff points of the scree plot are incorrect.
If intracluster recurrence intervals follow a normal distribution, then a parametric UPL is derived based on that distribution. If the assumption of a normal distribution is not appropriate, a nonparametric UPL is used, which is set equal to the maximum of the intracluster recurrence intervals.
For the present analysis, the normality of the intracluster recurrence intervals is checked using the Shapiro-Wilk test (Gilbert, 1987; Gibbons, 1994; JMP, 2005) . For 10 of the 13 statistically significant catalogs, it was reasonable to assume a normal distribution for the intracluster recurrence intervals.
A 95% parametric UPL is calculated using the normal distribution. For the other three catalogs, the nonparametric UPL is used. Each gap interval is compared against the UPL.
To illustrate this procedure, consider the catalog shown previously in Figure 6 . For this catalog, four clusters are identified. Figure 7 shows a histogram and a box plot of the intracluster interevent times for this catalog. The p value for the normality test is 0.17, suggesting that the assumption of a normal distribution was not unreasonable for these data. A parametric 95% UPL using the normal distribution is calculated to be 823 years. The three gap intervals for this simulated catalog are: gap 1, between events T5 and T6 851 years; gap 2, between events T10 and T11 1179 years; and gap 3, between events T15 and T16 998 years.
Each of the three gap intervals exceeds the UPL of 823 years, thus confirming the validity of the judgment to define the four clusters identified in Figure 6 for this catalog based on the cluster analysis.
All but 1 out of 47 gap intervals exceed the corresponding UPL of the intracluster interevent times. This finding validates the decisions made regarding where the scree plot should be cut-off in order to identify an appropriate number of clusters for each of the 20 simulated CSZ catalog. However, this finding does not necessarily mean that the clusters thus identified are distinguishable from spurious clusters that could occur by chance alone. That evaluation is made in the next step.
Step 3: Evaluate Probability of Clustering Behavior in CSZ Data
The cluster analysis helps to identify plausible clusters in each simulated catalog. It is possible, however, that spurious clusters could appear by chance alone, even in catalogs of interevent times drawn randomly from a continuous distribution such as a Gaussian distribution. The objective of this step is to evaluate whether the clustering pattern observed in each CSZ catalog in step 2 is statistically significant (i.e., nonspurious). The probability of clustering behavior in a CSZ catalog is then evaluated using the proportion of all simulated CSZ catalogs for which clustering was statistically confirmed.
A catalog drawn from the CSZ data is considered to show a statistically significant clustering only if both of the following criteria are met: (1) the catalog contains at least two closed clusters identified through the cluster analysis in step 1. As discussed below, fewer than two closed clusters can occur frequently by chance alone in catalogs of 17 randomly drawn interevent times and hence would not support the clustering hypothesis; and (2) for those catalogs containing at least two closed clusters, the standard deviation of the number of intracluster events is less than a threshold value, which is derived as described below.
The threshold value of the standard deviation is selected from the lower end of the distribution of the standard deviations in catalogs of randomly drawn interevent times. The Figure 6 . Results of cluster analysis of one simulated CSZ catalog of events. This is a screen shot of the JMP software output. It includes a dendrogram, scree plot, and clustering history. A dendrogram is a tree diagram that lists each event and shows which cluster contains the event. The dendogram shown in this figure identifies four clusters and the events in each cluster are identified with a common symbol. A scree plot is a plot of the number of clusters in reverse order (from the maximum to the minimum) on the x axis and the (statistical) distance that was bridged in that step on the y axis. A break in the scree plot where there is a change in slope helps to determine the number of clusters in the given data. The scree plot shown in this figure suggests a break when the number of clusters is 4. The clustering history shows the details of each clustering step (the number of clusters, the minimum statistical distance bridged, and the pair of events with the minimum statistical distance).
selection of the threshold standard deviation is made such that the probability of meeting both criteria in catalogs of randomly drawn interevent times would be less than a specified statistical significance level, p. A common choice for the significance level in a statistical test is 0.05 (Benjamin and Cornell, 1970) . This significance level is the probability that the clustering behavior observed in a CSZ catalog could have occurred by chance alone in catalogs of randomly drawn interevent times. Only if the probability of getting the clustering behavior observed in a given CSZ catalog by chance alone is less than 0.05, the catalog is assumed to show statistically significant clustering. Otherwise, the evidence for clustering is considered to be not strong enough and, by default, the catalog is assumed to follow a nonclustering behavior.
To estimate the threshold standard deviation for this evaluation, we simulate 40 catalogs with randomly drawn interevent times from a Gaussian distribution with a mean recurrence interval of 563 years and standard deviation of 252 years. These statistics of the recurrence interval are calculated using the best estimates of the event ages in the Goldfinger et al. (2012) data.
The same cluster analysis that is used for the CSZ catalogs is performed on the random Gaussian catalogs. Any clustering pattern identified in these 40 catalogs is considered to be spurious because the events are drawn randomly from a Gaussian distribution. Out of 40 catalogs, 26 have zero or one closed clusters, nine have two closed clusters, three have three closed clusters, one has four closed clusters, and one has five closed clusters. As is stated above, the probability of getting a spurious clustering pattern with one or zero closed clusters is high (26=40 0:65). This is the basis of the first criterion that requires at least two closed clusters in a catalog before it could be considered as a candidate for clustering. The probability of meeting this criterion for the Gaussian catalogs is (14=40 0:35). This probability, commonly referred to as the probability of a false positive error, is still well above the required statistical significance level of 0.05 and hence a second criterion of a minimum standard deviation is necessary. To achieve an overall significance level of 0.05, the probability of meeting the second criterion in random Gaussian catalogs needs to be (0:05=0:35 0:143). Thus, we need a standard deviation threshold such that the probability of getting a lower value in random Gaussian catalogs with at least two closed clusters is 0.143.
To derive this threshold standard deviation, we analyze the distribution of the number of intracluster events in each of the 14 Gaussian catalog that met the first criterion (i.e., has at least two closed clusters). The standard deviation of the number of intracluster events identified in each catalog is calculated. Note that the oldest and most recent clusters in a catalog are open clusters. That is because we do not know when the oldest cluster began and when the most recent cluster would end. For these open clusters, we only know the lower bound on the number of events. For such censored data, the standard equation for calculating the standard deviation of a dataset cannot be applied.
To calculate the standard deviation, we use the KaplanMeier (KM) method of survival analysis that is designed to Figure 7 . Calculation of upper prediction limit (UPL) for one simulated CSZ catalog of events. This is a screen shot of the JMP software output. The left side of the figure at the top shows a histogram and the fitted normal distribution. The right side of the figure shows a box plot, which displays the data distribution. The two edges of the box are 25th and 75th percentiles of the data, the line in the middle of the box is the median (50th percentile), and the lines outside the box extend to the maximum and minimum data values. The diamond in the box shows the 95% confidence limits on the median. The summary statistics including the quantiles are shown next. Below the summary statistics are the parameters of the fitted normal distribution. The results of the goodness-of-fit test (specifically, the Shapiro-Wilk test) for checking normality distribution are shown next. The "Prob < W" column shows the significance level of the normality test. If the significance level is less than 0.05, the normality assumption is rejected; otherwise, the data may be assumed to be normally distributed. This figure shows a significance level of 0.1688, suggesting that the assumption of a normal distribution is reasonable for this dataset. The last part of the figure shows the calculation of the 95% UPL assuming a normal distribution. The calculated 95% UPL for this dataset is shown to be 822.8798.
handle such right-censored data. The procedure described in Helsel (2005) is followed to estimate the standard deviation when the KM method is used. If the highest count of intracluster events in a catalog is in an open cluster and this count is specified as a left-censored value (i.e., as a lower bound), this results in assuming infinity as the upper bound on the count of intracluster events. This, in turn, generates biased estimates of parametric statistics such as the mean and standard deviation. To avoid this bias, if the maximum count of intracluster events is greater than the count of events in all closed clusters, the maximum count in the open cluster is redefined to be a noncensored value.
The estimated standard deviation of the number of intracluster events for the 14 Gaussian catalogs ranges from 1.9 to 7 with an average of 4.3. The estimated 0.143 quartile of the set of standard deviations is 2.96. If we apply the same two criteria of statistical significance to the 40 random Gaussian catalogs, only two out of the 40 catalogs would meet both criteria. That is, only two random Gaussian catalogs have at least two closed clusters and have a standard deviation of less than 2.96. For this set of 40 random Gaussian catalogs, the probability of incorrectly declaring a catalog to have a statistically significant clustering behavior would be 2=40 0:05, which confirms that the statistical significance level of 0.05 is achieved.
Next, the standard deviation of the number of intracluster events is calculated for each of the 14 CSZ catalogs containing at least two closed clusters. The same KM procedure that is used for the random Gaussian catalogs is used to analyze censored data in the CSZ catalogs. The estimated standard deviation of the number of intracluster events for the 14 CSZ catalogs ranges from 0 to 3.5 with an average of 1.8. The average standard deviation of the number of intracluster events for the CSZ catalogs is substantially less than that for the random Gaussian catalogs (1.8 versus 4.3). Applying the standard deviation threshold of 2.96, only 1 of the 14 qualifying CSZ catalogs has a higher standard deviation. Therefore, clustering cannot be assumed for this one catalog. However, the default hypothesis of no clustering is rejected for the other 13 catalogs (out of a total of 20 catalogs). Hence 13 of the 20 catalogs are statistically distinguishable from spurious clusters that could occur by chance alone. The number of clusters for the different simulated catalogs is not fixed a priori; it varies based on the results of the cluster analysis of each simulated catalog. The proportion of CSZ catalogs with statistically significant clustering behavior is then estimated as 13=20 0:65. This is taken as the probability that the CSZ data exhibit clustering.
Step 4: Calculate Recurrence Intervals for the Plausible Recurrence Processes
The analysis in the previous steps shows strong evidence for time-dependent earthquake recurrence. However, a timeindependent process (with a Poisson distribution of recurrence intervals) may also be considered, recognizing that the Goldfinger et al. (2012) data might be incomplete. Equivalent recurrence intervals are calculated for all alternative processes at 5%, 50%, and 95% confidence. An equivalent recurrence interval for an alternative process is defined as the interval that, when used in a Poisson model, would reproduce the probability of an event in the next 100 years calculated for that process. A summary of results for all processes is presented in Table 3 for the base case (18 events without event T2) and a sensitivity analysis case (19 events with event T2). The details of the calculation for each process are provided below.
Calculation of Mean Recurrence Intervals for a Poisson
Process. A Poisson process is characterized in terms of the mean recurrence interval. The mean recurrence interval is calculated for each of the 20 CSZ catalogs. The overall mean recurrence interval for the base case averaged over the 20 catalogs is 559 years (Table 3) . For a Poisson process (which means recurrence intervals are exponentially distributed), the standard deviation of recurrence interval is equal to the mean value. The estimate of the mean recurrence interval, which is based on a sample of 17 data points in the CSZ catalog, is subject to statistical uncertainty. The standard deviation of the mean recurrence interval is approximately estimated as the standard deviation of the recurrence interval divided by the square root of the sample size n. The estimated standard deviation of the mean recurrence is, therefore, 559= p 17 135:7 years. The mean recurrence is assumed to follow a normal distribution with a mean of 559 years and a standard deviation of 135.7 years (Table 3) . Using these statistics, the 5th, 50th, and 95th percentiles of the mean recurrence interval are calculated.
Calculation of Equivalent Recurrence Intervals for Clustered
Process. Recurrence intervals for this process depend on the following factors: (1) time elapsed since the last fullrupture event in the study area; (2) time window during which the probability of an event is of interest; and (3) current system state (whether the system is within a cluster or in a gap). For the present analysis, the last full-rupture event is in January 1700, about 310 years ago. We adopt a time window of 100 years. A probabilistic evaluation of the current system state is made for each simulated catalog as described below.
As noted previously, the current open cluster T1-T5 of four events appears consistently in all of the CSZ catalogs. The probability that this cluster would continue for at least one more event is estimated as the conditional probability that the current cluster would contain at least five events given that it contains at least four events. Because of the censored data from open clusters, the KM method is again used to estimate the probability of exceeding a specified number of events.
For this estimation, we use the closed and open clusters from the 13 CSZ catalogs that were assessed to exhibit statistically significant clustering. These 13 catalogs contained a total of 60 clusters out of which 34 were closed and 26 were open. The results of the KM analysis showed that the probability of getting at least four events in a cluster is 0.70 and the probability of getting at least five events in a cluster is 0.573. Then, the probability that the current cluster will continue for at least one more event is calculated as 0:573=0:70 0:82. The probability that the current cluster closed at four events (i.e., the system is currently in a gap) is then 1 − 0:82 0:18.
If the system were currently within a cluster, the probability of having an event within the next 100 years is equal to the probability that the intracluster recurrence interval is less than 410 years (the time elapsed since the last event of 310 years plus the assumed time window of 100 years). This probability is calculated from the empirical distribution of intracluster recurrence intervals for the given catalog. Continuing with the example of the catalog shown previously in Figure 6 , there are 14 intracluster recurrence intervals and four of them are less than 410 years. Thus, the probability of having an event in the next 410 years is calculated to be 4=14 0:29 similar to what Goldfinger et al. (2012) estimated for the northern CSZ. An equivalent Poisson recurrence interval is then calculated that would reproduce this probability of 0.29 of another event in the next 100 years if a Poisson model were used. This equivalent recurrence interval is 100=0:29 350 years. Equivalent recurrence intervals are calculated in this manner for all 13 simulated catalogs with statistically confirmed clustering ( Table 3) . The resulting 13 equivalent recurrence intervals are used to empirically estimate the 5th, 50th, and 95th percentiles. As shown in Table 3 , the 50th percentile of the equivalent recurrence interval is 260 years. The probability of an event in the next 100 years, therefore, is estimated to be 100=260 0:38.
If the system were currently in a gap, the simulated data show that the gap interval is substantially higher than 410 years for all of the 47 gaps that are identified. Consequently, the probability of another event would be practically zero and the equivalent recurrence interval would be very large. To obtain a conservative estimate of the recurrence interval, we assume that the distribution of the recurrence interval derived for the Gaussian distribution would be shifted to the right such that the 95th percentile of the recurrence interval from the Gaussian distribution is assumed to be the 5th percentile of the recurrence interval when the system is in a gap. The 50th and 95th percentiles of recurrence are than calculated by scaling up the 5th percentile using the ratios of the other Gaussian percentiles to the 5th percentile ( used to calculate the probability that the recurrence interval would be less than 410 years. The 17 interevent times in each catalog fit a Gaussian distribution well. Because a timedependent process is assumed, the probability that an event would occur in the next 100 years is calculated as the conditional probability that an event would occur in the next 100 years, given that 310 years have elapsed since the last earthquake. This conditional probability is calculated for each CSZ catalog. The average conditional probability over all 20 catalogs is 0.135. The corresponding equivalent mean recurrence interval is then calculated as 100=0:135 741 years. The average standard deviation of recurrence intervals over the 20 catalogs is 287 years. For a Gaussian distribution, the sample mean value also follows a Gaussian distribution with a mean equal to the sample mean and standard deviation equal to the standard deviation divided by the square root of the sample size. For the present analysis, the standard deviation of the mean recurrence is calculated as 287= p 17 70 years. Using a mean of 741 years and a standard deviation of 70 years, the 5th and 95th percentiles of the mean recurrence were then calculated (Table 3) . Using the mean recurrence of 740 years, the probability of an event in the next 100 years for this branch of the logic tree is estimated to be 100=741 0:14.
Calculation of Overall Probability of an Event in Next 100
Years. In step 3, the probability of clustering is estimated to be 0.65. In step 4, four important probabilities were estimated. First, the probability that the current cluster will continue for at least one more event given clustering is estimated to be 0.82. Second, the probability of an event in the next 100 years given clustering and given that the current cluster will continue is estimated to be 0.38. Third, the probability of an event in the next 100 years given clustering and given that the system is currently in a gap is assessed to be practically zero. Fourth, given no clustering, the probability of an event in next 100 years is estimated to be 0.14. Now all these probabilities can be combined to estimate the overall probability of an event in next 100 years. The inputs needed for this calculation are as follows: Pclustering 0:65, Pcurrent cluster will continue given clustering 0:82, Pan event in next 100 years given clustering and current cluster will continue 0:38, Pan event in next 100 years given clustering and system is currently in a gap ∼ 0, Pno clustering 1 − 0:65 0:35, and Pan event in next 100 years given noclustering 0:135. The probability of a full-rupture event in next 100 years is then calculated as 0:65 × 0:82 × 0:38 0:35× 0:135 0:25 (Table 4) . Probabilities for 30 and 50 years are also shown in Table 4 .
Sensitivity Analysis to Uncertainty in Turbidite Ages
Two sensitivity analysis scenarios were evaluated. The first examined the effect of including the event T2, whereas the second examined the effect of the uncertainty in the turbidite ages. The results of the two scenarios are discussed below.
Effect of Including Event T2
As noted previously, the event T2 is excluded from the base case because of lack of onshore evidence for this event and its likely small size. However, Goldfinger et al. (2012) consider event T2 to be a full-rupture event. In this sensitivity analysis, we examined the effect of including T2. Using the same analysis steps as those described previously, we found that the probability that the earthquake recurrence process is clustered is 0.60. This is similar to the 0.65 probability for the base case. Thus, the effect of including T2 on the probability of clustering behavior is minimal. This is not a surprising result given the fact that T2 fits well within the current cluster of T1-T5 and has little effect on the hypothesized gaps in the historic record. Had T2 occurred in a hypothesized gap (e.g., between T5 and T6), this could have significantly reduced the probability of clustering. However, the inclusion of T2 does have a significant effect on the probability the current cluster would continue for at least one more event.
With event T2 included, the number of events in the current cluster becomes five (rather than four for the base case). Many of the hypothesized clusters that have at least four events contain a fifth event, but few clusters have a sixth event. As a result, the probability of another event in the current cluster becomes very small (less than 0.01) for this sensitivity analysis. For the base case (without event T2), the number of events in the current cluster is four and the estimated probability of getting another event in the current cluster is 0.82. Thus, if T2 is truly a legitimate full-rupture event, the current cluster is most likely closed at T1 (i.e., the system is currently in a gap) and the probability of another event in the next 100 years would be small (less than 0.05). Without event T2, this probability is 0.25 (Table 4) .
Effect of Uncertainty in Turbidite Ages
A conservative uncertainty in the turbidite ages is expressed in terms of the (2 sigma) and (−2 sigma) bounds shown in Table 1 . A narrower range is justified based on a Bayesian combination of multiple ages (Goldfinger et al., 2012) . For this sensitivity analysis, the effect of increasing the standard deviation of each turbidite age by a factor of two is evaluated. The results for this sensitivity analysis case are derived using the same methods of analysis as described previously (Table 3) . The main impact of doubling the standard deviation of turbidite ages is on the probability of clustering in the CSZ data, which reduced from 0.65 for the base case to 0.35 for the sensitivity analysis case (Table 3 ). This result shows that, as the uncertainty in the turbidite ages increases, the clustering inferred for the CSZ data becomes less distinguishable from spurious clusters that could occur by chance alone. A relatively minor impact of the sensitivity analysis is on the probability of continuing in a cluster, which increases from 0.82 to 0.90. Correspondingly, the probability that the system is currently in a gap decreases from 0.18 to 0.10.
Conclusions
The data developed by Goldfinger et al. (2012) on CSZ full-rupture earthquakes were used to statistically assess the relative credibility of alternative earthquake recurrence processes and to estimate recurrence intervals under the alternative processes. We recognize that the total reliance on the interpretations of Goldfinger et al. (2012) begs the question, would we reach the same conclusions if the turbidite data were interpreted differently by another set of eyes? Although the Goldfinger et al. (2012) study has undergone extensive review, that question cannot be answered until future interpretations become available.
The statistical analysis of the data is performed in four steps. In the first step, we test the hypothesis of a Poisson process using the standard procedure of statistical hypothesis testing. The results of this step show strong evidence for a non-Poisson process.
In the second step, we perform a cluster analysis to identify plausible clusters in the CSZ data. We used the Monte Carlo simulation to generate 20 simulated catalogs, each of 18 events. The simulation is the best estimate of event turbidite age and the "2 sigma" and "−2 sigma" bounds around that age as reported by Goldfinger et al. (2012) . For each simulated catalog, cluster analysis is performed to identify plausible clusters of events.
In the third step, the statistical significance of the plausible clusters identified in step 2 is evaluated to distinguish them from spurious clusters that could occur by chance alone. The results of this analysis demonstrate that 13 out of the 20 simulated catalogs show statistically significant clustering that could be distinguished from spurious clusters. Based on these results, we estimate the probability of clustering in the CSZ data to be 0.65.
In the fourth step, we calculate the probability of an event in the next 100 years for each alternative process. For the clustering process, the probability that the system would continue to be in a cluster for at least one more event is estimated to be 0.82. We then calculate equivalent recurrence intervals that would reproduce the calculated probabilities if used in a Poisson process.
The sensitivity of the results to including event T2, the status for which as a full-rupture event is in doubt, and doubling the standard deviation of turbidite ages were each evaluated. The inclusion of event T2 does not change the probability of clustering, but does significantly reduce the probability that the current cluster would extend to one more event. Consequently, the overall probability of an event in the next 100 years reduces from 0.25 to 0.05. If T2 is a fullrupture event, it is much more likely that the system is currently in a gap following the last event. Doubling the standard deviation of turbidite ages decreases the probability of clustering in the CSZ data from 0.65 to 0.35. This result shows that, as the uncertainty in the turbidite ages increases, the clustering inferred for the CSZ data becomes less distinguishable from spurious clusters that could occur by chance alone.
Data and Resources
The CSZ turbidite data are from Goldfinger et al. (2012 
