Sustainability scholars frame urbanization as a multidimensional concept with divergent environmental impacts. Through synthesizing recent quantitative studies of urbanization in criminology, we evaluated this multidimensional framework in a longitudinal, cross-national analysis of homicide rates for 217 countries between 2000 and 2015. For the analysis, we also highlighted the issue of missing data, a common concern for cross-national scholars in a variety of disciplines. While controlling for other relevant factors, we compared results from panel models that use the common technique of listwise deletion (n = 113) and from structural equation models (SEM) that handle missing values with full information maximum likelihood (n = 216). While the estimates for the control variables are non-significant in the SEM approach, the findings for the urbanization variables were robust and multidimensional. In particular, while the proportion of the population that is urban is positively related to homicide, the proportion of the population living in large cities of at least one million inhabitants is significantly and negatively related to homicide in all models. Given our focus on urbanization, we outline our contribution not only in the context of criminology but also the cross-national sustainability literature, which often uses similar variables with missing values.
Introduction
Many quantitative, cross-national studies that examine the relationship between development and crime focus on homicide rates, since they are seen as a reliable measure that can gauge a country's general criminal violence rate [1] . The present study used country-level data from the World Development Indicators, and for one variable, the Standardized World Income Inequality Database, to analyze the structural predictors of homicide, with a focus on urbanization. While we controlled for several relevant factors, we focused on the association between homicide rates and urbanization for two reasons: first, because it provides us with an opportunity to revisit this relationship which has been at the center of the crime-development literature; and second, because the process of urbanization is central to understanding the dynamics of development and sustainability.
Rather than measure urbanization as a single variable, we drew on sustainability scholarship that treats urbanization as a multidimensional concept with countervailing and non-monotonic consequences [2, 3] . By synthesizing recent local-level and cross-national criminological research [4] [5] [6] [7] , we evaluated this multidimensional framework in a cross-national study of homicide rates. Regardless of the way missing values were handled, the results from our analysis highlighted urbanization variables, not other factors, such as age structure or economic productivity, as robust predictors of homicide rates. Furthermore, following the approach in sustainability scholarship, we found evidence that urbanization is multidimensional with countervailing criminological consequences. Given our focus on urbanization and that cross-national sustainability scholars use similar data sets [3] , we framed our study as part of an emerging literature drawing connections between crime and sustainability [4, 8] .
While we used country-level data to analyze homicide rates, we acknowledge that the cross-national homicide literature as a whole suffers from data limitations, especially in terms of sample size [9] . Maximizing sample size is a pressing issue, as the variables in cross-national data sets, especially longitudinal ones, have incomplete coverage with missing values. Indeed, the issue of missing values has an impact on cross-national research in a variety of disciplines using similar data sets. For instance, in our study of homicide rates, we drew from the sustainability literature to evaluate the use of urbanization variables in cross-national studies by criminologists. When handling missing data, the analytical techniques used in cross-national studies commonly rely on listwise deletion. With listwise deletion as the default in many longitudinal models, the analysis only includes waves for which there is complete coverage for all of the variables in the model, thereby limiting the total potential amount of information used for estimation.
To contend with missing data, we compared results from models using two different techniques: first, with listwise deletion as the default, we utilized Prais-Winsten regression models with panel corrected standard errors and an autoregressive (AR) (1) serial correlation; second, as an alternative to listwise deletion, we relied on full information maximum likelihood (FIML) as an option in linear, dynamic-panel data estimation, using maximum likelihood and structural equation modeling [10] [11] [12] .
As an alternative to listwise deletion, FIML uses all the available information for estimation and does not drop observations with missing values.
Literature Review
As a predictor of homicide rates, we centered our analysis on urbanization, while controlling for other concepts that are theoretically related to homicide rates in the criminological literature, including age structure, economic productivity, labor conditions, educational attainment, and inequality [6, 9, [13] [14] [15] [16] [17] [18] [19] [20] . We note that many of the variables presumed to influence homicide rates cross-nationally are also the same variables tested in cross-national studies by sustainability scholars, especially urbanization. Indeed, measures of urbanization have long been used as predictors of a wide variety of criminological and environmental outcomes [6, 21] . In the literature review, we highlight recent research in criminology, which when synthesized presents urbanization as a multidimensional concept, a framework we derive from the sustainability literature.
The Multiple Dimensions of Urbanization
Social scientists have long noted that the commonly used basic measure of urbanization only establishes a lower threshold for identifying what is rural and urban and does not capture variation at the higher end of the urbanization continuum [22, 23] . In other words, the basic measure of urbanization quantifies the overall proportion of the population living in cities (as opposed to rural areas), which establishes a general level of urbanization for that population. This measure is best used to highlight how a country's population is split between rural and urban areas; indeed, the notion of a rural-urban divide has long been a useful conceptual framework with a wide variety of cultural, practical, and theoretical implications [24] . However, this measure does not capture the degree of urban growth in terms of average city sizes adequately. Given the low threshold for the basic urban measure, two places with equal levels of urbanization can still exhibit very different degrees of urbanity. For instance, we observe that, in 2015, Greenland's population was about 86% urban, and in the United States that figure was roughly 82%. Nevertheless, in that year, the biggest city in Greenland had a population size less than 20,000. Thus, a singular measure based on the overall urban proportion does not sufficiently represent the scale of city life in the country.
Environmental social scientists have addressed these different dimensions, while noting that local-level and cross-national research had presented an apparent contradiction in the results for urbanization: local-level scholars were finding that higher population density was associated with reduced environmental impacts; cross-national research was finding a positive association between urbanization and environmental impacts [2] . Indeed, looking at the quantitative research, the environmental consequences of these different dimensions of urbanization are not identical; they are unevenly associated with environmental change. As seen in the cross-national literature [25] , much research has found a positive association between the general level of urbanization of a country and its per capita fossil fuel use. That is, compared to rural areas, urban areas have more productive and consumptive activities transpiring over a longer period of the day, which results in an increased use of fossil fuels. Meanwhile, much local-level research finds that high population densities can be negatively associated with per-capita fossil fuel use [26] . That finding supports the argument that greater density is associated with the more efficient deployment of a variety of technologies and infrastructure projects, including walkability, public transit, and residential high rises, that reduce fossil fuel use.
Meanwhile, in their analysis of county-level fossil fuel consumption in the United States, Elliott and Clement [2] clarify that these results are not contradictory; rather, these different levels of analysis are simply using different operational measures that represent separate dimensions of urbanization: one measure that captures the overall population split between rural and urban areas and another measure that captures average city size. In this way, environmental social scientists have framed urbanization as a multidimensional concept with divergent environmental impacts.
Urbanization versus City Size in Criminology
We evaluate this multidimensional framework of urbanization in the context of crime rates, with a specific focus on homicide rates. This is warranted because quantitative studies testing the relationship between urbanization and homicide show mixed results: several studies show a negative relationship between the proportion of the population residing in urban areas and homicide, contrary to criminological expectations discussed below, while others show a positive relationship [6, 9] . Given the lengthy history of social science research on the relationship between urbanization and crime, herein we review, briefly, two competing frameworks on the topic: The first summarizes the traditional argument, still supported in cross-national research [6] , that modern city life is criminogenic; the second draws on recent, local-level research on the non-monotonic results of urban scaling [4] [5] [6] [7] . When taken together, these studies reaffirm that urbanization should be treated as a multidimensional concept, which in a cross-national study would involve capturing not only the overall urban proportion in the country but also an operational way to measure the presence of big cities in a country.
For the first framework, we note that there is a vast literature describing the criminogenic features of modern urban life [6, 13] . Urbanization has been consistently hypothesized to increase crime rates, and homicide rates in particular. As discussed by Chamlin and Cochran [13] , social control, structuralist, and subcultural theories contend that increases in population size are associated with increases in crime. Respectively, urbanization and population growth can weaken informal social control, can increase the likelihood that individuals come into contact with criminal individuals, and increase the expansion of deviant subcultures [13] . Criminologists have also applied theories of development to crime. Modernization theorists predicted that economic growth and rapid urban growth associated with 'modernization' (countries transitioning from rural economies to urban and capitalist economies) would lead to increases in crime because of limited economic opportunities, social dislocation, anomie, and low levels of informal social control [27, 28] . In contrast, dependency theory posited that inequality and political repression would lead to more poor and marginalized people forced to internally migrate to cities to be criminalized in justice systems that are artifacts of colonial rule, thus raising official crime rates [29] .
The second framework we reviewed draws from recent, local-level criminological work looking at urban-scale advantages [4, 5, 7] , which is part of a broader quantitative literature that estimates the scaling relationships between city size and a variety of human behavioral and social science variables. Conceptually, the urban scaling literature provides insight into the agglomeration effects of urban growth, asking whether there are economies of scale in city size. Analytically, this research estimates the percentage change in a particular outcome variable for every one percent increase in the population size of a city. For the estimation, the scaling literature computes the natural logarithm of both the predictor variable and outcome variable, yielding a scaling exponent for the slope estimate. A scaling exponent greater than 1 represents a superlinear relationship; an exponent less than 1 indicates a sublinear relationship; and a linear relationship is when the exponent is equal to 1. Moreover, given that both variables have been logged, the convention is to interpret the slope estimate as roughly equivalent to percent change in the dependent variable for every one percent change in the predictor.
The results from these studies show that some outcomes change at the same pace as changes in city size, while others grow at either slower or faster rates than the pace of city growth. Indeed, the topic of urban advantage and economies of scale is a central theme in the sustainability literature [2, 3] , where scholars and policymakers are concerned about improving the efficiency of resource use in urban areas. Meanwhile, in robust longitudinal studies, criminologists have recently applied urban scaling analysis to evaluate the potential for agglomeration effects in terms of homicide. For instance, using bivariate and multivariate longitudinal models in a study of US cities between 1999-2014, Chang et al. [4] found that the rates of both violent and property crimes were lower in bigger than in smaller cities. This result was also seen in a study of Indian cities [7] , suggesting that there is an urban scale advantage in terms of violent crimes. Based on this second framework, we consider city size as a dimension of urbanization separate from the commonly used metric to identify the overall rural/urban divide.
Summary and Synthesis
As described above, studies on the relationship between crime and city size are conducted at the local-level; however, the present study takes a cross-national approach to evaluate the multidimensional framework of urbanization. Drawing from this literature review, our analysis examines two concepts that we measure at the country-level: a basic measure of urbanization to represent the overall rural-urban divide in a country and a separate measure that captures the proportion of the country's population living in large cities. While the analysis in our study focuses on homicide rates, we reiterate that quantitative sociologists in other areas use the same cross-national data sets in their analyses [3] . On that note, given the growing interest in the link between crime and sustainable development [4, 8] , we emphasize the relevance of our study for cross-national sustainability scholarship [3, [30] [31] [32] [33] . Like cross-national homicide studies, much of the quantitative environmental scholarship, with few exceptions [34, 35] , also handles missing values by way of listwise deletion, which we discuss in greater detail below. On that note, we now describe the data and analytic techniques used in our study.
Data and Analysis
Data used for this study came mostly from the World Bank's [36] online World Development Indicators, covering the years 2000-2015 for 217 countries (see Appendix A for list of countries). We also drew from the Standardized World Income Inequality Database [37] to access a measure of inequality (see below).
The World Development Indicators are regularly used by quantitative scholars studying the many dimensions of development [3, 11, 20, [30] [31] [32] [33] 38, 39] . Nevertheless, in the World Bank data, there are many countries that do not have complete longitudinal coverage for the variables being incorporated into the analysis. Therefore, given the panel estimation techniques commonly used in these studies (e.g., Prais-Winsten), if the longitudinal coverage is incomplete for a particular country (i.e., if a country has a single missing value for one variable in one time period), the wave with incomplete data for that country is entirely dropped from the model. As a result, with these particular panel techniques, some countries have more time periods of data than other countries, resulting in what are called unbalanced panels [33] . In this sense, the default for handling missing data in these commonly used longitudinal models is listwise deletion, which can result in a reduction in the overall sample size and the amount of information used for estimation. In our study, we report results from Prais-Winsten models using the default of listwise deletion.
Some quantitative scholars [25, 33, 38] ran longitudinal models after having selected a stratified sample of countries using different criteria (e.g., countries with populations greater than 500,000 or one million; high income countries; least developed countries; Organization for Economic Co-Operation and Development (OECD) Countries; former Soviet republics, etc.). Nevertheless, as seen in Appendix B, many countries meeting these selection criteria, including OECD countries and countries with more than one million people, still have missing values, and with listwise deletion, get dropped from the panel models.
While some social scientists have utilized advanced imputation procedures (e.g., multiple imputation) to handle missing values [34, 35] , these approaches require the researcher to make numerous decisions affected by uncertainty [40] . As such, statisticians have cautioned against their use [40, 41] , now preferring instead readily available, user-friendly techniques using maximum likelihood for handling missing values in longitudinal data analysis. For instance, we considered the recent statistical work on linear, dynamic panel-data estimation using maximum likelihood and structural equation modeling [10] [11] [12] .
For linear, dynamic panel-data estimation using maximum likelihood and SEM, Allison et al. [10] provide commands for use in a variety of statistical software packages. For our analysis, we utilized the command xtdpdml in Stata, the syntax of which is in Appendix C, which also provides the syntax for Prais-Winsten regression models with panel corrected standard errors and an AR (1) serial correlation, using the Stata command xtpcse.
Using structural equation modeling (SEM) for longitudinal data analysis allows the option to handle missing values with full information maximum likelihood (FIML). Here we provide a conceptual summary of this technique. With listwise deletion, if a case has a missing value in one time period for one variable but not another variable, that wave of information is still dropped from the longitudinal model. Moreover, with FIML, missing values are not imputed, as they are in mean imputation, linear imputation, or multiple imputation; instead, with FIML, the missing values are mathematically integrated out of the likelihood function; for a detailed review of the mathematics of this technique, see [10] [11] [12] . Thus, for the time period with partially complete coverage, the available information for that case is used to estimate the slope of the variable in the model. FIML has long been a common technique used to handle missing values in SEM [41, 42] , and criminologists have begun using this statistical tool to study the longitudinal variation in homicide rates across cities in the United States [43] . Compared to multiple imputation, the FIML option greatly simplifies the process of handling missing values in longitudinal models [40] .
While we emphasize the benefits of full information maximum likelihood, we also acknowledge some of its limitations, particularly with respect to problems of computational speed and convergence [12] . Common data issues, such as high collinearity over time and severely unbalanced panel data, can slow down processing speed and prevent convergence. Indeed, linear dynamic panel-data estimation using maximum likelihood and structural equation modeling is a computationally intensive command and is sensitive to model specification and variable selection. Nevertheless, it has many options, and there are a number of other techniques available in various software packages to address these issues [12] .
Variables
Table 1 displays all the variables used in our study, including their coverage and univariate summary statistics. Rather than the use of latent factors, as seen in some studies [9] , the variables described below are direct measures of the primary concept of interest. The dependent variable is homicide rate, represented as the number of intentional homicides per 100,000 people for each country, derived by the World Bank from the United Nations Office on Drugs and Crime International Homicide Statistics Database. Including the lagged dependent variable, there are seven other predictor variables included in the analysis, the selection of which is based on commonly used measures in the cross-national literature. (Solt 2016) . Before including in panel models, the values for homicide rate and GDP were logged. Since there are some countries that have "0" homicides (not as missing values), a constant of "1" was added before taking the natural logarithm.
Urbanization variables included proportion urban (percentage of total population from the UN Population Division) and proportion living in large cities, defined as the proportion of the population in urban agglomerations of more than one million. Given that the proportion urban variable came from the commonly used UN data set, we recognize that each country tends to have a low threshold for what they define as urban (see United Nations 2005). As such, we also included the second variable proportion living in large cities, which helped to capture variation on the higher end of the urbanization spectrum.
Control variables included proportion male 15-24, proportion unemployed, Gross Domestic Product (GDP), Gini (post-tax disposable income), and tertiary (higher education) school enrollment. Proportion male 15-24 was calculated by adding together two variables: population ages 15-19, male (percentage of population that was male); and population ages 20-24, male (percentage of population that was male). Both of these variables were estimated based on age/sex distributions of the UN Population Division's World Population Prospects. Proportion unemployed (percentage of total labor force) was estimated by the International Labor Organization and came from the International Labor Organization Statistics (ILOSTAT) database. Economic productivity was measured by purchasing power parity (GDP) in current international (U.S.) dollars, from the World Bank's International Comparison Program database. The values of the GDP variable were log-transformed. The Gini coefficient came from the Standardized World Income Inequality Database (Version 6.2, March 2018) [37] , which provides a measure of inequality in disposable (post-tax, post-transfer) income. Economic inequality is a consistent predictor of homicide in the literature [15, 44] . The Gini coefficient or index is the most used measure of economic deprivation or inequality in cross-national studies on homicide rates, and the majority of studies find that Gini is positively related to homicide [9] , though there are recent exceptions [18, 19] . The rest of the independent variables came from the World Bank's online World Development Indicators. Tertiary school enrollment (gross gender parity index) is the ratio of women to men enrolled in public and private colleges and universities. The World Bank acquires the data from the UNESCO Institute for Statistics. The gender parity index of the gross enrollment ratio for each level of education was used in order to standardize the effects of the population structure of the appropriate age groups. A score closer to 1 means that a country is achieving equality between males and females in terms of access to higher education, while a score less than one favors males and a score greater than one favors females.
While we incorporated these control variables into our regression models, we acknowledge that other variables are theoretically relevant for cross-national homicide research (e.g., poverty, corruption in the public sector, and business-friendly regulations). However, when we incorporated these variables into the SEMs with the FIML option, the maximum likelihood estimation procedure did not converge. We discuss this issue below.
Analysis Plan
Below, we show the results of five panel models. The estimates in Models 1-2 are based on Prais-Winsten regression models with panel-corrected standard errors and an AR(1) serial correlation. With the FIML option, Models 3-5 are based on linear dynamic panel-data estimation using maximum likelihood and structural equation modeling. Model 3 does not include a lagged dependent variable; Models 4-5 do include a lagged dependent variable. All five models (1-5) incorporate fixed effects for units and time. While the use of fixed effects (including two-way fixed effects) is a common and recommended strategy for minimizing omitted variable bias in longitudinal analyses [45] , we acknowledge the limitations of this technique, especially in terms of the interpretation of slope estimates. The syntax we used for estimating these models is reported in Appendix C. The generic equation for estimating all five models is the following:
wherein y it is the value of the dependent variable (the log-transformed homicide rate) for the i-th country at year t; α i is the fixed effect for unit; γ t is the fixed effect for time; x itk equals the value of the k th predictor for the i-th country at time t; b k represents the association between the k-th predictor and the dependent variable; and ε it is the country-specific error term at time t. In the Prais-Winsten regression models (Models 1-2), the error term ε contains an estimate for ρ, the temporal autocorrelation parameter for the dependent variable. As a separate predictor k, Models 4-5 also have a slope estimate for y t−1 , the lagged dependent variable.
Results
The results from the panel models are displayed in Table 2 . We organized the models to highlight different approaches to missing values. Models 1-2 relied on the default of listwise deletion, and Models 3-5 utilized the FIML option in SEM.
With a significance threshold of p < 0.05, Models 1 and 2 display similar results, with Model 2 including two additional control variables, including GINI and tertiary school enrollment, which reduced the sample size from n = 113 to n = 93. As seen in Appendix C, several of the countries excluded by listwise deletion are Organization for Economic Co-operation and Development (OECD) member nations and/or have populations greater than one million, which are commonly used criteria for stratification by quantitative scholars [9] . For instance, as the criterion for sample selection in their study of cross-national homicide rates, Kamprad and Liem [38] used a population size of 500,000, which yielded a sample size of n = 165. In Appendix C, we identify countries with a population of at least one million to demonstrate that a more conservative threshold still excludes a sizeable portion of the world's countries from panel analysis.
With that in mind, the results from Models 1-2 indicate that a country's homicide rate is positively associated with the proportion of the population who live in urban areas and who are young males and negatively associated with the proportion of urban residents who live in big cities and tertiary school enrollment. The slope estimates for GDP and unemployment are only marginally significant (p < 0.1).
Here we make two clarifying comments about the results in Table 2 . First, we report the cross-sectional, pairwise correlations between the two urbanization variables for the four time periods (p < 0.001): 2000 = 0.6829; 2005 = 0.6712; 2010 = 0.6653; 2015 = 0.6530. Additionally, to check for multicollinearity, we ran an OLS model for each year, and from these models the maximum VIF was 6.87, which is below the threshold of concern for multicollinearity. Second, the high R 2 values for Models 1-2 are the result of including fixed effects for unit and time; we report the R 2 for the listwise deletion models simply to demonstrate that Model 2 has a higher R 2 , and thus a better fit than Model 1.
Moving on to the FIML results, we first note that the sample size is the same in Models 3-5, regardless of which variables are added or whether a lagged dependent variable is incorporated into the model. As a direct comparison to Model 1, which is based on the default of listwise deletion from the Prais-Winsten approach, Model 3 has the same variables but uses FIML, which increases the sample size to n = 216 countries. In this model, the results for the urban variables are similar: homicide rates are positively associated with basic urbanization and negatively associated with the proportion living in big cities, a finding that is also seen in Models 4-5 after including a lagged dependent variable. However, with FIML, in Models 3-5, we highlight that the slope estimates for tertiary school enrollment and the proportion of the population who are young males are no longer significant. Meanwhile, looking at the fit statistics for the FIML models, we observe that Model 4 is the best fitting model, with the lowest χ 2 , RMSEA, and BIC, and the highest TFI and CLI. Model 5, with a significant slope estimate for the lagged dependent variable, still displays good fit and suggests that the only significant association with homicide rate comes from the proportion of urban residents who live in big cities. Indeed, this variable is the only variable to have a significant slope estimate in all five models, indicating that it is a robust finding, which we explore below. 
Discussion and Conclusion
In this paper, drawing from the sustainability literature and synthesizing new criminological research, we evaluated urbanization as a multidimensional concept with countervailing criminological consequences. To that end, we collected country-level information from commonly-used longitudinal data sets, focusing on two different measures of urbanization: proportion of the population living in urban areas and proportion of the population living in cities with more than one million residents. Also in the analysis, we highlighted the issue of missing values in longitudinal, cross-national research, comparing results from models based on the default of listwise deletion and results from longitudinal structural equation modeling using the full information maximum likelihood (FIML) option, a technique that local-level criminologists have already begun to embrace [41] . For a cross-national study on homicide rates, utilizing the FIML option yielded a far higher sample size (n = 216) than what has been analyzed in previous scholarship [9] . Without FIML, the common default of listwise deletion in Model 1 (n = 113) excluded three OECD countries and 38 countries with populations of over one million, which is normal with the common criteria used for sample selection in the quantitative literature (see Appendix B). To be clear, in the social sciences, generally, the issue of missing data continues to be handled by way of listwise deletion or largely ignored, even in studies published in social science journals with an explicit focus on innovative empirical research [46] [47] [48] [49] .
In other words, for longitudinal cross-national analyses, stratified sampling does not guarantee complete coverage and only partially resolves the problem of missing data.
In the FIML models, aside from the lagged dependent variable, the only predictor variables significantly related to homicide were the two urbanization variables: proportion of the population that is urban and proportion of the population residing in urban agglomerations of over one million. In these models, we observed that the basic urbanization measure is positively associated with homicide; in other words, regardless of the typical size of the country's cities, as a country's population increasingly resides in urban areas its homicide rate also goes up. This finding corroborates Levchak's [6] robust analysis of the association between homicide and urbanization, which supports conventional theories on crime, including from both the modernization and dependency perspectives [27] [28] [29] .
However, this basic measure of urbanization does not capture variation at the higher end of the urbanization continuum. Therefore, considering more recent, local-level longitudinal studies on homicide which examine city size [4, 7] , we incorporated a variable to measure the proportion of the population living in cities of one million or more. Indeed, the negative slope estimate for this variable corroborates results from these local-level studies, which showed that larger cities have lower rates of homicide than smaller cities. This finding stands in contrast to many theories of crime, such as subcultural, structuralist, and social control theories, which contend that population growth and urbanization would increase crime rates [13] . Instead, our findings suggest that there is a benefit of increased safety, at least in terms of homicide, as a country's population resides in bigger cities.
Also, we note that the technique for handling missing values, either by listwise deletion or FIML, influenced the findings for the control variables. In fact, when using FIML, with the exception of the lagged dependent variable, not a single slope estimate for any of the control variables was statistically significant. In our study, while we treated these variables as important controls, their nonsignificant estimates are noteworthy, considering that all of these variables are theoretically relevant, and previous studies using listwise deletion have been observed them as significant predictors of homicide [9] . Conversely, in terms of the urbanization variables, the technique for handling missing values did not matter. No matter the sample size, the significance and direction of the slope estimate for the large cities variable was consistent in all five models, indicating a robust cross-national relationship with homicides.
Indeed, given that the large cities variable was the only variable to be significant in all models, this finding lays the groundwork for future criminological research to explore the multifaceted relationship between urbanization and homicide. While we controlled for official unemployment rates, perhaps larger cities have advantages when it comes to reducing homicide risk, such as presenting more informal economic opportunities, and more developed security sectors, including having more advanced technologies that enhance surveillance and control. Whatever the mechanism, this study presents evidence of an urban scale advantage for homicides. Additionally, in light of the relevance of urbanization for sustainability research [2, 3, 25] , we also outlined this finding as a constructive piece of the emerging literature on the link between crime and sustainability [8] . Indeed, the concepts behind all the predictor variables used in our analysis play important roles in a range of theories on development and sustainability; therefore, to improve estimation and generalizability, future cross-national research on these topics can utilize SEM with the FIML option.
While the results from this study outline an urbanization framework for future criminological research to consider, we acknowledge three limitations in terms of our analytic approach. First, as already described in the data section, the FIML technique is computationally intensive and may generate problems of convergence in estimation. While we focused on theoretically relevant control variables, in supplemental analyses, as discussed above, we confronted problems of convergence when incorporating additional variables to control for levels of poverty, corruption, and business-friendly regulations. Future scholarship could explore whether this problem happens with other theoretically relevant variables that are included in the analysis. Second, while we found robust evidence that the large cities variable is negatively related to homicides, this was an average relationship for all countries; we did not test for spatial heterogeneity in the slope estimate; i.e., whether the slope estimate for the predictor varied across space. Drawing from other urban scaling research [5] , rather than estimating an average association, future scholars can consider whether the slope estimate for the large cities predictor varies from region to region (or even country to country). Third, in a similar manner, we also did not test whether there was variation in the slope estimate over time. As Chang et al. [6] discussed, in their study of crime rates in US cities, the degree and timing of change in homicide rates varied by city size, and large cities experienced a more noticeable decline in the 21st century. On that note, similar to the question of spatial variation, cross-national criminologists can also explore the issue of temporal variation in the relationship between city size and homicide rates. 
