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Introduzione
In questa tesi si studiano i modelli di De Concini-Procesi relativi ad arran-
giamenti di sottospazi complessi.
Tali modelli, descritti nel 1995 in [DCP95b] (vedi anche [DCP95a]), sono
varietà algebriche rivelatesi di grande importanza in vari settori della ricer-
ca matematica, costruite a partire da dati combinatorici (famiglie ﬁnite di
sottospazi e loro intersezioni).
La motivazione iniziale per lo studio di queste varietà nasce da un ap-
proccio alla costruzione di Drinfeld di soluzioni speciali dell'equazione di
Khniznik-Zamolodchikov (vedi [Dri91]); in seguito i modelli di De Concini-
Procesi sono risultati connessi alla teoria degli spazi di moduli di curve, delle
varietà toriche, degli spazi di conﬁgurazioni e anche alla costruzione di poli-
topi notevoli (nestoedri) e allo studio delle box splines (si veda, per esempio,
[DCP10]).
Preso V spazio vettoriale su C di dimensione ﬁnita e presa G famiglia
ﬁnita di sottospazi di V chiamiamo
AG := V −
⋃
G∈G
G
il suo complementare in V .
Per ogni A ∈ G denotiamo con piA la mappa razionale
V −→ V/A −→ P(V/A)
deﬁnita su V − A. Otteniamo un morﬁsmo regolare
AG ×A∈GpiA //
∏
A∈G P(V/A)
il cui graﬁco è quindi chiuso in AG ×
∏
A∈G P(V/A).
Poiché AG ×
∏
A∈G P(V/A) si immerge come aperto in V ×
∏
A∈G P(V/A) ab-
biamo un'immersione φG di AG in V ×
∏
A∈G P(V/A) come insieme localmente
chiuso.
i
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Il modello di De Concini-Procesi YG relativo a G si costruisce come la chiu-
sura di φG(AG) in V ×
∏
A∈G P(V/A).
Se la famiglia di sottospazi G ha una particolare caratteristica combina-
toria, ossia è building (vedi capitolo 1 sezione 1.2) la varietà YG è liscia, AG vi
si immerge come aperto denso, il bordo di tale varietà è un divisore a incroci
normali le cui componenti irriducibili sono in corrispondenza biunivoca con
gli elementi di G e YG può essere costruita con una sequenza di blow ups a
partire da sottovarietà isomorfe a modelli di De Concini-Procesi di dimensio-
ne inferiore.
Ogni famiglia di sottospazi si può raﬃnare ad una famiglia building; più
precisamente, dato un arrangiamento di sottospazi Γ , ci sono varie famiglie
building che hanno lo stesso complementare di Γ . Fra queste ce ne è sempre
una minima rispetto all'inclusione (la famiglia degli irriducibili) e una massi-
ma. Dato un arrangiamento di sottospazi, ci sono dunque in generale diversi
modelli di De Concini- Procesi ad esso associati.
In [DCP95b] si dimostra che, se la famiglia G è building, l' anello di coo-
mologia a coeﬃcienti interi della varietà in questione è isomorfo al quoziente
di un anello di polinomi a coeﬃcienti interi con variabili indicizzate dagli
elementi di G per un certo ideale descritto in termini dei dati combinatorici
iniziali.
In [Yuz97], [Gai99], [Gai97] sono state esplicitamente descritte delle basi
per la coomologia intera.
Una costruzione simile (vedi [DCP95b]) produce modelli compatti del
complementare dell'arrangiamento proiettivizzato, che hanno le stesse carat-
teristiche.
Esempi rilevanti sono forniti dai casi degli arrangiamenti di iperpiani as-
sociati a sistemi di radici. In particolare, per l'arrangiamento delle trecce
(che è associato al sistema di radici tipo An), il modello minimale di De
Concini-Procesi coincide con lo spazio dei moduli di Deligne-Mumford delle
curve stabili di genere 0 con n+ 2 puntature.
Questi modelli hanno anche una azione naturale del gruppo di Weyl.
In questa tesi, oltre a descrivere la costruzione e le proprietà generali dei
modelli di De Concini-Procesi sopra citate, calcoleremo, come contributo ori-
ginale, una formula ricorsiva per i polinomi di Poincaré dei modelli massimali
associati ai sistemi di radici di tipo An e Bn (vedi capitolo 5 teoremi 5.1.1,
5.1.2, 5.1.3 per il caso An, teoremi 5.2.1 e 5.2.2 per il caso Bn). Considera-
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zioni analoghe a quelle di Bn permettono il calcolo anche nel caso Dn (vedi
sezione 5.3).
I modelli massimali di De Concini-Procesi complessi (e i corrispondenti mo-
delli massimali reali ottenuti con una analoga costruzione in [DCP95b]) si
sono rivelati importanti in diversi settori della ricerca matematica recente
(vedi [SV04], [DJS03],[LTV10]).
Si inizia introducendo le nozioni di insieme building (capitolo 1 sezione
1.2) e insieme nested (capitolo 1 sezione 1.1) per famiglie di sottospazi e se
ne studiano le proprietà.
Successivamente si passa alla costruzione e allo studio geometrico della varie-
tà YG: si mostra che, nel caso di famiglie di sottospazi building, tali varietà
sono lisce, YG − φG(AG) è un divisore a incroci normali le cui componenti
irriducibili sono in corrispondenza biunivoca con gli elementi di G e posso-
no essere costruite con una sequenza di blow ups a partire da sottovarietà
isomorfe a modelli di De Concini-Procesi di dimensione inferiore (capitolo 2
sezione 2.3, teoremi 2.3.1, 2.3.2).
Si prosegue con lo studio dell'anello di coomologia a coeﬃcienti interi di
YG, delle componenti irriducibili del bordo e delle loro intersezioni (capitolo
3 sezione 3.1 teorema 3.1.1) e si esibisce una Z-base di H∗(YG,Z); più in
generale si descrive una Z-base di H∗(DS ,Z) dove S è un insieme G-nested
(capitolo 1 sezione 1.3, deﬁnizione 1.3.1) e con DS si indica l'intersezione
delle componenti irriducibili di YG − φ (AG) che corrispondono agli elementi
di S. Tale intersezione risulta essere non vuota e trasversa (capitolo 2 sezione
2.3, teorema 2.3.2).
Nel seguito si fanno esempi relativi ad arrangiamenti associati a partico-
lari sistemi di radici.
Si inizia (capitolo 4), seguendo [Yuz97] e [Gai99], con lo studio dei modelli
minimali associati ad arrangiamenti tipo An e Bn. In particolare, mediante
una codiﬁca degli elementi della base di H∗(YG,Z) con particolari graﬁ si
elaborano formule induttive per il calcolo della serie di Poincaré relativa a
tali modelli (capitolo 4 sezioni 4.1.1, 4.1.2 per il caso An e capitolo 4 sezioni
4.2.1, 4.2.2 per il caso Bn).
Si passa poi al caso dei modelli massimali associati ad arrangiamenti di
tipo An e Bn. Anche in questi casi si trovano graﬁ che rappresentano gli ele-
menti della base di H∗(YG,Z) e si mostrano formule induttive per il calcolo
della serie di Poincaré (capitolo 5 sezioni 5.1.1, 5.1.2 per il caso An, capitolo
5 sezioni 5.2.1, 5.2.2 per il caso Bn).
Si faranno anche alcuni esempi (capitolo 5 sezione 5.1.3) ottenuti con pro-
grammi scritti in axiom; in particolare verrà calcolata esplicitamente la serie
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di Poincaré per i modelli massimali associati ad arrangiamenti di tipo An ﬁno
al grado 7.
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Capitolo 1
Combinatoria di base: Building e
Nested
Con building e nested si indicano particolari caratteristiche combinatorie
che può avere un arrangiamento di sottospazi di uno spazio vettoriale di di-
mensione ﬁnita.
Iniziamo introducendo e descrivendo tali proprietà che stanno alla base della
costruzione dei modelli di De Concini-Procesi.
Per questo capitolo le referenze principali sono [DCP95a] e [DCP95b].
Denoteremo con V uno spazio vettoriale di dimensione ﬁnita su un campo
inﬁnito K e con V ∗ il suo duale.
1.1 Nested
Deﬁnizione 1.1.1. Un insieme S di sottospazi di V ∗ si dice nested se per
ogni famiglia {U1, · · · , Uk} ⊂ S di elementi a due a due non confrontabili si
ha
U = U1 ⊕ · · · ⊕ UK 6∈ S.
E' evidente che un insieme di sottospazi nested è necessariamente ﬁnito.
Di dimostrazione immediata sono le seguenti osservazioni:
Osservazione 1.1.1. Un insieme di sottospazi nested può essere costruito
ricorsivamente nel seguente modo: siano {A1, · · · , Ak} sottospazi che danno
una somma diretta; per ogni Ai sia Si una insieme nested di sottospazi di
Ai contente Ai. Ponendo S :=
⋃k
i=1 Si si ottiene un insieme nested.
3
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Osservazione 1.1.2. Sia S un insieme di sottospazi nested. Per ogni sot-
tospazio {0} 6= A ⊂ V , l'insieme
SA := {X ∈ S : A ⊂ X} ∪ V ∗
è non vuoto e totalmente ordinato.
Nel seguito, dato S insieme nested e A ⊂ V ∗ sottospazio non nullo, indiche-
remo con pS(A) il minimo di SA e, dato 0 6= x ∈ V ∗, poniamo
pS(x) := pS(Cx).
Lemma 1.1.1. Sia S un insieme nested di sottospazi di V ∗. Allora
1. {x ∈ V ∗ − {0} : pS(x) = U} = U −
⋃k
i=1 Ui − {0} dove gli Ui sono i
sottospazi massimali di U in S;
2. Dato G ⊂ V ∗ sottospazio non nullo, esiste x ∈ G tale che pS(G) =
pS(x).
Dimostrazione. (1) ovvio.
(2) Sia U = pS(G) e siano U1, · · · , Uk come nel punto (1); chiaramente vale
pS(x) ⊂ pS(G) = U .
Se, per assurdo, ogni x ∈ G è tale che pS(x) ( U , G deve necessariamente
essere contenuto in
⋃k
i=1 Ui. Ora poichè gli Ui sono massimali (quindi non
confrontabili) e S, per ipotesi, è nested G deve essere contenuto in un Ui
contro il fatto che pS(G) = U .
Deﬁnizione 1.1.2. Sia S un insieme nested di sottospazi di V ∗.
1. Una base b di V ∗ si dice adattata ad S se, per ogni A ∈ S
bA := {v ∈ b : pS(v) ⊂ A} = b ∩ A
è una base di A.
2. Una marcatura per una base b adattata ad S è la scelta, per ogni A ∈ S,
di un xA ∈ b tale che pS(xA) = A.
Osservazione 1.1.3. Data una base b di V ∗ adattata ad un insieme nested
S esiste sempre almeno una marcatura.
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Dimostrazione. Basta dimostrare che per ogni A ∈ S esiste x ∈ bA tale che
pS(x) = A.
Supponiamo, per assurdo, che non esista un tale x e cioè che ogni x ∈ bA sia
tale che pS(x) ( A.
Siano A1, · · · , Ak i sottospazi massimali di A in S. Si ha quindi
< bA >⊂
k⋃
i=1
Ai.
Ora, con un ragionamento già utilizzato nella dimostrazione del lemma pre-
cedente, deduciamo che esiste i tale che
A =< bA >⊂ Ai ( A
da cui l'assurdo.
Lemma 1.1.2. Dato S insieme nested esiste sempre una base b di V ∗ adat-
tata ad S
Dimostrazione. Per ogni B ∈ S scegliamo un insieme massimale bB di vettori
di B linearmente indipendenti che non stanno in nessun C ( B, C ∈ S; se
B è minimale in S con bB denoteremo una base di B.
Il fatto che, per ogni B ∈ S, esista sempre un insieme massimale non vuoto
di vettori di B con le proprietà appena descritte è garantito dall'ipotesi che
S è nested.
L'insieme di vettori b :=
⋃
B∈S b
B è linearmente indipendente e si può com-
pletare ad una base di V ∗ che risulta adattata a S.
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1.2 Building
Nel seguito indicheremo con C una famiglia di sottospazi non nulli di V ∗
chiusa per somme.
Deﬁnizione 1.2.1. Sia U ∈ C; una decomposizione di U in C è una
famiglia di di sottospazi U1, · · · , Uk ∈ C tale che
U = U1 ⊕ U2 ⊕ · · · ⊕ Uk
e, per ogni sottospazio A ∈ C, A ⊂ U si ha
A ∩ U1, · · · , A ∩ Uk ∈ C e A =
k⊕
i=1
A ∩ Ui.
Deﬁnizione 1.2.2. Un sottospazio che non ammette decomposizioni non
banali si dice irriducibile e si denota con FC la famiglia dei sottospazi
irriducibili di C.
Osservazione 1.2.1. Data una decomposizione
U = U1 ⊕ · · · ⊕ Uk
se A ⊂ U è irriducibile allora A è necessariamente contenuto in un qualche
Ui.
Dimostrazione. Dalla proprietà di decomposizione si ha che
A =
k⊕
i=1
(A ∩ Ui) ;
inoltre se B ⊂ A si ha
B =
k⊕
i=1
(B ∩ Ui) =
k⊕
i=1
(B ∩ (A ∩ Ui)) .
Dunque l'unico modo per non contraddire l'irriducibilità di A è che A ⊂ Ui
per un qualche i.
Proposizione 1.2.1. Ogni sottospazio U ∈ C ammette un'unica decomposi-
zione U1 ⊕ · · · ⊕ Uk in sottospazi irriducibili.
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Dimostrazione. Dimostriamo l'esistenza per induzione sulla dimensione di U
essendo ovvio il caso dimU = 1 (in tal caso, infatti, U risulta irriducibile).
Sia quindi dimU = n, n > 1. Se U è irriducibile ho ﬁnito altrimenti U
ammette una decomposizione
U = H1 ⊕ · · · ⊕Hr.
Nel secondo caso, per ipotesi induttiva, si ha che ogni Hi ha una decomposi-
zione in irriducibili da cui si ricava la decomposizione cercata per U .
Supponiamo ora che
U = U1 ⊕ · · · ⊕ Uk = V1 ⊕ · · · ⊕ Vr
abbia due decomposizioni in irriducibili. Per l'osservazione 1.2.1 si ha che
ogni Ui è contenuto in un qualche Vj e ogni Vj deve essere contenuto in un Ui
da cui discende che r = k e, a meno di riordinare gli indici, U1 = V1, · · · , Uk =
Vk.
Corollario 1.2.1. Valgono i seguenti fatti:
1. Una somma diretta U = U1 ⊕ · · · ⊕ Uk, U ∈ C è una decomposizione
se e solo se per ogni A ⊂ U irriducibile esiste i ∈ {1, · · · , k} tale che
A ⊂ Ui;
2. Dati due sottospazi irriducibili A, B si ha che o A+B è irriducibile o
A⊕B è una decomposizione in irriducibili;
3. Sia M ∈ C un sottospazio e supponiamo M = ∑ri=1Mi con gli Mi
irriducibili; allora le componenti irriducibili di M sono somme di sot-
tofamiglie della famiglia {Mi}ri=1.
Dimostrazione. (1). Abbiamo già visto (osservazione 1.2.1) che data una de-
composizione di un sottospazio U ∈ C ogni sottospazio irriducibile contenuto
in U è contenuto in un fattore della decomposizione.
Supponiamo ora che per ogni A ⊂ U irriducibile esiste i ∈ {1, · · · , k} tale
che A ⊂ Ui e vogliamo mostrare che U = U1⊕· · ·⊕Uk è una decomposizione.
Sia quindi B ⊂ U un sottospazio e sia B = F1⊕· · ·⊕Fr la sua decomposizio-
ne in irriducibili. Ora, per ipotesi, a meno di riordinare gli indici, possiamo
partizionare la famiglia F = {Fi}ri=1 in famiglie
Fj = {F ∈ F : F ⊂ Uj} con j = 1, · · · , s ≤ k.
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Segue che
B =
s⊕
j=1
(
⊕
F∈Fj
F ) = (B ∩ U1)⊕ · · · ⊕ (B ∩ Uk).
(2). Se A+B non è irriducibile allora lo si può decomporre
A+B = F1 ⊕ · · · ⊕ Fk
da cui si ha, ad esempio, A ⊂ F1 e B ⊂ F2. Quindi, dal confronto delle
dimensioni, Fs = 0 se s > 2 e F1 = A, F2 = B.
(3). Ovvio dal punto (2).
Proposizione 1.2.2. Sia U ∈ C e sia U = ⊕ki=1 Ui una decomposizione;
sia C  U un elemento di C massimale in U .Allora esiste j ≤ k, Cj ∈ C
massimale in Uj tale che C = Cj ⊕ (
⊕
i 6=j Ui).
Dimostrazione. Dalla deﬁnizione di decomposizione C =
⊕k
i=1(C∩Ui) e, per
ipotesi, deve esistere j tale che C ∩ Uj ( Uj. Poniamo Cj = C ∩ Uj; si ha
C ⊂ Cj ⊕ (
⊕
i 6=j
Ui) ( U
e quindi, per massimalità si ha la tesi.
Sia ora G una famiglia di sottospazi di V ∗. Sia CG la chiusura per somme di
G in V ∗ e sia FG := FCG la famiglia degli irriducibili in CG.
Teorema 1.2.1. Sono fatti equivalenti:
1. G è tale che
 FG ⊂ G e
 Se A,B ∈ G, A si decompone in irriducibili come A = F1⊕· · ·⊕Fk
e Fi ⊂ B per un qualche i ∈ {1, · · · , k} allora B + A ∈ G
2. Dato C ∈ CG si ha che C = G1 ⊕ · · · ⊕ Gk dove {Gi}ki=1 è la famiglia
dei sottospazi massimali di G contenuti in C.
3. G è tale che
 FG ⊂ G e
 Se A e B ∈ G e A⊕B non è una decomposizione allora A+B ∈ G
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Prima di procedere con la dimostrazione facciamo la seguente
Osservazione 1.2.2. La somma diretta del punto 2 del teorema è in eﬀetti
una decomposizione e viene chiamata decomposizione di C in G.
Dimostrazione. Nelle ipotesi del punto 2 sia B ⊂ C, B ∈ CG. Per ipotesi
possiamo scrivere B = A1 ⊕ · · · ⊕Ar dove gli Ai sono i sottospazi massimali
di G contenuti in B. Poiché i Gi sono i massimali in G contenuti in G ogni
Ai deve essere contenuto in un qualche Gj da cui B =
⊕k
i=1(B ∩Gi).
Dimostriamo ora il teorema 1.2.1.
Dimostrazione. 1⇒ 2
Sia C = A1⊕· · ·⊕Ar la decomposizione di C in irriducibili e, come in ipotesi,
siano G1, · · · , Gk i massimali in G contenuti in C.
Per il primo punto dell'ipotesi (FG ⊂ G) possiamo dire che ogni Ai è con-
tenuto in un qualche Gj; sia quindi Ij := {i ∈ {1, · · · , r} : Ai ⊂ Gj}. Ci
basta quindi dimostrare che, per ogni j, Gj =
⊕
l∈Ij Al e che se j1 6= j2 allora
Ij1 ∩ Ij2 = ∅.
A tal ﬁne, ﬁssato j ∈ {1, · · · , k} sia Gj =
⊕sj
l=1 F
(j)
l la decomposizione di
Gj in irriducibili. Sapendo, dal corollario 1.2.1, che ogni F
(j)
l ⊂ Ai per un
qualche i, mostriamo che i ∈ Ij se e solo se Ai contiene un qualche F (j)l .
Ora se Ai ⊂ Gj applicando ripetutamente il corollario 1.2.1 si ha che
Ai ⊂ F (j)l ⊂ Ah
per qualche l ∈ {1, · · · , s(j)}, h ∈ {1, · · · , r} da cui necessariamente h = i e
Ai = F
(j)
l .
Se invece esiste l ∈ {1, · · · , s(j)} tale che F (j)l ⊂ Ai, per ipotesi si ha che
Gj + Ai ∈ G da cui, per massimalità Gj + Ai = Gj e quindi Ai ⊂ Gj.
Vale allora
Gj =
sj⊕
l=1
F
(j)
l ⊂
⊕
l∈Ij
Al ⊂ Gj
e quindi Gj =
⊕
l∈Ij Al.
Siano ora j1 6= j2 e supponiamo che esista Ai ⊂ Gj1∩Gj2 . Dal secondo punto
dell'ipotesi segue che Gj1 +Gj2 ∈ G contro la massimalità degli addendi.
2⇒ 3
Dimostriamo, per prima cosa, che G contiene gli irriducibili. Sia quindi
F ∈ FG; per ipotesi F ha una decomposizione in G ma, essendo F irri-
ducibile, F ∈ G.
10 Capitolo 1. Combinatoria di base: Building e Nested
Siano ora A,B ∈ G e supponiamo che A ⊕ B non sia una decomposizione.
Sia A + B =
⊕k
j=1Gj la decomposizione in G di A + B. A e B devono
quindi essere contenuti in un qualche Gj (a priori non lo stesso) ma, dato che
A⊕B non è una decomposizione, devono essere contenuti nello stesso da cui
A+B ∈ G.
3⇒ 1
Abbiamo già che FG ∈ G. Siano quindi A,B ∈ G e supponiamo che B con-
tenga una componente irriducibile di A; si ha quindi che B ⊕ A non è una
decomposizione dunque B + A ∈ G.
In generale, ﬁssata una famiglia C di sottospazi di V ∗ chiusa per somme essa
si può ottenere come la chiusura per somme di varie famiglie G di sottospazi
di V ∗.
Tra esse, rispetto all'inclusione, la minima è la famiglia F degli irriducibili
di C e la massima è C stessa.
Deﬁnizione 1.2.3. Una famiglia G di sottospazi di V ∗ che soddisfa una delle
tre condizioni equivalenti del teorema 1.2.1 si dice building.
Proposizione 1.2.3. Sia C una famiglia di sottospazi non nulli chiusa per
somme. Allora
1. C è building;
2. FC è building;
3. Sia G ⊂ FC tale che se X ∈ CG allora G contiene tutte le componenti
della decomposizione in irriducibili di X in FC. Allora G è building;
4. Sia A ∈ FC minimale, sia Φ : V ∗ → V ∗/A la mappa quoziente e, detto
G := {Φ(G) : G ∈ FC − A}, poniamo Φ(G) = G = (G+ A)/A. Allora
a H := FC − A è building;
b Se G ∈ FG allora o G ∈ FC o A ⊂ G ed esiste G0 ∈ FC, tale che
G0 ⊂ G e A⊕G0 è la decomposizione di G in irriducibili;
c G è building in V ∗/A
Dimostrazione. (1) Ovvio.
(2) Utilizzando il corollario 1.2.1 si veriﬁca il punto 3 del teorema 1.2.1.
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(3) Veriﬁchiamo che vale il punto 1 del teorema 1.2.1. Ovviamente FG ⊂ G;
siano quindi A,B ∈ G e supponiamo che B contenga un fattore irriducibile
di A in FG. Per il corollario 1.2.1 A+B ∈ FC dunque A+B ∈ G.
(4a) Veriﬁchiamo che vale il punto 2 del teorema 1.2.1. Sia M =
∑
j Fj,
Fj ∈ H un elemento di CH. Per il corollario 1.2.1 le componenti irriducibili
di M in FC sono somme di un pò di Fj dunque, per minimalità, A non com-
pare nella decomposizione da cui la tesi.
Per i punti 4(b) e 4(c) notiamo che, se A ⊂ G e G si decompone (in irri-
ducibili) come G = F1 ⊕ · · · ⊕ Fk, possiamo supporre, per il corollario 1.2.1,
che A ⊂ F1 e abbiamo che G/A = F1/A⊕F2⊕· · ·⊕Fk è una decomposizione.
Sia infatti B/A ⊂ G/A allora B = (B ∩F1)⊕ · · · ⊕ (B ∩Fk) con A ⊂ F1 ∩B
dunque B/A = (B ∩ F1)⊕ (B ∩ F2) · · · ⊕ (B ∩ Fk).
(4b) Supponiamo che G sia irriducibile. Dunque o G = F1 e k = 1 (e
quindi G è irriducibile in C) oppure F1 = 0 da cui k = 2 e F1 = A.
(4c) Veriﬁchiamo la proprietà 2 del teorema 1.2.1. Basta osservare che gli
Fi sono gli elementi massimali di G contenuti in G. Sia infatti Φ(C) ∈ G
contenuto in G; ciò vuol dire che C è un irriducibile in C contenuto in G e
quindi in un Hi.
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1.3 G-nested
Deﬁnizione 1.3.1. Sia G building. Un sottoinsieme S ⊂ G si dice G − nested
se
1. S è nested (secondo la deﬁnizione 1.1.1);
2. Dato un sottoinsieme {A1, · · · , Ak} ⊂ S di elementi a due a due non
confrontabili si ha C = A1 ⊕ · · · ⊕ Ak è la decomposizione di C in G.
Analogamente a quanto visto nell'osservazione 1.1.1 abbiamo un metodo ri-
corsivo per costruire insiemi G-nested: si prendono A1, · · · , Ak ∈ G tali che⊕k
i=1Ai sia una decomposizione e , per ogni i, si prende un insieme G-nested
Si di sottospaszi di Ai contentente Ai. Si pone, inﬁne, S :=
⋃k
i=1 Si.
Lemma 1.3.1. Un sottoinsieme S ⊂ G è G-nested se e solo se per ogni
sottoinsieme di {A1, · · · , Ak} ⊂ S di elementi a due a due non confrontabili
si ha che
∑k
i=1Ai 6∈ G
Dimostrazione. (⇒) ovvia.
(⇐) Sia {A1, · · · , Ak} ⊂ S come in ipotesi e sia C =
∑k
i=1 Ai. Dato che
C 6∈ G sia C = G1 ⊕ · · · ⊕ Gm la decomposizione di C in G. Ora ogni Gj è
somma degli Ai che contiene; dunque, sempre dall'ipotesi, si ha che m = k
e, a meno di riordinare gli indici, Gi = Ai.
Sia ora F := C1 ⊃ C2 ⊃ · · · ⊃ Ck una catena discendete (ﬁnita) in CG
con G building. Per ogni i = 1, · · · , k sia Ci =
⊕
j A
i
j la decomposizione di
Ci in G. Chiamiamo la famiglia DG(F) := {Aij}i,j decomposizione di F in G.
Sia M = M0 una famiglia di sottospazi; chiamiamo M1 l'insieme de-
gli elementi non massimali di M e sia Mk+1 = (Mk)1. Denotiamo con
< M >:= ∑A∈MA. Chiaramente vale < Mk+1 >⊂< Mk > per cui pos-
siamo deﬁnire una catena discendente associata ad M che denotiamo con
F(M) := {Fk(M) :=<Mk >}.
Teorema 1.3.1. La mappa
{Catene discendenti di sottospazi in CG} ϕ−→ {famiglie G-nested}
deﬁnita da
ϕ(F) := DG(F)
è surgettiva.
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Dimostrazione. Veriﬁchiamo prima di tutto che ϕ è ben deﬁnita. A tal ﬁne
basta osservare che, poichè
⊕
j A
i
j ⊂
⊕
k A
i−1
k , per il corollario 1.2.1, gli A
i
j
sono partizionati in gruppi contenuti nei vari Ai−1k e quindi DG(F) è G-nested.
Sia ora S un insieme G-nested; mostriamo, per induzione sulla cardinalità
di S che esiste F catena discendente tale che DG(F) = S. In particolare
mostriamo che ϕ(F(S)) = S.
Il caso |S| = 1 è ovvio.
Sia quindi |S| ≥ 2, siano A1, · · · , Ah i massimali in S e poniamo
S1 := S − {A1, · · · , Ah}.
Si ha
F(S) = F0(S) ⊃ F1(S) ⊃ · · · ⊃ Fk(S) = F0(S) ⊃ F(S1).
Poiché F0(S) si decompone in G come
⊕h
i=1Ai e, per ipotesi induttiva, S1 si
ottiene decomponendo F(S1), DG(F(S)) = ϕ(F(S)) = S.
Osserviamo che la corrispondenza del teorema 1.3.1 è compatibile con le ovvie
relazioni di ordine. In particolare a catene massimali corrispondono surget-
tivamente insiemi G-nested massimali.
Inoltre, poichè in ogni catena massimale l'elemento più grande deve necessa-
riamente essere CG, ogni G−nested massimale contiene tutti i massimali di G.
Proposizione 1.3.1. Dato G insieme building di sottospazi di V ∗ valgono i
seguenti fatti:
1. SiaM⊂ G non G-nested. Allora esistono A1, · · · , Ak ∈M tali che
B :=
k∑
i=1
Ai ∈ G
e, per ogni i = 1, · · · , k, Ai ( B.
2. Sia S un insieme G-nested massimale e sia D ∈ G; sia A = pS(G) e
siano A1, · · · , An i sottospazi massimali di A in S. Allora
D +
n⊕
i=1
Ai = A.
Dimostrazione. (1) Sia F(M) la catena associata adM. Per il teorema 1.3.1,
poichèM non è G-nested, esiste A ∈ M che non compare nella decomposi-
zione di F(M) in G.
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Sia k il massimo indice per cui A ⊂ Fk(M) e sia
⊕
j Gj la decomposizione di
Fk(M) in G. A è quindi propriamente contenuto in un qualche Gj ed è mas-
simale tra i sottospazi diM con questa proprietà altrimenti A ⊂ Fk+1(M).
Di conseguenza se deﬁniamo B := Gj ⊃ A si ha che B 6∈ M e poichè, per
costruzione, B è chiaramente somma di elementi diM si ha la tesi.
(2) Sia F(S) = {Fi(S)} la catena massimale di sottospazi in CG associata
ad S. Poichè F1(S) + D ∈ CG, per massimalità della catena deve essere
D ⊂ F1(S).
Sia h l'indice massimo per cui D ⊂ Fh(S). Di nuovo, siccome
Fh(S) ⊃ D + Fh+1(S) ) Fh+1(S),
per massimalità della catena
Fh(S) = D + Fh+1(S).
Sia G la componente della decomposizione in G di Fh(S) che contiene D. Si
ha dunque che G = pS(D) = A e, quindi, A deve essere somma di D e delle
componenti di Fh+1(S) contenute in A che, per costruzione della catena, sono
i sottospazi di S massimali in A.
Proposizione 1.3.2. Valgono i seguenti fatti:
1. Sia G building e sia G ∈ G − FG minimale. Allora G ′ := G − {G} è
building;
2. Sia G come sopra e sia G = F1 ⊕ · · · ⊕ Fk la decomposizione di G in
FG. Allora un G-nested massimale o è un G ′ − nested massimale che
non contiene {F1 · · ·Fk} oppure si ottiene da un G ′−nested massimale
che contiene {F1 · · ·Fk} sostituendo un Fi con G.
Viceversa questa operazione produce un insieme G − nested massimale
relativo a G;
3. Sia S un insieme G ′-nested massimale che non contiene {F1, · · · , Ft}.
Esiste i ∈ {1, · · · , t} tale che pS(Fi) = pS(G);
4. Sia S un insieme G ′-nested massimale che contiene {F1, · · · , Ft}. Al-
lora, per ogni i ∈ {1, · · · , t}, pS(G) è il più piccolo elemento di S che
contiene strettamente Fi.
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Dimostrazione. (1) Veriﬁchiamo la proprietà 1 del teorema 1.2.1. Per de-
ﬁnizione si ha che G ′ ⊃ FG. Tuttavia, poichè, ovviamente, CG = CG′ vale
FG = FG′ .
Siano ora A, B ∈ G ′ e supponiamo che B contenga un fattore irriducibile
della decomposizione di A in FG′ . Dal fatto che G è building e FG = FG′ si
ha che B + A ∈ G e poichè A 6= G e A ⊂ A + B non può essere A + B = G
da cui la tesi.
(2) Un insieme G-nested massimale è dato dalla decomposizione in G di una
catena massimale C1 ⊃ · · · ⊃ Cs di sottospazi in CG = CG′ . Di conseguenza
se tale decomposizione coincide in G e in G ′ abbiamo lo stesso insieme nested
relativo sia a G sia a G ′.
Supponiamo dunque che le due decomposizioni siano diﬀerenti; ciò può ac-
cadere solo se nella decomposizione in G di un qualche Ch compare G e, in
tal caso, nella decomposizione in G ′ al posto di G si avrebbe F1 ⊕ · · · ⊕ Fk.
Sia h l'indice massimale per cui G compare nella decoposizione in G di Ch
e quindi F1, · · · , Fk compaiono nella decomposizione in G ′ di Ch ma non in
quella di Ch+1. Ora, poichè la catena è massimale, Ch+1 è massimale in Ch
e quindi, per la proposizione 1.2.2, si ha che nella decomposizione di Ch+1
compaiono tutti gli Fi tranne uno da cui la segue la prima parte della tesi.
La seconda aﬀermazione è ovvia.
(3) È equivalente provare che esiste i ∈ {1, · · · , t} tale che pS(Fi) ⊃ pS(Fj)
per ogni j ∈ {1, · · · , t}.
Supponiamo, per assurdo, che ciò non sia vero. Poiché {F1, · · · , Ft} non
è contenuto in S deve esistere i ∈ {1, · · · , t} tale che pS(Fi) ) Fi.
A meno di riordinare gli indici possiamo supporre che C := pS(F1) sia mas-
simale tra gli elementi con questa proprietà e per i ∈ {1, · · · , r} si abbia
C ) Fi mentre, per j ∈ {r + 1, · · · , t}, C e pS(Fj) non siano confrontabili.
Di conseguenza C )
⊕r
i=1 Fi (poiché
⊕r
i=1 Fi 6∈ G ′) e {C,Fr+1, · · · , Ft} è un
insieme G ′-nested i cui elementi non sono confrontabili.
Ora, poiché
G ( G+ C
e G⊕ C non è una decomposizione, dal punto 3 del teorema 1.2.1 segue che
G+ C ∈ G ′. Tuttavia
G+ C = C ⊕
(
t⊕
j=r+1
Fj
)
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contro il fatto che {C,Fr+1, · · · , Ft} è G ′-nested.
(4) Ovvio dal punto (2).
Capitolo 2
Modello Complesso
Procediamo ora con la costruzione e lo studio dei modelli di De Concini-
Procesi per arrangiamenti di sottospazi.
Dopo aver presentato la costruzione e qualche proprietà che tali modelli han-
no nel caso di arrangiamenti del tutto arbitrari (sezione 2.1) vedremo quali
ulteriori caratteristiche possiedono se consideriamo arrangiamenti nested (se-
zione2.2, teorema 2.2.3) e building (sezione 2.3,teoremi 2.3.1 e 2.3.2).
Concluderemo il capitolo trattando brevemente il caso di arrangiamenti pro-
iettivi (sezione 2.4).
Le referenze principali sono [DCP95b], [DCP95a], [Gai99].
2.1 Costruzione del modello e osservazioni ge-
nerali
Sia V uno spazio vettoriale di dimensione ﬁnita su un C e sia V ∗ il suo duale.
Sia G una famiglia ﬁnita di sottospazi di V ∗ e per ogni A ∈ G denotiamo con
A⊥ il suo annullatore in V . Per ogni A ∈ G abbiamo una mappa razionale
piA : V −→ V/A⊥ −→ P(V/A⊥)
deﬁnita su V − A⊥.
Se indichiamo con AG := V −
⋃
A∈G A
⊥ abbiamo un morﬁsmo regolare
AG ×A∈GpiA−−−−−→
∏
A∈G P(V/A⊥)
il cui graﬁco è dunque un chiuso in AG ×
∏
A∈G P(V/A⊥).
Inﬁne, poichè AG ×
∏
A∈G P(V/A⊥) si immerge come aperto in
V ×
∏
A∈G
P(V/A⊥),
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abbiamo un' immersione
φG : AG −→ V ×
∏
A∈G
P(V/A⊥)
di AG in V ×
∏
A∈G P(V/A⊥) come insieme localmente chiuso.
Deﬁnizione 2.1.1. Chiamiamo YG la chiusura di φG(AG) in V×
∏
A∈G P(V/A⊥).
Siamo interessati a studiare YG inizialmente nel caso in cui G è una famiglia
di sottospazi nested e poi nel caso di G building. Premettiamo, però alcune
osservazioni di carattere generale.
Osservazione 2.1.1. La mappa
YG
i
↪→ V ×
∏
A∈G
P(V/A⊥) pi−→ V
(cioè la prima proiezione ristretta a YG) è una mappa birazionale propria ed
è un isomorﬁsmo su AG
Dimostrazione. Ovvio.
Osservazione 2.1.2. Siano G1, G2 due famiglie di sottospazi di V ∗ tali che
G1 ⊂ G2.
Esiste una mappa propria
pG2G1 : YG2 −→ YG1
che estende l'identità su AG2 in modo tale che il seguente diagramma risulti
commutativo
AG2 i //
φG2

AG1
φG1

YG2
p
G2
G1 // YG1
Dimostrazione. Basta considerare la proiezione di V ×∏A∈G2 P(V/A⊥) su
V ×∏A∈G1 P(V/A⊥) ristretta a YG2 :
YG2
p
G2
G1

i // V ×∏A∈G2 P(V/A⊥)

YG1
i // V ×∏A∈G1 P(V/A⊥).
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Sia ora A minimale in G; poniamo
G ′ := G − {A} e G(A) := {(B + A)/A : B ∈ G ′}.
Se identiﬁchiamo V ∗/A con (A⊥)∗ si ha che
((B + A)/A)⊥ = A⊥ ∩B⊥
e quindi ⋃
B∈G(A)
B⊥ = A⊥ ∩
⋃
B∈G′
B⊥ e AG(A) = A⊥ ∩ AG′ .
Osservazione 2.1.3. Con le stesse notazioni si ha che la chiusura di AG(A)
in YG′ è isomorfa a YG(A) e inoltre il seguente diagramma è commutativo:
YG(A) //
pi

YG′
pi

A⊥
i // V
dove le mappe verticali pi sono le proiezioni descritte nell'osservazione 2.1.1.
Dimostrazione. Basta osservare che dato B ∈ G ′ tale che B + A 6= A vale
P(A⊥/(A+B)⊥) = P(A⊥/(A⊥ ∩B⊥)) ⊂ P(V/B⊥)
dunque, se indichiamo con B := (B + A)/A, nel seguente diagramma com-
mutativo tutte le mappe sono iniettive
AG(A)
φG(A)

i // AG′
φG′

A⊥ ×∏B∈G(A) P(A⊥/B⊥) // V ×∏B∈G′ P(V/B⊥)
da cui la tesi.
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2.2 Modello nel caso nested
Sia ora S una famiglia nested di sottospazi di V ∗. Prima di studiare YS
premettiamo una considerazione di carattere generale che ritornerà utile nel
seguito.
Sia E un insieme ﬁnito dotato di un ordine parziale ≤ e supponiamo che,
rispetto a questo ordine, per ogni a ∈ E l'insieme {x ∈ E : x ≥ a} sia
totalmente ordinato. Deﬁniamo una mappa
ρ : CE −→ CE
ponendo
va :=
∏
b≥a
ub
dove {ua : a ∈ E} sono coordinate sullo spazio di partenza e {va : a ∈ E}
sullo spazio di arrivo.
Per ogni a ∈ E non massimale chiamiamo c(a) il minimo elemento stretta-
mente maggiore di a. Sia
ρ : CE −→ CE
deﬁnita da
ua :=
va
vc(a)
=
∏
b≥a ub∏
b>a ub
dove, in questo caso, prendiamo le ua come coordinate in arrivo e le va come
coordinate in partenza e poniamo vc(a) = 1 se a à massimale in E.
Chiaramente ρ è l'inversa, come mappa birazionale, di ρ.
Preso ora S insieme nested di sottospazi di V ∗ sia b una base di V ∗ adattata
a S; scegliamo una marcatura per questa base e indichiamo con vA, A ∈ S
gli elementi marcati. Sia
ρ : Cb −→ Cb
deﬁnita da
v =

uv
∏
B⊃A uB se A = pS(v)e v non è marcato∏
B⊃A uB se v = vA
(2.1)
dove consideriamo {v : v ∈ b} coordinate sullo spazio di arrivo, {uv : v ∈ b}
coordinate sullo spazio di partenza e poniamo uB := uv se pS(v) = B e v è
marcato.
Se dotiamo b dell'ordine parziale generato dalle seguenti relazioni:
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1. v ≤ v ∀v ∈ b
2. vA ≤ vB se A ⊂ B
3. v ≤ vA se pS(v) = A
è facile notare che ρ è la mappa birazionale associata a questo ordine. Se
prendiamo v ∈ b non massimale abbiamo
c(v) =

vB con B ) A minimo con questa proprietà se v = vA
vA se pS(v) = A e v 6= vA
dunque l'inversa (come mappa birazionale) di ρ è data da
uv =
v
c(v)
=

∏
B⊃A uB∏
B)A uB
se v = vA
uv
∏
B⊃A uB∏
B⊃A uB
se pS(v) = A e v 6= vA
(2.2)
dove si pone c(v) = 1 se v massimale in b.
Inﬁne, essendo b base di V ∗, possiamo considerare questa mappa come
ρ : Cb −→ V.
Proposizione 2.2.1. La mappa ρ si restringe ad un isomorﬁsmo tra l'aperto
in cui tutte le uA sono diverse da zero e quello in cui tutte le vA sono diverse
da zero.
Inoltre l'iperpiano deﬁnito da uA = 0 si mappa in A
⊥.
Dimostrazione. Segue dalla deﬁnizione e dalle osservazioni precedenti.
Consideriamo ora YS ⊂ V ×
∏
A∈S P(V/A⊥). Detta, come sopra, b una base
di V ∗ adattata a S e marcata, su V consideriamo il sistema di coordinate
dato da b e, per ogni A ∈ S, su P(V/A) consideriamo le coordinate date da
bA.
In queste coordinate la mappa
Cb ρ−→ V piA−→ P(V/A⊥)
è data dalle formule 2.1.
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Lemma 2.2.1. Per ogni A ∈ S la mappa
piAρ : Cb −→ P(V/A⊥)
è un morﬁsmo regolare sulla parte aﬃne di P(V/A⊥) dove vA = 1.
Dimostrazione. Basta osservare che le coordinate dell' immagine, come mo-
nomi nelle uv, sono tutte divisibili per il monomio che esprime vA.
Dato A ∈ S denotiamo con P0A la carta aﬃne di P(V/A⊥) in cui vA = 1.
Proposizione 2.2.2. La mappa ρ : Cb −→ V deﬁnita prima si solleva ad
un' immersione aperta in YS .
Dimostrazione. Sia
ibS : Cb −→ V ×
∏
A∈S
P0A
deﬁnita come
ibS := ρ×A∈S piAρ
che, per il lemma precedente, è regolare.
Ora, poichè V ×∏A∈S P0A è un aperto in V ×∏A∈S P(V/A⊥), ci basta dimo-
strare che ibS è un'immersione chiusa. L'immagine sarà, di conseguenza, in
modo ovvio, YS ∩ V ×
∏
A∈S P0A.
A tale scopo dimostriamo che ogni coordinata uv si ottiene come restrizione
all'immagine delle coordinate su V ×∏A∈S P0A dove su P0A consideriamo le
coordinate aﬃni { v
vA
: v ∈ bA}.
Dalle equazioni 2.1 e 2.2 otteniamo che se v è massimale in b, cioè quando
pS(v) = V ∗ o pS(v) è massimale in S e v è marcato, uv = v.
Sia ora v non massimale in b: se pS(v) = A e v 6= vA allora uv si ottiene
restringendo all'immagine la coordinata aﬃne v
vA
; se invece v = vA uv si ot-
tiene restringendo la coordinata aﬃne vA
c(vA)
di P0B con vB = c(vA).
Inﬁne è facile osservare che il seguente diagramma è commutativo:
Cb
ibS //
ρ
  B
BB
BB
BB
B YS
pi

V
(dove con pi indichiamo la proiezione descritta nell'ossevazione 2.1.1) da cui
la tesi.
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D'ora in avanti chiameremo U bS := ibS(Cb) e, spesso, identiﬁcheremo Cb con
U bS e ρ con piibS .
Osservazione 2.2.1. L'aperto U bS dipende solo dagli elementi marcati della
base adatta e non dall'intera base.
Dimostrazione. Siano b, b′ basi adattate a S con stessa marcatura e chiamia-
mo ux e ux′ le coordinate su U bS e U b′S rispettivamente. Chiaramente basta
risolvere il caso in cui le due basi diﬀeriscono per un vettore non marcato.
Prendiamo quindi v ∈ b non marcato e supponiamo che b′ si ottienga da b
sostituendo v con v′ = αv + w con w ∈< (bpS(V ) − {v} >. Ovviamente le
coordinate ux coincidono con le ux′ eccetto che per uv′ .
Dalle formule 2.1 e 2.2 si ha
u′v =
v′
c(v′)
=
αv + w
c(v)
dove c(v) = c(v′) perchè pS(v) = pS(v′) e gli elementi marcati sono per ipotesi
gli stessi; inﬁne osservando che, come polinomi nelle {ut : t ∈ b}, v e w sono
divisibili per il monomio che esprime c(v), otteniamo
uv′ = αuv +Q({ut : t ∈ bpS(v) − {v}})
con Q polinomio.
Dunque il morﬁsmo
ψ : U bS −→ U b
′
S
deﬁnito da
ux′ =
{
ux se x′ 6= v′
αuv +Q({ut : t ∈ bpS(v) − {v}}) se x′ = v′
è un morﬁsmo regolare e, scambiamdo i ruoli tra v e v′, si ottiene il suo
inverso; ψ è quindi un isomorﬁsmo.
Il nostro prossimo obiettivo sarà quello di esibire una costruzione induttiva
di YS a partire da YS′ con S ′ nested e S ′ ⊂ S.
Sia quindi S la solita famiglia nested di sottospazi di V ∗, sia A ∈ S e sia
S ′ := S − {A}; chiaramente S ′ è ancora nested. Nel seguito ci interesserà
il caso in cui A sia minimale in S ma ora facciamo alcune osservazioni di
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carattere generale.
Per costruzione (osservazione 2.1.2) abbiamo una mappa birazionale
p := pSS′ : YS −→ YS′ .
Scegliamo ora b base adattata e marcata relativamente a S e sia U bS l'aper-
to corrispondente in YS . Ovviamente b è adattata anche a S ′ ma in questo
caso dobbiamo considerare come NON marcato l'elemento vA. Chiamiamo
dunque b′ la base b considerata adattata a S ′ con la stessa marcatura tranne
che per vA e U b′S′ l'aperto corrispondente in YS′ . Siano, inﬁne, {uv : v ∈ b},
{u′v : v ∈ b′} i rispettivi sistemi di coordinate di U bS e U b′S′ .
Fissate queste notazioni studiamo le relazioni che intercorrono tra le coordi-
nate uv e u′v.
A tale scopo e per questo torna utile calcolare c′(v) in funzione di c(v).
Se c(v) 6= vA possono veriﬁcarsi tre casi:
1. v = vA
2. pS(v) 6⊂ A
3. pS(v) ( B ( A con B ∈ S
è facile osservare che in tutti i casi c′(v) = c(v).
Se invece c(v) = vA possono veriﬁcarsi due casi:
1. pS(v) = A ma v 6= vA;
2. v = vB e A è il più piccolo elemento di S che contiene strettamente B.
In entrambi i casi si veriﬁca velocemente che c′(v) = c(vA).
Riassumendo si ha
c′(v) =

c(v) se c(v) 6= vA
c(vA) se c(v) = vA.
(2.3)
Combinando le equazioni 2.1, 2.2 e 2.3 otteniamo
uv =
v
c(v)
, u′v =
v
c′(v)
da cui
u′v = uv
c(v)
c′(v)
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e quindi 
u′v = uv se c(v) 6= vA
u′v = uvuA se c(v) = vA.
(2.4)
Ora, è chiaro che la mappa
Cb −→ Cb′
descritta da queste relazioni rende commutativo il seguente diagramma
Cb

ibS // YS
p

pi // V
i

Cb′
ib
′
S′ // YS′
pi // V
ed esprime p come mappa tra U bS e U b′S′ .
Tuttavia si nota (vedi [GH94, pag 602-604]) che le equazioni 2.4 rappresen-
tano il blow up di U b′S′ lungo la sottovarietà di equazioni
u′A = 0
u′v = 0 ∀v : c(v) = vA
nelle carte U bS e U b′S′ .
Sia ora A minimale in S e consideriamo una base b adattata a S e mar-
chiamola, come base adattata a S ′ in modo che nessun elemento marcato sia
in A. Possiamo ora renderla una base adattata e marcata relativamente a S
in n = dimA modi distinti.
Ripetendo il ragionamento precedente otteniamo quindi n aperti e n mappe
U biS −→ U bS′
tali che
⋃n
i=1 U biS è proprio il blow up di U bS′ lungo la sottovarietà di equazioni
u′v = 0 ∀v ∈ bA
e quindi, la mappa indotta
n⋃
i=1
U biS −→ U bS′
essendo la proiezione associata al blow up, è una mappa propria.
Osserviamo inoltre che la sottovarietà lungo cui scoppiamo U bS′ è il proper
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transform di A⊥ (visto nella carta U bS′). Ciò segue facilmente dalle formule
2.1; infatti dato v ∈ bA
v = u′v
∏
B∈S′, B)A
u′B
dunque dividendo per
∏
B∈S′, B)A u
′
B si ha la tesi.
Inﬁne, con argomenti identici alla dimostrazione del lemma 2.2.1, si può
mostrare che, se uno degli elementi marcati della base b vista come adattata
a S ′ sta in A allora l'immersione aperta
U bS′ −→ YS′
si solleva ad un' immersione aperta
U bS′ //
!!C
CC
CC
CC
C
YS

YS′ .
Prendiamo ora S un insieme nested di sottospazi di V ∗; nel procedimento
già descritto nella dimostrazione del lemma 1.1.2 per costruire basi adattate
a insiemi nested, aggiungiamo la scelta, per ogni B ∈ S, di un elemento
xB ∈ bB e otteniamo una base adattata a S e marcata.
Ripetendo il procedimento per tutte le possibili scelte dei vari xB ∈ bB otte-
niamo una famiglia B di basi adattate a S e marcate.
Poichè per l'osservazione 2.2.1 i corrispondenti insiemi aperti dipendono solo
dalla marcatura la famigliaM := {U bS : b ∈ B} è ﬁnita.
Siamo ora pronti per dimostrare la seguente proposizione che fornisce un'e-
sauriente descrizione della geometria di YS .
Proposizione 2.2.3. Con le notazioni ﬁn qui utilizzate valgono i seguenti
fatti:
1. La varietà YS è ricoperta dagli aperti U bS ∈M.
2. Dato A minimale in S e posto S ′ := S − {A}, YS è il blow up di Y ′S
lungo il proper transform ZA di A
⊥ che è una sottovarietà liscia.
Inoltre ZA è isomorfo a YT con T := {(B + A)/A : B ∈ S ′}.
3. Consideriamo AS immerso come aperto in YS e, per ogni A ∈ S, chia-
miamo DSA la chiusura di pi
−1(A⊥ −⋃B)AB⊥). Allora YS − AS è un
divisore a incroci normali le cui componenti lisce irriducibili sono date
dai DSA.
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4. DS
′
B ∩ ZA = DT(B+A)/A.
5. Tutte le intersezioni dei divisori DSA sono irriducibili.
Dimostrazione. Dimostriamo i punti (1) e (2) per induzione sulla cardinalità
di S essendo ovvio il caso |S| = 1.
Sappiamo, per ipotesi induttiva, che
YS′ =
⋃
UbS′∈M′
U bS′ .
Dalle osservioni precedenti abbiamo quindi che
⋃
UbS∈M U
b
S è il blow up di YS′
lungo il proper transform ZA di A⊥.
Basta quindi dimostrare che ⋃
UbS∈M
U bS = YS .
Per questo, è chiaramente suﬃciente provare che
⋃
UbS∈M U
b
S è chiuso in YS ,
cosa che discende dal fatto che la mappa del blow up è propria e che, in
questo caso, coincide con la restrizione di
p : YS −→ YS′ a
⋃
UbS∈M
U bS .
Inﬁne l'aﬀermazione su ZA discende dall' osservazione 2.1.3.
(3) Dato A ∈ S, dalla proposizione 2.2.1, otteniamo che per ogni U bS
pi−1(A⊥) ∩ U bS
è il divisore di equazione ∏
B⊃A
uA = 0.
Di conseguenza se, come nell'enunciato, poniamo DSA uguale alla chiusura di
pi−1(A⊥ −⋃B)AB⊥), otteniamo un divisore liscio la cui intersezione con U bS
è data dall' iperpiano di equazione uA = 0.
È poi ovvio che YS −AS =
⋃
A∈S D
S
A.
Resta ora da provare l' irriducibilità dei DSA. Procediamo per induzione sulla
cardinalità di S: se S = {A} allora, dal punto (2) segue che YS è il blow
up di V lungo A⊥ e DSA è proprio il divisore eccezionale la cui irriducibilità
discende da quella di A⊥.
28 Capitolo 2. Modello Complesso
Supponiamo |S| > 1, sia A ∈ S minimale, S ′ = S − {A} e supponiamo la
tesi vera per YS′ . Sempre dal punto (2) possiamo considerare YS come blow
up di YS′ lungo ZA.
Si ha quindi che DSA è proprio il divisore eccezionale e quindi, con lo stesso
argomento del caso base, è irriducibile poichè lo è ZA mentre, se B 6= A si
ha che DSB è il proper transform di D
S′
B che è irriducibile per ipotesi induttiva.
(4) ovvio da (2).
(5) Segue dalla descrizione locale dei DSA vista nella dimostrazione del punto
(3).
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2.3 Modello nel caso building
Sia ora G una famiglia building di sottospazi di V ∗. Detto S un insieme
G-nested e b una base di V ∗ adattata a S e marcata abbiamo il seguente
Lemma 2.3.1. Dato x ∈ V ∗ − {0} tale che pS(x) = A ∈ S si ha che
x = vAPx(uv)
dove Px è un polinomio nelle variabili uv con v < vA.
Dimostrazione. Dall'ipotesi pS(x) = A discende che x ∈ A; poichè
bA = b ∩ A = {v ∈ b : v ≤ vA}
è una base di A possiamo scrivere
x =
∑
v≤vA
avv con av ∈ C.
Ora, dalle espressioni 2.1, come monomio nelle uv, ogni v < vA è divisibile
per il monomio che esprime vA e si ha
v
vA
=
∏
v≤y<vA
uy;
dunque come funzione delle uv si ha
x = vA
(
avA +
∑
v<vA
av
v
vA
)
da cui la tesi.
Lemma 2.3.2. Sia S un insieme G-nested massimale. Per ogni G ∈ G,
valgono i seguenti fatti:
1. pS(G) = A ∈ S;
2. esiste x ∈ G tale che pS(x) = A e x = vAPx(uv) con Px polinomio come
nel lemma precedente e non nullo in 0.
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Dimostrazione. (1) Disecende dalla massimalità di S.
(2) Sia G ∈ G e sia pS(G) = A ∈ S; siano, inoltre, A1, · · · , An i sotto-
spazi massimali di A appartenenti a S.
Dalla proposizione 1.3.1 sappiamo che G+
⊕n
i=1Ai = A e quindi deve esistere
un x ∈ G che ammette una scrittura del tipo
x =
∑
v≤vA
avv con av ∈ C, avA 6= 0.
Un tale x è tale che pS(x) = A = pS(G) e, con lo stesso ragionamento utiliz-
zato nella dimostrazione del lemma precedente, in termini delle coordinate
uv possiamo scrivere
x = vA
(
avA +
∑
v<vA
av
v
vA
)
.
La tesi segue dal fatto che avA 6= 0.
Dato G insieme building di sottospazi di V ∗, ﬁssato S un insieme G-nested
massimale e b base adattata a S e marcata, grazie ai lemmi 2.3.1 e 2.3.2, per
ogni G ∈ G, per ogni x ∈ G, abbiamo un polinomio PGx (uv) deﬁnito dalla
relazione
x = vpS(x)P
G
x (uv).
Fissato G ∈ G sia ZG la sottovarietà di Cb deﬁnita come luogo di zeri della
famiglia di polinomi {PGx (uv)}x∈G.
È immediato osservare che la mappa razionale
Cb −→ V −→ V/G⊥ −→ P(V/G⊥)
è un morﬁsmo regolare su
Cb − ZG.
Deﬁnizione 2.3.1. Dato G insieme building di sottospazi di V ∗, S insieme
G-nested massimale, b base adattata e marcata relativamente a S, chiamere-
mo U bS(G) o U bS , quando è chiaro il building in questione, l' aperto
Cb −
⋃
G∈G
ZG.
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Osserviamo che dati G, S e b come nella deﬁnizione precedente ogni mappa
razionale
Cb −→ V −→ V/G⊥ −→ P(V/G⊥) con G ∈ G
risulta un morﬁsmo regolare su U bS . Abbiamo quindi un' immersione
jbS : U bS −→ YG.
Di dimostrazione immediata è la seguente
Osservazione 2.3.1. Siano H ⊃ G insiemi building di sottospazi di V ∗ e
sia S un insieme che sia G-nested e H-nested massimale. Allora U bS(H) è un
sottoinsieme aperto di U bS(G).
Teorema 2.3.1. Con le notazioni ﬁn qui introdotte valgono i seguenti fatti:
1. jbS è un' immersione aperta.
2. YG =
⋃
S j
b
S(U bS) e in particolare YG è liscia.
3. Posto DbS il divisore in U bS di equazione
∏
A∈S uA = 0 e posto
D :=
⋃
S
jbS(D
b
S)
si ha che D è un divisore con incroci normali e
AG = YG −D
dove, nell'ultima uguaglianza, stiamo identiﬁcando AG con φG(AG).
Dimostrazione. (1) Consideriamo il seguente diagramma
U bS
jbS−−−→ YG −−−→ V ×
∏
G∈G P(V/G⊥)
i
y py piy
Cb
ibS−−−→ YS −−−→ V ×
∏
A∈S P(V/A⊥)
dove ibS è l'immersione aperta costruita nella proposizione 2.2.2 e p è la re-
strizione di pi a YG (vedi osservazione 2.1.2).
Poichè p è birazionale e invertibile su ibS(U bS) si ha la tesi.
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(2) Basta dimostrare che
⋃
S U bS è chiuso in V ×
∏
G∈G P(V/G⊥) e, per questo,
è suﬃciente mostrare che la mappa⋃
S
U bS i−→ V ×
∏
G∈G
P(V/G⊥) pi−→ V
cioè la restrizione di pi a
⋃
S U bS , è propria.
Utiliziamo a tal ﬁne il valuative criterion for properness (vedi [Har77, pag
101]) e facciamo vedere che per ogni curva
f : D(ε) −→ V dove D(ε) := {t ∈ C : |t| < ε}
tale che
f (D(ε)− {0}) ⊂ AG
esiste un' estensione
f : D(ε) −→
⋃
S
U bS
in modo che il seguente diagramma risulti commutativo
D(ε)
f
//
f
$$I
III
III
III
⋃
S U bS
pi

V.
Denotiamo con <,> l'accoppiamento standard tra V e V ∗; dato A ∈ CG, per
ogni x in A, in un intorno di 0, la funzione
D(ε) 3 t 7→< x, f(t) >
può essere scritta come
tnxgx(t) con gx(0) 6= 0.
Deﬁniamo
nA := min{nx : x ∈ A}
e poniamo
CmG := {A ∈ CG : nA ≥ m}.
Dopo aver osservato che questa famiglia è chiusa per somme chiamiamo
Cm :=
∑
A∈CmG
A.
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Si nota che i Cm formano una catena discendente; di conseguenza, detta, per
ogni m, Cm =
⊕
iA
m
i la decomposizione di Cm in G, sappiamo che {Ami }i,m
è un insieme G-nested (vedi teorema 1.3.1); sia quindi S un insieme G-nested
massimale che lo contiene.
Possiamo scegliere una base adattata b a S tale che, dato
U ∈ S e U ∈ Cm−1G − CmG
per un qualche m, per ogni vettore v ∈ bU che non sta in nessuno degli Ami ,
l'ordine in 0 della funzione < v, f(t) > sia m− 1 = nU .
Se ora calcoliamo le coordinate uv di U bS sulla curva otteniamo
uv(t) =
< v, f(t) >
< c(v), f(t) >
dunque, se v è massimale in b, uv(t) =< v, f(t) > che è deﬁnita in 0 altrimen-
ti l'ordine in 0 del denominatore è minore o uguale a quello del numeratore;
f(t) ha quindi limite in Cb per t che tende a 0.
Resta da mostrare che questo limite non sta in nessuna delle sottovarietà
ZG; vogliamo cioè che per ogni G ∈ G esista x ∈ G tale che l'ordine in 0 di
PGx (uv(t)) sia 0.
Sia quindi G ∈ G e sia pS(G) = A ∈ S (vedi punto (1) del lemma 2.3.2).
Ripercorrendo la dimostrazione del punto (2) del lemma 2.3.2, possiamo pren-
dere x ∈ G tale che pS(x) = A, nx = nvA e x = vAPx(uv).
Da nx = nvA segue che l'ordine in 0 di Px(uv(t)) è uguale a 0.
(3) Il fatto che D sia un divisore a incroci normali risulta chiaro dalla deﬁ-
nizione.
Grazie alla proposizione 2.2.1 e alla commutatività del seguente diagramma
U bS
jbS−−−→ YGy piy
Cb ρ−−−→ V
otteniamo che
pi
(
jbS
(
DbS
)) ⊂ V −AG
e
pi
(
jbS
(U bS −DbS)) ⊂ AG.
Grazie al punto (2) e al fatto che YG − φG(AG) è esattamente l'insieme dei
punti che non si proiettano in AG si ha la tesi.
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Teorema 2.3.2. Con le notazioni ﬁn qui introdotte valgono i seguenti fatti:
1. D =
⋃
G∈G DG dove DG è la componente irriducibile di D che si proietta
su G⊥.
2. La famiglia di divisori DA1 , · · · , DAn ha intersezione non vuota se e solo
se {A1, · · · , An} è G-nested e, in tal caso, l'intersezione è irriducibile
e trasversa.
3. Sia G minimale in G − FG, sia G ′ = G − {G} e sia G = F1 ⊕ · · · ⊕ Ft
la decomposizione di G in irriducibili.
Allora YG è il blow up di YG′ lungo
⋂t
i=1DFi.
4. Sia G minimale in FG e sia G ′ = G − {G}.
Allora YG è il blow up di YG′ lungo il proper transform TG di G⊥ e TG
è isomorfo a YG dove G = {(F +G)/G ∈ (V ∗)/G : F ∈ G ′}.
Dimostrazione. Procediamo per induzione sulla cardinalità di G osservando
che (1) e (2) sono ovvi per |G| = 1.
(3) Supponiamo G ) FG e sia G minimale in G − FG come in ipotesi. Per
induzione abbiamo quindi che (1) e (2) valgono per G ′.
Consideriamo la solita proiezione
p : YG −→ YG′
prendiamo T un insieme G ′-nested massimale e b una base adattata a T e
marcata.
Supponiamo inizialmente che T non contenga {F1, · · · , Ft} e di conseguenza
T è anche un insieme G-nested massimale (vedi punto (2) della proposizione
1.3.2). Inoltre, in questo caso, si osserva che U bT (G) non interseca
⋂t
i=1DFi .
Vogliamo dimostrare che l'immersione aperta di U bT (G ′) in YG′ si solleva ad
un' immersione in YG.
A tal ﬁne, è suﬃciente mostrare che la mappa razionale
U bT (G ′) −→ Cb −→ V −→ V/G⊥ −→ P(V/G⊥)
è in eﬀetti un morﬁsmo regolare.
Sia quindi A = pT (G) e, per ogni x ∈ G scriviamo x = vAPx(uv) come nel
lemma 2.3.1. Vogliamo dimostrare che la famiglia di polinomi {Px(uv)}x∈G
non ha zeri comuni in U bT (G ′).
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Sappiamo (punto (3) della proposizione 1.3.2) che esiste i ∈ {1, · · · , t} tale
che pT (Fi) = A. Come prima, per ogni x ∈ Fi scriviamo x = vAPx(uv), e os-
serviamo che, per deﬁnizione di U bT (G ′), la famiglia di polinomi {Px(uv)}x∈Fi
non ha zeri comuni in U bT (G ′) e ciò basta per concludere.
Supponiamo ora che T contenga {F1, · · · , Ft}. Dalla proposizione 2.2.1 e
dalla commutatività del seguente diagramma
U bT (G ′)
jbT−−−→ YG′y piy
Cb ρ−−−→ V
abbiamo che DFi ∩ U bT (G ′) (dove abbiamo identiﬁcato per semplicità U bT (G ′)
con la sua immagine in YG′ tramite jbT ) è il divisore di equazione
uFi = 0.
Vogliamo dunque mostrare che la sottovarietà di U bT (G ′) in cui la mappa
razionale
U bT (G ′) −→ P(V/G⊥)
non è deﬁnita ha equazioni 
uF1 = 0
...
uFt = 0
Prendiamo bG :=
⋃t
i=1 bFi come base di G; sempre nell' ipotesi pT (G) = A
sappiamo (punto (4) della proposizione 1.3.2) che, per ogni i ∈ {1, · · · , t}, il
più piccolo elemento di T che contiene strettamente Fi è A e quindi, per ogni
i, per ogni v ∈ bFi il monomio nelle uv che esprime v e divisibile per quello
che esprime vA.
Di conseguenza la sottovarietà che cerchiamo ha equazioni
uvuFi = 0 se v ∈ bFi e non è marcato
uFi = 0 se v = vFi
da cui segue quanto volevamo e quindi la tesi del punto (3).
(4) Assumiamo ora G = FG, G minimale in FG e G ′ = G − {G} come in
ipotesi.
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L'isomorﬁsmo tra TG e YG segue dall' osservazione 2.1.3.
Prendiamo ora T un insieme G ′-nested massimale e osserviamo che abbiamo
due possibilità: o T è nested massimale anche rispetto a G altrimenti T ∪{G}
è G-nested massimale.
Nel primo caso per l'osservazione 2.3.1 abbiamo un'immersione aperta di
U bT (G) in U bT (G ′) indotta dalla proiezione YG −→ YG′ ; nel secondo caso dal
seguente diagramma
U bT ∪{G}(G)

// Cb

ibT ∪{G}
// YT ∪{G}

U bT (G ′) // Cb
ibT // YT
e dalla proposizione 2.2.3 otteniamo che sull' aperto U bT (G ′) la mappa
p : YG −→ YG′
è il blow up di U bT (G ′) lungo U bT (G ′) ∩ TG.
Avendo provato (3) e (4) sotto ipotesi induttiva deduciamo (1) e (2).
(1) Basta porre DG uguale al divisore eccezionale del blow up
YG −→ YG′
e, al variare di H ∈ G ′, chiamiamo DH il proper transform del divisore D′H
in YG′ .
(2) Con le notazioni del punto (2), poniamo Z = DA1 ∩ · · · ∩DAn .
Dato T un insieme G-nested massimale e b una base adattata a T e marcata,
dalla proposizione 2.2.1 e dalla commutatività del diagramma
U bT (G)
jbT−−−→ YG
i
y piy
Cb
ρ−−−→ V
deduciamo che DA∩U bT (G) 6= ∅ se e solo se A ∈ T e, in tal caso, l'intersezione
è il divisore di equazione
uA = 0.
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Da ciò discende il punto (2) tranne che per l'irriducibilità di Z.
Assumiamo quindi che {A1, · · · , An} sia G-nested; sia G ∈ G come nel punto
(3) e supponiamo G ∈ {A1, · · · , An}; poniamo per semplicità G = A1.
Se consideriamo
YG
p−→ YG′
il blow up di YG′ lungo TG si ha che Z è la controimmagine della varietà
TG ∩D′A2 ∩ · · · ∩D′An che è irriducibile per ipotesi induttiva.
Nelle stesse ipotesi sia ora G come nel punto (4); con lo stesso ragionamento
si ha che Z è la controimmagine della sottovarietà di DA2 ∩ · · · ∩DAn di TG
che è irriducibile per ipotesi induttiva.
Se invece G 6∈ {A1, · · · , An}, in entrambi i casi Z è proper transform della
corrispondente sottovarietà di YG′ che, di nuovo, è irriducibile per ipotesi in-
duttiva.
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2.4 Arrangiamenti Proiettivi e Modelli Com-
patti
Come all' inizio di 2.1 prendiamo V uno spazio vettoriale di dimensione ﬁnita
su C e G una famiglia ﬁnita di sottospazi di V ∗.
Deﬁniamo
ÂG := P(V )−
⋃
A∈G
P(A⊥)
e notiamo che se consideriamo l' azione di moltiplicazione per scalare di C∗
su AG otteniamo che
ÂG = AG/C∗.
Inoltre, poiché il morﬁsmo regolare
AG −→
∏
A∈G
P(V/A⊥)
deﬁnito in 2.1, è costante sulle orbite passa al quoziente producendo un
morﬁsmo
ÂG −→
∏
A∈G
P(V/A⊥)
il cui graﬁco è un chiuso in ÂG ×
∏
A∈G P(V/A⊥).
Poichè ÂG×
∏
A∈G P(V/A⊥) si immerge come aperto in P(V )×
∏
A∈G P(V/A⊥),
abbiamo un'immersione
φ̂G : ÂG −→ P(V )×
∏
A∈G
P(V/A⊥)
di ÂG in P(V )×
∏
A∈G P(V/A⊥) come insieme localmente chiuso.
Deﬁnizione 2.4.1. Chiamiamo ŶG la chiusura di φ̂G(ÂG) in P(V )×
∏
A∈G P(V/A⊥).
Consideriamo l'azione di C∗ su V ×∏A∈G P(V/A⊥) deﬁnita facendo agire C∗
per moltiplicazione su V e in modo banale su
∏
A∈G P(V/A⊥); il morﬁsmo
φG : AG −→ V ×
∏
A∈G
P(V/A⊥)
è equivariante cioè per ogni z ∈ C∗ il seguente diagramma è commutativo
AG
z·

φG
// V ×∏A∈G P(V/A⊥)
z·

AG φG // V ×
∏
A∈G P(V/A⊥)
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dove abbiamo indicato con z· l'azione dell'elemento z ∈ C∗. Di conseguenza,
C∗ agisce in modo naturale su YG e si osserva che, per ogni z ∈ C∗, il seguente
diagramma è commutativo
YG
pi //
z·

V
z·

YG
pi // V
dove abbiamo indicato con pi la proiezione descritta nell' osservazione 2.1.1
che è quindi C∗-equivariante.
Consideriamo ora AG immerso come insieme localmente chiuso in
(V − {0})×
∏
A∈G
P(V/A⊥)
e chiamiamo Y 0G la sua chiusura in (V − {0})×
∏
A∈G P(V/A⊥).
Osserviamo che Y 0G = YG − pi−1(0) ed è quindi aperto in YG e stabile per
l'azione di C∗ poiché pi è C∗-equivariante.
Abbiamo quindi il seguente diagramma commutativo
AG

i // Y 0G

j
// (V − {0})×∏A∈G P(V/A⊥)

ÂG
φ̂G
// ŶG
ĵ
// P(V )×∏A∈G P(V/A⊥)
(2.5)
dove i e φ̂G sono immersioni aperte, j e ĵ sono immersioni chiuse e le mappe
verticali sono il passaggio al quoziente per l'opportuna azione di C∗.
Poichè [
(V − {0})×
∏
A∈G
P(V/A⊥)
]
/C∗ = P(V )×
∏
A∈G
P(V/A⊥)
risulta ŶG = Y 0G /C∗.
Osservazione 2.4.1. La mappa
ŶG
i−→ P(V )×
∏
A∈G
P(V/A⊥) pi−→ P(V )
è suriettiva e si restringe ad un isomorﬁsmo su ÂG.
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Dimostrazione. Basta osservare che la mappa
Y 0G
i−→ (V − {0})×
∏
A∈G
P(V/A⊥) pi−→ (V − {0})
è surgettiva e si restringe ad un isomorﬁsmo su AG e che il seguente diagram-
ma è commutativo
Y 0G

pi◦i // (V − {0})

ŶG
pi◦i // P(V ).
Osservazione 2.4.2. Detto G ′ := G ∪ {V ∗} si ha che ŶG è isomorfo a ŶG′.
Dimostrazione. Avendo osservato che ŶG = Y 0G /C∗ basta provare che Y 0G è
isomorfo a Y 0G′ e l'isomorﬁsmo è equivariante.
Detta
f : V ×
∏
A∈G
P(V/A⊥)× P(V ) −→ V ×
∏
A∈G
P(V/A⊥)
la mappa che si dimentica dell'ultima coordinata, otteniamo, per restrizione,
una mappa C∗-equivariante da Y 0G′ a Y 0G ; in particolare, il seguente diagramma
risulta commutativo:
Y 0G′

// V ×∏A∈G P(V/A⊥)× P(V ) pi //
f

V
id

Y 0G // V ×
∏
A∈G P(V/A⊥)
pi // V.
Ora, poichè la mappa razionale
YG −→ V −→ P(V )
è deﬁnita su Y 0G possiamo facilmente costruire una mappa da Y
0
G a Y
0
G′ che è
l'inversa di quella precedente ed è anch'essa C∗-invariante.
A tal ﬁne chiamiamo p il morﬁsmo razionale canonico V −→ P(V ) e deﬁnia-
mo la mappa razionale
γp : V ×
∏
A∈G
P(V/A⊥) −→ V ×
∏
A∈G
P(V/A⊥)× P(V )
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come
γp(v, (xA)A∈G) := (v, (xA)A∈G, p(v)).
Se denotiamo con i l'inclusione di Y 0G in V ×
∏
A∈G P(V/A⊥) si ha che γv ◦ i
è un morﬁsmo regolare, ha immagine contenuta in Y 0G′ ed ha le proprietà
desiderate.
D'ora in poi assumeremo quindi che V ∗ ∈ G.
Con queste ipotesi chiamiamo ora EV lo spazio totale del ﬁbrato tautologico
su P(V ). Se consideriamo la mappa
V − {0} −→ V × P(V ) v 7−→ (v, [v])
si osserva che EV è proprio la chiusura in V ×P(V ) dell'immagine di V −{0}.
Dal diagramma (2.5) otteniamo
AG

i // Y 0G

j
// EV ×
∏
A∈G P(V/A⊥)

ÂG
φ̂G
// ŶG
ĵ
// P(V )×∏A∈G P(V/A⊥)
(2.6)
dove, se indichiamo con piV la proiezione di EV su P(V ), la mappa verticale
più a destra è piV × id.
Ora da (2.6), componendo con le proiezioni
EV ×
∏
A∈G
P(V/A⊥) pi−→ EV
e
P(V )×
∏
A∈G
P(V/A⊥) pi−→ P(V )
si ottiene
Y 0G

j
// EV ×
∏
A∈G P(V/A⊥)
piV ×id

pi // EV
piV

ŶG
ĵ
// P(V )×∏V ∈G P(V/A⊥) pi // P(V )
da cui si ricava il diagramma
YG

pi◦j
// EV
piV

ŶG
pi◦ĵ
// P(V ).
(2.7)
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Teorema 2.4.1. Sia G una famiglia building di sottospazi di V ∗ contenente
V ∗; allora YG è lo spazio totale di un ﬁbrato olomorfo in rette su ŶG e ŶG è
isomorfo al divisore DV ∗ = pi
−1(0).
Dimostrazione. Dalle osservazioni precedenti e dal diagramma (2.7) dedu-
ciamo che YG è il pull back mediante la mappa ŶG −→ P(V ) del ﬁbrato
tautologico EV su P(V ).
Essendo quindi YG un ﬁbrato olomorfo in rette su ŶG si ha che ŶG è iso-
morfo all'immagine della sezione nulla di tale ﬁbrato che non è altro che
DV ∗ = pi
−1(0).
Il teorema precedente è di notevole importanza per lo studio delle proprietà
geometriche di ŶG. Vale infatti il seguente
Teorema 2.4.2. Sia G un insieme building di sottospazi di V ∗ contenente
V ∗ e sia G0 := G − {V ∗}. Allora
1. ŶG è una varietà proiettiva liscia e irriducibile.
2. Detto D̂ := ŶG − ÂG si ha che D̂ è un divisore a incroci normali le
cui componenti irriducibili sono in corrispondenza biunivoca con gli
elementi di G0. Detto D̂F il divisore associato a F ∈ G0 si ha
pi−1
(
P(F⊥)
)
=
⋃
G⊃F
D̂G.
3. Dato S ⊂ G si ha che ⋂F∈S D̂F 6= ∅ se e solo se S è G-nested. In tal
caso, mediante l'identiﬁcazione di ŶG con DV ∗, la varietà
⋂
F∈S D̂F si
identiﬁca con
⋂
F∈S∪{V ∗}DF ed è quindi irriducibile.
Dimostrazione. Grazie al teorema 2.4.1 la dimostrazione di questi fatti si de-
duce facilmente, anzi è un caso particolare, dei teoremi 2.3.1 e 2.3.2.
Capitolo 3
Coomologia del modello
complesso
Dato G un insieme building di sottospazi di V ∗ vogliamo ora studiare l'anello
di coomologia a coeﬃcienti interi di YG.
Più in generale, dato S un insieme G-nested, poniamo DS uguale all'inter-
sezione (che sappiamo essere non vuota e trasversa per il teorema 2.3.2) dei
DA con A ∈ S.
Iniziamo (sezione 3.1, teorema 3.1.1) col dare una descrizione, seguendo
[DCP95b], di H∗(DS ,Z) da cui si ricaverà una descrizione di H∗(YG,Z) pren-
dendo S = ∅.
Gli H∗(DS ,Z) risulteranno Z-moduli liberi e (sezione 3.2) ne esibiremo la
Z-base costruita in [Gai97], [Gai99].
Nel seguito dato B ∈ G indicheremo con L(DB) il ﬁbrato olomorfo in rette
associato al divisore DB e con [DB] la classe di Chern di L(DB) in H2(YG,Z).
3.1 Descrizione di H∗(DS,Z)
Sia G un insieme building di sottospazi di V ∗ e sia S ⊂ G una sottoinsieme
G-nested.
Sia H ⊂ G tale che esista B ∈ G per cui A ( B per ogni A ∈ H. Poniamo
inoltre SB := {X ∈ S : X ( B} e, con queste notazioni, deﬁniamo
dSH,B := dimB − dim
( ∑
A∈H∪SB
A
)
.
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Dati S, H e B come sopra, nell'anello Z[cA]A∈G deﬁniamo il polinomio
P SH,B :=
∏
A∈H
cA
(∑
C⊃B
cC
)dSH,B
e chiamiamo IS l'ideale generato da questi polinomi al variare di H e B.
Osservazione 3.1.1. Con le stesse notazioni se S ′ ⊃ S si ha IS′ ⊃ IS .
Dimostrazione. Basta notare che, in questo caso, dS
′
H,B ≤ dSH,B dunque P S′H,B
divide P SH,B.
Lemma 3.1.1. Sia H ⊂ G tale che H ∪ S non sia G-nested. Allora∏
A∈H
cA ∈ IS .
Dimostrazione. Poichè H∪S non è G-nested, per il punto (1) della proposi-
zione 1.3.1, esistono H′ ⊂ H, S ′ ⊂ S tali che se poniamo
B :=
∑
A∈H′∪S′
A
B ∈ G e contiene propriamente ogni A ∈ H′ ∪ S ′; vale quindi S ′ ⊂ SB e,
poichè S è G-nested, H′ è non vuoto. Da ciò segue
dSH′,B = 0
e quindi
P SH′,B =
∏
A∈H′
cA
da cui la tesi.
Prima di procedere con la descrizione di H∗(DS ,Z) riportiamo un lemma,
enunciato e dimostrato in [Kee92], che sarà di fondamentale importanza per
la dimostrazione del teorema che segue.
Lemma 3.1.2. Sia Z una varietà liscia e W ⊂ Z una sottovarietà liscia.
Supponiamo che
i∗ : H∗(Z,Z) −→ H∗(W,Z)
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sia suriettiva con nucleo J e sia Z ′ il blow up di Z lungo W .
Se denotiamo con E sia il divisore eccezionale sia la classe di Chern di L(E)
in H2(Z ′,Z) si ha
1.
H∗(Z ′,Z) ≡ H∗(Z,Z)[E]/ (J · E,PZ/W (−E))
dove PZ/W (x) ∈ H∗(Z,Z)[x] è un polinomio tale che i∗
(
PZ/W (x)
)
è il
polinomio di Chern del ﬁbrato normale di W in Z;
2.
H∗(E,Z) ≡ H∗(W,Z)/ (PZ/W (−E))
dove PZ/W (x) ∈ H∗(W,Z)[x] è il polinomio di Chern del ﬁbrato normale
di W in Z.
Teorema 3.1.1. Con le notazioni ﬁn qui utilizzate la mappa
φS : Z[cA]A∈G −→ H∗(DS ,Z)
deﬁnta da
φS(cA) := [L(DA)|DS ]
è surgettiva e ha nucleo uguale a IS .
Dimostrazione. Passo 1.
Denotiamo con F la famiglia degli irriducibili di CG; assumiamo il teorema
vero per F e dimostriamolo per G.
Procediamo per induzione su |G| essendo ovvio il caso |G| = 0.
Sia dunque G ∈ G minimale in G −F e supponiamo che il teorema valga per
G ′ := G − {G}.
Se G si decompone in irriducibili come G = F1 ⊕ · · · ⊕ Ft, sappiamo che YG
si ottiene scoppiando YG′ lungo la sottovarietà D′{F1,··· ,Ft}. Se indichiamo con
p : YG −→ YG′
la proiezione di YG su YG′ abbiamo che per
p∗ : H∗(YG′ ,Z) −→ H∗(YG,Z)
vale
p∗([D′A]) =

[DA] se A 6= Fi
[DA] + [DG] se A = Fi
(3.1)
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Prendiamo ora S un insieme G-nested e distinguiamo due casi.
Caso 1: G 6∈ S.
In questo caso S è anche G ′-nested e DS si ottiene come blow up di D′S
lungo D′S ∩D′F1,··· ,Ft = D′S∪{F1,··· ,Ft}.
Se deﬁniamo
γ : Z[c′A]A∈G′ −→ Z[cA]A∈G
come
γ(c′A) =

cA se A 6= Fi
cA + cG se A = Fi
(3.2)
il seguente diagramma risulta commutativo
Z[c′A]A∈G′
φ′S //
γ

H∗(D′S ,Z)
p∗

Z [cA]A∈G
φS // H∗(DS ,Z).
(3.3)
A questo punto dobbiamo distingure due ulteriori sottocasi.
Sottocaso (a): S ∪ {F1, · · · , Ft} non è G ′-nested.
In questo caso
D′S∪{F1,··· ,Ft} = ∅
e quindi p induce un isomorﬁsmo tra DS e D′S . Da ciò, dall'ipotesi induttiva
e dalla commutatività del diagramma (3.3) segue che
γ(I ′S) ⊂ kerφS .
Inoltre dall'ipotesi e dal punto (2) della proposizione 1.3.2 segue che S ∪{G}
non è G-nested da cui
DS ∩DG = DS∪{G} = ∅
e quindi L(DG)|DS è il ﬁbrato banale. Di conseguenza
0 = [DG] = φS(cG)
cioè cG ∈ kerφS .
A questo punto si vede che kerφS = (γ (I ′S) , cG).
Sezione 3.1 Descrizione di H∗(DS ,Z) 47
Proviamo ora che IS = kerφS : poichè S ∪ {G} non è G-nested, per il lemma
3.1.1, cG ∈ IS . D'altra parte, per come è deﬁnita γ
γ(I ′S) ⊂ IS + (cG) ⊂ IS
e quindi kerφS ⊂ IS .
Dimostriamo ora che IS ⊂ kerφS . Sia quindi P SH,B(cA) un generatore di
IS ; se G ∈ H, cG divide P SH,B(cA) che, di conseguenza, appartiene a kerφS .
Altrimenti, dalla deﬁnizione di γ
P SH,B(cA) = γ
(
P ′SH,B(c
′
A)
)
+Q (cA) con Q ∈ (cG)
da cui la tesi.
Sottocaso (b): S ∪ {F1, · · · , Ft} è G ′-nested.
In questo caso D′S∪{F1,··· ,Ft} 6= ∅; sapendo che DS è il blow up di D′S lungo
D′S∪{F1,··· ,Ft}, per il calcolo del suo anello di coomologia a coeﬃcienti interi,
vogliamo usare il lemma 3.1.2 e quindi, per prima cosa, dobbiamo veriﬁcare
che la mappa
i∗ : H∗(D′S ,Z) −→ H∗(D′S∪{F1,··· ,Fh},Z)
è surgettiva. A tal ﬁne, sappiamo che, per ipotesi induttiva, la mappa
φ′S : Z[c′A]A∈G′ −→ H∗(D′S ,Z)
è surgettiva con nucleo I ′S e induce quindi un isomorﬁsmo
φ˜′S : Z[c′A]A∈G′/I ′S −→ H∗(D′S ,Z).
Analogamente la mappa
φ′S∪{F1,··· ,Ft} : Z[c
′
A]A∈G′ −→ H∗(D′S∪{F1,··· ,Ft},Z)
induce un isomorﬁsmo
φ˜′S∪{F1,··· ,Ft} : Z[c
′
A]A∈G′/I
′
S∪{F1,··· ,Ft} −→ H∗(D′S∪{F1,··· ,Ft},Z)
e, per il nostro scopo, è suﬃciente osservare che il seguente diagramma è
commutativo
Z[c′A]A∈G′/I ′S∪{F1,··· ,Ft}
φ˜′S∪{F1,··· ,Ft} // H∗(D′S∪{F1,··· ,Ft},Z)
Z[c′A]A∈G′/I ′S
pi
OO
φ˜′S // H∗(D′S ,Z)
i∗
OO
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dove con pi indichiamo la proiezione al quoziente
Z[c′A]A∈G′/I ′S −→
Z[c′A]A∈G′/I ′S
I ′S∪{F1,··· ,Ft}/I
′
S
' Z[c′A]A∈G′/I ′S∪{F1,··· ,Ft}.
Abbiamo quindi che i∗ è surgettiva e ha nucleo I ′S∪{F1,··· ,Ft}/I
′
S .
Passiamo ora al calcolo del polinomio di Chern del ﬁbrato normaleND′S/D′S∪{F1,··· ,Ft}
di D′S∪{F1,··· ,Ft} in D
′
S . A meno di riordinare gli indici possiamo supporre
{F1, · · · , Fh} = {F1, · · · , Ft} − S
dunque
D′S∪{F1,··· ,Ft} = D
′
S∪{F1,··· ,Fh}.
Ora, per trasversalità, si ha
ND′S/D′S∪{F1,··· ,Fh}
' L(F1)|D′S∪{F1,··· ,Fh} ⊕ · · · ⊕ L(Fh)|D′S∪{F1,··· ,Fh}
da cui
PD′S/D′S∪{F1,··· ,Fh}
(t) =
h∏
i=1
(t+ [D′Fi ]).
A questo punto, grazie al lemma 3.1.2, abbiamo
H∗(DS ,Z) ≡ Z[c
′
A]A∈G′
I ′S
[cG]/
(
cG
I ′S∪{F1,··· ,Ft}
I ′S
,
h∏
i=1
(
cG + c
′
Fi
))
dunque
kerφS =
(
γ (I ′S) , cGγ (I
′
S) ,
h∏
i=1
cFi
)
.
Mostriamo che kerφS ⊂ IS .
Poiché S∪{F1, · · · , Fh} non è G-nested, grazie al lemma 3.1.1,
∏h
i=1 cFi ∈ IS .
Prendiamo ora P ′S∪{F1,··· ,Ft}H,B (c
′
A) generatore di I
′
S∪{F1,··· ,Ft}. Per deﬁnizione di
γ vale
γ
(
P
′S∪{F1,··· ,Ft}
H,B (c
′
A)
)
=
∏
A∈H
cA
(∑
C⊃B
cC
)dSH,B
=: P
S∪{F1,··· ,Ft}
H,B (cA) .
Per provare che cGP
S∪{F1,··· ,Ft}
H,B (cA) ∈ IS dobbiamo distingure un po' di casi.
{B,G} G-nested con B, G non confrontabili.
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In questo caso poichè G ∩B = {0} vale
d
S∪{F1,··· ,Ft}
H,B = dimB − dim
 ∑
A∈H∪(S∪{F1,··· ,Ft})B
A
 =
dimB − dim
( ∑
A∈H∪SB
A
)
= dSH,B
da cui
P
S∪{F1,··· ,Ft}
H,B (cA) = P
S
H,B (cA) ∈ IS
e quindi
cGP
S∪{F1,··· ,Ft}
H,B (cA) ∈ IS .
B ( G
In questo caso necessariamente B ∈ F e quindi deve esistere i ∈ {1, · · · , t}
tale che B ⊂ Fi da cui
d
S∪{F1,··· ,Ft}
H,B = dimB − dim
 ∑
A∈H∪(S∪{F1,··· ,Ft})B
A
 =
dimB − dim
( ∑
A∈H∪SB
A
)
= dSH,B
dove la seconda ugualglianza segue dal fatto che non esiste j ∈ {1, · · · , t}
tale che Fj ( B. Ora si conclude come nel caso precedente.
G ( B
In questo caso si ha
d
S∪{F1,··· ,Ft}
H,B = dimB − dim
 ∑
A∈H∪(S∪{F1,··· ,Ft})B
A
 =
dimB − dim
 ∑
A∈(H∪{G})∪SB
A
 = dSH∪{G},B
da cui
cGP
S∪{F1,··· ,Ft}
H,B (cA) = P
S
H∪{G},B(cA) ∈ IS
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Resta in inﬁne il caso in cui
{B,G} non è G-nested e B, G non confrontabili.
In questo caso abbiamo che B + G ∈ G ′ e B, G ( B + G. Inoltre, dato
A ∈ G tale che A ⊃ B ma A + G, si ha che {A,G} non è G-nested altrimenti
anche {B,G} lo sarebbe.
Da ciò segue che per ogni A ∈ G che contiene B ma non G
cAcG ∈ IS .
Da quanto osservato si ha inoltre
d
S∪{F1,··· ,Ft}
H,B − dSH∪{G},B+G ≥ 0.
Ora
cGP
S∪{F1,··· ,Ft}
H,B (cA) = cG
∏
A∈H
cA
(∑
C⊃B
cC
)dS∪{F1,··· ,Ft}H,B
=
=
∏
A∈H∪{G}
cA
 ∑
C⊃B+G
cC +
∑
C⊃B,C+G
cC
d
S∪{F1,··· ,Ft}
H,B
=
= P SH∪{G},B(cA)
( ∑
C⊃B+G
cC
)(dS∪{F1,··· ,Ft}H,B −dSH∪{G},B+G)
+Q(cA)
con Q(cA) ∈ IS e quindi, anche in questo caso,
cGP
S∪{F1,··· ,Ft}
H,B (cA) ∈ IS .
Abbiamo quindi dimostrato che cGγ
(
I ′S∪{F1,··· ,Ft}
)
⊂ IS .
Sia ora P ′SH,B(c
′
A) un generatore di I
′
S .
Supponiamo, a meno di riordinare gli indici, che
{F1, · · · , Fk} = H ∩ {F1, · · · , Ft}
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e poniamo H′ := H− {F1, · · · , Fk}. Allora
γ
(
P ′SH,B(c
′
A)
)
= γ
 k∏
i=1
c′Fi
∏
A∈H′
c′A
(∑
C⊃B
c′C
)dSH,B =
=
k∏
i=1
(cG + cFi)
∏
A∈H′
cA
(∑
C⊃B
cC
)dSH,B
=
= P SH,B (cA) + cGQ(cA)
∏
A∈H′
cA
(∑
C⊃B
cC
)dSH,B
cioè
γ
(
P ′SH,B(c
′
A)
)
= P SH,B(cA) + cGQ(cA)
∏
A∈H′
cA
(∑
C⊃B
cC
)dSH,B
(3.4)
con Q(cA) ∈ Z[cA]A∈G.
Per concludere basta osservare che
P
′S∪{F1,··· ,Ft}
H′,B (c
′
A) divide
∏
A∈H′
c′A
(∑
C⊃B
cC
)dSH′,B
e ricordarsi che cGγ
(
I ′S∪{F1,··· ,Ft}
)
⊂ IS .
Dimostriamo ora che IS ⊂ kerφS .
Dall' equazione (3.4), preso un generatore P SH,B(cA) di IS con G 6∈ H si ha
P SH,B(cA) ∈ kerφS .
Sia ora G ∈ H e assumiamo senza ledere la generalità che nessuno degli Fi
sia in H. Ne segue
P SH,B(cA) = cGγ
(
P
′S∪{F1,··· ,Ft}
H−{G},B (c
′
A)
)
da cui la tesi.
Caso 2: G ∈ S.
Poniamo S ′ := S − {G} e, in questo caso abbiamo che DS è proprio il
divisore eccezionale del blow up di D′S′ lungo D
′
S′∪{F1,··· ,Ft} cioè
DS = p−1
(
D′S′∪{F1,··· ,Ft}
)
.
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Essendo nelle ipotesi del lemma 3.1.2 vogliamo per utilizzare il punto (2) dello
stesso non ci resta che calcolare il polinomio di Chern del ﬁbrato normale
ND′S′/D
′
S′∪{F1,··· ,Ft}
di D′S′∪{F1,··· ,Ft} in D
′
S′ .
Di nuovo, per trasversalità
ND′S′/D
′
S′∪{F1,··· ,Ft}
' L(DF1)|D′S′∪{F1,··· ,Ft}
⊕ · · · ⊕ L(DFh)|D′S′∪{F1,··· ,Ft}
dove, come prima stiamo supponendo {F1, · · · , Fh} = {F1, · · · , Ft} − S ′.
Dunque
PD′S′/D
′
S′∪{F1,··· ,Ft}
(t) =
h∏
i=1
(t+ [DFi ])
e quindi, per il secondo punto del lemma 3.1.2,
H∗(DS ,Z) ' Z[c
′
A]
I ′S′∪{F1,··· ,Ft}
[cG]/
(
h∏
i=1
(−cG + c′Fi)
)
.
Di conseguenza
kerφS =
(
γ
(
I ′S′∪{F1,··· ,Ft}
)
,
h∏
i=1
cFi
)
;
in modo del tutto analogo a quanto fatto in precedenza si dimostra che
kerφS = IS .
Passo 2.
Dimostriamo il teorema per F .
Procediamo di nuovo per induzione sulla cardinalità; dato A minimale in
F denotiamo con G := F − {A} e assumiamo il teorema vero per G.
Fissiamo innanzitutto un po' di notazioni: per ogni B ∈ G indichiamo con
B := (B + A)/A e poniamo G := {B : B ∈ G}; se H = {H1, · · · , Hr} ⊂ G
deﬁniamo H := {H1, · · · , Hr} ⊂ G.
Preso ora S un insieme G-nested chiamiamo DS la sottovariaetà deﬁnita da
S in YF e D′S la stessa sottovarietà deﬁnita però in YG e, in modo analogo
IS , P SH,B saranno relativi a F e I ′S , P ′SH,B a G.
Sappiamo che YF è il blow up di YG lungo la trasformata propria ZA di
A⊥ in YG; se, come al solito, indichaimo con
p : YF −→ YG
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la proiezione associata al blow up per
p∗ : H∗(D′S ,Z) −→ H∗(DS ,Z)
vale
p∗([D′B]) = DB
dunque il seguente diagramma è commutativo
Z[c′B]B∈G
γ

φ′
// H∗(YG,Z)
p∗

Z[cB]B∈F
φ
// H∗(YF ,Z)
(3.5)
dove
γ : Z[c′B]B∈G −→ Z[cB]B∈F
è deﬁnita ponendo
γ(c′B) = cB.
Se ora identiﬁchiamo ZA ⊂ YG con YG e deﬁniamo
γ : Z[c′B]B∈G −→ Z[cB]B∈G
ponendo
γ(c′B) =
{
cB se {B,A} è F -nested
0 altrimenti
il seguente diagramma risulta commutativo
Z[c′B]B∈G
γ

φ′
// H∗(YG,Z)
i∗

Z[cB]B∈G
φ
// H∗(YG,Z)
(3.6)
Siamo ora pronti per procedere con la dimostrazione del teorema; anche in
questa volta dovremo distinguere un po' di casi.
Caso 1: A 6∈ S e S ∪ {A} non è F -nested.
In questo caso D′S ∩ ZA = ∅ dunque
p : DS −→ D′S
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è un isomorﬁsmo.
Ora per ipotesi induttiva la mappa
φ′S : Z[c′B]B∈G −→ H∗(D′S ,Z)
è surgettiva con nucleo I ′S e induce un isomorﬁsmo
φ˜′S : Z[c′B]B∈G/I ′S −→ H∗(D′S ,Z).
Per la commutatività del seguente diagramma
Z[c′B]B∈G
γ

φ′S // H∗(D′S ,Z) ' Z[c
′
B ]B∈G
I′S
p∗

Z[cB]B∈F
φS // H∗(DS ,Z)
si ha γ(I ′S) ⊂ kerφS . Inoltre dall' ipotesi abbiamo anche che DA ∩DS = ∅ e
quindi L(DA)|DS è il ﬁbrato banale per cui
0 = [DA] = φS(cA)
dunque cA ∈ kerφS .
Sapendo che p∗ è un isomorﬁsmo possiamo concludere che
kerφS = (γ (I ′S) , cA) .
Ora utilizzando questa descrizione di kerφS , la deﬁnizione di γ e che, poichè
S ∪{A} non è F -nested, per il lemma 3.1.1, cA ∈ IS , si vede che kerφS = IS .
Caso 2: A 6∈ S e S ∪ {A} è F -nested.
In tal caso D′S ∩ ZA 6= ∅.
Essendo DS il blow up di D′S lungo D
′
S ∩ ZA =: ZSA vogliamo utililizzare il
lemma 3.1.2.
Grazie all'isomorﬁsmo tra ZA e YG possiamo identiﬁcare ZA ∩D′S con DS ⊂
YG. Ora, per ipotesi induttiva,
H∗(D′S ,Z) ' Z[c′B]B∈G/I ′S
e
H∗(DS ,Z) ' Z[cB]B∈G/IS
Sezione 3.1 Descrizione di H∗(DS ,Z) 55
dunque dalla commutatività del seguente diagramma
Z[c′B]B∈G
γ

φ′S // H∗(D′S ,Z)
i∗

Z[c′B ]B∈G
I′S
φ˜′Soo

Z[cB]B∈G
φS // H∗(DS ,Z)
Z[cB ]B∈G
IS
φ˜Soo
(dove φ˜S e φ˜′S sono i soliti isomorﬁsmi indotti) segue che i
∗ è surgettiva e
ker i∗ = γ−1 (IS) /I
′
S .
Osserviamo ora che il ﬁbrato normale ND′S/ZSA di Z
S
A in D
′
S per trasversalità
coincide con la restrizione a ZSA del ﬁbrato normale di ZA in YG. Dunque
(vedi [DCP95b] per il calcolo del polinomio di Chern del ﬁbrato normale di
ZA in YG)
PD′S/ZSA(t) =
(
t−
∑
B)A
[DB]
)dimA
ed essendo DA ∩DS il divisore eccezionale
PD′S/ZSA (−[DA]) =
(∑
B⊃A
−[DA]
)dimA
.
Ora, grazie al lemma 3.1.2, possiamo scrivere
H∗(DS ,Z) ≡ Z[c
′
B]B∈G
I ′S
[cA]/
cAγ−1 (IS)
I ′S
,
(∑
B⊃A
cB
)dimA
e quindi
kerφS =
γ (I ′S) , cAγ (γ−1 (IS)) ,
(∑
B⊃A
cB
)dimA .
Iniziamo col mostrare che kerφS ⊂ IS .
Per deﬁnizione di γ dato P ′SH,B(c
′
B) generatore di I
′
S
γ
(
P ′SH,B(c
′
B)
)
= P SH,B(cB) ∈ IS
e, inoltre, (∑
B⊃A
cB
)dimA
= P S∅,A(cB) ∈ IS .
56 Capitolo 3. Coomologia del modello complesso
Resta quindi da mostrare che cAγ (γ−1 (IS)) ⊂ IS .
Ora, poichè
ker γ = ({c′B : {B,A} non è F -nested})
si ha, per il lemma 3.1.1,
cAγ (ker γ) ⊂ IS .
Basta allora provare che per ogni P SH,B(cB) generatore di IS esiste
P ′(c′B) ∈ Z[c′B]B∈G
tale che
γ (P ′(c′B)) = P
S
H,B(cB) e cAγ (P
′(c′B)) ∈ IS .
A tal ﬁne scriviamo
G = G1 ∪ G2
dove, se indichiamo con
q : V ∗ −→ V ∗/A
la mappa quoziente,
G1 := {G ∈ G : q−1(G) è irriducibile}
e
G2 := G − G1.
Sappiamo (vedi punto (4) proposizione 1.2.3) che se C ⊂ B e C ∈ G1 allora
anche B ∈ G1 e che, se B ∈ G2, q−1(B) avrà una decomposizione in irriduci-
bili del tipo B0 ⊕ A.
Questo ci permette di deﬁnire un unico sollevamento da G in G: se B ∈ G1
lo solleviamo a q−1(B); se invece B ∈ G2 lo solleviamo all' unica componente
irriducibile diversa da A di q−1(B).
Preso ora P SH,B(cB) solleviamo H a H, B a B e consideriamo il polinomio
P ′SH,B(c
′
B) ∈ I ′S .
A questo punto, a meno che H ∪ SB ⊂ G2 e B ∈ G1 si ha
γ
(
P ′SH,B(c
′
B)
)
= P SH,B(cB)
altrimenti (∑
C⊃B
c′B
)dimA
divide P ′SH,B(c
′
B)
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e posto
Q′SH,B(c
′
B) :=
P ′SH,B(c
′
B)(∑
C⊃B c
′
B
)dimA
vale
γ
(
Q′SH,B(c
′
B)
)
= P SH,B(cB).
Ora, nel primo caso, P ′SH,B(c
′
B) ∈ I ′S quindi γ
(
P ′SH,B(c
′
B)
) ∈ IS e, a maggior
ragione, cAγ
(
P ′SH,B(c
′
B)
) ∈ IS ; nel secondo caso invece
cAγ
(
Q′SH,B(c
′
B)
)
= P SH∪{A},B(cB) ∈ IS .
Proviamo ora che IS ⊂ kerφS .
Preso P SH,B(cB) generatore di IS , se A 6∈ {B} ∪ H sappiamo che
P SH,B(cB) = γ
(
P ′SH,B(c
′
B)
) ∈ kerφS
e dobbiamo quindi esaminare solo i casi in cui A = B o A ∈ H.
Nel primo caso deve necessariamente essere H = ∅ e
P S∅,A =
(∑
B⊃A
cB
)dimA
∈ kerφS .
Nel secondo caso abbiamo visto che è possibile scrivere
P SH,B(cB) = cAγ (P
′(c′B)) con P
′(c′B) ∈ γ−1 (IS)
e quindi P SH,B(cB) ∈ kerφS .
Caso 3 S = S ′ ∪ {A}.
Se vediamo DS′ come blow up di D′S′ lungo la sottovarietà ZA ∩ D′S′ , ab-
biamo che DS è proprio il divisore eccezionale.
Ora utilizzando l'ipotesi induttiva, l'idetiﬁcazione di ZSA := ZA∩D′S′ con DS′
e il secondo punto del lemma 3.1.2 otteniamo
H∗(DS ,Z) ≡ Z[c
′
B]B∈G(
γ−1
(
IS′
)) [cA]/
(∑
B⊃A
cA
)dimA
da cui
kerφS =
γ (γ−1 (IS′)) ,
(∑
B⊃A
cB
)dimA .
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Ora in maniera del tutto analoga a quanto fatto in precedenza si mostra che
kerφS = IS .
Usando questo teorema e i risultati di 2.4 (in particolare il teorema 2.4.1)
possiamo confrontare gli anelli di coomologia a coeﬃcienti interi di YG e ŶG
con V ∗ ∈ G.
In particolare vale la seguente
Proposizione 3.1.1. Preso G insieme building di sottospazi di V ∗ contenen-
te V ∗ si ha
H∗(YG,Z) = H∗(ŶG,Z).
Dimostrazione. Dal teorema 2.4.1 segue che H∗(ŶG,Z) = H∗(DV ∗ ,Z).
Dimostriamo quindi che H∗(DV ∗ ,Z) = H∗(YG,Z). Grazie al teorema 3.1.1
basterà provare che I∅ = I{V ∗}.
Preso B ∈ G e H ⊂ G tale che per ogni H ∈ H valga H ( B notiamo che
d∅H,B = dimB − dim
(∑
A∈H
A
)
= dimB − dim
 ∑
A∈H∪{V ∗}B
A
 = d{V ∗}H,B
da cui deduciamo che P ∅H,B = P
{V ∗}
H,B .
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3.2 Una Z-base di H∗(DS,Z)
Dato G famiglia building di sottospazi di V ∗ vogliamo ora fornire una base
dell' anello di coomologia a coeﬃcienti interi H∗(YG,Z).
Più in generale, dato S un insieme G-nested esibiremo una Z-base diH∗(DS ,Z);
di conseguenza, per ottenere una Z-base diH∗(YG,Z) basterà prendere S = ∅.
Deﬁnizione 3.2.1. Dati G, S come sopra, una funzione
f : G −→ N
si dice (G,S)-ammissibile se f = 0 oppure se f 6= 0, supp(f)∪S è G-nested
e per ogni A ∈ G
f(A) < dSsupp(f)A,A
dove supp(f)A := {X ∈ supp(f) : X ( A}.
Ora, sapendo cheH(DS ,Z) ' Z[cA]A∈G/IS , data una funzione (G,S)-ammissibile
f costruiamo in H∗(DS ,Z) il monomio
mf :=
∏
A∈G
c
f(A)
A
e chiameremo (G,S)-ammissibili i monomi di questo tipo.
Se indichiamo con BG,S la famiglia dei monomi (G,S)-ammissibili vale il
seguente
Teorema 3.2.1. L'insieme BG,S è una Z-base di H∗(DS ,Z).
Dimostrazione. Iniziamo col provare che < BG,S >Z= H∗(DS ,Z).
Sia
mg =
∏
A∈G
c
g(A)
A con g : G −→ N
un generico monomio non nullo di H∗(DS ,Z).
Ricordando che H∗(DS ,Z) ' Z[cA]A∈G/IS segue immediatamente dal lemma
3.1.1 che supp(g) ∪ S deve essere G-nested.
Supponiamo che g non sia (G,S)-ammissimbile; deve dunque esistere A ∈ G
tale che
g(A) ≥ dSsupp(f)A,A.
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Un A ∈ G minimale in G con questa proprietà sarà detto componente
cattiva di mg.
Dimostriamo ora per induzione inversa sulla dimensione delle componenti
cattive che mg ∈ < BG,S >Z.
Se una componente cattiva A è massimale in G allora
P Ssupp(g)A,A divide mg
dunque
mg = 0 in H
∗(DS ,Z).
Altrimenti  ∏
B∈supp(g)A
cB
 (cA)dSsupp(g)A,A divide mg.
Ora, utilizzando la relazione in H∗(DS ,Z) data da
0 = P Ssupp(g)A,A =
∏
B∈supp(g)A
cB
(∑
C⊃A
cA
)dS
supp(g)A,A
e ripetendo il discorso per ogni componente cattiva riusciamo a esprimere
mg come somma di monomi che hanno componenti cattive strettamente più
grandi di quelle di mg.
La tesi segue quindi dall' ipotesi induttiva.
Resta da mostrare l'indipendenza (su Z) dei monomi di BG,S .
(1) S = ∅.
Preso G minimale in G poniamo G ′ := G − {G} e G := {B : B ∈ G ′}.
Sappiamo che YG è il blow up di YG′ lungo una sottovarietà isomorfa a YG;
dunque (vedi [GH94, pag 605]), se chiamiamo
p : YG −→ YG′
la proiezione associata al blow up ed E il divisore eccezionale
H∗(YG,Z) ' p∗(H∗(YG′ ,Z))⊕ (H∗(E,Z)/p∗(H∗(YG,Z))).
Inoltre, se indichiamo con NYG′/YG il ﬁbrato normale di YG in YG′ ,
E ' P(NYG′/YG)
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e
H∗(E,Z) ' H∗(YG,Z)[ζ]/(PYG′/YG(−ζ))
dove con ζ indichiamo la prima classe di Chern del ﬁbrato tautologico T → E
e PYG′/YG è il polinomio di Chern di NYG′/YG .
Osservando, come conseguenza del teorema 3.1.1, che in grado dispari
H∗(YG,Z) = 0
e che il grado di PYG′/YG è dimG, se denotiamo con χ(YG) la caratteristica di
Eulero-Poincaré di YG vale
χ(YG) = χ(YG′) + (dimG− 1)χ(YG).
Sempre dal fatto che in grado dispari H∗(YG,Z) = 0 si ha
dimZH
∗(YG, Z) = χ(YG)
e quindi per provare l' indipendenza dei monomi di BG,∅ basterà dimostrare
che
|BG,∅| = χ(YG).
Procediamo per induzione su |G| essendo ovvio il caso |G| = 1.
Per prima cosa dividiamo le funzioni (G, ∅)-ammissibili (che d'ora in poi chia-
meremo semplicemente ammissibili essendo chiari gli insiemi a cui è riferita
l'ammissibilità) in due insiemi:
Z1 := {f ammissibili : f(G) = 0}
e
Z2 := {f ammissibili : f(G) > 0}.
Ora, la famiglia MZ1 dei monomi ammissibili relativi a funzioni in Z1 sono
in corrispondenza biunivoca con BG′,∅ e dunque
|Z1| = |BG′,∅|.
Sia ora B 6= G e sia f ∈ Z2 tale che f(B) > 0. Ora, poichè supp(f) deve
essere G-nested, o B ∩G = ∅ o G ⊂ B.
Possiamo dunque deﬁnire una mappa
ϕ : Z2 −→ { funzioni G-ammissibili }
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deﬁnita da
ϕ(f)(B) =

f(B) se f(B) > 0
0 altrimenti
.
Ora ϕ è surgettiva e ogni g funzione G-ammissibile ha tante controimmagini
tanti quanti sono i valori possibili di che si possono attribuire a G stretta-
mente maggiori di 0 e strettamente minori di dimG cioè dimG− 1.
Dunque
|Z2| = |BG,∅|(dimG− 1).
Riassumendo abbiamo
|BG,∅| = |Z1|+ |Z2| = |BG′,∅|+ |BG,∅|(dimG− 1) = χ(YG′) + (dimG− 1)χ(YG)
dove l'ultima uguaglianza segue dall'ipotesi induttiva.
Ora poichè |BG,∅| soddisfa la stessa relazione di ricorrenza di χ(YG) si ha la
tesi.
(2) S 6= ∅.
Di nuovo procediamo per induzione su |G| essendo ovvio ovvio il caso |G| = 1.
Caso 1: G 6∈ S e S ∪ {G} non è G-nested.
In questo S è anche G ′-nested e la proiezione
p : YG −→ YG′
associata al blow up induce un isomorﬁsmo tra DS e D′S e quindi anche
p∗ : H∗(D′S ,Z) −→ H∗(DS ,Z)
è un isomorﬁsmo.
Ora, per ipotesi induttiva il teorema è vero per D′S quindi
dimZH
∗(DS ,Z) = dimZH∗(D′S ,Z) = |BG′,S |
per cui basta dimostrare che |BG,S | = |BG′,S |. Ciò segue dal fatto che una
funzione
f : G −→ N
è (G,S)-ammissibile se e solo se ha supporto contenuto in G ′ e ristretta a G ′
è (G ′,S)-ammissibile.
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Caso 2: G 6∈ S e S ∪ {G} è G-nested.
Anche in questo caso S è anche G ′-nested; inoltre, con le solite notazioni,
abbiamo che DS ⊂ YG si ottiene scoppiando D′S ⊂ YG′ lungo una sottovarietà
isomorfa a DS ⊂ YG.
Ora si procede in modo esattamente identico al caso S = ∅.
Caso 3: G ∈ S.
In questo caso, se poniamo S ′ = S − {G}, DS è proprio il divisore ecce-
zionale del blow up di D′S′ lungo DS′ . Dunque, da ciò che sappiamo sulla
coomologia di un divsore eccezionale, e dal fatto che il polinomio di Chern
del ﬁbrato normale di DS′ in D
′
S ha grado dimG, si ha
dimZH
∗(DS ,Z) = (dimCG)(dimZH∗(DS′ ,Z)) = (dimCG)|BG,S′|
dove l'ultima uguaglianza segue dall'ipotesi induttiva.
Sia ora f : G −→ N una funzione (G,S)-ammissibile; la funzione
f : G −→ N
deﬁnita da
f(B) = f(B) ∀ B ∈ G, B 6= G
è (G,S ′)-ammissibile.
Per concludere basta osservare che la corrispondenza
{ funzioni (G,S)-ammissibili } −→ { funzioni (G,S ′)-ammissibili}
che manda f in f è surgettiva e ogni g (G,S ′)-ammissibile ha esattamente
dimG controimmagini dunque
|BG,S | = (dimG)|BG,S′|
da cui la tesi.
Sfruttando il teorema 3.1.1, in [Yuz97], Yuzvinsky ha esibito una Z-base
di H∗(YG,Z) in cui G è la famiglia degli irriducibili che raﬃna un arragia-
mento di iperpiani.
Più precisamente, detto H un arrangiamento di iperpiani in V , e posto H∗
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l'arrangiamento visto in V ∗, si prende come G la famiglia FCH∗ .
Tale base coincide con quella descritta in [Gai97], [Gai99] e riproposta in
questa sezione, adattata al caso sopra descritto.
Dunque nel caso in cui G è la famiglia building degli irriducibili che raﬃ-
na un arrangiamento di iperpiani la Z-base descritta di H∗(YG,Z) prende il
nome di base di Yuzvinsky.
Capitolo 4
Modelli minimali di
arrangiamenti di sottospazi
associati a sistemi di radici
In questo capitolo ci occupiamo dei modelli di De Concini-Procesi YG dove G è
la famiglia building degli irriducibili che raﬃna un arrangiamento di iperpiani
associato ad un sistema di radici tipo An (sezione 4.1) e Bn (sezione 4.2).
Particolare attenzione è rivolta alla descrizione di formule induttive per il
calcolo della serie di Poincaré associata a tali modelli (sezione 4.1.2 per il
caso An, sezione 4.2.2 per il caso Bn).
Le referenze principali sono [Yuz97] e [Gai99]; per quanto riguarda i sistemi
di radici le nozioni necessarie si possono trovare in [Hum72].
4.1 Arrangiamenti di tipo An−1
Sia V spazio vettoriale di dimensione ﬁnita n su C e sia {z1, · · · , zn} un
ﬁssato sistema di coordinate lineari su V . Dati 1 ≤ i < j ≤ n, deﬁniamo il
seguente funzionale lineare:
fij : V −→ C
fij(z) := zi − zj ∀ z ∈ V
e denotiamo con
Aij := {z := (z1, · · · , zn) ∈ V : zi = zj}
il suo annullatore in V .
Nel seguito lo spazio vettoriale che prenderemo in considerazione e che,
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per comodità, indicheremo sempre con V sarà lo spazio vettoriale (n − 1)
dimensionale ottenuto quozientando V per la retta
A12 ∩ A23 ∩ · · · ∩ A(n−1)n = {z ∈ V : z1 = z2 = · · · = zn}.
Fissate queste notazioni, prendiamo come base di V ∗ l'insieme {f12, f23, · · · , f(n−1)n}
e denotiamo con CAn−1 la chiusura per somme della famiglia {< fij >}1≤i<j≤n.
Detta FAn−1 la famiglia degli irriducibili in CAn−1 , il nostro scopo è quello di
calcolare la serie di Poincaré del modello di De Concini-Procesi YFAn−1 . Tale
conto sarà basato su una rappresentazione in termini di graﬁ degli elementi
della base di H∗(YFAn−1 ,Z) descritti nella sezione 3.2.
Preso {i1, · · · , ik} ⊂ {1, · · · , n} con k > 1, deﬁniamo
(i1i2 · · · ik) :=< fi1i2 , fi2i3 , · · · , fik−1ik >
e preso {j1, · · · , jr} ⊂ {1, · · · , n} con r > 1 e tale che
{i1, · · · , ik} ∩ {j1, · · · , jr} = ∅
poniamo
(i1 · · · ik)(j1 · · · jr) := (i1 · · · ik)⊕ (j1 · · · jr).
Otteniamo in questo modo una corrispondenza biunivoca tra famiglie di sot-
toinsiemi disgiunti di cardinalità almeno due di {1, · · · , n} e CAn−1 mediante
la quale gli elementi di FAn−1 corrispondono alle famiglie composte da un
unico sottoinsieme di {1, · · · , n} di cardinalità almeno due.
In altre parole abbiamo un' identiﬁcazione
FAn−1 ←→ X := {X ⊂ {1, · · · , n} : |X| ≥ 2}
ed è facile vedere che, se dotiamo i due insiemi dell'ordine parziale dato dal-
l'inclusione, tale identiﬁcazione è in eﬀetti un isomorﬁsmo tra insiemi par-
zialmente ordinati.
4.1.1 Rappresentazione della base di Yuzvinsky
di H∗(YFAn−1 ,Z)
Per prima cosa ci interessa sapere come si descrivono, mediante la corrispon-
denza precedente, gli insiemi FAn−1-nested.
Si osserva che un insieme S di parti di X è in corrispondenza con un FAn−1-
nested se e solo se comunque presi A,B ∈ S vale una delle seguenti condizioni:
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1. A ∩B = ∅
2. A ⊂ B o B ⊂ A.
Sia ora S una famiglia FAn−1-nested di parti di X ; preso B massimale in S
poniamo
σ(B) := {T ∈ S : T ⊂ B}.
Deﬁniamo un albero T (B) orientato con radice nel seguente modo: come
insieme dei vertici prendiamo
VT (B) := IB ∪ FB
dove
IB := {vC : C ∈ σ(B)}
sarà detto insieme dei vertici interni,
FB := {vb : b ∈ B}
sarà l'insieme delle foglie, e come radice, prendiamo vB ∈ IB. Uniamo due
vertici vC ,vD ∈ IB con un lato orientato da vC verso vD se D è massimale
tra gli elementi di σ(B) strettamente contenuti in C; dato vC ∈ IB e vb ∈ FB
uniamo vC e vb con un lato orientato da vC verso vb se C è minimale tra gli
elementi di σ(B) che contengono b.
Essendo σ(B) un insieme FAn−1-nested otteniamo un albero le cui foglie so-
no, per costruzione, in corrispondenza biunivoca con gli elementi di B.
Chiamiamo inﬁne Γ(S) la foresta su al più n foglie le cui componenti con-
nesse sono date da T (B) al variare di B massimale in S.
Sia ora S un insieme di sottospazi FAn−1-nested; poichè stiamo lavorando
con la famiglia dei sottospazi irriducibili di una data famiglia di sottospazi
chiusa per somme, dato B ∈ S, se chiamiamo τS(B) l'insieme degli elementi
massimali di SB si ha
d∅SB ,B = dimB −
∑
X∈τS(B)
dimX.
Interpretando gli elementi di FAn−1 come sottoinsiemi di {1, · · · , n} di car-
dinalità almeno 2, per ogni X ∈ FAn−1 vale
dimX = |X| − 1
e quindi
d∅SB ,B = |B|−1−
 ∑
X∈τS(B)
|X|
− |τS(B)|
 = |B|−
 ∑
X∈τS(B)
|X|
+|τS(B)|−1.
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Se ora consideriamo la foresta Γ(S) associata a S e chiamiamo vB il vertice
associato a B si vede come
d∅SB ,B = |out(vB)| − 1
dove con out(vB) indichiamo l'insieme dei lati uscenti da vB.
Deﬁnizione 4.1.1. Una foresta Γ si dice ammissibile se per ogni v vertice
interno
|out(v)| ≥ 3
Deﬁnizione 4.1.2. Data una foresta ammissibile Γ chiamiamo marcatura
di Γ la scelta, per ogni v vertice interno di un intero m(v) tale che
0 < m(v) < |out(v)| − 1.
Chiaramente l'esistenza di una marcature equivale all' ammissibilità.
Deﬁnizione 4.1.3. Una foresta amissibile Γ fornita di una marcatura si dice
marcata.
C'è una corrispondenza biunivoca tra l' insieme delle foreste ammissibili mar-
cate associate a insiemi FAn−1-nested e la base di Yuzvinsky perH∗(YFAn−1 ,Z).
Infatti, preso un monomio ammissibile
mf :=
∏
A∈FAn−1
c
f(A)
A
possiamo costruire la foresta ammissibile Γ = Γ(supp(f)) e marcare ogni
vertice interno con il valore assunto da f su quel vertice; d'altra parte, data
Γ = Γ(S) foresta ammissibile marcata associata ad un insieme FAn−1-nested
S possiamo costruire la seguente funzione
f : FAn−1 −→ N
deﬁnita da
f(A) =

m(vA) se A ∈ S
0 altrimenti
dove con m(vA) denotiamo la marcatura del vertice vA. Chiaramente f è
(FAn−1 , ∅)-ammissibile e produce quindi un monomio della base diH∗(YFAn−1 ,Z).
Per concludere basta osservare che le operazioni appena descritte sono una
l'inversa dell'altra.
Facciamo qualche esempio per ﬁssare le idee.
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Prendiamo n ≥ 7 e sia S = {(1234567), (123), (456)}. Dopo aver osservato
che S è FAn−1-nested costruiamone il grafo:
(1234567)
(123)
1 2 3
(456)
4 5 6
7
È facile vedere che tale grafo è anche ammissibile secondo la deﬁnizione 4.1.1;
inoltre l'unica possibile marcatura è la seguente:
 m(1234567) = 1
 m(123) = 1
 m(456) = 1
dunque questo albero corrisponde al monomio
c(1234567)c(123)c(456).
Sempre nel caso n ≥ 7 prendiamo S = {(1234567), (3567)}; il grafo associato
è
(1234567)
(3567)
3 5 6 7
1 2 4
ed anche in questo caso si tratta di un grafo ammissibile. Per quanto riguarda
le marcature abbiamo le seguenti possibilità
 m(1234567) = 1, m(3567) = 1
 m(1234567) = 1, m(3567) = 2
 m(1234567) = 2, m(3567) = 1
 m(1234567) = 2, m(3567) = 2
che producono rispettivamente i seguenti monomi:
c(1234567)c(3567), c(1234567)c
2
(3567), c
2
(1234567)c(3567), c
2
(1234567)c
2
(3567)
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Se ora prendiamo ora n ≥ 10 e S = {(12345), (245), (678910), (689)} abbia-
mo la seguente foresta
(12345)
(245)
2 4 5
1 3
(678910)
(689)
6 8 9
7 10
che è ammissibile ed ha come unica possibile marcatura quella che assegna
1 ad ogni vertice che non è una foglia; questa foresta ci fornisce quindi il
monomio
c(12345)c245c(678910)c(689).
Concludiamo con un esempio di foresta non ammissibile: prendiamo n ≥ 8 e
S = {(12345), (123), (45), (678)}. La foresta associata a S è la seguente
(12345)
(123)
1 2 3
(45)
4 5
(678)
6 7 8
ed è facile vedere che non è ammissibile perchè dai vertici (12345) e (45)
escono solo 2 lati.
4.1.2 Calcolo della serie di Poincaré
Con le notazioni ﬁn qui introdotte dato n ≥ 2 chiamiamo
PAn−1(q) :=
n−2∑
i=0
rk(H2i(YFAn−1 ,Z))q
i
il polinomio di Poincaré di YFAn−1 e consideriamo la variabile q di grado due;
tale scrittura è motivata dal fatto che, per i modelli di De Concini-Procesi,
la coomologia intera è nulla in grado pari.
Il nostro scopo è quello di calcolare la serie
φA(q, t) := t+
∑
n≥2
PAn−1(q)
tn
n!
∈ Q[q][[t]]. (4.1)
Iniziamo osservando che dato un albero ammissibile T = T (S) associato ad
un insieme FAn−1-nested, il contributo che dà alla coomologia è il prodotto
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del contributo dato da ogni vertice; ciò segue dal fatto che il numero delle
possibili marcature per l'intero albero è pari al prodotto delle possibili mar-
cature di ogni vertice.
In particolare, preso v vertice interno e detto P vT (S)(q) il contributo in coo-
mologia di v si ha
P vT (S)(q) = q
|out(v)|−2 + q|out(v)|−3 + · · ·+ q = q
|out(v)|−1 − q
q − 1 ;
dunque, detto PT (S)(q) il contributo in coomologia dato da T (S) vale
PT (S)(q) =
∏
v vertice interno
P vT (S)(q) =
∏
v vertice interno
q|out(v)|−1 − q
q − 1 .
In maniera del tutto identica si ha che il contributo in coomologia di un'in-
tera foresta Γ = Γ(S) associata ad un insieme FAn−1-nested è il prodotto dei
contributi degli alberi che la compongono.
Dimentichiamoci ora delle etichettature dei vertici e delle foglie e conside-
riamo, al variare di n ≥ 1, tutti i possibili alberi su n foglie.
Ora, ﬁssato n ≥ 2, preso T un albero su n foglie, si nota che un' etichettatura
delle foglie con i numeri da 1 a n determina un'etichettatura di tutti i vertici
e un unico insieme FAn−1-nested S tale che T , con i vertici così etichettati,
coincida con T (S).
Diremo che due etichettature delle foglie di T con i numeri da 1 a n sono
equivalenti se hanno lo stesso insieme FAn−1-nested associato.
Di conseguenza preso T albero su n foglie e detto e(T ) il numero di eti-
chettature non equivalenti delle foglie con i numeri da 1 a n, il contributo in
coomologia PT (q) di T è
PT (q) = e(T )
∏
v vertice interno
q|out(v)|−1 − q
q − 1 (4.2)
Se T è l'albero degenere su una foglia poniamo PT (q) = 1.
Vediamo qualche esempio: consideriamo
x
x x x x
Il numero possibile di etichettature è 4! ma sono tutte equivalenti dunque il
contributo che dà in coomologia è q2 + q.
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Se invece prendiamo
x
x
x x x
x
x x x
x
abbiamo un albero su 7 foglie e il numero di etichettature non equivalenti
delle foglie con i numeri da 1 a 7 è
7!
2!3!3!
dunque
PT (q) =
7!
2!3!3!
q3.
In generale, dato un albero T su n foglie, e dato Θ un albero su un oppurtuno
numero di foglie, per ogni v vertice di T chiamiamo rΘ(v) l'insieme dei lati
uscenti da v tali che i sottoalberi che hanno per radice il vertice di arrivo dei
lati in considerazione coincidono con Θ.
Il numero di etichettature non equivalenti delle foglie di T con i numeri da
1 a n è pari a
n!∏
v , Θ |rΘ(v)|!
dove v varia tra i vertici interni di T e Θ tra i possibili sottoalberi di T che
hanno per radice un vertice adiacente a v e più vicino alle foglie di v. Se
denotiamo con Aut(T ) l'insieme degli automorﬁsmi di T si ha che∏
v , Γ
|rΓ(v)|! = |Aut(T )|.
Se quindi prendiamo T un albero su n foglie e chiamiamo
CT (q) :=
∏
v vertice interno
q|out(v)|−1 − q
q − 1
l'equazione (4.2) diventa
PT (q) =
n!
|Aut(T )|CT (q)
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e il contributo che viene dato da T alla serie (4.1) è
PT (q)
tn
n!
= CT (q)
n!
|Aut(T )|
tn
n!
= CT (q)
tn
|Aut(T )| .
Sia ora
λ := λA(q, t) := t+
∑
n≥2
(∑
T
CT (q)
tn
|Aut(T )|
)
(4.3)
dove T varia tra gli alberi su n foglie.
Proposizione 4.1.1. Vale la seguente uguaglianza:
φA(q, t) = e
λ − 1 = λ+ λ
2
2
+
λ3
3!
+ · · · .
Dimostrazione. Fissiamo n ≥ 2 e sia im11 im22 · · · imrr una partizione di n di
lunghezza k fatta con gli interi positivi i1, · · · , ir ognuno dei quali occorre mj
volte e
∑r
i=1 mi = k. Calcoliamo il contributo dato alla serie (4.1) dato da
una foresta Γ su n foglie composta da k alberi tale che per ogni j ∈ {1, · · · , r}
abbia esattamente mj alberi uguali su ij foglie.
Se per ogni j ∈ {1, · · · , r} chiamiamo Tj un albero di Γ su ij foglie, il numero
di etichettature non equivalenti delle foglie di Γ con i numeri da 1 a n è
n!
(i1!)m1(i2!)m2 · · · (ir!)mr
r∏
j=1
(ij)
mj
mj!(|Aut(Tj)|)mj =
=
n!
m1!m2! · · ·mr!|Aut(T1)|m1|Aut(T2)|m2 · · · |Aut(Tr)|mr =
=
n!
m1!m2! · · ·mr!
∏
T
1
|Aut(T )|
dove, nell'ultimo membro di questa serie di uguaglianze, T varia tra gli alberi
di Γ.
Se indichiamo con {T1, · · · , Tk} l'insieme degli alberi di Γ, il contributo dell'
intera foresta alla serie è quindi pari a
n!
m1!m2! · · ·mr!
(
k∏
i=1
CTi(q)
|Aut(Ti)|
)
tn
n!
=
1
m1!m2! · · ·mr!
(
k∏
i=1
CTi(q)
|Aut(Ti)|
)
tn.
Tale contributo lo ritroviamo in λ
k
k!
infatti, se per ogni i ∈ {1, · · · , k} indi-
chiamo con fi il numero di foglie di Ti, in λk il termine
k∏
i=1
CTi(q)
|Aut(Ti)|t
fi =
(
k∏
i=1
CTi(q)
|Aut(Ti)|
)
tn
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compare esattamente k!
m1!m2!···mr! volte.
Abbiamo quindi ricondotto il problema alla ricerca di una formula induttiva
per calcolare λ.
Teorema 4.1.1. Vale la seguente formula induttiva:
d
dt
λ = 1 +
d
dt
λ
q − 1(e
qλ − qeλ + q − 1) (4.4)
Dimostrazione. Iniziamo col provare che la formula in questione è induttiva.
Scriviamo in modo generale
λ =
∑
i≥0
ai(q)t
i
e sapendo da (4.3) che a0(q) = 0 e a1(q) = 1 vediamo come dalla formula
(4.4) si possono ricavare gli altri coeﬃcienti.
Supponiamo ora di conoscere i coeﬃcienti a1(q), · · · , ak(q) e vediamo come
da (4.4) si ottiene ak+1(q).
Poiché
d
dt
λ =
∑
i≥1
iai(q)t
i−1
per avere ak+1(q) dobbiamo calcolare il coeﬃciente di tk del secondo membro
di (4.4) e dividerlo per k + 1.
Tale coeﬃciente, siccome λ inizia per t e
eqλ − qeλ + q − 1 = (q2 − q)λ
2
2
+ (q3 − q)λ
3
3!
+ (q4 − q)λ
4
4!
+ · · · ,
è esprimibile in funzione di quelli già noti.
Dimostriamo ora la formula (4.4).
Fissato n ≥ 2 dividiamo in due classi le foreste su n foglie identiﬁcate con i
numeri da 1 a n: chiamiamo elementi di tipo I le foreste in cui la foglia 1
è isolata e elementi di tipo II le foreste in cui c'è un lato che termina in
quella foglia.
Contributo degli elementi di tipo I.
Associamo a Γ foresta di tipo I la foresta Γ ottenuta da Γ eliminando la
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foglia isolata 1. Otteniamo in questo modo una corrispondenza biunivoca
tra gli elementi di tipo I e gli elementi della base di H∗(YFAn−1 ,Z) (n ≥ 2)
i cui graﬁ associati sono foreste su foglie etichettate con interi maggiori o
uguali a 2.
Diamo, inoltre, valore 1 al grafo su 0 foglie (che proviene dal grafo degenere
costituito dalla sola foglia 1).
Il contributo degli elementi di tipo Γ è quindi pari a
1 + t+
∑
n≥3
PAn−2(q)
tn−1
(n− 1)! = 1 + φA.
Ora, per avere il contributo degli elementi di tipo I dobbiamo ricordarci che
tali graﬁ, rispetto a quelli di tipo Γ hanno una foglia in più isolata. Di
conseguenza preso un grafo Γ di tipo I i contributi in coomologia PΓ(q) e
PΓ(q) coincidono ma bisogna riscalare le varietà a cui fanno riferimento e
cioè il contributo in t. In particolare si ha
PΓ(q)
tn
n!
=
∫
PΓ(q)
tn−1
(n− 1)!dt
e quindi il contributo degli elementi di tipo I è pari a∫
(1 + φ)dt.
Contributo degli elementi di tipo II.
Presa Γ foresta di tipo II chiamiamo singolare il vertice da cui parte il
lato che termina nella foglia 1. A partire da Γ possiamo costruire due graﬁ
che determinano Γ univocamente.
Chiamiamo Γ1 il sottoalbero che nasce dal vertice singolare e Γ2 il grafo ot-
tenuto da Γ collassando Γ1 al vertice singolare che diventa quindi una foglia.
Poiché un grafo di tipo II è univocamente determinato dalla coppia (Γ1,Γ2)
per ottenere il contributo di tali elementi dobbiamo moltiplicare i contributi
dei graﬁ di tipo Γ1 e di quelli di tipo Γ2.
Prendiamo un albero di tipo Γ1 e, per comodità, chiamiamo v la radice (e
quindi il vertice singolare del grafo globale) e E il lato (chiuso) che unisce v
alla foglia 1.
Se r è il numero di componenti connesse che si ottiene togliendo E vuol dire
che da v escono esattamente r + 1 lati e quindi per ottenere il contributo
dell'intero albero bisogna dobbiamo innanzitutto moltiplicare il contributo
fornito da una foresta di r alberi per
qr−1 + qr−2 + · · ·+ q = q
r − q
q − 1
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e poi, siccome non stiamo prendendo in considerazione la foglia 1, integrare
rispetto a t.
Abbiamo quindi che il contributo dei graﬁ di tipo Γ1 è pari a∫ (∑
r≥1
qr − q
q − 1
λr
r!
)
dt.
Inﬁne, osservando che nei graﬁ di tipo Γ2 c'è una foglia ariﬁciale che non va
considerata (il vertice singolare), per ottenere il loro contributo basta derivare
φ rispetto a t. Il contributo degli elementi di tipo II è quindi pari a∫ (∑
r≥1
qr − q
q − 1
λr
r!
)
d
dt
φ dt.
Mettendo insieme i vari pezzi abbiamo
φA(q, t) = contributo elementi di tipo I + contributo elementi di tipo II =
=
∫
(1 + φA)dt+
∫ (∑
r≥1
qr − q
q − 1
λr
r!
)
d
dt
φA dt.
Dunque
d
dt
φA = (1 + φA) +
(∑
r≥1
qr − q
q − 1
λr
r!
)
d
dt
φA.
Sostituendo φ = eλ − 1 si ha(
d
dt
λ
)
eλ = eλ +
eλ d
dt
λ
q − 1 (e
qλ − qeλ + q − 1)
da cui
d
dt
λ = 1 +
d
dt
λ
q − 1(e
qλ − qeλ + q − 1).
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4.2 Arrangiamenti di tipo Bn
Preso V spazio vettoriale di dimensione n su C e ﬁssato il solito sistema di
coordinate lineari {z1, · · · , zn} consideriamo i seguenti funzionali lineari:
f+ij , f
−
ij , fk : V −→ C con 1 ≤ i < j ≤ n, 1 ≤ k ≤ n
deﬁniti da
f+ij (z) := zi + zj, f
−
ij (z) := zi − zj, fk(z) := zk
dove indichiamo con z il generico punto di coordinate (z1, · · · , zn); denotiamo
inoltre con A+ij, A
−
ij, Ak i rispettivi annullatori in V .
Consideriamo in V ∗ la famiglia di sottospazi
{< f+ij >,< f−ij >,< fk >}1≤i<j≤n , 1≤k≤n,
denotiamo con CBn la sua chiusura per somme e, come prima, vogliamo de-
scrivere la famiglia degli irriducibili di CBn che denoteremo con FBn .
Preso X ∈ CBn chiamiamo
SX := {i ∈ {1, · · · , n} : fi ∈ X}.
Poichè {fi : i ∈ SX} è una componente irriducibile di X, se X è irriducibile
possiamo identiﬁcarlo con SX e, in tal caso, chiamiamo SX sottoinisieme
forte di {1, · · · , n}.
Supponiamo ora che nessun funzionale del tipo fk sia in X cioè che in X⊥
non compaiano equazioni del tipo zk = 0; di conseguenza, dati 1 ≤ i < j ≤ n,
in X⊥ non possono comparire entrambe le equazioni
zi − zj = 0 , zi + zj = 0
e quindi, in X, la presenza di f+ij esclude quella di f
−
ij e viceversa.
Ricordiamo, dal caso An che i funzionali f
−
ij , per coppie di indici disgiunte,
possono creare una decomposizione di X e quindi, in tal caso, per avere l'
irriducibilità è necessaria la presenza degli f+ij ad impedire l'esistenza di una
decomposizione.
Più precisamente, un tale elemento X ∈ FBn si può identiﬁcare con un sot-
toinsieme S di {1, · · · , n} di cardinalità almeno due dotato di una partizione
(eventualmente banale) S = S1 ∪ S2 tale che X⊥ è deﬁnito dalle equazioni
zi − zj = 0 se i, j appartengono allo stesso Sr (r = 1, 2)
zi + zk = 0 se i, k appartengono a insiemi diﬀerenti
78
Capitolo 4. Modelli minimali di arrangiamenti di sottospazi
associati a sistemi di radici
cioè
X =< {f−ij : (i, j) ∈ Sr × Sr, r = 1, 2} ∪ {f−ij : (i, j) ∈ Sk × Sh, h 6= k} > .
Un tale S sarà detto sottoinisieme debole di {1, · · · , n}.
4.2.1 Rappresentazione della base di Yuzvinsky
di H∗(YFBn ,Z)
Utilizzando la corrispondenza tra elementi di FBn e sottoinsiemi di {1, · · · , n}
vediamo come si possono descrivere le famiglie FBn-nested.
Iniziamo osservando che se su FBn consideriamo l'ordine parziale dato dal-
l'inclusione valgono i seguenti fatti:
 Ogni sottoinsieme di {1, · · · , n} che contiene un sottoinsieme forte è
forte;
 Un sottoinisieme debole S di {1, · · · , n} è contenuto in un sottoinsieme
forte se S ⊂ T (cioè se vale la semplice inclusione insiemistica);
 Presi S = S1 ∪ S2 e T = T1 ∪ T2 sottoinsiemi deboli di {1, · · · , n}, S è
contenuto in T (come elementi di FBn) se
1. S ⊂ T e
2. Si ⊂ Ti (i = 1, 2) o S1 ⊂ T2 e S2 ⊂ T1.
Ora, una famiglia S di sottoinsiemi di {1, · · · , n} corrisponde ad una famiglia
di sottospazi FBn-nested se e solo se valgono le seguenti due condizioni:
1. Comunque presi due elementi in questa famiglia o sono disgiunti o
inclusi uno nell'altro (dove abbiamo già chiarito cosa si intende per
inclusione tra insiemi deboli);
2. Non esistono elementi forti non confrontabili; in altre parole la famiglia
{X ∈ S : X è forte } è totalmente ordinata.
Preso ora S insieme FBn-nested associamo a S un grafo in modo del tutto
identico a quanto fatto nel caso di famiglie FAn−1-nested. Ora però dobbiamo
dividere i vertici in due classi: vertici forti e vertici deboli; per comodità
consideriamo le foglie come vertici deboli.
Da quanto osservato in precedenza, in un albero, preso v vertice forte, si ha
che tutti i vertici più vicini di v alla radice sono forti; inoltre, una foresta
può avere al più un albero in cui sono presenti vertici forti.
Vediamo ora quali condizioni devo soddisfare i vertici di un tale grafo aﬃnché
si possa avere una corrispondenza con gli elementi della base di Yuzvinsky.
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Deﬁnizione 4.2.1. Preso un grafo Γ = Γ(S) associato a un insieme FBn-
nested e preso v vertice di Γ chiamiamo wout(v) l'insieme dei lati che par-
tono da v e arrivano in un vertice debole (ricordiamo che consideriamo le
foglie come vertici deboli).
Lemma 4.2.1. Sia S un insieme FBn-nested e vB, B ∈ S, un vertice interno
della foresta Γ(S). Vale
d∅SB ,B = |out(vB)| − 1 se vB è debole
e
d∅SB ,B = |wout(vB)| se vB è forte
Dimostrazione. Poiché stiamo considerando l' insieme dei sottospazi irri-
ducibili di una data famiglia di sottospazi chiusa per somme dato B ∈ S
vale
d∅SB ,B = dimB −
∑
A∈τS(B)
dimA = dimB −
∑
vA∈out(vB), A∈S
dimA
dove τS(B) è l'insieme degli elementi massimali di SB.
Per avere la tesi basta osservare che
dimA = |A| se A è forte
e
dimA = |A| − 1 se A è debole e non è una foglia
dove, in entrambe le uguaglianza, nel primo membro si considera A come
sottospazio di V ∗ in FBn e nel secondo come il sottoinsieme di {1, · · · , n} che
lo rappresenta.
Deﬁnizione 4.2.2. Una foresta Γ si dice ammissibile se per ogni v vertice
interno vale
|out(v)| ≥ 3 se v è debole e non è una foglia
e
|wout(v)| ≥ 2 se v è forte.
Deﬁnizione 4.2.3. Data Γ foresta ammissibile chiamiamo marcatura di
Γ la scelta, per ogni v vertice interno, di un intero m(v) tale che
0 < m(v) < |out(v)| − 1 se v è debole e non è una foglia
e
0 < m(v) < |wout(v)| se v è forte.
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Deﬁnizione 4.2.4. Una foresta amissibile Γ fornita di una marcatura si dice
marcata.
Ora, in modo del tutto analogo a quanto fatto per il caso An si mostra l'e-
sistenza di una corrispondenza tra foreste ammissibli marcate associate ad
insiemi FBn e elementi della base di H∗(YFBn ,Z).
Tuttavia, per come abbiamo costruito i graﬁ, in questo caso la corrispondenza
non è biunivoca infatti, nella costruzione dei graﬁ non abbiamo tenuto conto
della partizione legata agli insiemi deboli; di conseguenza un grafo ammissi-
bile può corrispondere a più insiemi nested distinti e quindi a più elementi
della base.
A tal proposito vale il seguente
Lemma 4.2.2. Sia S insieme FBn-nested e sia Γ(S) la foresta associata.
Sia
pi = pi(Γ(S)) := |{E FBn − nested : Γ(E) = Γ(S)}|.
Allora
log2(pi) =
∑
vB, B∈S
dimB
dove la somma è fatta sui vertici deboli più vicini possibile alla radice di
Γ(S).
Dimostrazione. Per calcolare pi dobbiamo calcorare il numero di modi di de-
ﬁnire partizioni degli insiemi che etichettano vertici deboli di Γ(S) fatte con
al più due elementi in modo che vengano rispettate le varie inclusioni nel
senso già precisato.
Ora dato che i vertici deboli più vicini possibile alla radice sono i sottoinsie-
mi deboli massimali in S ogni loro partizione deﬁnisce in modo univoco le
partizioni associate a tutti gli altri insiemi deboli di S.
Preso quindi B insieme debole massimale in S il numero di partizioni non
ordinate di B con al più due elementi è pari a
2|B|−1 = 2dimB
dove, per comodità, abbiamo chiamato con B sia il sottospazio di V ∗ in
FBn sia il sottoinsieme di {1, · · · , n}. Dunque moltiplicando tale quantità al
variare di B insieme debole massimale in S si ha la tesi.
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4.2.2 Calcolo della serie di Poincaré
Siamo ora interessati a calcolare la serie
φB(q, t) := t+
∑
n≥2
PBn(q)
tn
2nn!
∈ Q[q][[t]]
dove
PBn(q) :=
2n−2∑
i=0
(rk(H2i(YFBn ,Z)))q
i
è il polinomio di Poincaré associato al modello di De Concini-Procesi YFBn ,
q si considera di grado 2 e 2nn! è l'ordine del gruppo di Weyl relativo ad un
sistema di radici di tipo Bn.
Rispetto a quanto fatto in 4.1.2 dobbiamo distinguere gli alberi ammissi-
bili in due tipi: chiameremo alberi forti gli alberi ammissibili con almeno
un vertice forte (e quindi con radice forte) e alberi deboli gli alberi ammis-
sibili con solo vertici deboli.
Se ora chiamiamo λB e µB i contributi dati a φB rispettivamente dagli alberi
deboli e dagli alberi forti, ricordando che in ogni foresta ammissibile ci può
essere al massimo un albero forte si ha
φB = e
λB(µB + 1)− 1. (4.5)
Il nostro scopo è quindi quello di trovare formule per il calcolo di λB e µB.
Fissato n, un albero debole su n foglie ha lo stesso numero di possibili mar-
cature di un albero ammissibile nel caso di An; ora, però, grazie al lemma
4.2.2, ad ogni ﬁssata marcatura corrispondono 2n−1 elementi della base.
Da queste considerazioni deduciamo che, ad n ﬁssato, il contributo in coomo-
logia degli alberi deboli su n foglie è pari a 2n−1 per il contributo che davano
alla coomologia di YAn−1 gli alberi ammissibili su n foglie.
In particolare, preso T albero ammissibile debole se poniamo PBT (q) il con-
tributo di T alla coomologia di YFBn e PAT (q) il contributo che dà lo stesso
albero alla coomologia di YFAn−1 si ha
PBT (q) = 2
n−1PAT (q).
Il contributo di T a φB è dunque pari a
PBT (q)
tn
2nn!
= 2n−1PAT (q)
tn
2nn!
=
PAT (q)
2
tn
n!
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da cui deduciamo che
λB =
1
2
λA.
Grazie al teorema 4.1.1 possiamo scrivere
2
d
dt
λB = 1 +
2 d
dt
λB
q − 1 (e
2qλB − qe2λB + q − 1).
Per quanto riguarda µB, dato che il contributo in coomologia di un vertice
forte non dipende dai vertici che lo collegano ad altri vertici forti, possiamo
calcolare il contributo di alberi ammissibili con solo un vertice forte (e dunque
con radice forte).
Per avere il contributo di µB dobbiamo poi considerare i vari incollamenti di
tali alberi in modo che i vertici forti risultino totalmente ordinati.
Se dunque chiamiamo γB il contributo degli alberi con un solo vertice forte
si ha (vedere [Yuz97])
µB =
1
1− γB − 1.
Ci basta ora calcolare γB.
A tal ﬁne sia T un albero ammissibile con radice forte e tutti gli altri ver-
tici deboli e supponiamo che dalla radice escano r lati. Se chiamiamo Γ la
foresta che otteniamo da T tagliando la radice abbiamo che Γ è una foresta
ammissibile con r alberi tutti deboli.
Per ottenere il contributo di T alla serie dobbiamo semplicemente moltipli-
care il contributo dato alla serie da Γ per il contributo che dà in coomologia
un vertice forte unito a r vertici deboli.
Dunque il contributo dato da T alla serie è pari a
(qr + qr−1 + · · ·+ q)λ
r
B
r!
=
qr − q
q − 1
λrB
r!
.
Di conseguenza
γB =
∑
r≥2
qr − q
q − 1
λrB
r!
=
eqλB − qeλB
q − 1 + 1
da cui
µB =
q − 1
qeλB − eqλB − 1;
sostituendo tale espressione di µB in (4.5) si ottiene
φB =
eqλB − eλB
qeλB − eqλB .
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5.1 Caso An
Con le notazioni introdotte in 4.1 vogliamo ora occuparci dei modelli di De
Concini-Procesi YCAn−1 e della serie di Poincaré ad essi associata.
5.1.1 Rappresentazione della base
Cerchiamo innanzitutto di analizzare le famiglie di sottospazi CAn−1-nested.
Poichè stiamo trattando il caso massimale, una famiglia S di sottospazi in
CAn−1 è CAn−1-nested se e solo se comunque presi A e B in S si ha A ⊂ B o
B ⊂ A cioè, se e solo se è totalmente ordinata rispetto all'inclusione.
Utilizzando la corrispondenza biunivoca tra elementi di CAn−1 e famiglie di
sottoinsiemi disgiunti di {1, · · · , n} di cardinalità almeno due, prese
X := {X1, · · · , Xk} e Y := {Y1, · · · , Yh}
due tali famiglie, diciamo che abbiamo un'inclusione di Y in X come elementi
di CAn−1 se e solo se
∀ i ∈ {1, · · · , h} ∃ j ∈ {1, · · · , k} tale che Yi ⊂ Xj.
Di conseguenza un insieme di famiglie di sottoinsiemi disgiunti di {1, · · · , n}
che rappresenta un insieme di sottospazi in CAn−1 è CAn−1-nested se e solo
se comunque presi X, Y in tale insieme si ha che X ⊂ Y o Y ⊂ X dove
l'inclusione si intende nel senso appena descritto.
Ad esempio la famiglia
S = {(12345)(6789), (123)(67), (13)}
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è CAn−1-nested per ogni n ≥ 9; invece la famiglia
S = {(1234567), (123)(67), (456)}
non è mai CAn−1-nested poichè gli elementi (123)(67) e (456) non sono con-
frontabili.
Per comodità, da ora in poi assumiamo che tutti i sottoinsiemi di {1, · · · , n}
che consideriamo abbiano cardinalità almeno due.
Sia ora S un insieme di sottospazi CAn−1-nested; preso B ∈ S dato dalla
famiglia di sottoinsiemi disgiunti di {1, · · · , n}
{B1, · · · , Bk}
vogliamo calcolare
d∅SB ,B = dimB − dim
∑
A∈SB
A.
Ora poichè S è totalmente ordinato anche SB lo è e quindi, detto X il
massimale in SB si ha
d∅SB ,B = dimB − dimX.
Inoltre, se X è dato dalla famiglia {X1, · · · , Xm} e, per ogni i ∈ {1, · · · k}
poniamo
H(Bi) := {A ∈ {X1, · · · , Xm} : A ⊂ Bi}
vale
d∅SB ,B =
k∑
i=1
dimBi − dim ∑
A∈H(Bi)
A
 = k∑
i=1
dimBi − ∑
A∈H(Bi)
dimA
 .
(5.1)
Supponiamo ora che
SB = {X,A1, · · · , Ah}
e, per ogni j ∈ {1, · · · , h} l'elemento Aj sia dato dalla famiglia
{A1j , · · · , Ak(j)j }.
Se per ogni i ∈ {1, · · · , k} deﬁniamo
S(Bi) := {A ∈ {X1, · · · , Xm} ∪ {Atj}j,t : A ⊂ Bi}
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abbiamo che S(Bi) è FAn−1-nested ed ha per elementi massimali gli Xj ⊂ Bi;
di conseguenza (5.1) diventa
d∅SB ,B =
k∑
i=1
d∅S(Bi),Bi (5.2)
dove nel secondo membro si considera S(Bi) come FAn−1-nested.
Ricalcando quest' ultimo ragionamento vediamo ora come è possibile rap-
presentare un insieme CAn−1-nested. Sia dunque S un insieme di sottospazi
CAn−1-nested e sia B l'elemento massimale di S e supponiamo che B sia dato
dai sottoinsiemi {B1, · · · , Bk}.
Se SB = {A1, · · · , Ah} e, esattamente come prima, per ogni j ∈ {1, · · · , h},
Aj è dato dai sottoinsiemi
{A1j , · · · , Ak(j)j },
per ogni i ∈ {1, · · · , k} chiamiamo
S(Bi) := {X ∈ {Atj}t,j : X ⊂ Bi}.
Ora i vari S(Bi) ∪ {Bi} sono FAn−1-nested con un unico massimale (Bi) e
possiamo associare ad ognuno di loro un albero Ti := T (S(Bi) ∪ {Bi}) nel
modo descritto in 4.1.1.
La foresta Γ(S) associata a S è la foresta i cui alberi sono i Ti appena descritti.
Vediamo qualche esempio: prendiamo n ≥ 12 e consideriamo
S = {(1 2 3 4 5)(6 7 8)(9 10 11 12), (1 2 3)(6 8)(9 10 11), (10 11)}.
La foresta Γ(S) sarà
(1 2 3 4 5)
(1 2 3)
1 2 3
4 5
(6 7 8)
(6 8)
6 8
7
(9 10 11 12)
(9 10 11)
(10 11)
10 11
9
12
Oppure, per n ≥ 14, preso
S = {(1 2 3 4 5 6 7 8 9)(10 11 12 13 14 15 16), (1 2 3)(7 8 9)(10 12)}
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Γ(S) sarà
(1 2 3 4 5 6 7 8 9)
(1 2 3)
1 2 3
(7 8 9)
7 8 9
4 5 6
(10 11 12 13 14)
(10 12)
10 12
11 13 14
Come ultimo esempio prendiamo n ≥ 10; l'insieme
S = {(1 2 3 4 5 6 7 8 9 10), (1 2 3 4)(5 6 7)}
produce il seguente albero
(1 2 3 4 5 6 7 8 9 10)
(1 2 3 4)
1 2 3 4
(5 6 7)
5 6 7
8 9 10
Sapendo che, dato S insieme di sottospazi CAn−1-nested, possiamo associargli
un elemento della base di H∗(YCAn−1 ,Z) se e solo se per ogni B ∈ S si ha
d∅SB ,B ≥ 2
vediamo come possiamo esprimere tale condizione in termini della foresta
associata a S.
A tal ﬁne torna comodo livellare le foreste: data una foresta Γ diciamo che
 Le radici stanno al livello 1,
 I vertici che non sono foglie che distano dalla radice k passi stanno al
livello k + 1.
e chiamiamo Liv(k) l'insieme dei vertici di Γ che non sono foglie che stanno
al livello k.
Se Γ = Γ(S) è la foresta associata a S osserviamo che gli insiemi che eti-
chettano i vertici interni che stanno al livello k+ 1 rappresentano l'elemento
massimale di S strettamente contenuto nell'elemento di S rappresentato da-
gli insiemi che etichettano i vertici interni del livello k.
Se quindi prendiamo B ∈ S rappresentato da {B1, · · · , Bj} e supponiamo
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che i vertici {vBi}ji=1 etichettati dai Bi stiano al livello k, da quanto osservato
e da (5.2), segue
d∅SB ,B =
∑
v∈Liv(k)
(|out(v)| − 1).
Deﬁnizione 5.1.1. Una foresta Γ si dice ammissibile se, per ogni livello
k, ∑
v∈Liv(k)
(|out(v)| − 1) =
 ∑
v∈Liv(k)
|out(v)|
− |Liv(k)| ≥ 2.
Deﬁnizione 5.1.2. Data Γ foresta ammissibile chiamiamo marcatura di
Γ la scelta, per ogni livello k di Γ, per ogni v ∈ Liv(k), di un intero non
negativo mk(v) tale che
1. 0 ≤ mk(v) ≤ |out(v)| − 1
2. 0 <
∑
v∈Liv(k)mk(v) <
∑
v∈Liv(k)(|out(v)| − 1) per ogni livello k.
Chiaramente l'esistenza di una marcatura è equivalente all' ammissibilità.
Deﬁnizione 5.1.3. Data una foresta ammissibile Γ diremo che due marca-
ture {mk(v)}v,k e {nk(v)}v,k sono equivalenti se per ogni livello k vale∑
v∈Liv(k)
mk(v) =
∑
v∈Liv(k)
nk(v).
Osservazione 5.1.1. Se marchiamo una foresta ammissible Γ = Γ(S) asso-
ciata ad un insieme CAn−1-nested con marcature equivalenti abbiamo sempre
lo stesso elemento in coomologia.
Dimostrazione. Data Γ come in ipotesi, per ogni livello k, chiamiamo Bk
l'elemento di S rappresentato dalle etichette dei vertici appartenenti a Liv(k).
L'elemento della base di H∗(YCAn−1 ,Z) associato a Γ è quindi∏
k livello
c
∑
v∈Liv(k)mk(v)
Bk
che dipende solo dalla somma delle marcature dei vertici interni dei vari
livelli.
Nel seguito ogni marcatura sarà sempre considerata a meno di equivalenza.
Deﬁnizione 5.1.4. Una foresta amissibile Γ fornita di una marcatura si dice
marcata.
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5.1.2 Calcolo della serie di Poincaré
Vogliamo ora calcolare la serie
φ(q, t) := t+
∑
n≥2
PCAn−1 (q)
tn
n!
(5.3)
dove, per ogni n ≥ 2
PCAn−1 (q) :=
n−2∑
i=0
(
rk
(
H2i
(
YCAn−1 ,Z
)))
qi
è il polinomio di Poincarè di YCAn−1 e la variabile q si considera di grado due.
In generale, dato S insieme di sottospazi CAn−1-nested tale che per ogni
B ∈ S, d∅SB ,B ≥ 2, sappiamo che il cotributo dato da S in coomologia,
cioè il numero di elementi distinti della base che a lui si possono associare è
il prodotto dei contributi dati da ogni suo elemento.
Utilizzando la rappresentazione di tali insiemi CAn−1-nested con foreste am-
missibili, abbiamo che il contributo che dà in coomologia una tale foresta è
pari al prodotto dei numeri delle possibili marcature non equivalenti che si
possono assegnare ad ogni livello.
Ad esempio la foresta Γ(S)
(1 2 3 4 5 6)
(1 2 3)
1 2 3
4 5 6
(7 8 9 10)
(7 8)
7 8
9 10
associata a S = {(1 2 3 4 5 6)(7 8 9 10), (1 2 3)(7 8)} produce otto elementi;
se chiamiamo c1 := c(1 2 3 4 5 6)(7 8 9 10) e c2 := (1 2 3)(7 8) ad essa possiamo
associare
c1c2, c1c
2
2, c
2
1c2, c
2
1c
2
2, c
3
1c2, c
3
1c
2
2, c
4
1c2, c
4
1c
2
2
che sono i monomi della base che si ottengono assegnando ad ogni elemento
B di S tutti i suoi possibili 0 < m(B) < d∅SB ,B:
1. m((1 2 3 4 5 6)(7 8 9 10)) = 1, m((1 2 3)(7 8)) = 1
2. m((1 2 3 4 5 6)(7 8 9 10)) = 1, m((1 2 3)(7 8)) = 2
3. m((1 2 3 4 5 6)(7 8 9 10)) = 2, m((1 2 3)(7 8)) = 1
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4. m((1 2 3 4 5 6)(7 8 9 10)) = 2, m((1 2 3)(7 8)) = 2
5. m((1 2 3 4 5 6)(7 8 9 10)) = 3, m((1 2 3)(7 8)) = 1
6. m((1 2 3 4 5 6)(7 8 9 10)) = 3, m((1 2 3)(7 8)) = 2
7. m((1 2 3 4 5 6)(7 8 9 10)) = 4, m((1 2 3)(7 8)) = 1
8. m((1 2 3 4 5 6)(7 8 9 10)) = 4, m((1 2 3)(7 8)) = 2.
Se ora analizziamo la foresta livello per livello abbiamo che le marcature
possibili (non equivalenti) per il primo livello sono:
1. m1(1 2 3 4 5 6) = 1, m1(7 8 9 10) = 0
2. m1(1 2 3 4 5 6) = 2, m1(7 8 9 10) = 0
3. m1(1 2 3 4 5 6) = 2, m1(7 8 9 10) = 1
4. m1(1 2 3 4 5 6) = 3, m1(7 8 9 10) = 1
alle quali si associano i seguent monomi della base
c1, c
2
1, c
3
1, c
4
1
mentre, al secondo livello, si hanno le seguenti possibilità (sempre a meno di
equivalenza):
1. m2(1 2 3) = 1, m2(7 8) = 0
2. m2(1 2 3) = 2, m2(7 8) = 0.
alle quali si associano i seguenti monomi della base
c2, c
2
2.
Ora è facile vedere che sommando livello per livello le possibili marcature
della foresta si ottengono tutti i possibili valori assegnabili agli elementi di S
e che gli elementi della base associati a S si ottengono facendo tutti i possibili
prodotti degli elementi della base forniti dai vari livelli di Γ(S).
Di conseguenza una foresta Γ = Γ(S) su n foglie dà un contributo al po-
linomio di Poincaré di YCAn−1 pari a∏
k livello
q
∑
v∈Liv(k)(|out(v)|−1) − q
q − 1 .
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Ora, analogamente a quanto fatto in 4.1.2, se ci dimentichiamo delle etichet-
tature dei vertici delle foreste ammissibili si ha che il contributo dato alla
serie (5.3) da una tale foresta Γ su n foglie è pari a
1
|Aut(Γ)|CΓ(q)t
n
dove abbiamo posto
CΓ(q) :=
∏
k livello
q
∑
v∈Liv(k)(|out(v)|−1) − q
q − 1 .
Procediamo ora con il calcolo della serie (5.3).
L'idea è quella di considerare tutte le foreste su almeno due foglie (non ne-
cessariamente ammissibili) e, associare ad ognuna di esse un monomio che
codiﬁchi i dati che ci interessano: il numero di livelli e, per ogni livello, il
numero di possibili marcature non equivalenti.
Metteremo poi insieme tutti questi monomi in un'unica serie in inﬁnte va-
riabili dalla quale, con opportune modiﬁche e sostituzioni, si può ricavare la
serie (5.3).
Tale serie risulterà inoltre eﬀettivamente calcolabile in modo induttivo.
Deﬁnizione 5.1.5. Diciamo che un albero T ha una coda banale se da
almeno uno dei suoi vertici nasce un sottoalbero su una foglia in cui da ogni
vertice esce un solo lato.
Ad esempio l'albero
x
x
x
x
x
x
x
x
x x
x
ha una coda banale.
Deﬁnizione 5.1.6. Due alberi T1 e T2 sono detti equivalenti se diﬀeriscono
per una coda banale.
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Ad esempio gli alberi
x
x x x
x
x
x
x
x
x x
sono equivalenti.
Deﬁnizione 5.1.7. Data una classe di equivalenza di alberi modulo diﬀe-
renza per code banali chiamiamo rappresentante minimale l'unico albero
nella classe in cui non sono presenti code banali.
Ad esempio nella classe di
x
x
x
x x
x
x
x
x
x
il rappresentante minimale è
x
x x x
x x
Le stesse deﬁnizioni si applicano alle foreste controllando gli alberi che le
compongono:
Deﬁnizione 5.1.8. Diciamo che una foresta Γ ha una coda banale se
almeno uno dei suoi alberi ha una coda banale.
Deﬁnizione 5.1.9. Diciamo che due foreste Γ1 e Γ2 sono equivalenti se ogni
albero di Γ1 è equivalente ad un albero di Γ2 e viceversa.
92 Capitolo 5. Modelli Massimali
Deﬁnizione 5.1.10. Data una classe di equivalenza di foreste chiamiamo
rappresentante minimale l'unica foresta nella classe in cui nessun albero
ha code banali.
Per calcolare la serie (5.3) deﬁniamo come annunciato
p˜A(g0, g1, g2, g3, · · · ) := g0 +
∑
Γ
g
alb(Γ)
0
|Aut(Γ)|
∏
v
g
|out(v)|−1
lev(v)
dove Γ varia tra i rappresentanti minimali di foreste su almeno due foglie,
alb(Γ) è il numero di alberi di Γ (consideriamo come albero anche il grafo
degenere costituito da una singola foglia), v varia tra i vertici di Γ che non
sono foglie e lev(v) è il livello di v.
Vediamo ora come da p˜A possiamo ottenere la serie.
Deﬁnizione 5.1.11. Un monomio di p˜A sarà detto cattivo se esistono
1 ≤ i < j
tali che gj compare nel monomio ma gi no.
In sostanza i monomi cattivi rappresentano foreste del tipo
x
x
x
x x
x x
x
x
x
x x
x
x
x x
x
x
x x
x
x
x
x x x
x
nelle quali, cioè, è presente un livello in cui da ogni vertice esce un solo lato
e che quindi non danno contributo in coomologia.
Il monomio della foresta in esempio è
1
25(3!)2
g30g
5
1g
6
3.
Deﬁnizione 5.1.12. Dato un monomio m di p˜A(1, g1, g2, g3, · · · ) diremo che
m ha valenza k se
k = max{j ∈ N : gj compare in m}.
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Sia ora Γ una foresta su n foglie con k alberi; vogliamo esprimere il monomio
di p˜A associato a Γ in termini dei monomi associati ai singoli alberi che la
compongono.
Prendiamo im11 i
m2
2 · · · imrr una partizione di n di lunghezza k fatta con gli
interi i1, · · · , ir ognuno dei quali occorre mj volte e
∑r
i=1 mi = k.
Supponiamo che Γ sia una foresta su n foglie con k alberi tale che, per ogni
j ∈ {1, · · · , r}, abbia esattamente mj alberi uguali su ij foglie.
Proposizione 5.1.1. DettomΓ il monomio di p˜A associato a Γ, se {T1, · · · , Tk}
sono gli alberi di Γ e per ogni i ∈ {1, · · · , k} chiamiamo mTi il monomio di
p˜A associato a Ti, si ha
mΓ =
1
m1!m2! · · ·mr!
k∏
i=1
mTi .
Dimostrazione. Per costruzione, per ogni i ∈ {1, · · · , k},
mTi =
g0
|Aut(Ti)|
∏
v∈Ti
g
|out(v)|−1
lev(v)
dove con v ∈ Ti intendiamo che v varia tra i vertici che non sono foglie di Ti.
Poiché
gk0
∏
v∈Γ
g
|out(v)|−1
lev(v) =
k∏
i=1
g0
∏
v∈Ti
g
|out(v)|−1
lev(v)
e
1
|Aut(Γ)| =
1
m1!m2! · · ·mr!
k∏
i=1
1
|Aut(Ti)|
si conclude che
mΓ =
1
m1!m2! · · ·mr!
k∏
i=1
mTi
da cui la tesi.
Osserviamo, inﬁne che, se dato un albero T chiamiamo, come in precedenza,
mT (g0, g1, g2, · · · ) := g0|Aut(T )|
∏
v
g
|out(v)|−1
lev(v)
il monomio di p˜A associato a T , vale la seguente
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Proposizione 5.1.2. Il grado di mT (g0, g1, g2, · · · ) è pari al numero di foglie
di T .
Dimostrazione. Procediamo innanzitutto per induzione sulla valenza di mT .
Se ha valenza 1 sarà un monomio del tipo g0gk1 che, per costruzione, corri-
sponde ad un albero su k + 1 foglie.
Supponiamo la tesi vera per ogni valenza ﬁno alla (k − 1)-esima e mostria-
molo per valenza k.
Procediamo ora per induzione sul grado.
Se mT ha valenza k e grado due allora mT = g0gk e, necessariamente, T è
del tipo
x
x
x
x
x
x x
dove la ramiﬁcazione con due foglie si ha al livello k.
Supponiamo la tesi vera per ogni monomio di p˜A associato ad un albero di
valenza k e grado r − 1.
Si conclude osservando che un albero il cui monomio associato ha valenza
k e grado r si ottiene o aggiungendo una foglia unita ad un vertice interno
(cioè non una foglia) di un albero il cui monomio associato ha valenza k e
grado r−1 o aggiungendone 2 unite ad una foglia (che diventa così un vertice
interno) di un albero con le medesime caratteristiche.
Corollario 5.1.1. Data una foresta Γ il grado del monomio associato a Γ
in p˜A è pari al numero di foglie di Γ.
Dimostrazione. Segue immediatamente dalla proposizioni 5.1.2 e 5.1.1.
Siamo ora pronti per vedere come da p˜A, con oppurtune modiﬁche e sosti-
tuzioni, possiamo ottenere la serie di Poincaré associata ai modelli di De
Concini-Procesi YCAn−1 .
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Teorema 5.1.1. Se da p˜A togliamo i monomi cattivi e sostituiamo g0 con t
e gri con
qr−q
q−1 t
r per ogni i ≥ 1 otteniamo la serie (5.3).
Dimostrazione. Iniziamo osservando che, eliminando i monomi cattivi, non
abbiamo tolto tutti i graﬁ che non danno contributo in coomologia. Riman-
gono quelli in cui c'è un livello k tale che∑
v∈Liv(k)
(|out(v)| − 1) = 1.
Tuttavia, tali graﬁ compaiono in p˜A con una variabile (in questo caso la gk)
al grado 1 e q
r−q
q−1 = 0 per r = 1.
Presa ora una foresta ammissibile Γ su n foglie sappiamo che dà un contributo
alla serie pari a
tn
|Aut(Γ)|
∏
k livello
q
∑
v∈Liv(k)(|out(v)|−1) − q
q − 1 .
Se ora chiamiamo mΓ il monomio di p˜A associato a Γ e k la sua valenza,
osserviamo che, per ogni 1 ≤ j ≤ k l'esponente con cui la variabile gj compare
in mΓ è esattamente ∑
v∈Liv(j)
(|out(v)| − 1).
Da questa osservazione e dal corollario 5.1.1 otteniamo che, dopo la sostitu-
zione descritta, mΓ diventa
tn
|Aut(T )|
∏
j livello
q
∑
v∈Liv(j)(|out(v)|−1) − q
q − 1
da cui la tesi.
La proposizione 5.1.1 ci dà un' idea di come possiamo esprimere p˜A in termini
dei contributi dati dai singoli alberi.
Deﬁniamo
˜˜pA(g1, g2, g3, · · · ) := 1 +
∑
T
1
|Aut(T )|
∏
v
g
|out(v)|−1
lev(v)
dove T varia tra i rappresentanti minimali di alberi su almeno due foglie e v
tra i vertici di T che non sono foglie.
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Teorema 5.1.2. Vale la seguente uguaglianza
p˜A(g0, g1, g2, g3, · · · ) = eg0 ˜˜pA(g1,g2,g3,··· ) − 1 = g0 ˜˜pA +
g20 ˜˜p
2
A
2!
+
g30 ˜˜p
3
A
3!
+ · · ·
Dimostrazione. Segue immediatamente dalla proposizione 5.1.1.
Ci basta quindi trovare una formula induttiva per il calcolo di ˜˜pA(g1, g2, · · · ).
Teorema 5.1.3. Vale la seguente formula induttiva:
˜˜pA(g1, g2, · · · ) =
eg1
˜˜pA[1] − 1
g1
= ˜˜pA[1] + g1
(
˜˜pA[1]
)2
2!
+ g21
(
˜˜pA[1]
)3
3!
+ · · · (5.4)
dove ˜˜pA[1] indica ˜˜pA(g1, g2, g3, · · · ) valutata in (g2, g3, g4, · · · ).
Dimostrazione. Dimostriamo innanzitutto che la formula (5.4) è induttiva.
Procediamo per induzione sulla valenza: conosciamo tutti i monomi di ˜˜pA di
valenza 1 che sono quelli corrispondenti agli alberi con un solo livello su un
numero arbitrario di foglie.
Supponiamo di conoscere tutti i monomi di ogni valenza ﬁno alla k-esima e
cerchiamo di ottenere quelli di valenza k + 1.
Da (5.4) si deduce che, preso r > 0, un monomio di ˜˜pA di valenza k + 1 e
grado r o compare anche in ˜˜pA[1] oppure si trova in
r−1∑
i=1
gi1
(
˜˜pA[1]
)i+1
(i+ 1)!
.
Poiché, per ipotesi induttiva, sono noti tutti i monomi di valenza k + 1 di
˜˜pA[1], in quanto si ottengono, per traslazione, dai monomi di ˜˜pA di valenza k,
da quanto osservato, riusciamo ad ottenere tutti i monomi di ˜˜pA di valenza
k + 1.
Dimostriamo ora la validità di (5.4).
Sia T un albero su n foglie e sia im11 · · · imrr la solita partizione di n di lun-
ghezza k. Supponiamo che dalla radice di T escano k lati e che per ogni
j ∈ {1, · · · , r} ve ne siano mj dal cui vertice di arrivo nascano alberi uguali
su ij foglie.
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Se dunque togliamo la radice e i k lati uscenti ma non i vertici di arrivo otte-
niamo una foresta di k alberi {T1, · · · , Tk} tale che, per ogni j ∈ {1, · · · , r},
ve ne siano mj identici su ij foglie.
Ad esempio da
x
x
x
x x x
x
x x
x
x
x x
x x x
x
otteniamo la foresta
x
x
x x x
x
x x
x
x
x x
x x x
x
Se, per ogni i ∈ {1, · · · , k} chiamiamo mTi il monomio di ˜˜pA associato a Ti e
con mT quello associato a T vale
mT = gk−11
1
m1!m2! · · ·mr!
k∏
i=1
mTi [1].
Basta ora notare che
k∏
i=1
mTi [1]
compare esattamente k!
m1!m2!···mr! volte in
˜˜pA[1]
k.
98 Capitolo 5. Modelli Massimali
5.1.3 Un po' di esempi
Faremo ora un po' di esempi di calcolo dei polinomi descritti in 5.1.2.
Inizieremo calcolando a mano ˜˜p ﬁno al grado 3 e valenza 3 la corrispondenza
tra i monomi e i graﬁ associati.
Nel seguito esibiremo altri esempi ottenuti realizzando programmi con axiom.
In particolare forniremo la serie 5.3 ﬁno al grado 7 in t da cui si possono leg-
gere gli H∗(YCAn−1 ,Z) per 2 ≤ n ≤ 7.
Vogliamo quindi calcolare i monomi di ˜˜p di valenza 3 e grado 3 e vedere
a quali graﬁ corrispondono.
Utilizziamo per questo calcolo la formula 5.4.
Innanzitutto abbiamo bisogno dei monomi di valenza 1 e grado minore o
uguale a 3; essi sono
g31
4!
,
g21
3!
,
g1
2
e corrispondono ad alberi su un numero di foglie compreso tra 2 e 4 disposte
su un solo livello; le uniche possibilità sono quindi
x
x x x x
x
x x x
x
x x
e ˜˜p in valenza 1 e grado minore o uguale a 3 è
1 +
g1
2
+
g21
3!
+
g31
4!
(5.5)
Utilizzando la formula (5.4) possiamo ora calcolare i monomi di ˜˜p di valenza
2 e grado minore o uguale a 3.
Essi sono i monomi di valenza 2 e grado minore o uguale a 3 di
1 +
g2
2
+
g22
3!
+
g32
4!
+
g1
2
(
1 +
g2
2
+
g22
3!
+
g32
4!
)2
+
g21
3!
(
1 +
g2
2
+
g22
3!
+
g32
4!
)3
e quindi
g2
2
+
g22
3!
+
g32
4!
+
g1g
2
2
8
+
g1g
2
2
6
+
g1g2
2
+
g21g2
4
che corrispondono rispettivamente ai graﬁ
x
x
x x
x
x
x x x
x
x
x x x x
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x
x
x x
x
x x
x
x x
x x x
x
x x
x x
x
x x x
x x
e cioè agli alberi su con un numero di foglie compreso tra 2 e 4 disposte su 2
livelli.
Abbiamo quindi tutti i monomi di ˜˜p di valenza minore o uguale a due e
di grado minore o uguale a 3; in particolare, con queste restrizioni, si ha
˜˜p = 1 +
g1
2
+
g21
3!
+
g31
4!
+
g2
2
+
g22
3!
+
g32
4!
+
g1g
2
2
8
+
g1g
2
2
6
+
g1g2
2
+
g21g2
4
.
Ora, grazie a (5.4), i monomi di grado 3 e valenza 3 di ˜˜p sono quelli con le
stesse caratteristiche di
˜˜p[1] +
g1
2
˜˜p[1]2 +
g21
3!
˜˜p[1]3
e cioè
g33
4!
+
g2g
2
3
8
+
g2g
2
3
6
+
g22g3
4
+
g1g
2
3
8
+
g1g
2
3
6
+
g1g2g3
2
+
g1g2g3
4
+
g21g3
4
.
Tali monomi corrispondono rispettivamente ai seguenti graﬁ:
x
x
x
x x x x
x
x
x
x x
x
x x
x
x
x x
x x x
x
x
x x x
x x
x
x
x
x x
x
x
x x
x
x x
x
x x x
x
x x
x x
x x
x
x
x
x x
x
x x
x
x x x
x
x x
e cioè agli alberi su 4 foglie disposte su 3 livelli.
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Esibiamo ora alcuni esempi realizzati con programmi in axiom.
˜˜p valenza minore o uguale a 3, grado minore o uguale a 3:
1
24
g33 +
(
7
24
g2 +
7
24
g1 +
1
6
)
g23 +
(
1
4
g22 +
(
3
4
g1 +
1
2
)
g2 +
1
4
g21 +
1
2
g1 +
1
2
)
g3+
+
1
24
g32 +
(
7
24
g1 +
1
6
)
g22 +
(
1
4
g21 +
1
2
g1 +
1
2
)
g2 +
1
24
g31 +
1
6
g21 +
1
2
g1 + 1.
˜˜p valenza minore o uguale a 4, grado minore o uguale a 4:
1
120
g44 +
(
1
8
g3 +
1
8
g2 +
1
8
g1 +
1
24
)
g34 +
(
5
24
g23 +
(
5
8
g2 +
5
8
g1 +
7
24
)
g3+
+
5
24
g22 +
(
5
8
g1 +
7
24
)
g2 +
5
24
g21 +
7
24
g1 +
1
6
)
g24 +
(
1
12
g33+
+
(
7
12
g2 +
7
12
g1 +
1
4
)
g23 +
(
1
2
g22 +
(
3
2
g1 +
3
4
)
g2 +
1
2
g21 +
3
4
g1 +
1
2
)
g3+
+
1
12
g32 +
(
7
12
g1 +
1
4
)
g22 +
(
1
2
g21 +
3
4
g1 +
1
2
)
g2 +
1
12
g31 +
1
4
g21 +
1
2
g1 +
1
2
)
g4+
+
1
120
g43 +
(
1
8
g2 +
1
8
g1 +
1
24
)
g33 +
(
5
24
g22 +
(
5
8
g1 +
7
24
)
g2 +
5
24
g21+
+
7
24
g1 +
1
6
)
g23 +
(
1
12
g32 +
(
7
12
g1 +
1
4
)
g22 +
(
1
2
g21 +
3
4
g1 +
1
2
)
g2 +
1
12
g31+
+
1
4
g21 +
1
2
g1 +
1
2
)
g3 +
1
120
g42 +
(
1
8
g1 +
1
24
)
g32 +
(
5
24
g21 +
7
24
g1 +
1
6
)
g22+
+
(
1
12
g31 +
1
4
g21 +
1
2
g1 +
1
2
)
g2 +
1
120
g41 +
1
24
g31 +
1
6
g21 +
1
2
g1 + 1
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Calcoliamo ora p˜ senza monomi cattivi ﬁno al grado 7 e valenza 6; esibiremo
il risultato grado per grado.
Grado 1
g0
Grado 2
1
2
g0 g1 +
1
2
g20
Grado 3
1
2
g0 g1 g2 +
1
6
g0 g
2
1 +
1
2
g20 g1 +
1
6
g30
Grado 4
3
4
g0 g1 g2 g3 +
7
24
g0 g1 g
2
2 +
(
1
4
g0 g
2
1 +
3
4
g20 g1
)
g2 +
1
24
g0 g
3
1+
+
7
24
g20 g
2
1 +
1
4
g30 g1 +
1
24
g40
Grado 5
3
2
g0 g1 g2 g3 g4 +
5
8
g0 g1 g2 g
2
3 +
(
7
12
g0 g1 g
2
2 +
(
1
2
g0 g
2
1 +
3
2
g20 g1
)
g2
)
g3+
+
1
8
g0 g1 g
3
2 +
(
5
24
g0 g
2
1 +
5
8
g20 g1
)
g22 +
(
1
12
g0 g
3
1 +
7
12
g20 g
2
1 +
1
2
g30 g1
)
g2+
+
1
120
g0 g
4
1 +
1
8
g20 g
3
1 +
5
24
g30 g
2
1 +
1
12
g40 g1 +
1
120
g50
Grado 6
15
4
g0 g1 g2 g3 g4 g5 +
13
8
g0 g1 g2 g3 g
2
4 +
(
25
16
g0 g1 g2 g
2
3+
+
(
35
24
g0 g1 g
2
2 +
(
5
4
g0 g
2
1 +
15
4
g20 g1
)
g2
)
g3
)
g4 +
3
8
g0 g1 g2 g
3
3+
+
(
91
144
g0 g1 g
2
2 +
(
13
24
g0 g
2
1 +
13
8
g20 g1
)
g2
)
g23 +
(
5
16
g0 g1 g
3
2+
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+
(
25
48
g0 g
2
1 +
25
16
g20 g1
)
g22 +
(
5
24
g0 g
3
1 +
35
24
g20 g
2
1 +
5
4
g30 g1
)
g2
)
g3+
+
31
720
g0 g1 g
4
2 +
(
1
8
g0 g
2
1 +
3
8
g20 g1
)
g32 +
(
13
144
g0 g
3
1 +
91
144
g20 g
2
1+
+
13
24
g30 g1
)
g22 +
(
1
48
g0 g
4
1 +
5
16
g20 g
3
1 +
25
48
g30 g
2
1 +
5
24
g40 g1
)
g2+
+
1
720
g0 g
5
1 +
31
720
g20 g
4
1 +
1
8
g30 g
3
1 +
13
144
g40 g
2
1 +
1
48
g50 g1 +
1
720
g60
Grado 7
45
4
g0 g1 g2 g3 g4 g5 g6 + 5 g0 g1 g2 g3 g4 g
2
5 +
(
39
8
g0 g1 g2 g3 g
2
4+
+
(
75
16
g0 g1 g2 g
2
3 +
(
35
8
g0 g1 g
2
2 +
(
15
4
g0 g
2
1 +
45
4
g20 g1
)
g2
)
g3
)
g4
)
g5+
+
5
4
g0 g1 g2 g3 g
3
4 +
(
25
12
g0 g1 g2 g
2
3 +
(
35
18
g0 g1 g
2
2+
+
(
5
3
g0 g
2
1 + 5 g
2
0 g1
)
g2
)
g3
)
g24 +
(
9
8
g0 g1 g2 g
3
3 +
(
91
48
g0 g1 g
2
2+
+
(
13
8
g0 g
2
1 +
39
8
g20 g1
)
g2
)
g23 +
(
15
16
g0 g1 g
3
2 +
(
25
16
g0 g
2
1 +
75
16
g20 g1
)
g22+
+
(
5
8
g0 g
3
1 +
35
8
g20 g
2
1 +
15
4
g30 g1
)
g2
)
g3
)
g4 +
43
240
g0 g1 g2 g
4
3+
+
(
35
72
g0 g1 g
2
2 +
(
5
12
g0 g
2
1 +
5
4
g20 g1
)
g2
)
g33 +
(
5
12
g0 g1 g
3
2+
+
(
25
36
g0 g
2
1 +
25
12
g20 g1
)
g22 +
(
5
18
g0 g
3
1 +
35
18
g20 g
2
1 +
5
3
g30 g1
)
g2
)
g23+
+
(
31
240
g0 g1 g
4
2 +
(
3
8
g0 g
2
1 +
9
8
g20 g1
)
g32 +
(
13
48
g0 g
3
1 +
91
48
g20 g
2
1+
+
13
8
g30 g1
)
g22 +
(
1
16
g0 g
4
1 +
15
16
g20 g
3
1 +
25
16
g30 g
2
1 +
5
8
g40 g1
)
g2
)
g3+
+
1
80
g0 g1 g
5
2 +
(
43
720
g0 g
2
1 +
43
240
g20 g1
)
g42 +
(
5
72
g0 g
3
1 +
35
72
g20 g
2
1+
+
5
12
g30 g1
)
g32 +
(
1
36
g0 g
4
1 +
5
12
g20 g
3
1 +
25
36
g30 g
2
1 +
5
18
g40 g1
)
g22+
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+
(
1
240
g0 g
5
1 +
31
240
g20 g
4
1 +
3
8
g30 g
3
1 +
13
48
g40 g
2
1 +
1
16
g50 g1
)
g2+
+
1
5040
g0 g
6
1 +
1
80
g20 g
5
1 +
43
720
g30 g
4
1 +
5
72
g40 g
3
1 +
1
36
g50 g
2
1+
+
1
240
g60 g1 +
1
5040
g70
Concludiamo questa sezione con il calcolo della serie (5.3) ﬁno al grado 7
in t.
φ(q, t) = t+
1
2
t2 +
(
1
6
q +
1
6
)
t3 +
(
1
24
q2 +
1
3
q +
1
24
)
t4+
+
(
1
120
q3 +
41
120
q2 +
41
120
q +
1
120
)
t5+
+
(
1
720
q4 +
187
720
q3 +
61
60
q2 +
187
720
q +
1
720
)
t6+
+
(
1
5040
q5 +
19
112
q4 +
2389
1260
q3 +
2389
1260
q2 +
19
112
q +
1
5040
)
t7 + · · ·
Si ha quindi
H0(YCA6 ,Z) = H
10(YCA6 ,Z) = Z, H
2(YCA6 ,Z) = H
8(YCA6 ,Z) = Z
855,
H4(YCA6 ,Z) = H
6(YCA6 ,Z) = Z
9556;
H0(YCA5 ,Z) = H
8(YCA5 ,Z) = Z, H
2(YCA5 ,Z) = H
6(YCA5 ,Z) = Z
187
H4(YCA5 ,Z) = Z
732;
H0(YCA4 ,Z) = H
6(YCA4 ,Z) = Z, H
2(YCA4 ,Z) = H
4(YCA4 ,Z) = Z
41;
H0(YCA3 ,Z) = H
4(YCA3 ,Z) = Z, H
2(YCA3 ,Z) = Z
8;
H0(YCA2 ,Z) = H
2(YCA2 ,Z) = Z.
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5.2 Caso Bn
Concludiamo studiando il caso massimale per arrangiamenti associati a si-
stemi di radici tipo Bn. In altre parole ci occuperemo dei modelli di De
Concini-Procesi YCBn e della relativa serie di Poincaré (vedi (5.8)).
5.2.1 Rappresentazione della base
Dato che il building in questione è la chiusura per somme della famiglia di
sottospazi descritta in 4.2, un insieme S ⊂ CBn è CBn-nested se e solo se è
totalmente ordinato.
Ripercorrendo quanto descritto in 4.2 abbiamo una corrispondenza tra ele-
menti di CBn e famiglie di sottoinisiemi disgiunti di {1, · · · , n} dei quali al
più uno può essere forte e, in ognuno di quelli deboli è ﬁssata una partizione
in al più due sottoinsiemi.
Se prendiamo due tali famiglie
A1 = {X1, · · · , Xk}, A2 = {Y1, · · · , Yh}
abbiamo un'inclusione di A2 in A1 come elementi di CBn se e solo se per ogni
i ∈ {1, · · · , h} esiste j ∈ {1, · · · , k} tale che Yi ⊂ Xj come elementi di FBn
(vedi sezione 4.2.1); in particolare se in A2 è presente un insieme forte anche
in A1 ci deve essere un insieme forte e quello di A2 deve essere contenuto in
quello di A1.
Sia ora S un insieme di sottospazi CBn-nested. Dato B ∈ S, supponiamo
che sia associato alla famiglia {B1, · · · , Bk} di sottoinsiemi di {1, · · · , n} con
le proprietà sopra descritte.
Chiamiamo SB := {A ∈ S : A ( B}; supponiamo che SB = {A1, · · · ,Ah} e
che per ogni j ∈ {1, · · · , h} l'elementoAj sia dato dagli insiemi {A1j , · · · , Ak(j)j }.
Se, per ogni i ∈ {1, · · · , k}, poniamo
S(Bi) := {G ∈ {Atj}j,t : G ⊂ Bi},
analogamente a quanto visto in 5.1.1, si dimostra che
d∅SB,B =
k∑
i=1
d∅S(Bi),Bi (5.6)
dove, nel secondo membro, S(Bi) si considera come FBn-nested.
Preso S un insieme CBn-nested possiamo associargli una foresta nel seguente
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modo: sia X l'elemento massimale di S e supponiamo che X sia dato dalla
famiglia {X1, · · · , Xk}; per ogni i ∈ {1, · · · , k} gli insiemi S(Xi)∪{Xi} sono
FBn-nested con un unico massimale (Xi) e quindi ad essi possiamo associare
un albero Ti := T (S(Xi) ∪ {Xi}) come descritto in 4.2.1.
La foresta Γ(S) associata a S è quella i cui alberi sono i Ti.
Sia ora B ∈ S; supponiamo che sia dato dalla famiglia {B1, · · · , Bk} e
chiamiamo
FB := {i ∈ {1, · · · k} : Bi è forte} e DB := {i ∈ {1, · · · , k} : Bi è debole};
notiamo che vale
0 ≤ |FB| ≤ 1.
Da (5.6) e dal lemma 4.2.1 segue
d∅SB,B =
∑
i∈FB
|wout(vBi)|+
∑
i∈DB
(|out(vBi)| − 1) . (5.7)
Con le stesse notazioni, se livelliamo la foresta Γ(S), preso B ∈ S tale che vB
stia al livello k, si ottiene
d∅SB,B =
∑
v∈Livf (k)
|wout(v)|+
∑
v∈Livd(k)
(|out(v)| − 1)
dove con Livf (k) indichiamo i vertici forti presenti al livello k e con Livd(k)
quelli deboli allo stesso livello.
Notiamo che per ogni livello k vale 0 ≤ |Livf (k)| ≤ 1.
Deﬁnizione 5.2.1. Una foresta Γ si dice ammissibile se, per ogni livello
k, ∑
v∈Livf (k)
|wout(v)|+
∑
v∈Livd(k)
(|out(v)| − 1) ≥ 2.
Deﬁnizione 5.2.2. Data Γ foresta ammissibile chiamiamo marcatura di
Γ la scelta, per ogni livello k di Γ, per ogni v ∈ Liv(k) = Livd(k) ∪ Livf (k),
di un intero non negativo mk(v) tale che, per ogni livello k, vale
0 <
∑
v∈Livf (k)
mk(v)+
∑
v∈Livd(k)
mk(v) <
∑
v∈Livf (v)
|wout(v)|+
∑
v∈Livd(k)
(|out(v)|−1).
Chiaramente l'esistenza di una marcatura è equivalente all'ammissibilità.
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Deﬁnizione 5.2.3. Data una foresta ammissibile Γ diremo che due marca-
ture {mk(v)}v,k e {nk(v)}v,k sono equivalenti se per ogni livello k vale∑
v∈Liv(k)
mk(v) =
∑
v∈Liv(k)
nk(v).
Osservazione 5.2.1. Se marchiamo una foresta ammissible Γ = Γ(S) asso-
ciata ad un insieme CBn-nested con marcature equivalenti abbiamo sempre lo
stesso elemento in coomologia.
Dimostrazione. Data Γ come in ipotesi, per ogni livello k, chiamiamo Bk
l'elemento di S rappresentato dalle etichette dei vertici appartenenti a Liv(k).
L'elemento della base di H∗(YCBn ,Z) associato a Γ è quindi∏
k livello
c
∑
v∈Liv(k)mk(v)
Bk
che dipende solo dalla somma delle marcature dei vertici interni dei vari
livelli.
Nel seguito ogni marcatura sarà sempre considerata a meno di equivalenza.
Deﬁnizione 5.2.4. Una foresta amissibile Γ fornita di una marcatura si dice
marcata.
Da (5.7) si nota che i d∅SB ,B non dipendono dalle partizioni associate agli
insiemi deboli; possiamo quindi dimenticarci di tali partizione facendo pe-
rò attenzione che, in questo modo, una famiglia A di insiemi disgiunti di
{1, · · · , n} corrisponde, per il lemma 4.2.2, a 2∑A∈A debole(|A|−1) elementi di
CBn .
Più in generale vale la seguente
Osservazione 5.2.2. Sia Γ = Γ(S) una foresta ammissibile marcata e
sia S = {A1, · · · ,Ak} un insieme CBn-nested. Se ci dimentichiamo delle
partizioni date agli insiemi deboli si ha che Γ corrisponde a
2
∑
A(|A|−1)
dove A varia tra i sottoinsiemi deboli massimali in A1 ∪ · · · ∪ Ak.
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Dimostrazione. Segue direttamente dal lemma 4.2.2 e dal fatto che una volta
assegnata una partizione ad un insieme debole massimale sono univocamente
determinate quelle di tutti i suoi sottoinsiemi.
5.2.2 Calcolo della serie di Poincaré
Si vuole calcolare
φ(q, t) =
t
2
+
∑
n≥2
PCBn (q)
tn
n!2n
. (5.8)
Deﬁniamo
Q˜(g0, g1, g2, · · · ) :=
∑
Γ
1
|Aut(Γ)|
(g0
2
)(alb(Γ)−1) ∏
v∈Γf
(glev(v)
2
)|wout(v)| ∏
v∈Γd
g
|out(v)|−1
lev(v)
dove Γ varia tra i rappresentanti minimali (vedi deﬁnizione 5.1.7) di foreste
su almeno 2 foglie con un albero forte, Γf è l'insieme dei vertici forti di Γ e
Γd è l'insieme dei vertici deboli di Γ che non sono foglie.
Poniamo inoltre
p˜B(g0, g1, g2, · · · ) := g0
2
+
∑
Γ
1
|Aut(Γ)|
(g0
2
)alb(Γ)∏
v
g
|out(v)|−1
lev(v) =
= p˜A(
g0
2
, g1, g2, · · · )
dove Γ varia tra i rappresentanti minimali di foreste deboli su almeno 2 foglie
e v tra i vertici di Γ che non sono foglie, e
˜˜pB(g1, g2, · · · ) :=
1
2
+
∑
T
1
2|Aut(T )|
∏
v
g
|out(v)|−1
lev(v) =
1
2
˜˜pA(g1, g2, · · · )
dove T varia tra i rappresentanti minimali di alberi deboli su almeno 2 foglie
e v tra i vertici di T che non sono foglie.
Osservazione 5.2.3. Sia Γ una foresta debole; si indichiamo con mΓ il mo-
nomio di p˜B associato a Γ si ha che il grado di mΓ è uguale al numero di
foglie di Γ.
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Dimostrazione. Segue dal corollario 5.1.1.
Osservazione 5.2.4. Vale
p˜B = e
g0 ˜˜pB − 1.
Dimostrazione. Segue dal teorema 5.1.2.
Osservazione 5.2.5. Vale la seguente formula induttiva:
˜˜pB = ˜˜pB[1] + g1
(
˜˜pB[1]
)2
2!
+ g21
(
˜˜pB[1]
)3
3!
+ · · · = e
g1 ˜˜pB [1] − 1
g1
.
Dimostrazione. Segue dal teorema 5.1.3.
Deﬁniamo
Q(g0, g1, g2, · · · ) := p˜B(g0, g1, g2, · · · ) + Q˜(g0, g1, g2, · · · ).
Teorema 5.2.1. Se da Q togliamo i monomi cattivi e sostituiamo g0 con t
e gri con
qr−q
q−1 per ogni i ≥ 1 otteniamo la serie (5.8).
Dimostrazione. Analogamente a quanto osservato all'inizio della dimostra-
zione del teorema 5.1.1, osserviamo che l'eliminazione dei monomi cattivi
non toglie tutti i graﬁ non ammissibili; restano infatti le foreste deboli in cui
c'è un livello k tale che ∑
v∈Liv(k)
(|out(v)| − 1) = 1
o le foreste con un albero forte in cui è presente un livello k tale che∑
v∈Livf (k)
|wout(v)|+
∑
v∈Livd(k)
(|out(v)| − 1) = 1
dove con Livf (k) indichiamo i vertici forti presenti al livello k e con Livd(k)
quelli deboli che non sono foglie allo stesso livello.
Tuttavia tali graﬁ compaiono in Q con una variabile (in questo caso la gk) al
grado 1 e q
r−q
q−1 = 0 per r = 1.
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Sia ora Γ una foresta ammissibile debole su n foglie con k alberi.
Sappiamo che dà un contributo alla serie pari a
tn
2k|Aut(Γ)|
∏
k livello
q
∑
v∈Liv(k)(|out(v)|−1) − q
q − 1 .
Se ora chiamiamomΓ il monomio diQ associato a Γ (che è quindi un monomio
di p˜B) e k la sua valenza, si ha
mΓ =
gk0
2k|Aut(Γ)|
k∏
i=1
g
∑
v∈Liv(i)(|out(v)|−1)
i .
Operando ora la sostituzione descritta nell'enunciato si ottiene proprio il con-
tributo di Γ alla serie.
Sia ora Γ una foresta ammissibile su n foglie con k + 1 alberi di cui 1 forte;
chiamiamo T l'albero forte, siano {v1, · · · , vs} i vertici forti di T e suppo-
niamo che da ogni vi nascano ri sottoalberi deboli (dove si considerano come
sottoalberi deboli anche le foglie adiacenti a vi).
Ora, poichè ad ogni livello si può avere al più un solo vertice forte, e la radice
di un albero forte è forte, possiamo suppore, a meno di riordinare gli indici,
che il vertice forte vi stia al livello i.
Una tale foresta dà un contributo alla serie pari a
tn
2k2
∑s
i=i ri |Aut(Γ)|
s∏
j=1
q|wout(vj)|+
∑
v∈Livd(j)(|out(v)|−1) − q
q − 1
∏
i>s
q
∑
v∈Liv(i)(|out(v)|−1) − q
q − 1 .
Come prima chiamiamo mΓ il monomio di Q associato a Γ (che è quindi un
monomio di Q˜) e k ≥ s la sua valenza;
mΓ =
gk0
2k|Aut(Γ)|
s∏
i=1
1
2|wout(vi)|
g
|wout(vi)|+
∑
v∈Livd(i)(|out(v)|−1)
i
k∏
j=s+1
g
∑
v∈Liv(j)(|out(v)|−1)
j .
Ora, la sostituzione descritta ci dà esattamente il contributo di Γ alla serie
(5.8).
Abbiamo quindi ricondotto il problema al calcolo di Q˜; a tal ﬁne deﬁniamo
˜˜
Q(g1, g2, · · · ) :=
∑
T
1
|Aut(T )|
∏
v∈Tf
(glev(v)
2
)|wout(v)|∏
v∈Td
g
|out(v)|−1
lev(v)
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dove T varia tra gli alberi forti con almeno una foglia, Tf indica l'insieme dei
vertici forti di T e Td indica quello dei vertici deboli che non sono foglie.
Notiamo che nel caso che stiamo considerando, ossia il building massima-
le CBn , è possibile avere anche alberi con fatti da una radice forte e una foglia
debole. Ad esempio se consideriamo l'insieme Cn−1-nested
S = {[3](1 2 4 6 7)(5 8 9), [3](2 4 7)}
(dove con le parentesi quadre si indica un insieme forte) ad esso corrisponde
la foresta
3
3
3
(1 2 4 6 7 )
(2 4 7)
2 4 7
1 6
(5 8 9)
5 8 9
dove, nel primo albero a sinistra, i primi due vertici dall'alto sono conisderati
forti mentro l'ultimo in basso è considerato una foglia (e quindi un vertice
debole.).
Proposizione 5.2.1. Vale
Q˜ = (p˜B + 1)
˜˜
Q
Dimostrazione. Segue dal fatto che ogni foresta può avere al più un albero
forte.
Teorema 5.2.2. Vale la seguente formula induttiva:
˜˜
Q =
(∑
j≥0
gj1
(
˜˜pB[1]
)j
j!
) ˜˜
Q[1] +
∑
j≥1
gj1
(
˜˜pB[1]
)j
j!
. (5.9)
Dimostrazione. Dimostriamo innanzitutto che la formula è induttiva.
Procediamo per induzione sulla valenza.
Sono noti tutti i monomi di ˜˜Q di valenza 1 che sono quelli corrispondenti ad
alberi con radice forte dalla quale escono un numero arbitrario di foglie.
Supponiamo di conoscere tutti i monomi di valenza k ≥ 1 di ˜˜Q e vediamo
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come, dalla formula (5.9), si ricavano quelli di valenza k + 1 ≥ 2.
Preso r > 0, da (5.9), si deduce che un monomio di ˜˜Q di valenza k + 1 e
grado r o compare in ˜˜Q[1] o in(
r−1∑
j=1
gj1
(
˜˜pB[1]
)j
j!
) ˜˜
Q[1]
oppure in
r−1∑
j=1
gj1
(
˜˜pB[1]
)j
j!
.
Poiché sono noti tutti i monomi di valenza k + 1 di ˜˜pB (vedi osservazione
5.2.5) e, per ipotesi induttiva, si conoscono tutti i monomi di valenza k + 1
di ˜˜Q[1] (che si ottengono per traslazione dai monomi di valenza k di ˜˜Q) si ha
la tesi.
Dimostriamo ora la validità della formula.
Sia T un albero su n ≥ 2 foglie con almeno un vertice forte (e quindi con
radice forte).
Supponiamo che T abbia come unico vertice forte la radice. Sia im11 · · · imrr
una partizione di n di lunghezza k fatta con gli interi positivi i1, · · · , ir tali
che, per ogni j ∈ {1, · · · , r}, ij occorre mj volte.
Supponiamo che dalla radice di T escano k lati e che per ogni j ∈ {1, · · · , r}
ve ne siano mj dal cui vertice di arrivo nascano alberi deboli uguali su ij
foglie.
Se togliamo la radice e i k lati uscenti ma non i vertici di arrivo otteniamo
una foresta di k alberi deboli {T1, · · · , Tk} tale che per ogni j ∈ {1, · · · , r}
ve ne siano mj identici su ij foglie.
Se, per ogni i ∈ {1, · · · , k}, chiamiamo mTi il monomio di ˜˜pB associato a Ti
e con mT quello di
˜˜
Q associato a T si ha
mT =
1
m1!m2! · · ·mr!
gk1
2k
k∏
i=1
mTi [1].
Basta ora notare che
k∏
i=1
mTi [1]
compare esattamente k!
m1!m2!···mr! volte in
(
˜˜pB[1]
)k
.
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Supponiamo ora che T abbiamo più di un vertice forte.
Possiamo quindi suppore che dalla radice escano k + 1 lati di cui k deboli
(cioè il cui vertice d'arrivo è debole) e 1 forte (cioè il cui vertice d'arrivo è
forte); assumiamo anche che dal vertice forte adiacente alla radice nasca un
albero su 2 ≤ s ≤ n foglie.
Prendiamo im11 · · · imrr una partizione di lunghezza k di n − s fatta con gli
interi positivi i1, · · · , ir tali che, per ogni j ∈ {1, · · · , r}, ij occorre mj volte
e supponiamo che, per ogni j ∈ {1, · · · , r}, tra i k lati deboli uscenti dalla
radice ve ne siano esattamente mj dal cui vertice d'arrivo nascano alberi de-
boli uguali su ij foglie.
Se, come in precedenza, togliamo la radice, i k + 1 lati uscenti ma non i
vertici di arrivo otteniamo una foresta di k + 1 alberi {T1, · · · , Tk, Tk+1} tra
i quali uno (supponiamo il (k + 1)-esimo) è forte e gli altri k sono deboli e
soddisfano le stesse condizioni del caso precedente.
Di nuovo, per ogni i ∈ {1, · · · , k} chiamiamo mTi il monomio di ˜˜pB associato
a Ti, con mTk+1 quello di ˜˜Q associato a Tk+1 e con mT quello di ˜˜Q relativo a
T .
Otteniamo
mT =
1
m1!m2! · · ·mr!
gk1
2k
mTk+1 [1]
k∏
i=1
mTi [1].
Di nuovo si conclude osservando che
k∏
i=1
mTi [1]
compare esattamente k!
m1!m2!···mr! in
˜˜pB[1]
k.
Osservazione 5.2.6. Vale la seguente formula:˜˜
Q = p˜B[1] +
˜˜
Q[1] (1 + p˜B[1]) . (5.10)
Dimostrazione. Osserviamo che
gj1
(
˜˜pB[1]
)j
j!
=
(
gj0 ˜˜p
j
B
j!
)
[1] .
Poiché dall'osservazione 5.2.4 vale
p˜B = e
g0 ˜˜pB − 1 =
∑
j≥1
gj0 ˜˜p
j
B
j!
Sezione 5.2 Caso Bn 113
sostituendo in (5.9) si ottiene
˜˜
Q =
˜˜
Q[1] +
˜˜
Q[1]p˜B[1] + p˜B[1] = p˜B[1] +
˜˜
Q[1] (1 + p˜B[1]) . (5.11)
Corollario 5.2.1.
Q = p˜B + (1 + p˜B)
(
p˜B[1] +
˜˜
Q[1] (1 + p˜B[1])
)
.
Dimostrazione. Basta sostiture, nell'espressione di Q l'espressione di ˜˜Q che
si ottiene dalla formula (5.10):
Q = p˜B + Q˜ = p˜B + (1 + p˜B)
˜˜
Q =
= p˜B + (1 + p˜B)
(
p˜B[1] +
˜˜
Q[1] (1 + p˜B[1])
)
.
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5.3 Osservazioni sul caso Dn
Preso V spazio vettoriale di dimensione ﬁnita n su C, in V ∗, per ogni coppia
di indici 1 ≤ i < j ≤ n consideriamo i funzionali lineari
f−ij , f
+
ij : V −→ C
descritti da
f−ij (z) = zi − zj f+ij (z) = zi + zj
e chiamiamo CDn la chiusura per somme della famiglia dei sottospazi di V ∗
generati da questi funzionali.
La serie di Poincaré dei modelli di De Concini-Procesi YCBn si calcola esat-
tamente come nel caso Bn (vedi sezione 5.2.2) con l'unica diﬀerenza che in
questo caso si deﬁnisce
˜˜
QD(g1, g2, · · · ) :=
∑
T
1
|Aut(T )|
∏
v∈Tf
(glev(v)
2
)|wout(v)|∏
v∈Td
g
|out(v)|−1
lev(v)
dove T varia tra gli alberi forti con almeno 2 foglie.
Risulta che ˜˜QD soddisfa la stessa relazione ricorsiva (5.9) ma con un diverso
dato iniziale.
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