Abstract. This paper is concerned with the Schrödinger operators ∆ f 0 and ∆ f attached to a pair (C n , f0) and its deformation (C n , f ), where f0 is a non-degenerate and quasi-homogeneous polynomial on C n and f is its relevant or marginal deformation. We give the tt * geometry structure on the Hodge bundle associated to ∆ f , which describes the genus 0 anomaly. Next we study the corresponding singularity torsion type invariants and give the anomaly formulas for the 2nd torsion type invariant. 
Introduction
The torsion type invariant of this paper has its origins in [6] in the physical literature, where Cecotti and Vafa considered the Kähler metric in the tt * geometry, which is given by
They considered a torus with the fields φ i andφj inserted on the left and right side of a flat torus respectively which are infinitely separated by two long tubes each with perimeter 1. More precisely,
F φ i e −LHφj e −LH ] = tr(C iCj ).
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They also considered a path integral of the form
where ρ = ρ 1 + iρ 2 and F is the standard fundamental domain for SL(2, Z), and showed that K served as the Käher potential of K ij through the following identity
In [6] , Cecotti and Vafa also commented that if the central chargeĉ has the right value, (1.1) gives the one-loop correction to the gravitational coupling for a type II superstring compactified on the given N=2 superconformal model. In this case, K could be viewed as a counterpart of genus 1 partition function F 1 in the CY B-model via the LG/CY correspondence.
The CY B-model is related to the deformation theory of complex structures. The genus 0 theory could be understood as the variation of Hodge structures. The higher genus information is more interesting and difficult. In the physics literature, Bershadshy-Cecotti-Ooguri-Vafa [2] proposed a so-called Kodaira-Spencer gauge theory of gravity on Calabi-Yau 3-folds. BCOV suggested that the genus expansion of B-model should correspond to the Feynman diagram expansion of the gauge theory. The genus 1 partition function is given by (1.2)
which admits a holomorphic anomaly equation
When they considered the 1d CY B-model, they found that F 1 has a relation with the Ray-Singer torsion [17] . That is,
where log I(∧ q T * ) is the Ray-Singer torsion on the holomorphic bundle ∧ q T * . Therefore, the heat kernel theory entered the stage. Recall that Bismut, Gillet, Soule [13] extended the definition to the analytic torsion forms using Quillen's superconnectoin and developed the holomorphic anomaly equation of analytic torsion forms. In the mathematical literature, the genus 1 invariant was defined rigorously by H. Fang, Z.Lu and K.Yoshikawa [12] . In [9] , Costello and S. Li initiated a mathematical analysis of the generalized BCOV theory. They made a good use of the heat kernel to define the propagator of the Feynman diagrams.
Nonlinear Sigma B-model has another important part, which is called the LG B-model; it is related to the deformation of a singularity. Its genus 0 theory is given by Saito's theory of primitive forms [18] and higher residue pairing [19] . In [15] , S. Li developed the general framework of perturbative quantization of the LG-twisted BCOV theory.
The LG B-model is closely related to the CY B-model. For example, for (C 5 , f (z) = z 5 1 + · · · + z 5 5 ), the corresponding CY 3-fold M is given by M = {[z]|f (z) = 0} ⊂ P 4 , and the quantum information of M can be read form (C 5 , f ). Such a phenomenon is called the LG/CY correspondence. Influenced 1 The formula here ignores the contact term, which is given by − by this correspondence, Fan and Fang [11] started from the 1d LG B-model, i.e. supersymmetric quantum mechanics (SQM), and defined a counterpart of the BCOV torsion. Given a pair (C n , f 0 ), where f 0 is a non-degenerate and quasi-homogeneous polynomial on C n , there is a 2nd-order operator ∆ f 0 in the Schrödinger representation of SQM. Under a certain assumption, they proceeded the heat kernel analysis of e −t∆ f 0 and proved that e −t∆ f 0 is trace-class. They defined the i-th zeta function as follows: They studied the i-th torsion type invariants through heat kernel analysis of ∆ f 0 , and proved that the first torsion type invariant T 1 (f 0 ) vanishes and the second torsion type invariant T 2 (f 0 ) satisfies some summation property. We will further recall their results in Sections 4 and 6.
In this paper, we study the deformation counterpart of Fan-Fang's story. First, we start from the deformation f of f 0 and give the tt * geometry structure on the deformation space which is well-known in [5] , [10] . The tt * equations could be viewed as the genus 0 anomaly equations in terms of [4] . Next, we continue the discussion of heat kernel analysis for ∆ f following from Fan-Fang's work. We first solve the existence problem of heat kernel function for ∆ f under some weight conditions.
Theorem 1.3 (Theorem 4.2).
Let f 0 be a non-degenerate quasi-homogeneous polynomial on C n such that q M − q m < 1 3 , and let f = f (z, u) = f 0 (z) + s i=1 u i φ i (z) be one of the following deformations: (1) the marginal deformation of f 0 ; (2) the relevant deformation of f 0 with one more weight condition wt(φ i ) < 1 − 2(q M − q m ).
Let ∆ f act on the Schwartz form space SA * M (C n ), with the norm · 0 . Then there exists a unique heat kernel function p(z, w, t; u) 3 for the operator ∆ f , which smoothly depends on the deformation parameters.
In particular, when f 0 is homogeneous, the result holds for its relevant or marginal deformation.
Through L 2 extension, we consider the heat trace of e −t∆ f , define the i-theta function ζ i f (s) associated to ∆ f and derive the vanishing theorem for ζ 1 f (s) as follows:
Under the weight conditions in Theorem 1.3,
The above result tells us that the vanishing result does not depend on the deformation parameters. It can also be viewed as the counterpart of the vanishing theorem of Ray-Singer analytic torsion, which also holds in the super-trace level and does not depend on the complex structure of the underlying complex manifold. However, the proof here is more difficult, since the whole proof need start from the non-deformed case; there is also a significant difference between the CY B-model and LG B-model: there are left, right fermion operators (preserving the vacuum) in the CY case, which is given by counting the holomorphic and anti-holomorphic degree of the forms respectively, while the fermion operator in the LG case is just the sum of the holomorphic degree and the anti-holomorphic degree. The difference also makes the computation of the transgression formula more tedious; c.f. Section 5.
Next, comparing with equations (1.1) and (1.2), we see that they look like the second torsion invariant T 2 (f ). One can naturally hope that T 2 (f ) can give us the genus 1 information of the LG B-model. Since we know that the genus 1 partition function in the CY 3-fold is determined by the holomorphic anomaly equation, we hope to derive some similar anomaly equation. First in the super-trace level, we have Theorem 1.5 (Transgression Formula, Theorem 5.7). Let N be the operator acting on A * (C n ) such that N A k = kId, and f as above. Then
where Π is the projection to harmonic forms.
Combining it with the tt * geometry, we get the holomorphic anomaly equation for T 2 (f ) as follows: Theorem 1.6 (Anomaly Formula, Theorem 6.7). Let f 0 (z) be a non-degenerate and homogeneous polynomial on C n , and let f (z;
where C i = Π • φ i ,Cj = Π •φj, () 1 denotes the coefficient of t in the power series expansion. In particular, when f is the marginal deformation,
This paper is organized as follows. In Section 2, we recall some background and basic definitions about the LG B-model. In Section 3, we discuss the tt * geometry structure. In Section 4, we recall some heat kernel result in [11] and derive the vanishing theorem for ζ 1 f (s). In Section 5, we focus on the computation of∂j∂ i Tr(−1) N N 2 (e −t∆ f − Π). In Section 6, we give the definition of the singularity torsion invariant and prove the anomaly formula. The heat kernel analysis in the deformed case is given in Appendix A.
Background and Basic Definitions
2.1. The Supersymmetry Algebra. The Schrödinger operator ∆ f 0 in our study origins from the 1d version of the LG B model in physics. The input data of such a model is given by a pair (X, f 0 ), where
• X is a non-compact complete Kähler manifold, • f 0 is a holomorphic function on X. f 0 plays the role of the superpotential of 2d supersymmetric quantum field theory. In what follows, we will focus on the following case X = C n , and f 0 is a nondegenerate and quasi-homogeneous polynomial on C n .
In [5] , Ceccoti and Vafa studied the fusion of 2d topological and anti-topological theory from (X, f 0 ), and got a tt * geometry structure. Most of quantities in such a rich geometry structure can be computed by dimension reduction to 1 dimension, i.e., to Supersymmetric Quantum Mechanics. In the Schrödinger representation, the Hilbert space is given by L 2 A(X), i.e. the space of L 2 integrable forms on X, and the charge operators Q + , Q − , Q and define
Then f is called a deformation of f 0 . Since f 0 has weight 1, we can think of f as a quasi-homogeneous polynomial of (z, u), that is, wt(u j ) := 1 − wt(φ j ).
Definiton 2.5. The deformation parameter u j is called:
(1) relevant, if the weight of u j is positive; (2) marginal, if the weight of u j is zero; (3) irrelevant, if the weight of u j is negative.
We will focus on the relevant deformation and marginal deformation, since the two cases do not change the singular property of f 0 at ∞. Example 2.6. (1) For the A n singularity f 0 = 1 n+1 z n+1 , one can deform f 0 to be
It is a relevant deformation.
as the homogeneous coordinates of CP n−1 , then f 0 = 0 gives a complex hypersurface in CP n−1 . There is a common deformation
which is a marginal deformation. Such a deformation has a global C * action, and hence the marginal deformation induces the complex deformation of the complex hypersurface.
More definitions and examples can be found in Section 3 of [10] .
3. tt * geometry
In this section, first we consider the relation between the cohomology spaces attached to∂ f 0 and the space of harmonic forms attached to ∆ f 0 . Then, applying this relation to the deformed case, we introduce the genus 0 theory of the LG B-model, which is governed by the tt * geometric structure on the space of the deformation parameters.
3.1. Hodge decomposition. We recall the following results in [10] .
For simplicity, let us introduce some notations:
) is the space of harmonic forms on X.
• H * ∂ f 0 (X) is the cohomology of the smooth complex (A * (X), ∂ f 0 ).
4∂
f 0 is defined in the sense of distribution. One can also consider the smooth L 2 complex, Fan [10] proved that the two cohomology groups are isomorphic via some regularization.
In this subsection, we state the relations among the three spaces. First, it is easy to compute the cohomology group H * ∂ f 0 (X) via the spectral sequence, which is given
To get the information of H * 0 and H * (2),∂ f 0 (X), we first have the following analytical result for ∆ f 0 .
Theorem 3.1 (Theorem 2.40 in [10] ). Suppose that f 0 is a non-degenerate and quasi-homogeneous polynomial on C n , then the form Laplacian ∆ f 0 on L 2 A * (X) has purely discrete spectrum and all the eigenforms form a complete basis of the Hilbert space L 2 A * (X).
Furthermore, we have the Hodge decomposition for L 2 A * (X):
Theorem 3.2 (Theorem 2.52 in [10] ). There are orthogonal decompositions
. In particular, we have the isomorphism
At last, the following theorem reveals the relation between H * and H *
Theorem 3.3 (Theorem 2.63 in [10] ). Let (X, f 0 ) be as before. Then
And there is an explicit isomorphism:
Remark: To construct the isomorphism i, it is more convenient to introduce the cohomology H * c,∂ f 0 (X) of the compact-supported smooth complex (A * c (X), ∂ f 0 ). One can show that there is an explicit quasiisomorphism between (A * (X), ∂ f 0 ) and (A * c (X), ∂ f 0 ), see for example in [14] . Then, one can construct the element in H * (2),∂ f 0 (X) from H * c,∂ f 0 (X). Finally, there exists a corresponding harmonic form via Theorem 3.2, from which we get the map i.
In the next subsection, we consider those cohomologies in the deformed case.
3.2. tt * equations: the genus 0 anomaly equations. Let φ 1 , φ 2 , ...φ µ be a monomial basis of the Jacobi ring
be the relevant or marginal deformation. 5 Denote by M the space of parameters (u 1 , . . . , u s ), which is a small neighborhood of the origin in C s . We therefore have a family of supersymmetric algebra
When |u| is small enough, the 5 We use the upper indices for the parameters in the sequel.
dimension of the Jacobi ring of f remains the same, and the results in the last subsection hold for ∆ βf .
We now consider the tt * geometry structure on the Hodge bundle over M . We first have the trivial complex Hilbert bundle
There is a natural Hermitian metric
Note that there is a canonical real structure on the Hilbert bundle Λ * M (X) which is given by the complex conjugate, and we denote it by τ R . By Theorem 3.1, for each (β, u) ∈ C * × M , we can choose the eigenforms {α a (β, u)} ∞ a=1 of ∆ βf (u) to form a basis of L 2 A * (X). Then {α a = α a (β, u)} ∞ a=1 forms a frame of Λ * M (X) and {α a } ∞ a=1 also forms a frame of Λ * M (X). Let H n M ⊂ Λ * M (X) be the Hodge bundle over C * × M , and the fiber at (β, u) ∈ C * × M is given by the space of all harmonic n forms of ∆ βf (u) . The space of section is denoted by H n .
In the sequel, we restrict the metric g to the Hodge bundle and still denote it by g, which is called the tt * metric. Remark: As we mentioned in the last subsection, the cohomology group H * (2),∂ βf (X) is isomorphic to H n as vector spaces. Naturally, one can ask whether the metric g could descend to the cohomology elements. Unfortunately, there exists an ambiguity: i.e. there exist α 1 = α 2 belonging to the same cohomology class, and a∂ f -closed form α 3 , such that g(α 1 , α 3 ) = g(α 2 , α 3 ). To fix the ambiguity, one need consider the harmonic forms instead. For this reason, it becomes much more difficult to compute the tt * metric.
Assume that {α a } µ a=1 form a basis of H n , then from the Hodge decomposition, for any α ∈ A n M (X), there exist unique ξ ∈ H n , γ 1 ∈ im(∂ βf ), γ 2 ∈ im(∂ † βf ), such that
and g(α, α a ) = g(ξ, α a ) for any a = 1, . . . , µ.
By Theorems 3.1 and 3.2, we know that ∆ βf is invertible on the subspace im(∂ βf ) ⊕ im(∂ † βf ). Denote the inverse operator by G. Let Π : A * M (X) → H n be the harmonic projection. Then the Hodge decomposition can be written in the operator form :
It is easy to check that G commutes with∂ βf , ∂ βf ,∂ † βf , ∂ † βf , ∆ βf . Now we can define some important operators on the Hodge bundle:
The connections D,D
Notice that the Hodge bundle is embedded into the Hilbert bundle, so we can define D in a natural way:
Or equivalently we can define their components:
Similarly, we have the formula
Proposition 3.5. The operators D,D, C,C satisfy the following relations:
Proof. For simplicity, denote by∂ βf γ (or ∂ βf γ) the element that we need in im∂ βf (or im∂ βf ), because we always need project to the harmonic part. For any α ∈ H n , to show
Where we used the relation
The proof of the rest equalities is the same.
In the second equality, we use [∂ī,∂ βf ] = 0 and in the third equality we use
And in the second term, it is obviously that i and j are symmetry.
The last and also the most important formula is about the curvature [D i ,Dj]:
In the second row, we use [
Similarly,Dj
On the other hand,
In the second row, we use
Similarly,Cj
Remarks: (1) The equations in this proposition are called the tt * equations, which is equivalent to that the connection ∇ = D +D + βC i du i +βCīduī on the Hodge bundle is flat. The tt * equations are a generalization of the special geometry relation on the Calabi-Yau 3-fold which is famous as the genus 0 anomaly equations in [2] . (2) It is possible to choose a holomorphic gauge such that the connection matrices
So D is the Chern connection of the Hermitian metric g.
(3) One can also define more operators U ,Ū , D β ,Dβ to be
Then one can prove that the extended connection
is flat. The complete discussion could be found in [10] .
Definiton 3.6 (tt * geometry). A tt * geometry structure (K → M, κ, g, D, C,C ) consists of the following data
• a one parametric family of flat connections
C is the adjoint of C with respect to g, i.e. g(
Then we say such structure (K → M, κ, g, D, C,C ) is a tt * geometry structure.
admits a tt * geometry structure. If we impose the condition that dim(M ) = µ, more precisely, when the central charge c = n i=1 (1 − 2q i ) < 1, M can be the universal deformation space, the tt * geometry structure captures the genus 0 information of the LG B-model. It is parallel to the Frobenius manifold structure in the CY or LG A-model. In what follows, we will mainly discuss the "genus 1" anomaly equations for the LG B-model through the heat kernel analysis.
Heat Kernel Analysis and Zeta functions
In this section, we first recall some main results in [11] , which consists of the existence of heat kernel function for ∆ f 0 , the heat trace problem and the vanishing theorem attached to ∆ f 0 . In the following discussion, we still focus on the relevant deformation or marginal deformation. In the last subsection, we will extend the vanishing result to the deformed case. Note that we set β = 1 in the sequel, but the result still holds if we regard β ∈ C * as a parameter. 4.1. Heat kernel for ∆ f 0 and ∆ f . Let f 0 be a non-degenerate and quasi-homogeneous polynomial on C n , and let h be a fixed constant Hermitian metric on C n . Then ∆ f 0 has the local expression
where
Denote by q M and q m the maximal and minimal weight of variables in f 0 respectively. In [11] , Fan and Fang constructed the heat kernel function of e −t∆ f 0 by approximation and iteration method
. Most of singularities which interest us satisfy this weight condition, for example, all homogeneous polynomials, ADE singularities, the unimodal singularities. Of course, it is easy to find a non-degenerate and quasi-homogeneous polynomial which does not meet the requirement, e.g.
The existence problem of the heat kernel function for ∆ f 0 is solved by the following.
Theorem 4.1 (Theorem 5.13 in [11] ). Let f 0 be a non-degenerate quasi-homogeneous polynomial on
converges for any (z, w) ∈ C n × C n , and moreover has up to l 0 -order z-derivatives and at least 1-order t-derivatives. p(z, w, t) is the unique heat kernel function for the operator ∆ f 0 .
Proof. See [11] or Appendix A 7 in this paper.
Remark: The existence of the heat kernel function for the following two operators L are well-known:
, where V (x) has compact support; (2) The base space is a compact smooth manifold, and L is a second order elliptic operator.
The two existence problems can be solved via the perturbative method. But the case here is different: the base space is non-compact, and the potential function V (z,z) is bounded from below, V → +∞ as |z| → +∞. So we can not use the usual perturbative method. In order to ensure the convergence problem, we need do the resummation to get a control factor, the details can be found in Appendix A.
If we regard u ∈ M just as parameters, then it is obvious that the same result holds for marginal deformation f . Actually, the existence problem of heat kernel function for the deformed case can be solved under some mild conditions as follows. Since the proof is a little more tedious, we put the details in Appendix A. Theorem 4.2. Let f 0 be a non-degenerate quasi-homogeneous polynomial on C n such that q M − q m < 1 3 , and let f = f (z, u) = f 0 + s i=1 u i φ i be one of the following deformations: 6 The kernel function p is a function of z, w,z,w, t, for simplity, we omit thez,w. 7 We rewrite Fan-Fang's proof in a simple way, which will be necessary for the following analysis, such as L 2 extension, asymptotic analysis.
(1) the marginal deformation of f 0 ; (2) the relevant deformation of f 0 with one more weight condition wt(
Let ∆ f act on the Schwartz form space SA * M (C n ), with the norm · 0 . Then there exists a unique heat kernel function p(z, w, t; u) 8 for the operator ∆ f , which smoothly depends on the deformation parameters.
Proof. The idea of the proof will be given in Appendix A, after the proof of Theorem 4.1.
For convenience, in the sequel, we use the notation (⋆) to denote the weight conditions for f 0 and f in Theorem 4.2.
Fan and Fang proposed that the condition q M − q m < 1 3 is not necessary for the existence of heat kernel. For example, the heat kernel associated to x 2 + y 6 exists, since the singularity is splittable. As we show in Appendix A, using the construction of parametrix in [11] and some dimension argument, there is another sufficient condition available for the existence problem. That is, if the higher derivative (bigger than 1) of f 0 can be controlled by C(|∇f 0 |+1), where C is some positive constant depending on n, then we can construct the heat kernel function for ∆ f 0 , even for the relevant or marginal deformed case ∆ f . Through a simple calculation, we can see that x 2 + xy 3 meets the condition. But in general, it is difficult to check this condition.
4.2.
Heat trace and zeta function. |p(z, w, t; u)| ≤ H(t; u) and C n |p(z, w, t; u)|dw ∧ dw < G(t; u).
Then it is direct to get the following results from the inequalities (4.3) and the Schwartz's inequality.
In other words, e −t∆ f admits an L 2 extension with kernel function p(z, w, t; u). (2) p(z, w, t; u) is L 2 -integrable. Thus e −t∆ f is a Hilbert-Schmidt operator for any Re(t) > 0. Furthermore, e −t∆ f is trace-class and the trace is given by
There is another way to consider the trace of e −t∆ f 0 and e −t∆ f . Recall that ∆ f 0 and ∆ f both have purely discrete spectrum acting on the L 2 -integrable form space, so do e −t∆ f 0 and e −t∆ f . Let {λ i } represent the spectra of ∆ f 0 or ∆ f , Fan-Fang proved that e −t∆ f 0 and e −t∆ f are trace-class operators via
e −tλ i < ∞, which is done mainly by some discussions about compact perturbation of operators, and comparing the spectra of ∆ 0 f 0 with those of ∆ 0 n , where ∆ 0 n := ∆ 0
is associated to nharmonic oscillator.
Remark: (1) It is worth to mention that Fan-Fang's proof starts from the spectra without the condition q M − q m < 1 3 .
8 Similarly, the function p also depends onū. 9 We emphasize that p(z, z, t) is a matrix in the internal indices, tr C n denote the trace over these indices.
(2) In [11] , Fan-Fang also proved the heat trace result in the case X = (C * ) n , f 0 is a non-degenerate and convenient Laurent polynomial, which is very important in the LG B-model as well.
Zeta function and vanishing theorem.
Definiton 4.5. Under the weight condition (⋆) for f 0 and f , there exists a constant C f > 0 such that for Re(s) > C f , the i-th zeta function associated to f is defined to be:
where Π k is the harmonic projection operator
Immediately, we know that ζ 0 f (s) = 0, since Proof. For simplicity, define
On the one hand, the hodge star operator * provides the relation * ∆ f 0 = ∆ −f 0 * . Let Π ′ 0k be the projection to the subspace ker(∆ −f 0 L 2 A k ). By Theorem 3.3, we have Tr(−1)
Therefore, we can compute Q f 0 as (4.7)
On
Hence, we can choose ξ such that ξ d = −1. Consider the scaling I ξ (z i ) = ξ k i z i , for i = 1, . . . , n. Then we have f 0 (I ξ z) = −f 0 (z) and the pull back I * ξ : A * (C n ) → A * (C n ). It is direct to check that
. Similarly, one can prove that Q f 0 = Q −f 0 . Combining it with (4.7), we obtain Q f 0 = 0. Therefore, we get ζ 1 f 0 (s) = 0.
Remark: (1) In [11] , the authors prove that e −t∆ f 0 is trace-class via studying their spectra when f 0 is a non-degenerate and quasi-homogeneous polynomial.
By Duhamel formual and Equations (2.2), we have
Using the same discussion in the proof above, we have
Now we prove that the vanishing theorem also holds for the deformed case under the weight condition (⋆). Before proving the theorem, let us rewrite the i-th zeta function in a more convenient way via the number operator N ;
where Π : L 2 A * M (C n ) → H n is the harmonic projection as before. The following two sets of relations will be used repeatedly in the sequel. The second case is similar.
Remark: This lemma is called the AB argument in physics, and frequently comes into the discussion of the variation of some new supersymmetry index; see, for example, in [4] . 
Let us compute the derivative with respect to u i ,ūj on the super-trace first. By equations (4.10), (4.11) and Lemmas 4.12 4.13, 4.14, we have
The equality (a): It holds by the acyclic property of trace operator.
The equality (b): The two operators e −t ′ ∆ f and (∂ i ∆ f )e −(t−t ′ )∆ f are both Hilbert-Schmidt operators, N is a bounded operator, and [N, e −t ′ ∆ f ] = 0, then it follows from the acyclic property of trace.
The equality (c): Naively, it follows from the AB argument. But∂ † f is an unbounded operator. This equality holds by
The equality (d): We want to use the acyclic property of trace to move the operator ∂ f to the front. The process is similar to the equality (b) that we put the operator e Remarks: (1) Note that if we scale f to βf , β ∈ C * , the heat kernel of e −t∆ βf still existence under the weight condition (⋆), and smoothly depends on β ∈ C * . It is believed that ζ 1 βf (s) = 0. Indeed, 
When l = 0, it is the famous Witten index. For l = 1, they proved that I 1 depends only on the F-term in the action functional, or in other words, it depends only on the superpotential f . It is for this reason that they regarded it as the supersymmetric index. Actually, it depends on the boundary condition at spatial infinity and they showed that it is an anti-symmetric matrix. This index is very important since it works as a bridge connecting the differential equation (tt * equation) and the integral equation (TBA equation). The surprising equivalence between the coupled integral equation and certain differential equations has not been proven mathematically. For l ≥ 2, I l does depend on the D-term.
Because of the vanishing theorem, the next zeta function which interests us is
As we mentioned in the Introduction, on the CY B-side, the BCOV torsion could be interpreted as the genus 1 partition function of Calabi-Yau 3-fold target theory. The corresponding zeta function, denoted by ζ BCOV (s), is
Because of the vanishing theorem in the complex geometry, it can be written as
It looks similar to our 2nd zeta function. So it is natural to hope that the 2nd torsion invariant could be related to the genus 1 partition function on the LG B-side in the spirit of the LG/CY correspondence.
Computation of∂j∂
The goal of this section is to obtain the transgression formula for
In order to compute it, we will again make full use of equations (4.10), (4.11) and Lemmas 4.12, 4.13, 4.14.
Note that the following identity is given in the proof of Theorem 4.8.
Now let us first compute ∂ i Tr(−1) N N 2 (e −t∆ f − Π), the result is given by
Proof. By equations (4.10), (4.11) and Lemmas 4.13, 4.14, 5.1, we have
The equalities (a), (b) are similar to the computation of ∂ i Tr(−1) N N (e −t∆ f − Π), in what follows, we will omit the discussions. The last equality is given by Lemma 5.1.
Next, let us compute∂j∂ i Tr(−1) N N 2 (e −t∆ f − Π):
For convenience, denote
Then we have
Proof. By equations (4.10), (4.11), and Lemmas 4.13, 4.14, we have
The computation of A 2 is a little more complicated, since it involves more noncommutative relations.
Again, for convenience, denote
Proof. By equations (4.10), (4.11) and Lemma 4.14, we have
In the equality (a), we use the relation [∂ f ,φj] = 0, and
to move the operator ∂ f around the trace.
The methods to compute B 2 and B 3 are similar.
Lemma 5.5. The terms B 2 and B 3 are given by
Proof. By equations (4.10), (4.11), and Lemma 4.14, we see that
Similarly,
By Lemmas 5.3, 5.4, 5.5, we get (5.6)∂j
Furthermore, we see that the right hand side of the equation (5.6) above admits a differential of some function with respect to t.
Theorem 5.7 (Transgression Formula). Under the weight condition (⋆) for f 0 and f , (5.8)∂j
Remark: The equation (5.8) looks like the transgression formula of the Chern character in [13] , so by analogy we call it the transgression formula associated to ∆ f .
6. Anomaly Formula 6.1. Meromorphic extension of the zeta function and singularity torsion. Recall that our i-th zeta function associated to ∆ f is defined to be
which is holomorphic with respect to Re(s) > C f . In this subsection, we consider its meromorphic extension. For simplicity, we drop off the subscript f , and denote ζ i f (s) by ζ i (s). Let us split the integral over t into [0, 1] and [1, ∞), and write
First, we have Lemma 6.1. The operator ∆ f is positive semi-definite.
Proof. It is the general conclusion in the SQM. For α ∈ A * C , set
Therefore, the spectra of ∆ f are non-negative.
Accordingly, ζ i 2 (s) is a holomorphic function for any s ∈ C. It remains to consider ζ i 1 (s). We have to study the asymptotic expansion of heat trace via the heat kernel function.
The heat trace expansion as t → 0+ in our situation is quite different from the one on the compact manifolds. On the n-dimensional compact manifolds, there is an asymptotic expansion [16] to the heat kernel function p(x, y, t)
It follows that the heat trace admits an asymptotic expansion as a Laurent series of t 1/2 with the leading term of order − n 2 . But here we are facing with the noncompact manifolds C n and the unbounded potential, the trace expansion is more different. For example, assume that the base space is R n , let
, where the potential function V is bounded from below, and V → +∞ as |x| → +∞. Then the local heat-kernel expansion in the diagonal (see in [8] ) can be partially summed over and rewritten under the form
where U i (x) are polynomials of derivatives of V (x). And there may exist other fractional powers (not just the half integers), even logarithmic terms of t in the heat trace asymptotic expansion as t → 0+. For the potential V = |x| Q , or e |x| Q , the result can be found in [8] . Therefore, it is much difficult to compute the asymptotic expansion for each Tr(e
. . , 2n. For simplicity, in the rest of the paper, let us focus on the non-degenerate homogenous polynomial f 0 of degree p + 1 and its marginal or relevant deformation f , where p ≥ 1.
First, if we choose the standard Hermtian metric h = 1 2 n ν=1 dz ν ⊗dz ν on C n and the standard basis {dz I ∧ dz J } I,J⊂{1,...,n}|I|+|J|=k , then we can write ∆ k f as a matrix operator ∆ k f = −∆∂ + B k + |∇f | 2 Id, where B k represents the matrix of L f . As we compute in Appendix A, the diagonal part (w = z) of heat kernel for ∆ k f has the expansion of the form
where U a (z; u) (resp. U a (z; u)) can be solved by a certain recursion relation with U 0 (z; u) = 1 (resp. U 0 (z; u) = 1) being given.
Since deg f 0 = p + 1, we have
Then for the two cases, we can do the rescaling z → y = t 1 2p z, then the exponential part in p(y, y, t; u) has no the factor t. Accordingly, we get the asymptotic expansion of Tr(e Let us order the powers by
then we can write
Tr(e
Proposition 6.2. Let f 0 (z) be a non-degenerate homogeneous polynomial on C n , and f (z; u) = f 0 (z)+ s i=1 u i φ i (z) be its relevant or marginal deformation. Then Tr(−1) N N i (e −t∆ f − Π), i ≥ 2 has the following asymptotic expansion
. Consider the regularized function as
It is holomorphic in a neighborhood of 0 ∈ C and meromorphic for Re(s) ≥ 0. Or, ζ i 1 (s) extends to a meromorphic of function
which is holomorphic in a neighborhood of 0.
Definiton 6.4 (Defintion 7.8 in [11] ). For i ∈ N, the i-th torsion type invariants T i (f ) is defined to be
Remark: Note that here log T i (f ) is a smooth function with respect to the parameters u,ū.
Since we are interested in the 2nd zeta function, here we also pay our attention to the 2nd torsion type invariants. First, Proposition 7.9 in [11] also holds in our case: Proposition 6.6. Let (C n 1 , f 01 (z)) and (C n 2 , f 02 (w)) be two non-degenerate homogeneous polynomials and f 1 (z; u) and f 2 (w; v) be their marginal or relevant deformations respectively, then we have the sum of the singularity (C n 1 +n 2 , f 1 (z; u) + f 2 (w; v)) and the identity of torsions
Proof. Although the f 1 ⊕ f 2 may be no longer homogeneous, they are splittable. Analogously, we can construct
Then proceed the proof of Proposition 7.9 in [11].
6.2. Anomaly formula. Recall that we have computed the transgression formula for Tr(−1) N N 2 (e −t∆ f − Π) in Section 5. In this subsection, we apply it to the 2nd singularity torsion. The main theorem of this section is:
Theorem 6.7 (Anomaly formula). Let f 0 (z) be a non-degenerate and homogeneous polynomial on C n , and let f (z; u) = f 0 (z) + s i=1 u i φ i (z) be its relevant or marginal deformation. Then
In particular, when f is the marginal deformation,
By the definition of the torsion type invariants, we have
To prove the anomaly formula, we need the transgression formula (5.8) and the following asymptotic analysis for the term
More precisely, we have to analyze this term as t → ∞ and its constant part.
Lemma 6.10. As t → ∞, we have
Proof. Note that lim t→∞ e −t∆ f = Π, we have
In the equalities (a) and (b), we use the relations ∆ f Π = 0 and Π∆ f = 0 respectively.
Next, we consider the constant part, i.e.
which is equivalent to Tr(−1)
To do this, we compute Tr(−1) N t 0 φ i e −t ′ ∆ fφj e −(t−t ′ )∆ f dt ′ as follows:
For simplicity, we only consider the marginal deformation f for the homogeneous polynomial f 0 . Assume deg f = p + 1, we have
Lemma 6.12. Let f 0 be a non-degenerate homogeneous polynomial, and f be its marginal deformation, then
The proof of this lemma is given via a scaling analysis and detailed computation as follows: First consider the scaling z → t 1 2p z, w → t 1 2p w, using the recursion relation for U n : (6.13)
we know that (6.19) where str d U a denote the deg d-component in str U a .
Next let us compute each term one by one. Recall that
Lemma 6.20 ( [11] Proposition 3.4). For 0 ≤ m ≤ 2n, we have
Note that we use the matrix function B k to represent the action of L f on the space of k-forms. Then we have
Furthermore, we have
Using the recursion relation for U k , we know that
• str 2n(p−1)−2 U 2n+1 consists of 2n (−B)-terms and one 2∂ ν∂ν , • str 2n(p−1)+2p−2 U 2n+2 consists of 2n (−B)-terms and one −2(∂ ν∂ν g + ∂ ν g∂ν +∂ν g∂ ν ),
• str 2n(p−1)+4p−2 U 2n+3 consists of 2n (−B)-terms and one 2∂ ν g∂ν g.
To explicit to compute them, let us consider the iteration of (−B)-terms only. Set
It is easy to see that we can expand tr V n (z, w) as
Note that ∂ z∂z B = 0, we can compute that
Using the recursion relation for V n , we get the recursion relation for the coefficients a n , b n as follows.
Moreover, by induction, we have Lemma 6.23. For n ≥ 2,
Now let us compute str
Using the recursion relation (6.13) for U n , we know that this term is computed in terms of the following iteration:
where ← denotes the iteration from (6.13). Then
Similarly, the iteration is given by
Note that g = 2
Therefore, we have
Thus, we obtain
.
After a rescaling, we see that
Next, let us compute the last three terms.
Then, after a rescaling, we have
Similarly, we can compute (6.18), (6.19) as follow.
(5) (6.18):
(6) (6.19):
In summary, we have
Proof of Theorem 6.7. We learn from the transgression formula that∂j∂ i d i 0 ;2 = 0. 10 Using the equation (6.9), Theorem 5.8, and Lemmas 6.10, 6.12, we complete the proof.
Remarks: (1) It is obvious to see that the two terms in r.h.s of anomaly formula (6.8) can give us two Kähler metrics based on the deformation parameter space respectively. Here tr C iCj is Kähler because of the tt * equations:
Meanwhile, note that
If we look at it in a 2d TFT version, it is a torus with the fields φ i andφj inserted on the left and right side of a flat torus respectively which are infinitely separated by two long tubes each with perimeter 1. Then it gives us the genus 1 information.
(2) The holomorphic anomaly equation [2] of the partition function F 1 for the Calabi-Yau 3-fold is given by∂j
where G ij the Weil-Peterson metric which is determined by the special geometry relation (genus 0 information).
(3) In [7] , Coates and Iritani also derived the anomaly equations for the genus g partition function which they denoted by C (g) . They started from the geometric and Givental quantizations, and pointed out that the anomaly equations correspond to the choices of polarization for the symplectic space. The complex conjugate polarization gives the holomorphic anomaly equations. Their result for C (1) is
10 In fact, we can use the asymptotic analysis above to obtain di 0 ;2 = 0 for n ≥ 2.
It is worth to mention that they introduced the descendants in their work.
Where r = |z − w| and we omit n ν=1 .
Now look at the coefficient of each t a−1 in the brace for a ≥ 0, then we get
Consider the equations Coeff(t a−1 ) = 0 for a ≥ 0, then we can solve each U a , j = 0, ..., K. The first equation is
Then we can set U 0 = 1(normalization), and the second equation becomes
Then we can solve that U 1 = 0. And the third equation becomes r∂ r U 2 + 2U 2 + 2g zνzν = 0.
Then we can solve that
For a ≥ 3,
Moreover, by induction, (see in [11] ) U a has the form
Then we can write the formula of U a as (A.1)
+g zν gz ν (τ (z − w), w)U a−3 (τ (z − w), w)} τ a−1 dτ.
Now we see that U a (z, w) is uniquely determined if we fix U 0 = 1, then get the remainder r K (z, w, t) = (∂ t + ∆ 0 f )p K (z, w, t) = 2E 0 E 1 (−∂ zν ∂z ν U K + g zνzν U K−1 + g zν ∂z ν U K−1 + gz ν ∂ zν U K−1 − g zν gz ν U K−2 )t K +(g zνzν U K + g zν ∂z ν U K + gz ν ∂ zν U K − g zν gz ν U K−1 )t K+1 − g zν gz ν U K t
K+2
= : E 0 E 1 U .
For the approximation solution p K (z, w, t) and the remainder r K (z, w, t), we have the following result.
Proposition A.2. Let l ∈ N, denote dvol w = i 2 n dw 1 ∧ dw 1 ∧ · · · ∧ dw n ∧ dw n ,
(1) For ∀ T > 0, p K (z, w, t), 0 ≤ t ≤ T , define a uniformly bounded family of operators P t K on S(C n ) and lim −n H(t), 
H(t),
where H(t) is a polynomial of fractional powers of t and it depends on f 0 and K.
Proof. Fix K, for ∀s ∈ S(C n ), we have Note that we have set U 0 = 1, from which (1) follows. Such an operator P t K is called parametrix for the heat equation.
The proof of (2) depends on the following lemma: Lemma A.3 (Dimension Argument). Denote by p a g the powers of g and p a ∂ the powers of derivatives in each term of U a (z, w) for a ≥ 2, then Proof. This can be shown by induction. First, when a = 2, we have p 2 g = 1, p 2 ∂ = 2. Assume that for any 2 ≤ l ≤ a − 1, the relations hold. Then for U a , the relation follows from the formula (A.1).
An immediate corollary is
Corollary A.1. For each U a (z, w), p a g ≤ [ Coeff(t 1 ) = r∂ r U 2 + 2U 2 − 2∂ zν ∂z ν U 1 + BU 1 + 2(g zνzν U 0 + g zν ∂z ν U 0 + gz ν ∂ zν U 0 ), Coeff(t a ) = r∂ r U a+1 + (a + 1)U a+1 − 2∂ zν ∂z ν U a + BU a + 2(g zνzν U a−1 + g zν ∂z ν U a−1 + gz ν ∂ zν U a−1 ) − 2g zν gz ν U a−2 for a ≥ 2.
Note that L f 0 = −(hμ ν ∂ ν f 0l ι ∂μ dz l ∧ +hμ ν ∂ ν f 0l ι ∂μ dz l ∧), so we have ∂ zµ ∂z µ B = 0. Then each equation Coeff(t a ) = 0, U a is solved as follows:
(A.7)
U 0 (z, w) = I is the identity matrix, +2(g ν gν )(τ (z − w), w)U a−3 (τ (z − w), w)} τ a−1 dτ, a ≥ 3.
The remainder r K (z, w, t) becomes r K (z, w, t) = (∂ t + B + ∆ f )p K (z, w, t) = E 0 E 1 (−2∂ zν ∂z ν U K + BU K + 2g zνzν U K−1 + 2g zν ∂z ν U K−1 + 2gz ν ∂ zν U K−1 − 2g zν gz ν U K−2 )t K +2(g zνzν U K + g zν ∂z ν U K + gz ν ∂ zν U K − g zν gz ν U K−1 )t K+1 − 2g zν gz ν U K t
K+2
We want to extract a positive power of t K in U after the rescaling, so we only need to consider the maximal weight term in U . Define wt(B) = max{wt(B ij )}, then wt(B) = 1 − 2q n . Inductively, for a ≥ 3, the maximal weight contribution in recursion formula (A.7) of U a comes from the term n µ=1 g zµ gz µ U a−3 . Therefore, there is at most one B-term contribution in the maximal weight in U . Essentially, there is no difference from the previous case. Explicitly, denote wt(U a ) the biggest weight in U a . Using (A.7), we have Lemma A.8. For j ≥ 1, wt(U 3j ) = (4 − 6q n )j, wt(U 3j+1 ) = 1 − 2q n + (4 − 6q n )j, wt(U 3j+2 ) = 2 − 4q n + (4 − 6q n )j.
Then when q 1 − q n < 
H(t).
Therefore, we get the existence and uniqueness of the heat kernel funtion for ∆ f 0 , i.e. Theorem 4.1.
Now let us consider the deformed case. Let f (z; u) = f 0 (z) + s i=1 u i φ i be the relevant or the marginal deformation satisfying the weight condition (⋆).
Proof idea of Theorem 4.2. In the sequel, we view {u i } s i=1 as parameters. q 1 ) , furthermore, the maximal weight in each U a may come from the two cases
• the iteration of the new B term, which gives the weight less than 2a(1 − q 1 );
• the iteration of the term n µ=1 g zν gz ν , which gives the weight as Lemma A.8 writes. We can also extract a positive power of the remainder in both cases. Then we are done.
