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Osnova
● Ukázka překladu krok za krokem
● Anotace překladových chyb
● Novinky v TectoMT
    - Hidden Markov Tree Models (HMTM)
    - nové slovníky (Maximum Entropy)











Format Convertors (to & from tmt)
• plain text
• HTML & various XML
• corpora PDT, PennTB, EMILLE,




• language models API







 + format conversions
Visualization
• TrEd
 (Tree Editor with
  SVG and PDF
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tectogramatická rovina
transfer přes tektogramatickou rovinu
  
Schéma překladu v TectoMT
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Ukázka překladu – Analýza
Machine translation should be easy.
machine   translation  should   be   easy  .
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Označení hran ke kontrakci
Pred
should  
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Stavba t-stromu (jen základ)
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Vyplnění gramatémů tense = simultaneous,
modalita, ...
number = singular degcmp = positive
be

























































































Ukázka překladu – Syntéza
































gender = masc. inanim.
case = nominativedegcmp = positive
degcmp = positive
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Strojový překlad by měl být snadný.
  .



















































































































































vzorek 250 vět, celkem 1463 označených chyb
Type lemma, formeme, gram., w. order,...
Subtype gram: gender, person, tense,...
Seriousness serious, minor
Circumstances coordination, named entity, numbers
Source tok, lem, tagger, parser, tecto,
trans, non-iso, syn, ?
ANALYSIS
     30%
SYNTHESIS 3%
TRANSFER
     67%
chyby způsobené předpokladem
Izomorfismu t-stromů 8%
ostatní chyby v transferu 59%
Detaily viz [Popel,2009].
  
Novinky v TectoMT – Analýza
Analýza angličtiny
● Lemmatizace (70krát zrychlena)
● Parsing – pravidlové opravy
            – oddělený parsing parentezí v závorkách
  
Parsing parentezí
This sentence (excluding the long parenthesis, 
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Novinky v TectoMT – Analýza
Analýza angličtiny
● Lemmatizace (70krát zrychlena)
● Parsing – pravidlové opravy
            – oddělený parsing parentezí v závorkách
● Analytické funkce (pravidlový blok, chybí manuál)
● Budování t-roviny – vydělena jazykově nezávislá část
● Pojmenované entity ve zvláštním stromě
● Rozpoznávání ženských a mužských jmen
● Koreference
  
Novinky v TectoMT - Transfer
● nové slovníky (Maximum Entropy)
● Hidden Markov Tree Models (HMTM)
● časté fráze (neizomorfní t-stromy), např.
take place → konat_se, proběhnout
prime minister → premiér
● přechylování ženských příjmení
● pravidla pro slovesný vid, číslovky,...
  
Novinky v TectoMT - Syntéza
● Upraveno dělení věty na klauze,
vkládání interpunkce, přesun klitik
● Přidán morfologický model (trénován na SYNu)
–  nalezení slovního tvaru pro dané lemma
 s daným omezením na tag
–  některé pozice tagu po překladu neznáme,
 netřeba je specifikovat, vybere se nejčastější tvar
● Potíže s morfologií omezeny, byť ne zcela
  
Slovníky - MaxEnt
● Slovník natrénován na paralelním korpusu 
CzEng pomocí metody Maximum Entropy
● Pro slovník lemmat použit kontext (features):
pro daný uzel a jeho rodiče:
tlemma, formeme, voice, negation, tense, number, 
degcmp, sempos, short_sempos, person, is_capitalized
pro daný uzel:
position (před/za rodičem), is_member, tag, 
has_left_child, has_right_child,
prev_node_tlemma, next_node_tlemma,
child_formem_*, child_tlemma_*, determiner (a/the)
  
Slovníky – Nové rozhraní
● obecné – totéž rozhraní pro lemmata i formémy
  $dict->get_translations($input_label, $features)
     vrátí seznam překladových variant včetně pravděpodobnosti
● Slovníky jsou objekty, v konstruktoru lze zadat 
jeden či více jiných slovníků – hierachie
● Základní typy slovníků:
data ze souboru, „lemma → lemma“
data ze souboru, „lemma,features → lemma“
překlady odvozeny dynamicky, vstupní slovník





































                       více-jádro
                       multi-jádrový
                       multi-jádro
  










water → voda → vodový
                            vodní
deaf → hluchý   → hluše
            necitlivý → necitlivě
  










high-water → vodový → vysoko-vodový
                      vodní   → vysoko-vodní
Hyphen_compounds
  







































































● HMTM zavedl [Crouse,1998], používáno pro signal processing    
 segmentaci obrazu apod., viz [Durand,2004].
● (V,E) – zakořeněný strom
● X – sekvence náhodných proměnných (skryté stavy vrcholů V)
● Y – sekvence náhodných proměnných (viditelné symboly)
● P(Xv | Xrodič(v)) – přechodová pravděpodobnost (transition prob.)
● P(Yv | Xv) – emisní pravděpodobnost (emission prob.)
● Stromová Markovova vlastnost (podmínka nezávislosti):
   ∀v ∈ V \ {kořen}, ∀w ∈ V \ podstrom(v) :
   P(Xpodstrom(v) | Xrodič(v), Xw) = P(Xpodstrom(v) | Xrodič(v))
● Známe-li Y, můžeme najít nejpravděpodobnější sekvenci
  skrytých stavů pomocí stromového Viterbiho algoritmu.
  




















PE(překlad | translation) = 0.6
PE(překlad | arcade) = 0.7
1×1
0-8






PE(být | be) = 0.8















Strojový překlad by měl být snadný.
Target sentence:
Machine translation should be easy.
PE(source | target) … emission probabilities … translation model
   PT(dependent | governing) … transition probabilities … target-language tree model
P(optimal_tree) =  PE(strojový | machine) · PT(machine | translation)·
                  PE(překlad | translation) · PT(translation | be)·
                  PE(snadný | easy) · PT(easy | be)·


























2008 WMT  6,9






TectoMT před 3 lety
  
TectoMT před 3 lety a dnes
SRC: A Turkish girl has died from bird flu, days after her brother and sister 
died from the disease.
2007: Turecká dívka zemřela z ptačí chřipky dny after, že její bratr a sestra 
zemřeli z nemoci.
2010: Turecká dívka zemřela ptačí chřipkou, dny, ona, bratr a sestra 
zemřela nemocí.
SRC: The latest victim, Hulya Kocyigit, died early on Friday at the hospital.
2007: Nejpozdnější oběť Kocyigit Hulya zemřela brzy v pátku v nemocnici.
2010: Poslední oběť Hulya Kocyigit zemřela brzy v pátek v nemocnici.
  
Ukázky překladu
Birds of a feather ﬂock together.
Great talkers are little doers.
As good be an addled egg
 as an idle bird.
A miss by an inch
is a miss by a mile.
I’d rather be a hammer than a nail.
A bird in the hand is worth
 two in the bush.
Bread is the staff of life.
I’ll come a bit later on my own.
Ptáci v bederním hejnu spolu.
Velcí řečníci jsou malí vrazi.




Spíše bych byl kladivo než nehet.
Pták v ruce je cenný
dvakrát v Bushovi.
Chléb je zaměstnanec života.
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