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Abstract— After launching, the initial condition of satellite is unknown and tends to be in a tumbling state. At this moment, the 
satellite needs to reduce the tumbling rate so that the satellite can enter a stable and unruffled state. The satellite also must maintain a 
certain attitude while orbiting in order to allow precise pointing of the antenna toward the earth. In this study, a hardware-in-loop-
simulator was devised for the purpose of improving the design and verifying attitude control concepts for Innovative Satellite 
(InnoSAT) system. A new software architecture and algorithm was developed based on the controller, InnoSAT plant, actuator and 
sensor. Firstly, the controller, actuator and sensor was modelled in the MATLAB program together with InnoSAT plant. The 
actuator and sensor were assumed to be ideal. However, some properties of the actuator and sensor were simulated in the software 
simulator. If the software simulation performed satisfactorily, the control algorithm will be embedded into Rabbit Micro Controller 
(RCM4100) using Dynamic C language. This is the part where the hardware simulation is developed which is creating hardware-in-
loop-simulation technique for verification of InnoSAT Attitude Control System (ACS) performance. The satellite simulator was tested 
using simulated data in order to observe the performances of the controller in real time simulation. The results show that the 
InnoSAT ACS simulator can produce as good result as a MATLAB simulation for the InnoSAT plants. From the results, it is 
adequate to verify that the developed protocol working satisfyingly and seems to be possible to be implemented on the actual flight. 
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I. INTRODUCTION 
Nowadays simulations are widely used in the science and 
technology research, because they provide the ability to 
complete virtual experiments approximately same as the real 
ones. It also requires low cost in building simulation systems 
whose environment can be reconstructed many times. The 
satellite attitude control simulator (ACS) is a test bench used 
to evaluate the performance and robustness of the attitude 
control design. Typically, different simulators are developed 
throughout the satellite development to support validation 
and verification activities. There are many advancements 
that have been made in this research field and many 
constraints have been dealt with. Even so, there is still room 
for improvement in the development of the satellite attitude 
control systems. Therefore, many universities and research 
centres have developed similar facilities in the study of 
satellite control. For example, the development of 3-axis 
motion simulator [1], [2], autonomous docking [3]-[7], real-
time hardware simulator [8]-[11] and spacecraft attitude 
dynamics simulator [12], [13].  
This research proposes a novel approach of satellite 
simulator design where the simulator will be in the form of 
both software and hardware. A software simulator will 
represent the satellite dynamics model, incorporating all the 
operating conditions of the satellite in orbit. The control 
algorithm for ACS will be implemented on microcontroller 
unit using Rabbit Micro Controller (RCM4100). This as a 
whole acts as a hardware simulator that will control the 
Innovative Satellite (InnoSAT) plant which is presented in 
the software simulator. The hardware simulator design 
includes all necessary interfaces function as well as a 
communication link to the other parts of InnoSAT. 
Hardware-in-the-loop simulation technique allows testing a 
controller within a simulated environment, thereby rastically 
reducing restrictions on cost, duration, safety and feasibility 
[14]. The control system is the main part in HILS (hardware-
in-loop-simulation), which is in-charge of combining 
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hardware and software and making them work together in 
pace [15], [16]. 
II. METHODOLOGY 
A. Hardware-in-Loop-Simulation Technique 
Hardware-in-loop-simulation (HILS) is a real-time test 
technology which is used to test one or a set of remaining 
system components in a comprehensive, cost effective and 
repeatable manner. HILS is often used in the development 
and testing of embedded systems, when those systems 
cannot be tested easily thoroughly and repeatedly in their 
operational environments. Instead of being connected to the 
real equipment, it is actually connected to the real time 
simulation. HILS test concept can be applied to a wide 
variety of systems, from relatively simple devices such as a 
room temperature controller to complex systems like an 
aircraft flight control system. HILS has historically been 
used in the development and testing of complex and costly 
systems such as military tactical missiles, aircraft flight 
control systems, satellite control systems and nuclear reactor 
controllers [15]. 
In this research, a Rabbit Micro Controller (RCM4100) 
was used to implement an attitude control algorithm for 
InnoSAT system as a hardware simulator. A computer on 
the other hand, simulated the attitude dynamics of the 
satellite as a software simulator. The software simulator 
integrates the dynamics equations and sends the output 
responses of the satellite to the RCM4100 using serial 
communication. The output responses were used in the 
control algorithm to generate necessary control signals. 
Closed loop simulations can be made to work in real time to 
simulate the dynamic behaviour of the satellite system with 
the ACS to control its attitude. It is important that the ANC 
controller can work properly with the RCM4100 
microcontroller board because it will be used for attitude 
control system of the InnoSAT plant. 
Fig. 1 shows a general block diagram of HILS technique 
for InnoSAT plant that consists of sensor and actuator. A 
software simulator represents the satellite dynamics model, 
incorporating all the operating conditions of the satellite in 
orbit. Fig. 2 shows the connection of satellite simulator for 
InnoSAT ACS system. 
 
 
 
Fig. 1  General block diagram of HILS technique for InnoSAT plant 
 
 
 
 
B. Requirements 
The RCM4100 series is the first of the next-generation 
core modules that takes advantage of the new Rabbit® 4000 
features such as hardware DMA, clock speeds of up to 60 
MHz, I/O lines shared with up to six serial ports and four 
levels of alternate pin functions. It has a generous memory 
size (512K flash memory, 256K data SRAM) that allows 
large programs with tens of thousands of lines of code and 
substantial data to be stored. In this HILS technique, there is 
a need of a standard Personal Computer (PC) to be used as a 
satellite model that represents the InnoSAT dynamic 
behaviour. This PC will act as a software simulator in order 
to perform the function of InnoSAT attitude control 
simulator. Communication between the computer and 
RCM4100 takes place in the beginning of every sample 
period (1 s) of the system. Thus, both the computer and the 
RCM4100 must be able to complete necessary computations 
in less than this time. Since the given sample time is quite 
large, both the RCM4100 and computer fulfil this 
requirement. They rely on serial communication for 
transmission of bytes, representing state variables and 
actuator signals. 
 
 
 
Fig. 2  Satellite simulator connection for InnoSAT ACS system 
C. RCM4100 and Computer Interface 
The computer and the RCM4100 use the standard RS232 
protocol to send and receive data during simulation. Both 
these devices have a Universal Asynchronous Receiver 
Transmitter (UART). An important aspect concerning the 
simulation is the baud rate used to transmit data. The 
RCM4100 may operate at many different baud rates. In this 
simulation, the baud rate used for data transmission is 
115,200 bits per second (bps). High speed data transmission 
is needed to support the wide range data, which is in a 
floating point form. The RCM4100 and the computer will 
perform a wide range data which are in bidirectional data 
transmission and need a data management system in order to 
send/receive to/from the determined destination. To prevent 
the losses or mismatches of the transmitted data, the data are 
managed using a match-pattern procedure where the concept 
of header and footer are used along with the actual data 
which is in between them. Fig. 3 shows the concept of 
match-pattern procedure. The microcontroller or computer 
will start sending a different header before sending the real 
data which represent the data for satellite orientation and 
closed with a special character for the footer. For example, 
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header using character ‘R’ for roll data, ‘P’ for pitch data 
and ‘Y’ for yaw data and character ‘#’ is used for the footer. 
This procedure is used in order to make sure the RCM4100 
and computer receive the correct data to be processed. 
 
 
 
Fig. 3  Match-pattern procedure for HILS technique 
III. RESULTS AND DISCUSSION 
In this section, the output response of HILS and 
MATLAB simulation for three axes InnoSAT plant are 
presented. The InnoSAT plants with small Euler angle can 
be described by a difference equation of discrete form: 
 
 
 
where K_p (t)  is a varying gain, u_s's(t) are the controller 
output and u_d's(t) are the constant disturbance torque. 
Meanwhile, x(t),y(t)and z(t) are the outputs from InnoSAT 
plant for Roll, Pitch and Yaw axes. 
The InnoSAT plants has been tested in condition of unity 
gain by using step input as shown in Fig. 4. In order to 
evaluate the performance of the controller and to test the 
capability of the controller to adapt sudden changes due to 
the satellite rotation, the InnoSAT plant was excited by a 
square wave input reference with the amplitude of one and a 
frequency corresponding to 1000 number of data as shown 
in Fig. 5.  
Fig. 4 shows the zoom out output response of MATLAB 
simulation and HILS for step input, while Fig. 5 shows the 
output response and model following error for square wave 
input. Based on the two figures, it can be clearly seen that 
the output response of HILS for all axes has almost the same 
response as MATLAB simulation. It is quite difficult to see 
the difference in the output response between MATLAB 
simulation and HILS. Therefore, the performance analyses 
of the output responses have been done by plotting the 
residual error and calculating the Mean Square Error (MSE) 
value. Residual errors are plotted in order to see whether the 
MSE calculations have misleading values. Based on the 
value of the MSE as shown in Table I and Table II and 
residual error plotting in Fig. 5, it is clearly proved that there 
is a close match between the two simulations. The 
differential value of MSE for the both simulations is small 
thus proving satisfactory performance of the ACS operating 
in real time environment for InnoSAT plant. 
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Fig. 4  Output response of simulation and HILS with step input 
 
TABLE I 
 MSE OF SIMULATION AND HILS WITH STEP INPUT 
Controllers Mean Square Error (MSE) Roll Axis Pitch Axis Yaw Axis 
Simulation  
(MATLAB) 0.0099 0.0068 0.1099 
HILS  
(RCM4100) 0.0095 0.0066 0.0955 
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Fig. 5  Output response and  model following error of simulation and HILS 
with square wave input 
 
TABLE III 
MSE OF SIMULATION AND HILS WITH SQUARE WAVE INPUT 
Controllers Mean Square Error (MSE) Roll Axis Pitch Axis Yaw Axis 
Simulation  
(MATLAB) 0.0500 0.0189 0.1153 
HILS  
(RCM4100) 0.0480 0.0196 0.1057 
IV. CONCLUSIONS 
The ACS control algorithm in RCM4100 and the 
dynamics model of InnoSAT plant in PC have been tested 
using real-time hardware-in-loop-simulation (HILS) 
technique. The performance of each part of the hardware 
simulator were tested and modified repeatedly until the 
results were similar to the MATLAB simulation results. 
Finally, it serves (after adaptation) as a hardware-in-the-loop 
simulator and test platform for full system verification and 
on-orbit operations support tool. The results show that the 
InnoSAT ACS HIL simulator can produce as good result as 
MATLAB simulation of InnoSAT plants. The calculated 
MSE values also show that there are a close match between 
HILS and MATLAB simulation, where the MSEs different 
value are small. From both results, it is enough to verify that 
the developed protocol working satisfyingly and seems to be 
possible to be implemented on the actual flight. Now, the 
controller can be ‘plug and play’ in the real InnoSAT plant. 
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