We present a new algorithm to compute the Integer Smith normal form of large sparse matrices. We reduce the computation of the Smith form to independent, and therefore parallel, computations modulo powers of word-size primes. Consequently, the algorithm does not su er from coefcient growth. We have implemented several variants of this algorithm (Elimination and/or Black-Box techniques) since practical performance depends strongly on the memory available. Our method has proven useful in algebraic topology for the computation of the homology of some large simplicial complexes.
Introduction
In this article we study the computation of the integer Smith form of sparse matrices. The classical Smith form algorithm performs an elimination process with some gcd computations over the integers or modulo large primes RaywardSmith, 1979; Bachem and Kannan, 1979; Iliopoulos, 1989] . The best known complexities may be found in Storjohann, 1996 Storjohann, , 2000 for a deterministic algorithm or in Eberly et al., 2000] for a probabilistic algorithm of the Monte Carlo type. For sparse matrices, one should expect to accelerate the solution by exploiting the sparsity. There exits few theoretical advances in this direction. The method J-G. Dumas, B. D. Saunders, G. Villard: Valence Smith form 2 in Giesbrecht, 1996] is based on iterative methods and does substantially better for sparse matrices than above cited methods, but the approach is not very practical yet.
Our new probabilistic algorithm reduces the Smith form to computations modulo powers of small primes. Consequently the algorithm does not su er from coe cient growth. Moreover, the modular computations are independent of each other, permitting an easy and very e ective parallelization. Depending on some space/time tradeo considerations, we may choose either iterative or direct methods at certain stages of our algorithm. Some salient features of our approach are that (1) we use the ovals of Cassini to often get a better determinant bound than Hadamard's and (2) we begin with the trailing coe cient (valence) of the minimal polynomial of the symmetrized but unpreconditioned matrix AA t . The method is particularly e ective when this polynomial is of low degree and hence fast to compute by Wiedemann's method. This has proven to be the case for many of the boundary map matrices of the simplicial complexes given to us by Volkmar Welker Bj orner and Welker, 1999; Babson et al., 1999] . We report on experiments involving these matrices which arise in the computation of the homology of the complexes. Indeed, the reduced homology of a simplicial complex is equivalent information to the integer Smith form of its boundary maps Munkres, 1994] . In the cases we studied, the boundary maps can be very large, e.g. around 10 5 rows and columns, and very sparse, e.g. 6 nonzero entries per row.
A preliminary version of this article appeared in . Here we give sharper estimates on the number of primes involved, give a complete probabilistic analysis of the Valence computation, include an analysis of the asymptotic space and time cost of the algorithm, and o er more experimental results.
We present an overview of our algorithm in x2. It works in three main steps: i/ Computation of the valence; ii/ Construction { from the valence { of a set L of primes candidates for being factors of the entries of the Smith form; iii/ Reconstruction of the Smith form from the local Smith forms at the primes in L.
Step i/ is implemented in x3 where an integer minimal polynomial has to be computed. The main concern is to take advantage of some special properties of the boundary map matrices, to reduce the number of primes used in the proposed homomorphic scheme.
Step ii/ is studied in x4 where a precise characterization of the primes occurring in the valence and involved in the Smith form is given. This leads to a very small set L of primes candidates for the next step. The latter is detailed in x5 where we show how to compute the local Smith form at a given prime p. Once these are computed at all the primes of L the Smith form itself is easily derived. We also propose a specialized memory e cient algorithm to check the value of the largest entry of the Smith form.
This presentation of the algorithm is followed by asymptotic cost analyses in x6. Finally we report on experiments using matrices from homology in x7 and demonstrate how e ective our approach can be. In this section we describe an algorithm for the computation of the Smith form of an integer matrix. This algorithm has proven e ective on some of the boundary matrices discussed in this paper, though the worst case asymptotic complexity is not better than for Giesbrecht's algorithm Giesbrecht, 1996, Theorem 2.5].
The method is particularly e ective when the degree of the minimal polynomial of AA t is small. We begin with some de nitions:
Definitions 2.1:
The valence of a polynomial is its trailing nonzero coe cient. By extension, The characteristic valence of a matrix is the valence of its characteristic polynomial. The minimal valence or simply the valence of a matrix is the valence of its minimal polynomial.
The valuation is the degree of the corresponding term. The characteristic and minimal valuations of a matrix are similarly de ned. It is well known that for 1 i min(m; n), we have d i?1 jd i , s i?1 js i , and that A is unimodularly equivalent to its Smith form.
Notations 2.1:
For a positive integer q, we denote by Z q the quotient ring Z=qZ. The set of invertible elements in Z q is denoted by Z q .
Definitions 2.2:
For a positive integer q, we de ne rank of A mod q, to be the greatest i such that q does not divide the i-th invariant factor of A, and we denote this rank by r q = rank q (A). The rank of A as an integer matrix will be denoted r = rank(A).
First we present an overview of the valence method. The individual steps can be done in many ways. Afterwards we will discuss the implementation details. In order to prove the correctness of the method we will need the following theorem.
Theorem 2.1: Let A be a matrix in Z m n . Let (s 1 ; : : : ; s r ) be its nonzero invariant factors. If a prime p 2 Z divides some nonzero s i , then p 2 divides the characteristic valence of AA t and p divides the minimal valence(AA t ). The same is true of the valences of A t A as well.
Proof: Let B = A t A. The argument will apply equally well to B = AA t . Let M(x) = minpoly(B) and let v = valence(M) = valence(B). Let C(x) = charpoly(B), and let F 1 (x); : : : F k (x) be the invariant factors of B. It is well Proof: The theorem shows that we consider the relevant primes. It is evident that the integer Smith form may be composed from the relevant local Smith forms, since the integer Smith form is the local Smith form at p up to multiples which are units mod p. 2
The remaining sections are devoted to details, variants, and experiments concerning the valence algorithm ( sections x3 and x4 are devoted to details on part 1 of the Valence algorithm and section x5 will focus on part 4).
Computing the Valence
The rst two steps of the valence algorithm have the purpose of determining a small, at any rate nite, set of primes which includes all primes occurring in the Smith form. Thus the di erence of degree has a negligible e ect on the run time of the algorithm. It is advantageous to choose the smaller of AA t and A t A in the algorithm, to reduce the cost of the inner products involved. Moreover any bound on the coe cients of minpoly A t A can then be applied to those of minpoly AA t and vice versa.
Chinese remaindering
We compute the integer minimal valence, v, of a matrix B (the valence of its minimal polynomial over the integers) by Chinese remaindering valences of its minimal polynomials mod p for various primes p. The algorithm has three steps. First compute the degree of the minimal polynomial by doing a few trials modulo some primes. Then compute a sharp bound on the size of the valence using this degree. End by Chinese remaindering the valences modulo several primes.
The rst question is how many primes must be used for the Chinese remaindering. Using Hadamard's inequality Gathen and Gerhard, 1999, Theorem 16.6] would induce a use of O(n) primes. We found several methods to reduce this number. In the two next sections we develop two methods for this purpose. First is an early termination of the Chinese remaindering, which is directly useful for sequential computation. Then, for a deterministic computation, it is interesting to have a sharper estimate. We can use the ovals of Cassini to bound the spectral radius and thence the valence. We end this section by considerations on probabilistic computations of the integer minimal polynomial.
Early termination
In the computations for which timings and results are reported here, we compute v p i , the minimal valence mod p i , for several primes chosen at random in the vicinity of 2 16 . We accept the result of Chinese remaindering when the product of the primes p i exceeds the smaller of the Hadamard bound or a bound computed by considering ovals of Cassini as discussed in section 3.4. But when both of these bounds are large, we use a probabilistic termination condition. Let For instance, the worst example given in table 2 is a matrix for which the valence is bounded by U = 117 827 . We choose some primes greater than l = 2 15 . We can suppose that M, the product of primes, is greater than 2, therefore log l ( U M ) 379. On the other hand, we know that there are exactly 3030 primes between 2 15 and 2 16 . Therefore by choosing a prime between 2 15 and 2 16 we still have more than 87% chance of being right and by using this trick four times this grows to 99:97%. Usually, for the homology matrices the bound is closer to 10 200 . There, only one application of the trick gives more than 98:5% con dence.
Ovals of Cassini
For a parallel computation of the valence, in particular, or to improve the probability of success, a sharp bound on the valence is very useful. The Hadamard bound may be used, but is too pessimistic an estimate for many sparse matrices. Therefore, we use a bound determined by consideration of Gershg orin disks and ovals of Cassini. This bound is of the form d where is a bound on the eigenvalues and d is the degree of the minimal polynomial.
The i-th Gershg orin disk is centered at a i;i and has for a radius the sum of the absolute values of the other entries on the i-th row. Gershg orin's theorem is that all of the eigenvalues are contained in the union of the Gershg orin disks Brauer, 1946; Taussky, 1948; Golub and Van Loan, 1996] . One can then go further and consider the ovals of Cassini Brauer, 1947; Brualdi and Mellendorf, 1994; Varga, 2000] , which may produce sharper bounds. For our purposes here it su ces to note that each Cassini oval is a subset of two Gershg orin circles, and that all of the eigenvalues are contained in the union of the ovals. We can then use the following proposition to bound the coe cients of the minimal polynomial: and/or is small relative to n (especially d) this may be a striking improvement over the Hadamard bound since the length of latter would be of order n log(n) rather than d log( ). This is the case for the Homology matrices in our experiments. Indeed, for those, AA t has very small minimal polynomial degree and has some other useful properties which limit (e.g. the matrix AA t is diagonally dominant).
There remains to compute the bound on the spectral radius. We remark that it is expensive to compute any of the bounds mentioned above while staying strictly in the black box model. It seems to require two matrix vector products (with A) to extract each row or column of B. But, if one has access to the elements of A, a bound for the spectral radius of B can easily be obtained with very few arbitrary precision operations:
Algorithm: OCB Ovals-of-Cassini-Bound] Input: { a matrix A 2 C m n . Output: { 2 IR, such that for every eigenvalue of AA t , j j .
( (3) Return Cassini bound] Return = q + p r i 1 r i 2 . For a matrix A 2 C m n let = maxfm; n; number of nonzero elements in Ag.
Then 2 bounds the number of eld operations for the matrix vector product, Ax, and for a vector inner product, x T x. Theorem 3.2: Let A 2 C m n with as described above. Algorithm Ovals-ofCassini-Bound correctly computes a bound on the eigenvalues of AA t , using no more than 7 eld operations and 3m comparisons.
Proof: For the correctness of the bound we use the fact that the eigenvalues lie in the union of the ovals of Cassini. Now suppose that q 1 , q 2 , r 1 , r 2 are the two centers and two radii of such an oval. Then any point of this oval satis es the following: j ? q 1 jj ? q 2 j r 1 r 2 Brauer, 1947, Theorem 1]. We want to know the maximal absolute value of such a . First, if j ? q 2 j j ? q 1 j, then j ? q 2 j p r 1 r 2 , as j j ? jq 2 j j ? q 2 j, we conclude by j j jq 2 j + p r 1 r 2 .
Replacing q 2 by q 1 , the second case is analogous. Therefore as in the algorithm matches the requirements. The complexity analysis is straightforward. The Krylov subspace related to B and a vector u 2 F n is the vector subspace generated by the products of powers of B by u : Krylov(u; B) = K(u; B) = spanfu; Bu; B 2 u; : : : g = spanfu; Bu; B 2 u; : : : ; B n?1 ug. By extension, the Krylov subspace of a non-square matrix is the Krylov subspace related to the square matrix obtained by addition of zero-columns or zerorows.
The minimal polynomial of a vector u related to B is minpoly u;B (x), the monic polynomial of minimal degree annihilating u. By extension, the minimal polynomial of a subspace S related to B, minpoly S (x), is the monic polynomial of minimal degree annihilating all the vectors of S. The domain of entries for these de nitions may be Z or GF(q). When the domain is not clear from context we add q or Z to the parameter list, eg. minpoly u;B;q .
It is well known that the degree of the minimal polynomial of a vector is the dimension of its associated Krylov subspace and that the minimal polynomial of a subspace is the least common multiple of the minimal polynomials of the vectors in a basis.
To compute the minimal polynomial of a matrix modulo primes we use Wiedemann's probabilistic algorithm. In order to complete the valence computation we must be sure of the degree of this polynomial over the integers. To compute this degree, we choose some primes at random. The degree of the integer minimal polynomial will be the maximal degree of the minimal polynomials mod p with high probability. Some primes may give a lower degree minimal polynomial. We call them bad primes. We next bound the probability of choosing a bad prime at random, by bounding the size of a minor of the matrix that such a prime must divide.
Let be the degree of the integer minimal polynomial. There exists a vector u such that the Krylov subspace, Krylov(u; B), associated to B and u is of rank . This fact can be easily proved by consideration of the rational canonical form of B. Therefore there exists a square nonzero minor, M , of the matrix u; Bu; : : : ; B n?1 u]. Bad primes must divide this minor. Given an upper bound on M we can then give an upper bound U on the number of bad primes. Let be an upper bound to the norm of the rows of B. On the one hand, using Hadamard's inequality ( Gathen and Gerhard, 1999, Theorem 16 .6]), we can state that jM j jjujj:jjBujj : : :jjB ujj 2 2 jjujj:
On the other hand, Ozello proved that there exists a vector u with entries less than d 2 e such that its minimal polynomial is that of B, minpoly u;B = minpoly B Ozello, 1987, Theorem III.4.a] . We can therefore bound jjujj by d 2 e p n and nally state that jM j d 2 e p n 2 2 = U: Suppose we choose primes at random from a set P of primes each greater than a lower bound l. There can be no more than log l (U) primes greater than l dividing M . It su ces to pick from an adequately large set P to reduce the probability of choosing bad primes. The distribution of primes assures that adequately large P can be constructed containing primes that are not excessively large. For instance, we know these bounds on the k-th prime, p k : k
Inequality (1) is from Dusart, 1999] and (2), (3), (4) are from Massias and Robin, 1996, Theorem A] . Now, it is of great importance to reduce this U in order to pick small primes for the computations. The bound depends on the size of the vector u and on ; and since is unknown, we only can bound it by n. Therefore log l (U) can be quite large, (O(n 2 )) in practice. We will next show that there exist a vector u with small entries, and that, depending on preliminary computations, we can bound U using a computed degree which may be much smaller than n.
In order to prove that fact we need a generalization of Ozello's theorem Ozello, 1987, Theorem III.4 .a] to bound the size of the coe cients of a vector which has a minimal polynomial of at least a certain degree: . This minor is a homogeneous polynomial in the U i , of total degree d. By the Zippel-Schwartz lemma (see Zippel, 1993] 
Integer Minimal Polynomial and Valence
We now give the complete algorithm for the computation of the Valence, ending the section with the probabilistic analysis. The algorithm involves computation of minimal polynomials over Z p . For the fast probabilistic computation of these we use Wiedemann's method (and probability estimates) Wiedemann, 1986] with early termination as in Kaltofen et al., 2000] . We then construct the integer minimal polynomial using Chinese remaindering.
In the following we will denote by l (x) a lower bound on the number of distinct primes between l and x; this bound is easily computed using reciprocals of inequalities (2), (3), (4), and direct bounds on (x), the number of primes lower than x, Dusart, 1998 
Indeed, we want to have l (x) (x) ? (l). Therefore, we compute an upper bound (l) of (l) with inequalities (5), (6), (7) and (8). Then, in some cases, direct lower bounds for (x) ( Dusart, 1998 ]) can be used or, in general, an integer k such that p k x is computed (via Newton's iteration for instance) using inequalities (2), (3) or (4). Now, as p k x, we have k (x) and we conclude with l (x) = k ? (l).
Algorithm: IMP Integer-Minimal-Polynomial] Input: { a matrix A in Z n n . { an error tolerance , such that 0 < < 1. { an upper bound m on primes for which computations are fast, m > 2 15 .
Output: { the integer minimal polynomial of A, correct with probability at least 1 ? .
(1) Initialization, rst set of primes] set l = 2 15 ; set d = 0; set F = ;; set P = ;; The binary cost of the multiplication of two integers of lenth n, will be denoted by I(n): classical multiplication uses I(n) = 2n 2 bit operations, Karatsuba's method uses I(n) = O(n 1:59 ) and Sch onhage & Strassen's method uses I(n) = O(n log(n) log log(n)) Gathen and Gerhard, 1999] . For convenience, we will also use \soft-Oh" notation: for any cost functions f and g, we write f = O~(g) if and only if f = O(g log c (g)) for some constant c > 0. for constant size entries. It uses O(n log(s) + ds) memory if every coe cient of the minimal polynomial is computed, and O(n log(s) + s) if only the valence is computed. The latter is also O~(n).
Proof: For the correctness, the rst issue is to be able to choose small primes, i.e. close to word size, in order to use fast computations. But the bound given in section 3.5 might be too large because of its n 2 exponent. However, it is possible to start to compute with small random primes and readjust this bound as some degrees are computed. Indeed, consider again the vector u such that the Krylov subspace associated to B and u, Krylov(u; B) is of rank , the degree of the integer minimal polynomial, and suppose we picked a prime p producing a degree d polynomial. Then Krylov(u; B) is of rank d mod p, and therefore p must divide a (d + 1) (d + 1) minor in the rst d + 1 columns. There are at most (d+1) 2 2 such primes. We can then sharpen the bound on the size of the primes from n 2 2 log( ) to (d+1) 2 2 log( ). The next issue is the ending of the loop. The rst member of the stopping condition ensures to have enough primes to Chinese remainder the coe cients. When computing only the valence this can be reduced from max( p d ; ) d to d . The second member is to have a su ciently large probability of success: having jFj polynomials of the same degree means that either they are all correct or they are all wrong. Moreover the probability that any one of them is wrong is no more than the probability that Wiedemann's algorithm failed, 1 p i , plus the probability that p i was a bad prime, which is bounded by the number of bad primes over the total number of primes in our set. Now consider the memory complexity. On the one hand, the valence is bounded 2
In practice the actual number of distinct primes greater than 2 15 dividing valences of homology matrices is very small (no more than 50, say) and we often picked primes between 2 15 and 2 16 where there are 3030 primes. This giving us, at most, only 1:7% of bad primes. With only 10 polynomials this reduces to a probability of failure less than 2 10 ?16 .
Reducing the prime set : Null Space Method
Consider a prime p which occurs in the Smith Form of A. We know that p 2 divides the characteristic valence of AA t . It seems more likely in general that p 2 divides the minimal valence than that it divides two or more successive invariant factors of the characteristic polynomial. Of course one can construct examples to the contrary. For instance consider A = 1 1 ?1 1 , which has Smith form 1 0 0 2 . However AA t = A t A = 2 0 0 2 and has minimal polynomial x ? 2 and characteristic polynomial (x ? 2) 2 . At any rate, in the boundary matrix examples from homology that we examined we have never encountered a prime occurring singly in the valence which actually occurs in the Smith form of A.
Thus we take as the next goal after the valence computation in algorithm VSF, to determine for a prime p occurring singly in the valence, if the rank mod p is the integer rank. Moreover we would like to be able to decide this as quickly as possible. This job may be done by computing the rank mod p via Wiedemann's algorithm as is discussed below or via elimination. However the run time of those methods is a function of the rank. We therefore propose here a method with run time a function of the degree of the minimal polynomial of B = AA t . However this method requires arbitrary precision integer arithmetic while the rank mod p approach does not. Despite this, when the rank is large relative to this degree, this method is likely to be less costly.
The idea is to use an irreducible factor R of M = minpoly(B) such that M = RN. We would like to know if this factor is repeated in the Frobenius normal form of A, i.e. if the dimension of the kernel of R(B) is the degree of R or is a multiple of this degree. We will show in the following lemma that in the case where R and N are coprime, the dimension of the span of N(B) is equal to the dimension of the kernel of R(B). This leads to a probabilistic algorithm: For d = deg(R), we try d + 1 random vectors u i and see if the v i = N(B)u i are dependent. Then if the vectors are dependent we know that with high probability the dimension of the kernel of R(B) is d and that R is not repeated. It follows that any prime occurring singly in valence(R) and valence(M) will occur also singly in the characteristic valence of AA T . And then such a prime cannot appear in the Smith form of A.
We now give the complete algorithm, then the dimension lemma and end this section with the probabilistic analysis.
Algorithm: NSD Null-Space-Dimension] Input: { a matrix A 2 Z m n , A may be a Black Box.
{ the minimal polynomial M of A t A, and a factor R of M, irreducible over Q and coprime to M=R.
{ 2 IR such that 0 < < 1.
Output: { a list L of all the primes in valence(R) which do not occur in the Smith form of A. The list is correct with probability at least 1 ? .
(
Set q a random prime such that q > g and q -valence(M). Form the Black Box N(B). 
Return not occurring primes ] return L. Of course this algorithm can be applied to any factor of M to determine primes which can be removed from the candidate list L of primes dividing valence(M). To prove its correctness we need the following lemma.
Lemma 4.1: Let B 2 Z n n . Let N; R 2 Z X] be coprime such that N(B)R(B) = 0 2 Z n n . Then span(R(B)) = ker(N(B)) and span(N(B)) = ker(R(B)).
Proof: First, since R(B)N(B) = N(B)R(B) = 0 the span of one matrix polynomial is included in the kernel of the other one. Now, as R and N are coprime, we use Gantmacher, 1959, Theorem VII.x2.1] which establishes that ker(R(B)) and ker(N(B)) are supplementary. The theorem is stated for the case NR = minpoly(B), but the proof applies as well to the case that NR is a multiple of the minimum polynomial, as is implied by our hypothesis N(B)R(B) = 0. We conclude the proof by use of the dimension theorem: dim(span(X))+dim(ker(X)) = n, for X 2 Z n n . 2 Theorem 4.1: Algorithm Null-Space-Dimension is correct.
Proof: Let B = A t A. B is symmetric, so its minimal polynomial P is squarefree. We now suppose that this minimal polynomial is not irreducible. Let N and R be two cofactors of P, R being irreducible. As P is squarefree, N and R are coprime. By the lemma, the span of N(B) is the nullspace of R(B (N(B) ) if the u i are uniformly distributed in (Z q ) n . We now quantify the probability of such a dependence. Let P(j; n) be the probability of a dependency among j random vectors in a space of dimension n (j n) over the eld Z q with q elements. Then P(j; n) = P(j ? 1; n) + P( rst j ? 1 independent but j-th dependent) which gives P(j; n) P(j ? 1; n) + q j?1 q n q j ? 1 (q ? 1)q n < (q ? 1) j?1?n :
Hence, as q > g, if k 2 then: P(d + 1; kd) g d?kd 1
If R is reducible, algorithm NSD may still be used with a slight variation. Let e be the least degree of an irreducible factor of R. Then we know that the least two possible dimensions of the nullspace of R(B) are d and d + e. Thus g may be taken to be d ? 1 e e in the algorithm, justi ed by straightforward modi cation of the proof above.
Local Smith form at p
Next consider the question of computing the local Smith form in Z (p) . This is equivalent to a computation of the rank mod p k for su ciently many k. Recall that we de ne the rank mod p k as the number of nonzero invariant factors mod p k . We do not mean the McCoy rank, the size of the largest nonzero minor mod p k . In a number of cases, we have had success with an elimination approach, despite the ll-in problem. We rst present this elimination method then the iterative method with lower space requirements.
Elimination Method
Due to intermediate expression swell, it is not e ective to compute directly in Z (p) , the local ring at p, so we perform a computation mod p e , which determines the ranks mod p k for k < e and hence the powers of p in the Smith form up to p e?1 . Suppose by this means we nd that s r is not zero mod p e , where r is the previously determined integer rank of A. Then The j-th determinantal divisor of an integer matrix is the greatest common divisor of it's j j minors.From this it is easily seen that the Smith form of A in Z p e is S = diag(s i ) = Q e k=1 D k , because for both B and S and for each j, the leading principal j j minor contains the least power of p, namely Q j i=0 s i . To see this for B, we use Cauchy-Binet expansion ( Gantmacher, 1959, Proposition I.x2.14]) on the minors of B. The expansion of a minor of size j of B is a sum of terms in which each term is a product of minors of size j, one from each L k and each D k , In particular the leading principal minor of size j has a term which is the product of the leading principal minors of all the L k and D k . It is easily seen that this term contains the least power of p possible. The leading j j minor of L k , a unit lower triangular matrix, is 1. The leading j j minor of D k has the lowest power of p of any j j minor in D k . Thus this term determines the power of p in the leading principal j j minor of B, and no other j j minor can contain a lower power. 
Wiedemann's algorithm and diagonal Scaling
For some matrices the elimination approach just described fails due to excessive memory demand (thrashing). It is desirable to have a memory e cient method for such cases. Two iterative methods are proposed for use here. The rst one is \o the shelf". It is to use Wiedemann's algorithm with the diagonal scaling of Eberly and Kaltofen, 1997] to compute the rank mod p. This scaling ensures with high probability that the minimal polynomial is a shift of the characteristic polynomial, in fact that it is of the form m(x) = xf(x) where f(0) 6 = 0 and the characteristic polynomial is of the form x k f(x) for some k. It follows that the rank is the degree of f. For a given , to do this with probability of correctness greater than 1 ? requires computation in a eld of size O(n 2 = ) Eberly and Kaltofen, 1997] . If p if insu ciently large, an extension eld may be used. To avoid the large eld requirement, we may use the technique as an heuristic, computing the wiedemann polynomial over a smaller eld. The resulting polynomial, w(x), is guaranteed to be a factor of the true minimal polynomial, so that it su ces to verify that w(A) = 0. This may be probabilistically done by choosing a vector v at random and computing w(A)v. The probability that w(A)v is zero while w(A) is nonzero is no more than 1=p, hence repetition of this process log 2 ( ?1 ) times ensures that the rank has been computed correctly with probability no less than 1 ? . This algorithm has much lower memory requirements than elimination, requiring O( ) eld elements, it has better asymptotic time complexity, O(d log 2 ( ?1 )) eld operations, and it is e ective in practice for large sparse matrices over large elds. However it doesn't give the complete local Smith form at p. In 5.2.2 we propose a p-adic way to compute the last invariant factor of this local Smith form at p. From this one may infer the complete structure of the local Smith form at p in many cases.
The Last Invariant Factor of the Local Smith Form at p
We have not entirely worked out an extension of Wiedemann's approach suitable for computation of the rank mod a power p e . The method of Reeds and Sloan Reeds and Sloane 1985] can be adapted to compute the annihilator of our matrix in Z p e. It may be possible to adapt this to the purpose of computing the rank of the matrix in Z p e . We do not currently know how to do this in a memory e cient way.
In practice we have encountered matrices whose invariant factors are square free. To verify this it su ces to show that the exponent of p is 1 in the last invariant factor (last nonzero Smith form entry). The following method will do this and a little more.
Let A be a matrix of rank r in Z m n whose local Smith normal form at p is S p = diag (p k 1 ; p k 2 ; : : : ; p kr ; 0; : : : ; 0). The problem is to compute the multiplicity = k r of p in the last nonzero invariant factor. Since determining whether is zero reduces to comparing the rank modulo p and the rank over Q , we assume that 1. Our purpose is to derive a black-box algorithm with cost linear in rather than in i k i , say.
Invertible matrix case
We assume for the moment that A is n n invertible. For a vector x of reduced integer fractions, we de ne the order ord p (x) of x as the largest exponent of p in the denominators of the entries of x. For a random b the solution x to Ax = b satis es in general ord p (x) = . To reduce the cost of computing , let us ensure the same property for the order of the rst entry of a well chosen system solution. Let v be a nonzero n 1 vector with rst nonzero entry v I , 1 I n, and let u be the rst canonical vector. De ne the n n matrix E(v) by: E i+1;i = 1 for 1 i < I and E i;i = 1 for I < i n; E i;j = 0; otherwise: Lemma 5.1: Let b and v be two random integer vectors with entries chosen uniformly in 0; p?1]. With probability (1?1=p) 2 , E(v)+uv t is invertible (v 6 = 0) and is the order of the rst entry of the solution y to A(E(v) + uv t ) ?1 y = b.
When v 6 = 0, the order cannot be strictly greater than . n 2 (log n + log(p + q )) 2 (10) additional binary operations. In addition to the matrix storage, the algorithm requires an O(n (log n + log(p + q ))) bits of storage.
Proof: We apply the algorithm of Dixon 1982 ] based on a q-adic expansion of the solution. The matrixÃ is invertible in Q n n and in Z n n p :Ã ?1 p ? Id mod q. The number N of iterations is given by (9) in the lemma. Each iteration consists in dividing by q a vector of dimension n whose entries have absolute values in O(n(p + q )) and in multiplying by q an integer of absolute value in O(q N ). Here we have used the fact that the q-adic expansion of only one entry of the solution is computed. The binary cost of one iteration is thus bounded by O((n log(n(p + q )) + log(q N ))M(log q)=(log q) which is also O(NM(log q)) and gives (10) once multiplied by N iterations. The rational value of the target entry of the solution vector is constructed from its expansion within the same cost. The extra amount of storage needed is O(N log q). 2
For any integer , from lemma 5.1 and lemma 5.2 we may give a randomized algorithm which compares to with an arbitrary error tolerance > 0: By repeated random choices of q; b; v, it is possible to produce an algorithm returning , with probability of error as low as required. The pre-conditioning of A by (E(v) + uv t ) ?1 is required in order to restrict the computation to only one component of the solution vectors.
Algorithm: LIF Largest Invariant Factor] order Input: { A 2 Z n n invertible, { a prime p, an integer 1, { an error tolerance , such that 0 < < 1. Output: { with probability at least 1? , returns if (maybe wrong) and reports that is strictly greater than otherwise (always correct).
( 1) Conditioning ] Set max order = 0.
Choose a prime q 6 = p. BuildÃ = p +1 + qA. If ord p (y 1 ) > then Return(\ >" ). max order := maxfmax order; ord p (y 1 )g. Return(\ =" max order).
Theorem 5.2: The algorithm LIF works as speci ed, if then it returns with probability at least 1 ? or a lower value with probability less than . If > then it discovers the latter inequality with probability at least 1 ? , this result is always correct, or returns a wrong value lower than with probability less than . The cost of the algorithm is bounded by O ? n (log n + 2 log(p + q )) 2 log( ?1 ) Proof: If then by lemma 5.2 all the invariant factors ofÃ = p +1 + qA are also of order less than . By lemma 5.1, the probability that v = 0 or that y 1 gives an order strictly less than is 1 ? (1 ? 1=p) 2 . The computed order cannot be strictly greater than . After dlog( )= log(1 ? (1 ? 1=p) 2 )e trials, the probability of having a wrong result is less than . In the same way, if > i.e. the largest invariant factor ofÃ is at least of order + 1, the algorithm will certify it with probability at least 1 ? . The certi cate is by lemma 5.1 since the computed order cannot be greater than the actual one. The cost bound is immediately derived from (9) and (10) (multiplying by the inverse of E(v)+uv t requires linear time only) times the number of trials.
2
One may see for instance that with 24 random choices for b and v, it is possible with probability more than 1?10 ?6 independently of the dimension of the matrix, to certify that 2 for p = 3. By constructing orders of number elds, as done in Giesbrecht, 1997, x5] for Diophantine equations, the number of trials could be reduced up to some increase in time for the applications of lemma 5.3.
General case
When A is m n singular of rank r, unlike in lemma 5.2, the use of the modi ed matrixÃ will always introduce new nonzero invariant factors that prevent us from computing using algorithm LIF. An alternative way to proceed is to apply the algorithm to an invertible r r matrix A S constructed from A, whose local Smith form is S I = diag (p k 1 ; p k 2 ; : : : ; p kr ). Such a matrix A S may be obtained by conditioning A. We generalize the construction of Mulders and Storjohann, 1999, Lemma 11] . Let us denote by U and V two unimodular multipliers such that UAV is in Smith form: UAV = S I 0 0 0 and consider two preconditioners P 2 Z r m and Q 2 Z n r . If T 2 Z m r is the matrix constructed with the rst r columns of U ?1 and if W 2 Z r n is constructed with the rst r rows of V ?1 then: A = TS I W thus PAQ = (P T)S I (W Q). We see that if PT and WQ are invertible modulo p, we can take A S = PAQ. Since U and V are unimodular, T and W have rank r modulo p and the condition depends on the choice of P and Q. We have proven:
Lemma 5.4: There exists two matrices W 2 Z r n , T 2 Z m r only depending on A giving: If P 2 Z r m and Q 2 Z n r are such that p 6 j det(P T) and p 6 j det(W Q)
then A S = PAQ is invertible and its local Smith form at p is the invertible submatrix S I = diag (p k 1 ; p k 2 ; : : : ; p kr ) of the local Smith form of A. For preconditioners satisfying the lemma condition one may consider Toeplitz matrices as used in Kaltofen and Saunders, 1991, Theorem 2] Instead of Toeplitz matrices one may use sparse matrices as in Wiedemann, 1986 , xIII] to avoid extension elds. The Hamming weight of a matrix is the number of nonzero entries.
Proposition 5.2: Wiedemann, 1986, Theorem 1 0 ] Let A 2 Z m n be of rank r, p a prime. A random procedure exists for generating sparse preconditioners P and Q with coe cients in f0; 1g and of total Hamming weight O(r log r). With probability at least 1 ? they satis es that the local Smith form of A S = PAQ at p is S I .
In any case, one can include the preconditionning in the preceding process; thus only increasing the computation of the matrix-vector products by a factor O(log(r)).
Asymptotic analysis
In this section we collect from the previous sections and summarize the bit complexities, memory requirements, and probabilities of correctness of the various parts and variants of our algorithm. As our motivation comes from matrices with entries in f?1; 0; 1g, this analysis is for integer matrices with constant size entries. Recall that for a matrix A, we have = maxfn; m; number of nonzero elements in Ag, r is the integer rank of A, d = d AA t is the degree of minpoly AA t , bounds the eigenvalues of A, and s d log 2 ( ) is the number of primes dividing the valence of minpoly AA t . Also, gure 1 gives the organization of the algorithm. In this table we assume the valence is small, as it is for the matrices for which this algorithm is particularly e ective. We neglect two consequences of a large valence. First, there can be large prime factors of the valence not rejected by the method of section 4. Existence of large primes could introduce a factor for the cost of arithmetic modulo primes of size O(s). To include this e ect multiply the table entries for prime ranks (elimination and Black Box), prime powers, last invariant, and thus the entries for the overall complexities by the cost of arithmetic modulo a size s prime.
Second we do not show complexities for the integer factorization of the valence. In fact the valence factorization need not be precomputed. Indeed it is possible to start the rank computations with the composite valence (using an arithmetic which is O~(s) per operation mod the valence, say). Then in both cases, elimination and black box, problems arising from the nonprimality of the valence will show some of its factors. In the rst case, elimination, problems arise when a non-invertible nonzero pivot is found. Then the gcd of this pivot and the valence reveals two nontrivial factors. Moreover, the elimination can resume modulo both of these factors. Similarly, in the second case, Wiedemann's method, problems arise when a non-invertible nonzero discrepancy is computed. Then again the gcd of this discrepancy and the valence reveals two nontrivial factors and computations can resume modulo both of these factors.
However, for homology matrices, the valence was usually small with small factors and therefore easy to factor using elliptic curves, for instance. We factor as much as we can, which means completely for most of the cases, to isolate small primes, as computations are faster modulo word-sized primes. It is conjectured that the elliptic curve factorization algorithm determines a non trivial divisor of a composite number t in expected time ln(t) 2 e p ln(p) ln ln(p)(2+o (1)) where p is the least prime dividing t Lenstra, 1987, Conjecture 2.10] . As we will see in table 2, for the cases we considered, s is usually very small with very small least prime divisors; therefore enabling practical performances of the algorithm despite the super-polynomial complexity of the factorization.
Experiments with Homology Matrices
In this section we describe the structure of the boundary maps of a simplicial complex. More details on the connection between homology groups of simplicial complexes and linear algebra can be found in Munkres, 1994] . We will talk mainly about three homology matrix classes. The matrices will be denoted by three naming patterns:
mki.bj denotes the boundary matrix j from the matching complex with i vertices.
chi-k.bj denotes the boundary matrix j from the i by k chessboard complex. nick.bj denotes the boundary matrix j from the not i-connected graph with k vertices.
For details on those simplicial complexes see Babson et al., 1999; Bj oerner et al., 1994] .
The boundary matrices are sparse matrices with a xed number k of nonzero elements per row and l per column. If A i is the boundary map between the dimensions i and i ? 1 of a simplicial complex then k = i + 1. All entries are ?1, 0 or 1. Moreover, the Laplacians A i A t i and A t i A i also have ?1, 0 and 1 as entries except for the diagonal which is respectively all k and all l. However, as expected, those Laplacians have more than twice as many nonzero elements as A i . Thus, we did not perform the matrix multiplications to compute A i A t i v. We performed two matrix-vector products, A i (A t i v), instead.
We will also check in table 2 that the Laplacians have indeed a very low degree minimal polynomial (say up to 25 for the matching and chessboard matrices, close to 200 for the not-connected). This fact was our chief motivation to develop the Valence method. Figure 2 illustrates the patterns occurring in these matrices. It shows ch4-4.b2, the boundary map between the second and rst dimensions of the 4 4 chessboard complex, together with its Laplacians. It is of size 96 72 with 288 nonzero elements. It has 3 elements per row and 4 per column. On the other hand AA t is of size 96 96 with 960 nonzero elements and A t A is of size 72 72 with 648 nonzero elements.
Our experiments were realized on a cluster of 20 Sun Microsystem Ultra Enterprise 450 each with four 250 MHz Ultra-II processor and 1024 Mb or 512 Mb of memory. We computed ranks of matrices over nite elds GF(q) where q has half word size. The chosen arithmetic used discrete logarithms with precomputed tables, as in Sibert et al., 1990] . The algorithms were implemented in C++ with the Linbox library for computer algebra and the Athapascan y environment for parallelism.
We will call ! the number of nonzero elements per row, N n the shape and r the integer rank of the matrix under consideration. We will produce these elements only in table 2. The name of the matrix will be repeated in the following tables. For several cases, ll-in causes a failure of elimination. This is due to memory thrashing (MT). All the timings presented are in seconds except as otherwise speci ed and re ect the cpu time for sequential computations and the real time for parallel computations.
In table 2 we present computations of the integer minimal polynomial of some homology matrices. We indicate the Cassini bound, CB, for those and present the number of Chinese remainders needed, Rem, the degree of the minimal polynomial, d m , the computed upper bound for the number of bad primes, the associated upper bound for the value of the random primes, M, and the minimal valence, v m . As some v m are quite large, we write explicitly only the smaller prime factors Symbolic linear algebra library, http://www.cis.udel.edu/~caviness/linbox y Parallel execution support of the APACHE Project, http://www-id.imag.fr/software and denote by C i a product of i larger prime factors. In one case, C 59+ denotes a product of at least 59 primes. This number has 57 known prime factors and a another composite factor of 376 digits that we were unable to factor. We recall that there are respectively 3030; 8746; 19510; 39915 primes between 2 15 and 2 16 , 2 15 and 2 17 , 2 15 and 2 18 , 2 15 and 2 19 , and 560821 primes between 2 15 and 2 23 , these results implying the given values for M. We give timings for sequential and parallel computation of the minimal valence. A rst approach for parallel computation is to use sequential routines for Cassini bounds, minimal polynomial over Z p , and Chinese remaindering of integers. The algorithm has 3 steps. First compute the Cassini bound and some minimal polynomials in parallel. Using the bound and the degree of the minimal polynomials, the maximum number of remainders needed is known. Therefore, the second step is the computation in parallel of some more minimal polynomials as required Dumas, 2000] . The last step is a Chinese remaindering of the coe cients. A future implementation will also use parallel matrix-vector products as well as block methods Kaltofen, 1995; Villard, 1997 ] to improve speed.
In table 3 we report some comparisons between Wiedemann's algorithm and elimination with reordering for computing the rank. We just want to emphasize the fact that for these matrices from homology, as long as enough memory is available, elimination is more e cient. However, for larger matrices, Wiedemann's algorithm is competitive and is sometimes the only solution. In table 4 we compare timings of our algorithm to some implementations of other methods. We compare here only the results obtained using the version of the Valence Smith Form algorithm in which we use Wiedemann's algorithm to compute the Valence and then elimination modulo small powers of primes p to compute the invariant factors locally at p. Simplicial Homology ] is a proposed GAP share package. It computes homology groups of simplicial complexes via the Smith form of their boundary maps. It features a version of our Valence algorithm as well as an elimination method for homology groups by Frank Heckenbach. The latter is a variant of the classical elimination method over arbitrary precision integers for Smith form Munkres, 1994] , taking advantage of the particular structures of the boundary maps. The entry \Hom-Elim-GMP" in this table refers to this elimination-based method using Gnu Multi Precision integers. Fermat Lewis, 1997 ] is computer algebra system for Macs and Windows. Its Smith form routine is an implementation of Bachem and Kannan, 1979] . \Hom-Elim-GMP" and \Valence" ran on a 400 MHz sparc SUNW, Ultra-4 processor with 512 Mb, but Fermat is only available on Mac and Windows. We therefore report on experiments with Fermat on a 400 MHz Intel i860 processor with only 512 Mb. First we see that \Fermat" cannot compete with \Hom-Elim-GMP" in any case. The main explanation is that the pivot strategy used by \Hom-Elim-GMP" is very well suited to the homology matrices. We can see also that, as long as no coe cient growth is involved, \Hom-Elim-GMP" is often better than \Valence". Indeed, where \Hom-Elim-GMP" performs only one integer elimination, \Valence" performs an elimination for every prime involved (the number of those eliminations is shown between parenthesis in the column Valence (Eliminations) of the table) -of course in parallel this di erence will weaken. But as soon as coe cient growth becomes important \Valence" is winning. Moreover, \Valence" using only memory e cient iterative methods can give some partial results where memory exhaustion due to ll-in prevents any eliminations from running to completion. In table 3 we can see some of these effects and we present some of those partial results in table 5: for some matrices we were able to compute ranks modulo some primes, and therefore the occurrence of these primes in the Smith form, but not the actual powers of these primes. These, however, are the only currently known results about these matrices. The preceding comparison of two elimination implementations and our Valence method provides a convenient basis for summary remarks.
(1) Elimination can be e ective on these sparse but patterned simplicial complex boundary matrices. However this is true only if the pivoting strategy is well suited to this situation.
(2) For large enough sparse matrices, ll-in makes elimination more time consuming than the Valence method, and for the largest examples, elimination fails altogether due to excessive memory demand. With the Valence approach, we were able to compute the rank modulo primes for matrices with 500,000 or more rows and columns, while elimination was failing for matrices of sizes larger than about 50,000.
(3) It remains open how to e ciently determine the ranks modulo powers (> 1) of primes while using memory-e cient iterative methods.
