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Über einseitige Approximation durch Polynome. II 
Von G. FREUD und J. SZABADOS in Budapest 
§ 1. Einführung 
Vorliegende Arbeit setzt die Arbeit G. FREUD [1] fort und behandelt ebenfalls 
die einseitige L,-Approximation bezüglich der reellen Zahlgeraden. In diesem Fall 
scheint die Funktion e~xZ die natürliche Gewichtsfunktion zu sein. 
Wir bezeichnen mit V(r, j ) (r, s natürliche Zahlen) die Klasse der Funktionen 
F ( x ) i n ( — + die die folgenden Bedingungen a), b) befriedigen: 
a) F(x) is (r— l)-mal stetig differenzierbar und F ( r _ 1 ) ( x ) ist die Integral-
funktion einer Funktion FlCr](x), die über jedes endliche Intervall eine beschränkte 
Schwankung hat und 
b) Es gilt mit passenden (von F abhängenden) nichtnegativen Zahlen A, B, s 
S a t z . Sei F£V(r,s). Zu jedem n( = s, s + l, ...) gibt es Polynome höchtens 




(2) \F(x)\ ^ A+Bx2s (-oo<x<+oo). 
(3) pn(x)^F(x)^Pn(x) (-=o<x< +-) 
und 
(4) 
In § 2 beweisen wir den Satz für die speziellen Funktionen rv(x,£) und in 
§ 3 betrachten wir einige Hilfssätze. Der Beweis für den allgemeinen Fall erfolgt 
in §4. 
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§ 2. Einseitige Approximation von r v ( x , £) 
Für jede ganze Zahl v s O setzen wir 
0 für i s 
^ für x ^ ; 
als Funktion von x gehört r v ( x , £) offenbar zu ^ ( ^ [ y ] 
H i l f s s a t z . . Für jede feste natürliche Zahl v, jede ganze Zahl n > v + 1, und 
jede reelle Zahl ¿¡fj—^-/n, y /«j , gibt es Polynome von x höchtens (2n — 2)-ien 
Gradesp„:V(x, q) und P„ v(x, q) mit den Eigenschaften 
(6) p„tV(x, 0 s r v ( x , 0 S P„,v(x, 0 ( - « > < 
und 
+ ~ v + I 
(7) / [ P n , v ( x , 0 - P n A x > 0 ] e - x 2 d x s c v n 
2 e-«2. 
Dabei hängen die Zahlen cv weder von n noch von c ab, ferner sind p„tV(x, c) und 
Pnv(x, Q) für festes x stückweise stetige beschränkte Funktionen des Parameters 
Bewei s . -Da wir mit Hilfe der Wahl eines größeren c v > 0 die ersten Glieder 
der Folge {P„iV (x, 0 } durch (x-02i*'n + 2 und die ersten Glieder der Folge {/>„,v(x, £)} 
durch 0 ersetzen können, reicht es den Satz für hinreichend große Werte von n zu 
beweisen. 
Wir bezeichnen mit 
die Nullstellen des Hermiteschen Orthogonalpolynoms Hn{x). Wegen |x l n 
1 
2 
x„t„ % / 2 / J + I (vgl . G . SZEGÖ [2], S. 131) u n d S J / N g ib t es e in ii = p(n,0 
derart, daß 
(8) *„,„ = £ < V i > -
Es sei jetzt 
(9) 
und es sei n0 so groß, daß für jedes u n d |<Ü| S y / n 
(10) -In < < xit+,+ 1,„ < in 
gilt *), und im Weiteren sei n ^ n 0 . 
*) Die Existenz eines solchen Wertes n0 folgt z. B. aus (16). 
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Im Laufe der weiteren Konstrukt ion unterscheiden wir die Fälle von geraden 
und ungeraden Werten von v. 
Fall: v eine gerade Zahl. Es se ien cpn (x, £), b z w . <t>n (x, ¿ ) d i e P o l y n o m e h ö c h t e n s 
2(n — t] — l)-ten Grades mit 
<P„(xi,„, 0 =•••= <p„(x»+i,», 0 = 0 , < p „ ( x „ + „ + 2 , „ , £ ) = • • • = <?„(*„,„. 0 = 1, 
ü = = Vn(x„,„, ö = <p'„(xß+n+2.», ö. = ••• = <Pn(x„,„, 0 ~ 0 ; 
bzw. mit 
4>n(xi,„> 0 = • • • = <*>„(-*„_„-,,„, 0 = 0, <?>„(x„,„,£) = • • • = # „ (*„,„, 0 = 1, 
K(x,,„, 0 = ••• = 1,„, 0 = 0 =•••= <P'n(x„,„, O = 0. 
Aus der Diskussion des Verlaufes dieser Po lynome ergibt sich (T. J. STIELTJES [3]; 
vgl. G . FREUD [4]) 
(11). q>n(x,Q^r0(x,Z)^<P„(x,0 ( - = » < * < + » ) . 
und 
( • 2 ) O s ^ ^ l {x f l + 1 , „ ^ x ^ x t l + n + 2 J , 
Wir setzen 
. pKiV(x,0 •= (x-Ovcp„(x,£) u n d /> . , , (* , 0 = (x-zy<i>n(x,0; 
diese Polynome sind wegen (9) höchstens vom Grade 2n — 2 und aus (11) folgt 
das Erfülltsein von (6). Für jedes Polynom höchtens 2n — 1-ten Grades n2n_1(x) 
gilt die Gauß—Jacobische Quadraturformel 
+ CO n 
(13) f n2n_l{x)e-*2dx= 2n2n-i{xk,n)Kn, 
-io k=i 
wobei die „Christoffeischen Zahlen" „ & 0 die Ungleichung 
(14) , . A ^ f l , » - 1 ' 2 « ! - ^ " (\xkJ • 
mit einer absoluten Kons tan ten al befriedigen (vgl. G . FREUD [5]). 
Indem wir in (13) n1„_i(x) = P„iV(x, £)—pn v(x, £) setzen, erhalten wir unter 
Beachtung von (14) 
(15) f [Pnir(x,Z)-p„(x,Z)]e--'2dx = 
H + n+l 
= 2 (Xk.n-£y[<t>n(Xk,nA)-<Pn(Xk,n^)\Kn = k = li~t] 
/i + V+1 
— ixft + n+1,n— xfl-ni„ya^n 1/12 2 e X k ' n . 
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Wir bedienen uns endlich der Ungleichung 
(16) **+! ,„ -** ,» ^ < x M < xk + Un < in) 
Vn 
(vgl. etwa G. FREUD [5]). Für n — i] S k S | ' + '7 + 1 ist also unter Beachtung von 
(17) E-*L>< = E - ^ - W E ^ - ^ E - S 2 < A 2 (TI)E" " V« < A 3 (N)E~ I 2 , 
wo fl2(l)> fl3(l)i ••• n u r v o n ^ abhängen. Aus (15), (16) und (17) folgt wegen (9) 
die Gültigkeit von (7). Es ist aus der Konst rukt ion selbst klar, daß P„,v(x, £) und 
pn v(x,£) in jedem offenen Intervall ( x M , xk+l_„) c j - y in, y Polynome 
von sind, da cp„(x, q) und £) in einem solchen Intervall von ¿; unabhängig 
sind. Dies zeigt die Gültigkeit des Hilfssatzes für gerade v. 
Fall: v eine ungerade Zahl. U n t e r q>„(x, c ) b z w . <P„(x, £,) v e r s t e h e n w i r d i e 
Polynome höchtens (2(n — t])— l)-ten Grades (vgl. (9)) mit 
<Pn(xi>n, 0 = ••• = <Pn(xß,n> 0 = <Pn(x» + « + i,n, ö = = <?„(•*„,„, 0 = 1» 
<Pn{xi,n, 0 = • • • = (p'«{x^nA) = & ( * „ + „ + = ( * » , „ , <D = 0 ; 
bzw. 
0»(*l , , i> 0 = ••• = 0 = (*„ + „,„, < ? ) = • • • = <£„(*„,„, 0 = 1 . 
0 =•"= &„(x„-1,„,0 = $«(*„+,+ 1,„,0 = = 0, 
und es sei ferner fü r ungerade v 
/vv(*>o = (*-ov<?„(*, a / ^ . ( x , o = ( x - o v $ n ( x , o-
Es gilt f ü r 
(22) 0 ; S > „ ( x , £ ) s 1, O ^ l . f c Q s l 
(vgl. G. FREUD [4]) und weiter unter Beachtung von (16) 
(23) | p n i V ( x , Ol =£ a M n - 1 2 , I P t A x , O l S a9(n)n-*>2 ( * „ , . 35 x s x„ + „,„). 
E s gilt a u c h (vgl. G . FREUD [1]) 
PnAx> 0 ^ Fv(x, 0 ( - » < * < + »); 
( } rv(x,Z)sP„:v(x,ö (xtlx^.x^J). 
Einseitige Approximation 63 
Es seien lk „(x) = -¡p-— r- die Grundpolynome der Lagrangeschen Inter-
H n(.Xkn)(X — Xk,n) 
polation über die Knotenpunkte xkn (k = 1,2, . . . ,« ) , und wir setzen 
(25) [ h A ^ + h ^ M Y ^ ^ -
Der Grad von Qn(x) ist höchtens gleich 2n — 2 und aus einer Bemerkung von P. 
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(26) ß , W s l ( x ^ x ^ x ^ ) . 
Es sei 
(27) Pn,Ax,® = P : ( x , 0 + BnQn(x) 
mit 
(28) B„ = 2(xll + n,„-xtl,ny 
(vgl. (16)). Dann ist infolge (5), (24), (23), (27) und (28) 
(29) r r ( x , 0 P„,v(x, 0 ( - - -= * < + »)• 
Aus der Quadraturformel (13) erhalten, wir 
/ [ P n J x , c ) - p ^ ( x , Z)]e-*2dx = 
— ©O » 
*F CO ©O 
= f [PZv(x,0-Pn,Áx>0]e-x2dx +Bn f Qn(x)e~*2dxs 
S 2 [PZAxk,n,ö-p„,Axktn,0Uk,n + 2Bn-Z ¿k,n 
k = ii+1 k*=n 
und unter Beachtung von (23), (28), (14) und (17) schließen wir auf die Gültigkeit 
von (7). Die beiden letzten Behauptungen von Hilfssatz 1 zeigt man genau so, wie 
im Falle von geraden v. 
§ 3. Weitere Hilfssätze 
H i l f s s a t z 2. Für und k = 0, 1,2, ... gilt 
(30) Ik(x) = f ( Z - x y e - s 2 d l ; S p ^ T 1 e - * 2 . 
B e w e i s . Es ist 
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und für k £ 1 
Ik(x) = k f (a-xf->I0(c)ct£ < k j ( t - x f - ^ e - ^ d Q < ^/*-,(*)• 
X • . • X ^ 
Hieraus erhalten wir durch Indukt ion die Beziehung (30). 
H i l f s s a t z 3. Aus den Bedingungen b) und c) für die Klasse V(r,.?) folgt, daß 
die Funktionen 
( 3 ! ) F^(x)e~x2xr~k ( k = 0 , 1 , . . . , r - 1) 
und 
(32) F h W c - * ! 
auf der ganzen reellen Achse beschränkt sind. 
B e w e i s . Aus der Ungleichung 
| e - * 2 [ F H ( x ) - F I r ] ( 0 ) ] | S 
f e~t2\dFM{0\ S / e-^\dFlr\0\ = Mr(F) ( - ~ < x < + ~ ) 
o 
folgt die Beschränktheit des Ausdrucks (32). M a n zeigt leicht, daß die k-te Deri-
vierte der Funkt ion oc(x) = x~rex2 gleich 
««(*) = x-'-ke*2ß2k{x) 
ist, wo ß2k{x) ein Polynom genau 2&-ten Grades mit positivem Leitkoeffizienten 
bedeutet. Falls wir also x o > 0 hinreichend groß wählen, gilt 
(33) 0 < «(»>(*) < a M ( r ) x ~ r + k e x 2 {x s x 0 ; k = 0 ,1 , . . . , / • ) , 
und sogar 
(34) und | F M ( x ) | s ö 1 3 ( / - )a ( r ) (x) (x £ x 0 ) . 
Durch r —A>maliges Integrieren zwischen den Grenzen x0 und x folgt hieraus 
\FM(pc)\*ai3(r)«m(x) + nr-k(.x) ( x S x 0 ) , 
wo /7 r _ t (x ) ein Polynom höchstens r — £-ten Grades ist, und weiter unter Beachtung 
von (33) gilt: 
(35) • |F ( k )(x) | =5 altl(r)x-r+kex2 (x x 0 ; k = 0, 1, . . . , r - 1). 
Die gleiche Abschätzung für F{ — x) anstelle von F(x) ergibt, zusammen mit (35), 
(36) [ F « ( x ) | s a^(r)\x\-^kex2 (|x[ & x 0 ; k = 0, . l , . . . , / - - 1 ) . 
Durch eine Vergrößerung des Wertes von fl14(/") (falls nötig) bleiben diese Un-
gleichungen auch für |xj < x 0 gültig, w. z. b. w. 
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§ 4. Beweis des Satzes 
Ohne Einschränkung der Allgemeinheit kann man annehmen, daß 2 s > r . 
Es reicht auch offenbar Funkt ionen F(x) zu betrachten, welche für x < 0 verschwin-
den, da m a n eine beliebige Funkt ion F(x) 6 V(r, 5) in der F o r m 
Z W . - 1 ( - q + 
darstellen kann, mit fü r x < 0 verschwindenden Fu F2 €-V(r,s). (Dabei sind in 
jedem Intervall, dessen Endpunkte von 0 verschieden sind die Schwankungen von 
F\^ (x) und f | r ] (x) kleiner als die Schwankung von F [ r ] (x ) . Demzufolge gilt auch 
MAF^MAF), Mr(F2)^Mr(F).) 
Es sei e ' n e Stetigkeitsstelle von / ^ ( x ) , und wir zerlegen 
F(x) in 
r ~ l fM(co) F [ r ] (a1 ) 
(37) F(x) = Z ^ (x -co„)v + (x - (ü„Y + F* (x) + F** (x), 
v = 0 V ! rl 
so daß F* und F** zu V(r, s) gehören, F*(x) für x g c o „ und F**(x) für x<a>„ 
verschwindet, und die Schwankungen von F*lr] (x) und F**iri (x) in keinem Intervall 
größer als die Schwankung von F [ r ] (x ) sind. Die Approximat ion von F*(x) und 
F**(x) behandeln wir einzeln. 
a) Einseitige Approximation von F*(x). 
Aus F * ( v ) ( c O = 0 (v = 0, 1, ..., r — 1) folgt 
(38 ) F*(x) = 4 / ( x - Or rfF*wß) - ^ f r r ( - x , - 0 dF*™® = 
^ 6)„ 0 
( i y + 1 <°n (_!_ ]\r 
= f rr(~x, + f r r ( - x , -S)dF*™-(g), r- 0 r. 0 
wo F* [ r ] + ( 0 bzw. f * [ r ] _ ( 0 die positive, bzw. die negative Schwankung von F*lr\c) 
in (0, £) bedeuten. Wir setzen 
{ P„.(x,0 (pn r(x, £) f ü r gerade r, 
pn,r(x,0 l PnAx'0 f ü r ungerade /-; und 
(— 1 Y + 1 H" (— IV 
P*n{x) = f n<}!(-x, + / -QdF*™-(£), 
r - 0 • 0 
(40) 
/ 1 y + 1 0>n ( _ 1 \r 
Pt(x) = ( U, J + f nß(-x,-ödF*M-(0. 
r - 0 . " 0 
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Infolge des letzten Teiles von Hilfssatz 1 sind alle hier auftretenden Integrale sinn-
voll und es sind p* (x) und P* (x) Polynome niedriger als 2n — 1-ten Grades. Aus 
(38) und (39) bzw. aus (38) und (40) schließen wir mit Hilfe von (6) 
(41) p*„(x) si F*(x) s P*(x) ••(-== < x < + oo). 
Aus (7), (39), (40) und (2) folgt weiter 
/ [P*(x)-pHx)]e-x2dx = 
i a>„ ( + °o i 
= 7 l l { I [Pn,r(x, - 0 - p „ i r ( x , -0]e~xldxj[dF*^(0 + dF^-(0l 
Unter Beachtung von (7) und (2) folgt 
(42) / [P:(x)-p*n(x)]e~*2dxä 
1 r + 1 Wn r r + 1 
^—crn 2 2 M,(F). 
r" o r • 
(41) und (42) zeigen die Gültigkeit unseres Satzes für den Summanden F* (x) von F(x). 
b ) Einseitige Approximation von F**(x). 
Aus (37) und (1) erhalten wir fü r x Sa>„ 
\F**(x)l S A + 22s-iB(ols + 22s-lB{x-(an)2s + 
v = 0 v - r • 
D a F**(x) für x^o)„ verschwindet, folgt weiter 
(43) |F**(*)| [/t + y n s j r 0 ( x , cü„) + 2 2 s - 1 5 . r 2 s ( x , c o n ) + 
+ 2 r v ( x , o > n ) + l — ( ^ r r ( x , o j n ) ^ T r ( x , con) ( — < x + 
v = 0 V ! r\ 
so daß für n =>2j das Polynom höchtens 2n — 1-ten Grades 
(44) P r ( x ) = j / i + y ^ J p „ , 0 ( x , ojn) + 2 2 > - l B . P „ i 2 s ( x , «„) + 
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d ie B e z i e h u n g 
(45) - P T i x ) =g F**(x) == P**(x) 
b e f r i e d i g t . E s gilt d a n n w e g e n (43), (44) , (6) u n d (7) 
-f ©o -f" oo -f oo 
f pr(x)e-*2dx = f [P;+(x)~Tr(x, 0)n)]e-*2dx+ f Tr(x, con)e~*2 dx 
S e A + y n] n - + 2 2 * ' 1 B • n ~ s - + 2 | f 1 n 
v — o 
I ^ K i L - ^ l • ( - B ' 
r+1 
+ J 2 
rl 
+ \A + - n s \ f e~x2 dx + 22s~lB- f (x-co„)2se~x2 dx + 
v — 0 ' m„ <On 
A u s d e n H i l f s s ä t z e n 2 u n d 3 e r h a l t e n w i r e n d l i c h 
+ ~ / r+l  /  1\ 
f Pï*(x)e~x2dx = 0{n 2 J . 
D i e s ze ig t d ie G ü l t i g k e i t d e s S a t z e s f ü r d e n Tei l F**(x) v o n F(x), u . z w . m i t d e r 
W a h l p„*(x) — —/>**(*) . D e n S a t z se lbs t e r h a l t e n w i r e n d l i c h i n d e m w i r 
PÁX) = 2  f M v f
n ) (x-co„y+ (x-conr+p*„(x)+pT(x) 
u n d 
Pn (X) = 2 , , ( * - "n)v + — (X - coj + P : (X) + p;*(x) 
v = 0 v - F l 
se t zen . 
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