Abstract. In this paper, we study polar harmonic Maass forms of negative integral weight. Using work of Fay, we construct Poincaré series which span the space of such forms and show that their elliptic coefficients exhibit duality properties which are similar to the properties known for Fourier coefficients of harmonic Maass forms and weakly holomorphic modular forms.
Introduction and statement of results
Harmonic Maass forms are smooth functions on the upper half-plane H which are annihilated by the hyperbolic Laplacian and have at most linear exponential growth at the cusps. These naturally generalize weakly holomorphic modular forms, which are meromorphic modular forms whose only poles appear at cusps; in particular, holomorphicity in H is replaced with annihilation by the hyperbolic Laplacian defined in (2.1). Harmonic Maass forms play a major role in work on mock theta functions, singular moduli and their real quadratic analogues, and many other applications. Functions with properties similar to harmonic Maass forms, but with poles in the upper half-plane, appear in a number of recent results, including work on the resolvent kernel [9] , outputs of theta lifts [2] , cycle integrals [6] , Fourier coefficients of meromorphic forms [4, 14] , and the computation of divisors of modular forms [5] . In considering functions with poles in the upper half-plane rather than solely at the cusps, we might expect that the behavior of such functions is similar to the behavior of harmonic Maass forms. In this paper we study spaces of such polar harmonic Maass forms, which generalize harmonic Maass forms in the same way that meromorphic modular forms generalize weakly holomorphic modular forms.
From another perspective, the subspace of polar harmonic Maass forms consisting of meromorphic modular forms is analogous to the subspace of harmonic Maass forms consisting of weakly holomorphic modular forms. Meromorphic modular forms have not only a Fourier expansion at the cusp i∞, but also an elliptic expansion f (z) = (z − ̺)
κ is assumed to be an arbitrary integer, and we use k instead if there is some restriction on the weight (for instance, if we require k ∈ N). In addition to having similar elliptic expansions, polar harmonic Maass forms and meromorphic modular forms of weights 2κ and 2 − 2κ are interconnected by certain differential operators which naturally occur in the theory of harmonic Maass forms. For κ ∈ Z and k ∈ N, set ξ 2κ := 2iy 2κ ∂ ∂z , D 2k−1 := 1 2πi
Remark. The three subspaces in the splitting explained by Theorem 1.1 (2) and Theorem 1.1 (3) are analogues of certain subspaces of weakly holomorphic modular forms. Specifically, the space CE 2k spanned by the Eisenstein series is paired with itself in the same way, while the space S 2k of cusp forms is paired with its orthogonal complement inside the subspace of weakly holomorphic modular forms which have vanishing constant terms in their Fourier expansion.
For z 1 , z 2 ∈ H, our next result gives a duality-type relationship between the coefficients of Ψ 
Remark. Similar results for Fourier coefficients are well known. Petersson used such identities in his construction of a basis of meromorphic modular forms (see [14, (3a.9) ], while a systematic study of them originated from Zagier's work on singular moduli [16] . In the interim, results have been obtained by a number of authors, including the second author and Duke in [8] , and Guerzhoy [10] , among others. To give one such result, for m, n ∈ N, take z 1 = z 2 = i∞ and let c 2k (−m, n) denote the nth coefficient of the weight 2k weakly holomorphic modular form which grows towards i∞ like e −2πimz and let c + 2−2k (−m, n) be the nth coefficient of the holomorphic part of the weight 2 − 2k harmonic Maass form which grows towards i∞ like e −2πimz . Then one has
The paper is organized as follows. In Section 2, we introduce polar harmonic Maass forms and recall results from Fay, who studied related functions in [9] . In Section 3, we relate Fay's functions to polar harmonic Maass forms and compute the elliptic expansions of polar harmonic Maass forms, and in Section 4 we investigate Poincaré series and prove Theorem 1.1. We conclude the paper by proving Theorem 1.2 in Section 5.
Preliminaries
, κ ∈ Z, and f : H → C, we define the usual slash operator
Definition. For κ ∈ Z, a polar harmonic Maass form of weight 2κ is a function F : H → C which is real analytic outside a discrete set of points and satisfies the following conditions:
We have ∆ 2κ (F ) = 0, with ∆ 2κ the weight 2κ hyperbolic Laplace operator
(3) For every z ∈ H, there exists n ∈ N 0 such that (z − z) n F (z) is bounded in some neighborhood of z. (4) The function F has at most linear exponential growth at i∞; that is, F (z) = O(e Cy ) for some constant C ∈ R + (uniform in x for y sufficiently large) as y → ∞. If (2) is replaced by ∆ 2κ (F ) = λF , then F is called a polar Maass form with eigenvalue λ.
Denote by H 2κ the space of polar harmonic Maass forms of weight 2κ. The subspace of H 2κ consisting of forms that map under ξ 2κ to cusp forms is denoted by H cusp 2κ ; more generally, we add the superscript "cusp" to any subspace of H 2κ to indicate the space formed by taking the intersection of the subspace with H cusp 2κ . We also use the superscript z to indicate the subspace of forms whose only singularity in SL 2 (Z)\H appears at z.
Although in this paper we are primarily interested in expansions of polar harmonic Maass forms around points in the upper half-plane, for completeness and for later comparison we next recall some properties about the Fourier expansions of polar harmonic Maass forms around i∞. These expansions yield natural decompositions of polar harmonic Maass forms into holomorphic and nonholomorphic parts (cf. [11, Proposition 4.3] ). Namely, for a polar harmonic Maass form F of weight 2 − 2k < 0 and y ≫ F 1, we have
where, for some c
with the incomplete gamma function Γ(α, w) :=´∞ w e −t t α−1 dt. The sum of all of the terms which grow towards i∞ is called the principal part of F . We next consider elliptic expansions of polar harmonic Maass forms. Rather than expansions in e 2πiz , the natural expansions of polar harmonic Maass forms around ̺ are given in terms of X ̺ (z). We further write
with d(z, ̺) the hyperbolic distance between z and ̺. The second identity in the definition of r ̺ (z) follows by the well-known formula (see
where throughout the paper η := Im(̺). From (2.4), for M ∈ SL 2 (Z) one also immediately obtains the invariance
For 0 ≤ Z < 1 and a ∈ N and b ∈ Z, we also require the function
is the incomplete beta function and
Note that by [12, 8.17 .7], we have
where 2 F 1 is the Gauss hypergeometric function defined by
. We often use the fact that
We also require the Euler transformation (see 15.
The modified incomplete β-function β 0 may also be written in special cases as a hypergeometric function, as can be seen by a direct calculation.
Lemma 2.1. Assume that 0 ≤ Z < 1, a ∈ N, and b ∈ Z.
(1) We have
Here and throughout we use the notation δ S = 1 if some property S is true and 0 otherwise.
We have the following elliptic expansion of weight 2 − 2k harmonic functions, whose proof is deferred to Section 3. Proposition 2.2. Suppose that k ∈ N and ̺ ∈ H.
(1) If F satisfies ∆ 2−2k (F ) = 0 and for some n 0 ∈ N the function r n 0 ̺ (z)F (z) is bounded in some neighborhood N around ̺, then there exist c ± F,̺ (n) ∈ C, such that for z ∈ N and n k := min(2k − 2, n 0 ), we have
, then the sum in (2.11) only runs over those n which satisfy n ≡ k − 1 (mod ω ̺ ). If F ∈ H cusp 2−2k , then the second sum is empty and the third sum only runs over n < 0. Remark. Instead of the expansion given in (2.11), one could rewrite the second sum in the shape of the third to get a seemingly more uniform expansion. However, it is natural to split off these terms because they have logarithmic singularities. They are also special, as we shall see in Proposition 2.3, in that they are annihilated neither by ξ 2−2k nor D 2k−1 . Thus, they may be viewed in a sense both as both meromorphic and non-meromorphic parts. This emulates the constant term of the non-holomorphic part (2.2) of the expansion at i∞, which is a constant multiple of y 2k−1 , is annihilated by neither operator, and also exhibits a logarithmic singularity.
For F annihilated by ∆ 2−2k (with k ∈ N), we define the meromorphic part of the elliptic expansion
and its non-meromorphic part by
The next proposition, proven in Section 3, explicitly gives the elliptic expansion under the action of the operators ξ 2−2k and D 2k−1 . Proposition 2.3. For k ∈ N and F : H → C satisfying ∆ 2−2k (F ) = 0, we have
In addition to the operators ξ 2κ and D 2k−1 given in (1.2), we require the classical Maass raising and lowering operators:
The raising operator (resp. lowering operator) increases (resp. decreases) the weight by 2. Moreover
We also require iterated raising
For k ∈ N, the raising operator and D 2k−1 are related by Bol's identity
2.2. Work of Fay. In this section we recall work of Fay [9] and rewrite some of his statements in the notation used in this paper. Fay considered functions g :
Then f (z) := y −κ g(z) transforms as
Define the operator
Let F κ,s denote the space of g : H → C satisfying the following conditions:
3) g has at most finitely many singularities of finite order in SL 2 (Z)\H, where H := H ∪ Q ∪ {i∞}.
Functions in F κ,s are closely related to polar Maass forms. In order to study the relationship between D κ acting on Fay's functions and ∆ 2κ acting on polar Maass forms, we require the following variants of the Maass raising and lowering operators (see [9, (3) ]),
Note that K κ sends F κ,s to F κ+1,s and L κ sends F κ,s to F κ−1,s . Moreover (see [9, (7) ])
We also require iterated raising and lowering
We next translate these operators into the notation used in this paper and compare eigenfunctions under these operators.
Proposition 2.4.
(1) For n ∈ N 0 , we have
In particular, f is harmonic if and only if g ∈ F κ,κ or g ∈ F κ,1−κ . (2) The function g ∈ F κ,s if and only if the function f is a polar Maass form of weight 2κ with eigenvalue (s − κ)(1 − s − κ). In particular if g ∈ F κ,κ or g ∈ F κ,1−κ and grows at most like y κ for y → ∞, then f ∈ H 2κ .
Proof: (1) Firstly it is not hard to see that 
(2) Part (1) implies that the eigenfunction properties of f and g are equivalent. Comparing the singularities of both functions then yields the claim.
Fay then considered a natural family of functions which behave well under his differential operators when multiplied by e inθz(z) with θ z (z) ∈ R satisfying X z (z) = r z (z)e iθz(z) . For s ∈ C, κ ∈ R, and z, z ∈ H, these are given by (see [9, p. 147 ], slightly modified)
where for n ∈ Z we set sgn * (n) := sgn(n + 1/2). These functions are meromorphic in s with at most simple poles at s ∈ ±κ − N 0 and satisfy certain useful relations. Directly from the definitions (2.21) and (2.22), one obtains
Moreover, for t ∈ R we have P n t,κ (z, z), Q n t,κ (z, z) ∈ R. The special values of P and Q in the cases s = κ and s = 1 − κ play an important role in our investigation. To describe these, we set a n = a κ,n := (−4) κ−1 π n! if n ≥ 0,
In the next section, we prove the following lemma.
Lemma 2.5.
(1) For κ ∈ −N 0 , we have
(2) For κ ∈ N and n ∈ −N, we have
For κ ∈ N and n ∈ N 0 , we have
We next define certain Poincaré series considered by Fay. For this, we set (see [9, (44) 
where ℓ := min (|m|, |n|) and
Remarks.
(1) Note that if c m 2 ,n 2 s,κ 2 = 0, then we multiply both sides of (2.28) by an appropriate factor to cancel the simple poles occurring in the Γ-factors and then take the limit, as in Lemma 2.5 (3). (2) The functions G m,n s,κ satisfy the symmetry relations
Fay related these functions to the resolvent kernel G s,κ := G 0,0
If m or n < 0, then we replace K 
The proof of Proposition 2.2, which we give in the next section, mostly relies on rewriting Fay's functions P n s,κ and Q n s,κ .
Special functions and elliptic expansions
To prove Proposition 2.2 we write the elliptic expansion in terms of Fay's, which is done in Lemma 2.5 (1).
Proof of Lemma 2.5: (1) Throughout, we use the fact that, with r := r z (z), we have
For n ≥ 0, equation (2.24) follows from the definition, using (2.10), (2.9), and (3.1). If n < 0 then, using (2.10), (3.1), and abbreviating X := X z (z) = re iθ with θ := θ z (z), the left-hand side of (2.24)
2 F 1 −n, 2κ; 1 − n; r 2 .
Since 2κ ≤ 0 and −n > 0, the claim follows from Lemma 2.1 (2). We next prove (2.25). The claim for n ≥ 0 follows from the definition using (2.10), (2.8), and (3.1). For n < 0, the claim follows by (2.8) and (3.1).
(2) From the definition of Q n s,κ (z, z), the left-hand side of (2.26) equals
Once again using re iθ = X and (2.9), we obtain
By (3.1), we then obtain the claim.
The left-hand side of (2.27) equals
Canceling Γ(s − κ), using X = re iθ , taking the limit, employing (3.1), and plugging in the definition of the 2 F 1 , we obtain
We obtain the desired identity by using 15.4.6 of [12] to evaluate 2 F 1 2κ, −n; 2κ; 1 − r 2 = r 2n .
We next combine Lemma 2.5 (1) with Fay's elliptic expansion in Proposition 2.7 to obtain Proposition 2.2. Proof of Proposition 2.2: With G(z) := y κ F (z), we have, by (2.17),
since ∆ 2κ (F ) = 0 by assumption. Thus, by Proposition 2.7 with s = 1 − κ,
By Lemma 2.5 (1) and (2.6), this gives
for some constants α ̺ (n), γ ̺ (n) ∈ C. Rewriting yields the expansion (2.11) up to the restrictions on n in each of the sums. It thus remains to show that c + F,̺ (n) = 0 for n < −n 0 and c − F,̺ (n) = 0 for n > n 0 . To do so, we investigate the asymptotic growth of each term in the sum as z → ̺. We repeatedly use the fact that, as z → ̺, X ̺ (z) ∼ η z − ̺, where by G 1 (z, ̺) ∼ η G 2 (z, ̺) we mean that there is a constant C η = 0 depending only on η such that lim z →̺
CηG 2 (z,̺) = 1. This gives that n ≥ −n 0 for the first summand in (2.11).
Moreover, by Lemma 2.1,
Thus, again using X n ̺ (z) ∼ η (z − ̺) n , we have, as z → ̺,
Furthermore, for 0 < n < n κ , since X n ̺ (z) → 0 as z → ̺, the asymptotic in (3.3) implies that we also have
This gives the claimed bounds for n = 0. Finally the n = 0 term behaves like Log(z − ̺) by (3.3). This growth is cancelled upon multiplying by r n 0 ̺ (z). (2) By (2.3) and (2.5), for M in the stabilizer
One concludes the claim by [14, (2a.16) ].
We next compute the action of differential operators on elliptic expansions in Proposition 2.2.
Proof of Proposition 2.3: We first note that, by Proposition 2.4 (1),
We rewrite the right-hand side of (3.5) in terms of the iterated operators (for ℓ ∈ N 0 and κ ∈ Z)
Namely, using (see [9, (14) ]) that for f :
and iteratively carrying out the differentiation on θ yields
By [9, (18)], we know that
where e s,κ (n) := n if n ≥ 1,
Plugging (3.8) into the right-hand side of (3.7) simplifies to
We split into the cases n ≥ 2k − 1 and n < 2k − 1.
For n ≥ 2k − 1 we have, using (2.9), This is a polynomial in z of degree at most 2k − 2 (with antiholomorphic coefficients depending on z). Differentiating 2k − 1 times hence annihilates these terms. It remains to determine the image of D 2k−1 on the terms in the non-meromorphic part with 0 ≤ n ≤ 2k − 2. Using (2.25), (3.5), (3.6), (3.9), and (2.26), we obtain that 
