Spatial distributions characterize the evolution of reaction-diffusion models of several physical, chemical, and biological systems. We present two novel algorithms for the efficient simulation of these models: Spatial s-Leaping (Ss-Leaping), employing a unified acceleration of the stochastic simulation of reaction and diffusion, and Hybrid s-Leaping (H s-Leaping), combining a deterministic diffusion approximation with a s-Leaping acceleration of the stochastic reactions. The algorithms are validated by solving Fisher's equation and used to explore the role of the number of particles in pattern formation. The results indicate that the present algorithms have a nearly constant time complexity with respect to the number of events (reaction and diffusion), unlike the exact stochastic simulation algorithm which scales linearly. Ó 2007 Elsevier B.V. All rights reserved.
Reaction-diffusion: stochastic and deterministic models
Reaction-diffusion models are used to describe processes ranging from pattern formation in nature [1] and epidemics [2] to cancer induced angiogenesis [3] . These models are usually formulated either in terms of deterministic rate equations or by using stochastic descriptions of the underlying molecular processes. The stochastic description provides detailed information about the dynamics of the reaction-diffusion process, albeit at a significant computational cost over deterministic simulations.
The stochastic simulation algorithm (SSA) [4, 5] has been used extensively in biochemical modeling ( [6, 7] and references therein) of reactions that assume a homogeneous spatial distribution of the species involved. A number of algorithms [8] [9] [10] have been presented for the acceleration of the SSA for homogeneous systems. In recent years the SSA has been extended to simulations involving spatially inhomogeneous molecular distributions undergoing diffusion and reaction processes [11] [12] [13] . The algorithm presented in [11, 12] scales almost linearly with the number of events, but requires them to be scheduled thus prohibiting parallel execution. In [13] the computational time is reduced by splitting the reaction-diffusion phenomena into two distinct diffusion and reaction phases. This splitting may introduce numerical artifacts for systems close to a microscopic level as the reaction and diffusion processes happen concurrently, in particular for systems that involve too few particles to be insensitive to this kind of splitting. Recent works have examined the qualitative behavior of stochastic systems and have provided extensions for the deterministic systems to include leading order corrections for molecular noise [14, 15] , hence losing some of the descriptive benefits of a completely stochastic simulation but with the advantage of a relative reduction in computational cost.
A number of issues remain open in spatial SSA, such as the modeling of the diffusion rates in complex geometries, algorithms of increased computational efficiency and accuracy, and the enforcement of the homogeneity assumption [7] .
In this Letter, we present two algorithms for the accelerated simulation of spatial reaction-diffusion processes: an accelerated spatial stochastic algorithm (Ss-Leaping) employing a unified s-Leaping procedure for the stochastic simulation of both processes, and a hybrid method (H sLeaping), combining a deterministic description for diffusion with a s-Leaping acceleration of the stochastic reactions. Both of the algorithms are validated in simulations of Fisher's equation [2] . In addition, we explore the role of the number of particles in the pattern forming Gray-Scott equations [16] .
Stochastic modeling of reaction-diffusion processes
Reaction-diffusion phenomena can be represented by stochastic models, where particles in a domain move via Brownian motion and are subject to molecular collisions. In the present spatial simulations, the domain is decomposed into independent cells such that a reactant molecule can only react with other reactants in its cell while diffusion events are modeled as unimolecular transitions to neighboring cells.
We consider a total of N species and a domain that is discretized into a set of uniform cells, C, subject to the same set of reactions, R. We denote by a r ðu c Þ; r 2 R; c 2 C, the propensity of the reaction r in the cell c and m is the stoichiometric vector of the diffusion transition d 2 D for the species i in the cell c. We can write the reaction-diffusion process in a unified framework in terms of generic transitions:
where j is the index of the transition, M is the number transitions, A i is the species undergoing a transition, B i is the species in the resulting transition, and a i and b i are the stoichiometric values. As an example, the reaction transitions for the pattern forming Gray-Scott [16] model are expressed as
The diffusion process can be represented by transitions to neighboring cells: 
where U x;y;z i denotes the molecular species i inside the cell indexed as ðx; y; zÞ, d i is the diffusion coefficient for species i and dl represents the cell sizes in all of the dimensions.
Deterministic modeling of reaction-diffusion processes
The stochastic model, presented in Section 1.1, can be represented by a deterministic reaction-diffusion model under the assumption of an infinite number of particles in the system. In the deterministic model, we evolve the concentration of substances, u i ¼ u i ðx; tÞ; i 2 f1; . . . ; N g, according to partial differential equations of the form
where f ðiÞ denotes the rate of change in concentrations due to the reactions, and d i is the diffusion coefficient of substance i. This equation can be solved numerically, using techniques such as finite difference or particle strength exchange methods [17] .
Computational methods

Spatial s-Leaping
Choosing the maximal time step for reaction transitions
Cao et al. in [18] have provided a computationally efficient method for calculating the time step for the s-Leaping method without the need for evaluating derivatives. We follow [18] by creating a bound for the molecular population in each cell:
and for each cell we have 
The denominators can be computed aŝ
where N ðcÞ denotes the set of neighboring cells of c. Since Eq. (15) will always be greater than Eq. (14), the formula for s diffusion c is simplified to:
where Pð:Þ is a sample from a Poisson distribution.
Hybrid s-Leaping
In order to further accelerate the spatial modeling of reaction-diffusion systems, we propose a hybrid scheme where the reactions are simulated stochastically while diffusion is simulated deterministically. This approximation is suitable since the diffusion process is typically two orders of magnitude faster than the reaction process [19] . We consider a system where the particles, u i ¼ u i ðx; tÞ, evolve according to the following equation: The operator M 2 is trivial as it converts from a discrete to a continuum model. However, care needs to be taken with M 1 since we need to ensure both a concise mapping and also a conservation of mass within our system. The details of deriving M 1 will be specified elsewhere.
The algorithm for the hybrid method involves choosing a value for s and simulating the reactions in the volume. Then, using this s, we simulate the diffusion process with second order finite differences. This procedure is performed iteratively using an Euler time integration method until the final time is reached.
Results
Validation: Fisher's equation
The proposed methods were validated by simulating Fisher's equation [2] , a model for the spreading of an advantageous gene in a population inhabiting a one-dimensional space:
Fisher's equation admits traveling wave solutions [20] with a speed of c, which is known analytically for certain initial conditions. We used a smoothed Heaviside step function [20] , for the initial condition with k ¼ 1 and m ¼ 1, which has an analytical solution with a wavespeed of c ¼ 5 ffiffi 6 p per unit of time. In addition, we used zero-flux Neumann boundary conditions. This initial condition was distributed across the entire y and z-axes of our threedimensional domain so that we should be able to obtain the same wavespeed in our simulation as in the one-dimensional case. We solved Fisher's equation with various resolutions in a domain of ½À14; 14 Â ½À14; 14 Â ½À14; 14 using the Ss-Leaping and H s-Leaping methods with a varying number of particles per unit of concentration which we denote by P. Fig. 1 presents the error of the propagating front with respect to the analytical solution of Fisher's equation. The plot on the left shows the error at a single time point ðt ¼ 2Þ, and the plot on the right shows the error of the position of the front with respect to all time points. The results indicate that using Ss-Leaping with a high number of particles is the more accurate method. We observe that this fact can be justified by the absence of any decoupling of reaction and diffusion processes. However, when using H s-Leaping, we can obtain a good approximation when the number of particles per concentration unit is above 1000.
In Fig. 2 we show the relative performance of both methods in simulating Fisher's equation by varying the number of cells and the number of particles. We observe that in both methods the number of cells is a more critical factor for CPU time as opposed to the number of particles. We note that the CPU time does not grow linearly with respect to the number of particles (and thus the number of events), which is the case with the exact spatial SSA algorithm.
Gray-Scott equations
In addition to Fisher's model, we also considered the Gray-Scott [16] model, which was described in Section 1.1 with Eqs. (2)-(6). The corresponding partial differential equations for this model are
where j is a rate constant for the second chemical reaction, F is a dimensionless feed rate, d u and d v diffusion coefficients, u ¼ uðx; tÞ represents the concentration of species U 0 , and v ¼ vðx; tÞ represents the concentration of species U 1 .
Eqs. (21) and (22) have been analyzed in their two-dimensional continuum form in [16] for a range of values for F and j. We performed numerical simulations of the Gray-Scott equations in two and three-dimensions with periodic boundary conditions using deterministic, H s-Leaping (Section 2.2), and Ss-Leaping approaches (Section 2.1) with varying levels of particles in order to determine whether we obtain qualitatively different patterns. Fig. 3 shows results for two-dimensional simulations of the Gray-Scott equations. We varied the number of particles in each cell while keeping F ¼ 0:04; j ¼ 0:06, and integrated from t ¼ 0 to t ¼ 1000. There are notable differences in the solutions: as the number of particles increases, the stochastic simulations converge to the pattern observed by purely deterministic simulations of reactions and diffusion. Lastly, we solved the Gray-Scott equations in threedimensions using a discretization of 128 Â 128 Â 128 with Fig. 3 . Analysis of the role of the number of particles for the Gray-Scott equations solved with a 300 Â 300 discretization with F ¼ 0:04; j ¼ 0:06; t ¼ 1000. From top left to bottom right the number of particles per unit of concentration is increased from 100, 1000, 1000, 5000, 10 000, continuum, respectively. The methods used to solve the equations were the following (from top left to bottom right): Ss-Leaping, Ss-Leaping, H sLeaping, Ss-Leaping, H s-Leaping, deterministic. 2 , '-N-' P ¼ 10 6 , and H s-Leaping '-Â-' P ¼ 10 2 , '--j --' P ¼ 10 6 . Shown on the left, the RMS error at time t ¼ 2. On the right, the RMS error in the position of the front with respect to time.
F ¼ 0:04; j ¼ 0:06, and integrated from t ¼ 0 to t ¼ 1000 (Fig. 4) . In three-dimensions, the noise from the low numbers of particles makes itself apparent and the solution notably differs from the deterministic solution.
Conclusion
We presented two novel numerical methods for the efficient simulation of reaction-diffusion processes as described by stochastic and hybrid models. In Ss-Leaping, a unified s-Leaping procedure was used for both the reaction and the diffusion processes whereas in H s-Leaping, diffusion was handled deterministically and the reactions stochastically. We validated the methods using the analytical solution of Fisher's equation and we investigated the role of the number of molecules in pattern forming Gray-Scott equations. The algorithms were shown to exhibit significant computational improvements over the exact spatial SSA.
Present work includes further accelerating the proposed algorithms using R-Leaping [10] , the parallelization of the methods, and their application to biological models in order to verify the significance of spatially-dependent chemical reactions.
