The inverse problem of the calculus of variations consists in determining if the solutions of a given system of second order differential equations correspond with the solutions of the EulerLagrange equations for some regular Lagrangian. This problem in the general version remains unsolved. Here, we contribute to it with a novel description in terms of Lagrangian submanifolds of a symplectic manifold, also valid under some adaptation for the non-autonomous version. One of the advantages of this new point of view is that we can easily extend our description to the study of the inverse problem of the calculus of variations for second order systems along submanifolds. In this case, instead of Lagrangian submanifolds we will use isotropic submanifolds, covering both the nonholonomic and holonomic constraints for autonomous and non-autonomous systems as particular examples. Moreover, we use symplectic techniques to extend these isotropic submanifolds to Lagrangian ones, allowing us to describe the constrained solutions as solutions of a variational problem now without constraints. Mechanical examples such as the rolling disk are provided to illustrate the main results.
Introduction
The inverse problem of the calculus of variations studies when a given system of second order ordinary differential equations (SODE) q i = Γ i (t, q j ,q j ), i, j = 1, . . . , n is related to Euler-Lagrange equations d dt
for a regular Lagrangian to be determined. To prove the equivalence of these two systems is the same as to find a non-singular matrix (g ij ) such that the following system is satisfied
When such a matrix exists, the system of second order ordinary differential equations is called variational. In 1886 Sonin [35] proved that a single second order ordinary differential equation is always variational. This problem was also studied in 1887 by Helmholtz [42] for general systems of second order ordinary differential equations in implicit form.
History has shown this is an extremely difficult problem because only the full solution for at most two dimensional systems of second order ordinary differential equations is known [16] . Douglas' solution consists of an exhaustive classification in different cases using Riquier-Janet theory. Variational and nonvariational SODE's are included in his work. The techniques used by Douglas turned out to be very difficult to generalize to higher dimension.
Since 1980, the inverse problem has been considered by many authors [10, 22, 30, 33, 36] giving a geometric interpretation of Douglas' classification and generalizing some of the results to higher dimensions. In particular, a free coordinate characterization of the inverse problem is given in [13] . As a result, it has been proved that cases I and IIa1 in Douglas [16] are always variational for arbitrary dimension [34] and [11] , respectively. Case I was also proven by [2] and [20] using different approaches. Other extensions of the inverse problem include partial differential equations [3] , field theory [23] , nonholonomic mechanics [32] , driven SODE's [24] , jet bundles [25] , etc.
In our paper we will follow a symplectic approach working with Lagrangian submanifolds of symplectic manifolds [43] associated to the geometry of the tangent bundle, which is the space where a SODE is geometrically defined. In terms of the closedness of a suitable 1-form, constructed from the given SODE and a transformation between the tangent bundle and its dual, the cotangent bundle, we provide a new characterization of a variational second order differential equation. The use of other distinguished submanifolds of symplectic manifolds, isotropic submanifolds, turns out to be suitable to characterize the inverse problem for constrained variational calculus. Moreover, using a standard construction in symplectic geometry we can extend these isotropic submanifolds to Lagrangian ones, allowing us to describe the constrained solutions as solutions of a variational problem now without constraints such that the solutions of the new variational problem with initial conditions verifying the constraints are precisely real solutions of the original constrained system. Our techniques are also related to classical results about the comparison of solutions of nonholonomic systems and constrained variational problems (see [5, 17, 8] and references therein).
The paper is organized as follows: Section 2 contains all the basic background on symplectic manifolds and tangent bundle geometry necessary for this work (see also [21, 26, 37, 38] ). In Section 3 we introduce some relevant examples of constrained Lagrangian systems: nonholonomic systems and constrained variational systems. In Section 4 we briefly describe the inverse problem of the calculus of variations from the geometric approach given in [10] . Then the new geometric characterization of the inverse problem is introduced: a system of second order differential equations on a manifold Q is variational if it can be associated to a Lagrangian submanifold of the symplectic manifold (T * T Q, ω T Q ), where ω T Q is the natural symplectic structure of T * T Q. We relate our results to the so-called Chaplygin hamiltonization for a special type of nonholonomic system [6] . The time-dependent case is also included by using the notion of Lagrangian submanifold of a Poisson manifold [41] . The problem for constrained variational calculus, in particular, the nonholonomic mechanics, is described in Section 5 by linking the notion of being variational to isotropic submanifolds of (T * T Q, ω T Q ). The rolling disk is considered as an example and regular and singular Lagrangians associated to it are given. Section 6 focuses on holonomic dynamics where the system evolves on a submanifold T N of T Q. In some cases it is easier to study the problem in the manifold with greater dimension, instead of working on T N as if there were no constraints. With this geometric approach the typical Lagrangian functions considered when there are constraints on Q are recovered. The time-dependent case for constrained variational calculus is also characterized by using the notion of isotropic submanifolds of Poisson manifolds [41] in Section 7. Finally, some future research lines are discussed. Appendix A carefully shows in local coordinates the equivalence between the geometric Helmholtz conditions in [10] and the conditions in our paper.
Geometric preliminaries
In this section we briefly introduce all the definitions and results from differential geometry, in particular symplectic geometry, that are necessary in the sequel. More details can be found in [1] and [26] .
In this paper, T Q and T * Q are the tangent and cotangent bundle of a manifold Q, respectively. The set of vector fields on Q is denoted by X(Q) and the set of k-forms on Q is denoted by Λ k (Q).
Isotropic and Lagrangian submanifolds
The two main elements in this work are introduced here: Lagrangian and isotropic submanifolds. The former are the extension to manifolds of the notion of Lagrangian subspaces of symplectic vector spaces [43] .
Let us recall that a symplectic vector space is a pair (E, Ω) where E is a vector space and Ω : E × E → R is a skew-symmetric bilinear map of maximal rank. See [21, 15, 26, 43] for more details.
Definition 2.1. Let (E, Ω) be a symplectic vector space and F ⊂ E a subspace. The Ω-orthogonal complement of F is the subspace defined by F ⊥ = {e ∈ E | Ω(e, e ′ ) = 0 for all e ′ ∈ F }.
The subspace F is said to be (i) isotropic if F ⊆ F ⊥ , that is, Ω(e, e ′ ) = 0 for all e, e ′ ∈ F .
(ii) Lagrangian if F is isotropic and has an isotropic complement, that is, E = F ⊕ F ′ , where F ′ is isotropic.
A well-known characterization of Lagrangian subspaces of finite dimensional symplectic vector spaces is summarized in the following result: Proposition 2.2. Let (E, Ω) be a finite dimensional symplectic vector space and F ⊂ E a subspace. The following assertions are equivalent:
As a consequence, we can characterize a Lagrangian subspace F of (E, Ω) by checking if it has half the dimension of E and if the restriction of Ω to F vanishes, that is, Ω |F = 0.
A symplectic manifold (M, ω) is defined by a differentiable manifold M and a non-degenerate closed 2-form ω on M . Therefore, for each x ∈ M , (T x M, ω x ) is a symplectic vector space. A symplectic manifold has even dimension.
The notion of Lagrangian subspace can be transferred to submanifolds by requiring that the tangent space of the submanifold is a Lagrangian subspace for every point in the submanifold of a symplectic manifold.
Note that i : N → M is isotropic if and only if i
The canonical model of symplectic manifold is the cotangent bundle T * Q of an arbitrary manifold Q which is the dual bundle of τ Q : T Q → Q. Denote by π Q : T * Q → Q the canonical projection and define a canonical 1-form θ Q on T * Q by
where X αq ∈ T αq T * Q, α q ∈ T * Q and q ∈ Q. If we consider bundle coordinates (
The 2-form ω Q = −dθ Q is a symplectic form on T * Q with local expression ω Q = dq i ∧ dp i .
The Darboux theorem states that this is the local model for an arbitrary symplectic manifold (M, ω). In other words, there always exist local coordinates (q i , p i ) in a neighbourhood of each point in M such that ω = dq i ∧ dp i .
Note that the canonical 1-form θ Q verifies that γ * (θ Q ) = γ for an arbitrary 1-form γ on Q.
A relevant example of a Lagrangian submanifold of the cotangent bundle is the following one.
Proposition 2.4 ([26]
). Let γ be a 1-form on Q and L = Im γ ⊂ T * Q. The submanifold L of T * Q is Lagrangian if and only if γ is closed.
The result follows because dim L = dim Q and γ * (ω Q ) = −dγ.
A useful extension of the previous construction is the following one Proposition 2.5 ( [21] ). Let i : N −→ T Q be an immersion. For each Lagrangian submanifold S ⊂ T * N we can define a Lagrangian submanifoldS ⊂ T * T Q byS = {µ ∈ T * T Q : i * µ ∈ S}.
In the above proposition, if N is a submanifold and S = Im(df ) for some f : N −→ R, then we recover the following result: Theorem 2.6 ( [37] , [38] ). Let Q be a smooth manifold, τ Q : T Q → Q its tangent bundle projection, N ⊂ Q a submanifold, and f : N → R. Then
is a Lagrangian submanifold of T * Q.
Given a symplectic manifold (M, ω), dim M = 2n, it is well-known that its tangent bundle T M is equipped with a symplectic structure denoted by d T ω, where d T ω denotes the tangent lift of ω to T M . If we take Darboux coordinates (q i , p i ) on M , that is, ω = dq i ∧ dp i , then d T ω = dq i ∧ dp i + dq i ∧ dṗ i , where (q i , p i ,q i ,ṗ i ) are the induced coordinates on T M . We will denote the bundle coordinates on
This isomorphim plays an important role on the description of the dynamics of Lagrangian and Hamiltonian systems as summarized in Section 3.3 (more details can be found in [37] ).
Given a function H : M → R, and its associated Hamiltonian vector field X H , that is, i X H ω = dH, then the image of X H , Im(X H ), is a Lagrangian submanifold of (T M, d T ω).
The following construction can be found in [40] and will be useful in Section 4. Assume we have a submanifold N of a symplectic manifold (M, ω) such that for a neighborhood U p of a point p in M we can write
If we have an isotropic submanifold
and the Hamiltonian vector fields X φ 1 , . . . , X φ k of φ 1 , . . . , φ k satisfy that
• ∃ ǫ > 0 such that the flows of X φ i are defined for all |t| < ǫ,
• X φ i (p) are linearly independent for all p ∈ N 0 , then we can extend it to a Lagrangian submanifold transporting N 0 along the flows of the Hamiltonian vector fields X φ 1 , . . . , X φ k .
We will illustrate the construction for the case k = 1 and rename φ 1 by φ. Since X φ is transverse to N 0 , there exists an open interval I about 0 in R such that exp (tX φ (p)) is defined for all t ∈ I andp ∈ N 0 ∩ U p . Therefore the map
allows us to realize locally N 0 × I as a submanifold Z of M whose tangent space is
where (exp (tX φ )) * is the pushforward of exp (tX φ ). Obviously dim Z = dim N 0 + 1 and Z is also isotropic because, first, for any two vectors in (exp (tX φ )) * (TpN 0 ) we have that
since (exp (tX φ )) * is a symplectomorphism and v 1 , v 2 ∈ TpN 0 .
Second, it must be checked that the 2-form ω also vanishes for a vector in (exp (tX φ )) * (TpN 0 ) and one in X φ (exp (tX φ (p))). Note that
because φ vanishes on N 0 and v ∈ TpN 0 .
Second order differential equations
Consider the tangent bundle τ Q : T Q → Q where (q i ,q i ) are canonical coordinates on T Q and (q i ) on Q. In T Q we can define the following geometric objects: the Liouville or dilation vector field ∆ ∈ X(T Q) and a type (1, 1) tensor field S called the vertical endomorphism. In canonical coordinates ∆ =q i ∂ ∂q i and S = dq i ⊗ ∂ ∂q i .
A SODE (second order differential equation) Γ is a vector field on T Q satisfying S(Γ) = ∆. In coordinates,
The solutions of the SODE Γ are precisely the solutions of the system of second order differential equations
As shown in the following section, SODE's are key elements to describe intrinsically Lagrangian mechanics.
Lagrangian mechanics
The calculus of variations can be defined geometrically by means of SODE's. Consider a curve c : [a, b] → Q of class C 2 connecting two fixed points in the configuration space Q. The set of all these curves is denoted by
This set is a smooth infinite dimensional manifold. Its tangent space at c is given by
Now, let L : T Q → R be a Lagrangian function and consider the action functional
) is a solution of the Lagrangian system given by L : T Q → R if and only if c is a critical point of J , that is,
Using standard arguments from variational calculus, it is easy to show that the solutions of the Lagrangian system given by (2) are the solutions of the Euler-Lagrange equations for the Lagrangian
where (q i ,q i ) are local coordinates for T Q.
Now we will derive intrinsically the Euler-Lagrange equations using the geometry of the tangent bundle. Given L : T Q → R we define the Poincaré-Cartan 1-form Θ L = S * (dL), the associated
When the Lagrangian L is regular, that is, Ω L is a symplectic 2-form, or locally when the n × nHessian matrix (∂ 2 L/∂q i ∂q j ) is regular, then there exists a unique SODE Γ L solution of the equation
where
The integral curves of Γ L are precisely the solutions to the Euler-Lagrange equations for L.
Constrained Lagrangian mechanics: nonholonomic systems
In this section, we will see one of the main examples where second order differential equations along submanifolds arise: the case of nonholonomic Lagrangian systems. To do so, we introduce constraints to a given Lagrangian system L : T Q → R. Define the set of admissible curves by
and the set of possible virtual variations along c by
Locally, if the submanifold M is determined by the vanishing of constraints φ α (q i ,q i ) = 0 (either linear or affine constraints), then the equations of motion of a nonholonomic Lagrangian system are:
If the constraints are written as φ α (q i ,q i ) = µ α i (q)q i + µ α 0 (q), then the previous equations reduce to:
If the Hessian matrix W of L with respect to the velocities is definite, then the matrix
is regular, where (W ij ) is the inverse of the Hessian matrix
Observe that the definiteness condition is automatically satisfied in mechanics when L = T − V , being T the kinetic energy associated to a Riemannian metric on Q and being V the potential energy. It is easy to show that under this condition, we can write the equations of motion of a nonholonomic system as a system of explicit second order differential equations on the constraint submanifold M . In fact, the Lagrange multipliers are determined univocally as
and given an initial condition on M ,ċ(0) ∈ M c(0) , the unique solution of the second order differential equationq
Nonholonomic Chaplygin systems
Let us consider a nonholonomic Lagrangian system with symmetry, that is, a nonholonomic Lagrangian system (L, D) where D is a vector subbundle of T Q (for simplicity) and a Lie group action Ψ : G × Q → Q, such that both L and D are G-invariant with respect to the induced action on T G. Consider the subclass of nonholonomic systems with symmetry corresponding to
known as the purely kinematical case, where the symmetry directions complement the constraints given by D. Here Orb(q) = {q ∈ Q q = Ψ(g, q), with g ∈ G} is the orbit of q ∈ Q.
In the particular case of Chaplygin systems, these data are given by a principal G-bundle π : Q → Q/G, associated with a free and proper action Ψ : G × Q → Q such that L is G-invariant and D is determined by the horizontal distribution of a principal connection A : T Q → g. Remember that A(ξ Q (q)) = ξ, where
and A(T Ψ g (X)) = Ad g (A(X)), for all X ∈ T Q where Ψ g (q) = Ψ(g, q). Observe that in this case
that is, D q is the horizontal subspace at q determined by the connection A.
Therefore, for any v q ∈ T q Q we have a unique decomposition
The projection map π : Q → Q/G induces an isomorphism from D q to T π(q) (Q/G), and the inverse map is called the horizontal lift. Thus for any vector field X ∈ X(Q/G) on the base space, we have a unique vector field X h (the horizontal lift of X) that is horizontal and π-related to X.
We define the curvature B of A as the Lie algebra valued 2-form defined by
Consider a local trivialization U × G of π where now the action of G is given by left translation on the second factor and U is a neighborhood of Q/G. Take coordinates r a on U and a basis {e α } of g. Then, any element ξ ∈ g is written as ξ = ξ α e α . In this local trivialization we can write the connection A as follows
Similarly, the coefficients of the curvature are
In this case, the Lagrangian L :
where l :
After some computations, we can see that the reduced dynamics are given by the following system of equations on T (Q/G):
and the subindex "c" on the right-hand side indicates that, after computing the derivative of l with respect to ξ a , one evaluates this partial derivative on (r a ,ṙ a ,
Moreover, if L is regular, we have that L * is also regular and we obtain the following system of second-order differential equations now defined on the full space T (Q/G):
where ( W ab ) is the inverse of the Hessian matrix
Variational constrained equations
Now we study a dynamical system given by the same pair (L, M ) but using purely variational techniques. As above, let us consider a regular Lagrangian L : T Q → R, and a set of constraints 
Observe that the equations of a variational constrained system are different from the equations of a nonholonomic system given in (5).
Lagrangian mechanics using the Tulczyjew's triple
The theory of Lagrangian submanifolds gives an intrinsic geometric description of Lagrangian and Hamiltonian dynamics [37] , [38] . Moreover, it allows us to relate Lagrangian and Hamiltonian formalisms using as a main tool the so-called Tulczyjew's triple
The Tulczyjew map α Q is an isomorphism between T T * Q and T * T Q. Besides, it is also a symplectomorphism between these vector bundles considered as symplectic manifolds, i.e. (T T * Q , d T ω Q ), where d T ω Q is the tangent lift of ω Q , and (T * T Q, ω T Q ). For completeness, we recall the construction of the symplectomorphism α Q . To do this, it is necessary to introduce the canonical involution
where χ :
In order to describe α Q it is also necessary to define a tangent pairing. Given two manifolds M and N , and a pairing ·, · : M × N → R between them, the tangent pairing ·, · T :
where γ : R → M and δ : R → N .
Finally, we can define α Q as α Q (z) , w = z, κ Q (w) T , where z ∈ T T * Q and w ∈ T T Q. In local coordinates q i , p i for T * Q and q i , p i ,q i ,ṗ i for T T * Q, we have
The Lagrangian dynamics is described by the Lagrangian submanifold dL(T Q) of T * T Q where L : T Q → R is the Lagrangian function, while the Hamiltonian formalism is described by the Lagrangian submanifold dH(T * Q) of T * T * Q where H : T * Q → R is the corresponding Hamiltonian energy. The solutions of the dynamics are curves γ :
Variationally constrained problems described in Section 3.2 are determined by a pair (M, l) where M is a submanifold of T Q, with inclusion i M : M ֒→ T Q, and l : M → R is a Lagrangian function restricted to M . The submanifold Σ l is a Lagrangian submanifold of (T * T Q, ω Q ) (see Theorem 2.5). Now using the Tulczyjew's symplectomorphism α Q , we induce a new Lagrangian submanifold α
, which completely determines the constrained variational dynamics. Now we will see that this procedure gives the correct equations for the constrained variational dynamics. Take an arbitrary extension L :
Therefore,
The solutions for the dynamics given by α
) then it must verify the following set of differential equations:
which coincide with equations (7).
The inverse problem of the calculus of variations
In the previous section it is shown that given a regular Lagrangian function L : T Q → R we can always associate a unique SODE Γ L , see equation (3). The inverse problem of the calculus of variations studies when a prescribed SODE Γ is equivalent to the Euler-Lagrange equations for a regular Lagrangian L : T Q → R, in the sense of searching a non-singular multiplier matrix (g ij (q,q)) such that
has a regular solution L. Note that in the affirmative case we have that g ij = ∂ 2 L ∂q i ∂q j and the solutions to Γ are exactly the same as the solutions to the Euler-Lagrange equations for L.
Geometrically, condition (8) can be captured into the requirement of the existence of a function (4) . When the condition is satisified, the SODE Γ is called variational.
The existence of a regular Lagrangian for Γ is equivalent to the existence of multipliers (g ij (q,q)) satisfying the Helmholtz conditions (see [42] for a more general version):
The problem is specially difficult since Helmholtz conditions are a mixed set of algebraic equations and partial differential equations (PDE) for the multipliers g ij . There are many characterizations of the inverse problem of the calculus of variations in the literature, but not much is known about the complete solution. For instance, n = 1 is always variational [35] and n = 2 was solved by Douglas in [16] , but for n > 2 no complete classification exists. Some partial results exist, more precisely, some cases in Douglas' classification have been generalized to arbitrary n. See for instance [11] , [13] , [34] .
The following characterization of being variational will be very useful in the sequel. 
, where V (T Q) denotes the set of all vertical vector fields for
A new geometric characterization for the inverse of the calculus of variations
For a given SODE Γ : T Q −→ T T Q and a local diffeomorphism F : T Q −→ T * Q of fibre bundles over
Let (q i ,q i ) denote fibered coordinates on T Q and we write F and Γ in these coordinates as
Then the above diagram in coordinates becomes
Note that µ Γ,F is a 1-form on T Q locally given by
In this section we will show that the inverse problem of the calculus of variations for a SODE Γ is equivalent to see whether or not it is possible to find a local diffeomorphism F : T Q −→ T * Q of fibre bundles over Q such that Σ Γ,F = Im(µ Γ,F ) is a Lagrangian submanifold of (T * T Q, ω T Q ). This characterization will be useful for our approach to the inverse problem for constrained systems.
Observe that since Σ Γ,F is the image of the 1-form µ Γ,F on T Q, Σ Γ,F is a Lagrangian submanifold of (T * T Q, ω T Q ) if and only if µ Γ,F is closed, i.e. dµ Γ,F = 0. Therefore, using Poincaré lemma we deduce the local existence of a function L on T Q such that µ Γ,F = dL.
Theorem 4.2. A SODE Γ on T Q is variational if and only if there exists a local diffeomorphism
Proof. We use the characterization in Theorem 4.1 to prove this result.
Then Ω trivially satisfies all the conditions in Theorem 4.1.
⇒ From Theorem 4.1 we have that Γ is variational if and only if there exists a non-degenerate 2-form Ω on T Q satisfying L Γ Ω = 0, Ω(v, w) = 0 for all v, w ∈ V (T Q) and dΩ = 0. From the last condition we deduce that locally Ω = dΘ on a neighborhood U ⊆ T Q, where Θ is a 1-form on U . The restriction of dΘ to vertical subspaces is zero. Thus the restriction of Θ to each fiber is exact, then there is a function f : U → R such that Θ(v) = df, v for any v ∈ V (T Q). Therefore, Θ = Θ − df verifies Θ(v) = 0 for all v ∈ V (T Q) and d Θ = Ω. UsingΘ we construct the map F : U ⊆ T Q → T * Q as follows:
where v q ∈ T Q, w q ∈ T Q and W q ∈ T T Q satisfies T τ Q (W q ) = w q . This definition does not depend on the choice of W q since Θ vanishes on vertical vector fields. Then, it is easy to show that Θ = F * θ Q and from equation (12)
Hence Im(µ Γ,F ) is a Lagrangian submanifold of (T * T Q, ω T Q ). Note that the non-degeneracy of Ω implies that det
∂q j = 0 which is precisely the condition for F to be a local diffeomorphism.
Observe that the submanifold Σ Γ,F ⊂ T * T Q, given in local coordinates by
is a Lagrangian submanifold of (T * T Q, ω T Q ) if and only if there exists a locally defined function L : T Q → R such that ∂L ∂q i = F i and
We have that
Thus the solutions to Euler-Lagrange equations for L coincide with the solutions to the SODE Γ, since F is a local diffeomorphism, that is, locally the matrix
is non-degenerate. Then the multipliers for the Helmholtz conditions are g ij = ∂F i ∂q j . Remark 4.3. Since α Q : T T * Q → T * T Q is a symplectomorphism (see Section 3.3) then we can alternatively characterize the inverse problem of the calculus of variations for a SODE Γ seeing whether the submanifold S Γ,F defined by
Remark 4.4. The submanifold Σ F,Γ will be Lagrangian if
Equivalently, we get the following conditions:
In Appendix A detailed computations show the equivalence between the equations (13), (14) and (15) and the Helmholtz conditions (9), (10), (11) for g ij = ∂F i ∂q j . Remark 4.5. If we admit that the matrix (g ij ) is degenerate, then we get conditions for the existence of a singular Lagrangian L such that
which implies that the solutions of the SODE are also solutions to the Euler-Lagrange equations for L.
2 is a singular Lagrangian that gives the dynamicsẍ =ÿ, which includes the solutions to Γ, and satisfies
with g 11 = g 22 = 1 and g 12 = g 21 = −1. For some choices of f (x, y), the SODE will fall into one of the cases in [16] which do not admit a regular Lagrangian. For instance if we take f (x, y) = xy, then, in the notation of [16] (except for the coordinates which we denote as (t, x, y,ẋ,ẏ)), we get
Then the determinant of
is nonzero and the example falls into the nonvariational Case IV of Douglas [16] .
Chaplygin hamiltonization
As we have seen in Section 3.1.1, the equations of motion of a noholonomic Chaplygin system can be reduced to a second-order differential equation on Q/G. Then, we can apply the inverse problem of the calculus of variations in an attempt to find a Lagrangian L : T (Q/G) → R such that equations (6) are equivalent to the Euler-Lagrange equations for the Lagrangian L.
Denote by Γ the SODE on T (Q/G) in equations (6) . By Theorem 4.2, Γ is equivalent to the EulerLagrange equations of a Lagrangian if there exists a fiber diffeomorphism F :
Equivalently, in the case of Chaplygin systems we can use the reduced Lagrangian L * : T (Q/G) → R defined in Section 3.1.1 and its associated Legendre transformation
Then we can define the vector field Γ = (Leg L * ) * Γ on T * (Q/G) representing the nonholonomic dynamics, now on the Hamiltonian side. But if there exists a solution F : T (Q/G) → T * (Q/G) of the inverse problem of calculus of variations then the vector field F * Γ is locally Hamiltonian. That is, locally there exists a function H :
Therefore, if we consider the diffeomorphism G :
then it is clear by construction that G * Γ = F * Γ and
where Ω = G * (ω Q/G ) andĤ = H • G. Equation (16) corresponds to the standard notion of hamiltonization of a Chaplygin system [4, 6] .
A new geometric characterization for the time-dependent inverse problem
Now we consider a non-autonomous second order differential system of the form
We want to characterize when a regular time-dependent Lagrangian L(t, q,q) exists such that the solutions of the corresponding Euler-Lagrange equations coincide with the solutions of the system (17) . Finding a regular Lagrangian is equivalent to finding a multiplier matrix (g ij (t, q,q)) satisfying the Helmholtz conditions for time-dependent SODE's, which can be written as in the previous section (9), (10), (11) , but now Γ = ∂ ∂t +q i ∂ ∂q i + Γ i ∂ ∂q i . In [16] , Douglas solved this problem for the two dimensional case. He thoroughly analyzed the Helmholtz conditions using Riquier theory to give a classification of variational and nonvariational SODE's in terms of conditions that depend only on Γ j and some of its partial derivatives.
Definition 4.7.
A vector field Γ on R × T Q is a SODE if Γ, θ i = 0 and Γ, dt = 1, where θ i = dq i −q i dt are the usual contact 1-forms. In local coordinates (t, q,q) for R × T Q,
The integral curves of Γ are the ones satisfying the system of explicit second order differential equationsq i = Γ i (t, q,q). 
provides R × T Q with a cosymplectic structure if L is regular [7] .
In [12] an alternative characterization analogous to the one in [10] is given for the time-dependent case:
Theorem 4.9.
[12] A SODE Γ on R × T Q is variational if and only if there exists a 2-form Ω on R × T Q of maximal rank such that
Consider now the following diagram, where F : R × T Q −→ R × T * Q is a local diffeomorphism over R × Q:
In local coordinates, if we write Γ(t,
To characterize the variational property of the time-dependent SODE, we need the following definitions. Let f be a function on P , f c and f v denote respectively the complete and vertical lift of the function f to T P , see [44] . These lifts are defined as follows:
∆ is the Liouville vector field,
where τ P : T P → P is the canonical projection. 
If (x i ) denote local coordinates in P and the Poisson bivector is given by
is the Poisson bivector corresponding to the bracket {·, ·} T . Now we consider the projectionπ : T * (R×Q) ≡ T * R×T * Q → R×T * Q given byπ = (π R , id T * Q ) that isπ(α t , β q ) = (t, β q ) where α t ∈ T * t R and β q ∈ T * q Q. We induce a Poisson bracket on R × T * Q such thatπ is a Poisson morphism where we are considering in T * (R × Q) the standard Poisson bracket induced by the symplectic 2-form ω R×Q . Locally, in coordinates (t, q i , p i ) for R × T * Q we have that the induced bracket { , } is defined by
Then we take its tangent lift to T (R × T * Q), which is defined on the induced coordinate functions (t, q, p, v t ,q,ṗ) by
and the remaining Poisson brackets vanish. The variational property of Γ will be characterized in terms of Lagrangian submanifolds for this Poisson structure. To be more precise, Im(γ Γ,F ) must be Lagrangian for some F . Now we will write the conditions that arise when forcing Im(µ Γ,F ) to be Lagrangian. In local coordinates (t, q, p, v t ,q,ṗ) for T (R × T * Q) we have
and
As C = span{dq i , dp i , dq i , dṗ i }, the equality ♯(T (Im(γ Γ,F )) • ) = T (Im(γ Γ,F )) ∩ C holds if the following conditions are satisfied
which in more detail read
Remark 4.12. Note that the above conditions are the same that arise if we require that the natural projection of Im(γ Γ,F ) ⊂ T (R × T * Q) onto T T * Q be a Lagrangian submanifold for each time coordinate with the symplectic structure d T ω Q .
Now we give a characterization of the variational character of a time-dependent SODE in terms of Lagrangian submanifolds of the Poisson manifold (T (R
× T * Q), { , } T ).
Theorem 4.13. A SODE Γ on R × T Q is variational if and only if there is a local diffeomorphism
F : R × T Q −→ R × T * Q over R × Q such that Im(γ Γ,F ) is a Lagrangian submanifold of (T (R × T * Q), {, } T ).
Proof. ⇒ If Γ is variational then there is a local regular Lagrangian
We can define
whose image is a Lagrangian submanifold of (T (R × T * Q), {, } T ).
⇐ Given a local diffeomorphism
satisfying (19) , (20) and (21), we define
Computing the exterior derivative of Ω we get
Conditions (18) on F yield dΩ = 0. It is also readily checked that i Γ Ω = 0. Since F is a local diffeomorphism, that is, rank
∂q j dq j ∧ dq i makes Ω have maximal rank. Thus Ω satisfies all the conditions in Theorem 4.9 and Γ is variational.
Remark 4.14. Note that the Cartan 2-form Ω L (see Remark 4.8) can be alternatively rewritten as
These substitutions motivate the definition of Ω in the proof of Theorem 4.13 above for an F and Γ arbitrary instead of Leg L and Γ L . For more on the formulation of time-dependent Lagrangian mechanics see [12, 31] .
Remark 4.15. If we replace the trivial bundle R×Q −→ R by an arbitrary fiber bundle π : E −→ R, then the first jet manifold, denoted by J 1 E is the generalization of R × T Q. The generalization of R × T * Q is V * π, the dual bundle of the vertical bundle to π. V * π is also equipped with a Poisson structure that can be lifted to T V * π. The picture in this case is as follows:
Now the variationality of Γ could also be studied in terms of Im(γ Γ,F ) being Lagrangian in (T V * π, {, } T )
[18].
The inverse problem for constrained systems
In this section, we will study the extension of the inverse problem of the calculus of variations to the case of constrained systems. Consider a submanifold M of T Q and a vector field Γ on M verifying the SODE condition, that is,
Nonholonomic mechanics is an example of this situation, as we will see later.
From now on, we assume that M projects over the whole configuration manifold Q. Inspired by Theorem 4.2 we give the following definition: Definition 5.1. A SODE Γ on the submanifold M of T Q is variational if there exists an immersion F : M → T * Q over Q such that Σ Γ,F := Im(µ Γ,F ) is an isotropic submanifold of (T * T Q, ω T Q ), where
Assume that M is determined by the constraintṡ
so (q i ,q a ) are local coordinates on M , 1 ≤ a ≤ n − m, n = dim Q. Then the solutions of the SODE Γ are now represented by the following system of differential equations
For each map
satisfying that rank
We look for an immersion
, that is, such that the following conditions are satisfied:
We will refer to them as constrained Helmholtz conditions. Now, we will see the relationship between Im(µ Γ,F ) and the dynamics given by the SODE Γ on M . Take the submanifold α −1 Q (Im(µ Γ,F )) = T F (Γ(M )) of T T * Q. Since T T * Q is a tangent bundle, we have dynamics related to any submanifold. In our case T F (Γ(M )) is given by
in the typical coordinates in T T * Q. Tangent curves to this submanifold satisfy the following equa-
Since ∂F i ∂q a is assumed to have maximal rank, we getq a = Γ a (q j ,q b ) andq α = ψ α (q j ,q b ). In this case we have seen that the isotropic submanifold T F (Γ(M )) = α 
Proof. ⇒ Assume that Γ is variational, that is, there exists an immersion
On the other hand, Σ Γ,F is given by the following set of points of T * T Q:
If we denote by
i Σ Γ,F : Σ Γ,F −→ T * T Q the inclusion, then i * Σ Γ,F θ T Q = Γ(F i )dq i + F a dq a + F α dψ α = Γ(F i ) + ∂ψ α ∂q i F α dq i + F a + ∂ψ α ∂q a F α dq a .
Now it is clear that the condition of isotropy
The first two properties in the statement of the Theorem follow directly from the definition of Ω and the last one from F being an immersion. Indeed, Ω =
∂q a dq i = 0 for all i = 1, . . . , n. As
⇐ Now, given a 2-form on M satisfying the conditions in the statement, we construct an immersion that provides an isotropic submanifold Σ Γ,F of (T * T Q, ω T Q ). Since dΩ = 0, locally we can write Ω = dΘ. Then using the second condition we get that there exists a locally defined function f on M such that Θ(v) = df (v) for each vertical vector v ∈ V (M ). We can defineΘ = Θ − df which is a semi-basic 1-form on M , that is, it vanishes on vertical vectors and can be written in coordinates asΘ = µ i dq i , µ i being functions on M . Moreover dΘ = Ω. Then we define F : M → T * Q by 
Since the 1-form
is a Lagrangian submanifold of (T * M, ω M ). Having Proposition 2.5 in mind, we obtain from it a Lagrangian submanifold of
In particular forp α = F α we have
As L Γ Ω = 0, we get that both Im(L Γ F * θ Q ) and Im(L Γ F * θ Q ) need to be Lagrangian and therefore Im(µ Γ,F ) is isotropic in (T * T Q, ω T Q ).
Finally since ♭ Ω | V (T M ) is injective and dΘ = Ω, ∂F i ∂q a has maximal rank and F is an immersion. Now we conclude that Γ is variational according to Definition 5.1.
Remark 5.3. Note that in the proof above we have described a way to assign to each isotropic submanifold Σ Γ,F a Lagrangian submanifold that contains it and projects over the constraint submanifold, see Proposition 2.5. From L Γ Ω = 0 we obtain a locally defined function l :
coincides with Σ l = {µ ∈ T * T Q : i * µ = dl} ⊂ T * T Q, the construction from Theorem 2.6, it gives the constrained variational dynamics associated to l (see Section 3.2). Summing up, given a variational SODE Γ on M , we can always find a local Lagrangian l on M such that the solutions of Γ are constrained variational trajectories for l.
Note that in this case we were not adressing the question of finding a Lagrangian L : T Q −→ R such that the solutions of the nonholonomic equations for L coincide with the solutions of Γ, but asking when the nonholonomic dynamics can be seen as constrained variational dynamics, see Sections 3.1 and 3.2.
In the next, we will study the problem of how to derive a description of the constrained dynamics in terms of a variational problem without constraints (see [6] , [29] ). We will need the following Lemma.
Lemma 5.4. Let P be a smooth manifold, C ⊂ P a submanifold and γ a section of T * P | C −→ C, where T * P | C = {µ ∈ T * P : π P (µ) ∈ C} and π P : T * P −→ P denotes the projection over P . If γ(C) is isotropic in (T * P, ω P ), then there is a 1-formγ defined in a neighborhood of C such that
Proof. Take adapted coordinates (x i , y a ), i = 1, . . . , n − m, a = 1, . . . , m, on P such that C is given by y a = 0 and denote the corresponding momenta coordinates by p i andp a . Then γ(C) is given by
and it projects over C. The isotropy condition gives
We want to see γ(C) inside some submanifold N of T * P of dimension 2n − m and then apply the construction at the end of Section 2.1 to extend it to a Lagrangian submanifold via the Hamiltonian vector fields corresponding to the constraints defining N . For that we have many options, for instance we can choose among the constraints
and linear combinations of them. If we consider φ a =p a −γ a the Hamiltonian vector field is given by
which satisfies X φa (y a ) = 1, so it is not tangent to γ(C). Extending γ(C) along the flows of X φa we obtain
which is the image ofγ = dL with L : P → R, L(x, y) =γ a (x)y a + f (x), not necessarily regular, and
The existence of such a function f on C is guaranteed by the isotropy condition.
Remark 5.5. Note that there are many possible ways to choose the constraints and construct Lagrangians. For instance taking φ a = y a +p a − γ a we obtain L = γ a y a + γ i x i − ∂γa ∂x j (y a ) 2 . On the other hand, if we take φ a = y a then we obtain a Lagrangian submanifold projecting over M which corresponds to the constrained variational description.
As a consequence of Lemma 5.4, taking γ(C) = Σ Γ,F we obtain the following important result.
Theorem 5.6. If a SODE Γ on M is variational, then there exists a Lagrangian L : T Q −→ R such that the integral curves of Γ are the restriction of the solutions of the Euler-Lagrange equations of L to M .
Example 5.7. Let Q = R 2 with coordinates (x, y) and denote fibered coordinates on T Q and T * T Q by (x, y,ẋ,ẏ) and (x, y,ẋ,ẏ, µ x , µ y ,μ x ,μ y ) respectively. Let N = {(x, y,ẋ, f (x, y,ẋ))} ⊂ T Q be the constraint submanifold and the SODE Γ on N be given byẍ = 0. That is, we have the dynamics given byẍ = 0,ẏ = f (x, y,ẋ) .
We define F : N −→ T * Q by F (x, y,ẋ) = (x, y,ẋ+y, x), which is an immersion. Then Σ Γ,F ⊂ T * T Q is locally described by (x, y,ẋ, f, f,ẋ,ẋ + y, x) and is an isotropic submanifold of dimension 3, for
Therefore ImL Γ F * θ Q ⊂ T * T Q is locally described by
Whenμ y = x, Σ Γ,F is recovered. Since dL Γ F * θ Q = 0, we have a local Lagrangian l : N −→ R, l =ẋ 2 2 +ẋy + xf (x, y,ẋ), satisfying
Note that l is the restiction of the singular Lagrangian L 1 =ẋ 2 2 +ẋy + xẏ toẏ = f . Consider the constraint φ =ẏ − f +μ y − x and the corresponding Hamiltonian vector field for the symplectic structure ω T Q :
If we extend the isotropic submanifold Σ Γ,F along its flow we obtain the Lagrangian submanifold
which is the image of dL 2 with L 2 = xẏ −ẏ 2 2 + fẏ +ẋ
2 , another extension of l. However, this is a regular Lagrangian since det Vertical rolling disk) . Consider the configuration space Q = S 1 × S 1 × R 2 with coordinates (θ, ϕ, x, y), where θ denotes the angle of rotation, ϕ the angle between the direction in which the disk moves and the x-axis and (x, y) are the coordinates of the contact point. We consider the Lagrangian L = 1 2 (θ 2 +φ 2 +ẋ 2 +ẏ 2 ) and the constraints given by the condition of rolling without sliding areẋ = cos(ϕ)θ andẏ = sin(ϕ)θ.
We know that for the rolling disk the nonholonomic equations arë θ = 0,φ = 0,ẋ = cos(ϕ)θ,ẏ = sin(ϕ)θ, and the variational constrained ones are 2θ =φ(−A sin(ϕ) + B cos(ϕ)),φ =θ(A sin(ϕ) − B cos(ϕ)),
where A and B are constants (see [5] ). Taking A = B = 0 we see that the set of nonholonomic solutions is contained in the set of variational constrained ones. Now consider the constrained Lagrangian l(θ, ϕ, x, y,θ,φ) =θ 2 +φ 2 2 and define F as the Legendre transformation associated to the following extension L(θ, ϕ, x, y,θ,φ,ẋ,ẏ) =θ 2 +φ 2 2 , that is,
As Γ 1 = Γ 2 = 0, the submanifold Σ Γ,F ⊂ T * T Q can be locally described by θ, ϕ, x, y,θ,φ, cos(ϕ)θ, sin(ϕ)θ, 0, 0, 0, 0, 2θ,φ, 0, 0 .
It is isotropic and has dimension 6, so we want to choose 2 constraint functions on T * T Q satisfied by Σ Γ,F and extend it in the corresponding directions. First we take the constraints
with corresponding Hamiltonian vector fields
Extending Σ Γ,F along the flows of X φ 1 and X φ 2 we obtain the Lagrangian submanifold with local expression θ, ϕ, x, y,θ,φ,ẋ,ẏ, 0,θ(cos(ϕ)ẏ − sin(ϕ)ẋ), 0, 0,θ + cos(ϕ)ẋ + sin(ϕ)ẏ,φ, −ẋ + cos(ϕ)θ, −ẏ + sin(ϕ)θ which is the image of dL withL = 1 2 (θ 2 +φ 2 −ẋ 2 −ẏ 2 ) +θ(cos(ϕ)ẋ + sin(ϕ)ẏ). So we have obtained a regular Lagrangian whose unconstrained trajectories include the nonholonomic trajectories of the first Lagrangian. This is the same Lagrangian as the one obtained in [17] .
If we take φ 1 =μ x , φ 2 =μ y then we obtain the Lagrangian submanifold For φ 1 =ẋ − cos(ϕ)θ, φ 2 =ẏ − sin(ϕ)θ we get the Lagrangian submanifold θ, ϕ, x, y,θ,φ, cos(ϕ)θ, sin(ϕ)θ, 0,θ(μ x sin(ϕ) −μ y cos(ϕ)), 0, 0, 2θ −μ x cos(ϕ) −μ y sin(ϕ),φ,μ x ,μ y , which coincides with Im(L Γ F * θ Q ), for ∂ψ 1 ∂θ = cos(ϕ) and ∂ψ 2 ∂θ = sin(ϕ), where ψ 1 = cos(ϕ)θ, ψ 2 = sin(ϕ)θ. Therefore, we obtain the variational constrained equations for the constrained Lagrangian l : M → R. Now we find another immersion F : M −→ T * Q that makes Σ Γ,F isotropic. After extending it we get new Lagrangian functions defined on T Q.
We make the following assumptions on the dependence of coordinates of F
Then the only constrained Helmholtz equations (22), (23) and (24) that do not vanish identically are
) is a solution, where ρ : R → R is arbitrary.
Setting ρ(φ) =φ, define
which is isotropic of dimension 6 on (T * T Q, ω T Q ) .
If we take φ 1 =μ x −θφ and φ 2 =μ y −θφ , the corresponding Hamiltonian vector fields are
Extending Σ Γ,F along the flows of X φ 1 and X φ 2 we get θ, ϕ, x, y,θ,φ,ẋ,ẏ, 0, 1 2θ
which is the image of dL for the singular Lagrangian
Now we choose constraints φ 1 =ẋ−cos(ϕ)θ +μ x −θφ , φ 2 =ẏ −sin(ϕ)θ +μ y −θφ with Hamiltonian vector fields
Extending Σ Γ,F along their flows we obtain θ, ϕ, x, y,θ,φ,ẋ,ẏ, 0, 1 2θ
which is the image of dL for
As det
(1 + sin(ϕ) + cos(ϕ)) , observe that this Lagrangian is regular except at a hypersurface of singular points.
Example 5.9 (Nonholonomic particle). Consider the system defined by Q = R 3 , L = 1 2 (ẋ 2 +ẏ 2 +ż 2 ) and constraintż = −xẏ. The nonholonomic SODE is given by Γ 1 = 0, Γ 2 = − xẋẏ 1+x 2 . This SODE is variational as a constrained system as we will see. Indeed, in [6] the authors show that this system can be represented as the restriction of the Euler-Lagrange vector field associated to a Lagrangian defined on the full space T Q. In our framework, we define the map
and is isotropic in (
Note that l = L| M = 1 2 (ẋ 2 +ẏ 2 (1 + x 2 )). Since Σ Γ,F ⊂ Σ l , the solutions of Γ can be seen as constrained variational for l, although not for L| M (see [17] ). Now we look for a Lagrangian on T Q. Taking φ =μ z + √ 1+x 2ẏ x as constraint and extending Σ Γ,F along the flow of
we get
x, y, z,ẋ,ẏ,ż, −ẏ
generated by the regular Lagrangian
6 The inverse problem for holonomic constraints
A particular case of constrained systems is given by a submanifold M of T Q which is precisely a tangent bundle of a submanifold N of Q, this is the case of holonomic constraints. In other words, M = T N . In many cases of interest it is useful to work extrinsically, that is, on the manifold Q instead of intrinsically, that is, on N . As a result, the system on N is described in terms of a system on Q. Assume that T N is locally described by the vanishing of the constraints ψ α (q a , q β ) = 0 and ∂ψ α ∂q aq a + ∂ψ α ∂q βq β = 0, 1 ≤ α ≤ m.
For simplicity and without loss of generality, we consider the local coordinates on Q adapted to N and the corresponding local coordinates on T Q adapted to T N , so that
where a = 1, . . . , n − m. The SODE Γ on T N is locally described by
The difference between holonomic dynamics and the nonholonomic one considered in Section 5 is that M = T N does not project over the entire Q. Thus, the notion of variational SODE for constrained systems in Definition 4.1 must be adapted, because if M does not project over the entire Q, F : M → T * Q might not be an immersion. 
is an isotropic submanifold of (T * T Q, ω T Q ), where i * T N is the transpose map of i T N as defined below in (28) .
With this adapted notion of a variational SODE for holonomic constraints Theorem 5.2 can be also proved similarly as the proof in Section 5 when M projects onto the entire Q.
Our interest now is to establish a relationship between the inverse problem without constraints when we work intrinsically on T N and the inverse problem with the holonomic constraints, when we work extrinsically on T Q.
A SODE Γ on T N is variational for the inverse problem of the calculus of variations without constraints if and only if it is variational along the submanifold T N of T Q in the inverse problem for constrained systems.
Proof. ⇒ If Γ is variational for the unconstrained system on T N , then there exists a regular Lagrangian l : T N → R whose solutions of the Euler-Lagrange equations are also integral curves of the SODE Γ and vice-versa. The function f : T N → T * N in the above diagram is the Legendre transformation of l, that is, f (q,q) = Leg l (q,q) = (q, ∂l/∂q). Moreover, Im(µ Γ,f ) is a Lagrangian submanifold of (T * T N, ω N ).
Let i T N : T N → T Q be the inclusion and consider an arbitrary fiber function F : T N → T * Q such that the following diagram is commutative:
, it is easy to deduce that F : T N → T * Q is an immersion. In local coordinates, the function F looks like
where F α are arbitrary functions on T N .
The local expression in adapted coordinates of the submanifold Im(µ Γ,F ) of T * T Q is
This submanifold is isotropic if (µ Γ,F ) * (ω T Q ) is equal to zero, equivalently,
because Γ is the Euler-Lagrange vector field for l :
⇐ Assuming now that Γ is variational for the inverse problem with constraints, then there exists F : T N → T * Q such that the map (i * T N •F ) : T N → T * N is an immersion and Im(µ Γ,F ) is isotropic in (T * T Q, ω T Q ). Now we find a solution of the inverse problem of the calculus of variations (without constraints) by taking
This result can be also proved intrinsically because f and F must make the following diagram commutative:
Note that the diagram is commutative if F a = f a , but the remaining F α are arbitrary. It can be easily proved that f * θ N = F * θ Q . Then the 2-form characterizing the inverse problem for the calculus of variations, Theorem 3.1, and the one characterizing the inverse problem for the constrained systems, Theorem 4.2, coincide. This concludes the proof.
Let Γ be a SODE on T N which is the Euler-Lagrange vector field corresponding to a regular Lagrangian l : T N → R. Applying Theorem 6.2 we obtain an isotropic submanifold of (T * T Q, ω T Q ) by simply taking Im(µ Γ,F ) for any map
where Leg l : T N → T * N is the Legendre transformation associated to l : T N → R.
Recall that in Section 5 for the case of a submanifold projecting over the entire Q, we saw that a constrained variational SODE could be seen as the restriction of a variational SODE on T Q, Theorem 5.6. In order to do this we just need to find a Lagrangian submanifold projecting over the entire T Q and containing Im(µ Γ,F ) which in this case has the expression
If we take a Lagrangian L : T Q → R such that L |T N = l and verifying
For instance, in adapted coordinates to T N , we can take any Lagrangian L :
Therefore, we conclude that the solutions of the holonomic problem given by l are included in the solutions of L with initial conditions given on T N .
Example 6.3. Planar pendulum of length h with a particle of mass m. In this case T N = T S 1 and T Q = T R 2 . The local adapted coordinates are (q 1 , q 2 ) = (θ, r − h). We consider the SODE Γ on T S 1 coming from the Lagrangian l :
In this case f (θ,θ) = (θ, mh 2θ ) and we could take
and a regular one is, for instance,
7 Time-dependent inverse problem for constrained systems
Now let us extend time-dependent Helmholtz conditions reviewed in Section 4.3 to constrained systems. Let M ⊂ T Q be a submanifold projecting over the whole configuration manifold Q, and Γ a SODE on R×M . If (t, q i ,q a ) denote coordinates on R×M , i = 1, . . . , n = dim Q, a = 1, . . . , m ≤ n, then the solutions of Γ are given bÿ
where α = 1, . . . , n − m.
As in Section 5 we need to introduce the notion of isotropic submanifolds but now in the Poisson context (see Section 4.3).
Definition 7.1 ([39]
). Let (P, {, }) be a Poisson manifold and denote by ♯ : T * P −→ T P the morphism of vector bundles induced by the Poisson bivector. Let N ⊂ P be a submanifold. We say that it is isotropic if
Recall that C = Im(♯) denotes the characteristic distribution.
Definition 7.2. We say that a SODE Γ on R × M is variational if there is an immersion F : R×M −→ R×T * Q over R×Q such that Im(T F •Γ) is an isotropic submanifold of (T (R×T * Q), {, } T ).
R × T * Q
We will now impose the isotropy condition on Im(γ Γ,F ) to obtain the time-dependent Helmholtz conditions for constrained systems. In local coordinates γ Γ,F is given by
We also have
Then the equations we obtain by imposing T (Im(γ Γ,F )) ∩ C ⊂ ♯(T N • ) are:
Equations (29) and (31) Proof. We prove this result using Theorem 4.9.
⇒ If Γ is variational in the sense given in Definition 7.2, then we define a 2-form on R × M by
Condition (ii) is readily satisfied and condition (iii) can also be checked without making use of the conditions on F :
Condition (i) is equivalent to d(L Γ F * θ Q ∧ dt) = 0, and this is guaranteed by equations (29), (30) and (31) .
Finally condition (iv) is a consequence of F being an immersion. This can be checked using local coordinates as in Theorem 5. where v q ∈ M, w q ∈ T Q, W vq ∈ T M and T τ Q | M (W vq ) = w q .
We check that Im(γ Γ,F ) is isotropic using local coordinates. AsΘ vanishes on vertical vectors, we can writeΘ = F i dq i + µ t dt .
Then and now the closedness of the second factor gives equations (29), (30) and (31) for F . ∂q a has maximal rank and F is an immersion.
Conclusions and future developments
The contributions of this paper include a characterization of the inverse problem of the calculus of variations in terms of special submanifolds in symplectic geometry; precisely, Lagrangian and isotropic submanifolds. Our approximation is flexible enough to take into account systems of second order differential equations with constraints, in particular, nonholonomic systems and their hamiltonization. Moreover, using symplectic techniques, we can prove that if a constrained explicit second order differential equation admits a solution of the inverse problem then it can always be represented by a Lagrangian system without constraints. This last system agrees with the constrained SODE along the submanifold of T Q which gives the constraints (see Theorem 5.6). We adapt our techniques to the case of explicit time-dependent SODE's now using Poisson techniques instead of the symplectic ones.
As we said before, one of the advantages of our approach is the easy adaptability to different cases. In particular, in future work we will study the following extensions:
• The inverse problem for reduced systems; in particular, Euler-Poincaré equations and LagrangePoincaré equations. In this case, we need to work with a notion of SODE over more general spaces than tangent bundles (for instance, T Q/G where G is a Lie group acting free and properly on the configuration manifold). To study this problem, we will use the Lie algebroid formalism developed in [14] .
• We will carefully study the relationship between our techniques and hamiltonization of nonholonomic systems. This is useful to study invariance properties of the nonholonomic flow (preservation of a volume form, symmetries...).
• Another interesting possibility is to extend our technique, always using Lagrangian and isotropic submanifolds, now for the symplectic cotangent bundle (T * Q × T * Q, Ω) where Ω = pr * 2 ω Q − pr * 1 ω Q . This case will be useful to study the inverse problem for discrete systems, that is, when a second-order difference equation can be derived as the flow associated to the discrete Euler-Lagrange equations for a discrete Lagrangian L d : Q × Q → R (see [28] ). Of course, we will have a version for reduced systems using similar techniques to the ones in the previous paragraph [27] .
Assume F is a local diffeomorphism that satisfies (32) , (33) and (34) . The first three sets of Helmholtz conditions (9) , that is, det(g ij ) = 0, g ij = g ji and we obtain a ij = a ji and we can reverse the calculations in the above implication.
Remark A.1. Analogous computations can be carried out for the equations in the time-dependent case, now using the local expression for Ω in [12] .
