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Abstract
We consider the problem of forecasting complex,
nonlinear space-time processes when observa-
tions provide only partial information of on the
system’s state. We propose a natural data-driven
framework, where the system’s dynamics are
modelled by an unknown time-varying differen-
tial equation, and the evolution term is estimated
from the data, using a neural network. Any
future state can then be computed by placing
the associated differential equation in an ODE
solver. We first evaluate our approach on shallow
water and Euler simulations. We find that our
method not only demonstrates high quality
long-term forecasts, but also learns to produce
hidden states closely resembling the true states
of the system, without direct supervision on the
latter. Additional experiments conducted on
challenging, state of the art ocean simulations
further validate our findings, while exhibiting
notable improvements over classical baselines.
1. Introduction
Dynamical systems are a tool of choice to model the evolu-
tion of phenomena occurring in nature. In order to derive
a dynamical system describing a real world physical pro-
cess, one must first gather measurements of this system.
Then, a set of variables Xt describing the system at a given
time t, called the state, along with a transition function
T (Xt) = Xt+δt linking consecutive states in time, is in-
ferred based on the available measurements. Generally, the
continuous limit proves to be more tractable, powerful and
convenient for calculations, so that one usually considers an
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evolution equation of the form :
dXt
dt
= F (Xt) (1)
Many phenomena studied in physics, computer vision, bi-
ology (Mitchell & Schaeffer, 2003), geoscience (Ferguson,
1988), finance (Y. Achdou & Lelievre, 2007), etc... obey
a general equation of this form. For this reason, an exten-
sive effort has been put into gaining a better understanding
and resolving this equation. However, for many practical
problems, the relation between the components of the state
is highly non-linear and complex to describe analytically:
finding an appropriate evolution model F can thus elude
scientific communities for decades.
With the availability of very large amounts of data captured
via diverse sensors and recent advances of statistical meth-
ods, a new data-driven paradigm for modeling dynamical
systems is emerging, where relations between the states are
no longer handcrafted, but automatically discovered based
on the available observations. This problem can be ap-
proached by considering some class of admissible functions
{Fθ}, and looking for a θ such that the solution Xθ of :
dXt
dt
= Fθ(Xt) (2)
fits the measured data. This approach has motivated some
recent work for exploiting machine learning in order to
solve differential equations. For example, Rudy et al. (2017)
parameterizes Fθ as sparse linear regression over a set of
pre-defined candidate differential terms, Raissi et al. (2017);
Raissi (2018) or Long et al. (2018) use statistical models
such as Gaussian processes and neural networks to model
Fθ and learn a solution to the corresponding equation.
Previous methods have essentially considered the case
where the state of the system Xt is fully-observed at all
times t. However, for many real-world applications, the en-
tire state of the system is not fully visible to external sensors:
one usually only has access to low-dimensional projections
of the state, i.e. observations. Intuitively, the latter can be
seen as what is readily and easily measurable; this means
that, in contrast with the ideal case where the full state can
be observed at all times with perfect certainty, there is an
important loss of information. This issue is a major one in
many fields within applied sciences (Carrassi et al., 2018;
Lorenc, 1986).
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Learning Dynamical Systems from Partial Observations
In our work, we consider the problem of learning complex
spatio-temporal dynamical systems with neural networks
from observations Y , which are only partially informa-
tive with respect to the full state X . First, we formulate
the problem as a continuous-time optimal control problem,
where the parameters of the neural network are viewed
as control variables. From this, we then present a natural
algorithm solving the resulting optimization problem, plac-
ing the neural network in an ordinary differential equation
(ODE) solver in order to produce future predictions. Finally,
we successfully apply our method to three increasingly chal-
lenging datasets and show promising results, comparing our
approach to standard deep learning baselines.
Our main contributions are the following:
– a general, widely applicable approach for modeling
space-time evolving processes with neural networks;
– linking the continuous-time optimal control framework
to neural network training in the partially observed
case;
– experiments with realistic dynamical systems exhibit-
ing good forecasting performance for long time hori-
zons in different settings;
– experiments showing successful unsupervised learning
of the true hidden state dynamics of the dynamical
system;
– all our results are achieved without imposing priors
over the form of the studied equation. This is an im-
portant novelty w.r.t. existing work.
2. Background
2.1. Continuous State Space Models
We consider space-time dynamics for which X can be writ-
ten as a function of (t, x) ∈ R+ × Ω where t and x are re-
spectively the time and space variables, Ω ⊂ Rd the domain
over which we study the system. The spatial vector-valued
function Xt contains the quantities of interest describing a
studied physical system at time t.
In a realistic setting, the state is generally only partially
observed e.g., when studying the ocean’s circulation, vari-
ables contained in the system’s state such as temperature
or salinity are observable, while others such as velocity or
pressure are not. In other words, the measured data is only
a projection of the complete state Xt. This measurement
process can be modelled with a fixed operatorH linking the
system’s state Xt to the corresponding observation Yt:
Yt = H(Xt)
In the following,H is supposed known, fixed and differen-
tiable1. Let us note that, generally, the measurement process
1In most practical cases, this hypothesis is verified as H can
represents a considerable loss of information compared to
the case where X is available, as the measurements may be
sparse and low-dimensional.
Moreover, we assume that X obeys a differential equation
of the general form of equation 1, with an initial condition
X0. This leads us to the following continuous state space
model: 
X0
dXt
dt
= F (Xt)
Yt = H(Xt)
(3)
2.2. Neural Ordinary Differential Equations
Recently, the link has been made between residual net-
works and dynamical systems E (2017): a residual block
ht+1 = ht + f(ht, θt) can be seen as the explicit Euler dis-
cretization of the following system:
dht
dt
= f(ht, θt) (4)
Adopting this viewpoint, time t corresponds to the neural
network’s layer index, the initial condition h(0) to the net-
work’s input, and the forward pass as the time integration
h(T ) = h(0) +
∫ T
0
f(h(t), θt) dt, where h(T ) corresponds
to its output. Chen et al. (2018) propose computing this in-
tractable integral using an ordinary differential equation
(ODE) solver. During training, in order to compute the
derivative with respect to the neural network parameters,
the corresponding adjoint state equation is solved backward
in time. Note that in this work, instead of considering the
evolution of the inner dynamics of the neural throughout
its layers, we consider the dynamics of the studied process
itself, in the context partially observed states.
3. Theoretical Framework
In this section, we set the theoretical framework necessary to
solve our problem. As we will see, it can be formulated as a
continuous-time optimal control problem, where the control
variables correspond to the network’s parameters. In order
to train our model, we derive the forward and backward
equations necessary for the classical gradient descent algo-
rithm solving it and discuss the two main methods available
to compute numerical solutions.
3.1. Optimization Problem
Our goal is to learn the differential equation driving the dy-
namics of a smooth state functionX for which we only have
supervision over observations Y through a fixed operator
H. In order to enforce our dynamical system to explain the
usually be represented as a smooth operator.
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observations, we define a cost functional of the form :
J (Y, Y˜ ) =
∫ T
0
∥∥∥Yt − Y˜t∥∥∥2
L2
dt (5)
Here, Y is a spatio-temporal field representing observations
of the underlying system, Y˜ the output of the system, and
‖·‖L2 the norm associated to the L2 Hilbert space over Ω.
Since the state Xt is constrained to follow the dynamics
described by equation 2, starting from its initial condi-
tion X0, the optimization problem is in fact a constrained
one :
minimize
θ
EY ∈Dataset [J (Y,H(X))]
subject to
dXt
dt
= Fθ(Xt),
X0 = gθ(Y−k, X˘0)
(6)
where Fθ is a smooth vector valued function defining the
trajectory of X , and gθ gives us the initial condition X0.
In other words, θ parameterizes both the dynamics through
F and the initialization through g. In particular, if a full
initial state is given as input to the system, gθ can be taken
as independent of any parameter and doesn’t need to be
learned.
For any θ, we assume that F and g are such that there always
exists a unique solution to the equation given as a constraint
in equation 6. In the following, we will call such a solution
Xθ.
3.2. Adjoint State Method
Now that the optimization problem is stated, an algorithm
to solve it must be designed. For this, we will use a stan-
dard gradient descent technique. In order to use gradient
descent, we must first calculate the gradient of the cost
functional under the constraints, i.e. the differential of
θ → EY J (Y,H(Xθ)). However, this implies calculat-
ing
∂Xθ
∂θ
, which is often very computationally demanding,
as it implies solving dim(θ) forward equations.
But, by considering the Lagrangian formulation of the con-
strained optimization problem introduced in equation 6, it
is possible to avoid explicitly calculating
∂Xθ
∂θ
. The La-
grangian is defined as :
L(X,λ, µ, θ) = J (X) +
∫ T
0
〈
λt,
dXt
dt
− Fθ(Xt)
〉
dt
+ 〈µ,X0 − gθ〉
(7)
here, the scalar product 〈·, ·〉 is the scalar product associated
to the L2 space over Ω.
As, for any θ, Xθ satisfies the constraints by definition, we
can now write :
∀θ, λ, µ, L(Xθ, λ, µ, θ) = J (Xθ)
which gives :
∀λ, µ, ∂
∂θ
L(Xθ, λ, µ, θ) = ∂
∂θ
J (Xθ)
By calculating the differential of L w.r.t. θ and using it to
have the gradient of J , we can obtain :
Theorem 1 (Adjoint State Equation).
∂
∂θ
J (Xθ) = −
∫ T
0
〈
λt, ∂θFθ(X
θ
t )
〉
dt−〈λ0, ∂θgθ〉 (8)
where λ is solution of :
∂tλt = Atλt +Bt (9)
solved backwards, starting with λT = 0, and where :
At = −(∂XFθ(Xθt ))?
and
Bt = 2(∂XH(Xθt ))?(H(Xθt )− Yt)
whereM? denotes the adjoint operator of linear operator
M .
Proof. The proof is deferred to section of the supplemen-
tary material, Section B.
We now have equations entirely characterizing the gradient
of our cost functional: for a given value of θ, we can solve
the forward equation 2 to find Xθ. Then, λ can be solved
backwards as its equation only depends on Xθ which gives
us all necessary elements to calculate the gradient of J .
This gives us the following iterative algorithm to solve the
optimization problem, starting from a random initialization
of θ :
1. Solve the forward state equation equation 2 to find
Xθ ;
2. Solve the backward adjoint equation equation 9 to find
the corresponding λ ;
3. Update θ in the steepest descent direction using equa-
tion equation 8.
From these steps (and taking into account the estimation
of the initial state, further explained in Section 4), we can
derive an algorithm for training, summarized in Algorithm 1.
Learning Dynamical Systems from Partial Observations
Algorithm 1 Training Procedure
Input: Training samples {(Y−k, X˘0, ), Y+l}.
Guess initial parameters θ
while not converged do
Randomly select sample sequence {(Y−k, X˘0, ), Y+l}
if Initial State is Fully Observed then
X0 ← X˘0
else
X0 ← gθ(Y−k, X˘0)
end if
Solve Forward dXtdt = Fθ(Xt), X(0) = X0, t ∈
[0, l]
Solve Backward
dλt
dt
= Atλt +Bt, λl = 0, t ∈ [0, l]
Compute gradient ∂J∂θ (X
θ)
Update θ in the steepest descent direction
end while
Output: Learned parameters θ.
3.3. Approximate Solutions
While Algorithm 1 seems quite straightforward, solving the
forward and backward equations (2, 9) generally is not. Typ-
ically, they do not yield a closed form solution. We must
content ourselves with approximate solutions. There are
essentially two different ways to tackle this problem (Gun-
zburger, 2002): the differentiate-then-discretize approach,
or the discretize-then-differentiate approach2.
In a differentiate-then-discretize approach, one directly ap-
proximates the equations using numerical schemes. Here,
the approximation error to the gradient comes from the dis-
cretization error made in the solver for both the forward and
backward equations. This method is used in the black box
solvers presented in Chen et al. (2018). This method has the
advantage of allowing the use of non-differentiable steps
in the solver. However, this method can yield inconsistent
gradients of cost functional J , and the discretization of the
adjoint equations depends highly on the studied problem
and must carefully be selected (Bocquet, 2012).
In a discretize-then-differentiate approach, a differentiable
solver for the forward equations is used, e.g. using an ex-
plicit Euler schemeXθt+δt ≈ Xθt +δtFθ(Xθt ). Based on the
solver’s sequence of operations for the forward equations,
the backward equations and the gradient can be directly ob-
tained using automatic differentiation software (Paszke et al.,
2017). This algorithm is actually equivalent to backpropaga-
tion (LeCun et al., 1988). As the stepsize approaches zero,
the forward and backward equations are recovered. In this
2The differentiate-then-discretize method is often referred to as
the continuous adjoint method, and the discretize-then-differentiate
approach as the discrete adjoint method (Sirkes & Tziperman,
1997).
paper, we will use this method as the explicit Euler solver
gives good results for our examples while being more easily
tractable.
4. Experiments
In this section we evaluate our approach, both quantitatively
and qualitatively. We consider three different datasets rep-
resenting dynamical systems with increasing complexity.
We evaluate our method with respect to its ability to predict
observations and to reproduce the dynamics of the hidden
state. For the first two datasets, we use the full initial condi-
tion as input. For the last dataset, we only have access to a
subset of the states which makes us propose a variant of our
approach in order to accommodate this situation.
4.1. Datasets
The first two datasets are completely simulated: we have
the true full state to initialize our algorithm X0 in equation
(6). The last dataset is based on a complex simulation,
where real observations are assimilated in order to correct
the simulation. Note that for this dataset, we do not have
access to the full initial conditions.
• The Shallow Water equations are derived from the
Navier Stokes equations when integrating over the
depth of the fluid (see supplementary material, sec-
tion A.1). These equations are discretized on a spatial
80× 80 grid. We decompose the simulation into train-
validation and test subsets of 600 and 1000 acquisitions
respectively.
• The Euler equations, which are also derived from the
Navier Stokes equations when neglecting the viscosity
term (see supplementary material Section A.2). These
equations are discretized on a spatial 64× 64 grid. We
use 15000 observations for the train set and 10000 for
the test.
• Glorys2v4, Parent et al. (2013) is a very challenging
simulation to learn. We consider as observations the
Sea Surface Temperature (SST) from a certain zone
provided by the Global Ocean Physics reanalysis Glo-
rys2v4 provided by the Copernicus Marine environ-
ment monitoring service 3. A brief description of Glo-
rys2v4 is provided in appendix A.3. The dataset con-
sists of daily temperatures from 2006-12-28 to 2015-
12-30, from which we extracted a 64× 64 sub-region.
We take the first 3000 days for training, and leave the
rest for the test set. Here, the full state is not completely
available as initial input, we only have a proxy for one
variable and for two dimensions of it: the velocity field.
3http://marine.copernicus.eu
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This makes initializing our dynamical system more
challenging.
4.2. Implementation Details
We decompose the simulations into training sequences of
fixed length, using 6 timesteps for the target sequence. In
practice, the cost functionalJ is estimated on a minibatch of
sequences from the dataset, and optimized using stochastic
gradient descent.
Throughout all the experiments, Fθ is a standard residual
network (He et al., 2016), with 2 downsampling layers,
6 residual blocks, and bilinear up-convolutions instead of
transposed convolutions. To discretize the forward equation
(2) in time, we use a simple Euler scheme. Note that the
discretization stepsize may differ from the time interval
between consecutive observations; in our case, we apply
3 Euler steps between two observations, i.e. δt = 1/3.
For the spatial discretization, we use the standard gridlike
discretization induced by the dataset.
The weights of the residual network θ are initialized using
an orthogonal initialization. Our model is trained using a
exponential scheduled sampling scheme with exponential
decay, using the Adam optimizer, with a learning rate set to
1× 10−5. We use the Pytorch deep learning library (Paszke
et al., 2017).
4.3. Experiments with Shallow water equations
The system of equations is described in more details in the
supplementary material, Section A.1. Here, the state X
corresponds to the column height and the two-dimensional
velocity vector field,H is a linear projector giving the first
component of X so that observation Y is the mixed layer
depth anomaly and velocity is unobserved. The problem
amounts to predicting future states with a training supervi-
sion over densities only and an initial full state X0 given to
the system. For experiments with shallow water and Euler
simulations, we set gθ = X0 to be equal to the initial full
state provided as input to the system. Note that it is not
uncommon to have prior knowledge on the system’s initial
condition state (Be´re´ziat & Herlin, 2015).
Forecasting Observations. Figure 1 shows a sample of
the predictions of our system over the test set. We can
clearly see that it is able to predict observations up to a
long forecasting horizon, which means that it generalizes
and thus has managed to learn the dynamical system. Note
that the initial state used at test time has never been seen at
training time which means that the optimization problem
was solved correctly without over-fitting. The cost func-
tion and the supervision were only defined at the level of
observations. For the velocity vector field, color represents
the angle, and the intensity the magnitude of the associated
vectors.
Hidden State Discovery. Our method forecasts a full
stateXt and not only the observations Yt. In order to predict
the observations correctly, our model has to learn to predict
future hidden states that contain information of the true state.
By feeding the true initial conditions to our model, we find
that our method is able to learn the true dynamics of the
hidden state with a good accuracy, while never directly en-
forcing a penalty on the the latter. Note that the only access
our method has to full states is through the initial state pro-
vided as input. This result is intriguing: the model should
theoretically be able to use a state encoding that is different
from the one given by the initial condition. We hypothesize
that our network’s architecture is biased towards preserva-
tion of the input code. This is also empirically observed in
the domain translation domain.
Interpolation between data points. Our framework al-
lows us to forecast for arbitrary times t. Figure 2 shows a
sample of this interpolation mechanism. In this example,
the model has been trained by regressing to the targets every
3 images (materialized on the figure by the red boxes). The
outputs of the model are then compared with the unseen
ground truth states. This shows that our approach allows us
to learn the true evolution of the state. This is an important
feature of our method, similar in this aspect to the claims
of Chen et al. (2018), even though it is applied here to a
high-dimensional, highly non-linear and partially observed
learned dynamical system, for which we can interpolate the
observations as well as the inferred hidden state.
4.4. Experiments with the Euler equations
The encouraging results of the previous subsection made
us want to try our methods with more complex dynamics,
namely the Euler equations, in the same conditions to see
if it is able to cope with a more difficult example. We use
exactly the same architecture as the the previous experiment,
and obtain similarly good results on the test set, as shown
in Figure 3. Again, we manage to predict observations as
well as hidden state dynamics for long forecasting horizons
with one full state as input and a training supervision over
observations only. The form of Euler equations is provided
in appendix A.2.
4.5. Experiments with Glorys2v4
This dataset is much more challenging and represents a leap
from the fully simulated ones presented before. One reason
is obviously the high dimensionality of the system and the
absence of a full state as initial input to our system as we
only have a proxy over the velocity field. A second one is
the fact that we only work over sequences from the same
ocean zone while the model functions within a larger area.
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Figure 1. Forecasting the shallow water model on the test set. From top to bottom: input (top leftmost frame) and target observations,
model output, model hidden state, and the two dimensional velocity vector, as input (left), and ground truth (right). By learning to forecast
the observations, our model produces hidden states closely resembling the system’s true hidden state, without direct supervision.
Figure 2. Time interpolations with our approach on the test set. We train our model by regressing to the targets every 3 images (materialized
by the red boxes). We then compare the outputs of the model with the unseen ground truth states.
Figure 3. Forecasting the Euler equations on the test set. From
top to bottom: input and target observations, model output, model
hidden state, hidden state input and ground truth.
This makes the dynamics for a single zone non-stationary as
boundary conditions are constantly shifting, thus violating
an important assumption of our method and making it almost
impossible to make long term forecasts with a reasonable
number of observations. All we can hope for is for the
dynamics to be locally stationary so that the model can
work well for a few steps.
Table 1. Quantitative results with the Glorys2v4 dataset. Mean
squared error between predicted observations and ground truth
for different forecast horizons K (lower is better), defined as
1
K
1
|Ω|
∑K
k=1
∑
x∈Ω ‖H(Xk(x))− Yk(x)‖2. Note that for the
ConvLSTM baseline, we do not learn interpretable states.
MODEL K=5 K=10
OURS 0.124 0.231
OURS (WITH ESTIMATION) 0.113 0.209
PKNI (DE BE´ZENAC ET AL., 2018) 0.145 0.250
CONVLSTM ((SHI ET AL., 2015)) 0.137 0.224
Table 2. Quantitative evaluation of the hidden states. Similarity
between predicted hidden state and ground truth (higher is better),
for different forecast horizons K. We use the average cosine simi-
larity between the velocity vectors u and ground truth v, defined
as 1
K
∑K
k=1
1
|Ω|
∑
x∈Ω
〈u(x),v(x)〉
‖u(x)‖‖v(x)‖ .
MODEL K=5 K=10
OURS 0.782 0.678
OURS (WITH ESTIMATION) 0.77 0.670
PKNI (DE BE´ZENAC ET AL., 2018) 0.448 0.371
CONVLSTM (SHI ET AL., 2015) × ×
Dealing with partial initial conditions. In order to take
into account the observations made above regarding this
system, especially the fact that the initial temperatures T0 (in
this case, since the we observe the temperatures, Y0 = T0)
and the proxy of the velocity field w˜0 provided as initial
input is insufficient to represent the full state, we take gθ in
equation (6) to be:
gθ = Eθ(Y−L, w˜0) +
T0w˜0
0
 (10)
where Y−L corresponds to the L past observations (L = 4
in the experiments), and Eθ is an encoder neural network4.
Using Eθ allows us to encode available information from
the observations Y−L which is not contained in w˘0 nor in
4In this case, θ corresponds to the parameters of Fθ and Eθ ,
which are not shared across networks.
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Input
Input
Ground Truth
Ours
Ours, with Estimation
Baseline: PKnI
Baseline: ConvLSTM
Figure 4. Forecasting Glorys2v4. From top to bottom: input and target observations, along with the associated ground truth partial hidden
state, our model’s outputs, our model variant when the initial conditions are estimated from the observations, outputs from the PKnI
baseline, and from the ConvLSTM.
T0. For Eθ, we use the UNet architecture (Ronneberger
et al., 2015). This variant accommodates our approach to
model to this dataset, and shows the potential of our method
to be used in settings of varying difficulty. We now compare
our method against several baselines.
4.5.1. BASELINES
PKnI. This is the physics-informed deep learning model
in de Be´zenac et al. (2018), where prior physical knowledge
is integrated: it uses an advection-diffusion equation to link
the velocity with the observed temperatures, and uses a
neural network to estimate the velocities.
Convolutional LSTM. LSTM NN which uses convolu-
tional transitions in the inner LSTM module (Shi et al.,
2015). This model can only produce observations.
4.5.2. RESULTS
We test both variants of our model. The first one is the
same as in previous experiments: we take as input (T0, w˘0)
and consider the full state to be Xt = (Tt, wt). The sec-
ond variant accommodates the fact that the latter is not the
full state, and use an encoder network Eθ to produce an
augmented state. Table 1 shows the forecast error on the
observations for different time horizons (5 and 10). Note
that both models variants outperform our baselines across
the the different time horizons. In Table 2, we also evaluate
our hidden state. For this, we calculate the cosine similar-
ity between the hidden states associated to the proxy on
the velocity vectors w˜t and the proxy itself. Interestingly,
both both our methods outperform the baselines, and tend
to produce vector field correlated with w˘t. Finally, in figure
4, we can see that despite the high uncertainty from both
the partial knowledge about the initial conditions and the
varying boundary, our approach performs well.
5. Related Work
Data-driven Forecasting of Space-Time Dynamics.
Forecasting space-time dynamics with machine learning
methods has been a long standing endeavour. (Cressie &
Wikle, 2015) gives a comprehensive introduction to the
use of classical statistical methods to predict spatial time-
series, including the use of hierarchical models. In the
neural networks community, (Hochreiter & Schmidhuber,
1997) introduced the famous Long Short-Term Memory
model which proved powerful in integrating temporal corre-
lations and for which a convolutional version, more suited
to spatio-temporal dependencies, was introduced by (Shi
et al., 2015). More recent work includes (Kalchbrenner
et al., 2016) which showed compelling results for video
forecasting including on the standard Moving MNIST base-
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line while (Ziat et al., 2017) used embeddings to encode the
dynamics in a latent space where the forecasting is done. All
the works mentionned here aimed directly to the estimation
of a transition function T such that Xt+1 = T (Xt) where
X is the studied spatial time-series which means that the
dynamics aren’t understood as resulting from a differential
equation as we do in our approach.
Data-Driven Discovery of Differential Equations. In
the past, several works have already attempted to learn dif-
ferential equations from data, such as e.g. Crutchfield &
Mcnamara (1987), Alvarez et al. (2013). More recently,
Rudy et al. (2017) uses sparse regression on a dictionary of
differential terms to recover the underlying PDE. In Raissi
et al. (2017), they propose recovering the coefficients of the
differential terms by deriving a GP kernel from a linearized
form of the PDE. Long et al. (2018) carefully tailor the
neural network architecture, based on the discretization of
the different terms of the underlying PDE. Raissi (2018)
develops a NN framework for learning PDEs from data.
Fablet et al. (2017) construct a bilinear network and use
an architecture similar to finite difference schemes to learn
fully observed dynamical systems. In those approaches, we
often see that either the form of the PDE or the variable
dependency are supposed to be known and that the context
is the unrealistic setting where the state is fully observed.
A more hybrid example is de Be´zenac et al. (2018) where
they propose to learn a forecasting system in the partially
observable case, where part of the differential equation is
known, and the other is approximated using the data, which
allows the network hidden state to be interpretable.
6. Discussion
Benefits of Continuous-Time. In the machine learning
community, the forecasting problem is often seen as a learn-
ing a neural network mapping consecutive states in time.
In this work, we take an alternate approach, and use the
neural network to express the rate of change of the states
instead. This task is intrinsically simpler for the network,
and is in fact the natural way to model time varying pro-
cesses. Moreover, this allows us to accommodate irregularly
acquired observations, and as demonstrated by the experi-
ments, allows interpolation between observations. From a
more theoretic viewpoint, the adjoint equations derived in
theorem 1 may be helpful in analyzing the behaviour of the
backpropagated gradient w.r.t. the properties of the studied
system.
Limitations. However, there are still many aspects to ex-
plore. The fact that we are using explicit discretization
should be limiting w.r.t. the class of equations we can learn
as stiff equations necessitate the use of implicit methods
and this can be worked around by the adjoint method we
presented. We have also restricted ourselves to a linear H
and it would be interesting to see how our algorithms work
for operators with a more complicated structure. Finally, we
have restricted ourselves to the stationary hypothesis while,
as we can see through the Glorys2v4 example, real-world
processes, when looked at from a local point of view5, aren’t.
These are interesting directions for future work.
Hidden State Discovery. By feeding the initial condition
to the neural network, and training the network to regress
only to the observations, it was not expected that the neural
network would forecast the hidden state in a way that closely
mimics the true state of the underlying dynamical system.
Indeed, the neural network must predict a hidden state that
contains the information of the dynamical system’s state in
order to correctly forecast the observations for multiple time
steps, but the way the network structures this information is
not constrained by the loss functional. We believe that these
results are due to the fact that is easier for the network to use
the same coding scheme as in the initial condition, instead
of creating a disjoint code of its own for the following time
steps. We see this empirical result as a very important one as
it implies that it is possible to learn very complex dynamics
with only partial information, without necessarily incorpo-
rating prior knowledge on the dynamics of the state. Along
with the results obtained for the very challenging Glorys2v4
dataset, we are convinced this constitutes an important step
towards applying learning to real-world physical processes.
Obviously, the interaction of this phenomenon with the in-
tegration of physical priors into the algorithm, for example
by adding explicit differential operators into F , is a very
interesting question.
7. Conclusion
We have introduced a general data-driven framework to pre-
dict the evolution of space-time processes, when the system
is highly complex and nonlinear and the state is not fully
observed. Assuming the underlying system follows a time-
dependant differential equation, we estimate the unknown
evolution term with a neural network. We argue that this
is in fact a natural way to model continuous-time systems.
Viewing its parameters as control variables, we propose a
learning algorithm for the neural network, making use of
results from continuous-time optimal control theory. Ex-
periments performed on two simulated datasets from fluid
dynamics and on data from a sophisticated data simulator
used in climate modeling show that the proposed method
not only is able to produce high quality forecasts at different
horizons, but also learns with a good accuracy the under-
lying state space dynamics. This may open the way for
new methods for integrating prior physical knowledge, e.g.
by imposing constraints directly on the modeled evolution
term.
5Meaning that not all exterior forces are factored into the
model.
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A. Equations
In this section, we succinctly describe the equations used in
our experiments.
A.1. The Shallow Water Equations
The shallow-water model can be written as:
∂u
∂t
= +(f + ζ).v − ∂x(u
2 + v2
2
+ g∗.h) +
τx
ρ0(H + h)
− γ.u+ ν∆u
∂v
∂t
= −(f + ζ).u− ∂y(u
2 + v2
2
+ g∗.h) +
τy
ρ0(H + h)
− γ.v + ν∆v (11)
∂h
∂t
= −∂x(u(H + h))− ∂y(v(H + h))
where:
– u, v, h are state variables, standing for velocity and
mixed layer depth anomaly)
– ζ is the vorticity.
– g∗ =0.02 m s−2 is the reduced gravity
– H = 500m is the mean mixed-layer depth.
– ρ0 is the density of the water set to 1000mg/m3
– γ is the dissipation coefficient set to 2 · 10−7s−1
– ν is the diffusion coefficient set to 0.72m2/s
– τx is the zonal wind forcing defined in Eq. A.1
The zonal wind forcing is defined as:
τx(y) = τ0 sin(2pi(y − yc)/Ly
where:
– τ0 is the maximum intensity of the wind stress(in the
standard case 0.15m.s−2).
– y is the latitude coordinate
– yc is the center y coordinate of the domain
– Ly is the length of the domain (Ly = 1600km in our
case).
Here, the state is composed of the velocity vector and the
mixed layer depth:
X =
uv
h
 and H(X) = h
For our simulations, the spatial differential operators have
been discretized using finite differences on a Arakawa C-
grid.
A.2. The Euler Equations
∂u
∂t
+ (u · ∇)u = −∇p
ρ
+ g
∂ρ
∂t
+ (u · ∇)ρ = 0
∇ · u = 0
(12)
where ∇· is the divergence operator, u corresponds to the
flow velocity vector, p to the pressure, and ρ to the density.
The Euler equations are not of the form equation 1 as we still
have the pressure variable p as well as the null divergence
constraint. However, the Helmholz-Leray decomposition
result states that for any vector field a, there exists b and c
such that :
a = ∇b+ c
and
∇ · c = 0
Moreover, this pair is unique up to an additive constant for
b. Thus, we can define a linear operator P by :
P(a) = c
This operator is a continuous linear projector which is the
identity for divergence-free vector fields and vanishes for
those deriving from a potential.
By taking a solution of equation 12 and applying P on the
first equation, we have, as u is divergence free from the third
equation and as g derives from a potential :
∂u
∂t
= −P[(u · ∇)u]
where permuting derivation and P is justified by the conti-
nuity of the operator6.
Thus, if u is solution to equation 12, it is also a solution of :
∂u
∂t
= −P[(u · ∇)u]
∂ρ
∂t
= −(u · ∇)ρ
which is of the form of equation 1.
Conversely, the solution of the above system is such that :
ut =
∫
∂u
∂t
=
∫
−P[(u · ∇)u]
6One can use a finite difference approximation to show it for
example.
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which gives, by exchanging P and the integral7 :
ut = P
[∫
−(u · ∇)u
]
so that u is automatically of null divergence by definition of
P. The two systems are thus equivalent.
In conclusion, we have:
X =
(
u
ρ
)
, and H(X) = ρ
Moreover, u is generally a two or three-dimensional spatial
field while ρ is a scalar field.
A.3. Glorys2v4
The Glorys2v4 product is a reanalysis of the global Ocean
(and the Sea Ice, not considered in this work). The numeri-
cal ocean model is NEMOv3.1 (Madec, 2008) constrained
by partial real observations of Temperature, Salinity and
Sea Level. Oceanic output variables of this product are
daily means of Temperature, Salinity, Currents, Sea Surface
Height at a resolution of 1/4 degree horizontal resolution.
The NEMO model describes the ocean by the primitive equa-
tions (Navier-Stokes equations together with an equation of
states).
Let (i, j,k) the 3D basis vectors, U the vector velocity,
U = Uh +wk (the subscript h denotes the local horizontal
vector, i.e. over the (i, j) plane), T the potential temperature,
S the salinity, ρ the in situ density. The vector invariant
form of the primitive equations in the (i, j,k) vector system
provides the following six equations (namely the momentum
balance, the hydrostatic equilibrium, the incompressibility
equation, the heat and salt conservation equations and an
equation of state):
∂Uh
∂t
= −
[
(U.∇)U
]
h
− fk×Uh − 1
ρ0
∇hp+DU + FU
∂p
∂z
= −ρg
∇.U = 0
∂T
∂t
= −∇.(TU) +DT + FT
∂S
∂t
= −∇.(SU) +DS + FS
ρ = ρ(T, S, p)
where ρ is the in situ density given by the equation of the
state A.3, ρ0 is a reference density, p the pressure, f = 2Ω.k
7To prove this, we can take a sum approximation to the integral
and use again the linearity then the continuity of P.
is the Coriolis acceleration. DU , DT and DS are the pa-
rameterizations of small-scale physics for momentum, tem-
perature and salinity, and FU , FT and FS surface forcing
terms.
As in subsection A.2, the divergence-free constraint over
can be enforced through the Leray operator. Moreover, ρ
is a function of other state variables so that the state can be
written as:
X =

U
p
S
T
 and H(X) = T .
where T is the daily mean temperature derived from the
instantaneous potential temperature T in the model.
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B. Proof of Theorem 1
We start by differentiating L. In what follows, all considered
functions are supposed to be twice continuously differen-
tiable in all variables and we will use the notation ∂uF (u0)
to designate the differential of F with respect to u i.e. the
unique linear operator such that:
F (u0 + δu) = F (u0) + ∂uF (u0)δu+ o(δu)
By hypothesis, we consider this operator to be always con-
tinuous in our case.
Straightforward calculus gives us:
∂J (Xθt )
∂θ
=
∫ T
0
2
〈
∂XH(Xθt ) · ∂θXθt ,H(Xθt )− Yt
〉
dt
Let us fix θ and a variation δθ. Then, we have, by definition:
Xθ+δθ = Xθt + ∂θX
θ
t · δθ + o(δθ)
and, for any X and any δX:
Fθ(X + δX) = F (X) + ∂XFθ(X) · δX + o(δX)
and:
Fθ+δθ(X) = Fθ(X) + ∂θFθ(X) · δθ + o(δθ)
so that:
Fθ+δθ(X
θ+δθ
t ) = Fθ(X
θ+δθ
t )+∂θFθ(X
θ+δθ
t ) ·δθ+o(δθ)
Then, because F is twice continuously differentiable:
∂θFθ(X
θ+δθ
t ) = ∂θFθ
(
Xθt + ∂θX
θ
t · δθ + o(δθ)
)
= ∂θFθ(X
θ
t ) + ∂X∂θFθ(X
θ
t ) · ∂θXθt · δθ
+ o(δθ)
and:
Fθ(X
θ+δθ
t ) = Fθ
(
Xθt + ∂θX
θ
t · δθ + o(δθ)
)
= Fθ(X
θ
t ) + ∂XFθ(X
θ
t ) · ∂θXθt · δθ + o(δθ)
Moreover, as all differential operators below are continuous
by hypothesis, we have that:
‖(∂X∂θFθ(Xθt )·∂θXθt ·δθ)·δθ‖ ≤ ‖∂X∂θFθ(Xθt )‖ ‖∂θXθt ‖ ‖δθ‖2
so that:
Fθ+δθ(X
θ+δθ
t )
= Fθ(X
θ
t ) +
(
∂XFθ(X
θ
t ) · ∂θXθt + ∂θFθ(Xθt )
) · δθ + o(δθ)
We now have all elements to conclude calculating the deriva-
tive of L, with some more easy calculus:
∂L
∂θ
=
∫ T
0
(
2
〈
∂XH(Xθt ) · ∂θXθt ,H(Xθt )− Yt
〉
+〈
λt, ∂θ∂tX
θ
t − ∂XFθ(Xθt ) · ∂θXθt − ∂θFθ(Xθt )
〉)
dt
+
〈
µ, ∂θX
θ
0 − ∂θgθ
〉
By the Schwarz theorem, as X is twice continuously differ-
entiable, we have that ∂θ∂tXθt = ∂t∂θX
θ
t . Integrating by
parts, we get:∫ T
0
〈
λt, ∂θ∂tX
θ
t
〉
dt =
〈
λT , ∂θX
θ
T
〉− 〈λ0, ∂θXθ0〉
−
∫ T
0
〈
∂tλt, ∂θX
θ
t
〉
dt
Putting all this together and arranging it, we get:
∂L
∂θ
=
∫ T
0
〈
∂θX
θ
t , 2∂XH(Xθt )?
(H(Xθt )− Yt)
−∂tλt − ∂XFθ(Xθt )?λt
〉
dt
−
∫ T
0
〈
λt, ∂θFθ(X
θ
t )
〉
dt +
〈
λT , ∂θX
θ
T
〉
+
〈
µ− λ0, ∂θXθ0
〉
− 〈µ, ∂θgθ〉
We can now define:
At = −(∂XFθ(Xθt ))?
and
Bt = 2(∂XH(Xθt ))?(H(Xθt )− Yt)
and, recalling that λ can be freely chosen, impose that λ is
solution of:
∂tλt = Atλt +Bt
with final condition λT = 0. We also choose µ = λ0 so
that, finally, we have:
∂L
∂θ
= −
∫ T
0
〈
λt, ∂θFθ(X
θ
t )
〉
dt− 〈λ0, ∂θgθ〉
which concludes the proof.
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C. Additional Forecasts
Figure 5. Forecasting the Euler equations, starting from a given initial condition (not shown here). We forecast 42 time-steps ahead (rows
0, 1(mod 4)) and compare results with the ground truth simulation (rows 2, 3(mod 4)).
Figure 6. Forecasting the Euler equations, starting from a given initial condition (not shown here). We forecast 42 time-steps ahead (rows
0, 1(mod 4)) and compare results with the ground truth simulation (rows 2, 3(mod 4)).
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Figure 7. Forecasting the shallow water equations, starting from a given initial condition (not shown here). We forecast 42 time-steps
ahead (rows 0, 1(mod 4)) and compare results with the ground truth simulation (rows 2, 3(mod 4)).
Figure 8. Forecasting the shallow water equations, starting from a given initial condition (not shown here). We forecast 42 time-steps
ahead (rows 0, 1(mod 4)) and compare results with the ground truth simulation (rows 2, 3(mod 4)).
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Figure 9. Forecasting Glorys2v4 10 time-steps ahead, starting from a given initial condition (not shown here). Top two rows: ground truth,
bottom two rows: model forecasts.
Figure 10. Forecasting Glorys2v4 10 time-steps ahead, starting from a given initial condition (not shown here). Top two rows: ground
truth, bottom two rows: model forecasts.
Figure 11. Forecasting Glorys2v4 10 time-steps ahead with estimation step, starting from a given initial condition (not shown here). Top
two rows: ground truth, bottom two rows: model forecasts.
Figure 12. Forecasting Glorys2v4 10 time-steps ahead with estimation step, starting from a given initial condition (not shown here). Top
two rows: ground truth, bottom two rows: model forecasts.
