Abstract. Given a local ring containing a field, we define and investigate a family of invariants that includes the Lyubeznik numbers, but that captures finer information. These generalized Lyubeznik numbers are defined as lengths of certain iterated local cohomology modules in a category of D-modules, and in order to define them, we develop the theory of a functor Lyubeznik utilized in proving that his original invariants are well defined. In particular, this functor gives an equivalence of categories with a category of D-modules. These new invariants are indicators of F -regularity and F -rationality in characteristic p > 0, and have close connections with characteristic cycle multiplicities in characteristic zero. We compute the generalized Lyubeznik numbers associated to monomial ideals using interpretations as lengths in a category of straight modules, as well as provide examples of these invariants associated to certain determinantal ideals.
Introduction
The aim of this article is to define and study a family of invariants of a local ring containing a field that includes the Lyubeznik numbers, but that captures finer information. These invariants are defined in terms of lengths of certain local cohomology modules in a category of D-modules.
To prove that these generalized Lyubeznik numbers are well defined, we formalize and develop the theory of a functor that Lyubeznik utilized to show that his original invariants are well defined [Lyu93] . In particular, the definition of these new invariants relies heavily on the fact that this functor gives, in fact, a category equivalence with a certain category of D-modules. As a consequence of this new approach, our work also gives a different proof that the original Lyubeznik numbers are well defined.
Some properties analogous to those of the original invariants hold for the generalized Lyubeznik numbers; however, results on curves and on hypersurfaces show that, unlike the original invariants, the generalized Lyubeznik numbers can differentiate one-dimensional rings, and complete intersection rings.
Results of Blickle [Bli04] enable straightforward characterizations of F -regularity and Frationality in terms of certain generalized Lyubeznik numbers. Moreover, recent results of the first author and Pérez [NBP12] imply that certain generalized Lyubeznik numbers measure how "far" an F -pure hypersurface is from being F -regular. We compute the generalized Lyubeznik numbers associated to monomial ideals as certain lengths in a category of straight modules, and in characteristic zero, with characteristic cycle multiplicities as well. The study of the generalized Lyubeznik numbers associated to certain determinantal ideals provides further examples of these new invariants, some striking.
If (R, m, K) is a local ring admitting a surjection from an n-dimensional regular local ring (S, η, K) containing a field, and I is the kernel of the surjection, recall that the Lyubeznik number of R with respect to i, j ∈ N, which depends only on R, i, and j, is defined as To define the generalized Lyubeznik numbers, we depend on the fact that certain local cohomology modules have finite length as D(S, K)-modules (cf. Section 2.1), where K is a field and S = K[[x 1 , . . . , x n ]] for some n [Lyu00a, Corollary 6]. These new invariants depend on the local ring R containing a field, a collection of ideals I 1 , . . . , I s of R, as well as j 1 , . . . , j s ∈ N. The definition is as follows.
Theorem/Definition (See Theorem 4.2, Definition 4.3). Let (R, m, K) be a local ring containing a field, so that the completion R of R at m admits a surjective ring map π : S ։ R, where S = K[[x 1 , . . . , x n ]] for some n. Fix I 1 , . . . , I s ideals of R and i 1 , . . . , i s ∈ N. If J 1 , . . . , J s denote the corresponding preimages of I 1 R, . . . , I s R in S, then the generalized Lyubeznik number of R with respect to I 1 , . . . , I s and i 1 , . . . , i s is defined as λ is,...,i 1 Is,...,I 1 H n−i 1 J 1
(S).
Moreover, λ is,...,i 1 Is,...,I 1 (R) is finite and depends only on R, I 1 , . . . , I s , and i 1 , . . . , i s , but neither on S nor on π.
We show that the family of generalized Lyubeznik numbers does, in fact, contain the original Lyubeznik numbers (see Proposition 4.5). As a consequence of this proof, we give a new proof of the fact that the Lyubeznik numbers are well defined.
We prove generalizations of some vanishing results for the original invariants (see Proposition 4.7). We also investigate the behavior of the generalized Lyubeznik numbers under finite field extensions, as well as derive an inequality of the generalized Lyubeznik numbers with characteristic cycle multiplicity in characteristic zero (see Propositions 4.9 and 4.10).
Unlike the original Lyubeznik numbers, results on curves and on hypersurfaces show that the new invariants can differ for one-dimensional and complete intersection rings (see Propositions 4.11 and 4.12), confirming that the generalized Lyubeznik numbers capture finer information than do the original ones. We also define a new invariant, the Lyubeznik characteristic, in terms of certain generalized Lyubeznik numbers (see Definition 4.13).
We investigate further properties of the generalized Lyubeznik numbers in several of cases. We point out characterizations of F -regularity and F -rationality in terms of these invariants that follow from work of Blickle (see Proposition 5.2 and Corollary 5.3) [Bli04] . We use this, and recent results of the first author and Pérez to point out that certain generalized Lyubeznik numbers measure how "far" an F -pure hypersurface is from being F -regular (see Remark 5.6).
We also compute certain generalized Lyubeznik numbers corresponding to ideals of maximal minors (see Section 6). In particular, these give a striking illustration of the generalized Lyubeznik numbers' strong characteristic dependence (see Remark 6.4).
Finally, we study the generalized Lyubeznik numbers corresponding to monomial ideals. In particular, it is possible to compute these invariants as certain lengths in the category of straight modules, and in terms of characteristic cycle multiplicities in characteristic zero (see Theorem 7.10). Using work ofÀlvarez-Montaner, we bound certain generalized Lyubeznik numbers in terms of the minimal primes of the corresponding monomial ideal [AM00] . We also compute the Lyubeznik characteristic of Stanley-Reisner rings in terms its faces of (see Theorem 7.24); Interestingly, this invariant is characteristic independent in this case, even though the original Lyubeznik numbers are not (see Remark 7.26).
1.2. Outline. Section 2 gives relevant background on D-modules (2.1) and on positive characteristic methods (2.2). In Section 3, we develop the theory of a functor that Lyubzenik used to show that the original Lyubeznik numbers are well defined [Lyu93] . Theorem 3.4, and Theorem 4.1 in Section 4, show that this functor gives an equivalence of categories with a category of D-modules. In Section 4, the results on this functor are critically used to define the generalized Lyubeznik numbers (see Theorem 4.2 and Definition 4.3); Proposition 4.5 shows that these invariants include the original Lyubeznik numbers. Here, we also give some properties of the generalized Lyubeznik numbers and define the Lyubeznik characteristic. Section 5 states interpretations of F -rationality and F -regularity in terms of certain generalized Lyubeznik numbers through results of Blickle [Bli04] . In Section 6, we give examples of generalized Lyubeznik numbers corresponding to the maximal minors of a generic matrix. Finally, in Section 7, we compute these invariants associated to monomial ideals using the theory of straight modules, and in terms of characteristic cycle multiplicities in characteristic zero. We also compute the Lyubeznik characteristic of Stanley-Reisner rings.
Preliminaries
2.1. D-modules. Given rings A ⊆ S, we define the ring of A-linear differential operators of S, D(S, A), as the subring of Hom A (S, S) defined inductively as follows: the differential operators of order zero are induced by multiplication by elements in S. An element θ ∈ Hom A (S, S) is a differential operator of order less than or equal to k + 1 if, for every r ∈ S, [θ, r] := θ · r − r · θ is a differential operator of order less than or equal to k. From the definition, we have that if B is a subring A, we have that D(S, A) ⊆ D(S, B).
If M is a D(S, A)-module, then M f has the structure of a D(S, A)-module such that, for every f ∈ S, the natural morphism M → M f is a morphism of D(S, A)-modules. As a result, since S is a D(S, A)-module, for all ideals I 1 , . . . , I s ⊆ S, and all i 1 , .
By [Gro67, Theorem 16.12 
Moreover, if A = K is a field, then S f has finite length in the category of D(S, K)-modules for every f ∈ S. Consequently, every module of the form H ⊆ Hom K (S, S), and there is an ascending filtration
gr Ω (M)) depend on the choice of good filtration. For the sake of clarity, we will omit the filtration when referring to the associated graded ring or module.
A finitely generated D-module M is holonomic if either M = 0 or dim gr(D) gr(M) = n. The holonomic D-modules form a full abelian subcategory of the category of D-modules, and every holonomic D-module has finite length as a D-module. Moreover, if M is holonomic, then M f is also holonomic for every f ∈ S. As a consequence, since S is holonomic, every module of the form H 
Given ℓ ∈ Z, we define the specialization map φ ℓ :
. Then, by applying this morphism to the result, we have Throughout this section, R is a ring of characteristic p > 0 and F : R → R denotes the Frobenius morphism, r → r p . If R is reduced, we define R 1/q as the ring of formal q th -roots of S. A ring R is F -finite if R 1/p is a finitely generated R-module. We say that R is F -pure if for every R-module M, the morphism induced by the inclusion 
If I is an ideal of R, the tight closure I * of I is the ideal of R consisting of all those elements z ∈ R for which there exists some c ∈ R, c not in any minimal prime of R, such that cz q ∈ I
[q] for all q = p e ≫ 0, where I [q] denotes the ideal of R generated by q th powers of elements in I.
We say that R is weakly F -regular if I = I * for every ideal I of R. If every localization of R is weakly F -regular, then R is F -regular. In general, tight closure does not commute with localization, and it is unknown whether the localization of a weakly F -regular ring must again be weakly F -regular; this explains the use of the adjective "weakly." If R is a local ring, we say that the ring is F -rational if for every parameter ideal I, I = I * . A ring R is strongly F -regular if for all c ∈ R not in any minimal prime, there exists some q = p e such that the R-module map R → R 1/q sending 1 → c 1/q splits. Strong F -regularity is preserved under localization. In a Gorenstein ring, F -rationality, strong F -regularity, and weak F -regularity are equivalent.
Given a Noetherian ring R of prime characteristic p > 0, if N ⊆ M is an inclusion of R-modules, then the tight closure N that for some c not in any minimal prime of R, cu
A Key Functor
In this section, we study a functor utilized by Lyubeznik to prove that his original invariants are well defined (cf. [Lyu93, Lemma 4.3]). In order to prove that the generalized Lyubeznik numbers are well defined, significant development of the theory of this functor is necessary. The fact that this functor gives, in fact, an equivalence with a certain category of D-modules is essential to the results here, as we will see in Theorem 3.4.
Definition 3.1 (Key functor G). Let R be a Noetherian ring, and let
We note that the functor G is reminiscent of the "direct image" functor utilized byÀlvarez Montaner, by differs due to the base ring in the tensor product [ÀM04] .
Moreover, G is an exact functor and commutes with local cohomology.
Remark 3.3. In fact, G is a functor from the category R-modules to the category of D(S, R)-
, it is enough to give an action of each
In particular, taking α =1 and t = β, we see that, for every β ∈ N,
Similarly, for every morphism of R-modules ϕ,
Moreover, G is an equivalence of certain categories: First, we will show that φ is a morphism of
it is enough to show that φ commutes with multiplication by x and by any
We first prove commutativity with
which is sufficient. We now prove that the morphism commutes with x. Note that
as differential operators for every t ∈ N. We conclude that
where (3.4.1) and (3.4.2) are due to the commutativity of
∂x t . It remains to prove that φ is bijective; we proceed by contradiction. Suppose that there
Thus, m ℓ = 0 because φ| M ⊗Rx −1 is bijective, and we get a contradiction.
We now see that φ(Ann G(M ) (x j S)) = Ann N (x j S) for every j ≥ 1 by induction, which will imply that φ is surjective (since N is supported on V(xS)). Since φ(Ann G(M ) (x j S)) ⊆ Ann N (x j S) for all j, we seekthe opposite inclusion. For j = 1, take n ∈ M = Ann N (xS); then n ⊗ x −1 ∈ G(M), so φ(n ⊗ x −1 ) = n. Now take any j ≥ 1 and assume the statement
Proposition 3.5. Let R be a Noetherian ring, and let
. Then M is a finitely generated R-module if and only if G(M) is a finitely generated D(S, R)-module.
and the set
Corollary 3.6. Let R be a Noetherian ring, M an R-module, and
correspond precisely to R-submodules of M by Theorem 3.4. Now say that length R (M) = h < ∞, so that we have a filtration of R-modules
Remark 3.7. In the following work, we often make use of the following observation: for R a ring and S = R[[x]], if P is a prime ideal of R, then (P, x)S is a prime ideal of S since S/(P, x)S = R/P is a domain.
Proposition 3.8. Let R be a Noetherian ring, M an R-module, and
the isomorphism is due to Theorem 3.4). Moreover, we have the natural epimorphism R ։ S/Q with kernel P = Ann R u ∈ Ass R M. Thus, Q = (P, x)S.
Take Q = (P, x)S, where
Lemma 3.9. Let R be a Noetherian ring, M an R-module, and
Proof. Since S and S x are flat R-algebras and S x /S is a free R-module, we know that
On the other hand, we have a long exact sequence
is injective by (3.9.1), the long sequence splits into short exact sequences
Proof. We proceed by induction on s. If s = 1, the statement follows from Lemma 3.9. Suppose it holds for some s ≥ 1. Let
Consider the long exact sequence of functors
M is an injective R-module if and only if G(M) is an injective object in D, the category of D(S, R)-modules supported at V(xS). We now characterize precisely when G(M) is injective as an S-module:
S). Moreover, M is an injective R-module if and only if G(M) is an injective S-module.
Proof. Let d = dim(R P ). Since R is a Gorenstein ring, S x /S a flat R-module, and
As S P /(P, x)S P ∼ = R P /P R P , (P, x)S P is a maximal ideal of the Gorenstein ring S P , so
Therefore, G (E R (R/P )) = E S (S/(P, x)S). Moreover, G sends injective R-modules to injective S-modules because every injective R-module is a direct sum of injective hulls of prime ideals.
It remains to prove that if G(M) is an injective S-module, then M is an injective Rmodule. This follows because M = Ann G(M ) (xS) by Theorem 3.4: any injection of Rmodules ι : N ֒→ N ′ is also an injection of S-modules, where x acts by zero. Then any Smodule map f : N → G(M) is an R-module map and must have image in Ann G(M ) (xS) = M, so the induced map g : N → M is a map of R-modules such that f = g • ι.
Proposition 3.12. Let R be a Gorenstein ring, and let S = R [[x] ]. Since R = S/xS, every R module has an structure of S-module via extension of scalars. For R-modules M, N and
is an injective S-resolution for G(N) by Proposition 3.11. We notice that Hom S (M, −) = Hom S (M, Hom S (R, −)) as functors. Then
and the result follows. Proof. The proofs of the statements are analogous to the those of Theorem 3.4, Proposition 3.5, and Corollary 3.6, respectively. 
Definitions and First Properties
is finite and depends only on R, I 1 , . . . , I s and j 1 , . . . , j s , but neither on S nor on π.
Proof. We may assume without loss of generality that R is complete. We know that length D(S,K) H 
s be the corresponding preimages of I 1 , . . . , I s in S ′′ under π ′′ . Let α : S → S ′′ be the map defined by α(x j ) = z j . We note that π ′′ α = π. There exists f 1 , . . . , f n ′ ∈ S such that
. We note that β : S ′′ → S defined by sending z j → x j for j ≤ n and z n+j → f j for j ≤ n ′ is an splitting of α. Then
form a regular system of parameters, we obtain that
by Proposition 3.10 and Theorem 4.1. Similarly, length
(S ′ ) also equals (4.2.1), and the result follows. 
Proof. We may assume that R is complete, so that it admits a surjective ring map π : S ։ R, where S = K[[x 1 , . . . , x n ]] for some n. Let J 1 , . . . , J s be the corresponding preimages of I 1 , . . . , I s in S.
As S is Cohen-Macaulay, depth J 1 (S) = codim(S/J 1 ) = n − dim(S/J 1 ) = n − dim(R/I 1 ), so that (i) and (iv) hold since H i 1 J 1 (S) = 0 if i < depth J 1 (S) and H
by [Lyu00a] . Similarly, (iii) follows because inj. dim H
To prove (v), choose a minimal prime P of J 2 . Now, Rad(J 1 S P ) = P S P in S P . Then H
the map induced by the field extension. If M is a simple D(R, K)-module, then M ⊗ R S is a simple D(S, L)-module.
Proof. We have that S = R⊗ K L because the field extension is finite.
. . , e h be a basis for L as K-vector space. If v ∈ M ⊗ K L is not zero, then v = w 1 ⊗ e 1 + . . . + w h ⊗ e h for some w i ∈ M, where at least one w j is not zero. We assume that w 1 = 0, an there exist operators δ j ∈ D(R, K) such that w j = δ j w 1 because M is simple. Let δ = δ 1 + . . . δ h and u = e 1 . . . e h . Then v = δ(w 1 ⊗ a) = aδ(w 1 ⊗ 1). Since v = 0, δ(w 1 ) = 0 and there exist ∂ ∈ D(S, L) such that ∂δw 1 = w 1 . Then u 
S).
Proof. We have that S = R ⊗ K L because the field extension is finite. Let 
(S) is a holonomic D(S, K)-module, the claim follows from Remark 2.3.
For R a one-dimensional or complete intersection ring, λ i,j (R) = 1 if i = j = dim R, and vanishes otherwise. However, Propositions 4.11 and 4.12 will show that the generalized Lyubeznik numbers capture finer information that can distinguish these cases. 
Since Rad(J + Q ℓ ) = η, the Mayer-Vietoris sequence in local cohomology with respect to J and Q ℓ gives the following exact sequence: 
(S) for every ideal I ⊆ S, we may assume that α 1 = . . . = α ℓ = 1. Our proof will be by induction on ℓ. If ℓ = 1, it is clear. We suppose that the formula holds for ℓ − 1 and we will prove it for ℓ. Let g = f 1 · · · f ℓ−1 . Since f α ℓ ℓ , g form a regular sequence, we obtain the exact sequence Proposition 4.14. Let I and J be ideals of a local ring (R, m, K) containing a field. Then
Proof. This an immediate consequence of the Mayer-Vietoris associated sequence for local cohomology with respect to I and J.
Proposition 4.15.
, where K is a field, then
In particular, if f 1 , . . . , f ℓ form a regular sequence or if char(k) = p > 0 and S/I is a Cohen- ( ]] for some n. Let I denote the kernel of the surjection. Let P 1 , . . . , P ℓ be the minimal primes of I. By iteratively using the Mayer-Vietoris sequence, we find that
Proof. For brevity, let D = D(S, K). By the additivity of length
As a consequence, R is a domain if it is equimensional and λ d 0 (R) = 1. Thus, several results of Proposition 5.2 can be obtained by assuming only that R is equidimensional.
Remark 5.6. Let I be an ideal of an F -finite regular local ring S, and suppose that the quotient ring S/IS is F -pure. Let τ 1 denote the pullback of the test ideal of S/I to S, and inductively let τ i denote the pullback of the test ideal of the ring S/τ i−1 to S. As demonstrated by Vassilev, the corresponding chain of ideals is of the form (5.6.1) I τ 1 τ 1 . . . τ ℓ = S for some ℓ ≥ 1, and each quotient S/τ i is F -pure [Vas98] . The following result, which connects this filtration with the generalized Lyubeznik numbers, is due to the first author and Pérez [NBP12] : If I = (f ) is principal and ℓ is the length of the chain determined by the τ i as in (5.6.1), then if
By definition of the test ideals, we see that ℓ = 1 if and only if the quotient S/f S is Fregular, and so the inequality above shows that the generalized Lyubeznik number λ d 0 (S/f S) must be large whenever S/f S is "far" from being F -regular. This bound also shows that the hypersurface S/f S must be F -regular if λ d 0 (S/f S) = 1; Corollary 5.3 provides a partial converse to this statement.
Generalized Lyubeznik Numbers of Ideals Generated by
Maximal Minors
Proof. For every r ∈ N, there exists δ =
In addition, there exist µ ∈ N and homogeneous h α ∈ R such that µ > r and
We have that α g α h α = f µ−r , and there exist homogeneous g α,t ∈ R of degree t such that
because f and h α are homogeneous polynomials.
Hence,
f N , and the result follows. Remark 6.2. The conclusion of Lemma 6.1 is not necessarily true if f is not a homogeneous polynomial. Let m denote the homogeneous maximal ideal of R. If f ∈ R is any polynomial such that R m /f R m is a regular local ring, then even if D(R, K)
Therefore, if f ∈ R is homogeneous, length D(S,K) H 1 (f ) (S) ≥ 2 by Lemma 6.1. Example 6.4. Let R = K[X] be the polynomial ring over a field K in the entries of an r × r matrix X of indeterminates, and let m denote its homogeneous maximal ideal. Let ∆ denote the principal ideal of R generated by the determinant of X. If K has characteristic zero, the Bernstein-Sato polynomial of the determinant of X over R is b det(X) (s) = (s + 1)(s + 2) · · · (s + r), so by Remark 6.3, λ r 2 −1 0 (R m /∆R m ) ≥ 2. In stark contrast, by Remark 5.4, if K is instead a perfect field of characteristic p > 0, then λ r 2 −1 0 (R m /∆R m ) = 1. In particular, even when a specific Lyubeznik number is nonzero in both characteristic zero and characteristic p > 0, their values may differ.
Example 6.5. Now let R be the polynomial ring over a field K of characteristic zero in the entries of X = [x ij ], an r × s matrix of indeterminates, where r < s. Let m denote its homogeneous maximal ideal, and let I t be the ideal generated by the t × t minors of X, and let I = I r be the ideal generated by the maximal minors of X. By [Wit11, Theorem 
Since the I t+1 is the only associated prime of E R (R/I t+1 ) and of ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ % % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ (R) must all be zero (since the terms from which they come or go are zero), we must have that H 
Generalized Lyubeznik Numbers of Monomial Ideals
In this section we characterize the generalized Lyubeznik numbers associated to monomial ideals. To do so, we make use of the categories of square-free and straight modules introduced by Yanagawa [Yan00, Yan01]; we begin with some definitions and notation he first introduced.
Notation 7.1. Let S = K[x 1 , . . . , x n ], K a field, and consider the natural N n -grading on
. We say that x α is square-free if, for every i ∈ [n], α i either vanishes or equals one. Let e i denote the vector (0, . . . , 0, 1, 0 . . . , 0) ∈ N n , where "1" is in the i th entry. If F ⊆ [n], let P F denote the prime ideal generated by
, we will often use F instead of i∈F e i ; for instance, x F denotes i∈F x i .
Given a Z n -graded S-module M, and β ∈ Z, M(β) denotes the N n -graded S-module that has underlying S-module M, but with a shift in the grading: M(β) α = M α+β . Let ω S = S(−1, . . . , −1) denote the canonical module of S, and let *Mon denote the category of Z n -graded S-modules. 
3. An N n -graded square-free S-module M is a simple square-free module if it has no proper square-free non-trivial submodules. In fact, such a square-free module is simple if and only if it is isomorphic to S/P F (−F ) for some 
, and is also a filtration of D(S, K)-modules by Remark 7.9. Moreover,
If K has characteristic zero, due to the filtration above and noting Remark 2.3, 
7.1. Lyubeznik characteristic of Stanley-Reisner rings.
Definition 7.16 (Simplicial complex, faces/simplices, dimension of a face, i-face, facet). A simplicial complex ∆ on the vertex set [n] = {1, . . . , n} is a collection of subsets, called faces or simplices, that are closed under taking subsets. A face σ ∈ ∆ of cardinality |σ| = i + 1 is said to have dimension i, and is called an i-face of ∆. The dimension of ∆, dim(∆), is the maximum of the dimensions of its faces (or −∞ if ∆ = ∅). We denote the set of faces of dimension i of ∆ by F i (∆). A face is a facet if it is not contained in any other face.
Remark 7.17. If ∆ 1 and ∆ 2 are simplicial complexes on the vertex set [n], then ∆ 1 ∩ ∆ 2 and ∆ 1 ∪ ∆ 2 are also simplicial complexes.
Definition 7.18 (Simple simplicial complex). We say that a simplicial complex ∆ on the vertex set [n] is simple if it is equal to P(σ), the power set of a subset σ of [n].
Remark 7.19. If σ 1 , . . . , σ ℓ are the maximal facets of ∆, then ∆ = P(σ 1 ) ∪ . . . ∪ P(σ ℓ ). In particular, a simplicial complex is determined by its facets. Proof. For the first statement, we see that
The proof of the second statement is analogous. Assume that the formula holds for all simplicial complexes of dimension less or equal to d. Take a simplicial complex ∆ of dimension d + 1. Consider all its facets, σ 1 , . . . , σ ℓ . We now proceed by induction on ℓ. If ℓ = 1, suppose that ∆ 1 = P(σ 1 ), where σ 1 = {i 1 , . . . , i j } and dim(σ 1 ) = j. Then 
The above computation is related to work in [ÀMGLZA03] .
Example 7.25. Let K be a field, S = K[x 1 , x 2 , x 3 , x 4 , x 5 ], and m = (x 1 , x 2 , x 3 , x 4 , x 5 ). Consider the ideal I = (x 1 x 3 , x 1 x 4 , x 2 x 3 , x 2 x 4 , x 2 x 5 ) = (x 1 , x 2 , x 5 ) ∩ (x 3 , x 4 , x 5 ) of S. Note that R := S/I is the Stanley-Reisner ring of the simplicial complex in Figure 7 .25.1. Using Theorem 7.24, we see that χ λ (R m ) = 5+(−2)·5+4·1 = −1. Moreover, if K has characteristic zero, Corollary 7.12 implies that λ related to this work. We are also grateful to the American Mathematical Society and their Mathematical Research Communities program for supporting meetings between the authors; we also thank the organizers of the aforementioned program. The first author also thanks the National Council of Science and Technology of Mexico for its support through grant 210916.
