We prove the persistence of analyticity for classical solution of the Cauchy problem for quasilinear wave equations with analytic data. Our results show that the analyticity of solutions, stated by the Cauchy-Kowalewski and Ovsiannikov-Nirenberg theorems, lasts till a classical solution exists. Moreover, they show that if the equation and the Cauchy data are analytic only in a part of space-variables, then a classical solution also is analytic in these variables. The approach applies to other quasilinear equations and implies the persistence of the space-analyticity (and the partial space-analyticity) of their classical solutions.
Introduction
Consider a quasilinear wave equation: u + f (t, x, u, ∇u,u) = 0, dim x = d, t ∈ R, (0.1)
where f is a real-analytic function of all its arguments and the Cauchy data u 0 , u 1 are realanalytic functions of x. To begin with we assume the periodic boundary conditions:
is a lattice).
Regarding the solvability of the Cauchy problem (0.1), (0.2) two facts are well known: the life-span of its classical solution is non zero, i.e., there is T > 0 such that on [0, T ) the problem (0.1), (0.2) has a C 2 -solution u, e.g. see [Hör97] and Proposition 1.1 below. On the other hand by the Cauchy-Kowalewski theorem [Kow75] there is a positive ε 1 such that for t ∈ [0, ε 1 ) the solution u is real-analytic. Ovsiannikov and Nirenberg gave a beautiful generalization of the latter theorem to equations (0.1), where the nonlinearity f is continuous in t (and still is Note that the first assertion of the theorem and the local in time existence of a classical solution imply that if u 0 , u 1 and f are sufficiently smooth in x, continuous in t and analytic in x 1 , . . . , x k , u, ∇u andu, then the problem (0.1), (0.2) has a unique local in time solution, analytic in x 1 , . . . , x k (see below Corollary 1.9). This generalises the Ovsiannikov-Nirenberg theorem for equations of such class.
Theorem 0.1 is proved in Section 1; its proof is based on properties of the nonlinear semigroup, generated by the problem (0.1), (0.2). In Theorem 2.2, Section 2, we show that the assertion holds for solutions of (0.1), (0.2) defined locally, in a characteristic cone in R × R d . The local result on the analyticity implies the analyticity of global solutions defined on the whole torus. It straightforwardly generalizes to equations on homogeneous spaces and implies the corresponding global results. For example, Theorem 0.1.ii) remain true for equations in the standard sphere S d , see Section 3.1. We preface Theorem 0.1 to local Theorem 2.2 since the assertion i) of the former and its proof remain true for other classes of equations for which the latter is no more valid. E.g. see Section 3 for quasilinear parabolic equations, the 3d Navier-Stokes system and NLS equations. In the same time, the proof of assertion ii) does not generalise to non-hyperbolic equations (and for quasilinear parabolic equations its claim is wrong). So while the Cauchy-Kowalewski theorem is an assertion about hyperbolic equations, the Ovsiannikov-Nirenberg theorem describes a general property of a large class of quasilinear systems.
We note that similar C ∞ -smooth properties of solutions for (0.1), (0.2) are known, see [Koc93, Sog08] .
Our proof relies heavily on the theory of analytic mappings in Banach spaces. For the reader's convenience we summarised it in an appendix to this paper.
It is well known that in general the local solution u(t) cannot be extended to all t ≥ 0. The construction below gives a convenient implicit description of the set of initial data for which a solution exists for 0 ≤ t ≤ T . This construction is a part of the PhD thesis of the first author [Kuk81] . 
(1.7)
Here f [u] = f (x, u, ∇u,u) and d j denotes the differential with respect to the j-th variable.
T m consider the corresponding Cauchy problem which we write as
(1.8)
Let v 0 , v 1 and g be smooth and v be a smooth solution of the problem. Multiplying the equation byv in H m and using that the space H m is an algebra, we get:
where the constants C j are continuous functions of u X T m . We immediately get from this relation that
In the usual way this apriori estimate implies that (1.8) has a unique solution v ∈ X T m . Then we see from (1.
Since Φ is an embedding, then Lemma 1.2 jointly with the inverse function theorem (see Theorem 4.5) imply 
(1.9)
Then for 0 ≤ t ≤ T the flow-maps
are well defined and analytic. We recall that T is any positive number and that the domain O 0 depends on the time- 
Families of equations.
We fix any k ∈ {1, . . . , d} and assume that
where x I = (x 1 , . . . , x k ) and x II = (x k+1 , . . . , x d ). Then the torus acts on the operators F by shifting their coefficients: ( θ RF )(u) = f (t, θ Rx, u, ∇u,u). Clearly we have
(1.10)
The operators of the shifted Cauchy problem θ Φ(u) = u + (0, 0, ( θ RF )u) define a mappinḡ
Proof. By (1.6) and Corollary 4.4 we only have to check that the mapping is locally bounded and is analytic in θ. The local boundedness of this map (and its continuity) follow from the Banach algebra property of the spaces H s with s > d/2, e.g. see [RS96] ; cf. (4.2). Since f is analytic in x I , then θ Φ(u) complex-analytically depends on θ from the complex vicinity of T k . This implies the assertion. 
is analytic in ξ and θ.
(1.12)
we see that for θ ∈ T k and 0 ≤ t ≤ T the time-t flow-mapping, corresponding to the nonlinearity θ RF , is an analytic transformation θ S t 0 : θ O 0 → H m which analytically depends on θ.
(1.13)
Relation (1.10), where ( + F )u = 0, implies that
(1.14)
In particular,
Similar for any δ ∈ R we define
Assume that there exists ρ > 0 such that for each value of (x, u, ∇u,u) the function t → f (t, x, u, ∇u,u) analytically extends to the segment [−ρ, T + ρ]. Then the mappinḡ
is analytic, and for any |δ| < ρ it defines an analytic isomorphism
which analytically depends on δ. We set 
Analyticity of solutions
There is a delicate difference between the smoothness (or analyticity) of solutions for a nonlinear wave equation in time and in space. For instance, there is a number of results which imply for a solution a high smoothness in x and only a limited smoothness in t, see [Hör97] . Another example is given by the Ovsiannikov-Nirenberg theorem. Accordingly below we consider smoothness of solutions for (0.1), (0.2) in x and in t separately. Space-analyticity. Assume that the function f as above is analytic in x I , as well as the initial data u 0 and u 1 . Assume also that the problem (0.1), (0.2) has a solution u ∈ Y T m . Then (u 0 , u 1 ) ∈ θ O 0 and by (1.13) θ S t 0 u 0 with 0 ≤ t ≤ T is well defined for θ from a small ball B ε = {|θ| < ε} and is analytic in θ. Using (1.14) we have
Since u 0 is analytic in x I , then the mapping
, is analytic. Using (1.13) we get Theorem 1.5. Assume that the nonlinearity f and the initial data u 0 , u 1 are analytic in x I ∈ T k and the problem (0.1), (0.2) has a solution
Time-analyticity. Now assume that for a suitable ρ > 0 the function f (t, x, u, ∇u,u), where −ρ ≤ t ≤ T + ρ, is analytic in all its arguments, that the Cauchy data u 0 (x) and u 1 (x) are analytic and that the problem (0.1), (0.2) has a solution u ∈ Y T m . Denote U (t) = (u(t),u(t)). By the Cauchy-Kowalewski theorem, the function u(t, x) is analytic for |t| < ε and x ∈ T d with a suitable ε > 0. Therefore the curve [0, T ] → H m , t → U (t), also is analytic for |t| < ε. For any t * ∈ [0, T ] we write the solution U (t) for t close to t * as U (t * + τ ) = 
This result and Theorem 1.5 imply Theorem 1.7. Assume that the nonlinearity f (t, x, u, ∇u,u), where −ρ ≤ t ≤ T + ρ, and the initial data u 0 , u 1 are analytic in all variables and the problem (0.1), (0.2) has a solution
is an analytic function in all its arguments.
We recall that for any
is analytic in t 1 and t 2 .
Combining Theorem 1.5 with Proposition 1.1 we get Corollary 1.9. Let the nonlinearity f and the Cauchy data u 0 , u 1 be as in Theorem 1.5. Then there exists T ′ > 0 such that for 0 ≤ t ≤ T ′ the Cauchy problem has a unique solution u ∈ Y T ′ m , which is analytic in x I .
The global results above generalise to other classes of quasilinear PDE. E.g., to quasilinear parabolic and Schrödinger equations, see Section 3.
Local results

Equations in characteristic cones.
In this section we consider the problem (0.1), (0.2) defined in a characteristic cone in R d+1 . Let T > 0 and 0 < a < T . Denote by K a truncated characteristic cone:
(below for short we call it a cone). Denote by B r ⊂ R d the closed ball of radius r centered in the origin and denote b t = B T −t . In this section we study the problem (0.1), (0.2) in the cone K, where the Cauchy data are given on the ball K ∩ {t = 0}, identified with b 0 . The nonlinearity f is assumed to be analytic in all its variables and analytically extendable to U ε (K) × R d+2 , where U ε (K) is the ε-vicinity of K in R d+1 , ε > 0. Then for a given Cauchy data the problem (0.1), (0.2) has at most one classical solution, [Hör97] . Our goal is to prove for this solution Theorem 0.1, assuming that the Cauchy data also are analytic.
Denote by Tr ρ (g) the restriction of a function g(x) to the ball B ρ , ρ > 0. It is well known that for k ≥ 0 there exists a bounded linear map
, and provide this space with the norm, induced from
We denote by ′ the operator of the Cauchy problem for in K which sends any function Lemma 2.1. The inverse operator ( ′ ) −1 equals
It defines a continuous mapping
The solution of the Cauchy problem for in
. Since solutions of the wave equation in K depend only on the data in the characteristic cone, then ( ′ ) −1 (u 0 , u 1 , g) equals to the restriction of U to K. This implies the assertions. 
is analytic since Φ ′−1 is an analytic mapping on O. Similar we may consider eq. (0.1) on the smaller cone
In this way we get a domain O τ ⊂ H m (K τ ) such that eq. (0.1) has a solution u(t, x), (t, x) ∈ K τ , which is a trace on K τ of a function from X Now we define families of the Cauchy problems and of the corresponding operators Φ ′ . Since the function f analytically in (t, x) extends to U ε (K), then eq. (0.1) analytically extends to a bigger cone
For any θ ∈ B ε = {|θ| ≤ ε} ⊂ R d , as before, we denote by θ R the shift θ R(t, x) = (t, x + θ), and set
As before, θ Φ ′ is the operator of the Cauchy problem with the nonlinearity θ Rf . The mappinḡ
is analytic. For each θ ∈ B ε it defines an analytic diffeomorphism
which analytically depends on θ, as well as its inverse. 
Global problems
In the assumptions of Theorems 1.7 let R > 0 be such that any two points of the ball B R are not equivalent modulo the lattice Γ (which defines the torus T They also straightforwardly generalise to quasilinear wave equations in a connected open domain in an analytic Riemann homogeneous space, not necessarily compact. In this case = ∂ 2 /∂t 2 − ∆, where ∆ is the corresponding Laplace-Beltrami operator. Now the straight cone K should be replace by the characteristic cone, constructed in terms of the geodesics of the corresponding metric, and the translations θ R -by the local isometies. This generalisation implies that Theorem 1.5 with k = d and Theorem 1.7 remains true for quasilinear wave equations on a compact homogeneous analytic Riemann manifold M . For example, on the standard sphere S d .
3 Related results
Quasilinear parabolic equations
The approach to study analyticity and partial analyticity of solutions in the space-variables, explained above, applies to other equations (to which the Cauchy-Kowalewski and Ovsiannikov-Nirenberg theorems do not apply). For example, to quasilinear parabolic equationṡ
where f is sufficiently smooth in t, x and is analytic in u and ∇u. As in Section 1.1, one can find suitable space Z [Kuk81, Kuk82] . In the same way as in Section 2 we prove that if f is analytical in the space-variables, then classical solutions of (3.1) with analytical initial data are space-analytic. This is a well known result, which holds true for t > 0 without assuming analyticity of u 0 (x); we do not discuss the corresponding literature but only mention the papers [Ang90b, Ang90a] , where analyticity of solution for nonlinear parabolic equations is obtained, based on ideas, related to those in our work and in [Kuk82] . But we also can prove that if f is analytic in u, ∇u and in a part of the space-variables, as well as the function u 0 , then the solution u(t, x) is analytic in these space variables. This result seems new. Note that the assertion of Theorem 1.7 does not hold for the problem (3.1), even when f = 0, since a solution of the Cauchy problem (3.1)| f =0 with analytic u 0 (x) may be non-analytic in t when t = 0.
The approach applies to the Navier-Stokes system on the d-torus with d = 2 or d = 3, perturbed by a sufficiently smooth force h(t, x), see [Kuk82] . It implies that if the initial data and the force h are analytical in space-variables x 1 , . . . , x k , where 1 ≤ k ≤ d, then a corresponding strong solution u(t, x) remains analytical in this space-variables till it exists. For k = d this is well known, e.g. see in book [DG95] .
Similar consider the 3d NSE in the thin layer
At the boundary (M × {0}) ∪ (M × {ε}) impose the Dirichlet or Navier boundary conditions. Let the force and initial data are i) analytic in ϕ, ii) bounded uniformly in t ≥ 0, uniformly in ε ∈ (0, 1). Due to Raugel-Sell (see [TZ97] and references therein), if ε > 0 is sufficiently small, then there exists a unique strong solution u(t, ϕ, r), t ≥ 0. Our result implies that this solution is analytic in ϕ.
NLS equations
The result of Theorem 1.5 remains true for the nonlinear Schrödinger equatioṅ
where the complex function f is continuous in t, H m -smooth in x (m > d/2) and real analytic in Re u, Im u. The proof of the theorem remains literally the same if we choose
and proceed as in Section 1 (cf. [Kuk81] ). As before, we can replace T d by any homogeneous Riemann space, analytic and compact.
Smooth and partially smooth solutions
Results of Sections 1 and 3.1 concerning spatial analyticity and partial spacial analyticity of solutions remain true, with the same proof, for their spacial smoothness. For example if the nonlinearity f and the initial data u 0 , u 1 of the problem (0.1), (0.2) are smooth in the variables x 1 , . . . , x k , 1 ≤ k ≤ d, and the problem has a solution u(t, x) ∈ Y T m , then u also is smooth in x 1 , . . . , x k . Similar, if for the Navier-Stokes system on T 3 the initial data and the force are smooth in some variable x l , then a corresponding strong solution is smooth in x l till it exists.
Appendix: analytic maps between Banach spaces
Notations for spaces and operators in this appendix are independent from the rest of the paper. Proofs of the two theorems, given below, may be found in [PT87] , Appendix B.
Let X and Y be complex Banach specs, formed by certain classes of complex functions, and let X R and Y R be their subspaces, formed by real-valued functions (in the main part of the text we use a number of spaces like that). Let O be a domain in X. As in the finite-dimensional case, a mapping F : O → Y is called (complex) analytic if each pint x ∈ O has a neighbourhood U ⊂ O such that the restriction of F to U may be written as a sum of series
Here F (x) k : X → Y is a bounded k-homogeneous mapping. That is, it equals to the restriction to the diagonal of some bounded and symmetric complex-linear mapping
for suitable positive r and C (so the series above converges uniformly if U is sufficiently small).
Definition of a real-analytic mapping F : 
is analytic.
Corollary 4.2. If F is continuous, then it is sufficient to require analyticity of maps (4.1) only for a set of triplets
Proof. For any given triplet (x, u, ξ) as in Theorem 4.1 let us approximate it by a sequence of admissible triplets {(x, u, ξ) n , n ≥ 1}. Then the mapping (4.1) is a limit in the uniform topology of analytical mappings (4.1) n . So it is analytic.
, and let f (x, u) be a continuous function on T d × Q, where Q is a neighbourhood of R in C, analytic in u, H s -smooth in x and satisfying i) f (·, u) s ≤ C(R) for each u ∈ Q R = {z ∈ Q : |z| < R} and for every R > 0.
Let O ⊂ X be the domain O = O(R, δ) := {u ∈ X : u s < R, Im(u) s < δ}, δ < R. Then the mapping F : u(x) → f (x, u(x)) is defined on O if δ is sufficiently small in terms or R (and Q). Since s > d/2, then X is a Banach algebra and F : O → Y is a continuous mapping. In particular F is locally bounded. Moreover, if O ′ = O(R − γ, δ − γ), where γ < δ, then
For integer s it is not hard to check this directly, for non-integer s see e.g. [RS96] . Let u(x), v(x) and ξ(x) be smooth complex functions on T d such that u ∈ O. Consider the function z → T d
f (x, u(x) + zv(x))ξ(x) dx, defined in the vicinity of 0 ∈ C. The integrand is bounded uniformly in z, x and analytic in z. So the function above is analytic, and the mapping F is analytic by Corollary 4.2. What was said implies that if i) holds and f is real for real arguments, then this function defines a real-analytical mapping F : X R → X R . Consider the space Y = C(0, T ; X). For a similar reason f defines a real-analytical mapping Y R → Y R , u(t, x) → f (x, u(t, x)). Same is true if f continuously depends on t.
Corollary 4.4. If O 1 , O 2 are domains in complex Banach spaces X 1 , X 2 , then a mapping
is analytic if and only if it is locally bounded and for each x 1 ∈ O 1 and x 2 ∈ O 2 the mappings
are analytic.
Proof. In one direction the implication is obvious. Now let (4.3) be a locally bounded mapping such that the maps (4.4) are analytic. Take any (x 1 , x 2 ) ∈ O 1 × O 2 , (u 1 , u 2 ) ∈ X 1 × X 2 and ξ ∈ Y * . Consider the function (z 1 , z 2 ) → ξ F (x 1 + z 1 u 1 , x 2 + z 2 u 2 ) , defined in a suitable bi-disc {|z 1 | < ε 1 } × {|z 2 | < ε 2 }. It is analytic in z 1 for z 2 fixed, and vice versa. So this function is analytic by the Hartogs theorem, see [Kra92] . Accordingly F is weakly analytic, so it is analytic.
For mappings in Banach spaces the analytic implicit function theorem remains true: 
