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Abstract
In this paper, we formulate a concentration-compactness principle at infinity which extends a result
introduced by J. Chabrowski [Calc. Var. Partial Differential Equations 3 (1995) 493–512]. Then we
consider some quasilinear elliptic equations in some classes of unbounded domains by solving their
corresponding constrained minimization problems under certain conditions. We show the existence
of positive solutions of those equations via the concentration-compactness principle at infinity, which
extends some results in [Differential Integral Equations 6 (1993) 1281–1298].
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the existence of positive solutions of the quasilinear elliptic
equation
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u ∈ W 1,p0 (Ω),
(Eb,Ω )
where ∆pu = div(|∇u|p−2∇u), 1 < p < N , N  3, p < q < p∗ = NpN−p , µ is a posi-
tive parameter, and b(x) is a positive, bounded and continuous function which satisfies
lim|x|→∞ b(x) = b(∞) > 0. Dealing with Eq. (Eb,Ω), we consider the following mini-
mization problem:
M(b,Ω) := inf
{∫
Ω
(|∇u|p + |u|p)dx; u ∈ W 1,p0 (Ω),
∫
Ω
b(x)|u|q dx = 1
}
.
(Mb,Ω )
Under certain assumptions on Ω and b(x), we can find a positive minimizer u for the
minimization problem (Mb,Ω). That is, there is u ∈ W 1,p0 (Ω) satisfying∫
Ω
(|∇u|p + |u|p)dx = M(b,Ω) and ∫
Ω
b(x)|u|q dx = 1.
In the calculus of variations or in mathematical physics, many minimization problems
are given in unbounded domains like RN , for example. P.L. Lions [11,12] posed a new
method for solving some minimization problems in unbounded domains. In those papers,
he constructed a concentration-compactness lemma which was used to analyze the mini-
mizing sequences, then he formulated a concentration-compactness principle which states
that all minimizing sequences are relatively compact if and only if a subadditivity inequal-
ity is strict. In this way, he can overcome the difficulties of loss of compactness which
results from unbounded domain. In [12], P.L. Lions considered the problem (Mb,Ω) with
p = 2, he remarked that one can consider the problem (Mb,Ω) with p = 2, 1 < p < N by
his methods. In [14], Li Gongbao and Yan Shusen considered the problem (Mb,Ω) with
p = 2, Ω = RN by the Lions’ concentration-compactness principle.
In [6], J. Chabrowski introduced a concentration-compactness principle at infinity.
By the principle, he solved the minimization problem (Mb,Ω) with p = 2. In his way,
he can avoid the difficulty that one must verify a strict subadditivity inequality by the
concentration-compactness principle posed by P.L. Lions. In [13], its authors considered
the minimization problem (Mb,Ω) for b ≡ 1, p = 2, Ω ⊆ RN , but they solved the prob-
lem (Mb,Ω) by constructing a global compactness theorem instead of the mentioned two
concentration-compactness principles above.
For the following quasilinear elliptic equation:{−∆pu + λ|u|p−2u = f (x,u), in Ω ,
u ∈ W 1,p0 (Ω), u = 0,
(E)
where 1 < p < N,N  3, λ is a parameter, Ω is an unbounded domain in RN , f is
sub-critical, there exist many results about it (see [1,8,10,12–14,17,18]). Because of the
unboundedness of the domain, the Sobolev compact embedding do not hold. There have
been some methods to overcome the difficulty. In [18], the authors used the concentration-
compactness principle posed by P.L. Lions and the mountain pass lemma to solve Eq. (E).
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to consider Eq. (E). In [3,4], the authors study the problem in symmetric Sobolev spaces
which possess Sobolev compact embedding. Recently in [8], G. Citti and F. Uguzzoni
got the result of uniqueness of positive solution of the equation −∆pu + up−1 = uα
in RN , where 1 < p < 2, 1 < α < p∗. By the result and a min–max procedure formu-
lated by A. Bahri and Y.Y. Li [2], they considered the existence of positive solutions of
−∆pu + up−1 = q(x)uα in RN , where q(x) satisfies some conditions. But they did not
consider the equation in general Ω (Ω is an unbounded domain) with general p.
In this paper, we extend the concentration-compactness principle at infinity with p = 2
[6] to 1 < p < N . By our concentration-compactness principle at infinity we consider the
solvability of the minimization problem (Mb,Ω) under different cases of b and Ω , b ≡ 1,
Ω =RN ; b = const, Ω =RN ; and b ≡ 1, Ω is a periodic domain (definition will be given
later). Then we get a ground state positive solutions for the equation (Eb,Ω). That is, we
extend some results for p = 2 obtained in [13]. In order to obtain the results, we have to
overcome two main difficulties: one is that Ω is an unbounded domain which results in
the loss of compactness; the other is that W 1,p0 (Ω) is not a Hilbert space for 1 < p < N ,
except for p = 2. The space W 1,p0 (Ω) with p = 2 does not satisfy the Brézis–Lieb lemma
(for example, see [15]). The methods in [13] cannot be used in this paper because we
cannot apply the Brézis–Lieb lemma [5] and Riesz representation theorem.
Now we can describe our main results.
Theorem 1 (Concentration-compactness principle at infinity). Let Ω be an unbounded
domain in RN , {um} ⊂ W 1,p0 (Ω) be a sequence such that um ⇀ u in W 1,p0 (Ω) and define
α∞,b := lim
R→∞ lim supm→∞
∫
Ω∩{|x|>R}
b(x)|um|q dx, where p < q < p∗ = Np
N − p ,
b(x) satisfies the conditions in the problem (Mb,Ω).
β∞ := lim
R→∞ lim supm→∞
∫
Ω∩{|x|>R}
(|∇um|p + |um|p)dx.
Then
(1) lim sup
m→∞
∫
Ω
b(x)|um|q dx =
∫
Ω
b(x)|u|q dx + α∞,b,
(2) lim sup
m→∞
∫
Ω
(|∇um|p + |um|p)dx 
∫
Ω
(|∇u|p + |u|p)dx + β∞,
(3) (α∞,b)
p
q M  β∞,
where M = M(b(∞),Ω) defined in (Mb,Ω).
Theorem 2. If b(x) ≡ 1 and Ω = RN , then the minimization problem (Mb,Ω) is solvable.
that is, there is a positive minimizer u for the minimization problem (Mb,Ω).
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minimization problem (Mb,Ω) is solvable, and there is a positive solution u for Eq. (Eb,Ω).
Theorem 4. If b(x) ≡ 1, Ω is an unbounded periodic domain in RN , then the minimization
problem (Mb,Ω) is solvable.
Theorem 5. If Ω = Ω1 ∪ Ω2, Ω1 ∩ Ω2 is bounded, Ω1 and Ω2 are unbounded domain
in RN , Ω has smooth boundary ∂Ω , then
(1) if M(1,Ω1) M(1,Ω2), (M1,Ω1) admits a minimizer u and u ∈ C1(Ω1) such that
∆pu ∈ L2loc(Ω1), then (M1,Ω) admits a minimizer,
(2) if both (M1,Ω1) and (M1,Ω2) admit minimizers u1, u2; u1, u2 ∈ C1(Ω1) such that
∆pu1,∆pu2 ∈ L2loc(Ω1), then (M1,Ω) also admits a minimizer.
Theorem 6. If Ω is a ball up domain (its definition will be given later), then the minimiza-
tion problem (M1,Ω) is not solvable. In particular, if Ω is an exterior domain, then the
minimization problem (M1,Ω) is not solvable.
The paper is organized as follows. In Section 2, we formulate a concentration compact-
ness principle at infinity. In Section 3, we consider the minimization problem (Mb,Ω) in
the case of b ≡ 1 and Ω = RN . In Sections 4 and 5, we consider respectively the case of
Ω =RN and b = const, and the case of b ≡ 1 and Ω ⊂RN .
2. A concentration-compactness principle
First of all we recall the definition of W 1,p(Ω),
W 1,p(Ω) := {u ∈ Lp(Ω); ∂iu ∈ Lp(Ω), i = 1,2, . . . ,N},
‖u‖1,p := |u|p + |∇u|p,
where |.|p denotes the norm in Lp(Ω). The space W 1,p0 (Ω) is the completion of the space
D(Ω) of C∞-functions with compact support with respect to the norm ‖.‖1,p .
Now we formulate the proof of Theorem 1.
Proof of Theorem 1. (i) Let 0 < ε < 1, ϕR ∈ C∞(RN) be such that
ϕR(x) =
{0, |x| < R,
1 − ε, |x| > R + 1,
and 0 ϕR(x) 1 − ε on RN . Let
ψR(x) := ϕR(x) .1 − ε
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M(1,Ω)
(∫
Ω
(|umϕR|)q dx
) p
q

∫
Ω
(∣∣∇(umϕR)∣∣p + |umϕR|p)dx
=
∫
Ω
(|ϕR∇um + um∇ϕR|p + |umϕR|p)dx
=
∫
Ω
(∣∣∣∣(1 − ε)ψR∇um + εum∇ ϕRε
∣∣∣∣
p
+ (1 − ε)p|umψR|p
)
dx

∫
Ω
(
(1 − ε)|ψR∇um|p + ε
∣∣∣∣um∇ ϕRε
∣∣∣∣
p
+ (1 − ε)p|um|p|ψR|p
)
dx
 (1 − ε)
∫
Ω
ψ
p
R
(|∇um|p + |um|p)dx + ε
∫
Ω
∣∣∣∣um∇ ϕRε
∣∣∣∣
p
dx. (∗)
By the definitions of ϕR and {um}, we have
lim
R→∞ lim supm→∞
∫
Ω
∣∣∣∣um∇ ϕRε
∣∣∣∣
p
dx = 0
(since um∇ ϕRε ⇀ u∇ ϕRε in W 1,p0 (Ω ∩ {R < |x| < R + 1}), and the embedding W 1,p0 (Ω ∩
{R < |x| < R + 1}) into Lp0 (Ω ∩ {R < |x| < R + 1}) is compact),
lim
R→∞ lim supm→∞
(∫
Ω
|umϕR|q dx
) p
q
= (1 − ε)p(α∞,b)
p
q ,
lim
R→∞ lim supm→∞
∫
Ω
ψ
p
R
(|um|p + |∇um|p)dx = β∞.
With (∗), we can obtain
(1 − ε)pM(1,Ω)(α∞,b)
p
q  (1 − ε)β∞.
Since ε is arbitrary, we can show that
M(1,Ω)(α∞,b)
p
q  β∞,
then the inequality (3) follows.
(ii) To prove (1) we write for each R > 0, and let BR = {x; |x| < R}, BcR = {x; |x|R},
lim sup
∫
b(x)|um|q dx = lim sup
∫
b(x)|um|q dx + lim sup
∫
b(x)|um|q dx.
m→∞
Ω
m→∞
Ω∩BR
m→∞
Ω∩BcR
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we get
lim
m→∞
∫
Ω∩BR
b(x)|um|q dx =
∫
Ω∩BR
b(x)|u|q dx.
So
lim sup
m→∞
∫
Ω
b(x)|um|q dx =
∫
Ω∩BR
b(x)|u|q dx + lim sup
m→∞
∫
Ω∩BcR
b(x)|um|q dx.
Letting R → ∞, (1) follows.
(iii) Using the weak lower semi-continuity of a norm, we have
lim inf
m→∞
∫
Ω∩BR
(|um|p + |∇um|p)dx 
∫
Ω∩BR
(|u|p + |∇u|p)dx,
for each R > 0. Then we get
lim sup
m→∞
∫
Ω
(|um|p + |∇um|p)dx
 lim inf
m→∞
∫
Ω∩BR
(|um|p + |∇um|p)dx + lim sup
m→∞
∫
Ω∩BcR
(|um|p + |∇um|p)dx

∫
Ω∩BR
(|u|p + |∇u|p)dx + lim sup
m→∞
∫
Ω∩BcR
(|um|p + |∇um|p)dx.
Letting R → ∞, we can deduce (2). The proof is complete. 
Remark 2.1. In the proof of Theorem 1, we use the convexity of the function y = xp
(p > 1). But when p = 2, one can prove the concentration-compactness principle at infin-
ity without using it (see [7, Proposition 1.2]).
3. The case of b ≡ 1 and Ω =RN
We first introduce some notations. Let
I (u) := 1
p
∫
RN
(|∇u|p + |u|p)dx − 1
q
∫
RN
|u|q dx,
J (u) :=
∫
RN
(|∇u|p + |u|p) dx∫
RN
|u|q dx .
It is easy to verify that I ∈ C1(W 1,p(RN),R), J ∈ C1(W 1,p(RN) \ {0},R), and〈
I ′(u), v
〉= ∫ (|∇u|p−2∇u∇v + |u|p−2uv)dx − ∫ |u|q−2uv dx,
RN RN
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J ′(u), v
〉= p|u|qq
∫
RN
(|∇u|p−2∇u∇v + |u|p−2uv)dx − q‖u‖p1,p
∫
RN
|u|q−2uv dx
(
∫
RN
|u|q dx)2 .
We refer to [9, Theorem 9] for the proof.
In order to prove Theorem 2, let us formulate two lemmas firstly.
Lemma 3.1. Let {um} be a minimizing sequence of the problem (M1,RN ), M = M(1,RN).
Then there is a minimizing sequence {vm} such that J (vm) → M , J ′(vm) → 0 in
W−1,p′(RN) as m → ∞ (where 1
p
+ 1
p′ = 1), and after rescaling ωm = M
1
q−p vm,
I (ωm) →
(
1
p
− 1
q
)
M
q
q−p , I ′(ωm) → 0 as m → ∞.
Proof. By the definition M and J , we have
M = inf
0=u∈W 1,p(RN)
J (u) = lim
m→∞J (um),
then we may apply the Ekeland variational principle to get a Palais–Smale sequence {vm},
such that
‖vm − um‖1,p < 1
m
, J (vm) → M,
J ′(vm) → 0 in W−1,p′(RN), as m → ∞.
Then by the definition of I and ωm, we get
I (ωm) = 1
p
M
p
q−p
∫
RN
(|∇vm|p + |vm|p)dx − 1
q
M
q
q−p
∫
RN
|vm|q dx
→ 1
p
M
p
q−p +1 − 1
q
M
q
q−p =
(
1
p
− 1
q
)
M
q
q−p ,
〈
I ′(ωm), v
〉 = M p−1q−p ∫
RN
(|∇vm|p−2∇vm∇v + |vm|p−2vmv)dx
− M q−1q−p
∫
RN
|vm|q−2vmv dx
= M p−1q−p
( ∫
RN
(|∇vm|p−2∇vm∇v + |vm|p−2vmv)dx
− M
∫
RN
|vm|q−2vmv dx
)
( 〈 〉 )→ 0 because of J ′(vm), v → 0 as m → ∞.
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I (ωm) →
(
1
p
− 1
q
)
M
q
q−p ,
I ′(ωm) → 0 as m → ∞ for each v ∈ W 1,p(RN). 
Remark 3.2. If p = 2, one can prove I (M 1q−2 um) → ( 12 − 1q )M
q
q−2 , I ′(M
1
q−2 um) → 0
as m → ∞ by Riesz representation theorem since W 1,2(RN) is a Hilbert space (see [13,
Theorem 2.1]). But for general p, the method cannot be applied.
Lemma 3.3. Let 1 < p ∞, 1  q < ∞ with q = Np
N−p , p < N . Assume that {um} is
bounded in Lq(RN), ∇um is bounded in Lq(RN), and
sup
y∈RN
∫
B(y,R)
|um|q dx → 0 for some R > 0.
Then um → 0 in Lα(RN) for α between q and NpN−p .
See [12, Lemma I.1] for the proof.
Proof of Theorem 2. By Lemma 3.1, let {um} be a minimizing sequence of problem
(M1,RN ), such that
I
(
M
1
q−p um
)→ ( 1
p
− 1
q
)
M
q
q−p ,
I ′
(
M
1
q−p um
)→ 0 in W−1,p′(RN) as m → ∞.
Since {um} is bounded in W 1,p(RN), we can assume that um ⇀ u in W 1,p(RN). By
Lemma 3.3, we set
vm := um(x + ym) ⇀ v = 0 in W 1,p(RN),
where ym ∈RN (for details, see [12, Proof of Theorem I.2]).
Let α∞, β∞ be quantities related to vm in Theorem 1. From Theorem 1, we have∫
RN
|v|q dx + α∞ = 1.
In order to prove Theorem 2, we have to show α∞ = 0. Arguing by contradiction, we
assume 0 < α∞ < 1. Let ψR be a function defined in the proof of Theorem 1. Since
I ′(M
1
q−p vm) → 0 in W−1,p′(RN) as m → ∞, we see that 〈I ′(M
1
q−p vm),M
1
q−p vmψR〉
→ 0 as m → ∞ uniformly for R  1. Hence〈
I ′
(
M
1
q−p vm
)
,M
1
q−p vmψR
〉
= M pq−p
∫ (|∇vm|p−2∇m∇(vmψR) + |vm|p−2vmvmψR)dx
RN
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∫
RN
|vm|q−2vmvmψR dx.
Let m → ∞ and then let R → ∞, we obtain that
M · α∞ = β∞.
On the other hand, by Theorem 1, we have M(α∞)p/q  β∞. Then we get M · αp/q∞ 
M · α∞, that is α∞  1. This contradicts the assumption that 0 < α∞ < 1. Thus v is a
minimizer for the minimization problem (M1,RN ). Since |v| is a minimizer for (M1,RN ),
we can assume that v is nonnegative. By regularity theory [14, Theorem 3.1] and the strong
maximum principle [16, Theorem 5], we can show that v is positive. 
Corollary 3.4. There is a positive solution u for the quasilinear elliptic equation (E1,RN ).
4. The case of b = const and Ω =RN
In order to prove Theorem 3, we need the following lemma.
Lemma 4.1. If {um} ⊆ W 1,p(RN) is a minimizing sequence of the minimization problem
(Mb,RN ) such that um ⇀ u = 0 in W 1,p(RN), then problem (Mb,RN ) has a solution.
Proof. By Theorem 1, it is enough to show that
α∞,b = lim
R→∞ lim supm→∞
∫
{|x|>R}
b(x)|um|q dx = 0.
Since
∫
RN
b(x)|u|q dx + α∞,b = 1, we can assume 0 < α∞,b < 1. Let
Ib(u) := 1
p
∫
RN
(|∇u|p + |u|p)dx − 1
q
∫
RN
b(x)|u|q dx.
It is similar to that as in the proof of Lemma 3.1, a subsequence of {um} can be obtained,
denoted again by {um}. Let Mb = M(b,RN), and note that {M
1
q−p
b um} is a Palais–Smale
sequence for Ib . By a similar proof to the one as in Theorem 2, we easily derive that
I
(
M
1
q−p
b um
)→ ( 1
p
− 1
q
)
M
q
q−p
b as m → ∞,
α∞,bMb = β∞. (4.1)
On the other hand, by the definition of Mb, we have
Mb
( ∫
b(x)|u|q dx
) p
q

∫ (|∇u|p + |u|p)dx, (4.2)RN RN
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1
p
− 1
q
)
M
q
q−p
b 
(
1
p
− 1
q
)
M
p
q−p
b
( ∫
RN
(|∇u|p + |u|p)dx + β∞
)
. (4.3)
From (4.1) and (4.3), we have∫
RN
(|∇u|p + |u|p)dx Mb
∫
RN
b(x)|u|q dx. (4.4)
Applying (4.2) and (4.3), we obtain
Mb
( ∫
RN
b(x)|u|q dx
) p
q
Mb
∫
RN
b(x)|u|q dx.
So
∫
RN
b(x)|u|q dx  1, which contradicts the assumption. Hence α∞,b = 0. 
Proof of Theorem 3. Let {um} be a minimizing sequence for problem (Mb,RN ) such that
Ib
(
M
1
q−p
b um
)→ ( 1
p
− 1
q
)
M
q
q−p
b , where Mb = M(b,RN),
I ′b
(
M
1
q−p
b um
)→ 0 in W−1,p′(RN) as m → ∞.
(1) We claim u = 0 in W 1,p(RN).
Arguing by contradiction, we assume u = 0 in W 1,p(RN). Let α∞,b , β∞ be quantities
related to um in Theorem 1. By Theorem 1, we get∫
RN
b(x)|u|q dx + α∞,b = 1,
∫
RN
(|∇u|p + |u|p)dx + β∞ Mb,
Mb · (α∞,b)
p
q = β∞.
Since u = 0 in W 1,p(RN), we have α∞,b = 1. Since I ′b(M
1
q−p
b um) → 0 in W−1,p
′
(RN) as
m → ∞, we have〈
I ′b
(
M
1
q−p
b um
)
,M
1
q−p
b umψR
〉→ 0
as m → ∞ uniformly for R  1. Hence
〈
I ′b
(
M
1
q−p
b um
)
,M
1
q−p
b umψR
〉
= M
p
q−p
b
∫
RN
(|∇um|p−2∇um∇(umψR) + |um|p−2umumψR)dx
− M
q
q−p
b
∫
|um|q−2umumψR dx.RN
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p
q−p
b · α∞,b = M
p
q−p
b · β∞, that is,
β∞ = Mb · α∞,b = Mb. (4.5)
Let
M∞ := inf
{ ∫
RN
(|∇u|p + |u|p)dx; u ∈ W 1,p(RN), ∫
RN
(
b(∞)|u|q)dx = 1
}
.
By the definition of M∞, we have
M∞
( ∫
RN
b(∞)|umψR|q dx
) p
q

∫
RN
(|∇umψR|p + |umψR|p)dx.
Let m → ∞ and then let R → ∞, we get αp/q∞,bM∞ = β∞, that is
M∞  β∞. (4.6)
Combining (4.5), we can show that
M∞ Mb. (4.7)
By Theorem 2, there is a positive function ω ∈ W 1,p(RN), such that
Mb
( ∫
RN
b(x)|ω|q dx
) p
q

∫
RN
(|∇ω|p + |ω|p)dx = M∞. (4.8)
Since b(x) b(∞) = lim|x|→∞ b(x) > 0, we have∫
RN
b(x)|ω|q dx 
∫
RN
b(∞)|ω|q dx. (4.9)
From (4.8) and (4.9), we get
M∞ > Mb.
This contradicts (4.7). So we can show that u = 0 in W 1,p(RN). By Lemma 4.1, we know
that u is a minimizer for problem (Mb,RN ). By a similar proof as in Theorem 2, we can
show that u is positive. The proof is complete. 
From the proof of Theorem 3, we have the following conclusion.
Corollary 4.2. If b(x)  b(∞) = lim|x|→∞ b(x) > 0 and M∞ > Mb , then the minimiza-
tion problem (Mb,RN ) is solvable.
5. The case of b = 1 and Ω ⊆RN
In this section, we will discuss the solvability of problem (Mb,Ω) in some classes of
unbounded domains.
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Definition 5.1 [13]. Let Ω be a domain, there is a partition {Ωn} of Ω and points {yn}
in RN satisfying the following conditions:
(1) {yn} forms a sub-group of RN ,
(2) Ω0 is bounded,
(3) Ωn = yn + Ω0.
Then Ω is called a periodic domain.
Example 5.2 [13]. Ω = O ×Rm, where O is a bounded domain in Rs , m 1, s  1.
Example 5.3 [13]. Ω = {(x1, x′) ∈R×RN−1; |x′| < r}, where r > 0.
Lemma 5.4. Let {um} be a minimizing sequence for the problem (M1,Ω), where Ω is a
periodic domain inRN . Then there is a minimizing sequence {ωm} such that ωm(x+ym) ⇀
u = 0 in W 1,p0 (Ω), where {ym} is a subsequence of {yn}.
Proof. Let Ω =⋃n∈Z Ωn, Ωi and Ωj are disjoint if i = j . Similar to Lemma 3.1, for the
minimizing sequence {um}, there is a sequence {ωm} such that
I
(
ωmM
1
q−p (1,Ω)
)→ ( 1
p
− 1
q
)
M
q
q−p (1,Ω),
I ′
(
ωmM
1
q−p (1,Ω)
)→ 0 in W−1,p′(Ω) as m → ∞.
That is, if we let vm = ωmM
1
q−p (1,Ω), then(
1
p
− 1
q
)∫
Ω
|vm|q dx =
(
1
p
− 1
q
)∫
Ω
(|∇vm|p + |vm|p)dx + o(1), as m → ∞.
Let dm = maxn∈Z(
∫
Ωn
|vm|q) dx)1/q ; then
o(1) + I (vm) =
(
1
p
− 1
q
)∫
Ω
|vm|q dx =
(
1
p
− 1
q
)∑
n∈Z
∫
Ωn
|vm|q dx

(
1
p
− 1
q
)
max
n∈Z
( ∫
Ωn
|vm|q dx
) q−p
q ∑
n∈Z
( ∫
Ωn
|vm|q dx
) p
q

(
1
p
− 1
q
)
d
q−p
m C
∑
n∈Z
∫
Ωn
(|∇vm|p + |vm|p)dx

(
1 − 1
)
d
q−p
m C
∫
|vm|q dx + o(1),p q
Ωn
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∫
Ω
|vm|q dx = 1 for all m, then there is
r > 0 such that dm  r , for m = 1,2, . . . . Therefore, for each m, there exists Ωnm such that( ∫
Ωnm
|vm|q dx
) 1
q
 r
2
.
It means that there is a point ym ∈RN which satisfies( ∫
Ωnm
|vm|q dx
) 1
q
=
( ∫
Ω0
∣∣v(x + ym)∣∣q dx
) 1
q
 r
2
.
Since {vm(x + ym)} is also a Palais–Smale sequence for the functional I , we see that
{vm(x + ym)} must be bounded in W 1,p0 (Ω). Thus, we can select a subsequence, denoted
again by {vm(x + ym)}, such that
vm(x + ym) ⇀ v = 0 in W 1,p0 (Ω).
So, ωm(x + ym) ⇀ M(1,Ω)
−1
q−p · v = u = 0 in W 1,p0 (Ω). 
Lemma 5.5. If {um} ⊆ W 1,p0 (Ω) is a minimizing sequence of problem (M1,Ω) such that
um ⇀ u = 0 in W 1,p0 (Ω), where Ω is a unbounded domain in RN , then problem (M1,Ω)
has a minimizer.
The proof is similar to Lemma 4.1.
Proof of Theorem 4. Let {um} be a minimizing sequence of problem (M1,Ω), from
Lemma 5.4, there is a minimizing sequence {ωm} such that ωm(x + ym) ⇀ u = 0 in
W
1,p
0 (Ω), where {ym} ⊂ RN . By Lemma 5.5, we can show that u is a solution for the
problem (M1,Ω). The proof is complete. 
5.2. Perturbed domains
Proof of Theorem 5. Without loss of generality, we may assume that Ω1 = Ω . Since the
minimizing problem (M1,Ω1) admits a minimizer, by the strong maximum principle [16],
we must have
M(1,Ω) < M(1,Ω1).
Let {um} ⊂ W 1,p0 (Ω) be a minimizing sequence for the problem (M1,Ω). By Corollary 1,
it is sufficient to show that um ⇀ u = 0 in W 1,p0 (Ω).
Arguing by contradiction, let us assume u = 0 in W 1,p0 (Ω). Then we get
α∞,1 = 1, β∞ = α∞,1M(1,Ω) = M(1,Ω).
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bounded, Ω1 ∩ {|x| > R} and Ω2 ∩ {|x| > R} are disjoint for sufficiently large R > 0.
Then we can define
ωm,i(x) =
{
ωm(x), x ∈ Ωi ,
0, elsewhere,
i = 1,2,
and we have ωm = ωm,1 + ωm,2, with ωm,i ∈ W 1,p0 (Ω), i = 1,2. Let
γ∞,i = lim
R→∞ lim supm→∞
∫
Ωi∩{|x|>R}
|ωm,i |q dx, i = 1,2,
and we get γ∞,1 + γ∞,2 = 1. Now we observe that
M(1,Ω) = β∞ = lim
R→∞ lim supm→∞
∫
Ω1∩{|x|>R}
(|∇ωm,1|p + |ωm,1|p)dx
+ lim
R→∞ lim supm→∞
∫
Ω2∩{|x|>R}
(|∇ωm,2|p + |ωm,2|p)dx
 γ
p
q
∞,1M(1,Ω1) + γ
p
q
∞,2M(1,Ω2)M(1,Ω1).
We get a contradiction. The proof for (1) of Theorem 5 is completed.
If the problem (M1,Ω1) and (M1,Ω2) admit minimizers, then we have M(1,Ω1) 
M(1,Ω2) or M(1,Ω1)M(1,Ω2). Applying (1), we get (2). 
Corollary 5.6. Let Ω = Ω1 ∪ Ω2 ⊂ RN and suppose Ω2 is a bounded domain. If
M(1,Ω) < M(1,Ω1), that is Ω1 = Ω , then problem (M1,Ω) has a solution.
5.3. Ball up domains
Definition 5.7. Let Ω ⊂ RN be a domain; then Ω is called ball up if for any r > 0, there
is x ∈ Ω such that B(x, r) ⊂ Ω .
Lemma 5.8. If Ω is a ball up domain, then M(1,Ω) = M(1,RN).
Proof. Let u ∈ W 1,p(RN) be a minimizer of the problem (M1,RN ), such that∫
RN
(|∇u|p + |u|p)dx = M(1,RN), ∫
RN
|u|q dx = 1.
Consider the cut-out function η ∈ C∞0 ([0,∞)) such that
0 η 1, η(t) = 1 for t ∈ [0,1], η(t) = 0 for t ∈ [2,∞).
Since Ω is a ball up domain, let {xn} ⊆RN , 0 < rn → ∞, B(xn, rn) ⊂ Ω , and(
2|x − xn|)u(x) = η
rn
u(x − xn).
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Ω
(|∇un|p + |un|p)dx = M(1,RN) + o(1),
∫
Ω
|un|q dx = 1 + o(1) as n → ∞.
Therefore M(1,Ω) M(1,RN). But M(1,Ω) M(1,RN). Thus we have M(1,Ω) =
M(1,RN). 
Proof of Theorem 6. Arguing by contradiction, u is a nonnegative minimizer for the prob-
lem (M1,Ω). Let
ω(x) =
{
u(x), x ∈ Ω ,
0, x ∈RN \ Ω .
By Lemma 5.8, ω is a minimizer for the problem (M1,RN ). By the strong maximum prin-
ciple [16], we know that it is impossible. Therefore the minimization problem (M1,Ω) is
not solvable.
If Ω is an exterior domain, that is, the complement Ωc is bounded, then by Defini-
tion 5.7, we know that the minimization problem (M1,Ω) is not solvable. 
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