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1 Introduction
1
1 Introduction
1.1 Gas-phase action spectroscopy of biomolecules
Biomolecules such as proteins and DNA fulﬁll a crucial role in living organisms,
by mediating processes required for life such as metabolism, cognition and
transport of chemicals. Because of the variety of the tasks completed by these
molecules, their properties, and the properties of their direct environment are
extremely complex. In the study of these biomolecules, two main approaches
can be distinguished to deal with this complexity. The ﬁrst is to study the
systems as a functional whole: the top-down approach. In this way, the
characteristics of the complete system can be measured, inferring information
about the active subsystems. However, the innate complexity is too large
to pinpoint the mechanisms behind the observed processes at the molecular
level. In the bottom-up approach, the complexity of the complete system is
reduced by studying a simpliﬁed model, for example a part of the complete
biomolecule, isolated from its natural environment. The function of the whole
is inferred through the study of the subsystems, although the mechanisms of
the total system might be too complex to fathom from the parts. Therefore,
both methods provide crucial and complimentary information on the biological
systems under consideration1.
The bottom-up and top-down approach are represented in Figure 1.1 for
the study of peptide and protein molecules, with incrementally simpliﬁed
subsystems represented from the top to the bottom. The top-down approach
would be to study the molecules and their interactions in the cellular
environment, while the smallest relevant subsystem displayed in the bottom-
up approach is a model ultraviolet chromophore. The cellular environment of
the molecules can be constructed from the diﬀerent ingredients represented
on the right side of the image.
In the research presented in this thesis, we regard the most simpliﬁed
molecular systems, as depicted in the bottom row of Figure 1.1: model UV
chromophores with and without solvent molecules. These molecules and
clusters are used to characterize novel combinations of methods intended for
biomolecular research.
In the bottom-up approach, we aim to study the intrinsic properties
of the model systems, requiring them to be isolated. Molecules can be
isolated by bringing them into the gas phase. This can be achieved using
vacuum techniques, releasing the molecules in a low-pressure environment.
Depending on the parameters to be measured, the isolated systems can be
prepared in speciﬁc states. In our case, we aim to characterize the three-
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Figure 1.1: Biological systems, incrementally reduced to meaningful subsys-
tems for bottom-up research. The eﬀect of the environment on the systems is
depicted on the right-hand side. Figure adapted from Roberts and Stavros1.
dimensional structure of the molecules on atomic length scales. For this, we
want structures to be as cold as possible, so that the motions in the molecule
are minimized. Especially for ﬂoppy biomolecules this is crucial, since these
molecules can exist in many diﬀerent folded shapes, called the conformers
of one speciﬁc isomer. An example of diﬀerent stable conformations existing
next to each other is presented in Figure 1.2 for the molecule saligenin (2-
(hydroxymethyl)phenol)2, which is extensively studied in chapters 3 to 5.
Both conformations show a hydrogen bond interaction: the CH2OH group
of conformer 1 forms an additional weak dispersion interaction with the pi-
cloud of the aromatic ring, while this group is rotated away from the ring in
3
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conformer 2. To be able to study a speciﬁc folded shape in detail, the folding
interaction should remain intact during the experiment. By expanding them in
a molecular beam, i.e. by cooling down the molecules, we eﬀectively freeze
them in a speciﬁc conformation.
Figure 1.2: Two diﬀerently folded geometries, or conformers, of the mole-
cule saligenin (2-(hydroxymethyl)phenol). Black spheres represent carbon
atoms, red oxygen, blue nitrogen and grey hydrogen. Conformer 1 displays
both a hydrogen bond and a weak OH· · ·pi interaction, while conformer 2 only
displays a hydrogen bond.
The molecules are cooled by co-expanding them into the vacuum with an
inert carrier gas, which converts internal energy of the molecules into directed
translational energy through collisions with the carrier gas3. Short gas pulses
are released into the vacuum using a pulsed valve, creating a pulsed molecular
beam of cold molecules or clusters. The molecular beam environment thus
enables the study of the intrinsic properties and high resolution spectra of
isolated biomolecules, frozen in their ground state conformation(s).
In addition to the solvent (water), the cellular environment of peptides
and proteins consists of salt or metallic ions, co-factors (small functional
molecules such as hormones and neurotransmitters) and other peptides or
proteins. In the gas-phase experiment, these aspects can be added to the
isolated system in a controlled manner. Water molecules can be added
one by one, building up the solvation shells of the molecules4. The inter-
action of biomolecules amongst each other can be studied through dimers,
trimers, quadrumers et cetera, or heteroclusters formed with other mole-
cules5,6. Lastly, stabilizing metal ions can also be added in a controlled
manner, showing complex-formation of these compounds with the organic
molecules7,8. The controlled build-up of the environment reveals the prefe-
rential binding site(s) of each component.
The characteristics of the isolated model systems are studied through
their absorption of speciﬁc frequencies within the electromagnetic spectrum:
4
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spectroscopy. From low to high photon energies, light can be used to
induce nuclear spin polarization (NMR), rotations, vibrations and electronic
excitations. The diﬀerent regions of the electromagnetic spectrum, several
of which are addressed in this thesis, are displayed in Figure 1.3. NMR
spectroscopy in the MHz regime and Rotational spectroscopy using microwave
radiation, can both provide highly accurate structure determination. Infrared
(vibrational) spectroscopy can be applied to study interactions in molecules,
through the excitation of vibrational motions. Electronic spectroscopy allows
for the study of the transitions electrons can make to excited molecular
orbitals.
Figure 1.3: Regions of the electromagnetic spectrum relevant for the UV and
IR spectroscopy applied in this thesis, together with the wavelengths and
wavenumbers that correspond to the described regions. The mid- and far-IR
regions of the spectrum have been expanded to show the spectral coverage
of the free electron lasers present at the FELIX laboratory. The parts of
the spectrum that display diagnostic vibrations typically applied for structural
characterizations are the amide A, I, and II, ﬁngerprint and far-IR regions.
To identify the vibrations, and therefore the three dimensional structure
of a molecule, IR spectroscopy is applied throughout this thesis. However,
pure spectroscopic data is challenging to interpret towards a speciﬁc three-
dimensional structure without further information, as it only reveals what
frequencies of the electromagnetic spectrum are absorbed by the systems.
Therefore it is common practice to compare measured spectra to quantum-
chemical calculations. By calculating the IR absorption frequencies of diﬀerent
5
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optimized geometries of the molecules, a matching spectrum can be found
for the measured ones, thereby assigning the measured spectrum to that
calculated geometry. Moreover, the observed absorption frequencies can be
assigned to speciﬁc vibrational normal modes.
Isolated cold systems provide a distinct advantage for modeling purposes,
because the size of the system and the involved dynamics are limited.
Diﬀerent types of quantum-chemical models can be applied to simulate the
molecules, complexes or clusters under consideration. Commonly used
methods for geometry and frequency calculations are Molecular Dynamics
(MD) and Density Functional Theory (DFT), discussed in section 2.6.
Conventionally, spectroscopy is applied by monitoring the attenuation of
the electromagnetic radiation, measuring the intensity at each wavelength
with and without the sample in the beam path. In the case of an isolated,
cold ensemble of molecules in a molecular beam expansion however, the gas
is too dilute. Therefore, classical absorption spectroscopy is not feasible.
As an alternative, the eﬀect of the light on the molecular ensemble can be
monitored, for example ionization or fragmentation of the molecules as a
consequence of the absorption of radiation. This family of methods is often
referred to as action spectroscopy.
This thesis is devoted to technological and knowledge advances neces-
sary for the application of advanced spectroscopic schemes to increasingly
complex molecular systems. Novel aspects and combinations of infrared radi-
ation (far-IR), detection and sample preparation are explored. In the follo-
wing section, infrared action spectroscopy schemes for the determination of
the interactions present in neutral molecules will be discussed.
1.2 Infrared action spectroscopy
Infrared spectroscopy probes the vibrational modes that can be excited within
a molecule, which are diagnostic of its three dimensional structure as the
frequency of a vibrational mode is directly linked to the interactions between
the atoms in a molecule. Infrared radiation interacts with the oscillating
molecular dipole that is either permanent or induced by the vibrations of the
atoms.
The spectral range that is regularly applied to ﬁnd the structure of gas-
phase systems is the mid-IR range (800 to 3800 cm−1)9,10. Using diﬀerent
parts of this region, diﬀerent families of localized vibrations can be excited
in a molecule or cluster, such as N-H, O-H (amide A region in Figure 1.3)
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and C=O stretching and N-H bending vibrations (amide I and II regions).
The induced dipole of most of these vibrations is considerable, resulting in
strong absorptions at their vibrational frequencies. Due to the polar nature of
these groups, they often engage in electrostatic interactions, such as H-bonds.
These interactions shape the folded geometry of a molecule and at the same
time inﬂuence the resonant vibrational frequencies. However, subtle changes
in structure can be diﬃcult to diagnose using local vibrations, especially the
orientation of an apolar moiety. The vibrational frequencies of delocalized
molecular vibrations is inﬂuenced by the orientation of apolar groups, enabling
the determination of subtle structural changes11. Therefore, we will also
study delocalized vibrations, for which the excitation energy is lower: the
frequency is positioned in the far infrared (< 800 cm−1).
The far-IR region does not only contain delocalized modes, but also
localized modes with shallow potentials, such as torsional modes (hindered
rotor), wagging modes (e.g. NH2 inversion) and hydrogen bond stretching
modes can be found here. Especially vibrational modes that involve stretching
of the hydrogen bond itself provide an interesting possibility to directly probe
the hydrogen bond network characteristics within the system, making far
infrared radiation popular for the studies of the properties of bulk water12,13
and water clusters14. The far infrared vibrations have in common that they are
quite sensitive to perturbations due to the shallow nature of their potential
energy surfaces. Therefore, the far-IR region provides a sensitive probe of
structural parameters.
The induced dipole and therefore the infrared absorption cross section of
the delocalized vibrations are generally small compared to the intensity of the
features observed in the mid-IR. Therefore, high intensity radiation is required
to measure complete far-IR spectra using action spectroscopy methods. Note
that this high intensity is not required for Raman spectroscopy15 or emission
spectroscopy16 for example. These techniques have other limitations for the
application in the gas phase however. High intensity, tunable far-IR light
sources are rare, because of the lack of available laser media.
A convenient light source for the production of these wavelengths is a
Free Electron Laser (FEL), which is capable of producing high intensity light
pulses of a huge variety of wavelengths. The Free Electron Lasers for
Infrared eXperiments (FELIX) laboratory situated at the Radboud University
in Nijmegen (NL) features several free electron lasers, covering the complete
THz to mid-IR regions with high intensities (up to 200mJ per pulse, see Figure
1.3)17. The FELIX FELs, FEL2 and FEL1, cover the regions from 2.7 to 45µm
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and from 30 to 150µm, respectively. The FLARE FEL can produce radiation
from 100 to 1500µm.
1.2.1 Challenges of gas phase far-IR spectroscopy
Thusfar, far-IR is not commonly used to study the H-bond interactions in
isolated biomolecular systems, due to the lack of strong far-IR light sources
and the low intensity of the vibrational transitions. Because of this, the
interpretation of the frequency shifts and peak broadening in a far-IR spectrum
in terms of the H-bond network present in the studied molecule or cluster is
challenging. Moreover, the large variety of vibrational modes present in the
far-IR complicates this interpretation even further. This distinguishes far-IR
spectroscopy from mid-IR spectroscopy, which is commonly applied for the
study of biomolecules.
In chapters 3 and 4 of this thesis, phenol and a set of phenol derivatives
are introduced that can all form OH· · ·O intramolecular H-bonds. The far-
IR spectra of these molecules enable the study of systematic behavior of
speciﬁc spectral features present in the far-IR as a function of the H-bond
strength. In chapter 5, the microsolvation behavior of one of these phenol
derivatives, saligenin, is measured using both mid-IR and far-IR spectroscopy.
These saligenin-water cluster provide a benchmark for the ﬁngerprints of both
intramolecular and intermolecular H-bonding for both spectral regions.
The high sensitivity of the shallow PES of far-IR normal modes to small
perturbations forms a challenge for ab initio quantum-chemical calculations.
Weak interactions that change the potential energy surface need to be
determined more accurately as their relative inﬂuence is larger for the far
infrared modes than for the mid-IR vibrations. Moreover, the shape of the
potential energy surfaces describing the vibrations in the far infrared deviates
more strongly from the harmonic, “idealized” potential than the more localized
vibrations in the mid-IR. This causes anharmonicity, i.e. the deviation from
harmonic behavior, to play a more dominant role for the far-IR frequencies.
Standard, as well as more advanced quantum-chemical calculations are
applied in this thesis to reproduce the measured far-IR spectra.
The method of choice throughout chapters 4 and 5 to theoretically
reproduce the far-IR spectrum is Born-Oppenheimer Molecular Dynamics
(BOMD, see section 2.6.4), a semi-classical trajectory calculation that shows
the natural vibrations of the molecule. This sophisticated, and computationally
costly method intrinsically takes anharmonic eﬀects into account, which is
8
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expected to aid greatly in the accurate reproduction of the far-IR spectra. The
quality of the spectral calculations is determined in large part by the accuracy
of the description of the forces on the atoms in the molecule, which is to say
the accuracy of the description of the PES. The spectra of the isolated, cold
phenol derivatives and the microsolvated clusters oﬀer an important test for
the performance of the BOMD method versus more conventional theoretical
methods.
1.2.2 (Far) IR-UV double resonance spectroscopy
Biomolecules can exist in diﬀerent conformations in the gas phase. Additio-
nally, they can cluster or fragment. Separation of the molecules from their
clusters and fragments can be achieved via their mass-to-charge ratio using
mass spectrometry. However, diﬀerent conformers or isomers of the same
molecule cannot be distinguished using mass spectrometry alone. IR spectro-
scopy of a mix of conformations therefore results in a spectrum that contains
the ﬁngerprint of all these diﬀerent conformations, which complicates the
assignment of the structures of individual geometries. To measure infrared
spectra of each individual conformer present in the molecular beam, the IR-UV
double resonance spectroscopy scheme can be applied. This method is based
on the property that the electronic transitions of diﬀerent conformations are
positioned at diﬀerent UV frequencies. The UV transition is thus used to select
an individual conformer, while the IR light is used to record the spectrum of
that conformer.
For IR-UV action spectroscopy, ﬁrst the UV excitation spectrum of the
molecule is measured, which includes features belonging to all conformations
present in the molecular beam (Figure 1.4). In our work, UV spectra are
measured using Resonance Enhanced Multi-Photon Ionization (REMPI), where
molecules are ﬁrst electronically excited using UV radiation and the excited
molecules become ionized by absorption of a second UV photon. The presence
of a resonance is observed through an increased ionization yield.
To conduct IR-UV action spectroscopy, ﬁxed-frequency UV radiation is
applied, which is resonant with a vibronic transition belonging to one speciﬁc
conformer of the molecule, producing a constant high ion signal of that
conformer through REMPI. The UV light is then preceded by an IR light pulse
of which the frequency is scanned. If the IR radiation is resonant with a
vibrational transition, the vibrational ground state of the electronic ground
state will be depleted, so that the ion production will be reduced because the
9
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UV light is not resonant for the excited fraction, as displayed for conformer
X of molecule 1 in Figure 1.4. Application of this scheme results in an ion-dip
spectrum, which reveals the IR absorptions of the single conformer selected
using the UV laser. An in-detail description of the REMPI and IR-UV double
resonance techniques is provided in sections 2.1 and 2.2.
Figure 1.4: Potential energy surface of the vibronic energy levels within two
ﬁctional molecules. The electronic transitions for the two conformers of
molecule 1 occur at slightly diﬀerent ultraviolet wavelengths. The REMPI and
IR-UV ion dip spectroscopy schemes are displayed as arrows for conformer
X of molecule 1. In the level diagram of conformer Y, REMPI and UV-IR-UV
spectroscopy are shown. Arrows in the level diagram of conformer Z display
VUV ionization and IR-VUV ionization.
1.3 IR-VUV spectroscopy with velocity map imaging
The applicability of IR-UV double resonance spectroscopy depends on the
presence of an intermediate electronically excited state to enable resonant,
conformer selective, UV excitation through REMPI. This electronically excited
state is present in a molecule if it includes a UV chromophore, which is typically
an aromatic moiety. However, many molecules, including for example most
amino acid residues, do not contain a UV chromophore. In these cases, IR-
10
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UV double resonance spectroscopy cannot be applied to ﬁnd the infrared
spectrum of these molecules. Other detection schemes should thus be
applied to measure the infrared spectra of these molecules.
In lieu of a UV chromophore for the application of REMPI spectroscopy,
VUV photons can be applied for direct single-photon ionization, displayed for
conformer Z of molecule 2 in the right panel of Figure 1.4. However, IR-
VUV spectroscopy cannot be applied in the same fashion as IR-UV double
resonance spectroscopy, in the absence of a UV absorbing intermediate
stepping stone. This is because the absorption cross section for the VUV
photons does not signiﬁcantly change upon the absorption of an IR photon. A
crucial distinction that exists between non-resonant single-photon ionization
from the ground state and ionization from a vibrationally excited state, is that
the energy of the system in excess of the ionization threshold is diﬀerent.
If a molecule becomes vibrationally excited prior to being ionized, the
excess energy is increased by the photon energy of the infrared photon (see
Figure 1.4). That excess energy must be distributed amongst the internal
energy, the kinetic energy of the molecular ion and the kinetic energy of
the photoelectron. Because of conservation of momentum, nearly all kinetic
energy is passed to the electron. In the case that the ion ends up in the
ground state without additional internal energy, almost all excess energy is
converted to kinetic energy of the electron. Therefore, the maximum electron
kinetic energy is indicative of the total excess energy of the system after
photoionization, thus being a sensitive probe of whether an IR photon was
absorbed. Single-photon IR-VUV action spectroscopy can therefore be used
when it is combined with electron kinetic energy detection.
Velocity map imaging18 (VMI), is a technique which allows for the measu-
rement of the kinetic energy release of charged particles after photoionization
or dissociative photoionization events. These events can occur when mole-
cules interact with one or more laser pulses. The velocity of the resulting
particles (fragments, ions and/or electrons) will be directed radially outward.
If a collection of identical events is induced by a short laser pulse (nanosecond
time scale or shorter), all particles sharing the same mass and kinetic energy
will gain velocities pointing radially outward. This ensemble of particles thus
forms a spherical shell. VMI measures the size of the spheres after a ﬁxed
ﬂight distance using a position sensitive detector. The size of the spherical
shells represents the initial velocities of each ensemble of particles. Combi-
ning VMI with IR-VUV spectroscopy will enable us to perform infrared spec-
troscopy on systems that do not contain a UV chromophore. This method is
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not conformer selective, but should allow for the recording of mid- and far-IR
spectra. More detailed information on the VMI technique is provided in chapter
6.
Another technique applied for measuring the infrared spectrum of mole-
cules or clusters without a UV chromophore is IR-multiple-photon dissocia-
tion combined with VUV ionization19. However, dissociation through infrared
radiation becomes progressively more diﬃcult for longer wavelengths. Addi-
tionally, the IR features measured using IR-MPD are broadened, and possibly
red-shifted, due to the multiple-photon character of the technique.
The combination of IR-VUV spectroscopy with VMI detection can also
be applied to study other aspects of biomolecular behavior. A number of
biomolecules execute their function through their electronically excited states.
An example of this is retinal, which acts as the chomophore for eyesight
in many organisms, through light-induced cis-trans isomerization20. Retinal
thus becomes electronically excited and de-excited continuously by absorbing
visible light, while the geometry change of the molecule induces further action.
The three dimensional geometry of the electronically excited state is crucial
for our understanding of the mechanism behind our vision on the atomic length
scale. Mapping the vibrationally excited states of the electronically excited
state, combined with quantum-chemical calculations can provide the necessary
information to obtain this understanding.
REMPI spectroscopy alone provides a limited view on the vibrationally
excited states of the electronically excited state. Only the levels that exhibit
a suﬃcient Franck-Condon overlap can be measured through this mechanism.
UV-IR-UV spectroscopy can be used to measure all IR active vibrational
modes of the electronically excited state (see the level scheme of conformer
Z in Figure 1.4). The initial UV step brings the molecule into the electronically
excited state, the intermediate IR light vibrationally excites the molecule and
the second UV step ionizes the electronically excited molecule. The maximum
kinetic energy of the electrons that result from the photoionization of the pre-
excited molecules again probes whether IR absorption occurred within the
electronically excited molecule. The addition of VMI thus also enables the
application of the UV-IR-UV scheme.
1.4 Biological ions and ion-molecule complexes
Many of the active systems in biology are not neutral, but are stabilized in
solution as molecular ions or in ion-molecule complexes. Knowledge on ionic
12
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structure of biomolecules is therefore crucial for developing a bottom-up
understanding of biological processes. For example, the molecule adenosine
triphosphate (ATP) is an important energy carrier in the human body. In a
neutral solution, ATP exists mostly in a multiply deprotonated state: [ATP-
4H]4−, with a small fraction of [ATP-3H]3−,21. Because of the multiple
charged groups present in the ionic state, the molecule can form a stable
complex with metallic cations. ATP most commonly forms complexes with
magnesium cations (Mg2+) in the human body.
The function of the metal ions at the heart of biological complexes has
been studied at the FELIX laboratory previously22–24. Here, we highlight
an example by Lang and Bakker25, whose bottom-up study focused on the
geometry of a manganese-oxide cluster (Mn4O4). This cluster is a model
system for the calcium-manganese-oxide cluster present at the center of the
oxygen evolving complex, whose function is to oxidize water molecules26.
The metal clusters were brought into the gas phase together with water
molecules using a molecular beam expansion, to study the binding behavior of
water to the model system. The IR spectra complexes of diﬀerent sizes were
measured using the IR FELs present at the laboratory, using the IR-multiple-
photon dissociation technique10.
In our group, we aim to also study isolated, biologically relevant ionic
species, and how their characteristics compare to neutral species. To study
the three dimensional structure of the ions to the highest degree of detail,
we require the ions to be cold and isolated similar to the neutral molecules.
The combination of cold ions with far-IR radiation and VMI is unique, providing
kinetic energy information about vibrationally excited ions and complexes. The
addition of a laser ablation ion source to our VMI experiment to seed the
supersonic expansion with ions and ionic complexes is presented in chapter 7.
1.5 Scope of this thesis
The research presented in this thesis aims at expanding the tool set speci-
ﬁcally intended for studying the structure of biologically relevant molecules
employing the thus far relatively unknown far-IR region of the electromagnetic
spectrum, implementing challenging spectroscopic schemes, creating novel
combinations of spectroscopy with advanced detection techniques and the
production of biologically relevant, gas-phase ions.
In chapter 2, the techniques, the experimental set-up and the calculations
that are used throughout this thesis are explained in detail. The vibrational and
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electronic spectra of molecules are measured using infrared and ultraviolet
action spectroscopy methods. The molecules are prepared in a supersonic
expansion and time-of-ﬂight mass spectrometry and spectroscopy is applied
to analyze the ensemble of ions. Then, we describe the implementation of
these techniques in our experimental set-up, in terms of lasers, the pulsed
valve and the reﬂectron time-of-ﬂight mass spectrometer. Finally, quantum-
chemical calculations are applied to optimize the geometries for the studied
molecules and to reproduce the measured infrared spectra, using density
functional theory and Born-Oppenheimer molecular dynamics.
Far-IR-UV, double resonance spectroscopy is applied to small model
molecules in chapter 3, to study the ﬁngerprints of intramolecular hydrogen
bonding in the far infrared (< 800 cm−1) in a family of phenol derivatives. A
systematic study is performed of three diﬀerent vibrational modes present
in the far-IR that are considered to be diagnostic of the hydrogen bond (H-
bond) characteristics, because of their dominant local mode contribution: the
torsional vibrations of the OH moieties that act as H-bond donor and acceptor
as well as the H-bond stretching vibration. Systematic behavior is uncovered
for the shifts of these normal modes as a function of the strength of the
involved H-bond.
Anharmonic frequency calculations are used in chapter 4 to reproduce the
far-IR spectra of an extended family of phenol derivatives, including phenol
itself. Both the VPT2 and the Born-Oppenheimer molecular dynamics methods
are applied, and compared to standard harmonic frequency calculations. This
will give insight into the anharmonic behavior and couplings present between
the normal modes of the molecules. Moreover, deuterated isomers of two of
the molecules (phenol and 2-(hydroxymethyl)phenol, common name saligenin)
are presented for the identiﬁcation of overtones in the far-IR spectra.
The far-IR signatures of intermolecular H-bonds, in competition with
intramolecular H-bonds, are explored in chapter 5, through the study of
saligenin clustered with one, two and three water molecules. Both the
mid- and far-IR spectra are presented to enable the assignment of the
cluster geometries. Moreover, selected modes are analyzed as a function
of the H-bond strength, selected on the basis of their dominant local mode
contributions. The selected local modes are the H-bond donor OH stretch,
the H-bond donor OH torsion and the H-bond stretching vibration.
In the second part of the thesis, a VMI detector assembly is designed,
implemented and characterized in our experimental set-up, which is described
in chapter 6. Particle tracking simulations are applied to ﬁnd the high-
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voltage settings that optimize focusing of the charged particles, as well as
the velocity resolution. Measurements are presented of the calibration of the
VMI detector assembly for the particle energy. Finally, a proof of principle
experiment on phenol shows that energy diﬀerences in the electron ensemble
associated with common infrared energies are easily measurable using our
current combination of molecular beam and VMI.
Chapter 7 is dedicated to a perspective on the use of a laser ablation ion
source to measure the characteristics of cold and isolated molecular ions
and ion-molecule complexes. Two molecules, acetonitrile and phenol, are
used to seed the molecular beam to observe the eﬀects of the interaction
of the seeded molecules with the plasma plume created through laser plasma
generation. Mass spectra are recorded using a linear time-of-ﬂight detector,
showing a large variety of charged particles. Lastly, the key components
necessary for the set-up to become more applicable for the acquisition
of infrared and kinetic energy release spectra of biologically interesting
molecular species are described.
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In this chapter we describe the techniques that are used in this thesis
to understand the structure and interactions of molecules and molecular
clusters. First the spectroscopic schemes are explained which are applied to
ﬁnd the vibrational and electronic (or vibronic) transitions within the molecule.
Following this, the molecular beam instrument is discussed providing cold and
isolated molecules in section 2.3, and time-of-ﬂight mass spectrometry which
allows us to separate molecules and clusters based on their molecular weight
in section 2.4. The experimental implementation is discussed consecutively,
highlighting the key components of the set-up in section 2.5. Finally, we
elaborate on the diﬀerent computational methods used to model and interpret
the measured infrared spectra in section 2.6.
2.1 REMPI spectroscopy
To resonantly excite an electronic transition, typically UV radiation is required
for organic molecules. The fundamental electronic transition within a molecule
is from the vibrational ground state (v′′ = 0) of the electronic ground state
(S0) to the vibrational ground state (v′ = 0) of the ﬁrst electronically excited
state (S1). This transition is commonly referred to as the 000 transition (origin
band), indicated in dark blue in Figure 2.1. In addition to the 000 transition,
transitions from the vibronic ground state to vibrationally excited states of
the electronically excited state are observed at higher photon energies. These
features together are named the vibrational progression of the UV spectrum
and are highlighted in purple in Figure 2.1.
If the vibrational temperature of the ensemble of molecules is non-zero, a
fraction of the molecules is thermally excited to vibrationally excited states.
The onset of a thermally excited fraction in a low-temperature ensemble can
be observed by the emergence of low-intensity spectral features in the UV
spectrum on the red side of the origin band, referred to as hot bands, which
are represented in light blue in Figure 2.1. The excited fraction in one speciﬁc
thermally excited state is described by the Boltzmann distribution1:(
Nexc
Nground
)
= exp
(
− ∆E
kBT
)
. (2.1)
In this equation, Nground is the ground state fraction, Nexc is the thermally
excited fraction, ∆E is the energy diﬀerence between the excited state and
ground state, kB is Boltzmann’s constant and T is the vibrational temperature
of the ensemble. Using equation (2.1), the relative intensity of the hot
18
22.1 REMPI spectroscopy
Figure 2.1: Energy level diagram with a single vibronic degree of freedom
depicted. The transitions belonging to the hotband, origin band and vibrational
progression of conformer A are represented in blue, dark blue and purple
respectively, while the fundamental vibronic transition of conformer B is
colored green. The fundamental vibrational transition of conformer A is
depicted in red.
band can be used to estimate the vibrational temperature of the ensemble
of molecules.
In a molecular ensemble consisting of a single isomer, multiple diﬀerent
folded forms of this isomer can exist, which are called conformations. Spectral
features from all conformers will be present in a single UV excitation spectrum
(see right panel of Figure 2.1). The diﬀerences between conformers of an
isomer are large enough however that their vibronic transitions are separated.
Therefore, the presence of diﬀerent conformers in the expansion leads
to multiple origin bands, each with their own vibrational progressions and
hotbands.
To perform UV action spectroscopy as described in chapter 1, a measu-
rable change must be induced in the neutral molecules by the UV radiation.
This is performed by ionizing a fraction of the molecules, by ﬁrst electroni-
cally exciting them, after which the molecule in the excited state can absorb
another UV photon to become ionized. This 2-step process is named Reso-
nance Enhanced Multi-Photon Ionization (REMPI). The created ions can subse-
quently be measured using mass spectrometry techniques (see section 2.5).
Depending on the energy required for the ionization step, a second photon
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of the same energy as used for excitation can be absorbed, as is represented
by the dark blue arrows in Figure 2.1, which is referred to as (1+1)-REMPI.
Alternatively, if more energy is required for the ionization step than for the
excitation step, photons of higher energy should be provided to complete
the REMPI process, which is called (1+1’)-REMPI, depicted by the green and
purple arrows for conformer B in Figure 2.1.
Using REMPI spectroscopy, the vibronic transitions within the diﬀerent
conformers of a molecule can be mapped. However, the determination of
the three dimensional geometry of a molecule in its ground state relies on
establishing the energies of the vibrationally excited states of the electronic
ground state. Therefore, infrared radiation is used as a ﬁrst step in a double
resonance experiment, which will be described in the following section.
2.2 Conformer selective infrared spectroscopy
Infrared spectroscopy is applied to measure the frequencies at which vibra-
tional normal modes occur within a molecule. The frequency belonging to a
molecular vibration changes as the direct environment of the vibrating atoms
changes, for example due to a conformational change of the molecule or the
formation of an electrostatic interaction such as a hydrogen bond. Because of
this, the IR spectrum of a molecule is sensitive to a speciﬁc conformation, as
well as to hydrogen bonds and other interactions present in the system2. In
the electronic ground state potential in Figure 2.1, the fundamental vibrational
transition from v′′ = 0 to v′′ = 1 is represented by a red arrow.
A non-linear molecule exhibits Nvibs = 3 ·Natoms − 6 number of vibrational
normal modes. To describe the vibrational modes in the IR spectrum of a
molecule, several classiﬁcations (and their antonyms) are used throughout
this thesis:
Localized modes involve only a small subset (often two or three) of the
atoms within a molecule, so that the frequency of a local mode provides
information about its direct environment. Localized modes are typically
stretching or bending motions, such as the OH stretch motion.
Delocalized modes include a large fraction of the atoms within the molecule,
and are therefore diagnostic of the full molecular structure. However,
due to the involvement of the many atoms, shifts in the frequency of
delocalized motions are less intuitive to interpret.
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Harmonic modes are those modes that are well described by a quadratic
dependence of the energy on the atomic displacement from the equi-
librium geometry of the molecule, essentially modelling the vibrating
atoms as an ideal spring system. This approximation generally holds
well for localized motion such as stretching vibrations. In the harmonic
approximation, overtone transitions from v′′ = 0 to v′′ = 2 are forbidden
by the ∆v = 1 selection rule. For an anharmonic vibration, the potential
energy surface (PES) describing the mode deviates strongly from the
quadratic harmonic potential. For an anharmonic potential, overtones
are no longer forbidden, which is observed in the spectra reported in
chapter 4.
Large amplitude modes are described by a shallow, often anharmonic
potential and typically have a large induced dipole. Large amplitude
motions therefore typically give rise to high intensity absorptions and
measurable overtones, while being diﬃcult to model. The OH torsion
mode that is studied in chapters 3, 4 and 5 is a good example of such a
large amplitude motion.
The IR range of the electromagnetic spectrum can be divided in diﬀerent
regions, of which the mid- and far-IR are used in this thesis. The mid-IR
region of the spectrum (3800 to 800 cm−1) shows spectral features that are
mostly related to localized vibrations and can be subdivided into regions
that are related to vibrations of speciﬁc molecular moieties within organic
molecules. The region between 3000 and 3800 cm−1 where for example the
OH and NH stretching vibration can be observed, is applied in chapter 5
to ﬁnd the structure of saligenin-water clusters through the shifts of the
OH stretch vibrations. The groups involved in these localized vibrations,
as well as others such as C=O, can act as H-bond donor and/or acceptor
within a molecule. Shifts in the frequencies belonging to the vibrations shift
upon the groups becoming H-bonded, and are diagnostic of the electrostatic
interactions formed in the molecule. Therefore, these wavelengths are
routinely applied for the structure elucidation of biomolecules3–8. Aside
from the localized stretching vibrations, the mid-IR region also includes more
delocalized vibrations, mainly in the range known as the ﬁngerprint region
below 1500 cm−19.
The far infrared part of the spectrum (< 800 cm−1) typically contains
delocalized vibrations, together with localized motions that are described by
shallow potentials such as torsional vibrations, hindered rotor vibrations and
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stretching vibrations of the H-bond. The focus on the far infrared part of the
spectrum in this thesis is both because of the possibility to directly probe
H-bonds in the far-IR, as well as to build familiarity with the delocalized
vibrations present there, which have been shown to be diagnostic for the
overall structure of biomolecules10,11.
Figure 2.2: Example of a UV reference (in black) and IR-UV ion-dip spectrum
(in red). The many IR absorptions represent vibrational transitions in the
measured molecule.
To measure the infrared spectrum an IR-UV double-resonance scheme is
applied that is often referred to as “IR-UV ion-dip spectroscopy”. For the
application of this scheme, ﬁxed-frequency UV radiation is used, which is
resonant with one of the vibronic transitions of the selected conformer of the
studied molecule. This will produce a constant high ion signal through REMPI.
The UV pulse is then preceded by an IR laser pulse of which the frequency
is scanned. If the IR radiation is resonant with a vibrational transition, the
vibrational ground state of the electronic ground state is depleted, so that the
ion production reduces because the UV light is not resonant for the IR-excited
fraction. IR absorptions thus manifest themselves as dips in the ion signal, as
can be seen in Figure 2.2. In this way, conformer speciﬁc infrared spectra can
be recorded. Especially for the structural analysis of biomolecules this is a
crucial aspect, because even small biomolecules such as dipeptides can exist
in multiple diﬀerent conformations in a single ensemble2.
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2.3 Supersonic molecular beam expansion
To record high-resolution IR-UV spectra of an ensemble of molecules with
a minimal thermally excited fraction, and to record the intrinsic molecular
properties, a sample of cold, isolated, gaseous molecules is required. In this
section, we discuss the seeded supersonic expansion as a means of producing
this ensemble of cold, isolated molecules in the gas phase.
In a supersonic expansion, a gas at high pressure is expanded into a region
of low pressure. The important aspects of the supersonic expansion are
more elaborately explained by Morse12. An expansion can be achieved by
a small hole with diameter D in a box of high pressure gas, connecting it to a
vacuum chamber. This creates a continuous expansion of gas into the vacuum
chamber. In the case of a monatomic gas, the expansion causes the random
thermal motion of the atoms to convert to directed translational motion, as
is displayed schematically in Figure 2.3. Since the temperature of the gas
decreases rapidly upon expanding, the local speed of sound a, described by
a(T ) =
√
γRT
m
, (2.2)
also decreases. In equation (2.2), γ is the heat capacity ratio Cp/CV (which
slightly decreases for decreasing temperatures), R is the gas constant, T is
the temperature and m is the molar mass of the expanding gas. With the
increased mean speed of the expansion and the reduced speed of sound, the
Mach number, deﬁned as the ratio of the mean velocity of the ensemble and
the speed of sound, will become much larger than one. As long as the Mach
number is larger than one, the expansion is called supersonic.
Directly after the nozzle, many collisions occur that convert internal
undirected motion to directed motion. However, as the density of the
gas decreases further from the aperture, and the undirected motion is also
decreased, the particles in the expansion quickly become isolated from the
others in the expansion, so that they mainly interact with the background gas
in the vacuum chamber. The interaction with the background gas slows down
and disperses the expanding gas until the Mach number drops below unity, at
the surface called the Mach disk.
Using a continuous expansion, the background pressure in the vacuum
vessel will be elevated, which will cause the Mach disk to occur close to the
aperture. Two diﬀerent strategies can be applied to counter this eﬀect. (i) A
pulsed valve is used to signiﬁcantly reduce the load on the vacuum pumps and
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Figure 2.3: Schematic representation of a supersonic expansion from a simple
aperture beam source. The undirected brownian motion is converted to
directed motion when the particles excape the high-pressure reservoir. The
molecular beam expansion is consecutively skimmed using a conical aperture,
to provide a collimated molecular beam.
hence the background pressure, while the characteristics of the supersonic
expansion are retained. This only holds when the pulsed valve is fully open
for a duration longer than 4D/a0, where a0 is the speed of sound in the
gas reservoir and D is the nozzle diameter. With the reduced pressure of
the background gas, the Mach disk is pushed further downstream from the
valve opening. An added beneﬁt of the pulsed expansion is that the local
gas density can be higher than for the continuous expansion. (ii) Another
method to keep a low background pressure is by skimming the beam, so
that it can enter a diﬀerentially pumped second chamber. The pressure there
will be signiﬁcantly lower, so that the Mach disk moves further back due to
the decreased amount of interaction with background gas. Both methods are
applied in our experimental set-up.
The cooling that occurs in the supersonic expansion is strongest immedi-
ately after the pulsed valve, and decreases further downstream, so that the
temperature asymptotically approaches its ﬁnal value. After a distance of
approximately 25 nozzle diameters from the valve, the calculated tempera-
ture of the expansion is reduced to below 1K in the case of a monatomic gas,
which represents suﬃcient cooling for our spectroscopic experiments. It is
assumed here that the monatomic gas does not have any internal degrees of
freedom, so that the reported temperature is the translational temperature.
To study molecules in a molecular beam, a seeded supersonic expansion
is used, where a small fraction of the molecules of interest is seeded in a
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large fraction of carrier gas. In this way, the thermodynamic characteristics of
the expansion will be determined predominantly by the carrier gas (typically
noble gasses to avoid interactions between the carrier gas and the seeded
gas). In the expansion, not only the translational temperature of the molecules
is lowered, but the internal energy of the large molecules is also converted
to directed translational energy through inelastic collisions. This process
cools the internal degrees of freedom of the seeded molecules, so that
the ensemble of molecules becomes both rotationally and vibrationally cold
(Tvibrational ∼ 10K2).
2.4 Time-of-ﬂight mass spectrometry
To detect excited and consecutively ionized molecules, time-of-ﬂight (TOF)
mass spectrometry (MS) is applied. This technique allows us to distinguish
between the target molecules and their possible fragments, clusters and
contaminants present in the supersonic expansion.
The ions are accelerated using three accelerator electrodes: a repeller,
extractor and ground plate. Molecules are ionized in between the repeller and
extractor plates. The repeller and extractor are biased to DC high voltages
of the same polarity, with the repeller set to approximately 1 kV higher in
voltage than the extractor, so that the ions are accelerated towards the
extractor in the direction of the TOF tube. The ions then pass through a hole
in the extractor plate, which is usually covered by a metal grid to maintain
a homogeneous electric ﬁeld between the parallel plate electrodes. After
passing the extractor, the ions are accelerated towards the third electrode,
which is at ground potential. After the ground electrode, the ions enter a
ﬁeld-free zone, where the heavier ions take a longer time to arrive at the
charged particle detector than lighter ions.
To calculate the TOF of an ion of mass mi and charge qi, conservation of
energy can be applied. As molecules become ionized in between the biased
repeller and extractor electrodes, they acquire potential energy which will be
converted to kinetic energy. This leads to the following equation for the ﬁnal
speed v of the ions:
1
2
miv
2 = qi (∆VO,E +∆VE,G) , (2.3)
where ∆VO,E is the potential diﬀerence in between the point of origin of
the ions and the extractor plate and ∆VE,G is the potential diﬀerence in
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between the extractor and ground electrodes. Using the assumption that
the electric ﬁeld in between the electrodes is homogeneous, and that the
molecules become ionized halfway in between the repeller and extractor, then
the potential diﬀerence ∆VO,E is two times lower than the total potential
diﬀerence in between the electrodes ∆VR,E. Moreover, the length of the
ﬁeld-free region dff is much larger than the distance traversed in between the
accelerator plates, leading to the approximation that the ﬂight time in between
the electrodes is negligible. The ﬁnal time of ﬂight τ now becomes
τ = dff ·
√
mi
qi (VR + VE)
. (2.4)
With this equation, the time of ﬂight spectra measured with the mass
spectrometer can be interpreted as mass spectra. The procedure to perform
the calibration from a TOF transient to a mass spectrum is further described in
section 2.5. In Figure 2.4, two mass spectra are displayed: signal in black and
background in red. The background spectrum is recorded using an unseeded
molecular beam, and is multiplied by minus one to facilitate comparison to
the signal recorded with a molecular beam seeded with sample (parent)
molecules. The background signal is a result of the ionization of residual
gasses, which consist mostly of evaporated vacuum pump oil, of which the
individual species are unknown. Features in the signal spectrum that are absent
in the background signal can be assigned to the parent ions and their fragments
and clusters.
2.5 Experimental implementation
A schematic overview of the set-up that is used to conduct IR-UV spectro-
scopy of neutral, cold molecules at the FELIX laboratory is displayed in Figure
2.5. The key components of the setup are highlighted, starting with the IR and
UV lasers utilized to vibrationally excite and ionize the molecules, respecti-
vely. The molecular beam is produced using a pulsed solenoid valve and a
curved skimmer. Finally, the ions are directed into the reﬂectron time-of-ﬂight
(ReTOF) mass spectrometer, where the ions are detected by a microchannel
plate (MCP). All components of the setup mentioned here are described in
detail in the upcoming subsections.
26
22.5 Experimental implementation
Figure 2.4: Example of mass spectra including (in black) and excluding (in red)
sample molecules in the molecular beam. The mass spectrum including sample
molecules shows that ionization of parent molecules, as well as fragmentation
and clustering occur, while the background signal in red shows the ionization
of residual gas. Features that are present in the signal spectrum but that
are absent in the background can be assigned to the parent ions and their
fragments and clusters.
Laser systems
The laser systems that are applied in this thesis to perform spectroscopy
can be subdivided into two categories: UV lasers that are applied to excite
electronic transitions and IR lasers to excite vibrational transitions. The UV
lasers that are utilized are dye lasers pumped by a pulsed Nd:YAG laser, and
an excimer laser ﬁlled with an Argon-ﬂuorine mixture as laser medium. The
infrared light is produced by the free electron lasers of the FELIX laboratory,
and by an optical parametric oscillator (OPO) system pumped by a Nd:YAG
laser.
In order to generate tunable UV radiation, a frequency doubled dye laser
pumped by the second (532 nm) or third harmonic (355 nm) of a Nd:YAG laser
has been used. In the dye laser, the active medium is a laser dye, for which
mainly DCM, Rhodamine B, Rhodamine 6G and Coumarine 153 were used
in our experiments. The Spectra Physics Nd:YAG laser delivers a typical
output energy of 200mJ per pulse at 532 and 355 nm during operation, with
a pulse length of approximately 5 ns. The typical dye laser output is 20mJ
per pulse at visible wavelengths, which after frequency doubling becomes
2mJ per pulse in the UV regime. The pulse duration is comparable to that of
the initial Nd:YAG laser pulse. In case the sample molecule has an ionization
potential that exceeds the energy of two photons from the dye laser, the
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Figure 2.5: Schematic overview of the experimental set-up that is used to
conduct IR-UV spectroscopy at the FELIX laboratory. The key ingredients
are the pulsed molecular beam valve, UV laser, IR laser and ReTOF mass
spectrometer. Figure adapted from Rijs and Oomens2
(1+1’)-REMPI scheme can be applied. An ArF excimer laser was applied to
that end, which generates radiation with a wavelength of 193 nm. The Neweks
PSX-500 excimer laser produces a typical output energy of 5mJ per pulse.
For the excitation of vibrational degrees of freedom, two diﬀerent laser
systems are used:
The OPO laser at the FELIX laboratory uses an Innolas Spitlight pulsed Nd:-
YAG laser at 1064 nm as the pump laser. The pump beam is split into
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Figure 2.6: Output energies of the OPO, FEL2 and FEL1 laser systems as
a function of the infrared wavelength under typical experimental conditions.
Multiple traces are visible for FEL2, because the settings need to be varied to
produce radiation in diﬀerent wavelength regions.
two paths in the Laser Vision OPO laser, one leading to the OPO stage
and one leading to an optical parametric ampliﬁer (OPA)13. In the OPO
stage, the frequency of the pump beam is doubled to 532 nm (the residual
undoubled light is dumped). Using a nonlinear KTP crystal, the photons
are split into two photons of diﬀering energies to produce a signal beam
(higher photon energy) and an idler beam (lower photon energy). The
wavelength of the signal and idler beam can be varied by changing the
phase-matching condition through rotation of the KTP crystal14. The
oscillator crystal is placed inside a resonator cavity for ampliﬁcation
of the signal or idler beam. Following the OPO stage, the idler beam
is mixed with 1064 nm light in the OPA through diﬀerence frequency
generation in four KTA crystals. The remaining 1064 nm light is removed
using a dichroic ﬁlter and the signal beam is ﬁltered out using a polarizer,
resulting in a beam of the required light in the 3µm region.
The Laservision pulsed OPO system produces wavelengths in the
range of 2500 to 4000 cm−1 with a typical pulse duration of several
nanoseconds and a bandwidth of approximately 3 cm−1. The OPO/OPA
system produces pulse energies up to 15mJ at 3400 cm−1. The pulse
energy of the OPO laser during a typical experiment is displayed
for the used wavelength range in Figure 2.6. The pulse duration is
comparable to the Nd:YAG laser pulses, which is several nanoseconds.
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The bandwidth of the OPO output is approximately 3 cm−1 The spectral
range of the OPO laser covers the crucial 3000 to 3800 cm−1 region,
where the OH stretching vibrations are active. Because of this, the OPO
laser is utilized in this thesis for studying water clusters (see chapter 5).
The free electron lasers (FELs) of the FELIX laboratory15 are used to
produce light with longer wavelengths than the OPO laser. A FEL is
a laser that uses oscillating free electrons for light ampliﬁcation, which
starts by extracting electron bunches from a cathode, and accelerating
them to relativistic energies using a particle accelerator. These elec-
trons are led through an undulator, which is a periodic lattice of perma-
nent magnets, so that the electrons follow an oscillatory trajectory. The
sinusoidal trajectory of the electrons through the undulator is schemati-
cally represented in Figure 2.5. Because of the periodic acceleration, the
charged particles emit radiation at wavelength λemitted, which a function
of the undulator period λu and the electron energy represented by the
Lorentz factor γ:
λemitted =
λu
2γ2
(
1 +
K2
2
)
. (2.5)
In this equation K is the undulator parameter16. Because of their ﬂex-
ibility and high output powers, FELs are often utilized to produce radi-
ation in spectral regions that are hard to reach using conventional laser
systems. Several diﬀerent FELs are present at the FELIX laboratory:
The FEL 2 system produces radiation from 5.5 to 45µm and the FEL 1
system was designed to produce longer wavelengths, ranging from 30 to
150µm. The typical macropulse length of the FEL systems ranges from 4
to 10µs; the typical pulse energies are reported in Figure 2.6. The pulse
duration of the FEL depends on the set wavelength, ranging from 4µs
at 5.5µm up to 10µs at 50µm. For the FELIX free electron laser, the
FWHM spectral width is approximately 0.5% of the output wavelength.
Despite the lower pulse energy of the OPO when compared to the FELs,
the small bandwidth and short pulse duration make the laser pulses of the
OPO highly suitable for IR-UV spectroscopy, because of the resulting high
spectral density and peak power. The high pulse power of the FELs ensures
that the vibrational transitions within molecules can be observed despite the
larger bandwidth and longer pulse durations.
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Pulsed valves and seeded supersonic expansions
The valve that is utilized for the gas-phase experiments is a solenoid valve,
series 9 produced by Parker, commonly referred to as the General Valve. The
inner workings of this valve are displayed in Figure 2.7. The aperture of a
solenoid valve is sealed by a polymer poppet (Teﬂon), which is kept in place
by the main spring. When a current is ran through the solenoid, the armature
becomes magnetized and is pulled backwards, pulling back the poppet and
permitting gas to ﬂow through the aperture. As soon as the current stops
ﬂowing the main spring will push back the poppet and armature, while the
buﬀer spring ensures that the armature does not hit the valve body. With a
valve oriﬁce diameter of 1mm, the theoretical temperature of the expanding
gas falls below 1K approximately 25mm downstream from its origin. 50mm
downstream from the pulsed valve, the molecular beam is collimated by the
use of a skimmer, with an aperture diameter of 1mm.
Figure 2.7: Schematic representation of the inner workings of a solenoid
valve, such as the Parker general valve. A polymer poppet is used to seal
the aperture of the valve, which is pulled back by the magnetizable armature
when a current is ran through the solenoid. Figure adapted from Parker17.
The carrier gasses that are used for the experiments are either helium
or argon, both applied with a pressure of 3.0 bar. The molecules that are
seeded into the expansion can be brought into the gas phase in various ways,
depending on the volatility of the sample. Phenol (C6H5OH, chapter 4)
has a suﬃciently high vapor pressure to produce measurable signal at room
temperature. For the other phenol derivatives presented in chapters 3, 4
and 5 the vapor pressure is insuﬃcient; they are brought into the gas-phase
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through thermal evaporation. The experiments described in this thesis are
conducted using a glass sample crucible mounted directly in front of the
pulsed valve which can be heated to 200 ◦C. To avoid sample condensation
in the general valve, it is heated to a 5 to 10 ◦C higher temperature than the
sample oven.
To conduct microsolvation experiments, described in chapter 5, water
vapor can be introduced through the use of a water reservoir that is included in
the gas line. The argon gas is led through the water, so that water molecules
are transported towards the sample crucible, after which both seeded gasses
co-expand into the vacuum, forming cold, H-bonded clusters, where the water
acts as microsolvent. Clusters with up to seven molecules of solvent are
observed (see chapter 5).
Time-of-ﬂight mass spectrometer
A Jordan reﬂectron time-of-ﬂight (ReTOF) mass spectrometer is used to
analyze the ionized molecules in our lab. The ReTOF consists of an accele-
ration stack, XY-deﬂection plates, a reﬂectron ion mirror and a microchannel
plate (MCP) charged particle detector. Most of these components (accele-
rator plates, the reﬂectron and the MCP detector) are schematically displayed
in Figure 2.52. The complete assembly of accelerator, reﬂectron and charged
particle detector is referred to as the ReTOF mass spectrometer or ReTOF
detector assembly throughout this thesis.
The molecules in the expansion are ionized in between the accelerator
plates, which are arranged in the repeller-extractor-ground conﬁguration
discussed in section 2.4. Both the extractor and the ground plate have holes
with a mesh grid to improve the homogeneity of the electric ﬁeld in between
the plates. After the three accelerating plates, the ions enter the ﬂight
region and traverse it at a constant speed. The ions immediately pass XY-
steering plates that are used to deﬂect the ions towards the MCP detector.
Consecutively, the ions enter a ﬁeld-free ﬂight-tube which provides a 1.1m
long ﬂightpath.
At the end of the ﬂight tube, the ions enter a shielded reﬂectron where the
ions are made to reverse their direction. The ﬁrst plate of the reﬂectron is set
to a repulsive high voltage for the ions, while the end-plate is set to a higher
voltage of that same polarity. By application of the reﬂectron, the length of
the ﬁeld-free trajectory is eﬀectively doubled. Moreover, the leading ions
in the ion bunch, having a higher kinetic energy, will penetrate the reﬂectron
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further, lengthening their trajectory. This eﬀect allows for the correction of
the spread in time-of-ﬂight introduced by the initial energy spread of the ions,
increasing the mass resolution of the spectrometer.
After the ions have traversed their full trajectory they arrive at a 40mm
diameter chevron MCP detector. The ions will enter channels of the MCP,
made of a scintillating material, where each ion impact releases several
electrons. A high voltage is applied to the back of the MCP accelerating the
electrons further down the channels, resulting in the release of secondary
electrons. Therefore, the impact of a single ion initiates a cascade of electrons
in the MCP channels, amplifying the signal. Using an aluminum anode the
electrons are collected, and a current spike is detected for every arriving ion.
The ampliﬁcation of current by the MCP depends on the applied high voltage
and can be as high as a factor of 106.
When measuring the mass spectrum during the experiment, diﬀerent high-
voltage settings and varying positioning of the ionization volume produce
slight variations in the TOF transient. To perform the calibration of the TOF
transient to the mass spectrum, two well-known masses are identiﬁed. These
two masses and their TOFs are used to determine both the proportionality
constant and an added oﬀset parameter, as described by the equation τ =
A · √mi + τ0, which is based on equation (2.4). The oﬀset in this expression
corrects for the timing oﬀset in between the actual ionization events and the
start of acquisition of the oscilloscope that records the TOF trace.
2.5.1 Synchronization and acquisition
Since the UV laser pulse duration is in the order of nanoseconds, the
synchronization of the diﬀerent pulsed processes with respect to each other
should be accurate at least to that same time scale. This is achieved through
the use of Stanford Research Systems DG645 and DG535 delay generators
using the scheme presented in Figure 2.8. The delay generators are set to
deliver normal transistor-to-transistor-logic (TTL) pulses to the drivers of the
various components of the set-up use to start their own operation cycles.
When recording a UV spectrum (without FELIX), the internal clock of one
of the delay generators is used to start the experimental cycle at a 20Hz
repetition rate. The experimental cycle starts with the pulsed valve driver,
which is triggered on time TV . The YAG laser is triggered consecutively at
TV +∆TYAG, where∆TYAG should be synchronized with the gas pulse arriving
at the interaction region, typically around 700µs for an expansion of argon
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Figure 2.8: Time line of the experimental sequence used to measure IR-UV
ion dip spectra. The local experimental cycle starting with the valve timing TV
is synchronized to the FEL trigger at TFEL with a delay of ∆Texp. At the start
of the local experimental cycle, the valve is opened (green), after which the
molecular beam travels to the interaction region and is ionized by the UV pulse
(light blue).
when our heatable general valve is used. The oscilloscope used to measure
the TOF transient is triggered using an internally generated trigger pulse of
the YAG laser which is synchronized to the exact moment of the laser ﬁring.
When IR-UV ion-dip spectroscopy is applied, the local experimental cycle
is synchronized to the arrival of the IR light from the FEL using trigger pulses
produced by the FELIX timing system at time TFEL. The delay between the
FEL trigger and our experiment, ∆Texp, is tuned so that the arrival of the UV
pulses (pulse length ∼5 ns) is synchronized with the ending of the much longer
IR pulses (typically 10µs pulse duration). Therefore, the molecules interact
with the full IR pulse before being ionized.
The UV signal shows short term and long term variations in the absence of
IR radiation, which complicates interpretation, because dips in the measured
signal could be caused by signal instability or by an IR absorption. To
counteract this, the experiment is ran at twice the repetition rate of the FEL,
so that every second mass spectrum is a reference spectrum to keep track of
the long term variations in the UV signal. Short term variations (shot noise)
are countered by averaging the signals of consecutive cycles. An example of
both a reference spectrum and an IR-UV ion dip spectrum are shown in Figure
2.2.
Comparison of the signal of the selected mass in both the reference and
the ion-dip mass spectrum will show whether depletion occurs due to an IR
absorption. In an action spectroscopy experiment, the number of aﬀected
34
22.5 Experimental implementation
molecules N(ν) is calculated by
N(ν) = N0e
−σ(ν)Φ(ν), (2.6)
whereN0 is the initial number of particles, σ(ν) is the absorption cross section
and Φ(ν) is the photon ﬂuence that the particles experience2. The product
σ(ν) · Φ(ν), which is the raw absorbance spectrum, is determined from the
ion-dip and reference spectra using equation (2.6). The raw absorbance
spectrum is divided by the wavelength dependent number of photons in the
FEL pulses (Nphoton = EFELpulse/Ephoton). A calibrated infrared power meter
(PM100D by Thorlabs) is used to measure the pulse energy as a function of
the wavelength. A cubic polynomial is ﬁtted to the power curve, so that the
full spectrum can be normalized by the photon count. The absolute cross
section σ(ν) cannot be calculated from the resulting absorbance spectrum,
because the volume of overlap (both in time and space) of the molecular beam,
IR beam and UV beam is diﬃcult to establish for our experiment18.
Figure 2.9: Absorbance spectrum belonging to the reference and ion-dip
spectra reported in Figure 2.2, calculated using equation (2.6).
Finally, the absorbance spectrum is also corrected for the wavelength
calibration error in the FEL output, resulting in the calibrated absorbance
spectrum reported in Figure 2.9. The output wavelength of the FEL is
measured as a function of the set wavelength using a calibrated grating
spectrometer, built in-house. The accuracy of the spectrometer is 0.067µm
in the range from 300 to 800 cm−1. The calibration is used to ﬁnd an oﬀset,
a linear- and a quadratic correction factor through polynomial regression to
correct the set wavelength to the actual wavelength.
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2.6 Computational methods
The interpretation of measured infrared spectra is performed with the help
of quantum-chemical calculations. Diﬀerent families of simulations exist to
calculate the characteristics of molecules from ﬁrst principles, of which we
will discuss density functional theory (DFT), harmonic frequency calculations,
anharmonic frequency calculations and DFT based molecular dynamics simu-
lations called Born-Oppenheimer molecular dynamics (BOMD). Each method
has its own set of advantages and disadvantages. The characteristics of the
diﬀerent types of calculations are elucidated.
2.6.1 Density functional theory
The calculation of the vibrational frequencies in the infrared spectrum of a
molecule consists of two steps. First, the geometry of the molecule is
optimized, starting from an initial structure input by the user. Using that
optimized geometry, the vibrational modes are constructed, including their
frequencies, IR intensity and reduced mass.
The geometry optimization starts with the evaluation of the input geometry
that the user has deﬁned. Based on the initial positions of the atoms, the
full Schrödinger equation will describe the time-dependent wavefunction and
the energy of the complete system. The Hamiltonian of the full system
consists of the kinetic energy operator of the nuclei, the kinetic energy of
the electrons, interactions of the nuclei with each other, interactions of
the electrons amongst themselves, and interaction between the electrons
and nuclei. However, the Schrödinger equation including the full molecular
Hamiltonian is unsolvable in most cases both analytically and numerically,
so that the application of approximations is required to be able determine a
solution.
In the Born-Oppenheimer approximation the nuclei are assumed to be
stationary from the perspective of the electrons. Under this assumption the
Hamiltonian becomes separable in decoupled terms for the electrons and the
nuclei. To ﬁnd the electronic wavefunction, the Hartree-Fock (HF) or orbital
approximation is applied, which entails that the electrons occupy hydrogen-
like atomic orbitals. In this approximation, every electron only feels the
collective ﬁeld of all other electrons and the electron-electron interaction
energy is reduced to the sum of Coulombic repulsion and the exchange
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interaction. With this, the HF electronic energy EHF becomes:
EHF = Ekin,e + Ene + ECoulomb,e + Eexchange, (2.7)
Where Ekin,e is the electron kinetic energy, Ene is the interaction energy
between the nuclei and electrons, ECoulomb,e is the Coulomb repulsion energy
between the electrons and Eexchange is the exchange energy due to anti-
symmetry requirement of the electron wavefunction. The energy diﬀerence
between the HF energy and the exact Schrödinger energy is called the corre-
lation energy.
The HF method ﬁnds a solution for the electronic ground state conﬁgura-
tion and its energy for a ﬁxed input structure of the nuclei. To ﬁnd the opti-
mized geometry of a molecule, the “Berny optimization algorithm” is commonly
applied. This algorithm calculates the forces acting on the atoms in the initial
geometry from the second order derivatives of the potential with respect to
the internal coordinates. The matrix of second order derivatives is called the
Hessian. Explicitly calculating the Hessian is expensive, so that an approximate
Hessian is calculated in this Berny algorithm for the initial geometry. Consecu-
tively, using the forces on the atoms an energetically more favorable structure
is predicted, for which the HF equations are again solved. The Hessian matrix
is updated for the new geometry using the energies and ﬁrst order derivatives
of the potential calculated along the optimization pathway. The geometry is
optimized by iteratively moving the nuclei, and updating the Hessian to ﬁnd
the forces on the atoms, until the forces on the atoms are zero (or near
zero to within a pre-speciﬁed precision). The ﬁnal geometry is positioned
either at a minimum, a saddle point or a maximum in the PES. The optimized
geometry of the studied system is consecutively used for frequency calcula-
tions as described in section 2.6.2.
A post-HF method that is often applied due to its eﬃciency is Density
Functional Theory (DFT). The main diﬀerence of DFT with respect to HF
theory is that the electron density within the system determines the electronic
ground state energy. The electron density ρ(r) is calculated as:
ρ(r) = 2
occupied
orbitals∑
i
|ψi(r)|2 . (2.8)
All energy terms discussed previously for HF in equation (2.7) can be
calculated based on this electron density with the use of a pre-deﬁned
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functional, except for the kinetic energy of the electronic system, which
is calculated based on the independent orbital approximation. The main
improvement that DFT oﬀers is ﬂexibility to accurately describe the exchange
and correlation energies, by oﬀering a choice of functional, while HF is limited
to the single solution to the HF-equations. Many diﬀerent functionals have
been developed, where the crucial diﬀerences are the ways that they treat
the exchange-correlation energy.
One of the basic types of functionals uses of the local-density approxi-
mation (LDA-functionals), where the functional depends only on the electron
density ρ. LDA type functionals can be expanded to include the gradient of the
electron density, generally referred to as the generalized gradient approxi-
mation (GGA), resulting in functionals which depend on (ρ, ∇ρ). The BLYP
functional19,20 that is applied for the implementation of Born-Oppenheimer
Molecular Dynamics (BOMD) in this thesis (section 2.6.4) is based on the
GGA.
The last family of functionals discussed here are the so-called hybrid func-
tionals. Using a hybrid functional, the exchange and correlation energy are
a weighted mix of the exact exchange energy of non-interacting electons as
described in the HF approximation, with one or more of the energies related
to other approaches (LDA, LSDA, GGA or others which are not discussed
here). One of the most used functionals, B3LYP21 is a hybrid functional, which
uses a linear combination of HF, LDA- and GGA-type functionals to calculate
the exchange energy, and LDA- and GGA type functionals for the correlation
energy. While some argue that combining diﬀerent theories in this way leads
to favorable cancellation of errors and no actual advance in understanding, the
results of hybrid functionals match experimental results quite well. Moreover,
DFT calculations using hybrid functionals are very cost-eﬀective, comparing
them for example to the Møller-Plesset perturbation theory methods22.
A special case of interactions which are crucial to the benzene-derivatives
described in this thesis are dispersion forces, which are caused by the
interaction of instantaneous polarizations within molecules. Moreover, the
interaction of the pi-cloud of a benzene ring with a molecular dipole is
labeled a dispersion interaction. This interaction is taken into by several
hybrid functionals (such as M062X23), but is not described the B3LYP and
BLYP functionals. An empirical description is developed for the dispersion
interaction by Grimme, called the D3 dispersion correction24, which is applied
for BOMD and DFT calculations where no dispersion is included.
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The ansatz used for the description of the electron orbitals consists of two
parts: the spin function and the molecular orbital ψi. To describe a molecular
orbital, a linear combination of atomic orbitals is used, commonly referred to
as the basis set:
ψi =
basis
functions∑
α
cα,iφα, (2.9)
where the cα,i are the molecular orbital coeﬃcients. These molecular orbitals
are based on the one electron wave functions of the hydrogen atom. For
time and cost-eﬀectiveness, these are approximated using combinations of
Gaussian functions. Linear combinations of these Gaussian functions - referred
to as contracted functions - are determined as best ﬁts to the actual atomic
orbitals. An example of a minimal basis set is STO-3G, in which every orbital
is expanded in terms of three Gaussian functions. For more realistic behavior,
the minimum basis set can be expanded with three ingredients:
split valence sets have both an inner set of basis functions, which is tight
and additional outer sets of basis functions that are more loosely held.
A much used example of a split-valence basis set is the 6-311G basis
set25. In this set, each core atomic orbital is described using 6 Gaussian
functions, while the valence orbitals are split in an inner component
expanded in terms of 3 Gaussians and two outer components both
described by one Gaussian function.
polarization functions have been added to increase the spatial freedom of
the electron density by additionally providing d-type orbitals in the
case of main-group elements, and optionally providing p-type orbitals
to hydrogen atoms. In the case of a hydrogen bonded system, this
allows for the delocalization of the electron density around the involved
hydrogen atom. The additional orbitals for the main-group elements and
hydrogen atoms are indicated in parenthesis (e.g. 6-311G(d,p)).
diﬀuse functions are required to describe loosely bound electrons such as
in negative ions, extending the basis set by diﬀuse s-type or p-type
orbitals. The addition of diﬀuse functions is denoted by a single plus
symbol (6-311+G(d,p)) in case they are added to non-hydrogen atoms;
a second plus indicates that these are also added hydrogen.
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The complete electronic wavefunction, combining all orbitals, describes
the full electron density in the molecule. The electronic wavefunction
must satisfy the Pauli principle for anti-symmetry upon electron exchange.
The construction of the wavefunction from the spin- and molecular orbital
functions has to be performed using Slater determinants26.
The speciﬁc optimized structure, or the local potential energy minimum
that is found by the Berny optimization algorithm (see page 37) strongly
depends on the input structure. When the structure of a molecule or cluster
of molecules is unknown, a conformational search should be performed
to identify the various possible geometries that can be further optimized
using DFT. Simulated annealing molecular dynamics calculations are applied
in Chapter 5 of this thesis to identify the low-energy structures. For
these simulations, a computationally cheap, empirical force ﬁeld is applied
to calculate the forces on the atoms. In every cycle of the simulation the
molecules or clusters are heated a high temperature and consecutively cooled
down to 0K. These cycles are repeated many times to ﬁnd the global and
local minima present on the potential energy surface (PES). The maximum
temperature is chosen to enable isomerization, but to avoid dissociation
of clusters if these are present. Usually, increasingly high levels of DFT
calculations of increasing computational cost are applied to identify the
relevant structures.
2.6.2 Harmonic frequency calculations
The vibrational frequency ν of a diatomic molecule can be calculated based on
the harmonic approximation as
ν =
1
2pi
√
k
M
(2.10)
In this equation M is the reduced mass and k is the linear force contant. This
expression can be generalized to calculate the frequencies of the vibrations
in a larger molecule. To calculate the force constants belonging to the
vibrational modes in a molecule, the second order derivatives of the potential
are calculated with respect to the internal coordinates. The resulting matrix
of second derivatives is called the Hessian. To diagonalize the Hessian, a
coordinate transformation is required from the simple internal coordinates
to normal coordinates, which are linear combinations of internal coordinates
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along which the normal modes occur. The second order derivatives from
the diagonalized Hessian, evaluated at the equilibrium position of all normal
coordinates, result in the linear force constants for all normal vibrations. Using
these, the harmonic frequencies can be calculated using equation (2.10).
The infrared intensity IIR of a vibrational mode is proportional to the
transition dipole moment dm,n as
IIR ∝ d2m,n = 〈Ψ∗n |µˆ|Ψm〉2 (2.11)
The transition dipole moment is the change of the electric dipole moment
when the molecular wavefunction Ψ changes upon excitation of the molecule.
The dipole moment operator µˆ can be Taylor expanded in terms of the
normal coordinates. The zeroth order of this expansion is zero, because the
wavefunctions in 〈Ψ∗n|Ψm〉 are orthogonal. Subsequently, the IR intensity can
be approximated in ﬁrst order by only including the ﬁrst order term of this
Taylor expansion: the derivative of µ with respect to the normal coordinate
evaluated at the equilibrium geometry. This results in the harmonic intensity,
described by27
IIR,m,n ∝
(
∂µ
∂Qi
)2
· 〈Ψ∗n |Qi|Ψm〉2 (2.12)
The square of the electric dipole derivative by itself is usually referred to as
the absolute infrared intensity, which is the parameter that is calculated in
most DFT implementations. The term on the right side of equation (2.12)
represents the selection rules for the considered transitions: ∆v = vn − vm =
1. After the geometry optimization, the ﬁnal electronic energy, and the
characteristics of the vibrational normal modes are all determined using the
optimized nuclear positions. Therefore, the DFT and harmonic frequency
calculations are commonly referred to as static.
The described models and many more are implemented in the software
package GAUSSIAN 0928. A typical set of keywords used to perform the
calculations in this thesis is: ∗∗
.
Here, ﬁrst the combination of functional and basis set is listed, and the D3
dispersion correction is included. After that, the opt keyword requests the
software to perform a geometry optimization. The tight keyword asks for
stricter convergence criteria for the optimization of the geometry, for which
GAUSSIAN uses the RMS and maximum force on the atoms, and the RMS and
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maximum atomic displacements. With a tight optimization, the RMS force
convergence criterium is lowered from 3 · 10−4 to 1 · 10−5 Hartree per Bohr,
and the other values are scaled accordingly. An ultraﬁne grid is applied to the
numerical integrations throughout the calculations, which means that almost
three times more grid points are used per atom than when using the standard
ﬁne grid. An ultraﬁne grid is speciﬁcally recommended when performing
calculations of low frequency (far-IR) modes28. Lastly the freq keyword
requests for a harmonic frequency calculation.
2.6.3 Anharmonic frequencies
The potential that describes the vibrational motions in a molecule is only
harmonic by approximation. Therefore, anharmonic correction techniques were
devised to improve the harmonic results.
A constant scaling factor is applied to the harmonic frequencies under the
approximation that the deviation of the PES from the harmonic approximation
is similar for displacement along the diﬀerent normal coordinates. Therefore,
a scaling factor is commonly applied in a speciﬁc frequency range, where a
group of very similar normal modes is positioned. Groups of localized normal
modes in the mid-IR, for example OH, NH and C=O stretching vibrations,
are suitable for the application of scaling factors, because these exhibit
similar characteristics. The anharmonic potential is broader than the harmonic
potential, so that the true vibrational frequencies are expected to be red-
shifted with respect to the harmonic frequencies, resulting in a scaling factor
that is smaller than unity. Although the scaling factor is devised to correct for
anharmonicity, other systematic errors introduced by the DFT formalism (e.g.
functional errors) are also included.
Scaling factors are often determined using extensive experimental data-
sets of IR spectra, that allow for the determination of an averaged scaling
factor for a speciﬁc combination of functional and basis set29. Alternatively,
more complex, frequency-dependent scaling factors can be determined for
diﬀerent families of vibrations8,30. In this thesis, scaling factors are strictly
applied for the correction of mid-IR frequencies in chapter 5.
A more generalized method of taking into account anharmonicity in the
potential of a vibrational normal mode is to consider higher order contributions
for the description of the PES. Second order vibrational perturbation theory
(VPT2) is a method where in addition to the harmonic force constants, third
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and fourth-order derivatives are taken into account as well. In VPT2, the
frequencies of the fundamental vibrational transitions νi are proportional
to the harmonic fundamental frequency ωi and the anharmonic matrix χij .
The anharmonic matrix is calculated based on the harmonic fundamental
frequencies, the third and fourth order derivatives of the potential energy
function with respect to the normal coordinates and also includes the coupling
between rotational and vibrational modes31. An additional beneﬁt of the
VPT2 method is that it provides a more sophisticated description of overtones
and combination bands. In the harmonic approximation the frequencies of
these transitions are simply the double or the sum of the fundamental
frequencies respectively, while the transition intensities are formally zero.
VPT2 allows us to describe the frequencies for the overtones and combination
bands in terms of the harmonic frequencies and the anharmonic matrix.
The VPT2 method has shown to be able to improve the match between
theory and experiment with respect to harmonic calculation especially for
normal modes with an anharmonic potential that do not deviate much from
the harmonic potential32. In the case of large amplitude motions however,
the PES deviates strongly from the harmonic potential. The VPT2 correction
cannot provide a proper description of large amplitude modes. In these
cases, the frequency shifts predicted by VPT2 can become exaggerated, as
is observed for example for the NH2 wagging vibration33. VPT2 calculations
are applied and evaluated in chapter 4 of this thesis.
2.6.4 Born-Oppenheimer molecular dynamics
Born-Oppenheimer Molecular Dynamics (BOMD) is a fundamentally diﬀerent
method to calculate infrared spectra. The BOMD method is semi-classical,
modeling the electron density and the forces acting on the nuclei using the
DFT formalism, but treating the nuclei themselves classically. The main part
of the simulation is a Newtonian trajectory calculation for all individual atoms
in the molecule.
The BOMD trajectory shows the natural motions of the atoms of the
molecule for a pre-speciﬁed time span. To determine the IR absorptions (I(ω))
of a molecule from these motions, the frequency components are extracted
from the time-dependent electric dipole of the molecule using linear response
theory. To this end, the Fourier transform of the dipole time correlation
function is calculated:
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I(ω) =
2piβω2
3n(ω)cV
∫ ∞
−∞
dt 〈µ(t) · µ(t = 0)〉 eiωt, (2.13)
where β = 1kBT , kB is Boltzmann’s constant, T is the temperature, ω is the
angular frequency, n(ω) is the refractive index, V is the volume of the system
andM is the total dipole moment of the system. The main advantages of the
BOMD methodology over the static methods that were discussed before are:
• The temperature of the molecule can be included in the simulation, which
inﬂuences the amplitude of the motions. Therefore, thermal broadening
of speciﬁc features in the spectrum is represented.
• Conformational changes can be taken into account if they are classically
allowed for the selected temperature. This becomes relevant at higher
temperatures and/or for ﬂexible molecules such as peptides.
• Anharmonic eﬀects are intrinsically taken into account, since the model
PES is fully sampled up to an energy determined by the selected
temperature. This means that BOMD does not rely on the double
harmonic (or higher order in the case of VPT2) approximation for the
frequency calculations. Moreover, no scaling factors are applied to the
vibrations extracted from the dynamics throughout this thesis because
of this.
The trajectory simulation of the BOMD calculation is computationally
expensive however, because the electron density and energy of the system
are determined using the DFT formalism for every time step. Therefore, it
is necessary to perform the trajectory simulation using a cheap, GGA-type
functional such as B97D or BLYP. In this work, BLYP is chosen including the
empirical D3 dispersion correction, which is computationally cheaper but also
less accurate than the hybrid functionals that are often applied for harmonic
and anharmonic DFT.
Despite the use of a low-level functional, BOMD calculations remain
computationally expensive, and cannot be scaled down easily, as is the case
for DFT calculations. Because of this, BOMD cannot be applied eﬀectively to
analyze a large collection of structures generated in a conformational search.
The proper conformation thus has to be identiﬁed using static harmonic DFT
calculations prior to the application of BOMD.
The main trade-oﬀ of BOMD is that anharmonicity is treated properly, but
only to the extent that the PES is reproduced accurately by the DFT functional.
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The quality of the PES should at least be suﬃcient for the equilibrium structure
to be a close approximation to the true molecular structure. Convergence
to a wrong conformer would lead to erroneous conclusions regarding the
spectral signatures. This becomes more important for ﬂexible molecules such
as peptides, as these often display a large set of minima in the PES. Moreover,
nuclear quantum eﬀects (e.g. tunneling) are not taken into account in our
trajectories, which could induce band shifts where light hydrogen atoms are
involved34,35.
While DFT calculations provide the motions belonging to the normal modes
that occur at a single frequency, the BOMD simulation provides the motions
of the full molecule over time without this decomposition. Therefore, the IR-
active bands are assigned using local modes extracted from the trajectory.
The Fourier transform of internal coordinate (X(t)) time correlation functions
shows at which frequencies a speciﬁc internal coordinate is active:
IIC(ω) ∝
∫ ∞
−∞
dtX(t) ·X(0)eiωt. (2.14)
This approach for mode assignments is less suitable for the visualization of
complex, delocalized motions where many internal coordinates are involved.
Every trajectory includes not only vibrations, but also end-over-end
rotations of the molecule that can couple to the vibrational modes. The
coupling can occur when the axis of rotation is perpendicular to the induced
dipole vector of the vibration. In this case, the sum- and diﬀerence frequencies
of the rotational and vibrational motion occur, eﬀectively splitting the spectral
signatures of the coupled vibrational modes, as observed in the red spectrum
in Figure 2.10. As the rotational motions of the molecules are not quantized
in the simulations, the interpretation of this eﬀect is possibly questionable,
so that the rotations are removed from the trajectories (done a posteriori,
solely for spectral analysis). To achieve this, a set of rotational coordinate
transformations are deﬁned that maximize the overlap of the positions of
the atoms for every pair of consecutive time steps in the trajectory. These
transformations eﬀectively counteract the rotations present in the trajectory.
The removal of the rotations does not inﬂuence the vibrational motions in
the molecule. The spectrum therefore exhibits sharper features, without the
splitting related to the coupling of the rotational and vibrational motions (black
spectrum in Figure 2.10).
The BOMD trajectory calculations are performed using the CP2K software
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Figure 2.10: Far-infrared spectrum of deuterated phenol, as calculated using
BOMD. In red, the spectrum resulting from the trajectory including end-over-
end rotations is shown. In black, the spectrum resulting from the trajectory of
which the end-over-end rotations are removed is shown.
package36. For the force calculations in BOMD, the BLYP-D3 functional
is applied using a mix of a plane-wave basis set (kinetic energy cut-oﬀ at
6.12 keV) and a Gaussian basis set of the aug-TZV2P type. Periodic boundary
conditions are applied to a cubic simulation volume. The optimal kinetic
energy cut-oﬀ, basis set size and cubic box sizes are all determined from
energy convergence tests, while also compromising between accuracy and
computational cost.
The temperature in the simulation is chosen to be 50K based on previous
work10,11,37, where this temperature provided spectra that showed a good
match to the low-temperature experiments. The chosen temperature in the
simulation has to be comparable to the (expected) experimental one, while
keeping in mind that the MD temperature determines the extent to which the
PES can be explored by the modeled system. A too high temperature leads to
sampling of anharmonic parts of the PES that are not reasonable for the ﬁnal
comparison to the experimental spectrum.
An initial trajectory of 4 to 10 ps long is calculated prior to each main
trajectory for thermalization of the isolated molecule, i.e. redistribution of
energy into the diﬀerent vibrational modes of the molecules. The atoms initi-
ally receive a randomized Boltzmann-based velocity distribution centered on
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the simulation temperature (50K). Changes in the eﬀective vibrational tempe-
rature of the system that occur during the thermalization are controlled by
collectively rescaling all atoms’ velocities, so that the average temperature
converges to the targeted temperature step by step. After the thermaliza-
tion, the main trajectories are accumulated for 20 ps with a time step of 0.4 fs,
without rescaling velocities, i.e. dynamics are conducted in the NVE microca-
nonical ensemble. In chapter 4, we calculate three separate trajectories for
each molecule in order to get a statistical representation of the theoretical
gas-phase spectra. Each trajectory diﬀered by the initial randomized veloci-
ties, but all started from the same optimized geometry. The spectra resulting
from the three trajectories display varying intensities. A more in-depth analysis
of this eﬀect is presented in chapter 4.
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Abstract
One of the most direct ways to study the intrinsic properties of
the hydrogen bond interaction is by far-infrared (far-IR) spectro-
scopy, because the modes involving hydrogen bond deformation
are directly excited in this spectral region. However, the far-IR
regime is often ignored in spectroscopic molecular structure iden-
tiﬁcation due to the absence of strong far-IR light sources and
diﬃculty in assigning the observed modes by quantum-chemical
calculations. Far-IR/UV ion-dip spectroscopy using the free elec-
tron laser FELIX was applied to directly probe the intramolecular
hydrogen bond interaction in a family of phenol derivatives. Three
vibrational modes have been identiﬁed, which are expected to be
diagnostic for the hydrogen bond strength; hydrogen bond stret-
ching, hydrogen bond donating and accepting OH torsion vibra-
tions. Their frequency is evaluated with respect to the hydrogen
bond strength, i.e. the length of the hydrogen bonded OH length.
This shows that the hydrogen bond stretching frequency is diag-
nostic for the size of the ring that is closed by the hydrogen bond,
while the strength of the hydrogen bond can be determined from
the hydrogen bond donating OH torsion frequency. The combi-
nation of these two normal modes allows the direct probing of
intramolecular hydrogen bond characteristics using conformation
selective far-IR vibrational spectroscopy.
Adapted from Daniël J. Bakker, Atze Peters, Vasyl Yatsyna, Vitali Zhaunerchyk, and
Anouk M. Rijs J. Phys. Chem. Lett. 2016, 7, 1238-1243 with permission - Copyright
(2016) American Chemical Society.
50
3Intra- and intermolecular hydrogen bonding plays a crucial role in e.g.
solvation science, molecular recognition and structure determination of biomo-
lecules. The wavelengths required to directly and resonantly excite the vibra-
tional modes that are involved in the deformation of the hydrogen bond (H-
bond) itself can be found in the far infrared (far-IR, < 800 cm−1) part of the
electromagnetic spectrum, due to the weak interaction forces of these H-
bonds. Various static far-IR spectroscopic techniques have therefore been
applied to study H-bonds or H-bonded systems, for example terahertz time-
domain spectroscopy1, Raman spectroscopy2,3, Fourier transform IR spectro-
scopy4, high resolution spectroscopy5,6 and double resonance techniques7.
Using these methods a wide range of neutral H-bonding structures has been
characterized, from solid samples of small molecules8 and biomolecules9,
to solvated small molecules10,11 and biomolecules12,13 to gas-phase (clus-
ters of) small molecules14,15 Recently, conformation selective far-IR spec-
troscopy has been applied successfully to elucidate the structure of isolated
peptides16 and microsolvated biomolecules7. The full potential of far-IR
gas-phase spectroscopy of isolated (bio)molecules however has not yet been
reached.
Most of the gas-phase far-IR studies that focus on the characterization of
H-bonding concern intermolecular H-bonds, of which the intrinsic properties
can be measured directly2,14. In contrast, the spectral signatures of the
intramolecular hydrogen bonds are more convoluted since they result from
both the H-bond itself and from the molecular backbone connecting the H-
bond donor and acceptor. Traditionally, mid-IR spectroscopy is applied to
probe intramolecular H-bonds in isolated (bio)molecules via local vibrations
of functional groups such as the OH or NH moieties17–22. However, the
mid-IR spectra of molecules of increasing size oﬀer information only on the
direct environment of the addressed oscillator, so that the orientation of
ﬂexible apolar groups becomes ambiguous, to an extent where only families
of structures can be identiﬁed23. It has been shown that far-IR radiation is
capable of identifying the precise conformer in such a situation16. Moreover,
the vibrational mode and strength of the hydrogen bonds is not directly
observed in the mid-IR, but derived from shifts in the measured frequencies of
the C=O, NH or OH moiety. The far-IR spectrum, on the other hand, shows
direct signatures of H-bonds.
Because the presented gas-phase experiments are performed in the mole-
cular beam environment with low molecular densities and the induced dipole
of the delocalized modes is small, a high-intensity, tunable far-IR source is
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necessary. The necessity of high-intensity light can be circumvented using
Raman spectroscopy, which provides complementary information regarding
the low-frequency modes of a molecule2. Additionally, the anharmonic
character of the delocalized modes and their couplings complicate the spectral
assignments as most quantum-chemical computational methods do not treat
this type of anharmonicity well. Therefore, in this chapter, we explore the
potential of the far-IR spectral region as a probe of molecular structure and
structure dominating hydrogen bonds in a family of phenol derivatives. Their
relative simplicity and rigidity is key, since both the far-IR experiments as well
as the quantum-chemical calculations are challenging. Conformation and mass
selective far-IR-ultraviolet (UV) ion-dip spectroscopy has been applied using
the free electron laser FELIX. The details of the applied experimental and
theoretical techniques are described in Chapter 2. Here, only the speciﬁc
characteristics of the experiments as used in this chapter are described in the
following section.
3.1 Experimental and theoretical details
The sample molecules were purchased from Sigma Aldrich (99%) and used
without any further sample treatment. The sample molecules were seeded
into the carrier gas by heating a glass sample compartment that contains
the sample as a solid. The molecules are ionized via a (1+1) REMPI
scheme by a UV beam with a typical output power of 1 mJ per pulse. For
both salicylic acid and ethylvanillin a (1+1’)-REMPI scheme was employed,
where a 193 nm ArF laser pulse was required to ionize the molecules after
excitation. The temperatures necessary for measurable amounts of sample to
sublimate (Ts(◦C)) and the excitation frequency utilized to ionized each species
(λUV(cm−1)) are listed in Table 3.1. Every IR spectrum reported here is the
average of 75 or more referenced measurements.
All calculated frequencies and bond lengths reported in the paper are
produced using static, harmonic DFT on the the B3LYP/6-311+G(d,p)24–26
level of theory, with the inclusion of the “D3” empirical description of the
dispersion interaction devised by Grimme27. All structures were optimized
using tight convergence criteria with an ultraﬁne mesh grid, as is advised
for the far-IR spectral region (see section 2.6.2. The calculated lines
are broadened using a Gaussian line shape with a FWHM of 0.5% of the
wavenumber, based on the pulse characteristics of FELIX.
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Table 3.1: Molecule-speciﬁc characteristics of the experiments: temperature
of the heatable valve and UV wavelength used for IR-UV ion-dip spectro-
scopy.
Molecule T (◦C) λUV(cm− )
Catechol 90 35648
Saligenin 80 35492.5
Salicylic acid - rotamer 1 90 30940.5
Salicylic acid - rotamer 2 90 32099
Cis-trans ethylvanillin 120 33512
Trans-trans enthylvanillin 120 33775
3.2 Far infrared spectra
Figure 3.1 shows the observed conformers of the studied molecules selected
for their propensity to form intramolecular hydrogen bonds as well as for
the ability to absorb UV light allowing us to apply IR-UV double resonance
spectroscopy. The conformations of these molecules have been determined
previously for catechol (CAT)28, saligenin (SLG)29 and ethylvanillin (EV)30 by
employing rotational spectroscopy and for salicylic acid (SA)31 by IR-UV ion
dip spectroscopy. For SA and EV two stable conformers are present in the
gas phase. For SA, rotamer 1 (SA-R1) and rotamer 2 (SA-R2) diﬀer in the
rotation around the C-C bond of the carboxylic acid group (ﬁgure 3.1c and
3.1d, respectively), while the two conformers of EV diﬀer by rotation around
the C-C bond of the aldehyde group resulting in cis-trans (CT-EV) and trans-
trans (TT-EV) geometries (Figure 3.1e and 3.1f). All measured conformers
form an intramolecular H-bond, closing a six-membered ring in the cases of
SLG and SA, and a ﬁve-membered ring for CAT and EV, and have a planar
geometry, except for SLG, for which the CH2OH group is oriented out-of-
plane to allow for a weak OH · · ·pi interaction29.
The UV excitation spectra of the molecules CAT, SLG and SA were
previously published29,32,33. The UV excitation spectrum of EV was not
reported prior to this work, and is presented in Figure 3.2. We see that
the features in the excitation spectrum are quite broad, while the supersonic
expansion conditions should provide eﬃcient cooling of the rotational and
vibrational degrees of freedom. The broadening thus probably indicates a
very short lifetime of the S2 excited state of ethylvanillin. Although the UV
features are broadened, the peaks belonging to the two structures are clearly
separated, so that IR-UV ion-dip spectroscopy can be applied to measure
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Figure 3.1: Optimized structures of the assigned conformers of the measured
molecules: (a) catechol, (b) saligenin, (c) salicylic acid rotamer 1, (d) salicylic
acid rotamer 2, (e) cis-trans ethylvanillin and (f) trans-trans ethylvanillin.
Black spheres represent carbon, red oxygen and white hydrogen atoms. The
dashed line indicates the intramolecular hydrogen bond.
conformer speciﬁc IR spectra.
The IR absorbance spectra of all stable conformations are presented
in Figure 3.3 (black). The measured spectral range (1000 to 100 cm−1)
was selected based on the frequency region of interest predicted by our
quantum-chemical calculations. All measurements are normalized to the
number of photons present in the infrared pulses. This normalization enables
the comparison of the relative intensities of the measured spectrum to the
calculated spectral intensities, under the assumption that the molecules
absorb either zero or one IR photon prior to ionization. The red traces
in Figure 3.3 represent the theoretical spectra calculated using the B3LYP-
D3/6-311+G(d,p) level of theory27.
In general, the match between theory and experiment is good and enables
assignment of the measured peaks in the spectra. Especially for the ring
deformation normal modes between 650 and 800 cm−1 both intensity and
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Figure 3.2: (1+1’)-REMPI spectrum of ethylvanillin (S0-S2 transitions). The
spectral features were assigned to either cis-trans ethylvanillin or trans-
trans ethylvanillin using IR-UV holeburning spectroscopy. All features are
broadened, possibly by a short-lived electronically excited state.
relative position are well reproduced, albeit slightly blue-shifted. The
intensities of features that include a strong OH torsion component are
consistently overestimated by theory, while the other intensities match well.
The overestimation of the intensity of large amplitude motions such as the OH
torsion vibration has been observed and described previously34–36. With an
increasing ﬂexibility of the molecule, for example extending the OH moiety in
CAT to CH2OH in SLG, a great increase is observed of the number of modes
present in the far-IR region. This increase in mode density has a large impact
on ability to correctly interpret the far-IR spectra of molecules of increasing
size and or ﬂexibility, as was shown for dipeptides16,37.
3.3 Hydrogen bond signatures
Three far-IR modes have been selected, which are expected to be sensitive to
H-bonding. A schematic representation of these modes using scaled vectors
is presented in Figure 3.4 for CAT. Figure 3.4a shows the mode that involves
linear stretching of the H-bond: in-plane scissoring of the two functional
groups. This normal mode was described by Varsányi as number 15 of the
generalized substituted benzene vibrations38, displayed in Figure A.3 of the
appendix. Its frequency was predicted by Varsányi to be ∼250 cm−1. The
spectral features of this H-bond stretching mode are highlighted in pink in
Figure 3.3, showing that the experimental frequencies are matched well by
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Figure 3.3: Experimental IR spectra (in black) together with the theoretical
results on the B3LYP-D3/6-311+G(d,p) level of theory (in red) of cate-
chol (CAT), trans-trans ethylvanillin (TT-EV), cis-trans ethylvanillin (CT-EV),
rotamer-2 of salicyclic acid (SA-R2), saligenin (SLG) and rotamer-1 of sali-
cyclic acid (SA-R1). The highlighted normal modes are H-bond stretching (o
symbols, pink), out-of-plane H-bonded OH torsion (∗ symbols, yellow) and
out-of-plane free OH torsion (+ symbols).
theory.
Figure 3.4b shows the out-of-plane H-bonded OH torsion vibration, which
is observed above 400 cm−1 and highlighted in yellow in Figure 3.3. As the
out-of-plane torsion of the H-bonded OH group distorts the H-bond, while
the rest of the atoms in the molecule remain mostly static, its frequency is
expected to be a direct signature of the H-bond strength. The third mode
representing intramolecular H-bonding is out-of-plane torsion of the free OH
group of which the oxygen atom acts as an H-bond acceptor. This mode is
only present in CAT, SLG and SA-R2 (see Figure 3.4c). Although the H-
bond is not visibly deformed by this motion, the charge distribution around
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Figure 3.4: Three normal modes that heavily involve H-bond deformation,
illustrated for the case of CAT: (a) H-bond stretching (b) out-of-plane H-
bonded OH torsion and (c) out-of-plane free OH torsion.
the H-bond accepting oxygen atom will change as a result of the motion of
the free hydrogen atom. The assigned positions of these H-bond indicative
modes are listed in Table 3.2. The calculated and measured frequencies of
the OH torsion vibration in phenol are included in this table as a reference
for comparison with the H-bonded OH torsion vibrations, as it represents the
unbound OH in the context of this set of molecules. These values are taken
from Figure 4.4 of chapter 4.
Table 3.2: The calculated and assigned frequencies of the three H-bond
deforming normal modes of the molecules phenol11, CAT, CT-EV and TT-EV,
SA-R1 and SA-R2, and SLG.
Phenol CAT TT-EV CT-EV SA-R2 SLG SA-R1
H-bond stretch
calc (cm− ) – 309 336.5 345 260 240.5 251
meas (cm− ) – 307 338 346 251 229 247
Bound OH torsion
calc (cm− ) – 404 484 489 583 692 732
meas (cm− ) – 414 469 475 627 691 719
Free OH torsion
calc (cm− ) 303 139.5 – – 488.5 424.5 –
meas (cm− ) 309 220 – – 541 384 –
The frequency of the selected normal modes is compared to the strength
of the H-bonds in the diﬀerent conformers. Diﬀerent measures are used
throughout literature to represent H-bond strength, of which the most
prevalent are the length of the H-bond itself LHB39, the length of the
H-bond donating OH moiety LOH40 and the H-bond dissociation energy
HBDE41,42. The latter is deﬁned as the energy diﬀerence between the H-
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bonded conformer and the optimized structure where the H-bond donating
group is rotated away (the open conformer). As shown by Korth et al.,
the HBDE contains contributions that are not associated with the H-bond
interaction43, making it unsuitable for our intended purposes.
In Figure 3.5, LHB is plotted versus LOH determined from the optimized
geometries. For SA-R2 the LHB is approximately equal to that of SA-R1,
while the OH lengths are signiﬁcantly diﬀerent. The H-bond in SA-R1 is
much stronger than that in SA-R2, which can be explained by the resonance
assisted H-bond present in SA-R1, where the H-bond is resonantly stabilized
by the presence of two H-bonded tautomers41, as shown in Figure 3.6. This
stronger H-bond in SA-R1 is conﬁrmed by the shift in the frequencies of the
OH stretching vibrations of SA found in literature31. The similar LHB for
SA-R1 and R2, despite the diﬀerence in H-bond strength, shows that the
molecular backbone plays a more important role in determining LHB than the
strength of the intramolecular H-bond. For this reason LOH will be applied
as a measure for the H-bond strength, where a longer LOH correspond to
stronger H-bonds.
Figure 3.5: H-bond length LHB versus OH bond length LOH. The region of
H-bond length of ﬁve-membered ring structures is highlighted in purple, while
that of six-membered rings is highlighted in light blue.
In Figure 3.7a, the frequency of the assigned H-bond stretching mode is
plotted versus the OH bond length for each conformer. The frequency of
the H-bond stretching mode is predicted well by the used level of theory,
indicating that the anharmonic constant (discussed in section 2.2) for this
mode is low. Figure 3.7a shows two regions where the H-bond stretching
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Figure 3.6: Resonant tautomers of SA-R1, enabling a resonance enhanced
H-bond with unusual strength and a long OH bond length.
frequency can be observed, directly reﬂecting the size of the ring that is
formed due to the H-bond interaction. For all six-membered rings, highlighted
in light blue, the H-bond stretch can be found in between 225 and 260 cm−1,
while the ﬁve-membered rings (purple) are positioned in between 300 and
350 cm−1. The vibrational mode associated with opening and closing of the
ring is shifted to a lower frequency when introducing a sixth atom in the H-
bonded ring, because the extra atom increases the ﬂexibility of the ring. The
large separation between the frequencies of the H-bond stretching mode of
ﬁve- and six-membered rings makes this mode a unique ﬁngerprint for the size
of the ring closed by the H-bond.
This trend is continued for larger ring structures such as the seven-mem-
bered (gamma-turn, C7 interaction) or ten-membered rings (beta-turn, C10
interaction) in Ac-Phe-Xxx-NH2 dipeptides16,37. For both these secondary
motifs, the H-bond stretching vibration is observed between 100 and 150 cm−1.
The H-bond stretching modes of the C7 and C10 H-bond stretching vibrations
are positioned to the red of the six-membered rings, showing that an increased
ﬂexibility of the covalently bound ring closed by the H-bond consistently red
shifts the H-bond stretching vibration. These results enable us to generalize
our ﬁndings for the signatures of intramolecular H-bonding in the far-IR
towards larger, more ﬂexible molecules.
Within the 5-membered H-bond ring signatures, an increasing O-H bond
length corresponds to an increasing H-bond stretching frequency. To deter-
mine whether this eﬀect results from an increased H-bond strength or from
other molecular properties, the frequency of the corresponding in-plane scis-
soring vibration is calculated for the open conformers of CAT, TT-EV and CT-
EV, of which the main results are presented in Table 3.3. These calculated
vibrations are found at almost the same frequency when comparing the open
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Table 3.3: Characteristics of open conformers versus H-bonded conformers
as calculated on the the B3LYP-D3/6-311+G(d,p) level of theory: the
frequency of the H-bond stretching vibration (or in-plane scissoring in the case
of the open conformer), OH torsion vibration, the length of the OH bond and
the distance between the donor and acceptor oxygen atoms. Phenol is added
for reference.
Conformation νHBstretch (cm− ) νOHtorsion (cm− ) LOH (Å) LO···O (Å)
CAT - HB 309 404 0.9656 2.692
CAT - open 315 310 0.9625 2.66
TT-EV - HB 337 484 0.9676 2.644
TT-EV - open 339 305 0.9632 2.619
CT-EV - HB 345 489 0.9679 2.639
CT-EV - open 349 310 0.9633 2.615
SA-R2 - HB 260 583 0.9698 2.632
SA-R2 - open 235 308 0.9633 2.611
SA-R1 - HB 251 732 0.9806 2.633
SA-R1 - open 229 357 0.9635 2.702
Phenol - 303 0.9626 -
conformers with the H-bonded ones, showing no inﬂuence of the weak H-
bond on the frequency of the H-bond stretching vibration. The frequency of
the in-plane scissoring vibration is thus predominantly determined by the cova-
lently bound frame of the molecules. Therefore, the H-bond stretching vibra-
tion is found to be only diagnostic for the size of the ring closed by the H-bond.
For the two SA conformers, the blue-shift in the HB stretching frequency of
the H-bonded conformers with respect to the open conformers of approxima-
tely 25 cm−1 shows that the ring closed by the H-bond is signiﬁcantly stiﬀened
by the formed H-bond.
For the H-bonded OH torsion mode in Figure 3.7b, we see that the peak
position γOH is consistently blue-shifted with an increasing LOH. The free OH
torsion vibrations of phenol are added to Figure 3.7b at 303 (theoretical) and
309 cm−1 (experimental far-IR spectrum of phenol is presented in Chapter 4).
From Table 3.3 it can be concluded that the shifts of the OH torsion vibrations
are indeed a result of the H-bond formation, as the average shift of the OH
torsion normal mode of the open conformers is 15 cm−1, while the torsion
vibration of the H-bonded conformers is shifted as much as 429 cm−1.
The OH torsion vibration of the 5-membered H-bond rings can be found
at lower frequencies, while the 6-membered H-bonded rings are located at
higher frequencies. A linear behavior is observable for all points, excluding
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Figure 3.7: Length of the H-bond donating OH group versus the wavenumber
of (a) the H-bond stretching mode, (b) the bound OH torsion normal mode
and (c) the free OH torsion normal mode. The position of the ﬁve-membered
rings is highlighted in purple and the six-membered rings in light blue in (a).
In (b) the ﬁt to the data points (omitting SA-R1) is described by γOH =
286 cm− + 433 cm− /pm × (LOH − LOH,Phenol).
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SA-R1. The diﬀerent behavior of SA-R1 might be a characteristic of resonance
assisted H-bonding. A linear ﬁt of the measured frequencies (omitting SA-
R1) results in γOH = 286 cm−1 + 433 cm−1/pm × (LOH − LOH,Phenol) where
LOH,Phenol is 0.9626Å. This linear dependence illustrates that the OH torsion
normal modes found in the far-IR is widely applicable as an indicator for the
intramolecular H-bond strength.
A similar linear dependence between the LOH and OH stretching vibra-
tion frequencies can be found using results from literature31,44,45, which are
displayed in Figure 3.8. Calculated frequencies extracted from our calcu-
lations on the B3LYP-D3/6-311+G(d,p) level of theory are included using
a scaling factor of 0.968846. The linear relation that best describes the
measured data of the shift in the OH stretch vibration is νOH = 3678 cm−1 −
230 cm−1/pm × (LOH − LOH,Phenol). The proportionality constant of the OH
torsion vibration is signiﬁcantly higher than that of the OH stretching vibra-
tion, showing that the OH torsion vibration is more sensitive to the H-bond
strength.
Figure 3.8: Frequency of the H-bonded OH stretching vibration versus the
length of the H-bond donating OH group. Reported measurements are taken
from literature31,44,45, calculated points from B3LYP-D3/6-311+G(d,p) level
of theory. A scaling factor of 0.9688 was applied to the calculated data46.
The ﬁt to the measured points (circles) is described by the equation νOH =
3678 cm− − 230 cm− /pm × (LOH − LOH,Phenol).
The peak position of the free OH out-of-plane torsion vibration does not
provide a consistent prediction of the H-bond strength in this dataset of
phenol derivatives. In Figure 3.7c, we see that the frequency is red-shifted
from the free OH torsion in phenol at 309 cm−1 in the case of CAT, yet it is
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blue-shifted in the case of SLG and SA-R2. Moreover, the blue-shift of SA-R2
is larger than that of SLG, while its H-bond is weaker. The behavior however
is understandable in terms of the three molecular structures. In CAT, the red-
shift is indeed caused by the fact that the H-bond is donated to the O-atom;
no other interactions are present in the planar geometry. In SLG however,
the observed blue-shift is caused by the weak OH· · ·pi interaction, while the
blue-shift for SA-R2 is caused by the acidic character of the H-bond accepting
OH, adding an interaction between the ’free’ OH and the acidic oxygen atom.
Although the H-bond accepting OH torsion has no predictive value for
the H-bond strength in our dataset because of additional interactions, the
expectation is that the frequency of this normal mode does correlate with
H-bond strength in the absence of these complicating factors. Additional
research is necessary to test this hypothesis.
3.4 Conclusion
We have shown that conformer selective far-IR spectroscopy can be applied
to a family of rigid phenol derivatives with a strong propensity to form an intra-
molecular H-bond to probe diagnostic spectral features of this electrostatic
interaction. To evaluate whether the far-IR spectrum is suitable for characteri-
zing H-bonded structures, the length of the H-bond donating OH group of the
molecules was compared to the spectral positions of three normal modes that
heavily involve deformation of the H-bond. We have found that the frequency
of the H-bond stretching normal mode is diagnostic for the size of the ring
that is closed by the hydrogen bond in these rigid molecules. Additionally, the
peak position of the H-bonded OH out-of-plane torsion vibration can be used
to estimate the strength of the H-bond. Both these vibrations thus allow us to
directly investigate the characteristics of a measured molecule using the far-IR
spectrum. Moreover, the OH torsion mode provides a more sensitive probe of
the H-bond strength than the OH stretching mode.
All assignments used in this chapter were based on static harmonic calcu-
lations as described in section 2.6. This level of calculations is generally
good enough to perform the assignments in the systems of limited size and
complexity described here. However, assignments become increasingly chal-
lenging for systems of increasing size and ﬂexibility. In the next chapter,
several alternative methods are explored for the theoretical description of the
63
3REFERENCES
vibrational modes in the far-IR. The applied methods, namely VPT2 and BOMD
are also described previously in section 2.6. In Chapter 4, the performance of
these methods are compared to the static harmonic results presented in this
chapter.
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Abstract
The far-infrared (far-IR) spectra of phenol and four ortho-sub-
stituted phenol derivatives, are presented, including three deute-
rated analogs. These spectra are used to compare the perfor-
mance of Born-Oppenheimer Molecular Dynamics (BOMD) with
several commonly used levels of static density functional theory
in the far-IR region. The molecules studied here, several of which
have been described in chapter 3 as well, form intramolecular
hydrogen bonds of diﬀerent strengths (except phenol), display
diverse degrees of ﬂexibility, and the OHmoieties of the molecules
provide large amplitude, anharmonic OH torsional modes. Since
several of the molecules contain two OH groups, strong anhar-
monic couplings can also be present. Moreover, the experimental
far-IR spectra of phenol and saligenin show overtones and combi-
nation bands as evidenced by the measurements of their deute-
rated analogs. All these characteristics of the molecules enable us
to test the performance of the applied levels of theory on diﬀerent
complicating factors.
Here, we show that both the strength of the hydrogen bond
and molecular rigidity do not signiﬁcantly inﬂuence the agreement
between theory and experiment. All applied theoretical methods
have diﬃculties to consistently predict modes that include the
anharmonic OH torsional motion, resulting in overestimated inten-
sities and frequencies. Coupling between two OH functional
groups provides an additional challenge for theories, as seen for
catechol. The various employed theoretical methods are found
to complement each other, showing good results for complex
harmonic modes in the case of static B3LYP-D3, while improved
results are observed for anharmonic modes, including the OH
torsional modes and their couplings, in the case of BOMD. Addi-
tionally, BOMD calculates the relative intensities better than the
other theories. VPT2 reproduces weak anharmonic modes well,
but it overestimates shifts and intensities for strongly anharmonic
modes.
Adapted from Daniël J. Bakker, Qin Ong, Arghya Dey, Jérôme Mahé, Marie-Pierre
Gaigeot, Anouk M. Rijs J. Mol. Spectrosc. 2017, DOI: 10.1016/j.jms.2017.02.004
with permission from Elsevier
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4.1 Introduction
The molecular geometry of isolated, neutral (bio)molecules, from small mole-
cules to more complex ones, is routinely determined by applying mid-infrared
(mid-IR), ultraviolet (UV) double resonance spectroscopy in combination with
density functional theory (DFT)1–6. With mid-IR spectroscopy, the resonant
frequencies of local oscillators such as NH, OH or CO groups are probed,
which show shifts in frequency in case they are involved in secondary inter-
actions7,8. However, when a molecule has an extended apolar group, subtle
changes in the orientation of this apolar group will not noticeably change these
mid-IR spectroscopic features9. Moreover, when considering larger mole-
cules with additional similar functional groups, they will each give rise to a
unique, but close lying absorption frequency, so that spectral congestion is
often observed10. These two issues limit the information on the molecular
structure that can be extracted from the mid-IR spectra.
The far-infrared (far-IR) region of the spectrum (< 800 cm−1) has shown to
be very useful for spectral characterization, speciﬁcally in these cases. Since
the vibrations in the far-IR are more delocalized over the molecule, subtle
structural diﬀerences can be probed9. Moreover, shifts in vibrational modes
due to electrostatic interactions are larger in the far-IR than in the mid-IR (see
chapter 3), making the far-IR more sensitive to secondary structure.
The far-IR part of the spectrum, however, poses challenges both expe-
rimentally and computationally. Especially to retrieve structural information
from the experimental spectra by computational methods requires theoretical
approaches that go beyond the harmonic approximations, as was shown previ-
ously11,12. The far-IR spectra of solids and solvated molecules measured at
room-temperature show broadening of absorptions to an extent where the
assignment of individual vibrational modes becomes mostly impossible due
to spectral congestion, interactions with solvent or lattice and their absorp-
tions13,14.
To assign these spectral features, similar harmonic static calculations are
applied as used for gas-phase experiments15,16. Measurements of solids
in ultracold (∼ 4K) environment and gas-phase samples both produce well-
resolved features in the far-IR, using mainly dispersed ﬂuorescence17, direct
absorption18, terahertz time-domain spectroscopy19 and Fourier transform
IR spectroscopy20. The observed match between theory and experiment
is however not as good as the match observed in the mid-IR part of the
spectrum, dictating that more sophisticated quantum-chemical calculations are
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necessary to unlock the full potential of far-IR spectroscopy.
Focusing on IR-UV double resonance spectroscopy of neutral, isolated
molecules, we see that structural speciﬁcity and clear separation of features
can be achieved in the far-IR spectrum21,22. However, application of standard
quantum-chemical techniques to interpret and assign these spectra usually
does not yield conclusive results in the far-IR region of the spectrum. Even for
small and medium-sized molecules more sophisticated methods are required9.
This raises the questions: What physicochemical properties of molecules and
what theoretical methods present diﬃculties? Which methods provide the
desired molecular information? Molecules can have a plethora of electrostatic,
dispersion and ionic interactions in addition to various degrees of ﬂexibility.
Additionally, couplings between oscillators further delocalize the motions in
the far-IR, which leads to increased anharmonicity.
In this chapter, we analyze these four aspects, i.e. ﬂexibility, electrostatic
interactions, couplings and anharmonicities, that challenge the comparison
of theory and experiment, focusing on phenol and molecules derived from
phenol. Hydrogen bonds (H-bonds) of increasing strength are introduced, as
well as substituents of increasing ﬂexibility. This dataset is used to benchmark
one of the most frequently used levels of static harmonic calculations (the
B3LYP-D3 electronic representation, with the 6-311+G(d,p) basis set23,24,
as well as BLYP-D3 representation) against more sophisticated methods for
theoretical spectroscopy.
This chapter systematically provides a comparison of static harmonic,
static anharmonic and dynamical anharmonic spectra for phenol and four
phenol derivatives, while also trying to assess relative performances of the
hybrid B3LYP-D3 electronic representation and the pure gradient corrected
BLYP-D3 one.
4.2 Experimental and theoretical details
The experimental set-up and spectroscopic methods have been explained
extensively in chapter 2. The samples discussed in this chapter, namely phenol
(PHNL), catechol (CAT), salicylic acid (SA), saligenin (SLG) and 2-nitrophenol
(NP), were purchased from Sigma Aldrich with a purity exceeding 99%, and
used without further puriﬁcation. The deuterated samples discussed in section
4.4 were produced in-house by dissolving the molecular compounds in a large
molar excess of deuterated methanol (CH3OD). After the exchange reaction,
the methanol was removed from the sample under reduced pressure using a
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rotary evaporator. The solvation and drying steps were repeated three times
to achieve a large deuterated fraction.
Figure 4.1: REMPI spectra of nitrophenol, both in an isolated expansion
(black) and when co-expanded with phenol (red). The co-expansion gives rise
to a signal increase of an order of magnitude.
For the molecules that were not yet described in chapter 3, we will
describe the IR experimental parameters here. Nitrophenol (NP) was
measured in a co-expansion with phenol (PHNL), which provided a tenfold
increase of the NP signal level. The improved signal is expected to be a result
of freezing point depression of the mixture of the two solids that improves
the vapor pressure. The REMPI spectra of the expansion of pure NP and
of the co-expansion are presented in Figure 4.1. Both REMPI spectra show
identical features showing that the increase in signal is not caused by cluster
formation of NP with PHNL. The characteristics of the IR-UV ion-dip experi-
ments (heatable source temperature, UV wavelength, seed gas) are displayed
in Table 4.1.
Table 4.1: Molecule-speciﬁc characteristics of the experiments: temperature
of the heatable valve and UV wavelength used for IR-UV ion-dip spectro-
scopy.
Molecule T (◦C) λUV(cm− )
Phenol25 25 36348.5
Phenol-D25 25 36346
Saligenin-FD 80 35502.5
Saligenin-BD 80 35509.5
Nitrophenol 25 35940
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BOMD simulations were performed using the BLYP functional26,27
corrected for dispersion with the Grimme D3 factor24 as discussed in section
2.6.4. Three separate trajectories were calculated for each molecule in order
to get a statistical representation of its theoretical gas-phase IR spectrum.
Each trajectory diﬀered by the initial randomized velocities chosen within a
Boltzmann distribution, but all started from the same optimized geometry. In
Figure 4.2, the spectra of these three diﬀerent temperatures are presented
for ﬁve representative systems.
Diﬀerences in between the intensities of individual features in each spec-
trum indicate that there is not a complete equilibration of the internal energy
amongst all modes (i.e. equipartition not completely achieved). This eﬀect is
visible for several of the features in the spectra. However, for most peaks
the diﬀerences in intensities are small, and in the following sections of this
chapter, one can see that once these three trajectories are averaged, the ﬂuc-
tuations are spread out, ensuring that a ﬁnal theoretical spectrum averaged
over three separate trajectories is a good approximation to the measured
spectrum. The rotations were removed from the trajectories at each time-
step of the dynamics (see Chapter 2).
No scaling factors were applied to the vibrations extracted from the
dynamics since vibrational anharmonicities are intrinsically included in these
simulations. Any remaining mismatches between the BOMD and experimental
spectra should therefore be due to the choice of the BLYP-D3 functional and
the combination of basis sets, as DFT-based dynamics can only be as good as
the quality of the PES at the chosen level of theory.
The calculated static harmonic DFT spectra presented for every conformer
were produced using the Gaussian software package28, at the BLYP-D3/6-
311+G** and B3LYP-D3/6-311+G** levels of theory. Second order
vibrational perturbation theory (VPT2) was also applied at the B3LYP-D3/6-
311+G** level of theory. It has been established that this method has
diﬃculties to correctly predict the intensity of strongly anharmonic modes29.
An overview of the modes for which the harmonic intensity is displayed instead
of the anharmonic one because of this eﬀect is given in Table 4.2. All
optimizations were performed using the tight keyword, and with an ultraﬁne
mesh grid. No scaling factors were applied to the calculated spectra except
when explicitly indicated (case of phenol). All calculated lines from static
theory were broadened using a Gaussian line-shape with an FWHM of 0.5%
of the wavenumber, which is the lower limit of what can be expected of the
FELIX bandwidth.
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Figure 4.2: Three BOMD spectra of ﬁve representative molecules, for
which the trajectories were started from the same optimized geometry, yet
diﬀered by the randomized velocity initialization. Diﬀerences in the intensities
of individual features in each spectrum indicate that the energy distribution
amongst the normal modes is not completely relaxed to the Boltzmann
distribution.
For the assignment of vibrational bands in the measured spectra, all levels
of theory were considered simultaneously to avoid a biased assignment of
any speciﬁc level of theory, keeping in mind that each of the levels of theory
has its own strengths and weaknesses, which will be elaborately discussed
in this paper. For several vibrational modes, this approach led to multiple
possibilities for the complete assignment of the spectrum, which will be
described in the following sections if applicable.
4.3 Far infrared spectra
An overview of the structures of the studied molecules is presented in Figure
4.3. Phenol (PHNL, Figure 4.3a) is selected as a reference molecule to
probe the accuracy of the theoretical methods for reproducing delocalized
vibrational modes in a rigid, planar molecule in the absence of H-bonds or
other electrostatic interactions. Catechol (CAT, Figure 4.3b) is characterized
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Table 4.2: Anharmonic normal modes for which the VPT2 method provides
an unreasonably high or low intensity. Listed are the harmonic and anharmonic
frequencies (νh and νa) and intensities (Ih and Ia), together with the descrip-
tion of the motion of each normal mode, using the normal mode labels taken
from Varsanyi (see appendix A) when possible.
Molecule νh(cm− ) νa(cm− ) Ih(km/mol) Ia(km/mol) Motion
CAT 139.6 869.5 153.4 6393.1 free OH torsion
189.4 207.5 8.1 731.7 10b
404.1 485.9 73.3 303.7 bound OH torsion
SA-R2 52.3 187.1 1.2 73.5 acidic CCCO-torsion
423.6 480.8 32.4 506.0 acidic OH torsion
coupled to 16a
488.4 814.9 121.2 1.7 acidic OH torsion and
bound OH torsion,
symmetric
539.8 566.9 47.7 692.3 bound OH torsion
coupled to 16b
583.4 652.5 18.9 335.1 acidic OH torsion and
bound OH torsion,
asymmetric
SLG 424.7 395.5 72.0 219.5 free OH torsion
1187.5 1157.5 5.1 160.6 free COH-bending
SLG-FD 1264.0 1235.0 36.6 438.5 bound COH-bending
coupled to ring vibra-
tion
1265.2 1234.9 117.4 451.2 bound COH-bending
coupled to bound CO
stretching
NP 689.5 748.9 2.8 195.4 4 coupled to NO2
wagging
783.3 784.1 24.3 0.0 11 coupled to NO2
wagging and OH
torsion
by a second hydroxyl group in the ortho-position. A weak H-bond is present in
CAT closing a ﬁve-membered ring30. The two rotamers of salicylic acid (SA-
R2, Figure 4.3c and SA-R1, Figure 4.3d), which have a carboxylic acid group
at the ortho-position, provide an intermediate hydrogen bond and a strong
hydrogen bond, respectively31. Saligenin (SLG, Figure 4.3e), the only non-
planar molecule has a ﬂexible hydroxymethyl group substituted in the ortho-
position32. In the molecule 2-nitrophenol (NP, Figure 4.3f), the less common
NO2 group is substituted at the ortho-position33,34. In both SA-R1 and NP,
the strong hydrogen bond is caused by resonance assisted hydrogen bonding.
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This eﬀect is present when two stable isomers, called resonance structures,
can be formed where hydrogen bond donor and acceptor reverse roles35 (see
Figure 3.6 in Chapter 3).
Figure 4.3: Molecular structures of the measured species, optimized at the
B3LYP-D3/6-311+G** level of theory. Black spheres represent carbon,
white hydrogen, red oxygen and purple nitrogen. The H-bonded OH length
LOH is listed as a measure of the strength of the H-bonds when present.
We will discuss the vibrational modes related to the OH groups speciﬁ-
cally because of the observed anharmonic character of these modes. In parti-
cular, we study the evolution of their frequency depending on the intramole-
cular H-bond formed, and how the diﬀerent theoretical levels presented here
are able to reproduce the experimental features. Although these are highly
relevant and active modes, other active far-IR vibrational modes can also be
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crucial for the structural characterization. Assignment of the vibrational bands
has been done from the knowledge of the normal modes in the harmonic static
calculations and from the careful analysis of the motions participating to the
active bands in the dynamical anharmonic calculations (ICDOS spectra12). We
ﬁnd that both computational approaches usually provide very similar assign-
ments of the atomic motions involved in the bands, with obvious diﬀerences in
frequency depending on harmonic/anharmonic calculations. Large diﬀerences
are observed in the frequencies for the hydrogen bonded OH torsion, of which
the position is not correctly obtained by the harmonic calculations. Therefore,
the assignment of these bands relies on the anharmonic dynamical spectra.
The static harmonic spectra at the B3LYP-D3 level will be discussed,
as this level of calculation is employed regularly in the literature of vibra-
tional spectroscopy of isolated molecules and clusters. We also employ
the BLYP-D3 electronic representation in harmonic static and anharmonic
dynamic spectral calculations, as this generalized gradient corrected func-
tional is frequently used (also in this paper) for the DFT-based molecular
dynamics. This functional is computationally less expensive than any hybrid
functional (especially for MD simulations), and has been shown extremely
robust and transferable for vibrational spectroscopy (gas phase, liquid phase,
and interfaces) using BOMD36–40. The B3LYP-D3 representation is also
combined with non-harmonic static spectral calculations using the VPT2
method. Harmonic and anharmonic spectra are discussed with the two diﬀe-
rent DFT functionals, in an attempt to appraise eﬀects arising from the chosen
DFT functional and eﬀects arising from anharmonicities (treated diﬀerently in
the two methods).
The following sections of this chapter detail the large amplitude OH
torsional motions in the far-IR spectral domain of the phenolic molecules
investigated here. Red- and blue-shifts due to hydrogen bonding are discussed
with respect to the strength of the H-Bonds formed. The associated bands
are highlighted in blue and green in all spectra reported in Figures 4.4 to 4.14.
Besides these modes, the far-IR spectra of all the phenolic molecules
investigated here show supplementary similar features, which we will also
describe in the following. In a nutshell, bands appearing in the 700 to 800 cm−1
domain result from out-of-plane (oop) wagging motions of the CH ring groups
(CH oop). Such motions systematically appear in this particular domain and
are maintained from one molecule to the next one. Depending on the type
of OH substitutions on the ring, more than one active band of CH oop will
be observed in the spectrum, reﬂecting speciﬁc symmetry selection rules that
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we will not discuss here. Coupled delocalized motions over the ring (typically
CCC bending vibrations and CCCC oop torsional motions) typically provide
two active signatures located in the 400 to 550 cm−1 interval for the PHNL
molecule, while there is one single band located roughly at 300 cm−1 for CAT.
Such delocalized motions of the ring can also be coupled to CH oop motions,
as this occurs with the 752 cm−1 (in-plane (ip) ring deformation) band observed
for CAT.
Although we mainly focus on the 200 to 800 cm−1 region, for saligenin and
nitrophenol the spectra are extended to 1100 cm−1, as calculations revealed
these regions to be quite distinctive for the diﬀerent levels of theory.
Diﬀerent delocalized bending motions give rise to active bands in this region
beyond 800 cm−1. The more localized COH bending vibration is typically
positioned around 1200 cm−1 for an H-bond accepting OH group and around
1400 cm−1 when the OH group acts as H-bond donor. Saligenin is an exception
to this, as the diagnostic COH bending bands are observed in the 900 to
1000 cm−1 region, making this part of the spectrum extra valuable.
4.3.1 Phenol
Phenol (PHNL) is a semi-rigid molecule, resulting in a modest number of
vibrational modes in the far-IR spectrum, as can be seen in Figure 4.4. In
the absence of a hydrogen bond and with little ﬂexibility within the molecule
(except for the OH torsional degree of freedom), the static harmonic B3LYP-
D3 spectrum reproduces the experimental spectrum in the far-IR very well.
All modes match within a deviation of 10 cm−1 and the relative intensities match
the measured spectrum as well, except for the overestimation of the intensity
of the OH torsional normal mode measured at 309 cm−1 (highlighted in blue in
Figure 4.4). Note that the peak measured at 588 cm−1 is not present in this
calculated spectrum (nor in the others), suggesting that this peak may result
from an overtone of the OH torsional normal mode, as will be discussed in
more detail in section 4.4.
The static harmonic BLYP-D3 spectrum results in the same normal modes
and relative intensities as the B3LYP-D3, with the frequencies being syste-
matically red-shifted with respect to B3LYP-D3. This shift increases for
increasing wavenumbers, which implies that a linear scaling can be used to
overlap the BLYP-D3 and B3LYP-D3 spectra for PHNL. We have found that
a scaling factor of 1.0304 for the harmonic BLYP-D3/6-311+G** data should
be applied in order to rescale band positions, which has been derived from
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Figure 4.4: Far-IR spectrum of phenol (PHNL). Black: experiment, Red:
BOMD BLYP-D3 dynamical anharmonic spectrum, Blue: static harmonic BLYP-
D3 spectrum, Green: static harmonic B3LYP-D3 spectrum, Teal: static
anharmonic VPT2 correction on the static harmonic B3LYP-D3 spectrum. The
rescaled BLYP-D3 spectrum is shown as the dashed blue line, with a scaling
factor of 1.0304, as determined from spectral lines of PHNL, PHNL-D and
CAT (see text). The overtones and combination bands predicted by the VPT2
method are included as the dashed teal line. The out-of-plane torsional free
OH mode is highlighted in blue.
sixteen diﬀerent lines for PHNL, PHNL-D and CAT data. The rescaled BLYP-
D3 spectrum is displayed as the dashed line in Figure 4.4 improving the agree-
ment between theory and experiment. Normally, scaling factors are used to
include anharmonicity and are smaller than unity. Therefore, the necessity
for the application of a scaling factor larger than unity to the static harmonic
BLYP-D3 data makes that this functional is not recommended for use with
static harmonic DFT for far-IR applications. Since the BOMD dynamical anhar-
monic spectra do not require any scaling (as anharmonicity is intrinsically taken
into account), we will present all further data without scaling factors to
simplify the comparison.
The BOMD BLYP-D3 dynamical anharmonic spectrum (red trace) shows a
light red shift with respect to the experimental spectrum for all bands, except
for the OH oop vibration. It mostly follows the static harmonic BLYP-D3
(blue) spectrum, although the intensities deviate, as can be seen for example
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for the CH oop bands between 650 and 800 cm−1. In the BOMD dynamical
spectrum, the band above 800 cm−1 (not observed experimentally as it lies
outside the studied wavelength range) is predicted to be the most intense,
while in the static BLYP-D3 calculation the middle peak dominates.
The VPT2 B3LYP-D3 anharmonic spectrum (teal line, Figure 4.4) provides
two signiﬁcantly shifted modes with respect to the harmonic B3LYP-D3
spectrum, decreasing the quality of the agreement with the experiment. In
all calculated spectra, the three intense peaks observed in the experimental
spectrum, resulting from the C-H oop and OH torsional motions, are well
reproduced in intensity by the calculations. The 309 cm−1 (experimental
value, highlighted in blue) oop OH torsion is blue-shifted in both the static
and dynamic anharmonic spectra, respectively by 22 cm−1 for the BLYP-D3
dynamical spectrum and by 24 cm−1 for the B3LYP-D3 VPT2 spectrum, while
the harmonic band (either BLYP-D3 or B3LYP-D3) matches the experiment
well.
The less intense band observed at 501 cm−1 in the far-IR spectrum results
from a CH oop vibration. The 400 cm−1 band is due to CCO ip bending
motion while the lowest frequency band at 226 cm−1 arises from collective
oop deformations of the ring (normal mode 10b in the Varsanyi notation for
mono-substituted benzenes, visible in Figure A.2 of appendix A). This band
will be discussed in more detail for the other molecules as it systematically
appears in the experiments with relevant intensity. Note that all calculated
spectra for PHNL show an extremely low intensity for that particular mode,
while it appears with signiﬁcant intensity for the other molecules, see below.
4.3.2 Catechol
In catechol (CAT), the formation of one H-bond is introduced by the addition
of a second hydroxyl group to PHNL in the ortho position, while keeping
the rigidity of the molecule very comparable to PHNL30. The number of
vibrational modes present in the far-IR is still modest, which is visible in
Figure 4.5. All these modes are reproduced well by the static harmonic
B3LYP-D3 spectrum (green trace), except for the H-bond accepting OH
torsional normal mode at 220 cm−1, which is predicted at 139.6 cm−1 at this
level of calculation. In contrast, the H-bond donating OH torsional mode,
observed at 414 cm−1, is reproduced rather well and is red-shifted by only
10 cm−1 from the experimental value. The two static harmonic spectra
calculated with the BLYP-D3 and B3LYP-D3 electronic representations are
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very similar, with similar unreliable positioning of the hydrogen bond accepting
OH torsional motion. The B3LYP-D3 calculation provides a better match
with the experiment for the CH oop motions and ip ring deformations (700
to 800 cm−1).
Figure 4.5: Far-IR spectrum of catechol (CAT). Black: experiment, Red:
BOMD BLYP-D3 dynamical anharmonic spectrum, Blue: static harmonic BLYP-
D3 spectrum, Green: static harmonic B3LYP-D3 spectrum, Teal: static
anharmonic VPT2 correction on the static harmonic B3LYP-D3 spectrum.
BOMD shows an improved match with respect to the static calculations. The
out-of-plane torsional free OH mode is highlighted in blue; the out-of-plane
torsional mode of the hydrogen bonded OH group is highlighted in green.
The BOMD spectrum shows a very good match with the experiment,
although here the bands are also slightly red shifted, except for the H-bonded
OH modes. The BOMD dynamical anharmonic spectrum very convincingly
shows its strength in simulating the eﬀects of anharmonicity in large amplitude
motions. The two OH torsional vibrations, respectively located in the
experiment at 220 cm−1 (acceptor of the H-Bond, highlighted in blue) and
414 cm−1 (donor of the H-Bond, highlighted in green), are indeed precisely
matched by the BOMD BLYP-D3 spectrum. The torsional motion of the OH
donor is blue-shifted by only 8 cm−1. Such an excellent agreement is not
observed for the harmonic BLYP-D3 spectrum, therefore we can conclude
that the spectral mismatch observed for the static calculations (BLYP-D3
and B3LYP-D3) results from the application of the harmonic approximation
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to these large amplitude torsional motions.
The CH oop vibrations are very indicative for the phenyl group, yet are not
diagnostic of its structural surroundings. Both the oop and ip CH deformation
modes observed at 735 and 763 cm−1 are described well by all levels of theory
with shifts in the order of about 15 cm−1. The calculated spectra using the
B3LYP-D3 functional (both the harmonic as the anharmonic VPT2 spectra)
match the experiment in this particular domain better than the calculations
based on the BLYP-D3 functional (static or dynamic). Apart from the excellent
agreement for the CH oop and ip deformation modes, the VPT2 anharmonic
B3LYP-D3 spectrum shows a poor agreement with the experiment. Because
of the excellent match produced by the B3LYP-D3 calculation, we expect
that a BOMD dynamical spectrum based on this hybrid functional will provide
a superior match to experimental spectrum. This representation is however
computationally too costly for the currently available resources. Benchmark
calculations excluding the D3 dispersion correction, and using a smaller basis
set for the calculation of the Hartree exchange, are approximately six times
more computationally expensive for the PHNL molecule.
Once a H-bond has been formed in CAT, the donating oop torsional OH
mode (at 414 cm−1) is blue-shifted by roughly 100 cm−1 with respect to the
free OH observed in PHNL (309 cm−1), while the accepting OH mode (at
220 cm−1) is red-shifted by roughly the same amount. Note that the donation
of an H-bond by an OH group systematically leads to a blue-shift of the
associated torsional mode frequency in the far-IR domain, observed in chapter
3 as well12. The band observed at 309 cm−1 in the experimental spectrum
of CAT arises from the two CCO bending motions, is also red-shifted by
100 cm−1 from the CCO bending mode in PHNL where the OH was free of
hydrogen bonding. All calculated spectra predict a low intensity mode around
180 to 210 cm−1 due to the oop deformations of the ring, which is barely visible
in the experiment (contrary to PHNL).
4.3.3 Salicylic Acid
The two stable conformers for Salicylic acid (SA), depicted in Figure 4.3c (SA-
R2) and 4.3d (SA-R1), have very diﬀerent H-bond strengths31.
Salicylic Acid: conformer SA-R2 In SA-R2 (Fig 4.3c), the hydroxyl group
donates an H-bond of intermediate strength to the acidic OH group. As
the far-IR spectrum of Figure 4.6 shows, the mode density increases in
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comparison to PHNL and CAT due to the increased size and complexity of
the substituent, despite the fact that the studied molecule remains rigid.
Assigning the observed vibrational peaks using the static DFT spectra becomes
signiﬁcantly more challenging: There are numerous peaks in the far-IR
spectrum and most calculated peaks deviate signiﬁcantly from the experiment
in both position and intensity. Additionally, the experimental peaks seem
broader than the expected resolution determined by the bandwidth of the
FELIX free electron laser, which complicates the assignment.
In this respect, the agreement between the experimental spectrum and the
harmonic BLYP-D3 and B3LYP-D3 spectra is rather poor. For example, both
predict the presence of an intense band between 450 and 500 cm−1 (resulting
from the oop OH torsional motion), which is not observed experimentally in
this spectral range. The anharmonic VPT2 correction does not improve the
agreement with the experiment. The BOMD spectrum signiﬁcantly improves
the match between theory and experiment, similarly as we observed for
CAT, although the dynamical spectrum largely overestimates the intensity
of the bands in the 400 to 600 cm−1 region. Additionally, all bands above
500 cm−1 are red-shifted by 20 to 30 cm−1 compared to the experiment, but
all the observed features provided by the dynamical spectrum follow the
experimental vibrational frequencies. The triplet resulting from the CH oop
vibrations between 700 and 800 cm−1 is well reproduced by all levels of
theory. However, the BOMD spectrum also reproduces the broadened peak
at 620 cm−1 and the broadened triplet between 500 and 600 cm−1 that both
possess a dominant oop OH torsional character. This further conﬁrms the
generality of our conclusions for CAT, namely that the OH torsional vibrations
are well reproduced by the dynamical anharmonic spectra, but poorly by static
calculations.
In more detail, the H-bond accepting OH oop torsional mode is coupled to
three other skeletal modes in the dynamical anharmonic spectrum, respecti-
vely located at 416, 532 and 548 cm−1, matching the experimental features
within 10 to 30 cm−1, however too intense. Replacing the simple OH substi-
tuent in CAT by the acidic COOH moiety in SA-R2 results in a split band
pattern and in a blue shift of 200 to 300 cm−1 in frequency as a result of the
acidic environment of the OH group. Concurrently, the H-bond donating OH
oop torsional motion is now found at 600 cm−1 in the dynamical anharmonic
spectrum, to be compared to the 628 cm−1 band in the experiment: this mode
is also blue-shifted by 200 cm−1 from its signature in CAT, reﬂecting the intra-
molecular H-Bond formed in SA-R2.
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Figure 4.6: Far-IR spectrum of salicylic acid rotamer 2 (SA-R2). Black: expe-
riment, Red: BOMD BLYP-D3 dynamical anharmonic spectrum, Blue: static
harmonic BLYP-D3 spectrum, Green: static harmonic B3LYP-D3 spectrum,
Teal: static anharmonic VPT2 correction on the static harmonic B3LYP-D3
spectrum. Both experimental and theoretical intensities are multiplied by 5
in the region below 435 cm− . The out-of-plane torsional free OH mode is
highlighted in blue; the out-of-plane torsional mode of the hydrogen bonded
OH group is highlighted in green. Note that although only a single feature is
highlighted for the out-of-plane torsional free OH motion (blue) for each level
of theory, this motion is present as a part of all normal modes positioned
between 390 and 570 cm− .
The triplet of bands between 700 and 800 cm−1 in the experimental and
dynamical spectrum corresponds to the CH oop motions (the two bands
at the extremities of the triplet) and ip deformations of the ring (middle
peak). Similar to PHNL and CAT, the computational spectra predict two
bands at around 230 cm−1, the lower frequency one originating from the
oop deformations of the ring, while the higher frequency one is associated
with bending motions of the acid CCC sequence. Both peaks are barely
distinguishable in the experimental spectrum.
Salicylic Acid: conformer SA-R1 In SA-R1, the hydroxyl group acts as the
H-bond donor, showing a strong, resonance assisted H-bond to the carboxylic
acid carbonyl oxygen atom (Figure 3.6). As can be seen in Figure 4.7, the
increased strength of the H-bond and the co-existence of two resonance
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structures reduce the complexity of the far-IR spectrum. This results in an
improved agreement between experiment and theory below 700 cm−1 for the
two static methods compared to SA-R2. The increased rigidity introduced by
the stronger H-bond improves the performance of the static theories.
Figure 4.7: Far-IR spectrum of salicylic acid rotamer 1 (SA-R1). Black: expe-
riment, Red: BOMD BLYP-D3 dynamical anharmonic spectrum, Blue: static
harmonic BLYP-D3 spectrum, Green: static harmonic B3LYP-D3 spectrum,
Teal: static anharmonic VPT2 correction on the static harmonic B3LYP-D3
spectrum. Both experimental and theoretical results are multiplied by 5 in the
region below 480 cm− . The out-of-plane torsional free OH mode is highlig-
hted in blue; the out-of-plane torsional mode of the hydrogen bonded OH
group is highlighted in green.
Contrary to SA-R2, the BOMD spectrum shows only a slight improvement
over the static spectra. However, BOMD does a remarkable job at predicting
the intensity and the shape of the 567 cm−1 measured band, while the static
harmonic and anharmonic B3LYP-D3 spectra reproduce only the position of
this peak. This band, which arises from the oop torsional motion of the free
OH group of the acid, requires the description of the subtle dynamical behavior
in order to reproduce the experimental pattern.
When we compare the static and dynamic BLYP-D3 spectra, one can
furthermore see that the agreement for the quadruplet between 700 and
800 cm−1 is improved in the BOMD spectrum. The two higher frequency
peaks in that quadruplet are due to the oop motion of the OH donor in the
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intramolecular HBond: they are blue-shifted by 100 to 120 cm−1 compared to
SA-R2. Thereby conﬁrming the large increase in the hydrogen bond strength in
the SA-R1 conformer. The two other peaks around 700 cm−1 are the standard
CH oop and ip ring deformation modes. This assignment is not in line with the
B3LYP-D3 results, as the bound OH torsion is predicted to be the second
peak from the left of the quadruplet, which would then be assigned to the
measured feature at 719 cm−1. A doublet is observed at 241 and 247 cm−1
in the experimental spectrum resulting from the oop ring deformations and
bending of the acid CCC sequence, which is predicted by all explored levels
of theory. Due to the small spacing between the peaks, this band is observed
as a single peak in the BOMD spectrum, while 0K line spectra of the static
calculations can discriminate between these two close lying peaks.
To summarize, the VPT2 anharmonic correction on the harmonic B3LYP-
D3 spectrum does not bring signiﬁcant overall improvements, some positions
improve some worsen. For example the agreement for the acidic OH oop
torsional mode (567 cm−1) has improved, while the shifts in the quadruplet
peaks worsen the match by VPT2. The BOMD method slightly improves
the overall agreement with the experiment, allowing to assign all vibrational
modes of this complex spectrum.
4.3.4 Saligenin
In saligenin (SLG), the ﬂexible CH2OH moiety is introduced, which not only
accepts the intramolecular H- bond donated by the hydroxyl group, but that
also bends oop to form a weak dispersion interaction with the pi-cloud of the
aromatic ring32. The IR spectrum of SLG, see Figure 4.8, was measured up
to 1100 cm−1. The diﬀerent levels of theory all show strong IR activity in the
range from 800 to 1100 cm−1, but predict diﬀerent positions for the involved
vibrational modes. Overall, the four theoretical spectra present very similar
spectral features from 200 up to 800 cm−1 for both the peak positions and peak
intensities. In more detail, the BOMD spectrum performs better in the 700
to 800 cm−1 region than the other methods (harmonic or VPT2 anharmonic),
while all methods perform equally well in the 550 to 630 cm−1 domain (zoom
in Figure 4.8). The doublet of the oop ring deformation and CCC bending of
the CH2OH moiety above 200 cm−1 is consistently present in all methods.
The assignment of the signatures of the oop torsion of the two OH groups
is mainly based on the BOMD spectrum. The OH group that acts as H-Bond
acceptor has its torsional motion peaked at 336 and 384 cm−1 in the experiment
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Figure 4.8: Far-IR spectrum of saligenin (SLG). Black: experiment, Red:
BOMD BLYP-D3 dynamical anharmonic spectrum, Blue: static harmonic BLYP-
D3 spectrum, Green: static harmonic B3LYP-D3 spectrum, Teal: static
anharmonic VPT2 correction on the static harmonic B3LYP-D3 spectrum. The
overtones and combination bands predicted by the VPT2 method are included
as the dashed teal line. Both experimental and theoretical intensities are
multiplied by 5 in the region below 300 cm− . The out-of-plane torsional
free OH mode is highlighted in blue; the out-of-plane torsional mode of the
hydrogen bonded OH group is highlighted in green.
(340 and 400 cm−1 in the BOMD spectrum). This is blue-shifted by roughly 30
to 100 cm−1 from the free OH torsion in PHNL, while the H-bond accepting
OH torsion in CAT displays a red-shift compared to the free OH torsion in
PHNL. The blue-shift in SLG thus indicates that the CH2OH group indeed
engages in a weak OH-ÏĂ interaction with the aromatic ring. The oop torsional
motion of the H-bond donating OH moiety absorbs at 690 cm−1 (experimental
spectrum). The blue-shift of this mode is large with respect to the reference
mode observed in CAT (414 cm−1), while the mode is moderately red-shifted
from the corresponding modes obtained for SA-R1 (doublet around 750 cm−1).
The band below 800 cm−1 (band-shape is remarkably given by the dynamical
spectrum) is associated to the CH oop motions.
The three bands in the experiment between 900 and 1000 cm−1 are remar-
kably well reproduced by the harmonic B3LYP-D3 spectrum, while the anhar-
monic VPT2 correction worsens the correctly predicted peak positions. These
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bands are all assigned to systematically mixed normal modes which consist of
CH oop, CH2 wagging and COH bending motions, with a rather strong compo-
nent of CO stretching in the CH2OH moiety in the higher frequency mode of
that triplet. As previously reported, the BOMD spectrum shows a reduced
agreement above 800 cm−1 and shows only one intense band around 900 cm−1.
VPT2 provides an alternative assignment for the oop OH torsion of the
H-bond donor, as it predicts this OH torsional mode at 591.5 cm−1, which
matches quite closely to the more intense (compared to the peak observed
at 690 cm−1) experimental feature at 586 cm−1. However, static anharmonic
VPT2 theory based on B3LYP-D3 exaggerates the anharmonic shifts in the
OH torsion features in the other molecules. Therefore, this agreement could
be a coincidence. Moreover, comparing the measured to the calculated spectra
for SLG, we see that the intensity of the measured spectrum is signiﬁcantly
reduced, complicating assignments. To conﬁrm our assignments and go
beyond diﬃculties in theories, deuterated analogues of SLG were measured,
which will be discussed in section 4.4.
4.3.5 Nitrophenol
The NO2 moiety in the molecule 2-nitrophenol (NP) is expected to introduce
strong, anharmonic behavior. Figure 4.9 shows the IR spectrum of NP, which
was measured in the range from 250 to 600 cm−1 using a NP-PHNL mixture,
while the rest of the spectrum up to 1100 cm−1 was recorded using pure
NP (see section 4.2). Smoothing was applied to the measured spectrum
(Savitzky-Golay, n = 5) to increase visibility of individual features; the
unsmoothed data is shown as grey dots.
Both harmonic spectra are in reasonable agreement with the experiment.
Surprisingly, the BLYP-D3 spectrum matches better to the experimental
one than the B3LYP-D3 spectrum, especially for the hydrogen bonded OH
vibrations highlighted in green. However, none of the harmonic calculations
shows the intense doublet of peaks measured at 254 and 284 cm−1, predicting
only a single band. The corrected VPT2 B3LYP-D3 spectrum also has the
same deﬁciency for this doublet. Only the BOMD spectrum shows a doublet
(oop ring deformation at lower frequency and bending of the CCN sequence
at higher frequency). The BOMD spectrum shows an overall better match to
the experimental features than the harmonic spectra, both in peak positions
as in intensities, especially, for the 200 to 800 cm−1 region as was observed
before9.
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Figure 4.9: Far-IR spectrum of 2-nitrophenol (NP). Black: experiment, Red:
BOMD BLYP-D3 dynamical anharmonic spectrum, Blue: static harmonic BLYP-
D3 spectrum, Green: static harmonic B3LYP-D3 spectrum, Teal: static
anharmonic VPT2 correction on the static harmonic B3LYP-D3 spectrum. The
measured spectrum was smoothed (Savitzky-Golay, n = 5), grey points
represent the unsmoothed data. The out-of-plane torsional mode of the
hydrogen bonded OH group is highlighted in green. Two quite intense features
at 1123 and 1141 cm− in the dynamical spectrum are displayed with a reduced
intensity to enable a better comparison of the spectra.
The doublet located at 666 and 683 cm−1 in the experiment arises respecti-
vely from the CH oop motions and H-bonded OH oop torsional motion. These
vibrations are only slightly red shifted in the BOMD spectra, as we observed
also for the other molecules, but BOMD provides the same peak spacing as
the experiment. Both NP and SA-R1 provide the most blue-shifted torsional
OH modes amongst the molecules studied in this paper, showing the stron-
gest intra-molecular H-Bond. This is corroborated by the fact that both mole-
cules form resonance assisted H-bonds.
The triplet in the dynamical anharmonic spectrum just beyond 800 cm−1
results from the ONO bending motions mixed with the large amplitude OH
torsional motions, the middle peak originates from a pure OH torsion. The
bands measured at 710 and 840 cm−1 receive contributions from coupled CH
oop and OH oop torsional motions. The experimental peak at 1000 cm−1
contains a large component of ring CC stretching. It is positioned at
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1050 cm−1 in the BOMD spectrum, but well reproduced in the VPT2 B3LYP-
D3 spectrum. These stretching motions are systematically blue-shifted
whenever a BLYP representation is applied throughout this chapter.
4.4 Overtones and deuterated molecules
4.4.1 Phenol-D
Not all features in the far-IR spectrum of PHNL (Figure 4.4) could be
assigned. Therefore, deuterated PHNL, of which the hydrogen atom of the
OH group is exchanged by a deuterium atom, was measured to support the
assignment. The REMPI spectra of the deuterated sample, presented in Figure
4.10, were recorded for the PHNL and the PHNL + 1 amu mass channels.
The REMPI spectrum in the PHNL + 1 amu mass channel shows a peak
at 36 346 cm−1 resulting from PHNL-D, which is shifted with respect to the
collection of origin peaks of the PHNL isomer with a C-13 atom at 36 352 cm−1.
This allowed us to record a pure PHNL-D UV excitation spectrum, and thus
an unperturbed IR absorption spectrum of PHNL-D.
Figure 4.10: REMPI spectra measured in the mass channels of (a) PHNL
and (b) PHNL + 1 amu. Deuterated PHNL and PHNL with one C-13 atom
incorporated give rise to clearly separated peaks.
Based on the increased value of the reduced mass for PHNL-D at the OD
89
44 Anharmonic, dynamic and functional level eﬀects in far-IR spectroscopy
group, the modes involving the OD moiety will red-shift with respect to the
equivalent modes involving the OH moiety in PHNL. When comparing the IR
spectrum of PHNL (dotted line) and PHNL-D (solid line), both presented
in Figure 4.11, three large diﬀerences are observed. The intense peak of
PHNL at 309 cm−1, resulting from the large amplitude OH torsional motion,
is red-shifted to 247 cm−1 in PHNL-D. Additionally, the low intensity feature
of PHNL at 226 cm−1 gains intensity by coupling to the large amplitude OD
torsion, which results in two intense peaks for PHNL-D at 213 and 247 cm−1.
Secondly, the peak at 588 cm−1 present for PHNL disappears for PHNL-D,
showing it can indeed be assigned as an overtone of the intense 309 cm−1
peak of PHNL, as was also shown previously in literature41. Thirdly, two
new, small peaks appear in the spectrum of PHNL-D at 419 and 446 cm−1.
These peaks can be assigned as overtones of the two coupled OD torsional
vibrations (at 213 and 247 cm−1). Both the OH torsional vibration and the
coupled OD torsions show measurable overtones.
Figure 4.11: Far-IR spectrum of deuterated phenol (PHNL-D). Black: expe-
riment, Red: BOMD BLYP-D3 dynamical anharmonic spectrum, Blue: static
harmonic BLYP-D3 spectrum, Green: static harmonic B3LYP-D3 spectrum,
Teal: static anharmonic VPT2 correction on the static harmonic B3LYP-D3
spectrum. The far-IR spectrum of PHNL is displayed as a dashed line for refe-
rence (in grey). The overtones and combination bands predicted by the VPT2
method are included as the dashed teal line. The out-of-plane torsional free
OH mode is highlighted in blue.
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The BOMD spectrum of PHNL does not show the observed overtone. The
VPT2 static anharmonic spectrum does predict its existence, however highly
blue-shifted from the experiment (588 cm−1 in the experimental spectrum of
PHNL, 687 cm−1 predicted by VPT2, visible in the dashed cyan line in Figure
4.4). The position of the overtone in the spectrum of PHNL has been predicted
with surprising accuracy, to within 2 cm−1 by Bist et al. using an analytical local
mode hindered rotor calculation42. The OD oop torsional motion overtones
in PHNL-D are predicted by the anharmonic B3LYP-D3 VPT2 method at
445 cm−1 (overtone of the 213 cm−1 band) and 501 cm−1 (overtone of the
247 cm−1 band), visible in the dashed cyan line in Figure 4.11.
The local mode analysis of Bist et al. predicts only one single overtone
at 476 cm−1 for the OD torsional local mode. This does not match either
of the measured features as well as it did for PHNL, since the OD torsion
feature is more strongly coupled to the collective oop deformations of the ring
positioned at 226 cm−1. An alternative assignment for the two experimental
peaks at 419 and 446 cm−1 is provided by the combination band analysis of
VPT2, since the combination band of the two intense low-frequency bands
is predicted to be at 474 cm−1, with a higher intensity than predicted for the
overtones. Disentangling these alternative assignments is however outside
the scope of this paper.
An obvious test to check whether BOMD is capable of reproducing
overtones in a spectrum is to calculate a trajectory at increased temperatures.
The elevated temperature enables the sampling of a larger part of the PES, so
that the overtone frequency is more likely to become manifest. An example of
two trajectories that sample diﬀerent parts of the PES is visible in Figure 4.12,
where we see the 300K BOMD spectrum (single trajectory) alongside the
50K BOMD spectrum (average of 3 trajectories) for the molecule phenol. We
observe small shifts in the peak position when we compare the 300K spectrum
with the 50K spectrum. However, there is no trace of an overtone in the 300K
spectrum, which is shown even more convincingly by the OH torsion ICDOS
in purple. How the emergence of overtones could be achieved using BOMD
is currently not completely understood, but for example diﬀerent functionals
will be implemented in the foreseeable future.
4.4.2 Saligenin-D
Deuterated isotopologues were also measured for SLG and presented in
Figure 4.14. Two OH groups are present in SLG, and each of the hydrogen
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Figure 4.12: Experimental spectrum of PHNL alongside the spectra calcu-
lated using BOMD on two diﬀerent temperatures, 50K and 300K. The ICDOS
of the OH torsion motion is displayed for the 300K trajectory, which shows
that there is no contribution at the overtone frequency in that torsional motion.
atoms can be exchanged for deuterium. Therefore, two singly deuterated
isomers can be observed, i.e. SLG deuterated on the free OH group (SLG-FD)
and SLG deuterated on the bound OH group (SLG-BD), see inset of Figure
4.14a and 4.14b respectively. Doubly deuterated SLG was only very weakly
present. The REMPI spectra measured in the SLG and the SLG + 1 amu mass
channels are presented in the supplementary information as Figure 4.13. The
REMPI spectrum shows a clear signature for both the SLG-FD (red arrow)
and the SLG-BD species (blue arrow). Therefore, separate IR spectra of the
two deuterated isomers could be recorded.
The ﬁngerprint region shown here from 700 to 1100 cm−1 containing the
COH bending vibrations, shows large changes for both isomers. For both
SLG-BD (Figure 4.14a) and SLG-FD (Figure 4.14b), these vibrations are
well reproduced by the harmonic B3LYP-D3 spectrum and within acceptable
agreement by the B3LYP-D3 anharmonic VPT2 spectrum. As seen before with
the other molecules, the BOMD spectum does not reproduce these features
above 700 cm−1 well.
Most part of the far infrared spectra (< 800 cm−1) remain unchanged after
deuteration, which indicates no strong coupling of the backbone vibrational
modes with the torsional OH modes once deuteration is applied. In more
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Figure 4.13: REMPI spectra measured in the (a) SLG and (b) SLG+1 amu
mass channels. Every peak from the SLG spectrum matches to two separate
peaks in the SLG+1 amu spectrum, showing the two diﬀerent deuterated
species. The peak indicated with the red arrow is assigned to SLG-FD, the
peak indicated by the blue arrow is SLG-BD. The less intense, broadened
features that are observed as shoulders of the sharp features are tentatively
assigned to the C-13 isotopologue of SLG.
detail, the oop motions of the hydrogen atoms of the aromatic ring of
deuterated-SLG appear at similar frequencies as undeuterated SLG, namely
at 727 and 756 cm−1. Modes involving the ip deformation of the cycle can be
found at 561 and 621 cm−1 in SLG, and the equivalent modes are located at
568 and 625 cm−1 for SLG-BD although with a low intensity. Only one peak
at 618 cm−1 is observed for SLG-FD. For the CCO bending mode involving the
oxygen atom of the OD/OH group that acts as the H-bond donor, a shift of
25 cm−1 is observed for SLG-BD (421 cm−1 for SLG versus 446 cm−1 SLG-BD),
while the signature of SLG-FD remains the same (424 cm−1).
Only few peaks in the spectra of SLG and its isomers are really aﬀected
by this deuteration suggesting that these OH torsional modes are mostly local
vibrations. For SLG-FD, the free OD torsion does not couple strongly with
other local modes, resulting in a single large peak at 300 cm−1 in the BOMD
spectrum. The bound OH torsional motion is mainly localized and observed
experimentally at 682 cm−1 (BOMD at 690 cm−1). The shift of only 9 cm−1 upon
deuteration indicates that the the H-bond donor and acceptor OH groups are
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Figure 4.14: Far-IR spectrum of (a) saligenin deuterated at the free OH group
(SLG-FD) and (b) saligenin deuterated at the bound OH group (SLG-BD).
Black: experiment, Red: BOMD BLYP-D3 dynamical anharmonic spectrum,
Blue: static harmonic BLYP-D3 spectrum, Green: static harmonic B3LYP-
D3 spectrum, Teal: static anharmonic VPT2 correction on the static harmonic
B3LYP-D3 spectrum. The far-IR spectrum of SLG is displayed as a dashed line
for reference (grey). The overtones and combination bands predicted by the
VPT2 method are included as the dashed teal line. The out-of-plane torsional
free OH mode is highlighted in blue; the out-of-plane torsional mode of the
hydrogen bonded OH group is highlighted in green.
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only weakly coupled to each other.
The small peak found at 690 cm−1 for SLG (dotted line in Figure 4.14) is
not observed for SLG-BD, while it is observed (albeit slightly red-shifted) for
SLG-FD. This indicates that this feature is related to the H-bonded OH group.
For SLG-BD, both torsional CCOH motions (of the H-bonded and the free OH
moieties) show up in a local peak at 344 cm−1 in BOMD data, indicating that
they are strongly coupled together. The BOMD spectrum also predicts that
both OH torsional vibrations also have a contribution in the doublet at 532 and
539 cm−1, although these bands are not observed experimentally, or at least
not at those frequencies. The coupling is probably due to the strong red shift
due to the deuteration allowing these two motions to show up in the same
normal mode. We assigned these modes to the experimental features at 378
and 449 cm−1 despite their low intensity and the large frequency shift.
The spectral feature measured at 586 cm−1 for SLG is not predicted by
the static harmonic levels of theory or by the spectra constructed from
BOMD based on BLYP-D3. The spectrum of SLG-BD in Figure 4.14a does
not show this peak, while it is observed for SLG-FD. This implies that this
peak is strongly related to the bound OH torsional mode. Since this peak
is not an overtone of the H-bonded OH torsion, we expect that this peak
is a combination band. The most likely candidate is the combination band
of the bound OH torsional vibration and the CCCO torsion of the CH2OH
moiety (see Figure 4.14a, the dashed line in the VPT2 spectrum). Moreover,
the VPT2 method provides an alternative assignment for this H-bonded OH
torsion feature for SLG-FD (586 cm−1), which predicts this mode at 591 cm−1.
Although this assignment seems to match the experimental data well, caution
should be applied when assigning large amplitude OH torsional modes based
on the anharmonic static VPT2 spectrum. Previously, this VPT2 method
has shown to produce unreliable results for large amplitude, anharmonic
vibrations29.
The expected red-shift behavior of the OH torsional modes after deute-
ration is observed both in the calculated and experimental spectra. These
spectra are however as complicated as those of SLG, since the intensities
predicted by all the theoretical methods for the OH torsion are overestimated
in comparison with the experimental features in the far-IR, making it hard to
assign all modes unambiguously. As discussed above, the theoretical intensi-
ties, which were reasonable throughout the rest of the dataset, are particu-
larly overestimated in the calculations of the SLG isomers.
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4.5 Discussion
A comparison of our computations of the dynamical anharmonic spectra
extracted from Born-Oppenheimer DFT-based molecular dynamics simula-
tions (using here the BLYP-D3 functional) and the static anharmonic spectra
calculated at the B3LYP-D3 VPT2 corrected level to the static harmonic
spectra employing both the BLYP-D3 and B3LYP-D3 functionals is made. This
allows us to evaluate whether the mismatch between experiment and theory
for a speciﬁc vibrational mode originates predominantly from functional errors
or from the improper treatment of anharmonicity (which arises either from
the PES or DS). In short, static harmonic spectra are expected to perform
poorly on bands where anharmonicities have a large inﬂuence, while anhar-
monic methods should perform better. We also tested here whether there
is added advantage in choosing a hybrid functional over a simpler GGA func-
tional.
The B3LYP-D3 electronic representation has the reputation of performing
well at the static harmonic level for spectral calculations in the mid-IR
regions, where mainly localized stretching and bending motions are located.
Moreover, we have systematically demonstrated the robustness of the BLYP-
D3 functional in spectral predictions in the far-IR once coupled to Born-
Oppenheimer dynamical exploration of the PES and DS9,12. In the isolated
molecules investigated here, the main anharmonic features are the large
amplitude oop OH torsional motions. These OH groups are hydrogen bonded
in all presented molecules except PHNL, while the choice of molecules
provided a wide range of variations for the intramolecular OH hydrogen bond
formed.
The harmonic spectra calculations do not consistently predict the large
amplitude OH torsions, regardless of the functional used. While the static
anharmonic VPT2 spectra do not improve the predictions for the OH torsional
motions, as the frequency shifts and peak intensity are often overestimated,
the BOMD spectra consistently provide improved positions and intensities for
these vibrational modes. This is due to the dynamical exploration of both the
PES and the DS, exploring zones that are mandatory to the modulation of the
OH torsional motions, and including the dynamical correlation in the motions
that are necessary elements for providing reliable spectral predictions.
The static harmonic B3LYP-D3 spectra calculated here show that the
performance of that level of theory is especially good for the frequency range
above 600 cm−1, where the ring modes of the phenyl ring are present, as well
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as COH bending vibrations. Below 600 cm−1, where mainly large amplitude
torsional motions of the ring, its functional groups and more delocalized
motions are present, the agreement between harmonic B3LYP-D3 spectra
and the experiments becomes less good. Furthermore, if one looks only
at the predicted band-positions, the errors in the frequencies predicted by
the harmonic B3LYP-D3 spectra are not systematic in the far-IR, so that
using one single scaling factor to the whole spectrum would not improve
results. This makes far-IR spectra of signiﬁcantly larger molecules not trivial
to assign using only harmonic static theoretical spectra. In these cases, the
addition of anharmonic spectra derived from BOMD trajectory simulations is
required for achieving full assignments and understanding the structure and
dynamics underlying the experimental results. The conclusions reached here
for phenol derivatives is similar to our previous conclusions for peptides9,12
in that respect.
Catechol (CAT) is a good example of the diﬀerent strengths and weak-
nesses observed in current computational methods as described above. As
shown in Figure 4.5, the BLYP-D3 harmonic spectrum displays consistent red-
shifts with respect to the measured spectrum, suggesting the application of
a scaling factor for the far-IR. This is uncommon, since the shifts of calcu-
lated spectra with respect to the measured spectra are usually not syste-
matic. The harmonic B3LYP-D3 spectrum for example shows both red and
blue shifted modes when compared to the measurements. Both functionals
fail in predicting the position of the large amplitude OH torsional motion of the
hydrogen bond acceptor when they are applied for harmonic spectrum calcu-
lations. The shift is large enough that for any of the other molecules in this
dataset it could result in a false assignment of the exact vibrational features
due to a reversal of the order of the modes. VPT2 overestimates the shifts
for the two OH torsional modes in CAT (Table 4.2), as well as their intensi-
ties, which shows the limitations of the VPT2 method in the treatment of large
amplitude motions29. The dynamical spectrum on the other hand provides an
excellent overall agreement to the experiment, both in terms of frequencies
and intensities.
The eﬀect of the strength of the intramolecular hydrogen bond on
the spectral match can be observed most directly when comparing SA-
R1, which has a strong hydrogen bond, and SA-R2, which has a hydrogen
bond of intermediate strength, as observed in chapter 3 as well. For
both structures, all the spectra produced by static levels of theory and the
dynamical anharmonic spectrum are capable of providing consistent results,
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which enable assignments of all observed features. This shows that the
presence of the intramolecular hydrogen bond does not further complicate
assignments within this dataset. Flexibility also does not play a signiﬁcant
role in the match between the diﬀerent theories and experiment within this
dataset. Although the presented molecules are not highly ﬂexible, we see that
the quality of the match for SLG, the most ﬂexible molecules in the dataset,
is similar to that of any of the other molecules. However, the ﬂexibility of the
molecules presented here is small when compared to biomolecules, such as
peptides43 and sugars44.
4.6 Conclusions
We have recorded conformer and mass selective far-IR spectra of phenol and
a set of phenol derivatives using the wide tunability and spectral brightness of
the free electron laser FELIX. By comparing the experimental far-IR spectra
with theoretical far-IR calculations at diﬀerent levels of theory, we have seen
that within this set of semi-rigid molecules, the ﬂexibility does not have a large
inﬂuence on the agreement between theories and experiment. The same holds
for the strength of the intramolecular hydrogen bonds (when present). A
complicating factor is the coupling between vibrational modes, as observed for
the OH torsional motions in CAT. Moreover, anharmonicity plays an important
role in the dataset, as both intensities and positions are often incorrectly
calculated by the static harmonic theories (regardless of the DFT functional
used). Second order perturbation theory provides a better description of the
anharmonicity of the PES, although it is not capable of dealing with the eﬀects
of the strongly anharmonic OH torsional modes on the vibrational spectrum
of the molecules. The molecules present in this dataset therefore provide
a good test for alternative theories, such as the here discussed anharmonic
spectra calculations in the far-IR from Born-Oppenheimer Molecular Dynamics
(BOMD). Spectra extracted from anharmonic BOMD trajectory simulations
were shown here to reproduce experimental results well (although not
without errors) in the far-IR domain and were shown to consistently provide
the proper blue and red-shifts of the large amplitude OH torsional motions in
the far-IR.
Deuteration is a helpful technique to assist the assignment of the vibrati-
onal modes in far-IR spectra, especially when overtones or combination bands
are present and theories struggle to reproduce these eﬀects. These over-
tones and combination bands can be quite signiﬁcant, as shown for PHNL and
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SLG, as well as for other common functional groups such as NH211,45. The
static harmonic spectra cannot predict these anharmonic couplings, while the
VPT2 anharmonic method can, although with signiﬁcant shifts in the frequen-
cies with respect to the measurements. The dynamical anharmonic spectra
reported here, which in principle include these speciﬁc anharmonic couplings,
were also unable to calculate these peaks probably due to too weak anhar-
monic couplings that did not show up properly in the dynamical representation.
This might in part be due to the choice of the BLYP-D3 functional, too short
trajectories for such weak couplings to correctly be taken into account, or too
low temperatures in the trajectories for these couplings to be fully sampled.
References
[1] E. G. Buchanan, W. H. James, S. H. Choi, L. Guo, S. H. Gellman, C. W. Müller and T. S.
Zwier, J. Chem. Phys., 2012, 137, 094301.
[2] K. Schwing, C. Reyheller, A. Schaly, S. Kubik and M. Gerhards, ChemPhysChem, 2011,
12, 1981–1988.
[3] B. O. Crews, A. Abo-Riziq, K. Pluhackova, P. Thompson, G. Hill, P. Hobza and M. S.
de Vries, Phys. Chem. Chem. Phys., 2010, 12, 3597–3605.
[4] R. J. Plowright, E. Gloaguen and M. Mons, ChemPhysChem, 2011, 12, 1889–1899.
[5] M. Miyazaki, K. Makara, S. I. Ishiuchi and M. Fujii, Chem. Lett., 2011, 40, 1157–1158.
[6] B. Yan, S. Jaeqx, W. J. van der Zande and A. M. Rijs, Phys. Chem. Chem. Phys., 2014,
16, 10770–10778.
[7] C. M. Huggins and G. C. Pimentel, J. Phys. Chem., 1956, 60, 1615–1619.
[8] K. Ohno, M. Okimura, N. Akai and Y. Katsumoto, Phys. Chem. Chem. Phys., 2005, 7,
3005–3014.
[9] S. Jaeqx, J. Oomens, A. Cimas, M. Gaigeot and A. M. Rijs, Angew. Chem. Int. Ed., 2014,
126, 3737–3740.
[10] N. S. Nagornova, T. R. Rizzo and O. V. Boyarkin, Angew. Chem. Int. Ed., 2013, 52,
6002–6005.
[11] V. Yatsyna, D. J. Bakker, R. Feifel, A. M. Rijs and V. Zhaunerchyk, Phys. Chem. Chem.
Phys., 2016, 18, 6275–6283.
[12] J. Mahe, S. Jaeqx, A. M. Rijs and M. Gaigeot, Phys. Chem. Chem. Phys., 2015, 17,
25905–25914.
[13] K. M. Tych, C. D. Wood, A. D. Burnett, A. R. Pearson, A. G. Davies, E. H. Linﬁeld and
J. E. Cunningham, J. Appl. Crystallogr., 2014, 47, 146–153.
[14] S. Ebbinghaus, S. J. Kim, M. Heyden, X. Yu, U. Heugen, M. Gruebele, D. M. Leitner and
M. Havenith, Proc. Natl. Acad. Sci. U.S.A., 2007, 104, 20749–20752.
[15] K. Fumino, A. Wulf and R. Ludwig, Angew. Chem. Int. Ed., 2008, 47, 3830–3834.
[16] C. Toro, A. Thibert, L. De Boni, A. E. Masunov and F. E. Hernández, J. Phys. Chem. B,
2008, 112, 929–937.
[17] C. A. Southern, D. H. Levy, J. A. Stearns, G. M. Florio, A. Longarte and T. S. Zwier, J.
Phys. Chem. A, 2004, 108, 4599–4609.
[18] D. F. Plusquellic, K. Siegrist, E. J. Heilweil and O. Esenturk, ChemPhysChem, 2007, 8,
2412–2431.
[19] B. M. Fischer, M. Walther and P. Jepsen, Phys. Med. Biol., 2002, 47, 3807.
99
REFERENCES
[20] M. Rozenberg, G. Shoham, I. Reva and R. Fausto, Spectrochim. Acta Mol. Biomol.
Spectrosc., 2003, 59, 3253–3266.
[21] D. J. Bakker, A. Peters, V. Yatsyna, V. Zhaunerchyk and A. M. Rijs, J. Phys. Chem. Lett.,
2016, 7, 1238–1243.
[22] P. Gruene, D. M. Rayner, B. Redlich, A. F. G. van der Meer, J. T. Lyon, G. Meijer and
A. Fielicke, Science, 2008, 321, 674–676.
[23] P. J. Stephens, F. J. Devlin, C. F. Chabalowski and M. J. Frisch, J. Phys. Chem., 1994,
98, 11623–11627.
[24] S. Grimme, J. Antony, S. Ehrlich and H. Krieg, J. Chem. Phys., 2010, 132, 154104.
[25] O. Dopfer and K. Müller-Dethlefs, J. Chem. Phys., 1994, 101, 8508–8516.
[26] A. D. Becke, Phys. Rev. A, 1988, 38, 3098–3100.
[27] C. Lee, W. Yang and R. G. Parr, Phys. Rev. B, 1988, 37, 785–789.
[28] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman,
G. Scalmani, V. Barone, B. Mennucci and G. A. Petersson, Gaussian 09 Revision E.01,
2009, Gaussian Inc. Wallingford CT 2009.
[29] V. Barone, M. Biczysko and J. Bloino, Phys. Chem. Chem. Phys., 2014, 16, 1759–1787.
[30] W. Caminati, S. Di Bernardo, L. Schäfer, S. Q. Kulp-Newton and K. Siam, J. Mol. Struct.,
1990, 240, 263–274.
[31] C. Chen and S. F. Shyu, J. Mol. Struct.: Theochem., 2001, 536, 25–39.
[32] S. Kumar, S. K. Singh, C. Calabrese, A. Maris, S. Melandri and A. Das, Phys. Chem. Chem.
Phys., 2014, 16, 17163–17171.
[33] A. Kovács, V. Izvekov, G. Keresztury and G. Pongor, Chem. phys., 1998, 238, 231–243.
[34] V. Dixit and R. A. Yadav, Biochem. Pharmacol. (Los Angel.), 2015, 4, 2167–
0501.1000183.
[35] G. Gilli and P. Gilli, J. Mol. Struct., 2000, 552, 1–15.
[36] M. Gaigeot and R. Spezia, in Theoretical Methods for Vibrational Spectroscopy and
Collision Induced Dissociation in the Gas Phase, Springer International Publishing, Cham,
2015, pp. 99–151.
[37] A. Witt, S. D. Ivanov, M. Shiga, H. Forbert and D. Marx, J. Chem. Phys., 2009, 130,
194510.
[38] B. Kirchner, P. J. di Dio and J. Hutter, in Real-World Predictions from Ab Initio Molecular
Dynamics Simulations, Springer Berlin Heidelberg, Berlin, Heidelberg, 2012, pp. 109–
153.
[39] M. Gaigeot and M. Sprik, J. Phys. Chem. B, 2003, 107, 10344–10358.
[40] M. Sulpizi, M. Salanne, M. Sprik and M. Gaigeot, J. Phys. Chem. Lett., 2013, 4, 83–87.
[41] J. C. Evans, Spectrochim. Acta, 1960, 16, 1382–1392.
[42] H. D. Bist, J. C. D. Brand and D. R. Williams, J. Mol. Spectrosc., 1967, 24, 402–412.
[43] S. Jaeqx, W. Du, E. J. Meijer, J. Oomens and A. M. Rijs, J. Phys. Chem. A, 2012, 117,
1216–1227.
[44] P. Çarçabal, R. A. Jockusch, I. Hünig, L. C. Snoek, R. T. Kroemer, B. G. Davis, D. P.
Gamblin, I. Compagnon, J. Oomens and J. P. Simons, J. Am. Chem. Soc., 2005, 127,
11414–11425.
[45] H. Piest, G. von Helden and G. Meijer, The Journal of Chemical Physics, 1999, 110,
2010–2015.
100
5 Fingerprints of hydrogen bonding in saligenin-water clusters revealed
by mid- and far-IR spectroscopy
55 Far-IR spectroscopy of saligenin-water clusters
Abstract
The molecule saligenin (2-(hydroxymethyl)phenol) displays both
strong and weak intramolecular electrostatic interactions. Bonds
resulting from these interactions compete with intermolecular
hydrogen bonds once saligenin binds to one or more water mole-
cules. Infrared (IR) ultraviolet (UV) ion-dip spectroscopy was
used to study isolated saligenin-(H2O)n clusters (n=1-3) in the
far- and mid-IR regions of the spectrum. Both harmonic and anhar-
monic (coupled local modes and Born-Oppenheimer molecular
dynamics) quantum-chemical calculations were applied to assign
cluster geometries to the measured spectra, and to assign vibra-
tional modes to all spectral features measured for each cluster.
The hydrated clusters with n=1 and 2 have geometries that are
quite similar to benzyl alcohol-water clusters, whereas the larger
clusters with n=3 show structures equivalent to the isolated
water pentamer. Systematic shifts in the frequencies of three
hydrogen bond (H-bond) deforming modes, namely OH stretching,
OH torsion and H-bond stretching, were studied as a function of
the H-bond strength represented by either the OH bond length or
the H-bond length. The shifts of the frequencies of these three
modes correlate linearly to the OH length, despite both intra-
and intermolecular H-bonds being included in this analysis. The
OH torsion vibration displays the largest frequency shift when H-
bonded, followed by the OH stretching vibrations and ﬁnally the
H-bond stretching frequency. The frequency shifts of these H-
bond deforming modes behave non-linearly as a function of the H-
bond length, asymptotically approaching the frequency expected
for the non H-bonded modes. The nonlinear behavior was quanti-
ﬁed using exponential functions.
Adapted from Daniël J. Bakker, Arghya Dey, Daniel P. Tabor, Qin Ong, Jérôme Mahé,
Marie-Pierre Gaigeot, Edwin L. Sibert III and Anouk M. Rijs Phys. Chem. Chem.
Phys. 2017, DOI: 10.1039/C7CP01951C - Reproduced by permission of the PCCP
Owner Societies
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5.1 Introduction
The secondary structure of proteins is directed by the formation of intra-
molecular hydrogen bonds (H-bonds) leading to diverse morphologies such
as turns,1 helices2,3 and sheets4,5. The microsolvation behavior of mole-
cules that are stabilized by intramolecular H-bonds is complicated due to the
competition between the existing intramolecular H-bonds and the formation
of intermolecular H-bonds with the interacting solvent molecules6–8. There-
fore, understanding the microsolvation of intramolecularly H-bonded systems
is crucial as it plays a vital role in therapeutics where it helps in maintaining
lipophilicity around the cell membranes and enhancing cell permeability9,10.
There is a large body of literature describing the interplay between intra-
molecular and intermolecular hydrogen bonding. A wide range of methods
have been employed such as NMR11, X-ray crystallography12 and infrared
(IR) spectroscopy13,14. Within the ﬁeld of gas-phase IR spectroscopy, many
experiments are performed to study the intrinsic properties of isolated, micro-
solvated complexes14–22. To characterize the full three dimensional geometry
of neutral complexes of limited size, mid-IR spectroscopy covering the CH,
NH and OH stretching vibrations (2500 to 4000 cm−1) is routinely applied
combined with ab initio quantum-chemical calculations. However, many of the
vibrations that directly involve H-bond deformations are positioned in the far-
IR part of the spectrum (< 800 cm−1), most notably the H-bond stretching
vibration itself.
To date, gas-phase far-IR spectroscopy is not as commonly applied as
mid-IR techniques, due to limited IR intensities of vibrational transitions, diﬃ-
culties for quantum-chemical calculations to accurately reproduce these far-IR
spectral features and the rarity of intense far-IR light sources. An intense light
source is not required for far-IR Raman spectroscopy23,24, which provides
complementary information to absorption spectroscopy, but is not straight-
forward for gas-phase experiments. Despite these limitations, it has been
shown that gas-phase far-IR spectroscopy is a potent technique, displaying
vibrational modes that are sensitive to subtle structural changes25 and syste-
matic frequency shifts that are sensitive to the formation of intramolecular
H-bonds23,26–33. Moreover, sophisticated quantum-chemical calculations can
be applied to accurately reproduce the far-IR spectra of both semi-rigid34,35
and ﬂoppy peptide molecules25,36,37. We continue building on this work by
studying the interplay of intra- and intermolecular H-bonds in saligenin (Figure
5.1) – a benzene derivative – clustered with water molecules, using both mid-
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and far-IR spectroscopy.
Benzene and benzene derivatives (see Figure 5.1 for their structures) and
their microsolvated clusters have been studied elaborately as model systems
for solvation chemistry by gas-phase mid-IR action spectroscopy38–43. In
benzene-water clusters with up to ﬁve water molecules, the water molecules
are arranged in the same geometries as they would be in isolation44,45,
although with signiﬁcantly perturbed H-bond lengths. The benzene molecule
is bound to one of the unoccupied OH groups of a cluster through an OH· · ·pi
bond46,47. Similar H-bond networks are observed for phenol-water clusters,
although one of the water molecules in the water cluster structure is replaced
by the phenolic OH group41,48.
Figure 5.1: Schematic representation of benzene and the benzene derivatives
phenol, benzyl alcohol, catechol and saligenin49.
This behavior is not observed for benzyl alcohol, which shows a weak
OH· · ·pi interaction in isolation between the methanolic CH2OH group and
the benzene pi-cloud50. The benzyl alcohol-water complexes form a network
of OH· · ·O linkages, where the water molecules are consistently engaged in
an additional OH· · ·pi bond with the aromatic ring. The weak intramolecular
OH· · ·pi bond is broken immediately upon the bonding of the ﬁrst water
molecule40. The doubly substituted benzene derivative catechol, which has
two hydroxyl groups, the second of which is in the ortho-position, exhibits a
planar conformation with an OH· · ·O intramolecular hydrogen bond between
the two hydroxyl groups51,52. Upon the addition of water, the intramolecular
hydrogen bond is weakened but not broken.53. Seeking to further our
understanding of the competing forces that inﬂuence the formation of intra-
and intermolecular hydrogen bonds, the molecule saligenin (SLG) is studied
here, which contains the ﬂexible CH2OH substituent of benzyl-alcohol and a
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phenolic OH group in the ortho-position.
SLG is a naturally occurring drug with antipyretic54 and anesthetic proper-
ties55. Microwave and IR spectroscopic studies show that the ground state
geometry of saligenin contains an intramolecular OH· · ·O bond donated by the
phenolic OH group to the oxygen of CH2OH group and a very weak OH· · ·pi
interactions between the methanolic OH group and the aromatic pi-cloud of
the benzene ring56. The water molecules can either bind to the methanolic
OH to produce water complexes similar to that of benzyl alcohol, brea-
king the OH· · ·pi bond or they can interact with the phenolic OH to form an
intermolecular hydrogen bond, breaking the intramolecular H-bond of SLG.
Hydrogen-bonded SLG-(H2O)n clusters (n=1-3) are investigated by IR-UV
double resonance spectroscopy using both the OH stretching region of the
mid-IR (3000 to 3800 cm−1) and the far-IR region (< 800 cm−1). The struc-
tures of the hydrogen-bonded clusters are found by comparing the experi-
mental spectra to calculated spectra based on equilibrium structures obtained
from quantum-chemical calculations. Additionally, far-infrared spectra of the
hydrogen-bonded complexes are recorded providing crucial information for
the structural assignments. The far-IR spectrum has been highly instrumental
in probing the hydrogen bond stretching modes and other vibrational modes
that are sensitive to hydrogen bond formation25.
5.2 Experimental and computational details
All the experiments were performed in our pulsed molecular beam set-up,
explained in detail in chapter 2. SLG was obtained from Sigma Aldrich
and used without further puriﬁcation. The sample was heated to 85 ◦C and
supersonically expanded into the source chamber using the general valve.
The nozzle temperature was maintained at 90 ◦C to prevent condensation
and subsequent clogging of the nozzle. Helium was used as a buﬀer gas
with a backing pressure of 3 bar. To produce saligenin-water clusters, the
buﬀer gas was bubbled through a distilled water reservoir maintained at room
temperature. The IR radiation was produced by the free electron lasers (FEL)
at the FELIX Laboratory57 for the far-infrared region, and using the optical
parametric oscillator for the mid-IR region.
A detailed conformational search was performed using simulated annealing
molecular dynamics calculations (concisely explained in section 2.6) employing
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the Amber force ﬁeld58. For this, the clusters are heated to 250K and conse-
cutively cooled down to 0K, in a cycle which is repeated 500 times to ﬁnd the
minima present in the potential energy surface (PES). The maximum tempe-
rature of 250K is chosen to enable isomerization, but to avoid fragmenta-
tion of the clusters. Diﬀerent input geometries were used to initialize the
simulated annealing calculations, based on the assigned structures of similar
microsolvated clusters such as benzyl alcohol water40 and phenol water41.
The conformational search was followed by complete geometry optimizations
at the MP2/6-311++G(2d,p) level of theory for the lowest energy struc-
ture59,60. All structures reported throughout the chapter were optimized at
this level. The stabilization energies for the hydrogen-bonded clusters were
corrected for vibrational zero point energy under the harmonic approximation.
The M06-2X/6-311++G(2d,p) level of theory was used with tight optimi-
zation criteria to determine the harmonic, fundamental absorption frequencies
of the clusters for the mid- and far-IR. The M06-2X functional is designed to
correctly reproduce non-covalent interactions61. These results were utilized
without a scaling factor in the far-IR, while a constant scaling factor of 0.9426
was applied in the mid-IR to correct for the harmonic approximation. The
scaling factor was determined using the collection of six free OH stretching
vibrations in this dataset at the high-frequency side of the spectra at approx-
imately 3700 cm−1 (not present for bare SLG, but present for all SLG-water
clusters).
The GAUSSIAN-09 software, employed to perform the geometry optimi-
zations and frequency calculations, can also provide a decomposition of the
normal mode coordinates into internal coordinates (bond lengths, angles and
dihedral angles; keyword ) in addition to the usual decompo-
sition into Cartesian coordinates. The internal coordinate contributions of
several normal modes of interest were studied in detail for an unambiguous
quantiﬁed assignment.
The anharmonic calculations in the mid-IR were performed using a local
mode (LM) model. This method has been successfully applied to reproduce
the mid-IR spectra of similar systems62–65. The procedure started with
a harmonic normal mode calculation on the MP2/6-311++G(2d,p) level of
theory, performed using GAUSSIAN-0966. Subsequently, the normal modes
were projected on a basis of local OH stretching and HOH bending modes,
creating a LM model Hamiltonian67. The OH stretching local modes were
all scaled using a two-parameter scaling function that is based on ﬁtting the
harmonic frequencies of the benzene-(H2O)6 cluster to the OH stretching
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experimental fundamentals of the assigned book isomer47,68 and is
νscaled = 0.8698 · νlocal + 328.4 (5.1)
in units of cm−1. The HOH bending overtone frequencies were determined
by scaling the LM fundamental frequencies of the bending vibration with
a single scaling parameter (0.99), and consecutively subtracting a constant
40 cm−1 from twice the fundamental47. The dipole derivatives were left
unscaled and transformed into this local mode basis. The created model
Hamiltonian initially consisted of two separate blocks belonging to the OH
stretching and HOH bending overtone vibrations. The Fermi coupling matrix
elements that describe the coupling between the bending overtones and OH
stretching fundamentals were set to 45.3 cm−1, based on results obtained
for the benzene-(H2O)4 cluster. These couplings aﬀect mainly the modes
in the 3100 to 3300 cm−1 region, so that variance in the Fermi couplings for
higher OH stretching frequencies minimally changes the ﬁnal spectra. The
adjusted model Hamiltonian was diagonalized to ﬁnd the coupled local mode
frequencies, which provides a model Hamiltonian spectrum when combined
with the transformed dipoles. A strong advantage of the LM model is that the
anharmonic frequencies are not explicitly calculated, so that the computational
cost is not signiﬁcantly increased beyond that of the harmonic MP2 frequency
calculation.
The anharmonic far-IR spectra were calculated using Born-Oppenheimer
Molecular-Dynamics (BOMD, see section 2.6.4). A cubic box with 16 Å sides
is used based on energy optimizations as a function of the box size. A single
simulation was initialized for each system using the optimized geometry and
a randomized velocity distribution based on the Boltzmann distribution for
the simulation temperature of 50K. After a thermalization of 4 ps, which is
required to redistribute energy among all vibrational modes, a 20 ps trajectory
was calculated with a time step of 0.4 fs.
It has been shown in chapter 4 that the energy redistribution between
vibrational modes is slow in isolated systems and especially for smaller
systems as are studied here. Therefore, 4 ps of thermalisation is not enough
to reach full energy equilibration35. The relative intensities of spectra
based on a 20 ps single trajectory can therefore deviate from the intensities
that would be found for a much longer trajectory or for the average of
multiple initializations35. Because of this, signiﬁcant care should be taken
when interpreting the relative intensities of the BOMD simulations, while the
positions of the spectral features are reliable. Fourier transforms applied
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to intramolecular coordinate time correlation functions provide signatures of
the internal coordinates25. This is therefore an eﬀective tool to assign local
modes involving an intra- or intermolecular coordinate.
The reported mid-IR features were broadened using Gaussian functions
with a FWHM of 2 cm−1. The harmonic far-IR spectrum was convoluted with
Gaussian functions with a FWHM of 0.5 % of the IR wavenumber which is
equivalent to the bandwidth of the FELIX free electron laser57. The spectral
features in the BOMD spectrum are intrinsically broadened.
5.3 Infrared spectra and structural assignments
The electronic excitation spectra recorded at the m/z channel of SLG, SLG-1w
and SLG-2w are presented in Figure 5.2. Despite being detected in the mass
channels belonging to SLG-(H2O) and SLG-(H2O)2 clusters, the measured
spectra were assigned to a single SLG-1w and SLG-2w cluster and two SLG-
3w clusters. Five of the reported UV transitions were used to record the IR
spectra using IR-UV ion-dip spectroscopy: νUV = 35 492 cm−1 for SLG, νUV =
35 676 cm−1 for SLG-1w, νUV = 35 650 cm−1 for SLG-2w, νUV = 35 977 cm−1
for SLG-3w-a and νUV = 35 855 cm−1 for SLG-3w-b (indicated by arrows in
Figure 5.2).
The electronic transitions in the (1+1)-REMPI spectrum were diﬀerenti-
ated for the various isomers by IR-UV hole burning spectroscopy where the
IR laser was ﬁxed on a resonant vibrational transition and the wavelength of
the UV laser was scanned. The hole burning spectrum of the saligenin-(H2O)
mass channel was recorded with νIR = 3512 cm−1, belonging to SLG-1w. The
spectrum displayed in dark blue in Figure 5.2 was obtained by subtracting the
hole burning spectrum from the REMPI spectrum to show only the reduced
features. The hole burning spectrum of the saligenin-(H2O)2 mass channel is
recorded using an IR frequency of SLG-3w-a at 3501 cm−1. The holeburning
spectrum subtracted from the full REMPI spectrum is the dark green spectrum
of Figure 5.2.
The IR spectra are recorded in the OH stretching (3100 to 3800 cm−1) as
well as in the far-IR region (< 800 cm−1), which are presented in Figure 5.3. In
the mid-IR spectrum of SLG two peaks are observed resulting from the two
OH groups of the molecule. The peaks at 3493 and 3637 cm−1 originate from
the phenolic OH and methanolic OH stretching vibrations respectively. The
position of the peaks are in agreement with the earlier reported spectrum56.
As water molecules bind to SLG, two extra OH stretching features are
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Figure 5.2: REMPI spectra for saligenin water clusters recorded in the mass
channels of bare saligenin (m/z = 124 amu/e, black), saligenin-(H2O) (m/z =
142 amu/e, blue) and saligenin-(H2O)2 (m/z = 160 amu/e, green). The features
used to record the IR-UV ion-dip spectroscopy are indicated using arrows.
The peaks in the saligenin-(H2O) and saligenin-(H2O)2 mass channels were
assigned to diﬀerent clusters using IR-UV hole burning spectroscopy. In dark
blue, the hole burning spectrum with IR frequency 3512 cm− of SLG-1w is
displayed, subtracted from the REMPI spectrum of the complete ensemble
to show only the reduced features. The dark green hole burning spectrum is
recorded using IR frequency of SLG-3w-a at 3501 cm− .
expected to manifest in the mid-IR spectrum per water molecule, leading to
2+2n features, where n is the number of water molecules (not taking into
account anharmonic couplings and crossover between clusters). In the far-IR,
many peaks can be discerned with low-intensity features visible due to the
low noise-level.
In the mid-IR spectrum of SLG-1w, four intense absorptions and several
low-intensity depletion- and gain features can be seen. The low-intensity ion-
gain and ion-dip features result from absorptions of SLG-2w and SLG-3w-a
visible in the SLG-1w IR spectrum. The UV excitation for SLG-1w is also
partly resonant with the SLG-2w cluster, resulting in additional peaks of SLG-
2w in the IR spectrum SLG-1w, which is indicated by green arrows in Figure
5.3. Additionally, upon absorption of resonant IR light the SLG-3w-a isomers
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Figure 5.3: Infrared spectra of SLG water clusters, from bare SLG up to
SLG-3w in both the far-IR and the mid-IR part of the spectrum. The mid-IR
spectra are expected to show 2+2n absorptions, where n is the number of
water molecules in the cluster, which is the total number of OH groups in
the cluster. The mid-IR spectrum of SLG-1w shows several additional low-
intensity features, where additional depletions (positive signal) are related to
the co-ionization of SLG-2w clusters at the same UV wavelength and gain
(negative signal) is related to fragmentation of SLG 3w-a clusters into the
same mass channel, as indicated by the green and purple arrows respectively.
partly fragment, leading to an increase of the SLG-1w signal, which manifests
as negative signal (or gain signal) in the IR spectrum of SLG-1w. This eﬀect,
indicated by the purple arrows in Figure 5.3, also causes the splitting of the
blue-most feature present at 3720 cm−1 in the SLG-1w spectrum. In contrast,
the far-IR spectrum shows negligible crossover from the SLG-2w and SLG-
3w-a spectra.
The SLG-2w spectrum was recorded in the SLG-1w mass channel (see
Figure 5.2), because of fragmentation of these clusters upon irradiation with
the ionizing UV radiation, as was observed previously for benzene water
clusters39. The structure was assigned to a two water cluster based on
the six spectral features visible in the mid-IR spectrum, of which two are
positioned at the blue side of the spectrum (> 3680 cm−1), indicating that there
are two free OH groups. The far-IR spectrum shows more absorptions than
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the SLG-1W far-IR spectrum, with a comparable noise-level.
Figure 5.4: (a) Structures and stabilization energies of the lowest
energy isomers of the saligenin-(H2O) cluster, calculated on the MP2/6-
311++G(2d,p) level of theory. (b) Mid-IR spectrum of the SLG-1w cluster,
alongside anharmonic calculations performed on the MP2/6-311++G(2d,p)
level of theory, using the LM model. The assigned structure is lowest energy
isomer sw1-1.
Two diﬀerent IR spectra were found for the two SLG-3w isomers,
referred to as SLG-3w-a and SLG-3w-b. Both show eight features in the mid-
IR, which caused them to be assigned as three-water clusters, although both
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were measured by probing the SLG-(H2O)2 mass channel. The SLG-(H2O)3
mass channel resulted exclusively in IR spectra of even higher order SLG-
water clusters. The spectrum of SLG-3w-a shows a signal to noise ratio that
is comparable to that of the smaller clusters. The SLG-3w-b spectrum shows
both an increased noise level, and also multiple gain features that point to
fragmentation of clusters of higher mass. The far-IR spectra belonging to the
SLG-3w clusters show many features, some signiﬁcantly broadened resulting
in several congested regions, especially around 450 cm−1.
The structure of saligenin was assigned previously56 to the lowest energy
conformer (see Figure 4.3). The other stable structures are not observed in
the gas phase, which implies that the energy barriers between the diﬀerent
conformers are low, enabling all molecules in the ensemble to reach the
minimum of the PES. Because of this, the alternative conformations of the SLG
molecule should be considered for the water cluster isomers. The structural
assignments of the water clusters were primarily based on the comparison of
the experimental mid-IR spectra with the LM model MP2/6-311++G(2d,p)
calculations, with support provided by the far-IR spectra in combination with
BOMD calculations.
The ﬁve isomers with the lowest stabilization energies (< 15 kJ/mol) that
were found for the saligenin-(H2O) cluster are displayed in Figure 5.4(a)
(reported energies with respect to sw1-1). Three diﬀerent geometries of
the SLG molecule within the cluster are observed: the native structure of
isolated SLG in sw1-1 and sw1-5, a structure with the water molecule
inserted in between the phenolic and methanolic OH groups in sw1-2 and
sw1-3 and a structure where the methanolic OH is rotated away from the
benzene ring in sw1-4. The calculated mid-IR spectra of these structures are
displayed alongside the measured SLG-1w spectrum in Figure 5.4(b). The
sw1-1 geometry is assigned to the SLG-1w spectrum, because the mid-IR
spectrum resembles the measured spectrum closest, both in frequencies and
relative intensities. The blue-shift observed for the feature at 3397 cm−1 is
consistent with the shifts observed for the other assigned spectra. Moreover,
this isomer is the most stable energetically. The geometry of sw1-1 is similar
to the structure of the benzyl alcohol-(H2O) cluster40.
Seven low-energy isomers (< 12 kJ/mol) were found in the conformational
search for SLG-2w (Figure 5.5(a)). The measured SLG-2w mid-IR spectrum
on the right hand of Figure 5.5(b) matches well with the IR spectra of three
diﬀerent isomers, namely sw2-1 (water wire), sw2-5 (water cycle) and sw2-
7 (water cycle). Sw2-1 is the most stable isomer, being 6.3 and 10.2 kJ/mol
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Figure 5.5: (a) Structures and stabilization energies of the lowest
energy isomers of the saligenin-(H2O)2 cluster, calculated on the MP2/6-
311++G(2d,p) level of theory. (b) Experimental mid- and far IR spectra of the
SLG-2w cluster. For the mid-IR, the anharmonic calculations are performed
on the MP2/6-311++G(2d,p) level of theory using the LM model. The far-
IR spectra are calculated on the harmonic M06-2X/6-311++G(2d,p) level of
theory. The assigned structure is sw2-1, the lowest energy isomer.
113
55 Far-IR spectroscopy of saligenin-water clusters
more favorable than the two other conformers. On the blue side of the
mid-IR spectrum (free and loosely bound OHs), sw2-1 and sw2-5 provide
a signiﬁcantly better match than sw2-7. As this region is the easiest to
determine quantum chemically, being the least inﬂuenced by interactions and
anharmonicities, it is the most reliable part of the spectrum. In the far-IR
regime, displayed for these three isomers at the M06-2X/6-311++G(2d,p)
level of theory on the left-hand side in Figure 5.5(b), the wire isomer ﬁts
better, especially in the 600 to 800 cm−1 region and around 300 cm−1.
The REMPI spectrum (Figure 5.2) shows that the origin transition of
SLG-1w is shifted by 92 cm−1 with respect to the origin transition of bare
SLG, while the origin of SLG-2w is positioned closer to the bare SLG origin
with a shift of only 19 cm. This behavior can be linked to the formation
of a cyclic water network, e.g. in the case of propofol-water clusters38.
This interpretation would support the assignment of a water cycle isomer.
However, this same pattern of UVwavelength shifts was observed for benzyl-
alcohol water clusters40, where the water-wire isomer was convincingly
assigned for the benzyl alcohol-(H2O)2. Moreover, the conformation of
the SLG molecule within the sw2-3 isomer is quite diﬀerent from the bare
SLG molecule, so that shifts of the UV transitions cannot be interpreted
in terms of the assignments without further work, such as transition state
calculations. Therefore, the structure sw2-1 (similar to the benzyl alcohol-
(H2O)2 geometry) is assigned to be present based on the energetics, UV
behavior and structurally diagnostic IR spectra.
The isomers that were considered for assignment to the SLG-3w spectra
are displayed in Figure 5.6(a). For the SLG-3w-a spectrum (Figure 5.6(b))
the isomer sw3-1 clearly provides the best match, which is also the most
stable structure. Therefore, we have assigned the structure sw3-1 to SLG-
3w-a. For SLG-3w-b, the isomers sw3-2 and sw3-3 both provide a good
match to the spectrum. At the blue side of the spectrum, above 3500 cm−1,
where the quantum-chemical calculations are perform optimally, the sw3-
2 spectrum matches signiﬁcantly better to the measured spectrum. Below
3500 cm−1, where the H-bonded OH stretching vibrations are present, the
sw3-3 structure ﬁts slightly better, although the spectrum of the sw3-2
geometry also matches well. The sw3-2 spectrum displays a blue-shift below
3500 cm−1 with respect to the measurements, consistent with the match of
the sw3-1 spectrum to SLG-3w-a. Lastly, the sw3-2 structure is slightly
more stable (by 0.5 kJ/mol). Based on this argumentation structure sw3-2
is assigned to the SLG-3w-b spectrum. The water molecules in these two
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Figure 5.6: (a) Structures and stabilization energies of the lowest
energy isomers of the saligenin-(H2O)3 cluster, calculated on the MP2/6-
311++G(2d,p) level of theory. (b) Experimental mid-IR spectra of the
two SLG-3w clusters and anharmonic calculations performed on the MP2/6-
311++G(2d,p) level of theory using the LM model. The assigned structures
are sw3-1 and sw3-2, for the SLG-3w-a and SLG-3w-b spectra, respectively.
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isomers form 5-cycle structures with the SLG OH groups45.
All spectra are assigned to the lowest, or two lowest energy isomers
found for the diﬀerently sized clusters. For all clusters to be able to
consistently isomerize to the lowest energy isomers, we expect the barriers
of the isomerizations to be low.
5.4 Normal mode assignments
Saligenin
The features present in the mid-IR56 and the far-IR spectrum of bare SLG
(chapters 3 and 4), presented in the top row of Figure 5.7, were previously
fully assigned. In isolated SLG, the phenolic OH moiety (colored in red)
acts as H-donor for an H-bond to the oxygen atom of the methanolic OH
group (in orange), while the methanolic OH group is engaged in a very weak
OH· · ·pi interaction with the pi-cloud of the benzene ring. The vibrational
modes corresponding to the colored OH groups in Figure 5.7 are highlighted
in the same color as the vibrating moieties, with letters labeling the diﬀerent
assigned local modes. In the mid-IR region, the letters B, pi and F indicate an
H-bonded, OH· · ·pi bonded and a free OH stretching vibration respectively.
In the far-IR, the labels TB, Tpi and TF represent the torsional vibrations
corresponding to H-bonded, OH· · ·pi bonded and free OH groups, while HB
and Hpi are H-bond and OH· · ·pi bond stretching vibrations (colored for the
H-donor OH moiety).
The shifts of the two mid-IR features of SLG to 3493 and 3639 cm−1 with
respect to the free OH stretching vibration of phenol at 3657 cm−1,41 are
ascribed to the two electrostatic interactions (dashed lines in Figure 5.7) in
the molecule, where the strongest red-shift belongs to the H-bonded OH
group. In the mid-IR, the frequencies of the features are well reproduced by
the LM model MP2 calculations, while the harmonic M06-2X level of theory
slightly underestimates the red-shifts of the H-bonded OH groups. Both
calculations reproduce the relative intensities of these features well. The
far-IR feature with the highest intensity at 756 cm−1, which is shared by all
clusters, is assigned to collective CH out-of-plane torsion of the benzene
ring (mode 11 in the Varsányi notation, see Figure A.3 of the appendix),
which is coupled to a bound OH torsion vibration for several of the larger
clusters. This feature, highlighted by the dashed grey line for all SLG-water
clusters, hardly shifts for the larger clusters. Both calculations reproduce
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Figure 5.7: Normalized infrared spectra of SLG, SLG-1w and SLG-2w,
alongside the calculated spectra and the structures of their assigned isomers.
The anharmonic calculations in blue are the MP2/6-311++G(2d,p) LM
approach for the mid-IR, and BOMD for the far-IR. The harmonic calculations
in green are at the M06-2X/6-311++G(2d,p) level of theory (green). Three
local modes are labeled using dashed lines colored to match the OH groups
in the assigned structures on the right. OH stretching vibrations are indicated
using an F for free, pi for OH· · ·pi bonded and B for H-bonded OH stretching
vibrations. Torsion vibrations in the far-IR are labeled using the same letters
preceded by a T, H-bond stretching vibrations using HB and OH· · ·pi bond
stretching vibrations using Hpi.
this feature, albeit red-shifted by BOMD and blue-shifted by M06-2X. The
other notable far-IR absorptions are observed in the experiment at 690, 384,
229 and 129 cm−1, which are assigned to phenolic OH out-of-plane torsion,
methanolic OH torsion, phenolic OH donated H-bond stretching and OH· · ·pi-
bond stretching, respectively. Based on previous work26, these vibrational
modes (excepting the collective pure CH out-of-plane vibration) are expected
to be diagnostic for the characteristics of the H-bonds within the clusters.
Saligenin-(H2O)
The IR spectrum of the SLG-1w cluster is presented in the middle panel of
Figure 5.7 together with the calculated IR spectra of the assigned structure.
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The assigned structure, the lowest energy isomer found in our conformational
search, consists of the native SLG structure, where the water molecule is
positioned in between the methanolic OH group directed towards the pi-cloud
of the benzene ring. The SLG-1w structure is therefore similar to the structure
of the benzyl alcohol-(H2O) complex40. The IR spectrum in the OH stretching
region shows four distinct transitions, as expected for a SLG-1w isomer.
The transition at 3724 cm−1 is assigned to free OH stretching of the water
molecule. This free OH stretch vibration is blue-shifted with respect to the
free OH stretching normal mode in phenol at 3657 cm−1, and with respect
to the free OH stretch vibration in for example methanol which is positioned
at 3682 cm−1 (measured in vapour phase)69. This blue-shift is caused by the
oxygen atom of the vibrating OH group acting as an H-acceptor. The feature
at 3610 cm−1 belongs to the OH· · ·pi-bonded group and the two peaks at 3512
and 3397 cm−1 to two hydrogen-bonded OH groups. The red-shift of the
phenolic OH stretching vibration with respect to the same vibration in bare
SLG is a consequence of a stronger H-bond. The increased strength is caused
by the additional water molecule in between the methanolic OH group and
the benzene ring, which increases the degree of polarization of the methanolic
OH group. The phenolic OH stretching is also signiﬁcantly broadened with
respect to the other features present in the spectrum. This is a well-known
eﬀect exhibited by H-bonded stretching vibrations70. For SLG-1w the LM
model MP2 spectrum reproduces the spectrum quite well, while the harmonic
M06-2X spectrum again underestimates the shift for the more strongly bound
oscillators.
The far-IR spectrum of SLG-1w shows an intense peak at 756 cm−1 which
belongs to collective CH out-of-plane torsion (Varsanyi mode 11), observed
in the same position for bare saligenin. Moreover, high-intensity peaks are
observed at 577 and 705 cm−1. The peak at 705 cm−1 is assigned to out-
of-plane wagging of the phenolic OH group and the intense, broad peak at
577 cm−1 to the out-of-plane torsion of the methanolic OH. The broadening of
this feature is not reproduced by BOMD, while the intensity is underestimated
by BOMD but overestimated by M06-2X. The features on the red side of the
far-IR spectrum belong to free or weakly bound OH torsion vibrations and
HB stretching vibrations. The range chosen for the experimental spectrum
covers the OH torsion features and the stretching vibrations of strong H-
bonds, but that the weaker H-bonds are shifted beyond the measured range.
Therefore, these vibrations can only be pinpointed in the calculated spectra.
The BOMD and M06-2X calculations predict the same general shape of the
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far-IR spectrum, but the BOMD simulation shows a better match to the
experimental intensities.
Saligenin-(H2O)2
In the measured SLG-2w isomer, the water molecules form a chain spanning
the gap from the methanolic OH group to the benzene ring of the SLG
molecule in its native conformation. In this geometry, which has the lowest
stabilization energy, two free OH groups are present belonging to the two
water molecules, as well as three strong H-bonds and a weaker OH· · ·pi-
interaction. The SLG-2w structure is therefore also similar to the structure
of the benzyl alcohol-(H2O)2 complex40. These characteristics are reﬂected
in the mid-IR spectrum, where we see a doublet of features at 3722 and
3698 cm−1, corresponding to the free OHmoieties. A single peak is red-shifted
to 3581 cm−1 with respect to these free OH normal modes and three peaks
are more heavily shifted to 3443, 3393 and 3313 cm−1. The three H-bonded
features, all signiﬁcantly broadened, are assigned starting at the blue-most
feature to the methanolic OH, phenolic OH and water OH group (green water
molecule). The LM model mid-IR spectrum matches well, but shows slight
overestimation of the shift for the H-bonded features. The harmonic results
however underestimate the shift for the strongest H-bonds, while matching
quite well for the weaker bound OH stretching vibrations.
The peak at 765 cm−1 in the far-IR spectrum of SLG-2w is associated
with the collective CH out-of-plane torsion vibration of the benzene hydrogen
atoms37 and is observed in the similar position for bare saligenin and SLG-1w.
In the case of SLG-2w this speciﬁc vibration is coupled to the H-bonded OH
torsion of the green water, so that it is assigned to that local mode. The shift
of the methanolic OH torsion is the largest of the SLG-2w modes, determined
with respect to the free OH torsion vibration in phenol which is positioned at
309 cm−1 ,35. This peak, calculated at 897.7 cm−1, is positioned beyond the
measured range (< 800 cm−1), despite the mid-IR results which suggest that
this is the weakest of the three H-bonds. Of the other two torsional features
especially the peak labeled Tpi is reproduced excellently by BOMD, in width,
position and intensity.
Several intense features are measured in the 150 to 400 cm−1 range,
where the free torsion vibrations and the H-bond stretching vibrations are
positioned. This range holds many transitions for the SLG-2w cluster, with
large diﬀerences in the relative intensities belonging to the diﬀerent type
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of normal modes. This eﬀect has led to several ambiguous assignments,
and possibly causes spectral congestion. Finally, not all intense features
corresponding to water vibrations in the far-IR spectrum are assigned within
the experimental spectrum. These features originate from several collective
water vibrations, such as libration and wagging, of which the impact on the
H-bond network is not easily interpreted, since many of the H-bonds are
deformed simultaneously.
Saligenin-(H2O)3
IR spectra for two diﬀerent isomers were identiﬁed for the SLG-3w clus-
ters. The mid-IR spectra of both SLG-3w isomers (Figure 5.8) show
eight clearly identiﬁable bands. The top panel shows the spectrum and
assigned structure of the SLG-3w-a cluster, which forms a 10-membered
cycle through OH· · ·O linkages similar to the phenol-(H2O)4 structure41 and
isolated (H2O)5-cluster44. The addition of an OH· · ·pi bond further stabilizes
the bent ring structure of the assigned geometry. The SLG molecule within
the SLG-3w-a cluster is approximately in its native structure, although the
methanolic substituent is rotated to enable the formation of the H-bonded
cycle. This speciﬁc isomer is the lowest energy structure amongst the SLG-
3w clusters that were considered in our conformational search (see Figure
5.6(b)). The SLG-3w-a structure deviates from the structure of the benzyl
alcohol-(H2O)3 complex (skewed cyclic water quadrumer including an OH· · ·pi
bond40), contrary to the smaller SLG-water cluster described previously.
In the mid-IR spectrum of SLG-3w-a, eight bands are observed. Two
free OH stretching modes are nearly coincident at 3720 cm−1. The peak
at 3657 cm−1 is assigned to the OH· · ·pi bonded OH stretching vibration.
The position and width of the six bands below 3550 cm−1 indicate that they
are involved in H-bonding, although the water network only exhibits ﬁve
OH· · ·O H-bonds. The features at 3501, 3467, 3345, 3286 and 3204 cm−1 are
assigned to the progressively stronger H-bonded OH stretching vibrations.
The broad peak at 3143 cm−1 is assigned to a water bending overtone which
gains intensity through a Fermi coupling (green, OT), which is predicted
by the LM model calculations at 3204 cm−1. The match between the LM
model spectrum and the experimental spectrum is excellent in the range from
3250 to 3750 cm−1. However, it appears that the strength of the H-bond
donated by the green water is underestimated. This is consistent with the
MP2 calculations on benzene-(H2O)647,68. If the frequency of this LM OH
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Figure 5.8: Normalized infrared spectra of SLG-3w-a and SLG-3w-b,
alongside the calculated spectra and the structures of their assigned isomers.
The anharmonic calculations in blue are the MP2/6-311++G(2d,p) LM
approach for the mid-IR, and BOMD for the far-IR. The harmonic calculations
in green are at the M06-2X/6-311++G(2d,p) level of theory (green). Three
local modes are labeled using dashed lines colored to match the OH groups
in the assigned structures on the right. OH stretching vibrations are indicated
using an F for free, pi for OH· · ·pi bonded and B for H-bonded OH stretching
vibrations. Torsion vibrations in the far-IR are labeled using the same letters
preceded by a T, H-bond stretching vibrations using HB and OH· · ·pi bond
stretching vibrations using Hpi. The overtone bands that gain intensity through
Fermi couplings in the mid-IR are labeled OT.
stretching vibration would be shifted slightly, then the shift due to the Fermi
coupling will increase, improving the agreement sharply. In the harmonic
spectrum we see that the agreement to the experimental data is good,
although the frequency shifts are underestimated. The relative intensities are
comparable to the LM model intensities, as expected.
SLG-3w-a displays features throughout the full far-IR range, while the
range from 350 to 600 cm−1 showed negligible vibrational activity for the
smaller clusters. The H-bonded torsion peak of the green water molecule
in the BOMD simulation, shifted beyond the measured range, has been cut in
intensity, because it showed an unrealistic intensity dominating the spectrum.
Both models reproduce the cluster of peaks in between 700 and 800 cm−1,
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where the methanolic (orange, TB), phenolic (red, TB) and central water (cyan,
TB) OH torsions are positioned. The BOMD spectrum shows more congestion
than is actually present in the experimental spectrum. The central part of the
far-IR spectrum shows features with lower intensity, including the weakly
bound OH torsion vibrations. The highest intensity feature in this range at
619 cm−1 is assigned to water wagging coupled to a collective CCC in-plane
bending vibration in the benzene ring. This vibrational mode is reproduced well
by BOMD, while M06-2X underestimates the intensity. In the low-frequency
range from 100 to 350 cm−1, many vibrational modes have been assigned (see
Figure 5.8), of which only four peaks cannot be matched to experimental
features as they are beyond the measured window. A multitude of features
can be observed in this range with strong variations in intensity, complicating
assignments. The relative intensities of these features are overestimated by
both levels of theory. Moreover, several peaks are assigned in a diﬀerent
order than would be expected based on their frequency. The assignment is
based on strong shifts and relative intensities of OH torsion features observed
for similar molecules in the far-IR region26.
The assigned geometry of the SLG-3w-b cluster also includes of an H-
bonded, 10-membered cycle, with the direction of H-bonding reversed with
respect to the SLG-3w-a cluster. The H-bonded cycle is skewed, causing this
SLG-3w geometry to be energetically less favorable (4.8 kJ/mol) relative to
the SLG-3W-a structure (see Figure 5.6(b)). This isomer is the only isomer
where the OH· · ·O H-bond of the native SLG structure is broken. The mid-IR
spectrum of SLG-3w-b presented in the lower right panel of Figure 5.8 shows
two closely spaced transitions at 3714 and 3721 cm−1 that originate from the
stretching of the free OH groups of the green and cyan water molecules,
respectively. The intense transition at 3664 cm−1 is very similar to the one
observed for SLG-3w-a, and is also assigned to the weak OH· · ·pi bonded
OH stretching vibration. A low-intensity feature is measured at 3566 cm−1,
which originates from the stretching vibrations methanolic OH group. The
position of the methanolic OH stretching feature is more to the blue then
the same vibraton in the SLG-3w-a isomer. The inverted H-bonded cycle
strains this particular H-bond, hereby limiting its strength. The four high
intensity, increasingly broadened features at 3446, 3364, 3327 and 3231 cm−1
are assigned to the H-bonded purple water, green water, blue water and
phenolic OH stretching vibrations. The red-most feature in the spectrum at
3231 cm−1 is further broadened by the presence of additional HOH bending
overtones. Moreover, the peak at 3198 cm−1 is assigned to the water bending
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overtone of the purple water. The highlighted overtone features (Figure 5.8)
gain intensity predominantly from the OH stretching vibrations, however the
overtones are all complex mixtures of many involved states. Both levels of
theory reproduce the ﬁve blue-most features well. The functional M06-2X
overestimates the shifts of the green and blue H-donor OH stretching and the
phenolic OH stretching vibrations. The LM model displays a systematic blue-
shift with respect to the measured features, consistent with the results for
SLG-3w-a.
The OH torsion vibration, typically observed in the far-IR, of the phenolic
OH group (red TB) is shifted to 969.3 cm−1 (BOMD frequency) beyond the
displayed far-IR range. The far-IR spectrum of SLG-3w-b (see bottom
left panel) displays a sharp peak at 749 cm−1 and several congested, broad
features covering large parts of the spectral region. The sharp peak at
749 cm−1 (dashed grey line to guide the eye) originates from the collective
CH out-of-plane torsional mode of the benzene ring (Varsanyi mode 11, see
Figure A.3). This CH mode has no signiﬁcant contribution from an OH torsion
vibration in the case of the SLG-3w-b isomer. The peaks assigned to the OH
torsion vibrations of the H-donor OH groups of the purple and green water
molecules are positioned directly to the right and left of this feature. The
range from 400 to 600 cm−1 is dominated by a ridge of features of decreasing
intensity. These features are reproduced by BOMD and M06-2X, although the
intensity of the methanolic OH torsion measured at 537 cm−1 is overestimated
by both methods. The experimental spectrum shows several low-intensity
features at the low frequency side, with the onset of a more intense feature
at the end of the measured IR range. The low intensities show that the OH
torsion vibrations present there, which normally provide quite high intensities,
are coupled to other modes resulting in quenched transition dipole moments.
5.5 Hydrogen bonds and local mode shifts
Three diﬀerent types of vibrational modes, highlighted in the IR spectra
(presented in Figure 5.7 and 5.8), are expected to be highly diagnostic
for the H-bond network formed in the SLG-water clusters, namely OH
stretching (mid-IR), OH torsion and H-bond stretching (both far-IR). These
same vibrations have been studied in chapter 3. We have chosen to disregard
all couplings which may be present in the performed assignments and to
view the vibrations as local modes (stretching, bending and torsion), where
the local mode with the largest amplitude displacement within the vibrating
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moiety is assigned. A decomposition of the normal modes into local modes
shows that for all vibrations the dominant local mode has a signiﬁcant
higher contribution than the other local modes. The contributions of the
assigned local modes to their respective normal modes are largest for the
OH stretching vibrations and smallest for the H-bond stretching vibrations.
In SLG-3w-a for example, the methanolic OH stretching local mode
contributes a dominant 50.4 % to the normal mode at 3329.4 cm−1 in the M06-
2X spectrum. The second strongest contribution to this normal mode is
11.3 % of the H-donor OH stretch of the green water. The most localized
normal mode at 3727.7 cm−1 in the mid-IR spectrum of SLG-3w-a is assigned
to the free OH stretching vibration of the green water molecule for 63.5 %.
Considering the OH torsion vibrations, we observe that the methanolic OH
torsion local vibration contributes 25.6 % to the normal mode at 781 cm−1 in the
M06-2X far-IR spectrum, and that the second strongest contribution to this
normal mode comes from the torsion of the H-donor OH moiety of the violet
water molecule at 8.6 %. For the OH torsion vibrations, we also observe that
the free OH groups are most localized, with the green water free OH torsion
contributing 29.8 % to the normal mode calculated at 214.5 cm−1. This result
implies that the H-bonds facilitate local mode couplings. Finally, we see that
a very high number of local modes make small contributions to the normal
coordinates assigned to H-bond stretching. The H-bond stretching vibration
of which the green water molecule is the donor for example participates for
7.9 % in the normal mode at 267.5 cm−1. The second most dominant local
motion in this normal motion is a rocking vibration of the green water molecule
with a 5.4 % contribution. The average expected contribution of a single
internal coordinate for a SLG-(H2O)3 cluster assuming equipartition would be
100/(3N − 6) = 1.39 %. Normal modes become more localized for smaller
clusters. The normal vibration in bare SLG at 423.5 cm−1 in the M06-2X
far-IR spectrum consists for 54.9 % of the assigned methanolic OH torsion
local mode (orange) and the methanolic OH stretch local mode dominates
the mid-IR normal mode at 3637.1 cm−1 with a contribution of 83.8 %. As the
Fourier transforms of internal coordinate time correlation functions extracted
from the BOMD simulations are local mode signatures by construction, these
provide valuable complimentary information to the harmonic calculations for
local mode assignments.
The positions of the assigned local modes are evaluated as a function of
the H-bond strength, which shows systematic behavior both for the mid-IR
and far-IR features in terms of frequency shifts, already displayed in chapter
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3, as well as in literature71–74. Two diﬀerent measures for the H-bond
strength are evaluated in this chapter, namely the H-donor OH length LOH
and the length of the H-bond LHB. In chapter 3, it was established that
LOH is a good measure for the strength of intramolecular H-bonds. The
LOH is not heavily inﬂuenced by the covalently bound ring closed by an
intramolecular H-bond, while LHB and various other geometrical features
are strongly dependent on the geometry of the molecule26. In case of
intermolecular H-bonds – when this covalently bound ring is absent and
the intermolecular distance is mostly determined by the H-bond network –
LHB might properly predict the H-bond strength as well. The geometrical
parameters are extracted from the structures optimized on the MP2/6-
311++G(2d,p) level of theory.
The frequencies of the three selected local modes are displayed in Figure
5.9 as a function of the increase of LOH with respect to the minimum OH
bond length LOH,min of 0.9629 Å found in the SLG-water clusters studied here.
Calculated results on the two anharmonic levels (MP2 LM model and BOMD)
are displayed as squares. The grey line shows a linear ﬁt to these calculated
results. The assigned experimental bands are represented by crossed circles
with a pink line. The color of the symbols indicates the interaction that the
speciﬁc OH group is involved in: the free OH moieties are purple, the OH
groups involved in an OH· · ·pi interaction are red, the H-bonded OH groups
attached to the SLG molecule are blue, and the H-bonded OH groups in water
are black.
The frequencies of all the H-bond deforming vibrations display a linear
correlation with the lengthening of the optimized OH length. The free OH
stretching vibrations in the water molecules are the blue-most features, blue-
shifted with respect to the OH stretching vibrations in e.g. phenol and
methanol because of the H-bond accepted by the oxygen atom in the OH
moiety. The OH· · ·pi bonded groups show small red-shifts, and the H-bonded
groups show large shifts, up to 500 cm−1. The linear ﬁt to the experimental
data was calculated using linear regression, with a slope of −172±7 cm−1/pm,
and −169±6 cm−1/pm for calculated shifts. This is signiﬁcantly smaller than
the slope previously found for intramolecular H-bonding (−233 cm−1/pm) in
chapter 3.
To test whether the diﬀerence was a result of the diﬀerent levels
of theory used to optimize the cluster geometries (MP2 vs. B3LYP-D3)
we have performed the same analysis of the water clusters using B3LYP-
D3 optimized geometries, which resulted in a slope of −174±15 cm−1/pm.
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Figure 5.9: Frequencies of the (a) OH stretching, (b) OH torsion and (c)
HB stretching vibrations as a function of the lengthening of the vibrating OH
moiety LOH, corrected for the minimum OH length (LOH,min = 0.9629 Å). A
longer OH bond corresponds to a stronger H-bond26. Calculated results
are shown as squares, experimental results as crossed circles. For all three
vibrations a linear relation is observed between the frequency shift and the
OH length, with linear ﬁts to the experimental frequencies presented as pink
lines and ﬁts to the calculated data as grey lines.
The diﬀerence between the slopes found for the two level of theory is
well within the error bar of the correlation itself, which indicates that the
signiﬁcant diﬀerence observed between the results presented here and the
results on intramolecular H-bonds is related to diﬀerences in the formed
bonds. Upon further inspection, the steeper slope for intramolecular H-
bonds in chapter 3 results from including the resonance assisted H-bond in
salicylic acid75. Excluding this resonance assisted H-bond from the dataset
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signiﬁcantly reduces the slope, closely matching the slope reported here. The
result found for the shifts of OH stretching vibration as a function of H-bond
strength is thus more widely applicable, as long as similar H-bond interactions
are regarded.
The OH torsion frequency (Figure 5.9b) and the H-bond stretching
frequency (Figure 5.9c) both blue-shift when engaged in stronger H-bonds.
For these two modes, not all vibrations are assigned to experimental features
as these are positioned outside the measured window. Logically, Figure 5.9c
shows no free OH features, as no HB stretching frequency can be assigned for
a free group. Both vibrations positioned in the far-IR show a linear correlation
to LOH similar to the OH stretching frequency, with slopes of 203±18 for OH
torsion and 70±10 cm−1/pm for HB stretching (238±15 and 82±9 cm−1/pm for
the calculated shifts). Similar to the correlations previously found for intramo-
lecular H-bonding, the OH torsion frequency in the far-IR is more sensitive to
H-bond formation than the OH stretching frequency. However, the sensitivity
displayed here is approximately a factor two smaller than in chapter 3, where
a slope of 433 cm−1/pm was observed, excluding the resonance assisted H-
bond of salicylic acid. This large diﬀerence is ascribed to the higher sensitivity
of the OH torsion vibration to diﬀerences in the type of interactions present
in the studied systems. The frequency of the H-bond stretching vibration
displays a more gradual slope compared to the OH torsion and OH stretch
vibrations. In terms of relative shifts however, the H-bond stretching vibra-
tion is shifted up to a factor of three from 100 to 300 cm−1, which is by far the
largest relative shift within the dataset.
In Figure 5.10, the frequencies of the three H-bond related modes are
displayed as a function of the H-bond length (LHB) found in the optimized
structures on the MP2/6-311++G(2d,p) level of theory. The H-bond length
varies from 1.71 Å belonging to the H-bond donated by the phenolic OH group
of SLG-3w-b in Figure 5.8 to 3.731 Å for the very weak OH· · ·pi interaction
in SLG (H-donor colored in orange in Figure 5.7). The H-bond length of the
OH stretching and OH torsion vibrations results from the H-donor OH moiety.
Notable is the nonlinear correlation between the shifts in the three presented
local modes and LHB. For long H-bonds, LHB > 2.25 Å the inﬂuence on the
vibrational frequencies is negligible, which explains the observed saturation
behavior for long H-bonds. As the H-bonds become shorter and less strained,
their bond strength will increase and with that also their inﬂuence on the
related vibrational frequencies.
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Figure 5.10: Frequencies of the (a) OH stretching, (b) OH torsion and (c) HB
stretching vibrations as a function of the H-bond length. A shorter H-bond
corresponds to a stronger one26. Calculated results are shown as squares,
experimental results as crossed circles. A non-linear relation is observed
between the frequency shift and the OH length, which is modeled using the
exponential function (5.2), which asymptotically approaches the frequency of
the free vibrations for inﬁnitely long H-bonds. Fits to experimental results are
presented as pink lines, ﬁts to the calculated results as grey lines.
The correlation between the H-bond related vibrational frequencies and
the H-bond lengths can be ﬁtted by an exponential function of the form
ν(LHB) = νlim ·
(
1± e−k(LHB−LHB,0)
)
(5.2)
where νlim is the limiting value for the frequency at inﬁnitely large LHB. LHB,0
is the length where the frequency crosses zero in the case of the OH stretch
vibrations (minus sign in equation (5.2)), and where the frequency is 2 · νlim in
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the case of the OH torsion and HB stretching vibrations (plus sign in equation
(5.2)). This function is chosen to ﬁt our data rather than directly describing
the complex underlying physical processes, which is beyond the scope of this
chapter.
The function does not predict the correct limiting behavior for small LHB.
For the OH stretching vibration in Figure 5.10a, νlim can be interpreted as the
free stretching frequency, which is 3682 cm−1 for isolated methanol molecules,
and 3657 cm−1 for phenol. The result from the ﬁt is 3637±22 cm−1 which is
lower than the expected value for phenol, but matches within the error bar.
A similar behavior is found for the OH torsion vibration. For the frequency
of the OH torsion vibration, we found an experimental limiting frequency νlim
= 328±70 cm−1 while the free OH torsion frequency of phenol is positioned
at 309 cm−1,76. The HB stretching frequency is expected to go to zero for
inﬁnite H-bond lengths, however, the limiting frequency νlim is 128±24 cm−1İn
all three cases, the H-bond interactions of adjacent atoms were excluded.
Experiments on rotaxanes have shown that although a certain moiety itself is
not involved in an interaction, but when a neighboring group is, still a frequency
shift of the free moiety is observed, i.e. the secondary eﬀect77. This results
in a lower (for the OH stretching) and higher (for OH torsion and H-bond
strectching) limiting shift than expected.
The large diﬀerence in behavior of the local mode shifts as a function of
the OH bond length and of the H-bond length shown here is caused by the
large diﬀerence in bond strength in between the covalent OH bond and the
electrostatic H-bond. The relative change in the OH bond length induced by
the additional formation of an H-bond is a few percent and can therefore be
seen as a small perturbation. The relative changes in the length are much
larger for the H-bond (more than 200 %), so that the nonlinear regime is
reached where the H-bond is so weak that its inﬂuence becomes negligible.
Because of this, H-bonds are an interesting system to study the limiting
behavior of molecular interactions stretched to far beyond their optimized
length. We expect that for small variations in the H-bond length with respect
to the optimal length, the correlation of the presented normal modes is linear
as it is for the OH bond length. In our dataset, this linear regime is emerging,
although not enough strong H-bonds are measured to conclusively show this
behavior.
129
55 Far-IR spectroscopy of saligenin-water clusters
5.6 Discussion
The shift of the OH stretching frequencies is directly related to the formation
of intra- and intermolecular interactions. In the far-IR region of the spec-
trum, the assignment relies on dynamical BOMD calculations rather than on
static DFT calculations. The far-IR spectra proved crucial for disambigua-
tion between diﬀerent structure when the mid-IR spectra were not suﬃ-
ciently diagnostic, showing that the far-IR is sensitive to subtle structural
changes25,36. Moreover, several vibrational modes in the far-IR are loca-
lized, as shown by the relative contributions of speciﬁc local modes. Their
vibrational frequencies are quite sensitive to the molecular interactions, such
as the OH torsion and HB stretching vibrations described here. Most vibra-
tional modes in the far-IR however are highly delocalized which makes the
interpretation of the shifts of these modes in terms of the formed interactions
less straightforward. Assignments based solely on the far-IR spectra remain
challenging, due to the large variety of modes present in combination with the
deviations between experiments and calculations of far-IR spectra26,34,35.
The LM model MP2 calculations reproduce the positions of the measured
features in the mid-IR well, while the harmonic M06-2X spectra systemati-
cally underestimate the shifts of strongly H-bonded OH moieties. The rela-
tive intensities (surface area of the experimental features) are matched closely
by the MP2 calculations as well as by the harmonic M06-2X calculations,
although the match becomes progressively worse for more strongly H-bonded
and/or coupled vibrations, for which both theories overestimate the inten-
sity. The anharmonic couplings in the MP2 calculations additionally predict
the appearance, shifts and intensity changes of overtone features that gain
intensity through Fermi couplings for negligible additional computational cost.
In the case of water clusters this is crucial because the presence of additional
features can alternatively be interpreted in terms of additional OH oscillators
and thus larger water clusters.
The LM model makes use of a two-parameter scaling factor that is derived
from the spectrum of the Benzene-(H2O)6 book conformer47,68. The good ﬁt
of the LM model spectrum to the experimental data shows that the employed
MP2 method is transferable from the benzene to the saligenin system. A
similar two-parameter scaling function was determined from the benzene-
(H2O)6 dataset for the M06-2X level of theory: νscaled = 0.8073 ·νlocal+526.24
in cm−1. The results of this two-parameter scaling are visible in Figure 5.11
alongside the spectrum produced using the constant scaling factor. While
130
55.6 Discussion
both OH stretch frequencies are blue-shifted in the constant scaled spectrum
with respect to the experimental data, the blue-shift is larger for the two-
parameter scaled spectrum. This shows that the M06-2X two-parameter
scaling function is not transferable from the benzene water to the saligenin
water system, unlike the scaling function for the MP2 method.
Figure 5.11: Mid-IR spectrum of bare SLG. M06-2X/6-311++G(2d,p)
calculations with a constant scaling factor (0.9426) and with a two-parameter
scaling function are displayed in blue and green, respectively. The two-
parameter scaling function is based on the benzene-(H2O)6 cluster47,68:
0.8073 · νlocal + 526.24 in cm− .
The BOMD far-IR spectrum immediately stands out for the broadened and
more convoluted features when compared to the harmonic spectrum, espe-
cially for the larger clusters. Especially features originating from motions
with a lot of freedom of movement become broadened, which is the case for
the H-bonded water network (e.g. the “Tpi”-feature for SLG-2w in Figure
5.7). Intensities of large amplitude motions such as the OH torsion vibrations
are systematically overestimated by both levels of theory, but show impro-
vements when applying dynamical BOMD calculations instead of harmonic
M06-2x calculations. BOMD also results in a better agreement between the
calculations and experiments in the range from 100 to 400 cm−1, where the free
and weakly bound torsional vibrations are positioned. Possible overtones and
combination bands in the far-IR spectra have not been considered, because
neither of the used theories reproduces these anharmonic features in their
current conﬁguration. We do not expect large contributions from these anhar-
monic eﬀects in this spectral region due to the low intensity of the features
present in the 100 to 400 cm−1 range.
A few of the more localized features in the far-IR that we have identiﬁed
to be diagnostic of the H-bond network are located outside the measured
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range. The H-bond stretching vibrations belonging to weaker H-bond are
mostly present to the red of the experimental cut-oﬀ at 220 cm−1, while
several strongly bound OH torsion features are shifted beyond the limit at
the blue-side of the experimental spectrum. To include these signatures
belonging to weak and strong H-bond interactions when characterizing H-
bonded networks, the experiment should range from 100 to 1000 cm−1, to
enable assignment and characterization of the features at the extremes of the
far-IR.
The assigned structures of Figures 5.7 and 5.8 can be regarded in terms
of the mechanism of formation of the SLG-water clusters. For the SLG-
1w cluster, the water molecule is positioned in the hiatus in between the
methanolic OH group and the phenyl ring. The SLG-2w cluster is shaped
similarly, with the two water molecules bound linearly as they would be
in isolation44,45. The formation of the SLG-2w cluster can therefore occur
both through sequential additions of the water molecules, or through the
interaction of SLG with a preformed (H2O)2-cluster. The SLG-3w-a geometry
is similar to the isolated cylcic water pentamer, forming a bent 10-membered
cycle through OH· · ·O linkages of SLG with water molecules. This structure
can be formed through the addition of a water molecule to the SLG-2w cluster
on the phenolic side of the water molecules, while the OH· · ·pi bound water
rotates to complete the ring. Such a mechanism cannot be imagined for SLG-
3w-b, which requires a signiﬁcant conformational change of the involved SLG
molecule. Possibly the barrier for conformational change for SLG is low, so
that both conformers exist prior to supersonically expanding into the vacuum,
and either can be stabilized through the formation of an H-bond network.
The correlation between the frequencies of H-bond deforming modes to
calculated geometrical parameters depends on the speciﬁc level of theory
used to compute the geometry. To determine these relations without
the inﬂuence of computational choices, the shifts of the vibrational mode
frequencies can be compared to the accurate geometric parameters found by
rotational spectroscopy78. This will allow for the quantiﬁcation of the relation
between band positions and bond lengths in molecules or molecular clusters.
5.7 Conclusions
The IR spectra of the SLG molecule and of SLG water complexes with up
to three water molecules were presented in this chapter, measured in speciﬁc
parts of the far-IR (220 to 800 cm−1) and mid-IR (3100 to 3800 cm−1) spectrum.
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Despite being detected in the mass channels belonging to SLG-(H2O)1 and
SLG-(H2O)2 clusters, the measured spectra were assigned to a SLG-1w and
SLG-2w cluster and two SLG-3w clusters. The assignments were principally
performed on grounds of the mid-IR spectra, although the far-IR spectrum
was crucial in the disambiguation of the assignment of the SLG-2w and SLG-
3w-b geometries. For cluster sizes up to SLG-2w, the assigned structures
show similarities to the structures found for benzyl alcohol-water clusters,
while the SLG-3w geometries show H-bond networks similar to the isolated,
cyclic water pentamer. All isomers except for SLG-3w-b contain the native
structure of the SLG molecule. Moreover all measured spectra are assigned
to the lowest energy isomers found by the conformational searches, except
for SLG-3w-b, which is assigned to the second lowest energy isomer.
Several levels of theory were employed to model the spectra and
were consecutively compared: the LM model MP2 calculations match the
experimental spectra in the mid-IR well, including overtone features that gain
intensity through Fermi couplings. The harmonic M06-2X calculations show
good agreement, but going beyond the harmonic approximation with a simple
LM model aides in assignments. The spectral density in the far-IR region is
higher than in the mid-IR region, making the assignments of the observed peaks
challenging and required the use of sophisticated dynamic BOMD simulations.
We have shown that the shifts in the frequencies of three diﬀerent local
modes (OH stretching, OH torsion and H-bond stretching) all correlate
linearly to the OH length, even when both intra- and intermolecular H-
bonds are included in this analysis. The OH torsion vibration displays the
largest absolute frequency shift when it becomes H-bonded, followed by
the OH stretching vibrations and ﬁnally the HB stretching frequency. The
H-bond stretching vibration however displays the largest relative frequency
shifts. When plotted versus the H-bond length, the frequency shifts displayed
non-linear behavior, saturating for highly stretched H-bonds. The nonlinear
behavior is described using an exponential function, which shows that the
shifts found for inﬁnitely long H-bonds is consistently smaller than what is
expected based on the absence of an H-bond.
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Abstract
IR-UV double resonance spectroscopy relies on the possibility of
applying REMPI spectroscopy to probe the IR absorptions of a
molecule. This requires the presence of a UV chromophore in
the studied molecule. However, many molecules do not contain
a UV chromophore. To be able to measure the IR action spectra
of these neutral molecules in the gas phase, other techniques
should be used. Amongst others, IR-VUV spectroscopy has been
applied relying on the IR-multiple-photon dissociation (IR-MPD)
mechanism to map the IR absorption of the molecules. It has
been shown that IR-MPD becomes increasingly diﬃcult when
moving to longer wavelengths, both because of the decreased
density of states and the increase in the number of photons
required to achieve dissociation. Therefore, a direct, single-
photon method should be utilized to measure the low-energy
vibrations in a molecule. By combining single-photon IR-VUV
action spectroscopy with Velocity Map Imaging (VMI) detection,
this can be achieved. A similar method can be applied to measure
vibrationally excited states of an electronically excited state using
UV-IR-UV spectroscopy.
VMI relies on the radial velocity distribution that ions or electrons
acquire after receiving (a part of) the excess energy in photodis-
sociation or photoionization events. In VMI, the spherical shells
of particles that share the same kinetic energy, called Newton
spheres, are measured using a position sensitive detector (micro-
channel plate and phosphor screen). The performance and optimal
settings of our VMI detector assembly are tested using particle
tracking simulations and experiments. Moreover, the calibration
constant of the detector assembly ζ(V ) as a function of high
voltage is determined both for electron and ion imaging. The ionic
calibration parameter shows nonlinear behavior as a function of the
high voltage, which is the result of Coulomb repulsion and lens
abberations. Lastly, a proof-of-principle experiment on phenol
shows that typical energy diﬀerences introduced by IR absorption
can be detected using VMI.
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6.1 Introduction
In Chapter 1, the requirement for a UV chromophore was discussed for
the application of the IR-UV double resonance technique. In the absence
of a UV chromophore, VUV radiation can be applied together with IR-
MPD to probe the vibrations present in a molecule1,2. If dissociation of
the molecules through vibrational excitation is not attainable however, an
alternative diagnostic is necessary to probe IR absorption by the studied
molecules3. When IR radiation is absorbed prior to ionization, the energy
of the system in excess of the ionization threshold is increased. The excess
energy is distributed over internal energy of the ion, and kinetic energy
(Ekin) for the ion and the electron. Conservation of momentum dictates that
approximately all excess energy is transferred to the electron, so that the
indicator for IR absorption can be the maximum Ekin of the electron ensemble
detached through the ionization process.
Figure 6.1: Schematic representation of (a) a Newton sphere with a single
nodal plane, (b) the two-dimensional projection of the Newton sphere as it is
ﬂattened onto a charged particle detector and (c) slice of the Newton sphere
reconstructed using the inverse Abel transform4 or measured directly using
slicing techniques5,6. Figure adapted from Heck and Chandler7.
Assuming that all ionization events occur in a single point in time and space,
then every ensemble of electrons with a common Ekin will start growing as
a spherical shell, referred to as a Newton sphere, displayed schematically
in Figure 6.1(a). The time-dependent size of this spherical shell is a direct
measure of the Ekin of the electrons, and thus also of the excess energy of
the system upon ionization. Anisotropy of the distribution (e.g. in Figure
6.1(a), where the Newton sphere shows a single nodal plane) is caused by the
interplay of the linear polarization of the ionizing laser light with the transition
dipole moments of the ionized molecules. The total absorption cross section
σ(ν) is a function of these two parameters as:
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σ(ν) ∝ νfi
∣∣∣〈Ψf | E · µ|Ψi〉∣∣∣2 . (6.1)
In equation (6.1), ν is the photon frequency, Ψ is the wavefunction (initial
or ﬁnal state), E is the electric ﬁeld component of the light and µ is the
dipole moment. The angular anisotropy was linked to the initial and ﬁnal state
symmetries of the transition in linear molecules by for example by Reid8, and
can be described by the anisotropy parameter β. The anisotropy parameter
varies between 2 when the maximum intensity occurs for E ‖ µ and −1 when
the maximum intensity occurs for E⊥µ. The polarization direction of the
laser used to conduct the photoionization or photofragmentation experiments
is therefore a crucial parameter in VMI. In all experiments presented in this
chapter, the polarization direction of the laser is parallel to the plane of the
MCP detector, and will be indicated in the electron or ion images.
The basic Velocity Map Imaging (VMI) detector assembly consists of
an accelerator stack, ﬂight tube and a charged particle detector9. The
accelerator stack typically contains a repeller–extractor–ground conﬁguration
with holes in the extractor and ground electrodes. The holes in the plates
provide curved electric ﬁeld lines that act as an electrostatic lens. Charged
particles that share the same velocity but originate from diﬀerent initial
positions are focused to the same position in the focal plane where the
detector is positioned. After passing the electrodes, the particles enter
a ﬁeld-free ﬂight region so that the Newton spheres can expand. After
traversing this ﬂight region the particles are detected by a position sensitive
detector, comprised for example of one or more MCPs, combined with a
phosphor screen and a camera. The focal plane of the VMI lens stack is chosen
to coincide with the detector plane. Therefore, the sharply focused spheres
are projected onto the detector providing the particle distribution displayed in
Figure 6.1(b).
Charged particles that experience a recoil with a component in the
longitudinal direction of the ﬂight tube (perpendicular to the plane of the MCP
detector) will arrive at the MCP detector towards the middle of the electron
or ion images. This eﬀect decreases the sharpness of the measured rings.
Two methods are developed to capture only the central slices of the Newton
spheres in the electron or ion images.
1. A mathematical procedure can be applied to post-process the electron
or ion images, in particular the inverse Abel transform, which recon-
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structs the 3D Newton sphere based on its recorded 2D projection10.
The reconstructed Newton sphere can be used to construct a slice of
the sphere. Various image processing methods based on the inverse
Abel transform have been proposed11–13.
2. An alternative method to obtain a slice of a Newton sphere is to apply
additional ion optics to stretch the Newton spheres in the longitudinal
direction, perpendicular to the detector plane. Gating procedures of
the detector are then applied to measure only the central slice of the
elongated Newton sphere, therefore avoiding the necessity of post-
processing. This experiment has been pioneered successfully both by
Liu et al.6 and Suits et al.5
In this chapter the BASEX implementation of the inverse Abel transform will
be applied to increase image sharpness11,14.
6.2 Experiment
The VMI detector assembly developed in our group must be integrated in
the existing infrastructure described in chapter 2. Molecules are introduced
into the gas phase in a skimmed, supersonic expansion, using either direct
evaporation or laser desorption methods. The capability to perform ReTOF
mass spectrometry should be retained, as well as the possibility to irradiate
the isolated molecules with IR and UV radiation. In this section, we ﬁrst
describe the design of the new VMI stack, after which we discuss how the
stack design is integrated into the existing set-up.
6.2.1 Design of VMI stack: particle tracking simulations
Particle tracking software, in particular the Simion package15 (version 8), is
applied to test the characteristics of diﬀerent accelerator plate geometries.
To set up a series of simulations, the desired geometry is modeled in a
simulation volume of predetermined size, and potentials are deﬁned for
each individual electrode. The electric ﬁeld E in the free space around the
electrodes is calculated using the Laplace equation16:
∇ · E = 0, (6.2)
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where the voltages applied to the electrode surfaces act as the boundary
conditions for this equation. The Laplace equation is solved by Simion in a
potential array, which is a cubic grid of points in space (1mm grid spacing).
Each point on the grid is deﬁned by a scalar potential and by a label indicating
whether the point is part of an electrode or free space. The Laplace equation is
solved for all free space grid points by using the ﬁnite diﬀerences method17,
during the so-called reﬁne process.
The trajectories of particles are calculated as they are initialized in the
reﬁned potential array. Forces on the particles follow from the Lorentz
force law for each time step in a Newtonian trajectory calculation. The initial
properties of the ensemble of particles, such as number of particles, positions,
velocities, mass and charge can be freely deﬁned by the user, so that the
trajectories of both electrons and diﬀerent ions can be studied. Therefore, the
performance of any electrode array can be quantiﬁed in terms of e.g. TOF and
imaging resolution both for fragmentation and photoionization experiments.
Figure 6.2: Simion simulations performed to calculate the resolution achie-
vable using the Jordan VMI geometry. In the bottom panel, a cross section of
the VMI detector assembly shows the repeller-extractor-ground electrodes,
ﬂight tube and MCP detector. The equipotential planes are displayed as red
lines, for Vrepeller = −2 kV; Vextractor = −1.26 kV. In the inset in the top left, the
curved equipotential lines are visible that provide the electron and ion focu-
sing. Eight test particles (electrons) with a 45° angle separation are generated
at three separate points spaced by 1mm, visible in the top middle panels.
The electron trajectories (black lines) end in ﬁve diﬀerent focal spots on the
detector plane, visible in the top right panel.
To quantify the resolution of an electrode geometry, the eﬀects of varying
initial positions and initial velocity vectors on the resulting spot sizes are
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evaluated. Three points in space are deﬁned in the center of the ionization
volume in between the repeller and extractor plates (see the bottom panel
of Figure 6.2) with a mutual spacing of 1mm. Eight particles are initialized at
each of these three positions with identical kinetic energies, yet with velocity
vectors diﬀering by 45° in the xz-plane. This conﬁguration, displayed in the top
middle panels of Figure 6.2, results in ﬁve diﬀerent spots on the detector.
The resulting spot sizes are one-dimensional because the particles have no
velocity component in the Cartesian y-direction. The averaged RMS spot size
σR of the ﬁve bunches is the ﬁnal measure of the quality of focusing of the
VMI detector assembly.
The eﬀects of various geometry alterations are tested in terms of the
resolution: the number of electrodes, the spacing between electrodes, the
hole sizes and square versus round electrodes. The initial design tested using
Simion was provided by Jordan TOF products: a repeller-extractor-ground
conﬁguration with square plates and a spacing of 13mm between repeller and
extractor and 7mm between extractor and ground. The circular holes in the
extractor and ground electrodes have a diameter of 13mm. Using Simion, we
found that altering the electrode spacing does not improve the performance
of the three-plate conﬁguration. The addition of an extra electrode named
L2 in between the extractor and ground plates (not shown in Figure 6.2)
shows a signiﬁcant improvement of the resolution. The hole diameter of the
additional lens plate should optimally be larger than the holes in the ﬁrst two
lens plates. The addition of a ﬁfth electrode named L3 in between the L2
and ground plates provides a small improvement in the resulting resolution of
the VMI detector assembly. Although the improvement of the resolution is
marginal, we expect to be able to use the additional electrode to counteract
experimental imperfections not included in our Simion simulations, such as
stray ﬁelds and misalignment of electrodes.
The ﬁnal design that was implemented is displayed in the inset in Figure
6.3. To avoid confusion with the accelerator stack of the ReTOF mass
spectrometer, the electrodes used for VMI will be labeled L0 (repeller),
L1 (extractor), L2 (ﬁrst lens), L3 (second lens) and G (ground). Circular
electrodes were used with an outer diameter of 80mm, with hole diameters
of 13, 30, 40 and 45mm for L1, L2, L3 and G respectively. The spacing in
between the L0 and L1 electrodes is 14mm, and the spacing between all
further electrodes is 7mm, which forms a compact and eﬀective geometry.
The thickness of the plates is negligible with respect to the spacing between
the plates. Simulations showed that the length of the ﬁeld-free ﬂight region
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was important for determining the measurable energy range. The distance
from the center of the ionization region in between plates L0 and L1 to
the charged particle detector, dVMI is 47 cm. With this geometry, Simion
shows that charged particle kinetic energies are measurable up to 2.5 eV with
a repeller voltage VL0 = 6 kV.
6.2.2 Dual charged particle accelerator stack
The ﬁnal electrode conﬁguration, which combines the VMI and ReTOF
stack, has the two detector assemblies positioned in opposite directions,
perpendicular to the molecular beam axis (Figure 6.3). The VMI detector
assembly requires plate L1 and the further lens plates to have open holes to
be able to acquire sharp electron or ion images. The L1 and L0 electrodes
of the VMI stack also act as repeller and extractor, respectively for the
acceleration of ions towards the ReTOF mass spectrometer, so that the
repeller electrode for the mass spectrometer has a central hole.
The ground electrode of the ReTOF mass spectrometer stack is round with
a gridded hole, similar to the ReTOF extractor plate (see inset of Figure 6.3.
Three smaller, square plates with attached cylinders are the components of
an Einzel lens (taken from the Jordan ReTOF stack), that can be used to focus
the ions towards the ReTOF MCP detector. The ﬁrst plate of the Einzel lens
is spaced 2mm from the ReTOF ground electrode. Wires to all plates run
alongside the stack in grounded shielding cylinders (added to Simion model,
see Figure 6.3). The complete stack is mounted to a single ring, so that the
electrodes are mutually parallel. The XY plates consist of a planar and a U-
shaped electrode, which are mounted in the ReTOF mass spectrometer. The
folded geometry of the plate creates bent electric ﬁeld lines that transversely
focus the ion beam, so that an increased fraction arrives at the MCP detector.
For the VMI detector assembly in the downwards direction, a ﬂight
tube of 422.5mm length with an internal diameter of 48mm was installed,
manufactured of mu-metal to shield the ﬂight region from both electric and
magnetic ﬁelds. This minimizes deformation of the measured electron or
ion images by stray ﬁelds. The charged particle detector stack consists of
a double MCP in the chevron conﬁguration and a ﬁberoptic P47 phosphor
screen mounted to a DN100 conﬂat vacuum ﬂange (Photonis 36626PS). The
pore size of the MCP detectors is 10µm, with a center-to-center spacing of
12µm. Ions or electrons that hit the walls of the pores of the MCPs result in
a cascade of electrons, which hits the phosphor screen resulting in a ﬂash of
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Figure 6.3: Schematic representation of the molecular beam experiments
developed for performing IR-UV action spectroscopy with both ReTOF and
VMI detection. In the inset, the electrode assembly is shown in detail,
highlighting the ﬂight tubes, accelerator plates, two wire leads, Einzel lens
and XY-plates. The electrodes applied during ReTOF mass spectrometry are
labeled R-E-G, colored green, yellow, red. The electrodes used for VMI
detection are labeled L0-L1-L2-L3-G, colored yellow, green, dark green, blue
and red. Figure adapted from Rijs and Oomens18.
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light. The ﬂashes of light are recorded using a CMOS camera (IDS U-3240-
ML).
As an alternative mode of detection, a current detector is applied to
measure the total current passing through the MCP detectors as a result of
the electron cascades. This is implemented by measuring the current delivered
by the HV power supply that is connected to the back of the second MCP
detector, which delivers the largest current. The signal from the current
detector is measured using a Hewlett Packard Inﬁnium 54825a oscilloscope,
providing a sensitive detector for the time of arrival of diﬀerent ensembles of
particles. This detector will allow for the use of the VMI detector assembly
for TOF experiments where ions are separated based on their mass. The mass
resolution will be inferior to the Jordan Re-TOF mass spectrometer because
of the much shorter distance traversed by the ions to the detector.
The resolution of the designed charged particle accelerator stack has been
investigated using Simion, using a similar series of simulations as described in
the previous section. For these simulations, ﬁve points of origin were chosen:
The center of the interaction region, two points at ± 0.5mm along the z-axis
and two points at ± 0.5mm along the longitudinal x-axis. Eight electrons are
initialized at each of these ﬁve points, with 45° mutual angles. All particles
receive an initial Ekin of 1 eV. Again, the averaged RMS spot size σR is a
measure of the quality of focusing.
The optimal settings are ﬁrst explored while using only electrodes L0 and
L1 (see Fig. 6.3). The two electrostatic lenses L2 and L3 are set to the
ground potential, along with all other components present in the simulation
volume. The resulting spot sizes are reported in Figure 6.4 as a function of
the voltage on electrode L1 (VL1), for three diﬀerent applied voltages VL0.
For optimal focusing the ratio VL1/VL0 = 0.65 ± 0.02, with spot sizes ranging
from 137µm for VL0 =−2 kV to 111µm for VL0 =−3 kV. The quality of focusing
increases for higher accelerating potentials. However, the size of the electron
image decreases, so that the relative spread σR/R is constant. To be able to
compare all simulations, the repeller voltage will be kept constant at −2 kV in
the following simulations.
In Figure 6.5, the eﬀect of applying a potential to plate L2 on the resulting
spot size is evaluated. With VL0 = −2 kV, both VL1 and VL2 were scanned in
steps of 2V, with VL3 ﬁxed at ground. The minimum spot size that can be
attained while using three plates, σR = 19µm, is almost an order of magnitude
better than with two electrodes. The minimal spot size is found with VL2
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Figure 6.4: Averaged RMS spot size σR of the spots in the electron images,
as a function of VL1, with VL0 is 2, 2.5 or 3 kV. A ground potential was applied
to electrodes L2, L3 and G. Optimal focusing is achieved with a ratio VL1/VL0
= 0.65± 0.02.
= −1782V and VL1 = −1580V, so that the particles are decelerated when
traversing the space in-between these electrodes. We see that the spot size
is signiﬁcantly more sensitive to voltage VL1 than to VL2. Moving away from
the optimum, a diagonal curve is observed where the spot size remains small
for changing values of VL1 and VL2.
Finally, the eﬀect of applying an additional potential to plate L3 is
evaluated, by performing similar simulations as presented in Figure 6.5. The
potentials applied to electrodes L2 and L3 are scanned in steps of 2V, with
ﬁxed voltages applied to plates L0 and L1. Electrode L0 was ﬁxed for all
simulations at −2 kV, and VL1 was changed from −1560V to −1660V for
diﬀerent simulation runs. The minimum spot size achieved was recorded for
each setting of VL1, along with the voltages applied to electrodes L2 and L3
for which this minimum spot size was found. The special case where VL3 = 0V
(Figure 6.5) is included at VL1 = −1580V. The results of these simulations are
presented in Figure 6.6.
In Figure 6.6(a) and (b), we observe that the optimized voltages L2 and
L3 change non-linearly as a function of VL1, as shown by quadratic ﬁts to the
data. If VL1 is varied by 100V, VL2 should be changed by 250V to maintain
the optimized focusing conditions, and VL3 by 1900V. Moreover, the minimum
spot size (Figure 6.6(c)) does not decrease much by the addition of electrode
L3, from 19µm for VL1 = −1580V to 17µm for VL1 = −1630V. Although σR
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Figure 6.5: Averaged RMS spot size of the electron bunches arriving at the
detector, as a function of the voltages applied to the L1 and L2 electrodes,
with a voltage of 2 kV applied to electrode L0. A ground potential was set for
the L4 and ground electrodes. With VL0 = 2 kV, the minimum RMS spot size is
19µm.
improves only slightly, lens plate L3 can be used to counteract experimental
imperfections not included in our Simion simulations.
6.2.3 Reﬂectron time-of-ﬂight detection of ions
The dual charged particle accelerator stack is designed so that both VMI
and Re-TOF experiments can be conducted without having to make any
adjustments to the physical electrode conﬁguration. To test the performance
of the new geometry for Re-TOF mass spectrometry, the full detector set-up
is modeled in Simion. One of the measures to test the quality of the stack for
ReTOF detection is the acceptance volume. This is the volume from which
ionized particles will reach the MCP detector. In the simulation, ions are
initialized in between the repeller and extractor plates at every point of a
three dimensional cubic arrangement with 1mm spacings, so that the whole
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Figure 6.6: Optimized settings of the electrode potentials (a) L2 and (b)
L3 and (c) resulting RMS spot size of the electron bunches arriving at the
detector, as a function of VL1. A voltage of −2 kV is applied to electrode L0
and a ground potential was set for the ground electrodes. With VL0 = −2 kV,
the minimum RMS spot size is 17µm. Quadratic ﬁts to the data are displayed
in red.
space in between the electrodes is sampled. The ions are given a velocity of
559m/s in the direction parallel to the plates matching the terminal velocity of
an Argon expansion19. The ions have a mass of 223.2 u, which represents the
molecule carbobenzyloxy-L-alanine (Z-Ala), a regularly used test molecule.
The applied electrode potentials are based on experimental values set for
optimized detection of Z-Alanine: Vrep = 3224V, Vext = 2650V (ratio Vext/Vrep
= 0.82).
This method is ﬁrst tested using the Jordan ReTOF mass spectrometer
described in Chapter 2, with square electrodes, a repeller plate without hole
and gridded holes in the extractor and ground plates. In Figure 6.7(a), the
results of this simulation are displayed. The gridded hole in the extractor plate
is displayed in the top of Figure 6.7(a) as a black circle. The bottom z-y plane
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Figure 6.7: Acceptance volumes (left panels) and potential energy landscapes
(right panels) in the dual charged particle accelerator stack for (a) Standard
Jordan TOF stack (b) Dual charged particle stack (c) dual charged particle
stack with VL2 = 6 kV. In all three situation Vrep = 3.224 kV and Vext = 2.65 kV
with ground potentials on all other electrodes. In the left panels the gridded
holes in the extractor and the open holes in the repeller plates are displayed,
along with the center-line of the detector assembly. In the right panels, the
equipotential planes are symbolized by red lines. The center of the interaction
region is the blue cross, the inﬂection point from where ions are accelerated
towards the ReTOF mass spectrometer lies at the red cross.
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in the plot is the repeller electrode, which is a solid plate. The center-line of
the detector assembly, that runs from the center of the extractor hole to the
center of the repeller plate is indicated by a dotted line. Outlined in red is the
acceptance volume, which is located on the inside of the vase-like shape. The
acceptance volume runs from the repeller to the extractor plate. In the plane
in between the repeller and extractor plate, the cross-section of the volume
has a long axis of 2.6mm and a short axis of 1.4mm, which grows to 4.7mm ×
2.4mm at the hole in the extractor plate. It is not rotationally symmetric, nor
is it centered on the center-line of the detector assembly because of the initial
forward momentum of the ions in the simulations and the forward momentum
that the ions require to pass the reﬂectron and end their trajectory on the
MCP detector.
A crucial parameter for the ReTOF mass spectrometer is the volume of
overlap of the molecular beam and the ionizing laser beam. Both beams have
a Gaussian proﬁle, so that the resulting ionization volume (the volume within
which ionization events can occur) is an ellipsoid containing an ion cloud with
a Gaussian proﬁle in all three dimensions. The ions in the volume exhibit
a velocity spread, which is larger in the longitudinal than in the transverse
direction. In the case that the laser beam is not focused, the laser beam size
is comparable to the molecular beam size: the molecular beam is skimmed
by a 1.5mm pinhole prior to entering the accelerating stack, the laser beam
RMS diameter is approximately 1mm. In this case the ionization volume
is approximately spherical. If the laser beam is tightly focused however,
which is necessary for speciﬁc experiments, the laser beam diameter is
much smaller than the molecular beam diameter, resulting in a cigar-shaped
ionization volume with a high aspect ratio. The the ionization volume should
be overlapped as much as possible with the acceptance volume, so that all
ionized particles are accelerated towards the MCP detector. In the direction
of propagation of the ionizing laser, the acceptance volume is smaller than the
ionization volume, while it is larger in the orthogonal transverse dimension.
When a hole is present in the repeller electrode as is the case with the
dual charged particle accelerator stack, the ﬁeld geometry is changed as
seen in the right panel of Figure 6.7(b), resulting in a more irregularly shaped
acceptance volume visible in the left panel. Note that the shape of the volume
is approximately rotationally symmetric around the TOF axis, resembling a
wide trumpet cone with a central protrusion. The shape is asymmetric again
because of the forward momentum of the ions and momentum required for
the ions to reach the MCP detector. At the extractor plate the size of the
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cross-section of the volume is 5 × 2mm. At the central plane in between
the repeller and extractor, the cross-section of the acceptance volume has an
inner ellipse with 2 × 1mm axes and an elliptical outer ring with inner size
ranging from 6.5 to 9mm. The inner protrusion extends for 2mm towards the
VMI detector from the center, so that the acceptance volume does not extend
to the repeller plate. The equipotential planes explain this behavior: the
planes bulge through the hole in the repeller, visible in the right panel of Figure
6.7(b). Therefore, an inﬂection point is present in between the repeller and
extractor (red cross in Figure 6.7(b)) beyond which ions become accelerated
towards the MCP detector. Although this volume covers the center of the
interaction region ionization volume, misalignment of the ionization volume
in the direction of the VMI detector or energy spread in the beam (which is
inevitable) will result in signiﬁcant signal loss.
To correct for the irregular acceptance volume and the inﬂection point
observed for the implemented electrode geometry, a high-voltage of 6.0 kV
is applied to lens plate L2, adjacent to the repeller. The equipotential planes
now no longer bulge through the hole in the repeller, being approximately
parallel to the repeller at the position of the hole in the right panel of Figure
6.7(c). The inﬂection point (red cross), from where particles are accelerated
towards the VMI detector is now moved past the repeller plate. In this case,
the acceptance volume reverts to the vase-like shape observed for the Jordan
stack (Figure 6.7(a)). The acceptance volume grows in size with respect
to the conventional Jordan detector assembly, due to the larger electrodes
that provide a more homogeneous ﬁeld, which should also improve the mass
resolution of the ReTOF detector. At the center of the interaction region
the size of the cross-section is 4.5 × 2.4mm, while it is 6.1 × 3.4mm at the
position of the extractor. In conclusion, the irregular behavior of the ReTOF
mass spectrometer that is caused by the hole in the repeller plate can be
avoided by applying a suitable high voltage to lens plate L2.
6.3 Calibration of ion and electron imaging
Experiments are conducted to characterize the detector stack using an expan-
sion of NO molecules in argon. Using the relatively high-energy electrons that
result from the photoionization of NO molecules through (1+1)-REMPI at
225 nm (1.70 eV), the velocity-per-pixel calibration is performed as a function
of the accelerating potential, so that the VMI detector assembly can be applied
to measure absolute electron energies.
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The combination of a Quanta Ray Nd:YAG laser (Spectra Physics) and
Liopstar dye laser (Lioptec) is utilized to generate the UV radiation necessary
to ionize NO molecules. Using coumarin 47 laser dye and doubling the output
frequency, typical output energies of 1mJ per pulse are achieved at λ =
225 nm. The laser pulses are focused into the interaction region using a 250mm
focal distance quartz lens. An expansion of 1% NO in argon was collimated
using a skimmer approximately 40mm downstream from the pulsed valve
and a 1.5mm pinhole 100mm downstream from the skimmer, which is 10mm
upstream from the edge of the accelerator stack. A variety of high-voltage
power supplies (Fug, Bertan), sharing a common ground potential, are applied
to generate the necessary potentials on all accelerator and MCP electrodes.
The REMPI spectra are recorded using the ReTOF mass spectrometer and
acquired by an acquiris digital acquisition card.
Figure 6.8: a) (1+1)-REMPI spectrum of the transition from the X2pi 1
2
to the
A2Σ+ state in NO, together with the calculated spectrum at 6.5K, calculated
using PGopher20–22. b) Ion spot of NO+ ions recorded with experimentally
optimized VMI settings for a minimal spot size: (VL0, VL1, VL2, VL3) = (3.03 kV,
2.41 kV, 2.42 kV, 1.08 kV).
The (1+1)-REMPI spectrum of neutral NO is reported in Figure 6.8(a). The
vibronic origin transition from the X2Π 1
2
to the A2Σ+ state is used to record
the spectrum, measured at λUV = 226.3 nm20. The branches of rotational
transitions within this transition are resolved and labeled21. Using the relative
intensities of the rotational transitions, the rotational temperature Trot can be
determined based on the Boltzmann distribution (see equation (2.1)), which is
a measure for the eﬃciency of the supersonic expansion cooling of the applied
combination of pulsed valve and skimmer. Here, this is done by simulating
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the REMPI spectrum of NO molecules with a speciﬁc temperature using the
PGopher software22 and comparing it to the measured spectrum (see Figure
6.8). From this comparison, the rotational temperature of NO is determined
to be 6.5±1K. The spectrum calculated using the assigned temperature is
displayed alongside the experimental spectrum in Figure 6.8(a).
The optimal electrode settings of the VMI detector assembly for ion
imaging can be found by minimizing the NO+ ion spot size. Since all zero-
kinetic energy ions should be focused to a single spot on the MCP detector
for perfect VMI conditions. Optimal focusing was achieved for the following
electrode settings: VL0 = 3.03 kV, VL1 = 2.41 kV, VL2 = 2.42 kV and VL3 =
1.08 kV. The spot achieved for these settings is displayed in Figure 6.8(b),
with the directions of propagation of the molecular beam and the laser beam
indicated in the image. The polarization direction of the laser is in-plane of the
detector (parallel to the repeller and extractor plates). The spot has a FWHM
of 5 pixels in the horizontal dimension and 11 pixels in the vertical dimension.
The asymmetry is caused by increased energy spread of the molecular beam in
its propagation direction. Using the fact that the full 40mm detector takes up
932 pixels in the camera image, the FWHM spot size on the phosphor screen
is therefore 215 × 472µm.
Using inverted high voltages, the electrons resulting from the photoioni-
zation of the NO molecules are accelerated towards the MCP detector. The
1.70 eV energy of the electrons results in a two-fold symmetric electron image,
as can be seen in Figure 6.9(a). The raw image on the left-hand side of Figure
6.9(a) shows the intensity distribution expected for the projection of a spher-
ical shell, with intensity slowly decreasing towards the central nodal line. The
high voltages applied to achieve this sharp image are VL0 = −3.30 kV and VL1
−2.27 kV. The inverse Abel transform is applied to the data using the BASEX
algorithm11,14, resulting in the right-hand side of Figure 6.9(a), where the
reconstructed central slice of the electron image is displayed. This distribu-
tion is signiﬁcantly narrower than the raw data.
The azimuthal integration of the Abel inverted image is displayed in Figure
6.9(b), showing the counts as a function of the radial position. The maximum
of the ring occurs at 360 pixels, so that the diameter of the electron image
at the MCP detector is approximately 37.2mm, ﬁlling almost the complete
detector surface. The radius of the Abel inverted image combined with the
electron energy provides the calibration constant ζelec for electron imaging for
these speciﬁc HV settings. The calibration constant represents the velocity
per radial length, so that it is in units of ms·pix . Determining ζelec using a single
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Figure 6.9: (a) Electron image of NO, with the raw data presented on the
left-hand side of the image and Abel inverted data on the right. The electron
image was recorded with VL0 = −3.30 kV and VL1 = −2.27 kV (b) azimuthal
integration of the Abel inverted image.
electron energy assumes that the center of the electron image represents the
zero-kinetic energy point, and the distance of a particle to this center linearly
corresponds to its radial velocity.
The calibration of the VMI detector assembly will also be accelerating
gradient dependent: for higher voltages, the time-of-ﬂight of the particles
decreases, as does the radius of the electron image. Therefore, the electron
image of NO was measured for varying accelerating gradients, providing
the velocity per pixel calibration as a function of this gradient, displayed
in Figure 6.10. We see that the calibration constant depends linearly on
the accelerating potential. A linear ﬁt of the data provides the following
dependence of the calibration constant on the accelerating potential Vacc =
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Figure 6.10: Calibration constant of the VMI detector assembly as a
function of the accelerating potential that the electrons released from the
photoionization of NO molecules at the center of the interaction region
1
2 (VL0+VL1). The linear ﬁt to the data is described by ζelec(V ) = 308 ·V +1286
in ms·pix (see equation (6.3)).
1
2(VL0 + VL1) by
ζelec(V ) = 308± 7
[
m
s · pix · kV
]
· Vacc[kV ] + 1286± 20
[
m
s · pix
]
. (6.3)
The relative error in the ﬁt is 2%, which is introduced by variations in the
alignment. When molecules become ionized closer to or further from the
repeller, this causes the eﬀective accelerating potential for the electrons to
change despite the HV settings remaining the same. Moreover, a changing
laser power and local molecular density (both vary up to a factor of two) in
the ionization volume can result in an increased density of electrons, increasing
the Coulomb repulsion and therefore increasing the size of the electron image.
A similar calibration is performed for ion imaging using O2 photodissociation
experiments. The photodissociation behavior of oxygen has been studied in
much detail23,24, resulting in rich patterns in the ion images. The REMPI
spectrum of oxygen was measured in an expansion of 100% oxygen using
the ReTOF mass spectrometer. The (2+1)-REMPI spectrum of O2 for the
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X3Σ−g to B3Σ−u , v=2 vibronic transition is presented in Figure 6.11(a), with
central wavelength λUV = 225.0 nm (two photon wavenumber displayed)25.
The rotational state transitions present in the spectrum are assigned to
diﬀerent Q-branches. The dominant rotational temperature of the measured
oxygen spectrum is 14±5K, assigned through comparison to the calculated
spectrum in green. Note that the reported vibronically excited state of oxygen
is intersected by predissociative states, quenching the intensity of speciﬁc
transitions so that the rotational temperature cannot be determined to a high
degree of accuracy.
To dissociate oxygen molecules, the Q21(1) transition was excited (blue
colored peak in Figure 6.11(a)), using tightly focused laser pulses with λUV
= 225.0 nm and an energy content of 1mJ. The ion image belonging to this
transition was recorded using VL0 = 5.50 kV and VL1 = 3.757 kV, with the raw
image presented on the left and the Abel inverted image on the right-hand
side of Figure 6.11(b). The polarization direction of the laser is in-plane of the
MCP detector.
The azimuthal integration of the Abel inverted ion image shows six diﬀerent
peaks, for which the dissociation mechanisms are known23. The four peaks at
lower kinetic energies are due to neutral dissociation of the oxygen molecules
upon absorption of three photons, resulting in oxygen atoms in four diﬀerent
excited states: 3P, 5P, 3S and 5S. Through absorption of another photon, these
atoms become ionized. Because of the diﬀerent internal energies of the atoms,
four diﬀerent rings are observed in the ion image, labeled in Figure 6.11(c).
The higher kinetic energy rings observed in the ion image are caused by
auto-ionization of oxygen molecules after excitation by three photons. Follo-
wing auto-ionization, the ion can absorb an additional photon, fragmenting to
a neutral oxygen atom and an atomic oxygen ion. The O+2 ions are in diﬀerent
vibrationally excited states after auto-ionization, which introduces additional
kinetic energy spread for the O+ ions. The features observed here are the
result of the v = 18, v = 20 and v = 23 vibrationally excited states of the
oxygen ions, which are labeled as ν18, ν20 and ν23 in Figure 6.11. The features
belonging to the 5S oxygen atom and the ν18 vibrationally excited state of the
molecular ion are congested, so that their positions are not well-deﬁned, and
they are not used in the ion energy calibration.
An important distinction between photoionization and photodissociation is
that for ionization practically all Ekin is carried by the electrons because of the
mass diﬀerence of at least three orders of magnitude between the electrons
and ions. In the case of dissociation experiments, the resulting fragments
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Figure 6.11: a) (2+1)-REMPI spectrum of O2 for the X3Σ−g to B3Σ−u , v=2
vibronic transition, and the calculated spectrum at Trot = 14K in green,
calculated using PGopher22. The most intense peak highlighted in blue is used
to record the ion images. b) The raw (left) and the Abel inverted (right) ion
image recorded with VL0 = 5.50 kV and VL1 = 3.76 kV, with the direction of
propagation of the laser and molecular beam indicated. The polarization of the
laser is in-plane of the MCP detector. c) Azimutal integration of the oxygen
dissociation ion image. Two main processes are observed: neutral dissociation
followed by ionization of the atoms (3P, 5P, 3S, 5S) and dissociation of
vibrationally excited O+2 (ν18, ν20, ν23).
typically have a more similar mass, so that the Ekin is more evenly distributed
between the products than for ionization. In the case of oxygen dissociation,
the Ekin is distributed equally between the two oxygen atoms/ions; the total
Ekin release is twice that of the measured energy for the individual oxygen
ions. The Ekin release reported in Figure 6.11(c) represents the individual Ekin
of the oxygen atoms. The 3P (Ekin = 0.22 eV), 5P (Ekin = 0.34 eV), 3S (Ekin
= 0.98 eV), ν20 (Ekin = 1.40 eV) and ν23 (Ekin = 1.61 eV) features are used to
158
66.3 Calibration of ion and electron imaging
perform the ion kinetic energy calibration.
Figure 6.12: Calibration constant of the VMI detector assembly as a
function of the accelerating potential that oxygen ions released from the
photodissociation of oxygen molecules at the center of the interaction region
1
2 (VL0 + VL1). A quadratic ﬁt to the data shows that the calibration constant
can be estimated with reasonable accuracy based on the accelerating potential:
ζion(V ) = −0.17 · V 2 + 3.1 · V + 5.1 in ms·pix (see equation (6.4)).
The calibration constant for ion imaging ζion (velocity per radial distance in
m
s·pix ) is presented in Figure 6.12 as a function of the accelerating potential
Vacc. Due to the application of a large range of high voltages, nonlinear
behavior is uncovered, which is modeled using a quadratic ﬁt to the data:
ζion(V ) =− 0.17± 0.03
[
m
s · pix · kV 2
]
· V 2acc[kV 2]+
3.1± 0.2
[
m
s · pix · kV
]
· Vacc[kV ] + 5.1± 0.3
[
m
s · pix
]
. (6.4)
The images of electrons and ions with the same kinetic energy are expected
to display the same radius. While the lighter electrons have a higher radial
velocity when the excess energy is converted to kinetic energy, their time-of-
ﬂight through the VMI detector assembly is similarly shortened. These two
eﬀects cancel. The calibration constant of the ions is two orders of magnitude
lower than the calibration constant of the photoelectrons however, because it
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is proportional to the velocity of the particles, and thus with the square root
of the mass of the imaged particles.
The nonlinear behavior of the calibration constant at low accelerating
voltages is the result of Coulomb repulsion between the ions. Since the
radius of the ion image increases for the low accelerating potentials, the
features become less prominent, so that the laser intensity was increased
to be able to accurately detemine their radius. Therefore, the charge density
upon ionization increases, and the radius of the sphere is additionally increased
by the Coulomb repulsion, lowering the calibration constant. We expect lens
aberrations of the electrostatic lens to also promote nonlinear behavior in
the calibration parameter9. An analysis of the eﬀects of electrostatic lens
aberrations on the image quality is beyond the time frame of this thesis.
6.3.1 Proof of principle experiments
Combining VMI with the IR light sources present at the FELIX laboratory will
open up the possibility of performing IR-VUV spectroscopy without relying
on molecular fragmentation, as is explained in section 6.1. This enables
far-IR-VUV experiments using IR wavelengths that are too long to induce
fragmentation, as well as UV-IR-UV experiments that probe the vibrations of
the electronically excited state. To be able to conduct these experiments it is
required to observe the energy diﬀerence in the electron ensemble induced by
the absorption of IR radiation. The observability of a speciﬁc energy diﬀerence
can be tested by using diﬀerent ionization schemes, using for example two
diﬀerent UV wavelengths in the REMPI process.
In a proof of principle experiment, phenol (PHNL) was used as a test
molecule of intermediate size seeded in an expansion of argon. Two diﬀerent
electron images were recorded for the photoionization of PHNL, in Figure
6.13. Both the raw and the Abel inverted images are displayed. The applied
frequencies are νUV = 36 361 cm−1, which corresponds to the origin transition
and 37 146 cm−1, which corresponds to the 1210 vibronic transition26. The
electron images were recorded using electrode voltages VL0 = −2.5 kV, VL1
= −1.72 kV, VL2 = VL3 = 0 kV, resulting in a calibration constant ζ = 1860
m
s·pix . The propagation direction of the laser and molecular beam are indicated
in the electron images in Figure 6.14; the polarization direction of the laser
is parallel to the plane of the MCP detector. Azimuthal integrations of the
images result in the photoelectron spectra of Figure 6.14.
If the photon energy used in the (1+1)-REMPI process is increased, then
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Figure 6.13: Electron images of the photoionization of phenol recorded for
(a) the origin transition and (b) the 1210 vibronic transition. The raw electron
images are displayed on the left and the Abel inverted images on the right-
hand side of both (a) and (b). The direction of propagation of the UV laser and
the molecular beam are indicated, the polarization of the laser is in-plane of
the detector. The horizontal lines are guides to the eye, showing the increased
diameter of the 1210 transition electron image. The colormap is inverted, ranging
from red for zero signal to blue for maximum signal strength.
the maximum Ekin available for the electrons is increased twice as much. The
excess energy diﬀerence between the two diﬀerent schemes is therefore
195meV, which corresponds to 1570 cm−1. This energy corresponds to the
excitation energy of an N-H bending vibration in the mid-IR for example, which
is a diagnostic band for IR spectroscopy of biomolecules27,28.
The photoelectron spectrum of PHNL (Figure 6.14) has been published
previously29. The features in our spectra match the features attributed to
vibrationally excited states of the PHNL ions reported by Anderson and
coworkers, yet are broadened due to high laser powers. The electrons
from the photoionization leading to ground state PHNL ions have the highest
kinetic energy, because all excess energy is converted to kinetic energy of the
electrons. The features related to this process are labeled with dashed lines in
Figure 6.14. The crucial observable, which is the diﬀerence in maximum kinetic
energy available for the electrons is 0.197 eV, which matches the expected
value of twice the diﬀerence in photon energy. Moreover, we see that
signiﬁcantly smaller energy diﬀerences would also be detectable, showing
the value of the VMI technique for IR-VUV and UV-IR-UV spectroscopy.
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Figure 6.14: Electron energy distribution found for the photoionization of
PHNL using two diﬀerent UV transitions: νUV = 36 361 cm− (green) and
37 146 cm− (black). The dashed lines indicate the peaks related to electrons
released by ionization to the ground state of the PHNL+ ion. The diﬀerence
in maximum electron kinetic energy is 0.197 eV, which matches the diﬀerence
expected for the used REMPI-schemes.
6.4 Conclusions
A velocity map imaging (VMI) detector assembly was added to the molecular
beam experiment, enabling the measurement of the kinetic energy of ions
or electrons after photoionization or photodissociation. The design of the
detector assembly is based on particle tracking simulations in the Simion
package on diﬀerent geometries, varying in number of plates, hole sizes in
the lens plates and plate geometries. The performance of the ﬁnal design
is further characterized using simulations varying the high voltages applied to
the diﬀerent electrodes.
The design was implemented in the experiment and characterized using
two model systems, nitric oxide and molecular oxygen. Photoionization
experiments on nitric oxide provided the calibration constant for electron
imaging as a function of the applied accelerating potential. Photodissociation
of molecular oxygen was used for the calibration of the VMI detector
assembly applied to ion imaging. Lastly, a proof-of-principle experiment on
the photoionization of PHNL showed electron kinetic energy distributions
matching literature.
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Outlook
Based on the experiments presented in this chapter, we expect to be able
to perform single-photon IR-VUV spectroscopy to study the vibrationally
excited states of the electronic ground state of molecules without a UV
chromophore using Velocity Map Imaging (VMI). The electron images of PHNL
show that energy diﬀerences down to 0.1 eV are easily observable, so that
the application of VMI for single-photon IR-VUV experiments is feasible for
frequencies at least down to 1000 cm−1. A follow-up experiment would be
to apply the VMI detector assembly for UV-IR-UV spectroscopy to study the
vibrationally excited states of an electronically excited state (see chapter 1).
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Abstract
Many important biomolecules exist naturally in their ionic state
(positively of negatively charged) or are stabilized by metal ions.
Therefore, we aim to advance our study of biomolecules by
including ions and ionic complexes using the techniques discussed
in the previous chapters. gas-phase infrared spectroscopy under
cold and isolated molecular beam conditions has proven to be an
excellent tool to study the structure and intrinsic properties of
neutral (bio)molecules. We have now developed an ion source
where the molecules in a seeded supersonic expansion interact
with a plasma plume created through laser plasma formation at
a metallic surface. This new source allows us to study the intrinsic
properties of these ionized states using IR- and UV spectroscopy
through TOF or VMI detection.
Here, we present the characteristics of our new source for gas-
phase molecular ions and metal ion-molecule complexes. The ﬁrst
experiments focus on expansions seeded with the small and medi-
um-sized molecules acetonitrile and phenol seeded in expansions
of either argon or helium. These molecules interact with a plasma
plume created from a copper or aluminum target by tightly focused
laser pulses from a frequency doubled Nd:YAG laser (532 nm).
Mass spectra are measured of the cationic species present in the
resulting molecular beam, showing complex formation, collision
induced ionization and fragmentation. Large complexes were
observed with masses higher than 800 amu, showing the capability
to produce and detect heavy (clusters of) molecules bound to
metal ions. Various extensions of the source should be considered
such as implementing laser desorption for evaporating larger
molecules and mass selection for isolation of speciﬁc species.
Finally, we discuss a perspective on conducting experiments on
anions in the molecular beam.
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7.1 Introduction
Numerous functional systems in the human body include a metal ion, forming
an ion-molecule complex. Examples of this are an iron ion contained in blood
platelets for oxygen transport1 and a magnesium ion bound to adenosine
triphosphate for energy transport2. Without the presence of a metal ion,
a biomolecule can also exist naturally in a charged state, stabilized by
interactions with itself or with its environment. Therefore, it is important to
be able to study charged biomolecular systems in detail.
Focusing on peptides and proteins, the biological environment consists
of water, salts (metal ions), other proteins, ligands and cofactors (small
functional molecules such as hormones and neurotransmitters). Interactions
with this biological environment inﬂuence the folded shape and dynamics
of these biomolecules. Gas-phase spectroscopy has been shown to be an
eﬀective tool to study the three dimensional shape and binding behavior of
biomolecular ions3–12 and complexes13–16. Therefore, we aim to develop a
molecular beam source to produce ions and ion-molecule complexes under
cold and isolated conditions.
Under molecular beam conditions, the ingredients of the biological environ-
ment can be built up one molecule at a time, as was shown for water mole-
cules in chapter 5. In our experiment, the ReTOF mass spectrometer can be
applied to measure electron detachment and photodissociation events of ionic
species, by probing the relative populations of the related cationic species. For
some experiments this requires an extra ionization step using (V)UV radiation.
Moreover, the VMI detector assembly discussed in chapter 6 can be applied to
measure the kinetic energy of both fragments and electrons that result from
these events. This provides information about the vibronic state structure of
the complex. The combination of tunable IR- and UV radiation with ReTOF and
VMI detection can therefore provide an in-depth view of these complexes,
provided we can produce cold species in measurable quantities.
A large variety of ion sources has been developed previously to produce
isolated ions and ionic complexes, including electrospray ionization17, laser
ablation18,19, electric discharge20, sputtering21, electron impact22, matrix-
assisted laser-desorption ionization (MALDI)23 and soft electron attachment
sources24,25.
We aim to seed the molecular beam in our experiment (see chapter 2)
with ions, in order to supersonically expand the molecular ions into the
vacuum, cooling their internal degrees of freedom and isolating them from
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external inﬂuences. This provides an advantage with respect to the room
temperature ions produced by electrospray ionization applied for many ion
trap experiments. Moreover, a supersonic expansion source is compatible
with the ReTOF and VMI detector assemblies implemented in our experiment.
Other ion sources such as sputtering and discharge sources provide a high-
energy environment for the molecules and ions, resulting not only in ionization
but also dissociation of the seeded species. This is not desirable for
the detection of intact biomolecular ions and complexes. The techniques
soft electron attachment and laser ablation can be applied using the same
experimental set-up, providing ﬂexibility in the production of positive and
negative ions. These techniques for ion production are also compatible with
our current molecular beam set-up.
Our ion source is inspired by the design of Bowen25 and Boesl24. The
working principle of these sources is based on the release of low-energy
electrons from a metal surface through laser-induced photoelectron emission.
A metal surface is placed near the origin of the seeded supersonic expansion,
so that the low-energy electrons are allowed to interact with the seeded
molecules, creating anionic species through soft electron attachment. The
kinetic energy of the electrons as they are released from the metal surface
is determined by the work function of the utilized metal and the photon
energy of the laser light. For speciﬁc combinations of metal targets and
laser wavelengths, low energies can be achieved for the electrons, so that
the molecules do not fragment.
In our experiment, employing low laser intensities (λ = 532 nm, E < 1.5mJ),
did not result in the formation of ions. Therefore, we have increased the
laser power density applied to the metal surface to above the laser plasma
threshold, resulting not only in electrons, but also in metal ions and ionic metal
clusters through laser ablation. The latter enables the formation of metal ion-
molecule complexes. Seeding a supersonic expansion with metal ions and ionic
metal clusters using laser ablation has been explored previously13,15,18,26.
Laser ablation has the ﬂexibility to produce both positively and negatively
charged species, including metal ion-molecule complexes when the plasma
interacts with a seeded supersonic expansion. This can be achieved without
major modiﬁcations to the experiment. Although the concepts applied in this
source are not unique, the combination of the ion source with the IR sources
present at the FELIX Laboratory and ReTOF and VMI detection makes this a
unique experiment.
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7.2 Ion source implementation
A schematic representation of our experiment is displayed in Figure 7.1.
A glass sample compartment, mounted prior to the pulsed valve, contains
sample molecules that have a high enough vapor pressure at room tempera-
ture to produce measurable quantities of gas: acetonitrile (ACN) and phenol
(PHNL). An additional reason for selecting these molecules is their capabi-
lity of forming stable non-metallic cluster anions27,28. An expansion of either
helium or argon gas with a backing pressure of 3 bar seeded with these mole-
cules is released by a general valve (described in subsection 2.5). The mole-
cular beam ﬂows over the metal bar, which is mounted as close as possible
to the valve oriﬁce in a holder which is translated so that the ablation laser
interacts with unused parts of the metal bar with every shot. Both the close
proximity of the metal bar and the translation of the surface are crucial for the
production of a constant ion signal24. Either a copper bar with a work function
φ = 4.65 eV29, or an aluminum sample bar with φ = 4.28 eV are mounted in the
sample bar holder.
Figure 7.1: Schematic representation of the ion source. The seeded argon
expansion is created using a pulsed valve with room temperature sample
compartment. The gas pulse travels past the metallic sample bar, made of
either copper of aluminum. A plume of plasma is released from the metal bar
by a tightly focussed laser beam with wavelength λ = 532 nm incident under
an angle of 40° to avoid direct interaction with the expansion. A 2mm skimmer
collimates the particle beam, which then passes through a 1.5mm pinhole for
further collimation. Figure adapted from Rijs and Oomens7.
Laser pulses with a wavelength λ = 532 nm, which corresponds to 2.33 eV,
are applied so that the photoelectron eﬀect can occur via two-photon
absorption. Light with a wavelength λ = 266 nm was also applied, which did
not prove eﬀective, because the seeded molecules were ionized directly by
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this wavelength. A frequency doubled Nd:YAG laser (Indie, Spectra Physics) is
used as the ablation laser. The excess energy available for the photoelectrons
released from the copper bar is 0.01 eV and 0.38 eV in the case of aluminum.
The laser beam is tightly focused using a 500mm focal distance lens placed
at 550mm from the the interaction point to be able to deliver a high energy
density to the metal surface. The laser beam arrives at the metal surface under
a 40° angle, to avoid direct interactions of the tightly focused laser beam and
the molecular beam.
The gas pulses containing ions are collimated using a skimmer with a 2mm
diameter aperture and further collimated by an additional 1.5mm diameter
pinhole plate (see Figure 7.1. The ionic species are detected using the VMI
detector assembly described in chapter 6. To avoid repelling the ions that pass
through the pinhole, the HV applied to the accelerating electrodes are turned
on only when the ions are positioned at the center of the stack. This can be
achieved using fast high-voltage switches (built in-house). The fast rise time
(< 50 ns is required to ensure that all ions experience the same accelerating
gradient and focusing conditions for optimized detection. This was veriﬁed
by measuring the mass resolution of the ReTOF mass spectrometer using
pulsed HV, which was as good as under DC HV conditions. In a typical
experiment only two electrodes are used: VL0 = 2.4 kV and VL1 = 2.02 kV.
These voltages provide narrow features in the TOF transient, but are not
suitable for imaging experiments. Note that contrary to the REMPI experiment
– where the ions are created within a well-deﬁned, small ionization volume –
the ion cloud in this experiment is not well deﬁned in size and that all ions
that pass the pinhole lens will travel to the space in between the repeller and
extractor. Because of this, VMI cannot provide sharp images and the detector
is predominantly utilized as TOF detector using the MCP current detector.
Calibration of the mass spectra is performed using equation (2.4).
Synchronization is required to be able to overlap the release of the plasma
plume with the opening of the molecular beam valve, as well as the switching
of the high-voltage applied to the accelerating electrodes in the VMI stack. In
a typical experiment, the trigger for the valve driver occurs ﬁrst. The Q-switch
of the ablation laser occurs at TQ = 390µs producing the laser pulse in time
with the opening of the pulsed valve. In the case of an argon expansion the
high voltage is switched at THV = 760µs. A helium expansion travels faster,
so that the high voltages are switched at THV = 520µs. Signal acquisition is
started simultaneously with the switching of the HV.
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7.3 Cations and cationic complexes
The ﬁrst experiments are performed using an empty sample compartment
and positive voltages applied to the repeller and extractor plates, so that
cations are measured. For these experiments we expect only the production
of metal ions and their clusters. The mass spectra recorded using either the
aluminum (green trace) or the copper sample bar (blue trace) are displayed
in Figure 7.2. Atomic ions of aluminum are observed at a mass per charge of
27 amu in the green mass spectrum. The natural isotopic distribution of copper
(69.2% of Cu-63 and 30.8% of Cu-65) is reﬂected in the mass spectrum
of copper. In both mass spectra, several less intense peaks are observed,
assigned to clusters of the metal ions with small molecules such as water.
These molecules bind to the surface of the metal bars under atmospheric
conditions, and consecutively enter the expansion by being desorbed from the
metal surface by the laser pulse. Higher order metal clusters (Al+m and Cu+m,
m > 1) are not observed during these experiments. We did not explore the
parameter space in detail for promoting the production of higher order metal
clusters, as these are not required for complex formation in this study.
Figure 7.2: Cation mass spectra. An argon expansion was seeded with a
copper plasma for the blue spectrum, and with an aluminum plasma for the
green spectrum. The natural isotopic distribution of Cu-63 and Cu-65 is
reﬂected in the copper spectrum. Several small features are present in the
mass spectra related to the formation of complexes with small molecules
bound to the metal bars under ambient conditions and released by the
interaction with the ablation laser.
Complex formation is initially studied using acetonitrile (ACN), which has
a high vapor pressure, so that a high seeding ratio is achieved. With a strong
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dipole moment of 11.7 · 10−30 Cm (3.5 Debye), ACN is prone to forming large
molecular clusters30. The large density of molecules in the expansion of argon
further promotes clustering, so that we expect to form a large variety of high-
mass clusters. In the top panel of Figure 7.3, we see cluster formation of
copper ions with one or more ACNmolecules. The same characteristic isotopic
distribution is observed for the copper ions as well as for the Cu+(ACN)n
complexes. The Cu+(ACN)n complexes are less abundant in the molecular
beam than bare Cu+ ions, with rapidly declining intensities for higher mass
complexes. In the mass range below the bare Cu+ ions several species
are observed in small quantities, that have more complex mechanisms of
formation, e.g. collision induced ionization (ACN+), two-fold ionization (Cu2+)
and fragmentation (HCN+). In line with the previous experiment on bare
copper ions, no complexes with higher order copper clusters (Cu+m(ACN)n,
m > 1) are observed.
In the bottom panel of Figure 7.3 the mass spectrum for the Al+(ACN)n
complexes is shown, which displays completely diﬀerent behavior than the
Cu+(ACN)n mass spectrum. The mass calibration for this experiment was
performed in more detail, using a polynomial ﬁt with a constant, a second and a
fourth order term to be able to ﬁt the proper masses of the clusters up to the
high masses reported here. The experiment was performed using an expansion
of helium. Prior to the experiment, a waiting time was introduced to allow the
ACN molecules to evaporate, achieving a high seeding ratio and promoting the
formation of high-mass clusters. Since the abundance of a speciﬁc complex is
represented by the surface area of the peaks, the surface area of each peak is
represented by red crossed circles. The dominant cluster is the Al+(ACN)12,
which is a magic number for Na+(ACN)n clusters31. We also observe a
tendency for even clusters to be more populated in the high-mass range (ten
or more ACN molecules). Higher order metal clusters (Al+m(ACN)n, m > 1) are
also not observed for aluminum.
The width of the mass peaks in the mass spectra increases for higher
masses, which is expected for a linear TOF mass spectrometer32. The mass
resolution for a speciﬁc mass and speciﬁc high voltage settings is determined
by the width of a mass feature (represented here by the FWHM) divided by the
mass of occurence: ∆m/m. In the mass spectra presented in Figure 7.3, the
mass resolution improves from 0.02 for a lowmass to charge ratio (< 50 amu/e)
to below 0.01 at the highest masses to charge ratios. This mass resolution
provides separation between the clusters containing the two diﬀerent copper
isotopes (diﬀerence of 2 amu/e) for mass to charge ratios below 150 amu/e.
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Figure 7.3: Mass spectrum of Cu+ cations in the top panel and Al+ cations
in the bottom panel, forming complexes with acetonitrile, which is seeded into
the argon expansion through evaporation. The blue spectrum shows complex
formation with decreasing prevalence of higher mass clusters. The green
spectrum shows complex formation up to high mass over charge ratios (>
800 amu/e). The red dots reﬂect the surface area of the peak over which they
are positioned, showing that the population of bare ions and small clusters is
much smaller than the peak height suggests. The Al+(ACN)12 cluster is the
most prevalent, because it is highly symmetric and stable31.
To test whether complex formation is feasible with larger molecules,
phenol (PHNL) is seeded into the expansion through evaporation at room
temperature. In the top panel of Figure 7.4, the mass spectrum of an argon
expansion seeded with PHNL interacting with a copper-plasma is displayed.
The most dominant feature is the bare Cu+ doublet. The second most
abundant species is Cu+(PHNL), though the relative intensity is low compared
to the bare Cu+ ions. In addition to Cu+ ions and Cu+(PHNL) complexes
several complexes of copper with contaminants (H2O and ACN) are visible, as
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Figure 7.4: Mass spectrum of Cu+ cations in the top panel and Al+ cations
in the bottom panel, forming complexes with phenol, which is seeded into the
argon expansion through evaporation. Low-intensity features are visible which
are assigned to complexed formed with several contaminating molecules
(H2O and ACN). Moreover, collision induced fragmentation and ionization are
observed, resulting in e.g. PHNL+ ions.
well as formation of PHNL+ ions, which we assume occurs through collision
induced ionization. More species are observed when we zoom in on the mass
spectrum, where mainly mixed clusters are observed as well as complexes
of the diﬀerent components that are present in the source (see inset). This
shows the strength of this technique, producing a large variety of diﬀerent
complexes and ionized clusters, that can all be studied in the gas phase. In the
bottom panel of Figure 7.4, the complex formation of Al+ ions with PHNL is
observed. Several contaminants are present, resulting in additional Al+(ACN)
and Al+(H2O) complexes.33
While ACN readily forms heavy complexes, we observe that the popula-
tions of Cu+(PHNL)n and Al+(PHNL)n complexes with n > 1 are negligible
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when compared to the n = 1 population. Moreover, the inset of the top panel
of Figure 7.4 shows that the heterogeneous complexes Cu+(PHNL)(H2O) and
Cu+(PHNL)(ACN) are equally abundant as the Cu+(PHNL)2 complex, while
H2O and ACN are only present as contaminants. The binding energies of
PHNL and ACN are comparable for binding to a copper ion (Cu+(PHNL):
219.2 kJ/mol34, Cu+(ACN): 238.1 kJ/mol35) and both are more weakly bound
to an aluminum ion (Al+(PHNL): 156.9 kJ/mol36, Al+(ACN): 139.7 kJ/mol37).
Therefore, the main reason for the low intensity of the n > 1 PHNL complexes
is the greatly reduced seeding ratio of PHNL in comparison to ACN, due to its
lower vapor pressure.
7.4 Discussion
The aim of building the ion source assembly is to study the created ions and
complexes using action spectroscopy, with TOF and VMI detection. The large
ensemble of ions present in the molecular beam can be investigated with IR or
UV radiation using the current experimental set-up, through photodissociation
or electron detachment spectroscopy. The depletion of the parent species
and the emergence of fragments or multiply ionized species can be observed
using the accurate ReTOF mass spectrometer. Fragmentation spectroscopy
is routinely applied, both through the application of table-top IR sources
such as OPO lasers, as well as via high intensity radiation from a FEL7.
The combination of the ion source with the free electron laser FELIX in our
experimental set-up opens up the opportunity to perform IRMPD experiments
on the ions and ionic complexes.
The large variety of species present in the molecular beam makes the appli-
cation of action spectroscopy techniques challenging, since the emergence of
new species easily becomes obscured by the presence of other (contaminant)
ions. This is especially true when studying the kinetic energy of photoelectrons
using VMI, when discrimination by TOF analysis is impossible. It was demon-
strated in chapter 6 that photoelectron imaging is possible when the target
species is the dominant species in the molecular beam, or when the target
species is ionized selectively using a resonant transition. However, if the ioni-
zation method is not selective (e.g. single-photon ionization), and the target
species is not the dominant species in the molecular beam, mass pre-selection
is necessary to be able to perform photoelectron imaging. Judging from the
wide variety of species present in the experiments presented in this chapter,
it is therefore recommended to add a mass pre-selection step to the current
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source assembly. Many diﬀerent options exist for mass ﬁltering of ions, by
implementing for example radio frequency (RF) quadrupole mass selection38
or TOF mass separation and consecutive selection39. Placement of a linear
RF quadrupole mass selector in between the skimmer and the pinhole plate
can be implemented with relatively small changes to the overall experimental
set-up.
The formation of complexes is currently limited to metallic ions binding
to molecules that have suﬃcient vapor pressure at room temperature,
demonstrated here for ACN and PHNL. Adding seed molecules with an
insuﬃcient vapor pressure at room temperature can be achieved in two ways.
By adding a heating element, the glass sample holder can be brought to
temperatures up to 180 ◦C, similar to the heatable valve discussed in section
2.5. The heatable sample compartment also makes evaporation of small
biomolecules possible40. For the study of larger biomolecular complexes
thermal evaporation is not possible, because these species either require a
too high temperature for suﬃcient evaporation, or are too thermally unstable
to be evaporated intactly. In these cases laser desorption can be applied:
the samples are deposited on a ﬂat surface of graphite and are released into
the gas phase by rapid heating by IR laser pulses from a Nd:YAG laser (λ =
1064 nm)25. In this case a second, metallic target is used for the production
of low-energy electrons for electron attachment. Boesl and coworkers have
decided to use the same substrate and laser to detach the molecules and the
electrons: a hafnium disk illuminated using the fourth harmonic of a Nd:YAG
laser (λ = 266 nm)24.
7.5 Conclusion
Time of ﬂight spectra were recorded of the positively charged ions present in
a seeded supersonic expansion, after interaction with a laser induced plasma
plume. The plasma plume consisted of (clusters of) metal ions and electrons,
which were created through laser ablation of metallic surfaces using tightly
focused laser pulses. Copper and aluminum were used as a target for the
ablation laser. Through electron attachment, complex formation, collision
induced ionization and dissociation, a large variety of charged species is
produced. The composition of the cationic species present in the molecular
beam was identiﬁed by using the VMI detector assembly as a linear TOF
detector, enabling the conversion of the TOF transients to mass spectra.
Both bare ions and ion-molecule complexes were observed with two small
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molecules: acetonitrile and phenol. Moreover, heavy complexes with a large
number of acetonitrile molecules were observed, showing the capability to
form and detect large complexes. In addition to bare metal ions and ion-
molecule complexes, ionized or fragmented species are observed, probably
formed through collisions.
Outlook: Additions to the experimental set-up
Several key additions to the experimental set-up are necessary to make the
ion source more applicable for analyzing biologically interesting molecular
species:
· The implementation of a heatable sample compartment or the laser de-
sorption technique will allow for the evaporation of larger (bio)molecu-
les, enabling biomolecular complex formation.
· A mass selection step prior to spectroscopic probing will allow for
the isolation of speciﬁc masses of interest, signiﬁcantly reducing the
complexity of ion ensemble. For electron VMI, this step is required to be
able to isolate the photoelectrons from diﬀerent species. RF quadrupole
mass selection is compatible with our current experimental set-up.
· The application of a bias voltage to the pinhole plate can amplify the ion
signal of either polarity, while repelling the ions of the opposite polarity.
Moreover, if a pulsed voltage is applied to the pinhole plate, this can be
used for pulsed extraction of all ions in the molecular beam.
· The IR sources and UV lasers present at the FELIX Laboratory, together
with ReTOF and VMI detection will enable IR and UV action spectro-
scopy, after which both the mass composition and the kinetic energy of
the resulting charged particles can be measured.
The combination of instruments described here forms a unique experiment,
where besides neutral molecules, molecular ions and ion-molecule complexes
can be produced and characterized using action spectroscopy and detected
using VMI and detailed TOF selection.
Outlook: Negatively charged species
The photoelectron spectra of anions have received interest for example for
their biological relevance41, and for their impact on fundamental molecular
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physics42. Negatively charged species in the molecular beam can be studied
using the linear TOF detector by reversing the voltages on the accelerating
electrodes. In the experiments presented in this chapter, negatively charged
PHNL, ACN their clusters may be expected to form in the molecular beam
through soft electron attachment27,28. For the cation experiments, complex
formation was observed to be a facile process and therefore, a large variety
of anionic cluster species may be expected in the expansion.
Preliminary experiments for the detection of anions resulted in the obser-
vation of multiple features in the TOF transients. Some of the peaks appeared
at ﬂight times that approximately match the mass to charge ratio of the
species seeded in the expansion. However, many of the observed features
do not match any of the species expected in the molecular beam, nor any
other species that might be present as contamination. After careful analysis of
the order of occurrence and the substructure of the observed features under
diﬀerent experimental conditions, it was concluded that the observed features
are the result of secondary electrons. These secondary electrons are likely
emitted by the electrodes of the accelerator stack upon the impact of positive
ions. Due to the short ﬂight times of the electrons as compared to ions, the
anomalous features in the TOF transient can be explained. Features related to
anions remained thus far obscured by the strong secondary electron signals.
For a conclusive assignment of the TOF transients recorded for the
negatively charged species, experimental modiﬁcations and additional test
experiments are necessary. By applying a bias voltage to the pinhole plate,
charged species of either polarity present in the molecular beam expansion
can be repelled, while particles of the opposite polarity are guided through
the pinhole for increased signal. If an observed signal persists after repelling
the positively charged species, then it is comprised of anionic species, which
should then be identiﬁed based on further TOF and spectroscopic analysis.
Conversely, if a signal disappears upon the removal of the positive species,
then the signal is indeed the result of secondary electron release. In that
case, the key diﬀerences of our source assembly to the sources of Boesl and
Bowen should be analyzed to explain the absence of negatively charged ions
and complexes in the molecular beam.
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Appendix A
Varsányi notation for normal
modes in benzene derivatives
The normal modes of the benzene molecule and its derivatives have been
systematically studied by Varsanyi1. The benzene molecule itself is highly
symmetric, belonging to the D6h point group. With twelve atoms, thirty
normal modes are present in benzene, schematically depicted in Figure A.1.
With ten degenerate pairs of modes (labeled a and b), twenty separate
vibrational transitions can be observed. Because of symmetry, most of the
normal modes in benzene do not result in a change of dipole moment, so that
only four of the vibrational transitions are IR active: mode 11 and degenerate
pairs 18, 19 and 20. The introduction of substituents for one or more of the
hydrogen atoms in benzene will break the symmetry of the molecule, so that
additional modes become IR active.
The derivatives of benzene have been described by Varsanyi by assuming
that only two kinds of substituents exist: light and heavy substituents. In a
light subsituent, the ﬁrst atom of the group is lighter than 25 amu. There can
be up to six substituents on a single benzene ring. The benzene derivative with
a single light substituent, for which the normal modes are displayed in Figure
A.2, is a model for phenol, which is studied in chapters 4, 6 and 7. The normal
modes of benzene derivatives with two light substituents at adjacent positions
are shown in Figure A.3, representing the molecules catechol, saligenin,
salicylic acid and nitrophenol that are discussed throughout chapters 3, 4
and 5. Only the normal modes that signiﬁcantly change with respect to the
benzene normal modes are displayed for the benzene derivatives.
A Varsányi notation for normal modes in benzene derivatives
Figure A.1: Schematic representation of the normal modes present in the
benzene molecule2. Thirty normal modes are present, although ten dege-
nerate pairs are present, so that only twenty vibrational transitions can be
observed. Figure adapted from Varsányi3.
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Figure A.2: Schematic representation of the normal modes present in mono-
substituted benzene with a light substituent, of which the ﬁrst atom has
atomic weight less than 25 amu3. Only the normal modes that signiﬁcantly
deviate from the normal modes of benzene are displayed. Figure adapted
from Varsányi3.
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Figure A.3: Schematic representation of the normal modes present in benzene
derivatives with two light substituents at adjacent positions, where the ﬁrst
atom of a light subsituent has an atomic weight less than 25 amu3. Only the
normal modes that signiﬁcantly deviate from the normal modes of benzene are
displayed. Figure adapted from Varsányi3.
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Biomolecules, such as proteins, execute their functions in organisms by
continuous folding and refolding, changing their three-dimensional shape.
The folded structures of these biomolecules are determined by molecular
interactions such as hydrogen bonds (H-bonds) and pi-interactions. Moreover,
misfolding and clustering of protein molecules in the body can lead to serious
aﬄictions, such as Parkinson’s and Alzheimer’s diseases. Understanding
how the molecular interactions lead to speciﬁc folded motifs is therefore
crucial. In this thesis, we employ novel, far-infrared spectroscopic methods to
study the molecular interactions determining the secondary structure of small
molecules, which are models of large biomolecules.
Infrared (IR) spectroscopy is commonly applied to ﬁnd the three dimensi-
onal structure of (clusters of) molecules by studying the frequencies of their
vibrational modes. The structure of biomolecules such as peptides and pro-
teins in the gas phase can be studied using mid-IR radiation (wavelength of 3
to 10µm), which excites local vibrations in the molecules. This provides infor-
mation about the molecular structure in the immediate vicinity of the vibrating
groups of atoms. The vibrational frequency will shift if the vibrating group is
engaged in one or more molecular interactions. This technique can therefore
be applied to study the secondary structure and the resulting folding motifs
of isolated (i.e. gas phase) biomolecules.
However, subtle diﬀerences in the structures of larger biomolecules or
clusters of biomolecules often cannot be mapped easily. This is because
of spectral congestion and non-diagnostic vibrational motions in the local
vibrations addressed with mid-IR spectroscopy. Moreover, the vibrating
groups of atoms that are commonly chosen for excitation are not present
in all (parts of) molecules, limiting the applicability of the technique. To
overcome these problems, we apply far-IR and terahertz (THz) radiation with
wavelengths longer than 10µm, to excite delocalized vibrations in molecules.
Summary
Previous experiments on dipeptides have shown that the frequencies of the
vibrations present in the far-IR region are more sensitive to subtle variations in
the geometry of biomolecular systems than the mid-IR vibrations. Moreover,
THz and far-IR radiation can be applied to directly excite the stretching and
bending vibrations related to non-covalent bonds, so that H-bonds can be
probed explicitly.
Despite these advantages, far-IR radiation has been applied sparingly for
the study of the intrinsic properties of isolated biomolecules, due to experi-
mental and computational diﬃculties. The absorption of light at the frequen-
cies of the far-IR modes is low, requiring a source of high-intensity far-IR
radiation. In our study, the far-IR radiation is generated using the state-of-
the-art free electron lasers at the FELIX laboratory in Nijmegen, the Nether-
lands, which produce tunable and high intensity far-IR radiation. Moreover, the
quantum chemical calculations that are used to predict the frequencies of vi-
brations in the far-IR struggle to accurately reproduce the measured spectra.
These diﬃculties are caused by anharmonicity and the sensitivity of the shal-
low potentials of far-IR vibrations to perturbations. In our research, we utilize
various computational techniques, from the commonly applied density functio-
nal theory (DFT) to more sophisticated Born-Oppenheimer Molecular Dyna-
mics (BOMD). The computational and experimental techniques that are applied
throughout this thesis are described in chapter 2.
Benzene derivatives are used as model systems to study delocalized vi-
brations and the signatures of H-bonds in far-IR spectroscopy. These mo-
lecules, displayed in Figure SE.1, are model ultraviolet (UV) chromophores,
representing these functional groups present in a large variety of biomolecu-
les. They are mostly rigid, reducing the number of degrees of freedom for the
folded shape of the molecules with respect to full-sized biomolecules. These
species therefore provide a natural starting point for a bottom-up study into
far-IR spectroscopy of isolated biological systems. The spectra of the phenol
derivatives are also utilized to benchmark the performance of diﬀerent compu-
tational techniques used to predict far-IR absorption features when molecular
interactions are present. For this purpose, the selected phenol derivatives
all display a strong propensity to form intramolecular OH· · ·O H-bonds of
varying strengths.
Far-IR UV double resonance spectroscopy was applied to directly probe
the intramolecular H-bond interaction in four phenol derivatives in chapter 3.
Two vibrational modes have been identiﬁed in the far-IR, which are expected
to be diagnostic for the H-bond strength: H-bond stretching and OH torsion
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Figure SE.1: Overview of the benzene derivatives used for spectroscopic
measurements throughout chapters 3 to 7 of this thesis. These molecules
are model UV chromophores, representing the aromatic groups present in a
large variety of biomolecules. The benzene ring present in every species is
rigid, so that the number of degrees of freedom for the folded shape of the
molecules is limited.
vibrations. Their frequency is evaluated with respect to the H-bond strength,
represented by the the H-bonded OH bond length. This shows that the H-
bond stretching frequency is diagnostic of the size of the ring that is closed
by the H-bond, while the strength of the H-bond can be determined from the
frequency of the OH torsion vibrations. The combination of these two normal
modes allows the direct probing of intramolecular H-bond characteristics
using conformation selective far-IR vibrational spectroscopy.
In chapter 4, the far-IR spectra of phenol and four phenol derivatives,
including three deuterated analogs, are presented. These spectra are used
to compare the performance of BOMD with several commonly used levels of
DFT in the far-IR region. The theoretical methods employed here are found to
be complementary to each other. Harmonic static DFT using the B3LYP-D3
functional performs well for complex harmonic modes, while BOMD displays
improved results for anharmonic modes. All applied theoretical methods have
diﬃculties to consistently predict the frequencies of modes that involve the
anharmonic OH torsional motion. BOMD reproduces the relative intensities of
the measured spectral features better than the other theories. By applying
diﬀerent techniques and functionals to model the measured spectra, we
acquire insight in the contributions of anharmonicity and functional errors to
the mismatch between measured and calculated spectra.
The interplay of intra- and intermolecular H-bonds is investigated in
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chapter 5 in saligenin, which exhibits both strong and weak intramolecular
electrostatic interactions. These bonds compete with intermolecular H-bonds
once saligenin binds to one or more water molecules. IR spectroscopy was
used to study isolated saligenin-(H2O)n clusters (n=1-3) in the far- and
mid-IR regions of the spectrum. The smaller hydrated clusters have similar
geometries to benzyl alcohol-water clusters, whereas the larger structures
are equivalent isolated water clusters.
Systematic shifts in the frequencies of three H-bond deforming modes,
namely OH stretching, OH torsion and H-bond stretching, were studied as a
function of the H-bond strength represented by either the OH bond length
or the H-bond length. The shifts of the frequencies of these three modes
correlate linearly to the OH length, despite both intra- and intermolecular H-
bonds being included in this analysis. The frequency shifts of these H-bond
deforming modes behave non-linearly as a function of the H-bond length,
asymptotically approaching the frequency expected for the non H-bonded
modes, as the H-bond strength decreases for increasing bond lengths.
Figure SE.2: Measured frequencies of two diﬀerent vibrations, (a) the OH
torsion vibration and (b) the OH stretching vibration, as a function of the
H-bond strength. Black squares represent vibrations of an OH group in an
isolated phenol derivative, green squares vibrations of an OH group in a phenol
derivative clustered to one or more water molecules, and blue squares a
vibration within a water molecule attached to a phenol derivative. Linear ﬁts
to the data are displayed in grey.
The frequencies of the OH torsion vibration and the OH stretching vibration
reported in chapters 3, 4 and 5 are displayed in Figure SE.2(a) and (b),
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respectively. The OD stretching and torsional vibrations of deuterated
molecules reported in chapter 4 are disregarded, since their frequencies are
shifted with respect to their OH counterparts. The shift of both OH vibrations
consistently predicts the OH· · ·OH-bond strength, regardless of whether the
H-bond is intra- or intermolecular. Moreover, this linear behavior is consistent
for the variety of phenol derivatives and the water molecules. The slope of
the OH torsion frequencies is steeper than the slope of the OH stretching
frequencies, which shows the greater sensitivity of the OH torsion vibration
to the presence of an H-bond.
The IR-UV double resonance technique applied in chapters 3 to 5 relies
on REMPI spectroscopy. This requires the presence of a UV chromophore
in the studied molecule, although many molecules do not contain such a
functional group. In the case of molecules without a UV chromophore, IR-
multiple-photon dissociation methods are regularly applied to measure the
IR spectrum. However, application of this spectroscopic scheme provides
broadened spectral features when compared to IR-UV double resonance
spectroscopy.
To retain the spectral resolution we achieve with IR-UV spectroscopy, but
in the absence of a UV chromophore, we aim to implement a single-photon
IR spectroscopic technique: IR-VUV spectroscopy. This technique requires a
method to diﬀerentiate between the case where the sample molecules absorb
an IR photon prior to VUV photoionization, and the case where they only
absorb a VUV photon. The electrons detached from the sample molecules
will have a higher kinetic energy for the ﬁrst case, because of the additional
energy of the complete system as a result of the absorbed IR photons. The
diﬀerence in kinetic energy can be measured using Velocity Map Imaging (VMI),
which is a method of measuring the distribution of velocities of an ensemble
of charged particles. The design and characterization of our VMI detector
assembly are presented in chapter 6, as well as initial experiments.
The performance and optimal settings of our VMI detector assembly are
tested using particle tracking simulations and experiments for both ion and
electron imaging. Moreover, the calibration parameters for electron and ion
imaging are determined experimentally as a function of the applied acceleration
voltages. Lastly, a proof-of-principle experiment on phenol shows that typical
energy diﬀerences introduced by IR absorption can be distiguished in the
electron images using VMI, which is promising for future single photon IR-VUV
experiments.
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Besides the neutral biomolecules - for which diﬀerent spectroscopic techni-
ques were discussed up until this point - many important biomolecules exist
naturally as ions or bound to metal ions. We aim to advance our study of bio-
molecules by including ions and ionic complexes. These species are commonly
studied in ion traps using mass spectrometry after being brought into the gas
phase through electrospray ionization. With these techniques however, the
measured ions are generally at room temperature, which decreases the qua-
lity of the measured spectra. Therefore, we have developed an ion source
where the molecules enter the vacuum in a seeded supersonic expansion and
then interact with a laser-generated plasma (based on the original design by
Smalley). This ion source, presented in chapter 7, will allow us to study the
intrinsic properties of cold ions using all our spectroscopic schemes.
The initial experiments focus on expansions seeded with small and
medium-sized molecules: acetonitrile and phenol. Mass spectra are measured
of the cationic species present in the resulting molecular beam using pulsed
extraction, displaying the formation of complexes, ionization and fragmenta-
tion. Large complexes were observed with masses higher than 800 amu, sho-
wing the capability to produce and detect heavy (clusters of) molecules bound
to metallic ions. Various extensions of the source should be considered prior
to its implementation, mainly the inclusion of laser desorption for evaporating
larger molecules and mass pre-selection for the isolation of speciﬁc species.
In conclusion, we have shown in this thesis that the far infrared region
houses vibrational modes that are diagnostic of H-bond networks, such as
H-bond stretching vibrations and H-bond donor OH torsion vibrations. The
OH torsion vibration found in the far-IR region is more sensitive to the H-
bond strength than the often measured OH stretching vibration in the mid-IR.
Moreover, a newly constructed VMI detector is described that will allow for
the exploration of novel schemes in far-IR spectroscopy. Lastly, it was shown
that a laser ablation ion source can be implemented with relatively small
changes to our set-up to produce ionic species in the supersonic expansion.
192
Samenvatting
Biologische moleculen voeren hun functies in organismen uit door continu te
vouwen en hervouwen, oftewel door het veranderen van hun drie dimensionale
(3D) structuur. De vorm van biomoleculen wordt grotendeels bepaald door
moleculaire interacties, zoals waterstof bruggen en pi-interacties. Het vouwen
van deze moleculen kan helaas ook fout gaan, waardoor er een kans is
dat de moleculen aan zichzelf verkleven, of zelfs aan elkaar. Hierdoor
verliezen de biomoleculen hun functie. Dit proces ligt ten grondslag aan het
ontstaan van bijvoorbeeld de ziekte van Parkinson en de ziekte van Alzheimer.
Om deze redenen is het cruciaal om de 3D-structuur van biomoleculen te
doorgronden. Het doel van het werk dat wordt beschreven in deze thesis,
is om vernieuwende ver-infrarood (IR) spectroscopie toe te passen op kleine
modelsystemen voor het bestuderen van de moleculaire interacties.
Infrarood (IR) spectroscopie wordt in veel laboratoria toegepast voor het
vinden van de 3D structuur van biomoleculen. Deze techniek werkt door het in
kaart brengen van de vibraties in een molecuul. Voor geïsoleerde moleculen (in
de gasfase) wordt hiervoor vaak mid-IR licht gebruikt, met golﬂengtes tussen
de 3 en 10µm. In dit golﬂengte gebied worden hoofdzakelijk gelokaliseerde
vibraties aangeslagen, zoals strek- en buigvibraties, waarbij slechts een kleine
subgroep atomen binnen een molecuul beweegt. Als zo’n atoomgroep boven-
dien verbonden is via een moleculaire interactie, dan zullen de frequenties
van zijn vibraties verschuiven. Op die manier verschaﬀen deze lokale vibra-
ties informatie over hun directe omgeving en kan het mid-IR gebruikt worden
om de moleculaire interacties en daarmee de structuur van een molecuul in
kaart te brengen.
Het is echter moeilijk om met gelokaliseerde vibraties subtiele verschillen
in de structuur van grote biomoleculen te meten. Dit komt onder andere
door het overlappen van de lijnen in het spectrum, ten gevolge van de
aanwezigheid van soortgelijke atoomgroepen op meerdere plekken in het
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molecuul. Bovendien zijn de vibraties van een groot deel van de atoomgroepen
niet sterk indicatief voor de moleculaire structuur, en zijn de toepasbare
functionele groepen niet aanwezig in alle moleculen. Deze eﬀecten beperken
de eﬀectiviteit van mid-IR spectroscopie. Dit probleem wordt het hoofd
geboden door ver-IR en terahertz (THz) straling te gebruiken, met golﬂengtes
langer dan 10µm. Met deze straling worden gedelokaliseerde vibraties in
een molecuul aangeslagen. Tijdens eerdere experimenten is aangetoond
dat deze vibraties gevoelig zijn voor subtiele structurele veranderingen in
peptides. Bovendien is het mogelijk om met ver-IR spectroscopie de strek-
en buigvibraties van zwakkere interacties zoals H-bruggen direct te exciteren
en bestuderen.
Ondanks deze voordelen wordt ver-IR en THz straling niet veel toegepast
voor de studie van gasfase biomoleculen. De absorptie coëﬃciënt van de
vibraties in het ver-IR is klein, zodat intense straling nodig is om ze te
meten. De spectra gepresenteerd in dit proefschrift zijn daarom gemeten bij
het vrije elektronen laser laboratorium FELIX te Nijmegen. Vrije elektronen
lasers produceren intense en ook breed verstembare ver-IR straling. Om de
gemeten spectra te interpreteren worden kwantum-chemische berekeningen
toegepast. Bij deze berekeningen worden de absorptie coëﬃciënten en
de frequenties van vibraties berekend op basis van de geoptimaliseerde
moleculaire structuur. Het reproduceren van de absorptielijnen in het ver-IR is
echter moeilijk, zowel vanwege anharmoniciteit, als vanwege de gevoeligheid
van de ondiepe potentiaal oppervlakken van deze vibraties voor perturbaties.
Er zijn verschillende types berekeningen gebruikt voor het reproduceren van
de ver-IR spectra, variërend van de standaard Density Functional Theory
(DFT) berekeningen tot de meer geavanceerde Born-Oppenheimer Molecular
Dynamics (BOMD). Zowel de experimentele als de theoretische methodes
zijn beschreven in hoofdstuk 2.
De gedelokaliseerde vibraties en de sporen van H-bruggen in het ver-IR
worden bestudeerd in benzeenderivaten, weergegeven in Figuur SN.1. Deze
moleculen staan model voor de ultraviolet (UV) chromoforen aanwezig in veel
biomoleculen. Alle moleculen in Figuur SN.1, behalve phenol, zijn gekozen
vanwege de OH· · ·O H-bruggen die ze vormen in de gasfase. Bovendien
zijn benzeenderivaten rigide, zodat er slechts weinig gevouwen structuren
mogelijk zijn. Daarom zijn deze moleculen zo geschikt als startpunt voor een
bottom-up onderzoek naar ver-IR spectroscopie van biomoleculen en de spec-
trale vingerafdrukken van H-bruggen. De spectra van de benzeenderivaten
worden ook gebruikt als ijkpunt voor de DFT en BOMD rekentechnieken.
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Figuur SN.1: Benzeenderivaten die zijn gebruikt in hoofdstukken 3 tot en met
7 van dit proefschrift. Deze moleculen zijn modellen van UV chromoforen die
voorkomen als functionele groepen in vele biomoleculen. De benzeenring die
deze moleculen bevatten is rigide, waardoor deze moleculen maar een beperkt
aantal vrijheidsgraden hebben voor het veranderen van hun structuur.
Voor het meten van intramoleculaire H-bruggen in vier verschillende
benzeenderivaten wordt in hoofdstuk 3 IR-UV dubbele resonantie spectro-
scopie toegepast. Twee speciﬁeke vibraties zijn gekozen waarvan verwacht
wordt dat ze diagnostisch zijn voor de H-brug eigenschappen: de H-brug
strek- en de OH torsievibratie. De frequenties van deze vibraties worden
bekeken als functie van de sterkte van de H-bruggen in de benzeenderivaten,
vertegenwoordigd door de OH bindingslengte. De H-brug strekvibratie blijkt
indicatief te zijn voor hoe groot de ring van atomen is die wordt gesloten door
de H-brug, terwijl de OH torsievibratie informatie verschaft over de sterkte
van de H-brug. Door middel van deze twee vibraties is het mogelijk om de
eigenschappen van H-bruggen direct te meten met conformeer speciﬁeke ver-
IR spectroscopie.
In hoofdstuk 4 worden de spectra gepresenteerd van phenol en vier
andere benzeenderivaten, alsook van drie van hun gedeutereerde analogen.
Deze spectra worden gebruikt voor het vergelijken van de BOMD methode
met verschillende niveaus van DFT berekeningen. De rekenmethodes vullen
elkaar goed aan. DFT op het B3LYP-D3 niveau presteert goed voor complexe
harmonische vibraties, terwijl BOMD de frequenties van anharmonische vibra-
ties goed voorspelt. Alle rekenmethodes hebben moeite met het reproduceren
van de frequentie en intensiteit van de absorptielijnen van OH torsievibraties,
hoewel BOMD de intensiteiten het beste voorspelt. Door het toepassen van
de verschillende rekenmethodes is er inzicht verkregen in de rol van anharmo-
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niciteit en de onnauwkeurigheid van de functionalen in de verschillen tussen
gemeten en berekende spectra.
Bij moleculen in oplossing is er een competitie tussen de intramoleculaire
en intermoleculaire H-bruggen. Deze competitie wordt in hoofdstuk 5 in kaart
gebracht aan de hand van clusters van saligenin en watermoleculen. Ver-
en mid-IR spectroscopie wordt toegepast om de frequenties van belangrijke
vibraties in deze clusters te meten en om hun 3D structuur vast te stellen.
De geometrie van de kleine clusters - met een of twee watermoleculen - lijkt
op die van clusters van benzyl-alcohol-water, terwijl de grotere bestudeerde
clusters lijken op geïsoleerde waterclusters qua structuur.
Ook voor deze spectra worden de frequenties van diagnostische vibraties
uitgezet tegen de H-brug sterkte, namelijk van de OH strek-, OH torsie- en
H-brug strekvibraties. Als maat voor de H-brug sterkte wordt in dit hoofdstuk
zowel de OH bindingslengte als de H-brug lengte gebruikt. De frequenties van
alledrie de vibraties zijn lineair afhankelijk van de OH bindingslengte, ondanks
het feit dat zowel intramoleculaire als intermoleculaire H-bruggen worden
geïncludeerd. De frequenties van de vibraties gedragen zich echter niet lineair
als functie van de H-brug lengte.
Figuur SN.2: Frequentie van de (a) OH torsie- en de (b) OH strekvibraties, als
een functie van de OH bindingslengte, die de H-brug sterkte vertegenwoor-
digd. Zwarte symbolen staan voor OH vibraties in een geïsoleerde benzeen-
derivaat, groene symbolen voor OH vibraties in een gebonden benzeenderivaat
en blauwe symbolen voor OH vibraties in watermoleculen gebonden aan een
benzeenderivaat. De grijze lijnen zijn lineaire regressie ﬁts aan de data.
De frequenties van alle OH torsie en OH strekvibraties uit hoofdstukken 3,
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4 en 5 zijn weergegeven als functie van de H-brug sterkte in Figuur SN.2(a) en
(b) respectievelijk. De frequenties van deze twee vibraties zijn beide geschikt
voor het voorspellen van de OH· · ·O H-brug sterkte, ongeacht of de H-brug
intra- of intermoleculair is. Bovendien is het gedrag consistent voor zowel
de benzeenderivaten als voor watermoleculen. IR spectroscopie is hiermee
een waardevolle techniek voor het bestuderen van H-bruggen. De helling
van de ﬁt in Figuur SN.2(a) is groter dan de helling in Figuur SN.2(b). De
OH torsievibratie in het ver-IR is dus gevoeliger voor H-bruggen dan de OH
strekvibratie.
De IR-UV methode gebruikt in hoofdstukken 3, 4 en 5 is afhankelijk van
REMPI spectroscopie. Hiervoor is een UV chromofoor nodig, maar niet alle
biomoleculen bevatten zo’n functionele groep. Voor het meten van de IR
spectra van moleculen zonder UV chromofoor wordt vaak de IR-multifoton
dissociatie techniek gebruikt. Dit leidt echter tot brede absorptielijnen in de
gemeten IR spectra in vergelijking met IR-UV spectroscopie. Het doel van
dit onderzoek is om een techniek te ontwikkelen waarmee dezelfde hoge
spectrale resolutie wordt verkregen als met IR-UV spectroscopie: één IR
foton IR-VUV spectroscopie.
Voor IR-VUV spectroscopie moet er onderscheid gemaakt kunnen worden
tussen het geval dat er zowel een IR als een VUV foton is geabsorbeerd
en het geval dat er alleen een VUV foton is geabsorbeerd. Dit onderscheid
kan gemaakt worden door de maximale kinetische energie te meten van de
elektronen die afkomstig zijn van de moleculen. Die is namelijk groter in
het eerste geval, waar de totale energie van het systeem toegenomen is
door absorptie van een of meer IR fotonen. De kinetische energie van het
ensemble van elektronen kan gemeten worden met Velocity Map Imaging
(VMI), waarmee de snelheidsverdeling van geladen deeltjes in beeld wordt
gebracht. Het ontwerp en de karakterisatie van een nieuwe VMI detector
wordt besproken in hoofdstuk 6.
De VMI opstelling wordt gekarakteriseerd door middel van trajectorie
simulaties van geladen deeltjes en experimenten, waarbij de instellingen
worden geoptimaliseerd voor zowel elektronen als ionen metingen. De
calibratie van de detector voor beelden van elektronen en ionen is ook
experimenteel vastgesteld voor een groot bereik aan versnelspanningen.
Bovendien worden elektronenbeelden gemeten van het molecuul phenol
voor verschillende ionisatiegolﬂengtes, waarbij energieverschillen worden
opgelost die vergelijkbaar zijn met de energieverschillen die geïntroduceerd
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worden tijdens IR spectroscopie. Deze resultaten zijn veelbelovend voor de
IR-VUV experimenten die zijn gepland als vervolg.
Biomoleculen komen niet enkel voor in de ongeladen vorm. Verschillende
biomoleculen komen in de natuur voor als ionen, of gebonden aan metaal-
ionen. De lading wordt in dat geval gestabiliseerd door interacties met
het oplosmiddel of aanwezige ionen. Voor een compleet beeld van de
structuur van biomoleculen is het daarom ook belangrijk om de intrinsieke
eigenschappen van biomoleculaire ionen in de gasfase te meten. Deze deeltjes
worden momenteel vaak bestudeerd door het toepassen van elektrospray
ionisatie in combinatie met een ionenval. De lijnen in de gemeten spectra zijn
dan echter verbreed door de hoge temperatuur van de ionen in vergelijking
met de moleculen in een supersonische expansie. Om die reden is een
ionenbron ontwikkeld gebaseerd op het originele ontwerp van Smalley,
waarmee moleculen in de gasfase worden gebracht waarna die interactie
aangaan met een laser-opgewekt plasma van metaal ionen. Vervolgens
worden de gevormde ionen gekoeld in een supersonische expansie. Deze
ionenbron wordt besproken in hoofdstuk 7.
De eerste moleculen die worden gemeten met de ionenbron zijn acetonitril
en phenol. De massaspectra van de positief geladen soorten in de moleculaire
bundel laten zien dat er een grote variëteit aan ionen wordt gevormd. Zowel
geïsoleerde ionen als grote complexen worden geobserveerd. De bron geeft
de mogeljkheid om zware ionen en complexen te vormen en detecteren,
getuige de complexen van zwaarder dan 800 amu die zijn gemeten. Voordat de
bron in gebruik wordt genomen zijn enkele uitbreidingen ervan aan te raden:
laser desorptie voor het verdampen van grote moleculen en massa-selectie
voor het isoleren van speciﬁeke ionen of complexen.
We hebben laten zien dat de frequenties van de vibraties in het ver-
IR diagnostisch zijn voor de H-brug netwerken in moleculen en clusters
van moleculen. Deze vibraties zijn bijvoorbeeld de H-brug strek- en de
OH torsievibratie. De OH torsievibratie is zelfs meer gevoelig voor de
aanwezigheid van de H-brug dan de vaak toegepaste OH strekvibratie in
het mid-IR. Bovendien is een VMI detector in gebruik genomen, waarmee
vernieuwende spectroscopische technieken kunnen worden toegepast in het
ver-IR deel van het spectrum. Tot slot is er een ionenbron besproken waarmee
gasfase ionen kunnen worden geproduceerd in een supersonische expansie.
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