Abstract-Operating on a frequency band occupying several nonoverlapping channels, IEEE 802.11 is now widely used in Wireless Mesh Networks (WMNs). Many multichannel MAC protocols are proposed to improve the spatial reuse in the network under the assumption that the transmissions on nonoverlapping channels do not interfere with each other. Some joint routing and channel assignment algorithms are also designed to increase the network throughput based on the premise that we can switch between different channels freely. Although simulations show that great improvements on network throughput can be observed in both cases, two fundamental questions remain: 1) Can we really use multiple nonoverlapping channels freely in WMNs? 2) If we can, what will be the cost when we switch channels dynamically and frequently? In this paper, by conducting extensive experiments on our testbed, we attempt to answer these questions. We find that in spite of interference between both overlapping and nonoverlapping channels, we can still use multiple channels in mesh networks under certain conditions but with care. We also show that the channel switching cost is actually very significant in WMNs. We recommend not to switch the channels too frequently when designing the channel assignment algorithms, and those channel assignment algorithms selecting one channel for each packet are not really beneficial.
equipped with a gateway capability through which they connect to the wired network. In such networks, traffic is mainly routed by the WMN wireless backbone nodes (BNs) between the mesh clients and the Internet, to and from the gateway nodes.
Although initially standardized for Wireless Local Area Networks (WLANs), IEEE 802.11 standard is now also used for WMNs and has become the de facto. Since the standard defines multiple channels, many researchers propose to utilize multiple channels to improve the network throughput. Especially, some multichannel MAC protocols like [15] , [19] , and [29] , and some joint routing and channel assignment algorithms like [25] and [26] are developed to reduce the interference in the network. However, these protocols and algorithms may not work efficiently for two reasons. First, those multichannel MAC protocols assume that there is no interference between two nonoverlapping channels. But it has been shown in [21] , [22] , and [28] that this is not true. Second, many joint routing and channel assignment algorithms utilize multiple radios and multiple channels at each node. Each radio changes from one channel to another after some time, depending on their specific schemes. Unfortunately, those algorithms do not take the channel switching cost into consideration. How channel switching affects the network performance is still unknown.
Thus, there arise two questions:
Q1. Can we really use multiple channels freely in WMNs? Q2. If we can, what will be the cost when we switch the channel dynamically and frequently? In this paper, we attempt to answer these two questions by conducting extensive experiments on our indoor wireless mesh testbed and hence provide some guidelines for using multiple channels in WMNs. We first show that although there is interference between two nonoverlapping channels (and also two overlapping channels), we can still use multiple channels in WMNs without degraded network performance if either the traffic in the neighborhood of each receiver is unsaturated or the radios using different channels are placed far apart from each other. We quantify the distances required for possible interfering transmitters not to interfere with the receiver under consideration. A lower bound on the minimum distance required for each possible interfering transmitter not to interfere with the receiver under analysis is given.
We also show that the channel switching cost is actually very significant. For a chain topology with four hops, the channel switching time, which is the time for the network to reach the steady state again after switching the channel, is around 10 seconds using Linksys WRT54GL wireless routers and optimized link-state routing (OLSR). Using static routing can reduce this channel switching time to around 6 seconds, which is still high. We also carry out some experiments using another kind of widely used wireless router, i.e., Netgear WGT634U routers. Experimental results show that there is no big difference between these two kinds of hardware. The channel switching time is on the time scale of several seconds in both cases. Thus, we suggest that we should not switch the channels too frequently when designing the channel assignment algorithms. Especially, those channel assignment algorithms selecting one channel for each packet are inappropriate.
The rest of this paper is organized as follows: Related work is shown in Section 2. In Section 3, we present the configuration of our testbed. We conduct some experiments in Section 4 to study the impacts of interchannel interference on network performance, i.e., the question Q1. More experimental results are given in Section 5 to show the cost of switching channels in a mesh network, i.e., the question Q2. In Section 6, we study the dependency of channel switching cost on routing protocols and hardware. Finally, we conclude this paper in Section 7.
RELATED WORK
In the literature, there are many papers on designing MAC protocols and channel assignment algorithms for wireless networks using multiple channels, such as [9] , [25] , [29] , and [31] . They show that the network performance can be improved significantly compared to the conventional wireless networks using a single channel. However, the results in [9] , [29] , and [31] are based on simulations where they do not consider the cost of channel switching, and the results in [25] are based on a testbed composed of PCs with wireless cards, which is much different from our case because the operating systems (OSs) and the abilities to process data are different.
References [21] , [22] , and [28] study the interchannel interference problem and show that there does exist interference between nonoverlapping channels. Mishra et al. quantify in [23] and [24] the minimum distance required for two radios operating on two different channels not to interfere with each other. However, they assume that transmitters and receivers use the same signal filter, and they only use the free space power propagation model to predict the interference introduced by a transmitter at one receiver on another channel, which is not so practical. In this paper, we estimate the interference by assuming different signal filters for receivers 1 and using a general power propagation model. Multiple, instead of single (as that in [24] ), interfering nodes are considered here. We find that even though there is some interference between different channels, we can still use multiple channels in a network without degraded performance if either the traffic in the neighborhood of each receiver is unsaturated or the distances from interfering nodes to the receiver under consideration satisfy certain conditions. Bahl et al. [11] propose a channel hopping protocol that can utilize multiple channels to increase the throughput in IEEE 802.11 ad hoc networks. They study the impacts of channel switching on routing protocols. Specifically, the neighbors using a multichannel MAC on different channels could cause broadcasts to reach significantly fewer neighbors than for a single-channel MAC. Thus, a broadcast retransmission scheme is introduced to address this problem. However, in this paper, we study a very different problem. We try to find the channel switching time, i.e., the time for the network to reach the steady state again after switching the channel, the end-to-end delay, and the packet loss ratio when switching channels.
Herzel et al. [17] point out that the device-level channel switching latency in an IEEE 802.11 Network Interface Card (NIC) is approximately 80 s, which is very small. But if the channel switching happens when wireless devices are engaged in some communications, the upper layer protocols such as MAC-layer and routing-layer protocols will have a significant impact on the switching latency as we will show later.
Chandra et al. [14] study the concept of switching delay between multiple channels using only one 802.11 NIC through a software-based approach. They observe a delay of 3.9 seconds when switching from an infrastructure network to an ad hoc network and a delay of 2.8 seconds when switching from an ad hoc network to an infrastructure network. They reveal that the cause of this delay is the media disconnect and media connect notifications to the IP stack. However, in our case, both the network ID (i.e., SSID) and the mode (i.e., ad hoc mode) are the same for the neighboring nodes that dynamically change the channel.
Vergetis et al. [30] also investigate the impacts of channel switching on the network throughput. Some degradations of the network performance can be observed, when the channel switches and only one NIC is used. In fact, their approach is to transmit packets across multiple channels over only a single hop (i.e., from a sender to an AP), while ours is to deliver packets using multiple channels over a multihop path, which is more practical in mesh networks.
Besides, the experiments in [14] and [30] are carried out with the use of laptops, while in our experiment, wireless routers, which have different software and hardware from laptops, are used because this is the case in WMNs.
EXPERIMENT CONFIGURATION
For demonstration purposes, we choose simple experiments to make our points. We are currently using IEEE-802.11-compliant Linksys WRT54GL wireless routers operating in b=g mode, which have been upgraded to run the Linuxbased OpenWRT OS. The available flash memory in our Linksys routers is 4 Mbytes, which is large enough to fit the OpenWRT OS. The Broadcom chipset is driven by a proprietary driver ðwlÞ, which allows a reasonable degree of control over the wireless properties. Every router has a single wireless radio interface with two antennas for spatial diversity purposes and five wired interfaces. The default transmission power is 19 dBm. We have disabled the Request-To-Send/Clear-To-Send (RTS/CTS) mechanism and exploited the autorate adaptation provided by the Linksys routers. In order not to fall into the effects related to ground [10] , we place the routers approximately at the height of 1 m.
We collect the experimental data using Fujitsu notebooks of model P7010D, which are equipped with a 1.20-GHz Intel Pentium M processor and 512-Mbyte Random Access Memory (RAM). The notebooks run Linux 2.6 with a Debian distribution. In our experiments, we manually synchronize our nodes using ntpdate before each experiment to achieve millisecond timing accuracy. Note that ntpdate is an NTP [5] client that only synchronizes the local clock's phase offset to a common server (we use the gateway node as the NTP server), and it does not continuously track the timing error for the local clock's frequency offset. Because our experiments only last for a short period of time (several minutes at most), the local clock's frequency offset has little effect on the timing accuracy.
Besides, in our experiments, we use a free software called the Jugi's Traffic Generator (JTG) [2] to generate different kinds of traffics. More specifically, JTG can generate and inject different traffic patterns over TCP and/or UDP sockets. We decide to use JTG in our experiments since it can read the information on packet transmission intervals and packet sizes from files, allowing us to create an exact duplicate of a trace starting from a prerecorder stream. Traffic is then collected at the receiver side where suitable tools are available for analysis.
EXPERIMENTS ON CHANNEL INTERFERENCE
IEEE 802.11 a/b/g standards specify many distinct frequency bands or channels, but most of them are overlapping. Specifically, the standards specify the central frequency of each channel, as well as a spectral mask that requires the signal to be attenuated by at least 30 dB from its peak energy at 11 MHz from the center frequency and at least 50 dB at 22 MHz from the center frequency, respectively. Since the central frequencies of two neighboring channels are 5 MHz apart, two channels separated by at least five frequency bands can be considered to be nonoverlapping. Thus, IEEE 802.11 b/g has up to three nonoverlapping channels, and IEEE 802.11a has up to 12 nonoverlapping channels.
Usually, it is commonly thought that the transmissions on two nonoverlapping channels will not interfere with each other. However, Liese et al. [22] and Robinson et al. [28] show by experiments that there does exist interference between nonoverlapping channels. In this section, we conduct some simple experiments to study the impacts of interchannel interference on network performance and to show whether it is possible for us to use multiple channels at the same time in WMNs.
The experiments are carried out on a playground in the University of Florida, and we make sure that our experiments do not have interferences from other APs. As shown in Fig. 2 , there are four routers. Link 1 is set up between RT 1 and RT 2, and link 2 is set up between RT 3 and RT 4. The four routers all work in b=g mode, and each router is connected to one laptop by an Ethernet cable, which acts as the traffic generator or receiver.
Interference between Channel 1 and Channel 6
We first check the impacts of the interference between channel 1 and channel 6 on network throughput. We set link 1 on channel 1 and link 2 on channel 6. Two flows are set up on the two links, respectively. Flow 1 (the main flow) is from RT 1 to RT 2, and flow 2 (the interfering flow) is from RT 4 to RT 3. We use the Constant-Bit-Rate (CBR) traffic pattern for both flows and collect the throughput of flow 1 as its data sending rate increases from 1 to 11 Mbps in four cases:
. Case 1: there is no traffic on link 2. . Case 2: RT 4 is very close to RT 2, and the data sending rate of flow 2 is set to 1 Mbps. . Case 3: RT 4 is 1 m away from RT 2, and the data sending rate of flow 2 is set to 1 Mbps. . Case 4: RT 4 is very far from RT 2 (15 m), and the data sending rate of flow 2 is set to 11 Mbps. The experimental results are shown in Fig. 3a . We observe that in Case 1, there is no interference, and the maximum throughput of flow 1 is about 5 Mbps; in Case 2 and Case 3, the maximum throughput of flow 1 degrades much when the data sending rate of flow 1 is more than 4 Mbps; in Case 4, the throughput of flow 1 is not affected much by flow 2 even when the data sending rate of flow 1 is as high as 11 Mbps.
Interference between Channel 1 and Channel 5
Notice that the center frequency of channel 1 is 25 MHz away from that of channel 6 and 20 MHz away from that of channel 5, which is a little smaller than that required in the standards. So obviously, the interference between channel 1 and channel 5 will be more severe than that between channel 1 and channel 6. In this section, we check the impacts of the interference between channel 1 and channel 5 on network throughput.
We use the same topology and the same traffic pattern as that in Section 4.1, and we collect the throughput of flow 1 in case 2 and case 3. The experiment results and comparisons with the previous case are shown in Fig. 3b . We can clearly observe that the throughput of flow 1 with interference on channel 5 is less than that of flow 1 with interference on channel 6 when the data sending rate of flow 1 is higher than 4 Mbps.
Discussions
From the results in Sections 4.1 and 4.2, we find that the transmissions on channel 5 or channel 6 do interfere with those on channel 1. When the radios using different channels are far apart, the interference is not significant. When they are close to each other, the interference becomes noticeable. Besides, the interference between channel 1 and channel 5 or channel 6 can only be observed when the data sending rate of flow 1 is high enough.
Thus, we conclude that we can use multiple channels in WMNs only if either of the following holds:
1. The traffic in the neighborhood of a receiver is unsaturated, i.e., the following condition is satisfied:
where r i is the data sending rate of the ith ð1 i nÞ interfering neighbor of the receiver of interest (no matter which channel it is on), r 0 is the data sending rate of the particular flow under analysis, C is the bandwidth of the channel the receiver is on, and ð0 < < 1Þ accounts for the communication overhead. 2. The radios using different channels are placed far apart from each other. We notice that Mishra et al. have quantified in [24] the minimum distance required for two radios operating on two different channels not to interfere with each other. However, they assume that transmitters and receivers use the same signal filter, and they only use the free space power propagation model to predict the interference introduced by a transmitter at one receiver on another channel, which is not so practical. In the following, we derive the interference in a more practical and more general case.
Assume that node i transmits to node j on channel x, and node j has some other neighboring transmitters denoted by the set NðjÞ. For node k 2 NðjÞ, it operates on channel c k . Recall the general model in [27] used to predict the received power at a receiver that is on the same channel as a transmitter, i.e., P r ðdÞ ¼ P t hðG t ; G r ; h t ; h r ; L;
where P t and P r are the transmitted power and the received power, respectively, G t and G r are the gain factors for the transmitter antenna and the receiver antenna, respectively, h t and h r are the antenna heights of the transmitter and the receiver, respectively, d is the distance between the transmitter and the receiver, L is the system loss factor not related to propagation ðL ! 1Þ, is the wavelength, hðÁÞ is a function, and is the path loss exponent. Then, denoting by dðj; kÞ the distance between node k and node j and by P t;k and P r;j ðdðj; kÞ; x; c k Þ the transmitted power of node k and the received power at node j, respectively, as we have shown in [21] , the interference introduced by node k to node j can be represented by 
where Iðx; c k Þð0 Iðx; c k Þ 1Þ captures the interference between channel x and channel c k .
As we have shown in [21] , the values of IðÞ ¼ Iðx; c k Þ ¼ R 1 À1 S k ðfÞZ r;j ðf ÀÞdf, where S k ðfÞ is the transmitted signal of node k, Z r;j ðfÞ denotes the band-pass filter's frequency response of node j, and ¼ 5jx À c k j, can be represented in Fig. 4 , for four different receiver filters denoted by R1, R2, R3, and R4, respectively, i.e.,
. (R1): the receiver filter is the same as the transmit spectrum mask. bandwidth of 44 MHz. In order for node j to correctly receive the signal from node i, two conditions should be satisfied: 1) the received desired signal is greater than the receiver sensitivity (denoted by RX th ), and 2) the signal-to-noise-plus-interference ratio (SNIR) is above a threshold (denoted by SINR th ) in the presence of interference. Usually, condition 1 is satisfied. Then, the only requirement is condition 2, i.e., P r;j dðj; iÞ ð Þ P thermal þ P k2NðjÞ P r;j dðj; kÞ; x; c k ð Þ ! SINR th ;
where P thermal is the strength of the thermal noise, P r;j ðdðj; iÞÞ is the power from the transmitter i at distance dðj; iÞ, and P r;j ðdðj; kÞ; x; c k Þ is given by (2). Substituting (2) into (3), we can obtain requirements on distances dðj; kÞðk 2 NðjÞÞ for node j to successfully receive packets from node i. Furthermore, P r;j dðj; iÞ ð Þ P thermal þ P r;j dðj; kÞ; x; c k ð Þ ! SINR th gives a lower bound on the minimum distance required for node k not to interfere with node j's reception, i.e., when node k is the only interfering transmitter of node j.
EXPERIMENTS ON CHANNEL SWITCHING COST
In Section 4, we have shown by experiments that it is still feasible to use multiple channels in WMNs under certain conditions. In this section, we turn to the question Q2: what is the cost we have to pay when we switch channels at the mesh routers in a WMN? Here, "cost" refers to the end-to-end delay, the packet loss ratio, and the channel switching time. Moreover, we also investigate the relationship between the cost and the number of hops on a path where the channels are changing. Since the number of hops from the end users to the gateway is usually very small, for example, it is fewer than five hops on the average in MIT Roofnet [12] , we develop experiments with backbone links (BLs) ranging from one to four hops. For this particular experiment, we adopt a three-tier chain topology [13] to set up our testbed. It consists of one gateway, a backbone network formed by three BNs, and one AP. As shown in Fig. 5 , this testbed is located on the fourth floor of the New Engineering Building at the University of Florida, simulating a typical office environment. Each wireless BN is composed of two routers attached to each other via an Ethernet cable. These two routers are configured on two different channels to form a BN with two radios and two channels. Besides, the routers in the BNs are set to run in ad hoc mode, while the AP operates in master mode (also called infrastructure mode). We attach the AP via an Ethernet cable to another wireless router operating in ad hoc mode so that the AP can be connected to the backbone network and the gateway. Moreover, each router runs the OLSR protocol such that the network can be easily extended.
The topology of our testbed is shown in Fig. 6 . Although it is a small testbed, it is sufficient for us to make our points. We connect a transmitter to the gateway via an Ethernet cable and a receiver to the AP via wireless medium, respectively. Then, we generate Voice-over-IP (VoIP) and video traffics and transmit them through this chain. The reason why we choose VoIP and video traffics is twofold. First, they are common traffics in mesh networks. Second, they are typical traffics: VoIP traffics have low data rates (in kilobits per second) and low ratio between the peak bit rate and average bit rate, while 2. The transmit spectrum mask can be found in [21] . video traffics have high data rates (in megabits per second) and high peak-to-average bit rate ratio. Each BL in Fig. 6 uses a different channel chosen from [1, 10] and changes the channel every 1 minute. On the other hand, the AP uses channel 11 and never changes its channel. We develop a simple channel assignment algorithm to assign channels for the BLs:
where channel i t and channel i tþ1 are the channels of BL i at the tth minute and the ðt þ 1Þth minute, respectively, and 0 i 3. Besides, we initially set channel Table 1 . There are two reasons for choosing this algorithm:
. First, we find that it is impossible to select a step less than four when we try to switch channels for these Linksys routers. . Second, this algorithm is very simple, but it is sufficient for us to investigate the cost of channel switching. The traffics last for 10 minutes, which means that each BL will change the channel nine times during this period. After the transmission finishes, we will have a log file in the receiver, recording a tuple of information for every received packet: the sequence number, the transmitting time, the receiving time, and the packet size. Based on this information, we can calculate the end-to-end delay of each received packet and the packet loss ratio. We repeat this procedure four times, changing the BLs from one to four hops. In each case, we compare the performance of the network when the BLs keep switching with that when the BLs are static, i.e., they never change their channels.
The Case of Audio Traffics
Many important voice applications employ CBR coding, e.g., Skype and softphones. However, several voice codecs can optionally employ Voice Activity Detection (VAD), a technique typically used in speech processing that aims at detecting the presence or absence of human speech. Under VAD, the application stops transmitting packets when the user is not talking until new voice activity is detected. Clearly, since the VAD packet source generates packets only during active periods, consistent bandwidth savings are possible.
We conduct our experiments under VAD-enabled voice traffic. Traffic traces have been generated using Ekiga [1] , an open source VoIP and videoconferencing application. At one end, we register voice traces corresponding to a VAD-enabled GSM 6.10 device, dumping the resulting packet trace with WireShark [7] . The instantaneous bit rate of the recorded voice trace pattern over a 100-second interval is reported in Fig. 7 , where we can clearly distinguish the active and silent periods modulated by VAD. In the VAD-enabled case, according to our voice recorded traces, the codec is detected inactive for a fraction of time a ¼ 53 percent.
The experimental results of the end-to-end delay of the audio traffic are shown in Fig. 8 . We can clearly see that there are some impulses when the channels are changing. This indicates that when the BL switches from one channel to another, the end-to-end delay of packets increases drastically. Since this figure only shows the end-to-end delay of the received packets, we dig out how many packets are lost due to the channel switching in the following.
Let F L ðtÞ and f L ðtÞ denote the cumulative distribution function and the probability density function of packet loss, respectively. First, we further define Then, we calculate F L ðtÞ and f L ðtÞ by
The experimental results of the packet loss of audio traffics are shown in Fig. 9 . In addition to the end-to-end delay and the packet loss ratio, we also calculate the Mean Opinion Score (MOS), which is traditionally used to assess the quality of conversation in VoIP systems. MOS is a numerical measure and is expressed as a single number in the range 1 to 5, where 1 is the lowest perceived quality, and 5 is the highest perceived quality. Since it is based on a listening test, evaluating the MOS rate for a VoIP solution can be a time-consuming process. For this reason, we make our probes through synthetic traffic generation, and we resort to the E-Model [3] , which provides an objective method to evaluate speech quality in VoIP systems (please refer to [16] and [18] for a thorough description). The outcome of an E-Model evaluation is called the R-factor ðRÞ, which is a numerical measure of voice quality, ranging from 0 to 100. The reference values of the R-factor are categorized as shown in Table 2 .
In the E-Model, several different parameters affecting the quality of a conversation are taken into account. The main assumption is that various impairments at the physiological scale have an additive behavior (decibel-like behavior):
In particular, R 0 is the basic signal-to-noise ratio (environmental and device noises), I s accounts for the impairments on the coded voice signal (loud connection and quantizations), I d represents the effect of delay, I e represents the effect of low-bit-rate codecs, and A is the advantage factor, corresponding to the user allowance due to the convenience in using a given technology. We reported in Table 3 some sample values for the R-factor for different scenarios.
The main advantage of the E-model is that for a given codec, i.e., given I e , only delays and losses are needed for speech quality estimation.
According to [16] , (5) can be further simplified into the following expression:
The relation between I d and the one-way delay T a is expressed as
11ðT a À 177:3ÞHðT a À 177:3Þ; where HðxÞ is the step function. I ef in (6) is the equipment impairment (nonlinear codecs and packet losses), which can be calculated as [4] 3 I ef ¼ I e opt þ C 1 ln ð1 þ C 2 Á loss rateÞ:
In our tests, we adopt the GSM 6.10 codec, so the formula for the impairment factor is given as
where B pl is the packet loss robustness factor of the audio codec [20] . Notice that I eopt , C 1 , C 2 , and B pl shown above are all codec-specific parameters. For the calculation of (7), we use I e opt ¼ 20 and B pl ¼ 43.
The instantaneous values of the R-factor are shown in Fig. 10 . We observe that the R-factor value decreases significantly when the channel is switching.
The Case of Video Traffics
We also perform some experiments on the support of video traffics offered by the WMN testbed under the condition of dynamically changing the channel. These experiments aim at probing the system in case of a VBR traffic with a large ratio of the peak bit rate to the average bit rate, accounting also for background FTP traffic. In particular, we considered a sample video trace, namely, the Silence of the Lambs, an MPEG4 video encoded with rate control and single-layer encoding publicly available in [6] . The stream is encoded with a target rate of 64 Kbps, an average bit rate of 226,852 bps, and a peak rate of 2.951040 Mbps. Since the plain frame sequence consists of frames of up to 2,800 bytes, we preprocessed the traces in order to packetize the flow with an MPDU of 1,000 bytes. 4 The experimental results of the end-to-end delay of the video traffics are shown in Fig. 11 . We can clearly observe that there are some impulses when the channels are changing.
3. The calculation is accurate up to loss rate ¼ 0:1; for higher values, it may prove optimistic. 4. More sophisticated packetization of video frames would require, in principle, to account for the underlying coding, so that single-packet losses do not prevent partial frame utilization. Following the process in Section 5.1, we can obtain the packet loss of the video traffic, which is shown in Fig. 12 .
In Fig. 9 and Fig. 12 , we can see that packets are mainly lost in the first 10 seconds. We hence conclude that it takes up to 10 seconds for the BL to reach the steady state again after changing from one channel to another. In other words, the channel switching time is up to 10 seconds when the number of hops on which the channel is changing is up to five.
Next, we define the total packet loss ratio P T and the packet loss ratio due to channel switching P cs as follows:
# of lost packets the total number of transmitted packets ; ð8Þ P cs ¼ # lost packets due to channel switching the total number of transmitted packets :
Let N i cs denote the number of lost packets in the first 10 seconds in ½i; i þ 1 minutes and N denote the total number of transmitted packets in 10 minutes. We can obtain
The numerical results of the packet loss ratio for VoIP traffics and video traffics when the channels are switching are shown in Table 4 and Table 5 , respectively. We find that P cs increases as the number of hops increases, and so does P cs =P T . Noticeably, the ratio of P cs to P T even increases to more than 60 percent when the number of backbone hops is four. This indicates that the cost of channel switching in terms of packet loss ratio increases as the number of hops increases. We also show in Table 6 the total packet loss ratios when the channels are static. Comparing the results in Table 4 and  Table 5 with those in Table 6 , we observe that when the BLs keep switching the channel every 1 minute, more packets are lost compared to those in the case where the BLs use static channels.
As a result, we recommend that we should not change channels too often and should carefully determine when to change the channel. Moreover, the channel assignment schemes selecting one channel for each packet may not be worthwhile because the cost due to channel switching may be too high.
SEVERAL FACTORS RELATED TO CHANNEL SWITCHING COST
So far, we have investigated the channel switching cost in WMNs using only Linksys WRT54GL wireless routers with the OLSR protocol. In this section, we study the impacts of routing protocols and hardware on the channel switching cost.
Impacts of Routing Protocols
In our experiments, we assume that every link switches the channel once a minute. This is actually performed by making the two routers on this link to switch to the same channel at the same time. However, as we all know, it is very difficult to achieve accurate synchronization in wireless networks and the time for two routers to switch the channel is not necessarily exactly the same. Thus, every time a link switches the channel, there is a period during which the link is "down" and the route discovery process at the routing layer will be activated. As a result, there is no surprise that many packets are lost at the beginning of channel switching. In order to show the impacts of routing protocols, we carry out again the experiments shown before using static routing instead of the OLSR protocol. By using static routing, no route discovery process is needed because we can manually set up the routing table in each router to maintain a path from the transmitter to the receiver.
The packet losses of video traffic transmitted through the chain topology with three hops and four hops are shown in Fig. 13a and Fig. 13b , respectively, and the numerical results of the packet loss ratio are shown in Table 7 . Compared with the results with the OLSR protocol, i.e., Fig. 12c and Fig. 12d and Table 5 , we observe that the channel switching time is reduced from about 10 seconds (with the OLSR protocol) to about 6 seconds (with the static routing), and the packet loss ratio due to channel switching is also decreased. However, the channel switch cost is still significant in terms of its magnitude.
Impacts of Hardware
Note that all the experiments above are performed using Linksys WRT54GL wireless routers. Here, we turn to study the impacts of hardware on channel switching cost by choosing another kind of widely used wireless router, i.e., Netgear WGT634U wireless router, to carry out some experiments. We use the same topology, the same routing protocol, and the same traffic patterns as those in Section 6.1.
The packet losses of video traffic transmitted through the chain topology with three hops and four hops are shown in Fig. 13c and Fig. 13d , respectively. We can clearly see that the channel switching time is about 3 seconds in the threehop case and about 6 seconds in four-hop case, respectively. Compared with the results obtained from using Linksys wireless routers, i.e., Fig. 13a and Fig. 13b , we can find that the channel switching time using Netgear wireless routers is a little bit shorter than that using Linksys routers, but it is still as high as several seconds, which is still significant. Thus, we conclude that the change of routing protocols or hardware cannot significantly reduce the channel switching cost. In other words, the conclusion in Section 5 still holds, and we should avoid switching channels frequently.
CONCLUSIONS
In this paper, we study the feasibility and the impacts of using multiple channels in WMNs by conducting some real experiments. We have shown that there is indeed some interference between nonoverlapping channels, as well as partially overlapping channels. However, we can still efficiently use multiple channels in the network if either the traffic in the neighborhood of each receiver is unsaturated or the radios using different channels are placed far apart from each other. Thus, those proposed multichannel MAC protocols should be reconsidered with these additional considerations.
We also carry out some experiments to show the cost of dynamically switching channels. We observe that when the number of hops on a path increases, the channel switching time can reach a few seconds, during which both the endto-end delay and the packet loss ratio increase significantly. The use of static routing can reduce the channel switching time due to smaller control overheads, but the channel switching time is still in seconds and still too costly. Although using another hardware may reduce the channel switching cost, unfortunately, the difference is not significant. As a result, when designing the channel assignment algorithms, we should not switch the channels too frequently. Especially, those per-packet channel (re)assignment algorithms are not really recommended due to the high channel switching cost. Besides, the design of protocols at various layers to reduce channel switching cost will be a very interesting and challenging problem, which will be investigated in the future.
Furthermore, in our experiments, we use the most basic scheme to cache and retransmit packets. We will also investigate the impacts of caching and retransmitting schemes on the network performance in our future research. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
