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1. Introduction
In this paper we consider the Cauchy problem of the following modiﬁed two-component Camassa–
Holm shallow water system:
⎧⎪⎪⎨
⎪⎪⎩
mt + umx + 2mux = −ηη¯x, t > 0, x ∈R,
ηt + (η)x = 0, t > 0, x ∈R,
m(0, x) =m0(x), x ∈R,
η(0, x) = η0(x), x ∈R,
(1.1)
where m = u − uxx and η = (1− ∂2x )(η¯ − η¯0).
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(CH2) by combing its integrability property with compressibility, or free-surface elevation dynamics
in its shallow-water interpretation [5,12,21]. The system (1.1) introduced recently by Holm et al. in
[19] is a modiﬁed version of the CH2 shallow water system to allow a dependence on the average
density η¯ as well as the pointwise density η, cf. [19]. The modiﬁed two-component Camassa–Holm
shallow water system (MCH2) is written in terms of velocity u and locally averaged density η¯ and η¯0
is taken to be constant. MCH2 can be deﬁned as geodesic motion on the semidirect product Lie group
with respect to a certain metric and be given as a set of Euler–Poincaré equations on the dual of the
corresponding Lie algebra, cf. [18,19].
For η ≡ 0, the system (1.1) becomes the Camassa–Holm equation, modeling the unidirectional
propagation of shallow water waves over a ﬂat bottom. Here u(t, x) stands for the ﬂuid velocity
at time t in the spatial x direction [3,10,20]. It has a bi-Hamiltonian structure and is completely
integrable [3]. Its solitary waves are peaked, capturing thus the shape of solitary wave solutions to
the governing equations for water waves [4].
The Cauchy problem for the Camassa–Holm equation has been studied extensively. It has been
shown that this equation is locally well-posed [8] for initial data u0 ∈ Hs(R), s > 32 . More interesting,
it has global strong solutions [7,8] and also ﬁnite time blow-up solutions [7–9]. On the other hand,
it has global weak solutions in H1(R) [6,11]. Moreover, it has global conservative solution and global
dissipative solution in H1(R) [1,2,16,17]. For further properties of the Camassa–Holm equation, one
may refer to [9] and the references therein. The advantage of the Camassa–Holm equation in compar-
ison with the KdV equation lies in the fact that the Camassa–Holm equation has peaked solitons and
models wave breaking [4,9] (by wave breaking we understand that the wave remains bounded while
its slop becomes unbounded in ﬁnite time [22]).
Recently, the two types of 2-component Camassa–Holm shallow water systems have been studied
in [5,12–15,21]. They have established the local well-posedness for the two types of 2-component
Camassa–Holm shallow water systems [12,13], derived precise blow-up scenarios [13], and proved
that the systems had strong solutions which blow up in ﬁnite time [12–14]. However, the conservative
solutions for the problem (1.1) do not seem to have been discussed yet. The aim of this paper is to
establish the existence of global conservative solutions for the problem (1.1), additionally to prove
uniqueness and continuous dependence on the initial data.
Since the problem (1.1) is a system, there are more diﬃculties in analyzing it than a single equa-
tion [1,16]. The main diﬃculties are the mutual effect between two components u and η and the
estimate of η. To solve the problem, we present an equivalent semilinear system to the problem (1.1)
by introducing new variables. By overcoming the above mentioned diﬃculties, we get global solutions
to the semilinear system. By applying the obtained global solutions, we acquire global conservative
solutions to the problem (1.1). By retaining some additional information about these global conserva-
tive solutions, we ﬁnally prove that they construct a semigroup.
The paper is organized as follows. In Section 2, we reformulate the problem (1.1). In Section 3,
we present an equivalent semilinear system to the problem (1.1) by introducing new variables. In
Section 4, we obtain the existence and uniqueness of global solution to this semilinear system. In
Section 5, we show that the global solution to the semilinear system yields a global conservative
solution to the problem (1.1). In the last section, we show that these global conservative solutions to
the problem (1.1) construct a semigroup.
Notation. In the following, we denote by ∗ the spatial convolution. Given a Banach space X , we
denote its norm by ‖ .‖X . Since all spaces of functions are over R, for simplicity, we drop R in our
notations of functions spaces if there is no ambiguity.
2. The basic equations
We ﬁrst reformulate the problem (1.1). Take m = u − uxx , ρ = η¯ − η¯0 and η = ρ − ρxx . Note that if
p(x) := 12 e−|x| , x ∈ R, then (1 − ∂2x )−1 f = p ∗ f for all f ∈ L2, p ∗m = u and p ∗ η = ρ . Thus, we can
rewrite Eq. (1.1) as follows:
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⎪⎪⎪⎪⎩
ut + uux = −∂xp ∗
(
u2 + 1
2
u2x +
1
2
ρ2 − 1
2
ρx
2
)
, t > 0, x ∈R,
ρt + uρx = −∂xp ∗ (uxρx) − p ∗ (uxρ), t > 0, x ∈R,
u(0, x) = u0(x), x ∈R,
ρ(0, x) = ρ0(x), x ∈R
(2.1)
with initial data (u0(x),ρ0(x)) ∈ H1 × (H1 ∩ W 1,∞). For convenience, we set
P1 = p ∗
(
u2 + 1
2
u2x +
1
2
ρ2 − 1
2
ρx
2
)
,
P2 = p ∗ (uxρx),
P3 = p ∗ (uxρ),
where p(x) = 12 e−|x| . Since u and ρ are in H1, Young’s inequality ensures that P1, P2 and P3 are
in H1.
Deﬁnition 2.1. By a solution of the Cauchy problem (2.1) on [t1, t2] we mean a pair of Hölder contin-
uous functions (u(t, x),ρ(t, x)) deﬁned on [t1, t2] × R with the following properties. At each ﬁxed t
we have
(
u(t, .),ρ(t, .)
) ∈ H1 × (H1 ∩ W 1,∞).
Moreover, the maps u(t, .) and ρ(t, .) are Lipschitz continuous from [t1, t2] to L2, and satisfy the
following system
⎧⎪⎪⎨
⎪⎪⎩
ut + uux = −P1x , t > 0, x ∈R,
ρt + uρx = −P2x − P3, t > 0, x ∈R,
u(0, x) = u0(x), x ∈R,
ρ(0, x) = ρ0(x), x ∈R,
(2.2)
where (2.2) is understood as equalities between functions in L2.
For smooth solutions, we have the conservation law:
E(t) =
∫
R
(
u2 + u2x + ρ2 + ρ2x
)
dx =
∫
R
(
u20 + u20,x + ρ20 + ρ20,x
)
dx. (2.3)
In fact, differentiating the equations in (2.1) with respect to x and using the identity ∂2x p ∗ f = p ∗
f − f , we have
{
utx + uuxx + u2x = f − p ∗ f ,
ρtx + uxρx + uρxx = −∂xp ∗ g, (2.4)
where f = u2 + 12u2x + 12ρ2 − 12ρ2x and g = (uxρx)x + uxρ . Using Eq. (2.1) and integrating by parts, we
obtain
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dt
E(t) = 2
∫
R
(uut + uxuxt + ρρt + ρxρxt)dx
= 2
∫
R
[
u(−uux − ∂xp ∗ f ) + ux
(−uuxx − u2x + f − p ∗ f )
+ ρ(−uρx − p ∗ g) + ρx(−uxρx − uρxx − ∂xp ∗ g)
]
dx
= 2
∫
R
(
−u∂xp ∗ f − 1
2
u3x + ux f − uxp ∗ f +
1
2
uxρ
2
− ρp ∗ g − 1
2
uxρ
2
x − ρx∂xp ∗ g
)
dx
= 2
∫
R
(
−1
2
u3x + ux f +
1
2
uxρ
2 − 1
2
uxρ
2
x − ρg
)
dx
= 2
∫
R
(
u2ux + ρ2ux − uxρ2x + ρ2x ux − ρ2ux
)
dx
= 0.
Multiplying the ﬁrst equation in (2.2) by ux , we obtain a conservation law with source term
(
u2x
)
t +
(
uu2x
)
x =
(
2u2 + ρ2 − ρ2x − 2P1
)
ux. (2.5)
3. An equivalent semilinear system
Let (u¯, ρ¯) ∈ H1 × (H1 ∩ W 1,∞) be the initial data. Consider an energy variable ξ , and let the non-
decreasing map ξ → y¯(ξ) be deﬁned by setting
ξ =
y¯(ξ)∫
0
(
1+ u¯2x
)
dx. (3.1)
Assuming that the solution (u,ρ) to Eq. (2.2) remains Lipschitz continuous for t ∈ [0, T ], we derive
an equivalent system of equations by using the independent variables (t, ξ). Let ξ → y(t, ξ) be the
characteristic starting at y¯(ξ) so that
∂
∂t
y(t, ξ) = u(t, y(t, ξ)), y(0, ξ) = y¯(ξ). (3.2)
Moreover, we write
u(t, ξ)
.= u(t, y(t, ξ)), ρ(t, ξ) .= ρ(t, y(t, ξ)), ρx(t, ξ) .= ρx(t, y(t, ξ)),
P i(t, ξ)
.= P i(t, y(t, ξ)), P ix(t, ξ) .= P ix(t, y(t, ξ)), i ∈ 1,2,3.
The following future variables will be used:
v = v(t, ξ), q = q(t, ξ) and R = R(t, ξ)
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v
.= 2arctanux, R .= ρx(t, ξ), q .=
(
1+ u2x
) · ∂ y
∂ξ
(3.3)
with ux = ux(t, y(t, ξ)). Note that (3.1) implies
q(0, ξ) = 1. (3.4)
For future use, we write the identities
1
1+ u2x
= cos2 v
2
,
ux
1+ u2x
= 1
2
sin v,
u2x
1+ u2x
= sin2 v
2
(3.5)
and
∂ y
∂ξ
= q
1+ u2x
= cos2 v
2
· q. (3.6)
In turn, (3.6) yields
y
(
t, ξ ′
)− y(t, ξ) =
ξ ′∫
ξ
cos2
v(t, s)
2
· q(t, s)ds. (3.7)
Furthermore, we have
P1(t, ξ) = 1
2
∞∫
−∞
e−|y(t,ξ)−x|
(
u2(t, x) + 1
2
u2x(t, x) +
1
2
ρ2(t, x) − 1
2
ρ2x (t, x)
)
dx,
P1x (t, ξ) =
1
2
∞∫
−∞
sgn
(
x− y(t, ξ))e−|y(t,ξ)−x|(u2(t, x) + 1
2
u2x(t, x) +
1
2
ρ2(t, x) − 1
2
ρ2x (t, x)
)
dx,
P2(t, ξ) = 1
2
∞∫
−∞
e−|y(t,ξ)−x|ux(t, x)ρx(t, x)dx,
P2x (t, ξ) =
1
2
∞∫
−∞
sgn
(
x− y(t, ξ))e−|y(t,ξ)−x|ux(t, x)ρx(t, x)dx,
P3(t, ξ) = 1
2
∞∫
−∞
e−|y(t,ξ)−x|ux(t, x)ρ(t, x)dx,
P3x (t, ξ) =
1
2
∞∫
sgn
(
x− y(t, ξ))e−|y(t,ξ)−x|ux(t, x)ρ(t, x)dx.−∞
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will be checked in Section 5, and write the convolution as an integral over the variable ξ ′ . Using
the identities (3.5)–(3.7), we thus obtain expressions for P i and P ix in terms of the new variable ξ ,
namely,
P1(ξ) = 1
2
∞∫
−∞
exp
(
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
)
·
[
u2
(
ξ ′
)
cos2
v(ξ ′)
2
+ 1
2
sin2
v(ξ ′)
2
+ 1
2
ρ2
(
ξ ′
)
cos2
v(ξ ′)
2
− 1
2
R2
(
ξ ′
)
cos2
v(ξ ′)
2
]
q
(
ξ ′
)
dξ ′, (3.8)
P1x (ξ) =
1
2
∞∫
−∞
sgn
(
ξ ′ − ξ)exp
(
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
)
·
[
u2
(
ξ ′
)
cos2
v(ξ ′)
2
+ 1
2
sin2
v(ξ ′)
2
+ 1
2
ρ2
(
ξ ′
)
cos2
v(ξ ′)
2
− 1
2
R2
(
ξ ′
)
cos2
v(ξ ′)
2
]
q
(
ξ ′
)
dξ ′, (3.9)
P2(ξ) = 1
2
∞∫
−∞
exp
(
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
)
· 1
2
R
(
ξ ′
)
q
(
ξ ′
)
sin v
(
ξ ′
)
dξ ′, (3.10)
P2x (ξ) =
1
2
∞∫
−∞
sgn
(
ξ ′ − ξ)exp
(
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
)
· 1
2
R
(
ξ ′
)
q
(
ξ ′
)
sin v
(
ξ ′
)
dξ ′, (3.11)
P3(ξ) = 1
2
∞∫
−∞
exp
(
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
)
· 1
2
ρ
(
ξ ′
)
q
(
ξ ′
)
sin v
(
ξ ′
)
dξ ′, (3.12)
P3x (ξ) =
1
2
∞∫
−∞
sgn
(
ξ ′ − ξ)exp
(
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
)
· 1
2
ρ
(
ξ ′
)
q
(
ξ ′
)
sin v
(
ξ ′
)
dξ ′. (3.13)
By (2.2) and (3.2), the equations for u and ρ in the new variables (t, ξ) take the forms
∂
∂t
u(t, ξ) = ut + uux = −P1x (t, ξ), (3.14)
∂
∂t
ρ(t, ξ) = ρt + uρx = −P2x (t, ξ) − P3(t, ξ) (3.15)
with P i and P ix , i ∈ 1,2,3, deﬁned in (3.8)–(3.13).
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ξ2∫
ξ1
q(t, ξ)dξ =
y(t,ξ2)∫
y(t,ξ1)
(
1+ u2x(t, x)
)
dx.
Hence (2.5) and (3.2) yield
d
dt
ξ2∫
ξ1
q(t, ξ)dξ =
y(t,ξ2)∫
y(t,ξ1)
{(
1+ u2x
)
t +
[
u
(
1+ u2x
)]
x
}
dx
=
y(t,ξ2)∫
y(t,ξ1)
(
2u2 + ρ2 − R2 − P1 + 1)ux dx.
Differentiating with respect to ξ , we obtain
∂
∂t
q(t, ξ) =
(
u2 + 1
2
ρ2 − 1
2
R2 − P1 + 1
2
)
sin v · q. (3.16)
Finally, using (3.2)–(3.3) and (2.4), we obtain
∂
∂t
v(t, ξ) = (2u2 + ρ2 − R2 − 2P1) cos2 v
2
− sin2 v
2
, (3.17)
∂
∂t
R(t, ξ) = −P2 − P3x . (3.18)
4. Global solution of the semilinear system
Let initial data (u¯, ρ¯) ∈ H1 × (H1 ∩W 1,∞) be given. We rewrite the corresponding Cauchy problem
for the variables (u,ρ, v, R,q) in the form
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
= −P1x ,
∂ρ
∂t
= −P2x − P3,
∂v
∂t
= (2u2 + ρ2 − R2 − 2P1) cos2 v
2
− sin v
2
,
∂R
∂t
= −P2 − P3x ,
∂q
∂t
=
(
u2 + 1
2
ρ2 − 1
2
R2 − P1 + 1
2
)
sin v · q
(4.1)
with ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u(0, ξ) = u¯( y¯(ξ)),
ρ(0, ξ) = ρ¯( y¯(ξ)),
v(0, ξ) = 2arctan u¯x
(
y¯(ξ)
)
,
R(0, ξ) = ρx
(
y¯(ξ)
)
,
(4.2)q(0, ξ) = 1.
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X
.= H1 × H1 × (L2 ∩ L∞)× (L2 ∩ L∞)× L∞
with the norm
∥∥(u,ρ, v, R,q)∥∥X .= ‖u‖H1 + ‖ρ‖H1 + ‖v‖L2 + ‖v‖L∞ + ‖R‖L2 + ‖R‖L∞ + ‖q‖L∞ .
As usual a solution of Cauchy problem is a ﬁxed point of the integral transformation
Γ (u,ρ, v, R,q) = (u˜, ρ˜, v˜, R˜, q˜),
where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u˜(t, ξ) = u¯( y¯(ξ))−
t∫
0
P1x dt,
ρ˜(t, ξ) = ρ¯( y¯(ξ))−
t∫
0
(
P2x + P3
)
dt,
v˜(t, ξ) = v¯( y¯(ξ))+
t∫
0
[(
2u2 + ρ2 + R2 − 2P1) cos2 v
2
− sin2 v
2
]
dt,
R˜(t, ξ) = ρ¯x
(
y¯(ξ)
)−
t∫
0
(
P2 + P3x
)
dt,
q˜(t, ξ) = 1+
t∫
0
(
u2 + 1
2
ρ2 − 1
2
R2 − P1 + 1
2
)
sin v · qdt.
By showing the local Lipschitz continuity of the right-hand side of (4.1), the local existence of solution
will follow from the standard theorem for ordinary differential equations in Banach spaces. Then, we
show the conservation of energy property expressed by (2.3). Moreover, we prove that this local
solution can be extended globally in time.
Theorem 4.1. If (u¯, ρ¯) ∈ H1 × (H1 ∩ W 1,∞), then the Cauchy problem (4.1)–(4.2) has a unique solution,
deﬁned for all t  0, in the sense of Deﬁnition 2.1.
Proof. Step 1. To establish the local existence of solution, it suﬃces to show that the operator deter-
mined by the right-hand side of (4.1), which maps (u,ρ, v, R,q) to
(
−P1x ,−P2x − P3,
(
2u2 + ρ2 − R2 − 2P1) cos2 v
2
− sin2 v
2
,−P2
− P3x ,
(
u2 + 1
2
ρ2 − 1
2
R2 − P1 + 1
2
)
sin v · q
)
, (4.3)
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Ω =
{
(u,ρ, v, R,q): ‖u‖H1  α, ‖ρ‖H1  β, ‖v‖L2  γ , ‖v‖L∞ 
3π
2
,
‖R‖L2  δ, ‖R‖L∞  θ, q(x) ∈
[
q−q+
]
for a.e. x ∈R
}
(4.4)
for any constants α,β,γ , δ, θ,q−,q+ > 0. We begin by showing that
∂u
∂t
∈ H1, ∂ρ
∂t
∈ H1, ∂v
∂t
∈ L2 ∩ L∞, ∂R
∂t
∈ L2 ∩ L∞, and ∂q
∂t
∈ L∞.
Toward this goal, we ﬁrst observe that as long as |v| 3π2 there holds
sin2
v
2
 v
2
4
 9π
2
8
sin2
v
2
. (4.5)
For (u,ρ, v, R,q) ∈ Ω , by (4.4)–(4.5) we have
meas
{
ξ ∈R:
∣∣∣∣ v(ξ)2
∣∣∣∣ π4
}
meas
{
ξ ∈R: sin2 v(ξ)
2
 1
18
}
 18
∫
{ξ∈R: sin2 v(ξ)2  118 }
sin2
v(ξ)
2
dξ  9
2
γ 2.
Therefore, for any ξ1  ξ2 we ﬁnd
ξ2∫
ξ1
cos2
v(ξ)
2
· q(ξ)dξ 
∫
{ξ∈[ξ1,ξ2]: | v(ξ)2 | π4 }
q−
2
dξ 
[
ξ2 − ξ1
2
− 9
4
γ 2
]
q−. (4.6)
By introducing the exponentially decaying function
Γ (ξ)
.= min
{
1,exp
(
9
4
γ 2q− − |ζ |
2
q−
)}
, (4.7)
an easy computation leads to
‖Γ ‖L1 =
( ∫
|ζ | 92 γ 2
+
∫
|ζ | 92 γ 2
)
Γ (ζ )dζ = 9γ 2 + 4
q−
. (4.8)
Next, we prove that P i, P ix ∈ H1, where i ∈ {1,2,3}. We only give the estimate for P1x since the
estimates for others are entirely similar. From the deﬁnition (3.9), it follows that
∣∣P1x (ξ)∣∣ q+2
∣∣∣∣Γ ∗
(
u2 cos2
v
2
+ 1
2
sin2
v
2
+ 1
2
ρ2 cos2
v
2
− 1
2
R2 cos2
v
2
)
(ξ)
∣∣∣∣. (4.9)
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∥∥P1x∥∥L2  q+2 ‖Γ ‖L1
(∥∥u2∥∥L2 + 18
∥∥v2∥∥L2 + 12
∥∥ρ2∥∥L2 + 12
∥∥R2∥∥L2
)
 q
+
2
‖Γ ‖L1
(
‖u‖L∞‖u‖L2 +
1
8
‖v‖L∞‖v‖L2
+ 1
2
‖ρ‖L∞‖ρ‖L2 +
1
2
‖R‖L∞‖R‖L2
)
< ∞, (4.10)
where we use the fact H1 ⊂ L∞ . Next, differentiating (3.9), we get
∂ξ P
1
x = −
[
u2
(
ξ ′
)
cos2
v(ξ ′)
2
+ 1
2
sin2
v(ξ ′)
2
+ 1
2
ρ2
(
ξ ′
)
cos2
v(ξ ′)
2
− 1
2
R2
(
ξ ′
)
cos2
v(ξ ′)
2
]
q
(
ξ ′
)
+ 1
2
∞∫
−∞
sgn
(
ξ ′ − ξ)exp
(
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
)
·
[
cos2
v(ξ)
2
· q(ξ)
][
u2
(
ξ ′
)
cos2
v(ξ ′)
2
+ 1
2
sin2
v(ξ ′)
2
+ 1
2
ρ2
(
ξ ′
)
cos2
v(ξ ′)
2
− 1
2
R2
(
ξ ′
)
cos2
v(ξ ′)
2
]
q
(
ξ ′
)
dξ ′. (4.11)
Thus
∣∣∂ξ P1x (ξ)∣∣ q+
∣∣∣∣u2(ξ) + 12ρ2
(
ξ ′
)+ 1
8
v2 + 1
2
R2
(
ξ ′
)∣∣∣∣
+ q
+
2
∣∣∣∣Γ ∗
(
u2 cos2
v
2
+ 1
2
sin2
v
2
+ 1
2
ρ2 cos2
v
2
− 1
2
R2 cos2
v
2
)
(ξ)
∣∣∣∣.
Therefore
∥∥∂ξ P1x∥∥L2  q+
(
‖u‖L∞‖u‖L2 +
1
8
‖v‖L∞‖v‖L2
+ 1
2
‖ρ‖L∞‖ρ‖L2 +
1
2
‖R‖L∞‖R‖L2
)
+ q
+
2
‖Γ ‖L1 ·
(
‖u‖L∞‖u‖L2 +
1
2
‖v‖L∞‖v‖L2
+ 1
2
‖ρ‖L∞‖ρ‖L2 +
1
2
‖R‖L∞‖R‖L2
)
< ∞. (4.12)
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∂u
∂t ∈ H1, ∂ρ∂t ∈ H1, ∂v∂t ∈ L2 ∩ L∞ , ∂R∂t ∈ L2 ∩ L∞ , ∂q∂t ∈ L∞ , and the maps
u2, u2 cos2
v
2
, ρ2, ρ2 cos2
v
2
, sin v, sin2
v
2
, sin v · q
are all Lipschitz continuous from Ω into L2 ∩ L∞ .
Our main task is to prove the Lipschitz continuity of the following maps
(u,ρ, v, R,q) → P i, (u,ρ, v, R,q) → P ix, i ∈ {1,2,3}, (4.13)
deﬁned in (3.8)–(3.13), as maps from Ω into H1. Of course, this will also imply the Lipschitz conti-
nuity of these maps from Ω into L2 ∩ L∞ .
We have proved that the maps in (4.13) actually take values in H1. To establish their Lipschitz
continuity, it suﬃces to show that their partial derivatives
∂ P i
∂u
,
∂ P i
∂ρ
,
∂ P i
∂v
,
∂ P i
∂R
,
∂ P i
∂q
,
∂ P ix
∂u
,
∂ P ix
∂ρ
,
∂ P ix
∂v
,
∂ P ix
∂R
,
∂ P ix
∂q
, i ∈ {1,2,3}, (4.14)
are uniformly bounded as (u,ρ, v, R,q) range inside the domain Ω . We observe that these derivatives
are bounded operators from the appropriate spaces into H1. For sake of illustration, we shall work
out the detailed estimate for ∂ P
1
x
∂u . The derivatives of the others can be estimated in a similar way.
At a given point (u,ρ, v, R,q) ∈ Ω , the partial derivative
∂ P1x
∂u
: H1 → L2
is the linear operator deﬁned by
[
∂ P1x (u,ρ, v, R,q)
∂u
· u˜
]
(ξ) =
∫
sgn
(
ξ ′ − ξ)exp
{
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
}
· u(ξ ′) cos2 v(ξ)
2
· u˜(ξ ′)dξ ′.
Therefore
∥∥∥∥∂ P1x (u,ρ, v, R,q)∂u · u˜
∥∥∥∥
L2

∥∥Γ ∗ |u|∥∥L2q+ · ‖u˜‖L∞ .
Since ‖u˜‖L∞  ‖u˜‖H1 , the above operator norm can be estimated as
∥∥∥∥∂ P1x (u,ρ, v, R,q)∂u
∥∥∥∥ q+‖Γ ‖L1 · ‖u‖L2 . (4.15)
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1
x )
∂u : H1 → L2 is a linear operator deﬁned by
(
∂(∂ξ P1x )(u,ρ, v, R,q)
∂u
· u˜
)
(ξ)
= −2u(ξ) cos2 v(ξ)
2
q(ξ) · u˜(ξ) +
∫
exp
{
−
∣∣∣∣∣
ξ ′∫
ξ
cos2
v(s)
2
· q(s)ds
∣∣∣∣∣
}
·
[
cos2
v(ξ)
2
· q(ξ)
]
u
(
ξ ′
)
cos2
v(ξ ′)
2
q
(
ξ ′
) · u˜(ξ ′)dξ ′.
Its norm, as an operator from H1 into L2, is bounded by
∥∥∥∥∂(∂ξ P1x )(u,ρ, v, R,q)∂u
∥∥∥∥ 2q+‖u‖L2 + (q+)2‖Γ ‖L1 · ‖u‖L2 . (4.16)
The inequalities (4.15)–(4.16) yield the boundedness of ∂ P
1
x
∂u as a linear operator from H
1 into H1. The
bounds on the other partial derivatives in (4.14) are obtained in an entirely similar way. Thus, we
have showed the Lipschitz continuity of the right-hand side of (4.1). The local existence of solution to
the problem (4.1)–(4.2) on some small time interval [0, T ] with T > 0, now follows from the standard
theorem for ordinary differential equations in Banach spaces.
Step 2. To ensure that the local solution of (4.1) constructed above can be extended to a global
solution for all t  0, it suﬃces to show that the quantity
∥∥u(t)∥∥H1 + ∥∥ρ(t)∥∥H1 + ∥∥v(t)∥∥L2 + ∥∥v(t)∥∥L∞
+ ∥∥R(t)∥∥L2 + ∥∥R(t)∥∥L∞ + ∥∥q(t)∥∥L∞ + 1‖q(t)‖L∞ (4.17)
remains uniformly bounded on any bounded time interval.
As long as the local solution of (4.1) is deﬁned, we claim that
uξ = q
2
sin v, (4.18)
ρξ = R cos2 v
2
q, (4.19)
d
dt
∫
R
(
u2 cos2
v
2
+ sin2 v
2
+ ρ2 cos2 v
2
+ R2 cos2 v
2
)
· qdξ = 0. (4.20)
In fact, (4.1) and (3.9) yield
uξt =
(
u2 cos2
v
2
+ 1
2
sin2
v
2
+ 1
2
ρ2 cos2
v
2
− 1
2
R2 cos2
v
2
)
· q − cos2 v
2
q · P1. (4.21)
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(
q
2
sin v
)
t
= qt
2
sin v + q
2
vt cos v
= sin v
2
(
u2 + 1
2
ρ2 − 1
2
R2 − P1 + 1
2
)
sin vq
+ q
2
cos v
[(
2u2 + ρ2 − R2 − 2P1) cos2 v
2
− sin2 v
2
]
=
(
u2 cos2
v
2
+ 1
2
sin2
v
2
+ 1
2
ρ2 cos2
v
2
− 1
2
R2 cos2
v
2
)
− cos2 v
2
q · P1. (4.22)
Since the right-hand sides of (4.21)–(4.22) are Lipschitz continuous and the identity (4.18) holds true
at t = 0, we infer that (4.18) remains valid for all t  0 as long as the solution is deﬁned. Similar
calculation shows that (4.19) also holds true as long as the solution is deﬁned. To prove (4.20) we
proceed as follows. From (4.1), we deduce that
d
dt
∫
R
(
u2 cos2
v
2
+ sin2 v
2
+ ρ2 cos2 v
2
+ R2 cos2 v
2
)
· qdξ
=
∫
R
(
u2 cos2
v
2
+ sin2 v
2
+ ρ2 cos2 v
2
+ R2 cos2 v
2
)
qt dξ
+
∫
R
(
−u2 sin v
2
cos
v
2
+ sin v
2
cos
v
2
− ρ2 sin v
2
cos
v
2
− R2 sin v
2
cos2
v
2
)
vtq dξ
+
∫
R
(
2uut cos
2 v
2
+ 2ρρt cos2 v
2
+ 2RRt cos2 v
2
)
qdξ
=
∫
R
(
3
2
u2 + ρ2 − P1
)
sin v · qdξ
− 2
∫
R
(
u · P1x cos2
v
2
q + ρ(P2x + P3) cos2 v2q + R
(
P2 + P3x
)
cos2
v
2
q
)
dξ. (4.23)
On the other hand, from (3.8)–(3.13) we infer
P iξ = P ixq cos2
v
2
, i ∈ {1,2,3}. (4.24)
Using (4.23), (4.18)–(4.19) and (3.13), then integrating by parts, we obtain
d
dt
∫
R
(
u2 cos2
v
2
+ sin2 v
2
+ ρ2 cos2 v
2
+ R2 cos2 v
2
)
· qdξ
=
∫ (
3u2 + 2ρ2 − 2P1)uξ dξ − 2
∫ (
uP1ξ + ρP2ξ + ρP3 cos2
v
2
q + ρξ P2 + ρξ P3x
)
dξR R
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∫
R
[
2ρ2uξ − 2ρ
(
P3
)
cos2
v
2
q − 2ρξ
(
P3x
)]
dξ
= 2
∫
R
[
ρ2uξ − ρP3 cos2 v
2
q + ρ
(
P3 cos2
v
2
q − ρ q
2
sin v
)]
dξ
= 0. (4.25)
We can now rewrite the total energy (2.3) in terms of the new variables. From (4.25), we have
that the energy remains constant in time, i.e.,
E(t) =
∫
R
(
u2(t, ξ) cos2
v(t, ξ)
2
+ sin2 v(t, ξ)
2
+ ρ2(t, ξ) cos2 v(t, ξ)
2
+ R2(t, ξ) cos2 v(t, ξ)
2
)
· q(t, ξ)dξ
= E(0)
.= E0 (4.26)
along any solution of (4.1)–(4.2). Using (4.26), we obtain
u2(t, ξ) 2
∫
R
|uuξ |dξ
 2
∫
R
|u| ·
∣∣∣∣sin v2 cos v2
∣∣∣∣qdξ
 E0 (4.27)
and
ρ(t, ξ)2  2
∫
R
|ρρξ |dξ
 2
∫
R
∣∣∣∣ρR cos2 v2 q
∣∣∣∣dξ
 E0. (4.28)
From (4.26) and the deﬁnitions (3.8)–(3.13), we get
∥∥P1∥∥L∞ 
∥∥∥∥12e|ξ |
∥∥∥∥
L∞
·
∥∥∥∥
(
u2 cos2
v
2
+ sin2 v
2
+ ρ2 cos2 v
2
+ R2 cos2 v
2
)
· q
∥∥∥∥
L1
 1 E0 (4.29)
2
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∥∥P1x∥∥L∞ 
∥∥∥∥12e|ξ |
∥∥∥∥
L∞
·
∥∥∥∥
(
u2 cos2
v
2
+ sin2 v
2
+ ρ2 cos2 v
2
+ R2 cos2 v
2
)
· q
∥∥∥∥
L1
 1
2
E0. (4.30)
Notice that
R
(
ξ ′
)
sin v
(
ξ ′
)
 R
(
ξ ′
)2
cos2
v(ξ)
2
+ sin2 v(ξ
′)
2
,
ρ
(
ξ ′
)
sin v
(
ξ ′
)
 ρ
(
ξ ′
)2
cos2
v(ξ)
2
+ sin2 v(ξ
′)
2
.
Similar calculations show that
∥∥P2∥∥L∞  12 E0,
∥∥P2x∥∥L∞  12 E0, (4.31)∥∥P3∥∥L∞  12 E0,
∥∥P3x∥∥L∞  12 E0. (4.32)
Looking at Eq. (4.1), by (4.31)–(4.32) we obtain that as long as the solution exists, it holds that
|Rt | E0,∥∥R(t)∥∥L∞  E0t + ‖ρ¯x‖L∞ . (4.33)
Now using (4.1), (4.27)–(4.29) and (4.33), we infer that
|qt | 1
2
E20t
2 + ‖ρ¯‖W 1,∞ E0t +
(
5
2
E0 + 1
2
∥∥ρ¯2∥∥W 1,∞ + 12
)
.
Since q(0, ξ) = 1, the inequality implies that
∥∥q(t)∥∥L∞  exp
{
1
6
E20t
3 + 1
2
‖ρ¯‖W 1,∞ E0t2 +
(
5
2
E0 + 1
2
∥∥ρ¯2∥∥W 1,∞ + 12
)
t
}
(4.34)
and
∥∥q(t)∥∥L∞  exp
{
−
(
1
6
E20t
3 + 1
2
‖ρ¯‖W 1,∞ E0t2 +
(
5
2
E0 + 1
2
∥∥ρ¯2∥∥W 1,∞ + 12
)
t
)}
. (4.35)
By (4.1), it is obvious that
‖v‖L∞  exp{Mt}, where M = M
(
E0,‖ρ¯‖W 1,∞
)
. (4.36)
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∣∣∣∣ ddt
(∫
R
u2(t, ξ)dξ
)∣∣∣∣ 2∥∥u(t)∥∥L∞∥∥P1x (t)∥∥L1 ,
∣∣∣∣ ddt
(∫
R
u2ξ (t, ξ)dξ
)∣∣∣∣ 2∥∥uξ (t)∥∥L∞∥∥∂ξ P1x (t)∥∥L1 ,
∣∣∣∣ ddt
(∫
R
ρ2(t, ξ)dξ
)∣∣∣∣ ‖ρ‖L∞(∥∥P2x∥∥L1 + ∥∥P3∥∥L1),
∣∣∣∣ ddt
(∫
R
ρ2ξ (t, ξ)dξ
)∣∣∣∣ ‖ρξ‖L∞(∥∥∂ξ P2x∥∥L1 + ∥∥∂ξ P3∥∥L1).
From (4.18)–(4.19) and (4.27)–(4.28), we get the uniform bounds of u,uξ and ρ,ρξ on bounded time
interval, respectively. The estimates on ‖u‖H1 and ‖ρ‖H1 will follow from bounds on the L1-norms of
P1x (t), ∂ξ P
1
x (t), P
2
x , P
3, ∂ξ P2x , ∂ξ P
3. For this goal, we proceed as (4.5)–(4.8). Calling r the right-hand
side of (4.34) in any bounded time interval, so that r−1  q(t) r. From (4.11) we obtain
∥∥∂ξ P1x (t)∥∥L1  E0 +
∥∥∥∥∥ r2
∫
R
exp
{
−
∣∣∣∣∣
ξ ′∫
ξ
r−1 cos2 v
2
ds
∣∣∣∣∣
}
·
[
u2 cos2
v
2
+ 1
2
sin2
v
2
+ 1
2
ρ2 cos2
v
2
− 1
2
R2 cos2
v
2
]
· qdξ
∥∥∥∥∥
L1
 E0 + rE0‖Γ ‖L1 , (4.37)
where
Γ (ζ )
.= min
{
1,exp
(
9E0r
−1 − r−1 |ζ |
2
)}
. (4.38)
In fact, by (4.26) the integral of sin2 v2 is bounded uniformly in time. We can repeat the estimates in
(4.5)–(4.8) and deduce that
‖Γ ‖L1  36E0 + 4r. (4.39)
The estimate for ‖P1x‖L1 is entirely similar. Note that
ρ sin v  ρ2 cos2 v
2
+ sin2 v
2
,
R sin v  R2 cos2 v
2
+ sin2 v
2
.
Similar calculations show that the L1-norms of P2x , P
3, ∂ξ P2x , ∂ξ P
3 are uniformly bounded. This proves
the boundedness of ‖u‖H1 and ‖ρ‖H1 for t in bounded interval.
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d
dt
‖R‖2L2  ‖R‖L∞
(∥∥P2∥∥L1 + ∥∥P3x∥∥L1). (4.40)
By the bounds of ‖P2‖L1 and ‖P3x‖L1 , in view of (4.33), ‖R‖L2 is uniformly bounded for t in bounded
interval. Thus
d
dt
‖v‖L2 
(‖u‖L∞‖u‖L2 + ‖ρ‖L∞‖ρ‖L2 + ‖R‖L∞‖R‖L2)+ 14‖v‖L∞‖v‖L2 . (4.41)
By the previous bounds, it is clear that ‖v‖L2 remains bounded on bounded time interval. This shows
that the solution of (4.1) can be extended globally in time. 
For future use, we record here a property of the solution. Consider the set
Σ
.= {t  0;meas{ξ ∈ R; v(t, ξ) = −π}> 0}. (4.42)
Then, we claim
meas(Σ) = 0. (4.43)
Its validity will be proved in Section 5.
5. The original system
We now show that the global solution of (4.1) yields a global conservative solution to (2.2), in the
original variables (t, x). Deﬁne
y(t, ξ)
.= y¯(ξ) +
t∫
0
u(τ , ξ)dτ . (5.1)
For each ﬁxed ξ , the function y(t, ξ) thus provides a solution to the Cauchy problem
∂
∂t
y(t, ξ) = u(t, ξ), y(0, ξ) = y¯(ξ). (5.2)
We claim that a solution of (2.2) can be obtained by setting
u(t, x)
.= u(t, ξ); ρ(t, x) .= ρ(t, ξ), if y(t, ξ) = x. (5.3)
Theorem 5.1. Let (u,ρ, v, R,q) be a global solution to (4.1). Then the pair of functions (u(t, x),ρ(t, x))
deﬁned by (5.1)–(5.3) is the global solution to the problem (2.2). Moreover, this solution (u,ρ) enjoys the
following property:
∥∥u(t)∥∥H1 + ∥∥ρ(t)∥∥H1 = ∥∥u0(x)∥∥H1 + ∥∥ρ0(x)∥∥H1 , a.e. t  0. (5.4)
Furthermore, let (u¯n, ρ¯n) be a sequence of initial data such that
‖u¯n − u¯‖H1 → 0, ‖ρ¯n − ρ¯‖W 1,∞ → 0, ‖ρ¯n − ρ¯‖H1 → 0.
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bounded set.
Proof. Using the uniform bound |u(t, ξ)| E
1
2
0 being valid by (4.27), from (5.1) we have the estimate
y¯(ξ) − E
1
2
0 t  y(t, ξ) y¯(ξ) + E
1
2 t, t  0.
For the deﬁnition of ξ in (3.1), this yields
lim
ξ→±∞ y(t, ξ) = ±∞.
Therefore, the image of the map (t, ξ) → (t, y(t, ξ)) is the entire half-plane R+ ×R. Now we claim
yξ = q cos2 v
2
. (5.5)
Indeed, from (4.1) and (4.18) we have
∂
∂t
(
q cos2
v
2
)
(t, ξ) = −vt sin v
2
· cos v
2
+ qt cos2 v
2
= q
2
sin v = uξ (t, ξ).
On the other hand, (5.1) implies
∂
∂t
yξ (t, ξ) = uξ (t, ξ).
Since the function 2arctan u¯x(x) is measurable, the identity (5.5) holds true for almost every ξ at
t = 0. By the above calculation it remains true for all t  0.
Next, we prove the set Σ deﬁned in Section 4 has measure zero. Indeed, if v(t0, ξ) = −π , then
yξ (t0, ξ) = cos2 v(t0,ξ)2 q(t0, ξ) = 0. Using (4.18), we get
∂
∂t
yξ (t0, ξ) = uξ (t0, ξ) = q
2
sin v(t0, ξ) = 0.
By (4.21), we have
∂2
∂t2
yξ (t0, ξ) = uξt(t0, ξ) = 1
2
q(t0, ξ) > 0.
This implies that t satisfying yξ (t, ξ) = 0 is isolated. Thus t satisfying v(t, ξ) = −π is also isolated.
Since v ∈ L2, this infers
meas(Σ) = 0. (5.6)
From (5.5), we get that y(t, ξ) is non-deceasing. Moreover, if ξ < ξ ′ but y(t, ξ) = y(t, ξ ′), then
ξ ′∫
ξ
yξ (t, s)ds =
ξ ′∫
ξ
q(t, s) cos2
v
2
ds = 0.
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u
(
t, ξ ′
)− u(t, ξ) =
ξ ′∫
ξ
q(t, s)
2
sin v(t, s)ds = 0,
ρ
(
t, ξ ′
)− ρ(t, ξ) =
ξ ′∫
ξ
R cos2
v(t, s)
2
q(t, s)ds = 0.
This shows that the pair of functions (u(t, x),ρ(t, x)) in (5.3) is well deﬁned. From the identity ρξ =
R cos2 v2q, we obtain
ρx(t, x) = R(t, ξ), if x = y(t, ξ).
This implies ρx ∈ L∞ . For every ﬁxed t we get
∫
R
(
u2(t, x) + u2x(t, x) + ρ2(t, x) + ρ2x (t, x)
)
dx
=
∫
{cos v>−1}
(
u2(t, ξ) cos2
v(t, ξ)
2
+ sin2 v(t, ξ)
2
+ ρ2(t, ξ) cos2 v(t, ξ)
2
+ R2(t, ξ) cos2 v(t, ξ)
2
)
· q(t, ξ)dξ
 E0. (5.7)
Since the measure of Σ is zero, the equality holds true for almost all t .
By Sobolev’s inequality, this implies the uniform Hölder continuity with the exponent 12 for u and
ρ as functions of x. By (4.1) and the bounds ‖P1x‖L∞  E02 , ‖P2x‖L∞  E02 and ‖P3‖L∞  E02 , we can
infer that (u(t, y(t)),ρ(t, y(t))) are Hölder continuous with the exponent 12 . Indeed
∣∣u(t, y) − u(s, x)∣∣ ∣∣u(t, y) − u(t, x)∣∣+ ∣∣u(t, x) − u(t, y(t, ξ))∣∣+ ∣∣u(t, y(t, ξ))− u(s, y(s, ξ))∣∣
 E
1
2
0 |y − x|
1
2 + E
1
2
0
∣∣y(t, ξ) − y(s, ξ)∣∣+
t∫
s
∣∣P1x (τ , ξ)∣∣dτ
 C
(|y − x| 12 + |t − s| 12 + |t − s|),
where we choose ξ ∈R such that the characteristic t → y(t, ξ) passes through the point (s, x). Notice
that u(t, x)  E
1
2
0 . This implies that u(t, x) is uniform Hölder continuous with the exponent
1
2 . The
same computation shows that ρ(t, x) is uniform Hölder continuous with the exponent 12 .
We now prove the Lipschitz continuity of (u(t, x),ρ(t, x)) with values in L2. Consider any interval
[τ , τ +h]. For a given point x, we choose ξ ∈R such that the characteristic t → y(t, ξ) passes through
the point (τ , x). By (4.1), (4.27) and (5.2), it follows that
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+ ∣∣u(τ + h, y(τ + h, ξ))− u(τ , x)∣∣
 sup
|y−x|E
1
2
0 h
∣∣u(τ + h, y) − u(τ + h, x)∣∣+
τ+h∫
τ
∣∣P1x (t, ξ)∣∣dt. (5.8)
Integrating over the whole real line, in view of (4.10), (4.34) and (5.7), we obtain
∫
R
∣∣u(τ + h, x) − u(τ , x)∣∣2 dx 2∫
R
( x+E2 12h∫
x−E 12 h
∣∣ux(τ + h, y)∣∣dy
)2
dx
+ 2
∫
R
( τ+h∫
τ
∣∣P1x (t, ξ)∣∣dt
)2
q(τ , ξ) cos2
v(τ , ξ)
2
dξ
 2
∫
R
(
2E
1
2
0 h
x+E
1
2
0 h∫
x−E
1
2
0 h
∣∣ux(τ + h, y)∣∣2 dy
)
dx
+ 2
∫
R
(
h
τ+h∫
τ
∣∣P1x (t, ξ)∣∣2 dt
)∥∥q(τ )∥∥L∞ dξ
= 4E
1
2
0 h
∫
R
y+E 12 h∫
y−E 12 h
∣∣ux(τ + h, y)∣∣2 dxdy
+ 2h∥∥q(τ )∥∥L∞
∫
R
τ+h∫
τ
∣∣P1x (t, ξ)∣∣2 dt dξ
 8E0h2
∥∥ux(τ + h)∥∥2L2
+ 2h∥∥q(τ )∥∥L∞
∫
R
τ+h∫
τ
∥∥P1x (t)∥∥2L2 dt
 Ch2 (5.9)
holds for some constant C depending only on T . This clearly implies that the Lipschitz continuity of
the map t → u(t), in terms of the x variable. Similar calculation shows the Lipschitz continuity of
ρ(t, x) as a map t → L2.
Since L2 is a reﬂexive space, the left-hand side of (2.2) is well deﬁned for almost all t ∈ R. Note
that we have proved that the right-hand side of (2.2) also lies in L2 for almost all t ∈R. To establish
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d
dt
u(t, ξ) = −P1x (t, ξ),
d
dt
ρ(t, ξ) = −P2x (t, ξ) − P3(t, ξ).
On the other hand, recalling (4.42), for every t /∈ Σ the map ξ → x(t, ξ) is one-to-one. Then, the
change of variable formulae (3.8)–(3.13) yield
P1x (t, ξ) = P1x
(
t, y(t, ξ)
)
= 1
2
∞∫
−∞
sgn
(
x− y(t, ξ))e−|y(t,ξ)−x|(u2(t, x) + 1
2
u2x(t, x) +
1
2
ρ2(t, x) − 1
2
ρ2x (t, x)
)
dx,
P2x (t, ξ) = P2x
(
t, y(t, ξ)
)
= 1
2
∞∫
−∞
sgn
(
x− y(t, ξ))e−|y(t,ξ)−x|ux(t, x)ρx(t, x)dx,
P3(t, ξ) = P3(t, y(t, ξ))
= 1
2
∞∫
−∞
e−|y(t,ξ)−x|ux(t, x)ρ(t, x)dx.
Hence the identity (2.2) is satisﬁed for almost all t  0. This implies that (u,ρ) is a global solution
of the modiﬁed two-component Camassa–Holm equation in the sense of Deﬁnition 2.1.
From (5.6) and (5.7), we obtain the identity in (5.4) for almost all t  0.
Finally, let (u¯n, ρ¯n) be a sequence of initial data converging to (u¯, ρ¯) in H1 × (H1 ∩ W 1,∞). In this
case, from (4.1) and the boundedness of u, ρ , R we can infer
∥∥qn(t, ξ) − q(t, ξ)∥∥L2 < ∞.
Recalling (3.1) and (4.2) at time t = 0, this implies
sup
ξ∈R
∣∣yn(0, ξ) − y(0, ξ)∣∣→ 0,
∥∥un(0, ξ) − u(0, ξ)∥∥H1 → 0,∥∥vn(0, ξ) − v(0, ξ)∥∥L2 → 0,∥∥ρn(0, ξ) − ρ(0, ξ)∥∥H1 → 0,∥∥Rn(0, ξ) − R(0, ξ)∥∥L∞ → 0,∥∥Rn(0, ξ) − R(0, ξ)∥∥L2 → 0,∥∥qn(0, ξ) − q(0, ξ)∥∥ 2 = 0.L
W. Tan, Z. Yin / J. Differential Equations 251 (2011) 3558–3582 3579Now from (4.1) and the bounds of u, ρ , v , R , q, we can obtain
d
dt
(∥∥un(t, ξ) − u(t, ξ)∥∥L∞ + ∥∥ρn(t, ξ) − ρ(t, ξ)∥∥L∞ + ∥∥vn(t, ξ) − v(t, ξ)∥∥L2
+ ∥∥Rn(t, ξ) − R(t, ξ)∥∥L∞ + ∥∥qn(t, ξ) − q(t, ξ)∥∥L2)
 C
(∥∥un(t, ξ) − u(t, ξ)∥∥L∞ + ∥∥ρn(t, ξ) − ρ(t, ξ)∥∥L∞ + ∥∥vn(t, ξ) − v(t, ξ)∥∥L2
+ ∥∥Rn(t, ξ) − R(t, ξ)∥∥L∞ + ∥∥qn(t, ξ) − q(t, ξ)∥∥L2).
Thus, Gronwall’s inequality implies that un(t, ξ) → u(t, ξ), ρn(t, ξ) → ρ(t, ξ), uniformly for (t, ξ) in
bounded sets. Returning to the original coordinates, this yields
yn(t, ξ) → y(t, ξ),
un(t, x) → u(t, x),
ρn(t, x) → ρ(t, x),
uniformly on bounded sets since all functions u, un , ρ , ρn are uniformly Hölder continuous. 
6. A semigroup of conservative solution
In the previous sections, for each initial data (u¯, ρ¯) ∈ H1 × (H1 ∩ W 1,∞), we construct a global
conservative solution to the modiﬁed two-component Camassa–Holm equation. However, we remark
that the resulting ﬂow (u(t),ρ(t)) = Ψt(u¯, ρ¯) is not a semigroup yet. Indeed, if t ∈ Σ , the semigroup
property fails.
To obtain a semigroup, it is clear that we need to retain some additional information about the
solutions. For this purpose, we consider the domain D consisting of all couples (u,ρ,μ), where
u ∈ H1 and ρ ∈ H1 ∩ W 1,∞ , while μ is a positive Radon measure of R satisfying dμa = u2x dx. In
other words, splitting μ = μa + μs as the sum of an absolutely continuous and a singular part, we
require that the absolutely continuous part has a density u2x with respect to the Lebesgue measure.
We call M(R) the metric space of all bounded Radon measure on R, endowed with the topology of
weak convergence.
Given (u,ρ,μ) ∈ D, we deﬁne the map ξ → y¯(ξ) by setting
y¯(ξ)
.= sup{x; x+ μ¯([0, x]) ξ}, if ξ  0,
y¯(ξ)
.= inf{x; |x| + μ¯([x,0[) |ξ |}, if ξ < 0.
This deﬁnition is designed so that for any Borel set J ∈R we have
μ¯( J ) +meas( J ) = meas{ξ ∈R; y¯(ξ) ∈ J}.
Note that this reduces to (3.1) in this case where μ is absolutely continuous. In all cases, the map
ξ → y¯(ξ) is Lipschitz continuous with constant 1, and hence it is differentiable almost everywhere.
We now solve the system (4.1)–(4.2) with initial data which only change v¯(ξ) into
v¯(ξ) = 2arctanux
(
y¯(ξ)
)= 2arctan u¯ξ (ξ) · dξ
dy¯
, if
dy¯
dξ
> 0,
v¯(ξ) = π, if dy¯ = 0. (6.1)
dξ
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t → (u(t),ρ(t),μ(t)) ∈ H1(R) × (H1 ∩ W 1,∞)× M
deﬁned by (5.1) and (5.3) together with
μ(t)
([a,b])= ∫
{ξ ;y(t,ξ)∈[a,b]}
sin2
v(t, ξ)
2
· q(t, ξ)dξ. (6.2)
Our main result in this section is the following.
Theorem 6.1. There exists a continuous semigroup Ψ : D × [0,∞) → D whose trajectories t → (u(t),ρ(t),
μ(t)) = Ψt(u¯, ρ¯, μ¯) have the following properties:
(1) The pair of functions (u,ρ) provides a solution to the Cauchy problem (2.2) in the sense of Deﬁnition 2.1,
while the measure {μt , t  0} provides a measure-valued solution w to the linear transport equation with
source
wt + (uw)t =
(
2u2 + ρ2 − ρ2x − 2P1
)
ux. (6.3)
(2) For almost all t  0 the measure μ(t) is absolutely continuous. Its density with respect to the Lebesgue
measure is given by
dμ(t) = u2x(t, .)dx. (6.4)
(3) If u¯n → u¯ in H1 , ρ¯n → ρ¯ in H1 ∩ W 1,∞ and μ¯n → μ¯ weakly, then un(t, x) → u(t, x) and ρn(t, x) →
ρ(t, x) uniformly for (t, x) in bounded sets.
Proof. Most of the above statements already follow from the analysis in the previous sections. Indeed,
we have already proved that functions u(t, x) and ρ(t, x) deﬁned in (5.1)–(5.3) provide a solution to
the system (2.1).
As in (4.42)–(4.43), for t /∈ Σ , the measure μ(t) is precisely absolutely continuous Radon measure
having density u2x with respect to the Lebesgue measure. On the other hand, our construction implies
that for t ∈ Σ , the measure μ(t) is weakly limit of the measure μ(s) , as s → t , s /∈ Σ . Since the set Σ
has measure zero, in view of (2.4), we deduce (6.3). Notice that the equation can be formulated more
precisely as
∫
R
ϕt dμ(t) =
t2∫
t1
∫
R
ϕt dμ(t) dt +
t2∫
t1
∫
R
ϕxu dμ(t) dt
+
t2∫
t1
∫
R
(
2u2 + ρ2 − R2 − 2P1)ux dxdt
for every t2 > t1  0 and any function ϕ ∈ C1([0,∞] ×R) with compact support in (0,∞) ×R. The
statement (3) has been proved in the last paragraph of Section 5.
To complete the proof of Theorem 6.1, it now remains to prove the semigroup property:
Ψt ◦ Ψs(u¯, ρ¯, μ¯) = Ψt+s(u¯, ρ¯, μ¯). (6.5)
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U (τ , ξ) = (u(τ , ξ),ρ(τ , ξ), v(τ , ξ), R(τ , ξ),q(τ , ξ)) ∈R5
be the unique solution of (4.1) with initial data (u(0, ξ),ρ(0, ξ), v(0, ξ), R(0, ξ),1), deﬁned for
all τ  0. Then Ψt+s is obtained from U (t + s, ξ) via (5.1)–(5.3) and (6.2). To obtain Ψt ◦
Ψs(u¯, ρ¯, μ¯), we proceed as follows. For τ  0, U˜ (τ , ξ) ∈ R5 is the solution of (4.1) with initial
data (u(s, ξ),ρ(s, ξ), v(s, ξ), R(s, ξ),1). Then, Ψt ◦ Ψs(u¯, ρ¯, μ¯) is obtained from U˜ (t, ξ) by (5.1)–
(5.3) and (6.2). Notice that U (τ + s, ξ) with τ  0 is the solution of (4.1) with initial data
(u(s, ξ),ρ(s, ξ), v(s, ξ), R(s, ξ),q(s, ξ)). We claim that
Ui(τ + s, ξ) = U˜ i(τ , ξ˜ ), i = 1,2,3,4, (6.6)
where ξ˜ is bi-Lipschitz parametrization of the ξ -variable with
dξ˜
dξ
= q(τ , ξ)
q˜(τ , ξ˜ )
> 0, at time τ  0. (6.7)
Indeed, we rewrite (4.1) as
u(t, ξ) = u(s, ξ) −
t∫
0
P1x dτ ,
ρ(t, ξ) = ρ(s, ξ) −
t∫
0
(
P2x + P3
)
dτ ,
v(t, ξ) = v(s, ξ) +
t∫
0
[(
2u2 + ρ2 + R2 − 2P1) cos2 v
2
− sin2 v
2
]
dτ ,
R(t, ξ) = R(s, ξ) −
t∫
0
(
P2 + P3x
)
dτ ,
q(t, ξ)
q(s, ξ)
= 1+
t∫
0
(
u2 + 1
2
ρ2 − 1
2
R2 − P1 + 1
2
)
sin v · q(τ , ξ)
q(s, ξ)
dτ .
We should ﬁnd a parametrization ξ = ξ(ξ˜ ) such that q(τ ,ξ)q(s,ξ) = q(τ ,ξ˜ )q(s,ξ˜ ) = q˜(τ , ξ˜ ). Note that the
parametrization is uniformly bounded because of (4.34)–(4.35). Since the linearity of the ﬁfth equa-
tion in (4.1) with respect to q and the parametrization dξ˜dξ = q(τ ,ξ)q˜(τ ,ξ˜ ) preserve the constructions of P i
and P ix , i = 1,2,3, we thus establish the validity of (6.6). Looking at (5.1)–(5.3), (6.2) and (6.7), we
prove that (6.5) holds true. This completes the proof of the theorem. 
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