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HIGHER WEAK DERIVATIVES AND REFLEXIVE
ALGEBRAS OF OPERATORS
ERIK CHRISTENSEN
Dedicated to R. V. Kadison on the occasion of his ninetieth birth day.
Abstract. Let D be a self-adjoint operator on a Hilbert space
H and x a bounded operator on H. We say that x is n times
weakly D−differentiable, if for any pair of vectors ξ, η from H
the function 〈eitDxe−itDξ, η〉 is n times differentiable. We give
several characterizations of n times weak differentiability, among
which, one is original. These results are used to show that for
a von Neumann algebra M on H the algebra of n times weakly
D−differentiable operators in M has a natural representation as a
reflexive subalgebra of B(H ⊗ C(n+1)).
1. Introduction
Let D be a self-adjoint, usually unbounded, operator on a Hilbert
space H and x a bounded operator on H, then Quantum Mechanics,
[7] Operator Algebra [5] and Noncommutative Geometry [3] offer plenty
of reasons why we should be interested in operators that are formed as
commutators [D, x] = Dx−xD. In noncommutative geometry we want
to find a set-up such that classical smooth structures may be described
in a language based on operators on a Hilbert space. A derivative is
described in terms of a commutator [D, x] and a higher derivative via
an iterated commutator [D, [D, . . . , [D, x] . . . ]], so a basic question is to
determine the set of operators for which such an iterated commutator
makes sense. It is not clear when a commutator such as [D, x] is densely
defined and bounded on its domain of definition, and for two bounded
operators x, y such that [D, x] and [D, y] are bounded and densely
defined the sum of the commutators and/or the commutator [D, xy]
may not be densely defined, so the expression [D, x] does not define a
derivation on a subalgebra of B(H) in a canonical way. In the article
[2] we realized that the concept we named weak D−differentiability
provides a set-up, which may be used to decide for which bounded
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operators x the commutator [D, x] should be defined. We say that a
bounded operator x on H is weakly D−differentiable if for each pair
of vectors ξ, η in H the function 〈eitDxe−itDξ, η〉 is differentiable. For
a weakly D−differentiable operator x the commutator [D, x] is then
defined and bounded on all of the domain of D, so it is possible to
define a derivation δw from the algebra of weakly D−differentiable op-
erators into B(H). We were later informed that the concept of weak
D−differentiability, the algebra property of the weakly differentiable
operators and the derivation δw are well known by researchers in math-
ematical physics [1] and [4], so according to the notation of the book
[1], see page 192, the mentioned algebra is C1(D,H). We will adopt
this notation but modify it such that it makes it possible to look
at those elements of a C*-algebra A acting on H which are weakly
D−differentiable. This subalgebra of A is then denoted C1(A, D).
First of all we will like to study the algebra of higher weak derivatives,
which with the notation of [1] is the algebra Cn(D,H), and the algebra
of n times weakly D−differentiable operators inside a C*-algebra A on
H is Cn(A, D) := Cn(D,H)∩A. In section 4 we give several character-
izations of those operators that are n times weakly D−differentiable,
and we would like to mention here, that a bounded operator x is n
times weakly D−differentiable if and only if for any k in {1, . . . , n}
the k′th commutator [D, [D, . . . , [D, x] . . . ]] is defined and bounded on
dom(Dk). This is known to many mathematicians, but we could not
find a reference where the details are easy to follow, so we have included
a proof here. This characterization of n times weak D−differentiability
will be crucial for the results of section 5 on reflexive algebras. We also
give a characterization of higher weak differentiability based on an em-
bedding of the higher commutators [D, [D, . . . [D, a] . . . ]] into a linear
space consisting of infinite matrices of bounded operators. This set-up
is original, and we hope that it will turn out to be a useful frame inside
which some operator theoretical questions can be dealt with in a way
which avoids the tiresome considerations of the validity of products
and sums of operators. After the article [2] was accepted for publi-
cation and proof read, we realized, that the one parameter group of
automorphisms of B(H) given by B(H) ∋ x → eitDxe−itD ∈ B(H) is
actually a so-called adjoint semigroup on a dual Banach space. Adjoint
semigroups were first studied in [8], and [6] contains a survey of the
general theory of adjoint semigroups. Our usage of the general theory
is limited, but several things could have been presented in an easier
way in [2], if we had been able to make references to [6].
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2. Weak and higher weak differentiability
In order to avoid confusion we will like to clear up a point which has
not been presented in an optimal way in [2]. The Definition 1.1 of [2]
defines a bounded operator x to be weakly D−differentiable if there
exists a bounded operator b on H such that for any pair of vectors ξ, η
in H we have
lim
t→0
|〈
(eitDxe−itD − x
t
− b
)
ξ, η〉 = 0.
This definition implies that for any ξ, η the function
t→ 〈eitDxe−itDξ, η〉
is differentiable at t = 0, and it is stated, but not explicitly proven that
this latter property implies weak D−differentiability as defined via a
weak derivative b. It is quite easy to see that the two sorts of weak
D−differentiability are equivalent and all the arguments are presented
in [2], but the consequences are not made sufficiently clear. The right
formal definition of weak D−differentiability then becomes as follows.
Definition 2.1. A bounded operator x on H is weakly D−differenti-
able if for any pair of vectors ξ, η in H the function t→ 〈eitDxe−itDξ, η〉
is differentiable at t = 0.
To see that our present definition of weak D−differentiability implies
the existence of a weak derivative, i.e. a bounded operator b such that
Definition 1.1 of [2] is satisfied, we refer the reader to the proof of (ii)
⇒ (iii) in Theorem 3.8 of [2]. That step is the crucial part of the proof,
and it is based on the uniform boundedness principle applied to all the
operators
{
eitDxe−itD − x
t
: t 6= 0}.
This set is bounded because any function such as t→ 〈eitDxe−itDξ, η〉
is differentiable at t = 0, and hence the set of values
{〈
eitDxe−itD − x
t
ξ, η〉 : t 6= 0}
is bounded and the principle applies. The existence of b then follows
from the rest of Theorem 3.8 of [2]. We will quote that theorem below
and define the higher weak derivatives, but first we will recall a couple
of other forms of D−differentiability.
We say that a bounded operator x is uniformly D−differentiable if
the function t → eitDxe−itD is differentiable at t = 0, with respect to
the norm topology on B(H). In analogy with the definition of weak
D−differentiability we say that x is strongly D−differentiable if for
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each vector ξ in H the function t → eitDxe−itDξ is differentiable at
t = 0 with respect to the norm topology on H. It follows from [2]
that weak and strong D−differentiability are equivalent but uniform
D−differentiability is in general a stronger property.
The book [1] studies strong D−differentiability in its Chapter 5, and
it mentions that this concept is equivalent to weak D−differentiability,
which we prefer to work with, because it seems to be closer to the
classical concepts involving differentiable functions on R. Anyway we
already have adopted the notation from [1], but modified it so that the
C*-algebra A is part of the notation too, so we define:
Definition 2.2. Let A be a C*-algebra on a Hilbert space H and
D a self-adjoint operator on H. Then the algebra of n times weakly
D−differentiable operators in A is denoted Cn(A, D).
The self-adjoint operator D defines a one parameter automorphism
group αt on B(H), which for a bounded operator x on H is defined by
αt(x) := e
itDxe−itD. For a weakly D−differentiable operator x in B(H)
it then follows, that δw(x) is the weak operator derivative
d
dt
αt(x)|t=0,
but there is also the possibility of having a norm derivative of αt(x)
at 0, and in that case we let δu(x) denote that derivative. On the
other hand, when speaking of higher derivatives, we quote from [2] the
following result, which tells that higher uniform derivatives are closely
related to weak derivatives.
Theorem 2.3. Let x be a bounded operator on H and n ≥ 2. If x
is n times weakly D−differentiable then x is n − 1 times uniformly
D−differentiable.
Proof. See Corollary 4.2 of [2]. 
We will quote Theorem 3.8 from [2] here, without description of all
the language used. Not all of the results below may be generalized to
higher derivatives and for those properties, which can be extended, we
will give the necessary precise definitions, when needed. Many of the
results may be found in Section 2 of [4].
Theorem 2.4. Let x be a bounded operator on H. The following prop-
erties are equivalent:
(i) x is strongly D−differentiable.
(ii) x is weakly D−differentiable.
(iii) x is D−Lipschitz continuous.
(iv) The sesquilinear form S(i[D, x]) on the domain of D is bounded.
(v) The infinite matrix m(i[D, x]) represents a bounded operator.
(vi) The operator Dx− xD is defined and bounded on a core for D.
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(vii) The operator Dx− xD is bounded and its domain of definition
is dom(D).
If x is weakly D−differentiable then
∀ξ, η ∈ H lim
t→0
〈(eitDxe−itD − x)ξ, η〉
t
=〈δw(x)ξ, η〉
x domD ⊆ domD and δw(x)
∣∣dom(D) =i(Dx− xD)
∀t ∈ R : ‖αt(x)− x‖ ≤‖δw(x)‖|t|.
The properties (iii) and (iv) from the theorem just above have no
simple generalizations to higher derivatives and will not be discussed
here at all. The remaining five properties all suggest natural extensions
to the setting of higher weak derivatives and higher commutators as
well, and we will discuss this in the next section.
Before embarking into the study of higher weak derivatives we would
like to make the following observation explicit. The reason being, that
although most people know it, we do not have an exact reference at
hand.
Lemma 2.5. If a bounded operator x on H is weakly D−differentiable
then for any pair of vectors ξ, η in H the function 〈αt(x)ξ, η〉 is differ-
entiable on R and
d
dt
〈αt(x)ξ, η〉 = 〈αt(δw(x))ξ, η〉.
Proof. By definition the equality holds for t = 0, and arguments similar
to the ones given in the proof of Lemma 2.1 of [2] show that the identity
may be translated from t = 0 to any other real t. 
This lemma has an immediate consequence, which we formulate as
a proposition, since it is important, although its proof is trivial.
Proposition 2.6. A bounded operator x on H is n times weakly D−dif-
ferentiable if and only if x is in dom(δnw) and if and only if for any pair
ξ, η in H the function 〈αt(x)ξ, η〉 is in C
n(R).
If x is n times weakly differentiable then
dn
dtn
〈αt(x)ξ, η〉 = 〈αt(δ
n
w(x))ξ, η〉.
Proof. Follows from Lemma 2.5 by induction. 
We will end this section by introducing a norm on Cn(D,H).
Definition 2.7. For any x in Cn(D,H) the norm ‖x‖n is defined by
‖x‖n =
n∑
j=0
1
j!
‖δjw(x)‖.
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This is not the same norm as the one defined in [1] Definition 5.1.1
at page 195, but it is equivalent to that norm, and it follows from [2]
Proposition 3.10 that
(
Cn(A, D), ‖.‖n
)
is a Banach algebra.
3. Higher weak derivatives and iterated commutators.
Having Proposition 2.6 one might think that our understanding of δw
and its powers is sufficiently well established for most purposes, but it
is not. The problem is that we do not know how to relate higher weak
derivatives to expressions involving iterated commutators with iD. If
x is in dom(δw) then it follows from Theorem 2.4 that iDx − ixD is
defined on all of dom(D) and δw(x) is the closure of iDx− ixD. If x is
in dom(δ2w), then it is natural to look at the second iD commutator
iD(iDx− ixD)− (iDx− ixD)(iD),
but we know nothing about its domain of definition, possible bounded-
ness and closure. In this section we will show that the properties of the
higher commutators are as nice as we can possibly hope for. We will
show that for a bounded n times weakly differentiable operator x, the
n times iterated commutator between iD and x is defined on dom(Dn)
and the closure of this operator equals δnw(x). We will base the proof
of this on the results of Theorem 2.4. In order to simplify the writings
below we define an operator d on the space of linear operators on H.
Definition 3.1.
(i) A linear operator onH is a linear operator defined on a subspace
of H and with values in H. The space of all linear operators on
H is denoted L. A product yz of operators in L is defined on
those vectors in the domain of z which are mapped into the
domain of y by z, and a sum is defined on the intersection of
the domains of all the summands.
(ii) The operator d on L is defined for y in L by d(y) := (iD)y −
y(iD).
We will start our investigation on higher commutators by making
the following observation.
Lemma 3.2. Let x be a bounded operator in B(H) and n a natu-
ral number. If x is n times weakly differentiable then for any k in
{1, . . . , n} :
δk−1w (x) : dom(D)→ dom(D),
δkw(x)|dom(D) = i[D, δ
k−1
w (x)] = d(δ
k−1
w (x))
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Proof. If x is n times weakly differentiable, then for any k in {1, . . . , n}
we have δk−1w (x) is in dom(δw). Then Theorem 2.4 item (vii) presents
the claimed properties of δk−1w (x).

The statements in Lemma 3.2 show that δkw(x) is the closure of the
commutator [iD, δk−1w (x)], but if k > 1 then δ
k−1
w (x) is defined as a
closure of the commutator [iD, δk−2w (x)], so we have no direct control
over the operator [iD, δk−1w (x)]. This is not sufficient for our purpose, so
we want to look at the restriction of such a commutator to dom(Dk),
and then show that on this domain the higher weak derivative may
be computed without any closure operations, as a higher commutator,
and that the closure of this algebraically defined commutator equals
δkw(x).
Proposition 3.3. Let x be an n times weakly differentiable bounded
operator on H, then for k in {1, . . . , n}
(i) δk−1w (x)dom(D) ⊆ dom(D)
(ii) x dom(Dk) ⊆ dom(Dk),
(iii) dom(dk(x)) = dom(Dk)
(iv) δkw(x)|dom(D
k) = dk(x)
(v) δkw(x) = closure(d
k(x)).
Proof. The item (i) follows from Lemma 3.2. The following four items
are related and we show them by induction on k. For k = 1 the results
follow again from item (iv) of Theorem 2.4. Then suppose 1 < k ≤
n and that the statements are true for natural numbers in the set
{1, . . . , k − 1}. We start by proving (iii), so we will choose a vector ξ
in dom(Dk), then ξ is in dom(Dk−1) so dk−1(x)ξ = δk−1w (x)ξ and by
item (i) dk−1(x)ξ is in dom(D), and finally ξ is in dom(iDdk−1(x)). By
assumptions (iD)ξ is in dom(Dk−1) which equals dom(dk−1(x)) so ξ is
in dom(dk−1(x)(iD)) too, and dom(Dk) ⊆ dom(dk(x)). The opposite
inclusion is trivially true since dk(x) is a sum of terms, where the last
summand is (−i)kxDk.
With respect to item (iv), note that
Ddom(Dk) ⊆ dom(Dk−1) ⊆ dom(D),
so by the induction hypotheses the domain for dk−1(x)D equals dom(Dk)
and dk−1(x)D = δk−1w D
∣∣dom(Dk). By (i) and the induction hypotheses
Dδk−1w (x) is defined on dom(D
k) and equals Ddk−1(x) on that domain.
Hence item (iv) follows.
With respect to (v) we remark, that dom(Dk) is a core for D since
it contains the vectors in the core E, which was introduced in the proof
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of (v) ⇒ (vi) in Theorem 3.8 of [2]. Then δkw(x) is the closure of the
commutator d(δk−1w (x))|dom(D
k), but the latter equals dk(x) so (v)
follows.
To prove (ii) we remark, that from (i) and (iv) it follows that
dk−1(x)dom(Dk) ⊆ dom(D).
On the other hand a closer examination of the expression dk−1(x)ξ for
a vector ξ in dom(Dk) shows that
(3.1) dk−1(x)ξ = (i)k−1
k−1∑
j=0
(
k − 1
j
)
(−1)jDk−1−jxDjξ
For j > 0 we have Djξ is in dom(Dk−j) and by assumption xDjξ is in
dom(Dk−j) so Dk−1−jxDjξ is in dom(D). Then for j = 0 we find that
Dk−1xξ may be written as a difference of two vectors in dom(D) and
hence xξ is a vector in dom(Dk), and item (ii) is proven. 
4. Equivalent Properties
In analogy with the results of Theorem 2.4 we want to show that
higher order weak differentiability may be characterized in several dif-
ferent ways. Some of the properties we find are expressed in terms of
infinite matrices of operators, so we will include a short description of
this set-up here.
In [2] we defined a sequence of pairwise orthogonal projections with
sum I in B(H) by letting en denote the spectral projection for D
corresponding to the interval ]n − 1, n]. Then we defined M to be all
matrices (yrc) with r and c integers and yrc an operator in erB(H)ec.
Any bounded operator x on H induces an element m(x) in M which is
defined as m(x)rc := erxec. The operator D has a representation m(D)
in M too, and it is defined as a diagonal matrix m(D)rc = 0, if r 6= c
and diagonal elements dr := m(D)rr := Der. Then for any element
y = (yrc) in M, the commutator i[m(D), y] makes sense in M by
i[m(D), y]rc := i(dryrc − yrcdc),
and we may define a linear mapping dM : M→M by
∀y = (yrc) ∈M : dM(y)rc := idryrc − iyrcdc.
By the computations above we get that the powers dnM are given as
(4.1)
∀n ∈ N ∀y = (yrc) ∈M : d
n
M(y)rc = i
n
n∑
k=0
(
n
k
)
(−1)n−kdkryrcd
n−k
c .
WEAK DERIVATIVES AND REFLEXIVITY 9
We can now formulate our result on characterizations of higher weak
differentiability.
Theorem 4.1. Let x be a bounded operator on H and n a natural
number. The following properties are equivalent:
(i) x is in dom(δnw).
(ii) x is n times weakly D−differentiable.
(iii) x is n times strongly D−differentiable.
(iv) ∀k ∈ {1, . . . , n}
x : dom(Dk)→ dom(Dk)
dk(x) is defined and bounded on dom(Dk) with closure δkw(x).
(v) For k in {1, . . . , n} the infinite matrix dkM(m(x))) represents a
bounded operator.
(vi) There exists a core F for D such that for any k in {1, . . . , n}
the operator dk(x) is defined and bounded on F.
Proof. We prove (i) ⇔ (ii), (ii) ⇔ (iii), (ii) ⇒ (iv) ⇒ (v) ⇒ (ii) and
(ii) ⇔ (vi).
(i) ⇔ (ii):
Follows from Proposition 2.6.
(ii) ⇒ (iii):
Follows by an induction based on the following induction step. Suppose
0 ≤ k < n, x is a bounded n times weakly differentiable operator, which
is k times strongly differentiable, then δkw(x) is the k
′th strong derivative
by Theorem 2.4, and since this operator is weakly differentiable, the
same theorem shows that δkw(x) is strongly differentiable with strong
derivative δk+1w (x).
(iii) ⇒ (ii):
Follows from the Cauchy-Schwarz inequality.
(ii) ⇒ (iv):
This follows from Proposition 3.3
(iv) ⇒ (v):
Let 1 ≤ k ≤ n, then we are given that δkw(x) exists and is a bounded
operator such that δkw(x)|dom(D
k) = dk(x). Let c be an integer then
ecH ⊆ dom(D
k) so for any integer r we get
erδ
k
w(x)ec = erd
k(x)ec = i
k
k∑
j=0
(
k
j
)
(−1)k−jerD
jxDjec = d
k
M(m(x))rc,
hence dkM(x) is the matrix of a bounded operator and (v) follows.
(v) ⇒ (ii):
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Assume (v), i.e. that for any k in {1, . . . , n} there exists a bounded
operator zk on H such that for any pair of integers r, c we have erzkec =
dkM(x)rc. The case k = 1 is covered by Theorem 2.4. The proof may
be found in [2], but we recall the main step, because we will use it
repeatedly below. For any vector ξ from ecH we showed that xξ is in
dom(D). It then follows that for any integer r and a vector ξ in ecH
we have xξ is in dom(D) and
erz1ξ = i(drerxec − erxecdc)ξ = ier(Dx− xD)ξ.
and we concluded that x is weakly differentiable with δw(x) = z1. We
may now assume that 1 < k ≤ n and x is weakly differentiable of order
k − 1 with δjw(x) = zj for 1 ≤ j ≤ k − 1. Then for ξ in ecH we get
δk−1w (x)ξ is in dom(D) so we have
erzkξ =i(drerd
k−1
M
(x)ec − erd
k−1
M
(x)ecdc)ξ
=ier(Dδ
k−1
w (x)− δ
k−1
w (x)D)ξ.
Hence δk−1w (x) is weakly differentiable and δ
k
w(x) = zk, so x is n times
weakly differentiable and (ii) follows.
(ii) ⇒ (vi):
For any n in N, the space dom(Dn) is a core for D, so (vi) follows from
(iv), which, in turn, follows from (ii).
(vi) ⇒ (ii):
Now suppose (vi) holds for a bounded operator x on H. Then for k
in {1, . . . , n} there exist bounded operators yk = closure(d
k(x)|F). Let
us look at the case k = 1 first. Then (iD)x − x(iD) is defined and
bounded on the core F for D, so by Theorem 2.4 item (vi) x is in
dom(δw) and y1 = δw(x). Let us now suppose that 1 < k ≤ n and we
know that yj = δ
j
w(x), for 1 ≤ j ≤ k − 1, then for any ξ in F we can
find a sequence of vectors ξn in F such that ξn → ξ and Dξn → Dξ for
n→∞. Since dk(x) is bounded and defined on F we have
ykξ = lim
n→∞
dk(x)ξn = lim
n→∞
(
(iD)dk−1(x)ξn − d
k−1(x)(iD)ξn
)
= lim
n→∞
(
(iD)δk−1w (x)ξn − δ
k−1
w (x)(iD)ξn
)
.
Since the last part of these equations forms a convergent sequence we
find that lim
n→∞
(iD)δk−1w (x)ξn exists and
lim
n→∞
(iD)δk−1w (x)ξn = ykξ + δ
k−1
w (x)(iD)ξ.
Hence δk−1w (x)ξ is in dom(D) and
ykξ = (iD)δ
k−1
w (x)ξ − δ
k−1
w (x)(iD)ξ
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By Theorem 2.4 we get that δk−1w (x) is weakly differentiable and δ
k
w(x) =
yk, so x is n times weakly differentiable, and the theorem follows. 
5. Reflexive representations of the algebras of higher
weakly differentiable operators in a von Neumann
algebra.
In this section we will consider the case where we are dealing with
a von Neumann algebra M on H and study aspects of the algebras
Cn(M, H) of n times higher weakly D−differentiable elements inside
M, but unlike the case in noncommutative geometry we will not as-
sume that Cn(M, D) is dense in M in any ordinary topology. The
prototype of a von Neumann algebra, or rather the commutative ex-
ample which may give inspiration for general results on von Neumann
algebras is the algebra of measurable essentially bounded function on
the unit circle, L∞(T, dθ), and in this setting Cn(M, D) is nothing but
the n times weakly D := −i d
dθ
−differentiable functions, so we find here
that for n ≥ 1 we have Cn(L∞(T, dθ), D) = Cn(C(T), D), and we may
wonder if the von Neumann algebra property plays a role at all ? We
have no answer, but this might be because our understanding of the
relations between noncommutative and commutative geometry is still
quite limited. Below we will describe the property called reflexivity of
an algebra of bounded operators, but for the moment just say, that a
von Neumann algebra M is reflexive and that property is partly inher-
ited by Cn(M, D), in the sense that this algebra has a representation
as a reflexive algebra of bounded operators on a Hilbert space. We will
describe the reflexivity property in details below, but right now we will
like to mention that reflexivity is a very strong property for an algebra
of operators to have. This follows from von Neumann’s bicommutant
theorem which shows that if an algebra of bounded operators on H is
self-adjoint and reflexive then it is a von Neumann algebra. The alge-
bras we will study are not self-adjoint, but sub-algebras of the upper
triangular matrices in Mn+1(B(H)), so von Neumann’s theorem does
not apply directly in our situation.
We will remind you of the definition of reflexivity as it was defined
by Halmos and described in the book [9].
Definition 5.1. Let H be a Hilbert space.
(i) Let S be a set of bounded operators on a Hilbert space H then
Lat(S) is the lattice of closed subspaces of H which are left
invariant by each of the operators in S.
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(ii) Let G denote a collection of closed subspaces of H then Alg(G)
is the algebra of bounded operators on H which leave each of
the subspaces in G invariant.
(iii) A subalgebra R of B(H) is said to be reflexive if
R = Alg(Lat(R)).
One of the strong properties of a reflexive algebra of bounded opera-
tors on a Hilbert space K is that it is an ultraweakly closed subspace of
B(K) and then it becomes a dual space since all the ultraweakly contin-
uous functionals on B(K) form the predual of B(K). Then the reflexive
algebra has a predual which is a quotient of the predual of B(K). In the
set-up for the classical commutative differential geometry such kinds
of dualities are well known and widely used. The reflexivity is actually
stronger than this duality property, but so far we have not been able
to single out a property which solely depends on the reflexivity of a
certain representation of the algebra Cn(M, D).We will now formulate
the result:
Theorem 5.2. Let M be a von Neumann algebra on a Hilbert space H,
D a self-adjoint operator on H and n a non-negative integer. There
exists a unital injective algebraic homomorphism Φn : C
n(M, D) →
B(H ⊗ Cn+1) such that the image Rn(M, D) := Φn(C
n(M, D)) is a
reflexive algebra on H ⊗ Cn+1.
For any x in Cn(M, D) : 1
n+1
‖x‖n ≤ ‖Φn(x)‖ ≤ ‖x‖n.
Proof. For n = 0 we have C0(M, D) = M, and then C0(M, D) is a
reflexive subalgebra of B(H), so we define Φ0 := id
∣∣C0(M, D), and
R0 := M. For n > 0 we will construct a representation Φn of C
n(M, D)
into the upper triangular matrices with constant diagonals inside the
(n+ 1)× (n + 1) matrices over B(H) such that for an x in Cn(M, D)
the representation is given by
Φn(x) :=

x δw(x)
1
2
δ2w(x) . . .
1
n!
δnw(x)
0 x δw(x) . . .
1
(n−1)!
δn−1w (x)
. . . . . . .
. . . . . . .
0 . . . . δw(x)
1
2
δ2w(x)
0 . . . . x δw(x)
0 . . . . 0 x

and the element in the j’th upper diagonal is 1
j!
δjw(x).
We define Rn := Φn(C
n(M, D)). IfD is bounded then δw(x) = [iD, x]
and it is well known that the mapping Φn is a homomorphism and Rn
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is an algebra. But now δw(x) is the closure of the commutator [iD, x]
so elementary algebra does not apply right away. The short proof of
the homomorphism property is then that the results of Theorem 4.1
show that the algebraic arguments are still valid when restricted to
take place on the domain dom(Dn) only. We will like to show this with
some more details because these arguments will be needed, when we
want to show the reflexivity of Rn. To set the stage we define Bn as
the matrix in Mn+1(C) with ones in the first upper diagonal and zeros
elsewhere.
Bn :=

0 1 0 . 0
0 0 1 . 0
. . . . .
0 . . 0 1
0 . . 0 0

Then Bn is nilpotent and satisfies B
(n+1)
n = 0, which will be very
useful in the computations to come. First we can describe Φn(x) inside
the tensor product B(H)⊗Mn+1(C) as
Φn(x) = x⊗ I +
n∑
j=1
1
j!
δjw(x)⊗B
j
n,
and we see from Theorem 4.1 that all the elements in the sum are
defined as elementary operator theoretical products or sums of such
products on the space dom(Dn) ⊗ C(n+1). We will then define Dn =
dom(Dn) ⊗ C(n+1), and the coming computations will all take place
on this dense subspace of H ⊗ C(n+1). We will work with matrices of
unbounded operators and the first, denoted Sn is defined as
Sn := iD ⊗Bn, dom(Sn) = H ⊕ dom(D)⊕ · · · ⊕ dom(D).
In order to be able to talk on specific matrix elements we suppose
that C(n+1) is equipped with its canonical basis, and that the basis
elements ej are numbered by 0 ≤ j ≤ n. Then the matrix elements are
indexed by {ij} with i, j ∈ {0, . . . , n} too.
For x in Cn(M, D) the Theorem 4.1 shows that for any j in {1, . . . , n}
we have xdom(Dj) ⊆dom(Dj) so for any set of natural numbers
j1, . . . , jk with j1 + · · ·+ jk ≤ n, any set of operators x0, x1, . . . , xk in
Cn(M, D) and any vector ξ in dom(Dn), the vector ξ will be in the
domain of definition for x0D
j1x1 . . .D
jkxk. We will lift this product to
the matrices, and in order to do so we introduce the canonical ampli-
fication ι(x) of B(H) into M(n+1)(B(H)) by ι(x) := x ⊗ I. Then for
x0, x1, . . . , xk in C
n(M, D) we can define a product of operators which
always will be defined on Dn by the following convention.
14 ERIK CHRISTENSEN
ι(x0)S
j1
n ι(x1) . . . S
jk
n ι(xk)
∣∣Dn
:=
{
0
∣∣Dn if j1 + · · ·+ jk > n((
x0(iD)
j1x1 . . . (iD)
jkxk
)
⊗ B
(j1+···+jk)
n
)∣∣Dn if j1 + · · ·+ jk ≤ n.
This means that Sn and ι(C
n(M, D)) generate an algebra with this
special product. The product is a bit more complicated than just the
product of the restrictions to Dn of each of the factors. This is because
the operator D does not map dom(Dn) into dom(Dn), so Sn does not
map Dn into Dn but anyway all the products mentioned make sense
by first making the standard operator product and then restricting
the outcome to Dn. We can then define Tn as the algebra of matrices
defined on Dn with this product and generated by Sn and ι(C
n(M, D))
The point of this is that we may now use standard algebra on this
associative unital algebra and we define elements Tn and its inverse
T−1n by exponentiating Sn. The nil-potency of Sn gives us the following
formulas inside this algebra:
Tn := exp(Sn) = I ⊗ I +
n∑
j=1
1
j!
Sjn
T−1n := exp(−Sn) = I ⊗ I +
n∑
j=1
1
j!
(−Sn)
j.
In order to relate Sn and Tn to the unital algebra Rn we remind you
that in any unital associative algebra C with a nilpotent element s we
may study the derivation ad(s) on C given by ad(s)(x) := [s, x] and
we have that exp
(
ad(s)
)
(x) = exp(s)x exp(−s). In our setting we then
get that for any x in Cn(M, D) we have
ad(Sn)
j(ι(x))
∣∣Dn =
{
δjw(x)⊗B
j
n
∣∣Dn if j ≤ n
0
∣∣Dn if j > n,
so the equalities above yield the following identities in the algebra Tn.
Tnι(x)T
−1
n = exp(Sn)ι(x) exp(−Sn)(5.1)
= exp(ad(Sn))(ι(x))
=
(
ι(x) +
n∑
j=1
1
j!
δjw(x)⊗B
j
n
)∣∣Dn
= Φn(x)
∣∣Dn.
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We can now find a family Ln of closed Rn invariant subspaces of
H ⊗ C(n+1) such that we will have Rn = Alg(Ln), and in this way the
reflexivity of Rn will be established. The proof is made by induction
and for the case of n = 0 the family L0 is just the set Lat(M) of closed
subspaces which are invariant under any element in M, and and it
follows from von Neumann’s bicommutant theorem that C0(M, D) =
M = Alg(L0). We now assume that n ≥ 1 and we define a subset Ln
of Lat(Rn) which is so big that Alg(Ln) = Rn. Since we are forming
an induction argument it is convenient to think of the Hilbert spaces
H ⊗ C(n+1), as a nested family of closed subspaces of ℓ2(N0, H) in the
following way,
H0 := H ⊗ e0
Hn := H ⊗ e0 ⊕ · · · ⊕H ⊗ en,
and we will let K = ℓ2(N0, H) and let En denote the orthogonal projec-
tion ofK onto Hn. For each n we will also identify Hn with the abstract
tensor product H ⊗ C(n+1) in the way that an expression ξ ⊗ ej which
appears in both spaces are identified. In this way Rn may be identi-
fied with some upper triangular matrices whose entries are 0 whenever
any index is bigger than n, or described as a subspace of the bounded
operators on K which satisfies X = EnXEn. We then see that for
0 ≤ j ≤ n the subspace Hj is invariant for Rn, and we also note that
for any closed subspace F in Lat(M) the subspace F ⊗ e0 is invariant
for the algebra Rn too. We will point out 2 more, but closely related
examples of closed subspaces of Hn which are invariant for Rn, and
we will denote these spaces Pn and Qn. First it is practical to redefine
ι(x) to act on H ⊗ ℓ2(N0) by ι(x) := x ⊗ Iℓ2(N0 and also redefine Bn
as the canonical image of Bn in B(K) under the embedding of Rn into
EnB(K)En. For a natural number n we define a subspace Pn of Hn by
Pn : = {Tn(ξ ⊗ en) : ξ ∈ dom(D
n)}(5.2)
= {ξ ⊗ en +
n∑
j=1
1
j!
(iD)jξ ⊗ en−j : ξ ∈ dom(D
n) },
so this space is just the graph of a certain operator Vn from dom(D
n)⊗
en to Hn. By the closedness of all the powers (iD)
j we see that Vn is
a closed operator, so Pn is a closed subspace of Hn and by the relation
(5.1) we get that for any x in Cn(M, D) and any ξ in dom(Dn) we have
xξ ∈ dom(Dn) since x ∈ Cn(M, D),(5.3)
Φn(x)Tnξ ⊗ en = Tnι(x)ξ ⊗ en = Tn(xξ)⊗ en,
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so Pn is an invariant subspace for Rn acting on Hn. If j < n then for
any x in Cn(M, D) ⊆ Cj(M, D) we see by the construction of Φj(x)
and Φn(x) that Φn(x)
∣∣Hj = Φj(x) Hence for any j < n we also have
that Pj is a closed invariant subspace for Rn.
To construct the last invariant subspace we remind you that if we
define D˜ := D + I then D˜ is also a self-adjoint operator, and since
exp(itD˜) = eit exp(itD) the corresponding automorphism groups α˜t
and αt are identical so for any n in N0 we have C
n(M, D˜) = Cn(M, D)
and δ˜nw = δ
n
w. In particular R˜n = Rn so a closed subspace of Hn,
which is invariant for R˜n is also invariant for Rn. We may then repeat
the construction made for Pn but now based on D + I to obtain the
invariant subspace Qn which is obtained via the equations below
T˜n : = I ⊗En +
n∑
j=1
1
j!
(i(D + I))j ⊗Bjn
(5.4)
Qn : = {T˜n(ξ ⊗ en) : ξ ∈ dom(D
n)}
(5.5)
= {ξ ⊗ en +
n∑
j=1
1
j!
(i(D + I))jξ ⊗ en−j : ξ ∈ dom((D + I)
n) }
We need to remark that dom((D + I)n) equals dom(Dn), and that
statement follows from the binomial formula and the fact that for j ≤ n
we have dom(Dn) ⊆ dom(Dj).
We can then define the collection Ln of Rn invariant subspaces of
Hn by
Ln := L0 ∪ {Hj : 0 ≤ j ≤ n } ∪ {Pj : 1 ≤ j ≤ n} ∪ {Qj : 1 ≤ j ≤ n}.
It is clear that the algebra Alg(Ln) will contain the unit I of B(K),
which can never be an element Rn, whose matrices all have zero entries
outside the upper (n+1)×(n+1) corner, but we will prove by induction
that
Rn = {X ∈ Alg(Ln) : EnXEn = X.}
The case n = 0 is already established, so let us assume that n > 0 and
the statement is true for n − 1, and let X be an operator in Alg(Ln)
such that EnXEn = X. Then H(n−1) is an invariant subspace for X
so XE(n−1) = E(n−1)XE(n−1) and we find immediately that XE(n−1)
also leaves all the subspaces in L(n−1) invariant and the induction hy-
pothesis tells that there exists an operator x in C(n−1)(M, D) such that
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XE(n−1) = Φ(n−1)(x). Unfortunately we do not know that the operator
x is in Cn(M, D) too, but we will show it now and then prove that
X = Φn(x). We know that Pn and Qn are invariant subspaces for X
and from the equations ( 5.2) and ( 5.5) we have descriptions of Pn
and Qn which will become useful. Hence let ξ be in dom(D
n), Tnξ⊗ en
and T˜nξ ⊗ en be the corresponding vectors in Pn and Qn respectively.
The invariance of Pn under X has as its first consequence that for the
operator entry xnn of X we get xnnξ is in dom(D
n). If we look at the
(n−1)’st coordinate of the vector XTnξ⊗en the invariance of Pn under
X implies the equation
(5.6) x(iD)ξ + x(n−1)nξ = (iD)xnnξ.
By analogy we get a similar equation based on the invariance of Qn
under X so we get
(5.7) x(i(D + I))ξ + x(n−1)nξ = (i(D + I))xnnξ.
By subtraction of those equations we get
(5.8) ∀ξ ∈ dom(Dn) : xξ = xnnξ,
so since both operators are bounded we have xnn = x. The equation
(5.6) may then be applied to show that x(n−1)n = δw(x) and it is possible
to continue along this line to show that X = Φn(x), but we will instead
address the first element, of the vector XTnξ ⊗ en, since it seems to
be easier to write down the details in this case. Let us return to the
general setting we studied just in front of the equation (5.1) where we
have an associative unital algebra B and an element s in B. We will
then define operators L and R on B by left and right multiplications
by s, so Lb := sb and Rb := bs. then by the binomial formula we get,
since L and R commute that for any b in B
n∑
j=0
1
(n− j)!
1
j!
ad(s)j(b)s(n−j) =
n∑
j=0
1
(n− j)!
1
j!
(L− R)jR(n−j)b(5.9)
=
1
n!
Lnb =
1
n!
snb.
We will recall the commutator mapping d which we defined in Defini-
tion 3.1 as d(x) := [iD, x].We know from above that x is in C(n−1)(M, D)
so by Theorem 4.1 for any j in {1, . . . , n − 1} we have xdom(Dj) ⊆
dom(Dj), from equation ( 5.8) we have xdom(Dn) ⊆ dom(Dn), so all
the expressions dj(x) are defined on dom(Dn). The algebraic identity
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(5.9) then applies and we get
(5.10)
n∑
j=0
1
(n− j)!
1
j!
dj(x)(iD)(n−j)
∣∣dom(Dn) = 1
n!
(iD)nx
∣∣dom(Dn).
Since x is in C(n−1)(M, D) we have
dj(x)
∣∣dom(Dn) = δjw(x)∣∣dom(Dn), for 0 ≤ j ≤ n− 1.
On the other hand the invariance of Pn shows that(
(
(n−1)∑
j=0
1
(n− j)!
1
j!
δjw(x)(iD)
(n−j)) + x0n
)∣∣dom(Dn)
=
1
n!
(iD)nx
∣∣dom(Dn).
By elementary algebra we then get that
1
n!
dn(x)
∣∣dom(Dn) = x0n∣∣dom(Dn),
so by Theorem 4.1 we find that x is in Cn(M, D) and that 1
n!
δnw(x) =
x0n, as expected. Recall that by (5.4) Pn is invariant under the elements
in Rn, and with this in mind we get that Pn must be invariant under
Y := (X−Φn(x)), which is a column matrix such that yij = 0 whenever
j 6= n, and also satisfies ynn = 0, which is crucial for the next argument.
Given any vector ξ in dom(Dn) with corresponding vector Tn(ξ⊗en) in
Pn we see that ynn = 0 implies that the n’th coordinate of Y Tn(ξ⊗ en)
is equal to 0, but then Y Tn(ξ ⊗ en) = 0, since the space Pn may be
thought of as the graph of an operator defined on the last coordinate,
which here vanishes. On the other hand, for the given ξ in dom(Dn)
we get 0 = Y Tn(ξ ⊗ en) =
∑n
i=0(yinξ)⊗ ei. Hence for 0 ≤ i ≤ n we get
yin = 0 and then X = Φn(x) for an x in C
n(M, D) and the reflexivity
of Rn is proven. 
References
[1] W. O. Amrein, A. Boutet de Monvel and V. Georgescu. C0−Groups, commu-
tator methods and spectral theory of N-body Hamiltonians. Birkha¨user, 1996.
[2] E. Christensen. On weakly D-differentiable operators. To appear in Expo.
Math., http://dx.doi.org/10.1016/j.exmath.2015.03.002
[3] A. Connes. Noncommutative geometry. Academic Press, 1994.
[4] V. Georgescu, C. Gerard and J. S. Møller. Commutators, C0-semigroups and
resolvent estimates. J. Functional Analysis 216, 2004, 303-361.
[5] R. V. Kadison and J. R. Ringrose. Fundamentals of the theory of operator
algebras. Academic Press, 1983.
[6] J. van Neerven. The adjoint of a semigroup of linear operators. Springer, Lect.
Notes Math. 1529.
WEAK DERIVATIVES AND REFLEXIVITY 19
[7] J. von Neumann. Mathematische Grundlagen der Quantenmechanik. Springer
Verlag, 1932, 1968, 1996.
[8] R. S. Phillips. The adjoint semi-group. Pacific J. Math. 5, 1955, 269 – 283.
[9] H. Radjavi and P. Rosenthal. Invariant subspaces. Springer Verlag, 1973.
Dept. Math. U. Copenhagen, Denmark
E-mail address : echris@math.ku.dk
