Abstract A method for analyzing the feature space used in the quantum classifier on the basis of Pauli decomposition is developed. In particular, for 2-dimensional input datasets, the method boils down to a general formula that easily computes a lower bound of the exact training accuracy, which eventually helps us to see whether the feature space constructed with the selected feature map is suitable for linearly separating the dataset. The effectiveness of this formula is demonstrated, with the special type of five feature maps and four 2-dimensional non-linear datasets.
Introduction
Over the last 20 years, the unprecedented improvements in the cost-effectiveness ration of computer, together with improved computational techniques, make machining learning widely applicable in every aspect of our lives such as education, healthcare, games, finance, transportation, energy, business, science and engineering [1, 2] . Among numerous developed machining learning methods, Support Vector Machine (SVM) is a very established one which has become an overwhelmingly popular choice for data analysis [3] [4] [5] [6] [7] . In SVM method, a non-linear dataset is transformed via a feature map to another dataset and is separated by a hyperplane in the feature space, which can be effectively performed using the kernel trick. However, choosing a suitable feature map is not easy. Furthermore, the computational expense of SVM significantly increases for a very large dataset.
Quantum computing is expected to speed-up the performance of machine learning through exploiting quantum mechanical properties including superposition, interference, and entanglement. Particularly as for the quantum classifier, a renaissance began in the past few years, with the quantum least-squares SVM method developed by Rebentrost et al. [8] , the variational quantum circuit learning method developed by Mitarai et al. [9] , and some parallel development by other research groups [10, 11] . Furthermore, recently Havlicek et al. proposed two classifiers and demonstrated some classification tasks on a real device [12] . These papers show the possibility that machining learning will get a further boost by using quantum computers in the near future.
For all the developed quantum classification methods, a function called the feature map is needed for encoding the dataset taken from its original low dimensional real space onto a high dimensional quantum state space (i.e., Hilbert space). In principle, if we can choose a suitable feature map, the quantum classifier may presumably achieve a high training accuracy due to the fact that the non-linearly separable dataset can become linearly separable dataset in the quantum space. Finding such a suitable feature map for a specific dataset is not trivial as mentioned above in the first paragraph, and there are two heuristic ways to do this task, as follows. 1) One prepares many feature map candidates and tries to find a suitable one by comparing the results of training accuracy attained with all those feature maps [13] ; this means that for determining a suitable feature map, numerous times of classification or regression analysis may be necessary. 2) To reduce the number of feature map candidates, one exploits a method for roughly and systematically estimating the training accuracy of every feature map candidate, before really performing the classification or regression analysis; after that one carries out the same procedure of 1) for remaining feature map candidates. The latter is a much more efficient way, hence our goal is to establish such a convenient method that reliably and effectively determines a suitable feature map used in the quantum classifier.
In this study, we propose a method that, via the Pauli decomposition of the density matrix, transforms the quantum space generated with a selected feature map, to the set of real spaces associated with the input data. The constructed set of real spaces gives us a visualization of the original input data distribution and, further, enables us to easily calculate the minimum accuracy, i.e., a lower bound of the exact training accuracy, without performing the actual classification procedure. The minimum accuracies calculated for the feature map candidates are then used to do the task 2), which eventually screens a library of suitable feature maps. In this work, we demonstrate the effectiveness of our method, with the special type of five feature maps and four 2-dimensional non-linear datasets, showing that our approach introduces a new dimension to design a suitable feature map.
Methods

Transformation of the feature space via Pauli decomposition
In the SVM method with quantum kernel estimator, proposed by Havlicek et al. [12] , the feature map transforms an input dataset to multi-qubit states, which form the feature space (i.e., Hilbert space); then the kernel matrix is constructed by calculating all the inner products of quantum states, and it is finally used in the (standard) SVM for classifying the dataset. Surely different feature maps lead to different kernels and accordingly influence a lot on the classification accuracy, meaning that a careful analysis of the feature space is necessary. However, due to the complicated structure of the feature space, such analysis is in general not straightforward. Here, we propose the Pauli-decomposition-based method for constructing another feature space, which is easier to analyze and might be used as a guide to select a suitable feature map.
Here we give a brief summary of the SVM method with quantum kernel estimator, which we call simply the "quantum SVM method" in what follows. First, a classical data x x x ∈ R n is encoded into the unitary operator U Φ(x x x) through an encoding function Φ(x x x), and it is applied to the initial state |0 ⊗n with |0 the qubit ground state;
note that we here assume that the number of qubits is equal to the dimension of the classical data (or more precisely the number of feature variables of the data). Thus, the feature map is a transformation from the classical data x x x to the quantum state |Φ(x x x) , and the feature space is (C 2 ) ⊗n = C 2 n . The kernel is then naturally defined as K(x x x, z z z) = | Φ(x x x)|Φ(z z z) | 2 ; this quantity can be practically calculated as the ratio of zero strings 0 n in the Z-basis measurement result, for the final state U †
Finally, the constructed kernel is used in the standard manner in SVM; that is, a test data x x x is classified into two categories depending on the sign of
where (x x x i , y i ) (i = 1, . . . , N) is the pair of training data, and (α i , b) are the optimized parameters. A possible advantage in using the quantum system for the classification problem would lie in the fact that even an intermediate-scale quantum computer with e.g. n = 20 has a huge dimensional feature space. Now we introduce another feature map and space. The key idea is simply to use the fact that the kernel can be expressed in terms of the density operator ρ( Fig. 1 Quantum circuit with the encoding function Φ(x x x) = {φ 1 (x x x),φ 2 (x x x),φ 1,2 (x x x)} composed of the three phase-shift gates of the form u1(θ ) = diag{1,e −iθ } and two C-NOT gates.
and the density operator can be always expanded by the set of Pauli operators as
with a i (x x x) ∈ R and σ i ∈ P n = {I, X,Y, Z} ⊗n the multi-qubit Pauli operators. The followings are the example elements of P 2 :
Then, by substituting Eq. (3) into Eq. (2) and using the trace relation tr (σ i σ j ) = 2 n δ i, j , the kernel can be written as
This expression means that the vector of coefficients a a a(x x x) = [a 1 (x x x), . . . , a 4 n (x x x)] ⊤ is also interpreted as a feature map corresponding to the kernel K(x x x, z z z). That is, the input dataset {x x x i } are encoded into the set of vectors {a a a(x x x i )} in a much-bigger real feature space R 4 n and will be classified by the SVM with the kernel (4). Note that a a a(x x x) is a generalization of the Bloch vector, and thus the corresponding feature space is the generalized Bloch sphere.
Feature map for 2-dimensional input data
We now focus on the case of two-dimensional input data x x x ∈ R 2 and particularly follow the procedure of [12] ; in the case n = 2, an input data x x x is mapped to the unitary operator U Φ(x x x) through the set of encoding functions Φ(x x x) = {φ 1 (x x x), φ 2 (x x x), φ 1,2 (x x x)}, which is composed of two layers of Hadamard gate H ⊗2 and the unitary U Φ(x) as follows:
where
The quantum circuit representation realizing this unitary gate is shown in Fig. 1 . The three user-defined encoding functions φ 1 (x x x), φ 2 (x x x), and φ 1,2 (x x x) nonlinearly transform the input data x x x into the qubit |Φ(x x x) = U Φ(x x x) |0 ⊗2 . Now, through a lengthy calculation, we have the explicit Pauli decomposed form (3) of the density operator ρ(x x x) = |Φ(x x x) Φ(x x x)|; the coefficients {a i j (x x x)} with i, j = I, X,Y, Z are listed in Table 1. The coefficients are composed of bunch of trigonometric functions, which make the kernel complicated enough to transform the input data highly nonlinearly. 
Minimum accuracy
Here we give a convenient method for calculating the minimum accuracy. First, for a fixed index i and the given training dataset {x x x k , y k } k=1,...,N , we calculate the classification rate R i achieved by the function a i (x x x), through the following procedure: (i) for a fixed threshold between two neighboring data points, indicated by an arrow shown in Fig. 2 , calculate the error rate of the classification task via this threshold on the 1-dimensional dataset {a i (x x x k )} k=1,...,N , (ii) calculate the error rates for all the thresholds, and finally (iii) set the minimum error rate to R i . Then, the minimum accuracy is defined as max i R i , where the index now takes i = 1, . . . , 16. Importantly, this procedure for obtaining the minimum accuracy can be readily done, because the data points are directly produced from the functions {a i (x x x)} listed in Table 1 , and each classification task needs neither a kernel matrix nor the SVM optimization pro- cedure but it is merely a line search. Also note that R i represents the success rate of classification via the hyperplane orthogonal to the ith axis; in view of the fact that the optimal hyperplane in the feature space, which best classifies the dataset, is in general orthogonal to none of the basis axis, the minimum accuracy max i R i gives a lower bound of the exact training accuracy achieved by the SVM. Hence, the minimum accuracy can be used as a convenient measure for estimating the worst-case accuracy and eventually a guide of selecting a suitable encoding function (i.e., feature map).
Results and Discussions
Classification accuracy with different encoding functions
Here we apply the quantum SVM method, with several encoding functions, to the benchmark classification problems. We consider the non-linear 2-dimensional datasets, "circle", "exp", "moon", and "xor" shown in Fig. 3 ; in each case, 100 data-points are generated and categorized to two groups (orange or blue). The datasets are encoded 
The reason of fixing φ 1 (x x x) = x 1 and φ 2 (x x x) = x 2 for all the encoding functions is that our aim is to investigate the dependence of the classification accuracy on φ 1,2 (x x x). Here, the classification accuracy are evaluated as the average accuracy of the 5-fold cross validation, where one dataset is divided into 5 groups with equal number of datasets (i.e., 20 data-points), for both the training and test dataset. All the calculations are carried out using QASM simulator included in the Qiskit package [14] . The number of shot is 10000, which is used to construct the estimate of the kernel. The classification accuracy of the "circle", "exp", "moon", and "xor" dataset, achieved by the above different encoding functions, are shown in Table 2 for the training case and Table 3 for the test case. For all the cases, the encoding function (8) yields results with the best accuracy larger than 0.955 for the training set and 0.91 for the test set, meaning that the encoding function (8) should be selected for constructing the suitable feature map. On the other hand, the accuracy of dataset calculated using the encoding functions (7) and (9) is not always good. For example, the encoding function (7) achieves the accuracy 0.998 and 0.963 for the training dataset of "circle" and "xor", respectively, whereas the accuracy for the training "exp" and "moon" datasets are decreased to 0.880 and 0.863, respectively. Similar results are also observed for the case of encoding functions (9) . These facts clearly show that the different encoding functions, which lead to the different feature maps and kernels, largely influence the resulting classification accuracy.
Analysis of the feature map with Pauli decomposition coefficients
We now apply our method to the classification problem described above, and see how the new feature map a a a(x x x) would benefit us to figure out the distribution of dataset in the feature space, and moreover, enable us to predict a suitable encoding function using the minimum accuracy.
First, Figs. 5-9 show a i j (x x x) with i, j = I, X,Y, Z for the encoding functions (7)- (11), respectively. Note that each a i j (x x x) is a 2-dimensional real space which itself does not depend on the input dataset. Nevertheless, very interestingly, some of those 2-dimensional spaces have a clear relationship to the shape of distribution of the input dataset, which will thus affect on the resulting classification accuracy. For example, in all cases of Figs. 5-9 the ZZ element a ZZ (x x x) has a circle shape, meaning that the "circle" dataset can be classified only by the feature map a ZZ (x x x); this observation is consistent with the fact that the "circle" dataset can be indeed classified with high training/test accuracies as shown in Tables 2 and 3 . Similar results can also be clearly found in Fig. 5 (the case of encoding function (7)) and in Fig. 7 (the case of encoding function (9)); the shape of a Y X (x x x) in Fig. 5 has a similar distribution to the "xor" dataset, and actually the encoding function (7) achieves the high training accuracy 0.963 for the "xor" dataset; the shape of a YY (x x x) in Fig. 7 has a similar distribution to the "exp" dataset, and actually the encoding function (9) achieves the high training accuracy 0.98 for the "exp" dataset.
Next, Table 4 gives the minimum accuracy for the encoding functions (7)- (11), which are calculated according to the procedure given in Section 2.3. Recall now that the minimum accuracy gives a lower bound of the exact training accuracy, or equivalently, guarantees a worst-case accuracy. Hence, our suggestion is to select the encoding function that has the largest minimum accuracy; that is, for the "exp" dataset, the encoding function (10) is recommended to use; similarly, for the "moon" and "xor" datasets, the encoding functions (10) and (7) are recommended, respectively. Also for the "circle" case, any encoding function can be used. Now let us compare the minimum accuracy with the exact training accuracies given in Table 2 . Figure 4 gives the summary, where the minimum and exact accuracies are indicated with the orange and blue bars, respectively. Importantly, the encoding function selected according to the above-mentioned guide based on the minimum accuracy, does not necessarily produce the best training accuracies. Nonetheless, for all the cases of dataset, the selected encoding functions achieve the training accuracies bigger than 0.9. Therefore, in light of the fact that the minimum accuracy is obtained immediately without calculating the kernel matrix nor performing the SVM optimization procedure, our conclusion is that the minimum accuracy can be used as a convenient measure for determining a suitable encoding function and a result a good feature map. Finally note that, as seen in Fig. 4 (c), (d) , the encoding function (9) for the "moon" and the Fig. 4 Comparison between the exact training accuracy in Table 2 (blue) and the minimum accuracy in Table 4 (orange).
encoding function (7) for the "xor" do not give a lower bound, due to the statistical errors; this gap can be decreased by taking more sample points.
Conclusion
In this paper, we developed a method that uses the Pauli decomposition to define a new real-valued feature map; in contrast to the quantum feature map given by a quantum state (ket vector), the proposed real-valued feature map can be used to easily calculate the minimum accuracy, which serves as a lower bound of the exact accuracy; moreover, the associate (real, low-dimensional) feature spaces allow us to qualita- tively see the structure of the input dataset. The proposed method has been examined to analyze four kind of different non-linear datasets, with five different encoding functions. We then found that the minimum accuracy provides a good prediction for the classification accuracy, particularly when only one element of the real-valued feature map makes an important role in separating the dataset. Hence our method may be used as a tool to effectively screen a library of feature maps suitable for classification. In the future work, we are attempting to further improve the minimum accuracy to predict the classification results. We also plan to develop a tool with the hope that the procedure of designing a suitable feature map can ultimately be made systematic. 9 Color map of all the 2-dimensional spaces a i, j (x x x) with the encoding function (11).
