Abstract. We show that the robustly transitive diffeomorphisms of Bonatti-Viana have unique equilibrium states for natural classes of potentials. In particular, we characterize the SRB measure as the unique equilibrium state for a suitable geometric potential. The techniques developed are applicable to a wide class of DA diffeomorphisms, and persist under C 1 perturbations of the map. These results are an application of general machinery developed by the first and last named authors, and are to the best of our knowledge the first results on uniqueness of equilibrium states for diffeomorphisms with a dominated splitting that are not partially hyperbolic. Thermodynamic formalism beyond uniform hyperbolicity is currently well understood only for low dimensional systems, and the advantage of the method developed here is that it is sufficiently robust to extend to this 4-dimensional setting.
Introduction and statement of results
An equilibrium state for a diffeomorphism f : M → M and a potential ϕ : M → R is an invariant Borel probability measure that maximizes the quantity h µ (f )+ ϕ dµ. Results on existence and uniqueness of equilibrium states have a long history [9, 26, 29, 11, 46, 21, 37, 38] , and are one of the main goals in thermodynamic formalism. Such results are a powerful tool to understand the orbit structure and global statistical properties of dynamical systems, and often lead to further applications, including large deviations principles, central limit theorems, and knowledge of dynamical zeta functions [36, 54] .
The benchmark result of this type is that there is a unique equilibrium state µ when (M, f ) is uniformly hyperbolic, mixing, and ϕ is Hölder continuous. Moreover, when ϕ is the geometric potential ϕ(x) = − log Jac u f (x), this unique equilibrium state is the SRB measure [48, 9, 44] . Extending this type of result beyond uniform hyperbolicity is a major challenge in the field. The first and third authors have developed techniques to establish existence and uniqueness of equilibrium states in the presence of non-uniform versions of specification and expansivity [24] , generalizing the classic work of Bowen [8] . The purpose of this paper is to show how these results can be applied to higher dimensional smooth systems with weak forms of hyperbolicity, where alternative approaches based on symbolic dynamics or transfer operators appear to meet with fundamental difficulties. While thermodynamic formalism for one-dimensional systems is well developed, and there have been major recent breakthroughs in dimension two by Buzzi, Crovisier, and Sarig [47, 13] , the higher-dimensional case remains poorly understood.
As a model case for our methods, we focus on the class of BonattiViana diffeomorphisms [5] ; these are robustly transitive, derived from Anosov (DA), diffeomorphisms of T 4 , which we describe in detail in §4. These systems have a dominated splitting but are not partially or uniformly hyperbolic. We choose to examine the Bonatti-Viana family since it demonstrates the flexibility of our methods (to the best of our knowledge no other techniques for uniqueness are available in this four-dimensional setting) and has the advantage of being a concrete and explicit system (just as the Manneville-Pomeau map is often used to study new techniques for non-uniformly expanding maps).
The Bonatti-Viana family is obtained by a C 0 perturbation of a 4-dimensional toral automorphism f A with a hyperbolic splitting E s ⊕ E u , where dim E s = dim E u = 2. The perturbation has a dominated splitting E cs ⊕ E cu and can be characterized by two parameters:
• ρ > 0 is the size of the balls B(q, ρ) ∪ B(q ′ , ρ) inside which the perturbation takes place, where q, q ′ are fixed points; • λ > 1 is the maximum of expansion in the centre-stable and expansion in backwards time in the centre-unstable;
The construction can be carried out with both ρ and log λ as small as we like. Details of the construction are given in §4 and [15] . In particular, we assume control on the construction which yields integrability of the centre-stable and centre-unstable distributions. For fixed λ > 1 and ρ > 0, we write f BV ∈ U λ,ρ for a diffeomorphism provided by the Bonatti-Viana construction for which these parameters are bounded above by these values of λ and ρ.
Our results give a quantitative criterion for existence and uniqueness of the equilibrium state involving the topological pressure and a function Φ which depends on the norm and variation of the potential, the tail entropy of the system, and the C 0 size of the perturbation from the original Anosov map.
Theorem A. Let f BV ∈ U λ,ρ be a diffeomorphism in the BonattiViana family and g be a C 1 perturbation of f BV . Let ϕ : T 4 → R be a Hölder continuous potential function. There is a function Φ = Φ(ϕ; g), which is given explicitly in (4.6), such that (1) lim λ→1,ρ→0 sup{Φ(ϕ; f ) : f ∈ U λ,ρ } = max{ϕ(q), ϕ(q ′ )} < P (ϕ; f A ); (2) Φ(ϕ; g) varies continuously under C 0 perturbation of the potential function and C 1 perturbation of the map; (3) if Φ(ϕ; g) < P (ϕ; g), then (T 4 , g, ϕ) has a unique equilibrium state.
A more precise statement of this result, including the definition of Φ, is given as Theorem 4.1. The following corollaries are obtained from analysis of the function Φ and the topological pressure P (ϕ; ·). Corollary 1.1. For ρ and log λ sufficiently small, and a diffeomorphism g which is a C 1 perturbation of f BV , there exists D(g) such that for every Hölder continuous ϕ satisfying the bounded range condition sup ϕ − inf ϕ < D(g), then (T 4 , g, ϕ) has a unique equilibrium state.
A more precise statement of Corollary 1.1, including a precise formula for D(g), is given as Theorem 5.1. We also have the following result for a fixed Hölder continuous potential.
Corollary 1.2. Let ϕ : T
4 → R be a Hölder continuous potential. In any C 0 -neighborhood of f A , there exists a C 1 -open subset V ⊂ Diff(T 4 ) containing diffeomorphisms from the Bonatti-Viana family such that for every g ∈ V, g has a dominated splitting and is not partially hyperbolic and (T 4 , g, ϕ) has a unique equilibrium state.
We also consider potential functions ϕ which are scalar multiples of the geometric potential ϕ geo = − log J cu (x), where J cu (x) is the Jacobian determinant in the center-unstable direction. In §7, we show that Theorem A applies to the potential functions ϕ = tϕ geo when the diffeomorphism g is C 1+α . We obtain the following result about SRB measures for the Bonatti-Viana family.
Theorem B. Let f BV ∈ U λ,ρ with log λ, ρ sufficiently small. Then for every C 2 diffeomorphism g which is a sufficiently small C 1 perturbation of f BV , the following are true.
• t = 1 is the unique root of the function t → P (tϕ geo g ; g).
• There is an ε > 0 such that tϕ geo g has a unique equilibrium state µ t for each t ∈ (−ε, 1 + ε).
• µ 1 is the unique SRB measure for g.
Our results are proved using general machinery developed by the first and last named authors [24] . The idea is to find a 'good' collection of orbit segments on which the map has uniform expansion, contraction, and mixing properties, and demonstrating that this collection is 'large' in the sense that any orbit segment can be decomposed into 'good' and 'bad' parts in such a way that the collection of 'bad' orbit segments has smaller topological pressure than the entire system.
The diffeomorphisms we consider are not expansive. In particular, a C 1 perturbation of a Bonatti-Viana diffeomorphism may not even be asymptotically h-expansive, and thus may have positive tail entropy [15] . We handle this by showing that any measure with large enough free energy is almost expansive (Definition 2.3), so the failure of expansivity does not affect equilibrium states.
Context of the results. For systems with a dominated splitting, there are some results in the literature on uniqueness of the measure of maximal entropy although these mostly require partial hyperbolicity [3, 52, 43] , and the case of equilibrium states for ϕ = 0 have been largely unexplored. For the Bonatti-Viana examples, the existence of a unique MME was obtained in [15] , using a technique that is not suited to generalization to equilibrium states.
Existence of equilibrium states for partially hyperbolic horseshoes was studied by Leplaideur, Oliveira, and Rios [32] , but they do not deal with uniqueness. Results for uniqueness of equilibrium states for frame flows have been obtained recently by Spatzier and Visscher [49] . Other recent references which apply in higher dimensional settings include [16, 38, 17] . In particular, Pesin, Senti and Zhang [38] have used tower techniques to develop thermodynamic formalism for the Katok map, which is a non-uniformly hyperbolic DA map of the 2-torus.
The theory of SRB measures has received much more attention. The fact that there is a unique SRB measure for the examples we study follows from [5, 50] . Statistical properties of these measures for systems beyond uniform hyperbolicity is an active area of research [1, 38] .
The connection between SRB measures and equilibrium states is given by the Ledrappier-Young formula and the Margulis-Ruelle inequality. These tools are well known to hold quite generally in smooth dynamics, and have been applied beyond uniform hyperbolicity in recent work by Carvalho and Varandas [17] . However, even when there is known to be a unique SRB measure, the characterization as a unique equilibrium state of a continuous potential function is not immediate from Ledrappier-Young and Margulis-Ruelle because the number of positive Lyapunov exponents can be different for different measures.
There is no literature on this topic for diffeomorphisms with a dominated splitting. Non-trivial proof is required to establish even that the SRB measure is an equilibrium state for a suitable continuous potential. Our results in §8 are the first that characterize the SRB measure as a unique equilibrium state for a class of diffeomorphisms with a dominated splitting beyond uniform hyperbolicity.
Future directions. The techniques introduced in this paper are robust and expected to apply for many DA systems beyond the BonattiViana familes. Our approach is based on exploiting the uniform expansion/contraction of the system away from a finite collection of neighborhoods, and as such is likely to be suitable in other settings beyond uniform hyperbolicity. For instance, the Shub class of robustly transitive diffeomorphisms [28] should follow from modifications of the arguments we present. Almost Anosov diffeomorphisms and Katok maps are other classes of DA systems where these techniques can be explored.
In particular, the Mańẽ family of diffeomorphisms [33] is a class of partially hyperbolic DA systems where these techniques apply. This family is significantly easier to study than the Bonatti-Viana family since these diffeomorphisms are entropy expansive and have a direction of uniform expansion. An analysis of this family was included in an earlier version of this paper [20] . Since the first version of our paper was placed on arXiv, Crisostomo and Tahzibi [25] introduced an alternative approach to uniqueness of equilibrium measures for partially hyperbolic DA systems on T 3 , including the Mańẽ family, under the extra assumption that the potential is constant on 'collapse intervals' of the semi-conjugacy. Our results on equilibrium measures and their statistical properties for the Mańẽ family will now be addressed in a forthcoming short paper, which relies on the analysis introduced here.
Structure of the paper. In §2, we give background material on thermodynamic formalism, and state the general result from [24] which gives the existence of a unique equilibrium state. In §3, we prove general pressure estimates for C 0 -perturbations of Anosov systems. In §4, we provide details of the Bonatti-Viana construction, and state a more precise version of Theorem A. In §5, we prove Corollaries 1.1 and 1.2. In §6, we prove our main theorem. In §7, we prove the Bowen property for the geometric potential. In §8, we prove Theorem B on SRB measures. In §9, we provide proofs for some few technical lemmas.
Background
In this section, we state definitions and results that we will need throughout the paper. We begin with a review of facts from thermodynamic formalism, and then state the general results we will use for the existence and uniqueness of equilibrium states.
2.1. Pressure. Let X be a compact metric space and f : X → X be a continuous map. Henceforth, we will identify X × N with the space of finite orbit segments for a map f via the correspondence
For a continuous potential function ϕ : X → R we write
for the ergodic sum along an orbit segment, and given η > 0, we write
Given n ∈ N and x, y ∈ X, we write
Given x ∈ X, ε > 0, and n ∈ N, the Bowen ball of order n with center x and radius ε is B n (x, ε) = {y ∈ X : d n (x, y) < ε}.
We say that E ⊂ X is (n, ε)-separated if d n (x, y) ≥ ε for all x, y ∈ E. We will need to consider the pressure of a collection of orbit segments. More precisely, we interpret D ⊂ X × N as a collection of finite orbit segments, and write D n = {x ∈ X : (x, n) ∈ D} for the set of initial points of orbits of length n in D. Then we consider the partition sum
When there is no confusion in the map we will sometimes omit the dependence on f from our notation. We will also sometimes require a partition sum Λ span n defined with (n, ε)-spanning sets. Given Y ⊂ X, n ∈ N, and δ > 0, we say that E ⊂ Y is an (n, δ)-spanning set for Y if
We will use the following basic result relating Λ sep n and Λ span n , which is proved in §9.
Lemma 2.1. For any D ⊂ X × N, ϕ : X → R, and δ > 0, we have
The pressure of ϕ on D at scale ε is
and the pressure of ϕ on D
The above definition appears in [18, §2.1] and is a non-stationary version of the usual notion of upper capacity pressure [39] . For a set Z ⊂ X, we let P (Z, ϕ, ε; f ) := P (Z × N, ϕ, ε; f ), and thus P (Z, ϕ; f ) denotes the usual upper capacity pressure. When ϕ = 0 the above definition gives the entropy of D:
We let M(f ) denote the set of f -invariant Borel probability measures and M e (f ) the set of ergodic f -invariant Borel probability measures. The variational principal for pressure [53, Theorem 9.10] states that if X is a compact metric space and f is continuous, then
A measure achieving the supremum is an equilibrium state, and these are the objects whose existence and uniqueness we wish to study.
2.2.
Expansivity and tail entropy. Given a homeomorphism f : X → X and ε > 0, consider for each x ∈ X and ε > 0 the set
is the (bi-infinite) Bowen ball of x of size ε. Note that f is expansive if and only if there exists ε > 0 so that Γ ε (x) = {x} for all x ∈ X. For systems that fail to be expansive, it is useful to consider the tail entropy of f at scale ε > 0 is
This quantity was introduced in [7] ; equivalent definitions can also be formulated using open covers [35] . The map f is entropy-expansive if h * f (ε) = 0 for some ε > 0, and is asymptotically h-expansive if h * f (ε) → 0 as ε → 0. See [10, 12] for connections between these notions and the theory of symbolic extensions. An interesting result of [10] is that positive tail entropy rules out the existence of a principal symbolic extension, and thus symbolic dynamics fails in a strong way for such systems.
For our purposes, the key property of tail entropy is that given a collection D ⊂ X × N and scales 0 < δ < ε, it allows us to control pressure at scale δ in terms of pressure at scale ε. The following is proved in §9.
Lemma 2.2. Given any D ⊂ X × N and 0 < δ < ε, we have
Obstructions to expansivity, specification, and regularity. It was shown by Bowen [8] that (X, f, ϕ) has a unique equilibrium state whenever (X, f ) has expansivity and specification, and ϕ has a certain regularity property. We require the results from [24] , which give existence and uniqueness in the presence of 'obstructions to specification and regularity' and 'obstructions to expansivity'. The idea is that if these obstructions have smaller pressure than the whole system, then existence and uniqueness holds.
2.3.1. Expansivity. In our examples, expansivity does not hold, so we introduce a suitable measurement of the size of the non-expansive points, introduced in [23, 24] . Definition 2.3. For f : X → X the set of non-expansive points at scale ε is NE(ε) := {x ∈ X : Γ ε (x) = {x}}. An f -invariant measure µ is almost expansive at scale ε if µ(NE(ε)) = 0. Given a potential ϕ, the pressure of obstructions to expansivity at scale ε is
This is monotonic in ε, so we can define a scale-free quantity by
2.3.2.
Specification. The following specification property was introduced in [23] . Definition 2.4. A collection of orbit segments G ⊂ X × N has specification at scale ε if there exists τ ∈ N such that for every {(x j , n j ) :
,
The above definition says that there is some point x whose trajectory shadows each of the (x i , n i ) in turn, taking a transition time of exactly τ iterates between each one. The numbers m j for j ≥ 1 are the time taken for x to shadow (x 1 , n 1 ) up to (x j , n j ).
It is sometimes convenient to consider collections G in which only long orbit segments have specification, and this motivates the following definition. Definition 2.5. A collection of orbit segments G ⊂ X × N has tail specification at scale ε if there exists N 0 ∈ N so that the collection G ≥N 0 := {(x, n) ∈ G | n ≥ N 0 } has specification at scale ε.
2.3.3.
Regularity. We require a regularity condition for the potential ϕ on the collection G, inspired by the Bowen condition [8] , which was introduced in [22, 24] . Definition 2.6. Given G ⊂ X × N, a potential ϕ has the Bowen property on G at scale ε if
We say ϕ has the Bowen property on G if there exists ε > 0 so that ϕ has the Bowen property on G at scale ε.
Note that if G has the Bowen property at scale ε, it has it for all smaller scales.
2.4.
General results on uniqueness of equilibrium states. The tool we use to prove existence and uniqueness of equilibrium states is Theorem 5.6 of [24] . The basic idea is to find a collection of orbit segments G ⊂ X×N that satisfies specification and the Bowen property, and that is sufficiently large in an appropriate sense. To make this notion of largeness precise, we need the following definition. We denote N 0 = N ∪ {0}. Definition 2.7. A decomposition for (X, f ) consists of three collections P, G, S ⊂ X × N 0 and three functions p, g, s : X × N → N 0 such that for every (x, n) ∈ X × N, the values p = p(x, n), g = g(x, n), and s = s(x, n) satisfy n = p + g + s, and
Given a decomposition (P, G, S) and M ∈ N, we write G M for the set of orbit segments (x, n) for which p ≤ M and s ≤ M.
Note that the symbol (x, 0) denotes the empty set, and the functions p, g, s are permitted to take the value zero to allow for orbit segments with 'trivial' decompositions. That is, an (x, n) which belongs to one of the collections P, G or S (or transitions directly from P to S) can be included as a valid decomposition under our definition.
Theorem 2.8 (Theorem 5.6 of [24] ). Let X be a compact metric space and f : X → X a homeomorphism. Let ϕ : X → R be a continuous potential function. Suppose there exists ε > 0 such that P ⊥ exp (ϕ, 100ε) < P (ϕ) and X × N admits a decomposition (P, G, S) with the following properties:
(1) For each M ≥ 0, G M has tail specification at scale ε; (2) ϕ has the Bowen property at scale 100ε on G; (3) P (P ∪ S, ϕ, ε) + Var(ϕ, 100ε) < P (ϕ). Then there is a unique equilibrium state for ϕ.
We comment on these hypotheses. The transition time τ for specification for G M depends on M. If G had specification at all scales, then a simple argument [24, Lemma 2.10] based on modulus of continuity of f shows that the first hypothesis of the theorem is true for any ε. Thus, considering G M for all M at a fixed scale stands in for controlling G at all scales. The Bonatti-Viana example is a situation where we do not expect to find G with specification at all scales, but where specification for G M for all M at a fixed scale is verifiable. There are two scales present in the theorem: ε and 100ε. We require specification at scale ε, while expansivity and the Bowen property are controlled at the larger scale 100ε. There is nothing fundamental about the constant 100, but it is essential that expansivity and the Bowen property are controlled at a larger scale than specification. This is because every time we use specification in our argument to estimate an orbit, we move distance up to ε away from our original orbit, and we need to control expansivity and regularity properties for orbits after multiple applications of the specification property. The Var(ϕ, 100ε) term appears because we must control points that are distance up to 100ε from a separated set for P ∪ S.
Perturbations of Anosov Diffeomorphisms
In this section, we collect some more background material about weak forms of hyperbolicity, and perturbations of Anosov diffeomorphisms. We also establish a pressure estimate for C 0 perturbations of Anosov diffeomorphisms that plays a key role in our results.
3.1. Dominated splittings. Let M be a compact manifold. Recall that a diffeomorphism f : M → M is Anosov if there is a Df -invariant splitting of the tangent bundle T M = E s ⊕E u such that E s is uniformly contracting and E u is uniformly expanding. We will study diffeomorphisms that are not Anosov or partially hyperbolic but still possess a weaker form of hyperbolicity called a dominated splitting.
A Df -invariant vector bundle E ⊆ T M has a dominated splitting if
where each subbundle E i is Df -invariant with constant dimension, and there exists an integer ℓ ≥ 1 with the following property: for every x ∈ M, all i = 1, . . . , (k − 1), and every pair of unit vectors u ∈
See for example [45] or [4, Appendix B, Section 1] for some properties of systems with a dominated splitting. In our setting, k = 2, and we obtain a dominant splitting T M = E cs ⊕ E cu , and there exist invariant foliations W cs and W cu tangent to E cs and E cu respectively that we call the centre-stable and centreunstable foliations. For x ∈ M we let W σ (x) be the leaf of the foliation σ ∈ {cs, cu} containing x when this is defined. Given η > 0, we write W σ η (x) for the set of points in W σ (x) that can be connected to x via a path along W σ (x) with length at most η. Suppose
are foliations of M. The standard notion of local product structure for W 1 , W 2 says that for every x, y ∈ M that are close enough to each other, the local leaves W u loc (x) and W s loc (y) intersect in exactly one point. Our definition of local product structure additionally keeps track of the scales involved. We say that W 1 , W 2 have local product structure at scale η > 0 with constant κ ≥ 1 if for every x, y ∈ M with ε := d(x, y) < η, the leaves W 1 κε (x) and W 2 κε (y) intersect in a single point.
3.2.
Constants associated to Anosov maps. In order to give a precise description of the class of examples to which our methods apply, we need to recall some constants associated to an Anosov map f . First, we will consider a constant C = C(f ) arising from the Anosov shadowing lemma [40, Theorem 1.2.3], [30] .
Lemma 3.1 (Anosov Shadowing Lemma). Let f be an Anosov diffeomorphism. There exists C = C(f ) so that if 2η > 0 is an expansivity constant for f , then every η C -pseudo-orbit {x n } for f can be η-shadowed by an orbit {y n } for f .
The other constant that will be important for us is a constant L = L(f ) associated with the Gibbs property for the measure of maximal entropy for f . More precisely, let f : M → M be a topologically mixing Anosov diffeomorphism, and let h = h top (f ) be its topological entropy. Recall that f is expansive and has the specification property [6] . For any η > 0 that is smaller than the expansivity constant for f , Bowen
The constant L can be determined explicitly in terms of the transition time in the specification property.
3.3.
Partition sums for C 0 perturbations. Let f : M → M be an Anosov diffeomorphism of a compact manifold. Using the Anosov shadowing lemma, we show that there is a C 0 -neighborhood U of f such that for every g ∈ U, there is a natural map from g to f given by sending a point x to a point whose f -orbit shadows the g-orbit of x. It is a folklore result that this map is a semi-conjugacy when U is sufficiently small. For example, this follows from the proof of [14, Proposition 4.1] . This allows us to control partition sums of g at large enough scales from above, and the pressure at all scales from below; the following lemma is proved in §9.2.
Lemma 3.2. Let f be an Anosov diffeomorphism. Let C = C(f ) be the constant from the Anosov shadowing lemma, and 3η > 0 be an
It follows from (ii) that
However, it may be that P (ϕ; g) is greater than P (ϕ, 3η; g) due to the appearance of entropy at smaller scales for g (note that g need not be expansive, even though f is). Nonetheless, we can obtain an upper bound on P (ϕ; g) which involves the tail entropy; Lemma 2.2 and (3.2) together give the bound
). The pressure of g, and consequently the tail entropy term, can be arbitrarily large for a C 0 perturbation of f . For example, f can be perturbed continuously in a neighborhood of a fixed point to create a whole disc of fixed points, and then composed with a homeomorphism of this disc that has arbitrarily large entropy.
Pressure estimates.
The examples that we consider are obtained as C 0 -perturbations of Anosov maps, where the perturbation is made inside a small neighborhood of some fixed points. Our strategy is to apply the abstract uniqueness results of Theorem 2.8 by taking G to be the set of orbit segments that spend enough time outside this neighborhood, while P, S are orbit segments spending nearly all their time near the fixed points (see Lemma 6.5 for details). In this section we give an estimate on the pressure carried by such orbit segments. First, we fix the following data.
• Let f : M → M be a transitive Anosov diffeomorphism of a compact manifold, with topological entropy h = h top (f ).
• Let q be a fixed point for f .
• Let 3η be an expansivity constant for f .
• Let C = C(f ) be the constant from the shadowing lemma.
• Let L = L(f, η) be a constant so that (3.1) holds. Now we choose g, C, and ϕ:
• Let r > 0 be small, and let C = C(q, r; g) = {(x, n) ∈ M × N : S g n χ q (x) < nr}, where χ q is the indicator function of M \B(q, ρ). Note that C depends on the diffeomorphism g.
• Let ϕ be any continuous function.
We write H(r) = −r log r − (1 − r) log(1 − r). We have the following entropy and pressure estimates on C.
Theorem 3.3. Under the assumptions above, we have the inequality
and the inequality that for any scale δ > 0,
and thus it follows that
In practice, we will take r small and consider maps g with h * g (6η) small, so that P (C, ϕ; g) is close to ϕ(q). We make the entropy estimate at a fixed scale 6η, and use the tail entropy term to pass to arbitrary scales because our argument does not apply directly to estimate h(C, δ; g) for arbitrary δ > 0. The problem is that the constant L depends on η, and when δ < 2ρ, the entropy estimate would additionally involve terms depending on Λ n (B n (q, ρ), 0, δ; g).
Proof. First we prove the entropy estimate (3.4). For each (x, n) ∈ C, we partition its orbit into segments entirely in B(q, ρ), and segments entirely outside B(q, ρ). More precisely, given (
be the uniquely determined sequence such that
be the time data obtained this way. Given n ∈ N and r > 0, let
Thus we can estimate Λ sep n (C n , 0, 6η) in terms of Λ sep n ((C n ) ℓ,m,n , 0, 6η) and #J r n . For the first of these, let E n ⊂ C n be (n, 6η)-separated, and let F n be maximally (n, 3η)-separated, and thus (n, 3η)-spanning, for M.
at times s i which correspond to the orbits entering B n i (q, ρ); that is, for s 0 = 0 and
, and the time i can occur only when the orbit segments are outside B(q, ρ). More precisely, let r 0 = n 1 , r 1 = n 1 + m 1 + n 2 , and
Recall that L is the constant such that (3.1) holds and that h = h top (f ). Since d C 0 (f, g) < η/C, using Lemma 3.2, we have
Thus it follows from injectivity of the map π that
and thus summing over all choices of ℓ, m, n, we obtain
Now we observe that given 1 ≤ ℓ ≤ nr + 1, the choice of m, n is uniquely determined by choosing 2ℓ − 1 elements of {0, 1, . . . , n − 1}, which are the partial sums of m i and n i (the times when the trajectory enters or leaves B(q, ρ), denoted by r i and s i above). In particular since ℓ ≤ nr + 1, an elementary computation using Stirling's formula or following [19, Lemma 5.8] shows that the number of such ℓ, m, n is at most
and so we have
This gives the bound
This establishes (3.4).
The pressure estimate (3.5) follows from (3.4) by observing that for every (x, n) ∈ C we have g k x ∈ B(q, ρ) for at least (1 − r)n values of k ∈ {0, 1, . . . , n − 1}, and so
this yields the partition sum estimate
which implies (3.5).
The third displayed inequality of Theorem 3.3 is immediate from the inequalities (3.4), (3.5) and Lemma 2.2.
3.5. Obstructions to expansivity. Our examples will satisfy the following expansivity property:
[E] there exist ε > 0, r > 0, and fixed points q, q ′ such that for x ∈ M, if there exists a sequence n k → ∞ with
Let g be as in the previous section, and suppose ε > 0 and r > 0 are such that [E] holds. Then we have the following pressure estimate. 
Proof. Let g, r, q, q ′ be as in §3.5, and write χ = χ q , χ ′ = χ q ′ , C = C(q, r; g), C ′ = C(q ′ , r; g). Consider the sets
Theorem 3.4 is an application of the following theorem, whose proof is based on the Katok pressure formula [34, 51] .
Proof. Start with the case where
Note that for every n > k and x ∈ A + k , we have (x, n) ∈ C. It follows that for every δ > 0 we have
) and consider the quantity
where the infimum is taken over finite subsets E ⊂ X. The pressure version of the Katok entropy formula [34] states that
The case where
Moreover, (n, ε)-separated sets for g are in one to one correspondence with (n, ε)-separated sets for g −1 , and S Katok' s pressure formula applied to g −1 tells us that
.
Now, to prove Theorem 3.4, by the hypothesis [E], if Γ ε (x) = {x}, then either there are only finitely many n so that 1 n S g n χ(x) ≥ r, or there are only finitely many n so that
Thus, if µ is an ergodic measure satisfying µ(NE(ε)) > 0; then at least one of A + or A − has positive µ-measure. Thus, Theorem 3.5 applies, and we conclude that
3.6. Cone estimates and local product structure. Let
Given β ∈ (0, 1) and
We prove Lemma 3.6 in §9 following the standard proof of local product structure. We will consider foliations on T 4 whose lifts to R 4 satisfy the hypotheses of Lemma 3.6. Uniqueness of the intersection point on T 4 follows from restricting to sufficiently small local leaves. We note that the intrinsic distance along a leaf is uniformly equivalent to the distance induced from the metric on T 4 . More precisely, we have the following. Lemma 3.7. Under the assumptions of Lemma 3.6, suppose that x, y are points belonging to the same local leaf of W ∈ {W 1 , W 2 }. Then
We give a short proof in §9.
Main result
We now review the Bonatti-Viana construction in [5] as well as some additional facts about invariant foliations from [15] . Let A ∈ SL(4, Z) with four distinct real eigenvalues
The Bonatti-Viana class of diffeomorphisms are C 0 small, but C 1 large, deformations of f A , and we denote such a map by f BV . We describe how the perturbation is constructed, taking care to control the size of the perturbation and to build in necessary uniform control on how cone fields behave under this perturbation. Control on the cone fields is essential to ensure that local product structure and tail entropy estimates apply at a scale which is 'compatible' with the C 0 size of the perturbation in order to apply our pressure estimates.
Recall that 3η is an expansivity constant for f A . At some points in our analysis (see §6.1 and §6.4), we additionally require that η is not too large so that calculations at scales which are a suitable multiple of η are local: a necessary upper bound on η can be computed explicitly, depending on basic properties of the map f A . We fix 0 < ρ < 3η and carry out a perturbation in ρ-neighbourhoods of q and q ′ . Around q we will deform in the weak stable direction and around q ′ in the weak unstable direction. The third fixed point will be left unperturbed to ensure robust transitivity.
Let F s , F u be the two-dimensional subspaces of R d corresponding to contracting and expanding eigenvalues of A, respectively. Let κ = 2κ(F s , F u ), whereκ is as in (3.8). Fixing ρ > 0, we consider the scales ρ ′ = 5ρ and ρ ′′ = 300κρ ′ . We assume that ρ is sufficiently small that ρ ′′ < 6η. The role of these scales is as follows:
(1) The perturbation takes place in the balls B(q, ρ) and B(q ′ , ρ) -outside of these balls the new map is identically equal to f A ; (2) The scale ρ ′ is chosen so at this scale the center-stable (resp. center-unstable) leaves are contracted by g (resp. g −1 ); (3) The scale ρ ′′ is the distance that points need to be away from q and q ′ to guarantee uniform contraction/expansion estimates at a large enough scale to verify the hypotheses of Theorem 2.8.
The deformation around the points q and q ′ is done in two steps, illustrated in Figure 1 . We describe the deformation around q. First, we perform a deformation around q in the stable direction λ 2 as follows. Inside B(q, ρ), the fixed point q undergoes a pitchfork bifurcation in the direction corresponding to λ 2 . Details are given in [15] . The construction is carried out so that the resulting deformation respects the domination of f A (see Definition 2.3 of [15] ). This is a C 1 robust condition that ensures that the resulting diffeomorphism has an integrable dominated splitting (Theorem 3.1 of [15] ). The stable index of q changes from 2 to 1 and two new fixed points q 1 and q 2 are created.
The second step is to deform the diffeomorphism in a neighborhood of q 2 so that the contracting eigenvalues become complex; see Figure 1 .
Note the creation of fixed points with different indices prevents the topologically transitive map from being Anosov. These non-real eigenvalues also forbid the existence of a one-dimensional invariant subbundle inside E cs . So the resulting mapf has a splitting E cs ⊕ E cu . To finish the construction take the deformation just made on f A near q and repeat it so that the map is equal tof −1 in the neighborhood of q ′ . We obtain a map f BV that is robustly transitive, not partially hyperbolic, and has a dominated splitting
with dim E cs = dim E cu = 2 (see [5] for proofs of these facts). By [15] , the distributions E cs and E cu are integrable. We fix a small β and we can ensure in the construction that
To simplify computations, we assume explicit upper bounds on β at a couple of points in the proof (see e.g. proof of Lemma 6.3). We may assume that β < 1/3.
Let C = C(f A ) be the constant provided by Lemma 3.1. Outside B(q, ρ) ∪ B(q ′ , ρ), the maps f BV and f A are identical, and we can carry out the construction so there exists a constant K so that both f A (B(q, ρ)) ⊂ B(q, Kρ) and f BV (B(q, ρ)) ⊂ B(q, Kρ), and similarly for q ′ . Thus the C 0 distance between f BV and f A is at most Kρ. In particular, by choosing ρ small, we can ensure that d C 0 (f BV , f A ) < η/C. This allows us to apply Lemma 3.2 to f BV , or to a perturbation of f BV .
We now consider diffeomorphisms g in a C 1 neighborhood of f BV . In [15] , it is shown that for g ∈ Diff(T 4 ) sufficiently close to f BV , there are invariant foliations tangent to E cs g and E cu g respectively. Furthermore, the argument of Lemma 6.1 and 6.2 of [5] shows that each leaf of each foliation is dense in the torus. The existence of foliations was not known when [5] was written, but these arguments apply with only minor modification now that the existence result has been established by [15] . Thus, we can consider a C 1 -neighborhood V 0 of f BV such that the following is true for every g ∈ V 0 : Given g ∈ V 0 , we define the quantities
Note that by the construction of f BV we have
and we can carry out the construction so that λ(f BV ) is arbitrarily close to 1. By continuity, these inequalities hold for C 1 -perturbations of f BV . We also have λ s (g) and λ u (g) arbitrarily close to the corresponding values for f A . We write λ = λ(f BV ), and we can write f BV = f λ,ρ when we want to track these two important parameters that appear in the Bonatti-Viana construction. We let
Note that γ(g) → 0 as λ(g) → 1 (as long as λ s (g), λ u (g) → 1). A simple calculation shows that for any r > γ, we have 
We now state the precise version of Theorem A. If Φ(ϕ; g) < P (ϕ; g), then ϕ has a unique equilibrium state with respect to g.
5.
Proofs of Corollaries 1.1 and 1.2
Before we prove Theorem 4.1, we show how to use it to obtain the two corollaries stated in the introduction. The following Theorem is a more precise formulation of Corollary 1.1.
). Then writing
every Hölder continuous potential ϕ with the bounded range hypothesis sup ϕ−inf ϕ+V (ϕ) < D ′ has a unique equilibrium state. In particular, (5.1) is a sufficient criterion for g ∈ V 0 to have a unique measure of maximal entropy.
Thus Theorem 4.1 applies.
We note that since V (ϕ) ≤ 2(sup ϕ − inf ϕ), we can remove the variance term in our bounded range condition simply by asking that 3(sup ϕ − inf ϕ) < D ′ . Thus, the statement of Corollary 1.1 is given by setting D = D ′ /3. We now give a proof of Corollary 1.2. The set V 0 = V 0 (f λ,ρ ) can be chosen to be in any C 0 neighbourhood of f A by taking ρ to be small. Let V be the set of all diffeomorphisms g ∈ V 0 such that Φ(g, ϕ) < P (ϕ; g). Note that Φ(g, ϕ) varies continuously under C 1 perturbations of g, so V is C 1 -open. It only remains to show that V is non-empty when ρ and log λ are sufficiently small.
, and recall from Lemma 3.2(i) that P (ϕ; g) ≥ P (ϕ; f A ) − Var(ϕ, η ′ ).Moreover, we have
Thus to prove Φ(ϕ; g) < P (ϕ; g) it suffices to verify that
where
Note that the scales which appear in the V ′ term all tend to 0 as ρ tends to 0. Given a hyperbolic toral automorphism f A and a Hölder potential ϕ : T 4 → R, it is well known that ϕ has a unique equilibrium state (with respect to f A ) with the Gibbs property. For a fixed point p, the Dirac measure δ p clearly does not have the Gibbs property, so cannot be an equilibrium state for ϕ, and thus
Thus, max{ϕ(q), ϕ(q ′ )} < P (ϕ; f A ). By choosing log λ and ρ small, we can ensure that γ and V ′ are small enough so that the required inequality holds. Thus, V is non-empty.
Proof of the Main Result
We now build up a proof of our main result Theorem 4.1, which is the more precise version of Theorem A. 6.1. Local product structure. We prove local product structure for g at scale 6η, which we will require repeatedly through our proof. We now establish local product structure at scale 6η for maps g ∈ V 0 . The key ingredients that allow us to do this are the assumptions that E σ g ⊂ C σ β for σ ∈ {cu, cs} and that β, η are not too large. Lemma 6.1. Every g ∈ V 0 has a local product structure for W with ε := d(x, y) < 6η, letx,ỹ ∈ R 4 be lifts of x, y with ε = d(x,ỹ) < 6η. By Lemma 3.6 the intersection W cs (x) ∩ W cu (y) has a unique point z, which projects to z ∈ T 4 . Moreover, the leaf distances betweenx,z andỹ,z are at most (
this is less than 2κ(F s , F u )ε, so z is in the intersection of the local leaves (W 
Proof. We give the proof for W cs ; the proof for W cu is analogous. Given a path σ on T 4 , write ℓ(σ) for the length of σ. Let σ be a path from x to y in W cs (x) such that ℓ(σ) = d cs (x, y). Decompose σ as the disjoint union of paths σ i where ℓ(
Clearly it suffices to show that ℓ(gσ i ) < θ cs ℓ(σ i ) for each i. We may assume that β is chosen not too large so that
We may assume that the path σ i has at most one connected component that intersects B(q, ρ), since ρ and ℓ(σ i ) ≤ 2ρ ′ are not large enough to wrap around the torus. Let ℓ 1 be the length of this component; because this component lies in W cs (x), which is contained in C β (F s , F u ), we have ℓ 1 ≤ 2ρ(1 + β). Let ℓ 2 = ℓ(σ i ) − ℓ 1 . Let v be a tangent vector to the curve σ at the point p ∈ T 4 . If p ∈ B(q, ρ) then we have
where the last inequality uses (6.1). Since ρ = (1 − λ s )ℓ(σ i ) + λ s ℓ(σ i ) = θ cs ℓ(σ i ).
Summing over i gives d cs (gx, gy) ≤ ℓ(gσ) < θ cs ℓ(σ) = θ cs d cs (x, y). The proof for d cu is similar.
The following is an immediate consequence of Lemmas 6.3 and 6.2.
Lemma 6.4. For every R > ρ ′ and x ∈ T 4 , we have
In particular, there is τ 0 ∈ N such that for every x, y ∈ T 4 we have
is the constant arising in the local product structure of W cs , W cu . Let χ be the indicator function of T 4 \ B(q, ρ ′′ + ρ) and χ ′ be the indicator function of
Thus the Birkhoff averages of χ, χ
′ give the proportion of time an orbit spends away from the fixed points q, q ′ . The choice of scale is to ensure uniform estimates on W cs ρ ′′ and W cu ρ ′′ for points x for which χ(x) = 1 and χ ′ (x) = 1. From now on we fix r > γ(g) (which will be set to be small for our analysis), and consider the following collection of orbit segments:
We will show that G M has specification at scale 3ρ ′ . To get a decomposition we consider G together with the collections
Lemma 6.5. The collections P, G, S form a decomposition for g.
Proof.
Let (x, n) ∈ X × N. Let 0 ≤ i ≤ n be the largest integer so 1 i S i χ(x) < r, and 0 ≤ k ≤ n be the largest integer so Figure 2 . Thus, if we assume that i + k < n, letting j = n − (i + k), we have
If i + k ≥ n, we can choose a decomposition with j = 0.
Orbit segments in G M , which is the set of orbit segments (x, n) for which p ≤ M and s ≤ M, satisfy the following. Figure 2 . Decomposing an orbit segment Lemma 6.6. Let ν = λ/θ r . For every M ∈ N 0 , (x, n) ∈ G M , and
Proof. We prove (a). Given (x, n) ∈ G M and 0 ≤ i ≤ n, we have S i χ(x) > ir − 2M, and so the orbit segment (x, i) spends greater than ir − 2M iterates outsides B(q, 4ρ ′ ), and thus (y, i) spends greater than ir − 2M iterates outsides B(q, ρ). It follows that
For (c), note that if y ∈ B n (x, ρ ′ ) and z ′ ∈ W cs 2ρ ′ (y), then z ′ ∈ B n (x, 3ρ ′ ). Thus, the uniform derivative estimate of (a) applies to all points in W cs 2ρ ′ (y), and it is an easy exercise to use this to obtain the statement of (c). The proof of (b) is similar to (a), and (d) follows.
We are now in a position to give the main lemma of this subsection regarding the specification property. The facts that drive our proof are:
• For any x ∈ T 4 and n ∈ N, from Lemma 6.4 we have W
, where τ 0 is as in (6.2) . Then we let G
Lemma 6.7. For every M, let N = N(M) be as above. Then G M ≥N has specification at scale 3ρ ′ .
Proof. Write τ = τ 0 , so that (6.2) gives g
Now we show that G
M ≥N has specification with transition time τ . Given any (x 1 , n 1 ), . . . , (x k , n k ) ∈ G M with n i ≥ N, we construct y j iteratively such that (y j , m j ) shadows (x 1 , n 1 ), . . . , (x j , n j ), where
We also set m 0 = −τ . Start by letting y 1 = x 1 , and we choose y 2 , . . . , y k iteratively so that
. That is, for j ∈ {1, . . . , k − 1}, we let y j+1 be a point such that
). Using the fact that g m j y j+1 is in the centre-unstable manifold of g m j y j together with the estimate (6.3), we obtain that
. . , j − 1}. This estimate, together with the fact that g
and thus G M ≥N has specification at scale 3ρ ′ .
We remark that the proof of Lemma 6.7 can be adapted to show that the entire collection G M has specification, and not just its tail G M ≥N . The idea is to fix N = N(M) as before and then choose (x,n) ∈ G with n > N; one can find an orbit that shadows (x 1 , n 1 ), (x,n), (x 2 , n 2 ), (x,n), . . . , using the uniform contraction estimates along (x,n) to get specification with τ = 2τ 0 +N(M). The book-keeping in this argument is messier than in the lemma above, but the essential ideas are the same.
6.3. Bowen property. Let θ r ∈ (0, 1) be the constant that appears in the previous subsection, defined at (4.4), and let κ be the constant associated with the local product structure of E cs g ⊕ E cu g .
Lemma 6.8. Given (x, n) ∈ G and y ∈ B n (x, 300ρ ′ ), we have
Proof. Using the local product structure at scale 300ρ
The triangle inequality gives (6.4).
Lemma 6.9. Any Hölder continuous ϕ has the Bowen property on G at scale 300ρ ′ .
Proof. By Hölder continuity, there are constants K > 0 and α ∈ (0, 1) such that |ϕ(x) − ϕ(y)| ≤ Kd(x, y) α for all x, y ∈ T d . Now given (x, n) ∈ G and y ∈ B n (x, 300ρ ′ ), Lemma 6.8 gives
6.4. Expansivity. We want to obtain a bound on h * g , the tail entropy of g. By results of [27] , the tail entropy may be positive. We first need the following estimate on α-dense sets in local leaves of W cu . We assume that β is chosen not too large so that (1 + β) 2 < 2.
Lemma 6.10. Let δ ∈ (0, 6η). Given n ∈ N, and x, z ∈ T 4 such that d n (x, z) < 6η, we have
Proof. Write ε = 6η. First we prove that
for k ∈ {1, . . . , n}. This follows by induction; it is true for k = 1, and given the result for k ∈ {1, . . . , n − 1}, we see that any
by the inductive hypothesis, and so
, where the last inclusion follows because 4ε Dg is not enough distance to wrap all the way around the torus and enter B(g k x, ε) again. This is true because ε is assumed to be not too large. This is the only requirement on ε in this proof. Thus, by Lemma 3.7.
is the graph of a function from F cu to F cs with norm less than β. The projection of W cu 4ε (g n z) to F cu along F cs is contained in a ball of radius 4ε, so B 4ε (0) in F cu has an α-dense subset in the d n -metric with cardinality less than or equal to 16ε 2 α −2 . Projecting this set back to
which gives (6.5) and completes the proof of Lemma 6.10.
Our next lemma obtains an estimate on the tail entropy by applying Lemma 6.10.
Lemma 6.11. For every g ∈ V 0 we have h * g (6η) ≤ 6 log λ.
Proof. Given x ∈ T 4 and δ > 0, we estimate Λ span n (Γ 6η (x), 0, 2δ; g) for n ∈ N. To do this, we start by fixing
where κ is from the local product structure. Let E ⊂ Γ 6η (x) be an α-dense set with cardinality
note that such a set exists because Γ 6η (x) is contained in x+[−6η, 6η] 4 . Now we have W cu κα (z) ⊂ W cu 6η (z) for each z ∈ E, so by Lemma 6.10, there is an (n, δ)-spanning set E z for W cu κα (z) ∩ B n (x, 6η) with
We claim that E ′ is (n, 2δ)-spanning for Γ 6η (x), which will complete the proof of Lemma 6.11. To see this, take any y ∈ Γ 6η (x), and observe that because E is α-dense in B(x, 6η), there is z = z(y) ∈ E ∩ B(y, α). By the local product structure there isz =z(y) ∈ W cs κα (y) ∩ W cu κα (z). Notice that because distance expansion along W cu is bounded above by λ for each iteration of g, we have
hence h * g (6η) ≤ 6 log λ, which proves Lemma 6.11. Lemma 6.12. For every r > γ(g) and ε = 300ρ ′ , the diffeomorphism g satisfies Condition [E].
Proof. Suppose x ∈ T 4 , r > 0, and n k , m k → ∞ are such that (6.8)
for every k. Our goal is to show that Γ ε (x) = {x}. First we fix r ′ ∈ (γ, r) and observe that by Pliss' lemma [41] there are m
where θ r ′ < 1 is as in (4.4). Now let x ′ ∈ Γ ε (x). By the local product structure, and ε being not too large, there is a unique point
But by the local product structure, W cs κε Dg (gx) and W cu κε Dg −1 (gx ′ ) have a unique intersection point if max{κε Dg , κε Dg −1 } < 6η. Thus g(x ′′ ) is the unique intersection point, and since d(gx, gx
Iterating the above argument gives for every n ∈ Z,
In particular, for each k ∈ N we can apply (6.10) with z a point along the W cu -geodesic from g
x ′′ , and deduce that
′′ ) = 0 and hence x ′′ = x since x ′′ ∈ W cu κε (x). Now by (6.11) we have g n x ∈ W cs κε (g n x ′ ) for all n ∈ Z, and for each k ∈ N we can apply (6.10) with y a point along the W cs -geodesic from g
Again, as k increases we get d cs (x, x ′ ) = 0 hence x ′ = x, which completes the proof of Lemma 6.12.
6.5. Verification of Theorem 4.1. We have now done all the work to show that if g ∈ V 0 and ϕ : T 4 → R satisfy the hypotheses of Theorem 4.1, then the conditions of Theorem 2.8 are satisfied, and hence there is a unique equilibrium state for (T 4 , g, ϕ). We recall how this is done; this will complete the proof of Theorem 4.1. We define the decomposition (P, G, S) as in Lemma 4.4. We have shown:
• G M has tail specification at scale 3ρ ′ (Lemma 6.7), so condition (1) of Theorem 2.8 holds.
• ϕ has the Bowen property on G at scale 300ρ ′ (Lemma 6.9), so condition (2) of Theorem 2.8 holds.
• P (P ∪ S, ϕ, 6η) = max{P (P, ϕ, 6η), P (S, ϕ, 6η)} and both collections satisfy the hypotheses of Theorem 3.3, and thus we have the upper bound
and r can be chosen arbitrarily close to γ.
• h * g (6η) < 6 log λ (Lemma 6.11), so by Theorem 3.3, P (P ∪ S, ϕ) is bounded above by
• Thus, the hypothesis of Theorem 4.1 gives that
which verified condition (3) of Theorem 2.8.
• Expansivity at scale 300ρ ′ : by Theorem 3.4 and Lemma 6.12,
Combining these ingredients, we see that under the conditions of Theorem 4.1, all the hypotheses of Theorem 2.8 are satisfied for the decomposition (P, G, S). This completes the proof of Theorem 4.1.
The Bowen property for the geometric potential
In this section, we give a a direct proof that the geometric potential ϕ geo := − log Jac cu g has the Bowen property on G when g is C 1+α . We call ϕ geo the geometric potential because we will see in §8 that it is the potential function for which the SRB measure is a unique equilibrium state. Once the Bowen property is proved, the theory developed in the previous section can be applied to the functions tϕ geo . The only place we used that the potential ϕ in Theorem 4.1 is Hölder is to prove that ϕ has the Bowen property on G (Lemma 6.9). Thus, after proving the Bowen property for tϕ geo , Theorem 4.1 applies to these functions. This establishes Theorem A for potential functions of the form ϕ = tϕ geo when g is C 1+α . The authors were informed that it is a folklore result that a C 2 diffeomorphism with a dominated splitting has Hölder continuous distributions, and this would allow us to apply Lemma 6.9 directly to tϕ geo . However, to the best of our knowledge there is no proof, or even statement, of this fact in the literature. 1 The argument given here sidesteps the issue of Hölder continuity of the distributions. An advantage of this approach is that the argument is suitable for generalization to non-uniformly hyperbolic settings, where Hölder continuity may fail. The main idea is Lemma 7.2 below, which gives contraction estimates for the action of Dg on the Grassmannian. 7.1. Action on the Grassmannian. The standard approach to the geometric potential in the uniformly hyperbolic case is to argue that the unstable distribution is Hölder continuous (i.e. the section x → E u (x) is Hölder continuous), and thus the map from ϕ geo (x) = − log J u (x) is Hölder. This approach is captured on the following commutative diagram:
where G is the appropriate Grassmannian bundle over M, and ψ sends
Note that all we need for ψ to be Hölder continuous is for the map g to be C 1+α (see Lemma 7.1 below). Thus, the question of regularity of ϕ geo reduces to the question of regularity for E u : M → G. In our setting, where ϕ geo (x) = − log J cu (x), we obtain refined estimates on E cu : T 4 → G for good orbit segments, which allow us to establish the Bowen property on these segments.
More precisely, we let G 2 denote the Grassmannian bundle of 2-planes in R 4 over the torus. Since the underlying manifold is the torus, this is a product bundle, and we can identify G 2 with T 4 × Gr(2, R 4 ), where Gr(2, R 4 ) is the space of planes through the origin in R 4 . The map g induces dynamics on G 2 by the formula
We show here that ψ is Hölder, and in §7.2 that it suffices to prove the Bowen property for trajectories that start on the stable manifold of x; then in §7.3 we do this by studying the dynamics of (7.1). Note that Gr(2, R 4 ) is equipped with the metric
where d H is the Hausdorff metric on compact subsets of the unit sphere S 3 ⊂ R 4 . We will use the fact that on small neighborhoods U ⊂ Gr(2, R 4 ) one can define a Lipschitz map U → R 4 × R 4 that assigns to each E ∈ U an orthonormal basis for E.
Proof. Given v, w ∈ R 4 , the square of the area of the parallelogram spanned by v, w is given by the smooth function A(v, w) = σ v σ(1) w σ (2) , where the sum is over all 1-1 maps σ : {1, 2} → {1, 2, 3, 4}. Given (x, E) ∈ T 4 × Gr(2, R 4 ), let v, w be an orthonormal basis for E, so
The function Dg is α-Hölder, the function log is Lipschitz on compact subsets of (0, ∞), and Dg ±1 is bounded away from 0 and ∞, and A is smooth, so we conclude that ψ is α-Hölder.
7.2.
Reduction to the centre-stable manifold. In this section and the next we prove the following result, which together with Lemmas 6.8 and 7.1 implies the Bowen property for ϕ geo by following the same computation as in Lemma 6.9.
Lemma 7.2. There are C ∈ R and θ < 1 such that for every (x, n) ∈ G, y ∈ B 300ρ ′ (x, n), and 0 ≤ k ≤ n, we have
Note that here we identify both E cu (g k x) and E cu (g k y) with subspaces of R 4 , and Lemma 7.2 gives a bound on the distance between these subspaces; the corresponding bound on the distance between g k x and g k y was already proved in Lemma 6.8. The first step in the proof of Lemma 7.2 is exactly as in Lemma 6.8: Using the local product structure at scale 300ρ
. Because the leaves of the foliation W cu are C 1 , there is a constant C such that
using the fact that z ∈ W cu ρ ′′ (y). Thus in order to prove Lemma 7.2, it suffices to show that
, which we do in the next section.
7.3. Unstable directions approach each other. Now we fix (x, n) ∈ G. Given z ∈ W cs ρ ′′ (x) and 0 ≤ k ≤ n, let (e
be the linear map that takes v ∈ T g k z T 4 to its coordinate representation in the basis e 
To prove (7.2), it suffices to considerÊ
and show that
k , we must study the dynamics of A z k and A
be the linear map whose graph is E. Lemma 7.3. Given any 0 ≤ k ≤ n and E ∈ E, we have 
Multiplying both sides by L E k v gives the result. Lemma 7.4. Given 0 ≤ k ≤ n, an invertible linear map A : R 4 → R 4 that preserves Z, and a subspace E ∈ E, let P 0 : E k+1 → AE k be projection along Z. Then
In particular, we have 
v 0 ∈ Z we can apply A| Z to both sides and write
Adding P 0 v to both sides gives (7.4).
In particular, when A = A 
is bounded away from 0, this implies that the map P 0 in Lemma 7.4 satisfies
when the Lemma is applied with A = A z k . We conclude that
Because the splitting is dominated and the cones are small, there is
≤ λ for all choices of x, z, n, k, and
, and (7.6) gives
where θ = θ α r . Iterating (7.7) shows that D k decays exponentially; indeed, fixing ν < 1 such that λ, θ < ν and writing
, and by taking k 0 large enough that ξ := λ ν (1 + Qθ k ) < 1, this gives
Since C ′′ does not depend on x, z, n, k, this completes the proof of Lemma 7.2. Combining Lemmas 7.1 and 7.2 gives the Bowen property for ϕ geo on G, just as in Lemma 6.9.
SRB measures and proof of theorem B
In this section, we prove Theorem B. An SRB measure for a C 2 diffeomorphism f is an ergodic invariant measure µ that is hyperbolic (non-zero Lyapunov exponents) and has absolutely continuous conditional measures on unstable manifolds [2, Chapter 13] . We assume, as in the hypotheses of Theorem B, that g is a C 2 diffeomorphism in a C 1 neighborhood of a Bonatti-Viana diffeomorphism f BV ∈ U λ,ρ with log λ and ρ not too large. Explicit bounds required on the parameters for f BV are given at (8.5).
8.1. Non-negativity of pressure. First we prove a general result on non-negativity of pressure for the geometric potential associated to an invariant foliation. Let M be a compact Riemannian manifold and let W be a C 0 foliation of M with C 1 leaves. Suppose that there is δ > 0 such that
where m W (x) denotes volume on the leaf W (x) with the induced metric.
Lemma 8.1. Let W be a foliation of M as above, with δ > 0 such that (8.1) holds. Let f : M → M be a diffeomorphism and let ψ(
Proof. Note that ψ is continuous because f is C 1 and W is C 0 . Thus for every ε > 0, there is δ > 0 such that d(x, y) < δ implies (8.2) |ψ(x) − ψ(y)| < ε.
Decreasing δ if necessary, we can assume that (8.1) holds. Now for every x ∈ M and every y ∈ B n (x, δ), we have
Writing B W n (x, δ) for the connected component of W (x) ∩ B n (x, δ) containing x, we get
, we write C for the quantity in (8.1) and get
for every x, n. Now let V be a local leaf of W . Given n ∈ N, let Z n be a maximal (n, δ)-separated subset of V . Then V ⊂ x∈Zn B W n (x, δ), and so (8.4) gives
We conclude that P (ψ; f ) ≥ P (ψ, δ; f ) ≥ −ε, and since ε > 0 was arbitrary this shows that P (ψ; f ) ≥ 0.
We claim that Property (8.1) holds for the center-unstable foliation W cu of g. Indeed, each local leaf W δ (x) is the graph of a function ψ : F u → F s with Dψ ≤ β, and writing
Thus, we conclude that P (ϕ geo ; g) ≥ 0.
8.2. Negativity of Φ(ϕ geo ; g). We show that Φ(ϕ geo ; g) < 0 as long as the parameters in the Bonatti-Viana construction are chosen small.
Observe that sup x∈T 4 ϕ geo (x) ≈ log λ − log λ 4 and inf x∈T 4 ϕ geo (x) ≈ −(log λ 3 + log λ 4 ). More precisely, given ε > 0, we can choose g in a sufficiently small C 1 neighbourhood of f BV so that sup x∈T 4 ϕ geo (x) ≤ log λ − log λ 4 + ε, and inf x∈T 4 ϕ geo (x) ≥ −(log λ 3 + log λ 4 ) − ε. Thus,
Thus, we have
where, since λ 4 > λ 3 > 1, the first term is a negative number, and the other terms can be made small. Thus, Φ(ϕ geo ; g) < 0. To be more precise, if λ(f BV ) is chosen small enough so that
Since Φ(ϕ geo ; g) < 0 ≤ P (ϕ geo ; g), we can apply Theorem A, and we obtain that ϕ geo has a unique equilibrium state.
8.3.
Proof that Φ(tϕ geo ; g) < P (tϕ geo ; g) for t ∈ [0, 1]. We now turn our attention to the case t ∈ [0, 1]. We show that the pressure bound Φ(tϕ geo ; g) < P (tϕ geo ; g) for all t ∈ [0, 1] as long as the parameters in the Bonatti-Viana construction are chosen not too large. Since the equality is strict, it will persist for all t in a neighborhood of [0, 1].
We give linear bounds for P (tϕ geo ; g) and Φ(tϕ geo ; g). First observe that, by the variational principle,
Since there is a semi-conjugacy between g and f A , h top (g) ≥ h top (f A ) = log λ 3 + log λ 4 . Thus, letting a 1 = log λ 3 + log λ 4 , and
we have P (tϕ geo ; g) ≥ l 1 (t) and l 1 (t) ≥ 0 whenever t ≤ a 1 a 1 +ε . Now, for Φ(tϕ geo ; g), the argument of §8.2 shows that
Thus, letting a 2 = log λ 4 − log λ 3 and r = 8 log λ + γ(log L + h) + H(γ), and l 2 (t) = r − t(a 2 − 2ε), we have Φ(tϕ geo ; g) ≤ l 2 (t), and the root of l 2 (t) is t * = r a 2 −2ε
. Now suppose that
and that r < a 1 . This is clearly possible since r can be chosen small. These criteria hold for ε small if (8.5) holds for λ = λ(f BV ). Since
For t ∈ (t * , 1], we have Φ(tϕ geo ; g) ≤ l 2 (t) < 0 ≤ P (ϕ geo ) ≤ P (tϕ geo ). The last inequality holds because since sup ϕ geo < 0, the function t → P (tϕ geo ) is decreasing.
Uniqueness. We conclude that Φ(tϕ geo ; g) < P (tϕ geo ; g) for all t ∈ [0, 1], and thus there exists ε > 0 so Φ(tϕ geo ; g) < P (tϕ geo ; g) for all t ∈ [−ε, 1 + ε]. We apply Theorem A to these potentials, and we obtain uniqueness of these equilibrium states, which proves (2) of Theorem B.
8.4. The formula P (ϕ geo ; g) = 0 and µ 1 as SRB measure. Given a C 2 diffeomorphism f on a d-dimensional manifold and µ ∈ M e (f ), let λ 1 < · · · < λ s be the Lyapunov exponents of µ, and let d i be the multiplicity of λ i , so that d i = dim E i , where for a Lyapunov regular point x for µ we have 
with equality if and only if µ is absolutely continuous on unstable manifolds. Thus an ergodic measure µ is an SRB measure if and only if it is hyperbolic and equality holds in (8.7) . In this section, we prove that P (ϕ geo ; g) ≤ 0. Combining this with Lemma 8.1 gives that P (ϕ geo ; g) = 0. To show that the unique equilibrium state µ for ϕ geo is SRB, we need to show that µ is hyperbolic and λ + (µ) = ϕ geo dµ.
Lyapunov exponents for the diffeormorphism g. Let µ be ergodic, and let λ 1 (µ) ≤ λ 2 (µ) ≤ λ 3 (µ) ≤ λ 4 (µ) be the Lyapunov exponents for µ. Recall that E cs ⊕ E cu is Dg-invariant, so for every µ-regular x the Oseledets decomposition is a sub-splitting of E cs ⊕ E cu .
Lemma 8.2. For an ergodic measure µ, then
Proof. Because E cs ⊕ E cu is dominated, standard arguments show that ϕ geo dµ = −λ 3 (µ) − λ 4 (µ). There are three cases.
(1) If µ has exactly two positive Lyapunov exponents (counted with multiplicity), then ϕ
There is at most one positive Lyapunov exponent. In this case,
Let M * ⊂ M e (g) be the set of ergodic µ such that µ is hyperbolic and has exactly two positive exponents, so λ 2 (µ) < 0 < λ 3 (µ).
Proof. The first inequality follows from Lemma 8.2, so our work is to prove the second. Suppose that µ ∈ M e (g) \ M * , and that either µ belongs to Case (1) and is not hyperbolic, or belongs to Case (2) above. Then there exists a set Z ⊂ M with µ(Z) = 1 so that for each z ∈ Z, there exists v ∈ E cs z with lim
Thus with r > γ, we have z ∈ A + , where and thus lim
which is a contradiction. Thus, µ(A − ) = 1. Again, it follows that
where the first inequality uses (8.8), the second uses Theorem 3.5, and the third uses Theorem 3.3.
Completing the proof. It follows from §8.2, Lemma 8.3 and Lemma 8.1 that any ergodic µ not in M * satisfies
Thus, it follows from the variational principle that
Now, for every µ ∈ M * , we have ϕ geo dµ = −λ + (µ), and thus
It follows that P (ϕ geo ) = sup h µ (g) + ϕ geo dµ : µ ∈ M * ≤ 0. Hence, P (ϕ geo ) = 0. Note that because sup ϕ geo < 0, the function t → P (tϕ geo ) is a convex strictly decreasing function from R → R, and thus 0 is the unique root.
To show that the unique equilibrium state µ is in fact an SRB measure for g, we observe that µ ∈ M * implies that µ is hyperbolic, and since P (ϕ geo ) = 0, (8.10) gives h µ (g) − λ + (µ) = 0, so µ is an SRB measure.
To see that there is no other SRB measure, we observe that if ν = µ is any ergodic measure, then h ν (g) − λ + (ν) ≤ h ν (g) − ϕ geo dν < P (ϕ geo ) = 0 by (8.8) and the uniqueness of µ as an equilibrium measure. This completes the proof of Theorem B.
9. Proofs of Lemmas 9.1. General estimates on partition sums.
Proof of Lemma 2.1. It suffices to consider (n, δ)-separated sets of maximum cardinality in the supremum for the partition sum. Otherwise, we could increase the partition sum by adding in another point. An (n, δ)-separated set of maximum cardinality must be (n, δ)-spanning, or else we could add in another point and still be (n, δ)-separated. The first inequality follows.
For the second inequality, let E n be any (n, 2δ)-separated set and F n any (n, δ)-spanning set. Define the map π : E n → F n by choosing for each x ∈ E n a point π(x) with the property that d(x, π(x)) ≤ δ. The map π is injective. Thus, for any E which is (n, 2δ) separated, for every x ∈ X and n ∈ N; that is, every Bowen ball B n (x, ε) has an (n, δ)-spanning subset F x,n with cardinality at most Ke αn . Let E n ⊂ D n be a maximal (n, ε)-separated set. Then G n = x∈En F x,n is (n, δ)-spanning for D n , and has sending n → ∞ gives the first half of Lemma 2.2, and sending δ → 0 gives the second half.
Pressure and partition sums of perturbations.
Proof of Lemma 3.2. With η and C as in the statement of the lemma, put α = η/C. By the Anosov shadowing lemma if {x n } is an α-pseudo orbit for f , then there exists an f -orbit that η-shadows {x n }. Now fix g ∈ Diff(M) with d C 0 (f, g) < α. Then every g-orbit is an α-pseudo orbit for f , and hence for every x ∈ M, we can find a unique point π(x) ∈ M such that (9.1) d(f n (πx), g n x) < η for all n ∈ Z.
We prove (i). By expansivity of f , we have (9.2) P (ϕ; f ) = lim n→∞ 1 n log Λ span n (ϕ, 3η; f ).
Let E n be a (n, η)-spanning set for g. Then from (9.1) we see that π(E n ) is (n, 3η)-spanning for f . It follows that Taking an infimum over all (n, η)-spanning sets for g gives P (ϕ; f ) ≤ Var(ϕ, η) + P (ϕ, η; g)
by the first inequality in Lemma 2.1. This completes the proof of (i) since P (ϕ; g) ≥ P (ϕ, η; g). Now we prove (ii). Let E n be a maximal (n, 3η) separated set for g. As in the previous argument, we see from (9.1) that π(E n ) is (n, η)-separated for f : indeed, for every x, y ∈ E n there is 0 ≤ k < n such that d(g k x, g k y) ≥ 3η, and hence
In particular, we have as required.
9.3. Local product structure. We prove Lemma 3.6 following the usual proof of local product structure: obtain both leaves as graphs of functions φ 1 , φ 2 and observe that the intersection of the leaves is the unique fixed point of φ 1 • φ 2 , which is a contraction.
Proof of Lemma 3.6. Given x, y ∈ F 1 ⊕F 2 , let z ′ be the unique point of intersection of (x + F 1 ) ∩ (y + F 2 ). Translating the coordinate system so that z ′ becomes the origin, we assume without loss of generality that x ∈ F 1 and y ∈ F 2 . Then W 1 (x) and W 2 (y) are graphs of C To obtain the bound on d W 1 (z, x), observe that there is a path γ from a to x with length ≤κ 1−β d(x, y); the image of γ under the map Id +φ 1 connects z to x and has length ≤ In the case W = W 1 , the factor of (1 + β) 2 comes from projecting y along F 2 to x + F 1 , to get y ′ which is at most (1 + β)d(x, y) from x. Let γ be the geodesic along x + F 1 connecting x and y ′ . Take the image of γ under the map x + F 1 → W 1 (x), whose norm is at most 1 + β.
9.4. Density of leaves. Before proving Lemma 6.2, we prove the following general result.
Lemma 9.1. Let W be a foliation of a compact manifold M such that W (x) is dense in M for every x ∈ M. Then for every α > 0 there is R > 0 such that W R (x) is α-dense in M for every x ∈ M.
Proof of Lemma 9.1. Given R > 0, define a function ψ R : M × M → [0, ∞) by ψ R (x, y) = dist(y, W R (x)). Note that for each R, the map x → W R (x) is continuous (in the Hausdorff metric) and hence ψ R is continuous. Moreover, since W (x) = R>0 W R (x) is dense in M for each x ∈ M, we have lim R→∞ ψ R (x, y) = 0 for each x, y ∈ M. Finally, when R ≥ R ′ we see that W R (x) ⊃ W R ′ (x) and so ψ R (x, y) ≤ ψ R ′ (x, y). Thus {ψ R : R > 0} is a family of continuous functions that converge monotonically to 0 pointwise. By compactness of M × M, the convergence is uniform, hence for every α > 0 there is R such that ψ R (x, y) < α for all x, y ∈ M.
Proof of Lemma 6.2. Put δ = ρ ′ . By the local product structure for W cs , W u we can put α = δ/κ and observe that if d(y, z) < α, then 
