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The complexity of natural input usually exceeds the 
parallel processing capacity of the human visual system. 
Consequently, the visual system sequentially attends to 
subsets of the input. Under natural viewing conditions, 
these shifts of attention are usually associated with 
changes in fixation. This so-called overt attention there-
fore provides an objective measure of attention shifts.
In the control of attention, two types of signals are to 
be distinguished, those related to the stimulus (“bottom-
up”) and those related to subjects’ expectations and expe-
riences as well as to the task (“top-down”). Interest in the 
top-down features guiding human fixations dates at least 
back to Buswell’s (1935) study. Comparing students of art 
with average observers, he found fixation durations to be 
slightly shorter for the “expert” group when looking at 
pictures; during reading (but not with pictures), a simi-
lar difference held true between adults and children. Both 
results highlight the roles of subjective experience and 
special training in human attention. In addition, Buswell 
provided some qualitative account of the effect of the task, 
which three decades later Yarbus’s (1967) seminal study 
addressed in detail. Yarbus, in particular, demonstrated 
the dramatic influence of the task on overt attention in 
scenes that contain objects of high behavioral relevance 
to human observers, such as people or faces. On the basis 
of such results, there seems to be general consensus on 
the relative importance of experience and task to human 
attention. Nevertheless, bottom-up features are also as-
sumed to play an important role for the allocation of spa-
tial attention, especially in the absence of an explicit task. 
Consequently, the investigation of bottom-up models and 
their interaction with top-down signals provides fruitful 
insight into the mechanisms underlying human attention.
One of the most influential models to describe bottom-
up control of human attention is that of the so-called sa-
liency map (Koch & Ullman, 1985). Though implementa-
tions of this model have undergone several modifications 
since its original formulation, the basic scheme remains 
unchanged (see Itti & Koch, 2001, for a review). The 
stimulus is analyzed in various feature channels, such as 
luminance, color, or orientation. Local differences in each 
feature are computed, combined across different spatial 
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scales, and normalized nonlinearly. The resulting maps 
are summed, yielding the saliency map. Locations of high 
activity in this saliency map are assumed to be salient—
that is, likely to be attended. Recently, Peters, Iyer, Itti, and 
Koch (2005) performed a thorough comparison between 
the predictions of saliency map models and human fixa-
tions for a large variety of stimuli. Those authors found 
that the models, especially versions that include addi-
tional interactions within the orientation channel, predict 
human fixation patterns reasonably well. Nevertheless, 
the performance of the models still remains clearly below 
the optimum that any bottom-up model may achieve, the 
human interobserver prediction. The present study does 
not aim at testing the predictions of saliency map models 
directly. Instead, we chose two particular local features 
that are also employed in saliency map models, luminance 
contrast and color. We analyzed how the effects of these 
particular features depend on changes in the global ap-
pearance of a stimulus when the local features themselves 
remain unchanged.
In recent years, several studies have examined the influ-
ence of individual stimulus features on human overt atten-
tion. Mannan, Ruddock, and Wooding (1996) found that 
luminance contrast, arguably the best-investigated feature, 
is elevated at fixation locations if the analysis is corrected 
for general biases in stimuli and fixation patterns. Using 
a different definition of the feature, Reinagel and Zador 
(1999) also reported this correlative effect between lu-
minance contrast and human overt attention. Their result 
was later confirmed in several other studies (e.g., Krieger, 
Rentschler, Hauske, Schill, & Zetzsche, 2000; Parkhurst 
& Niebur, 2003), although under some presentation con-
ditions a dependence on spatial frequency may obstruct 
the effect for unfiltered stimuli (Mannan, Ruddock, & 
Wooding, 1997; Tatler, Baddeley, & Gilchrist, 2005). Re-
cently, a study in our laboratory also replicated the cor-
relation of luminance contrast to human fixation, but we 
demonstrated that this effect of luminance contrast is not 
causal (Einhäuser & König, 2003). Hence, first-order lu-
minance contrast—despite being elevated at fixations—is 
not causally related to the bottom-up control of human 
overt attention.
These results for first-order luminance contrast raise 
the question of the extent that higher-order stimulus fea-
tures can account for overt attention under natural condi-
tions. On the modeling side, Parkhurst and Niebur (2004) 
were able to explain Einhäuser and König’s (2003) data 
by including second-order luminance contrast, which they 
dubbed “texture contrast,” in a modified saliency map 
model. Besides this “texture contrast,” which only oper-
ates on the luminance channel, second-order effects might 
also be effective for other features: For example, Walther, 
Edgington, and Koch (2004) demonstrated that a second-
order orientation contrast enhances performance in a ma-
chine vision application of the saliency map model. In 
summary, several lines of evidence—experimental, mod-
eling, and application performance—point toward the rel-
ative importance of higher-order stimulus features for the 
bottom-up control of attention in complex visual stimuli.
Several electrophysiological studies have demonstrated 
the representation of saliency in various brain regions, 
such as the pulvinar (Posner & Petersen, 1990; Robin-
son & Petersen, 1992), the superior colliculus (Horwitz 
& Newsome, 1999; Kustov & Robinson, 1996; McPeek 
& Keller, 2002; Posner & Petersen, 1990), the frontal eye 
field (Thompson, Bichot, & Schall, 1997), and the lateral 
intraparietal area (Gottlieb, Kusunoki, & Goldberg, 1998). 
In the visual cortex, regions as early as primary visual cor-
tex have been suggested as locations for the computation 
of saliency (Li, 2002). A recent study by Mazer and Gal-
lant (2003) of macaque monkeys viewing grayscale im-
ages of natural scenes suggested that higher ventral areas, 
such as V4 and IT, are strongly involved in the computa-
tion of saliency. Since macaque V4 (Zeki, 1983) and IT 
(Gegenfurtner & Kiper, 2003; Komatsu, Ideura, Kaji, & 
Yamane, 1992) are also associated with the processing 
of color, the relation of color to attention is of specific 
interest.
In the present study, we used color images and modifi-
cations thereof. By consistently changing hue across the 
entire stimulus, we manipulated the global stimulus ap-
pearance without affecting the statistics of the local fea-
tures under investigation. First, we verified whether these 
modifications affect the subjective perception of an image 
as “natural.” In the main part of the study, we investigated 
the influence of different first- and second-order stimu-
lus features, such as luminance contrast, saturation, color 
contrast, second-order luminance contrast, and second-
order color contrasts, on human overt attention. Although 
we did not address saliency map models directly, our 
choice of features was obviously inspired by such models. 
In the case of color, saliency map models typically employ 
 center–surround mechanisms akin to color-opponent cells 
in the retina or lateral geniculate nucleus (LGN), and this 
connection serves as a rationale for performing all analy-
sis in a color space that is based on the excitations of these 
cells. Using our particular setting, we directly assessed 
the contribution of some bottom-up features that are typi-
cally used in models of human attention. Furthermore, we 
investigated how a global modification, which also relates 
to the subjective impression of a stimulus being “natural,” 
modulates the effect of these local features. Since the local 
features were identical in our unmodified and modified 
stimuli, any observed difference would point to mecha-
nisms of overt attention beyond local bottom-up features.
METHOD
Color Representation
When dealing with color stimuli, the choice of an appropriate 
color space is critical. Here, our choice was guided by (1) the fact 
that most models of bottom-up attention use color-opponent chan-
nels akin to those in the retina and LGN, and (2) the need to define 
color features independently of assumptions about the observer or 
the spatial scale of the stimulus. Consequently, we decided to use 
a physiological color space defined on the basis of relative cone 
excitations, rather than a psychophysically defined color space. The 
so-called Derrington–Krauskopf–Lennie (DKL) color space (Der-
rington, Krauskopf, & Lennie, 1984) is based on the relative excita-
tions of the three cone types (L, M, and S) in the primate retina. Two 
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orthogonal color axes, “constant blue” (cb, defined by the difference 
between L and M cone excitations) and “tritanopic confusion” (tc, 
defined as L  M  S cone excitations), and a “luminance” axis 
span the DKL space (Figure 1A). Isoluminant planes are spanned by 
the orthogonal color axes. The azimuth in this polar space represents 
a color’s hue (0º at L  M  max, L  M  S  0). A color’s satu-
ration is defined by the length of the projection onto the isoluminant 
plane through the origin. The luminance is given by the value along 
the luminance axis. For clarity of presentation, the maximum lumi-
nance of the setup is normalized to 1, the minimum to 1, so that all 
represented colors fall within a unit sphere. Note that the manifold 
of colors that can actually be displayed—the gamut—depends on 
the presentation setup and is smaller than (i.e., lies fully inside) this 
unit sphere.
Stimuli
Stimuli were based on images of the local outdoor environment, 
which were taken with a digital camera (3.3-megapixel color mosaic 
CCD, Nikon Coolpix 995, Tokyo) and down-sampled to a resolution 
of 1,024  768 using bicubic interpolation. To reduce the semantic 
content of the stimuli as much as possible, 12 images (out of about 
100 in the database) were selected that contain neither manmade 
objects nor “blurry” regions of extremely low luminance contrast 
(Figure 1B). They were presented in four different conditions: un-
modified; converted to grayscale (Figure 1C); and with the azimuth 
(hue) of each pixel in DKL space rotated by 90º either counterclock-
wise or clockwise (Figures 1D and 1E, respectively). For analysis, 
the latter two conditions are not distinguished and will be referred 
to as color rotated throughout. In order to ensure that each pixel had 
the same saturation in all three colored conditions, individual pixels 
that exceeded the gamut of the screen in at least one condition were 
reduced in saturation in all conditions accordingly. The luminance of 
each pixel was constant across conditions. Consequently, the condi-
tions differed from each other only in azimuth (hue).
Stimulus Presentation
Stimuli were generated using a Macintosh G4/800 computer 
(Apple, Inc., Cupertino, CA) running MATLAB (The MathWorks, 
Natick, MA), including its Psychophysics Toolbox extension (Brain-
ard, 1997; Pelli, 1997). Stimuli were presented on a 19-in. com-
puter screen (Hitachi CM772E, Tokyo, Japan; CIE coordinates of 
the phosphors: red, .625/.34; green, .285/.605; blue, .15/.065) lo-
cated 57 cm from the subject. The monitor’s resolution was set to the 
stimulus size of 1,024  768 pixels with a color depth of 24 bits at 
a frame rate of 120 Hz. Maximum luminance of the screen (white) 
was set to 85.9 cd/m2, the minimum (black) below 0.1 cd/m2. The 
gamma of the screen was corrected in order to achieve a linear map-
ping of the DKL luminance axis to actual luminance.
Subjects
Six volunteers with uncorrected normal vision participated in the 
main eyetracking experiment. Five additional volunteers with uncor-
rected or corrected-to-normal vision participated in the behavioral 
control experiment. All subjects had normal color vision as assessed 
by Ishihara plates. Two of the subjects of the main experiment were 
authors (H.-P.F. and P.K.), and all others were naive to the purpose 
of the experiment. The experiments conformed to the National and 
Institutional Guidelines for the use of human subjects and to the 
Declaration of Helsinki. All subjects gave written informed consent 
to participate in the study.
Eyetracking
We recorded eye position using a noninvasive infrared oculometer 
(Dr. Bouis, Karlsruhe, Germany; Bach, Bouis, & Fischer, 1983). 
The setup and calibration protocol were as described in our previous 
study (Einhäuser & König, 2003). In brief: Subjects’ heads were sta-
bilized with a chinrest and a bitebar made of thermoplastic impres-
sion material. Before each experimental block, a calibration trial was 
Figure 1. Stimuli. (A) Left: The DKL color space, comprising 
the two chromatic axes cb and tc and the achromatic luminance 
(lum) axis (see the Method section for details). The gray-filled 
area represents the isoluminant plane through the origin of the 
color space. Right: The colors mapped to the isoluminant plane. 
(B) All 12 outdoor images used as stimuli in the unmodified color 
condition. (C) A stimulus in the grayscale condition. (D) The 
stimulus rotated counterclockwise (90º) in DKL space. (E) The 
stimulus rotated clockwise (90º) in DKL space.
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conducted in which subjects had to fixate points presented on the 
screen. From this calibration, a bilinear coordinate transform was 
computed offline to map oculometer output voltages to eye position 
for the subsequent block. Before the onset of each experimental trial, 
subjects had to fixate a single central fixation point, which was used 
to verify the calibration. If the distance between this fixation point 
and the computed eye position ( fixation error) exceeded a thresh-
old, the trial was excluded from analysis. If the mean distance of all 
fixation points of a calibration trial (calibration error) exceeded a 
threshold, the subsequent block was excluded from analysis.
Experimental Design
Main experiment. In the main experiment, subjects viewed 
stimuli while their eye position was continuously recorded. To mini-
mize any instruction-related biases, the subjects were merely in-
structed to “study the images carefully.” In total, each subject viewed 
each of the 12 images in each of the four conditions 10 times, for 
6 sec each. This yielded a total number of 480 experimental trials 
for each subject. We restricted our analysis to well-calibrated trials, 
in which the fixation and calibration errors (as defined above) were 
smaller than 40 pixels (1.5º). This resulted in 200 valid experimental 
trials out of 480 (41.7%) for subject A.S., 269/480 trials (56.0%) for 
H.-P.F., 159/480 trials (33.1%) for M.K., 325/480 trials (67.7%) for 
P.K., 50/480 trials (10.4%) for P.R.K., and 49/480 trials (10.2%) for 
S.O. Although our quality criterion was rather conservative, because 
10 repetitions were performed for each stimulus, our design ensured 
that data were sufficient to perform a robust analysis for each indi-
vidual subject. For the remainder of the article, the term trial will 
refer to the aggregate data for each stimulus from the up to 10 rep-
etitions. Changing the quality criterion to (for instance) 80 pixels at 
either threshold did not qualitatively affect the results.
Since periods of fixation account for 71.8% of the valid data, we 
restricted all analysis to the points of fixation. In order to reduce 
potential effects of the screen borders and to operate the oculometer 
within its linear range, analysis was also restricted to the central 
600  600 pixel region (23º  23º) of each stimulus, containing 
77.3% of all fixations. Using for analysis the whole image, 1,024  
768 pixels wide (38º  29º), did not yield any qualitative difference 
in results.
Behavioral control: Subjective perception of a stimulus as 
“natural.” In addition to the main (eyetracking) experiment, we 
aimed to assess the extent to which our global modifications in-
fluenced the subjective perception of a scene being “natural.” We 
presented the same images as in the main experiment and asked 5 
new subjects “how natural the images appeared” to them. The sub-
jects had to respond on a scale from 1 (unnatural) to 9 (natural). 
To sample the range within which a scene is perceived as “natural” 
more densely, in this experiment we included—in addition to the 
conditions from the main experiment—intermediate hue rotation 
angles (10º, 30º, 60º, 120º, and 150º clockwise and counterclock-
wise), as well as 180º. Analogous to the presentation of the stimuli in 
the main experiment, each stimulus was preceded by a fixation cross 
presented for 0.5 sec. Stimuli were presented for 1 sec, and the next 
trial was started only after the subject had provided a response.
Definition of Features
Luminance contrast. In line with earlier studies (e.g., Reina-
gel & Zador, 1999), we define luminance contrast at a point as the 
standard deviation of luminance in a square patch around this point, 
normalized by the mean luminance of the image. For analysis, the 
size of this patch was chosen to be 80  80 pixels. Different patch 
sizes (we also tested 60  60 and 120  120) or normalization by 
the patch mean instead of image mean did not yield qualitatively 
different results.
Saturation and color contrast. The projection of a pixel in 
DKL space onto the isoluminant plane through the origin is inde-
pendent of the pixel’s luminance but fully maintains the chromatic 
properties (hue and saturation) of the pixel. Hence, we will refer to 
this projection as the chromatic content of a pixel throughout. The 
absolute value of the chromatic content defines the saturation of a 
pixel. We define the saturation of a patch as the mean saturation of 
all pixels inside the patch. Using the median instead of the mean did 
not influence the results.
In order to examine the contribution of the two color-opponent 
processes to overt attention independently, we measured color con-
trast for both cardinal color axes separately (instead of using a com-
bined measure, such as RMS color contrast). In close analogy to 
the definition of luminance contrast, we define the cb and tc color 
contrasts at a point as the standard deviation of the chromatic content 
in an 80  80 pixel patch around this point, projected on the respec-
tive cardinal axis.
Higher-order contrasts. In order to probe the effect of higher-
order structure of the stimuli on overt attention, we canonically 
extend the definitions of first-order contrasts. We define second-
order luminance contrast at one point as the standard deviation of 
the luminance contrasts in a patch around this point divided by the 
mean luminance contrast of the whole image. This is analogous to 
our definition of luminance contrast. In the domain of color, we ex-
amined second-order contrasts for both cardinal axes. Second-order 
color contrast is defined analogously to second-order luminance 
contrast, as the standard deviation of the color contrasts along each 
cardinal color axis in a square patch around a point, divided by the 
mean contrast along the corresponding axis. For second-order con-
trasts, we chose the same patch size as for first-order contrasts, 80  
80 pixels.
Statistical Analysis
In order to assess whether or not any particular feature is related 
to overt attention, we applied the following procedure, which avoids 
the potential confound of “central bias” (see Mannan et al., 1996; 
Tatler et al., 2005), to all features under investigation. In each trial, 
we defined for each stimulus its “actual” value as the median of the 
feature values over all fixations on the stimulus. This actual value 
was then compared with a baseline for each subject and condition 
separately. This baseline was designed so that potential general bi-
ases in the subjects’ eye positions did not confound the analysis. 
Therefore, we defined control fixations of a subject as all fixations 
of the same subject obtained on all other stimuli in the same condi-
tion. Calculating the median of the feature values at these control 
fixations on the actual image yielded the control value. This control 
value served as the unbiased baseline that the corresponding actual 
value was compared with. The actual value would be different from 
the control value for a feature if and only if the feature had an effect 
on overt attention. Since we could not assume that actual and control 
values would follow a normal distribution, we tested the significance 
of this difference by a nonparametric statistical test, the Wilcoxon 
signed-rank test, which tests against the null hypothesis that the me-
dian of actual and control values over trials was identical.
In addition to giving the Wilcoxon test value, we also state the 
percentage of trials in which the actual value exceeded the control 
value and plot this percentage in all of the overview graphs. Since 
we presented the stimulus in the main experiment for a prolonged 
period of time, we also analyzed whether there was a systematic 
effect of viewing time on these percentages. When we performed 
the same analysis on single fixations (first fixation, second fixa-
tion, etc.), we did not find any systematic dependence on fixation 
number. Hence, we only report the data based on the median of all 
fixations in each trial.
RESULTS
Subjective Perception of a Stimulus As “Natural”
In the rating experiment, we assessed how color rota-
tion affects the subjective perception of a scene as natu-
ral. The responses of each individual were significantly 
modulated by color rotation angle [B.A., F(13)  2.22, 
p  .011; D.W., F(13)  7.93, p  1010; B.S., F(13)  
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14.6, p  1010; J.S., F(13)  18.16, p  1010; L.J., 
F(13)  17.24, p  1010; one-way ANOVAs across all 
14 rotation angles, excluding grayscale] and peaked at or 
around the unmodified image (Figure 2). In particular, the 
mean ratings for the 90º color-rotated images used in the 
main experiment were smaller than the mean ratings for 
unmodified images in all subjects. This result was signifi-
cant in all 5 subjects (B.A., p  .036; D.W., p  .000041; 
B.S., p  105; J.S., p  105; L.J., p  105; post hoc 
t tests). One subject (J.S.) rated all grayscale images as 
maximally natural, but 3 out of the remaining 4 subjects 
rated grayscale images as significantly less natural than 
the unmodified images (B.A., p  .093; D.W., p  .0026; 
B.S., p  105; L.J., p  105; post hoc t tests). Since 
the distributions were not necessarily normal, in addition 
to ANOVAs and t tests we performed the nonparametric 
Kruskal–Wallis test and the Wilcoxon signed-rank test, 
which yield the same results. These behavioral data dem-
onstrate that color-rotated images are consistently per-
ceived as less “natural” than unmodified images.
First-Order Features and Overt Attention
In the main experiment, we recorded eye position in 6 
human subjects and analyzed the effect of various local 
stimulus features on their fixation behavior in modified 
and unmodified stimuli. Of all local stimulus features, the 
effect of luminance contrast on overt attention has been the 
one investigated best experimentally. However, in most of 
these studies, grayscale images were used. Consequently, 
we first analyzed whether the previously described cor-
relative effect of luminance contrast is dependent on that 
choice of stimuli.
For each subject, we compared the actual fixations in 
one stimulus with all fixations from other stimuli (the 
“control”). Figure 3A shows the actual (green) and control 
(red) fixations for a single subject on one outdoor scene. 
For this type of stimulus, actual luminance contrast was 
lower than control in 42 trials, and the opposite was the 
case in 24 trials (Figure 3B). Indeed, the median actual 
luminance contrast over all subjects and trials was signifi-
cantly smaller than control ( p  .01, Wilcoxon signed-
rank test). In contrast, for grayscale images we found ac-
tual luminance contrast to be larger than control in 60.6% 
of all stimuli ( p  .04; Figure 3C), which is in agreement 
with previous reports. In color-rotated images, we did not 
find any significant difference between actual and control 
luminance contrast ( p  .21; Figure 3C). These results 
show that the correlative effect of luminance contrast van-
ishes or reverses as soon as color is present. However, the 
difference between naturally colored stimuli and color-
rotated stimuli suggests that this effect cannot be fully ex-
plained by the color feature as such, but is also influenced 
by the global stimulus appearance.
The luminance of each pixel of an image was identical 
across all conditions. Hence, one can directly compare ac-
tual luminance contrast between corresponding stimuli of 
different conditions. Comparing unmodified color stimuli 
to grayscale stimuli yielded an actual luminance contrast 
that was larger in grayscale images for 66.7% of the trials 
across all subjects. A similar fraction (69.8%) was found 
for the comparison of unmodified stimuli with color-
 rotated stimuli. In both cases, median actual luminance 
contrast across trials was significantly smaller for unmod-
ified stimuli than for those in the other conditions ( p  
.003 for grayscale, p  .0006 for the color-rotated stimuli; 
Wilcoxon signed-rank test). In contrast, there were about 
as many stimuli for which luminance contrast was larger 
in the grayscale than in the color-rotated conditions (aver-
age across stimuli and subjects, 52.4%) as there were for 
the reverse conditions ( p  1). Irrespective of the choice 
of a specific baseline, these data demonstrate a distinction 
in the relation of luminance contrast to human fixation 
between unmodified images, on the one hand, and color-
rotated and grayscale images, on the other.
Retinal ganglion and LGN cells are modulated by 
saturation and by color contrast between the center and 
surround of a visual stimulus. Therefore, we examined 
the influence of these features on overt visual attention. 
For unmodified images, actual saturation was larger than 
control in 57.6% of the trials. The medians across trials 
were not significantly different between actual and control 
( p  .28 in a Wilcoxon signed-rank test; bars on the left 
of Figure 3D). In contrast, actual saturation was highly 
significantly different from control in the color-rotated 
images (63.5% of trials, p  .005; Figure 3D, left). In 
summary, although the color-rotated images demonstrate 
that saturation is a potentially salient feature, there is no 
relation between saturation and overt attention under nat-
ural conditions. Along the cb-axis, actual color contrast 
was larger than control in 54.5% of the trials with un-
modified stimuli, and the medians were not significantly 
different ( p  .13 in a Wilcoxon signed-rank test; bars 
in the middle of Figure 3D). In contrast, 60.3% of trials 
exhibited larger actual cb contrast than control for color-
rotated images, and the medians were significantly dif-
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condition.
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ferent ( p  .001; Figure 3D, middle). Along the tc-axis, 
actual color contrast was larger than control for 60.6% of 
trials with unmodified images ( p  .053; bars on the right 
of Figure 3D), but for color-rotated images this fraction 
amounted to 71.4% ( p  2 * 106; Figure 3D, right). Both 
color contrasts exhibited a significant effect on overt at-
tention in color-rotated images but showed no such effect 
in unmodified images.
All first-order features—luminance contrast, satura-
tion, and both color contrasts—are potentially salient, 
since they exhibited a significant effect on overt atten-
tion in at least one modified (grayscale or color-rotated) 
condition. However, none of these features showed a sig-
nificant relation to overt attention in unmodified images. 
This finding provides evidence that no first-order feature 
in either the color or the luminance channel influences 
human overt attention in outdoor scenes.
Second-Order Features and Overt Attention
In order to assess the influence of higher-order fea-
tures on overt attention, we canonically extended the 
definitions of luminance contrast and color contrast. We 
defined second-order luminance contrast on the map of 
luminance contrast analogously to luminance contrast on 
the map of luminance. For unmodified images, we found 
actual second-order luminance contrast to be larger than 
control in 83.3% of all trials ( p  1010 in a Wilcoxon 
signed-rank test; Figure 4A). The same relation also held 
in 84.9% of trials with grayscale images ( p  1010) and 
82.5% of trials with color-rotated images ( p  105). The 
direct comparison between conditions for actual second-
order luminance contrast did not yield significant differ-
ences ( p  .84 for all pairwise comparisons in a Wilcoxon 
signed-rank test). These results show that second-order 
luminance contrast is correlated to overt attention, irre-
spective of whether or not the stimulus contains color.
In the domain of color, we examined second-order 
contrasts for both cardinal color axes. Analogously to 
the definition of second-order luminance contrast, we 
defined second-order color contrast on the two color-
 contrast maps. Second-order color contrast on the cb-axis 
was larger than control in 45.5% of the trials for unmodi-
fied images ( p  .77 in a Wilcoxon signed-rank test; bars 
on the left of Figure 4B) and in 51.6% of trials for color-
 rotated images ( p  .51; Figure 4B, left). On the tc-axis, 
we also found no difference between actual and control 
for unmodified images (57.6% of trials, p  .40; bars 
on the right of Figure 4B). However, actual second-order 
color contrast on the tc-axis was significantly larger than 
control in 62.7% of trials for color-rotated images ( p  
.0008; Figure 4B, right). Summarizing the results from 
first- and second-order color contrasts, they demonstrate 
that color contrasts are potentially salient features, since 
three out of the four contrasts showed a significant effect 
on overt attention in color-rotated images. The fact that 
none of these contrasts showed any significant relation 
to fixation in unmodified images, however, implies that 
color contrasts do not contribute to the guidance of human 
overt attention in outdoor scenes.
Figure 3. First-order features. (A) Actual (green) and control 
(red) fixations for a single subject (H.-P.F.) on a naturally colored 
stimulus. The black rectangle indicates the 600  600 region used 
for analysis. (B) Actual luminance contrast (i.e., median luminance 
contrast over actual fixations) plotted versus control luminance 
contrast (i.e., median luminance contrast over control fixations) 
for naturally colored images. Each data point corresponds to one 
“trial” (i.e., the aggregate fixation data for up to 10 repetitions 
of the same stimulus; see the Method section). (C) Percentages of 
trials for which actual was larger than control luminance contrast 
for the three different stimulus conditions. (D) Percentages of tri-
als for which actual saturation, constant blue contrast (cb), and 
tritanopic confusion contrast (tc) were larger than their respec-
tive control values, for naturally colored stimuli (black) and color-
rotated stimuli (white). All significance values are from Wilcoxon 
signed-rank tests. *p  .05. **p  .01.
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The qualitative difference between unmodified and 
color-rotated images implies that human overt attention 
depends not only on local features, but also to a large ex-
tent on the global appearance of the stimulus.
DISCUSSION
In the present study, we demonstrated that first-order 
features are unrelated to human overt attention in stimuli 
depicting outdoor scenes. Of the second-order features in-
vestigated, only second-order luminance contrast contrib-
uted to overt attention. Because the absence of an effect 
of first-order features is specific to unmodified stimuli, 
it cannot be explained by first-order features lacking sa-
liency in general. Rather, our results suggest that global 
stimulus appearance modulates the effect of local fea-
tures. Since this global stimulus context in our case also 
correlates with the subjective perception of a scene being 
“natural,” it is tempting to speculate that this interpreta-
tion itself might modulate the effect of local features on 
human attention.
The choice of features we investigated was guided by the 
features most commonly used in experimental and model-
ing studies of human attention. Attention models for static 
scenes, such as the saliency map and related schemes, em-
ploy the features of luminance, color, and/or orientation 
(Itti & Koch, 2001). Among these, luminance contrast is 
the feature that has been studied most thoroughly with 
respect to natural scenes. In grayscale images, luminance 
contrast correlates with human overt attention (Krieger 
et al., 2000; Mannan et al., 1996, 1997; Parkhurst & Nie-
bur, 2003; Reinagel & Zador, 1999; Tatler et al., 2005), 
although this relation is not causal (Einhäuser & König, 
2003). In this study, we demonstrated that this correlative 
effect is valid only for grayscale stimuli, and is absent or 
reversed for stimuli that contain color. This result is espe-
cially remarkable since luminance contrast as such did not 
differ between these conditions. It is quite conceivable, 
however, that perceived luminance contrast depended on 
color, in spite of the physical identity of luminosity across 
conditions. Irrespective of the extent to which color rota-
tion affects perceived luminance, the present results pro-
vide further evidence that any effect of luminance contrast 
on overt attention is strongly modulated by contextual 
factors. Although those factors may be based on global 
appearance and/or other (local) features that affect per-
ceived luminance, our findings in either case highlight the 
importance of context in modulating the effects of local 
features on attention.
In order to account for the absence of a causal effect of 
first-order luminance contrast on human overt attention, 
Parkhurst and Niebur (2004) extended the saliency map 
model of Itti, Koch, and Niebur (1998) by incorporating 
a second layer in the luminance channel. They found that 
second-order luminance contrast (“texture contrast,” in 
their terms) is about 10 times more relevant than first-
order luminance contrast. For our study, we used a defini-
tion of second-order luminance contrast that is insensi-
tive to specific model assumptions and generalizes the 
definition of luminance contrast canonically. We demon-
strated directly that second-order luminance contrast is 
indeed correlated with human overt attention. Unlike the 
first-order effect, the effect of second-order luminance 
contrast does not depend on whether or not color is pres-
ent. Although this result does not necessarily imply that 
 second-order luminance contrast attracts attention caus-
ally, it does nevertheless underline the relative importance 
of higher-order features to overt attention.
In the color channel, saliency map models typically 
employ color-opponent mechanisms (Itti & Koch, 2001) 
reminiscent of those observed in retinal ganglion cells 
and cells of the lateral geniculate nucleus. The activity 
in these color channels depends on saturation and/or on 
color contrasts. The use of these features in models of at-
tention inspired our own investigation of them and pro-
vided the rationale for the choice of a physiological color 
space. For unmodified outdoor scenes, we did not observe 
an effect for either first- or second-order color features. In 
contrast, we did find saturation, in terms of both the first-
order color contrasts and one second-order contrast, to be 
related to human overt attention in color-rotated stimuli. 
This is striking, since the configuration of the color fea-
tures investigated was identical in both conditions. In line 
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Figure 4. Second-order features. (A) Percentages of trials for 
which actual second-order luminance contrast (“texture con-
trast”) was larger than control for the three different stimulus 
conditions. (B) Percentages of trials for which actual second-
order constant blue contrast (cb) and tritanopic confusion con-
trast (tc) were larger than their respective control values, for nat-
urally colored stimuli (black) and color-rotated stimuli (white). 
Significance values are from Wilcoxon signed-rank tests. *p  
.05. **p  .01.
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with this result, luminance contrast affects overt attention 
differently in unmodified images than in images from ei-
ther the grayscale or color-rotated conditions. Whether 
this difference is a direct consequence, or just a correlate, 
of the difference in the subjective perception of a stimu-
lus being “natural” will be an interesting issue for further 
research. Nonetheless, it is evident from the present re-
sults that the local features we investigated are not alone 
sufficient to account for the effects we observed on overt 
attention; global stimulus context must also be taken into 
account.
The stimuli in the present study were deliberately cho-
sen to represent outdoor scenes with few or no human-
made objects. Consequently, they only represent a small 
subset of the stimuli a contemporary human typically en-
counters. Stimulus category, however, is known to affect 
the prediction performance of different bottom-up models 
(Privitera & Stark, 2000) as well as the extent to which 
low-level features relate to attention (Parkhurst, Law, & 
Niebur, 2002). By using this particular subset of stimuli, 
we aimed at reducing potential implicit tasks and the ef-
fect of individual experience with particular images and 
objects as much as possible. The fact that we found, even 
in such stimuli, a predominant effect of higher-order fea-
tures and global stimulus appearance therefore highlights 
the relative importance of such high-level cues.
In the present study, we investigated the effects of 
 bottom-up features and the extent to which these effects 
are modulated by the global appearance of the stimulus. 
Although our behavioral data suggest that the latter influ-
ence might be related to cognitive interpretation of the 
stimulus, and therefore to top-down signals, we did not aim 
at investigating explicit top-down cues, such as subjective 
experience or the task. Expert experience with a particular 
set of stimuli has a profound influence on fixation dura-
tions (Buswell, 1935). To our knowledge, however, there 
have been no systematic comparisons between experts and 
novices regarding the spatial distribution of fixations. This 
will be an interesting issue for future research, but it is 
unlikely that experience or expert knowledge plays a role 
for our set of outdoor stimuli. More important here (and a 
factor that has been better investigated) is the role of the 
task on human fixations (Henderson, 2003; Land, Mennie, 
& Rusted, 1999; Yarbus, 1967). Although we instructed 
our subjects merely to “study the images carefully” and 
thus minimized explicit tasks, any complete description 
of human attention must take task-related information into 
account. For a visual search task with noise stimuli whose 
power spectrum matches those of our natural scenes, 
Najemnik and Geisler (2005) demonstrated that the as-
sumption of an ideal Bayesian observer predicts human 
fixation patterns well. Several recent models of overt at-
tention in natural scenes (Navalpakkam & Itti, 2005; Oliva, 
Torralba, Castelhano, & Henderson, 2003; Torralba, 2003) 
have also included prior knowledge of the task or of stimu-
lus category, and adding the component of prior knowledge 
does indeed increase the prediction performance of their 
models. However, under free viewing conditions and in the 
absence of an explicit (search) task, the choice of the priors 
for such models is far from obvious. Further research along 
the lines of the present study on the interaction between 
global stimulus appearance and local features will thus be 
needed to constrain such models. Our present findings, 
which demonstrate the importance of global stimulus con-
text, even in the absence of an explicit task and for stimuli 
with little semantic content, underline the importance of 
this investigation in the search for a complete description 
of human visual attention.
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