Using functional magnetic resonance imaging we examined three important dimensions of attentional control (selective attention, divided attention, and executive function) in 25 neurologically normal, righthanded men and women, using tasks involving the perception and processing of printed words, spoken words, or both. In the context of language-processing manipulations: selective attention resulted in increased activation at left hemisphere parietal sites as well as at inferior frontal sites, divided attention resulted in additional increases in activation at these same left hemisphere sites and was also uniquely associated with increased activation of homologous sites in the right hemisphere, and executive function (measured during a complex task requiring sequential decision-making) resulted in increased activation at frontal sites relative to all other conditions. Our findings provide support for the belief that specific functional aspects of attentional control in language processing involve widely distributed but distinctive cortical systems, with mechanisms associated with the control of perceptual selectivity involving primarily parietal and inferior frontal sites and executive function engaging specific sites in frontal cortex.
The empirical study of human attention represents one of most complex problems in cognitive science (Schneider and Shiffrin, 1977; Lachman et al., 1979; Wickens, 1980; Posner, 1988; Allport, 1989) . From a functionalist perspective, several dimensions are usually discussed: (1) attentional orienting and the related construct of selective attention, (2) capacity-limited divided attention, and (3) attentionally controlled processing associated with judgment and decision, referred to broadly as executive function. Most current cognitive and neuropsychological theories suggest that attention is best conceptualized as consisting of multiple systems, each of which is associated with different aspects of controlled processing (Mesulam, 1981; Posner and Dehaene, 1994) , rather than considering attention as a single, and often insufficient, resource (Kahneman, 1973) .
In previous neuroimaging studies increased demands on orienting and selective attention have implicated parietal, premotor, and other frontal lobe sites (Corbetta et al., 1991; Pardo et al., 1991; Pugh et al., 1996; Vandenberghe et al., 1997; Le et al., 1998) . Increased activity in the anterior cingulate gyrus (Pardo et al., 1990) has also been reported, though the cingulate response might be driven more by response competition than by perceptual selection (Coull, 1998) . Divided attention manipulations have suggested increased anterior cingulate and right frontal activation (Corbetta et al., 1991) , as well as bilateral increases in activation along the intraparietal sulcus (Vandenberghe et al., 1997) . Manipulations of memory load and executive function are usually associated with increased activity at several frontal sites (Petrides et al., 1993; Cohen et al., 1997) .
These studies suggest broad convergence with respect to major brain regions implicated in attentional control, while at the same time indicating variability at a more detailed neuroanatomical level of analysis, variability that may be associated with differences in the specific cognitive processes involved (e.g., spatial processing, object identification, memory, and language) (Corbetta, 1998; Coull, 1998) . From a functionalist perspective the most interesting questions about attention are domain-specific ones: How does the brain modulate neural activity in order to cope with changing attentional requirements for a given cognitive operation (Coull, 1998) ? We should not necessarily anticipate that response patterns to attentional manipulations will be invariant across different cognitive domains. Our research program focuses on the neural systems involved in reading and language and, quite naturally, we are particularly interested in how attentional mechanisms relate to these domains. For instance, in a previous study (Pugh et al., 1996) we focused on selective attention for speech and nonspeech perception, and the results implicated parietotemporal and inferior frontal sites; in the current report we extend these studies to tasks involving word identification in print and speech. Previous investigations have not systematically contrasted the three major functional aspects of attention during language performance within a single experiment. To that end we used functional magnetic resonance imaging (fMRI) to discriminate neural circuits associated with selective attention for language from those with a distinctive role in the control of more complex cognitive operations, such as divided attention and executive function. The major aim is to provide a general account of the ways in which cortical systems both within and outside of language areas modulate activation to meet changing attentional requirements.
METHOD

General Overview
Three progressively more demanding manipulations of attention and decision were examined. The first, selective attention, contrasted two types of conditions in a bimodal (auditory and visual) presentation paradigm. Subjects made a word/nonword discrimination (lexical decision) on either a printed or a spoken target stimulus. In a distracter-absent (simple) condition a word or nonword token was presented only in the attended modality. In contrast, in the distracter-present (selective attention) condition a word or nonword distracter token was simultaneously presented in the unattended modality. While overt decision and response demands are equivalent, the presence of distracters in the selective attention condition places greater demands on those mechanisms associated with perceptual selection for word identification. The second, divided attention, condition added a requirement that stimuli from both auditory and visual modalities be fully processed and integrated at the level of decision and response-subjects made a joint lexical-status decision. Finally, complex divided attention required a two-stage decision, a manipulation which should place greater demands on executive function.
Subjects
Twenty-five neurologically normal, right-handed subjects (9 females and 16 males, ages 22-36 years) participated in the study; informed consent was obtained prior to imaging.
Materials and Apparatus
A set of 190 monosyllabic words was chosen for use in both the auditory and the visual tasks. Pronounceable nonwords were derived from these tokens by changing a single letter (or phoneme) at different positions. One male and one female speaker recorded the tokens for use in the auditory conditions. Stimulus presentation and response recording were controlled by a Power Macintosh 7100/66 computer using the PsyScope program (Cohen et al., 1993) . Visual displays were projected onto an LCD overhead projector and onto a screen approximately 6 feet from the subject's head. Audio stimuli were played to headphones using an MR-compatible sound system from Resonance Technology Corp.
Procedure
Each of the six experimental tasks, auditory simple (A Si), auditory select (A Se), visual simple (V Si), visual select (V Se), divide (D), and complex divide (Com), was presented in different 5.33-min imaging runs (the order of tasks was counterbalanced across subjects). The run consisted of an alternating sequence of 20 s of experimental task and 20 s of control task (see below). This resulted in 16 20-s sequences of each condition. One audio/visual stimulus pair was presented every 4 s; the entire session took approximately 70 min to complete.
Experimental and Control Tasks
Selective Attention: Auditory Auditory simple. In this condition the primary task was to make word/nonword discriminations on auditory tokens. Subjects listened to a verbal stimulus and responded by pressing one button if the target was a real English word and another button if it was not. Simultaneously, with the onset of the auditory word or nonword target, line displays (four diagonal lines) were presented on the screen. 1 Subjects were required to note if any display appeared in red and respond with a third button response to these oddball tokens after the primary auditory lexical decision had been made (these oddball tokens occurred in 12.5% of the trials). This secondary task requires only minimal attending to the visual modality (detection of physical changes in stimuli are thought to be automatic), but critically, it prevents the subject from simply closing his/her eyes, which would defeat our purposes in this experiment, especially in the auditory selective attention condition in which the same color detection demand was included, thus forcing minimal processing of the visual distracter token. In order to balance this in the Visual Simple condition the oddball task required detection of a high-pitched tone, in the Visual Select condition of a high-pitched (female) voice. The Auditory select. In this condition, as in A Si, the subject's primary task was to make word/nonword discriminations on auditory targets. In contrast to the simple condition, however, visual word or nonword distracters also appeared simultaneously on the screen.
Selective Attention Visual
Visual simple. In this condition the primary task was a word/nonword discrimination (lexical decision) on print targets. Subjects viewed a letter string on the screen and responded by pressing one button if the target was a real English word and another button if it was not. Simultaneously, a tone stimulus was played into headphones.
Visual select. In this condition the subject's primary task was to make word/nonword discriminations on print displays. In contrast to the V Si, word or nonword distracter tokens were played into the headphones.
Divided Attention
A word or nonword stimulus appeared in both modalities simultaneously; subjects responded positively if one stimulus was a word and the other a nonword and negatively if this was not the case. Thus, unlike the selective attention conditions, the subjects had to attend to and fully process the language tokens in both modalities.
Executive Function: Complex Divided Attention
As in D, subjects also monitored for a word and nonword combination across modalities; however, a two-stage decision was required. Subjects responded positively on a trial if, and only if, (1) one target was a word and one was nonword and (2) the word itself was an oddball-type stimulus (i.e., red letters or female voice). This manipulation will increase demands on what is traditionally referred to as executive function.
Control Task
A simultaneously presented tone and line stimulus served as the primary subtraction condition. No decision was required; subjects simply alternated button presses across the sequence upon detecting this bimodal nonlinguistic stimulus display.
Functional Magnetic Resonance Imaging
Functional imaging was performed on a 1.5-T Signa MR imaging system from General Electric (Madison, WI) equipped with echo-planar imaging (EPI) hardware from Advanced NMR (Wilmington, MA). Prior to functional imaging seven axial-oblique anatomic images [TE (echo time), 11 ms; TR (repetition time), 500 ms; FOV (field of view), 40 ϫ 40 cm; 9-mm slice thickness; 256 ϫ 192 ϫ 2 NEX (number of excitations)] were prescribed parallel to the intercommissural line based on sagittal localizer images (TE, 11 ms; TR, 600 ms; FOV, 24 cm; 5-mm contiguous slices; 256 ϫ 192 ϫ 1 NEX). Axial-oblique images were obtained at the same relative slice location in each subject and extended from the inferior aspect of the temporal lobes to the parietal convexity. Activation images were collected using an EPI gradient echo sequence (flip angle, 60°; TE, 60 ms; TR, 2311 ms; FOV, 40 ϫ 20 cm; 9-mm slice thickness; 128 ϫ 64 ϫ 1 NEX) in the same slice locations used for anatomic images. One hundred forty-six images per slice location were collected while the subject performed one of the six (A Si, A Se, V Si, V Se, D, Com) activation tasks. Each task was run once with the order of tasks randomized between subjects.
Analysis
Behavioral Analyses
Reaction time and accuracy data were collected during each of the imaging runs.
fMRI
Data analysis was performed using software written in MATLAB (MathWorks, Natick, MA). Prior to statistical analysis the images from each run were motion corrected for three translation directions and for the three possible rotations using the SPM96 program. (Friston et al., 1995) Images acquired at the beginning of experimental blocks, corresponding to the period of transient hemodynamic change that occurs initially in response to a task, were discarded, leaving 130 images per activation task for analysis. The remaining images were thresholded (the signal outside of the brain was set to zero) and Gaussian filtered (FWHM 2.6 mm). For generation of single-subject activation maps activation of pixels was measured by comparing the images for each task (A Si, A Se, V Si, V Se, D, Com) to the baseline task using a split Student t test with correction for linear drift. This definition of activation provides a conservative criterion for identifying task-related activity in the presence of other sources of signal variation (Skudlarski et al., 1999) . Anatomic images and activation maps from individual subjects were transformed into a proportional three-dimensional grid (Talairach and Tournoux, 1988) . This was performed Divide condition also included oddball detection for both the auditory and the visual displays. In all of these conditions oddball events occurred in 12.5% of the trials. While this secondary judgment on physical characteristics of unattended displays does produce a minimal divided attention demand we kept this a constant across each of the experimental conditions. first by in-plane transformation and then by slice interpolation into the 10 most superior slices of Talairach space, centered at z ϭ ϩ69, ϩ60, ϩ51, ϩ42, ϩ33, ϩ23, ϩ14, ϩ5, Ϫ5, and Ϫ16, respectively.
Contrast Maps
The contrast maps in Fig. 3 were created with the following procedure, applied to the single-subject activation maps at each voxel separately. For each effect of interest, a standard linear contrast (C), or planned comparison, was computed (Hays, 1988) . This procedure generated a single value that was determined by the comparison of one set of (one or more) tasks against another set. Thus, for example, in Fig. 3 , column 1, to examine those brain regions involving selective attention, a contrast of the subject-level t statistics from these tasks was computed: C ϭ (A Se ϩ V Se) Ϫ (A Si ϩ V Si). Significance levels for these contrasts were assessed at each voxel within an ANOVA with one within-subjects factor (Task). The P value at each voxel was then overlaid on the mean anatomic image for display. Further details are described elsewhere (Shaywitz et al., 1999) .
These contrast analyses are ideal for identifying common effects across a set of conditions, such as the modality-independent selective attention effect. Two further intersection analyses were employed to identify the attentional effects unique to each modality. These analyses began with four initial statistical maps, namely, maps for four of the activation conditions (A Si, A Se, V Si, V Se), minus the interleaved baseline task. For unique auditory selective attention effects, a voxel is shown in yellow on the resulting map if it was significantly active (defined as P Ͻ 0.01) in the A Se condition only, and not significantly active (defined as P Ͼ 0.05) in the other three conditions. The areas identified thus display two characteristics: first, they show increased activity levels during auditory selective attention relative to baseline, and second, they do not show increased activity levels during simple auditory or visual lexical decision (or even during visual selective attention). A counterpart map was generated to isolate visual selective attention effects. The resulting map identifies areas which were uniquely activated during the V Se condition and not activated during the other three conditions. These intersection analyses produce results similar to those generated by the application of additional specific linear contrasts within ANOVA, testing for an activation difference between two sets of conditions. The intersection analyses impose the further restriction of unique activation in one condition only, providing a more conservative identification of areas specifically engaged by a given operation.
RESULTS
Behavioral Results
The reaction time data (Fig. 1 ) from 7 subjects included at least one missing condition which could not be recovered due to computer recording difficulties; thus 18 subjects' data were included in this analysis. A main effect of task was obtained, F(5,85) ϭ 75.26, P Ͻ 0.001. Accordingly, we examined the relevant contrasts and found significant effects of modality, F(1,85) ϭ 62.99, P Ͻ 0.001, with longer latencies in the two auditory conditions; the 38-ms increase for latency in the Se relative to the Si conditions was not significant (P ϭ 0.09). Significant increases in latency were found for both the D [F(1,85) ϭ 115.47, P Ͻ 0.001] and the Com [F(1,85) ϭ 178.12, P Ͻ 0.001] condition when contrasted with the mean of the Se conditions. Furthermore, the difference between D and Com was also significant, F(1,85) ϭ 5.07, P Ͻ 0.05 with longer latencies in Com than in D. Errors mirrored these reaction time results with increased errors in the auditory modality (14%) relative to the visual modality (3%) and with increased error rates in the D (19%) and Com (25%) tasks relative to the selective attention conditions. Figure 2 shows the reaction times for the three types of target/distracter pairs in the selective attention conditions: congruous, incongruous-unrelated, incongruous-similar. Results indicated a significant effect, F(2,40) ϭ 9.85, P Ͻ 0.01, with the Stroop-like incongruous-similar condition pairs (e.g., BRACK/BLACK) associated with longer latencies (mean of 1478 ms) than either the congruous (1334 ms) or the incongruous-unrelated pairs (1322 ms), which did not differ significantly from one another. Moreover, this similarity effect did not interact with modality (F Ͻ 1.0); distracter interference effects were comparable across both modalities. Thus, while we did not find a significant difference in overall latencies between Si and Se, the presence of this Stroop-like interference effect suggests that the Se condition posed a significant challenge to the language systems in keeping these stimuli distinct from one another.
fMRI Results (Figs. 3 and 4 and Table 1) Modality-Independent Effect of Selective Attention (Fig. 3 , column 1)
Increased activations (P Ͻ 0.01) in the Se relative to Si (A Si ϩ V Si vs A Se ϩ V Se) were seen at a number of sites, including left hemisphere sites in the intraparietal sulcus and adjacent superior aspects of inferior and superior parietal lobules (rows 1-3), middle frontal gyrus (rows 3 and 4), inferior frontal gyrus (row 4), and superior temporal gyrus (rows 5 and 6), as well as the middle to inferior temporal gyrus and lingual gyrus (row 7).
Attention Condition by Modality Interaction
The attention condition by modality interaction contrast examined which, if any, of those cortical sites showing main effects of selective attention were qualified by modality (i.e., specific to either the A Se or the V Se, but not both). Of the regions shown in Fig. 3, column 1 , only the superior temporal gyrus also appeared in the interaction contrast map. ROI analyses performed on this region confirmed this interaction. The activation in the V Si at STG was minimal but in the A Si, A Se, and V Se, activations were strong and nearly identical. This pattern clearly suggests a cortical region which is uniquely associated with processing in the auditory modality. Thus, in A Si and A Se, as well as in V Se, a spoken language token is present; only in the V Si condition is no such target present. There is no real increase from A Si to A Se, which, if it did occur, might suggest a true selective attention increase. Rather, what we find is a uniform activation in each condition in which a spoken target is present. We infer that this temporal region is specialized for spoken-word identification and is not particularly sensitive to increased demands on perceptual selectivity. In contrast, the left hemisphere inferior parietal, middle temporal, and frontal sites seen in the selective attention contrast map were not qualified by interactions; for these sites a general modality-independent increase, associated with demands on selective attention, was obtained. (Fig. 4) In the previous sections we focused on those areas associated with effects of selective attention irrespective of modality. Several recent studies have attempted to discriminate cortical sites associated with selective attention to different modalities (O'Leary et al., 1997; Kawashima et al., 1999) and we also examined modalityspecific selective attention effects. In order to examine those areas activated in either A Se or V Se, but less activated in either of the simple conditions (or the other modality selective attention condition), we employed an intersection analysis. We note that such analyses are a reasonable qualitative description of the data which may be heuristically useful, rather than a quantitative approach. In this analysis, for A Se we isolated those areas showing significant activation in A Se (P Ͻ 0.01) but not in V Se, A Si, or V Si (P's all Ͼ 0.05); for V Se we isolated those areas showing significant activation in V Se (P Ͻ 0.01) but not in A Se, A Si, or V Si (P's all Ͼ 0.05). This ensures that areas meeting this strict criteria are engaged by the task, not simply less deactivated than in others. The results of the A Se map shown in Fig. 4 revealed sites in the right hemisphere intraparietal lobule, medial temporal gyrus, and medial extrastriate (lingual) area. Lingual gyrus activation, while surprising since it is close to primary visual cortex, has also been detected in a previous auditory selective attention study (O'Leary et al., 1997, see Discussion) . For V Se unique activation was seen in left hemisphere inferior parietal lobule, prefrontal dorsolateral, inferior aspect of angular gyrus, and extrastriate regions. (Fig. 3, column 2) When D was contrasted with the averaged activation of the two Se conditions (D vs A Se ϩ V Se) increases were observed at the intraparietal sulcus and adjacent aspects of the inferior and superior parietal lobule
Modality-Specific Effects of Selective Attention
Divided Attention vs Selective Attention
FIG. 2.
Reaction times on three types of target/distracter pairs in the selective attention condition: congruous, incongruous-unrelated, incongruous-similar. Data shown are means Ϯ standard errors. The distracter might be congruous or incongruous with the target with respect to lexical status. For example, a congruous distracter in the V Se is one for which the visual target is a real word and the auditory distracter is also a real word; an incongruous distracter is one for which the visual target is a real word and the auditory distracter is a nonword.
FIG. 3.
Contrast maps of regional brain responses to attention tasks. Each of the four columns contrasts a pair of attention conditions (select-simple, divide-select, complex divide-select, and complex divide-divide, respectively). Numbers indicate brain regions that are more active (P ϭ 0.01, red-yellow scale) in the first condition compared to the second condition; letters indicate areas of brain that are more active (P ϭ 0.01, blue-purple scale) in the second condition compared to the first condition. For example, the numbers in column 3 demonstrate areas where there is more activation with the complex divide task compared to selective attention, and the letters indicate brain regions where there is more activation with select attention compared to complex divide. Image rows 1-7 correspond to the following positions along the z axis of the Talairach atlas: 1 ϭ 51; 2 ϭ 42; 3 ϭ 33; 4 ϭ 23; 5 ϭ 14; 6 ϭ 5; and 7 ϭ Ϫ5. (1) Intersection of superior frontal and precentral sulci, (2) intraparietal sulcus and adjacent superior aspects of inferior and superior parietal lobules, (3) medial and superior aspect of superior frontal gyrus, (4) middle frontal gyrus, (5) medial aspect of superior frontal gyrus and adjacent aspects of anterior cingulate sulcus and gyrus, (6) superior aspect of inferior frontal gyrus, (7) precuneus, (8) anterior-medial aspect of middle frontal gyrus, (9) posterior-lateral aspect of middle frontal gyrus, (10) inferior aspect of inferior parietal lobule, (11) superior frontal sulcus and those parts of superior frontal and middle frontal gyri that border it, (12) inferior frontal gyrus, (13) posterior superior temporal gyrus and superior temporal sulcus, (14) superior aspect of middle temporal gyrus, (15) middle occipital gyrus, (16) calcarine sulcus and adjacent precuneus and lingual gyri, (17) inferior aspect of posterior middle temporal gyrus, (18) inferior aspect of middle frontal, (19) anterior occipital sulcus and bordering aspects of inferior (rows 2 and 3). Furthermore, while left hemisphere increases were observed in Se vs Si contrast (Fig. 3,  column 1 ), parietal increases in D vs Se were more prominent in the right hemisphere. Additional increases were observed at the anterior occipital sulcus and bordering aspects of the inferior/middle temporal and middle occipital gyri (row 7). (Fig. 3, column 3) When Com was contrasted with Se (Com vs A Se ϩ V Se) increased activation was noted bilaterally in the intraparietal sulcus and adjacent aspects of the inferior and superior parietal lobule (rows 1 and 2). In addition, this more cognitively demanding condition was associated with increases at several anterior brain regions, including the inferior frontal gyrus, frontal dorsolateral cortex, and superior frontal sulcus and a small site in the medial aspect of the superior frontal gyrus and adjacent cingulate gyrus (rows 3 and 4).
Complex Divided Attention vs Selective Attention
Complex Divided Attention vs Divided Attention (Fig. 3, column 4)
A direct comparison of Com vs D reinforced the notion of an increase in frontal activation associated with Com. Specific increases in Com were seen in the medial and superior aspect of the superior frontal gyrus and adjacent cingulate gyrus, the frontal dorsolateral cortex, the superior frontal sulcus, and those aspects of the superior and middle frontal gyri that border it (rows 1-6). An increase was also seen in the anterior occipital sulcus and bordering aspects of the inferior temporal and middle occipital gyri (rows 6 and 7).
DISCUSSION
This study was designed to provide a picture of those cortical circuits associated with important dimensions of attentional function when subjects were engaged in word-recognition tasks with printed or spoken materials. In the most general sense the findings indicate, not surprisingly, that an increasing number of cortical sites are recruited to meet increasing attentional requirements during language-processing tasks. For example, in the least demanding of the conditions, the simple lexical tasks (A Si and V Si), increased activation was observed in areas known to be involved in word recognition for both print and spoken words, i.e., at sites within the inferior frontal gyrus, parietotemporal region, and occipitotemporal areas (Frackowiak et al., 1997; Fiez and Peterson, 1998) . In the more demanding selective attention conditions, tasks which required the subject to keep the potentially confusable linguistic tokens separate for both print and speech, these regions were engaged more extensively; this makes sense given the role of these cortical areas in processing words from both the auditory and the visual modalities. ROI analyses of these areas showed relatively strong responses during the two simple tasks (A Si and V Si) and an even greater increase in A Se and V Se. The ventral occipitotemporal area has been implicated as a fast word recognition system (Dejerine, 1892; Moore and Price, 1999; Cohen et al., 2000) and in several experiments examining reading disability has been shown to be disrupted in dyslexic readers (Brunswick et al., 1999; Helenius et al., 1999; Rumsey et al., 1992 Rumsey et al., , 1997 Pugh et al., 2000; Salmelin et al., 1996; Shaywitz et al., 1998) . The current finding reinforces the notion that that this word form area is accessed both by spoken and by printed stimuli and suggests a linguistic organization of these neural networks (i.e., a phonological/semantic nature) rather than one based on simply visual organization.
The intersection analysis attempted to discriminate areas uniquely engaged by the attentional requirements of either A Se or V Se, an analysis directed toward the examination of modality-specific activation in the context of selective attention. A previous study (O'Leary et al., 1997) contrasted selective attention to printed vs spoken nonsense words. In that study on every trial subjects were simultaneously presented four pseudoword stimuli: print to right visual field, print to left visual field, spoken to right ear, and spoken to left ear. Subjects monitored for a target stimulus in one of the four positions. Contrasts examined effects of modality, direction, and interaction between these variables. In the current study we contrasted bimodal conditions (select) with unimodal conditions (simple). The results of the intersection analysis for areas uniquely engaged by the A Se condition revealed sites in the right hemisphere intraparietal lobule, medial temporal gyrus, and medial extrastriate (lingual gytemporal and middle occipital gyri, and (20) lingual gyrus. (a) Posterior superior aspect of superior frontal gyrus, (b) superior aspect of central sulcus and aspects of precentral and postcentral gyri that border it, (c) superior aspect of precuneus, (d) superior frontal gyrus and superior frontal sulcus, (e) middle aspect of cingulate gyrus, (f) central sulcus region, (g) medial aspect of superior frontal gyrus, (h) superior occipital gyrus, (i) medial aspect of superior frontal gyrus, (j) lateral aspect of superior frontal gyrus, (k) posterior aspect of short insular gyri, (l) precentral gyrus, (m) posterior superior temporal gyrus, (n) inferior aspect of anterior cingulate gyrus and sulcus, (o) superior aspect of middle occipital gyrus, (p) inferior aspect of middle occipital gyrus, and (q) lingual gyrus.
FIG. 4.
Intersection analyses to identify the attentional effects unique to auditory or visual modality. For unique auditory selective attention effects (column 1), a voxel is shown in yellow if it was significantly active (defined as P Ͻ 0.01) in the A Se condition only and not significantly active (defined as P Ͼ 0.05) in the other three conditions. Column 2 is the counterpart map isolating visual selective attention. inhibition of visual analysis for printed words. The response, increased activation of right hemisphere lingual gyrus, would appear to constitute an active component of inhibitory control. Such an explanation must be interpreted cautiously given the relatively qualitative nature of the intersection analysis. For V Se, in contrast, unique activation was seen in left hemisphere inferior parietal lobule (this left hemisphere/right hemisphere difference for the two modalities replicates the patterns observed in O' Leary et al. (1997) ), left hemisphere prefrontal dorsolateral, inferior aspect of angular gyrus, and extrastriate. Thus, there is some convergence with O' Leary et al. (1997) , especially with respect to the medial extrastriate activation in A Se. Our study, by including A Si and V Si, can more confidently associate these sites with attentionally controlled processing and not simply with increased activation in areas associated with basic linguistic processing in either or both basic modalities.
The still more demanding divided attention condition resulted in additional increases in activation relative to the selective attention condition. Most prominently we observed a recruitment of a large expanse in the right hemisphere inferior to superior parietal lobule to meet the demand for full analysis of both the printed and the spoken targets. This latter result, an increased role for the right hemisphere parietal region when coping with the demands of divided attention, mirrors a finding reported by Vandenberge et al. (1997) . In that study, which examined spatial and featural processing tasks, the right hemisphere intraparietal sulcus activated in the selective attention condition while divided attention was associated with increased activation at left hemisphere homologues. While the hemispheres are reversed in the current study, presumably because here we are using language tasks, the pattern of increased recruitment of the contralateral hemisphere in meeting the demands of divided attention appears to be quite similar. Thus a bihemispheric parietal response appears to participate in meeting the demands of processing potentially confusable linguistic tokens. The increase in activation of right hemisphere inferior parietal sites might also reflect simply an increased involvement of right hemisphere language processing (Faure and Blanc-Garin, 1994; Querne et al., 2000) . Many neuropsychological studies suggest that when the language-dominant left hemisphere systems are overloaded there is a release of right hemisphere language processing from inhibition. So when the left hemisphere is taxed by, for example, secondary verbal memory tasks, the normally dormant right hemisphere lexical processing systems are released to support such processes as word lexical access. In the current experiment, the requirement for simultaneously processing two words may overtax left hemisphere lexical-semantic systems, resulting in an attentionally controlled increase in right hemisphere circuits.
Because the divided attention task required a double lexical decision, we expected to see greater activation in frontal circuits in divided compared to selective attention; with the exception of a small focus in the inferior aspect of the middle frontal gyrus, this was not observed. However, a very different picture emerged in complex divided attention, a task which required a two-stage decision and made heavy demands on decisional aspects of executive function. Results indicated a pattern of increased frontal lobe activation, including foci in the middle and superior frontal gyrus, anterior cingulate gyrus, frontal dorsolateral gyrus, and inferior frontal gyrus. These findings are consistent with the belief that a distributed network of frontal sites plays a critical role in carrying out those complex cognitive operations. In fact, frontal sites have long been implicated as critical in complex decision-making (Fuster et al., 1985; Mesulam, 1990; Eglin et al., 1991; Wilson et al., 1993; Damasio et al., 1994; Corbetta et al., 1995; Rees et al., 1997) . For example, Corbetta and colleagues (1991) found that in a task in which subjects monitored visual displays for several independent features in parallel (a divided attention task), cingulate activation, along with frontal dorsolateral activation, was more pronounced relative to selective attention conditions. Similarly, finding a semantically relevant verb to describe the function of a common noun activates this region strongly (Petersen and Fiez, 1993 ). Yet when the same stimuli are repeated many times, thereby allowing for memorized, automatic responses, this region is no longer active (Raichle et al., 1994) . Working-memory tasks, i.e., tasks that tap executive function heavily, also have been shown to activate frontal sites extensively (Petrides et al., 1993; Shaywitz et al., 1999) . The current study, by contrasting two divided attention conditions, one with a one-stage and one with a two-stage decision, helps to isolate those subregions within the prefrontal cortex critical for complex decisionmaking from those associated with habituation, episodic retrieval, working memory, and the like.
In addition to adding a more complex decisional demand, the complex divided attention task also should place greater demands on response inhibition. Consider that in this task, a word/nonword combination signals a "Yes," but this "Yes" response must be suppressed unless an additional contingency is met (red letters in the visual stimuli or a woman's voice rather than a man's in the auditory stimuli). It remains to be determined whether any of these frontal sites were associated with response inhibition while others reflected the neural correlates of sequential decisionmaking. Interestingly, the direct contrast between complex divide and divide (Fig. 3, column 4) revealed an increase in activation in the complex divided task in the anterior cingulate gyrus and adjacent frontal sites (indicated by red-yellow) while greater activation in the divide task (indicated by blue-purple) was observed in the middle aspect of the cingulate gyrus (Fig. 3 , column 4, row 2). It is tempting to speculate that the more posterior cingulate site was associated with demands on response inhibition (i.e., this potential response system must be inhibited in the complex condition on many trials to avoid a quick but inaccurate positive response). Further experiments, in which response inhibition and decisional complexity are parametrically examined, should help address this question.
In summary these data support the notion of theoretical distinctions between sites related to control of perception and sites serving a more cognitive function in decision-making (Posner and Dehaene, 1994) and indicate that this distinction holds in the context of word recognition in language processing. The results suggest a critical role for: (1) inferior frontal and parietal sites, in coping with demands on perceptual selectivity, and (2) prefrontal regions, in responding to manipulations of decisional complexity. We do not assume that any cognitive function is uniquely sustained by a single brain region. Rather, the findings suggest that distributed but related regions across cortex modulate activation in response to increased demands on different facets of attentional control in word-identification tasks. Furthermore, our findings broadly support the notion of distinct attentional systems, some serving to discriminate between streams of linguistically relevant information originating in distinct perceptual modalities (engaged by both selective and divided attention tasks), while others play a more substantial role in the control of decisional processing/executive function (Posner and Dehaene, 1994) . The challenge now is to begin to map out the cognitive and neural architecture of attentional mechanisms for language in a number of disorders which are believed to involve attentional mechanisms, for example, attention deficit/hyperactivity disorder (ADHD) and dyslexia associated with ADHD.
