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Abstract
The Spiking Neural Networks (SNNs) have attracted re-
search interest due to its temporal information processing
capability, low power consumption, and high biological
plausibility. The Leaky Integrate-and-Fire (LIF) neuron
model is one of the most popular spiking neuron models
used in SNNs for it achieves a balance between comput-
ing cost and biological plausibility. The most important
parameter of a LIF neuron is the membrane time con-
stant τ , which determines the decay rate of membrane
potential. The value of τ plays a crucial role in SNNs
containing LIF neurons. However, τ is usually treated as
a hyper-parameter, which is preset before training SNNs
and adjusted manually. In this article, we propose a novel
spiking neuron, namely parametric Leaky Integrate-and-
Fire (PLIF) neuron, whose τ is a learnable parameter
rather than an empirical hyper-parameter. We evaluate
the performance of SNNs with PLIF neurons for im-
age classification tasks on both traditional static MNIST,
Fashion-MNIST, CIFAR-10 datasets, and neuromorphic
N-MNIST, CIFAR10-DVS datasets. The experiment re-
sults show that SNNs augmented by PLIF neurons out-
perform those with conventional spiking neurons.
1 Introduction
The Spiking Neural Networks (SNNs), which is viewed as
the third-generation neural networks [Maas, 1997], have
aroused researchers’ interest for many years due to its
temporal information processing capability, low power
consumption, and high biological plausibility. SNNs use
the spiking neuron, which is more similar to biological
neurons than that in Artificial Neural Networks (ANNs),
as the basic component.
The spiking neuron receives inputX(t) from presynap-
tic neurons and updates its membrane potential V (t) by
X(t) and V (t−1) at time t. When the membrane potential
exceeds the threshold voltage Vthreshold, the neuron will
fire a spike (outputs 1), and reset the membrane poten-
tial to Vreset. If the membrane potential is still below the
threshold voltage, the neuron will keep silent (outputs 0).
The event-driven nature mentioned above of the spiking
neuron makes SNNs more energy-efficient than ANNs.
The update of membrane potential determined by the
subthreshold dynamics of the spiking neuron is usually
described by a differential equation dVdt = f(V,X ; θ)
with the parameter θ. θ is often regarded as a hyper-
parameter, which is preset before training and tuned by
experience. Consequently, the training in most of the pre-
viously proposed SNNs is merely the optimization of
synaptic weights.
However, it cannot be ignored that the response of a
spiking neuron for a given input does not only depends on
the weights of connected synapses but also the inherent
dynamics, which is controlled by the parameter θ.
In this article, we regard the parameter θ in the sub-
threshold dynamics of the spiking neuron as a learnable
parameter. We propose a novel spiking neuron named
parametric Leaky Integrate-and-Fire (PLIF) spiking
neuron, whose τ is a learnable parameter and can
be optimized adaptively during training, rather than
been set as a hyper-parameter manually and adjusted
inefficiently. The PLIF neuron model is based on the
Leaky Integrate-and-Fire (LIF) neuron model, which is
one of the most popular spiking neuron models used
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in SNNs for it achieves a balance between comput-
ing cost and biological plausibility. To evaluate the
performance of the PLIF neuron, we test networks
with PLIF neurons on both traditional static MNIST
[Lecun et al., 1998], Fashion-MNIST [Xiao et al., 2017],
CIFAR-10 [Krizhevsky, 2012] datasets, which are
widely used in ANNs as benchmarks, and neuromor-
phic N-MNIST [Orchard et al., 2015], CIFAR10-DVS
[Li et al., 2017] datasets, which consist of spikes series
and are appropriate to verify the network’s temporal
information processing capability. The results show that
SNNs with PLIF neurons prevail over those with other
spiking neurons.
2 Related Work
2.1 Spiking Neuron Model
The spiking neuron is the smallest computing unit in
SNNs, which is similar to the neuron in ANNs. The spik-
ing neuron receives continuous inputs as the neuron in
ANNs. But it converts inputs to its hidden state, mem-
brane potential, and fires a spike when its membrane po-
tential reaches the threshold.
The Integrate-and-Fire (IF) neuron model
[Andrew, 2003] is one of the most simple spiking
neuron model used in SNNs, which can be seen as a ideal
integrator. The sub threshold dynamics of the IF neuron
are defined by the following equation:
dV (t)
dt
= X(t) (1)
where V (t) is the membrane potential and X(t) is the
input from connected synapses. When V (t) is across the
threshold voltage Vthreshold, then the neuron will fire a
spike S(t) and its membrane potential V (t) returns to
Vreset. This threshold-triggered spiking mechanism exists
in other spiking neurons.
Compared with IF neuron model, the Leaky Integrate-
and-Fire (LIF) neuron model [Andrew, 2003] is more
similar with biological neurons with additional computa-
tional cost. The sub threshold dynamics of the LIF neuron
are defined by the following equation:
τm
dV (t)
dt
= −(V (t)− Vreset) +X(t) (2)
where τm is the membrane time constant. The LIF neuron
achieves a balance between computing cost and biological
plausibility, which makes it be widely used in SNNs.
2.2 Surrogate Gradient Training
The threshold-triggered firing mechanism in spiking neu-
rons prevents SNNs to be trained by gradient descent di-
rectly. The SpikeProp [Bohte et al., 2002] is one of the
first gradient-based learning algorithms for SNNs that can
propagate error across multi-layer. However, the Spike-
Prop method can only be used for neurons that fire one
spike, which constrains the network’s performance.
Recently, the surrogate gradient method,
such as [Huh and Sejnowski, 2018], SLAYER
[Shrestha and Orchard, 2018], STBP [Wu et al., 2018],
are proposed. The surrogate gradient method uses
surrogate derivatives to define the derivative of threshold-
triggered firing mechanism, then the SNNs with surrogate
derivatives can be optimized with gradient descend
algorithms as ANNs. The surrogate gradient method
has no restraint on the number of layers or the firing
spike number of neurons, which enables this method to
be applied in arbitrary network topology and spiking
neurons. Experiments have shown that SNNs optimized
by some of these algorithms even show competitive
performance with ANNs.
3 Proposed Methods
3.1 Parametric Leaky Integrate-and-Fire
Neuron
The integration progress makes the LIF neuron be able
to remember current input information, while the leakage
progress can be seen as forgetting past information. The
balance between remembering and forgetting is controlled
by τm, which is a crucial parameter for SNNs with LIF
neurons. A larger τm allows for better estimation of the
input spiking rate [Diehl and Cook, 2015] but needs more
time to charge and fire, which works well with stable in-
put. On the contrary, a smaller τm means faster voltage de-
cay, making the LIF neuron be sensitive to time-varying
input and be able to respond quickly—at the cost of ac-
curacy for discriminating different inputs. τm is usually
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treated as a hyper-parameter, which is set before training
SNNs and adjusted manually. Besides, the value of τm
is generally identical across the entire network, such as
[Wu et al., 2018].
Different from existing methods, we propose the Para-
metric Leaky Integrate-and-Fire (PLIF) neuron model,
whose τm is a learnable parameter. The PLIF neuron im-
proves performance in three ways. First, τm is optimized
automatically during training, rather than setting it as a
hyper-parameter manually and inefficiently before train-
ing. Second, τm is shared within one layer in our network,
which increases only a little computing cost. The shared
τm is also biologically plausible for neurons bound to-
gether sharing similar physiological properties. Third, τm
is not identical across the whole network, making neurons
in different layers have different phase-frequency respon-
siveness.
3.2 Training SNN as RNN
The spiking neurons in SNNs are very similar to
RNN cells, such as LSTM (Long Short-Term Memory)
[Hochreiter and Schmidhuber, 1997]. In the RNN cell,
there is a hidden state vector h(t) at time step t which is
generated from h(t − 1) and current input x(t). Then an
observable output y(t) is generated from the hidden state
h(t) by the gate function y(t) = g(h(t)). g(·) is usually
chosen as the sigmoid or tanh function.
The neurons in SNN can also be seen as special RNN
nodes. The membrane potential can be seen as the hidden
state, while the spike is the observable output. To avoid
avoid confusing, we use V (t) as the initial membrane po-
tential at time step t, meanwhile use H(t) as the mem-
brane potential after neural dynamics. X(t) denotes for
external input, and S(t) denotes the output spike. Then
We can reformulate the updating procedure of any spik-
ing neurons as followed:
H(t) = f(V (t− 1), X(t)) (3)
S(t) = g(H(t)) = Θ(H(t)− Vthreshold) (4)
V (t) = H(t) · (1 − S(t)) + Vreset · S(t) (5)
(3) is the neural dynamics, and different spiking neuron
has different f(·). For example, the f(·) for the LIF neu-
ron is (6):
f(V (t− 1), X(t)) =
V (t− 1) +
1
τm
(−(V (t− 1)− Vreset) +X(t))
(6)
(4) is the spike generative process, where Θ(x) is the
Heaviside step function, defined by Θ(x) = 1 for x ≥ 0
and Θ(x) = 0 for x < 0. (5) describes the membrane
potential returns to Vreset if spiking and not changes oth-
erwise.
The step functionΘ(x) used in (4) is not differentiable
in x = 0 and Θ′(x) is 0 for all x 6= 0, which making
networks with SNN neurons can not be optimized by
gradient descent methods directly. Recently, the surrogate
gradient method, such as [Huh and Sejnowski, 2018],
SLAYER [Shrestha and Orchard, 2018], STBP
[Wu et al., 2018], is proposed. SNNs optimized by
some of these algorithms even show competitive perfor-
mance with ANNs. The surrogate gradient method uses
surrogate derivatives to define the derivative of spiking
function Θ(x), then the SNNs with surrogate derivatives
can be optimized easily with gradient descend as ANNs.
We used the derivative of sigmoid function σ(αx) =
1
1+exp(−αx) as the surrogate derivative of Θ(x), where α
controls the smoothness of the sigmoid function. During
the network’s backward propagation, the spiking func-
tion’s derivative is defined by Θ′(x) = σ′(αx), making
the network’s parameters could be optimized by gradient
descent methods. After this surrogate, the spiking neuron
can be used as the RNN cell in any network without addi-
tional workload.
4 Experiments
4.1 Datasets
4.1.1 MNIST
The MNIST database of handwritten digits is composed
of 28×28 gray-scale images and labeled from 0 to 9. The
MNIST dataset has 60,000 training images and 10,000
test images.
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4.1.2 Fashion-MNIST
The Fashion-MNIST dataset is similar to the MNIST
dataset consisting of a training set of 60,000 examples
and a test set of 10,000 examples. Each example in the
Fashion-MNIST dataset is also a 28 × 28 gray-scale im-
age with a label from 10 classes.
4.1.3 CIFAR-10
The CIFAR-10 dataset consists 60,000 natural images in
10 classes, with 6000 images per class. The number of
training images is 50,000 and that of test images is 10,000.
4.1.4 N-MNIST
The Neuromorphic-MNIST (N-MNIST) dataset is a spik-
ing version of the MNIST dataset by the neuromorphic
sensor. It was converted from MNIST by mounting the
ATIS sensor on a motorized pan-tilt unit and having the
sensor move while it views MNIST examples on an LCD
monitor as shown in this video. It consists of 60,000 train-
ing examples and 10,000 test examples.
4.1.5 CIFAR10-DVS
The CIFAR10-DVS dataset is the neuromorphic vision
dataset of the CIFAR-10 dataset. It is composed of 10,000
examples in 10 classes, with 1000 examples in each class.
4.2 Network Structure
The network structures for different datasets are showed
in Tab.1. *MNIST represents all MNIST-kind datasets,
which are MNIST, Fashion-MNIST, N-MNIST. c128k3
represents the convolutional layer with output channels
128 and kernel size 3. bn is the batch normalization
[Ioffe and Szegedy, 2015] and maxpool is the max pool-
ing layer for spikes, which will be discussed later. PLIF is
the parametric LIF spiking neuron and IF is the IF spiking
neuron. dp represents the dropout, which is different with
that used in ANNs, and we will also discuss this dropout
in more detail below. 2048fc represents the fully con-
nected layer with output features 2048. The symbol {}*
indicates the repeated structure. For example, {c128k3-
bn-IF-maxpool}*3 means that there are three c128k3-bn-
IF-maxpool modules connected sequentially.
Dataset Network Structure
*MNIST c128k3-bn-PLIF-maxpool-
c128k3-bn-IF-maxpool-
dp-2048fc-PLIF-dp-128fc-
PLIF-10fc-PLIF
CIFAR-10 {c256k3-bn-IF-c256k3-
bn-IF-c256k3-bn-IF-
maxpool}*2-dp-2048fc-
PLIF-10fc-PLIF
CIFAR10-DVS c128k3-bn-PLIF-
maxpool-{c128k3-bn-
IF-maxpool}*3-dp-2048fc-
PLIF-10fc-PLIF
Table 1: Network structures for different datasets.
The network structures used for different datasets are
similar, each of which can be divide into an encoder net-
work and a classifier network. The convolutional layer
with spiking neurons can be seen as a spiking encoder,
which extracts features from images and encodes them
into spikes firing at different times. The fully connected
layer with PLIF neurons can be seen as a classifier, which
discriminates the label of input data by reading spikes
from the encoder. The similarities of network structures
for different datasets show the strong generalization abil-
ity of our methods.
4.2.1 Spikes Max Pooling
We use the max-pooling rather than the average pooling.
Note that all the max-pooling layers in our network are be-
hind spiking neuron layers. In the max pooling window,
only the neuron that fires a spike can transmit informa-
tion to the next layer. While in the average pooling win-
dow, all neurons transmit information to the next layer
equally. The max-pooling layer implements a winner-
take-all mechanism, allowing the most excitatory neuron
to communicate with the next layer and ignoring other
neurons in the pooling window. Another interesting prop-
erty is that the max-pooling layer will regulate connec-
tions dynamically. The spiking neuron’smembrane poten-
tial V (t)will return to Vreset after firing a spike. Recharg-
ing and firing again needs some time, which means it is
hard for a spiking neuron to fire at every time step. Thus,
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neurons in the pooling window at different excitatory lev-
els will fire sequentially at different time steps, and the
max-pooling layer will connect these neurons to the next
layer in turn. The winner-take-all mechanism in the spa-
tial domain and time-variant topology in the temporal do-
main achieved by max-pooling increases our network’s
fitting capacity.
4.2.2 Time-Invariant Dropout
Dropout [Hinton et al., 2012] randomly breaks connec-
tions between two adjacent layers with a constant prob-
ability p and reduces overfitting in ANNs. The mask of
naive dropout is recreated in every forward propagation.
Using naive dropout in SNNs means that the mask is
changing at every time step, and the effect of dropout will
be averaged out over the entire forward propagation time
within an iteration [Lee et al., 2020]. Consequently, we
use the dropout which is proposed in [Lee et al., 2020] ad-
dress this problem.We call this method as a time-invariant
dropout. The mask of time-invariant dropout is initiated
at the first time step and remaining constant during the
whole duration, making sure that some connections be-
tween two adjacent layers are permanently disconnected
at every time step, which is consistent with our inten-
tion to use the dropout. We don’t dropout recurrent con-
nections because the disconnecting self-loop of a spiking
neuron turns it becomes a stateless threshold activation
function.
4.3 Training Details
4.3.1 Training Algorithm to Fit Target Output
After defining the derivative of spiking functionΘ(x), the
parameters of SNNs can be trained by gradient descend
as that in ANNs. Image classification, which is the task in
this article, and other tasks for both ANNs and SNNs can
be seen as optimizing parameters of network to fit a target
output when given a certain input. The training algorithm
for SNNs we used can be described as followed:
Algorithm 1 Gradient Descent Algorithm for SNNs to Fit
Target Output
Require: learning rate ǫ, network’s parameter θ, simulat-
ing step T , inputX = {X0, X1, ..., XT−1}, target output
Y = {Y0, Y1, ..., YT−1}, loss function L
initialize θ
create an empty list S = {}
for t← 0, 1, ...T − 1
inputXt to network, get output spike St
append St to S = {S0, S1, ..., St−1}
calculate loss L(Y, S)
update parameter θ = θ − ǫ · ▽θL(Y, S)
4.3.2 Loss Function
In classification task with total classes numberC, the neu-
ron number in output layer is C. After the network has
running T steps, the output S = [si,t] is a tensor with
i = 0, 1, ..., C and t = 0, 1, ..., T . For a given input with
label j, we hope the neuron j in the output layer should
have the highest excitatory level while other neurons keep
silent. So the target output is defined by Y = [yi,t] with
yi,t = 1 for i = j and yi,t = 0 for i 6= j.
The loss is defined as the distance between S and Y .
In our experiments, we use the mean squared error as loss
function:
L = MSE(S, Y ) =
1
T
T∑
t=0
1
C
C∑
i=0
(si,t − yi,t)
2 (7)
And the predicted label lp is regarded as the index of
neuron in the output layer with maximum firing rate:
lp = argmax
i
1
T
∑
t
si,t (8)
4.4 Performance
We test the proposed methods on both traditional static
MNIST, Fashion-MNIST, CIFAR-10 datasets, and neu-
romorphic N-MNIST, CIFAR10-DVS datasets. We also
compare our performance with others. The results are
shown in Tab.2.
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Model Method
Accuracy
MNIST
Accuracy
Fashion-MNIST
Accuracy
CIFAR-10
Accuracy
N-MNIST
Accuracy
CIFAR10-DVS
[Hunsberger and Eliasmith, 2015] ANN2SNN 98.37% - 82.95% - -
[Lee et al., 2016] Spike-based BP 99.31% - - 98.74% -
[Bodo et al., 2017] ANN2SNN 99.44% - 88.82% - -
[Wu et al., 2018] Spike-based BP 99.42% - - 98.78% -
[Shrestha and Orchard, 2018] Spike-based BP 99.36% - - 99.2% -
[Sironi et al., 2018] HATS - - - 99.1% 52.4%
[Jin et al., 2018] Spike-based BP 99.42% - - 98.84% -
[Zhang and Li, 2019] Spike-based BP 99.62% 90.13% - - -
[Sengupta et al., 2019] ANN2SNN - - 91.55% - -
[Wu et al., 2019] Spike-based BP - - 90.53% 99.53 % 60.5%
[Bi et al., 2019] GCN - - - 99.0% 54.0%
[Lee et al., 2020] Spike-based BP 99.59% - 90.95% 99.09% -
[Xiang et al., 2020] Spike-based BP 99.5% 92.07% - 99.45% -
[Liu et al., 2020] Spike-based BP - - - 96.3% 32.2%
Ours Spike-based BP 99.7% 94.81% 93.05% 99.5% 67.6%
Table 2: Performance compared with others on different datasets.
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