is an extension of orthogonal matching pursuit (OMP) algorithm designed to improve the recovery performance of sparse signals. In this paper, we provide a new analysis for the gOMP algorithm for both noiseless and noisy scenarios. We show that if the measurement matrix Φ ∈ R m×n satisfies the restricted isometry property (RIP) with δ7K+N−1 ≤ 0.0231, then gOMP can perfectly recover any K-sparse signal x ∈ R n from the measurements y = Φx within ⌈ 
I. INTRODUCTION
Orthogonal matching pursuit (OMP) is a greedy algorithm widely used for solving sparse recovery problems [1] - [6] . The goal of OMP is to recover a K-sparse vector x ∈ R n from the measurements y = Φx
where Φ ∈ R m×n is a measurement matrix. In each iteration, OMP estimates the support (positions of nonzero elements) of x by adding an index of the column of Φ which is maximally correlated with the residual. The vestige of columns in the estimated support is eliminated from the measurements y, yielding an updated residual for the next iteration. While the number of iterations of OMP is usually set to the sparsity level of the underlying signal to be recovered, there has been some attempts to relax this constraint to enhance the recovery performance. In one direction, an approach allowing more iterations than the sparsity level has been suggested [7] - [10] . In another direction, an algorithm selecting multiple indices 
Input:
measurement matrix Φ ∈ R m×n , measurements y ∈ R m , sparsity level K, number of indices for each selection N .
Initialize:
iteration count k = 0, estimated list T 0 = ∅, residual vector r 0 = y. While r k 2 > ǫ and k < m/N do k = k + 1.
(Estimation) r k = y − Φx k .
(Residual Update) End Output:
the estimated signal x k .
in each iteration, referred to as generalized OMP (gOMP) [11] , OMMP [12] , [13] or KOMP [14] , has been proposed. Since it is possible to choose more than one support index in each iteration, gOMP is in general terminated in less than K iterations. Also, it has been empirically shown that gOMP is better than OMP algorithm in recovery performance and computational cost [11] , [14] . In analyzing the theoretical performance of gOMP, a property so called restricted isometry property (RIP) has been popularly used [11] , [12] , [14] . A measurement matrix Φ is said to satisfy the RIP of order K if there exists a constant δ such that [15] (1 − δ) x (2) for any K-sparse vector x. In particular, the minimum of all constants δ satisfying (2) is called the isometry constant δ K . It has been shown that the perfect recovery of any K-sparse signal via gOMP algorithm is guaranteed under [11] 
For Gaussian random measurements, this result implies that the required size of measurements is [16] 
While the perfect recovery analysis is possible for noiseless scenario, such is not possible for noisy scenario where the measurements are contaminated by a noise vector v as
To analyze the recovery performance in this scenario, the ℓ 2 -norm of recovery distortion has been commonly employed. In [11] , it has been shown that under
gOMP generates an estimate x K such that
where
The main purpose of this paper is to provide improved recovery bounds of gOMP algorithm in both noiseless and noisy scenarios. The primary contributions of this paper are twofold:
1) In noiseless scenario, we show that if the measurement matrix Φ satisfies the RIP with
then gOMP perfectly recovers any K-sparse signal within ⌈ 6K N ⌉ iterations. 2) In noisy scenario, we show that under
gOMP can perform a stable recovery of K-sparse signal x from the noisy measurements y = Φx + v within ⌈
10K
N ⌉ iterations with the recovery distortion satisfying
where C is a constant. In comparison to our previous work in [11] , our new results are distinct and important in two aspects. Firstly, in contrast to the previous recovery bounds in (3) and (6) , which are expressed as monotonically decreasing functions of K and hence obviously vanish at large K, the proposed bounds in (8) and (9) are constants. When Gaussian random measurements are employed, the proposed bounds imply that the required measurement size is [16] 
which is clearly better than the previous result m = O K 2 log n K [11] . Secondly and perhaps more importantly, while our previous work demonstrates that the reconstruction error (i.e., the ℓ 2 -norm of recovery distortion) in noisy scenario depends linearly on √ K v 2 [11] , our new result suggests that the reconstruction error is upper bounded by a constant multiple of v 2 , which ensures the stability of gOMP algorithm under noisy scenario.
The remainder of the paper is organized as follows. In Section II, we introduce lemmas and propositions that are useful in our analysis. In Section III, we provide the recovery bound analysis of gOMP algorithm in both the noiseless and noisy scenarios. In Section IV and V, we provide the recovery condition analysis of the gOMP in the noiseless and noisy scenario, respectively, and conclude the paper in Section VI.
We briefly summarize notations used in this paper. For a vector x ∈ R n , T = supp(x) = {i|x i = 0} represents the set of its non-zero positions. Ω = {1, · · · , n}. For a set S ⊆ Ω, |S| denotes the cardinality of S. T \S is the set of all elements contained in T but not in S. Φ S ∈ R m×|S| is a submatrix of Φ that only contains columns indexed by S. Φ ′ S means the transpose of the matrix Φ S . x S ∈ R |S| is an vector which equals x for elements indexed by S. If Φ S is full column rank, then Φ †
is the pseudoinverse of Φ S . span(Φ S ) stands for the span of columns in Φ S . P S = Φ S Φ † S is the projection onto span(Φ S ). P ⊥ S = I − P S is the projection onto the orthogonal complement of span(Φ S ).
II. PRELIMINARIES
In this section, we provide lemmas and propositions that will be used throughout the paper. Let Γ k = T \T k , then Γ k is the set of remaining (unselected) support indices after k iterations of gOMP (see Fig. 1(a) ). Here and in the rest of the the paper, we assume without loss of generality that
Also, for notational convenience we assume that {x i } i=1,2,··· ,|Γ k | are arranged in descending order of their magnitudes, (i.e., |x 1 
does not necessarily have 2
. . .
Then, we can easily check the following inequalities.
The following lemma provides an upper bound of r k 2 2 . Lemma 2.2: The residual r k of gOMP satisfies
Proof: See Appendix A.
The following proposition provides a lower bound of r l 2 2 − r l+1 2 2 (l ≥ k) for gOMP algorithm. Proposition 2.3: Let x ∈ R n be any K-sparse vector supported on T , Φ ∈ R m×n be a measurement matrix, and y = Φx + v be the noisy measurements. Then for a given Γ k and any integer l ≥ k, the residual of gOMP satisfies
where τ = 0, 1, · · · , ⌈log 2
Proposition 2.4 can be viewed as a generalized version of [10, Proposition 3.4] . From this proposition, one can further obtain the following proposition, which will play a key role in our analysis.
Proposition 2.4:
Proof: See Appendix C.
III. RECOVERY OF SPARSE SIGNALS USING GOMP
In this section, we study the performance of gOMP algorithm in recovering sparse signals in both the noiseless and noisy scenarios. We first provide a condition under which gOMP perfectly recovers sparse signals in the noiseless scenario. In this scenario, gOMP can recover any K-sparse signal x accurately as long as all support indices of the signal x are chosen. When the iteration loop of gOMP is finished, of course, it is possible that the estimated support T f contains indices not in T . Even in this case, the final result is unaffected and the original signal x can be perfectly recovered as long as
Clearly, it is of importance to find out the iteration number f satisfying T ⊆ T f .
Theorem 3.1 (Exact recovery condition for gOMP):
n be any K-sparse vector supported on T and Φ ∈ R m×n be the measurement matrix. Then for any positive κ, which is a multiple of 
One can interpret from Theorem 3.1 that after performing k iterations of gOMP, the remaining support indices in Γ k will be selected within ⌈ 
N ⌉, and s = 7K + N − 1. Since δ N ≤ δ s and δ K ≤ δ s in this setting, one can verify that (18) holds under δ 7K+N −1 ≤ 0.0231.
Next, we consider the recovery performance of gOMP in the noisy scenario where the measurements are expressed as y = Φx + v. Due to the addition of noise v, the perfect reconstruction of x cannot be guaranteed, and hence, we use the ℓ 2 -norm of recovery distortion as the performance measure.
Theorem 3.3 (Stable recovery under measurement noise):
Let x ∈ R n be any K-sparse vector supported on T , Φ ∈ R m×n be a measurement matrix, and y = Φx + v be the noisy measurements. Then for any positive κ, which is a multiple of 1 2 , and integer s = (4κ
and
provided that
One can interpret from Theorem 3.3 that after performing k iterations, gOMP will produce a stable recovery of x within ⌈ n be any K-sparse vector, Φ ∈ R m×n be a measurement matrix, and y = Φx + v be the noisy measurements. Then under δ 11K+N −1 < 0.0627, gOMP satisfies x
where C is a constant. Proof: Applying k = 0 and κ = 2.5 in Theorem 3.3, we have
N ⌉, and s = 11K + N − 1. In this case, δ N ≤ δ s and δ K ≤ δ s , and hence one can easily show that (21) holds under δ 11K+N −1 ≤ 0.0627.
Remark 1 (Stability):
We have shown that under the RIP, gOMP can perform a stable recovery of sparse signals under measurement noise. Although we are primarily interested in recovering sparse signals, the result can readily be extended to more general scenarios where the underlying signal is not exactly K-sparse. In essence, our result closes the gap between the theoretical performance of gOMP and other stable recovery approaches (e.g., the BP [17] , [18] , ROMP [19] , and CoSaMP [20] ).
Remark 2 (Measurement Size):
It is well known that a random measurement matrix Φ ∈ R m×n which has i.i.d. entries with Gaussian distribution N (0, 1 m ) obeys the RIP with δ K < ε with overwhelming probability if [16] 
[11] is applied, one can check that the gOMP can recover any K-sparse signal given
Gaussian random measurements of that signal. Whereas, using the proposed bound δ 7K+N −1 ≤ 0.0231, one can obtain m = O K log n K , which is better than the previous result, in particular for large K.
Remark 3 (Recovery Bounds):
In Corollary 3.2 and 3.4, we have used κ = 1.5 and κ = 2.5 to obtain recovery bounds for gOMP in noiseless and noisy scenario, respectively. For sure, when different κ is used, one can obtain different recovery bounds. Fig. 2 displays a series of recovery bounds (i.e., the upper bounds of δ s ) as a function of κ for the noiseless and noisy scenarios. We observe that the overall behaviors for two scenarios are analogous. For both cases, the upper bound of δ s increases monotonically with κ.
Remark 4 (OMP):
OMP is a special case of gOMP for N = 1. Although the performance of OMP is not better than gOMP, it has been shown that the gap can be reduced when OMP runs more than K iterations. In particular, when the number of indices chosen by OMP is similar to that of gOMP, recovery performances of the two become comparable. 3 In fact, there have been some studies on the recovery performance of OMP when it runs more than K iterations [7] - [10] . In [8] , Zhang showed that under δ 31K < 0.3333, the stable recovery of K-sparse signals can be achieved in 30K iterations. It is interesting to mention that we can also derive recovery bounds for OMP running more than K iterations using Theorem 3.1 and 3.3. Indeed, by applying N = 1 in Theorem 3.3, s = (4κ + 1)K and (21) becomes
Using relaxations δ 1 ≤ δ s and δ K ≤ δ s to (22), one can obtain the recovery bounds of OMP in the noisy scenario.
In particular, when κ = 6 (i.e., s = 25K), the maximum number of iterations becomes 24K, and one can easily check that (22) is guaranteed by δ 25K ≤ 0.3589, which is better (less restrictive) than δ 31K < 0.3333 [8] .
IV. PROOF OF THEOREM 3.1
A. Sketch of Proof
Our proof is based on the mathematical induction on |Γ k | (i.e., the number of remaining support indices after k iterations). First, when |Γ k | = 0, T ⊆ T k so that no more iteration is required. Next, we assume that for
Under this assumption, we will show that when (18) is satisfied then there exists
such that T ⊆ T f .
In the induction step (when |Γ k | = γ), we first show that a decent amount of support indices in Γ k can be selected within a specified number of additional iterations. To be specific, let
where κ (> 0) is a multiple of 
Thus, by performing a few more iterations (starting from the (k L + 1)-th iteration), all the support indices can be selected. Specifically, since (25) directly implies that |Γ kL | ≤ γ − 1, by the induction hypothesis it requires at most ⌈ 4κ|Γ k L | N ⌉ iterations to select the rest of support indices in Γ kL . 4 Hence,
The key idea of the induction step is illustrated in Fig. 3 . We next show that the total number of iterations of gOMP is upper bounded by k + ⌈ 4κγ N ⌉. From (26), it is clear that (23) holds true whenever
Then by using (25), one can easily show that (23) is guaranteed when
Now, in proving f ≤ k + ⌈ 4κγ N ⌉ in the induction step, what remains is the verifications of (25) and (28). 
B. Proof of (25)
Before we proceed, we briefly explain the key steps for proving (25) 
L−2 N and hence an alternative form of (25) is
Further, recalling that {x i } i=1,2,··· ,γ are arranged in descending order of their magnitudes (i.e.,
Let B u and B ℓ denote the upper bound of x Γ k L 2 2 and the lower bound of x Γ k \Γ k L−1 2 2 , respectively. That is,
Then, one can easily check that (30) holds whenever B u ≤ B ℓ . Also, since (30) is a sufficient condition of (29) and (29) is equivalent to (25), one can conclude that (25) can be guaranteed under B u ≤ B ℓ . 6 Let's first find out the upper bound
where (32) is due to y = Φx in the noiseless scenario and (33) is from the RIP ( x − x kL 0 ≤ |T ∪ T kL |). Thus,
We next find out a lower bound
2 . By applying Proposition 2.4 to r k1 , r k2 , · · · , r kL , we have
where we used the facts that v = 0 in the noiseless scenario and that for
From (17) and (24), we have
, then (36)-(38) can be rewritten as 
Since κ is a multiple of 1 2 , we further have
In summary,
After some manipulations, one can easily check that
By applying Lemma 2.2 for v = 0, we have
where (47) is from the RIP (|Γ k | ≤ γ) and (48) uses
Also, from the definition of L in (13)- (16), we have
(50)
Substituting (49) into (50), we have
(µη)
When 0 < µη < 1, we further have
Thus, the desired lower bound
As mentioned, it suffices to show B u ≤ B ℓ to prove (25).
Using (35) and (53), we have
Since 0 < µη < 1 and
, by choosing µη = 
From the monotonicity of isometry constant, we have
Using (56) and (57), (55) can be rewritten as
From (58), it is clear that B u ≤ B ℓ under
Equivalently,
We now investigate the order |T ∪ T kL | of the isometry constant δ |T ∪T k L | in (60). First, we observe that
where (61) is from (25). Noting that
where (63) is from Lemma 2.1, (64) is due to γ = |Γ k | ≤ |T | = K and k L ≤ f (see Fig. 3(b) ), and (65) follows from the fact that f ≤ ⌈ 4κK N ⌉. Denoting s = (4κ + 1)K + N − 1 and using (60) in (67), one can show that (25) holds under
C. Proof of (28)
In this subsection, we show that
where (70) is from the fact that |Γ
Then it follows that
which completes the proof of (28).
V. PROOF OF THEOREM 3.3
A. Sketch Proof of (19)
The proof of (19) is similar to that of Theorem 3.1 in the sense that it is based on the mathematical induction of the number of remaining indices |Γ k | after k iterations. We first consider the case when |Γ k | = 0. In this case, all support indices are selected and
Next, we assume that for
Under this assumption, we show that when
we show that a decent amount of indices in Γ k is selected within a specified number of additional iterations. Specifically, we show that gOMP algorithm selects more than 2 defined in (24) ). In other words, the number of remaining support indices |Γ kL | after k L iterations of gOMP satisfies
Since |Γ kL | ≤ γ − 1, it is clear from the induction hypothesis
⌉ iterations, the ℓ 2 -norm of gOMP residual fails below a constant multiple of the noise energy. Since the ℓ 2 -norm of the residual is a deceasing function of the iteration number ( r i 2 ≤ r j 2 for i ≥ j), if we show that
then we must have f ≤ k + ⌈ 4κγ N ⌉ and the induction step is completed. In fact, using (75) and (76), one can easily show that (76) holds whenever
Since we already proved this in (73), we can conclude that (76) holds true and hence the induction step is completed. Now, what remains in the induction step (when |Γ k | = γ) is the proof of (75), which will be presented in the next subsection.
B. Proof of (75)
The proof of (75) is similar to the proof of (25). Instead of directly checking (75), we show that the sufficient condition of (75) is true. To be specific, we show that
To do so, we first construct lower and upper bounds of r kL 2
and then derive a condition guaranteeing (77). First, we build a lower bound of r kL 2 2 . Noting that x − x kL 0 ≤ |T ∪ T kL |, we have
Next, we find out an upper bound of r kL 2 2 . By applying Proposition 2.4, we have
Using (41), we further have
. After some manipulations, we have
By applying Lemma 2.2 (i.e., r
2 ) and 6 Recalling that {x i } i=1,2,··· ,γ are arranged in descending order of their magnitudes (|x 1 
consists of γ − 2 L−2 N most non-significant elements in x Γ k , and therefore (77) is a sufficient condition of (75). also noting that
(85)
where (85) uses the RIP ( (13)- (16), we have
for τ = 0, 1, · · · , L. Substituting (87) into (86), we have
Hence, the upper bound of r kL 2 is
Now, using the lower bound in (78) and the upper bound in (90), we have
.
, one can show that α ≤ 1 is guaranteed by
Further, noting that
We consider the case when
2 . In this case, (91) implies that
and hence (75) holds true. The alternative case (i.e., β
C. Proof of (20) So far we have shown that (19) holds true under (21) and we are now ready to prove (20) . First, we observe that
where (95) is due to the RIP. We now consider the order |T ∪ T f | of the isometry constant δ |T ∪T f | . Note that
where (97) is because k L ≤ f and f ≤ ⌈ 4κK N ⌉, and (98) is due to (75). Since |T ∪ T f | is an integer, we have
where (100) is from Lemma 2.1 and (101) is due to |Γ k | ≤ K. Let s = (4κ + 1)K + N − 1, then using (95), we have
Recalling from (19) that
we further have
which completes the proof of Theorem 3.3.
VI. CONCLUSION
With the aim to enhance the recovery performance of OMP, gOMP algorithm has been proposed. Unlike OMP selecting one index in each iteration, gOMP chooses multiple indices, which helps to catch more than one support indices in each iteration. While gOMP has been shown to be competitive empirically, little has been known whether it can perform a uniform recovery of sparse signals under a natural RIP. In this paper, we have shown that gOMP performs an exact recovery of any K-sparse signal in noiseless scenario, provided that δ 7K+N −1 ≤ 0.0231. We have also shown that in the noisy scenario gOMP can provide a stable recovery of any K-sparse signal from its perturbed measurements under δ 11K+N −1 < 0.0627. It is worth mentioning that the stability result can be readily extended to the more general scenario where the underlying signals to be recovered are approximately sparse. Also, the presented proof strategy might be useful to obtain an improved recovery bound of greedy algorithms derived from the OMP. 
From (107) and (108), we have
where (109) is from T \(T k ∩ T ) = T \T k = Γ k .
APPENDIX B PROOF OF PROPOSITION 2.3
The following lemmas are useful in the proof of Proposition 2.3.
Lemma B.1: Let u, z ∈ R n be two distinct vectors and let W = supp(u) ∩ supp(z). Also, let U be the set of N indices corresponding to N most significant elements in u. Then for any integer N ≥ 1,
Proof: We first consider the case 1 ≤ N ≤ |W |. Without loss of generality, we assume that W = {1, 2, · · · , |W |} and 
where (113) (116)
where (116) follows from the fact that 
which is the desired result.
The following lemma characterizes the reduction of residual (in ℓ 2 -norm) in the (l + 1)-th iteration of gOMP.
Lemma B.2: Let x ∈ R
n be any K-sparse vector supported on T and Φ ∈ R m×n be the measurement matrix with unit 7 We note that when ⌈ 
Furthermore, we have
