Abstract
Introduction

23
Range expansions are ubiquitous in natural populations, and they are responsible for numerous biolog-24 ical phenomena. Range expansions result in a series of founder events that cause the newly founded
wheref S is the average allele frequency of all alleles in population S, and f S,l is the number of derived 103 copies of allele l in the sample from population S. Equivalently, ψ can also be defined in terms of the 104 two-dimensional site frequency spectrum (2D-SFS):
However, our simulations show that heterozygosity is larger in the center of the habitat than near the is independent of the sampled deme. However, the observed gradient in heterozygosity has been observed 143 previously and explained by longer coalescence times for a sample taken close to the boundary [37, 38] 144 and it is worth noting that this effect is much weaker in a two dimensional population.
145
On the other hand, F ST and ψ behave in similar ways in both 1D and 2D models ( apart from the origin will have a symmetric SFS, resulting in a ψ close to zero.
154
Various significance tests can be used to determine the significance of ψ between two populations; for 155 the case of n = 2 in both samples we can simply perform a binomial test on the absolute frequencies f 21 156 and f 12 . If their proportions differ significantly from 0.5, we can reject the null hypothesis of symmetric take linkage into account we use a computationally more intensive block-jackknife approach [39, 40] to 162 analyse our real data.
163
In Figure 3 we show the effect of the most important parameters on our ability to reject the null 164 hypothesis of isolation-by-distance for pairs of samples of size two. For all parameters, we find that using 165 the directionality index results in higher power than comparing differences in heterozygosity, while false-166 positive rates are low and roughly the same for the two methods. We find that we have comparatively expansion events is high, the founder effects caused by the expansion will become less important relative 178 to genetic drift between expansion events, weakening the signal of the expansion. In this scenario, the 179 power of heterozygosity to detect an expansion decays much faster than the power of ψ. Finally, we note 180 that the false positive rate, denoted in grey and pink in Figure 3 , is independent of both the distance 181 between loci and the number of SNPs.
182
Inferring The Origin Of A Range Expansion
183
In addition to showing that range expansion occurred, the results in Figures 1 and 2 already rejected isolation-by-distance, we know that i and j are equally far from the origin and the origin 198 must therefore lie on the line perpendicular to the line through i and j.
199
If we had three or more loci all at the same distance from the origin (so that the pairwise ψ values
200
are all zero), we could thus infer the origin as the center of the circle passing through the three points.
201
In general, however, ψ will be non-zero. In that case, we know from elementary geometry that the set of parameter that describes how much the allele frequency increases per unit distance from the origin. For 209 more than three samples the system is overdetermined and, rather than solving the system of equations 210 explicitly, we use weighted non-linear least squares.
211
We first illustrate this approach on simulated data, where we sample a regular grid ( Figure 5 . We confidence decreases when we reduce the number of samples. Furthermore, the see from Panels C and D
226
that the origin is slightly biased towards the center of the population. This is again due to a boundary 227 effect, and goes away if we take all samples at least 10 demes away from the boundary of the population.
228
To assess the properties of this method more systematically, we report root mean squared error increasing numbers of SNP, we also tested the effects of sampling on a grid versus taking samples from 242 random locations. It might be assumed that the latter scenario is closer to a realistic sampling scheme.
243
Interestingly, we found only negligible differences, indicating that the sampling locations are only a minor 244 issue unless the sampling locations are very skewed (e.g. a transsect sample).
245
Changing the position of the origin has little effect on the RMSE for the first 30 distance units,
246
indicating that we have good accuracy if the origin is not close to the border. If there is an expansion 247 that started outside the sampled range, the method will perform significantly worse. This has two causes:
248 first, we would expect it to be easier to infer the origin if it lies in the middle of the sample, as compared
249
to an origin that is far away from all samples. This part also explains the difference between samples 250 taken on a grid and random samples: In the grid, the corners are systematically sampled (since we force 251 a grid sample to be there), whereas in many random samples there may be fewer samples on one side of 252 the origin than on the other, resulting in a loss of accuracy. A second factor resulting in reduced accuracy 253 are again boundary effects, which skew the effect of the expansion if it happened close to the boundary.
254
We focus our attention on the effect of the parameters of the expansion (6C- 
Adding Environmental Complexity
264
The previous section assumes an idealized population in a homogeneous habitat. In practice, however,
265
habitats are heterogeneous and barriers to gene flow and pathways of expansion are often very important.
266
In the following sections, we show how our method performs in slightly more complex scenarios. First,
267
we allow demes with different population sizes. While we kept the mean size of demes the same, we 268 followed [42] some deme sizes will become effectively zero in size and this greatly reduces the accuracy of the location 286 estimate, indicating that significant barriers to gene flow make our location estimate less precise.
287
Barriers 288 We can use pairwise directionality indices to gain information about colonization paths, i.e. the corridors 289 through which the population expanded. We approach this problem by interpreting a set of pairwise we can obtain an ordering of all samples by simply summing all ψ values that sample is involved in:
The lowest value of ψ i among the samples denotes the sample that was taken closest to the origin, and 302 the highest value of ψ i is the sample furthest along the expansion. In Figure 7B we show that both the 303 maximum spanning tree and the ordering are useful tools and able to identify the barriers. transformed this into a Z-score. As expected from a data set with several hundred thousand loci, the 324 vast majority of comparisons were highly significant, with a median absolute Z-score of 28.1, and a mean 325 absolute Z-score of 41.9 across all comparisons made. Globally, we could make out four major clusters indicating that they are closest to the origin of humans. They are followed by the Biaka-and Mbuti-pygmies, which are have negative ψ values when compared to the San. This is followed by the southern
333
Bantu sample, and a cluster consisting of Yerubans, Luhya, Mandenka and Northern Bantu, each having 334 a negative ψ for other previously mentioned populations, and positive scores for all other populations.
335
The African populations furthest away from the origin were the Maasai and Mosabite, the latter being 336 very distinct from the sub-Saharan populations.
337
The closest populations outside Africa are the Bedouin and Palestinian populations, both from the 
356
We also tested our ability to infer the origin of humans using the TDOA approach. 
395
That a recent expansion is easier to detect than an older one is also easily explained by the eventual 396 convergence to equilibrium isolation-by-distance pattern, and similarly, a rapid range expansion leaves where ψ is zero for the first ten demes. Here, migration had enough time to undo the effect of the range 409 expansion in the demes that are further away from the origin.
410
In the origin estimation section, we find that we can get surprising accuracy with relatively little data. that is closest to the origin, which in many cases might suffice to support or reject a hypothesis. Also,
431
we have shown that we can apply graph algorithms to get a representation of the migration pattern that 432 leads to meaningful interpretation.
433
Human Genetic Diversity
434
When analysing the human data sets, we found that i) ψ scores are correlated with distance and ii) if this does not tell us the direction of the expansion. Let ||S i , S j || denote the Euclidean distance between 505 two points S i and S j . Then,
where O denotes the unknown origin ψ i,j is the directionality index between samples S i and S j and v is 507 a constant that links space to allele frequency (i.e how much does the allele frequency change per unit 508 of space). In words, ψ i,j is approximately proportional to the difference of the distances ||S i , O|| and 509 ||S j , O|| (see also Figure 5 ). We assume that the sampling locations of S i and S j are known without 510 error, and that ψ i,j can be estimated from genetic data, along with its sample variance Var(ψ i,j ). We for ψ, subtract ψ from the equation and sum over all pairs of samples:
In most biological application, space will be two-dimensional and therefore we can make this equation 515 more explicit by writing O = (x, y) and
The variance terms correspond to weighting terms; terms where ψ has a high variance are weighted down,
517
whereas terms where we can infer ψ with high accuracy are given a larger weight. We can then find a 518 solution to this equation using nonlinear least squares.
519
Society 68: 87-112. . Simulations were performed on a 101 x 101 deme stepping stone model, and a diagonal transect from demes at coordinates (0,0) to (100,100) was sampled, and all pairwise statistics were calculated. Blue regions correspond to regions where F ST and ψ are very low (below 1%). The orange and grey regions denote areas with positive and negative ψ, respectively. An Whereas F ST behaves qualitatively similar under both models, the behavior of ψ is very different. Under isolation-by-distance, ψ is very close to zero, with some deviations due to boundary effects. Under an expansion, however, we see a clear signal of an expansion for all demes, except demes that are very close to each other, or demes that have the same distance to the origin, but in different directions. Black dots corresponds to using the directionality index, and the red dots were generated using the difference in heterozygosity as a statistic. The grey dashed line at 0.05 gives the expected proportion of false positives under the null hypothesis. Baseline parameters for the simulations were of 2 chromosomes (one diploid individual) at each location sampled, with locations a distance of 50 each other. Each sample consisted of 1,000 independent SNPs shared between the two populations. Significance was assessed using a binomial test. Figure 4 . Illustration of the method used to infer the origin of a range expansion. The black and grey points correspond to genetic samples taken, the white point corresponds to the (unknown) origin of the expansion. Using the directionality index ψ, we can infer the difference in distance from the samples to the origin (orange line). The set of all points that has the same difference in distance to the origin corresponds to the arm of a hyperbola (yellow), with some candidate points outlined with the dashed point. Using a second pair of points (the grey and top black point), we can identify a second hyperbola, and find an unique location of the origin. In practice, we use more than three sampling locations. Sampling noise will cause the hyperbolas to not intersect in a single point. We use a least-squares criterion to estimate the location of the origin. We simulated two expansions that originated at the same time from origins indicated by the blue crosses. The color gradient in the background corresponds to the time of colonization time of each deme. We address the problem of inferring the origin of multiple expansions using a two-step procedure. First, we cluster the samples into discrete clusters (red and black, respectively) and then estimate the expansion signal and origins independently for the clusters, resulting in high accuracy for both origins (green X). The right panel shows the inferred migration patterns after a transitive reduction (grey/red arrows) and a maximum spanning tree (red arrows). 
