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Chapitre 1
Introdution et Motivations
1.1 Identiation des systemes dynamiques
L'identiation des systemes dynamiques omplexes, ou tout simplement identiation,
designe l'ensemble des methodologies pour la modelisation mathematique des systemes, basee
sur des mesures reelles a partir du proessus [Soderstrom et Stoia, 1989℄ [Ljung, 1999℄.
Cette identiation doit non seulement fournir un modele nominal pertinent, 'est a dire
un modele qui repond en un ertain sens le plus delement aux mesures, mais aussi, une
estimation able des erreurs ommises. Il y a lassiquement deux approhes pour derire es
inertitudes. La premiere est developpee dans un ontexte statistique omme le stohasti em-
bedding [Goodwin et al, 1999℄ ou la methode ditemodel error modelling [Reinelt et al, 2002℄,
tandis que la deuxieme approhe s'appuie sur des hypotheses deterministes, telles elles de
l'existene d'erreur d'identiation inonnue, mais bornee, omme dans les tehniques d'iden-
tiation dites set membership [Garulli et al, 2000℄.
La modelisation permet de formaliser le omportement du proessus etudie a l'aide d'une
representation, a partir de laquelle il est possible de omprendre, ommander ou ameliorer le
fontionnement du proede analyse. Deux approhes peuvent e^tre envisagees pour modeliser
un systeme :
1. La premiere dite "expliative", qui fait appel a l'analyse phenomenologique, et qui
onsiste a regrouper, generalement sous forme de systemes dierentiels, algebriques ou
symboliques, les lois et relations de la physique qui derivent la dynamique du proessus.
On parle alors de modele de type "bo^te blanhe" ou "bo^te grise" suivant la omplexite
du modele nal. Nous pouvons y distinguer deux familles de modeles :
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{ non-parametriques, orrespondant a des modeles non-strutures.
{ parametriques, orrespondant a des modeles strutures.
2. La deuxieme dite "omportementale", souvent utilisee pour des systemes multi-physiques
omplexes. En eet, la omplexite du proede a modeliser est telle qu'il est diÆile,
voire impossible, de onna^tre ou d'assoier les lois physiques gouvernant la dynamique
du systeme de faon su^re. Il est alors neessaire de faire appel a un modele "bo^te noire"
(ou modele de omportement), onstruit a partir des donnees entree/sortie du proede.
L'objetif majeur de e modele est de reproduire au mieux le omportement du pro-
essus identie. Les parametres de e modele sont la plupart du temps diÆilement
interpretables physiquement, ou tout du moins, le peuvent-ils mais de faon indirete.
D'une faon plus generale, que l'on utlise les lois de la physique ou des donnees experimentales
pour determiner respetivement la struture du modele ou les valeurs numeriques des pa-
rametres, plusieurs situations sont envisageables, determinees par la preision des lois de la
physique et/ou par la faisabilite des essais experimentaux :
{ les lois de la physique permettent de modeliser delement le systeme et les valeurs des
parametres peuvent e^tre trouvees de maniere preise. Alors, le reours aux donnees
experimentales peut e^tre limite a des ns de validation de modele.
{ les systemes se trouvent derits de maniere fort impreise par les lois de la physique
et les essais experimentaux peuvent e^tre eetues failement. Il est plus simple alors,
d'utiliser es derniers a la fois pour determiner la struture du modele et les valeurs
numeriques des parametres.
{ omme situation intermedaire, les lois de la physique peuvent permettre de determiner
la struture du modele, et les valeurs des parametres sont alors estimees a partir de
donnees experimentales.
Nous nous interesserons par la suite aux modeles parametriques et dans un premier temps
au hoix du type ou struture de modele retenu.
1.2 Choix du modele d'identiation
Le hoix de tout modele depend largement de sa nalite, 'est a dire de l'usage qui lui est
destine. Ainsi, on peut distinguer :
{ les modeles pour la ommande qui doivent avoir une struture simple. En eet, les
objetifs de ontro^le doivent e^tre generalement satisfaits dans une bande de frequene
2
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assez etroite. Un bon modele de ommande doit don essentiellement representer la
dynamique du systeme dans e domaine de frequene. De plus, la struture peut e^tre
imposee par la methodologie de ommande hoisie, diretement liee a es objetifs.
Dierents types de modeles a entrees exogenes sont alors utilises [Ljung, 1999℄ :
1. des modeles dits lineaires pour lesquels le signal de sortie, dite predite, varie
lineairement ave le veteur parametre et dont le regresseur du prediteur as-
soie ne depend que des donnees experimentales entrees/sorties. Citons l'exemple
du modele ARX [Rao, 1973℄ [Draper et Smith, 1981℄.
2. des modeles dits pseudolineaires pour lesquels le signal de sortie varie pseudo-
lineairement ave le veteur parametre et dont le regresseur depend aussi de e
veteur.
Citons les modeles OE et ARMAX ou Box-Jenkins [Dugard et Landau, 1980℄
[Kabaila et Goodwin, 1980℄ [Astrom et Bohlin, 1965℄ [Box et Jenkins, 1970℄.
{ les modeles de simulation et d'analyse dont l'objetif est de rendre ompte de l'ensemble
de la dynamique du systeme font appel a des strutures plus omplexes. Dans le as
de modeles d'analyse, la struture peut aussi e^tre imposee dans le but de failiter son
interpretation.
Une fois la struture de modele hoisie, l'estimation de ses parametres a partir de donnees
experimentales est onditionnee a la notion d'identiabilite du modele. On dit qu'un modele
est identiable si on peut distinguer deux modeles ave des valeurs dierentes du veteur
des parametres [Walter et Pronzato, 1997℄. Le onept d'identiabilite onerne l'unique
representation d'une desription d'un systeme donne dans une struture de modele donnee.
Ljung dans [Ljung, 1999℄(hapitre 4 p. 112) a developpe en details e probleme d'identiabi-
lite en introduisant la notion de vrai systeme (true system), note S. SiM est une struture
de modele et M () un element de M orrespondant au veteur parametre partiulier ,
alorsM est globalement identiable si S =M (
0
) ou 
0
est le veteur parametre derivant
exatement S. Theoriquement, l'etude de l'identiabilite doit fournir la bonne strutureM a
laquelle le vrai systeme appartient et don ave laquelle nous devons travailler. En pratique,
l'etude etant trop omplexe, on ommene par hoisir une struture suggeree par l'objetif
de l'appliation, tout en tenant ompte des onnaissanes physiques a priori, 'est-a-dire une
struture a laquelle le vrai systeme a de tres fortes hanes d'appartenir. En eet, e ompro-
mis nous permet, sans le garantir totalement, de s'approher des onditions d'identiabilite.
On peut a tout moment, e^tre amene a hanger la struture M retenue, si besoin est. Une
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fois M hoisie, la determination des valeurs des parametres du modele M () s'eetue par
la minimisation d'un ritere d'estimation lie a une norme sur les erreurs ommises, omme
nous allons le preiser.
1.3 Criteres d'estimation
1.3.1 Criteres en normes L
2
et L
1
Nous avons presente de faon generale la notion demodele nominal omme elui repondant
au mieux au omportement reel du proessus en un ertain sens. Il nous appartient main-
tenant de preiser e que l'on entend par la : 'est le ro^le du ritere d'estimation hoisi.
Il evalue quantitativement la apaite de haque element d'une struture de modele hoisie
a verier les donnees experimentales. Les riteres ouramment utilises sont bases sur l'er-
reur de predition de modele (erreur de sortie), qui orrespond aux methodes d'identiation
onnues sous le nom de methodes de l'erreur de predition [Ljung, 1974℄. Celles-i s'ap-
puient sur l'estimation d'un modele parametrique de bruit simultanement a elle du modele
du proessus dont les erreurs de predition, appelees aussi residus, sont aussi utilisees pour
aÆner le modele de bruit. Classiquement, le ritere d'estimation largement employe est e-
lui de la norme L
2
, appele aussi, ritere des moindres arres (LS riterion) [Astrom, 1968℄
[O'Donnell et Vining, 1997℄. Le aratere gaussien du bruit, souvent admis, failite l'identi-
ation parametrique par les moindres arres, malgre sa sensibilite statistique aux donnees,
en partiulier elles de grandes valeurs. C'est un defaut qui aete la onvergene de l'esti-
mateur, dont les proprietes asymptotiques ne satisfont plus totalement le theoreme entral
limite. Cependant, pour onserver les proprietes asymptotiques gaussiennes [Caines, 1976℄,
des tehniques de ltrage des residus [Liu et Jiang, 2004℄ ainsi que des methodes d'estima-
tion a erreurs bornees [Akay et Khargonekar, 1993℄ sont employees. On s'aranhit ainsi de
es grands earts, au aratere marginal, en les supposant dus aux aleas du systeme et/ou de
son environnement. Dans le as ou es earts ne sont plus marginaux et traduisent en fait un
ertain omportement dynamique du proessus, parfaitement legitime, l'emploi de es teh-
niques ne font qu'appauvrir les donnees d'informations sur le omportement reel du systeme
[Huber et Ronhetti, 2009℄(hapitre 1 p. 4) [Corbier et al, 2012℄. En fait, pour reduire ette
hyper sensibilite de l'estimateur, des solutions alternatives sont proposees, omme l'utilisation
du ritere des moindres sommes des deviations absolues (LSAD riterion) [Gentle, 1977℄, ap-
pele aussi, ritere d'estimation en norme L
1
. Il est plus robuste ar moins sensible aux grands
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earts des residus, mais neessite des algorithmes de minimisation [Phillips, 2002℄ plus om-
plexes. Dans [Gustafsson et Makila, 1996℄ [Khodabandeh et Amiri-Simkooei, 2011℄, les au-
teurs proposent une famille d'algorithmes qui onvergent de faon robuste, bases sur un ritere
au sens d'une norme L
1
. Rappelons les travaux interessants sur l'identiation de systemes
en norme L
1
dans le ontexte de l'erreur de predition, aboutissant a la fois, a une regle mo-
diee des riteres AIC et FPE d'Akaike [Carmona et al, 2003℄ et son appliation au ontro^le
atif du bruit dans un guide d'ondes aoustiques, en assoiation a la theorie du ontro^le
robuste [Carmona et Alvarado, 2000℄. Cependant, la norme L
1
presente tehniquement une
non-dierentiabilite en zero, omplexiant ainsi le adre formel de l'estimation LSAD. Ces
problemes tehniques peuvent e^tre resolus en proposant une norme mixte L
2
  L
1
, omme
nous allons le voir.
1.3.2 Critere en norme mixte L
2
  L
1
Entre le manque de robustesse de la norme L
2
aux grands earts des residus et le probleme
de derivabilite en zero de la norme L
1
, Huber [Huber, 1964℄ propose une norme robuste al-
liant les normes L
2
et L
1
, dont la premiere traite les residus de faibles valeurs et la seonde
traite les residus de fortes valeurs. La norme L
2
etant derivable autour de zero, le probleme de
non-dierentiabilite est ainsi resolu. L'auteur propose une fontion de densite de probabilite
(FDP) mixte f , minimisant l'information de Fisher, basee sur la norme mixte L
2
  L
1
. Il
presente le onept minimax, onsistant a minimiser le maximum de la variane/ovariane
asymptotique [Huber et Ronhetti, 2009℄(hapitre 4 p.71). Huber montre que l'estimateur
robuste appele M-estimateur (M omme un type du Maximum de vraisemblane) est la so-
lution d'une equation omposee d'une fontion, appelee 	-fontion, gradient de la norme
mixte L
2
  L
1
par rapport au veteur parametre  [Huber et Ronhetti, 2009℄(hapitre 3
p.46). L'idee de Huber est de herher des fontions de distribution minimisant l'information
de Fisher. La litterature des statistiques robustes presente dierents modeles de distribu-
tions dites perturbees ou modele de deviation distributionnelle, permettant de denir le adre
formel neessaire a l'analyse des estimateurs robustes. Ainsi, ayant prealablement deni un
espae de probabilites 
, topologiquement faible, Levy [Collins et Wiens, 1989℄, Kolmogorov
[Wiens, 1986℄ ou bien Prohorov [Prohorov, 1956℄ et enn [Huber, 1964℄ ave le gross error
model, proposent des metriques, araterisant l'eart entre deux distributions. La orruption
des erreurs de predition par des donnees atypiques de fortes valeurs, earte la distribution de
es residus de la distribution normale F
0
. Pour haun des modeles de deviation distribution-
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nelle, un parametre, note !, indique le niveau de ontamination de F
0
. Huber montre qu'une
faible deviation distributionnelle de la gaussienne, onduit le M-estimateur a des proprietes
de onvergene asymptotique en loi par appliation du theoreme entral limite. On parle
alors de loi de distribution normalement asymptotique. Ainsi, a l'hypothese forte d'erreurs
bornees lassiquement utilisee en estimation L
2
, Huber propose une hypothese plus faible
mais garantissant la onvergene de son M-estimateur, elle d'une 	-fontion bornee. An de
donner un nom a es valeurs atypiques des residus, Fox dans [Fox, 1972℄ denit le onept
d'outliers, omme etant des points isoles d'une serie temporelle. Dans son travail, il denit
deux types d'outliers : les outliers d'observation, qui apparaissent dans le signal de sortie du
proessus et les outliers d'innovation, qui eux, apparaissent dans les residus, provoques par
les innovations de la proedure d'estimation des parametres.
Dans la suite, on retiendra le adre formel du gross error model(GEM), modele de distribu-
tion mixte, base sur la norme de Huber, dans lequel ! designe le niveau de ontamination
de la gaussienne par les outliers d'innovation. La reponse, 'est-a-dire l'estimateur robuste
a ette distribution orrompue, utilise ette norme mixte, ajustee gra^e a un parametre,
nomme fateur d'ehelle (saling fator), note  = k, ou k designe la onstante d'aord
(tuning onstant) et  la deviation standard de la distribution normale. Pour une deviation
standard donnee, la onstante d'aord k denit la norme de Huber, dans le but d'avoir
premierement, une distribution orrespondante F appartenant au GEM, deuxiemement, de
plaer toute orruption en dehors de l'intervalle [ k; k℄ et enn, d'obtenir la minimisation
de l'information de Fisher. Cependant, la M-estimation, omme les autres (LS et LSAD),
presente l'inonvenient d'e^tre tres sensible a des points partiuliers, hautement inuenables
dans la proedure d'estimation, appeles point de rupture (Breakdown point BP) et point de
levage (Leverage point LP).
1.4 Points de rupture et de levage des M-estimateurs
de Huber
Le point de rupture (BP) [Donoho et Huber, 1983℄ est par denition la plus petite quan-
tite de la ontamination qui peut entra^ner un estimateur a prendre des valeurs aberrantes
[Hampel, 1968℄ [Hampel, 1971℄. A proprement parle, le BP d'un estimateur 
N
du veteur
parametre , est la plus grande quantite de ontamination (proportion de points atypiques)
que les residus peuvent ontenir, tel que 
N
puisse enore donner des informations pertinentes,
6
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et notamment, a propos de la distribution des points "typiques" [Maronna et al, 2006℄. Ma-
ronna dans [Maronna, 1976℄ ainsi que Martin dans [Martin, 1980℄, ont montre que dans un
modele AR(p) ou p est la dimension du veteur parametre, le BP du M-estimateur est inferieur
a 1= (p+ 1). Dans un modele ARMA [Martin et Yohai, 1985℄, e BP est egal a zero, signiant
que le M-estimateur n'est pas robuste dans e type de proessus. Dans le but d'eviter es
problemes, Mallow [Mallow, 1976℄ propose de remplaer les M-estimates par des M-estimates
generalises (GM-estimates). Cet estimateur borne l'inuene d'un outlier en lui attribuant un
poids plus faible. Enn dans [Maronna et al, 1979℄ et [Maronna et Yohai, 1981℄, les auteurs
montrent qu'alors, le BP deroit lorsque p tend vers l'inni.
Le point de levage (LP) est l'outlier d'innovation hautement inuenable qui, atteignant
une ertaine amplitude, provoque des dommages majeurs dans la proedure d'estimation.
Celui-i est deni omme un point a haute inuene de position dans l'espae fateur, a sa-
voir l'espae de dimension d lie a la matrie de regression [Hampel et al, 1985℄(hapitre 6
p.329) [Maronna et al, 2006℄(hapitre 5 p.124) [Huber et Ronhetti, 2009℄(hapitre 1 p.17).
Cela signie qu'il y a des regressions qui ontiennent des LP et d'autres pas. Le as des re-
gressions pseudolineaires et plus partiulierement elles liees aux strutures de modeles OE et
ARMAX, font appara^tre dans leurs regresseurs des points de levage. Ces points atypiques ont
ete tres etudies pour les estimateurs L
1
, notamment par Ellis [Ellis et Morgenthaler, 1992℄
[Ellis, 1998℄. Plus preisement, elui-i a introduit la notion de singularite qui est une forme
extre^me d'instabilite de l'estimateur. Si nous onsiderons une statistique Æ denie dans un
sous-espae dense X
0
d'un espae d'ehantillons X, alors un point x
0
2 X est une singularite
de Æ si lim
x!x
0
;x2X
0
Æ (x) n'existe pas. Le point ruial souleve par Ellis est qu'une singularite
est un danger pour l'analyse de donnees utilisant une statistique, me^me si nous n'obtenons
jamais x
0
. Par ontre, a notre onnaissane, les etudes des LP dans les M-estimateurs de
Huber restent tres marginales.
1.5 Intervalle de bruit et intere^t de son extension
Nous avons vu dans le paragraphe 1.3.2 que la onstante d'aord k ajuste la norme de Hu-
ber, dans le but d'avoir une distribution orrespondante F appartenant au GEM et de plaer
toute orruption en dehors de l'intervalle [ k; k℄, an de minimiser la matrie d'information
de Fisher. Le hoix de l'intervalle dans lequel k varie est don tres important. Cet intervalle est
appele intervalle de bruit (I
k
b
) [Chang et Guo, 2004℄. Il est naturellement lie a la nature de la
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regression, don, a la struture de modele pour laquelle l'identiation est eetuee. Lorsque
la regression est lineaire, et intervalle est donne par I
k
b
= [1; 2℄ [Hampel et al, 1985℄(hapitre
1 p.52) [Koh, 1999℄(hapitre 1 p.28) [Chang et Guo, 2004℄ [Maronna et al, 2006℄(hapitre
1 p.27) [Rie et Spiegelhalter, 2006℄ [Huber et Ronhetti, 2009℄(hapitre 1 p.19), orrespon-
dant a un niveau de ontamination ! < 12%. La distribution normale est ainsi faiblement per-
turbee par un nombre limite d'outliers d'innovation. En onsequene, le modele de deviation
distributionnelle ne presente pas vraiment de larges queues. Par ailleurs, il est surprenant de
onstater que dans ertains travaux, l'usage de ertaines valeurs de la onstante d'aord,
k = 1:345 [Fraiman et al, 2001℄ [Kuonen, 2005℄ [Giummole et Ventura, 2006℄ ou k = 1:5
[Sen Roy et Guria, 2009℄ [Gandhi et Mili, 2010℄, n'ait jamais ete lairement justiee pour e
type de regression.
Qu'en est-il lorsque la regression est pseudolineaire ? Rappelons d'abord que pour e type de
regression, le veteur des observations presente une struture nonlineaire ar il depend du
veteur parametre . D'autre part, omme nous le verrons par la suite, es modeles presentent
un meanisme interne d'une boule de retour, assimilable a une boule de ontre-reation.
Puisque la onstante d'aord k sert de reglage de la robustesse, l'idee a ete d'etendre l'in-
tervalle de bruit I
k
b
, dans le but, premierement, de traiter de nombreux outliers ave des
amplitudes elevees, ensuite, de reduire l'eet des points de levage et enn d'obtenir une
"meilleure regulation" de e meanisme interne (stabilisation de la boule interne de l'esti-
mateur). Le hoix d'etendre l'intervalle I
k
b
a ete onforte par une etude tres onrete sur une
nouvelle approhe de modelisation d'un systeme piezoeletrique par une struture de modele
OE [Corbier et al, 2012℄ . Les mirodeplaements (quelques dizaines de mirometres) dus
a un omportement lassique et normal de e apteur/ationneur, ont genere de nombreux
et importants outliers dans les residus, provoquant des dommages dans l'estimateur des
moindres arres. L'appliation des M-estimateurs de Huber et le hoix lassique de l'inter-
valle de bruit I
k
b
= [1; 2℄ se sont reveles sans resultat. Une extension de I
k
b
vers les faibles
valeurs, 'est-a-dire I
k
b
= [0:01; 2℄, a montre qu'il etait possible au M-estimateur de Huber de
onverger, en proposant des modeles pseudolineaires pertinents, ave un bon omportement
dans les basses frequenes, interessantes pour le ontro^le du dispositif, et ela pour des valeurs
de k egales a 0:0625 et 0:0875. Les premiers resultats enourageants que nous presenterons
dans le as de l'estimation robuste des modeles pseudolineaires, s'appuient sur l'hypothese
deja utilisee dans le as des modeles lineaires d'une 	-fontion bornee, hypothese beauoup
moins restritive que l'hypothese d'erreurs bornees niant par la me^me l'existene d'outliers.
Mais omme dans toute methodologie d'identiation, il ne saurait e^tre question de modeles
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estimes sans aborder les outils de validation neessairement assoies.
1.6 Criteres de validation de modeles
La validation de modeles pour la oneption de orreteurs robustes demeure enore
une ta^he deliate [Smith et Doyle, 1992℄ [Ljung, 1999℄(hapitre 16 p.491). Dans l'etape
de seletion de modele, les erreurs de modelisation, aussi appelees "erreur de biais", sont
balanees par l'inuene du bruit, enore appele terme de variane. Il est bien onnu qu'une
sous-estimation du nombre de parametres onduit a un modele insuÆsamment exible pour
derire onvenablement les donnees experimentales, alors qu'une surestimation se traduit par
une tendane a modeliser davantage le bruit que le systeme lui-me^me. Une solution satisfai-
sante pour traiter es deux types d'erreur est d'evaluer le modele andidat au moyen d'un
jeu de donnees dierentes de elles utilisees lors de son estimation (appelees donnees de vali-
dation). Classiquement, si e modele fournit les me^mes sorties, ou presque, que le proessus,
on dira qu'il n'est pas invalide. Cependant, dans le as defavorable ou l'on ne peut disposer
de telles donnees, pare qu'on prefere par exemple, utiliser toutes les donnees disponibles
pour une meilleure estimation, l'etape de validation est alors remplaee par une predition
de son omportement. Pour tourner la diÆulte, des termes additionnels sont utilises dans
le ritere d'estimation an de predire son evolution omme si de nouvelles donnees (fresh
data) lui avaient ete appliquees. Le meilleur exemple est le Final Predition Error (FPE) ri-
terion d'Akaike [Akaike, 1969℄. Parfois, un terme de omplexite est introduit dans le ritere
d'estimation pour equilibrer la qualite de l'ajustement au regard de la omplexite du modele
estime. Dans la litterature, les regles AIC [Akaike, 1974℄ et MDL [Rissanen, 1978℄ sont les
plus utilisees. L'approhe d'Akaike [Akaike, 1969℄ [Akaike, 1970℄, impliquant l'utilisation
d'un ritere de seletion de la omplexite du modele, a ete une avanee majeure. Il a propose
un ritere de seletion d'ordre du modele denit par :
FPE (d
M
) = 2
N + d
M
N   d
M
V
N

^

LS
N

(1.1)
ou N est le nombre de donnees, V
N
() est le ritere des moindres arres,
^

LS
N
l'estimateur
des moindres arres et d
M
la omplexite du modele. La valeur de d
M
pour laquelle le FPE
atteint son minimum est l'ordre estime du modele. Dans la litterature statistique, une version
robuste (RFPE) de e ritere appara^t dans [Yohai, 1997℄ et [Maronna et al, 2006℄(hapitre
5 p.169), mais seulement appliable aux modeles lineaires. D'autre part, e ritere RFPE
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n'inlut pas le niveau de ontamination ! du modele de deviation distributionnelle, fonda-
mental pour la omprehension des phenomenes observes
1.7 Problematique
Un ertain nombre de questions sientiques inompletement traitees viennent d'e^tre sou-
levees. Fore est de onstater qu'un probleme d'estimation robuste peut se formaliser de la
faon suivante. D'une maniere generale, le probleme a resoudre se ramene toujours a un
probleme de statistiques robustes (P
SR
) de series temporelles et s'enone omme suit
(P
SR
) : etant donne un ensemble E
N
o
de N observations ontenant des valeurs atypiques
et F
N
, une famille de modeles de distributions perturbees empiriques GEM de es observa-
tions, liee a la norme robuste de Huber et minimisant l'information de Fisher, existe t-il un
estimateur robuste

 
E
N
o

=  (F
N
) (1.2)
tel que 
 
E
N
o

soit le minimum d'un ritere d'estimation assoie a la norme de Huber ?
Nous pouvons proposer la formalisation d'estimation robuste en traitement de signal (P
TSR
)
et son lien intrinseque ave un probleme (P
SR
) de la faon suivante :
{ (P
TSR
)  (P
SR
) ou l'ensemble des N observations est l'ensemble des erreurs d'estima-
tion, dierene entre les valeurs mesurees (data) du signal y et la sortie du modele de
predition y^ retenu.
De me^me, le probleme standard d'estimation (identiation) parametrique robuste d'un
systeme en automatique (P
AUR
) se ramene enore a un probleme d'estimation robuste (P
SR
)
de la faon suivante :
{ (P
AUR
)  (P
SR
) ou l'ensemble des N observations E
N
o
est l'ensemble des erreurs d'es-
timation, dierene entre les valeurs mesurees du signal de sortie du systeme y et la
sortie du modele de predition y^ retenu.
Comme nous le voyons, resoudre un probleme P
TSR
ou un probleme P
AUR
se ramene toujours
a resoudre un probleme P
SR
.
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1.8 Axes de reherhe
L'identiation L
2
  L
1
dans le ontexte de l'erreur de predition, soure de ne pas
disposer d'autant d'outils et de regles methodologiques que les identiations L
2
et L
1
. Un
ertain nombre de resultats neessaires a la mise en plae d'une methodologie d'identiation
robuste omplete s'impose a nous. Ce travail de reherhe s'insrit dans une problematique
P
AUR
et s'artiule autour des points suivants :
1. Nous proposons a partir de la norme L
2
  L
1
de Huber
{ L'expression d'un ritere d'estimation robuste mixte (PREC), parametrable par la
onstante d'aord k, ompose d'une partie L
2
et d'une partie L
1
, traitant respeti-
vement les faibles residus et les outliers d'innovation.
{ De montrer la onvergene uniforme du PREC, en presene d'outliers dans les erreurs
de predition, sous l'hypothese d'une 	-fontion bornee.
{ L'expression de la matrie de variane/ovariane asymptotique du M-estimateur de
Huber prenant en ompte le niveau de ontamination ! du GEM et reliant ainsi la
notion de variane a sa ause, 'est-a-dire la ontamination.
2. L'etude de la propagation des outliers et le traitement des points de levage presents
dans une serie temporelle sont etudies et nous proposons
{ D'analyser la propagation des outliers dans les strutures de modeles ARX et OE.
{ De montrer que l'extension de l'intervalle de bruit I
k
b
vers les petites valeurs de k,
'est-a-dire I
k
b
= [0:01; 2℄, reduit la sensibilite de la borne superieure du biais de
l'estimateur aux points de levage.
{ De proposer une "loi" qui failite le hoix de la norme du Huber, dans le but de
reduire les eets de es points.
3. Une nouvelle approhe, nomme L
!
-FTE omme L
!
-Finite Taylor's Expansion, ap-
pliquee a la struture de modele OE est presentee et un adre formel speique est
developpe. Tehniquement, la pseudolinearite de son regresseur implique des expressions
non lineaires du gradient et du Hessien de son modele de predition [Ljung, 1999℄(hapitre
10 p.329). Dans le but d'etablir une linearisation de elles-i, un developpement de
Taylor limite par un entier L, appele ordre large [Soderstrom et al, 2003℄ est etabli et
une nouvelle methode de determination de L est proposee. Par ailleurs, dans un soui
d'elargir e adre formel, et plus preisement, rattahe aux proprietes asymptotiques
du M-estimateur de Huber et prenant en onsideration le niveau de ontamination du
GEM, sont etablies les expressions :
11
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{ Du L
!
-gradient et du L
!
-Hessien du PREC.
{ De la L
!
-matrie de variane/ovariane asymptotique du M-estimateur de Huber.
{ De la nouvelle formulation du ritere de validation de modeles : le L
!
-RFPE.
4. Un nouvel outil d'aide a la deision du hoix d'un modele dans la phase de validation,
nomme fontion de ontribution L
1
[Corbier et al, 2012℄ est presente. Nous montrons
preisement que les minima de ette nouvelle fontion, peuvent sous ertaines ondi-
tions, onrmer la omplexite des modeles valides par d'autres riteres, mais aussi
mettre en evidene la pertinene d'autres modeles.
Ce manusrit s'artiule autour de sept prinipaux hapitres :
Le hapitre 2 presente des generalites sur le probleme de statistiques robustes et apporte
des elements de reponse aux questions fondamentales : pourquoi des proedures robustes ?
Qu'est-e que devrait atteindre une proedure robuste ? Les tehniques basees sur le pre-
traitement des informations, notamment, les methodes lassiques de detetion et de ltrage
des outliers sont derites. Les aspets qualitatif, quantitatif et innitesimal de la robustesse
sont aussi abordes. Quelques lasses d'estimateurs robustes sont presentees a la n de e
hapitre.
Le hapitre 3 ommene par quelques generalites sur les proessus monovariables et
aborde l'approhe erreur de predition. Les strutures de modeles parametriques et plus par-
tiulierement les modeles ARX, ARMAX et OE sont presentes. Le onept d'identiabilite
est aborde en enonant les prinipales proprietes. Ce hapitre se poursuit par les methodes
d'estimation parametrique dans le ontexte de l'erreur de predition. Il sera partiulierement
aborde les methodes d'estimation des moindres arres et des variables instrumentales. La n
du hapitre presente le ritere de validation FPE d'Akaike et ses versions en norme L
1
et en
norme robuste dans le as de modeles lineaires.
Le hapitre 4 aborde le travail de reherhe proprement dit. Il ommene par proposer
un ritere d'estimation robuste parametre (PREC) dans l'approhe erreur de predition, en
introduisant deux ensembles d'index lies aux ontributions L
2
et L
1
. Le gradient et la matrie
Hessienne de e ritere sont etablis. Nous montrons par un theoreme de onvergene uniforme
que e ritere d'estimation est robuste aux outliers d'innovation et par son orollaire, que
l'estimateur robuste l'est aussi. L'approhe M-estimateur de Huber a seuil etendu (ETME,
12
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Extended Threshold M-Estimator) est developpee omme une onsequene de l'estimation
parametrique d'une struture de modele pseudolineaire.
Le hapitre 5 plus tehnique, presente l'approhe L
!
-FTE. Il est developpe une nouvelle
methode de determination de la limite L d'un developpement en serie de Taylor du gradient
et du Hessien du modele de predition. Ces expressions permettent ensuite de deduire la
L
!
-FTE du gradient et du Hessien du PREC. A partir de leurs expressions asymptotiques,
il est presente la L
!
-matrie de variane/ovariane asymptotique du M-estimateur de Huber.
Le hapitre 6 analyse la propagation des outliers dans les regressions des modeles ARX
et OE. Comme une onsequene de ette propagation, e hapitre aborde ensuite le traite-
ment des points de levage pour lequel nous proposons dans l'approhe L
!
-FTE, une eriture
de la ourbe inuene de Hampel, aboutissant a l'expression de la borne superieure du biais
de l'estimateur. Une loi failitant le hoix de la norme de Huber est alors presentee et nous
montrons que elle-i, pour des valeurs basses de la onstante d'aord, permet de reduire
la sensibilite du biais a es points hautement inuenables. Des simulations de types Monte
Carlo ont ete onduites sur un proessus simule OE dans le but de mettre en appliation e
adre formel. Les resultats sont presentes et disutes.
Le hapitre 7 presente une nouvelle formulation du ritere de validation de modeles
RFPE et/ou de hoix des modeles estimes : le ritere L
!
-RFPE ainsi que la fontion de ontri-
bution L
1
. Nous montrons que le premier ritere generalise elui d'Akaike dans le ontexte
des estimateurs L
2
  L
1
. L'etude de la fontion de ontribution L
1
est ensuite traitee. Nous
montrons preisement par un theoreme que e nouvel outil d'aide a la deision permet non
seulement de onrmer le hoix de la omplexite des modeles proposes par les riteres plus
lassiques, mais aussi de proposer de nouveaux andidats de grande qualite. Les proessus
simules et reels ont servi de support d'experiene pour valider le ritere RFPE et la fon-
tion de ontribution L
1
. Un autre intere^t d'utiliser le RFPE est qu'il onduit a retenir des
modeles de grande qualite et de omplexite reduite, e qui est tres appreie, notamment pour
l'utilisateur a la reherhe de bons modeles de ommande.
Le hapitre 8 expose le plus largement possible les resultats experimentaux eetues
sur deux proessus reels a identier. Nous avons hoisi deux proessus omplexes dont les
donnees de sortie presentent naturellement des outliers : un guide d'ondes aoustiques et un
13
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apteur/ationneur piezoeletrique. Pour le premier proessus, il nous faut trouver un modele
du systeme etudie dans les strutures ARX, OE et ARMAX, et ensuite, ne retenir que le
meilleur parmi es trois andidats. Les outils d'estimation et de validation, respetivement
PREC et L
!
-RFPE/fontion de ontribution L
1
, permettent de fournir des modeles robustes
de bonne qualite dans la gamme de frequenes utile pour la ommande. Pour l'identiation
du deuxieme proessus non lineaire, la reherhe de modeles ne se fait qu'ave des strutures
pseudolineaires OE et ARMAX. L'estimation et la validation s'eetuent ave le PREC et
la fontion de ontribution L
1
.
Le hapitre 9 expose une synthese des prinipales ontributions de e travail de these et
presente les travaux de reherhe futurs.
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Chapitre 2
Le probleme de statistiques robustes
2.1 Generalites
Ce hapitre presente un tour d'horizon des dierents onepts et aspets des statistiques
robustes. Nous ommenons par repondre a deux questions fondamentales onernant l'uti-
lite et la nalite d'une proedure robuste. Les tehniques basees sur le pre-traitement des
informations, notamment, les methodes lassiques de detetion et de ltrage des outliers
sont derites. Sont abordes ensuite les aspets qualitatif et quantitatif de es statistiques ou
les modeles de deviation distributionnelle sont presentes. L'approhe innitesimale autour
de la fontion inuene est developpee. Quelques lasses d'estimateurs robustes tels que les
M-estimateurs et les W-estimateurs sont presentees.
2.1.1 Pourquoi des proedures robustes ?
La statistique robuste, au sens non tehnique du terme, est onernee par le fait que
plusieurs hypotheses ommunement faites en statistique, telles que la normalite, la linearite
ou l'independene, sont des approximations de la realite. Une des raisons est l'ourene des
gross errors, provoquee par des points isoles dans les donnees, appeles plus ommunement
outliers. Le probleme des outliers est bien onnu et est probablement aussi vieux que les
statistiques. Une methode radiale a leur traitement est une rejetion subjetive ou l'appli-
ation d'une regle de rejetion formelle. Ces observations atypiques ou residus d'estimation,
sont tres souvent onsiderees omme des donnees orrompues, entra^nant une deviation de
la distribution normale vers une distribution dite orrompue a queues epaisses (heavy tails)
15
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[Huber, 1973℄. Une proedure robuste peut e^tre derite omme une proedure restant in-
sensible a es deviations des erreurs. En premier lieu, nous nous sommes interesses a la
robustesse distributionnelle, ou la forme de la vraie distribution devie faiblement a partir
d'un modele suppose, usuellement une loi gaussienne. C'est a la fois le as le plus impor-
tant et l'un des mieux ompris. Moins bien onnus sont les as ou d'autres hypotheses
statistiques omme l'independane des observations ou la symetrie des distributions, ne
sont pas toujours satisfaites. Ainsi, Tukey dans [Tukey, 1960℄ montre un manque drama-
tique de robustesse distributionnelle de quelques proedures lassiques. Nous savons que es
problemes de queues epaisses dans une distribution font exploser la variane de la deviation
des moindres arres (LS), et beauoup moins la deviation des moindres valeurs absolues
(LSAD) [Huber et Ronhetti, 2009℄(hapitre 11 pp. 281{287). Il est a noter que les notions
de "robustesse distributionnelle" et de "resistane a l'outlier" sont des notions synonymes.
Une proedure raisonnable, formelle ou informelle, de rejetion d'outliers eviterait don le
pire.
Nous pourrions ainsi attendre d'une proedure robuste les deux etapes suivantes :
{ Qu'elle nettoie les donnees en appliquant quelques regles de rejetion d'outliers.
{ Ensuite, qu'elle utilise l'estimation lassique et valide les resultats sur le reste des
donnees.
Le leteur notera que nous derivons une proedure idealisee. Cependant, le probleme ne se
presente pas aussi simplement. Il faut ommener par diserner les outliers des autres obser-
vations dites normales (typial data). Il faut ensuite les eliminer proprement par des ltres-
nettoyeurs [Liu et Jiang, 2004℄ [Spangl et Dutter, 2007℄. Ainsi, dans la litterature speialisee,
on distingue les points suivants qu'il faut etudier
1. La detetabilite des outliers : 'est une ta^he tres deliate. Par exemple, dans
les problemes de la regression multiparametre, les outliers sont diÆiles a reonna^tre
[Rie et Spiegelhalter, 2006℄ [Hadi et al, 2009℄ [Corbier et al, 2012℄.
2. L'aeptane/rejetion des outliers : me^me si l'ensemble des observations onte-
nant de larges erreurs peuvent e^tre onsiderees omme "normales", les donnees net-
toyees ne seront que tres rarement gaussiennes, ar on ommet deux sortes d'erreurs
statistiques : des fausses rejetions et des faux maintients. La situation est me^me pire
quand le jeu de donnees est obtenu a partir d'une distribution non-gaussienne (gross
errors ontext [Hampel, 1973℄). Dans e as, la lassique theorie normale n'est plus
validee, e qui rend inappliable la proedure en deux etapes envisagee plus haut.
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3. Le niveau de qualite de l'estime : on onstate que les meilleures proedures de
rejetion n'atteignent pas la performane des meilleures proedures robustes. C'est
ertainement du^ au fait que es dernieres realisent une transition doue entre la pleine
aeptane et la pleine rejetion d'une observation. Voir [Hampel, 1985℄ [Hampel, 1974℄
[Hampel et al, 1985℄(hapitre 1 pp. 56{71) [Ljung, 1999℄(hapitre 15 pp. 481{483).
L'idee est don de traiter toute l'information pertinente ontenue dans les observations
sans en exlure a priori.
4. Les ongurations diÆiles : on montre aussi que beauoup de regles lassiques de
rejetion sont inapables de faire fae a de multiples outliers : on peut e^tre dans le as
ou un deuxieme outlier masque un premier [Chiang, 2008℄. En eet, les onsequenes
nefastes des outliers ne sont pas simplement du^es a leur niveau, mais aussi a des ondi-
tions partiulieres de leur apparition dans le temps.
En onlusion, la problematique de l'estimation a partir d'observations orrompues n'est pas
si simple qu'il n'y para^t. Nous allons don preiser les regles de bon usage a adopter et qui
seront developpees ulterieurement.
2.2 Que doit atteindre une proedure robuste ?
Nous sommes en droit d'attendre d'une proedure robuste les arateristiques suivantes :
{ Son eÆaite : elle doit fournir une bonne qualite de l'estime (au sens de l'optimalite
ou de la prohe optimalite), le plus souvent en termes de biais et de variane asympto-
tiques, pour un modele de deviation distributionnelle donne, en plus de l'assurane de
sa onvergene.
{ Sa stabilite : elle garantit pour des faibles deviations des observations, 'est-a-dire pour
des modeles de distribution faiblement perturbee, une insensibilite des performanes de
l'estimateur, notamment en terme de variane asymptotique.
{ Son point de rupture : les plus larges deviations a partir du modele de distribution
orrompue ne devraient pas "auser de atastrophe" : il faut garantir en priorite la
onvergene de l'estimateur. On se situe volontairement aux limites admissibles du
fontionnement de l'estimateur.
Tous es aspets sont importants, ar nous ne devrions jamais oublier que la robustesse est
basee sur un ompromis, omme ela a ete tres lairement enone dans [Ansombe, 1960℄ :
"Un peu d'eÆaite du modele de distribution peut e^tre sariee, dans le but de limiter la
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deviation distributionnelle". Si les riteres de performanes asymptotiques sont tres souvent
utilises, il est neessaire de prendre soin de ertains d'entre eux. En partiulier, la onvergene
devrait e^tre uniforme sur un voisinage du modele, a defaut de quoi, nous ne pouvons plus
garantir la robustesse pour un nombre ni N d'observations, me^me suÆsamment large.
Attardons-nous maintenant sur le point de rupture. Nous y avons deja onsare quelques
lignes dans le hapitre 1 (x 1.4). Rappelons que e point de rupture est a proprement parle,
la plus petite quantite de ontamination d'un modele de distribution qui peut ontraindre
un estimateur a prendre arbitrairement des valeurs aberrantes. Ce terme a ete formule la
premiere fois par Hampel [Hampel, 1968℄ et en a donne une denition asymptotique. Son
hoix etait justie tant que les estimateurs travaillaient ave un grand nombre d'ehantillons.
Cependant, il a oulte le fait que le point de rupture est plus utile dans des situations d'un
nombre ehantillons ni qui peut e^tre faible, en partiulier, en traitement de signal et en
automatique. Conretement, ertaines questions demeurent : quelle est l'inuene du nombre
d'ehantillon ? Quelle valeur prend le point de rupture ?
Andrews dans [Andrews et al, 1972℄ a montre qu'ave un faible nombre d'ehantillons, le
phenomene de rupture se manifeste distintement pour un taux de ontamination de 25% ou
50%. A titre indiatif, ave un nombre d'ehantillons de taille dix, deux mauvaises valeurs
peuvent auser une rupture d'une gamme interquartile, alors que la deviation de la mediane
absolue peut en tolerer quatre. Il est don important de traiter le point de rupture dans le
as d'un nombre d'ehantillons ni. Par ailleurs, il para^t logique de penser que ette valeur
augmente proportionellement aux nombres d'observations aberrantes. Huber et Ronhetti
dans [Huber et Ronhetti, 2009℄(hapitre 11 p. 281) ne savent pas repondre a ette deliate
question. En eet, dans la ommunaute statistique, on distingue prinipalement deux faons
de ontaminer les ehantillons : la !-ontamination et le !-remplaement. D'une faon
generale, soit X = fx
1
; :::; x
N
g un ensemble d'ehantillons ni de tailleN . Delinons es deux
faons :
1. !-ontamination : nous ajoutonsm valeurs additionnelles arbitraires Y = fy
1
; :::; y
m
g
aX. Ainsi, la fration des "mauvaises" valeurs dans l'ensemble d'ehantillons orrompus
X
0
= X [ Y est ! =
m
m+N
.
2. !-remplaement : nous remplaons m valeurs de l'ensemble X par m valeurs arbi-
traires Y = fy
1
; :::; y
m
g. La fration des "mauvaises" valeurs dans l'ensemble d'ehantillons
orrompus est donnee par ! =
m
N
.
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Suivant le mode de ontamination, les resultats varient. De plus, d'apres Huber et Ronhetti,
pour un nombre d'ehantillons eleve, un haut niveau de ontamination doit toujours e^tre
interprete omme un modele de ontamination mixte. Dans la suite de e travail, pour un
probleme (P
AUR
), nous hoisirons le mode !-remplaement.
Nous pouvons maintenant denir plus formellement le adre de notre etude statistique,
probleme (P
SR
). Nous allons ommener par derire les methodes lassiques de pre-traitement
des informations, notamment, les methodes lassiques de detetion et de ltrage-nettoyage
des outliers.
2.3 Methodes lassiques de pre-traitement des outliers
2.3.1 Detetion par les moindres arres pour la regression lineaire
Ces methodes sont basees sur les moindres arres (LS) et essaient de trouver les ob-
servations inuentes. Apres les avoir identiees [Davies et Gather, 1993℄ [Perarson, 2002℄,
quelques deisions doivent e^tre prises onernant la modiation ou la suppression de es ob-
servations, avant d'appliquer les LS aux donnees restantes. Il existe dans la litterature un er-
tain nombre de proedures numeriques et/ou graphiques appelees diagnostiques de regression,
qui sont disponibles pour la detetion des observations inuentes basees sur un alul initial
par les LS (Q-Q plots) [Weisberg, 1985℄ [Belsley et al, 1980℄ [Chatterjee et Hadi, 1988℄.
Considerons z
i
= (x
i
; y
i
) une observation inuente ou y
i
, i = 1:::N est une donnee de sortie
du proessus a la date i et x
i
le regresseur du modele lineaire. Cette methode ompare le
LS-estime basee sur la totalite des donnees ave le LS-estime basee sur les donnees sans les
observations z
i
. Soient
^
 et
^

(i)
respetivement, les LS-estimes ave les pleines donnees et les
donnees sans z
i
. Les deux modeles de regressions peuvent s'erire alors
y^ = X
^
; y^
(i)
= X
^

(i)
(2.1)
ave X la matrie de regression. On denit la distane de Cook omme une mesure de
l'inuene de l'observation z
i
sur l'ensemble des preditions du modele. Cette distane est
donnee par
D
i
=
1
ps
2


y^
(i)
  y^


2
(2.2)
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ou p est la dimension de X et s l'estime de la deviation standard des residus r
i
= y
i
  y^
i
donnee par
s
2
=
1
N   p
N
X
i=0
r
2
i
(2.3)
Soit H la matrie de projetion orthogonale sur l'image de X, 'est a dire sur le sous-espae
fX :  2 R
p
g. La matrie H est appelee "hat matrix" et ses elements diagonaux h
1
; :::; h
N
sont les levages de x
1
; :::;x
N
. Cette matrie s'erit
H = X
 
X
T
X

 1
X
T
(2.4)
et
h
i
= x
T
i
 
X
T
X

 1
x
i
; h
i
2 [0; 1℄ (2.5)
Il peut e^tre montre que la distane de Cook est failement alulable en termes de h
i
:
D
i
=
r
2
i
s
2
h
i
p (1  h
i
)
2
(2.6)
Il s'ensuit d'apres (2.6) que les observations ave un haut "levage" sont plus inuentes que
les observations ave un bas "levage" pour les me^mes residus.
Cette methode de detetion des outliers n'est appliquable qu'aux modeles de regressions
lineaires dont l'estime est determine par les lassiques moindres arres. C'est en soi une
restrition majeure. Lorsque les donnees sont issues d'un proessus pseudolineaire, voire non-
lineaire, les diÆultes apparaissent. Nous allons presenter une methode de ltre-nettoyeur
(lter-leaner), destinee a deteter et a remplaer les outliers (nommes outliers d'observation
[Fox, 1972℄), ontenus dans les donnees.
2.3.2 Filtre-nettoyeur robuste de Martin-Thomson
Cette methode de ltrage-nettoyage a ete proposee par Martin et Thomson, et utilise
un ltre de Kalman modie, base sur un modele AR estime [Martin et Thomson, 1982℄.
La plupart des methodes de detetion des outliers d'innovation [Fox, 1972℄ sont essentiel-
lement des operations en temps diere. Il est generalement diÆile de ltrer et de nettoyer
simultanement les donnees. Martin et Thomson ont don propose de pre-traiter les donnees
du proessus, en onservant les donnees dites typiques et en traitant par un ltre-nettoyeur
les outliers d'observation. La premiere etape onsiste a deteter l'outlier et la deuxieme a le
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remplaer par une valeur estimee via l'algorithme de Martin-Thomson Filter Cleaner (MT-
FC). Le ltrage implique l'utilisation des donnees passees pour estimer la donnee ourante.
Le nettoyage s'interesse a la detetion et au remplaement de l'outlier. Le "lter-leaner"
rassemble es deux fontions. Nous proposons maintenant, de derire l'algorithme MT-FC.
Supposons que le modele des donnees du proessus peut e^tre approxime par un modele AR(p).
Soit y
t
la sortie du proessus donnee par
y
t
= x
t
+ v
t
(2.7)
ou x
t
= 
1
x
t 1
+ ::: + 
p
x
t p
et v
t
un outlier ajoute (Additive Outlier, AO). Soit
X
t
= X
t 1
+ U
t
(2.8)
ou
X
T
t
= [x
t
; x
t 1
; :::; x
t p+1
℄ ; U
T
t
= [
t
; 0; :::; 0℄ (2.9)
et
 =
0
B
B
B
B
B
B
B
B


1

2
::: 
p 1

p
1 0 ::: 0 0
0 1 ::: 0 0
::: 0 ::: ::: :::
::: ::: ::: ::: :::
0 ::: ::: 1 0
1
C
C
C
C
C
C
C
C
A
(2.10)
Le MT-FC alule l'estime robuste du veteur X
t
selon une matrie M
t
:
^
X
t
= 
^
X
t 1
+ ~m
t
s
t
	

y
t
  y^
t 1
t
s
t

(2.11)
ave ~m
t
=
m
t
s
2
t
et m
t
la premiere olonne de la p p matrie M
t
. Cette matrie est alulee
reurivement par
M
t+1
= P
t

T
t
+Q (2.12)
dans laquelle
P
t
=M
t
  w

y
t
  y^
t 1
t
s
t

m
t
m
T
t
s
2
t
(2.13)
ou Q est une matrie ave tous les elements nuls sauf Q
11
= 
2

. L'ehelle a temps-variant est
denie par s
2
t
= m
11;t
pour laquelle m
11;t
est le 1-1 element de M
t
. Le symbole y^
t 1
t
denote le
modele de predition robuste de y
t
base sur Y
t
= (y
1
; :::; y
t 1
). Il est donne par
y^
t 1
t
=


^
X
t 1

1
(2.14)
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et y^
t 1
t
est le premier element de 
^
X
t 1
.
Ave le modele AO (2.7), ou x
t
et v
t
sont independants, un prediteur de y
t
est aussi un
prediteur de x
t
. Le prediteur x^
t 1
t
de x
t
satisfait x^
t 1
t
= y^
t 1
t
. Finalement, la donnee nettoyee
a la date t est donnee par le premier element de
^
X
t
, 'est-a-dire
x^
t
=

^
X
t

1
(2.15)
La psi-fontion, 	, et la fontion-poids, w, sont essentielles pour obtenir la robustesse. Ces
deux fontions doivent e^tre bornees et ontinues [Huber et Ronhetti, 2009℄(hapitre 2 p.
24). La fontion w prend generalement la forme
w (X) =
	 (X)
X
(2.16)
et la fontion 	 est hoisie selon une regle dite "three-sigma edit rule"
	 (X) =
(
X si jXj  3
0 si jXj > 3
(2.17)
ou bien
	 (X) =
(
X si jXj  3
3sign(X) si jXj > 3
(2.18)
On notera que es methodes et leurs extensions (6; 9; :::) denotent toutes une volonte
de "desepaissir" de faon plus ou moins signiative les queues des distributions des obser-
vations, e qui failitent les proprietes de onvergene de l'estimateur. Dans la suite de e
manusrit, e ltre-nettoyeur sera nomme 3-RFC. Voir hapitre 7 (x7.2) pour son utilisa-
tion.
Une etude realisee par [Liu et Jiang, 2004℄ montre que les taux de detetion et de ltrage-
nettoyage des donnees generees par un proessus pseudolineaire simule de type OE, n'at-
teignent pas des valeurs elevees. Les auteurs proposent une version modiee du MT-FC.
Mais leurs resultats ne sont pas entierement satisfaisants. Nous montrerons dans le hapitre
8 que les resultats issus d'un MT-FC suivis d'une LS-estimation, n'atteignent pas les perfor-
manes d'une M-estimation. Nous rejoignons la remarque faite par Huber et Ronhetti au
sujet de la detetion et du pre-traitement des outliers.
Apres avoir deni les methodes lassiques de detetion et de pre-traitement des outliers, nous
allons maintenant developper le adre formel de notre etude statistique.
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2.4 Robustesses qualitative et quantitative
2.4.1 Aspet qualitatif
Nous sommes tout d'abord interesses par donner une denition formelle de la robustesse
asymptotique qualitative. Pour des statistiques representables par une fontionnelle  d'une
fontion de distribution empirique, la robustesse qualitative est essentiellement equivalente a
une ontinuite de . La plupart du temps, les tests statistiques et les estimateurs dependent
d'un ensemble d'ehantillons d'observations fx
1
; :::; x
N
g, a travers une fontion de distribu-
tion empirique
F
N
(x) =
1
N
N
X
t=0
1
fx
t
<xg
(2.19)
ou bien a travers la mesure empirique
F
N
=
1
N
N
X
t=0
Æ
x
t
(2.20)
ou 1
fg
est la fontion pas-unite et Æ
x
le point-masse 1 en x. Nous pouvons alors erire

N
fx
1
; :::; x
N
g =  (F
N
) (2.21)
pour une fontionnelle  denie au moins dans l'espae des mesures empiriques. Souvent, 
a une extension naturelle a un sous-espae beauoup plus grand. Par exemple, si la limite en
probabilite existe, alors
 (F ) = lim
N!1
 (F
N
) (2.22)
ou F est la vraie fontion de distribution des observations. Si une fontionnelle  satisfait
(2.22), elle est appelee Fisher-onsistante en F ou tout simplement onsistante [Fisher, 1920℄.
Supposons maintenant que l'espae d'ehantillons soit Eulidien, ou, plus generalement, un
espae muni d'une metrique, separable et omplet. Nous dirons alors que la robustesse exigee
pour une statistique  (F
N
) doit e^tre ontinue par rapport a une topologie faible. C'est par
denition, la plus petite topologie dans un espae E de toutes mesures de probabilite, telle
que la fontionnelle lineaire
F !
Z
	dF (2.23)
de E dans R soit ontinue, pour toute fontion 	 bornee et ontinue n'importe ou. La
reiproque est aussi vraie : si une fontionnelle lineaire de la forme (2.23) est faiblement
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ontinue, alors 	 doit e^tre bornee et ontinue. Nous pouvons alors donner une notion plus
preise de la resistane ou de la robustesse omme suit : une fontionnelle lineaire  est ro-
buste partout si et seulement si la fontion orrespondante 	 est bornee et ontinue, 'est a
dire si et seulement si  est faiblement ontinue (au sens topologique du terme). Cependant,
une denition plus generale donnee par Hampel [Hampel, 1971℄ peut e^tre adoptee.
Soient x
t
des observations independantes et identiquement distribuees (iid), ave pour dis-
tribution ommune F , et soient 
N
des tests statistiques ou une sequene d'estimes 
N
=

N
fx
1
; :::; x
N
g. Alors ette sequene est appelee robuste en F = F
0
si la sequene d'une
famille de distributions
F !
Z
L
F
(
N
) ; (2.24)
est equiontinue en F
0
, ou L
F
est une loi de distribution. Cela se traduit par le fait que si
d

est une fontion distane dans l'espae E des mesures de probabilite, de topologie faible,
alors, pour haque " > 0, il existe Æ > 0 et N
0
> 0, tels que, pour tout F et tout N > N
0
,
d

(F
0
; F )  Æ ) d

(L
F
0
(
N
) ;L
F
(
N
))  " (2.25)
Autrement dit, si la distane entre deux distributions est innitesimale, alors la distane
entre ses lois l'est aussi.
2.4.2 Aspet quantitatif
Interessons-nous maintenant a derire quantitativement omment une petite deviation
distributionnelle de F hange la loi de distribution L
F
(
N
) d'un estimateur ou d'un test
statistique 
N
= 
N
fx
1
; :::; x
N
g. Supposons que 
N
=  (F
N
) soit obtenue a partir d'une
fontionnelle . Dans e as, 
N
est alors Fisher-onsistant, 'est a dire

N
!  (F ) , en probabilite (2.26)
et elle est asymptotiquement normale, soit
L
F

p
N (
N
   (F ))

!N (0; C (F; )) (2.27)
On donne souvent a  (F ) le nom de vraie fontionnelle a la distribution F .
Une autre maniere de derire l'aspet quantitatif de la robustesse est de s'interesser au om-
portement du biais  (F )  (F
0
) et a elui de la matrie de variane/ovariane asymptotique
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C (F; ) dans un voisinage P
F
0
(!) du modele de distribution F
0
. P
F
0
(!) est aussi appelee
!-distribution orrompue, dans laquelle le parametre ! derit le niveau de ontamination
de F
0
. Ces modeles de deviation distributionnelle ont ete etudies tres to^t [Prohorov, 1956℄
[Wiens, 1986℄ [Collins et Wiens, 1989℄ et leur integration dans le domaine des statistiques
robustes n'est pas en soi surprenante. Cependant, la diÆulte a ete la reherhe d'un modele
de distribution orrompue liee a une norme robuste minimisant l'information de Fisher. Dans
la suite, nous onsiderons l'espae E sur un espae 
 = R de topologie faible, omplet, separe
et muni d'une metrique. Soient alors les modeles suivants
1. Modele de Levy-Prohorov :
P
F
0
(!) = fF j8x; F
0
(x  !)  !  F (x)  F
0
(x+ !) + !g (2.28)
Ce modele est lie a la metrique de Levy-Prohorov entre deux fontions de distribution
F
0
et F
d
L
(F
0
; F ) = f!j8x; F
0
(x  !)  !  F (x)  F
0
(x+ !) + !g (2.29)
2. Modele de Kolmogorov :
P
F
0
(!) =

F j8x; sup
x
jF (x)  F
0
(x)j  !

; (2.30)
dont la metrique entre F
0
et F est
d
K
(F
0
; F ) =

!j8x; sup
x
jF (x)  F
0
(x)j  !

(2.31)
3. Modele de ontamination voisine : e modele est aussi appele gross error model
(GEM)
P
F
0
(!) = fF jF = (1  !)F
0
+ !Hg ; (2.32)
dans lequel H est une distribution arbitraire et 0  ! < 1.
Les deux plus importantes arateristiques sont le biais maximum
b
1
(!) = sup
F2P
F
0
(!)
j (F )   (F
0
)j (2.33)
et la matrie de variane/ovariane asymptotique maximum
v
1
(!) = sup
F2P
F
0
(!)
C (F; ) (2.34)
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Nous allons maintenant donner une denition du point de rupture asymptotique de  en F
0
.
Soit  (F; 
N
) la mediane de L
F
(
N
   (F
0
)) et posons
b (!) = lim
N!1
sup
F2P
F
0
(!)
j (F; 
N
)j (2.35)
Alors b (1) represente la pire valeur possible de b. Le point de rupture asymptotique de  en
F
0
est ainsi deni par
!

= !

(F
0
; ) = sup
!
fb (!) < b (1)g (2.36)
A proprement parle, le point de rupture donne la fration limite des mauvais outliers que
l'estimateur peut traiter. Dans de nombreux as, !

ne depend pas de F
0
, et il est souvent
le me^me pour tout modele P
F
0
(!).
Historiquement, le point de rupture a ete deni par Hampel [Hampel, 1968℄ omme un
onept asymptotique. Cependant, il faut apporter ii une ritique de e onept. Le point de
rupture n'est pas de nature probabiliste, omme il a ete explique preedemment. Il doit e^tre
deni quelque soit le modele de deviation distributionnelle P
F
0
. Le aratere asymptotique
tend a amoindrir l'eet du point de rupture qui se trouve ompletement "noye" dans un
ensemble d'observations devenant inni. Cei se traduit par une fration de mauvais outliers
diminuant fortement, entrainant une legere deviation distributionnelle de P
F
0
. Le orollaire
de e onept aboutit naturellement a l'aspet innitesimal ave l'introdution, omme nous
le verrons plus loin, de la fontion inuene par Hampel [Hampel, 1974℄. Comme le preise
Huber, ette notion de point de rupture est plus utile dans les situations a petit nombre
d'ehantillons. Enore faut-il denir e que l'on entend par petit nombre d'ehantillons. En
onsequene, il faut donner une denition du point de rupture dans es nouvelles situations.
Considerons X = fx
1
; :::; x
N
g un ensemble ni d'ehantillons de taille N et X
0
l'ensemble
ni d'ehantillons orrompus. Soit  = (
N
)
N=1;2;:::
un estimateur prenant ses valeurs dans un
espae eulidien et soit  (X) ses valeurs a l'ensemble X. Nous disons que le point de rupture
au sens ontamination/remplaement (voir x2.2) de  a l'ensemble X est !

, ou !

est la
plus petite valeur de ! pour laquelle l'estimateur a l'ensemble X
0
, peut prendre des valeurs
arbitraires loin de  (X). Ainsi, le biais maximum qui peut e^tre ause par une !-orruption
est
b (!;X; ) = sup
X
0
j (X
0
)   (X)j (2.37)
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La nouvelle denition du point de rupture s'erit
!

(X; ) = inf
!
fb (!;X; ) =1g (2.38)
La denition du point de rupture peut failement e^tre generalisee dans les as ou l'estimateur
 prend des valeurs dans un ensemble B borne.
2.4.3 Aspet innitesimal
Cet aspet non negligeable des statistiques robustes est a prendre en onsideration pour
plusieurs raisons. D'abord, il permet de presenter un des outils les plus heuristiques de es
statistiques, a savoir la ourbe inuene (aussi appelee fontion inuene), introduit par
Hampel [Hampel, 1974℄. Ensuite, il permet d'erire les expressions du biais maximum ainsi
que de la matrie de variane/ovariane asymptotique de la suite de variables aleatoires
p
N (
N
   (F )). La ourbe inuene a ete introduite dans le but de quantier l'inuene
d'une observation dans l'estimateur. Elle represente aussi la variation de l'estimateur par
rapport a une variation innitesimale de !. L'idee premiere de Hampel est de savoir om-
ment se omporte l'estimateur pour une deviation distributionnelle innitesimale, lorsqu'une
observation x presente une valeur plus importante que les autres. Classiquement, on attribue
a x une distribution impulsionnelle de point-masse 1, notee Æ
x
. La ourbe inuene est donnee
par
IC (x;  (F
0
)) = lim
!!0
 [(1  !)F
0
+ !Æ
x
℄   (F
0
)
!
(2.39)
Si  est suÆsamment regulier, il peut e^tre linearise autour de F en termes de ourbes
inuenes et on obtient
 (F )   (F
0
)

=
!
Z
IC (x;  (F
0
))H (dx) (2.40)
Pour limiter l'inuene d'un outlier dans l'estimateur et eviter des dommages majeurs, la
ourbe inuene doit e^tre bornee. Pour ela, on denit la gross error sensitivity (GES) omme
la borne superieure de la ourbe inuene, donnee par


= sup
x
jIC (x;  (F
0
))j (2.41)
Ainsi, le biais maximum s'erit
b
1
(!) = sup
F2P
F
0
(!)
j (F )   (F
0
)j

=
!

(2.42)
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Nous allons maintenant presenter quelques lasses d'estimateurs robustes, plus preisement
les M-estimateurs et les W-estimateurs.
2.5 M-estimateurs
Huber dans [Huber, 1972℄ qualie de "dogme" que de supposer l'hypothese de normalite
sur les residus x
t
, t = 1:::N dans un modele de regression et propose une famille d'estimateurs
qui generalisent les estimateurs du maximum de vraisemblane : il s'agit des M-estimateurs.
Ils ont l'avantage d'e^tre moins sensibles aux observations aberrantes, mais presentent des
distributions a queues epaissent qui s'eartent de la distribution gaussienne.
2.5.1 L'estimateur de Huber
Un tel estimateur 
N
dans R
d
, deni par un probleme de minimum de la forme
1
N
N
X
t=1


(x
t
; 
N
)

=
1
N
inf
2
N
X
t=1


(x
t
; ) (2.43)
ou par une equation impliite
1
N
N
X
t=1
	(x
t
; 
N
) = 0 (2.44)
dans laquelle 

est une fontion arbitraire et 	 (x
t
; ) =




(x
t
; ) la 	-fontion de Huber,
est appele un M-estimateur de Huber. Plus preisement,  est un sous-ensemble de R
d
et


: S ! R une fontion nonnegative et onvexe telle que 

(x
t
) : S ! R est mesurable
pour haque  2 , ave S un espae de probabilite. Le parametre  est appele fateur
d'ehelle. Son ro^le est important ar il permet de denir la robustesse de la fontion arbitraire


fae aux valeurs aberrantes. Ce parametre est aussi donne par  = k ou k est appelee
onstante d'aord et  la deviation standard d'une distribution supposee gaussienne. Nous
dirons alors que pour  xee, la robustesse est denie par la onstante d'aord k. Huber dans
[Huber, 1964℄ [Huber, 1972℄ presente sa minimax method. Par une methode variationnelle de
la matrie d'information de Fisher et la reherhe de son minimum, il montre la maximisation
de la matrie de variane/ovariane asymptotique, pour un ertain modele de deviation
distributionnelle P
F
0
lie a 

. Il hoisit omme modele, le GEM donne par (2.32) ave H
symetrique et F
0
une distribution gaussienne. En eet, Huber montre un lien diret entre le
GEM et la norme 

. Notons que pour un modele autre que elui de Huber, par exemple,
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Levy-Prohorov ou bien Kolmogorov, la maximisation de la matrie de variane/ovariane
asymptotique est realisee ave une autre norme. Voir [Huber et Ronhetti, 2009℄(hapitre 4
pp. 85{88). Dans le but de garder C (F; ) bornee, Huber montre que l'estimateur deni par
(2.44) est un estimateur du maximum de vraisemblane pour une densite appartenant a P
F
0
de la forme
~
f (X) = Ce
 

(X)

2
. En partiulier, si nous ajustons k dans 

tels que C =
1 !

p
2
,
signiant que k et ! sont relies par
2
' (k)
k
  2 ( k) =
!
1  !
(2.45)
ou ' = 
0
est la densite normale standard denie par ' (X) =
1
p
2
e
 X
2
2
, nous obtenons alors
~
f (X) =
1  !

p
2
e
 

(X)

2
(2.46)
ave pour norme de Huber,


(X) =
(
X
2
2
si jXj  
 jXj  

2
2
si jXj > 
(2.47)
Le modele de deviation distributionnelle
~
F orrespondante, est ainsi ontenue dans P
F
0
, et
plae toute ontamination en dehors de l'intervalle [ k; k℄. Il s'ensuit que
sup
F2P
F
0
(!)
C (F; ) = C

~
F ; 

(2.48)
2.5.2 L'estimateur biweight
L'estimateur "biweight" [Li, 2012℄, souvent surnomme "biweight de Tukey", est deni
par la solution 
N
de
1
N
N
P
t=1
	(u
t
; ) = 0, ou
	 (u; ) =
(
u (1  u
2
)
2
si juj  1
0 si juj > 1
(2.49)
ave
u =
x  
k
(2.50)
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La norme robuste 

est alors donnee par


(u; ) =
(
1
6
h
1  (1  u
2
)
3
i
si juj  1
1
6
si juj > 1
(2.51)
Dans e type d'estimateur, la onstante d'aord k est hoisie entre 3 et 12. Kafadar dans
[Kadafar, 1982℄ prend la valeur k = 4 et k = 6 et Li dans [Li, 2012℄ prend la valeur k = 3:5.
Dans es deux artiles, les auteurs travaillent ave des modeles de regressions lineaires et ave
un taux faible de ontamination de leurs mesures par des outliers d'observation.
2.5.3 L'estimateur de Andrews
L'estimateur de "Andrews" [Andrews et al, 1972℄, souvent surnomme "vague de An-
drews", est deni par la solution 
N
de
1
N
N
P
t=1
	(u
t
; ) = 0, ou
	 (u; ) =
(
1

sin(u) si juj  1
0 si juj > 1
(2.52)
ave
u =
x  
k
(2.53)
La norme robuste 

est alors donnee par


(u; ) =
(
1

2
[1  os(u)℄ si juj  1
2

2
si juj > 1
(2.54)
Dans e type d'estimateur, la onstante d'aord k est enore hoisie entre 3 et 12.
Nous avons vu dans le x2.4.2 la notion de point de rupture, et bien evidemment, les M-
estimateurs n'ehappent pas ette regle. C'est me^me pour ertains leur prinipal inonvenient
[Chaai, 1989℄ [Maronna et Yohai, 1991℄ [Lopuhaa et Rousseeuw, 1991℄. Dans le as parti-
ulier appele loation ase, la 	-fontion de Huber est donnee par 	 (x; ) = 	 (x  ). Il est
montre que le point de rupture asymptotique maximal est !

= 0:5 lorsque 	 est bornee.
Dans le as ontraire, ou 	 n'est pas bornee, !

= 0. Pour e dernier, ela signie qu'un seul
outlier entra^ne des dommages majeurs dans l'estimateur.
Dans la litterature, pour repondre a es problemes, ertains auteurs ont herhe a generaliser
les M-estimateurs en proposant les MG-estimateurs [Mallow, 1976℄ [Krasker et Welsh, 1982℄.
Cependant, ertaines etudes ont montre que les MG-estimateurs etaient moins eÆaes que
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les M-estimateurs en as d'absene d'outliers sur les variables expliatives, 'est-a-dire les va-
riables du veteur regresseur [Krasker et Welsh, 1982℄. Mais les MG-estimateurs presentent
un point de rupture qui tend vers 0 lorsque la dimension du modele de regression devient
tres grand [Mallow, 1976℄.
2.6 W-estimateurs
C'est une forme alternative des M-estimateurs, utilisant la regression ponderee developpee
par Holland et Welh [Holland et Welh, 1977℄ [Chaai, 1989℄. Cet estimateur est deni
omme une solution de
1
N
N
P
t=1
	(u
t
; ) = 0, ou
	 (u; ) = uw (u) ; u =
x  
k
(2.55)
La quantite w
t
() est une fontion de ponderations, donnant un poids w
t
voisin de zero
pour des observations ayant des residus importants, et un poids prohe de un pour des
observations ne presentant pas d'anomalie. La 	-fontion peut prendre dierentes formes et
le W-estimateur sera de type :
{ Moyenne : si
w (u) = 1; pour tout u (2.56)
{ Biweight : si
w(u) =
(
(1  u
2
)
2
pour juj  1
0 pour juj > 1
(2.57)
{ Huber : si
w(u) =
(
1 pour juj  k
ksign(u)
u
pour juj > k
(2.58)
{ Andrews : si
w(u) =
(
1

sin(u) pour juj  1
0 pour juj > 1
(2.59)
Un inonvenient de l'utilisation des W-estimateurs reside dans la diÆulte d'estimer en
me^me temps les poids assoies a haque valeur des residus dans la proedure d'estima-
tion. Il est par ailleurs impossible d'estimer simultanement le veteur parametre  et le
fateur d'ehelle k. La proedure de alul des W-estimateurs a attire beauoup d'auteurs,
[Holland et Welh, 1977℄ [Chaai, 1989℄ et [Asselin et Dolla, 1980℄. Or il se trouve que les
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estimateurs robustes herhes ne sont plus independants de l'ehelle (propriete d'invariane
par hangement d'ehelle) [Asselin et Dolla, 1980℄.
2.7 Conlusion
Dans e hapitre, nous avons essaye de presenter quelques notions fondamentales des
statistiques robustes, en insistant sur leur utilite et leur nalite. Nous avons aborde les no-
tions de detetabilite et de pre-traitement des outliers en presentant les methodes lassiques,
notamment la methode de Martin-Thomson et son ltre-nettoyeur robuste 3. Malgre la
robustesse de e pre-traitement, nous avons preise que ette methode, ainsi que ses versions
modiees, presentent des limites a la detetabilite et au ltrage de es points atypiques. Nous
avons insiste sur la neessite d'utiliser des estimateurs robustes et les notions de robustesses
qualitative et quantitative ont ete abordees. Il a ete alors enumere leurs prinipaux outils,
notamment, les modeles de deviation distributionnelle, le biais maximum, la matrie de va-
riane/ovariane maximum ainsi que la ourbe inuene (aspet innitesimal). La n de e
hapitre s'est foalisee sur la presentation de quelques lasses d'estimateurs robustes ouram-
ment utilises.
Apportons quelques ommentaires qui justieront l'orientation de notre travail. Tout d'abord,
omme nous pouvons le onstater, il y a deux approhes pour traiter les outliers. La premiere
onerne leur detetion et leur traitement (ltrage, nettoyage) ave des outils performants
[Brandt et Kunsh, 1988℄ [Chang et al, 1988℄ [Chen et Liu, 1993℄ [Biano et al, 2001℄. Ce-
pendant, les resultats ne sont souvent pas a la hauteur des esperanes et la question sur la
pertinene de ette approhe doit e^tre disutee. La deuxieme onsiste a garder es points
atypiques ar ils peuvent e^tre onsideres dans ertaines situations, omme des informations
du proessus a identier. Leur detetion est parfois diÆile et rien ne justie l'emploi de
methodes de suppression, ar leur presene est quelquefois un indiateur de la dynamique
du proessus lui-me^me [AMC, 1989℄ [Barnett et Lewis, 1998℄ [Liu et Jiang, 2004℄. Deteter
les outliers et les supprimer par un quelonque traitement, provoque a la fois une perte d'in-
formation dans la dynamique du systeme et dans les residus estimes. Or, ette dynamique
est etroitement liee au hoix de l'estimateur et du ritere d'estimation, assoie a une norme.
Le hoix de la norme reste une etape importante. Le no^tre s'est porte sur la norme mixte
L
2
  L
1
de Huber, parametrable par la onstante d'aord k. Le hoix de k est tres souvent
lie a la nature de la regression et permet d'instiller une dose reglable de traitement en norme
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L
1
, don "plus doux", au traitement standard en norme L
2
des residus. Il y a une sorte de
onsensus dans la litterature qui tente "d'imposer" un intervalle dans lequel k varie, essen-
tiellement pour des regressions lineaires. Cet intervalle, appele intervalle de bruit est donne
par I
k
b
= [1; 2℄. Les valeurs passe-partout k = 1:345 [Fraiman et al, 2001℄ [Kuonen, 2005℄
[Giummole et Ventura, 2006℄ et k = 1:5 [Sen Roy et Guria, 2009℄ [Gandhi et Mili, 2010℄
sont tres souvent itees. Par ailleurs, les valeurs de k sont diretement liees a elles du niveau
de ontamination ! du modele de deviation distributionnelle GEM. En eet, k denit l'es-
timateur robuste, reponse a un probleme d'observations orrompues arateristiques. Pour
de faibles deviations du modele (! < 10%), ela orrespond a une estimation ayant traitee
des residus pauvres en outliers. Lorsque ela n'est plus le as, et que le modele de regression
n'est plus lineaire, les diÆultes apparaissent. Il para^t alors raisonnable de hoisir un inter-
valle de bruit dierent, en l'etendant vers les petites valeurs, plus preisement I
k
b
= [0:01; 2℄.
Cela doit permettre de traiter des residus ontenant des outliers plus importants, en nombre
et en amplitude, dans le but d'ameliorer la onvergene de l'estimateur, de reduire le biais
et la variane des parametres, et ainsi de proposer des modeles de qualite, ave une bonne
dynamique frequentielle. Il nous appartiendra aussi dans e ontexte nouveau et deliat,
d'etudier le probleme des as singuliers d'ourrene d'outliers et le risque de "rupture" de
l'estimateur. Comme signale plus haut, la suite du memoire va traiter du triptyque : onver-
gene/performanes/limites de l'estimateur robuste.
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Chapitre 3
Methodes lassiques d'estimation et
de validation de modeles
parametriques
Ce hapitre debute par quelques generalites sur les proessus monovariables et aborde
l'approhe erreur de predition. Il s'en suit une presentation des strutures de modeles pa-
rametriques bo^te-noire (blak-box models) et plus partiulierement les strutures de modeles
ARX, OE et ARMAX. Le onept d'identiabilite est aborde en enonant les prinipales
proprietes. Ce hapitre se poursuit par la desription des methodes lassiques d'estimation,
notamment elles des moindres arres, des variables instrumentales et des moindres arres
deux etapes. Les proprietes de onvergene de l'estimateur sont presentees et le ritere de
validation FPE d'Akaike et ses versions en norme L
1
et en norme L
2
  L
1
sont developpees.
3.1 Generalites
Soit le proessus disret monovariable S d'entree u
t
et de sortie y
t
derit par le modele
lineaire a temps-invariant
y
t
= G (q)u
t
+ v
t
= G (q)u
t
+H (q) e
t
(3.1)
ave G (q) =
P
k1
g
k
q
 k
le modele du proessus et H (q) = 1 +
P
k1
h
k
q
 k
le modele de
bruit. L'operateur temporel avane q est deni par q
 l
u
t
= u
t l
, l 2 N . fg
k
g
1
1
et fh
k
g
1
1
sont respetivement les reponses impulsionnelles des fontions de transfert G (q) et H (q).
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v
t
represente a la fois l'erreur de modele et l'inuene du bruit sur la sortie, alors que e
t
represente une sequene bruit blan de variables aleatoires iid, de moyennes nulles et de
varianes nies . Cependant, ette representation n'est pas toujours tres pratique, a ause,
en partiulier, du o^te inni des sequenes fg
k
g
1
1
et fh
k
g
1
1
. Aussi, prefere t-on travailler ave
des strutures speiant G (q) et H (q) sous la forme d'un nombre ni de valeurs numeriques,
omme des fontions de transfert rationnelles ou G (q) =
B(q)
A(q)
et H (q) =
C(q)
D(q)
ave A, B,
C et D des polyno^mes en q. De plus, onsient de la diÆulte de determiner es valeurs a
partir de la seule onnaissane des phenomenes physiques, on prefere souvent une proedure
d'estimation a partir de mesures experimentales. Considerons alors un veteur parametre
 2 R
d
permettant de denir es valeurs et soit la struture parametrisee de modeles M
derivant maintenant le proessus
y
t
= G (q; )u
t
+H (q; ) e
t
(3.2)
Quand  varie en derivant le sous-ensemble ouvert (ompat) D
M
 R
d
, M () derit un
modele partiulier orrespondant a  dans lequel on devra designer le modele qui repond le
plus delement aux mesures, dit le meilleur modele. Ces strutures de modeles parametres
sont aussi appelees modeles bo^te-noire. Le prediteur ajustable assoie, y^
t
(), onduit aux
erreurs d'estimation (erreurs de predition ou residus)
"
t
() = y
t
  y^
t
() (3.3)
Me^me si ela peut sembler irrealiste, il peut e^tre ommode dans ertaines situations de
onsiderer que les donnees entree/sortie Z
N
= fu
1
; y
1
; :::; u
N
; y
N
g sont exatement generees
par un element de M, appele "vrai systeme" [Ljung, 1999℄(hapitre 1 p. 7)
S
0
:
(
 fG
0
(q; 
0
) ; H
0
(q; 
0
)g
y
t
= G
0
(q; 
0
) u
t
+H
0
(q; 
0
) e
0
t
(3.4)
ou 
0
=  (F
0
), ave F
0
la "vraie distribution" des residus et "
t
(
0
) = e
0
t
. Dans e as, e
0
t
est
une sequene de variables aleatoires iid de moyennes nulles et de varianes nies 
0
, appelee
"vrai bruit". Bien que ela ne puisse pas e^tre partiulierement realiste, ela a au moins le
merite de donner un aperu utile des proprietes des modeles estimes. Nous dirons que le "vrai
systeme" S
0
est ontenu dans la struture de modele M : S
0
2 M. Cette notion a ete tres
developpee dans [Ljung, 1999℄(hapitre 8 p. 250).
Se pose alors la question de l'identiabilite [Ljung, 1976℄ [Ljung et Glad, 1994℄. C'est un
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onept entral dans tout probleme d'identiation de proessus dynamiques omplexes. A
proprement parle, le probleme est de savoir si la proedure d'estimation donnera une unique
valeur de , et/ou si le modele resultant onide ave le vrai systeme S
0
. Sans rentrer dans
les details, Ljung dans [Ljung, 1999℄(hapitre 4 p. 112) preise qu'une struture de modele
M est globalement identiable en 

si
M () =M (

) ;  2 D
M
)  = 

(3.5)
3.2 Strutures de modeles parametriques
Ces strutures de modeles se distinguent par la nature de leurs regressions. La struture
de modele ARX a un modele de predition qui s'erit sous la forme d'une regression lineaire.
Les strutures de modeles OE et ARMAX, quant a elles, presentent des modeles de predition
sous forme de regressions pseudolineaires.
3.2.1 Struture de modele ARX
Cette struture est derite par une equation de la forme
y
t
+ a
1
y
t 1
+ :::+ a
p
y
t p
= b
1
u
t 1
+ :::+ b
w
u
t w
+ e
t
(3.6)
Par identiation ave (3.2), les fontions de transfert G (q; ) et H (q; ) s'erivent respe-
tivement
(
G (q; ) =
B(q;)
A(q;)
=
P
w
i=1
b
i
q
 i
1+
P
p
i=1
a
i
q
 i
H (q; ) =
1
A(q;)
=
1
1+
P
p
i=1
a
i
q
 i
(3.7)
Le prediteur ajustable y^
t
() se met sous la forme d'une regression lineaire, donnee par
y^
t
() = '
T
t
 (3.8)
ou
'
t
= [ y
t 1
:::  y
t p
u
t 1
:::u
t w
℄
T
(3.9)
est le regresseur et
 = [a
1
:::a
p
b
1
:::b
w
℄
T
(3.10)
le veteur parametre de dimension d = p + w. Le veteur '
t
est aussi appele veteur des
observations, n'inluant pour e modele que les valeurs entree/sortie du proessus et ne
dependant pas de .
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3.2.2 Struture de modele ARMAX
Un des inonvenients du modele ARX est le manque de liberte dans la desription des
proprietes du modele de bruit. An d'y ajouter une ertaine exibilite, on modie e modele
par un terme dit a Moving Average du bruit blan. Cette struture est derite par une
equation de la forme
y
t
+ a
1
y
t 1
+ ::: + a
p
y
t p
= b
1
u
t 1
+ :::+ b
w
u
t w
+ e
t
+ 
1
e
t 1
+ :::+ 
n
e
t l
(3.11)
Par identiation ave (3.2), les fontions de transfert G (q; ) et H (q; ) s'erivent respe-
tivement
8
<
:
G (q; ) =
B(q;)
A(q;)
=
P
w
i=1
b
i
q
 i
1+
P
p
i=1
a
i
q
 i
H (q; ) =
C(q;)
A(q;)
=
1+
P
l
i=1

i
q
 i
1+
P
p
i=1
a
i
q
 i
(3.12)
Le prediteur ajustable y^
t
() se met sous la forme d'une regression pseudolineaire, donnee
par
y^
t
() = '
T
t
()  (3.13)
ou
'
t
() = [ y
t 1
:::  y
t p
u
t 1
:::u
t w
"
t 1
() :::"
t l
()℄
T
(3.14)
est le regresseur et
 = [a
1
:::a
p
b
1
:::b
w

1
:::
l
℄
T
(3.15)
le veteur parametre de dimension d = p + w + l. Le veteur des observations depend a la
fois des valeurs entree/sortie du proessus et des erreurs de predition, dependantes de .
3.2.3 Struture de modele OE
Les strutures de modeles ARX et ARMAX orrespondent aux desriptions ou les fon-
tions de transfert G (q; ) et H (q; ) ont un polyno^me ommun au denominateur, a savoir
A (q; ). Cependant, dans ertaines situations liees au support experimental a identier, il
peut sembler plus naturel de hoisir une struture de modele, sans avoir reours a un modele
de bruit pour lequel il n'y a pas de spetre a aratere rationnel signiatif. Cette struture
est derite par une equation de la forme
y
t
+ f
1
y
t 1
+ ::: + f
p
y
t p
= b
1
u
t 1
+ :::+ b
w
u
t w
+ e
t
+ f
1
e
t 1
+ ::: + f
p
e
t p
(3.16)
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Par identiation ave (3.2), les fontions de transfert G (q; ) et H (q; ) s'erivent respe-
tivement
(
G (q; ) =
B(q;)
F (q;)
=
P
w
i=1
b
i
q
 i
1+
P
p
i=1
f
i
q
 i
H (q; ) = 1
(3.17)
Le prediteur ajustable y^
t
() se met aussi sous la forme d'une regression pseudolineaire,
donnee par
y^
t
() = '
T
t
()  (3.18)
ou
'
t
() =

u
t 1
:::u
t w
 y^
t 1
() ::: y^
t p
()

T
(3.19)
est le regresseur et
 = [b
1
:::b
w
f
1
:::f
p
℄
T
(3.20)
le veteur parametre de dimension d = p+ w.
Apres avoir deni les prinipales strutures de modeles parametriques, il est important de
rappeler quelques methodes lassiques d'estimation de es parametres.
3.3 Methodes d'estimation parametrique
Nous presentons les methodes d'estimation parametrique ouramment utilisees et nous
proposons par la suite de les appliquer au as partiulier d'une regression lineaire. En eet,
pour e type de regression, la minimisation du ritere d'estimation presente une solution
analytique.
Nous sommes dans la situation ou nous avons seletionne une ertaine struture de modeles
M, ave des modeles partiuliersM (), parametree par un veteur parametre  2 D
M
 R
d
.
L'ensemble de es modeles est deni par
M

= fM () j 2 D
M
g (3.21)
M () est deni omme l'ensemble de modeles de predition ajustables, se distinguant par
leur regression, lineaire ou pseudolineaire.
M () : y^
t
() = G
 
t; Z
t 1
; 

(3.22)
ou Z
t 1
est l'ensemble de donnees passees. L'utilisateur doit aussi disposer d'un ensemble
de mesures experimentales Z
N
eetuees sur le proessus S
Z
N
= fu
1
; y
1
; :::; u
N
; y
N
g (3.23)
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Le probleme auquel nous avons a faire fae est de deider omment utiliser l'information dans
Z
N
pour seletionner un estimateur
^

N
=  (F
N
) du veteur parametre  et en onsequene
un membre propre de M

^

N

, ou F
N
est la distribution empirique des residus estimes
n
"
t

^

N
o
N
t=1
. Nous avons ainsi a determiner un estimateur a partir de Z
N
a l'ensemble D
M
Z
N
!
^

N
2 D
M
 R
d
(3.24)
Dans l'approhe erreur de predition, l'estimateur
^

N
minimise un ritere d'estimation,
dependant de 
^

N
= arg min
2D
M
V
N
 
; Z
N

(3.25)
Generalement, V
N
est une fontion salaire bien denie, utilisant une norme ou une fontion
salaire a valeur positive  () telle que
V
N
 
; Z
N

=
1
N
N
X
t=1
 ("
t
() ; ; t) (3.26)
3.3.1 Estimation par les moindres arres
C'est ertainement elle qui a susite le plus d'appliations, ar l'utilisation de la norme
L
2
failite ertains aspets formels qui se traduisent par des solutions analytiques dans le as
partiulier de modeles lineaires et par le lien ave la loi de distribution gaussienne. Dans le
ontexte de l'erreur de predition, l'estimateur des moindres arres
^

LS
N
est ainsi donne par
^

LS
N
= arg min
2D
M
1
N
N
X
t=1
1
2
"
2
t
() (3.27)
Dans le as d'une regression lineaire, 'est a dire lorsque y^
t
() = '
T
t
, l'estimateur
^

LS
N
est
donne par
^

LS
N
=
"
1
N
N
X
t=1
'
t
'
T
t
#
 1
1
N
N
X
t=1
'
t
y
t
= [R
N
℄
 1
f
N
(3.28)
ave la (d d)-matrie R
N
=
1
N
N
P
t=1
'
t
'
T
t
et le d-veteur olonne f
N
=
1
N
N
P
t=1
'
t
y
t
.
Supposons les donnees observees, generees par le "vrai systeme" S
0
S
0
: y
t
= '
T
t

0
+ v
0
t
(3.29)
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alors
lim
N!1
^

LS
N
  
0
= lim
N!1
"
1
N
N
X
t=1
'
t
'
T
t
#
 1
1
N
N
X
t=1
'
t
v
0
t
=
~
R
 1
~
f (3.30)
ou
~
R = lim
N!1
1
N
N
X
t=1
'
t
'
T
t
;
~
f = lim
N!1
1
N
N
X
t=1
'
t
v
0
t
Pour que
^

LS
N
soit Fisher-onsistant, 'est-a-dire
^

LS
N
p:s:
! 
0
, nous devons exiger les deux
onditions suivantes :
1.
~
R non-singuliere.
2.
~
f = 0, signiant que '
t
et v
0
t
ne sont pas orreles.
La derniere exigene ne peut pas e^tre totalement respetee ar les sorties y
t
(t = 1; :::)
appartiennent au regresseur lineaire '
t
. Pour deorreler es quantites, ertaines methodes
d'estimation par variables instrumentales sont utilisees [Bowden et Turkington, 1984℄.
3.3.2 Estimation par les variables instrumentales
Le but est de onstruire un nouveau veteur des observations 
IV
t
(instruments), ompose
de nouvelles variables appelees variables instrumentales, non orrelees ave v
0
t
, 'est a dire
ave le bruit e
0
t
. Soient x
IV
t
es nouvelles variables qui verient l'expression suivante
A (q; ) x
IV
t
= B (q; )u
t
(3.31)
Par exemple, pour la struture de modele ARX, le veteur des instruments 
IV
t
peut prendre
la forme

IV
t
=

 x
IV
t 1
:::  x
IV
t p
u
t 1
:::u
t w

T
(3.32)
Le nouvel estimateur
^

IV
N
s'erit alors
^

IV
N
=
"
1
N
N
X
t=1

IV
t
'
T
t
#
 1
1
N
N
X
t=1

IV
t
y
t
(3.33)
En onstruisant onvenablement les variables instrumentales, l'estimateur
^

IV
N
doit e^tre
Fisher-onsistant et tendre vers 
0
, puisque
1
N
N
P
t=1

IV
t
v
0
t
tend vers zero et
1
N
N
P
t=1

IV
t
'
T
t
est
non-singuliere. Nous pouvons dire que les instruments doivent e^tre orreles ave le regresseur
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mais non orreles ave le bruit v
0
t
.
Cependant, il peut e^tre quelquefois diÆile de onstruire 
IV
t
pour assurer une bonne Fisher-
onsistane de l'estimateur. Dans e as, nous avons reours a d'autres methodes d'estimation,
notamment l'estimation par les moindres arres deux etapes.
3.3.3 Estimation par les moindres arres deux etapes
Tehniquement, et estimateur
^

2SLS
N
(2 Stage Least Squares) resulte d'une regression
de la projetion lineaire des variables endogenes sur l'espae des variables instrumentales
[Sott et Holt, 1982℄ [Angrist et Imbens, 1995℄ [Statistis Solutions, 2012℄. Soient Y un N -
veteur olonne forme des sorties y
t
(t = 1; :::; N), 
N
la (N  d)-matrie des regresseurs '
t
et K
IV
N
la (N  d)-matrie des instruments 
IV
t
, denis par
Y = [y
1
:::y
N
℄
T
; (
N
)
T
= ['
1
:::'
N
℄ ;
 
K
IV
N

T
=


IV
1
:::
IV
N

(3.34)
Delinons les deux etapes :
{ Etape 1 : On herhe l'estimateur de la matrie
^

N
= P
IV
N

N
, pour laquelle P
IV
N
est
une (N N)-matrie de projetion telle que
P
IV
N
= K
IV
N
h
 
K
IV
N

T
K
IV
N
i
 1
 
K
IV
N

T
(3.35)
{ Etape 2 : On herhe le 2SLS-estimateur, et apres quelques aluls, elui-i est donne
par
^

2SLS
N
=

^

T
N
^

N

 1
^

T
N
Y =
 

T
N
P
IV
N

N

 1

T
N
P
IV
N
Y (3.36)
Cette methode d'estimation est souvent preferee aux methodes par variables instrumentales,
ar elle ore plus de souplesse quant a la onstrution des matries K
IV
N
et P
IV
N
.
Apres avoir presentee quelques methodes lassiques d'estimation, dont l'objetif est de rendre
le LS-estimateur plus Fisher-onsistant, il est utile de denir les grandes lignes qui se rat-
tahent aux proprietes de onvergene de l'estimateur.
3.4 Prinipales proprietes de onvergene
Ces proprietes regroupent la onvergene du ritere d'estimation V
N
 
; Z
N

presentees
sous la forme d'un lemme et d'un theoreme, puis elle de la suite de variables aleatoires
p
N

^

LS
N
  
0

.
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Pour determiner la limite vers laquelle l'estimateur
^

LS
N
onverge lorsque N tend vers l'inni,
il est prealablement utile de donner les proprietes limites du ritere d'estimation. Ljung dans
[Ljung, 1999℄(hapitre 8 pp. 249 et 253) exprime les residus sous la forme
"
t
() =
X
k1
d
(1)
t
(k; ) u
t k
+
X
k0
d
(2)
t
(k; ) e
0
t k
(3.37)
ou les ltres d
(i)
t
(k; ), i = 1; 2, sont uniformement stables en  et en t. Ils doivent alors obeir
a la ondition



d
(i)
t
(k; )



 
k
; 8t; 8 2 D
M
ave
X
k0

k
<1 (3.38)
Considerons le lemme suivant
Lemme 1 Soit M une struture de modele uniformement stable et D
M
un ompat. Suppo-
sons que l'ensemble de donnees Z
1
soit sujet aux onditionsD1 (voir [Ljung, 1999℄(hapitre
8 pp. 249)), alors
sup
2D
M


V
N
 
; Z
N

 

V ()


! 0 a.p.1 quand N !1 (3.39)
ou

V () =

E

1
2
"
2
t
() = lim
N!1
1
N
N
X
t=1
E

1
2
"
2
t
() (3.40)
ave , fontion de distribution normale. Le LS-ritere V
N
 
; Z
N

onverge ainsi uni-
formement en  2 D
M
vers le LS-ritere limite

V (). En onsequene, le LS-estimateur
^

LS
N
onverge vers l'argument 

minimisant

V (). Cependant, lorsqu'il n'y a pas de mini-
mum global unique, donne par

V (), il est preferable de denir un domaine de onvergene
D
C
par
D
C
= arg min
2D
M

V () (3.41)
Enonons alors le theoreme suivant
Theoreme 1 Soit
^

LS
N
le LS-estimateur deni par (3.27), ou "
t
() est determinee par (3.37)
a partir d'une struture de modeleM uniformement stable. Alors, si Z
1
est sujet aux ondi-
tions D1
^

LS
N
! D
C
a.p.1 quand N !1 (3.42)
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Ce resultat indique que l'estimateur onverge alors vers la meilleure approximation disponible
dans le struture de modele M onsideree. En onsequene, si S
0
2 M, alors
^

LS
N
! 
0
a.p.1 quand N !1 (3.43)
et M est globalement identiable en 
0
.
Interessons-nous maintenant a la onvergene de la suite de variables aleatoires
p
N

^

LS
N
  
0

.
Soit le theoreme
Theoreme 2 Supposons D
C
= f
0
g et
^

LS
N
Fisher-onsistant, alors, la suite de variables
aleatoires
p
N

^

LS
N
  
0

onverge en loi vers une distribution asymptotique normale
p
N

^

LS
N
  
0

2 AsN
 
0; C
LS
(
0
)

(3.44)
ou C
LS
(
0
) est la matrie de variane/ovariane, donnee par
C
LS
(
0
) =


V
00
(
0
)

 1
Q
LS
(
0
)


V
00
(
0
)

 1
(3.45)
ave
Q
LS
(
0
) = lim
N!1
NE

V
0
N
(
0
; Z
N
)V
0
N
(
0
; Z
N
)
T
(3.46)
V
0
et V
00
sont respetivement le gradient et le Hessien du LS-ritere.
La matrie C
LS
(
0
) n'est denie que si V
0
N
(
0
; Z
N
) onverge rapidement vers

V
0
(
0
) et si

V
00
(
0
) est inversible.
A partir de (3.45), la matrie de variane/ovariane du LS-estimateur est donnee par
Cov

^

LS
N


C
LS
(
0
)
N
(3.47)
En utilisant le gradient du modele de predition deni par  
t
() =


y^
t
() =  


"
t
(), nous
pouvons deduire une autre relation de la matrie de variane/ovariane du LS-estimateur
Cov

^

LS
N

 
0


E

 
t
(
0
) 
T
t
(
0
)

 1
N
(3.48)
Cependant, ette derniere expression peut rester inaessible a l'utilisateur, et ela pour
deux raisons prinipales :
1. Meonnaissane du vrai veteur parametre 
0
.
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2. Impossibilite de disposer d'une innite de donnees.
Ainsi, ayant a sa disposition N donnees et un estimateur
^

LS
N
, alors
Cov

^

LS
N

=
^

N

1
N
N
P
t=1
 
t

^

LS
N

 
T
t

^

LS
N


 1
N
(3.49)
^

N
=
1
N
N
X
t=1
"
2
t

^

LS
N

(3.50)
peuvent e^tre onsiderees omme de bonnes estimations de Cov (
0
) et 
0
respetivement.
Disposant d'un ensemble de modeles estimes a partir de riteres d'estimation, il semble
neessaire de proposer a l'utilisateur un ensemble de riteres de validation.
3.5 Validation de modeles parametriques
L'objetif est de proposer un test statistique a partir de quantites alulables dans le but de
valider un modele andidat parmi nmodeles. Pour ela, nous devons disposer d'un estimateur,
donne par la minimisation d'un ritere d'estimation. Dans l'hypothese theorique ou nous
disposons de tous les ensembles de donnees possibles et de taille aussi grande que neessaire,
nous pouvons utiliser la valeur limite du ritere d'estimation omme mesure salaire de la
qualite du modele, en prenant son esperane sur l'ensemble des jeux de donnees Z
N
. Le
modele estime orrespondantm =M

^

N

doit e^tre onsidere a son tour omme une variable
aleatoire, et par onsequent, la fontion mesurant la justesse du modele (le t), 'est a dire
le ritere limite, l'est aussi.
Nous retiendrons alors omme mesure de la qualite d'une struture de modeleM, l'esperane
de e modele prise par rapport aux dierents estimateurs possibles
^

N

J (M) = E


V

^

N

(3.51)
Il reste maintenant a exprimer (3.51) uniquement a partir des donnees d'estimation. Il faudra
approximer ette relation a partir des donnees disponibles et en partiulier V
N

^

N
; Z
N

. Les
hypotheses suivantes permettent de repondre a ette interrogation :
{ S
0
2 M.
{ Les parametres du modele sont identiables et don

V
00
(
0
) est inversible.
{ Les donnees de validation possedent les me^mes proprietes statistiques du deuxieme
ordre que les donnees d'estimation.
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3.5.1 Critere FPE dans l'approhe L
2
Ce ritere a l'origine a ete formule par Akaike [Akaike, 1969℄ [Akaike, 1970℄ et permet
la seletion de l'ordre du modele estime. Dans l'approhe erreur de predition, il s'erit

J
L
2
(M)  V
N

^

LS
N
; Z
N

+ 
0
d
M
N
(3.52)
Cette expression montre lairement le ou^t des parametres. Si le nombre de parametres
de la struture de modele roit, alors V
N

^

LS
N
; Z
N

sera plus petit. Meilleur est le t du
modele, plus petit est le minimum de V
N
 
; Z
N

en
^

LS
N
. Cependant l'augmentation de d
M
fait ro^tre le terme de penalite 
0
d
M
N
. Nous voyons don l'importane de bien hoisir la
struture et l'ordre du modele.
Si N est suÆsamment grand, alors
^

N
peut e^tre un bon estime de 
0
s'erit
^

N
=
V
N

^

LS
N

1 
d
M
N
(3.53)
En inserant ette relation dans (3.52), nous obtenons
FPE (d
M
) = 2
N + d
M
N   d
M
V
N

^

LS
N

(3.54)
La valeur de d
M
pour laquelle le FPE atteint son minimum est l'ordre du modele.
3.5.2 Critere FPE dans l'approhe L
1
Cette approhe a ete developpee dans [Carmona et Alvarado, 2000℄ [Carmona et al, 2003℄.
Il est bien onnu que le LS-estimateur est tres sensible aux grands earts des residus, ontraire-
ment au LSAD-estimateur qui l'est beauoup moins. En statistique, la mediane est beauoup
moins sensible que la moyenne quadratique. L'identiation L
1
sourant de ne pas disposer
d'autant d'outils que l'identiation L
2
, les auteurs ont propose un LSAD-ritere d'estima-
tion et les versions des riteres de validation AIC et FPE. Le ritere FPE en norme L
1
est
alors donne par

J
L
1
(M) 
1
N
N
X
t=1



"
t

^

LSAD
N




+
d
M
N
(3.55)
ou
^

LSAD
N
est le LSAD-estimateur tel que
^

LSAD
N
= arg min
2D
M
1
N
N
X
t=1
j"
t
()j (3.56)
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Nous pouvons remarquer dans (3.55) l'absene du terme de variane 
0
. La neessite d'evaluer
e terme a partir de donnees dispara^t, failitant ainsi l'evaluation de (3.55) et ameliorant
l'approximation faite par rapport au as L
2
. Ces outils ont permis d'estimer et de valider des
modeles de ommande ARX et OE, dans le but d'eetuer un ontro^le atif de bruit dans un
onduit aoustique semi-ni [Carmona et Alvarado, 2000℄ [Carmona et Alvarado, 2002℄.
3.5.3 Critere FPE dans l'approhe M-estimateur
Ce ritere FPE dans l'approhe L
2
 L
1
, plus ommunement appele RFPE (Robust Final
Predition Error) a d'abord ete propose par Yohai [Yohai, 1997℄. L'auteur onsidere un M-
estimateur d'ehelle [Huber et Ronhetti, 2009℄(hapitre 5 p. 107) applique a des modeles
lineaires. Soit
^

S
N
un tel M-estimateur donne par
^

S
N
= arg min
2D
M
1
N
N
X
t=1


r
t


(3.57)
ou  est la norme de Huber,  une ehelle et r
t
= y
t
  '
T
t
 les residus.
Le RFPE est alors donne par
RFPE (d
M
) =
1
N
N
X
t=1

 
y
t
  '
T
t
^

S
N
^
!
+
d
M
N
^
A
^
B
(3.58)
pour lequel ^ est un estime de l'ehelle,
^
A =
1
N
N
P
t=1
 

y
t
 '
T
t
^

S
N
^

2
et
^
B =
1
N
N
P
t=1
 
0

y
t
 '
T
t
^

S
N
^

.
Ii, la fontion  =

r
et  
0
est sa derivee.
Le ritere a notamment ete utilise dans les travaux de [Khan, 2006℄ [Khan et al, 2007℄ dans
une approhe dierente de l'erreur de predition, uniquement pour estimer et valider des
modeles lineaires. A notre onnaissane, il n'existe auune etude du RFPE appliquee aux
modeles pseudolineaires, en partiulier aux strutures de modeles OE et ARMAX.
3.6 Conlusion
Dans e hapitre, nous avons aborde quelques generalites sur les proessus monovariables
a entree exogene et sur le probleme de l'identiabilite dans l'approhe erreur de predition, en
introduisant le onept de "vrai systeme". Nous avons ensuite presente les prinipales stru-
tures de modeles parametriques lineaires et pseudolineaires. Quelques methodes lassiques
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d'estimation telles que les moindres arres une etape et deux etapes ainsi que les methodes
par variables instrumentales ont ete exposees. Nous avons pu montrer dans le as partiulier
de struture de modeles lineaires, modele ARX par exemple, que pour es trois methodes, la
minimisation du ritere d'estimation presente une solution analytique. Les prinipales pro-
prietes statistiques dans l'approhe erreur de predition au sens des moindres arres ont ete
aussi presentees. Nous avons ensuite aborde ertaines methodes de validation de modeles en
se foalisant sur le ritere FPE d'Akaike et de ses versions en normes L
1
et L
2
  L
1
. Pour
ette derniere norme, nous avons mis l'aent sur l'existene d'un ritere RFPE, uniquement
pour des modeles lineaires.
Au me^me titre que l'identiation L
1
dans l'approhe erreur de predition manquait d'outils
d'estimation et surtout de validation, nous onstatons qu'il en est de me^me de l'identiation
L
2
 L
1
. A notre onnaissane, il n'existe auune etude sur le ritere RFPE pour les modeles
pseudolineaires dans l'approhe erreur de predition. Nous proposons alors de denir un adre
formel autour de la norme L
2
  L
1
de Huber ave extension de sa onstante d'aord dans
les petites valeurs, prenant en ompte le niveau de ontamination ! du GEM. C'est e que
nous allons developper dans la suite de e memoire.
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Convergene de l'estimateur robuste
Ce hapitre ommene par proposer un ritere d'estimation robuste parametre (PREC)
dans l'approhe erreur de predition, en introduisant deux ensembles d'index lies aux ontri-
butions L
2
et L
1
. Le gradient et la matrie Hessienne de e ritere neessaires a la resolution
du probleme d'optimisation sont etablis. Nous montrons par un theoreme de onvergene
uniforme que e ritere est eetivement robuste aux outliers d'innovation et par son orol-
laire, que l'estimateur robuste l'est aussi. L'approhe M-estimateur de Huber a seuil etendu
(ETME, Extended Threshold M-Estimator) est developpee omme une onsequene de l'es-
timation parametrique d'une struture de modele pseudolineaire.
4.1 Le M-estimateur de Huber dans l'approhe erreur
de predition
Me^me si les M-estimateurs sont largement etudies dans la litterature, leur formalisation
dans le adre d'une approhe erreur de predition n'a jusqu'a present pas ete expliitee.
4.1.1 Critere d'estimation robuste parametre : PREC
Dans ette approhe, les erreurs de predition dependent du veteur parametre  a es-
timer. Soient d parametres inonnus 
1
; :::; 
d
a estimer a partir de N mesures entree/sortie
d'un proessus monovariable. Considerons un modele de deviation distributionnelle GEM des
erreurs de predition, donne par (2.32). Un M-estimateur de Huber
^

H
N
dans R
d
est deni par
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un probleme de minimisation de la forme
1
N
N
X
t=1



"
t
(
^

H
N
)


=
1
N
inf
2
N
X
t=1


("
t
()) (4.1)
ou par une equation impliite
1
N
N
X
t=1
	
t;

";
^

H
N

= 0 (4.2)
L'erreur de predition est denie par "
t
() = y
t
  y^
t
() et la 

-norme par


("
t
()) =
(
"
2
t
()
2
si j"
t
()j  
 j"
t
()j  

2
2
si j"
t
()j > 
(4.3)
La 	-fontion de Huber dans l'approhe erreur de predition est
	
t;
("; ) =




("
t
()) (4.4)
Plus preisement, le veteur parametre  = [
1
; :::; 
d
℄
T
appartient a , pour lequel  est un
sous-ensemble de R
d
et 

: E   ! R est une fontion nonnegative et onvexe telle que


("
t
()) : E ! R est mesurable pour haque  2 , ave E un espae de probabilite.
La norme mixte de Huber est don un melange d'une norme L
2
qui ne traite que les residus
situes dans l'intervalle [ ; ℄ et d'une norme L
1
qui elle, ne traite que eux situes en dehors
de et intervalle. La ontribution de haune d'elle depend de la valeur du fateur d'ehelle
, don de la onstante d'aord k. Conretement, le ro^le de la norme L
1
est de robustier la
norme L
2
, tres sensible aux grands earts des residus, et de traiter le plus rapidement possible
es grands earts. Ce point de vue justie le hoix de la onstante d'aord k, ar elle xe la
ontribution de haune des normes a la n de la proedure d'estimation. Nous sommes don
amenes a denir deux ensembles d'index lies a haune de es ontributions. Soient don 
2
et 
1
es deux ensembles traduisant respetivement les ontributions L
2
et L
1
, donnes par

2
() = ft : j"
t
()j  g (4.5)

1
() = ft : j"
t
()j > g (4.6)
A partir de es deux ensembles, nous pouvons denir deux fontions de ontribution, L
2
C ()
et L
1
C (), par
L
2
C () =
ard (
2
())
N
=
N
2
()
N
(4.7)
49
CHAPITRE 4. CONVERGENCE DE L'ESTIMATEUR ROBUSTE
L
1
C () =
N
1
()
N
(4.8)
dans lesquelles ard signie le ardinal de l'ensemble 
i
, i = 1; 2. Ces deux ontributions
verient l'egalite
ard (
2
()) + ard (
1
()) = N; 8 2 D
M
(4.9)
Nous verrons dans le hapitre 7 que ette fontion de ontribution L
1
presente un intere^t
substantiel dans la phase de validation de modele, puisque ette fontion sera utilisee omme
un nouvel outil d'aide a la deision du hoix de l'ordre du modele.
Avant de presenter le ritere d'estimation robuste parametre, il est utile de denir d'une
faon generale la restrition d'une fontion h () relative a l'ensemble d'index 
i
, notee h

i
(),
i = 1; 2. Dans la suite, pour toute fontion h () ontinue, nous erirons
h

i
() =
(
h () si t 2 
i
()
0 autrement
(4.10)
L'usage de ette restrition relative a un ensemble d'index 
i
, permet de distinguer les parties
L
2
et L
1
d'une me^me fontion. Cette approhe est une faon de "ranger" aleatoirement les
index temporels t, satisfaisant la ondition imposee par le seuillage des erreurs de predition
au ours de la proedure d'estimation robuste.
De es generalites, soit W
N
() le ritere d'estimation robuste parametre deni par
W
N
() =
1
N
X
t2
2
()[
2
()


("
t
()) =
1
N
X
t2
2
()
"
2
t
()
2
| {z }
Partie L
2
+

N
X
t2
1
()
(j"
t
()j  
s
2
t
()
2
)
| {z }
Partie L
1
(4.11)
pour lequel la fontion signe des erreurs de predition s
t
() est donnee par
s
t
() =
8
>
<
>
:
1 si "
t
() > 
0 si j"
t
()j  
 1 si "
t
() <  
(4.12)
Remarque :
Comme nous le voyons, ette fontion depend du veteur parametre . Pour plus de details, le
leteur peut se referer a [Corbier et al, 2012℄. Sans rentrer dans les details dans e hapitre,
nous montrons que L
1
C () est une fontion de s
t
(). Ce theoreme montre que L
1
C ()
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presente des minima, etablissant que la derivee de s
t
() par rapport a  est non nulle. Dans
la suite, nous hoisissons omme fontion logistique, l'expression suivante [Braess, 1986℄
s
t
()  
t
() =
1  e
 2K"
t
()
1 + e
 2K"
t
()
(4.13)
dans laquelle le reel K > 0 est hoisi suÆsamment grand pour assurer l'approximation de
s
t
().
Par usage de (4.10), le PREC peut aussi s'erire
W
N
() =
1
N
N
X
t=1
"
2

2
;t
()
2
+

N
N
X
t=1
(j"

1
;t
()j  
s
2

1
;t
()
2
) (4.14)
Il nous appartient de montrer de quelle maniere le PREC est implemente dans l'algorithme
de minimisation de la proedure d'estimation.
Soient deux veteurs et une matrie E() 2 R
N
, S() 2 R
N
et W() 2 R
NN
, denis
respetivement omme etant le veteur des erreurs de predition, le veteur signe et la matrie
poids, par
E() = ["
1
():::"
N
()℄ (4.15)
S() = [s
1
():::s
N
()℄ (4.16)
W() = diag (w
1
():::w
N
()) (4.17)
ou haque poids est donne par w
t
() = 1   s
2
t
(). Le PREC a minimiser prend la forme
suivante
W
N
() =
1
2N
E
T
()W()E() +

N
S
T
()
h
E() 

2
S()
i
(4.18)
Au ours de la proedure d'estimation dans l'algorithme d'adaptation parametrique (AAP)
[Landau, 1998℄, E(), S() ainsi que W() prennent leurs valeurs aleatoirement en fontion
de . E() se "remplie" des erreurs de predition pour tout t. S() se remplie de 0 si t 2 
2
,
de  1 et de 1 si t 2 
1
. Quant aW(), sa diagonale prend la valeur 1 si t 2 
2
et 0 autrement.
Nous voyons que lorsque  est xe par k, au ours de l'estimation, il s'eetue une repartition
donnant lieu aux deux ontributions L
1
et L
1
.
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4.1.2 Gradient et Hessien du PREC
Dans l'approhe erreur de predition, le gradient et le Hessien du ritere d'estimation,
sont deux quantites indispensables aux proprietes de onvergene de l'estimateur robuste. Le
gradient W
0
N
() permet de determiner la Q-matrie et le Hessien limite (deduit du Hessien
W
00
N
()) intervient dans la onvergene en loi de la suite de variables aleatoires
p
N

^

H
N
  
0

.
C'est a partir de la matrie de variane/ovariane de ette suite que l'on peut deduire la
matrie de variane/ovariane asymptotique de l'estimateur robuste
^

H
N
.
Dans le but d'etablir l'expression de W
0
N
(), il est neessaire de onna^tre la derivee de la
fontion signe par rapport a . Prealablement, nous proposons le lemme suivant, etendant
ainsi le resultat de Chang [Chang et Guo, 2004℄.
Lemme 2 Soit s
t
() la fontion signe dont l'approximation est donnee par (4.13), alors
s
t
()

  4Ke
 2Kj"
t
()j
 
t
() (4.19)
Preuve :
Nous obtenons pour tout t 2 
1
()
s
t
()

=  g
K
t
() 
t
() (4.20)
ave  
t
() =  


"
t
() et
g
K
t
() =
4Ke
 2K"
t
()
(1 + e
 2K"
t
()
)
2
(4.21)
Pour K suÆsamment grand, un developpement de Taylor a l'ordre 1 en zero montre que
g
K
t
()  4Ke
 2Kj"
t
()j
(4.22)
La derivee de la fontion signe devient alors
s
t
()

  4Ke
 2Kj"
t
()j
 
t
() (4.23)
Theoreme 3 Soient W
N
() le ritere d'estimation robuste deni par (4.14) et la derivee de
la fontion signe donnee par (4.23), alors le gradient de W
N
() par rapport a  s'erit
W
0
N
() =
 1
N
X
t2
2
()
 
t
()"
t
() 

N
X
t2
1
()
 
t
()s
t
() (4.24)
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Preuve :
Nous avons vu dans (4.11) que nous pouvions distinguer une Partie L
2
et une Partie L
1
du PREC. Posons alors
W
N
() =W

2
N
() +W

1
N
() (4.25)
ave
W

2
N
() =
1
N
X
t2
2
()
"
2
t
()
2
(4.26)
et
W

1
N
() =
1
N
X
t2
1
()
( j"
t
()j  

2
s
2
t
()
2
) (4.27)
La derivee de (4.26) par rapport a  devient
W
0

2
N
() =
 1
N
X
t2
2
()
 
t
()"
t
() (4.28)
et elle de (4.27) en utilisant le lemme 2, s'erit
W
0

1
N
() =  

N
X
t2
1
()
 
t
()s
t
() 

N
X
t2
1
()
 
t
() g
K
t
() ("
t
()  s
t
()) (4.29)
Soit D
M
un ompat et g
K
t
() la fontion denie par (4.22), alors (4.29) devient
sup
2D
M








W

1
N
() +

N
X
t2
1
()
 
t
() s
t
()






= sup
2D
M


A
K
N
()


(4.30)
ave


A
K
N
()


=
4K
N





N
X
t=1
 

1
;t
() e
 2K
j
"

1
;t
()
j
("

1
;t
()  s

1
;t
())





(4.31)
La regle (4.10) permet de donner l'expresion
 

2
;t
() +  

1
;t
() =  
t
() (4.32)
Toujours d'apres ette regle, le veteur  

1
;t
() ontenant des valeurs nulles, il est fa-
ile de verier que k 

1
;t
()k  k 
t
()k. Un theoreme formule par Ljung et Caines dans
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[Ljung, 1978℄ [Ljung et Caines, 1979℄ montre que pour tout t > 0 et tout ompat D
M
,
sup
2D
M
k 
t
()k  C kEk ou kEk = sup
2D
M



["
1
() :::"
N
()℄
T



. On obtient alors
sup
2D
M
k 

1
;t
()k  C kEk (4.33)
De plus, e
 2K
j
"

1
;t
()
j
 e
 2K
et posons pour tout t > 0 sup
2D
M
j"

1
;t
()j = C
"
et sup
2D
M
js

1
;t
()j 
1. Il vient que
sup
2D
M


A
K
N
()


 4C (C
"
+ )  kEkKe
 2K
(4.34)
Il existe alors une valeur de K suÆsamment grande pour que 4C (C
"
+ )  kEkKe
 2K
! 0.
Nous obtenons ainsi
sup
2D
M
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
W

1
N
() +

N
X
t2
1
()
 
t
() s
t
()






= 0 (4.35)
e qui prouve le gradient du PREC.
A partir de e gradient, nous pouvons deduire la 	-fontion de Huber dans l'approhe erreur
de predition. Elle est alors donnee par
	
t;
("; ) =   

2
;t
()"

2
;t
()   

1
;t
()s

1
;t
() (4.36)
Theoreme 4 Soient W
0
N
() le gradient du ritere d'estimation robuste deni par (4.24) et
la derivee de la fontion signe donnee par lemme 2, alors le gradient de W
0
N
() par rapport
a  s'erit
W
00
N
() =
 1
N
X
t2
2
()

 
T
t
()

"
t
()   
t
() 
T
t
()

 

N
X
t2
1
()
 
T
t
()

s
t
() (4.37)
Preuve :
Les derivees de (4.28) et (4.29) par rapport a  donnent immediatement
W
00

2
N
() =
 1
N
X
t2
2
()

 
T
t
()

"
t
()   
t
() 
T
t
()

(4.38)
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et
W
00

1
N
() =  

N
X
t2
1
()
 
t
()

s
t
() 

N
X
t2
1
()
 
t
()
s
t
()
T

(4.39)
Par le lemme 2, nous avons alors
sup
2D
M
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B
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L
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(4.40)
pour laquelle
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(4.41)
Nous en deduisons que


B
K
N
()


L
1

4Ke
 2K
N
N
X
t=1


 

1
;t
() 
T

1
;t
()
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1
(4.42)
Toujours dans [Ljung, 1978℄ [Ljung et Caines, 1979℄, les auteurs montrent que la norme
matriielle
M
  
=


 
t
() 
T
t
()


L
1
(4.43)
est bornee pour tout  2 D
M
et t > 0. Sahant que par onstrution, le veteur  

1
;t
ontient des valeurs nulles, alors M
 

1
 

1
 M
  
. En onsequene, il existe une valeur de K
suÆsamment grande telle que
sup
2D
M


B
K
N
()


L
1
 4Ke
 2K
M
  
! 0 (4.44)
Cei montre que
sup
2D
M






W
00

1
N
() +

N
X
t2
1
()
 
T
t
()

s
t
()






L
1
= 0 (4.45)
e qui termine la demonstration.
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4.2 Convergenes du PREC et de l'estimateur robuste
en presene d'outliers
Nous allons enoner et prouver un theoreme sur la onvergene uniforme du PREC lorsque
les erreurs de predition ontiennent des outliers d'innovation. Rappelons qu'une erreur de
predition est onsideree omme outlier d'innovation si j"
t
()j >  pour k xee. Choisir
onvenablement une valeur de k 'est denir une 

-norme, don un ritere d'estimation
robuste parametre. Ce dernier doit onverger vers une valeur limite, sous la ondition  2 D
M
ou D
M
est un ompat. Nous supposons que les residus ontenant des outliers sont distribues
selon le modele de deviation distributionnelle GEM, donne par
P

(!) = fF jF = (1  !) + !Hg (4.46)
ou  est la distribution normale et !, le niveau de ontamination de .
Selon la regle (4.10), l'erreur de predition "
t
() peut s'erire
"
t
() = "

2
;t
() + "

1
;t
() (4.47)
ou "

2
;t
() sont les residus dans l'invervalle [ ; ℄ et "

1
;t
() eux onsideres omme outliers.
Choisissons pour "

2
;t
() une expression analogue a (3.37)
"

2
;t
() =
X
i1
d


2
;t
(i) u
t i
+
X
i0
~
d


2
;t
(i) e
t i
(4.48)
ou les ltres d


2
;t
(i) et
~
d


2
;t
(i) sont uniformement stables en  et t tels que


d


2
;t
(i)


 
i
,



~
d


2
;t
(i)



 
i
pour tout t 2 
2
() et  2 D
M
ave
P
i0

i
<1.
Les residus onsideres omme outliers peuvent s'exprimer sous la forme
"

1
;t
() =
X
i2
1
()


i
() Æ
t;i
(4.49)
ou 

i
() est le i-ieme outlier d'innovation et Æ
t;i
la fontion de Kroneker.
Considerons les hypotheses tehniques HT suivantes
1. Le signal d'entree u
t
est borne et on a sup
t
ju
t
j = C
u
.
2. La sequene de variables aleatoires iid e
t
est de moyenne nulle et de moments d'ordre
4 + Æ bornes, pour Æ > 0. Son moment d'ordre 2 est note .
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3. Le hoix onvenable de  borne les outliers, de valeur moyenne  et d'amplitude
sup
i2
1
()
j

i
()j = 
Avant d'enoner le theoreme de onvergene uniforme, onsiderons le lemme suivant
Lemme 3 Posons R
N
r
() =
N
P
t=r

t
() et
~
R
N
r
= sup
2D
M


R
N
r
()


, ou D
M
est un sous-ensemble
ompat de R
d
. Si E
F

~
R
N
r

2
 f
r
(N) ou f
r
(N) est un polyno^me en N de degre 0 ou 1,
alors
sup
k2I
N
1
k
~
R
N
1
! 0, a.p.1 quand N !1 (4.50)
ave I
N
=

N
2
; (N + 1)
2

.
Theoreme 5 Considerons une struture de modele M uniformement stable. Soit D
M
un
sous-ensemble ompat de R
d
. Supposons que l'ensemble de donnees Z
1
(Z
N
quand N !1)
soit sujet a HT, alors
sup
2D
M


W
N
() 

W ()


! 0 a.p.1 quand N !1 (4.51)
ou

W () = lim
N!1
E
F
W
N
()
Preuve du Lemme 3 :
Supposons E

~
R
N
r

2
 f
r
(N), alors
E
F

1
N
2
~
R
N
2
1

2
=
1
N
4
E
F

~
R
N
2
1

2

f
1
(N
2
)
N
4
(4.52)
L'inegalite de Chebytshev donne
P

1
N
2
~
R
N
2
1
> 


1

2
N
4
E
F

~
R
N
2
1

2
(4.53)
En onsequene
1
X
k=1
P

1
k
2
~
R
k
2
1
> 

 C
1
X
k=1
f
1
(k
2
)
k
4
<1 (4.54)
Par le lemme de Borel-Cantelli, nous obtenons
1
k
2
~
R
k
2
1
! 0, a.p.1 quand k !1 (4.55)
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Denissons l'intervalle I
N
=

N
2
; (N + 1)
2

. Supposons que sup
k2I
N
1
k
~
R
k
1
soit obtenue pour
k = k
N
et  = 
N
. Ainsi, quand k
N
= (N + 1)
2
, nous avons
sup
k2I
N
1
k
~
R
k
1
=
1
(N + 1)
2






(N+1)
2
X
t=1

t
(
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(4.56)
Alors
sup
k2I
N
1
k
~
R
k
1

1
(N + 1)
2
~
R
N
2
1
+
1
(N + 1)
2
~
R
(N+1)
2
N
2
+1
(4.57)
Puisque
1
k
2
~
R
k
2
1
! 0 a.p.1 quand N !1, le premier terme a droite de (4.57) tend vers zero.
Pour le deuxieme, nous avons
E
F

1
(N + 1)
2
~
R
(N+1)
2
N
2
+1

2

f
N
2
+1
 
(N + 1)
2

(N + 1)
4

C
N
2
(4.58)
Par l'inegalite de Chebytshev et par le lemme de Borel-Cantelli, e terme tend vers zero
a.p.1 quand N !1. En onsequene
sup
k2I
N
1
k
~
R
k
1
, a.p.1 quand N !1 (4.59)
Ce qui prouve le lemme. La preuve du theoreme 5 est donnee en Annexe A.
Corollaire du theoreme 5 : onvergene de l'estimateur
Le orollaire de e theoreme de onvergene du PREC en presene d'outliers 

k
, montre que
si D
C
est un domaine de onvergene deni par
D
C
= arg min
2D
M

W () (4.60)
, le M-estimateur de Huber
^

H
N
onverge alors vers la meilleure approximation disponible
dans le struture de modele D
M
onsideree et on a
^

H
N
! D
C
a.p.1 quand N !1 (4.61)
Le theoreme preedent et son orollaire ne peuvent e^tre satisfaits que par un hoix onve-
nable de l'intervalle de bruit I
k
b
. En eet, pour l'utilisateur, le hoix de k reste une ta^he
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deliate. Il s'agit bien de proposer a travers k un estimateur robuste solution du probleme
de donnees ontaminees, prealablement formalise par le GEM denie par (4.46). Une valeur
de k bien hoisie devrait rapidement reduire l'eet impulsionnel de l'outlier d'innovation
ainsi que sa propagation dans les erreurs de predition et dans le regresseur. Le ro^le es-
sentiel de la norme L
1
est de permettre un traitement rapide de es outliers en attenuant
leurs eets negatifs sur l'estimateur, et de rendre les residus suivants plus petits, dans le
but d'e^tre traites par la norme L
2
. Cette notion de propagation reste fondamentale, ar ses
onsequenes diretes ou indiretes deident de la onvergene de l'estimateur robuste et de
ses performanes, et ses eets dependent de la nature me^me de la regression. Il est important
de preiser que la propagation d'outliers peut entra^ner des as singuliers d'ourrene de
points de levage (leverage points) et le risque de rupture (breakdown points) de l'estimateur.
Dans ette situation extre^me, es points ont une haute inuene de position dans l'espae
fateur E
f
, deni omme l'espae de dimension d lie a la matrie de regression donnee par

T
N
() = ['
1
() :::'
N
()℄ (4.62)
ou '
t
() est le regresseur. Dans le as partiulier de la struture de modele OE, le regresseur
fait appara^tre des points de levage, a ause du meanisme interne de boule de retour dans
le modele de predition y^
t
(). La gure 4.1 montre la ausalite d'apparition des outliers d'in-
novation par les outliers d'observation et le meanisme interne de boule de retour. Cette
struture de modele parametrique fait raindre un point de rupture relativement bas, signi-
ant qu'un simple outlier d'innovation mal plae dans la sequene des erreurs de predition,
oasionnerait des dommages majeurs dans la proedure d'estimation. Cei est ertainement
vrai dans le as ou l'intervalle de bruit est I
k
b
= [1; 2℄, puisqu'il ne privilegie ni la forte robus-
tesse, ni la forte eÆaite de l'estimateur. Nous pensons au ontraire, que l'abaissement de la
onstante d'aord se traduisant par une extension de I
k
b
, va permettre de mieux reguler la
proedure d'estimation. Intuitivement, la nature me^me de la struture de es modeles, nous
ontraint de hoisir un intervalle de bruit I
k
b
dierent 'est a dire I
k
b
= [0:01; 2℄. Reduire
k, 'est reduire rapidement l'eet impulsionnel de l'outlier d'innovation et sa propagation
dans le regresseur puis dans les residus. Nous privilegions la robustesse impulsionnelle, ou
la norme L
1
est foalisee sur l'ourene de l'outlier, ontraignant ainsi les residus suivants
a e^tre fortement reduits et a n'e^tre traites que par la norme L
2
. D'ou l'intere^t dans les as
severes de reduire la valeur de k. Ce onstat a ete mis en evidene dans [Corbier et al, 2012℄.
Cependant, il nous appartient de verier que la reherhe d'un estimateur signiativement
robuste ne se traduit pas par une perte importante de performane
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Fig. 4.1 { Causalite d'apparition des outliers d'innovation par les outliers d'observation. Il
appara^t le meanisme interne de boule de retour dans le modele de predition.
4.3 Conlusion
Au debut de e hapitre, nous avons presente un ritere d'estimation robuste, base sur
la norme de Huber munie d'un parametre ayant pour fontion d'ajuster la robustesse et
l'eÆaite de l'estimateur. Nous avons ainsi montre qu'en presene d'outliers d'innovation
dans les erreurs de predition, e ritere onvergeait uniformement vers un ritere limite et
que l'estimateur robuste onvergeait aussi. Nous avons aussi justie le hoix d'un intervalle
de bruit etendu vers les petites valeurs omme une onsequene de la nature de la regression
du modele de predition. Dans le hapitre suivant, nous traiterons des aspets tehniques lies
a l'estimation des strutures de modeles pseudolineaires.
60
Chapitre 5
Performanes de l'estimateur robuste :
developpement de l'approhe L
!
-FTE
Ce hapitre traite de points tehniques nouveaux qui n'existent pas dans les approhes
lineaires et assoiees telle que l'approhe LPV, lineaire a parametres variables ou LTV, lineaire
a temps variables. En eet, il s'agit de lineariser les fontions de transfert des modeles pseu-
dolineaires de predition que l'on herhe a estimer. Conretement, il s'agit de determiner la
limite L (appelee aussi ordre large) des developpements en serie de Taylor du gradient  
t
()
et du Hessien
 
t
()

de l'erreur de predition pour la struture de modele OE. L'objetif est
de lineariser es expressions et d'en deduire elles du gradient et du Hessien du PREC. Ce
hapitre aborde ensuite le probleme de la distribution asymptotique de l'estimateur dans
l'approhe I
k
b
etendu, au moyen de la onvergene en loi de la suite de variables aleatoires
p
N

^

H
N
  
0

. A partir des expressions asymptotiques du gradient et du Hessien du PREC,
l'expression de la matrie de variane/ovariane du M-estimateur de Huber dans l'approhe
L
!
-FTE est presentee.
5.1 Justiation de l'approhe
La demarhe lassique lorsque sont abordes les problemes lies aux strutures non lineaires,
est d'essayer, dans la mesure du possible, d'eetuer une linearisation autour d'un point
[Braess, 1986℄ et de limiter la longueur L de elle-i, dans le but de reduire le ou^t des al-
uls. Dans la suite de notre travail, nous nous plaons dans e ontexte, en proposant de
limiter L tout en assurant la preision requise des resultats numeriques. A l'origine, ette
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D

EVELOPPEMENT DE L'APPROCHE L
!
-FTE
linearisation presente une somme innie et se plae don dans un adre purement theorique
et non alulatoire. Limiter ette somme par un ordre large L se justie don. Cependant, le
hoix de L ne doit pas resulter d'une quelonque methode empirique, ar elle peut augmenter
signiativement le ou^t des aluls. Ce hoix doit s'appuyer sur un adre formel, en montrant
que l'approximation lineaire mene a des bornes superieures d'erreurs qui tendent vers zero ou
dans la mesure du possible, qui tendent vers de tres faibles valeurs. Ces problemes appliques
aux modeles parametriques ont ete menes a l'origine par [Baxter, 1962℄ et [Berk, 1974℄. Le
premier a traite l'aspet formel du probleme en montrant qu'il etait possible de limiter un
modele et d'en donner un prediteur ni. Le seond l'a applique a un proessus AR en
etablissant la onsistene d'un estime spetral. Cependant, Berk ne justie pas vraiment le
hoix de L et se ontente d'une etude empirique. Un premier travail faisant l'objet d'une
avanee reelle sur la justiation de L, onerne elui realise par Mayne et Firoozan dans
[Mayne et Firoozan, 1982℄. Ces auteurs ont etudie une identiation lineaire d'un proessus
ARMA, en essayant eetivement de hoisir L dans le but de reduire les severes eorts alula-
toires exiges par la fontion de vraisemblane. Dans la onlusion de leur artile, ils proposent
que L soit hoisi omme la raine de la fontion de Lambert W , telle que Le
L
= z ou z est
un nombre omplexe dont la partie reelle est omprise entre  1=e et 0 [Corless et al, 1995℄.
C'est nalement Al-Smadi dans [Al-Smadi, 2007℄ qui utilise la fontion de Lambert omme
ordre large, dans son algorithme base sur les moindres arres pour l'identiation d'un modele
ARMA non-gaussien. Cependant, les valeurs de L ne sont pas lairement justiees. Le terme
d'ordre large a ete suggere par Soderstrom dans [Soderstrom et al, 2003℄. Les auteurs pro-
posent une grande valeur de L sans reelle justiation, dont l'objetif est d'approximer un
modele ARMA par un modele AR. Les valeurs ainsi hoisies s'appuient sur une methode
essentiellement empirique.
Ces etudes montrent qu'il est parfois diÆile de donner la raison du hoix de L dans le
but de limiter une somme et d'en apporter toutes les justiations, qu'elles soient formelles
et/ou experimentales. Dans e travail, nous allons au ontraire, denir un adre formel et
nous montrerons par quelques resultats experimentaux son appliation. Le point de depart
onerne la struture nonlineaire de la relation reliant le gradient  
t
() au regresseur '
t
(),
pour une struture de modele pseudolineaire donnee. Pour un modele OE ou ARMAX, ette
relation s'erit
P (q; ) 
t
() = '
t
() (5.1)
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ou P (q; ) est un polyno^me monique. Dans la suite, nous nous foalisons au as partiu-
lier du modele OE, ou P (q; ) = F (q; ) et '
t
() =

u
t 1
:::u
t w
 y^
t 1
() ::: y^
t p
()

T
[Ljung, 1999℄(hapitre 10 p. 329). La relation (5.1) montre que le gradient  
t
() s'obtient en
ltrant le regresseur '
t
() par le ltre 1=F (q; ). En onsiderant la fontion de transfert

p
(q; ) =
1
F (q; )
=
1
1 +
P
p
i=1
f
i
q
 i
(5.2)
, le gradient et le Hessien du modele de predition y^
t
() s'erivent respetivement
 
t
() = 
p
(q; )'
t
() (5.3)
et


 
T
t
() =
 

F (q; )
[F (q; )℄
2
'
T
t
() +
1
F (q; )


'
T
t
() (5.4)
Le developpement ni en serie de Taylor (L
!
-FTE) de (5.3) et (5.4) doit tenir ompte de
l'hypothese que la fontion de transfert 
p
(q; ) est stable pour tout  2 D
M
. Il semble tout
naturel de penser que L depend du plaement des po^les de la fontion de transfert assoiee

p
(z; ) ou z 2 C . Si 
k
est le k-ieme po^le de 
p
(z; ), alors ~r = sup
k

k
est une information
sur la valeur de L. Si nous onsiderons le disque ouvert de R
2
, 
 = f(x; y) =x
2
+ y
2
< 1g et
son bord 
 = f(x; y) =x
2
+ y
2
= 1g, alors pour ~r prohe de 
, la valeur de L augmentera.
Dans le as ontraire L diminuera.
5.2 L
!
-FTE du gradient de "
t
()
Nous onsiderons l'hypothese que la fontion de transfert 
p
(z; ) est stable pour tout
 2 D
M
. Elle peut s'erire

p
(z; ) = 1 
~

p
(z; ) (5.5)
ave
~

p
(z; ) =
~
N (z; )
~
D (z; )
=

1
z
p 1
+ :::+ 
p
z
p
+ 
1
z
p 1
+ ::: + 
p
(5.6)
La nouvelle fontion de transfert
~

p
(z; ) presente p-po^les


k
= 
k
e
j ~'
k
	
p
k=1
, ave 
k
< 1
pour tout k = 1:::p. Alors, un developpement de Taylor en zero de 
p
(z; ) devient

p
(z; ) =
1
X
m=0
A

m
z
 m
(5.7)
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ave A

m
les oeÆients de Taylor, donnes par
A

m
=  
p
X
k=1
Res

~

p
; 
k


k
m 1
(5.8)
pour lesquels A

0
= 1 et A

m
< 1 8m  1. Res

~

p
; 
k

= ~
k
e
j
~

k
est le k-ieme residu de
~

p
(z; ) en p
k
ave ~
k
< 1.
Le gradient devient alors
 
t
() =
1
X
m=0
A

m
'
t m
() (5.9)
ou les oeÆients de Taylor peuvent e^tre approximes par
A

m
  2
F(p=2)
X
k=1
~
k

m 1
k
os (

m
k
) (5.10)
et


m
k
=
(
~

k
+ (m  1) ~'
k
si p = 2n
l si p = 2n+ 1; l = fm;m  1; 1; 0g
(5.11)
La fontion F() est le plus prohe entier inferieur ou egal a . L'objetif est maintenant
de presenter ette nouvelle methode de determination de L de l'approximation lineaire du
gradient.
La premiere etape onsiste a prendre la valeur absolue des oeÆients de Taylor A

m
. Nous
avons


A

m


 ~

m
ave
~

m
= 2
F(p=2)
X
k=1
~
k

m 1
k
jos (

m
k
)j (5.12)
Montrons que es oeÆients presentent des lobes pseudo-periodiques ou L designe la pseudo-
periode, et qu'il existe un entier k
0
tel que
L = F
 


 ~'
 1
k
0



(5.13)
Preuve :
L'expression jos (

m
k
)j est maximale lorsque 2n  

m
k
 (2n+ 1), ave n 2 Z. Alors
m (k)  m  m (k) ou
m (k) = 1 + ~'
 1
k

(2n+ 1)  
~

k

(5.14)
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et
m (k) = 1 + ~'
 1
k

2n  
~

k

(5.15)
Il existe une valeur k
0
de k telle que
L = max
k=k
0
F (jm (k) m (k)j) (5.16)
La pseudo-periode est alors donnee par
L = max
k=k
0
F
 


 ~'
 1
k



= F
 


 ~'
 1
k
0



(5.17)
La deuxieme etape onsiste a herher l'enveloppe de deroissane passant par les maxima
des lobes. Chaun d'entre eux est donne par ~

m
r
ave m
r
= 1+ rL, r = f0; 1; :::; Rg, R 2 N .
R est un nombre signiatif de lobes tel que ~

m
r
<  ou  est un seuil xe. Il semble en eet
raisonnable d'imposer une limite superieure a  au-dela desquels les maxima des lobes n'ont
plus de reelle signiation. Ce seuil est xe a 0:01 et le restera aussi pour l'ordre large du
Hessien, orrespondant ainsi a 1% de max
 
~

m

. Cette enveloppe est donnee par la fontion


2
(m) =


1
m
2
+


2
m
4
(5.18)
ou
 


1
; 

2

sont deux reels donnes par
^
 =
^
M
 1
^
 ave
^
 =



1


2

T
,
^
 =



2
(m
1
) 

2
(m
2
)

T
et
^
M =
 
1
m
2
1
1
m
4
1
1
m
2
2
1
m
4
1
!
(5.19)
L'ordre large L limitant l'approximation lineaire de  
t
() est don la solution de l'equation


2
(L) =  (5.20)
Nous obtenons alors
L


= F
"
s
1
2

q
 


1

2
+ 4

2
 + 

1

#
(5.21)
Cette expression montre deux dependanes, l'une expliite et l'autre impliite. La dependane
expliite est liee au hoix de  . Le prendre trop grand, 'est ne pas verier la maximisation
de la borne superieure de l'erreur entre  
t
et  
L
t
(L
!
-FTE de  
t
), et de prendre le risque
d'avoir un developpement de Taylor trop grand. Dans le as ontraire, 'est augmenter de
faon onsequente le temps de alul de  
L
t
. La dependane impliite est elle liee aux oeÆ-
ients 

1
et 

2
, qui dependent de  et don du resultat de l'estimation. Si l'estimateur est tres
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perturbe par les outliers d'innovation, alors nous risquons de verier la ondition ~r prohe de

. En onsequene, le nombre de lobes signiatifs R va augmenter, et L va ro^tre. Pour
illustrer ei, la gure 5.1 (gauhe) montre les oeÆients A

m
, ~

m
et 

2
(m) en fontion de
m pour un modele estime OE(11,5) (p = 11; w = 5) ave une onstante d'aord k = 0:05.
Les donnees de sortie du proessus simule ont ete ontaminees par 5% d'outliers d'observa-
tion. Cette gure montre les lobes ainsi que l'eet rebond ave une pseudo-periode L egale
a 9. Le nombre de lobes signiatifs est R = 13. L'enveloppe donnee par 

2
(m) assoiee a
 = 0:01 fournit un ordre large L


= 119. La gure 5.1 (droite) montre les oeÆients A

m
,
~

m
et 

2
(m) en fontion de m pour un modele estime OE(11,5) ave une onstante d'aord
k = 0:05. Pour et exemple, les donnees de sortie du proessus ont ete ontaminees par 10%
d'outliers d'observation. Ave e taux plus eleve, le M-estimateur de Huber est plus perturbe,
modiant ainsi ertaines arateristiques. La pseudo-periode reste egale a 9, mais le nombre
de lobes signiatifs passe a 24 et l'ordre large L


= 227. Ces resultats montrent lairement
l'eet impliite, du^ aux resultats de l'estimation. Ces deux gures mettent en evidene le fait
que les oeÆients de Taylor A

m
tendent vers zero pour m suÆsamment grand. Il existe don
un ordre large L


tel que



A

L





! 0.
Considerons alors le theoreme suivant
Theoreme 6 Soient

A

m
	
1
m=0
2 R les oeÆients de Taylor de (5.9) tels que


A

m


 1 et
lim
m!1


A

m


! 0. Il existe un ordre large L


2 N pour lequel
sup
t


 
t
()   
L
t
()


L
1

C

(L


)
2
(5.22)
ou  
L
t
() est la L
!
-FTE de  
t
(), C

2 R.
Preuve :
A partir de (5.9) nous avons
 
t
() =
L


X
m=0
A

m
'
t m
() +
1
X
m=L


+1
A

m
'
t m
() (5.23)
Il vient que
sup
t


 
t
()   
L
t
()


L
1

1
X
m=L


+1


A

m


sup
t
k'
t m
()k
L
1
(5.24)
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Fig. 5.1 { (gauhe) : CoeÆients A

m
, ~

m
et 

2
(m) en fontion de m pour un modele estime
OE(11,5) (p = 11; w = 5) ave une onstante d'aord k = 0:05. Le taux de ontamination en
outliers d'observation est de 5%. La pseudo-periode est L = 9, le nombre de lobes signiatifs
est R = 13 et l'ordre large vaut L


= 119. (droite) : CoeÆients A

m
, ~

m
et 

2
(m) en fontion
de m pour un modele estime OE(11,5) (p = 11; w = 5) ave une onstante d'aord k = 0:05.
Le taux de ontamination en outliers d'observation est de 10%. L'estimateur est plus perturbe,
modiant ainsi ertains resultats. La pseudo-periode reste egale a 9, mais le nombre de lobes
signiatifs passe a 24 et l'ordre large vaut 227.
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Dans [Ljung, 1978℄ et [Ljung et Caines, 1979℄, les auteurs partent de l'hypothese que le
regresseur '
l
() 2 R
d
est borne pour tout l. Soit Y

= sup
l
k'
l
()k
L
1
. Par ailleurs, puisque


A

m







2
(m)


, alors
sup
t


 
t
()   
L
t
()


L
1
 Y

1
X
m=L


+1




2


m
4
(5.25)
Des aluls simples sur la somme de Riemann menent a
1
X
m=L


+1
1
m
4


4
18
1
(L


)
2
(5.26)
Par onsequent
sup
t


 
t
()   
L
t
()


L
1

C

(L


)
2
(5.27)
ave C

=

4
18
Y





2


.
Ce theoreme montre qu'il existe un ordre large L suÆsamment grand tel que
 
L
t
() =
L


X
m=0
A

m
'
t m
() (5.28)
soit onsideree omme une bonne approximation lineaire de  
t
(). Soit b
G

=
C

(
L


)
2
la borne
superieure de l'erreur entre  
t
() et  
L
t
(). Pour les deux exemples ites preedemment,
b
G

= 4:7910
 4
pour une ontamination de 5% et b
G

= 2:4510
 3
pour une ontamination
de 10%. Ces deux valeurs onrment les bonnes approximations lineaires eetuees par les
ordres larges L


= 119 et L


= 227.
Il est parfois utile dans ertaines proprietes de onvergene, de omparer les quantites
estimees en
^

H
N
aux quantites dites vraies en 
0
. Reiterons ette approhe aux oeÆients
de Taylor estimes en
^

H
N
. Soient A
^

H
N
k
es oeÆients et A

0
k
les "vrais oeÆients" en 
0
.
Simplions ertaines notations :
^
L
N
= L

^

H
N
,
^
A
N
k
= A
^

H
N
k
et A
0
k
= A

0
k
.
Considerons le theoreme suivant
Theoreme 7 Soient deux veteurs de dimension innie donnes par
A
0
=

A
0
1
; A
0
2
:::

T
(5.29)
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et
^
A
N
=
h
^
A
N
1
^
A
N
2
:::
^
A
N
^
L
N
0 0:::::
i
T
(5.30)
alors



A
0
 
^
A
N
^
L
N



L
1

~
K

0

^
L
N

2
(5.31)
Preuve :
D'apres [Baxter, 1962℄ et [Berk, 1974℄, nous avons



A
0
 
^
A
N
^
L
N



L
1
=
^
L
N
X
k=1



A
0
k
 
^
A
N
k



+
1
X
k=
^
L
N
+1


A
0
k


(5.32)
ou
^
L
N
X
k=1



A
0
k
 
^
A
N
k





K
1
X
k=
^
L
N
+1


A
0
k


(5.33)
Par ailleurs, d'apres le theoreme 6, nous savons que
1
X
k=
^
L
N
+1


A
0
k



~
C

0

^
L
N

2
(5.34)
ainsi



A
0
 
^
A
N
^
L
N



L
1

~
K

0

^
L
N

2
(5.35)
Ce theoreme signie que tout veteur inni ave un nombre limite de termes
^
A
N
^
L
N
non nuls
tend asymptotiquement vers le vrai veteur inni A
0
. Ce theoreme montre que nous pouvons
obtenir la L
!
-FTE de  
t
() ave la ondition



^
A
N
^
L
N



! 0.
5.3 L
!
-FTE du Hessien de "
t
()
L'objetif est de trouver la L
!
-FTE du Hessien de "
t
(). Derivons  
T
t
() par rapport a .
Nous obtenons


 
T
t
() =
 

F (q; )
[F (q; )℄
2
'
T
t
() +
1
F (q; )


'
T
t
() (5.36)
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Cette relation etant omposee de deux termes, l'etude de la L
!
-FTE se fait don en deux
parties.
Considerons le premier terme a droite de l'egalite de (5.36). Posons alors
  (q; ) =
 

F (q; )
[F (q; )℄
2
(5.37)
On peut failement verier que
  (q; ) =

O
w1
 q
 1
[F (q; )℄
2
:::
 q
 p
[F (q; )℄
2

T
(5.38)
La fontion de transfert assoiee
 z
 s
[F (z;)℄
2
ou z 2 C ave 1  s  p possede p po^les simples et
p po^les doubles et peut don s'erire
 z
 s
[F (z; )℄
2
=
 z
2p s
(z
p
+ f
1
z
p 1
+ :::+ f
p
)
2
=
p
X
k=1
~
A
s
(z; )
~
B
s
(z; )
(5.39)
ave
~
A
s
(z; )
~
B
s
(z; )
=
r
k;s
z   p
k
+
~r
k;s
(z   p
k
)
2
(5.40)
ou jp
k
j < 1; 8k. Les (k; s)-residus de
~
A
s
(z;)
~
B
s
(z;)
s'obtiennent par
r
k;s
=
(
d
dz
"
(z   p
k
)
2
~
A
s
(z; )
~
B
s
(z; )
#)
z=p
k
(5.41)
et
~r
k;s
=
"
(z   p
k
)
2
~
A
s
(z; )
~
B
s
(z; )
#
z=p
k
(5.42)
Nous pouvons alors erire
 z
 s
[F (z; )℄
2
=
1
X
m=0
p
X
k=1
 
r
k;s
p
k
m
+m~r
k;s
p
k
m 1

z
 (m+1)
(5.43)
Ave le hangement de variables [v = m + 1℄, (5.43) devient
 z
 s
[F (z; )℄
2
=
1
X
v=1


v;s
z
 v
(5.44)
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dans laquelle les oeÆients 

v;s
sont donnes par


v;s
=
p
X
k=1
 
r
k;s
p
k
v 1
+ (v   1) ~r
k;s
p
k
v 2

(5.45)
Nous obtenons alors
  (q; )'
T
t
() =
1
X
v=1
X

v
'
T
t v
() (5.46)
ave
X

v
=

O
w1


v;1
:::

v;p

T
(5.47)
Le deuxieme terme a droite de l'egalite de (5.36) devient
1
F (q; )


'
T
t
() =
1
X
k=0
A

k


'
T
t k
() (5.48)
La (d d)-matrie,


'
T
t k
() est donnee par


'
T
t k
() =
 
O
ww
M

k;1
O
pw
M

k;2
!
(5.49)
ave
M

k;1
=
0
B
B
B
B

 
1
P
l=0
A

l
u
t 2 k l
:::  
1
P
l=0
A

l
u
t 1 p k l
::: ::: :::
 
1
P
l=0
A

l
u
t 1 w k l
:::  
1
P
l=0
A

l
u
t 1 w p k l
1
C
C
C
C
A
(5.50)
et
M

k;2
=
0
B
B
B
B

1
P
l=0
A

l
y^
t 2 k l
() :::
1
P
l=0
A

l
y^
t 1 p k l
()
::: ::: :::
1
P
l=0
A

l
y^
t 1 p k l
() :::
1
P
l=0
A

l
y^
t 1 2p k l
()
1
C
C
C
C
A
(5.51)
On a alors
1
F (q; )


'
T
t
() =  
1
X
k=0
1
X
l=0
A

k
A

l
R

t k l
(5.52)
ave la (d d)-matrie, R

t k l
denie par
R

t k l
= [0
dw
'
t 1 k l
() :::'
t 1 p k l
()℄ (5.53)
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A partir de es resultats, le Hessien de l'erreur de predition devient


 
T
t
() =
1
X
v=1
X

v
'
T
t v
() 
1
X
k=0
1
X
l=0
A

k
A

l
R

t k l
(5.54)
Nous devons maintenant herher la L
!
-FTE de (5.54) et don, dans un premier temps
herher le ou les ordres larges assoies. Comme nous pouvons l'observer, ette expression est
omposee de deux termes. Le premier n'est pas fontion des oeÆients A

k
. Nous pouvons
en deduire qu'il existe un autre ordre large, denote

L


a determiner. Quant au deuxieme
terme, il fait appara^tre le produit A

k
A

l
. La somme peut ainsi e^tre developpee en L


-termes.
L'ordre large

L


est diretement lie aux oeÆients 

v;s
. En utilisant la me^me approhe que
pour les oeÆients A

k
, l'expression




v;s


presentent des lobes pseudo-periodiques de pseudo-
periode donnee par (5.13). Chaque lobe a un maximum donne par




v
r
;s


ou v
r
=
L
2
+ rL,
r 2

E
N
=

0; 1; :::;

R
	
. L'entier

R represente le nombre de lobes signiatifs tel que




v
r
;s


< 
pour lequel  = 0:01. L'enveloppe de




v
r
;s


peut e^tre representee par la fontion


4;s
(v) =



1;s
v
+



2;s
v
2
+



3;s
v
3
+
~


4;s
v
4
; 1  s  p (5.55)
Pour haque valeur de s, il existe alors un ordre large de




v;s


, note

L

s;
raine de 

4;s
 

L

s;

=
 . La resolution de ette equation d'ordre 4 aboutit a

L

s;
= max
 


s;
;



s;

(5.56)
ave


s;
= F
0
B
B

1
q
(
a

s;
)
2
 4

b

s;
 a

s;
2
 

b

s;
4a

s;
1
C
C
A
(5.57)



s;
= F
0
B
B

1
q
(
a

s;
)
2
 4

s;
+a

s;
2
 

b

s;
4a

s;
1
C
C
A
(5.58)
ou a

s;
est la raine de
 
a

s;

6
+ 2A

s;
 
a

s;

4
+
h
 
A

s;

2
  4C

s;
i
 
a

s;

2
 
 
B

s;

2
= 0 (5.59)
pour laquelle

b

s;
=
1
2
"
 
a

s;

2
+ A

s;
 
B

s;
a

s;
#
(5.60)
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

s;
=
1
2
"
 
a

s;

2
+ A

s;
+
B

s;
a

s;
#
(5.61)
A

s;
=



2;s



4;s
 
3
8
 



3;s



4;s
!
2
(5.62)
B

s;
=
1
8
 



3;s



4;s
!
3
 
1
2



3;s



2;s
 



4;s

2
+



1;s



4;s
(5.63)
et
C

s;
=  
3
256
 



3;s



4;s
!
4
+
1
16



2;s



4;s
 



3;s



4;s
!
2
 
1
4



3;s



1;s
 



4;s

2
+




4;s
(5.64)
L'ordre large

L


est donne par

L


= max
 

L

1;
; :::;

L

p;

(5.65)
Les gures 5.2 montrent deux exemples de oeÆients 

v;s
,




v;s


ainsi que la fontion en-
veloppe 

4;s
(v) pour s = 1. Les modeles estimes sont les me^mes que eux presentes pour le
gradient. Pour le premier, la pseudo-periode est egale a 9, le nombre de lobes signiatifs
vaut 24 et l'ordre large

L


= 238. Pour le deuxieme, la pseudo-periode ne hange pas, mais
le nombre de lobes passe a 42 et l'ordre large est egal a 440. Cei montre une nouvelle fois
les onsequenes sur la longueur de la linearisation pour un taux de ontamination dierent.
Cela peut para^tre exessif, mais soulignons que les donnees du proessus sont fortement
ontaminees, reant ainsi des outliers d'innovation de valeurs signiatives ave des ou-
renes regulieres. Si le ou^t de ette linearisation par L


et

L


aro^t la harge des aluls,
la diminution de es deux valeurs peut s'eetuer en augmentant le seuil  . Une autre faon
de diminuer es valeurs serait, selon une hypothese, de fortement robustier l'estimation. Ce
point reste enore a elairir et demande des investigations supplementaires.
Enonons le theoreme de la L
!
-FTE du Hessien.
Theoreme 8 Considerons les deux ordres larges donnes respetivement par (5.21) et (5.65),
alors
sup
t






 
T
t
() 


 
(

L;L
)
T
t
()




L
1
 ^

 
C

1
 

L



2
+
C

2
(L


)
2
+
C

3
(L


)
4
!
(5.66)
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Fig. 5.2 { (gauhe) : CoeÆients 

v;1
,




v;1


et 

4;1
(v) en fontion de v pour un modele
estime OE(11,5) ave une onstante d'aord k = 0:05. Le taux de ontamination en outliers
d'observation est de 5%. La pseudo-periode est L = 9, le nombre de lobes signiatifs est
R = 24 et l'ordre large vaut

L


= 238. (droite) : CoeÆients 

v;1
,




v;1


et 

4;1
(v) en fontion
de v pour un modele estime OE(11,5) ave une onstante d'aord k = 0:05. Le taux de
ontamination en outliers d'observation est de 10%. Une nouvelle fois, l'estimateur est plus
perturbe, modiant ertains resultats. La pseudo-periode reste egale a 9, mais le nombre de
lobes signiatifs passe a 42 et l'ordre large vaut 440.
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Preuve :
A partir de (5.54), nous avons


 
T
t
() =

L


X
v=1
X

v
'
T
t v
() 
L


X
k=0
L


X
l=0
A

k
A

l
R

t k l
+
1
X
v=

L


+1
X

v
'
T
t v
()  2
L


X
k=0
1
X
l=L


+1
A

k
A

l
R

t k l
 
1
X
k=L


+1
1
X
l=L


+1
A

k
A

l
R

t k l
(5.67)
Designons la L
!
-FTE du Hessien par


 
(

L;L
)
T
t
() =

L


X
v=1
X

v
'
T
t v
() 
L


X
k=0
L


X
l=0
A

k
A

l
R

t k l
(5.68)
Il vient que
sup
t






 
T
t
() 


 
(

L;L
)
T
t
()




L
1
 sup
t
Z
;

L
t
+ sup
t

;L
t
(5.69)
ave
Z
;

L
t
=
1
X
v=

L


+1


X

v
'
T
t v
()


L
1
(5.70)
et

;L
t
= 2
L


X
k=0
1
X
l=L


+1


A

k




A

l




R

t k l


L
1
+
1
X
k=L


+1
1
X
l=L


+1


A

k




A

l




R

t k l


L
1
(5.71)
En supposant Y

= sup
l
k'
l
()k et sahant que





4;s
(v) 
~


4;s
v
4



! 0, alors
sup
t
Z
;

L
t
 Y

1
X
v=

L


+1
p
X
i=1


4;i
(v) (5.72)
Il est faile de verier que
1
P
l=

L


+1
1
l
4


4
18
1
(

L


)
2
et en posant C

1
=

4
18
p
P
i=1



4;i
, nous obtenons
sup
t
Z
;

L
t

Y

C

1
 

L



2
(5.73)
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Soient respetivement 
;L
1;t
et
~

;L
2;t
les premier et deuxieme termes de 
;L
t
. Supposons
la matrie R

t
bornee par le fait que elle-i est omposee des regresseurs '
t
() qui sont
eux-me^mes bornes. Posons alors sup
t


R

t


L
1
= ^

. Par ailleurs, il est faile de verier que
L


P
k=1
1
k
2


2
6

1 +
2
(
L


)
2

et
L


P
k=1
1
k
4


4
90

1 +
5
2
(
L


)
2

. Nous obtenons
sup
t

;L
1;t

^

C

2
(L


)
2
(5.74)
ave C

2
= 

1


2

4
18


2
3
+

4
45

,
sup
t

;L
2;t

^

C

3
(L


)
4
(5.75)
ou C

3
= 

1


2


4
18

2
.
En onsequene
sup
t
Z
;

L
t
+ sup
t

;L
t
 ^

 
C

1
 

L



2
+
C

2
(L


)
2
+
C

3
(L


)
4
!
(5.76)
Ce qui prouve le theoreme.
Il nous reste maintenant, a partir des L
!
-FTE etablies preedemment, a determiner elles du
gradient et du Hessien du PREC.
5.4 L
!
-FTE du gradient et du Hessien du PREC
Rappelons que le gradient est donne par
W
0
N
() =
1
N
N
X
t=1
	
t;
("; ) (5.77)
On peut alors deduire la L
!
-FTE de 	 omme
	
L
t;
("; ) =   
L

2
;t
() "

2
;t
()   
L

1
;t
() s

1
;t
() (5.78)
C'est a dire, en utilisant (5.28)
	
L
t;
("; ) =  
L


X
m=0
A

m
J
t;m

2
;
1
() (5.79)
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ave
J
t;m

2
;
1
() = J
t;m

2
() + J
t;m

1
() (5.80)
pour lesquels
J
t;m

2
() = "

2
;t
()'

2
;t m
() (5.81)
J
t;m

1
() = s

1
;t
()'

1
;t m
() (5.82)
La L
!
-FTE du gradient du PREC devient alors
W
0
L
N
() =  
1
N
N
X
t=1
L


X
m=0
A

m
J
t;m

2
;
1
() (5.83)
Celle du Hessien s'erit W
00L;

L
N
() = W
00

2
;L;

L
N
() +W
00

1
;L;

L
N
(), ave
W
00

2
;L;

L
N
() =
 1
N
N
X
t=1

L


X
v=1
X

v
'
T

2
;t v
() "

2
;t
() +
1
N
N
X
t=1
L


X
k=0
L


X
l=0
A

k
A

l
P


2
;t;k;l
(5.84)
et
W
00

1
;L;

L
N;
() =
 
N
N
X
t=1

L


X
v=1
X

v
'
T

1
;t v
() s

1
;t
()+

N
N
X
t=1
L


X
k=0
L


X
l=0
A

k
A

l
R


1
;t k l
s

1
;t
() (5.85)
P


2
;t;k;l
= R


2
;t k l
"

2
;t
() + '

2
;t m
()'
T

2
;t l
() et R


2
;t k l
= R

t k l
si t  k   l 2 
2
(),
R


1
;t k l
= R

t k l
si t  k   l 2 
1
().
5.5 Le probleme de la distribution asymptotique dans
l'approhe I
k
b
etendu
Dans le hapitre 2, nous avons vu que pour un faible niveau de ontamination ! dans le
modele de deviation distributionnelle donne par
P

(!) = fF jF = (1  !) + !Hg (5.86)
ou  est la distribution normale et pour un M-estimateur de Huber Fisher-onsistant, alors
L
F

p
N

^

H
N
   (F )

!N (0; C (!;  (F ))) (5.87)
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Pour maximiser la matrie asymptotique de variane/ovariane C (!;  (F )), il existe une
distribution
~
F 2 P

(!) dont la densite orrespondante
~
f est liee a la 

-norme de Huber.
Cette borne superieure s'erit
sup
F2P

(!)
C (!;  (F )) = C

!; 

~
F

= I
!

~
F

 1
(5.88)
ou I
!

~
F

est la matrie d'information de Fisher. Considerer ! faible, 'est hoisir une
onstante d'aord k 2 [1; 2℄, don un fateur d'ehelle dans l'intervalle de bruit lassique
[; 2℄. Dans e as preis, la relation (5.87) est veriee et la distribution asymptotique est
une loi normale N .
Cette approhe innitesimale a ete largement traitee dans la litterature. Cela signie
que me^me en presene d'outliers dans les residus, le modele de distribution asymptotique
reste gaussien. Le probleme est beauoup moins trivial lorsque la onstante d'aord sort
de e lassique intervalle de bruit. Rappelons qu'a l'origine, l'extension de et intervalle
vers les petites valeurs se justie par les tres mauvais resultats de l'identiation d'un a-
tionneur piezoeletrique, lorsque k 2 [1; 2℄. En eet, le signal des miro-deplaements (voir
gure 6.1 (droite) hapitre 6), fourni par les gauges de deformation, ne fait pas lairement ap-
para^tre des outliers d'observation. Ce onstat se refere aux remarques mentionnees par Huber
[Huber et Ronhetti, 2009℄ (hapitre 1 pp. 4-7), ou il semble parfois diÆile de deteter par
quelques moyens que se soit es donnees atypiques. Pourtant, es outliers d'observation non
visibles et non detetables, ont engendre des outliers d'innovation, faisant ehoue les methodes
lassiques d'estimation, telles que les methodes LSE, 3-RFC et me^me la M-estimation de
Huber ave k 2 [1; 2℄. La non trivialite du probleme est illustree par la FDP des erreurs de
predition de deux modeles OE(12,9) (gure 5.3) (gauhe) et OE(12,12) (gure 5.3) (droite),
respetivement pour k = 0:0625 et k = 0:0875. Ces FDP presentent a priori, des proprietes
de densites bimodales, signiant une forte ontamination des residus estimes ainsi qu'une
forte deviation distributionnelle du GEM, 'est-a-dire ave ! > 0:1 orrespondant ainsi a
k < 0:1. Une remarque de Huber et Ronhetti dans [Huber et Ronhetti, 2009℄ (hapitre 4
p. 95) peut nous aider. Elle se refere a l'exemple 4.2 de e me^me hapitre (p. 83). Dans
elui-i, ils onsiderent le GEM donne par (5.86) et preisent que la distribution
~
F ontenue
dans le GEM, minimisant l'information de Fisher a pour FDP
~
f (X) =
1  !

p
2
e
 

(X)

2
(5.89)
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ave,


(X) =
(
X
2
2
si jXj  
 jXj  

2
2
si jXj > 
(5.90)
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Fig. 5.3 { (gauhe) : Fontion de densite de probabilite des residus M-estimes sur un systeme
piezoeletrique pour une onstante d'aord k = 0:0625. Le modele parametrique estime
est un OE(12,9). Cette gure fait lairement appara^tre une densite bimodale. (droite) :
Fontion de densite de probabilite des residus M-estimes sur un systeme piezoeletrique pour
une onstante d'aord k = 0:0875. Le modele parametrique estime est un OE(12,12). La
bimodalite de la densite appara^t de nouveau.
Ils onsiderent le as ou le niveau de ontamination ! tend vers 1, donnant une onstante
d'aord prohe de 0, d'apres la relation 2
'(k)
k
  2 ( k) =
!
1 !
. Il s'ensuit que
~
f (X) ! 0,
signiant qu'il n'y a pas de distribution limite propre. Mais, le M-estime eÆient asymptoti-
quement pour
~
F , tend vers une distribution limite non triviale, orrespondant a un estimateur
LSAD. Les auteurs preisent aussi qu'il pourrait e^tre presomptueux de designer la mediane
omme l'estimateur le plus robuste. Cependant, ils soulignent que sa plus importante ontri-
bution onerne la minimisation du biais maximum de l'estimateur.
Nous voyons que le probleme n'est pas simple, ar, dans l'exemple du proessus piezoeletrique,
la non-trivialite de la FDP se traduit vers une FDP aux proprietes bimodales et non pas vers
une FDP aux proprietes laplaiennes. Que faut-il onlure de es onstats et remarques ?
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On ne peut bien evidemment pas remettre en question le theoreme entral limite, mais il
n'est appliquable que pour de faibles valeurs de !. Dans le as ontraire, 'est a dire elui
qui fait l'objet de notre etude, ou I
k
b
est etendu vers les petites valeurs, la loi de distribution
asymptotique de
p
N

^

H
N
  
0

ou 
0
, est designee par L
!
F
, de moyenne nulle et de matrie
de variane/ovariane asymptotique C (!; 
0
). On peut alors s'erire
F !
Z
L
!
F

^

H
N

(5.91)
Nous dirons alors que toute sva de la forme
p
N

^

H
N
  
0

, a pour loi de distribution
asymptotique
p
N

^

H
N
  
0

2 AsL
!
F
(5.92)
veriant la ondition
L
!
F
!N , quand ! ! 0 (5.93)
La loi de distribution asymptotique normale pour des faibles niveaux de ontamination,
! < 0:1 orrespondant a k  1, traduit le fait que pour une innite de residus, me^me en
presene d'outliers d'innovation, la distribution de es residus est asymptotiquement normale.
L'estimation robuste eetuee est majoritairement L
2
et tres peu L
1
. Cela reste vrai unique-
ment lorsque les outliers d'innovation sont peu nombreux et ave des amplitudes faibles.
L'estimation est alors faiblement perturbee et evite les points de assure et de levage. Dans
le as ontraire, l'estimation robuste n'est plus majoritairement L
2
et la ontribution L
1
n'est plus negligeable, me^me en presene d'une innite de residus. La loi de distribution
asymptotique, donnee par L
!
F
, presentent alors des proprietes non triviales.
5.6 Matrie de variane-ovariane asymptotique du
M-estimateur de Huber
L'objetif est de donner une formulation de la matrie de variane/ovariane asymp-
totique C (!; 
0
) pour ensuite deduire elle de
^

H
N
. Pour determiner C (!; 
0
), nous devons
d'abord exprimer la Q
M
!
-matrie denotee Q
M
(!; 
0
; L
0
) et le Hessien limite

W
00
(!; 
0
; L
0
) =
lim
N!1
E
F
W
00
N
(
0
), dans lesquelles L
0
est l'ordre large donne par L
0
= lim
N!1
L

^

H
N
.
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5.6.1 Expression de la Q
M
!
-matrie et du Hessien limite
Rappelons que le M-estimateur de Huber
^

H
N
est donne par
^

H
N
= argmin
2D
M
W
N
() (5.94)
ave pour ritere d'estimation robuste
W
N
() =
1
N
N
X
t=1
"
2

2
;t
()
2
+

N
N
X
t=1
(j"

1
;t
()j  
s
2

1
;t
()
2
) (5.95)
Puisque le M-estimateur minimise le gradient de W
N
() par rapport a , il en resulte que
W
0
N
(
^

H
N
) = 0 (5.96)
Supposons maintenant que le sous-ensemble D
C
dans lequel le M-estimateur
^

H
N
onverge,
onsiste en un seul point 
0
. Un developpement en serie de Taylor de W
0
N
() autour de 
0
mene a
^

H
N
  
0
=  W
00
N
(
N
)
 1
W
0
N
(
0
) (5.97)
ave 
N
2 R
d
tel que 
0
 
N

^

H
N
. Dans le hapitre 4, le theoreme 5 montre la
onvergene uniforme en  du PREC dans un sous-ensemble ompat D
M
, 'est a dire
sup
2D
M


W
N
() 

W ()


p:s:
! 0. Par des arguments analogues, il devrait e^tre possible de montrer
la onvergene uniforme du Hessien, 'est-a-dire sup
2D
M


W
00
N
() 

W
00
(!; )


p:s:
! 0. Sahant
que
^

H
N
p:s:
! 
0
p.s., alors
W
00
N
(
N
)!

W
00
(!; 
0
), a.p.1 quand N !1 (5.98)
ou

W
00
(!; 
0
) = lim
N!1
E
F
W
00
N
(
0
). En supposant la matrie

W
00
(!; 
0
) inversible, pour N
suÆsamment grand, nous avons
^

H
N
  
0
=  

W
00
(!; 
0
)
 1
W
0
N
(
0
) (5.99)
Il est faile de montrer que la matrie de variane/ovariane asymptotique de
p
N

^

H
N
  
0

est donnee par
C (!; 
0
) =

W
00
(!; 
0
)
 1

lim
N!1
NE
F
W
0
N
(
0
)W
0
N
(
0
)
T


W
00
(!; 
0
)
 1
(5.100)
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dans laquelle la Q
M
!
-matrie s'erit
Q
M
(!; 
0
) = lim
N!1
NE
F
W
0
N
(
0
)W
0
N
(
0
)
T
(5.101)
'est a dire
Q
M
(!; 
0
) = lim
N!1
1
N
N
X
t=1
N
X
u=1
E
F
	
t;
("; 
0
)	
T
u;
("; 
0
) (5.102)
L'expression (5.102), ne fait a priori, auune distintion sur la nature de la regression, tant
que la 	-fontion est exprimee ave  
t
(). Si ela reste verie, alors
 
t
() =
(
'
t
pour une struture de modele lineaire
 
L
t
() pour une struture de modele pseudolineaire
(5.103)
Pour une struture de modele lineaire, l'ordre large L est nul et le regresseur est independant
de . Cela signie que l'approhe L
!
peut e^tre etendue aux modeles lineaires (ML) omme
un as partiulier, ave la ondition
ML()
(
L


= 0
 
t
() =  
0
t
() = '
t
(5.104)
et dans le as de modeles pseudolineaires (MPL)
MPL()
8
>
<
>
:
L


6= 0
 
t
() =  
L
t
() =
L


P
m=0
A

m
'
t m
()
(5.105)
Cette approhe generalise le ontexte L
!
, ou la distintion entre les strutures ne se fait
nalement que sur la valeur de l'ordre large L et le regresseur.
Ainsi, a partir de la L
!
-FTE de la 	-fontion donnee par (5.78), la Q
M
!
-matrie s'erit alors
pour les ML et MPL
Q
M
(!; 
0
; L
0
) = lim
N!1
1
N
N
X
t=1
N
X
u=1
E
F
	
L
t;
("; 
0
)	
L
u;
("; 
0
)
T
(5.106)
Dans le but de determiner ette derniere expression de maniere plus expliite, simpli-
ons ertaines quantites : L


0
= L
0
, A

0
m
= A
0
m
, "

2
;t
(
0
) = "
0

2
;t
, s

1
;t
(
0
) = s
0

1
;t
et
'

i
;t m
(
0
) = '
0

i
;t m
, i = 1; 2. Nous supposons que "
0

2
;t
and '
0

2
;t m
sont des variables
aleatoires independantes pour tout m 2 [0; L
0
℄. Cei est d'abord verie pour un ML ou le
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regresseur '
t
n'est fontion que des entree/sortie u
t i
=y
t j
(i > 0, j > 0), ensuite pour un
MPL ou le regresseur '
0
t
depend de u
t i
, y^
0
t j
(i > 0, j > 0) dans le as d'un modele OE et
de u
t i
, y
t j
, "
0
t k
(i > 0, j > 0, k > 0) dans le as d'un modele ARMAX.
L'esperane mathematique E
F
de la matrie 	
t;
("; 
0
)	
u;
("; 
0
)
T
ontient quatre expres-
sions
L
0
X
m=0
L
0
X
n=0
A
0
m
A
0
n
E
F
"
0

2
;t
"
0

2
;u
E
F
'
0

2
;t m
'
0

2
;u n
T
(5.107)

2
L
0
X
m=0
L
0
X
n=0
A
0
m
A
0
n
E
F
s
0

1
;t
s
0

1
;u
E
F
'
0

1
;t m
'
0

1
;u n
T
(5.108)

L
0
X
m=0
L
0
X
n=0
A
0
m
A
0
n
E
F
"
0

2
;t
s
0

1
;u
E
F
'
0

2
;t m
'
0

1
;u n
T
(5.109)
et

L
0
X
m=0
L
0
X
n=0
A
0
m
A
0
n
E
F
"
0

2
;u
s
0

1
;t
E
F
'
0

1
;t m
'
0

2
;u n
T
(5.110)
Pour (5.107), pare que "
0

2
;t
p:s:
! e
0

2
;t
ou e
0

2
;t
sont des variables aleatoires independantes,
alors E
F
"
0

2
;t
"
0

2
;u
= 0 pour t 6= u. Dans le as ou t = u, nous avons
E
F
 
"
0

2
;t

2
=
1  !

p
2

Z
 
"
2
e
 "
2
2
2
d" (5.111)
Ave le hangement de variables X =
"

et sahant que 
0
= 
2
, il vient que
E
F
 
"
0

2
;t

2
=
2
0
(1  !)
p
2
k
Z
0
X
2
e
 X
2
2
dX (5.112)
Une simple integration par parties montre que
k
Z
0
X
2
e
 X
2
2
dX =
1
2
p
2  
p
2 ( k)  k
p
2' (k) (5.113)
Nous obtenons
E
F
 
"
0

2
;t

2
= 
0
(1  !) [1  2k' (k)  2 ( k)℄ (5.114)
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A partir de la relation entre le niveau de ontamination ! et la onstante d'aord k donnee
par 2
'(k)
k
  2 ( k) =
!
1 !
, nous erivons
E
F
 
"
0

2
;t

2
= 
0
[1  A (!)℄ (5.115)
ave
A (!) = 2 (1  !)
1 + k
2
k
' (k) ; A (!) 2 [0 1[ (5.116)
L'expression (5.115) n'est autre que la variane des residus dans l'ensemble 
2
et il semble
normal de n'avoir qu'une fration de la variane 
0
. L'erreur faite sur elle-i est araterisee
par la fontion A (!). Lorsque la presene d'outliers d'innovation est faible, ela orrespond
a ! faible. Nous retrouvons alors le resultat lassique ou
E
F
 
"
0

2
;t

2
! E

 
"
0
t

2
! E

 
e
0
t

2
= 
0
(5.117)
Dans toute la suite, nous poserons
 (!) = 
0
(1  A (!)) (5.118)
Pour l'expression (5.108), pare que s
0

1
;t
sont des variables aleatoires independantes, alors
E
F
s
0

1
;t
s
0

1
;u
= 0 si t 6= u. Dans le as ou t = u, nous obtenons
E
F
 
s
0

1
;t

2
=
2 (1  !) e
k
2
2

p
2
1
Z

e
 k"

d" (5.119)
Ave le hangement de variables X =
"

, il vient immediatement que
E
F
 
s
0

1
;t

2
=
2 (1  !)
k
' (k) (5.120)
et

2
E
F
 
s
0

1
;t

2
= 2
0
(1  !) k' (k) = 
0
B (!) =  (!) (5.121)
ou B (!) = 2 (1  !)k' (k).
Quant aux quantites (5.109) et (5.110), elles-i sont nulles puisque "
0

2
;u
et s
0

1
;t
sont des
variables aleatoires independantes, prenant leurs valeurs a des index temporels dans deux
ensembles dierents 
2
et 
1
, respetivement. En onsequene, la Q
M
!
-matrie s'erit
Q
M
(!; 
0
; L
0
) =  (!)R
L
0

2
(!; 
0
) +  (!)R
L
0

1
(!; 
0
) (5.122)
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ave
R
L
0

i
(!; 
0
) =
L
0
X
m=0
L
0
X
n=0
A
0
m
A
0
n

E
F
'
0

i
;t m
'
0

i
;t n
T
; i = 1; 2 (5.123)
Le Hessien limite est issu des expressions (5.84) et (5.85). On obtient alors

W
00
2
;L
0
;

L
0
(!; 
0
) =

L
0
X
v=1
X
0
v

E
F
'
0

2
;t v
T

E
F
"
0

2
;t
+
L
0
X
k=0
L
0
X
l=0
A
0
k
A
0
l

E
F
P
0

2
;t;k;l
(5.124)

W
00
1
;L
0
;

L
0
(!; 
0
) =  

L
0
X
v=1
X
0
v
'
0

1
;t v
T
s
0

1
;t
+ 
L
0
X
k=0
L
0
X
l=0
A
0
k
A
0
l

E
F
R
0

1
;t k l

E
F
s
0

1
;t
(5.125)
Sahant que E
F
"
0

2
;t
p:s:
! E
F
e
0

2
;t
p:s:
! E
F
e
0
t
p:s:
! 0 et E
F
s
0

1
;t
p:s:
! E
F
s
0
t
p:s:
! 0, les expressions (5.124)
et (5.125) deviennent

W
00
2
;L
0
;

L
0
(!; 
0
) =
L
0
X
k=0
L
0
X
l=0
A
0
k
A
0
l

E
F
'
0

2
;t m
'
0

2
;t n
T
(5.126)
et

W
00
0
1
;L
0
;

L
0
(!; 
0
) = 0 (5.127)
Le Hessien limite est donnee par

W
00
(!; 
0
; L
0
) = R
L
0

2
(!; 
0
) (5.128)
Dans l'approhe L
!
, la matrie C (!; 
0
) de la distribution asymptotique L
!
F
, devient alors
C (!; 
0
; L
0
) et prend la forme suivante
C
M
(!; 
0
; L
0
) =  (!)

R
L
0

2
(!; 
0
)
 1
+ S
L
0
M
(!; 
0
)

(5.129)
ave
S
L
0
M
(!; 
0
) = R (!)R
L
0

2
(!; 
0
)
 1
R
L
0

1
(!; 
0
)R
L
0

2
(!; 
0
)
 1
(5.130)
expression dans laquelle, R (!) =
B(!)
1 A(!)
.
Remarques :
La matrie S
L
0
M
(!; 
0
) fait lairement appara^tre la mixite de la 

-norme. En eet, dans le as
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ou les residus estimes presentent une densite d'outliers d'innovation Æ

1
N
() =
1
N
N
P
t=1
j"

1
;t
()j
relativement faible, se traduisant par ard [
1
()℄! 0, R
L
0

1
(!; 
0
) tend vers la matrie nulle
et le niveau de ontamination ! tend vers zero. Nous retrouvons la relation (3.45) du ontexte
des moindres arres ou  (!)! 
0
et
R
L
0

2
(!; 
0
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
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(
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Soulignons qu'ave la denition de la densite des outliers d'innovation, le ritere d'estimation
robuste s'erit
W
N
() =
1
2N
N
X
t=1
 
"
2

2
;t
()  
2
s
2

1
;t
()

+ Æ

1
N
() (5.132)
De (5.132), nous pouvons faire deux onstatations. Premierement, le PREC est proportionnel
a la densite des outliers, dont  s'en trouve e^tre son oeÆient. Deuxiemement, e ritere est
ompose d'un terme borne
1
2N
N
P
t=1
 
"
2

2
;t
()  
2
s
2

1
;t
()

et d'un terme qui l'est moins. Il est
faile de montrer que
sup

jW
N
()j  
2
+  sup

jÆ

1
N
()j (5.133)
Pour  xe, impliquant a une ertaine densite Æ

1
N
(), si  2 D
M
, alors, la borne superieure
du PREC est seulement proportionnelle au maximum de la densite. C'est don elle qui des-
ide de la valeur maximale du PREC.
Il reste a deduire de (5.129) la L
!
-matrie de variane/ovariane asymptotique du M-
estimateur de Huber. Celle-i est donnee par
ov

^

H
N

!;L
0

 (!)

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L
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
2
(!; 
0
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
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(5.134)
Il est ependant pertinent de fournir une expression alulable de (5.134), lorsque l'utilisateur
possede N points de mesures et un estimateur
^

H
N
. Ainsi
ov

^

H
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
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^
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(5.135)
peut e^tre onsidere omme un estime de (5.134), ave
^

N
(!) =
1  A (!)
N
N
X
t=1
"
2
t
(
^

H
N
) (5.136)
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un estime de l'ordre large L
0
, donne par
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5.7 Conlusion
Ce hapitre a presente une nouvelle approhe pour determiner les ordres larges des ap-
proximations lineaires du gradient et du Hessien de l'erreur de predition. Cei pour en
deduire la 	-fontion, le gradient et le Hessien du PREC. Nous avons aussi souligne la dif-
ulte d'entrevoir une solution onernant la distribution asymptotique de
p
N

^

H
N
  
0

lorsque les erreurs de predition presentent une densite d'outliers d'innovation relativement
importante. Par ailleurs, nous savons que ette densite varie en fontion du seuil  impose
par la onstante d'aord k. L'inte^ret de desendre k est de traiter le plus rapidement pos-
sible, l'eet impulsionnel de l'outlier survenant dans les residus, pour ontraindre les suivants
a ne rester que dans l'intervalle [ ; ℄, 'est a dire, a n'e^tre traites que par la norme L
2
.
Cependant, omme nous l'avons illustre ave l'exemple de l'identiation, le probleme n'est
pas simple. Bien que ela soit un as partiulier, il est neessaire de se poser la question
de savoir e qu'advient la distribution des residus ontenant des outliers a repetition, sa-
hant qu'il est inonevable de les deteter et de les ltrer par un quelonque ltre nettoyeur,
dont la onsequene est de supprimer des informations sur la dynamique du modele. Par
onsequent, il est important de mettre l'aent sur e probleme, en proposant une loi de
distribution asymptotique non triviale, inonnue, L
!
F
, de moyenne nulle et de matrie de
variane/ovariane ov

^

H
N

!;L
0
, tenant ompte du niveau de ontamination du GEM.
Notons enn que la matrie de variane/ovariane asymptotique est indispensable sous plu-
sieurs raisons. Premierement, elle sert d'indiateur dans la phase de l'estimation quant a
la dispersion des parametres des modeles estimes, et deuxiemement, elle est neessaire a la
determination du ritere RFPE.
Le hapitre suivant etudiera les limites de l'estimateur robuste a travers les onsequenes des
points de levage dans une struture de modele pseudolineaire OE dans l'approhe L
!
.
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Chapitre 6
Limites de l'estimateur robuste :
redution de la sensibilite du biais du
M-estimateur de Huber aux points de
levage
Ce hapitre ommene par l'analyse de la propagation des outliers dans les regressions des
modeles ARX et OE. L'idee est de faire une etude omparative modeles lineaires/modeles
pseudolineaires. Comme une onsequene de ette propagation, le deliat probleme du trai-
tement des points de levage, relatif a la struture de modele pseudolineaire OE est aborde.
Nous allons eetivement montrer que la redution de la onstante d'aord k dans la norme
de Huber, reduit sensiblement le biais de l'estimateur, lorsque survient de tels points. Pour
ela, nous proposons une loi qui failite le hoix de la norme de Huber, omme une solu-
tion au probleme de es points. Des simulations de types Monte Carlo ont ete onduites sur
un proessus simule OE(11,5) pour mettre en appliation e adre formel. En plus du biais
omme indiateur de la robustesse, nous proposons d'analyser la justesse du modele (model
t) ainsi que le omportement de la ontribution L
1
. Les resultats sont presentes et disutes.
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6.1 Analyse de la propagation des outliers dans les
regressions ARX et OE.
Nous avons vu dans le hapitre 4 que les onvergenes du PREC et de l'estimateur robuste
ne peuvent e^tre satisfaites que par un hoix onvenable de l'intervalle de bruit I
k
b
. Pour
l'utilisateur, le hoix de k reste une ta^he deliate. Il est important de montrer que elui-i
depend de la struture de modele ave laquelle doit e^tre eetuee l'estimation robuste. Une
valeur bien hoisie devrait rapidement reduire l'eet impulsionnel de l'outlier d'innovation
ainsi que sa propagation dans les erreurs de predition et dans le regresseur. Le ro^le essentiel
de la norme L
1
est de permettre un traitement rapide de es outliers en attenuant leurs eets
negatifs sur l'estimateur, et de rendre les residus suivants plus petits, dans le but d'e^tre traites
avantageusement par la norme L
2
. Cette notion de propagation demeure fondamentale, ar
ses onsequenes diretes ou indiretes deident de la onvergene de l'estimateur robuste,
et ses eets dependent de la nature me^me de la regression. Dans le as extre^me des points
de levage, es derniers ont une haute inuene de position dans l'espae fateur E
f
, deni
omme l'espae de dimension d lie a la matrie de regression donnee par

T
N
() = ['
1
() :::'
N
()℄ (6.1)
ou '
t
() est le regresseur du modele de predition. Etudions maintenant la propagation des
outliers dans les deux types de regression.
Dans le as des modeles lineaires, le regresseur etant independant de , il n'y a pas de
point de levage, puisque le veteur ne depend pas des innovations. Le as partiulier de la
struture de modele ARX illustre e propos. En eet, son regresseur ne depend que des
mesures entree/sortie (u
t
=y
t
) du proessus et est deni par
'
t
= [ y
t 1
:::  y
t p
u
t 1
:::u
t w
℄
T
(6.2)
Pour e type de modele, les erreurs de predition sont donnees par
"
t
() = A (q; ) y
t
 B (q; )u
t
(6.3)
Considerons maintenant n outliers d'observation

~


i

1in
arrivant aux dates t
~


i
dans la
serie temporelle y
t
du proessus. Le prinipe est de distinguer les mesures dites "typiques",
notees y



t
, ou


 est l'ensemble des index temporels de es mesures, de elles dites "atypiques",
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'est a dire les outliers d'observation. Le signal de sortie peut alors s'erire
y
t
= y



t
+
X
k2
W
y
~


k
Æ
t;k
(6.4)
ou 
W
y
est l'ensemble des fene^tres
~

-temporelles des outliers d'observation, tels que


[
W
y
=
N .
En inserant (6.4) dans (6.3), l'erreur de predition donnee par (4.47) devient
"

2
;t
() = y



t
+
p
X
m=1
a
H
m
y



t m
 
w
X
m=1
b
H
m
u
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(6.5)
et
"

1
;t
() =
X
k2
W
y
~


k
Æ
t;k
+
X
k2
W
y
p
X
m=1
a
H
m
~


k
Æ
t m;k
(6.6)
pour lesquelles a
H
m
et b
H
m
sont les parametres au sens de Huber du modele.
Les relations (6.5) et (6.6) montrent lairement la ausalite des outliers d'innovation a travers
la struture du modele. Chaque outlier d'observation
~


i
provoque des outliers d'innovation


k
(), tels que j

k
()j > . Par (4.49), nous avons
X
k2
1
()


k
() Æ
t;k
=
X
k2
W
y
~


k
Æ
t;k
+
X
k2
W
y
p
X
m=1
a
H
m
~


k
Æ
t m;k
(6.7)
De ette egalite, on peut deduire deux arateristiques importantes des outliers d'innovation :
{ leurs amplitudes 

k
().
{ leur nombre, donne par le ardinal de l'ensemble d'index 
1
.
Pour ette derniere arateristique, plaons-nous dans le as le plus defavorable ou deux out-
liers d'observation
~


k
et
~


k+1
apparaissent aux index temporels t
~


k
et t
~


k+1
respetivement.
Nous disons que la propagation des outliers d'innovation depend de la omparaison entre
l'eart 
k
= t
~


k+1
  t
~


k
, 1  k  n  1 et le nombre p de parametres du polyno^me A (q; ).
Ainsi, pour s variant de 0 a p+ 1, le ardinal de 
1
() est donne par
ard [
1
()℄ =
8
<
:
ard

n
S
i=1

t
~


i
+ s
	

si 
k
< p
(p+ 1) ard


W
y

si 
k
 p
(6.8)
Dans le as partiulier ou il n'y a qu'un seul outlier
~


k
, l'eart 
k
est alors negatif et le
ardinal de 
1
() verie la premiere ondition de (6.8).
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La relation (6.8) montre bien qu'une suession d'outliers
~


k
ontribue a entretenir la propa-
gation des outliers 

k
dans les erreurs de predition. Nous voyons par ailleurs que la limitation
du nombre p de parametres du polyno^me monique A (q; ) implique la limitation de la pro-
pagation des outliers d'innovation.
La propagation des outliers se retrouve aussi dans l'evolution du regresseur '
t
du modele de
predition. Si 
(i)
W
'
est le i-ieme ensemble des fene^tres '-temporelles des outliers d'observation
~


i
deni par 
(i)
W
'
=

t
~


i
+ 1; :::; t
~


i
+ p
	
et 
G
W
'
=
n
S
i=1

(i)
W
'
l'ensemble global de es fene^tres,
alors le nombre d'outliers presents dans le regresseur par eet de propagation est donne par
ard
h

G
W
'
i
= p+
n 1
X
k=1
k1

k
>p
+
n 1
X
k=1

k
1

k
p
(6.9)
ou 1
x
est l'operateur unite tel que 1
x
= 1 si la ondition x est vraie et 0 sinon.
Ces resultats montrent que pour ette struture de modele parametrique, l'absene de su-
essions d'outliers d'observation limite la propagation d'outliers d'innovation. Celle-i sera
d'autant plus limitee que le ardinal de 
1
() sera reduit. Cette redution peut se realiser
pour des valeurs de la onstante d'aord k hoisie dans un ertain intervalle I
k
b
standard,
"passe-partout", donne par I
k
b
= [1; 2℄. Par exemple, Chang dans [Chang et Guo, 2004℄
hoisi k = 1:5, Maronna dans [Maronna et al, 2006℄(hapitre 3 p. 61) hoisi k = 1:37 ou bien
Sen Roy dans [Sen Roy et Guria, 2009℄ prend la valeur k = 1:57. Ces valeurs se justient
par la aratere limite de l'eet de propagation pour e type de modele. Cet eet est reduit
si le nombre d'outliers d'observation l'est aussi et si l'amplitude de haun d'eux est faible.
C'est eetivement le as des etudes itees i-dessus.
Preisons que le hoix de k peut e^tre vu omme un ompromis entre robustesse et eÆaite
d'un estimateur : "Plus de robustesse si k est petit et plus d'eÆaite si k est grand.", dit
E.M. Ronhetti. Ce me^me auteur rajoute que, pour une appliation donnee, si l'eÆaite
n'est pas un probleme entral, alors, on peut hoisir de tres petites valeurs de k pour obtenir
plus de robustesse. L'automatiien retrouvera le lassique ompromis robustesse/performane
pour le ontro^le, mais ette fois au niveau de l'estimateur pour l'identiation. Le hoix de
k = 1:345 est determinee en exigeant que l'eÆaite soit de 95%, impliquant une "prime d'as-
surane d'eÆaite" de 5% ontre les deviations distributionnelles du modele. En onlusion,
pour ette struture de modele parametrique, l'intervalle de bruit I
k
b
= [1; 2℄ orrespond a
une estimation pour laquelle, le nombre, synonyme de densite, et l'amplitude des outliers
d'innovation sont restreints, menant a un estimateur robuste et eÆae.
Dans le as ontraire ou la densite et/ou le niveau est plus importante, pour e type de
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regression et dans l'approhe erreur de predition, l'intervalle pourra e^tre etendu vers les
basses valeurs, 'est a dire I
k
b
= [0:5; 2℄. Voir hapitre 8 quant a l'utilisation de et intervalle
de bruit pour l'identiation de proessus reels.
Dans le as des modeles pseudolineaires, le regresseur dependant de , un risque de points
de levage subsiste. Pour une struture de modele OE, le veteur regresseur est donne par
'
t
() =

u
t 1
:::u
t w
 y^
t 1
() ::: y^
t p
()

T
(6.10)
dans lequel, le modele de predition retarde s fois (1  s  p), est donne par y^
t s
() =
'
T
t s
() . Nous pouvons alors deduire l'expression suivante
y^
t
() = b
1
u
t 1
+ :::+ b
w
u
t w
  f
1
y^
t 1
()  :::  f
p
y^
t p
() (6.11)
Ce meanisme interne de boule de retour provoque un phenomene de propagation d'out-
liers dans e veteur, et don l'ourrene de points de levage. En s'appuyant sur le me^me
raisonnement que pour elui des modeles lineaires, supposons que la sortie y
t
soit donnee par
(6.4), alors, les erreurs de predition s'erivent
"
t
() = y



t
+
X
k2
W
y
~


k
Æ
t;k
  F (q; )
 1
B (q; ) u
t
(6.12)
Considerons la fontion de transfert F (q; )
 1
stable pour tout  2 D
M
. Un developpement
en serie de Taylor en zero onduit a F (q; )
 1
=
P
m0
A
m
() q
 m
, ouA
m
() sont les oeÆients
de Taylor tels que A
0
() = 1. Les residus deviennent alors
"
t
() = y



t
+
X
k2
W
y
~


k
Æ
t;k
 
X
m0
w
X
i=1
A
m
() b
H
i
u
t m i
(6.13)
A la dierene de (6.5) et (6.6) qui sont des sommes nies, l'expression (6.13) est une somme
innie, liee a la nature nonlineaire du regresseur. L'aspet inni de (6.13) et le meanisme de
reurivite de (6.11) omplique fortement l'analyse du phenomene de propagation des out-
liers. An de mieux omprendre e meanisme de ause a eet Outliers d'observation
~


m
)
Outliers d'innovation 

k
(), du^ a la boule interne de ontre-reation, la gure 6.1 (gauhe)
illustre le phenomene. Elle montre egalement la boule de alul des innovations. Les erreurs
de predition arrivent sequentiellement dans le PREC, dont la minimisation fournie un estime
qui est lui-me^me reinjete dans le modele de predition. La gure 6.1 (gauhe) fait appara^tre
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Fig. 6.1 { (gauhe) : Causalite d'apparition des outliers d'innovation 

k
() par les outliers
d'observation
~


m
. Le meanisme interne de boule de retour dans le modele de predition
appara^t lairement. (droite) : Signal des miro-deplaements d'un apteur/ationneur
piezoeletrique. Les outliers d'observation
~


m
sont diÆiles a reonna^tre.
la double boule de ontre-reation.
Cette struture de modele parametrique fait raindre un point de rupture relativement
bas, signiant qu'un simple outlier d'innovation mal plae dans le temps, et n'ayant pas
neessairement une tres grande amplitude, peut devenir un point de levage, oasionnant des
dommages majeurs dans la proedure d'estimation. Cei est probablement vrai dans le as ou
l'intervalle de bruit I
k
b
= [1; 2℄, puisqu'il ne privilegie ni la forte robustesse, ni la forte eÆaite
de l'estimateur. Intuitivement, la nature me^me de la struture des modeles etudies, nous a
mene a hoisir un intervalle de bruit I
k
b
dierent (voir hapitre 4 x4.2). Reduire k, 'est reduire
rapidement l'eet impulsionnel de l'outlier d'innovation et sa propagation dans le regresseur
puis dans les residus. Nous privilegions la robustesse impulsionnelle, ou la norme L
1
est foa-
lisee sur l'ourene de l'outlier, entra^nant une forte redution des residus suivants pouvant
e^tre par la suite traites avantageusement par la norme L
2
. D'ou l'intere^t dans les as severes
de reduire la valeur de k. Ce onstat a ete mis en evidene dans [Corbier et al, 2012℄. En eet,
dans ette etude sur la modelisation blak-box d'un apteur/ationneur piezoeletrique, les
miro-deplaements de elui-i ont engendre des outliers d'innovation importants, obligeant
a reduire la valeur de k, bien en dea du lassique intervalle de bruit [1; 2℄. Les meilleurs
modeles ont ete estimes pour k = 0:0625 et k = 0:0875. Les estimations pour les valeurs
typiques de k ainsi qu'une estimation seuillee a 3, 'est-a-dire une approhe ltre robuste,
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n'ont pas apporte de reels benees pour la robustesse et pour les performanes. Par la
suite, il a ete prouve que diminuer k, ontribuait a diminuer la borne superieure du biais
de l'estimateur ontre les points de levage, et don indiretement, a ameliorer la qualite du
modele, tout en garantissant la robustesse de l'estimateur. Ce travail a aussi orrobore les
remarques faites dans le hapitre 2 au sujet de la detetion des outliers d'observation. Des
resultats detailles seront presentes dans les hapitres suivants, mais nous pouvons d'ores et
deja onstater sur la gure 6.1 (droite) illustrant le signal de es miro-deplaements, qu'il
est tres diÆile, voire impossible, de reonna^tre les outliers d'observation. Pour ette appli-
ation, es points atypiques font partie integrante de la dynamique du systeme, omme le
onrme les speialistes du domaine. Les deteter et les supprimer enleve des informations
sur ette dynamique. Le reours aux estimateurs lassiques, moindres arres ou robuste-3,
n'ont pas permis d'obtenir de resultats satisfaisants. Cet exemple illustre bien la diÆulte
mentionnee par Huber onernant la distintion entre points typiques et points atypiques.
Une des onsequenes de la propagation des outliers est l'ourrene de points de levage.
La diÆulte du traitement de es points reside dans le fait qu'a un instant donne, ave une
amplitude donnee, ils peuvent auser la divergene du ritere d'estimation et par voie de
onsequene la divergene de l'estimateur. Dans la suite de e hapitre, nous nous proposons
d'etudier e as limite de l'estimateur robuste.
6.2 Les points de levage
Il nous appartient apres l'analyse qualitative menee preedemment, de proposer une etude
quantitative du phenomene. Dans e sens, nous allons proposer une loi a partir de laquelle,
lorsqu'un point de levage L
p
survient dans les erreurs de predition, un abaissement de k
reduit le biais de l'estimateur. Denissons maintenant le adre theorique qui va nous per-
mettre d'etablir ette loi. Tout d'abord, le modele de variation distributionnelle reste le me^me,
puisqu'il s'agit du GEM donne par
P

(!) = fF jF = (1  !) + !Hg (6.14)
Pour un M-estimateur de Huber
^

H
N
, de distribution empirique F
N
, (6.14) s'erit
P

N
(!) = fF
N
jF
N
= (1  !)
N
+ !H
N
g (6.15)
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Le biais maximum du M-estimateur de Huber devient
sup
F
N
2P

N
(!)



^

H
N
  
0



=
^
b
N
(!) (6.16)
A partir de la ourbe inuene et du gross error sensitivity (GES) en
^

H
N
, le biais maximum
prend la forme suivante
sup
F
N
2P

N
(!)



^

H
N
  
0




=
! sup
"
t





IC

"
t


;
^

H
N




(6.17)
ou "
t


represente l'outlier d'innovation a la date t


.
Dans le hapitre 5 nous avons deni le adre mathematique de l'approhe L
!
-FTE et ses
appliations. Il va en e^tre de me^me pour la ourbe inuene, pour laquelle nous allons denir
sa L
!
-FTE notee alors IC (";L
0
; 
0
).
6.3 L
!
-FTE de la ourbe inuene
Reprenons l'equation impliite donnee par (4.2)
1
N
N
X
t=1
	
t;

";
^

H
N

= 0 (6.18)
Celle-i dans l'approhe L
!
-FTE prend la forme suivante
1
N
N
X
t=1
	
L
t;

";
^

H
N

= 0 (6.19)
L'objetif premier est de travailler ave la fontionnelle asymptotique de (6.19) en  (F ).
Celle-i s'erit
Z
	
L

(";  (F )) dF = 0 (6.20)
La L
!
-FTE asymptotique de la ourbe inuene est denie par
IC (";L;  ()) =

 (F )
!

!=0
(6.21)
En remplaant F par son expression et en l'inserant dans (6.20), nous obtenons
Z
	
L

(";  (F )) d [(1  !) + !Æ
"
℄ =
Z
	
L

(";  (F )) d + !
Z
	
L



(";  (F )) d [Æ
"
  ℄
(6.22)
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En derivant (6.22) par rapport a !, il vient que

!
Z
	
L

(";  (F )) d +
Z
	
L

(";  (F )) d [Æ
"
  ℄ + !

!
Z
	
L

(";  (F )) d [Æ
"
  ℄ = 0
(6.23)
Evaluons (6.23) en ! = 0, impliquant alors F = . Dans e as, le dernier terme a gauhe
de l'egalite de (6.23) est nulle. Par ailleurs, supposons les onditions de regularites veriees
ainsi que la Fisher-onsistane en  de
R
	
L

(";  ()) d. Il s'ensuit que
Z
	
L

(";  ()) d = 0 (6.24)
L'equation (6.23) se reduit a
Z


!
	
L

(";  (F ))

!=0
d +
Z
	
L

(";  (F )) dÆ
"
= 0 (6.25)
En posant  () = 
0
et L = L
0
, la ourbe inuene peut alors e^tre erite omme
IC (";L
0
; 
0
) =  
"
Z


X
	
L
0

(";X)
T


0
d
#
 1
	
L
0

("; 
0
) (6.26)
Par ailleurs, rappelons que la matrie Hessienne represente la derivee de la 	-fontion par
rapport a  et que sa L
!
-FTE est
W
00
N
 
; L;

L

=
1
N
N
X
t=1


	
L
t;
("; )
T
(6.27)
En 
0
, elle prend la forme d'une fontionnelle donnee par
W
00
N
 

0
; L
0
;

L
0

=
Z


X
	
L
0

(r;X)
T


0
1
N
N
X
t=1
Æ
"
t
dr (6.28)
Nous obtenons alors
lim
N!1
W
00
N
 

0
; L
0
;

L
0

= E

"



	
L
0
t;
("; )
T


0
#
(6.29)
En details, la matrie


	
L
0
t;
("; )
T
est donnee par
 


 
(
L
0
;

L
0
)

2
;t
()
T
"

2
;t
()+ 
L
0

2
;t
() 
L
0

2
;t
()
T
 


 
(
L
0
;

L
0
)

1
;t
()
T
s

1
;t
()+ 
L
0

1
;t
() 
L
0

1
;t
()
T
g
K
t
()
(6.30)
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ou g
K
t
() = 4Ke
 2Kj"
t
()j
(voir 4.23). Nous savons qu'il y a un reel K
0
telle que pour K > K
0
,
g
K
t
()! 0. Ave la notation "

2
;t
(
0
) = "
0

2
;t
et s

1
;t
(
0
) = s
0

1
;t
, il vient que


	
L
0
t;
("; )
T
=  



 
(
L
0
;

L
0
)

2
;t
()
T


0
"
0

2
;t
+ 
L
0

2
;t
(
0
) 
L
0

2
;t
(
0
)
T
 



 
(
L
0
;

L
0
)

1
;t
()
T


0
s
0

1
;t
(6.31)
Supposons les onditions de regularite et de Fisher-onsistane en 
0
veriees, alors E

"
0

2
;t
p:s:
!
E

e
0

2
;t
p:s:
! E

e
0
t
p:s:
! 0 et E

s
0

1
;t
p:s:
! E

s
0
t
p:s:
! 0. La L
!
-FTE de la ourbe inuene s'erit
IC (";L
0
; 
0
) =  

E


 
L
0

2
;t
(
0
) 
L
0

2
;t
(
0
)
T
	
 1
	
L
0

("; 
0
) (6.32)
ou  
L
0
t
(
0
) =
L
0
P
m=0
A
0
m
'
0
t m
et 	
L
0
t;
("; 
0
) =   
L
0

2
;t
(
0
) "
0

2
;t
   
L
0

1
;t
(
0
) s
0

1
;t
.
Pour N suÆsamment grand et pour un M-estimateur de Huber donne, IC

"
t
;
^
L
N
;
^

H
N

peut
e^tre utilise omme un estime de IC (";L
0
; 
0
), ave
IC

"
t
;
^
L
N
;
^

H
N

=
"
1
N
N
X
t=1
 
^
L
N

2
;t
(
^

H
N
) 
^
L
N

2
;t
(
^

H
N
)
T
#
 1

 
^
L
N

2
;t
(
^

H
N
)"

2
;t
(
^

H
N
) +  
^
L
N

1
;t
(
^

H
N
)s

1
;t
(
^

H
N
)

(6.33)
6.4 L
!
-FTE du biais maximum
Dans la setion preedente nous avons etabli l'expression de la ourbe inuene dans
l'approhe L
!
-FTE. Il est alors possible d'exprimer le biais maximum du M-estimateur de
Huber. Nous allons ainsi montrer que la borne superieure du biais, est proportionnelle a la
fois au point de levage L
p
et a une nouvelle fontion f
!
(k) possedant la propriete d'attenuer
l'eet de L
p
par diminution de k. Considerons le theoreme suivant
Theoreme 9 Soit F
N
la distribution empirique du GEM et soit IC

"
t
;
^
L
N
;
^

H
N

la L
!
-FTE
de la ourbe inuene en
^

H
N
, alors la L
!
-FTE du biais maximum est donnee par
b
!
N
(k)  ^
N
f
!
(k) jL
p
j (6.34)
ou f
!
(k) = !k (!) que nous appelerons fontion aord et ^
N
un terme independant de !.
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Preuve :
Le developpement de Taylor de la forme fontionnelle de  (F ) donne
 (F ) = 
0
+ 
0
(F   ) + rem (F   ) (6.35)
Si la L
!
-FTE de la ourbe inuene existe, un developpement de Von Mises mene a
 (F ) = 
0
+
Z
IC (";L
0
; 
0
) d (F   ) + rem (F   ) (6.36)
Puisque
R
IC (";L
0
; 
0
) d = 0 (Fisher-onsistane en ), nous avons
 (F ) = 
0
+
Z
IC (";L
0
; 
0
) dF + rem (F   ) (6.37)
Pour F = F
N
ou F
N
est la distribution empirique donnee par F
N
=
1
N
N
P
t=1
1
f"
t
<"g
ave 1
fg
la fontion pas-unite, il vient que
Z
IC (";L
0
; 
0
) dF =
1
N
N
X
t=1
IC

"
t
;
^
L
N
;
^

H
N

(6.38)
En prenant la norme de (6.33), posons
^
M
^
L
N
= sup
"
t






"
1
N
N
X
t=1
 
^
L
N

2
;t
(
^

H
N
) 
^
L
N

2
;t
(
^

H
N
)
T
#
 1






(6.39)
Un estime du GES devient alors
^

N

^
M
^
L
N
k (!)

sup
"
t



 
^
L
N

2
;t
(
^

H
N
)



+ sup
"
t



 
^
L
N

1
;t
(
^

H
N
)




(6.40)
Ljung et Caines dans [Ljung, 1978℄ et [Ljung et Caines, 1979℄ ont montre que sup
"
t
k 
t
()k 
C kEk, ou kEk = sup




["
1
() :::"
N
()℄
T



.
Denissons le point de levage L
p
tel que
kEk = jL
p
j = sup
^

H
N




h
"
1

^

H
N

:::"
N

^

H
N
i
T




(6.41)
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Sahant que  
^
L
N

2
;t
(
^

H
N
) +  
^
L
N

1
;t
(
^

H
N
) =  
^
L
N
t
(
^

H
N
), t = 1:::N , alors



 
^
L
N

i
;t
(
^

H
N
)







 
^
L
N
t
(
^

H
N
)



,
i = 1; 2.
En onsequene, le biais maximum donne par (6.17) s'erit
b
!
N
(k)  ^
N
f
!
(k) jL
p
j (6.42)
ave ^
N
= 2C
^
M
^
L
N
.
6.5 Les performanes limites de l'estimateur robuste
Il faut onsiderer le resultat de e theoreme omme la justiation du hoix de I
k
b
etendu vers les petites valeurs de k. Premierement, et ela ne semble pas surprenant, la
borne superieure de (6.42) est proportionnelle au point de levage L
p
. Comme nous l'avons
deja mentionne, le point de levage est par denition le point hautement sensible qui degrade
l'estimateur. Plus grande est son amplitude, plus grande est la borne superieure du biais maxi-
mum. Cei est maintenant verie par e theoreme. Deuxiemement, ette borne est egalement
proportionnelle a la fontion aord f
!
(k). Nous allons montrer que ette fontion presente
la propriete de diminuer l'eet du point de levage pour des petites valeurs de k. Par ailleurs, il
est fondamental de noter que ette borne depend diretement de la 

-norme, puisque elle-i
est xee par le fateur d'ehelle , 'est a dire par k. Nous voyons ii, l'ation direte de ette
onstante d'aord ainsi que son ro^le ruial. Fixer onvenablement k revient a aorder la
norme de Huber an de resoudre le probleme de la robustesse, mais aussi a agir sur le biais
de l'estimateur, don sur ses performanes, par l'intermediaire de la nouvelle fontion f
!
(k),
dont le prinipal eet est de reduire l'inuene de L
p
. De la relation 2
'(k)
k
  2 ( k) =
!
1 !
,
pour k xee, nous pouvons deduire ! et representer l'allure de la ourbe ! = f (k) omme
ela est illustre dans la gure 6.2.
Corollaire du theoreme 9
La ourbe de la gure 6.2 etant monotone deroissante, elle admet une reiproque f
 1
. Nous
pouvons alors deduire la fontion aord f
!
(k) dependant de k dont il est faile de montrer
qu'elle peut e^tre approximee par un polyno^me de degre inq, omme suit
f
!
(k)  0:034k
5
  0:316k
4
+ 1:113k
3
  1:773k
2
+ 1:088k   0:002 (6.43)
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Fig. 6.2 { Niveau de ontamination du GEM en fontion de la ontante d'aord k.
La representation graphique de la fontion aord est donnee dans la gure 6.3. Cette ourbe
passe par un maximum a k = 0:5, dans laquelle nous avons fais appara^tre deux sous-domaines
(pointilles) D
k
e
et D
k

, traduisant respetivement le as etendu ou la onstante d'aord est
petite, et le as lassique, ou k 2 [1; 1:5℄.
L'ensemble dans lequel est denie f
!
(k) peut e^tre separe en deux sous-intervalles I
k
l
=
℄0; 0:5℄, nomme intervalle d'aord et I
k
h
= [0:5; 2℄. Cette ourbe montre que l'intervalle de
bruit etendu I
k
b
est donne par
I
k
b
= I
k
l
[ I
k
h
(6.44)
Dans la litterature, le hoix de l'intervalle de bruit dit lassique, se foalisait uniquement
sur l'intervalle I
k
h
dans lequel on retrouve le domaine lassique D
k

(erle en pointilles)
ave les valeurs k = 1, k = 1:345 et k = 1:5. Il est faile de montrer que dans I
k
h
, la fontion
aord peut e^tre approximee sous la forme d'un polyno^me omme suit
h (k) = 0:086k
2
  0:386k + 0:441 (6.45)
Par exemple, dans l'intervalle [1:345; 1:5℄, la sensibilite s
k
h
devient
s
k
h
=




h (k)
k




 0:14 (6.46)
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Fig. 6.3 { Fontion aord f
!
(k). Deux sous-domaines (pointilles) apparaissent, D
k
e
omme
le domaine etendu aux petites valeurs de k et D
k

omme le domaine lassique ou k 2 [1; 1:5℄.
De la me^me faon, dans I
k
l
, la fontion aord s'erit elle aussi sous la forme d'un polyno^me,
donne par
l (k)

=
 1:063k
2
+ 0:961k (6.47)
Par exemple, dans l'intervalle [0:04; 0:05℄, il vient que
s
k
l
=




l (k)
k




 0:87 (6.48)
Nous avons alors
s
k
l
 6s
k
h
(6.49)
Ce resultat montre que dans le sous-intervalle I
k
l
, la apaite a reduire l'inuene du point
de levage est six fois plus importante que dans I
k
h
. Nous mettons ii l'aent, sur le prinipal
inonvenient de hoisir la onstante d'aord dans l'intervalle I
k
h
et plus preisement dans le
domaine lassique D
k

. La sensibilite s
k
h
est trop faible pour e^tre apable de reduire l'eet
dommageable du point de levage sur la borne superieure du biais maximum. Cette redution
de l'eet de L
p
est nettement plus sensible dans I
k
l
.
Par ailleurs, le sens de variation du polyno^me l (k) est dierent de elui de h (k). Pour une
me^me valeur f
1
de f
!
(k), il y a deux valeurs possibles de k, k
1
l
et k
1
h
, respetivement dans
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I
k
l
et dans I
k
h
. Soit f
2
une autre valeur de f
!
(k) telle que f
2
< f
1
. Dans I
k
l
, ompte tenu
du sens de variation de l (k), nous avons k
2
l
< k
1
l
, e qui aura pour eet d'augmenter la
ontribution L
1
dans la proedure d'estimation. La redution de k a don un double eet :
il permet de reduire la sensibilite aux points de levage et de borner les erreurs de predition
par un aroissement de la ontribution L
1
.
A ontrario, dans I
k
h
, ompte tenu de la variation de h (k), nous avons k
2
h
> k
1
h
, augmentant
ainsi la ontribution L
2
. Il y a dans e as la, deux eets antagonistes. Un eet positif, ou la
diminution de f
!
(k) laisse presager que l'on va reduire la sensibilite a L
p
et un eet negatif,
ou l'augmentation du fateur d'ehelle , ontraint l'estimateur a e^tre moins robuste, par
l'elevation de l'amplitude des erreurs de predition.
Dans la litterature, le hoix de la onstante d'aord dans D
k

vient du fait que peu d'outliers
d'innovation ave de faibles amplitudes sont presents dans les erreurs de predition. Pour
tout k 2 D
k

, ela onduit a ! < 0:15, omme le montre la gure 6.2. La faible valeur du
niveau de ontamination indique que le GEM est lui aussi faiblement perturbe, autrement
dit, que le modele de variation distributionnelle s'earte peu de la distribution normale.
Mais nous pouvons aller plus loin dans l'analyse et les onsequenes de e theoreme quant
au hoix de la onstante d'aord dans D
k
e
. En eet, e hoix repond bien a la robustesse
impulsionnelle, dans laquelle il est important d'agir rapidement par la norme L
1
, an d'eviter
le phenomene de propagation, don de formation de points de levage, dans le but d'attenuer
signiativement les forts residus, quels qu'ils soient et quelque soit le moment ou ils sur-
viennent. Nous pouvons ainsi etendre l'appliation de e theoreme aux forts residus, sans que
eux-la aient des proprietes de points de levage. L'intere^t de l'estimation en norme L
2
  L
1
est bien de faire de l'estimation L
1
qu'en as de presene de forts residus, voire de points de
levage, et de reduire le plus rapidement possible leurs eets nefastes sur le resultat nal.
L'objetif est maintenant de montrer par des simulations de Monte Carlo, que la redution
de k attenue l'eet des points de levage dans le biais de l'estimateur.
6.6 Resultats des simulations
6.6.1 Presentation
Nous allons montre par des simulations de Monte Carlo, l'intere^t d'etendre I
k
b
vers les
petites valeurs de k, pour ontraindre la fontion aord a diminuer, dans le but de ompenser
l'eet du point de levage. Le proessus simule P
0
generant les donnees y
0
t
est un Output Error
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ave p = 11 et w = 5, note OE(11,5) :
P
0
:
8
>
<
>
:
y
0
t
=
B(q;
0
)
F (q;
0
)
u
t
+ e
0
t

0
=


B
0
; 
F
0

e
0
t
2 N (0; 0:1)
(6.50)
Les vrais parametres 
B
0
et 
F
0
sont donnes dans le tableau 6.1
Tab. 6.1 { Parametres 
B
0
= fb
0
n
g
5
n=1
et 
F
0
= ff
0
n
g
11
n=1
de S
0
: OE(11,5).
n 1 2 3 4 5 6 7 8 9 10 11
b
0
n
 0:069  0:168 0:134 0:225  0:024 0 0 0 0 0 0
f
0
n
0:286  0:845 0:270 0:711  0:348  0:017 0:257 0:086 0:031 0:159 0:030
Nous avons egalement onsidere un proessus ave un retard pur d = 3, ompte en nombre
entier de periode d'ehantillonnage. Celle-i est donnee par T
e
= 500s. Le nombre de tirages
de Monte Carlo est de 100 et le nombre de points de mesures est N = 1000. Le signal
exogene d'exitation u
t
est une Sequene Binaire Pseudo Aleatoire (SBPA) [Landau, 1998℄
suÆsamment exitant et persistant, de niveau 15 et de longueur L
SBPA
= 1023. Le rapport
signal/bruit est xe a 25dB. Dans le but de se plaer dans un as defavorable, une LS-
estimation a ete onduite lors de la phase d'initialisation de la proedure d'estimation robuste.
Les points de levage dans les erreurs de predition ont ete delenhes par l'insertion de valeurs
elevees d'outliers d'observation
^
O
out
dans y
0
t
, ave 10 
^
O
out
 110
5
. Cependant, les points
de levage ont ommene a se delenher pour des valeurs superieures a 100. Ainsi, toutes
les ourbes suivantes seront representees en fontion de 100 
^
O
out
 1  10
5
. Par ailleurs,
nous avons preserve lors des tirages de Monte Carlo, le aratere aleatoire de l'ourrene de
l'outlier d'observation. Soit don t


1
le moment de ette ourrene. Les tests ont ete realises
ave un, deux puis trois outliers d'observation
^
O
out
dans y
0
t
, an de reer une suession de
points de levage, prohes ou non, et d'analyser leurs eets sur l'estimateur. L'etude va don
se deouper en trois parties.
103
CHAPITRE 6. LIMITES DE L'ESTIMATEUR ROBUSTE : R

EDUCTION DE LA
SENSIBILIT

E DU BIAIS DU M-ESTIMATEUR DE HUBER AUX POINTS DE LEVAGE
6.6.2 Etude des points de levage dans le as d'un seul outlier d'ob-
servation
Notre demarhe pour donner naissane a des points de levage est la suivante. Nous aug-
mentons progressivement l'amplitude de
^
O
out
de la valeur 100 jusqu'a la valeur 1 10
5
pour
une onstante d'aord k 2 I
k
l
et k 2 I
k
h
. Par exemple, pour une ertaine valeur de k hoisie
dans I
k
l
, lorsqu'un point de levage appara^t, se traduisant par un mauvais biais et une petite
valeur du t, pour le me^me niveau de
^
O
out
ayant delenhe e point, nous desendons la
onstante d'aord. Cei a normalement pour eet de reduire le biais maximum, par l'in-
termediaire de f
!
(k), et d'augmenter le t du modele estime. C'est exatement e que nous
onstatons. Cependant, avant d'etudier les omportements du biais, du t et de la fontion
de ontribution L
1
, nous pouvons analyser l'eet de
^
O
out
sur le maximum de l'outlier d'in-
novation dans les residus, denote
^
I
out
= sup
^

H
N
"
t


1

^

H
N

.
Etudions le d'abord dans I
k
l
puis dans I
k
h
. Dans I
k
l
, pour k  0:5, lorsque nous avons
^
I
out
= sup
^

H
N
"
t


1

^

H
N

= y
t


1
=
^
O
out
, ela signie que le modele de predition est tel que
sup
^

H
N
y^
t


1

^

H
N

6= 0, pare que sup
^

H
N
y^
t


1

^

H
N

<< y
t


1
. Dans e as de gure, nous dirons qu'il
n'y a pas de points de levage. A ontrario, lorsque
^
I
out
6=
^
O
out
, ela signie qu'il y a points de
levage. En onsequene, sup
^

H
N
y^
t


1

^

H
N

6= 0 et sup
^

H
N
y^
t


1

^

H
N

>> y
t


1
.
La gure 6.4 (gauhe) illustre es propos. Nous voyons que lorsque 100 
^
O
out
 3000 pour
k = 0:5, alors
^
I
out
=
^
O
out
. Lorsque
^
O
out
= 3500, survient un point de levage dans les residus
ave L
p
= 35006 et
^
I
out
6=
^
O
out
. Pour la me^me valeur de
^
O
out
et jusqu'a
^
O
out
= 1 10
5
, mais
ave k = 0:1, nous retrouvons l'egalite
^
I
out
=
^
O
out
. Ce phenomene de presene des points
de levage pour k 2 I
k
l
est absent lorsque k est hoisi dans I
k
h
. Comme le montre la gure
6.4 (droite), pour k = 1:345, k = 1:5 et k = 2, nous avons toujours la relation
^
I
out
=
^
O
out
,
laissant supposer qu'il n'y a pas de points de levage. Pourtant, les resultats presentes dans
la suite, montrent de mauvaises estimations dans et intervalle.
Nous voyons que le terme
^
I
out
, pour k 2 I
k
l
, par sa sensibilite, peut indiquer la presene de
points de levage. Cette sensibilite est neanmoins inexistante dans I
k
h
.
Foalisons-nous maintenant sur le biais de l'estimateur et le t du modele. Par le terme
^
I
out
,
nous savons qu'un point de levage est ree lorsque
^
O
out
= 3500. Cei est eetivement verie
dans le biais



^

H
N
  
0



represente dans la gure 6.5 (gauhe). A ette valeur de
^
O
out
, pour
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k = 0:5, le biais devient maximal, egal a 1:117 et redevient beauoup plus petit lorsque
k = 0:1. Nous traduisons par l'experiene la loi donnee par le theoreme 9. Reduire k revient
a reduire le biais et ainsi ompenser l'eet du point de levage par l'ation de la fontion
aord. Par la suite, le biais se maintient a des valeurs raisonnables, me^me lorsque l'outlier
d'observation presente des niveaux tres importants. La gure 6.5 (droite) illustre la reation
du biais lorsque k est hoisi dans I
k
h
, et e, pour les valeurs lassiques, k = 1:345, k = 1:5 et
k = 2. Pour une augmentation de
^
O
out
, nous voyons une roissane du biais pour des valeurs
roissantes de k. Ces resultats sont en aord ave les onlusions du paragraphe preedent,
ou nous avons insiste sur le fait que lorsque k augmente dans I
k
h
, ela fore l'estimation a
e^tre a tendane L
2
, et don, a e^tre tres sensible aux outliers d'innovation, degradant ainsi le
biais.
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Fig. 6.4 { (gauhe) :
^
I
out
en fontion de
^
O
out
. Des points de levage apparaissent a
^
O
out
= 3500
pour k = 0:5. Ils disparaissent pour k = 0:1. La fontion
^
I
out
est don sensible a es points.
(droite) : Pour les valeurs lassiques k = 1:345, k = 1:5 et k = 2, il n'y a pas de sensibilite
de
^
I
out
pour es points.
La reponse du t du modele traduit bien l'impat de l'outlier d'innovation dans l'esti-
mation. Celle-i est bien entendu orrelee ave la reponse du biais de l'estimateur. En eet,
lorsque k = 0:5, le t presente de bonnes valeurs jusqu'a
^
O
out
= 3000 ave une moyenne de
86%. Au point de levage, lorsque
^
O
out
= 3500, sa valeur desend a 26:7% et remonte pour
le me^me point a 82:94% lorsque k = 0:1, omme le montre la gure 6.6 (gauhe). La gure
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Fig. 6.5 { (gauhe) : Biais de l'estimateur



^

H
N
  
0



en fontion de
^
O
out
. Au point de levage,
elui-i devient maximal pour k = 0:5 et diminue lorsque k = 0:1. (droite) : Le biais presente
des valeurs roissantes lorsque
^
O
out
augmente, pour k = 1:345, k = 1:5 et k = 2.
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Fig. 6.6 { (gauhe) : Fit du modele en fontion de
^
O
out
. Au point de levage, elui-i devient
minimal pour k = 0:5 et augmente a nouveau lorsque k = 0:1. (droite) : Le t presente des
valeurs deroissantes lorsque
^
O
out
augmente, pour k = 1:345, k = 1:5 et k = 2.
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6.6 (droite), quant a elle, illustre la reation du t pour k = 1:345, k = 1:5 et k = 2. Il se
omporte relativement bien pour k = 1:345, jusqu'a
^
O
out
= 1000. Au-dela, la deroissante
est brutale.
Analysons maintenant la reponse de la fontion de ontribution L
1
. La gure 6.7 (gauhe)
montre les variations de ette fontion, traduisant une forte sensibilite dans la proedure de
l'estimation. Cette fontion ne semble pas, a priori, reagir dieremment au point de levage
lorsque
^
O
out
= 3500. Cependant, elle presente une valeur de 0:6% pour k = 0:5 et une valeur
de 0:1% lorsque k = 0:1. L'estimation fait don six fois plus de ontribution L
1
au point de
levage. Me^me si les valeurs de ette fontion sont petites, le ratio entre elles ne l'est pas. Cette
sensibilite est inexistante pour des valeurs de k hoisies dans I
k
h
. La gure 6.7 (droite) illustre
ette onstatation, ou l'on peut observer une onstane de ette fontion pour des valeurs de
^
O
out
allant de 200 jusqu'a 20000. Ce resultat peut e^tre interprete omme une saturation de la
ontribution L
1
ou son manque de sensibilite ne fait que onforter les mauvais resultats des
estimations. Nous pouvons en onlure que les variations de ette fontion traduisent l'ation
de la ontribution L
1
a traiter les outliers d'innovation et notamment les points de levage.
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Fig. 6.7 { (gauhe) : Fontion de ontribution L
1
. Les variations de elle-i sont bien visibles
et traduisent l'ation de la norme L
1
dans la proedure d'estimation. (droite) : L'absene
de variations pour de grandes valeurs de
^
O
out
signie que la norme L
1
agit de la me^me
maniere, quelque soit le niveau des outliers d'innovation. Cei peut e^tre onsidere omme un
phenomene de saturation.
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Il nous faut maintenant ommenter les FDP des erreurs de predition (residus de Huber)
lorsque k = 0:5 et k = 0:1 aux points de levage, provoques par
^
O
out
= 3500. Bien que les
residus s'etendent sur un tres large intervalle dans e as la, pour des onsiderations de leture,
nous avons represente es FDP seulement dans l'intervalle [ 40;+40℄, 'est-a-dire autour de
leur partie entrale. Cei permet d'apporter une analyse plus ne. La gure 6.8 (gauhe)
montre la FDP des residus lorsque k = 0:5 aux point de levage. Celle-i ne presente pas les
proprietes d'une densite gaussienne et ses queues ont une ertaine epaisseur. Cela montre
qu'en presene d'outliers et plus partiulierement de points de levage, la FDP resultante est
ontaminee fortement. Elle est a omparer ave la FDP lorsque k = 0:1 et
^
O
out
= 3500. Dans
la gure 6.8 (droite) appara^t lairement une FDP ave une partie entrale moins large que
la preedente. Cela se traduit par une deviation standard plus petite. La raison est que pour
ette valeur de k, le biais est meilleur, le t aussi et l'estimateur est plus robuste. Cela signie
que la FDP est moins perturbee par les outliers.
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Fig. 6.8 { (gauhe) : FDP des residus de Huber lorsque k = 0:5. Celle-i fait appara^tre
d'epaisses queues, onsequene des points de levage. (droite) : FDP des residus pour k = 0:1.
La densite est moins perturbee, les queues moins epaisses. Ces resultats onrment la bonne
tenue du biais et du t pour ette valeur de k.
Le dernier indiateur sur les onsequenes des points de levage dans l'estimateur ro-
buste, onerne la reponse frequentielle du modele estime (RFME) sur l'intervalle de Shannon
[0; 1000Hz℄. Celle-i est omparee a l'estimation spetrale du proessus simule. Rappelons
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que l'estimation spetrale utilise l'approhe de Blakman-Tukey [Ljung, 1999℄(hapitre 6 p.
181). La gure 6.9 (gauhe) montre la RFME OE(11,5) au point de levage L
p
= 35006,
lorsque
^
O
out
= 3500 et pour k = 0:5. Celle-i est fortement perturbee, surtout dans l'inter-
valle [100; 1000Hz℄. Le t de e modele est de 26:7% et le biais de 1:117. Au ontraire, la
gure 6.9 (droite) montre une meilleure estimation du modele, puisqu'il presente un biais de
0:385 et un t de 82:94%. Sa RFME presente de tres bonnes arateristiques sur l'ensemble
de l'intervalle de Shannon et partiulierement en tres basses frequenes.
0 100 200 300 400 500 600 700 800 900 1000
−35
−30
−25
−20
−15
−10
−5
0
Fréquence (Hz)
M
ag
ni
tu
de
 (d
B)
M−estimation: Oout=3500, k=0.5
 
 
processus
Modèle OE(11,5)
η=0.5σ
0 100 200 300 400 500 600 700 800 900 1000
−50
−40
−30
−20
−10
0
10
M−estimation: Oout=3500, k=0.1
Fréquence (Hz)
M
ag
ni
tu
de
 (d
B)
 
 
processus
Modèle OE(11,5)
η=0.1σ
Fig. 6.9 { (gauhe) : RFME OE(11,5) omparee a l'estimation spetrale du proessus (poin-
tilles) au point de levage L
p
= 35006 lorsque k = 0:5. Cette RFME ne presente pas de bonnes
arateristiques frequentielles. (droite) : RFME OE(11,5) omparee a l'estimation spetrale
du proessus en absene de points de levage lorsque k = 0:1. Ce modele montre de bonnes
proprietes frequentielles, notamment en basses frequenes.
Apres avoir analyse les onsequenes des points de levage provoques par un seul outlier
d'observation, nous allons maintenant proeder a l'etude de tous es indiateurs lorsque deux
outliers d'observation sont inseres aleatoirement dans le signal de sortie du proessus.
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6.6.3 Etude des points de levage dans le as de multiples outliers
d'observation
La demarhe d'obtention de points de levage est identique a elle de l'etude preedente.
L'intere^t est d'inserer aleatoirement deux puis trois outliers d'observation, qui, ompte tenu
des tirages de Monte Carlo, peuvent e^tre tres eloignes ou tres prohes. Cela provoque des
points de levage distants ou non. L'etude preedente a montre que lorsqu'un seul outlier
d'observation est insere dans y
0
t
et delenhe un ou des points de levage pour k = 0:5, une
diminution de k (k = 0:1) a suÆt pour reduire le biais et augmenter le t. Ce faible eart
entre es deux valeurs de k est a mettre en relation ave l'unique d'outlier d'observation, mais
surtout ave un nombre tres limite de forts outliers d'innovation ou se trouvent des points de
levage. Dans ette nouvelle etude, ou sont injetes deux puis trois outliers d'observation, les
onsequenes dans les residus sont plus importantes et de tres forts niveaux sont attendus.
Comme nous allons le montrer, en presene de deux outliers d'observation, lorsque des points
de levage sont delenhes ave k = 0:5, leur suppression s'etablit pour une valeur de k plus
faible que 0:1, plus preisement, pour k = 0:05. En presene de trois outliers d'observation,
ette suppression ne s'eetue que pour des valeurs de k inferieure a 0:05. L'aroissement
des outliers d'observation oblige don a diminuer la valeur de k pour lutter ontre les points
de levage. L'analyse de leurs eets se foalise sur les resultats des indiateurs suivants : le
biais de l'estimateur, le t du modele, la fontion ontribution L
1
, la reponse frequentielle et
la FDP des erreurs de predition.
{ Cas de deux outliers d'observation
La gure 6.10 (gauhe), montre la reponse du biais de l'estimateur lorsque survient un point
de levage. Son instabilite pour k = 0:5 ave un pi a 0:85, ontraint a diminuer k jusqu'a la
valeur 0:05. Pour
^
O
out
= 6800, le biais prend la valeur 1:1923 et retombe a 0:1904 lorsque
k = 0:04. Cela est enore vrai quand
^
O
out
= 10500 puisque le biais est egal a 1:278 et
redesend a 0:25 pour k = 0:03. Ces resultats onrment a nouveau le theoreme 9 et le hoix
de k dans le domaine D
k
e
. Pour les valeurs lassiques de k, omme ela est illustre dans la
gure 6.10 (droite), le biais presente de fortes variations, traduisant une forte instabilite de
l'estimateur.
La gure 6.11 (gauhe) montre l'instabilite du t lorsque k = 0:5, ave une faible valeur
(60%) pour
^
O
out
= 700. Celui-i remonte a de bons niveaux pour k = 0:05. Mais au point de
levage, sa valeur retombe a 25:88%. Pour
^
O
out
= 6800 ave k = 0:04, le t prend la valeur
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Fig. 6.10 { (gauhe) : Biais de l'estimateur



^

H
N
  
0



en fontion de
^
O
out
. Au point de levage,
elui-i devient maximal pour k = 0:05 et diminue lorsque k = 0:04. Me^me phenomene lorsque
k passe de 0:04 a 0:03. (droite) : Le biais presente de fortes variations, traduisant une forte
instabilite de l'estimateur. Cependant, pour k = 1:345, k = 1:5 et k = 2, les valeurs du biais
restent elevees.
75:91%, mais hute a 21:33% lorsque
^
O
out
= 10500. Il repasse a 83:9% lorsque k = 0:03. Dans
la gure 6.11 (droite), lorsque k = 1:345, le t presente de bonnes valeurs jusqu'a
^
O
out
= 500.
Il diminue fortement, pour remonter et a nouveau redesendre a de valeurs tres faibles. Le
hangement de la onstante d'aord ne suÆt pas a augmenter le t.
Pour k < 0:5, la fontion de ontribution L
1
presente toujours des variations a l'augmen-
tation de
^
O
out
, me^me si ses niveaux sont faibles ( 10%), omme le montre la gure 6.12
(gauhe). Pour k > 1, me^me si ette fontion presente un pi lorsque
^
O
out
= 800, ses valeurs
restent faibles et nous pouvons onstater le manque de variations lorsque
^
O
out
augmente,
traduisant phenomene de saturation (6.12 (droite)).
Les gures 6.13 omparent les FDP des residus de Huber pour k = 0:05 (gauhe) et
k = 0:04 (droite) lorsque
^
O
out
= 6800, valeur qui delenhe un point de levage d'amplitude
L
p
= 10729. Nous nous foalisons sur la partie entrale de la FDP, plus preisement dans
l'intervalle [ 40;+40℄, bien que les residus s'etendent sur un tres large intervalle. Lorsque
k = 0:05, la FDP presente une epaisseur de queue ave une partie entrale large, traduisant
l'instabilite de l'estimateur aux points de levage. La partie entrale de la FDP est plus ne
lorsque k = 0:04. Ses queues sont moins epaissent et l'estimateur a de meilleures proprietes.
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Fig. 6.11 { (gauhe) : Fit du modele en fontion de
^
O
out
. Au point de levage, elui-i devient
minimal pour k = 0:05 et augmente a nouveau lorsque k = 0:04. Cela se reproduit aussi
lorsque k passe de 0:04 a 0:03. (droite) : Le t presente de fortes variations traduisant une
instabilite de l'estimateur. On remarque quand me^me une ertaine roissane lorsque
^
O
out

300 augmente.
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Fig. 6.12 { (gauhe) : Fontion de ontribution L
1
lorsque k < 0:5. Les variations de elle-
i sont bien visibles et traduisent l'ation de la norme L
1
dans la proedure d'estimation.
(droite) : Les faibles valeurs de ette fontion et le manque de variations, sauf pour
^
O
out
= 800,
traduisent le phenomene dit de saturation.
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Fig. 6.13 { (gauhe) : FDP des residus de Huber lorsque k = 0:05 lorsque
^
O
out
= 6800.
Celle-i fait appara^tre d'epaisses queues, onsequene des points de levage. (droite) : FDP
des residus pour k = 0:04. La densite est moins perturbee, les queues moins epaisses. Ces
resultats onrment la bonne tenue du biais et du t pour ette valeur de k.
Cela se verie par l'etude de la reponse en frequene des modeles estimes lorsque k = 0:05
et k = 0:04 au point de levage L
p
= 10729. La gure 6.14 (gauhe) montre la RFME
OE(11,5) omparee a l'estimation spetrale du proessus lorsque k = 0:05. Sa dynamique
n'est pas bonne, surtout en basses frequenes, puisque le t du modele est egal a 25:88%.
Les dommages auses par le point de levage sont lairement illustres. Bien au ontraire, pour
la valeur k = 0:04, le t du modele est de 75:91%, traduisant une tres bonne dynamique du
modele estime, notamment dans les basses frequenes. Cei est illustre dans la gure 6.14
(droite).
{ Cas de trois outliers d'observation
La gure 6.15 (gauhe) fait lairement appara^tre des points de levages lorsque
^
O
out
= 400,
^
O
out
= 500,
^
O
out
= 800,
^
O
out
= 9600 et
^
O
out
= 12000 lorsque k 2 I
k
b
, plus preisement
pour k = 0:5, k = 0:1, k = 0:05, k = 0:04 et k = 0:02 respetivement. Dans haun de es
as, le biais diminue pour une valeur de la onstante d'aord plus petite que la preedente,
pour laquelle un point de levage est survenu. Lorsque k 2 I
k
h
, le biais est tres perturbe et
presente des valeurs qui denotent une instabilite de l'estimateur, omme le montre la gure
6.15 (droite).
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Fig. 6.14 { (gauhe) : RFME OE(11,5) omparee a l'estimation spetrale du proessus (poin-
tilles) au point de levage L
p
= 10729 lorsque k = 0:05. Cette RFME ne presente pas de bonnes
arateristiques frequentielles. (droite) : RFME OE(11,5) omparee a l'estimation spetrale
du proessus en absene de points de levage lorsque k = 0:04. Ce modele montre de bonnes
proprietes frequentielles, notamment en basses frequenes.
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Fig. 6.15 { (gauhe) : Biais de l'estimateur



^

H
N
  
0



en fontion de
^
O
out
. Au point de levage,
elui-i devient maximal pour une valeur k et minimal lorsque k est plus petit. (droite) : Le
biais presente de fortes variations, traduisant une forte instabilite de l'estimateur. Cependant,
pour k = 1:345 et k = 1:5, les valeurs du biais restent elevees.
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Les resultats du t omme le montrent la gure 6.16 (gauhe) sont orrelees ave eux du
biais. Aux me^mes points de levage, pour une ertaine valeur de k, le t diminue fortement.
Il augmente aussi fortement lorsque la valeur de k est hoisie plus petite. Pour la derniere
valeur de k (k = 0:0175), lorsque l'amplitude de l'outlier d'observation devient tres grande,
la valeur du t ommene a diminuer de maniere signiative, e qui est a priori, tout a fait
normal. Pour k = 1:345, le t presente de fortes variations lorsque
^
O
out
augmente tout en
diminuant ontinuellement, omme ela est illustre dans la gure 6.16 (droite).
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Fig. 6.16 { (gauhe) : Fit du modele en fontion de
^
O
out
. Au point de levage, elui-i devient
minimal pour une valeur de k et augmente a nouveau lorsque elle diminue. (droite) : Le
t presente de fortes variations traduisant une instabilite de l'estimateur. On remarque la
deroissane du t lorsque
^
O
out
augmente.
Contrairement aux deux premieres analyses, la fontion de ontribution L
1
, omme le
montre la gure 6.17 (gauhe), presente de fortes valeurs (> 20%) pour k = 0:1 et k = 0:05,
puis revient a des niveaux omparables aux etudes preedentes, 'est-a-dire inferieures a 10%.
Ce resultat s'explique par l'aumulation de points de levage, d'amplitude L
p
 50000 lorsque
k = 0:1 et L
p
 20000 lorsque k = 0:05. Les valeurs de ette fontion redeviennent faibles
lorsque k < 0:05. Lorsque les valeurs de la onstante d'aord sont hoisies dans l'intervalle
lassique, les faibles valeurs de ette fontion et le manque de variations, sauf pour
^
O
out
= 300,
traduisent du me^me phenomene dit de saturation, mentionne dans l'etude preedente.
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Fig. 6.17 { (gauhe) : Fontion de ontribution L
1
. Les variations de elle-i sont bien visibles
et traduisent l'ation de la norme L
1
dans la proedure d'estimation. (droite) : Les faibles
valeurs de ette fontion et le manque de variations, sauf pour
^
O
out
= 300, traduisent une
nouvelle fois le phenomene dit de saturation.
Les gures 6.18 montrent deux exemples de FDP des residus de Huber lorsque
^
O
out
=
9600, pour k = 0:025 et k = 0:02. Nous pouvons remarquer une nouvelle fois ertaines
similarites ave les FDP ommentees lors des analyses preedentes. En eet, lorsque les
residus ont des points de levage, la distribution de eux-la presente des queues epaissent et sa
partie entrale est large, omme le montre la gure 6.18 (gauhe). Bien au ontraire, lorsque
les residus ne ontiennent pas de points de levage, la partie entrale est beauoup moins large
et les queues de la densite sont moins longues et moins epaisses.
La FDP de la gure 6.18 (gauhe) est la onsequene d'une mauvaise estimation en
presene de points de levage. Le modele estime en lien ave ette densite est represente
dans la gure 6.19 (gauhe). L'epaisseur et la longueur des queues de la FDP des residus ne
laisse auun doute sur le resultat nal onernant la dynamique du modele sur l'intervalle
de Shannon. Cependant, e modele presente quand me^me, de orretes arateristiques en
basses frequenes. Sa dynamique ne se deteriore qu'a partir de 400Hz. Dans le as ou la
FDP est beauoup moins perturbee, le modele estime en lien ave l'estimation des residus,
presente de bonnes arateristiques sur la totalite de l'intervalle de Shannon. Sa dynamique
est tres onvenable, en basses frequenes, omme ela est illustre dans la gure 6.19 (droite).
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Fig. 6.18 { (gauhe) : FDP des residus de Huber lorsque k = 0:025 lorsque
^
O
out
= 9600.
Celle-i fait appara^tre d'epaisses queues, onsequene des points de levage. (droite) : FDP
des residus pour k = 0:02. La densite est moins perturbee, les queues moins epaisses. Ces
resultats onrment la bonne tenue du biais et du t pour ette valeur de k.
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Fig. 6.19 { (gauhe) : RFME OE(11,5) omparee a l'estimation spetrale du proessus
(pointilles) au point de levage lorsque k = 0:025. Cette RFME ne presente une bonne
dynamique jusqu'a 400Hz, mais elle-i se degrade a partir de ette frequene. (droite) :
RFME OE(11,5) omparee a l'estimation spetrale du proessus en absene de points de
levage lorsque k = 0:02. Ce modele presente une bonne dynamique, a partir des tres basses
frequenes jusqu'a la frequene de Shannon.
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Les tableaux 6.2 et 6.3 font une synthese omplete des resultats. Ils regroupent les pa-
rametres estimes, le biais de l'estimateur, le t du modele et la fontion de ontribution L
1
.
Nous avons indique la presene ou non de points de levage.
Tab. 6.2 { Parametres estimes, biais, t et fontion de ontribution L
1
pour dierentes
valeurs de k, en presene d'un puis de deux outliers d'observation
^
O
out
.
Un outlier d'observation Deux outliers d'observation
Points de levage oui non oui non oui non

0
k = 0:5 k = 0:1 k = 0:05 k = 0:04 k = 0:04 k = 0:03
b
0
1
=  0:069  0:0687  0:0761  0:0687  0:0714  0:0666  0:0714
b
0
2
=  0:168  0:1451  0:1488  0:1518 0:1745  0:1499  0:1618
b
0
3
= 0:134 0:1063 0:1722 0:1269 0:1137 0:1190 0:1438
b
0
4
= 0:225 0:0938 0:1869 0:0823 0:2323 0:0854 0:2148
b
0
5
=  0:024 0:1098  0:0566 0:1337 7:6 10
 6
0:1351  0:0377
f
0
1
= 0:286 0:0371 0:0703  0:0112 0:3901 0:00078 0:2075
f
0
2
=  0:845  0:0327  0:9072  0:0029  0:8130  0:0017  0:8690
f
0
3
= 0:270 0:0313 0:4490  0:0128 0:2545 0:0019 0:3884
f
0
4
= 0:711 0:2626 0:6071 0:1801 0:6782  0:0015 0:6151
f
0
5
=  0:348 0:0301  0:4908  0:0162  0:2580 0:0010  0:4093
f
0
6
=  0:017 0:1574 0:0956 0:0565 0:0044  0:0020 0:1070
f
0
7
= 0:257 0:0360 0:1918  0:0156 0:2115  0:00069 0:1900
f
0
8
= 0:086  0:0128 0:0177 0:0095 0:1254  0:0014 0:0167
f
0
9
= 0:031 0:0482 0:0698  0:0021 0:0876 0:00072 0:1146
f
0
10
= 0:159 0:1506 0:1073 0:0164 0:1060  0:0013 0:1221
f
0
11
= 0:030 0:0419  0:0377  0:0017 0:0889 0:0013  0:0025
^
O
out
3500 3500 6800 6800 10500 10500
^
I
out
35006 3506 10729 6807 20649 10501
Biais 1:117 0:385 1:1923 0:1904 1:2807 0:2612
Fit(%) 26:7 82:94 25:88 75:91 21:33 83:9
L
1
C(%) 0:7 1 1:79 0:5 1:69 0:8
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6.7 Conlusion
Dans e hapitre, nous avons ommene par une etude omparative modeles lineaires/modeles
pseudolineaires, plus partiulierement modeles ARX/modeles OE, de la propagation des out-
liers et de leur ausalite, a la fois dans les erreurs de predition et dans leurs regresseurs.
Cette etude a permis de determiner preisement pour la struture de modele ARX, la quan-
tite et les amplitudes respetives des outliers, a la fois dans les erreurs de predition et dans
le regresseur. Il a ete preise pour e type de regression, que lorsque la densite d'outliers
d'innovation est petite et que les amplitudes assoiees ne sont pas signiatives, l'intervalle
de bruit est hoisi pour assurer un bon ompromis robustesse/performanes de l'estimateur.
Dans le as ontraire ou la densite est plus importante, l'intervalle est etendu dans les petites
valeurs et devient I
k
b
= [0:5; 2℄. Il en est tout autrement pour les modeles pseudolineaires, ou
dans e type de regression, le meanisme interne de boule de retour pour estimer le modele
de predition peut engendrer des points de levage. L'etude de la propagation des outliers
dans les residus a montre ses limites et n'a pas permis de denir en profondeur un adre
formel. Les diÆultes surgissent et des investigations devront e^tre entreprises. Pour e type
de regression, il a ete ependant montre tout l'intere^t d'etendre l'intervalle de bruit dans les
petites valeurs. Cei pour ontraindre la norme L
1
a agir rapidement aux ourrenes des out-
liers et de reduire leurs eets, soumettant l'estimateur a e^tre plus robuste, sans pour autant
degrader l'eÆaite. Le hoix de e nouvel intervalle de bruit s'est porte sur I
k
b
= [0:01; 2℄.
Par ailleurs, nous avons presente une etude des points de levage dans la proedure d'esti-
mation de modeles OE. Il a d'abord ete etabli un theoreme, montrant la redution du biais
maximum de l'estimateur en es points, par l'ation d'une fontion aord. Nous avons montre
que ette fontion est denie suivant deux sous-intervalles dont l'un est le lassique intervalle
de bruit ou l'on retrouve les valeurs typiques de la onstante d'aord et l'autre ou l'on re-
trouve les petites valeurs de k, dans lequel, ette fontion presente la propriete de dero^tre
lorsque k dero^t. Cet eet reduit l'ation du point de levage et diminue la sensibilite du biais
de l'estimateur en es points. Apres avoir mene une etude quantitative, une etude qualita-
tive a fait l'objet d'une ampagne d'estimation dans le but de valider les onlusions de e
theoreme. Nous avons eetivement montre que la diminution de k vers les petites valeurs,
reduit le biais de l'estimateur et augmente le t du modele lorsque survient un ou des points
de levage. Ces resultats ont revele un fait majeur relatif a la fontion de ontribution L
1
.
Bien que ses valeurs soient faibles, traduisant une estimation tres majoritairement L
2
, ela
suÆt a robustier l'estimateur. Cela denote une forte sensibilite de l'estimateur a la norme
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L
1
. Me^me si sa ontribution reste tres faible, son ation est essentielle a la onvergene de
l'estimateur. Cette remarque importante onrme l'intere^t de l'utilisation de la norme L
1
pour robustier la norme L
2
.
Le hapitre suivant presentera les outils de validation de modele, notamment, une version
robuste du ritere FPE pour les modeles pseudolineaires dans l'approhe L
!
, ainsi qu'un
nouveau ritere deisionnel d'aide au hoix d'un modele.
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Ce hapitre est onsare a la validation de modeles et plus partiulierement a la version
robuste dans le ontexte L
!
-FTE du ritere FPE. Ce L
!
-RFPE generalise le ritere robuste
de Maronna [Maronna et al, 2006℄, uniquement donne pour les modeles lineaires (f. hapitre
3 x3.5.3). Cette nouvelle version tient ompte de la struture de modele M, du niveau de
ontamination du modele de deviation distributionnelle GEM ainsi que de l'approhe L-
FTE. Dans e hapitre, sera egalement presente, un nouvel outil deisionnel pour le hoix
du modele estime : la fontion de ontribution L
1
. C'est un outil de validation et d'aide a la
deision, permettant non seulement de onrmer le hoix de modeles proposes par les riteres
lassiques, mais aussi de mettre en evidene la pertinene d'autres modeles. Ces outils sont
valides par des experienes, simulations et donnees reelles, et les resultats sont ommentes et
disutes.
7.1 Critere L
!
-RFPE
L'objetif est de proposer un test statistique a partir de quantites alulables dans le but
de valider un modele andidat parmi n modeles. Pour ela, nous devons disposer d'un esti-
mateur
^

H
N
, donne par la minimisation d'un ritere d'estimation. Dans l'hypothese theorique
ou nous disposons de tous les ensembles de donnees possibles et de taille aussi grande que
neessaire, nous pouvons utiliser la valeur limite du ritere d'estimation

W

!;
^

H
N

omme
mesure salaire de la qualite du modele, de maniere a se plaer dans les meilleures onditions
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possibles, en prenant son esperane sur l'ensemble des jeux de donnees Z
N
. Le modele estime
orrespondant m =M

^

H
N

doit e^tre onsidere a son tour omme une variable aleatoire, et
par onsequent, la fontion mesurant le t du modele, 'est a dire le ritere limite, l'est aussi.
Nous retiendrons alors omme mesure de la qualite d'une struture de modeleM, l'esperane
E
F
de e modele prise par rapport aux dierents estimateurs possibles
^

H
N

J

M;!;
^
L
N

= E
F

W

!;
^

H
N

(7.1)
Il reste maintenant a exprimer (7.1) uniquement a partir des donnees d'estimation. Il faudra
approximer ette relation a partir des donnees disponibles et en partiulier W
N

^

H
N

. Les
hypotheses suivantes permettent de repondre a ette interrogation :
{ S
0
2 M.
{ Les parametres du modele sont identiables et don

W
00
(!; 
0
; L
0
) est inversible.
{ Les donnees de validation possedent les me^mes proprietes statistiques du deuxieme
ordre que les donnees d'estimation.
Soit 
0
le minimum de

W (!; ). Un developpement de Taylor de

W (!; ) autour de 
0
devient

W

!;
^

H
N

=

W (!; 
0
) +
1
2

^

H
N
  
0

T

W
00
 
!;


H
N
; L
0


^

H
N
  
0

(7.2)
ou


H
N
est une valeur entre 
0
et
^

H
N
. Similairement, puisque W
0
N

^

H
N

= 0, alors
W
N

^

H
N

= W
N
(
0
) 
1
2

^

H
N
  
0

T
W
00
N
 
!; 
H
N
; L
0


^

H
N
  
0

(7.3)
Pour N suÆsamment grand, nous avons
^

H
N
PS
! 
0
,


H
N
PS
! 
0
et 
H
N
PS
! 
0
. Par le theoreme
de onvergene uniforme du Hessien, nous pouvons erire

W
00
 
!;


H
N
; L
0

PS
!

W
00
(!; 
0
; L
0
)
et W
00
N
 
!; 
H
N
; L
0

PS
!

W
00
(!; 
0
; L
0
).
En prenant les esperanes de (7.2) et de (7.3), nous obtenons respetivement
E
F

W

!;
^

H
N



W (!; 
0
) +
1
2
tr


W
00
(!; 
0
; L
0
) ov

^

H
N

!;L
0

(7.4)
et
E
F
W
N

^

H
N



W (!; 
0
) 
1
2
tr


W
00
(!; 
0
; L
0
) ov

^

H
N

!;L
0

(7.5)
L'expression (7.4) onduit a

J

M;!;
^
L
N



W (!; 
0
) +
1
2N
tr
n

W
00
(!; 
0
; L
0
) C
M
(!; 
0
; L
0
)
o
(7.6)
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ou C
M
(!; 
0
; L
0
) est denie par (5.129). A partir de (7.5), nous avons

W (!; 
0
)  E
F
W
N

^

H
N

+
1
2N
tr
n

W
00
(!; 
0
; L
0
) C
M
(!; 
0
; L
0
)
o
(7.7)
Sahant que

W
00
(!; 
0
; L
0
) C
M
(!; 
0
; L
0
) = Q
M
(!; 
0
; L
0
)

W
00
(!; 
0
; L
0
)
 1
, alors, une premiere
expression du L
!
-RFPE s'erit

J

M;!;
^
L
N

 E
F
W
N

^

H
N

+
1
N
tr
n
Q
M
(!; 
0
; L
0
)

W
00
(!; 
0
; L
0
)
 1
o
(7.8)
Il est parfois diÆile pour l'utilisateur de disposer de plusieurs observations et ainsi de
aluler E
F
W
N

^

H
N

. Dans le as ou elui-i ne dispose que d'une seule observation, nous
pouvons remplaer E
F
W
N

^

H
N

par W
N

^

H
N

. Le L
!
-RFPE s'erit don

J

M;!;
^
L
N

 W
N

^

H
N

+
1
N
tr
n
Q
M
(!; 
0
; L
0
)

W
00
(!; 
0
; L
0
)
 1
o
(7.9)
Par (5.122) et (5.128), nous avons
tr
n
Q
M
(!; 
0
; L
0
)

W
00
(!; 
0
; L
0
)
 1
o
=  (!)

d
M
+
B (!)
1  A (!)
H
M
(!; 
0
; L
0
)

(7.10)
ou H
M
(!; 
0
; L
0
) = tr

R
L
0

1
(!; 
0
)R
L
0

2
(!; 
0
)
 1

.
Il est maintenant interessant d'exprimer l'estime souhaitable de  (!). Nous allons le faire
par l'intermediaire du PREC limite. Celui-i est en eet donne par

W (!; 
0
) =  (!)

1 + A (!)  B (!)
2 (1  A (!))

(7.11)
Preuve :
Tout d'abord, nous savons que E
F
 
"
0

2
;t

2
= 
0
h
1  2 (1  !)
1+k
2
k
' (k)
i
et E
F
 
s
0

1
;t

2
=
2(1 !)
k
' (k), (voir hapitre 5). Pour exprimer le PREC limite, nous avons aussi besoin de
determiner E
F


"
0

1
;t


. Il vient que
E
F


"
0

1
;t


=
2 (1  !) e
k
2
2

p
2
1
Z

"e
 k"

d" (7.12)
Ave un hangement de variables X =
"

et une integration par parties, nous obtenons
E
F


"
0

1
;t


= 2 (1  !)
1 + k
2
k
2
' (k) (7.13)
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Le PREC limite en 
0
s'erit

W (!; 
0
) = lim
N!1
2
4
1
2N
X
t2
0
2
E
F
 
"
0
t

2
+

N
X
t2
0
1
(E
F


"
0
t


 

2
E
F
 
s
0
t

2
)
3
5
(7.14)
'est-a-dire

W (!; 
0
) = 
0

1
2
+
1  !
k
' (k)

(7.15)
Sahant que
1 !
k
' (k) =
A(!) B(!)
2
et 
0
=
(!)
1 A(!)
, alors

W (!; 
0
) =  (!)

1 + A (!)  B (!)
2 (1  A (!))

(7.16)
Ce qui prouve le PREC limite.
Puisque E
F
W
N

^

H
N

 W
N

^

H
N

, si
^

N
(!) denote l'estime de  (!), alors
^

N
(!) =
W
N

^

H
N

^
Z
M
N

M;!;
^
L
N

 
d
M
2N
(7.17)
ou
^
Z
M
N

M;!;
^
L
N

=
1 + A (!)  B (!)
2 (1  A (!))
 
B (!)
^
H
M

!;
^

H
N
;
^
L
N

2N (1  A (!))
(7.18)
ave
^
H
M

!;
^

H
N
;
^
L
N

un estime de H
M
(!; 
0
; L
0
). Nous pouvons alors donner, l'expression
nale du L
!
-RFPE par

J

M;!;
^
L
N


p (!) 
h
^
Z
M
N

M;!;
^
L
N

 
d
M
2N
i
^
Z
M
N

M;!;
^
L
N

 
d
M
2N
W
N

^

H
N

(7.19)
ou p (!) =
1+A(!) B(!)
1 A(!)
, voir [Corbier et al, 2012℄.
Nous allons montre que e ritere L
!
-RFPE presente des proprietes tres generales. La premiere
propriete traite le as limite. Le as limite de e ritere est de pouvoir retrouver le FPE
d'Akaike. En eet, le PREC est un ritere mixte dont les ontributions L
2
et L
1
sont xees
par le fateur d'ehelle . Lorsque k tend vers l'inni, le fateur d'ehelle tend aussi vers l'in-
ni et le PREC n'a plus auune propriete de robustesse. Il se reduit au ritere d'estimation
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lassique des moindres arres : (W
N
()
k!1
) = V
N
 
; Z
N

. Puisque k ! 1, alors ! ! 0
entra^nant p (!)! 1 et
^
Z
M
N

M;1;
^
L

N

!
1
2
. On a alors

J

M; 0;
^
L
N

= FPE (d
M
) (7.20)
De me^me, lorsque k ! 0 alors  ! 0 et le PREC tend vers le ritere d'estimation L
1
. Nous
retrouvons le ritere FPE dans l'approhe L
1
. Nous obtenons alors

J

M; 1;
^
L
N

=

J
L
1
(M) (7.21)
(Cf. hapitre 3 x3.5.2).
La deuxieme propriete onerne le RFPE de Maronna [Maronna et al, 2006℄, donne pour
les modeles lineaires. Nous avons vu dans le hapitre 5 (5.104) que pour es modeles, l'ordre
large L est nul. De plus, e ritere a ete formule pour de faibles ontaminations, 'est-a-dire
lorsque ! ! 0. Nous obtenons alors

J (M; 0; 0) = RFPE (d
M
) (7.22)
Enn, la troisieme propriete est impliite a la nature me^me du L
!
-RFPE. En eet, elui-i
tient ompte du modele de deviation distributionnelle par l'intermediaire de ! et de la nature
du regresseur, 'est-a-dire de la struture de modele parametrique. Nous pouvons don dire
que e ritere generalise le FPE dans le adre des M-estimations de Huber.
Apres avoir deni le adre formel du L
!
-RFPE, des simulations de Monte Carlo sur un
proessus OE ont ete onduites. L'ensemble de es resultats vont e^tre presentes et analyses
dans la setion suivante.
7.2 Resultats des simulations
7.2.1 Presentation
Le proessus simule P
0
generant les donnees y
0
t
est identique a elui utilise pour l'etude
des points de levage, (Cf. hapitre 6 x6.6). Rappelons brievement ses arateristiques. Ce
proessus est un Output Error ave p = 11 et w = 5, note OE(11,5). Soit d
M
0
= 16 le "vrai
ordre" du proessus :
P
0
:
8
>
<
>
:
y
0
t
=
B(q;
0
)
F (q;
0
)
u
t
+ e
0
t

0
=


B
0
; 
F
0

e
0
t
2 N (0; 0:1)
(7.23)
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Les vrais parametres 
B
0
et 
F
0
sont donnes dans le tableau 7.1. Nous avons egalement
Tab. 7.1 { Parametres 
B
0
= fb
0
n
g
5
n=1
et 
F
0
= ff
0
n
g
11
n=1
de P
0
: OE(11,5).
n 1 2 3 4 5 6 7 8 9 10 11
b
0
n
 0:069  0:168 0:134 0:225  0:024 0 0 0 0 0 0
f
0
n
0:286  0:845 0:270 0:711  0:348  0:017 0:257 0:086 0:031 0:159 0:030
onsidere un proessus ave un retard pur d = 3, ompte en nombre entier de periode
d'ehantillonnage. Celle-i est donnee par T
e
= 500s. Le nombre de tirages de Monte Carlo
est de 100 et le nombre de points de mesures est N = 1000. Le signal exogene d'exitation
u
t
est une Sequene Binaire Pseudo Aleatoire (SBPA) [Landau, 1998℄ suÆsamment exi-
tant et persistant, de niveau 15 et de longueur L
SBPA
= 1023. Le rapport signal/bruit est
SNR= 25dB. L'objetif etant de tester la robustesse de l'estimateur aux outliers d'innova-
tion et de valider des modeles par le L
!
-RFPE, pour ela, trois taux d'outliers d'observation
R
out
= 2%, R
out
= 5% et R
out
= 10% sont inseres dans y
0
t
ave des amplitudes et des index
temporels aleatoires. Une etude omparative est faite entre le ritere L
!
-RFPE, le ritere
FPE ouple a une estimation robuste 3 (3-FPE) utilisant un ltre robuste nettoyeur (3-
RFC, voir hapitre 2 x2.3.2) [Maronna et al, 2006℄(hapitre 8 p. 272), et le lassique FPE
d'Akaike. Dans le as du 3-FPE, le RFC est un AR(1). Pour le L
!
-RFPE, douze valeurs de
la onstante d'aord sont prises dans I
k
b
et la omplexite du modele d
M
varie entre 13 et
18, sahant que w est xe a 5.
7.2.2 Analyse des resultats
L'ordre d
M
du modele valide est donne par le minimum du ritere onsidere. Le tableau
7.2 presente une synthese des resultats. Nous y trouvons pour haque ratio R
out
, l'ordre d
M
des modeles donnes par les minima du FPE d'Akaike, du 3-FPE et du L
!
-RFPE ave ses
douze valeurs de k. Le t de haque modele est aussi donne.
Ces resultats montrent d'abord que le FPE d'Akaike sous-estime l'ordre du modele lorsque
R
out
= 2% et R
out
= 5% et le sur-estime lorsque R
out
= 10%, ave un faible t pour haun
d'entre eux. Cela onrme la nature non robuste de e ritere FPE. Le 3-FPE sous-estime
l'ordre du modele, mais presente un t orret lorsque R
out
= 2%. La robustesse a 3 ave
RFC a son eet et donne un estimateur qui ne presente pas de mauvaises arateristiques.
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Tab. 7.2 { Ordres et ts des modeles, donnes par le FPE d'Akaike, le 3-FPE et le L
!
-RFPE
ave douze valeurs de k.
Taux d'outliers d'observation R
out
= 2% R
out
= 5% R
out
= 10%
Ordre du modele/t d
M
Fit(%) d
M
Fit(%) d
M
Fit(%)
FPE Akaike 15 45:4 15 27:16 17 16:17
3   FPE 15 73:6 15 57:9 15 35:35
L
!
 RFPE
k = 0:05 16 88:8 16 90:41 16 93:6
k = 0:1 15 95:5 16 93:5 16 91:41
k = 0:15 16 98 15 95:3 16 97:28
k = 0:25 16 94:9 15 72 16 56:8
k = 0:35 15 97 16 73:5 16 48:45
k = 0:4 17 75:2 16 75:7 15 90:53
k = 0:7 15 96 15 59:6 17 61:76
k = 0:9 15 91:2 16 56:2 16 79:5
k = 1:2 15 83 17 80 15 68:8
k = 1:345 15 92 17 43:55 14 47:7
k = 1:5 17 76:25 16 44 15 65:4
k = 2 15 90 17 78 15 61:5
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Cependant, lorsque R
out
= 5% et R
out
= 10%, le mauvais t des modeles ne permet pas
de les retenir. L'emploi d'un ritere de validation plus robuste se justie. C'est e que nous
allons voir au travers du ritere RFPE.
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M−estimation: Outliers Observation 2%
Complexité modèle
R
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E
k=0.25
k=0.35
k=0.15k=0.1
k=0.05
13
14
15
16
17
18 0
2
4
6
8
100
2
4
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Facteur d’échelle
M−estimation: Outliers Observation 2%
Complexité modèle
R
FP
E
k=2
k=1.2
k=0.9
k=0.4
k=0.7
k=1.5
k=1.345
Fig. 7.1 { (gauhe) : Surfae du L
!
-RFPE omme une fontion du fateur d'ehelle  et de
la omplexite du modele d
M
pour inq valeurs de k (k = 0:05, k = 0:1, k = 0:15, k = 0:25 et
k = 0:35), a un taux R
out
= 2%. (droite) : suite de la surfae du L
!
-RFPE pour huit valeurs
de k (k = 0:35, k = 0:4, k = 0:7, k = 0:9, k = 1:2, k = 1:345, k = 1:5 et k = 2), pour le
me^me taux de ontamination.
Les surfaes du L
!
-RFPE lorsque R
out
= 2% sont donnees dans les gures 7.1 et ses mi-
nima sont reportes dans le tableau 7.2. Le ritere de validation L
!
-RFPE donne eetivement
d
M
0
, mais peut aussi presenter des modeles de omplexites inferieure et superieure a d
M
0
.
Pour es derniers, les ts sont nettement meilleurs que eux donnes par le 3-FPE. Lorsque
le ritere L
!
-RFPE donne des minima a d
M
= 15, le t de haque modeles est equivalent a
elui de haque modele presentant la "vraie omplexite". Cependant, le t diminue lorsque
d
M
> d
M
0
. Cela se produit lorsque k = 0:4 et k = 1:5. Les modeles sont alors de moins
bonne qualite. Soulignons que les modeles pour lesquelles d
M
= d
M
0
et d
M
< d
M
0
, ave de
bons ts, sont toujours donnes pour une onstante d'aord petite. En eet, pour les petites
valeurs de k, la gure 7.1 (gauhe) montre une nappe assez "doue" ave des minima a d
M
0
et d
M
< d
M
0
. Inversement, pour des valeurs plus elevees de k, la nappe illustree dans la
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gure 7.1 (droite), presente de fortes variations, traduisant une moins bonne estimation du
modele, ne donnent pas de minima a d
M
0
.
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k=0.05
13
14
15
16
17
18 4
6
8
10
12
8
10
12
14
16
18
20
Facteur d’échelle
M−estimation: Outliers Observation 5%
Complexité modèle
R
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E
k=0.7
k=0.9
k=2
k=1.345
k=1.5
k=1.2
Fig. 7.2 { (gauhe) : Surfae du L
!
-RFPE omme une fontion de  et de d
M
pour six valeurs
de k (k = 0:05, k = 0:1, k = 0:15, k = 0:25, k = 0:35 et k = 0:4), a un taux R
out
= 5%.
(droite) : suite de la surfae du L
!
-RFPE pour sept valeurs de k (k = 0:4, k = 0:7, k = 0:9,
k = 1:2, k = 1:345, k = 1:5 et k = 2), pour le me^me taux de ontamination.
Les gures 7.2 illustrent les nappes du L
!
-RFPE lorsque R
out
= 5%. L'ordre de haque
modele donne par le ritere est reporte dans le tableau 7.2. Les andidats qui presentent de
bons ts sont donnes pour les petites valeurs de k, plus preisement pour k = 0:05, k = 0:1
et k = 0:15. Pour les deux premieres valeurs de k, les ts sont superieurs a 90% et l'ordre de
haque modele est egal a d
M
0
. Une nouvelle fois, le ritere donne un modele a ordre reduit,
d
M
= 15 ave un exellent t, egal a 95%. Pour les valeurs de k superieures a 0:15, le t
reste aeptable, mais pas suÆsamment pour retenir le andidat. Lorsque les valeurs de k
sont dans la partie haute de I
k
b
, les minima du ritere donnent majoritairement d
M
= 17.
Soulignons une nouvelle fois que lorsque les valeurs de k sont petites (k  0:9), la surfae de
la nappe presente une ertaine doueur des ses pentes, traduisant des estimations robustes
et eÆaes. Cette surfae est plus haotique lorsque k > 0:9. Les estimations sont moins
robustes, les ts sont moins bons et le nouveau ritere RFPE sur-estime la omplexite du
modele.
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Fig. 7.3 { (gauhe) : Surfae du L
!
-RFPE en fontion de  et de d
M
pour six valeurs de k
(k = 0:05, k = 0:1, k = 0:15, k = 0:25, k = 0:35 et k = 0:4), a un taux R
out
= 10%. (droite) :
reste de la surfae du L
!
-RFPE pour sept valeurs de k (k = 0:4, k = 0:7, k = 0:9, k = 1:2,
k = 1:345, k = 1:5 et k = 2), a un taux R
out
= 10%.
Lorsque R
out
= 10%, le ritere L
!
-RFPE donne enore de bons andidats, ave un t
superieur a 91% pour haun d'eux. En eet, pour k = 0:05, k = 0:1 et k = 0:15, l'ordre d
M
des modeles est egal a d
M
0
. Voir gure 7.3 (gauhe). Le t des modeles se degrade lorsque
k  0:25. Cela se traduit par des minima dierents de d
M
0
, omme le montre la gure 7.3
(droite). L'aspet haotique de la nappe montre en eet de mauvaises estimations. L'ensemble
des modeles fournis par les minima du ritere L
!
-RFPE sont reportes dans le tableau 7.2. Le
tableau 7.3 rassemble les meilleurs andidats retenus, 'est-a-dire eux ayant un t autour de
90%. L'ensemble de es modeles sont estimes a partir d'une norme robuste dont la onstante
d'aord est situee vers la borne inferieure de I
k
b
. Les valeurs de la fontion de ontribution
L
1
montrent que les taux d'outliers d'innovation dans les residus sont eleves. L'ordre large
^
L
N
de haun de es modeles se situe en moyenne entre 200 et 240. Il n'y a pas de grands
earts entre eux, me^me lorsque les residus sont fortement ontamines, et leurs valeurs sont
quasiment identiques aussi bien pour R
out
= 2% que pour R
out
= 10%.
Les gures 7.4 presentent les reponses frequentielles des modeles a ordre reduit OE(10,5)
omparees a l'estimation spetrale du proessus P
0
. Ces modeles ont un t autour de 95%,
ave une tres bonne dynamique dans les basses frequenes. La gure 7.4 (gauhe) montre
un modele OE(10,5) lorsque R
out
= 2% et k = 0:1. Ce modele presente une fontion de
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ontribution L
1
egale a 26:97%. Me^me en presene d'un taux R
out
plus eleve, lorsque k = 0:15,
la reponse frequentielle du modele a ordre reduit OE(10,5) montre une bonne dynamique
dans l'intervalle de Shannon, notamment en basses frequenes, omme ela est illustre dans
la gure 7.4 (droite).
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Fig. 7.4 { (gauhe) : Reponse frequentielle du modele OE(10,5) a omplexite reduite, om-
paree a l'estimation spetrale du proessus (pointilles) lorsque R
out
= 2% et k = 0:1. (droite) :
Reponse frequentielle du modele OE(10,5) a omplexite reduite, omparee a l'estimation
spetrale du proessus (pointilles) lorsque R
out
= 5% et k = 0:15.
Les gures 7.5 montrent les reponses frequentielles de deux modeles valides OE(11,5) et
OE(12,5), lorsque R
out
= 5% ave k = 0:05 et k = 1:345 respetivement. Lorsque k = 0:05, le
ritere passe par un minimum a d
M
= d
M
0
. La dynamique de e modele presente de bonnes
arateristiques sur l'intervalle de Shannon, notamment en basses frequenes. Son t est egal
a 90:41% et sa fontion de ontribution L
1
est de 59:24%. Soulignons une fois de plus le
fait suivant. Lorsque la onstante d'aord est hoisie dans les petites valeurs, les minima
du L
!
-RFPE onident soit ave d
M
0
, soit ave d
M
< d
M
0
. Dans es deux as de gure,
les modeles presentent de bonnes araterisques sur l'intervalle [0; F
e
=2℄, partiulierement,
dans les basses frequenes. Pour k > 1, les modeles sont moins bons, omme le montre le
tableau 7.2. Les minima du L
!
-RFPE ne onident plus toujours ave d
M
0
et les modeles
assoies presentent des dynamiques de moins bonne qualite. Cei est eetivement illustre
dans la gure 7.5 (droite) lorsque k = 1:345. Nous pouvons onstater une reponse frequentielle
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de qualite insuÆsante sur l'intervalle de Shannon, et plus partiulierement dans les basses
frequenes.
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Fig. 7.5 { (gauhe) : Reponse frequentielle du modele OE(11,5), omparee a l'estimation spe-
trale du proessus (pointilles) lorsque R
out
= 5% et k = 0:05. (droite) : Reponse frequentielle
du modele OE(12,5) lorsque R
out
= 5% et k = 1:345.
Bien que le taux d'observation d'outliers soit de 10%, les modeles valides pour k < 0:2
ont une omplexite de 16 ave des ts superieurs a 90%. La gure 7.6 (gauhe) montre un
exemple d'un de es modeles lorsque k = 0:05. Pour des valeurs plus grandes de k, 'est-a-
dire k > 1, le L
!
-RFPE donnent des minima dierents de d
M
0
ave des ts inferieurs a 70%.
La gure 7.6 (droite) illustre la reponse frequentielle d'un de es modeles OE(9,5) lorsque
k = 1:345. Ce modele soure d'avoir une omplexite plus petite que elle de P
0
et d'avoir ete
estime ave une norme moins robuste, due a une valeur trop elevee de k.
A travers es exemples, nous avons montre l'intere^t d'etendre la onstante d'aord dans
les petites, an de permettre a e nouveau ritere de validation de donner par ses minima
des modeles pertinents. Il peut e^tre ependant utile a l'experimentateur de disposer d'un
autre outil d'aide a la deision du hoix de la omplexite du modele, dans le but de onrmer
presque denitivement le modele valide. C'est e que nous allons etudier par l'intermedaire
de la fontion de ontribution L
1
.
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Tab. 7.3 { Parametres des modeles estimes, t, fontion de ontribution L
1
et ordre large,
lorsque k = 0:05, k = 0:1 et k = 0:15.
Taux d'outliers R
out
= 2% R
out
= 5% R
out
= 10%
d'observation

0
k = 0:05 k = 0:15 k = 0:05 k = 0:1 k = 0:05 k = 0:15
b
0
1
=  0:069  0:0696  0:0691  0:0686  0:0698  0:0681  0:0687
b
0
2
=  0:168  0:1650  0:1604  0:1720  0:1599  0:1713  0:1522
b
0
3
= 0:134 0:1332 0:1538 0:1220 0:1517 0:1224 0:1741
b
0
4
= 0:225 0:2204 0:2107 0:2327 0:2126 0:2306 0:1972
b
0
5
=  0:024  0:0241  0:0506  0:0088  0:0501  0:0105  0:0750
f
0
1
= 0:286 0:2721 0:1694 0:3458 0:1764 0:3439 0:0598
f
0
2
=  0:845  0:8535  0:8832  0:8116  0:8959  0:8271  0:9152
f
0
3
= 0:270 0:3077 0:3627 0:2296 0:3855 0:2365 0:4405
f
0
4
= 0:711 0:6750 0:6867 0:6874 0:6658 0:7099 0:6578
f
0
5
=  0:348  0:3537  0:4316  0:2806  0:4286  0:3003  0:4953
f
0
6
=  0:017 0:0157 0:0202  0:0220 0:0372  0:0297 0:0513
f
0
7
= 0:257 0:2289 0:2591 0:2267 0:2378 0:2491 0:2504
f
0
8
= 0:086 0:0790 0:0560 0:1166 0:0613 0:1105 0:0373
f
0
9
= 0:031 0:0581 0:0246 0:0471 0:0424 0:0376 0:0146
f
0
10
= 0:159 0:1370 0:1553 0:0471 0:0424 0:1503 0:1448
f
0
11
= 0:030 0:0406  0:0048 0:0599 0:0219 0:0593  0:0113
Fit(%) 88:8 98 90:41 93:5 93:6 97:28
L
1
C(%) 77:12 3 59:24 42:25 65:7 39:4
^
L
N
254 248 195 220 258 233
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Fig. 7.6 { (gauhe) : Reponse frequentielle du modele OE(11,5), omparee a l'estimation spe-
trale du proessus (pointilles) lorsque R
out
= 10% et k = 0:05. (droite) : Reponse frequentielle
du modele OE(9,5) lorsque R
out
= 10% et k = 1:345.
7.3 Fontion de ontribution L
1
7.3.1 Presentation
Nous savons que la norme mixte de Huber est un melange d'une norme L
2
qui ne traite
que les residus situes dans l'intervalle [ ; ℄ et d'une norme L
1
qui elle, ne traite que eux
situes en dehors de et intervalle. La ontribution de haune d'elle depend de la valeur du
fateur d'ehelle , don de la onstante d'aord k. Conretement, le ro^le de la norme L
1
est de robustier la norme L
2
, tres sensible aux grands earts des residus, et de traiter le
plus rapidement possible es grands earts. Ce point de vue justie le hoix de la onstante
d'aord k, ar elle xe la ontribution de haune des normes a la n de la proedure
d'estimation. A partir des deux ensembles d'index 
2
et 
1
, nous sommes don amenes a
denir les ontributions de haune d'elles. Dans le hapitre 4, il a ete deni la fontion de
ontribution L
1
par
L
1
C () =
N
1
()
N
(7.24)
Cette ontribution verie l'egalite
ard (
2
()) + ard (
1
()) = N; 8 2 D
M
(7.25)
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La fontion de ontribution peut aussi e^tre denie omme
L
1
C () =
1
N
X
t2
1
()
js
t
()j (7.26)
ou s
t
() est la fontion signe denie par (4.12). Voir aussi [Corbier et al, 2012℄ pour plus
de details.
Les etudes experimentales montrent que L
1
C () presente des variations en fontion de la
omplexite du modele estime. Pour mettre en evidene analytiquement elles-i, nous avons
remplae s
t
() par une fontion logistique, omme ela a ete fait pour le gradient et le Hessien
du PREC dans le hapitre 4 (x4.1.2). Ave e hoix, la fontion de ontribution L
1
est donnee
par
L
1
C () =
1
N
X
t2
1
()




1  e
 2K"
t
()
1 + e
 2K"
t
()




(7.27)
ou K est un reel suÆsamment grand pour assurer une bonne approximation de la fon-
tion signe. Puisque L
1
C () presente des variations, nous allons montre qu'elle admet des
minima et que eux-la peuvent onrmer la omplexite des modeles donnes par les riteres
d'estimation lassiques, mais aussi, mettre en evidene la pertinene d'autres modeles. Soit
le theoreme suivant
Theoreme 10 Il existe un estimateur
^

L
1
N
dierent ou non de
^

H
N
, tel que
^

L
1
N
soit le minimum
de L
1
C (). Alors
^

L
1
N
= argmin
2
1
N
X
t2
1
()
js
t
()j (7.28)
Preuve :
Denissons deux sous-ensembles de 
1
() tels que 
L
1
() = ft : j"
t
()j <  g et 
H
1
() =
ft : j"
t
()j > g. Alors 
1
() = 
L
1
() [ 
H
1
() et 
L
1
() \ 
H
1
() = 0. La fontion de ontribu-
tion L
1
s'erit don
L
1
C () =
1
N
X
t2
H
1
()
1  e
 2K"
t
()
1 + e
 2K"
t
()
+
1
N
X
t2
L
1
()
e
2K"
t
()
  1
e
2K"
t
()
+ 1
(7.29)
La derivee par rapport a  de (7.29) donne


L
1
C () 
4K
N
X
t2
L
1
()
 
t
() e
2K"
t
()
 
4K
N
X
t2
H
1
()
 
t
() e
 2K"
t
()
(7.30)
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Pare que j"
t
()j > , nous obtenons






L
1
C ()





8Ke
 2K
N
X
t2
1
()
j 
t
()j (7.31)
Sahant que j 
t
()j est bornee pour tout  2  [Ljung et Caines, 1979℄, posons j 
t
()j =
C
 
, alors
j 

1
;t
()j  j 
t
()j = C
 
(7.32)
Il existe alors un estimateur
^

L
1
N
tel que






L
1
C

^

L
1
N





 8KC
 
e
 2K
! 0 (7.33)
pour K suÆsamment grand. Ce qui prouve le theoreme.
Ce theoreme indique qu'il existe un estimateur
^

L
1
N
qui minimise la fontion de ontribution
L
1
.
L'analyse des resultats va se diviser en trois parties. Les deux premieres analysent les resultats
de deux proessus simules : un proessus ARX et un proessus OE. La troisieme partie disute
des resultats sur un proessus reel, un apteur/ationneur piezoeletrique.
7.3.2 Analyse des resultats
7.3.2.1 Proessus ARX simule
L'objetif est de montrer que dans ertaines situations, le RFPE ne permet pas d'aÆrmer
denitivement, par ses minima, la omplexite des modeles. La deision est alors onrmee par
la fontion de ontribution L
1
dont les minima sont plus ategoriques. Une etude omparative
est realisee entre la LS-estimation, l'estimation par variables instrumentales (IV-estimation),
la 2SLS-estimation et la M-estimation de Huber, a travers le RFPE et la fontion de ontri-
bution L
1
. Notons que la version du L
!
-RFPE dans le as des modeles lineaires sera notee
0-RFPE ou tout simplement RFPE.
Le proessus simule P
L
0
generant les donnees y
0
t
est un ARX ave p = 7 et w = 5, note
ARX(7,5). Soit d
M
0
= 12 la "vrai omplexite" du proessus :
P
L
0
:
8
>
<
>
:
y
0
t
=
B(q;
0
)
A(q;
0
)
u
t
+
1
A(q;
0
)
e
0
t

0
=


A
0
; 
B
0

e
0
t
2 N (0; 0:1)
(7.34)
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Tab. 7.4 { Parametres 
B
0
= fb
0
n
g
5
n=1
et 
A
0
= fa
0
n
g
7
n=1
de P
L
0
: ARX(7,5).
n 1 2 3 4 5 6 7
b
0
n
 0:1034  0:1658 0:1509 0:195  0:0145 0 0
a
0
n
0:3819  0:8684 0:1938 0:6772  0:2536  0:0423 0:1664
Les vrais parametres 
B
0
et 
A
0
sont donnes dans le tableau 7.4. Nous avons egalement
onsidere un proessus ave un retard pur d = 7, ompte en nombre entier de periode
d'ehantillonnage. Celle-i est donnee par T
e
= 500s. Le nombre de tirages de Monte Carlo
est de 1000 et le nombre de points de mesures est N = 1000. Le signal exogene d'exita-
tion u
t
est une Sequene Binaire Pseudo Aleatoire (SBPA) [Landau, 1998℄, suÆsamment
exitant et persistant, de niveau 10 et de longueur L
SBPA
= 1023. Le rapport signal/bruit
SNR est de = 25dB. Dans le but de tester la robustesse de l'estimation, un taux R
out
de
1% d'outliers est insere dans y
0
t
ave des amplitudes et des index temporels aleatoires. La
gure 7.7 (gauhe) montre le signal de sortie du proessus P
L
0
dans lequel apparaissent les
outliers d'observation. Pour toutes les methodes d'estimation, la omplexite du modele d
M
varie entre 7 et 20, sahant que w est xe a 5. Le RFPE et la fontion de ontribution L
1
sont donnes pour vingt valeurs de k dans I
k
b
.
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Fig. 7.7 { (gauhe) : Signal de sortie y
0
t
du proessus P
L
0
dans lequel apparaissent les outliers
d'observation a un taux de 1%. (droite) : Signal du proessus y
0
t
et signal du prediteur y^
t
()
du modele ARX(7,5) lorsque k = 0:124.
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La gure 7.8 (gauhe) presente le RFPE sous la forme d'une surfae, omme une fontion
du fateur d'ehelle  et de la omplexite du modele d
M
. Lorsque k est faible, la surfae est
"presque" lisse et presente un minimum ommun pour k 2 [0:05; 0:5℄ (ellipses pointillees)
a d
M
= 13 = 8 + 5. Nous voyons que le ritere surestisme l'ordre des modeles. Ce onstat
s'etablit aussi lorsque k est hoisi dans la partie superieure de I
k
b
. La surfae presente des
ondulations, mais les minima orrespondent a des omplexites superieures a 12. Dans et
exemple, le nouveau ritere RFPE ne presente pas de aratere deisionnel. Sans l'appui
de la fontion de ontribution L
1
, l'experimentateur serait dans l'obligation de hoisir un
modele ARX(8,5). Cette nouvelle fontion, omme le montre la gure 7.8 (droite), presente
des minima bien visibles lorsque k = 0:124, k = 0:228 et k = 0:332, bien que pour ette
derniere valeur de k, ela semble moins aÆrmatif. La surfae de L
1
C () est ondulee lorsque
k est faible, presentant des minima bien apparents. Lorsque k est plus elevee, les valeurs de
la fontion de ontribution sont plus petites et la surfae est plus lisse, don breauoup moins
deisionnelle. A partir de ette fontion, l'experimentateur peut ainsi retenir trois modeles
ARX(7,5), lorsque k = 0:124, k = 0:228 et k = 0:332 respetivement.
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Fig. 7.8 { (gauhe) : RFPE en fontion de  et de d
M
pour vingt valeurs de k, lorsque
R
out
= 1%. Un seul minimum appara^t a d
M
= 13 = 8 + 5 (ellipses pointillees). (droite) :
Fontion de ontribution L
1
en fontion de  et de d
M
pour vingt valeurs de k. Trois minima
apparaissent a d
M
= 12 = 7 + 5 lorsque k = 0:124, k = 0:228 et k = 0:332.
Le tableau 7.5 regroupe les valeurs des parametres des modeles, estimes lassiquement par
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les moindres arres, les variables instrumentales et les moindres arres deux etapes. Pour les
M-estimations de Huber, les modeles sont donnes par les minima de la fontion de ontribu-
tion L
1
, lorsque k = 0:124, k = 0:228 et k = 0:332. Me^me si le taux d'outliers d'observation
est faible, les estimateurs lassiques donnent des parametres eloignes des "vrais". Le RFPE
etant dans l'inapaite de donner le nombre de parametres exiges, 'est-a-dire 12, nous avons
reours a la fontion de ontribution L
1
. Chaque modele estime presente alors un t prohe
de 80%.
Tab. 7.5 { Valeurs des parametres des meilleurs modeles par les estimations LS, IV, 2SLS.
Pour les M-estimations de Huber, les modeles sont eux donnes par la fontion de ontribution
L
1
C lorsque k = 0:124, k = 0:228 et k = 0:332.
Vrais parametres Estimateurs lassiques M-estimateurs de Huber

0
LS IV 2SLS k = 0:124 k = 0:228 k = 0:332
b
0
1
=  0:1034  0:1006  0:1062  0:0969  0:1037  0:1041  0:1033
b
0
2
=  0:1658  0:1384  0:1411  0:1343  0:1607  0:1596  0:1639
b
0
3
= 0:1509 0:1246 0:1205 0:1156 0:1553 0:1533 0:1524
b
0
4
= 0:1950 0:1120 0:1118 0:1834 0:1846 0:1805 0:1867
b
0
5
=  0:0145  0:0887  0:0818  0:1337  0:0140  0:0079  0:0128
f
0
1
= 0:3819 0:1486 0:1489 0:1379 0:3319 0:3224 0:3495
f
0
2
=  0:8684  0:3427  0:3522  0:2369  0:8457  0:8155  0:8434
f
0
3
= 0:1938 0:1065 0:1342 0:0769 0:2140 0:2068 0:2065
f
0
4
= 0:6772 0:2523 0:2599 0:1854 0:6432 0:6204 0:6486
f
0
5
=  0:2536  0:0574  0:0846  0:0207  0:2593  0:2469  0:2515
f
0
6
=  0:0423 0:1429 0:1236 0:1378  0:0221  0:0109  0:0244
f
0
7
= 0:1664  0:0751  0:0684  0:1223 0:1477 0:1320 0:1522
Les gures 7.9 montrent les reponses frequentielles des modeles ARX issues de la fontion
de ontribution L
1
, lorsque k = 0:124 (gauhe) et k = 0:332 (droite), omparees a l'estimation
spetrale de P
L
0
. La dynamique de haun d'eux presente de bonnes arateristiques, ave
ependant un eart en basses frequenes lorsque k = 0:124. Cet eart est moindre pour
k = 0:332. Notons que la valeur de L
1
C () est de 40% lorsque k = 0:124 et de 18% lorsque
k = 0:332. La reponse frequentielle du modele ARX(8,5) lorsque k = 0:058 est donnee dans
la gure 7.10 (gauhe). La surestimation de sa omplexite favorise sa dynamique, et ela se
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Fig. 7.9 { (gauhe) : Reponse frequentielle du modele ARX(7,5) donnee par la fontion
de ontribution L
1
lorsque k = 0:124, omparee a l'estimation spetrale de P
L
0
(pointilles).
(droite) : Reponse frequentielle du modele ARX(7,5) issue de L
1
C () lorsque k = 0:332,
omparee a l'estimation spetrale de P
L
0
.
onrme, puisque qu'il presente un t prohe de 88%. Le resultat de la reponse frequentielle
du modele ARX(7,5), estime par les moindres arres n'est pas reellement une surprise, omme
ela est illustre dans la gure 7.10 (droite).
Dans le as de gure ou le ritere RFPE est dans l'impossibilite de fournir un modele
robuste ave la omplexite d
M
= 12, la fontion de ontribution L
1
par ses minima, est plus
deisionnelle et plus aÆrmative. Elle se substitue ainsi au RFPE. C'est un des trois ro^les de
e nouvel outil. Les deux autres vont e^tre developpes dans la suite, onsistant a renforer le
resultat donne par le RFPE et/ou de fournir d'autres modeles.
7.3.2.2 Proessus OE simule
Ce proessus est identique a elui du paragraphe 7.2, dont le signal de sortie est ontamine
par trois taux d'outliers d'observation R
out
= 2%, R
out
= 5% et R
out
= 10% . L'objetif est
de montrer que la fontion de ontribution L
1
renfore la deision du ritere L
!
-RFPE et que
leurs minima onident. Tous les bons andidats donnes par le ritere RFPE sont onrmes
par la fontion de ontribution L
1
, omme le montre le tableau 7.6 ou sont regroupes tous
es resultats. Nous avons seletionne quelques ourbes de ette fontion de ontribution L
1
,
representees dans les gures 7.11 a 7.14. Nous pouvons onstater des minima bien pronones
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Fig. 7.10 { (gauhe) : Reponse frequentielle du proessus et du modele ARX(8,5) donnee
par le RFPE lorsque k = 0:058. (droite) : Reponse frequentielle du modele ARX(7,5) estimee
par les moindres arres.
de L
1
C () pour les petites valeurs de k, apportant ainsi une valeur ajoutee au hoix de la
omplexite du modele ainsi valide. Ils le sont moins lorsque k = 0:25 et k = 0:35.
Tab. 7.6 { Ordres des modeles donnes par le ritere L
!
-RFPE (d
RFPE
M
) et par la fontion de
ontribution L
1
(d
L
1
C
M
).
Taux d'outliers d'observation R
out
= 2% R
out
= 5% R
out
= 10%
Ordre du modele d
RFPE
M
d
L
1
C
M
d
RFPE
M
d
L
1
C
M
d
RFPE
M
d
L
1
C
M
k = 0:05 16 16 16 16
k = 0:1 15 15 16 16 16 16
k = 0:15 16 16 15 15 16 16
k = 0:25 16 16
k = 0:35 15 15
7.3.2.3 Proessus piezoeletrique
L'objetif n'est pas de presenter l'etude omplete de l'identiation d'un ationneur
piezoeletrique, puisque elle-i sera faite dans le hapitre 8. Nous allons simplement nous
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Fig. 7.11 { (gauhe) : L
1
C () omme une fontion de la omplexite du modele lorsque
R
out
= 2% et k = 0:1. Son minimum onide ave elui du L
!
-RFPE et onrme ainsi
un bon andidat. (droite) : L
1
C () lorsque R
out
= 2% et k = 0:15 ave un minimum a
d
M
= d
M
0
= 16.
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Fig. 7.12 { La fontion de ontribution L
1
onrme le minimum a d
M
= 16 pour k = 0:25,
mais moins bien lorsque k = 0:35.
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Fig. 7.13 { Me^me lorsque R
out
= 5%, pour des faibles valeurs de k, la fontion presente de
fortes variations ave des minima a d
M
= d
M
0
. Cette fontion propose me^me un modele a
d
M
= d
M
0
+ 2.
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Fig. 7.14 { Les minima donnes par le ritere L
!
-RFPE sont a nouveau onrmes par la
fontion de ontribution L
1
de maniere bien prononee.
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foaliser sur le ro^le de la fontion de ontribution L
1
pendant la phase de validation des
modeles retenus. Nous allons ependant presenter brievement le ontexte de ette identia-
tion.
Ce systeme est utilise en ationneur dans le but de realiser le ontro^le d'un dispositif de
perage vibratoire. L'objetif est de developper des porte-outils vibrants, auto-adaptatifs,
atifs, destines au perage de dierents materiaux, et les proedes assoies a es porte-outils
et materiaux. Les porte-outils vises sont des systemes meatroniques integrant un ationneur
piezoatif et des apteurs, ave des moyens d'alimentation et de ontro^les eletroniques. Les
materiaux vises sont diÆiles a perer, par exemple, les multi-materiaux omposite-metal, de
plus en plus utilises dans les piees de strutures en aeronautique, mais aussi des materiaux
utilises en meanique generale tels que les aiers inox. La gure 7.15 montre le systeme-
ationneur piezoeletrique (SA-P) integre dans son dispositif de perage vibratoire.
Fig. 7.15 { SA-P plae dans son porte-outil.
Developpons maintenant la phase d'identiation du SA-P. Retire de son porte-outil, le
SA-P est presente dans la gure 7.16. Sans rentrer dans les details, signalons que quatre gauges
de ontraintes fournissent le signal des miro-vibrations de l'Ationneur piezoeletrique.
Soit y
t
le signal issu de es gauges et u
t
le signal d'exitation. Pour olleter l'ensemble
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Fig. 7.16 { Systeme-Ationneur Piezoeletrique SA-P.
des mesures Z
N
= (u
1
; y
1
; :::; u
N
; y
N
), nous appliquons une SBPA suÆsamment exitante et
persistante sur u
t
, de niveau 3V et de longueur L
SBPA
= 1023 (gure 7.17 (gauhe)). La
periode d'ehantillonnage est hoisie a T
e
= 100s et le nombre de points de mesures est de
5000. Le modele retenu pour e systeme non lineaire est un modele OE.
M
piezo
:
(
y
t
=
B(q;)
F (q;)
u
t
+ e
t
 =


B
; 
F
 (7.35)
Nous pouvons onstater (gure 7.17 (droite)), que le signal y
t
des miro-deplaements
presente de nombreuses valeurs assimilables a des outliers d'observation, fournies par le pro-
essus lui-me^me. Ces points sont des informations generees par le proessus et ne doivent
don e^tre, ni detetes, ni ltres et/ou nettoyes. Les gures 7.18 montrent les signaux des
miro-deplaements sans pre-traitement (gauhe) et ave pre-traitement (droite), note y
MT
t
,
utilisant un ltre nettoyeur robuste 3-RFC. Certaines grandes valeurs assimilables a des
outliers dans y
t
ont ete reduites, voire supprimees dans y
MT
t
, et l'eet du ltre est lairement
visible.
La gure 7.19 ompare l'estimation spetrale du proessus sans pre-traitement des donnees
de sortie (MTRFC sur la gure) a l'estimation spetrale du me^me proessus ave pre-
traitement des donnees par le 3-RFC. Ce ltre a supprime des informations, qui les a
estimees omme des outliers d'observation, provoquant ainsi une degradation de la dyna-
mique du proessus.
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Fig. 7.17 { (gauhe) : Sequene binaire pseudo-aleatoire omme signal d'exitation envoye
au SA-P. (droite) : Signal des miro-deplaements y
t
.
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Fig. 7.18 { (gauhe) : Signal des miro-deplaements y
t
sans pre-traitement par un 3-
RFC. (droite) : Me^me signal mais traite ave un 3-RFC, y
MT
t
. Des points onsideres omme
outliers ont ete reduits voire supprimes dans y
MT
t
.
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Fig. 7.19 { Comparaison entre les estimations spetrales du proessus piezoeletrique ave
et sans pre-traitement des donnees de sortie (MTRFC sur les gures). Le pre-traitement a
supprime de nombreuses informations provoquant alors une degradation de la dynamique.
Une ampagne d'estimations robustes a don ete realisee ave le signal brut y
t
. Le PREC
ainsi que la fontion de ontribution L
1
sont representes dans les gures 7.20. La gure 7.20
(gauhe) montre le PREC et ses minima en fontion de la omplexite du modele, lorsque
la onstante d'aord est egale a 0:0625. Il y a deux minima don deux modeles proposes.
Le premier a d
M
= 17, qui n'est pas retenu, ar son t est tres mauvais (< 40%), et le
deuxieme a d
M
= 21 (w = 9 et p = 12), qui est retenu, ave un t prohe de 61%. Ce modele
retient notre attention ar il presente de bonnes arateristiques dans l'intervalle [0; 500Hz℄,
orrespondant a l'intervalle de fontionnment du piezoeletrique. Voir hapitre 8 pour plus
de details. La fontion de ontribution L
1
lorsque k = 0:0875, donne deux modeles : d
M
= 21
(w = 9 et p = 12), pas retenu, et d
M
= 24 (w = 12 et p = 12). Ce dernier presente de bonnes
arateristiques dans l'intervalle de fontionnement du proessus. Les reponses frequentielles
des deux modeles retenus omparees a l'estimation spetrale du proessus sont donnees dans
les gures 7.21.
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Fig. 7.20 { (gauhe) : Critere d'estimation robuste (PREC) en fontion de la omplexite du
modele, lorsque k = 0:0625. Seul le modele a d
M
= 21 est onserve. (droite) : Fontion de
ontribution L
1
en fontion de la omplexite du modele, lorsque k = 0:0875. Cette fontion
donne un autre modele retenu a d
M
= 24.
0 1000 2000 3000 4000 5000
−40
−30
−20
−10
0
10
20
30
Fréquence (Hz)
M
ag
ni
tu
de
 (d
B)
M−estimation: k = 0.0625
 
 
processus
Modèle OE(12,9)
0 1000 2000 3000 4000 5000
−40
−30
−20
−10
0
10
20
Fréquence (Hz)
M
ag
ni
tu
de
 (d
B)
M−estimation: k = 0.0875
 
 
processus
Modèle OE(12,12)
Fig. 7.21 { (gauhe) : Reponse frequentielle du modele OE(12,9) lorsque k = 0:0625
donne par le PREC, omparee a l'estimation spetrale du piezoeletrique. (droite) : Reponse
frequentielle du modele OE(12,12) lorsque k = 0:0875 donne par L
1
C (). Ces deux modeles
presentent de bonnes arateristiques dans l'intervalle de fontionnement du piezoeletrique,
'est a dire [0; 500Hz℄.
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7.4 Conlusion
Nous avons presente dans e hapitre une version robuste du ritere d'erreur de predition
nale tenant ompte du niveau de ontamination du modele de deviation distributionnelle des
erreurs de predition et applique aux modeles pseudolineaires. Ce RFPE generalise l'expres-
sion de Maronna, formule uniquement pour les modeles lineaires. A travers des simulations,
nous avons montre que pour de petites valeurs de k 2 [0:05; 1[, les minima de e ritere
de validation fournit de bons modeles, onrmant la "vraie omplexite" du proessus. Par
ailleurs, ertains minima orrespondent a des modeles andidats a omplexite reduite. Il a
ete mis en evidene les diÆultes de e ritere RFPE a presenter de bon modeles lorsque la
onstante d'aord k se trouve dans l'intervalle [1; 2℄.
Ce hapitre nous a aussi permis de presenter un nouvel outil deisionnel sur la qualite du
modele andidat. A travers trois experimentations, nous avons essaye de montrer l'intere^t
d'utiliser et outil. Cette fontion ne s'est pas ontentee de onrmer ertains andidats,
mais a aussi fourni d'autres modeles de qualite ave de bonnes arateristiques frequentielles,
et ela, toujours pour de petites valeurs de la onstante d'aord.
Nous avons etabli au sein de la proedure d'identiation, la pertinene de e nouvel outil
aussi bien en simulation que sur proessus reel, aussi bien sur des modeles lineaires que pseu-
dolineaires.
Il nous appartient dans le hapitre suivant d'appliquer ompletement la proedure d'identi-
ation robuste a des proessus reels.
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Chapitre 8
Experimentation : identiation
robuste de proessus reels
Ce hapitre a pour but de derouler la proedure d'identiation robuste dont nous avons
fait la promotion tout au long de e memoire, sur des proessus reels. Nous avons hoisi deux
systemes dynamiques omplexes dont les donnees de sortie presentent des outliers : un guide
d'ondes aoustiques et un apteur/ationneur piezoeletrique. Pour le premier proessus, il
nous faut trouver un modele du systeme dans les strutures ARX, OE et ARMAX, retenu
pour eetuer du ontro^le anti-bruit et ne garder que le meilleur parmi es trois andidats. Les
outils d'estimation et de validation, respetivement PREC et L
!
-RFPE/L
1
C () permettent
de fournir des modeles robustes de bonne qualite dans la gamme de frequenes utile pour la
ommande. Pour l'identiation du deuxieme proessus nonlineaire, la reherhe de modeles
se fait a travers les strutures pseudolineaires OE et ARMAX. L'estimation et la validation
s'eetuent par le PREC et par la fontion de ontribution L
1
. Dans e as, l'identiation
devra fournir un modele pertinent pour la gamme de frequenes utile pour et ationneur
piezoeletrique, assoie au proessus de perage vibratoire auquel il est destine.
8.1 Identiation du guide d'ondes aoustiques
8.1.1 Dispositif experimental
Ce dispositif est un onduit aoustique semi-ni en plexiglas utilise pour developper du
ontro^le atif de bruit (Ative Noise Control) [Carmona et Alvarado, 2000℄. Cette tehnique
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est basee sur la redution du bruit indesirable dit primaire par l'utilisation de soure de bruit
dite seondaire [Olson et May, 1956℄ [Nelson et Elliott, 1992℄. Une des deux terminaisons
du onduit est rendue quasi-anehoque realisant ainsi l'approximation d'un hamp libre a
ette extremite. L'autre extremite est en revanhe ouverte. La maquette d'experimentation
se ompose des elements suivants (gure 8.1) : un haut-parleur de perturbation (soure
primaire), un haut-parleur de ommande (soure seondaire) et un mirophone de ontro^le,
suÆsamment distant pour negliger le phenomene de propagation transitoire. Ce mirophone
est positionne dans l'axe median des parois vertiales du guide a une distane l = 1m de la
soure seondaire. La gure 8.2 montre une vue reelle de la maquette.
Fig. 8.1 { Guide d'ondes experimental.
8.1.2 Identiation
8.1.2.1 Methode retenue
La gure 8.3 presente le prinipe de l'identiation en boule ouverte du guide d'ondes. Le
ltre anti-repliement est un ltre passe-bas de Butter-Worth ave une frequene de oupure
de 1100Hz et une attenuation de 48dB=otave. Le PC est ouple a une arte de marque
Dspae, utilisant un DSP (TMS320C31). Un signal d'exitation u
t
de type SBPA de niveau
3V , de longueur L = 2
10
  1 et de periode d'ehantillonnage T
e
= 500s est genere par
la arte Dspae. La frequene de Shannon a ete hoisie entre le seond et le troisieme mode
propagatif, de frequenes respetives f

1;0
= 850Hz et f

1;1
= 1202Hz. Le nombre de points
152
CHAPITRE 8. EXP

ERIMENTATION : IDENTIFICATION ROBUSTE DE PROCESSUS
R

EELS
Fig. 8.2 { Vue reelle de la maquette du guide d'ondes experimental.
Fig. 8.3 { Prinipe de l'identiation en boule ouverte.
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de mesures est N = 1024. Le retard pur  est donne par  = l=
0
ou 
0
= 340m=s est la
elerite du son dans l'air. Le alul donne   2:94ms et onnaissant T
e
, alors   5:88T
e
. En
rajoutant le retard de l'ehantillonneur-bloqueur et en omptant en nombre entier de periode
d'ehantillonnage, il vient que  = 7T
e
. Dans nos modeles, nous prendrons don un retard
pur d = 7. Me^me si le proessus dynamique omplexe est non lineaire, il nous faut trouver
un modele du systeme dans les strutures ARX, OE ou ARMAX. Nous retiendrons ensuite
le meilleur andidat parmi es trois strutures.
8.1.2.2 Resultats experimentaux
Les gures 8.4 montrent le signal de sortie du mirophone non pre-traite (gauhe) (y
t
) et
pre-traite (droite)
 
y
MT
t

par le ltre nettoyeur robuste 3-RFC ou ltre MTRFC. La gure
8.4 (gauhe) fait appara^tre des valeurs plus importantes que d'autres que l'on peut estimer
e^tre des outliers d'observation. Le diagnosti de
 
y
MT
t

(gure 8.4 (droite)) montre eetive-
ment l'absene de ertains de es outliers. Or, lorsque nous omparons l'estimation spetrale
du proessus a partir de Z
N
= [u
1
; y
1
; :::; u
N
; y
N
℄ a elle issue de Z
N
=

u
1
; y
MT
1
; :::; u
N
; y
MT
N

(gure 8.5), nous voyons appara^tre une grande disparite. Le ltre nettoyeur robuste 3-
RFC a onsidere es outliers omme des valeurs atypiques et les a remplaes par des valeurs
dites attendues et a don modie la dynamique du proessus. L'estimation spetrale "reelle"
du guide d'ondes est elle representee par la gure 8.5 sans le ltre MTRFC (voir aussi
[Carmona et Alvarado, 2000℄ [Corbier et al, 2009℄). Ce resultat illustre la reelle diÆulte de
distinguer les points typiques des points atypiques. Dans e dispositif experimental, es va-
leurs dites atypiques ne sont pas assez dierentes et pas assez "isolees", en amplitude et
en nombre, de elles dites typiques. Supprimer es outliers d'observation revient a suppri-
mer des outliers d'innovation, et ainsi des informations de la dynamique du modele estime.
En onsequenes, es outliers ne peuvent e^tre traites que par une norme robuste plus "doue".
La onstante d'aord de la norme de Huber se situe dans I
k
b
= [0:01; 2℄. Pour les modeles
ARX et OE, les andidats retenus ont ete trouves a partir du ritere L
!
-RFPE et de la
fontion de ontribution L
1
. Les modeles ARMAX retenus sont issus de l'analyse onjointe
du PREC et de la fontion de ontribution L
1
. Les minima diÆiles a mettre en evidene,
sont loalises par des ellipses. De plus, nous n'avons represente que les ourbes parametrees
par des valeurs de k, dont les minima sont presents, signiatifs et utiles a l'analyse. Cei
explique le fait que pour les modeles ARX, les ourbes sont parametrees ave k 2 [0:5; 2℄,
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Fig. 8.4 { (gauhe) : Signal du mirophone y
t
non pre-traite par le ltre nettoyeur robuste 3-
RFC. (droite) : Signal du mirophone pre-traite y
MT
t
par le ltre nettoyeur robuste 3-RFC
(MTRFC).
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Fig. 8.5 { Comparaison des estimations spetrales du proessus guide d'ondes ave et sans
3-RFC (MTRFC sur les gures). Le pre-traitement a supprime de nombreuses informations
provoquant alors une degradation de la dynamique du proessus.
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pour les modeles OE, ave k 2 [0:01; 2℄ et pour les modeles ARMAX, ave k 2 [0:25; 0:75℄.
Estimation de modeles ARX
Les gures 8.6 montrent respetivement le L
!
-RFPE et la fontion de ontribution L
1
pour
k variant entre 0:5 et 2. Les modeles retenus sont donnes pour d
M
= p+w = 10+10 = 20 et
d
M
= p+w = 12+10 = 22 lorsque k = 0:8 et k = 0:9 (voir ellipses). Trois andidats fournis
par le L
!
-RFPE sont onrmes par les minima de L
1
C (). Les gures 8.7 et 8.8 montrent
les reponses frequentielles des modeles retenus ARX(10,10) et ARX(10,12) lorsque k = 0:8
et k = 0:9 omparees a l'estimation spetrale du proessus. Le tableau 8.1 donne les valeurs
du t, du fateur d'ehelle  ainsi que de la ontribution L
1
des modeles valides.
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Fig. 8.6 { (gauhe) : Surfae du L
!
-RFPE (note RFPE sur l'axe) en fontion de d
M
et de ,
parametre par k. (droite) : Fontion de ontribution L
1
en fontion de d
M
et de , parametre
par k. Les minimas apparaissent dans les deux as lorsque k = 0:8 et k = 0:9 (ellipses).
Tab. 8.1 { Fit, fateur d'ehelle et fontion de ontribution L
1
pour les modeles retenus.
Modeles ARX k  F it(%) L
1
C(%)
w = 10; p = 10 0:8 0:4127 50:58 39:45
w = 10; p = 10 0:9 0:3999 49:21 34:6
w = 10; p = 12 0:8 0:4659 57:21 42:5
w = 10; p = 12 0:9 0:4515 59:7 34:4
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Fig. 8.7 { Reponses frequentielles des modeles retenus ARX(10,10), omparees a l'estimation
spetrale du proessus (pointilles), lorsque k = 0:8 (gauhe) et k = 0:9 (droite).
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Fig. 8.8 { Reponses frequentielles des modeles retenus ARX(10,12), omparees a l'estimation
spetrale du proessus (pointilles), lorsque k = 0:8 (gauhe) et k = 0:9.
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Ces quatre modeles presentent ependant un defaut majeur, essentiellement situe dans
les basses frequenes ou le modele s'earte du proessus. Nous rappelons l'importane d'un
modele de ommande a presenter de bonnes arateristiques frequentielles, notamment en
basses frequenes. Ce probleme a deja ete onstate lors de l'estimation L
1
pure, pour laquelle
la reponse frequentielle du meilleur andidat ne onidait pas ave elle du proessus dans
les tres basses frequenes [Carmona et Alvarado, 2000℄. L'autre inonvenient reside de la
omplexite un peu elevee des modeles. C'est aussi un parametre important dont il faut tenir
ompte dans la oneption du regulateur. Ces deux prinipaux defauts nous amenent a es-
sayer une autre struture, aux proprietes pseudolineaires.
Estimation de modeles OE
Les gures 8.9 montrent respetivement le RFPE et la fontion de ontribution L
1
pour k va-
riant entre 0:01 et 2. Ces deux ourbes font appara^tre un minimum ommun a d
M
= p+w =
9+8 pour haque valeur de k. Cependant, nous ne retenons que les meilleurs modeles, donnes
pour k = 0:5, k = 0:75 et k = 1 (voir ellipses). Ces trois modeles fournis par le L
!
-RFPE
sont onrmes par la fontion L
1
C (). Les gures 8.10 et 8.11 (gauhe) montrent les reponses
frequentielles omparees a l'estimation spetrale du proessus des modeles retenus OE(9,8)
et OE(9,8) lorsque k = 0:5, k = 0:75 et k = 1. La gure 8.11 (droite) montre le meilleur
modele OE(9,8) estime par les moindres arres. A partir de e onstat, nous pouvons faire la
remarque suivante.
Comme nous le voyons, e modele presente un defaut, souvent onstate lors d'estimations par
les moindres arres. Sans que nous puissions pour le moment le demontrer sur le plan formel,
lorsque les residus presentent des outliers, l'estimation L
2
donne des modeles ave une bonne
dynamique en hautes frequenes et une moins bonne en basses frequenes. A l'inverse, la
ontribution L
1
dans l'estimation mixte fournit des modeles de bonne qualite dans les basses
frequenes et de moins bonne qualite dans les hautes. La diÆulte est de trouver ou doit e^tre
plaer le urseur entre les deux ontributions, autrement dit quelle valeur doit prendre la
onstante d'aord dans la norme de Huber, pour que le modele estime presente une bonne
dynamique, aussi bien dans les basses frequenes que dans les hautes. Cei est onrme a
travers la reponse frequentielle des modeles OE(9,8) estimes par la norme de Huber. Des
investigations seront neessaires pour tenter d'apporter des reponses a e fait.
Dans le tableau 8.2, sont rassembles le t, le fateur d'ehelle  ainsi que valeur de la
fontion ontribution L
1
de haun des modeles valides.
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Fig. 8.9 { (gauhe) : Surfae L
!
-RFPE (nomme RFPE sur l'axe) en fontion de d
M
et de ,
parametre par k. (droite) : Fontion de ontribution L
1
en fontion de d
M
et de , parametre
par k. Ces deux outils donnent un minimum ommun a d
M
= 17 pour toutes les valeurs de
k 2 [0:01; 2℄
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Fig. 8.10 { Reponses frequentielles des modeles retenus OE(9,8), omparees a l'estimation
spetrale du proessus (pointilles), lorsque k = 0:5 (gauhe) et k = 0:75 (droite). Ces deux
modeles presentent de bonnes arateristiques en tres basses frequenes.
Tab. 8.2 { Fit, fateur d'ehelle et fontion de ontribution L
1
pour les modeles retenus.
Modeles OE k  F it(%) L
1
C(%)
w = 8; p = 9 0:5 0:6150 63:38 52:54
w = 8; p = 9 0:75 0:6159 69:45 51:46
w = 8; p = 9 1 1:2704 67:78 20:9
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Fig. 8.11 { (gauhe) : Reponse frequentielle du modele OE(9,8), omparee a l'estimation
spetrale du proessus (pointilles), lorsque k = 1. (droite) : Reponse frequentielle du modele
OE(9,8) estime par les moindres arres. Il presente le defaut majeur de s'earter du proessus
en tres basses frequenes.
Les trois andidats retenus presentent plusieurs avantages ompares aux modeles ARX,
preedemment valides. Premierement, leurs dynamiques sont meilleures en basses frequenes.
Deuxiemement, leurs ts sont plus grands. Enn, leurs omplexites sont reduites puisque les
modeles OE presentent le me^me ordre, 'est-a-dire d
M
= 17. Ces trois arguments militent
en faveur du hoix de ette struture de modeles pseudolineaires. Mais avant de la retenir
denitivement, nous allons presenter les resultats relatifs a la struture de modeles ARMAX.
Estimation de modeles ARMAX
Les gures 8.12 et 8.13 montrent respetivement le PREC et la fontion de ontribution L
1
pour k variant entre 0:25 et 0:75. Ces deux ourbes font appara^tre un minimum ommun
pour presque toutes les valeurs de k a d
M
= p+w + l = 8 + 10 + 8. Le tableau 8.3 presente
ertaines arateristiques des meilleurs modeles de proessus. Pour avoir une analyse preise
de la bonne tenue de la dynamique du modele de proessus, plus partiulierement dans les
basses frequenes, il faut omparer leurs reponses frequentielles. Une premiere seletion est
basee sur le t du modele et une deuxieme sur son omportement frequentiel, en partiulier
dans les tres basses frequenes. Les reponses frequentielles de es modeles sont representees
dans les gures 8.14 et 8.15. Le seul andidat ayant a la fois un bon t et un omportement
frequentiel orret est elui donne pour k = 0:75.
A partir de es resultats, nous pouvons retenir un modele de proessus dans haque
160
CHAPITRE 8. EXP

ERIMENTATION : IDENTIFICATION ROBUSTE DE PROCESSUS
R

EELS
21 22 23 24 25 0.1
0.15
0.2
0.25
0.03
0.04
0.05
0.06
0.07
0.08
Facteur
 d’échelle
Complexité modèle
PR
EC
k=0.25
k=0.3125
k=0.375
k=0.4375
k=0.5
21 22 23 24 25 26 27 28 29 30
0.2
0.25
0.3
0.35
0.4
0.04
0.05
0.06
0.07
0.08
0.09
Facteur
 d’échelle
Complexité modèle
PR
EC
k=0.5
k=0.5625
k=0.625
k=0.6875
k=0.75
Fig. 8.12 { Critere PREC omme une fontion de la omplexite du modele d
M
et du fateur
d'ehelle , parametre par k. Ces ourbes montrent des minima d
M
= 26 pour presque toutes
les valeurs de k.
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Fig. 8.13 { Fontion de ontribution L
1
omme une fontion de la omplexite du modele
d
M
et du fateur d'ehelle , parametre par k. Les minima a d
M
= 26 sont presque tous
onrmes pour les valeurs de k.
Tab. 8.3 { Modeles de proessus ARMAX retenus ave leurs ts, leur fateurs d'ehelle  et
leurs fontions de ontribution L
1
.
Modeles ARMAX k  F it(%) L
1
C(%)
p = 8; w = 10 0:3125 0:1373 64:78 78
p = 8; w = 10 0:375 0:1648 60:23 73:5
p = 8; w = 10 0:4375 0:1923 69:56 68:5
p = 8; w = 10 0:75 0:2198 70:89 67:6
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Fig. 8.14 { Reponses frequentielles des modeles de proessus ARMAX(8,10,8), omparees
a l'estimation spetrale du proessus (pointilles), lorsque k = 0:3125 (gauhe) et k = 0:375
(droite). Bien que le t de haque modele soit orret, les ourbes de gain s'eartent de elles
du proessus dans les tres basses frequenes.
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Fig. 8.15 { (gauhe) : Reponses frequentielles des modeles ARMAX(8,10,8), omparees a l'es-
timation spetrale du proessus (pointilles), lorsque k = 0:4375 (gauhe) et k = 0:75 (droite).
Pour e dernier modele, la ourbe de gain s'earte tres legerement de elle du proessus.
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struture, presentant a la fois, un bon t et un bon omportement de sa dynamique dans les
basses frequenes. Leurs araterisques sont donnees dans le tableau 8.4
Tab. 8.4 { Modeles de proessus retenus dans haque struture.
Modeles k  F it(%) L
1
C(%)
ARX w = 10; p = 12 0:9 0:4515 59:7 34:4
OE w = 8; p = 9 0:75 0:6159 69:45 51:46
ARMAX p = 8; w = 10 0:75 0:2198 70:89 67:6
En tenant ompte a la fois, du t, de la bonne dynamique en tres basses frequenes et de
la omplexite, qui doit e^tre la plus reduite, le modele retenu appartient a la struture Output
Error : w = 8, p = 9 et d = 7. La onstante d'aord est k = 0:75, orrespondant d'apres
(2.45) a une distribution normale ontaminee a ! = 28%. Notons enn que la fontion de
ontribution L
1
est de 51:46%.
0 200 400 600 800 1000
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
5
M
ag
ni
tu
de
 (d
B)
Fréquence (Hz)
M−estimation: k = 0.9
 
 
processus
Modèle ARX(10,12)
0 200 400 600 800 1000
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
5
M−estimation: k = 0.75
Fréquence (Hz)
M
ag
ni
tu
de
 (d
B)
 
 
processus
Modèle OE(9,8)
η=0.75σ
0 200 400 600 800 1000
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
5
M−estimation: k = 0.75
M
ag
ni
tu
de
 (d
B)
Fréquence (Hz)
 
 
processus
Modèle ARMAX(8,10,8)
Fig. 8.16 { Choix du meilleur andidat : ARX(10,12) (gauhe), OE(9,8) (entre) et AR-
MAX(8,10,8) (droite).
Ayant hoisi le modele OE(9,8) dont les parametres et les varianes assoiees sont donnes
dans le tableau 8.5, nous pouvons aussi analyser la FDP des residus de e andidat. Les
gures 8.17 presentent la densite de probabilite des residus du modele retenu, omparee a
la gaussienne et a la laplaienne. L'aspet de ette densite n'est ni une gaussienne, ni une
laplaienne, mais une densite mixte. Ce resultat est tres important ar il onrme a la fois
le bon hoix du modele de deviation distributionnelle GEM et la valeur de la fontion de
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ontribution L
1
, prohe de 50%. Il y a une ontribution quasiment identique entre la norme
L
2
et la norme L
1
.
Tab. 8.5 { Valeurs des parametres estimes et varianes assoiees du modele OE(9,8).
Modele OE(9,8) k = 0:75,  = 0:6159, fit = 69:45%, L
1
C = 51:46%
n 1 2 3 4 5 6 7 8 9
b
n
 0:0856  0:1642 0:1062 0:2241 0:1460 0:0440  0:1929  0:0707 0

2
b
n
0:00042 0:00089 0:0030 0:0026 0:0043 0:0034 0:0030 0:0036 0
f
n
0:4241  0:5992  0:4307  0:0207 0:2362 0:3232  0:1615 0:0462 0:0744

2
f
n
0:0819 0:0586 0:0679 0:0461 0:0338 0:0277 0:0161 0:0155 0:0112
−6 −4 −2 0 2 4 6
0
5
10
15
20
25
30
35
40
45
50
Fo
nc
tio
n 
D
en
si
té
 d
e 
Pr
ob
ab
ilit
é
Résidus M−estimation
M−estimation: k = 0.75
Gaussienne
OE(9,8) modèle
−6 −4 −2 0 2 4 6
0
5
10
15
20
25
30
35
40
45
50
Fo
nc
tio
n 
D
en
si
té
 d
e 
Pr
ob
ab
ilit
é
Résidus M−estimation
M−estimation: k = 0.75
OE(9,8) modèle
Laplacienne
Fig. 8.17 { FDP des residus du modele retenu OE(9,8) omparee a la gaussienne (gauhe)
et a la laplaienne (droite).
Nous pouvons attribuer e resultat aux faits suivants. Premierement, le signal de sortie
du proessus est faiblement bruite et ne ontient que des outliers de faible amplitude et
en nombre restreint. Ensuite, les outliers d'innovation en reponse aux outliers d'observation
dans le signal des residus, presentent de faibles amplitudes et sont limites en nombre. Cela
se traduit par une densite de probabilite de es residus ave des queues de faible epaisseur,
qui semble se situer a mi-hemin entre une gaussienne et une laplaienne, omme tend a la
suggerer la valeur autour de 50% de la ontribution L
1
. Ces remarques justient la valeur
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de la onstante d'aord (k = 0:75) qui n'est pas basse, ontrairement a elles du proessus
piezoeletrique, dont nous allons maintenant analyser les resultats.
8.2 Identiation du apteur/ationneur piezoeletrique
Cette etude sur l'identiation d'un ationneur piezoeletrique par des modeles bo^te-
noires, estimes a partir d'un ritere robuste base sur la norme de Huber, a fait l'objet d'une
publiation [Corbier et al, 2012℄. Nous nous referons don a e travail pour presenter et
developper ette etude dans le detail.
8.2.1 Introdution
Ce systeme est utilise en ationneur dans le but de realiser le ontro^le d'un dispositif de
perage vibratoire. Le prinipe de e perage onsiste a generer des vibrations ou osillations
dans le ours d'une operation de perage, de faon a frationner au mieux les opeaux pour
qu'ils s'evauent plus failement par les goujures du foret. L'objetif est de developper des
porte-outils vibrants, atifs, auto-adaptatifs, destines au perage de dierents materiaux, et
les proedes assoies a es porte-outils et materiaux [Naisson, 2006℄. Les portes-outils vises
sont des systemes meatroniques integrant un ationneur piezoatif et des apteurs, om-
portant aussi des moyens d'alimentation et de ontro^les eletroniques. Les materiaux vises
sont diÆiles a perer, par exemple, les multi-materiaux omposite-metal, de plus en plus
utilises dans les piees de strutures en aeronautique, mais aussi des materiaux utilises en
meanique generale tels que les aiers inox. Les gures 8.18 montrent le systeme-ationneur
piezoeletrique (SA-P) implemente dans son dispositif de perage vibratoire ainsi que la vue
reelle de l'outil. Cet ationneur fait partie de la famille des ationneurs direts a preharge pa-
rallele (PPA). Il est onstitue d'un empilement de omposants piezoeletriques multiouhes
(MLA). Il est onseille d'appliquer une preontrainte de 10% a 20% de la fore maximale
developpable par le piezo. Pour le HPSt 1000/35-25/80, ette fore est de 20kN . Ave une
preontrainte xee a 15%, ela donne une preharge de 3000N . La preharge est obtenue
par un ressort exterieur en aier inoxydable qui protege le MLA ontre les fores de tration
pure et fournit a l'utilisateur des interfaes meaniques pour une integration aisee. Le adre
de preharge applique une preharge optimum sur le MLA, e qui permet une plus grande
duree de vie et de meilleures performanes en dynamique que les ationneurs preharges
traditionnels [Boukari, 2010℄.
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Fig. 8.18 { (gauhe) : Dispositif de perage vibratoire dans lequel est integre le SA-P.
(droite) : Vue reelle de l'outil de perage.
Il s'agit pour eviter les opeaux longs ge^nant les operations de perage, de les asser en
faisant vibrer vertialement la te^te de l'outil. Le prinipe reside dans la generation et l'asser-
vissement de vibrations forees par des systemes piezoeletriques. Ces systemes autorisent de
hautes frequenes de vibrations (de l'ordre de 2kHz) pour de faibles amplitudes (de l'ordre
du miron) et sont bien adaptes au perage de petits diametres. Les systemes de perage
assiste par vibrations meaniques forees reposent sur la generation d'osillations axiales a
basse frequene (quelques osillations par tour pour des amplitudes de l'ordre de 0:1mm).
Les te^tes piezoeletriques permettent de ontro^ler l'intensite de la vibration et de l'adapter
en fontion du type de materiau renontre (gure 8.19 (gauhe)).
D'une maniere generale, les systemes piezoeletriques sont ommunement utilises pour
aomplir des ta^hes de miromanipulations qui exigent une haute preision de positionne-
ment. Le spetre des appliations est tres large. Nous venons de parler de l'utilisation de es
systemes dans le perage vibratoire, mais nous pouvons iter par exemple, les travaux de
Changhai et al dans [Changhai et al, 2009℄. Ces auteurs proposent une nouvelle methode
pour reduire le phenomene d'hysteresis. Citons aussi le travail de [Fedrigo et al, 2009℄ qui
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Fig. 8.19 { (gauhe) : Osillations ontro^lees du foret pour frationner les opeaux longs qui
ge^nent le perage. (droite) : Dispositif experimental SA-P.
ont mis au point un systeme optique adaptatif tres performant ave un ontro^le n de son
positionnement. Un travail relativement reent fait par Wei et al dans [Wei et al, 2010℄ pro-
pose une omparaison experimentale sur le ontro^le atif de vibration d'un manipulateur
piezoeletrique exible utilisant un ontro^leur base sur la logique oue. Le leteur interesse
par les systemes piezoeletriques peut se referer a [Leo et Nasser, 2000℄ [Boukari et al, 2009℄
[Boukari, 2010℄.
L'objetif majeur du perage vibratoire est de generer ave preision les piezo-osillations
exigees, en termes de frequene et d'amplitude. La oneption du regulateur exige au prealable
la onnaissane du modele du proessus. Les approhes ommunes de la modelisation des
systemes piezoeletriques onsistent a une representation analogique et/ou phenomenologique
des phenomenes physiques ou a une representation par l'analyse en elements nis (FEA). Ce-
pendant, les methodes FEA sont utiles lorsqu'un haut niveau de details est demande, mais
e niveau d'exigene n'est pas neessaire dans l'elaboration de la ommande du SA-P. Pare
que les modeles obtenus par les approhes analogiques peuvent ne pas s'averer e^tre robustes
et mener a un mauvais ontro^le des osillations axiales du foret, il a don ete preferee pour
l'identiation du SA-P, l'utilisation de modeles bo^tes-noires, estimes a partir d'un ritere
robuste.
8.2.2 Dispositif experimental
Le dispositif SA-P a e^tre identie est donne dans la gure 8.19 (droite). La gure 8.20
indique le prinipe de l'identiation en boule ouverte du SA-P. L'ationneur piezoeletrique
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est un HPSt 1000/35-25/80 de hez Piezomehanik. Le tableau 8.6 presente l'instrumentation
neessaire de ette identiation.
Tab. 8.6 { Instrumentations pour l'identiation du SA-P.
Ationneur Piezoeletrique
Referene HPSt 1000/35-25/80
Fabriant Piezomehanik
Fore de preharge 3000N
Frequene de resonane 12kHz
Aelerometre
Referene DYTRAN 3225F1
Sensibilite 10mV/G
Reponse frequentielle 10% : 1:6 a 10kHz
Linearite 2% F.S. max
Cartes National Instruments
Entree : NI-9215, Sortie : NI-9263 4 anaux/artes
Ehantillonnage simultane
Resolution de sortie : 16 bits
Resolution d'entree : 16 bits
Taux d'ehantillonnage : 100kS=s par anal
Ampliateur operationnel de puissane
Referene PA-0103
La onstante de raideur du ressort est K
p
= 7:6N=m. Soient y
t
le signal des miro-
deplaements issu des gauges de ontraintes et u
t
le signal d'exitation. Pour olleter l'en-
semble des mesures Z
N
= (u
1
; y
1
; :::; u
N
; y
N
), nous appliquons une SBPA suÆsamment exi-
tante et persistante sur u
t
, de niveau 3V et de longueur L
SBPA
= 1023 (voir gures 7.17
hapitre 7). La periode d'ehantillonnage est hoisie a T
e
= 100s, onduisant a une frequene
de Shannon de 5000Hz et le nombre de points de mesures est de 5000. Le retard pur est
d = 1 orrespondant au retard de l'ehantillonneur-bloqueur dans la numerisation.
L'etude menee par [Boukari, 2010℄ fait appara^tre deux frequenes de resonane et anti-
resonane autour de 2000Hz et de 4000Hz sur la ourbe de l'impedane du piezoeletrique.
Ces quatre frequenes ont ete trouvees par une methode lassique ou le piezoeletrique a
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ete exite par un signal sinusodal ave un balayage de la frequene de 10Hz a 5000Hz.
Nous retrouvons es deux phenomenes lorsque nous appliquons omme signal d'exitation,
la sequene binaire pseudo-aleatoire. La gure 8.21 (gauhe) montre l'estimation spetrale
du SA-P a partir du signal d'exitation u
t
et du signal des miro-deplaements y
t
. Les deux
frequenes de resonanes et d'anti-resonanes apparaissent. Sur ette gure, est aussi indique
l'intervalle de frequene ou doit s'eetuer le ontro^le. Il est don neessaire de fournir un
modele du proessus presentant de bonnes arateristiques dans et intervalle.
Fig. 8.20 { Prinipe de l'identiation en boule ouverte du SA-P.
Comme nous pouvons le onstater, le signal des miro-deplaements 8.21 (droite) fait
appara^tre une forte densite d'outliers d'observation. Une estimation robuste s'impose don.
Le proessus etant non lineaire, nous nous proposons de l'identier par les strutures de
modeles OE et ARMAX. L'aspet "bruite" du signal des miro-deplaements laisse presager
des outliers d'innovation de forts niveaux et en nombre important dans les residus. Pour ela,
la onstante d'aord est hoisie dans les petites valeurs, plus preisement pour k < 0:2.
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Fig. 8.21 { (gauhe) : Estimation spetrale du proessus SA-P a partir du signal d'exitation
u
t
et du signal des miro-deplaements y
t
. (droite) : Signal des miro-deplaements y
t
.
8.2.3 Resultats experimentaux
Nous allons d'abord analyser les resultats relatifs a l'identiation par la struture de
modele OE dont les arateristiques sont donnees i-dessous.
M
piezo
:
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
y
t
=
B
w
(q;)
F
p
(q;)
u
t
+ e
t
 =


B
; 
F

d = 1
7  w  14
4  p  15
0:01  k  0:2
(8.1)
La ampagne d'estimation s'est deroulee en faisant varier la omplexite du modele d
M
= w+p
entre les valeurs d
M
= 9 + 4 = 13 et d
M
= 9 + 15 = 24. Les gures 8.22 montrent le
ritere d'estimation PREC lorsque k = 0:0625 ainsi que la fontion de ontribution L
1
C
lorsque k = 0:0875. La gure 8.22 (gauhe) montre le PREC et ses minima en fontion de la
omplexite du modele, lorsque la onstante d'aord est egale a 0:0625. Il y a deux minima
don deux modeles proposes. Le premier a d
M
= 17, qui n'est pas retenu, ar son t est tres
mauvais (< 40%), et le deuxieme a d
M
= 21 (w = 9 et p = 12), qui est retenu, ave un t
prohe de 61%. Ce modele retient notre attention ar il presente de bonnes arateristiques
dans l'intervalle [0; 500Hz℄, orrespondant a l'intervalle de fontionnment du piezoeletrique.
En eet, ette frequene maximale de 500Hz orrespond a une vitesse maximale de rotation
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du perage vibratoire de 30000tr=mn. Le ahier des harges du projet xe la vitesse maximale
de rotation a 25000tr=mn, sahant que elle-i ne sera ertainement jamais atteinte. Nous
pouvons ainsi nous foaliser sur des modeles estimes presentant de bonnes arateristiques
jusqu'a la frequene 500Hz. La fontion de ontribution L
1
lorsque k = 0:0875, donne deux
modeles : d
M
= 21 (w = 9 et p = 12), ne donnant pas satisfation, et d
M
= 24 (w = 12 et
p = 12). Ce dernier presente de bonnes arateristiques dans l'intervalle de fontionnement
du proessus. Les reponses frequentielles des deux modeles retenus omparees a l'estimation
spetrale du proessus, sont donnees dans les gures 8.23. Ces ourbes peuvent e^tre omparees
a elles dont les modeles ont ete estimes par les moindres arres (voir gures 8.24) . Le
aratere bruite du signal de sortie du proessus laissait presager e mauvais resultat. Cei
met en evidene l'extre^me sensibilite du LS estimateur aux donnees atypiques.
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Fig. 8.22 { (gauhe) : Critere d'estimation robuste (PREC) en fontion de la omplexite du
modele, lorsque k = 0:0625. Seul le modele a d
M
= 21 est onserve. (droite) : Fontion de
ontribution L
1
en fontion de la omplexite du modele, lorsque k = 0:0875. Cette fontion
donne un autre modele retenu a d
M
= 24.
Le tableau 8.7 indique les valeurs des parametres estimes et les varianes assoiees des
modeles OE(12,9) et OE(12,12). Pour es deux modeles, la valeur de la fontion de ontri-
bution L
1
montre que 90% des residus sont des outliers signiant que la M-estimation de
Huber tend vers une estimation LSAD. Cela montre egalement la tres forte robustesse de
la methode d'estimation, me^me en presene d'une densite tres importante d'outliers. Cepen-
dant, nous ommenons a arriver aux limites de la proedure d'estimation dont le but est de
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Fig. 8.23 { (gauhe) : Reponse frequentielle du modele OE(12,9) lorsque k = 0:0625 om-
paree a l'estimation spetrale du piezoeletrique (pointilles). (droite) : Reponse frequentielle
du modele OE(12,12) lorsque k = 0:0875. Ces deux modeles presentent de bonnes a-
rateristiques dans l'intervalle de fontionnement du piezoeletrique [0; 500Hz℄.
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Fig. 8.24 { (gauhe) : Reponse frequentielle du modele OE(12,9) estime par les moindres
arres, omparee a l'estimation spetrale du piezoeletrique. (droite) : Reponse frequentielle
du modele OE(12,12) estime par les moindres arres. Ces deux resultats onrment la grande
sensibilite de ette estimateur aux donnees atypiques.
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vouloir donner dans la mesure du possible de bons andidats. Les solutions pour eviter de
se plaer dans es situations limites sont multiples. La premiere est de hanger de struture
de modele pseudolineaire. Nous allons eetivement presenter des resultats d'une ampagne
d'estimation de modeles ARMAX, a partir desquels, malheureusement, auune amelioration
n'est onstatee. La deuxieme onsiste a identier e proessus nonlineaire par des modeles
blak-box nonlineaires ; reseaux de neurones, ondellettes, hyperplans de Breiman-Hinging
[Juditsky et al, 1995℄. Une autre solution serait de hanger d'estimateur robuste, notamment
les L
p
estimateurs [Ivanov, 2008℄. Ces etudes depassent le adre de e travail mais pourraient
faire l'objet d'investigations plus approfondies.
Tab. 8.7 { Valeurs des parametres estimes et varianes assoiees des modeles OE(12,9) et
OE(12,12).
Modele OE(12,9) k = 0:0625,  = 0:225, fit = 61%, L
1
C = 91%
n 1 2 3 4 5 6 7 8 9 10 11 12
b
n
 0:119  0:133  0:115  0:098  0:107  0:236  0:104  0:172  0:234 0 0 0

2
b
n
0:0412 0:0472 0:0551 0:0573 0:0320 0:0290 0:0896 0:1180 0:1044 0 0 0
f
n
 0:470 0:068 0:280  0:291  0:068  0:007  0:068 0:013  0:261 0:239  0:108 0:089

2
f
n
0:688 0:9722 1:3178 1:2656 0:4916 0:5745 0:4701 0:3281 0:3345 0:3137 0:2348 0:2536
Modele OE(12,12) k = 0:0875,  = 0:2619, fit = 65%, L
1
C = 94%
b
n
 0:042 0:033 0:038 0:054  0:206  0:368  0:254  0:137  0:159  0:201  0:186  0:110

2
b
n
0:0215 0:0246 0:0160 0:0299 0:0181 0:0703 0:2125 0:1746 0:0862 0:0523 0:1077 0:0920
f
n
 0:212  0:178  0:005  0:016 0:002  0:060  0:048  0:144  0:060  0:200 4:3  10
 7
0:0065

2
f
n
0:6155 1:0928 3:7910 4:0271 1:8464 1:9836 3:0292 2:9168 1:8270 0:9447 0:4552 0:2657
L'identiation par la struture de modele ARMAX presentent les arateristiques sui-
vantes.
M
piezo
:
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
y
t
=
B
w
(q;)
A
p
(q;)
u
t
+
C
l
(q;)
A
p
(q;)
e
t
 =


A
; 
B
; 
C

d = 1
8  w  12
8  p  12
8  l  12
k = 0:01; k = 0:05; k = 0:1; k = 0:2
(8.2)
Nous n'analysons que les meilleurs resultats, 'est-a-dire eux donnes lorsque k = 0:05.
Les gures 8.25 montrent le ritere d'estimation PREC et la fontion de ontribution L
1
en
fontion de la omplexite du modele d
M
= p+w+ l. Il ressort que le PREC donne majoritai-
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rement les omplexites d
M
= 29 et d
M
= 31. Cette derniere est onrmee par les minima de la
fontion de ontribution L
1
, qui donne en plus des modeles de omplexite d
M
= 30. A partir
de es resultats, nous ne representons que les ourbes des reponses frequentielles ayant les
moins mauvaises arateristiques. Les gures 8.26 et 8.27 montrent les reponses frequentielles
des modeles de proessus ARMAX(8,9,12) (gauhe) et ARMAX(8,11,10) (droite), respeti-
vement, lorsque k = 0:05. Comme nous pouvons le onstater, es ourbes presentent un t
mediore et ne orrespondent pas a l'objetif xe, 'est-a-dire d'identier le proessus par
des modeles ARMAX. Sans que nous puissions vraiment l'expliquer pour le moment, 'est
la struture de modele OE, ne presentant pas de aratere rationnel du modele de bruit, qui
est hoisie omme modele robuste de ommande du proessus piezoeletrique. Bien que le
signal du proessus presente des outliers en grand nombre, nous sommes ependant arrives a
proposer des modeles robustes pertinents, notamment, dans la gamme de frequenes allouee
au fontionnement de e systeme.
8.3 Conlusion
Dans e hapitre, nous avons pu developper entierement la methodologie d'identiation
robuste que nous proposons dans e memoire. En partiulier, nous avons mis en appliation les
outils d'estimation et de validation, respetivement PREC et L
!
-RFPE/L
1
C pour identier
deux proessus reels, l'un presentant une faible densite d'outliers d'observation et l'autre une
forte. Pour l'identiation du guide d'ondes aoustiques, les utilisations du ritere L
!
-RFPE
et de la fontion de ontribution L
1
, ont permis de proposer un panel de modeles robustes dans
les strutures de modeles ARX, OE et ARMAX. A partir de riteres de seletion (t, om-
plexite,...), nous avons propose des modeles ayant de bonnes arateristiques frequentielles,
notamment en basses frequenes. Le hoix nal s'est porte sur la struture de modele OE ave
une onstante d'aord k < 1. Quant a l'identiation du proessus piezoeletrique, seules
les strutures pseudolineaires ont ete hoisies, l'une presentant un modele de bruit rationnel
et l'autre non. La struture de modele ARMAX n'a pas permis d'estimer de bons andidats.
C'est une nouvelle fois la struture de modele OE, ne presentant pas de aratere rationnel
de bruit, qui a ete retenue et nous avons propose deux modeles OE lorsque k < 0:1. Ces
resultats ont a nouveau montrer et onrmer, la neessite de hoisir une onstante d'aord
petite, pour identier des proessus presentant des outliers d'observation en nombre suÆsant
pour perturber l'estimation des modeles.
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Fig. 8.25 { Critere d'estimation PREC et fontion de ontribution L
1
. Les minima de es
deux entites font appara^tre en majorite, des modeles de omplexite d
M
= 29, d
M
= 30 et
d
M
= 31.
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Fig. 8.26 { Reponses frequentielles des modeles du proessus ARMAX(8,9,12) (gauhe) et
ARMAX(8,11,10) (droite) lorsque k = 0:05, omparees a l'estimation spetrale du proessus.
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Fig. 8.27 { Reponses frequentielles des modeles du proessus ARMAX(8,11,11) (gauhe) et
ARMAX(8,11,12) (droite) lorsque k = 0:05, omparees a l'estimation spetrale du proessus.
176
Chapitre 9
Conlusion generale et perspetives
L'ingenieur en ontro^le de proessus est onfronte de plus en plus frequemment a un
probleme d'estimation robuste essentiellement pour deux raisons. La premiere provient de la
qualite des donnees d'estimation et plus partiulierement de la orruption des sorties du pro-
essus mesurees. La deuxieme provient de la omplexite du systeme et de son omportement
dynamique, e qui est souvent le as en meanique lorsqu'il y a interation de sous-systemes
a dynamiques dierentes et dans les proessus d'usinage, de soudage, mais aussi pour des
proessus beauoup moins onnus tels que les proessus biologiques. La diÆulte est alors de
hoisir une lasse de modele suseptible de derire orretement la dynamique, a l'interieur
de laquelle l'estimateur va tenter de determiner le meilleur representant. Cei n'est plus du
tout evident et les auses d'erreurs de modeles augmentant, l'estimateur doit travailler ave
des residus a distribution assez atypique.
Une premiere idee onsiste a eliminer les valeurs jugees a priori atypiques par rapport a l'idee
que l'on se fait du omportement normal ou attendu du proessus. Cette approhe a donne
naissane aux tehniques dites de ltrage robuste. Le gros risque est d'eliminer volontaire-
ment des donnees suseptibles de derire quelques partiularites utiles de la dynamique du
proessus, notamment, lorsqu'on utilise es modeles a des ns de ontro^le. Si l'on ajoute a
ela, que pour des raisons de ommodite et souvent de ulture, en partiulier en meanique
des vibrations, l'usage est d'utiliser un ontro^le par modele inverse, on omprend la neessite
de posseder un modele dele et don robuste. C'est dans e adre que nous avons ete amenes a
abandonner les tehniques lassiques de ltrage robuste pour nous interesser aux estimateurs
utilisant des normes intrinsequement robustes. Plus preisement, an de ne pas tout perdre
des nombreux avantages de l'optimisation en norme L
2
, nous nous sommes interesses aux
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normes mixtes permettant de robustier la norme L
2
. Ljung a tres bien deni l'idee de prin-
ipe : "Une norme robuste doit permettre d'adouir l'inuene des fortes erreurs d'estimation
(outliers) an de garantir les performanes, onvergene et rapidite, ainsi que la robustesse
de l'estimateur et e, quelle que soit la ause de es outliers". Nous nous sommes interesses
aux normes mixtes L
2
  L
1
ou l'on peut ajuster un seuil de robustesse (tuning onstant)
de l'estimateur et de le rendre moins sensible aux forts residus. Ave ette norme robuste,
liee a une lasse de modeles de distribution perturbee des erreurs de predition (GEM), un
ensemble d'outils d'estimation et de validation a ete presente et applique a l'identiation de
proessus dynamiques omplexes.
Ce travail de these a montre que ontrairement aux idees reues d'utiliser les M-estimateurs
de Huber ave une onstante d'aord elevee, il etait possible d'estimer de bons modeles
robustes ave une petite onstante d'aord en presene de forts et nombreux outliers. Nous
avons deni la robustesse impulsionnelle, omme etant l'ation rapide de la norme L
1
dans
la proedure d'estimation, lorsqu'une ourrene arrive dans les residus estimes, dans le
but d'attenuer fortement les outliers d'innovation, et e, an d'assurer la onvergene et
les performanes de l'estimateur robuste. Cette robustesse impulsionnelle, favorisee par l'ex-
tension de la onstante d'aord vers les petites valeurs, a pour eet d'eviter l'apparition
de phenomenes limites, tels que les points de assure et les points de levage. Cette etude
s'est don artiulee autour du triptyque : onvergene/performanes/limites. La onvergene
du ritere d'estimation PREC ainsi que la onvergene de l'estimateur robuste, en presene
d'outliers dans les erreurs de predition, ont ete etablies. L'expression generale de la matrie
de variane/ovariane asymptotique de l'estimateur, tenant ompte du niveau de onta-
mination ! du modele de distribution perturbee GEM a ete proposee. Cette matrie a ete
exprimee dans le as partiulier de la struture de modele pseudolineaire OE, pour laquelle,
a ete denie une nouvelle approhe, nommee L
!
-FTE, dans le but de lineariser sous er-
taines onditions, le gradient et le Hessien du ritere d'estimation PREC. A partir de leurs
expressions asymptotiques respetives, la L
!
matrie de variane/ovariane de l'estimateur
robuste a ete etablie. Nous avons aussi propose une loi qui montre que dans le as limite des
points de levage, la sensibilite du biais maximum de l'estimateur est reduite pour des petites
valeurs de la onstante d'aord. Ce resultat onrme notre hoix d'etendre l'intervalle de
bruit vers les petites valeurs de k et ainsi de rendre l'estimateur plus robuste tout en ne
degradant pas son eÆaite.
Par ailleurs, il a ete etabli une version robuste du ritere de validation FPE, le L
!
-RFPE,
ainsi qu'un nouvel outil d'aide a la deision du hoix du modele, la fontion de ontribution
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L
1
. L'ensemble de es lois et outils a ete mis en appliation sur des proessus dynamiques
omplexes. Des resultats satisfaisants ont ete presentes dans le traitement des points de le-
vage et dans l'estimation et la validation de modeles robustes sur des systemes dynamiques
omplexes vibratoires reels.
Il nous appartient maintenant, toujours dans l'optique d'estimer des modeles robustes de
ommande, de prolonger nos travaux vers plusieurs axes de reherhe.
Tout d'abord, il existe une lasse d'estimateurs nommes "redesending M-estimates" qui
presentent l'avantage de posseder une 	-fontion "redesending", dans le but d'ameliorer la
qualite de l'estimation robuste. Dans ette lasse d'estimateurs, nous proposons un estimateur
de type du maximum de vraisemblane, un peu partiulier, ave une norme mixte L
p
2
 L
p
1
,
dont l'eet "redesending" est assure par la norme L
p
1
. Notre idee est de parametrer p
1
par
le fateur d'ehelle  et par p
2
, dans le but d'ajuster plus nement la norme robuste, et de
traiter plus eÆaement les outliers, notamment les points de assure et de levage. Quelques
estimations ont deja ete eetuees et les premiers resultats sont enourageants pour les in-
vestigations futures. L'analyse des premiers resultats montre qu'ave e nouvel estimateur,
nous puissions agir a la fois sur la robustesse, les performanes et la omplexite du modele
estime. Pour e dernier ritere, la redution de l'ordre du modele, par rapport a l'estimateur
de Huber, est relativement signiative.
Ensuite, un point tres peu aborde dans e memoire, onerne les lasses de modeles de
deviation distributionnelle asymetriques. Nous reehissons a une norme robuste asymetrique,
omportant deux onstantes d'aord k
1
et k
2
.
Pour le premier axe de reherhe, le adre formel est en train de se onstruire. Pour le
deuxieme, tout reste a faire.
Un troisieme axe peut s'artiuler autour des deux premiers dans l'optique d'estimer des
modeles nonlineaires. Nous avons montre les diÆultes de proposer un large eventail de
modeles robustes de l'ationneur piezoeletrique. Les modeles pseudolineaires estimes semblent
avoir atteint leurs limites et ne sont peut e^tre pas tres bien adaptes pour e type de proessus.
Enn, en s'appuyant sur e travail de these et en developpant es futurs axes de reherhe,
il semble important de diversier l'emploi de es outils vers d'autres ommunautes, notam-
ment, l'imagerie, la himie, la biologie et me^me la nane, pour laquelle, l'etude des points
de levage reste une preoupation majeure.
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CONTRIBUTION A L’ESTIMATION ROBUSTE DE MODELES DYNAMIQUES : 
APPLICATION A LA COMMANDE DE SYSTEMES DYNAMIQUES COMPLEXES   
RESUME : L’identification des systèmes dynamiques complexes reste une préoccupation 
lorsque les erreurs de prédictions contiennent des outliers d’innovation. Ils ont pour effet de 
détériorer le modèle estimé, si le critère d’estimation est mal choisi et mal adapté. Cela a pour 
conséquence de contaminer la distribution de ces erreurs, laquelle présente des queues 
épaisses et s’écarte de la distribution normale.  Pour résoudre ce problème, il existe une classe 
d’estimateurs, dits robustes, moins sensibles aux outliers, qui traitent d’une manière plus douce 
la transition entre résidus de niveaux très différents. Les M-estimateurs de Huber font partie de 
cette classe. Ils sont associés à un mélange des normes L2 et L1, liées à un modèle de 
distribution gaussienne perturbée, dit gross error model. A partir de ce cadre formel, nous 
proposons dans cette thèse, un ensemble d’outils d’estimation et de validation de modèles 
paramétriques linéaires et pseudo-linéaires boîte-noire, avec extension de l’intervalle de bruit 
dans les petites valeurs de la constante d’accord de la norme de Huber. Nous présentons ainsi 
les propriétés de convergence du critère d’estimation et de l’estimateur robuste. Nous montrons 
que l’extension de l’intervalle de bruit réduit la sensibilité du biais de l’estimateur et améliore la 
robustesse aux points de levage.  Pour un type de modèle pseudo-linéaire, il est présenté un 
nouveau contexte dit L-FTE, avec une nouvelle méthode de détermination de L, dans le but 
d’établir les linéarisations du gradient et du Hessien du critère d’estimation, ainsi que de la 
matrice de covariance asymptotique de l’estimateur. De ces relations, une version robuste du 
critère de validation FPE est établie et nous proposons un nouvel outil d’aide au choix de 
modèle estimé. Des expérimentations sur des processus simulés et réels sont présentées et 
analysées. 
Mots clés : identification de système, statistiques robustes, M-estimateurs de Huber, intervalle 
de bruit étendu, outliers, modèles boîte-noire, points de levage, validation. 
CONTRIBUTION TO THE ROBUST ESTIMATION OF DYNAMIC MODELS: APPLICATION 
TO THE COMMAND OF COMPLEX DYNAMIC SYSTEMS  
ABSTRACT : Complex dynamic systems identification remains a concern when prediction 
errors contain innovation outliers. They have the effect to damage the estimated model if the 
estimation criterion is badly chosen and badly adapted. The consequence is the contamination 
of the distribution of these errors; this distribution presents heavy tails and deviates of the 
normal distribution. To solve this problem, there is a robust estimator’s class, less sensitive to 
the outliers, which treat the transition between residuals of very different levels in a softer way. 
The Huber’s M-estimators belong to this class. They are associated to a mixed L2 - L1 norm, 
related to a disturbed Gaussian distribution model, namely gross error model. From this formal 
context, in this thesis we propose a set of estimation and validation tools of black-box linear and 
pseudo-linear models, with extension of the noise interval to low values of the tuning constant in 
the Huber’s norm. We present the convergence properties of the robust estimation criterion and 
the robust estimator. We show that the extension of the noise interval reduces the sensitivity of 
the bias of the estimator and improves the robustness to the leverage points. Moreover, for a 
pseudo-linear model structure, we present a new context, named L-FTE, with a new method to 
determine L, in order to linearize the gradient and the Hessien of estimation criterion and the 
asymptotic covariance matrix of the estimator. From these expressions, a robust version of the 
FPE validation criterion is established and we propose a new decisional tool for the estimated 
model choice. Experiments on simulated and real systems are presented and analyzed. 
 Keywords : System identification, robust statistics, Huber’s M-estimators, extended noise 
interval, outliers, black-box models, leverage points, validation. 
