In recent years, the skew-normal models introduced by Azzalini (1985) The present paper provides an answer to this question. In very general (possibly multivariate) skew-symmetric models, we characterize, for each possible value of the rank of Fisher information matrices, the class of symmetric kernels achieving the corresponding rank. Our results show that, for strictly multivariate skew-symmetric models, not only Gaussian kernels yield singular Fisher information matrices. In contrast, we prove that systematic stationary points in the profile log-likelihood functions are obtained for (multi)normal kernels only.
Introduction.
Azzalini [5] introduced the so-called skew-normal model, which embeds the univariate normal distributions into a flexible parametric class of (possibly) skewed distributions. More formally, a random variable X is said to be skew-normal with location parameter µ ∈ R, scale parameter σ ∈ R + 0 and skewness parameter δ ∈ R if it admits the pdf
where φ and Φ respectively denote the pdf and cdf of the standard normal distribution. A first intensive study of these distributions was provided by Azzalini himself in [5, 6] . Besides quite appealing and nice stochastic properties, two closely related inferential problems appeared when dealing with such densities: at δ = 0, corresponding to the symmetric situation, (i) the profile log-likelihood function for δ always admits a stationary point, and consequently, (ii) the Fisher information matrix for the three parameters in (1.1) is singular (typically, with rank 2). Thus, the skew-normal distributions happen to be problematic from an inferential point of view, since such a singularity is incompatible with the assumptions needed for the standard asymptotic behavior of the maximum likelihood estimators. A situation of this kind has been studied in detail by Rotnitzky et al. [25] , where it is shown that, in cases (as above) where the p × p Fisher information matrix has rank p − 1, one component of the parameter cannot be estimated at the usual root-n rate, but only at a slower rate, and that the corresponding limiting distribution may be bimodal. Despite these inferential drawbacks, the two papers by Azzalini had some sort of pioneering effect. In [10] , Azzalini and Dalla Valle extended skew-normal distributions to the multivariate setup, while [8] studied further probabilistic properties of (multivariate) skew-normal distributions and investigated more statistical aspects. The growing interest for this flexible class of distributions lead to a number of developments in various fields. For example, [4] applied the skew-normal distribution to psychometric real data, whereas [15] showed the connections with the problem of the selection of a sample.
The success of skew-normal distributions gave also raise to numerous further generalizations of the density in (1.1). To cite a few, [2] introduced a multivariate skew-Cauchy distribution, [9, 13, 20] proposed multivariate skew-t distributions, while [8, 13] defined multivariate skew-elliptical distributions. In [19] , Genton and Loperfido extended the latter into the so-called generalized skew-elliptical distributions, where asymmetry enters densities through very general skewing functions; most of the pre-cited examples are part of their broad framework. Finally, [28] , in a further effort to introduce very general skew-symmetric distributions, proposed a class that is broader than the one from [19] : the skew-symmetric distributions defined there have a pdf of the form
where µ ∈ R k is a location parameter, Σ ∈ R k×k is a symmetric and positive definite scatter parameter, f (the symmetric kernel ) is a centrally symmetric pdf (i.e., a pdf such that f (−x) = f (x) ∀x ∈ R k ), and where the mapping Π :
satisfies Π(−x) = 1 − Π(x) ∀x ∈ R k . A particular subclass of these skew-symmetric densities is the class of so-called flexible skew-symmetric densities ( [22] ), for which the skewing function Π takes the form of an arbitrary cdf evaluated at odd polynomial in x; see [22] or Section 5 for details. For extensive reviews about models of skewed distributions and related topics, we refer to the recent monograph [18] and to the review papers [3, 7] . Parallel to those numerous extensions of skew-normal models, the aforementioned issue related to singularity of Fisher information matrices in the vicinity of symmetry has also attracted much attention. Besides [5] itself, this was investigated in [1, 8, 14, 23] and [26] . Alternative parameterizations were proposed in [5, 14] (for the univariate setup) and in [8] (for the multivariate one) in order to get rid of this singularity; [1] even is entirely dedicated to the so-called centered parameterization. The singularity result for the univariate skew-normal was extended in [24] by establishing the singularity of the Fisher information matrix, still in the vicinity of symmetry, for skewed distributions obtained by replacing, in (1.1), the standard normal cdf Φ with an arbitrary cdf H satisfying some mild regularity conditions. All these papers share a common point: they show that, if a normal kernel φ is used, in some specific class of skewed densities similar to (1.1), then the Fisher information matrix is singular at δ = 0. To the best of our knowledge, the only papers where such a result is turned into an "iff" statement are [16, 17] where it is shown that, in the classes of skew-exponential power and skew-t distributions (which both contain the skew-normal as a special case), Fisher information matrices-in the vicinity of symmetry-actually are singular at skew-normal distributions only. These two classes, however, only constitute very specific parametric models of univariate skewed distributions, and a natural question is whether such "iff" results extend to much broader semiparametric models of possibly multivariate skewed distributions. On the basis of numerical work, Azzalini and Genton ([12] ) conjecture that, among the class of multivariate skew-t distributions, only the skew-normal ones-which are obtained by letting the underlying number of degrees of freedom go to infinitysuffer from singular information matrices. These various findings naturally lead to the following general conjecture. Conjecture 1.1. In broad classes of semiparametric (possibly multivariate) skewsymmetric distributions, the only symmetric kernels leading, in the vicinity of symmetry, to singular Fisher information matrices are the (multi)normal ones.
One of the main goals of this paper is to investigate the validity of this conjecture in the various models described above, and to determine, in cases where the conjecture fails to hold, the classes of symmetric kernels leading to singular information matrices. Now, the issue of the stationary point, in the vicinity of symmetry, of the skewness profile log-likelihood function for skew-normal models has also been extensively discussed, and many authors consider that this problem is closely related to that of the singularity of Fisher information matrices; see, e.g., [1, 8, 12] . Of particular interest is the recent contribution of Azzalini and Genton [12] . Besides generalizing the results of [24] to the multivariate setup and showing that, for the general case of the (univariate) flexible skew-symmetric distributions introduced in [22] , the Fisher information matrix is singular for normal kernels in the vicinity of symmetry, they address the "iff" problem. More precisely, they provide a heuristic argument showing that, in the univariate setup, the profile log-likelihood function should systematically present a stationary point at δ = 0 for normal kernels only. It is also conjectured there that this result should carry on in higher dimensions. [12] ). In broad classes of semiparametric (possibly multivariate) skew-symmetric distributions, the only symmetric kernels leading, for any sample of fixed size n(≥ 3) and in the vicinity of symmetry, to a stationary point of the profile log-likelihood function for skewness are the (multi)normal ones.
Conjecture 1.2 (Azzalini and Genton
Azzalini and Genton [12] clearly indicate that their proof (which is restricted to the univariate case) is not a formal one. Most importantly, they express the need for a clarification related to the results in Conjectures 1.1-1.2, which, they say, is important to remove or at least alleviate the necessity of an alternative parameterization. Accordingly, the second main goal of the present paper is to prove their conjecture.
The outline of the paper is as follows. In Section 2, we describe the class of skew-symmetric models we consider in the sequel, and we solve Conjecture 1.1 by determining, for each possible value of the rank of the resulting Fisher information matrices (in the vicinity of symmetry), the class of symmetric kernels achieving the corresponding rank. We interpret the results and consider several important particular cases. In Section 3, we discuss implications of our results on inference in skew-symmetric models, with focus on optimal symmetry testing in relation with Le Cam's theory of asymptotic experiments. Section 4 shows that our results extend to very broad skew-symmetric models. We then turn to Conjecture 1.2 in Section 5. Finally, an appendix collects the proofs.
Singularity of Fisher information matrices.
As described in the Introduction, there exist many distinct generalizations of the univariate skew-normal distributions described in [5] . In this section, we will drop the scale/scatter parameter and focus on a fixed (yet quite general) class of skewsymmetric densities (Section 4 will then restore the scale/scatter parameter and extend our results to even more general classes of skew-symmetric distributions). More precisely, we consider densities of the form
where µ ∈ R k is a location parameter and δ ∈ R k is a skewness parameter, while f and Π satisfy Assumption (A). (i) The pdf f belongs to the collection F of a.e. positive, centrally symmetric (f (−x) = f (x) for all x ∈ R k ), and continuously differentiable densities for which both the covariance matrix Σ f := R k xx ′ f (x) dx and the Fisher information matrix (for location)
are finite and invertible.
(ii) The skewing function Π :
It is common practice to use for Π the cdf of a symmetric (about the origin) univariate random variable, but we here work in the more general setup where Π might fail to be a cdf. This skewing function Π actually will be regarded as fixed in the sequel, and we will only stress dependence of scores and Fisher information matrices on f ∈ F .
Under Assumption (A), the scores for location and skewness, in the vicinity of symmetry (that is, at any (µ
respectively, in
(the factor 2 in the δ-score follows from the fact that Π(0) = 1/2). The corresponding Fisher information matrix is then given by
where I k stands for the k-dimensional identity matrix. The expression for Γ f ;µδ = Γ
follows by integrating by parts in
depend on µ, hence the notation.
As mentioned in the Introduction, one of the main goals of this paper is to investigate for which f the information matrix Γ f is singular. More precisely, we are interested in a possible singularity arising from the skew-symmetric structure, and not from the location part of the model; this is why Assumption (A) imposes that
, it is clear that, under Assumption (A), Γ f ;δδ.µ is singular iff Γ f is, hence potentially plays an important role in the sequel.
We start our investigation of the possible singularity of Γ f with the equivalence result of Lemma 2.1 below. Before stating that result, let us introduce the following notation, which we shall use in the proof of Lemma 2.1 (see the Appendix) and throughout the whole paper: for a given matrix A, we denote by ker(A) the kernel of A and by Im(A) its image (that is, the vector space spanned by the columns of A).
Lemma 2.1. Let Assumption (A) hold and fix m ∈ {1, 2, . . . , k}.
Hence, the following result is a direct consequence of the previous lemma. Lemma 2.2. Let Assumption (A) hold and fix m ∈ {1, 2, . . . , k}. Then rank(Γ f ) = 2k − m iff m is the largest integer ℓ ∈ {1, 2, . . . , k} such that there exists a k × ℓ
, where X has pdf f (. − µ).
In order to fully exploit the necessary condition of Lemma 2.2, we translate it into a more analytical, easier to handle, setup. Let Assumption (A) hold, assume rank(Γ f ) = 2k − m for some m ∈ {1, 2, . . . , k}, and consider a matrix V = (v 1 , . . . , v m ) with orthonormal columns satisfying
f , this can be rewritten as
The problem of identifying the densities f ∈ F leading to singular Fisher information matrices Γ f has been clearly transposed into a first-order partial differential equation problem, where the number of equations (namely, m) is determined by the rank of Γ f . The following lemma, which is proved in the Appendix, provides the general solution of (2.4).
Lemma 2.3. Let V and W be full-rank matrices, with dimensions k × m and k × k,
where h is an arbitrary function defined on ker(V ′ W ) and where
V ′ W and P 2 := I k − P 1 are the matrices of the orthogonal projections from R k onto
Im(W ′ V ) and its orthogonal complement, respectively.
We are now ready to state the following theorem, which is the main result of this section (see the Appendix for a proof).
Theorem 2.1. Let Assumption (A) hold and fix m ∈ {1, 2, . . . , k}. Denote by Σ f and I f the covariance matrix and Fisher information matrix (for location) associated with f , respectively. Then, Γ f is singular with rank 2k − m iff
6)
where P is the matrix of the orthogonal projection from R k onto the (k−m)-dimensional subspace Im(I f Σ f − I k ) and where h is an arbitrary function from P R k to R + such that the mapping x → h(P x) exp[− 1 2
belongs to F and has covariance matrix Σ f and Fisher information matrix (for location) I f .
In the most singular case (m = k), we have P = 0, hence h(P x) = h(0) for all x, so that Theorem 2.1 states that f must be the density of the k-variate normal distribution with mean zero and covariance matrix Σ f = I −1 f (recall that Lemma 2.1 indeed shows that, for m = k, the matrix Γ f ;δδ.µ = 4(Π
f ) has rank zero). It is straightforward to check that, vice versa, if f is the density of a kvariate centered normal distribution with some positive definite covariance matrix, then Γ f is singular with rank k. Theorem 2.1 therefore reveals that the only skewsymmetric distributions leading to such a maximal singularity (m = k) are those based on (multi)normal kernels, explaining why these distributions are particularly hard to deal with in inferential problems; see Section 3.
In the univariate setup (k = 1), Fisher information matrices-under Assumption (A)-are singular iff m = k, hence singularity occurs iff f is normal, which then proves Conjecture 1.1 for the whole class of skew-symmetric distributions. In the multivariate setup (k > 1), however, the situation is more complicated, as singularity with m < k will not lead to multinormal distributions. Such cases call for some clearer interpretation, provided in the following result (see the Appendix for a proof). Theorem 2.2. Let X be a k-vector admitting pdf f , and denote by Σ f and I f the covariance matrix and Fisher information matrix (for location) associated with f , For the general class of skew-symmetric distributions considered above, Conjecture 1.1 thus holds in the univariate case only. A counterexample in the multivariate case, compatible with the distributions described in Theorem 2.2, is for instance obtained by considering the pdf f of a random vector X = (X 1 , . . . , X k ) ′ with mutually independent marginals, where X 1 , . . . , X m (resp., X m+1 , . . . , X k ) are standard Gaussian variables (resp., t ν -distributed variables, with ν > 2). It can easily be checked that Γ f is then singular with rank 2k − m, whereas, of course, X does not have a multinormal distribution. Among the class of skew-symmetric distributions, special attention has been paid to the family of skew-elliptical distributions. These are obtained by restricting, in (2.2), to elliptically symmetric kernels f , that is, to kernels of the form
where Σ is some k × k symmetric and positive definite matrix and f 1 is defined over the positive real halfline; here, c f 1 is a normalization constant. The following result is a fairly direct consequence of our general results above (see the Appendix for a proof).
Theorem 2.3. Let Assumption (A) hold, with the further assumption that the pdf f is elliptically symmetric, and fix m ∈ {1, 2, . . . , k}. Then, Γ f is singular iff f is the pdf of a (multi)normal distribution.
This result shows that, in the class of skew-elliptical distributions, only (multi-) normal distributions yield a singular Fisher information matrix (which then has rank k), hence that Conjecture 1.1 holds in the class of skew-elliptical densities. In that class, Fisher information matrices therefore either have maximal rank 2k or the lowest possible rank k. This is to be compared to the class of skew-symmetric distributions considered above where all intermediate rank values can be achieved.
Implications on inference.
As mentioned in the Introduction, the singularity of Fisher information matrices goes along with a certain number of inferential problems. We now illustrate this in the problem of testing for symmetry about an unspecified center, by using Le Cam's theory of asymptotic experiments (see [21] ).
With the same notation as in Section 2, fix a couple (f, Π) that satisfies Assumption (A), and denote by P f ;ϑ : ϑ ∈ R 2k }, we want to test the null hypothesis H 0 : δ = 0 under which the common density of the observations is symmetric about an unspecified center µ against the alternative H 1 : δ = 0. By proceeding as in [27] , it is easy to show that the family of distributions P (n) f is uniformly locally asymptotically normal (ULAN) in the vicinity of symmetry (that is, at any ϑ = (µ ′ , 0 ′ ) ′ ), with central sequence
and the same Fisher information matrix Γ f as in (2.3). More precisely, this means that, for any ϑ
, we have log dP
and ∆
f ;ϑ (n) as n → ∞. Would the information be block-diagonal in the sense that Γ f ;µδ = 0 = Γ ′ f ;δµ , Le Cam optimal tests for H 0 : δ = 0, µ playing the role of an unspecified nuisance, would be based on the δ-part D f (μ, 0) for some appropriate location estimatorμ). In the present setup, however, the information is never block-diagonal (meaning that there is no f such that block-diagonality holds), which implies that a local perturbation of location has the same asymptotic impact on D (n) f (µ, 0) as a local perturbation of δ. This in turn implies that the performances of optimal tests for symmetry are affected by the non-specification of µ.
In this context where Γ f is not block-diagonal, locally asymptotically optimal inference on δ, when µ remains unspecified, has to be based on the so-called δ-efficient central sequence
(ϑ) is clearly asymptotically (multi)normal with mean zero and covariance matrix Γ f ;δδ.µ . At asymptotic level α, the resulting Le Cam optimal test, φ (n) α say, then rejects the null H 0 whenever
exceeds the upper α-quantile of the chi-square distribution with ℓ degrees of freedom, where ℓ = rank(Γ f ;δδ.µ ) and A − stands for an arbitrary generalized inverse of the matrix A. If ℓ > 0, asymptotic powers of φ
, where Ψ ℓ stands for the cdf of the chi-square distribution with ℓ degrees of freedom; if ℓ = 0, the corresponding asymptotic powers are equal to the nominal level α.
It is intuitively clear that the more extreme the confounding between location and skewness parameters, the smaller the rank of Γ f , and the poorer the performances achieved when testing symmetry about an unspecified center µ. The worst case is of course the one for which Γ f would have rank k: the results of Section 2 indeed show that we would then have Γ f ;δδ.µ = 0, which would result into asymptotic local powers equal to the nominal level α, as for the trivial test. Thus we can state the following result.
Theorem 3.1. Let Assumption (A) hold. Then, in the parametric family of skew-
α , the α-level Le Cam optimal test for symmetry about an unspecified center, has asymptotic local powers that are equal to α iff f is the pdf of a (multi)normal distribution.
The result directly follows from Theorem 2.1 and the considerations above, hence the proof is omitted. To summarize, Theorem 3.1 states that, from an inferential point of view, the skew-normal distributions (as well as their extensions obtained by choosing a function Π different from the cdf of the standard normal distribution), which clearly are the most famous representatives of the class of skew-symmetric distributions, are the worst among that class when the focus lies on optimal testing for symmetry about an unknown center.
Possible extensions.
The long-standing open problem of characterizing the symmetric kernels for which the resulting multivariate skew-symmetric distributions in (2.2) lead to singular Fisher information matrices in the vicinity of symmetry was solved in Section 2. Obviously, Gaussian kernels play a key role in the result, although they are not the unique ones leading to such a singularity. However, as shown in Theorem 2.2(i), each kernel leading to singularity has a "multinormal component", whose dimension depends on the rank of the singular Fisher information matrix. One might argue, however, that, nice as they are, the results of Section 2 solve the problem of determining the kernels leading to singular Fisher information matrices for the class of multivariate skew-symmetric distributions in (2.2) only, whereas the problem makes sense for many other types of skew-symmetric distributions. The aim of this section therefore consists in showing that our results actually allow for solving the problem for much more general classes of densities than the one in (2.2).
We start with the case where the centrally symmetric pdf f in (2.2) is splitted into a properly standardized version of f and a scatter parameter Σ. More specifically, this consists in writing f (x) := |Σ| −1/2 f 1 (Σ −1/2 (x−µ)), where the scatter Σ is a symmetric and positive definite k × k matrix and the centrally symmetric pdf f 1 is standardized so that Σ f 1 := R k xx ′ f (x) dx = I k ; clearly, Σ is then the covariance matrix of the corresponding distribution. Writing vech C for the vector obtained by stacking the upper-diagonal entries of a matrix C, the resulting skew-symmetric densities
are then indexed by the
It is easy to check that, in the vicinity of symmetry, that is, at any parameter
′ with δ = 0, the corresponding Fisher information matrix takes the form
where Γ f 1 is the matrix from (2.3) evaluated at f = f 1 , and where
has full rank. The zero blocks in Γ sc f 1 result from symmetry arguments: at δ = 0, the µ-score and δ-score (resp., the Σ-score) are indeed antisymmetric (resp., symmetric) in x with respect to µ, so that these scores always are uncorrelated at any parameter
Under the very mild assumption that Γ sc f ;ΣΣ is of full rank (remember that we made similar assumptions on Γ f ;µµ and Γ f ;δδ in the previous sections), the structure of Γ ) = K − m , with m ∈ {1, . . . , k−1}, between this minimal rank case and the full-rank one, will give raise to m "multinormal components" in f 1 , in exactly the same fashion as in Theorem 2.2. Note that the case of skew-elliptical densities, which is obtained when f 1 is a spherically symmetric pdf, was treated at the end of Section 2.
Another class of skew-symmetric densities of interest, which are again parameterized by a location parameter µ ∈ R k , a skewness parameter δ ∈ R k , and a scatter parameter (vech Σ) ∈ R k(k+1)/2 , is the one associated with densities of the form
where the centrally symmetric pdf f 1 is still standardized so that Σ f 1 = I k . If f 1 is a spherically symmetric density, this yields a semiparametric version of the generalized skew-elliptical densities of [19] (where the skewing function is parameterized by δ ∈ R k ). It is easy to check that the resulting Fisher information matrix, in the vicinity of symmetry, can be obtained by substituting
SinceG is also of full rank, we conclude that our results similarly apply for such skew-symmetric densities. Rather than restating all results, we only state that, for the class of distributions in (4.9), the Fisher information matrix is singular iff f 1 is the pdf of the standard (multi)normal distribution. Finally, we indicate that these results can partly be extended to setups where the skewing function does not simply involve a linear function of δ (such as in (x, δ) → Π(δ ′ (x − µ))), but rather a more general (e.g., higher-order polynomial) function of δ; see for instance [22, 28] . The exact structure of the corresponding "iff" results, however, does very much depend on the type of skewing functions used, and deriving results for specific classes of such skewing functions is beyond the scope of the present paper. On the contrary, as we will see in the next section, our treatment of the stationary point at δ = 0 of the profile log-likelihood function will readily apply in such extremely general setups.
5. Stationary point of the profile log-likelihood function for skewness.
In this section, we tackle the problem of a stationary point, in the vicinity of symmetry, of the profile log-likelihood function for skewness, and show that Conjecture 1.2 actually holds (in any dimension) for the broad class of skew-symmetric distributions considered in Section 2, as well as for its extensions from Section 4.
If we have a random sample X (n) := (X 1 , . . . , X n ) from (2.2), we define the profile log-likelihood function for skewness as
is the standard log-likelihood function associated with X (n) . This expression can be rewritten under the more tractable form
whereμ f (δ) stands for the MLE of µ at fixed δ. Now, using (5.10) and denoting by D δμf (δ) = (∂ δ j (μ f (δ)) i ) the Jacobian matrix of the mapping δ →μ f (δ), the chain rule leads to
where the first term vanishes since (
(by definition of the MLEμ f (δ)). Therefore, a necessary condition for the profile log-likelihood function to always admit a stationary point at δ = 0 is that
for any X (n) . In other words, the maximum likelihood estimator for the location parameter µ, at δ = 0, must coincide, for any X (n) , with the sample averageX (n) := 1 n n i=1 X i . Remembering thatμ f (0) is nothing but the MLE of µ at δ = 0 (that is, in the location family of distributions with pdf x → f (x − µ)), the following result directly follows from a well-known characterization property which can be traced back to Gauss (see [11] for a recent account). This theorem shows that, unlike for Conjecture 1.1, the result in Conjecture 1.2 holds in any dimension k. This clearly underlines that, for dimensions k > 1, no equivalence exists between the two problems considered in this paper: indeed, in the vicinity of symmetry, only multinormal kernels lead to stationary points of the profile log-likelihood function, whereas a much larger class of distributions causes Fisher information matrices to be singular. Further note that, of course, Theorem 5.1 can be regarded as a further characterization of the (multi)normal distribution.
Similarly to what has been done in Section 4 for the Fisher singularity problem, it is natural to investigate how far Theorem 5.1 extends to more general models of skew-symmetric distributions. Since the skewing function Π(. − µ) is the same in (4.7) as in (2.2), the result trivially holds for the corresponding densities. As for the ones in (4.9), the same argument as above shows that a necessary condition for the corresponding profile log-likelihood function to always admit a stationary point at δ = 0 is that
for any X (n) , whereΣ f (0) stands for the MLE for Σ at δ = 0; sinceΣ f (0) is positive definite by construction, the necessary condition in (5.12) is strictly equivalent to the one in (5.11), and we may conclude as above. Finally, one may also consider (multivariate) flexible skew-symmetric distributions, that is, skew-symmetric distributions based on skewing functions of the form x → H(
and where δ j is a parameter with the same dimension as P 2j−1 (x); see [22] . Since, with obvious notation, (
is still of the same form as (5.11), Conjecture 1.2 trivially extends to this setup as well. Since the class of flexible skew-symmetric distributions is dense in the class of the skew-symmetric ones (see [22] for a precise statement), Conjecture 1.2 virtually applies for the latter class.
A. Appendix.
Proof of Lemma 2.1.
The latter system clearly implies that ker(Γ f ) and ker(Γ f ;δδ.µ ) have the same dimension. Part (i) of the result readily follows.
(ii) As a covariance (hence, symmetric and positive semidefinite) matrix, Γ 
Equivalently, m is the largest integer ℓ ∈ {1, 2, . . . , k} such that there exists a k × ℓ matrix V = (v 1 , . . . , v ℓ ) with orthonormal columns satisfying (Γ f ;δδ.µ ) 1/2 V = 0. This yields the result since we have (Γ f ;δδ.µ )
Proof of Lemma 2.3. If g is a solution of (2.4), then it must satisfy
Vice versa, any solution of (A.13) is also a solution of (2.4), so that (2.4) and (A.13) can be considered equivalent. Let us first show that any solution of (2.4) (hence of (A.13)) is of the form given in (2.5). To this end, write
Since P 1 is the matrix of the orthogonal projection from R k onto Im(W ′ V ), there is, for any x ∈ R k , a unique x 1 ∈ R m such that P 1 x = W ′ V x 1 . Using this fact and (A. 13) in (A.14) yields
which indeed confirms that any solution of (2.4) is as in (2.5); here, h is the restriction of g to ker(V ′ W ). Now, let us investigate under which conditions a function g as in (2.5) is a solution of (A.13) (hence of (2.4)). Using the facts that
Hence, decomposing x into P 1 x + P 2 x and using
which shows that, as announced, g in (2.5) is a solution to (A.13) iff
This establishes the result. log f (x) = − 1 2 x ′ P 1 I f P 1 x − x ′ P 1 I f P 2 x + h(P 2 x),
f , P 2 := I k − P 1 , and where h is an arbitrary function defined on P 2 R k . Equivalently, log f (x) = − 1 2 x ′ P 1 I f P 1 x + 2x ′ P 1 I f P 2 x + x ′ P 2 I f P 2 x +h(P 2 x) = − 1 2
for an arbitrary functionh defined on P 2 R k . Now, since the k × m matrix V satisfies V ′ Γ f ;δδ.µ V = 0, with Γ f ;δδ.µ = 4(Π ′ (0)) 2 (Σ f − I −1 f ), and since there is no ℓ > m for which this would hold for a k × ℓ matrix V (Lemma 2.1), we obtain that ker(Σ f I f − I k ) = Im(I −1 f V ). Hence, P 1 is the matrix of the orthogonal projection from R k onto ker(Σ f I f − I k ), and therefore P 2 is the matrix of the orthogonal projection from R k onto (ker(Σ f I f − I k )) ⊥ = Im(I f Σ f − I k ), which establishes the necessity part.
For the sufficiency part, assume that f is given by (2.6). Then a direct computation yields that ϕ f (x) = P ϕ h (P x) + I f x, with ϕ h (x) := −∇h(x)/h(x). If C is a full-rank k × m matrix with Im(C) = ker(P ), we have C ′ (ϕ f (x) − I f x) = 0, or equivalently, 
