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Abstract
Traditional language models treat lan-
guage as a finite state automaton on a
probability space over words. This is
a very strong assumption when model-
ing something inherently complex such as
language. In this paper, we challenge
this by showing how the linear chain as-
sumption inherent in previous work can
be translated into a sequential composi-
tion tree. We then propose a new model
that marginalizes over all possible compo-
sition trees thereby removing any under-
lying structural assumptions. As the par-
tition function of this new model is in-
tractable, we use a recently proposed sen-
tence level evaluation metric Contrastive
Entropy to evaluate our model. Given
this new evaluation metric, we report more
than 100% improvement across distortion
levels over current state of the art recurrent
neural network based language models.
1 Introduction
The objective of language modeling is to build a
probability distribution over sequences of words.
The traditional approaches, inspired by Shannon’s
game, has molded this problem into merely pre-
dicting the next word given the context. This leads
to a linear chain model on words. In its simplest
formulation, these conditional probabilities are es-
timated using frequency tables of word wi follow-
ing the sequence w1i−1. There are two big issues
with this formulation. First, the number of param-
eters rises exponentially with the size of the con-
text. Second, it is impossible to see all such com-
binations in the training set, however large it may
be. In traditional models, the first problem, fa-
mously called the curse of dimensionality, is tack-
led by limiting the history to the previous n − 1
words leading to an n-gram model. The second
problem, one of sparsity, is tackled by redistribut-
ing the probability mass over seen and unseen ex-
amples usually by applying some kind of smooth-
ing or interpolation techniques. A good overview
of various smoothing techniques and their relative
performance on language modeling tasks can be
found in (Goodman, 2001).
Smoothened n-gram language models fail on
two counts: their inability to generalize and their
failure to capture the longer context dependen-
cies. The first one is due to the discrete na-
ture of the problem and the lack of any kind of
implicit measure of relatedness or context based
clustering among words and phrases. The sec-
ond problem—the failure to capture longer con-
text dependencies—is due to the n-order Markov
restriction applied to deal with the curse of di-
mensionality. There have been numerous attempts
to address both the issues in the traditional n-
gram framework. Class based models (Brown et
al., 1992; Baker and McCallum, 1998; Pereira
et al., 1993) try to solve the generalization issue
by deterministically or probabilistically mapping
words to one or multiple classes based on manu-
ally designed or probabilistic criteria. The issue of
longer context dependencies has been addressed
using various approximations such as cache mod-
els (Kuhn and De Mori, 1990), trigger models
(Lau et al., 1993) and structured language mod-
els (Charniak, 2001; Chelba et al., 1997; Chelba
and Jelinek, 2000).
Neural network based language models take an
entirely different approach to solving the gener-
alization problem. Instead of trying to solve the
difficult task of modeling the probability distribu-
tion over discrete sets of words, they try to embed
these words into a continuous space and then build
a smooth probability distribution over it. Feedfor-
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ward neural network based models (Bengio et al.,
2006; Mnih and Hinton, 2009; Morin and Ben-
gio, 2005) embed the concatenated n-gram history
in this latent space and then use a softmax layer
over these embeddings to predict the next word.
This solves the generalization issue by building
a smoothly varying probability distribution but is
still unable to capture longer dependencies be-
yond the Markovian boundary. Recurrent neu-
ral network based models (Mikolov et al., 2011a;
Mikolov et al., 2010) attempt to address this by
recursively embedding history in the latent space,
predicting the next word based on it and then up-
dating the history with the word. Theoretically,
this means that the entire history can now be used
to predict the next word, hence, the network has
the ability to capture longer context dependencies.
All the models discussed above solve the two
aforementioned issues to varying degrees of suc-
cess but none of them actually challenge the un-
derlying linear chain model assumption. Lan-
guage is recursive in nature, and this along with
the underlying compositional structure should
play an important role in modeling language. The
computational linguistics community has been
working for years on formalizing the underlying
structure of language in the form of grammars. A
step in the right direction would be to look be-
yond simple frequency estimation-based methods
and to use these compositional frameworks to as-
sign probability to words and sentences.
We start by looking at n-gram models and show
how they have an implicit sequential tree assump-
tion. This brings us to the following questions: Is
a sequential tree the best compositional structure
to model language? If not, then, what is the best
compositional structure? Further, do we even need
to find one such structure, or can we marginalize
over all structures to remove any underlying struc-
tural assumptions?
In this paper we take the latter approach.
We model the probability of a sentence as the
marginalized joint probability of words and com-
position trees (over all possible rooted trees). We
use a probabilistic context free grammar (PCFG)
to generate these trees and build a probability dis-
tribution on them. As generalization is still an is-
sue, we use distributed representations of words
and phrases and build a probability distribution on
them in the latent space. A similar approach but in
a different setting has been attempted in (Socher et
Figure 1: Sequential tree of a linear chain model
al., 2013) for language parsing. The major differ-
ence between our approach and theirs is the way
we handle the breaking of PCFG’s independence
assumption due to the distributed representation.
Instead of approximating the marginalization us-
ing the n-best trees as in (Socher et al., 2013), we
restore this independence assumption by averag-
ing over phrasal representations leading to a sin-
gle phrase representation. This single representa-
tion for phrases in turn allows us to use an efficient
Inside-Outside (Lari and Young, 1990) algorithm
for exact marginalization and training.
2 Compositional View of an N-gram
model
Let us consider a sequence of words wn1 . A linear
chain model would factorize the probability of this
sentence p(wn1 ) as a product of conditional prob-
abilities p(wi|hi) leading to the following factor-
ization:
p(wn1 ) =
n∏
i=1
p(wi|hi). (1)
All the models discussed in previous section
differ in how the history or context hi is repre-
sented. For a linear chain model with no assump-
tions, the history hi would be the previous i − 1
words, so the factorization is
p(wn1 ) =
n∏
i=1
p(wi|wi−11 ). (2)
If we move the probability space to sequences
of words, the same factorization in equation (2)
can be written as:
p(wn1 , . . . , w
i
1, . . . , w
2
1, wn, . . . , wi, . . . , w1) =
n∏
i=1
p(wi1|wi−11 , wi)p(wi). (3)
Figure 1 shows the sequential compositional struc-
ture endowed by the factorization in equation (3).
As the particular factorization is a byproduct of
the underlying compositional structure, we can re-
write (3) as a probability density conditioned on
this sequential tree t as follows:
p(wn1 |t) =
n∏
i=1
p(wi1|wi−11 , wi)p(wi). (4)
Having shown the sequential compositional struc-
ture assumption of the n-gram model, in the next
section we try to remove this conditional density
assumption by modeling the joint probability of
the sentences and the compositional trees.
3 The Compositional Language Model
In this section, we build the framework to carry out
the marginalization over all possible trees. Let W
be the sentence and T (W ) be the set of all com-
positional trees for sentence W . The probability
of the sentence p(W ) can then be written in terms
of the joint probability over the sentence and com-
positional structure as
p(W ) =
∑
t∈T (W )
p(W |t)p(t) (5)
Examining (5), we see that we have two prob-
lems to solve: i) enumerating and building proba-
bility distributions over trees p(t) and ii) modeling
the probability of sentences conditioned on com-
positional trees p(W |t).
Probabilistic Context Free Grammars (PCFGs)
fit the first use case perfectly. We define a PCFG
as a quintuple:
(G, θ) = (N,T,R, S, P ) (6)
where N is the set of non-terminal symbols, T
is the set of terminal symbols, R is the finite set
of production rules, S is the special start symbol
which is always at the root of a parse tree and P is
the set of probabilities on production rules.1 θ is a
1We restrict our grammar to Chomsky Normal Form
(CNF) to simplify the derivation and explanation.
Figure 2: Parse tree for sentence W12345
real valued vector of length |R| with the rth index
mapping to rule r ∈ R and value θr ∈ P .
Using this definition, we can write the probabil-
ity of any tree t, p(t), as the product of the pro-
duction rules used to derive the sentence W from
S i.e.
p(t) =
∏
r∈R˜t(W )
θr (7)
where R˜t(W ) ∈ R is the set of production rules
used to derive tree t. As we are only interested in
the compositional structure, R˜t(W ) only contains
the binary rules for tree t.
3.1 The Composition Tree Representation
We now focus our attention to the problem of mod-
eling the sentence probability conditioned on the
compositional tree i.e. p(W |t). Let t be the com-
positional tree shown in Figure 2. The factoriza-
tion of w51 given t is
p(w51|t) =p(w51|w21, w53)p(w21|w1, w2)
p(w53|w3w54)p(w54|w4, w5)
p(w1)p(w2)p(w3)p(w4)p(w5). (8)
We now seek to represent any arbitrary tree t such
that it can be factorized easily as we did in (8). We
do this by representing the compositional tree t for
a sentence W as a set of compositional rules and
leaf nodes. Let us call this set Rt(W ). Using this
abstraction, the rule set for the sentence w51 with
compositional tree t, Rt(w51) is
Rt(w
5
1) =
{
w51 ← w21 w53,
w53 ← w3 w54,
w3w
5
4 ← w4 w5, w4
w21 ← w1 w2, w1, w2
}
. (9)
We now rewrite the factorization in (8) as
p(w51|t) =
∏
r∈Rt(w51)
p(r) (10)
where p(pa← c1 c2) = p(pa|c1, c2).
In more general terms, let t be the composi-
tional tree for a sentence W . We can write the
conditional probability p(W |t) as
p(W |t) =
∏
t∈Rt(W )
p(r). (11)
3.2 Computing the Sentence Probability
Using the definition of p(t) from (7) and the def-
inition of p(W |t) from (11), we rewrite the joint
probability p(W, t) as
p(W, t) =
∏
c∈Rt(W )
p(c)
∏
r∈R˜t(W )
θr. (12)
Now, as the compositional tree t is the same for
both the production rule set R˜t(W ) and the com-
positional rule set Rt(W ), there is a one-to-one
mapping between the binary rules in both the sets.
Adding corresponding POS tags to phrase wji ,
we can merge both these sets. Let Rt(W ) be the
merged set. The compositional rules in this new
set can be re-written as
A,wji → BC,wki wjk+1. (13)
Using this new rule set, we can rewrite p(W, t)
from (12) as
p(W, t) =
∏
r∈Rt(W )
ζr (14)
and p(W ) from (5) as
p(W ) =
∑
t∈T (W )
∏
r∈Rt(W )
ζr (15)
where
ζr =
{
p(r)θr binary rules
p(r) unary rules
. (16)
The marginalization formulation in (15) is similar
to one solved by the Inside algorithm.
Inside Algorithm: Let pi(A,wji ) be the inside
probability of A ∈ N spanning wji . Using this
definition, we can rewrite p(W ) in terms of the
inside probability as
p(W ) = pi(S,wn1 ). (17)
We can now recursively build pi(S,wn1 ) using a dy-
namic programming (DP) based Inside algorithm
in the following way:
Base Case: For the unary rule, the inside prob-
ability pi(A,wi) is the same as the production rule
probability ζA→wi .
Recursive Definition: Let pi(B,wki ) and
pi(C,wjk+1) be the inside probabilities spanning
wki rooted at B and w
j
k+1 rooted at C respectively.
Let r = A,wji → BC,wki wjk+1 be the rule which
composes wji from w
k
i and w
j
k+1, each one rooted
at A, B and C respectively.
The inside probability of rule r, pi(r), can then
be calculated as
pi(r) = ζrpi(B,w
k
i )pi(C,w
j
k+1). (18)
Let rA,i,k,j be the rule rooted at A spanning w
j
i
splitting at k such that i < k < j. We can now
calculate pi(A,wji ) by summing over all possible
splits between i, j.
pi(A,wji ) =
∑
i≤k<j
∑
rA,i,k,j∈R
pi(rA,i,k,j). (19)
Examining equations (15) and (16), we see that
we have reduced the problem of modeling p(W )
to modeling p(r), i.e. modeling the probability of
compositional rules and leaf nodes. In the next
section we carefully examine this problem. The
approach we follow here is similar to the one taken
in (Socher et al., 2010). We embed the words in a
vocabulary V in a latent space of dimension d, use
a compositional function f to build phrases in this
latent space and then build a probability distribu-
tion function p over the leaf nodes and composi-
tional rules.
3.3 Modeling the compositional probability
The input to our model is an array of integers, each
referring to the index of the word w in our vocab-
ulary V . As a first step, we project each word into
a continuous space using X , a d × |V | embed-
ding matrix, to obtain a continuous space vector
xi = X[i] corresponding to word wi.
A non terminal parent node pa is composed of
children nodes c1 and c2 as
pa = f
(
W
[
c1
c2
])
(20)
where W is a parameter with dimensions d × 2d
and f is a non-linear function like tanh or a sig-
moid. The probability distribution p(r) over rule
r ∈ Rt(W ) is modeled as a Gibbs distribution
p(r) =
1
Z
exp {−E(r)} (21)
where E(r) is the energy for a compositional rule
or a leaf node, and is modeled as
E(r) = g(uT pa). (22)
Here u is a scoring vector of dimension d×1 and g
is the identity function. From (20), (21) and (22),
the parameters α of p(r;α) are (u,X,W ).
In the next section we derive an approach for
parameter estimation. We achieve this by formu-
lating training as a maximum likelihood estima-
tion problem and estimating α by maximizing the
probability over the training set D.
4 Training
Let D be the set of training sentences. We can
write the likelihood function as
L(α;D) =
∏
Wd∈D
p(Wd;α). (23)
This leads to the negative log-likelihood objective
function
EML(α;D) = −
∑
Wd∈D
ln(p(Wd;α)). (24)
Substituting the definition of p(W ;α) from (5)
and p(W, t;α) from (14) in (24), we get
EML(α;D) = −
∑
Wd∈D
ln
 ∑
t∈T (Wd)
∏
r∈Rt(Wd)
ζr(α)

(25)
The formulation in equation (25) is very similar to
the standard expectation-maximization (EM) for-
mulation where the compositional tree t can be
seen as a latent variable.
4.1 Expectation Step
In the E-step, we compute the expected log-
likelihood Q(α;αold,W ) as follows.
Q(α;αold,W ) =
−
∑
t∈TG(W )
p(t|W ;αold) ln(p(t,W ;α)). (26)
Figure 3: Calculating β(B,wjk → CA,wi−1k wji ),
the outside probability of non terminal A span-
ningwji such that ruleB,w
j
k → C A,wi−1k wji was
used expand the subsequence to its left
Substituting p(t,W ) from (14) in (26), we can re-
write Q(α;W )2 as
Q(α;W ) =
−
∑
t∈TG(W )
p(t|W )
∑
r∈Rt(W )
ln(ζr(α)). (27)
We can simplify the expression further by taking
summations over the trees inside leading to the fol-
lowing expression
Q(α;W ) = − 1
p(W )
∑
r∈R
µ(r) ln(ζr(α)) (28)
where
µ(r) =
∑
t∈TG(W ):r∈Rt(W )
p(t,W ). (29)
The term µ(r) sums over all trees that contain rule
r and can be calculated using the inside term pi and
a new term—the outside term β. Before comput-
ing µ(r), let’s examine how to compute this out-
side term β.
Outside Algorithm: The Inside term pi(A,wji )
is the probability of A ∈ N spanning sub-
sequence wji . The Outside term β(A,w
j
i ) is just
the opposite. β(A,wji ) is the probability of ex-
panding S to sentence wni such that sub-sequence
wji rooted at A is left unexpanded. Similar to the
inside probability, the outside probability can be
calculated recursively as follows:
Base Case: As the complete sentence is always
rooted at S, β(S,wn1 ) is always 1. Moreover, as no
other non-terminal A can be the root of the parse
tree, β(A,wn1 ), A 6= S is zero.
2Henceforth we drop the term αold in all our equations for
the sake of brevity.
Recursive Definition: To compute β(A,wji ) we
need to sum up the probabilities both to the left
and right of wji . Let’s consider summing over the
left side span wi−11 . Figure 3 shows one of the
intermediate steps. Let β(rL) be the probability
of expanding subsequence wi−1k rooted at B using
rule rL = B,w
j
k → C A,wi−1k wji such that wji
rooted at A is left unexpanded.
We can write β(rL) in terms of its parent’s
outside probability β(B,wjk), left sibling’s inside
probability pi(C,wi−1k ) and ζrL as
β(rL) = ζrLpi(C,w
i−1
k )β(B,w
j
k). (30)
Similarly, on the right hard side of wji , we can cal-
culate β(rR) in terms of its parent’s outside proba-
bility β(B,wki ), rule rR = B,w
k
i → AC,wjiwkj+1
probability ζrR and inside probability of right sib-
ling pi(C,wkj+1) as
β(rR) = ζrRpi(C,w
k
j+1)β(B,w
k
i ). (31)
Let rA,k,i,j and rA,i,j,k be the rules spanning w
j
k
andwki such thatA spanningw
j
i is its left and right
child respectively. β(i, j, A) can then be calcu-
lated by summing rA,k,i,j and rA,i,j,k over all such
rules and splits, i.e.
β(A,wji ) =
i−1∑
k=1
∑
rA,k,i,j∈R
β(rA,k,i,j)
+
n∑
k=j+1
∑
rA,i,j,k∈R
β(rA,i,j,k). (32)
Now, let’s look at the definition of µ(rA,i,k,j).
Let rA,i,k,j be a rule rooted at A and span w
j
i .
pi(rA,i,k,j) contains probabilities of all the trees
that uses production rule rA,i,k,j in their deriva-
tion. β(A,wji ) would contain the probability of
everything except forA spanning wji . Hence, their
product contains the probability of all parse trees
that have rule rA,i,j in them, i.e. µ(rA,i,j).
4.2 Minimization Step
In the M step, the objective is to minimize
Q(α;αold) in order to estimate α∗ such that
α? = argmin
α
−
∑
r∈R ln(ζr(α))µ(r)
P (W )
. (33)
Substituting the definition of ζr(α) and the value
of p(r;α) from equation (21) and differentiating
Q(α;αold) w.r.t. to α, we get
∂Q
∂α
=
1
P (W )
∑
r∈R
{
µ(r)
∂E(r;α)
∂α
}
. (34)
Using the definition of the energy function from
(22), the partials ∂E∂u ,
∂E
∂W and
∂E
∂X are
∂E(r;u,W,X)
∂u
= g′(uT pa)pa, (35)
∂E(r;u,W,X)
∂W
= g′(uT pa)
∂pa
∂W
, (36)
and
∂E(r;u,W,X)
∂X
= g′(uT pa)
∂pa
∂X
. (37)
The derivatives ∂pa∂W and
∂pa
∂X can be recursively
calculated as follows:
∂pa/∂W: Base Case: For terminal node p, ∂pa∂W
is zero as there is no composition involved.
Recursive Definition: Let ∂c1∂W and
∂c2
∂W be the
partial derivatives of children c1 and c2 respec-
tively. The derivative of parent embedding pa can
then be built using ∂c1∂W and
∂c2
∂W as
∂pa
∂W
= f ′×
{
1j ◦
[
c1
c2
]
+W
[
∂c1
∂W
∂c2
∂W
]}
(38)
where ◦ is the Hadamard product.
∂pa/∂X: Base Case: Let xi be an embedding
vector in X . For a terminal node p, there are two
possibilities, either p is equal to xi or it is not. If
p = xi, ∂p∂xi is the identity matrix Id×d otherwise,
it is zero.
Recursive Definition: Let ∂c1∂xi and
∂c2
∂xi
be the
partial derivatives of children c1 and c2 respec-
tively w.r.t. xi. The derivative of the parent em-
bedding pa can be built using ∂c1∂xi and
∂c2
∂xi
as
∂pa
∂xi
= f ′ ◦W
[ ∂c1
∂xi
∂c2
∂xi
]
. (39)
4.3 Phrasal Representation
One of the inherent assumptions we made while
using the Inside-Outside Algorithm was that each
span has a unique representation. This is an im-
portant assumption because the states in the In-
side and Outside algorithms are these spans. A
Figure 4: Two different compositional trees forw31
leading to different phrasal representations.
distributed representation breaks this assumption.
To understand this, let’s consider a three word
sentence w31. Figure 4 shows possible deriva-
tions of this sentence. Embeddings for p{1{23}}
and p{{12}3} are different as they follow different
compositional paths despite both representing the
same phrase w31. Generalizing this, any sentence
or phrase of length 3 or greater would suffer from
the multiple representation problem due to multi-
ple possible compositional pathways.
To understand why this is an issue, let’s ex-
amine the Inside algorithm recursion. Dynamic
programming works while calculating pi(A,wji )
because we assume that there is only one possi-
ble value for each of pi(B,wki ) and pi(C,w
j
k+1).
As our compositional probability p(r) depends
upon the phrase embeddings, so multiple possible
phrase representations would mean multiple val-
ues for ζr leading to multiple inside probabilities
for each span. This can also be seen as breakage of
the independence assumption of CFGs, as now, the
probability of the parent node also depends upon
how it’s children were composed.
We restore the assumption by taking the ex-
pected value of phrasal embeddings w.r.t. its com-
positional inside probability pi(wji → wki wjk+1) 3
X(i, j) = Epi[X(i, k, j)]. (40)
With this approximation, the phrasal embedding
for w31 from Figure 4 is
X(1, 3) = p{1{23}}pi(w31 → w1w32)+
p{{12}3}pi(w31 → w21w3). (41)
This representation is intuitive as well. If com-
position structures for a phrase leads to multi-
3Inside probability of composition pi(wji → wki wjk+1) is
Inside rule probability pi(A,wji → BC,wki wjk+1) marginal-
ized for all non terminals
ple representations, then the best way to repre-
sent that phrase would be an average representa-
tion weighted by the probability of each compo-
sition. Now, with the context free assumption re-
stored, we can use the Inside-Outside algorithm
for efficient marginalization and training.
In the above three sections, we have highlighted
the inherent sequential tree assumption of the tra-
ditional models, proposed a compositional model
and derived efficient algorithms to compute p(W )
and to train the parameters. In the next section, we
look at how to evaluate our compositional model.
For this we use a recently proposed discriminative
metric Contrastive Entropy (Arora and Rangara-
jan, 2016) which doesn’t not require the explicit
computation of the partition function.
5 Evaluation
The most commonly used metric for benchmark-
ing language models is perplexity. Despite its
widespread use, it cannot evaluate sentence level
models like ours due to its word level model as-
sumption and reliance on exact probabilities. A re-
cently proposed discriminative metric Contrastive
Entropy (Arora and Rangarajan, 2016) fits our
evaluation use case perfectly. The goal of this new
metric is to evaluate the ability of the model to
discriminate between test sentences and their dis-
torted version.
The Contrastive Entropy, HC , is defined as the
difference between the entropy of the test sentence
Wn, and the entropy of the distorted version of the
test sentences Wˆn i.e.
HC(D; d) =
1
N
∑
Wn∈D
H(Wˆn; d)−H(Wn) (42)
HereD is the test set, d is the measure of distortion
andN , the number of words or sentences for word
level or sentence level models respectively.
As this measure is not scale invariant, we also
report Contrastive Entropy Ratio HCR w.r.t. a
baseline distortion level db i.e.
HCR(D; db, d) =
HC(D; d)
HC(D; db)
. (43)
5.1 Results
We use the example dataset provided with the
RNNLM toolkit (Mikolov et al., 2011b) for eval-
uation purposes. The dataset is split into training,
testing and validation set of sizes 10000, 1000 and
Figure 5: Contrastive entropy vs distortion levels
Model ppl 10% 20% 40%
3-gram KN 67.042 1.111 1.853 2.659
5-gram KN 66.641 1.107 1.846 2.652
RNN 65.361 1.322 2.231 3.227
cLM-25 - 2.818 5.252 8.945
cLM-50 - 2.833 5.441 9.179
Table 1: Contrastive entropy at distortion level
10%, 20% and 40%.
1000 sentences respectively. The training set con-
tains 3720 different words and the test set contains
206 vocabulary words. All reported values here
are averaged over 10 runs.
Figure 5 shows the monotonic increase in con-
trastive perplexity as the test distortion level in-
creases. This is in line with hypothesis that the
discriminative ability of a language model should
increase with the test set distortion levels.
Table 1 compares our language model to stan-
dard language modeling techniques. The n-gram
language models here use Kneser Ney (KN5)
smoothing and were generated and evaluated us-
ing the SRILM toolkit (Stolcke, 2002). The recur-
rent neural network language model (RNN) has a
hidden layer of size 400 and was generated using
the RNNLM toolkit. The compositional language
models (CLM) in Table 1 have latent space size of
25 and 50 and were trained using Adagrad (Duchi
et al., 2011) with an initial learning rate of 1 and
`2 regularization coefficient of 0.1. CLMs show
more than 100% improvement over RNNLM, the
best performing baseline model, across all distor-
tion levels. Table 2 confirms that CLM outper-
forms all the baseline models on entropy ratio and
isn’t impacted by scaling issues.
Model 20%/10% 40%/10%
3-gram KN 1.668 2.393
5-gram KN 1.667 2.395
RNN 1.688 2.441
cLM-25 1.864 3.174
cLM-50 1.921 3.240
Table 2: Contrastive entropy ratio at 20% and 40%
distortion with baseline distortion of 10%.
6 Conclusion
In this paper we challenged the linear chain as-
sumption of the traditional language models by
building a model that uses the compositional struc-
ture endowed by context free grammars. We for-
mulated it as a marginalization problem over the
joint probability of sentences and structure and re-
duced it to one of modeling compositional rule
probabilities p(r). To the best of our knowledge,
this is the first model that looks beyond the lin-
ear chain assumption and uses the compositional
structure to model the language. It is important
to note that this compositional framework is much
more general and the way this paper models p(r)
is only one of many possible ways to do so.
Also, this paper proposed a compositional
framework that recursively embeds phrases in a
latent space and then builds a distribution over
it. This provides us with a distributional language
representation framework which, if trained prop-
erly, can be used as a base for various language
processing tasks like NER, POS tagging and sen-
timent analysis. The assumption here is that most
of the heavy lifting will be done by the representa-
tion and a simple classifier should be able to give
good results over the benchmarks. We also hy-
pothesize that phrasal embeddings generated using
this model will be much more robust and will also
exhibit interesting regularities due to the marginal-
ization over all possible structures.
As the likelihood optimization proposed here
is highly non linear, better initialization, and im-
proved optimization and regularization techniques
being developed for deep architectures can further
improve these results. Another area of research is
to study the effects of the choice of compositional
functions and additional constraints on representa-
tion generated by the model and finally the perfor-
mance of the classification layer built on top.
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