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1 Introduction
One of the main challenges facing the particle-physics community to date is
the interpretation of LHC measurements on the basis of accurate and robust
theoretical predictions. The discovery of a Higgs-like particle in Summer
2012 [1,2] serves as a remarkable example of the level of detail and accuracy
that must be achieved in order to enable a discovery [3–5]. Signals for the
Higgs boson of the Standard Model (SM) are orders of magnitude smaller
than their backgrounds at the LHC, and they are determined by quantum
effects. Detailed calculations are therefore mandatory, and they will become
even more necessary as we further explore the Terascale at the full LHC
design energy.
Providing precise theoretical predictions has been a priority of the US
theoretical particle-physics community for many years, and has seen an un-
precedented boost of activity during the last ten years. With the aim of
extracting evidence of new physics from the data, theorists have focused on
reducing the systematic uncertainty of their predictions by including strong
(QCD) and electroweak (EW) effects at higher orders in the perturbative
expansion. This is particularly important as beyond Standard Model effects
are expected roughly at the TeV scale. Typical decay chains of potential
new particles would involve many decay products, several of which can be
massive. The SM backgrounds are complex processes which call for highly
sophisticated calculational tools in order to provide realistic predictions.
We have reached a time when no conceptual problems stay in the way of
breaking Next-to-Leading Order (NLO) perturbative QCD calculations into
standard modular steps and automate them, making them available to the
worldwide LHC community. The same is true for matching NLO calculations
and parton showers. It is implicit that automation will benefit greatly from a
unified environment in which calculations can be performed and data can be
exchanged freely between theorists and experimentalists, as well as from the
availability of adequate computational means for extensive multiple analyses.
We nowadays see the frontier of perturbative calculations for collider
phenomenology being both in the development and optimization of Next-
to-Next-to-Leading Order (NNLO) QCD calculations, sometimes combined
with EW corrections, and in the study of more exclusive signatures that re-
quires resummation of logarithmically enhanced higher-order corrections to
all orders. It is also conceivable that techniques for matching NNLO fixed-
order calculations to parton-shower simulations will be constructed in the
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near to mid-term future. In all cases, the availability of extensive compu-
tational resources could be instrumental in boosting the exploration of new
techniques as well as in obtaining very accurate theoretical predictions at a
pace and in a format that is immediately useful to the experiments.
2 Main results and recommendations
This workshop provided a framework for implementing higher order calcula-
tions in a standardized computing environment made available by DOE at
the National Energy Research Scientific Computing Center (NERSC) [6]. Re-
source requirements were determined for the calculation of important back-
ground and signal reactions at the LHC, including higher order QCD and
EW effects. Prototypical results have been summarized in a white paper [7].
Resource requirements are also listed in Tab. 1.
Different High Performance Computing (HPC) environments were tested
during this workshop and their suitability for perturbative QCD calcula-
tions was assessed. We find that it would be beneficial to make the national
HPC facilities ALCF [8], OLCF [9] and NERSC [6] generally accessible to
particle theorists and experimentalists in order to enable the use of exist-
ing calculational tools for experimental studies involving extensive multiple
runs without depending on the computer power and manpower available to
the code authors. Access to these facilities will also allow prototyping the
next generation of parallel computer programs for QCD phenomenology and
precision calculations.
The computation of NLO corrections in perturbative QCD has been au-
tomatized entirely. Resource requirements for NLO calculations determined
during this workshop can thus be seen as a baseline that enables phenomenol-
ogy during the LHC era. NNLO calculations are still performed on a case-
by-case basis, and their computing needs can only be projected with a large
uncertainty. It seems clear, however, that cutting edge calculations will re-
quire access to leadership class computing facilities.
The use of HPC in perturbative QCD applications is currently in an ex-
ploratory phase. We expect that the demand for access to HPC facilities will
continue to grow as more researchers realize the potential of parallel comput-
ing in accelerating scientific progress. Long-term support of senior personnel,
providing an interface between advanced computing research and application,
may be required to fully exploit the potential of new technologies. At the
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Type of calculation CPU hours per project projects per year
NLO parton level 50,000 - 600,000 10-12
NNLO parton level 50,000 - 1,000,000 5-6
Hadronic event generation 50,000 - 250,000 5-8
Matrix Element Method ∼ 200,000 3-5
Exclusive jet cross sections ∼ 300,000 1-2
Parton Distributions ∼ 50,000 5-6
Table 1: Summary of computing requirements for the projects in Sec. 4
same time, we expect growing demand for educating young researchers in
cutting edge computing technology. It would be highly beneficial to provide
a series of topical schools and workshops related to HPC in HEP. They may
be co-organized with experimentalists to foster the creation of a knowledge
base.
Large-scale distributed computing in Grid environments may become rele-
vant for perturbative QCD applications in the near future. This development
will be accelerated if Computing Grids can also provide access to HPC facili-
ties and clusters where parallel computing is possible on a smaller scale. The
Open Science Grid (OSG) [10] has taken first steps in this direction, and we
have successfully used their existing interface. The amount of training for
new users could be minimized if the OSG were to act as a front-end to the
national HPC facilities as well as conventional computing facilities.
3 Technology review
Most state-of-the art perturbative QCD calculations are performed using
Monte-Carlo (MC) methods. The advantage of this technique is the dimension-
independent 1/
√
N convergence of the integral (where N denotes the number
of sample points, or events, used in the integration), and the possibility to
generate events with kinematics distributed according to the integrand itself.
A further advantage is that the calculation can be parallelized trivially, by
generating multiple sets of events with different random seeds and combin-
ing them. This possibility is exploited by experiments when running Monte
Carlo event generators on the Worldwide LHC Computing Grid [11].
4
3.1 Parallel computing using MPI
Typical event generators need an initialization phase. During this stage, the
a priori weights of adaptive MC algorithms like VEGAS [12] or the Multi
Channel [13] are optimized for the particular calculation of interest. True
parallel computing on tightly coupled systems is highly advantageous in this
phase in order to quickly exchange data needed for the optimization between
different compute nodes.
The benefits of Message-Passing-Interface (MPI) parallelization in this
context has been assessed during this workshop by implementing MPI com-
munication into a representative Monte-Carlo event generation framework.
Similar strategies can be employed in other programs. For the purpose of this
study we have chosen the parton-level event generator BlackHat+Sherpa [14–
16]. On the Cray XE6
TM
System “Hopper” at NERSC we observe strong
scaling up to 1,024 cores. This makes it possible to attempt calculations
considered prohibitively time-consuming previously, and has been used in
the computation of pp→ W±+5 jets at NLO [17].
3.2 Parallel computing using multi-threading
In addition to MPI, multi-threading can be used to reduce the memory foot-
print of executables on large-scale parallel computing systems, which cur-
rently often suffer from a small memory per compute core. In this case,
executables can be designed such that various independent parts of the cal-
culation, like the evaluation of hard matrix elements and the corresponding
phase space, are performed in parallel.
Multi-threading can also be used efficiently in recursive algorithms to
compute matrix elements [18] and phase space weights [19]. This has been
implemented and tested in various event generators previously [20, 21]. In
the context of this workshop we found that parallelization using MPI can be
more efficient than multi-threading, as it scales with the number of nodes,
while multi-threaded applications are limited by the number of compute cores
on a single machine. Hybrid approaches are very promising.
3.3 Parallel computing using accelerators
Several algorithms have been proposed, which allow to accelerate the calcu-
lation even further using GPUs [21–23]. Proof-of-concept implementations
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n-gluons integration generation
(BASES) (SPRING)
0 95 24
1 84 44
2 67 70
3 39 >1000
4 18 n.a.
Table 2: Ratios of total execution times of CPU and GPU programs for MC
integration and parton-level event generation in ud¯ → W+ + ngluons with
BASES/SPRING [24]. We used an NVidia Tesla C2075 GPU with CUDA
TM
4.2 and an Intel R© Core i7 2.67 GHz.
of these methods have shown great potential and may be used on a larger
scale in the near future.
For the purpose of this study we use a GPU-implementation of a ud¯ →
W+ + n gluons tree-level calculation [23] as the benchmark process. Table 2
shows ratios of total execution times between CPU and GPU programs for
MC integration and parton-level event generation with BASES/SPRING [24].
We parallelized the event generation in the sense that multiple phase-space
points are produced at the same time, in a load balanced approach between
the different CUDA kernels. The CPU program was not parallelized, hence
the numbers shown in Tab. 2 are indicative only of the gain when using GPUs
alone. Newer GPU architectures should further enhance performance.
We have also tested MPI communication on an Intel R© Xeon Phi
TM
copro-
cessor, which was made available to us by CERN OpenLab [25]. The clock
frequency of its compute cores was 1.238 GHz, and the total memory of the
system was 16 GB. The total number of compute cores was 244 (61×4). We
find that the execution speed of the executable can be reduced, depending on
the complexity of the problem. In simple MPI mode we observe strong scal-
ing up to about 32 coprocessor cores. The ratio of computation time when
run on a single coprocessor core, compared to a single CPU core ranges from
4.67 for e+e− → 2jets over 7.52 for e+e− → 4jets to 19.2 for pp→ W±+5jets.
It therefore seems more promising to use the coprocessor in offload and multi-
threaded mode, rather than as an additional many-core processor. Current
limitations in this context are entirely due to the structure of our executable,
which has not yet been optimized for coprocessors. Substantially higher gain
may therefore be expected in the future.
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Developments for the application of GPUs and coprocessors to more com-
plex and time consuming problems are ongoing. Massively parallel computa-
tions using accelerators will likely become an important technique for pertur-
bative QCD calculations and should be combined with other HPC methods.
3.4 Suitability of existing HPC resources
During this workshop, several HPC resources under supervision of the U.S.
Department of Energy (DOE) were made available for tests of automated
NLO calculations and Monte-Carlo event generators. We have benchmarked
code performance at the following three facilities:
- Cray XE6
TM
“Hopper” at NERSC [6]
24 AMD Opteron
TM
2.1 GHz cores per node (153,216 total cores)
32/64 GB RAM per node (6,000/384 nodes)
Cray Gemini 3D Torus Network
- Cray XK7
TM
“Titan” at OLCF [9]
16 AMD Opteron
TM
2.2 GHz cores per node (299,008 total cores)
32 GB RAM per node (all nodes)
NVidia R© K20 GPU accelerators (18,688 total GPUs)
Cray Gemini 3D Torus Network
- IBM R© BlueGene R©/Q test system “Vesta” at ALCF [8]
16 1.6 GHz PowerPC R© A2 cores per node (32,768 total cores)
16 GB RAM per node (all nodes)
IBM 5D Torus Network
The two Cray systems resemble standard Linux environments, which
makes porting of existing codes convenient. Standard software like the GNU
compiler collection is available on all three systems. It was used for compiling
our benchmark applications. It is to some extent simpler to test and debug
code on the Cray architecture, as the environment includes interactive nodes
which run a full fledged Linux kernel.
We found that runtimes for the BlackHat+Sherpa event generator are
identical to within 5% on a Hopper node and on a Titan node. On these
systems we have tested weak scaling up to 8,192 nodes and shown strong
scaling up to 1,024 nodes. These numbers are not necessarily representative
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for other applications, and they strongly depend on the process under con-
sideration. It is likely that they will improve substantially over the next few
years.
During our tests on Vesta we encountered a larger I/O latency, which
could be fatal for applications designed to perform I/O operations on a per-
node basis. The lower clock frequency of the IBM BlueGene R© system does
not allow direct comparisons between single compute cores on Vesta and the
two Cray machines. In order to reduce turnover time, parallel codes would
be favored strongly. To achieve similar performance in our benchmark, the
number of compute cores had to be increased by a factor 2.2 compared to
Hopper and Titan. However, the large number of cores on the test system
Vesta and the corresponding production system Mira (786,432 total cores)
may compensate this. We have tested weak scaling up to 16,000 cores on
Vesta.
3.5 Suitability of the Open Science Grid
We have tested the performance of Monte-Carlo event generation frame-
works (both parton-level and particle level) on the Open Science Grid [10,26].
We found excellent usability, combined with very strong user support. The
Condor-based glidein Workflow Management System, used by OSG, proved
to be a very convenient tool for Monte Carlo event production as larger jobs
can easily be split into multiple subjobs.
In this manner we have carried out a Standard Model background study
for Supersymmetry searches in the phenomenological MSSM within several
days. The project required the use of 150,000 CPU hours and produced
∼1 TB of data. We used custom scripts to transfer the data from each worker
node to the Storage Element (SE) at the site where the job ran. Later we
transferred the data from the SEs to SLAC. We have started looking into
using the OSG public storage service to automate this data handling.
We have explored MPI parallelization on the OSG by running small-scale
HPC jobs. The number of cores accessible through the system is currently
limited to the maximum number of cores per node (between 4 and 64). It
will be highly beneficial to break this limitation in the future and provide
access to larger HPC facilities through the OSG as a common interface. This
will reduce the training requirements for new researchers entering the field,
who want to make use of both, large-scale distributed computing as well as
HPC.
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4 Resource requirements
One of the aims of this workshop has been to provide a quantitative estimate
of the computational resources needed to continue and expand the scientific
program of the theory community working at providing phenomenological
predictions for the LHC experiments. In this section we summarize the re-
sults obtained in this context. The discussion focuses on three main building
blocks: higher order QCD and EW corrections to the parton level cross sec-
tions, parton distribution functions, and event generators.
4.1 Higher-order perturbative calculations
Collider events with large final-state particle multiplicity, and in particu-
lar with many jets, constitute the main backgrounds to many new physics
searches. The need to describe such events with the best possible theoret-
ical precision has triggered substantial improvements in NLO calculations.
On the one hand, Monte-Carlo programs have become available, which can
compute all but the virtual corrections at NLO automatically and generate
parton-level events. On the other hand, “One-Loop Providers” (OLP) have
emerged, programs that efficiently compute the one-loop amplitudes enter-
ing the virtual corrections [14,27–31]. Combination of the two developments
yields powerful and fully automated tools for LHC phenomenology. Hence,
a standard was proposed in 2009 to combine MC and OLP in a unified man-
ner [32], which is used by all major projects.
Table 3 shows CPU and storage requirements for typical NLO calcula-
tions required for LHC phenomenology. The numbers assume at least one
cross-check of the result to be performed with an entirely independent run,
and they include all parts of the NLO calculation. The calculation is re-
quired to reach a Monte-Carlo uncertainty which makes the comparison with
experimental measurements meaningful, see the references for details. All
numbers provided include cross section calculations and the production of
event samples, which are stored in Root [38] NTuple format and analyzed to
produce the histograms shown in the respective publications.
NLO accuracy has been recently reached also in techniques like the matrix-
element method, which efficiently separates signal and background events in
searches at the LHC [39]. The increased precision will greatly enhance the
potential of analyses focused on, for example, Higgs boson decays into WW
pairs, but it requires substantially larger computing power compared to anal-
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Process Ref. Requirements
CPU [core h] Storage [GB]
pp→ W± + 5jets [17] 600,000 1,500
pp→ W± + 4jets [33] 100,000 200
pp→ Z + 4jets [34] 200,000 200
pp→ Z + 3jets [35] 50,000 100
pp→ 4jets [36] 200,000 150
Table 3: CPU and Storage requirements for calculations on the list of im-
portant processes identified during the LesHouches series of workshops [37].
Numbers assume cross-checks using at least two independent runs to guaran-
tee the correctness of results and are reported for AMD Opteron
TM
processors
running at 2.1 GHz. Storage requirements are reported for Root NTuple files
which can be used to replicate the entire event analysis.
Process Ref. Requirements CPU clock
CPU [core h] [GHz]
pp→ W/Z [40, 41] 50,000 2.67
pp→ H [42] 50,000 2.67
pp→ tt¯ [43, 44] 1,000,000 2.27
pp→ jets (g only) [45] 85,000 2.20
pp→ H+jet (g only) [46] 500,000 2.67
Table 4: Summary of computing requirements for NNLO calculations. Num-
bers were obtained on Intel R© Xeon R© CPU’s with varying clock frequency
and are therefore not directly comparable.
ogous LO techniques. Indeed, in addition to unobserved kinematic variables
in the event, at NLO one must integrate over the extra degrees of freedom
corresponding to emission of real radiation. Including integration over de-
tector response functions and experimentally unobserved variables, this is
equivalent to performing an entire cross section calculation for each event
included in the analysis. Studying the existing pp → H → WW candi-
date events in the 20 fb−1 LHC data set requires 200,000 CPU hours in this
approach.
The precision being achieved in numerous benchmark measurements at
the LHC is imposing ever-increasing demands upon theoretical predictions.
NLO QCD calculations are no longer sufficient to match the level of accuracy,
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for example, in measurements of W- and Z-boson properties. Perturbative
QCD calculations at the NNLO, sometimes combined with NLO electroweak
corrections, have become available in numerical programs like FEWZ [41,47,
48] and FEHiP [42], and will become available for several other benchmark
processes, including top-quark pair production [43, 44] and Higgs plus jet
production [46] in the near future. A summary of current requirements is
given in Tab. 4.
Some programs like FEWZ are specifically designed to run in high through-
put mode on parallel computing systems. The NNLO QCD corrections are
thereby split into independent regions according to their underlying singu-
larity structure, and are integrated independently on separate grids. In this
manner, a full comparison with measurements of the d2σ/dM/dY distribu-
tion in lepton-pair production divided into 150 bins requires approximately
50,000 CPU hours on Intel R© Xeon R© 2.67 GHz CPUs. New subtraction
schemes that provide a framework for NNLO calculations to arbitrarily-
complicated processes also rely upon a splitting of the final-state phase
space [49,50].
Cutting-edge NNLO calculations that have recently become available,
like top-quark pair production [43, 44], jet production [45] and Higgs plus
jet production [46], are much more demanding in terms of computational
resources, as can be seen in Table 4. Due to the increased demand for NNLO
predictions, we can expect substantially larger computing resources to be
needed in the near future. At the same time, the development and adoption
of standard techniques that are optimized to provide public NNLO codes, is
still very preliminary. As a result, the numbers in Table 4 have been obtained
using different methods and with the goal to reach a theoretical accuracy
that could efficiently compare with experiments. This makes the estimate of
needed computational resources, for the time being, very process/calculation
dependent. The access to HPC facilities will shorten this exploratory phase
and will allow a more rapid convergence towards the selection of efficient
techniques to be implemented in a broad range of future NNLO calculations.
While fixed-order perturbative QCD calculations can predict inclusive jet
observables very well, they cannot be applied to the analysis of exclusive jet
bins due to the reduced accuracy associated with a veto on the transverse
momentum of real emissions. Resummed calculations are required in this
context, which have been in the focus of interest recently due to their impor-
tance in the W+W− decay channel of the Higgs boson. They require com-
putational resources to run publicly available software for NLO and NNLO
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cross section calculations in order to numerically extract coefficients needed
for the resummation, and also in order to match to the fixed-order result.
Such studies have been performed for Higgs plus jet cross sections on the
Carver cluster at NERSC (Intel R© Xeon R© CPU at 2.67 GHz) and required
approximately 300,000 CPU hours [51]. The demand for similar predictions
is rising.
4.2 Parton Distribution Functions
Uncertainty in parton distribution functions (PDFs) constitutes the leading
theoretical uncertainty in many collider processes. It needs to be reduced to
realize the potential of multi-loop calculations for QCD hard cross sections.
Computing needs of the future PDF analysis will be determined by a
number of trends. First, implementation of fast NLO and NNLO computa-
tions using the methods of ApplGrid [52] and FastNLO [53] will speed up
PDF fits. These methods replace point-by-point K-factor lookup tables that
have been used in PDF fits to rapidly estimate higher-order radiative con-
tributions with some loss in the accuracy. Without fast computations or K
factor tables, the CPU time needed for fitting the PDFs increases by 1-2
orders of magnitude.
Second, many numerical approximations in the computation of QCD cross
sections that speed up the current PDF analyses will need to be eliminated in
the future to match the accuracy of the NNLO and N3LO hard cross sections.
The global PDF analysis involves repetitive minimization, integration,
and interpolation in the space of many parameters. The CPU time expenses
for every such step will need to be raised by up to an order of magnitude,
leading to nonlinear growth in the CPU time spent on the whole fit.
For example, in the current CTEQ and nCTEQ fits, scattering cross sec-
tions are computed with numerical accuracy below a fraction of percent. A
typical recent study, such as production of CT10 eigenvector sets, nCTEQ
nuclear PDF sets, or investigation of charm mass dependence in the PDF
analysis [54–56], required 3,000-10,000 CPU hours for 20-30 PDF parame-
ters and using the K factor tables or fast (N)NLO cross sections. This time
is spent on finding the parametrizations of PDFs describing the data, ex-
ploring the PDF parameter space in order to determine uncertainties in the
PDF parameters, and validating the results. Higher accuracy and more free
parameters and fitted processes can quickly increase the CPU time demands,
possibly by a factor 5-10 in the foreseeable future.
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Process Njet Ref. CPU [core h]
NLO LO
pp→ W± + jets ≤2 ≤4 [57] 100,000
pp→ h+ jets ≤2 ≤3 [58] 150,000
pp→ tt¯+ jets ≤1 ≤2 [59] 250,000
pp→ lν¯ l¯′ν ′ ≤1 ≤2 [60] 50,000
Table 5: Computing requirements for NLO-merged predictions in various
benchmark processes, using the Sherpa event generator. Numbers assume
cross-checks using at least two independent runs to guarantee the correctness
of results.
4.3 Particle level event generators
Fully exclusive event generators [61] are a crucial tool to compare theoretical
calculations to experimental observables including realistic experimental cuts
and detector resolution effects. There has been a large effort worldwide to in-
crease the precision of the theoretical calculations these generators are based
on, typically by including information from fixed order perturbation theory
at NLO. The two matching methods MC@NLO [62] and POWHEG [63],
which allow to combine NLO calculations with parton showers, provide the
theoretical basis. In addition, three different methods have been introduced
recently to combine multiple NLO-matched calculations for varying jet mul-
tiplicity with each other. They produce inclusive event samples, which can be
reduced to NLO-accurate predictions at arbitrary jet multiplicity [57,64,65].
Such calculations are very demanding, since they rely on NLO calculations
as an input to the simulation. The challenge of performing these NLO calcu-
lations at high multiplicity can be appreciated by inspecting Tab. 3. Table 5
lists some exemplary computing requirements for the most challenging cal-
culations performed with MC event generators.
The Monte-Carlo framework Geneva [66] aims to go further and im-
prove the formal accuracy of the resummation of large logarithms, which
are typically only resummed at leading or next-to-leading logarithmic or-
der by the parton shower. Geneva also allows the combination of multiple
NLO calculations with each other. The validation of the first results in
e+e− →hadrons [66] required of the order of 200,000 CPU hours. CPU time
at the same order of magnitude is being used for the validation of results in
hadronic collisions [67].
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An important aspect in the construction of event generators is the vali-
dation for new types of processes [68], the preparation of public releases and
their tuning [69]. All three aspects require substantial computing resources.
Typically, of the order of 50,000 CPU hours are spent for a full set of tests
of the generator. The tuning process involves substantially more resources,
typically 150,000 - 300,000 CPU hours.
5 Conclusions
Groups of particle theorists at both US universities and DOE laboratories
have been playing a leading role in each of the research areas outlined in this
report. To keep their impact and momentum at a time when the LHC is
putting both precision SM studies and broad studies of physics beyond the
SM at high demand, these groups will need to have access to extensive com-
puting resources that could, to some extent, efficiently be provided within
the framework of national supercomputing facilities. At the same time, local
resources must remain available for prototyping and testing of new applica-
tions.
We see two major benefits arising from the use of HPC facilities. First,
a variety of existing calculations/software can be made public within a com-
mon well-tested framework, and in this way can be used for experimental
studies involving extensive multiple runs without depending on the com-
puter power and manpower available to their authors. At the same time,
new sophisticated calculations can fully exploit the technological advantage
of the facility to provide cutting-edge results that would not otherwise be
within reach. Specific examples of both uses have been given in this report.
Local computing resources provide a steady basis for small-scale test-
ing as well as prototyping and development of new calculations. Efficient
code development can only be guaranteed in an environment which allows
unrestricted access to computing time, which is often possible only with a
resource partially or entirely under the management of the researcher and
its home institution. However, temporarily idle resources could efficiently
be harvested by the Open Science Grid and thus made available to other
researchers nationwide.
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