Finding a delay constrained least-cost path in a directed graph is a fundamental issue for quality of service provisioning in communication networks. Recently Feng and Turkay proposed a hybrid algorithm which uses a heuristic approach to boost the average performance of a well known approximation algorithm. In this paper we provide extensive simulation results to show that the hybrid algorithm runs significantly faster than the approximation algorithm, often by one or two orders of magnitude.
Introduction
Given a network represented by a directed graph G(V, E), where V is the set of nodes, E is the set of edges, n = |V | and m = |E|, the problem for finding the shortest path between a pair of nodes subject to a set of additive constraints is a fundamental issue of dynamic quality of service (QoS) provisioning [1] . When only one constraint is considered, the problem to be solved is the well known delay constrained least cost (DCLC) routing problem [2] or the restricted shortest path (RSP) problem [3] , which is NP-complete. During the past two decades, numerous solutions have been proposed, and they can be put into two broad categories, approximation algorithms [1] [2] [3] [4] [5] and heuristic methods [6] [7] [8] [9] [10] . The reader can find a more complete literature review in [1] or [2] .
Approximation algorithms have provable worst-case performance. For instance, Hassin's algorithm [3] finds a solution whose cost is no more than (1 ) OPT + ε , where OPT is the optimal solution cost, and has a worst-case running time of . Xue et al. [2] proposed an algorithm that runs in 1 O( mn(log log log n / )) + ε worst-case time, which is the best known result to date. In contrast, for most heuristic methods such as TAMCRA [6] and H_MCOP [7] , their worst-case performance (for either execution time or solution cost, or both) is usually undetermined. However, they have been proved through simulations to work very well in practice in the sense they have a low average-case time complexity and can achieve a high probability of finding optimal or feasible solutions.
Motivated by these observations, Feng and Kokmaz recently proposed a hybrid algorithm [11] which uses a heuristic approach to boost the average performance of the approximation algorithm proposed by Xue et al. [2] . It has been theoretically showed that the hybrid algorithm not only provides guaranteed worst-case performance, but significantly reduces the average running time of Xue's algorithm.
The intention of this paper is to provide an extensive experimental evaluation on the hybrid algorithm, including experimenting with the most challenging instances.
The rest of this paper is organized as follows. We first give a formal definition of the DCLC problem in Section II, and then briefly review the hybrid algorithm in Section III. The simulation results are presented in Section IV, followed by concluding remarks in Section V.
Definitions and Notation
Given a directed graph G(V, E), we assume each edge , st ∀ path q satisfying (1). Path p is called the optimal solution. As t − path q only satisfying the delay constraint is called a feasible solution.
The Hybrid Algorithm
Xue's algorithm is essentially a two-step procedure. It first finds an upper bound h B′ and lower bound l B′ (of the optimal cost) such that the ratio / h l B B ′ ′ is less than a constant value (e.g., 4). Then, an exact algorithm is used to reach the required approximation. With Xue's algorithm, both steps (reducing the ratio and achieving approximation) rely on Joksch's dynamic programming algorithm [12] .
The hybrid algorithm proposed in [11] first finds an initial value for each of these two bounds, denoted by B h and B l , respectively. This is done by simply setting B h = c(p d ) and B l = c(p c ), where p d and p c are the least-delay (LD) and the least-cost (LC) paths, respectively. If B h /B l > n, then Lorenz's technique [4] is used to reduce the ratio to below n. After that a heuristic procedure HRSP is invoked to further reduce the upper bound. If the ratio between these bounds is already below 1+ ϵ, the algorithm can be terminated. Otherwise, Joksch's algorithm is used to achieve the required approximation. We summarize this algorithm as follows (the reader is referred to [11] for details): 2
where the error function 
Performance Evaluation
In this section we provide extensive simulation results with various settings. All experiments were done on a 3.4-GHz Core i7 PC with 12 GB RAM running a Linux system. Given a weighted network, we only selected instances that are statistically hard to solve to optimality with the Applied Mechanics and Materials Vols. 719-720 785
following criterion:
where Avg c and Avg d are the average edge cost and the average edge delay, respectively. Results on barabási networks. We first present the results with the topologies generated by the BRITE [14] tool using the barabási model [15] . The edge weights are uniformly distributed on [1, 1000] , and the delay upper bound for each instance is set to D = d (p c )-1, which ensures p c is not a feasible path. For each tuple n and m/n, 20 topologies were used and 500 instances on each weighted topology were selected. 
Materials and Engineering Technology
With the results shown in Tables I -III , the ratio =T Xue /T New is the speedup ratio, where T Xue and T New are the average CPU times (in seconds) needed to solve a single instance by Xue's algorithm and the hybrid algorithm, respectively. Table I shows how the CPU time varies with the network size when the edge/node ratio m/n = 20. Note that two sets of results are given, one with ϵ = 0.5 and the other with ε = 1. T Xue for n = 8192 is not given as Xue's algorithm ran out of memory. Table II presents the results on networks with a fixed size n = 1024 and a varying m/n ratio. Table III shows how the CPU time changes with on networks of two different sizes.
Verification of average-case analysis. Given a set of instances, we can calculate the actual µ and σ of the bounds. Denoting by p the actual percentage of instances for which the approximation scheme of the hybrid algorithm is called, we next verify that the effect of ϵ and µ σ on p roughly matches Eq. (1) in the sense that the increase of the or µ σ value will correspond to the decrease of p . (According to Eq. (1), the increase of ϵ or µ σ will make the erf ( ) function to increase, causing p to decrease.) Table IV shows ˆp versus with the cost weights distributed on different intervals (the delay weight interval remains unchanged). Note that with a given interval, ˆp significantly decreases with ϵ. In addition, with a given set of values for n and ϵ, ˆp roughly decreases with the four sets of intervals (in the order as listed in the table). This matches the effect of µ σ as we notice that the µ σ values (computed with all instances for each set of experiment) increase in the same order. In the case with n = 1024, the µ σ values are 3.08, 3.09, 3.31 and 3.52, respectively, and for n = 4096, they are 3.12, 3.13, 3.56 and 3.67, respectively.
Results on Waxman Topologies. We have conducted similar experiments using Waxman topologies [16] . The results are presented in Tables V -VIII. Note that similar speed-up ratios were achieved. With the results in Table VIII, Results on Grid Networks. Carlyle et al. [17] identified some hard instances on grid networks, with which the weights on vertical edges are distributed on [1, 10] and on horizontal edges they are on [80, 100]. If s and t are set to the opposite corners of the grid, these weights often require a feasible/optimal path to travel many vertical edges before taking a horizontal edge, and because grid networks have a diameter of n (versus log n for random topologies), the optimal solutions for these instances usually include a significant large number of edges.
We tested the hybrid algorithm and Xue's algorithm with these hard instances on different sizes of grid networks. For each size of network, we generated 20 sets of random weights, and for each set of weight, 500 instances were chosen. The delay upper bound
, which usually makes the instance very hard to solve to optimality [17] . Our results are shown in Table IX , where a and b are the grid's width and length, respectively. Note that the achieved speed-up ratios are also within one or two orders of magnitude.
The result indicates that that an instance hard to find the optimal solution is not necessarily hard to find an ϵ-approximation solution by the hybrid algorithm. To understand the reason, we list in Table X the statistical values of ˆp with ϵ set to [0.2, 1] for four sizes of networks. Note that the approximation scheme in the hybrid algorithm was barely called even when ϵ = 0.2. To further understand how ˆp may change with different weight distribution intervals, we performed similar experiments used to evaluate the other two types networks. Table XI shows the results with different cost intervals (delay interval remains to be [1, 1000] ). Note the chance of calling the approximation scheme is higher, although it drops very quickly with ϵ. The µ σ ratios corresponding to the experiments in Table XI 
Conclusion
In constrained shortest path routing, we often need a DCLC algorithm with both a guaranteed worst-case performance and a low average-case complexity. Existing approximation algorithms usually require a high average running time. In this paper we analyzed the average complexity of the hybrid scheme proposed in [11] based on experiments on different types of networks with various settings, and verified that it is significantly faster than the best known approximation scheme, often by orders of magnitude.
