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Abstract
New properties of q-ary cyclotomic cosets modulo n = qm − 1, where
q ≥ 3 is a prime power, are investigated in this paper. Based on these
properties, the dimension as well as bounds for the designed distance of
some families of classical cyclic codes can be computed. As an application,
new families of nonbinary Calderbank-Shor-Steane (CSS) quantum codes
as well as new families of convolutional codes are constructed in this work.
These new CSS codes have parameters better than the ones available in
the literature. The convolutional codes constructed here have free distance
greater than the ones available in the literature.
keywords : cyclotomic cosets; BCH codes; CSS construction
1 Introduction
Properties of cyclotomic cosets are extensively investigated in the literature
in order to obtain the dimension as well as lower bounds for the minimum
distance of cyclic codes [23, 22, 24, 30, 33, 34]. Such properties were useful
to derive efficient quantum codes [6, 31, 5, 32, 12, 2, 3, 13, 14, 15, 20]. In
[24], the authors explored properties of binary cyclotomic cosets to compute the
ones containing two consecutive integers. In [30, 33, 34], properties of q-ary
cyclotomic cosets (q-cosets for short) modulo qm−1 were investigated. In [2, 3],
the authors established properties on q-cosets modulo n, where gcd(n, q) = 1, to
compute the exact dimension of BCH codes of small designed distance, providing
new families of quantum codes. Additionally, they employed such properties to
show necessary and sufficient conditions for dual containing (Euclidean and
Hermitian) BCH codes. Recently, in [13, 15, 20], the author has investigated
properties of q-cosets as well as properties of q2-cosets in order to construct
several new families of good quantum BCH codes.
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Motivated by all these works, we show new properties of q-cosets modulo
n = qm − 1, where q ≥ 3 is a prime power. Since the nonbinary case has
received less attention in the literature, in this paper we deal with nonbinary
alphabets. As was said previously, these properties allow us to compute the
dimension and bounds for the designed distance of some families of cyclic codes.
Since the true dimension and minimum distance of BCH codes are not known
in general, this paper contributes to this research. As an application of these
results, we construct families of new Calderbank-Shor-Steane (CSS) quantum
codes (i.e., CSS codes with new parameters; codes with parameters not known
in the literature) as well as new families of convolutional codes. These new CSS
codes have parameters given by
• [[q2 − 1, q2 − 4c+ 5, d ≥ c]]q,
where 2 ≤ c ≤ q and q ≥ 3 is a prime power;
• [[n, n− 2m(c− 2)−m/2− 1, d ≥ c]]q,
where n = qm − 1, q ≥ 3 is a prime power, 2 ≤ c ≤ q and m ≥ 2 is even;
• [[n, n−m(2c− 3)− 1, d ≥ c]]q,
where n = qm − 1, q ≥ 3 is a prime power, m ≥ 2 and 2 ≤ c ≤ q.
The new convolutional codes constructed here have parameters
• (n, n− 2q + 1, 2q − 3; 1, dfree ≥ 2q + 1)q,
where q ≥ 4 is a prime power and n = q2 − 1;
• (n, n− 2q, 2q − 4; 1, dfree ≥ 2q + 1)q,
where q ≥ 4 is a prime power and n = q2 − 1;
• (n, n− 2[q+ i], 2[q− 2− i]; 1, dfree ≥ 2q+ 1)q, where 1 ≤ i ≤ q − 3, q ≥ 4
is a prime power and n = q2 − 1;
• (n, n− 2q + 1, 1; 1, dfree ≥ q + 2)q,
q ≥ 4 is a prime power and n = q2 − 1;
• (n, n− 2q + 1, 2i+ 1; 1, dfree ≥ q + i+ 3)q,
1 ≤ i ≤ q − 3, q ≥ 4 is a prime power and n = q2 − 1.
The paper is organized as follows. In Section 2, we review some basic con-
cepts on q-cosets and cyclic codes. In Section 3, we present new results and
properties of q-cosets. In Section 4, by applying some properties of q-cosets
developed in the previous section, we compute the dimension and lower bounds
for the minimum distance of some families of classical cyclic codes. Further, we
utilize these cyclic codes to construct new good quantum codes by applying the
CSS construction. In Section 5, we utilize the classical cyclic codes constructed
in Section 4 to derive new families of convolutional codes with greater free dis-
tance. Section 6 is devoted to compare the new code parameters with the ones
available in the literature and, in Section 7, a summary of the paper is given.
2
2 Background
In this section, we review the basic concepts utilized in this paper. For more
details we refer to [23].
Notation. In this paper Z denotes the ring of integers, q ≥ 3 denotes a prime
power, Fq is the finite field with q elements, α denotes a primitive element of
Fqm , M
(i)(x) denotes the minimal polynomial of αi ∈ Fqm and C⊥ denotes the
Euclidean dual of a code C. We always assume that a q-coset is considered
modulo n = qm−1. The notation m = ordn(q) denotes the multiplicative order
of q modulo n.
Recall that a q-coset modulo n = qm − 1 containing an element s is defined
by Cs = {s, sq, sq2, sq3, . . . , sqms−1}, where ms is the smallest positive integer
such that sqms ≡ s mod n. In this case, s is the smallest positive integer of the
coset. The notation C[a] means a q-coset containing a, where a is not necessarily
the smallest integer in such coset.
Theorem 2.1 (BCH bound) Let C be a cyclic code with generator polynomial
g(x) such that, for some integers b ≥ 0, δ ≥ 1, and for α ∈ Fqm , we have
g(αb) = g(αb+1) = . . . = g(αb+δ−2) = 0, that is, the code has a sequence of δ−1
consecutive powers of α as zeros. Then the minimum distance of C is, at least,
δ.
A cyclic code of length n over Fq is a BCH code with designed distance
δ if, for some integer b ≥ 0, we have g(x) = l. c.m.{M (b)(x),M (b+1)(x), . . .,
M (b+δ−2)(x)}, i.e., g(x) is the monic polynomial of smallest degree over Fq hav-
ing αb, αb+1, . . . , αb+δ−2 as zeros. From the BCH bound, the minimum distance
of BCH codes is greater than or equal to their designed distance δ. If C is a
BCH code then a parity check matrix is given by
HC =


1 αb α2b · · · α(n−1)b
1 α(b+1) α2(b+1) · · · α(n−1)(b+1)
...
...
...
...
...
1 α(b+δ−2) · · · · · · α(n−1)(b+δ−2)

 ,
by expanding each entry as a column vector with respect to some Fq-basis B of
Fqm over Fq, where m = ordn(q), after removing any linearly dependent rows.
The rows of the resulting matrix over Fq are the parity checks satisfied by C.
Let B = {b1, . . . , bm} be a basis of Fqm over Fq. If u = (u1, . . . , un) ∈ Fnqm
then one can write the vectors ui, 1 ≤ i ≤ n, as linear combinations of the
elements of B, i.e., ui = ui1b1 + . . . + uimbm. Let u(j) = (u1j , . . . , unj) ∈ Fnq ,
where 1 ≤ j ≤ m. Then, if v ∈ Fnq , one has v · u = 0 if and only if v · u
(j) = 0
for all 1 ≤ j ≤ m.
3
3 New properties of cosets
In this section we explore the structure of q-cosets in order to obtain new prop-
erties of them. As it is well known, the knowledge of the structure (cardinality,
disjoint cosets and so on) of cyclotomic cosets provide us conditions to com-
pute the dimension and the (lower bounds for) minimum distance of (classical)
cyclic codes. These two parameters of cyclic codes are not known in general in
the literature. Therefore, we utilize our new properties of q-cosets to compute
these two parameters of some families of (classical) cyclic codes. Further, we
use these classical cyclic codes to construct new quantum codes by applying the
CSS construction. Theorem 3.1 is the first result of this section.
Theorem 3.1 Let q be an odd prime power and Cs be a q-coset. Then s is even
if and only if ∀t ∈ Cs, t is even.
Proof: Suppose first s = 2k, where k ∈ Z, and let t be an element of the
coset Cs without considering the modulo operation. Then t = 2kq
l, where
0 ≤ l ≤ ms − 1. Applying the division with remainder for t and qm − 1 one has
2kql = (qm − 1)a + r, where r ∈ Z, 0 ≤ r < qm − 1; so r = 2kql − (qm − 1)a.
Since qm − 1 is even, r is also even.
Conversely, suppose that each t, where t ∈ Cs, (considering the modulo op-
eration) is of the form t = 2k, k ∈ Z. Then by applying again the division
with remainder for sql and qm − 1 one obtains sql = (qm − 1)a + t, where
0 ≤ t < qm − 1 is even. Since t and qm − 1 are even also is sql, and because ql
is odd it follows that s is even, as required. The proof is complete. 
As direct consequences of Theorem 3.1 we present straightforward corollaries
(Corollaries 3.1 and 3.2).
Corollary 3.1 There are no consecutive integers belonging to the same q-coset
modulo n = qm − 1, where q is an odd prime power.
Remark 3.1 Note that in the binary case there exists at least one coset contain-
ing two consecutive elements, namely C1.
Corollary 3.2 Suppose that Cx and Cy are two q-cosets, where q is an odd prime
power. Assume also that a ∈ Cx and b ∈ Cy. If a 6≡ b mod 2, then Cx 6= Cy.
In Theorem 3.2, we introduce the positive integers Ls in order to compute
the minimum absolute value of the difference between elements in the same q-
coset. This fact will be utilized in the computation of the maximum designed
distance of the corresponding cyclic code (see Corollary 3.3).
Theorem 3.2 Let q ≥ 3 be a prime power and Cs be a q-coset with representative
s. Define Ls = min{| [sqj ]n − [sql]n |: 0 ≤ j, l ≤ ms − 1, j 6= l}, where
| · |n denotes the absolute value function and [·]n denotes the remainder modulo
n = qm − 1. Then one has Ls ≥ q − 1 for all s, where s runs through the
coset representatives. Moreover, there exists at least one q-coset Cs∗ such that
Ls∗ = q − 1.
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Proof: Let Cs be a q-coset and assume that there exist integers such that 0 ≤
j, l ≤ ms−1. Assume without loss of generality that l > j. Applying the division
with remainder for sql and n, sqj and n one obtains sql = an+[sql]n and sq
j =
bn+[sqj]n, a, b ∈ Z, so sqj(ql−j −1) = −sqj = (a− b)n+([sql]n− [sqj ]n). Since
q− 1 divides ql−j − 1 and also divides n, it follows that (q− 1)|([sql]n− [sq
j ]n),
hence Ls ≥ q − 1. To finish the proof, it suffices to consider the coset C1 and
its element s∗ = 1 ∈ C1; we have Ls∗ = q − 1. Now the result follows. 
Corollary 3.3 Let q ≥ 3 be a prime power. If C is a q-ary cyclic code of
length n = qm − 1, m ≥ 2, whose defining set Z is the union of c cosets
Cs+1,Cs+2, . . . ,Cs+c, where c ≥ 1 is an integer, s ≥ 0 is an integer and 1 ≤
s+c ≤ q−2, then δ ≤ c+2, where δ is the designed distance of C. In particular,
if Z consists of only one q-coset then δ = 2.
Proof: It suffices to note that Z contains at most a sequence of c+1 consecutive
integers and the result follows. 
Now, we define the concept of complementary q-coset and show some inter-
esting properties of it.
Definition 3.1 Let q be a prime power. Given a q-coset Cs = {s, qs, q
2s, q3s,
. . . , qms−1s}, a complementary coset of Cs is a q-coset given by Cr = {r, qr, q2r, q3r,
. . . , qmr−1r}, containing an element qlr, where 0 ≤ l ≤ mr − 1, such that
s+ qlr ≡ 0 mod n, where n = qm − 1.
Proposition 3.1 establishes some properties of complementary q-cosets:
Proposition 3.1 Let Cs = {s, qs, q2s, q3s, . . . , qms−1s} be a q-coset modulo n =
qm − 1. Then the following results hold:
(i) For each given q-coset Cs, there exists only one complementary coset of
Cs, denoted by Cs.
(ii) The q-coset and its complementary coset have the same cardinality.
(iii) Define the operation Cs⊕Cr = C[s+qlr] (q
lr is given in Definition 3.1);
then one has Cs ⊕ Cs = {0}.
(iv) If Cr is the complementary coset of Cs then Ls = Lr.
(v) Cs = Cs.
Proof: (i) Suppose that Cs is a q-coset and that Cr1 = {r1, qr1, q
2r1, q
3r1, . . . ,
qmr1−1r1} and Cr2 = {r2, qr2, q
2r2, q
3r2, . . . , q
mr2−1r2} are two complementary
q-cosets of Cs with representatives r1 and r2, respectively. From definition,
there exist two elements qlr1, 0 ≤ l ≤ mr1 − 1, and q
tr2, 0 ≤ t ≤ mr2 − 1 such
that s + qlr1 ≡ 0 mod n and s + qtr2 ≡ 0 mod n. Thus qlr1 ≡ qtr2 mod n,
so Cr1 = Cr2 .
(ii) Let Cs be the coset containing s with cardinality ms. Let C[n−s] be
the q-coset containing l = n − s of cardinality ml, given by C[l] = {n− s, (n−
s)q, (n − s)q2, . . . , (n − s)qml−1}. It is clear that C[l] is the complementary
5
coset of Cs. We first prove that (n − s)qw 6≡ (n − s)qt mod n holds for each
0 ≤ t, w ≤ ms − 1, t 6= w, i.e., ml ≥ ms. In fact, seeking a contradiction, we
assume that (n− s)qw ≡ (n− s)qt mod n holds, where 0 ≤ t, w ≤ ms − 1 and
t 6= w. Thus the congruence sqw ≡ sqt mod n holds, where 0 ≤ t, w ≤ ms − 1,
t 6= w, which is a contradiction. The proof of the part ml ≤ ms is similar.
(iii) Straightforward.
(iv) Let Cs be a q-coset with complementary Cr and assume w.l.o.g. that
Ls = [sq
t1 ]n − [sqt2 ]n, where 0 ≤ t1, t2 ≤ ms − 1, t1 6= t2. Applying the division
with remainder for sqt1 and n, sqt2 and n, one obtains sqt1 = an+ [sqt1 ]n and
sqt2 = bn+ [sqt2 ]n, a, b ∈ Z, so sqt1 − sqt2 = (a− b)n+ [sqt1 ]n − [sqt2 ]n. From
hypothesis, there exists an integer 0 ≤ l ≤ mr − 1 such that s ≡ −rql mod n,
so rq(l+t2)− rq(l+t1) ≡ ([sqt1 ]n − [sqt2 ]n) mod n. We may assume w.l.o.g. that
w1 = l+ t1, w2 = l+ t2 and 0 ≤ w1, w2 ≤ mr − 1, w1 6= w2, because, from Item
(ii), mr = ms. Since Ls = [sq
t1 ]n − [sqt2 ]n =| [rqw2 ]n − [rqw1 ]n |, it follows that
Lr ≤ Ls. The proof of the part Ls ≤ Lr is similar.
(v) Straightforward.
The proof is complete. 
The following lemma gives us necessary and sufficient conditions under which
a cyclic code contains its Euclidean dual:
Lemma 3.1 [3, Lemma 1] Assume that gcd(q, n) = 1. A cyclic code of length
n over Fq with defining set Z contains its Euclidean dual code if and only if
Z ∩ Z−1 = ∅, where Z−1 = {−z mod n : z ∈ Z}.
The next proposition characterizes Euclidean self-orthogonal cyclic codes in
terms of complementary q-cosets:
Proposition 3.2 Let n = qm − 1, where q ≥ 3 is a prime power. A cyclic codes
of length n over Fq with defining set Z = ∪
l
i=1Cri contains its Euclidean dual
code if and only if [∪li=1Cri ] ∩ Z = ∅.
Proof: Since the q-coset C−j is the complementary coset of Cj , j = r1, r2, . . . , rl,
the result follows. 
Let us now consider the following result shown in [3]:
Lemma 3.2 [3, Lemmas 8 and 9] Let n ≥ 1 be an integer and q be a power of
a prime such that gcd(n, q) = 1 and q⌊m/2⌋ < n ≤ qm − 1, where m = ordn(q).
(a) The q-coset Cx = {xqj mod n : 0 ≤ j < m} has cardinality m for all x
in the range 1 ≤ x ≤ nq⌈m/2⌉/(qm − 1);
(b) If x and y are distinct integers in the range 1 ≤ x, y ≤ min{⌊nq⌈m/2⌉/(qm−
1)− 1⌋, n− 1} such that x, y 6≡ 0 mod q, then the q-cosets of x and y (modulo
n) are disjoint.
In Theorem 3.3, the upper bound for the number of disjoint q-cosets modulo
n = qm − 1 is improved, where m is an even integer. More specifically, if m is
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even, we show that the number of disjoint q-cosets is greater than the number of
disjoint cosets presented in Lemma 3.2-Item (b). This fact is useful to compute
the dimension of BCH codes whose defining set contains such q-cosets.
Theorem 3.3 Let n = qm−1, where q is a prime power and m is even. If x and
y are distinct integers in the range 1 ≤ x, y ≤ 2qm/2, such that x, y 6≡ 0 mod q,
then the q-cosets of x and y modulo n are disjoint.
Proof: Recall the following result shown in ([33, Theorem 2.3]): Let n = qm−1,
where q is a prime power and m is even. Let s∗ = min{t : t ∈ Cs} be the
minimum coset representative. If 0 ≤ s ≤ T , where T := 2qm/2, and q ∤ s then
s = s∗, and T is the greatest value having this property.
From hypothesis, the inequalities 0 ≤ s ≤ T := 2qm/2 hold. Thus, for every
0 ≤ x, y ≤ T := 2qm/2 such that x, y 6≡ 0 mod q, it follows that the minimum
coset representatives for Cx and Cy are x and y, respectively. Since distinct
minimum coset representatives belong to disjoint q-cosets, Cx and Cy are dis-
joint, as required. We are done. 
Lemma 3.3 Let n = qm − 1, where q ≥ 3 is a prime power and c be a positive
integer. If the inequality cq + 1 < ⌊q⌈m/2⌉ − 1⌋ holds then the c q-cosets given
by Cq+1,C2q+1,C3q+1, . . . ,Ccq+1 are mutually disjoint and each of them has m
elements. Moreover, each of them are disjoint of the q-cosets C1,C2, . . . ,Cc.
Proof: Apply Lemma 3.2. 
Combining Lemma 3.3 and Theorem 3.4 we can construct more families of
cyclic codes.
Theorem 3.4 Let q ≥ 3 be a prime power and n = qm − 1, with m ≥ 2, and
assume that cq+ 1 < ⌊q⌈m/2⌉ − 1⌋. Then the last elements in the c cosets given
by Cq+1,C2q+1,C3q+1, . . . ,Ccq+1, form a sequence of c consecutive integers.
Proof: Consider the c q-cosets given by Cq+1,C2q+1,C3q+1, . . . ,Ccq+1. From
Lemma 3.3, these q-cosets have cardinality m. Let Cs and Cs+q be two of
them. Let u and v be the last elements in Cs and Cs+q, respectively, where
u and v are integers considered without using the modulo n operation. Let
t = m − 1; then u = sqm−1 = sqt and v = (s + q)qm−1 = (s + q)qt. Since
v = sqt + qt+1, it follows that v ≡ sqt + 1 mod n, i. e., v ≡ u + 1 mod n.
Applying the division with remainder for v and n and for u + 1 and n, there
exist integers a, b, r1 and r2, where 0 ≤ r1, r2 < n such that v = an + r1;
u + 1 = bn + r2. Since v ≡ u + 1 mod n, it follows that r1 = r2. Since the
q-cosets Cq+1,C2q+1,C3q+1, . . . ,Ccq+1 have cardinality m ≥ 2, it follows that
r1 = r2 6= 0. If v∗ = r1 = r2, one has v = an+ v∗ and u + 1 = bn+ v∗, where
1 ≤ v∗ < n. Let u∗ be the remainder of u modulo n. Since u = bn+v∗−1, where
0 ≤ v∗−1 < n, it follows that v∗ = u∗+1, as required. The proof is complete. 
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4 New quantum codes
In this section we apply some results of Section 3 in order to construct CSS
codes with parameters shown the Introduction. We note that constructions of
quantum codes derived from classical ones by computing the generator or parity
check matrices of the latter codes, in several cases, does not provide families of
codes but only codes with specific parameters. This is one advantage of our
constructions presented here. Let us recall the well known CSS quantum code
construction:
Lemma 4.1 [25, 6, 12] Let C1 and C2 denote two classical linear codes with
parameters [n, k1, d1]q and [n, k2, d2]q, respectively, such that C2 ⊂ C1. Then
there exists an [[n,K = k1 − k2, D]]q quantum code where D = min{wt(c) : c ∈
(C1\C2) ∪ (C
⊥
2 \C
⊥
1 )}.
In order to proceed further we establish Lemma 4.2. Note that in Lemma 4.2
the structure and the cardinality of some q-cosets are computed. These results
allow us to compute the dimension and lower bounds for the minimum distance
of the corresponding families of cyclic codes derived from such q-cosets.
Lemma 4.2 Let q ≥ 3 be a prime power and n = q2 − 1. Consider the (2q −
2) q-cosets modulo n given by C0 = {0},C1 = {1, q},C2 = {2, 2q},C3 =
{3, 3q}, . . . ,Cq−2 = {q − 2, (q − 2)q},Cq+1 = {q + 1},Cq+2 = {q + 2, 1 +
2q}, . . . ,C2q−1 = {2q − 1, 1 + (q − 1)q}. Then, these q-cosets are disjoint.
In addition, with exception of the q-cosets C0 and Cq+1, that contain only one
element, all of them have exactly two elements.
Proof: It is easy to show that the inequalities q2− 1 > 1+ (q− 1)q and q2− 1 >
(q−2)q are true. It is clear that q-cosets C0 and Cq+1 contain only one element.
Next we show that the remaining q-cosets have cardinality two. If l = lq, where
2 ≤ l ≤ q−1 is an integer, since l = lq < q2−1 we obtain q = 1, a contradiction
since q is a prime power. Assume that q+ l = 1+ lq, where 2 ≤ l ≤ q− 1. Then
one has l− 1 = q(l− 1). Since q+ l = 1+ lq < q2− 1 and l− 1 6= 0, one obtains
q = 1, a contradiction.
Since these q-cosets have different smallest representatives, it follows that
they are mutually disjoint. 
In Theorem 4.1, we construct new families of good nonbinary CSS codes of
length q2 − 1.
Theorem 4.1 Let q ≥ 3 be a prime power and let n = q2 − 1. Then, there exist
quantum codes with parameters [[q2 − 1, q2 − 4q + 5, d ≥ q]]q.
Proof: Let C1 be the classical BCH code generated by g1(x), that is the product
of the minimal polynomials M (0)(x)M (1)(x) . . .M (q−2)(x), and let C2 be the
cyclic code generated by g2(x), that is the product of the minimal polynomials
M (i)(x), where M (i)(x) are the minimal polynomials of αi such that i /∈ {q +
8
1, q + 2, . . . , 2q − 1}. We know the minimum distance of the code C1 is greater
than or equal to q since its defining set contains the sequence of q−1 consecutive
integers given by 0, 1, . . . , q−2. From the BCH bound, C1 has minimum distance
d1 ≥ q. Similarly, the defining set of C generated by the polynomial h(x) =
xn−1
g2(x)
contains the sequence of q−1 consecutive integers given by q+1, q+2, . . . , 2q−1
so, from the BCH bound, C also has minimum distance greater than or equal
to q. Since the code C⊥2 is equivalent to C, then it follows that C
⊥
2 also has
minimum distance greater than or equal to q. Therefore, the resulting CSS code
has minimum distance d ≥ q.
We know the defining set Z1 of C1 has q − 1 disjoint q-cosets. Moreover,
from Lemma 4.2, all of them (except coset C0) have two elements. Thus, C1 has
dimension k1 = q
2 − 2q + 2. Similarly, the dimension of C2 equals k2 = 2q − 3,
so k1 − k2 = q2 − 4q + 5. Applying the CSS construction to the codes C1 and
C2, we can get a CSS code with parameters [[q
2 − 1, q2 − 4q + 5, d ≥ q]]q. The
proof is complete. 
We illustrate Theorem 4.1 by means of a graphical scheme:
C1︷ ︸︸ ︷
C0C1 C2 . . . Cq−2︸ ︷︷ ︸
C2
C︷ ︸︸ ︷
Cq+1 Cq+2 . . . C2q−1 Cr1 . . .Crn︸ ︷︷ ︸
C2
.
The union of the q-cosets C0,C1, . . . ,Cq−2 is the defining set of code C1;
the union of the q-cosets C0,C1, . . . ,Cq−2,Cr1 , . . . ,Crj is the defining set of C2,
where Cr1 , . . . ,Crj are the remaining q-cosets in order to complete the set of all
q-cosets; and the union of the q-cosets Cq+1,Cq+2, . . . ,C2q−1 is the defining set
of C.
Proceeding similarly as in the proof of Theorem 4.1, we can also generate
new families of quantum codes by means of Corollary 4.1:
Corollary 4.1 There exist quantum codes with parameters [[q2 − 1, q2 − 4c+ 5,
d ≥ c]]q, where c < q, and q ≥ 3 is a prime power.
Proof: Let C1 and C2, respectively, be the BCH codes generated by the prod-
uct of the minimal polynomials C1 = 〈M (0)(x)M (1)(x)M (2)(x) . . .M (c−2)(x)〉
and C2 = 〈
∏
i
M (i)(x)〉, where M (i)(x) are all minimal polynomials of αi
such that i /∈ {q + 1, q + 2, . . . , q + (c − 1)}. Proceeding similarly as in the
proof of Theorem 4.1, new families of quantum codes with good parameters
[[q2 − 1, q2 − 4c+ 5, d ≥ c]]q are constructed. The proof is complete. 
9
Example 4.1 Applying Corollary 4.1, one can get quantum codes with parame-
ters [[15, 9, d ≥ 3]]4, [[15, 5, d ≥ 4]]4, [[24, 18, d ≥ 3]]5 and [[24, 14, d ≥ 4]]5.
Since we improved the upper bound for the number of disjoint q-cosets (see
Theorem 3.3), we are able to construct new families of CSS codes. Theorem 4.2,
the main result of this subsection, asserts the existence of such codes. Note that
Theorem 4.1 is a particular case of Theorem 4.2.
Theorem 4.2 Let n = qm − 1, where q ≥ 3 is a prime power and m ≥ 2 is an
even integer. Then there exist quantum codes whose parameters are given by
[[n, n− 2m(c− 2)−m/2− 1, d ≥ c]]q, where 2 ≤ c ≤ q.
Proof: Recall the following result shown in [34]: | Cs |= m for all 0 < s < T :=
2qm/2 except | Cqm/2+1 |= m/2 when m is even.
Let C1 be the BCH code generated by the product of the minimal poly-
nomials M (0)(x)M (1)(x) . . .M (c−2)(x) and C2 be the cyclic code generated by
g2(x) =
∏
i
M (i)(x), where M (i)(x) are the minimal polynomials of αi such
that i /∈ {qm/2 + 1, qm/2 + 2, . . . , qm/2 + c − 1}. From the BCH bound, the
minimum distance d1 of C1 satisfies d1 ≥ c since its defining set contains the
sequence 0, 1, . . . , c − 2 of consecutive integers. Similarly, the minimum dis-
tance of C⊥2 is also greater than or equal to c, because C
⊥
2 is equivalent to code
C = 〈(xn−1)/g2(x)〉 and C contains the sequence qm/2+1, qm/2+2, . . . , qm/2+
c − 1 of consecutive integers. The resulting CSS code has minimum distance
d ≥ c. From construction we have C2 ⊂ C1. The dimension of C1 is given by
k1 = n−m(c− 2)− 1. Applying Theorem 3.3, since q
m/2 + c− 1 < T := 2qm/2
and because the corresponding q-cosets are mutually disjoint, it follows that C2
has dimension k2 = m(c − 2) +m/2; so k1 − k2 = n − 2m(c − 2) − m/2 − 1.
Then there exists an [[n, n− 2m(c− 2)−m/2− 1, d ≥ c]]q quantum code, as
required. 
Applying Theorem 4.3, given in the following, one can also construct good
quantum codes:
Theorem 4.3 Let n = qm − 1, where q ≥ 3 is a prime power and m ≥ 2. Then
there exist quantum codes with parameters [[n, n−m(2c− 3)− 1, d ≥ c]]q, where
2 ≤ c ≤ q and (c− 1)q + 1 < ⌊q⌈m/2⌉ − 1⌋.
Proof: Let C1 be the cyclic code generated by M
(0)(x)M (1)(x) . . .M (c−2)(x),
2 ≤ c ≤ q, and C2 generated by
∏
i
M (i)(x), where i /∈ {q + 1, 2q + 1, . . . , (c −
1)q + 1}. Applying Lemma 3.3 and Theorem 3.4, and proceeding similarly as
in the proof of Theorem 4.1 the result follows. 
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5 New convolutional codes
In this section, we apply the cyclic codes constructed in Section 4 to derive new
families of convolutional codes with great free distance.
The theory of convolutional codes is well investigated in the literature [7,
21, 26, 11, 27, 28, 29, 9, 8, 16, 17, 18, 19]. We assume the reader is famil-
iar with the theory of convolutional codes (see [11] for more details). Recall
that a polynomial encoder matrix G(D) = (gij) ∈ Fq[D]
k×n
is called basic if
G(D) has a polynomial right inverse. A basic generator matrix is called re-
duced (or minimal [29, 10]) if the overall constraint length γ =
k∑
i=1
γi, where
γi = max1≤j≤n{deg gij}, has the smallest value among all basic generator ma-
trices. In this case, the smallest overall constraint length γ is called the degree
of the code.
Definition 5.1 [4] A rate k/n convolutional code C with parameters (n, k, γ;µ,
df )q is a submodule of Fq[D]
n
generated by a reduced basic matrix G(D) =
(gij) ∈ Fq[D]
k×n, i.e., C = {u(D)G(D)|u(D) ∈ Fq[D]
k}, where n is the code
length, k is the code dimension, γ =
k∑
i=1
γi is the degree, µ = max1≤i≤k{γi} is
the memory and df =wt(C) = min{wt(v(D)) : v(D) ∈ C,v(D) 6= 0} is the free
distance of the code.
Recall that the Euclidean inner product of two n-tuples u(D) =
∑
iuiD
i
and v(D) =
∑
jujD
j in Fq[D]
n
is defined as 〈u(D) | v(D)〉 =
∑
iui ·vi. If C is
a convolutional code then we define its Euclidean dual code as C⊥ = {u(D) ∈
Fq[D]
n
: 〈u(D) | v(D)〉 = 0 for all v(D) ∈ C}.
Let C an [n, k, d]q block code with parity check matrix H . We split H into
µ+ 1 disjoint submatrices Hi such that
H =


H0
H1
...
Hµ

 ,
where each Hi has n columns, obtaining the polynomial matrix
G(D) = H˜0 + H˜1D + H˜2D
2 + . . .+ H˜µD
µ,
where the matrices H˜i, for all 1 ≤ i ≤ µ, are derived from the respective matrices
Hi by adding zero-rows at the bottom in such a way that the matrix H˜i has κ
rows in total, where κ is the maximal number of rows among the matrices Hi.
The matrix G(D) generates a convolutional code. Note that µ is the memory of
the resulting convolutional code generated by G(D). Let rkA denote the rank
of the matrix A.
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Theorem 5.1 [1, Theorem 3] Let C ⊆ Fnq be an [n, k, d]q linear code with parity
check H ∈ F
(n−k)×n
q , partitioned into submatrices H0, H1, . . . , Hµ as above such
that κ = rkH0 and rkHi ≤ κ for 1 ≤ i ≤ µ. Let G(D) be the polynomial matrix
given above. Then the following conditions hold:
(a) The matrix G(D) is a reduced basic generator matrix;
(b) Let V be the convolutional code generated by G(D) and V ⊥ its Euclidean
dual code. If df and d
⊥
f denote the free distances of V and V
⊥, respectively,
di denote the minimum distance of the code Ci = {v ∈ Fnq : vH˜
t
i = 0} and d
⊥
is the minimum distance of C⊥, then one has min{d0 + dµ, d} ≤ d
⊥
f ≤ d and
df ≥ d⊥.
In Theorem 5.2, the first result of this section, we construct new convolu-
tional codes:
Theorem 5.2 Assume that q ≥ 4 is a prime power and n = q2 − 1. Then there
exists a convolutional code with parameters (n, n − 2q + 1, 2q − 3; 1, dfree ≥
2q + 1)q.
Proof: The q-cosetCq−1 has two elements and it is disjoint from all q-cosets given
in Lemma 4.2. Let C be the BCH code generated by g(x), that is the product of
the minimal polynomialsM (0)(x)M (1)(x) · · ·M (q−2)(x)M (q−1)(x)M (q+1)(x) · · ·
M (2q−1)(x). A parity check matrix of C is obtained from the matrix
H =


1 α(0) α(0) · · · α(0)
1 α(1) α(2) · · · α(n−1)
...
...
...
...
...
1 α(q−1) · · · · · · α(n−1)(q−1)
1 αq+1 · · · · · · α(n−1)(q+1)
...
...
...
...
...
1 α(2q−1) · · · · · · α(n−1)(2q−1)


,
by expanding each entry as a column vector with respect to some Fq−basis B of
Fq2 . Note that since ordn(q) = 2, each entry contains 2 rows. This new matrix
HC is a parity check matrix of C and it has 4q− 2 rows. Since C has dimension
k = n− deg g(x), i.e., k = n− 4q+4, it follows that HC has rank 4q− 4; C has
parameters [n, n− 4q + 4, d ≥ 2q + 1]q.
We next assume that C0 is the BCH code generated by M
(0)(x)M (1)(x) · · ·
M (q−2)(x)M (q−1)(x). C0 has a parity check matrix derived from the matrix
H0 =


1 α(0) α(0) · · · α(0)
1 α(1) α(2) · · · α(n−1)
...
...
...
...
...
1 α(q−1) · · · · · · α(n−1)(q−1)

 ,
by expanding each entry as a 2-column vector with respect to B. This new
matrix is denoted byHC0 (note thatHC0 is also a submatrix ofHC). The matrix
HC0 has rank 2q− 1 and the code C0 has parameters [n, n− 2q+1, d0 ≥ q+2]q.
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Finally, let C1 be the BCH code generated by M
(q+1)(x)M (q+2)(x) · · ·
M (2q−1)(x). C1 has parameters [n, n− 2q + 3, d1 ≥ q]q. A parity check matrix
HC1 of C1 is given by expanding each entry of the matrix
H1 =


1 α(q+1) · · · · · · α(n−1)(q+1)
1 α(q+2) · · · · · · α(n−1)(q+2)
...
...
...
...
...
1 α(2q−1) · · · · · · α(n−1)(2q−1)

 ,
with respect to B. Since C1 has dimension n−2q+3, HC1 has rank 2q−3 (HC1
is also a submatrix of HC).
We next construct a convolutional code V generated by the matrix G(D) =
H˜C0 + H˜C1D, where H˜C0 = HC0 and H˜C1 is obtained from HC1 by adding
zero-rows at the bottom such that H˜C1 has the number of rows of HC0 in
total. According to Theorem 5.1 Item (a), G(D) is reduced and basic. We
know that rkHC0 ≥ rkHC1 . By construction, V is a unit-memory convo-
lutional code of dimension 2q − 1 and degree δV = 2q − 3. The Euclidean
dual V ⊥ of the convolutional code V has dimension n − 2q + 1 and degree
2q − 3. From Theorem 5.1 Item (b), the free distance d⊥f of V
⊥ is bounded by
min{d0 + d1, d} ≤ d⊥f ≤ d, so d
⊥
f ≥ 2q + 1. Hence, the convolutional code V
⊥
has parameters (n, n−2q+1, 2q−3; 1, d⊥f ≥ 2q+1)q. Now the result follows. 
Theorem 5.3 Let q ≥ 4 be a prime power and n = q2 − 1. Then there exists an
(n, n− 2q, 2q − 4; 1, dfree ≥ 2q + 1)q convolutional code.
Proof: Let C be the BCH code generated by M (0)(x)M (1)(x) · · ·M (q−2)(x)
M (q−1)(x)M (q+1)(x) · · ·M (2q−1)(x), given in the proof of Theorem 5.2. Suppose
that C0 is the BCH code generated byM
(0)(x)M (1)(x) · · ·M (q−2)(x) M (q−1)(x)
M (q+1)(x) and assume that C1 is the BCH code generated by M
(q+2)(x) · · ·
M (2q−1)(x). Proceeding similarly as in the proof of Theorem 5.2, the result
follows. 
Theorem 5.4 Let q ≥ 4 be a prime power and n = q2 − 1. Then there exists a
convolutional code with parameters (n, n−2[q+i], 2[q−2−i]; 1, dfree ≥ 2q+1)q,
where 1 ≤ i ≤ q − 3.
Proof: Let C be the [n, n − 4q + 4, d ≥ 2q + 1]q BCH code generated by
M (0)(x)M (1)(x) · . . . ·M (q−2)(x)M (q−1)(x)M (q+1)(x) · . . . ·M (2q−1)(x), with par-
ity check matrix HC of rank 4q − 4. Suppose that C0 is the BCH code gener-
ated by M (0)(x)M (1)(x) · . . . ·M (q−2)(x)M (q−1)(x)M (q+1)(x) · . . . ·M (q+1+i)(x),
where 1 ≤ i ≤ q − 3, with parity check matrix HC0 as per Theorem 5.2. C0
has parameters [n, n − 2q − 2i, d0 ≥ q + i + 3]q and HC0 has rank 2(q + i).
Let C1 be the BCH code generated by M
(q+2+i)(x) · . . . · M (2q−1)(x), with
parity check matrix HC1 as per Theorem 5.2. The code C1 has parameters
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[n, n− 2(q − 2− i), d1 ≥ q − i− 1]q and HC1 has rank 2(q − 2− i). The convo-
lutional code V generated by G(D) = H˜C0 + H˜C1D is a unit-memory code of
dimension 2(q+i), and degree δV = 2(q−2−i). The dual V
⊥ of V has dimension
n−2(q+i), degree 2(q−2−i) and free distance d⊥f ≥ 2q+1. Therefore there exists
a convolutional code with parameters (n, n−2[q+i], 2[q−2−i]; 1, d⊥f ≥ 2q+1)q.

Theorem 5.5 Assume that q ≥ 4 is a prime power and n = q2 − 1. Then there
exists an (n, n − 2q + 1, 2i + 1; 1, dfree ≥ q + i + 3)q convolutional code, where
1 ≤ i ≤ q − 3.
Proof: Let C be the BCH code generated by M (0)(x)M (1)(x) · . . . ·M (q−2)(x)
M (q−1)(x)M (q+1)(x)M (q+2)(x)·. . .·M (q+1+i)(x), where 1 ≤ i ≤ q−3 with parity
check matrix HC of rank 2q+2i; C has parameters [n, n−2q−2i, d ≥ q+3+i]q.
Let C0 be the BCH code generated byM
(0)(x)M (1)(x)·. . .·M (q−2)(x)M (q−1)(x).
C0 has parameters [n, n − 2q + 1, d0 ≥ q + 2]q; HC0 has rank 2q − 1. Finally,
let C1 be the BCH code generated by M
(q+1)(x)M (q+2)(x) · . . . ·M (q+1+i)(x).
C1 has parameters [n, n− 2i− 1, d1 ≥ i+ 2]q; HC1 has rank 2i+1. Proceedings
similarly as in the proof of Theorem 5.2, the result follows. 
Theorem 5.6 Assume that q ≥ 4 is a prime power and n = q2 − 1. Then there
exists a convolutional codes with parameters (n, n− 2q+1, 1; 1, dfree ≥ q+ 2)q.
Proof: Similar to that of Theorem 5.2. 
Remark 5.1 It is interesting to note that by applying the same construction
method shown in this section, several new families of convolutional codes with
other parameters can be constructed. Moreover, the classical codes constructed
in the proofs of Theorems 4.2 and 4.3, can be utilized similarly to derive novel
families of convolutional codes as well. These ideas can be explored in future
works.
6 Code Comparisons
In this section we compare the parameters of the new CSS codes with the
parameters of the best CSS codes shown in [2, 3] and we also exhibit some new
(classical) convolutional codes constructed here.
The parameters [[n
′
, k
′
, d
′
]]q = [[n, n− 2m(⌈(δ − 1)(1− 1/q)⌉), d ≥ δ]]q dis-
played in Tables 1 and 2 are the parameters of the codes shown in [2, 3]. In Ta-
ble 1, the parameters [[n, k, d ≥ c]]q assume the values [[q
2 − 1, q2 − 4c+ 5, d ≥ c]]q,
where 2 ≤ c ≤ q and q ≥ 3 is a prime power.
As can be seen in Tables 1 and 2, the new CSS codes have parameters better
than the ones available in [2, 3]. More precisely, fixing n and d, the new codes
achieve greater values of the number of qudits than the codes shown in [2, 3].
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Table 1: Code Comparisons
New CSS codes Best CSS Codes in [2, 3]
[[n, k, d ≥ c]]q [[n
′
, k
′
, d
′
]]q
[[24, 18, d ≥ 3]]5 [[24, 16, d
′
≥ 3]]4
[[24, 10, d ≥ 5]]5 —
[[48, 42, d ≥ 3]]7 [[48, 40, d
′
≥ 3]]7
[[48, 38, d ≥ 4]]7 [[48, 36, d
′
≥ 4]]7
[[48, 34, d ≥ 5]]7 [[48, 32, d
′
≥ 5]]7
[[48, 30, d ≥ 6]]7 [[48, 28, d
′
≥ 6]]7
[[48, 26, d ≥ 7]]7 —
[[63, 57, d ≥ 3]]8 [[63, 55, d
′
≥ 3]]8
[[63, 53, d ≥ 4]]8 [[63, 51, d
′
≥ 4]]8
[[63, 49, d ≥ 5]]8 [[63, 47, d
′
≥ 5]]8
[[63, 45, d ≥ 6]]8 [[63, 43, d
′
≥ 6]]8
[[63, 41, d ≥ 7]]8 [[63, 39, d
′
≥ 7]]8
[[80, 54, d ≥ 8]]9 [[80, 52, d
′
≥ 8]]9
[[80, 50, d ≥ 9]]9 —
[[120, 114, d ≥ 3]]11 [[120, 112, d
′
≥ 3]]11
[[120, 106, d ≥ 5]]11 [[120, 104, d
′
≥ 5]]11
[[120, 98, d ≥ 7]]11 [[120, 96, d
′
≥ 7]]11
[[120, 90, d ≥ 9]]11 [[120, 88, d
′
≥ 9]]11
[[120, 82, d ≥ 11]]11 —
[[168, 162, d ≥ 3]]13 [[168, 160, d
′
≥ 3]]13
[[168, 154, d ≥ 5]]13 [[168, 152, d
′
≥ 5]]13
[[168, 146, d ≥ 7]]13 [[168, 144, d
′
≥ 7]]13
[[168, 138, d ≥ 9]]13 [[168, 136, d
′
≥ 9]]13
[[168, 130, d ≥ 11]]13 [[168, 128, d
′
≥ 11]]13
[[168, 122, d ≥ 13]]13 —
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Table 2: Code Comparisons
New CSS codes CSS Codes in [2, 3]
[[n, n− 2m(c− 2)−m/2− 1, d ≥ c]]q [[n
′
, k
′
, d
′
]]q
[[15, 9, d ≥ 3]]4 [[15, 7, d
′
≥ 3]]4
[[15, 5, d ≥ 4]]4 [[15, 3, d
′
≥ 4]]4
[[24, 18, d ≥ 3]]5 [[24, 16, d
′
≥ 3]]7
[[24, 14, d ≥ 4]]5 [[24, 12, d
′
≥ 4]]7
[[24, 10, d ≥ 5]]5 [[24, 8, d
′
≥ 5]]7
[[63, 57, d ≥ 3]]8 [[63, 55, d
′
≥ 3]]8
[[63, 53, d ≥ 4]]8 [[63, 51, d
′
≥ 4]]8
[[63, 49, d ≥ 5]]8 [[63, 47, d
′
≥ 5]]8
[[63, 45, d ≥ 6]]8 [[63, 43, d
′
≥ 6]]8
[[63, 41, d ≥ 7]]8 [[63, 39, d
′
≥ 7]]8
[[63, 37, d ≥ 8]]8 [[63, 35, d
′
≥ 8]]8
[[255, 244, d ≥ 3]]4 [[255, 239, d
′
≥ 3]]4
[[255, 236, d ≥ 4]]4 [[255, 231, d
′
≥ 4]]4
[[624, 613, d ≥ 3]]5 [[624, 608, d
′
≥ 3]]5
[[624, 605, d ≥ 4]]5 [[624, 600, d
′
≥ 4]]5
[[624, 597, d ≥ 5]]5 [[624, 592, d
′
≥ 5]]5
[[n, n−m(2c− 3)− 1, d ≥ c]]q, 2 ≤ c ≤ q [[n
′
, k
′
, d
′
]]q
[[124, 102, d ≥ 5]]5 [[124, 100, d
′
≥ 5]]5
[[342, 320, d ≥ 5]]7 [[342, 318, d
′
≥ 5]]7
[[342, 314, d ≥ 6]]7 [[342, 312, d
′
≥ 6]]7
[[342, 308, d ≥ 7]]7 [[342, 306, d
′
≥ 7]]7
[[255, 242, d ≥ 3]]4 [[255, 239, d
′
≥ 3]]4
[[255, 234, d ≥ 4]]4 [[255, 231, d
′
≥ 4]]4
[[624, 611, d ≥ 3]]5 [[624, 608, d
′
≥ 3]]5
[[624, 603, d ≥ 4]]5 [[624, 600, d
′
≥ 4]]5
[[624, 595, d ≥ 5]]5 [[624, 592, d
′
≥ 5]]5
16
Now, we address the comparison of the new convolutional codes with the
ones available in literature. The new convolutional codes constructed here have
great free distance. Note that the (classical) convolutional codes constructed
in [1, 16, 17] do not attain the free distance of the codes constructed in the
present paper. Additionally, we did not have seen in literature convolutional
codes (having corresponding n and k) with minimum distances as great as the
ones presented here. Because of this fact, it is difficult to compare the new code
parameters with the ones available in literature. Therefore, we only exhibit, in
Table 3, the parameters of some convolutional codes constructed here.
7 Summary
In this paper we have shown new properties on q-cosets modulo n = qm − 1,
where q ≥ 3 is a prime power. Since the dimension and minimum distance of
BCH codes are not known, these properties are important because they can be
utilized to compute the dimension and bounds for the designed distance of some
families of cyclic codes. Applying some of these properties, we have constructed
classical cyclic codes which were utilized in the algebraic construction of new
families of quantum codes by means of the CSS construction. Additionally, new
families of convolutional codes have also been presented in this paper. These
new quantum CSS codes have parameters better than the ones available in the
literature. The new convolutional codes have free distance greater than the ones
available in the literature.
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