Abstract. This paper presents a new and efficient numerical algorithm for the biharmonic equation by using weak Galerkin (WG) finite element methods. The WG finite element scheme is based on a variational form of the biharmonic equation that is equivalent to the usual H 2 -semi norm. Weak partial derivatives and their approximations, called discrete weak partial derivatives, are introduced for a class of discontinuous functions defined on a finite element partition of the domain consisting of general polygons or polyhedra. The discrete weak partial derivatives serve as building blocks for the WG finite element method. The resulting matrix from the WG method is symmetric, positive definite, and parameter free. An error estimate of optimal order is derived in an H 2 -equivalent norm for the WG finite element solutions. Error estimates in the usual L 2 norm are established, yielding optimal order of convergence for all the WG finite element algorithms except the one corresponding to the lowest order (i.e., piecewise quadratic elements). Some numerical experiments are presented to illustrate the efficiency and accuracy of the numerical scheme.
where (·, ·) stands for the usual inner product in L 2 (Ω), ∂ 2 ij is the second order partial derivative in the direction x i and x j , and H 2 0 (Ω) is the subspace of the Sobolev space H 2 (Ω) consisting of functions with vanishing trace for the function itself and its gradient.
Based on the variational form (1.2), one may design various conforming finite element schemes for (1.1) by constructing finite element spaces as subspaces of H 2 (Ω). Such H 2 -conforming methods essentially require C 1 -continuity for the underlying piecewise polynomials (known as finite element functions) on a prescribed finite element partition. The C 1 -continuity imposes an enormous difficulty in the construction of the corresponding finite element functions in practical computation. Due to the complexity in the construction of C 1 -continuous elements, H 2 -conforming finite element methods are rarely used in practice for solving the biharmonic equation.
As an alternative approach, nonconforming and discontinuous Galerkin finite element methods have been developed for solving the biharmonic equation over the last several decades. The Morley element [6] is a well-known example of nonconforming element for the biharmonic equation by using piecewise quadratic polynomials. Recently, a C 0 interior penalty method was studied in [2, 3] . In [8] , a hp-version interior-penalty discontinuous Galerkin method was developed for the biharmonic equation. To avoid the use of C 1 -elements, mixed methods have been developed for the biharmonic equation by reducing the fourth order problem to a system of two second order equations [1, 4, 5, 7, 9] .
Recently, weak Galerkin (WG) has emerged as a new finite element technique for solving partial differential equations. WG method refers to numerical techniques for partial differential equations where differential operators are interpreted and approximated as distributions over a set of generalized functions. The method/idea was first introduced in [10] for second order elliptic equations, and the concept was further developed in [11, 12, 14] . By design, WG uses generalized and/or discontinuous approximating functions on general meshes to overcome the barrier in the construction of "smooth" finite element functions. In [13] , a WG finite element method was introduced and analyzed for the biharmonic equation by using polynomials of degree k ≥ 2 on each element plus polynomials of degree k and k − 1 for u and ∂u ∂n on the boundary of each element (i.e., elements of type P k /P k /P k−1 ). The WG scheme of [13] is based on the variational form of (∆u, ∆v) = (f, v).
In this paper, we will develop a highly flexible and robust WG finite element method for the biharmonic equation by using an element of type P k /P k−2 /P k−2 ; i.e., polynomials of degree k on each element and polynomials of degree k − 2 on the boundary of the element for u and ∇u. Our WG finite element scheme is based on the variational form (1.2), and has a smaller number of unknowns than that of [13] for the same order of element. Intuitively, our WG finite element scheme for (1.1) shall be derived by replacing the differential operator ∂ element function u h satisfying
for all testing functions v. The main advantage of the present approach as compared to [13] lies in the fact that elements of type P k /P k−2 /P k−2 are employed, which greatly reduces the degrees of freedom and results in a smaller system to solve. The rest of the paper is to specify all the details for (1.3), and justifies the rigorousness of the method by establishing a mathematical convergence theory.
The paper is organized as follows. In Section 2, we introduce some standard notations for Sobolev spaces. Section 3 is devoted to a discussion of weak partial derivatives and their discretizations. In Section 4, we present a weak Galerkin algorithm for the biharmonic equation (1.1). In Section 5, we introduce some local L 2 projection operators and then derive some approximation properties which are useful in the convergence analysis. Section 6 will be devoted to the derivation of an error equation for the WG finite element solution. In Section 7, we establish an optimal order of error estimate for the WG finite element approximation in a H 2 -equivalent discrete norm. In Section 8, we shall derive an error estimate for the WG finite element method approximation in the usual L 2 -norm. Finally in Section 9, we present some numerical results to demonstrate the efficiency and accuracy of our WG method. with the usual notation
The Sobolev norm · m,D is given by
The space H 0 (D) coincides with L 2 (D), for which the norm and the inner product are denoted by · D and (·, ·) D , respectively. When D = Ω, we shall drop the subscript D in the norm and inner product notation.
Throughout the paper, the letter C is used to denote a generic constant independent of the mesh size and functions involved.
3. Weak Partial Derivatives of Second Order. For the biharmonic problem (1.1) with variational form (1.2), the principle differential operator is ∂ 2 ij . Thus, we shall define weak partial derivatives, denoted by ∂ 2 ij,w , for a class of discontinuous functions. For numerical purpose, we shall also introduce a discrete version for the weak partial derivative ∂ 2 ij,w in polynomial subspaces. Let T be any polygonal or polyhedral domain with boundary ∂T . By a weak function on the region T , we mean a function Denote by W (T ) the space of all weak functions on T ; i.e.,
can be identified with itself by using the standard L 2 inner product as the action of linear functionals. With a similar interpretation, for any v ∈ W (T ), the weak partial derivative ∂
Here n, with components n i (i = 1, · · · , d), is the outward normal direction of T on its boundary.
Unlike the classical second order derivatives, ∂ The Sobolev space H 2 (T ) can be embedded into the space W (T ) by an inclusion map i W :
With the help of the inclusion map i W , the Sobolev space H 2 (T ) can be viewed as a subspace of W (T ) by identifying each φ ∈ H 2 (T ) with i W (φ). Analogously, a weak function v = {v 0 , v b , v g } ∈ W (T ) is said to be in H 2 (T ) if it can be identified with a function φ ∈ H 2 (T ) through the above inclusion map. It is not hard to see that
Next, for i, j = 1, · · · , d, we introduce a discrete version of ∂ 2 ij,w by approximating ∂ 2 ij,w in a polynomial subspace of the dual of G(T ). To this end, for any non-negative integer r ≥ 0, denote by P r (T ) the set of polynomials on T with degree no more than r. A discrete ∂ 2 ij,w (i, j = 1, · · · , d) operator, denoted by ∂ 2 ij,w,r,T , is defined as the unique polynomial ∂ 2 ij,w,r,T v ∈ P r (T ) satisfying the following equation
4. Numerical Algorithm by Weak Galerkin. Let T h be a partition of the domain Ω into polygons in 2D or polyhedra in 3D. Assume that T h is shape regular in the sense as defined in [11] . Denote by E h the set of all edges or flat faces in T h , and let E 0 h = E h \ ∂Ω be the set of all interior edges or flat faces. For any given integer k ≥ 2, denote by W k (T ) the discrete weak function space given by
By patching W k (T ) over all the elements T ∈ T h through a common value on the interface E 0 h , we arrive at a weak finite element space V h defined as follows
Denote by V 0 h the subspace of V h with vanishing trace; i.e.,
Intuitively, the finite element functions in V h are piecewise polynomials of degree k ≥ 2. The extra value on the boundary of each element is approximated by polynomials of degree k − 2 for the function itself and its gradient. For such functions, we may compute the weak second order derivative ∂ 2 ij,w v by using the formula (3.1). For computational purpose, this weak partial derivative ∂ 2 ij,w v has to be approximated by using polynomials, preferably one with degree k − 2. Denote by ∂ 2 ij,w,k−2 the discrete weak partial derivative computed by using (3.2) on each element T for k ≥ 2; i.e.,
For simplicity of notation and without confusion, we shall drop the subscript k − 2 in the notation ∂ 2 ij,w,k−2 . We also introduce the following notation
we define a projection Q h w into the weak finite element space V h such that on each element T ,
For any w = {w 0 , w b , w g } and v = {v 0 , v b , v g } in V h , we introduce a bilinear form as follows
The following is a precise statement of the WG finite element scheme for the biharmonic equation (1.1) based on the variational formulation (1.2).
on ∂Ω and the following equation:
where τ ∈ R d is the tangential direction to the edges/faces on the boundary ∂Ω.
The following is a useful observation concerning the finite element space
Then, ||| · ||| is a norm in the linear space V 0 h . Proof. We shall only verify the positivity property for ||| · |||. To this end, assume that |||v||| = 0 for some
To this end, for any ϕ ∈ P k−2 (T ), we use ∂ 2 ij,w v = 0 and the identity (10.4) to obtain Proof. Let u (1) h and u (2) h be two different solutions of the Weak Galerkin Algorithm (4.1). It is clear that the difference e h = u
2 w e h ) h + s(e h , e h ) = 0.
From Lemma 4.1, we get e h ≡ 0, i.e., u
h . The rest of the paper will provide a mathematical and computational justification for the WG finite element method (4.1).
L
2 Projections and Their Properties. The goal of this section is to establish some technical results for the L 2 projections. These results are valuable in the error analysis for the WG finite element method.
Lemma 5.1. On each element T ∈ T h , let Q h be the local L 2 projection onto P k−2 (T ). Then, the L 2 projections Q h and Q h satisfy the following commutative property:
Proof. For ϕ ∈ P k−2 (T ) and w ∈ H 2 (T ), from the definition of ∂ 2 ij,w and the usual integration by parts, we have
, which completes the proof.
The commutative property (5.1) indicates that the discrete weak partial derivative of the L 2 projection of a smooth function is a good approximation of the classical partial derivative of the same function. This is a nice and useful property of the discrete weak partial differential operator ∂ 2 ij,w in application to algorithm design and analysis.
The following lemma provides some approximation properties for the projection operators Q h and Q h .
Lemma 5.2. [11, 13] Let T h be a finite element partition of Ω satisfying the shape regularity assumption as defined in [11] . Then, for any 0 ≤ s ≤ 2 and 1 ≤ m ≤ k, we have
Using Lemma 5.2 we can prove the following result.
There exists a constant C such that the following estimates hold true:
Here δ i,j is the usual Kronecker's delta with value 1 when i = j and value 0 otherwise.
Proof. To prove (5.4), by the trace inequality (10.1) and the estimate (5.3), we get
As to (5.5), by the trace inequality (10.1) and the estimate (5.3), we obtain
As to (5.6), by the trace inequality (10.1) and the estimate (5.2), we have
Finally for (5.7), by the trace inequality (10.1) and the estimate (5.2), we have
This completes the proof of the lemma.
An Error Equation.
Let u and u h = {u 0 , u b , u g } ∈ V h be the solution (1. 
We emphasize that (6.4) is valid for any v ∈ V 0 h and any smooth function u ∈ H r (Ω), r > 3. Next, it follows from the integration by parts that
. By summing over all T and using the identity that (△ 2 u, v 0 ) = (f, v 0 ), we obtain
where we have used the fact that the sum for the terms associated with v gi ·n j and v b n i vanishes (note that both v gi and v b vanishes on ∂Ω). Combining the above equation with (6.4) yields
Adding s(Q h u, v) to both side of the above equation gives
(6.5)
Subtracting (4.1) from (6.5) yields the following error equation
which completes the proof.
Error Estimates in H
2 . The goal of this section is to derive some error estimate for the solution of Weak Galerkin Algorithm (4.1). From the error equation (6.2), it suffices to handle the term φ u (v) defined by (6.3).
Let w be any smooth function in Ω. We rewrite φ w (v) as follows:
where I j (w, v) are defined accordingly. Each I j (w, v) is to be handled as follows.
h with r ∈ [2, k]. Let I 1 (w, v) and I 2 (w, v) be given in (7.1). Then, we have
Proof. For the term I 1 (w, v), we use Cauchy-Schwarz inequality, the estimate (5.4) with m = r and Lemma 10.7 to obtain
which verifies (7.2).
As to the term I 2 (w, v), for the case of quadratic element k = 2, we use Lemma 10.6 to obtain
For k ≥ 3, we use Cauchy-Schwarz inequality, the estimate (5.5) with m = r, and Lemma 10.3 to obtain
(7.6) Combining (7.5) with (7.6) yields
h with r ∈ [2, k]. Let I 3 (w, v) and I 4 (w, v) be given in (7.1). Then, we have
Proof. To estimate the term I 3 (w, v), we use Cauchy-Schwarz inequality and the estimate (5.6) with m = r to obtain
As to the term I 4 (w, v), we use Cauchy-Schwarz inequality and the estimate (5.7) with m = r to obtain
This completes the proof.
The following result is an estimate for the error function e h in the trip-bar norm which is essentially an H 2 -equivalent norm in V 0 h . Theorem 7.3. Let u h ∈ V h be the weak Galerkin finite element solution arising from (4.1) with finite elements of order k ≥ 2. Assume that the exact solution u of (1.1) is sufficiently regular such that u ∈ H max{k+1,4} (Ω). Then, there exists a constant C such that
In other words, we have an optimal order of convergence in the H 2 norm.
Proof. By letting v = e h in the error equation (6.2), we obtain the following identity
=I 1 (u, e h ) + I 2 (u, e h ) + I 3 (u, e h ) + I 4 (u, e h ), (7.13) Using the estimates (7.2), (7.3), and (7.8) with w = u and v = e h we arrive at
which implies the desired error estimate (7.12).
Error Estimates in L
2 . This section shall establish an estimate for the first component of the error function e h in the standard L 2 norm. To this end, we consider the following dual problem:
Assume the above dual problem has the following regularity estimate
Theorem 8.1. Let u h ∈ V h be the solution of the Weak Galerkin Algorithm (4.1) with finite elements of order k ≥ 2. Let t 0 = min{k, 3}. Assume that the exact solution of (1.1) is sufficiently regular so that u ∈ H 4 (Ω) for k = 2 and u ∈ H k+1 (Ω) otherwise, and the dual problem (8.1) has the H 4 regularity. Then, there exists a constant C such that
In other words, we have a sub-optimal order of convergence for k = 2 and optimal order of convergence for k ≥ 3.
Proof. By testing (8.1) against the error function e 0 on each element and using the integration by parts, we obtain
where the added terms associated with e b and e gi vanish due to the cancelation for interior edges and the fact that e b and e gi have zero value on ∂Ω. Using (6.4) with ψ and e h in the place of u and v 0 respectively, we arrive at
Next, it follows from the error equation (6.2) that
Substituting (8.5) into (8.4) yields
The term φ ψ (e h ) can be handled by using Lemma 7.1 and Lemma 7.2 with r = t 0 = min{k, 3} as follows:
where we have used the regularity assumption (8.2) in the last inequality.
It remains to deal with the term φ u (Q h ψ) in (8.6). Note that from (7.1) we have
I 3 (u, Q h ψ) and I 4 (u, Q h ψ) can be handled by using Lemma 7.2 with r = k as follows:
From the definition (7.9) we have
Thus, it follows from the trace inequality (10.1) and the error estimate for the projection operator Q 0 that
Substituting the above estimate into (8.9) yields
The estimate for I 1 (u, Q h ψ) and I 2 (u, Q h ψ) shall explore the special property of the "test" function Q h ψ. To this end, using the orthogonality property of Q b and the fact that ψ = Q b ψ = 0 on ∂Ω we obtain
Thus,
Using the Cauchy-Schwarz inequality and the standard error estimate for L 2 projections we arrive at
(8.12)
A similar argument can be employed to deal with the term I 1 (u, Q h ψ), yielding
Substituting (8.11), (8.12), and (8.13) into (8.8) we arrive at (8.14)
Finally, by inserting (8.7) and (8.14) into (8.6) we obtain
which, together with the estimate (7.12) in Theorem 7.3, gives rise to the desired L 2 error estimate (8.3). This completes the proof of the theorem.
The H 2 error estimate (7.12) and the L 2 error estimate (8.3) can be used to derive some error estimates for the WG solution u b and u g . More precisely, observe that e b and e g can be represented by e 0 and ∂ 9. Numerical Experiments. In this section, we present some numerical results for the WG finite element method analyzed in previous sections. The goal is to demonstrate the efficiency and the convergence theory established for the method. For simplicity, we implement the lowest order scheme for the Weak Galerkin Algorithm (4.1). In other words, the implementation makes use of the following finite element space
For any given v = {v 0 , v b , v g } ∈ V h , the discrete weak partial derivative ∂ 2 ij,w,r,T v is computed as a constant locally on each element T by solving the following equation
for all ϕ ∈ P 0 (T ). Since ϕ ∈ P 0 (T ), the above equation can be simplified as
The error for the solution of the Weak Galerkin Algorithm (4.1) is measured in four norms or semi-norms defined as follows:
The numerical experiment is conducted for the biharmonic equation (1.1) on the unit square domain Ω = (0, 1)
2 . The function f = f (x, y) and the two boundary conditions are computed to match the exact solution in each test case. The WG finite element scheme (4.1) was implemented on two type of partitions: (1) uniform triangular partition, and (2) uniform rectangular partition. The uniform rectangular partition was obtained by partitioning the domain into n × n sub-rectangles as tensor products of 1-d uniform partitions. The triangular meshes are constructed from the rectangular partition by dividing each square element into two triangles by the diagonal line with a negative slope. The mesh size is denoted by h = 1/n. Table 9 .1 demonstrates the performance of the code when the exact solution is given by u = x 2 + y 2 + xy + x + y + 1. In theory, the WG finite element method is exact for any quadratic polynomials. The computational results are in consistency with theory. This table indicates that the code should be working. 
. But the order of convergence for the approximation of ∇u on the edge set E h is hard to extract from the data. It is interesting to see that the absolute error for both u b and u g is quite small. Tables 9.4 and 9.5 present some numerical results when the exact solution is given by u = sin(x) sin(y). We would like to invite the readers to draw conclusions from these data. Table 9 .5 Numerical error and convergence order for exact solution u = sin(x) sin(y) on triangular partitions. The rest of the section will present some numerical results on rectangular meshes. The lowest order WG element on rectangles consists of quadratic polynomials on each element enriched with constants on the edge of each element for both u and ∇u. Therefore, the total number of unknowns on each element is 18. Note that all the unknowns corresponding to u on each element can be eliminated locally, so that the actual number of unknowns on each element is 12. Table 9 .7 shows the numerical solution when the exact solution is a quadratic polynomial. It can be seen that the numerical solution is numerically the same as the exact solution, as predicted by the theory. 
The result is in consistency with the theory. Table 9 .9 Numerical error and convergence order for exact solution u = x 2 (1 − x) 2 y 2 (1 − y) 2 on rectangular partitions. Tables 9.10 and 9.11 present some results for the exact solution u = sin(x) sin(y). Readers are encouraged to compare the results here with those in Tables 9.4 and 9.5. More numerical experiments should be conducted for the Weak Galerkin Algorithm (4.1), particularly for elements of order higher than k = 2. There is also a need of developing fast solution techniques for the matrix problem arising from the WG finite element scheme (4.1). Numerical experiments on finite element partitions with arbitrary polygonal element should be conducted for a further assessment of the WG method.
10. Appendix. The goal of this Appendix is to establish some fundamental estimates useful in the error estimate for general weak Galerkin finite element methods.
For any T ∈ T h , let ϕ be a regular function in H 1 (T ). The following trace inequality holds true [11] :
If ϕ is a polynomial on the element T ∈ T h , then we have from the inverse inequality (see also [11] ) that Here e is an edge/face on the boundary of T . 
