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Abstract
A finite graph Γ is called G-symmetric if G is a group of automorphisms of Γ which
is transitive on the set of ordered pairs of adjacent vertices of Γ. We study a family of
symmetric graphs, called the unitary graphs, whose vertices are flags of the Hermitian unital
and whose adjacency relations are determined by certain elements of the underlying finite
fields. Such graphs admit the unitary groups as groups of automorphisms, and they play a
significant role in the classification of a family of symmetric graphs with complete quotients
such that an associated incidence structure is a doubly point-transitive linear space. We give
this classification in the paper and also investigate combinatorial properties of the unitary
graphs.
Key words: Symmetric graph, arc-transitive graph, unitary group, Hermitian unital,
linear space, unitary graph
1 Introduction
This paper was motivated by our interest of classifying a family of symmetric graphs with
complete quotients such that a certain design involved is a doubly point-transitive linear space.
It is known that for such a linear space the group involved is almost simple or contains a regular
normal subgroup which is elementary abelian. We handle the almost simple case in this paper.
It turns out that the most interesting graphs arisen from this classification are what we call the
unitary graphs. Their vertices are the flags of the Hermitian unital and their adjacency relations
are determined by certain elements of F∗
q2
(see the next section for precise definition). The groups
involved in the unitary graphs are the unitary groups between PGU(3, q) and PΓU(3, q).
Let G be a finite group and Γ a finite graph with vertex set V (Γ). Suppose G acts on V (Γ) as
a group of automorphisms of Γ, that is, G preserves the adjacency and non-adjacnecy relations
of Γ. If G is transitive on V (Γ) and, in its induced action, transitive on the set of arcs of Γ,
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then Γ is said to be G-symmetric, where an arc is an ordered pair of adjacent vertices. A G-
symmetric graph is also called G-arc transitive in the literature. There is an extensive literature
on symmetric and highly arc-transitive graphs beginning with [20]. The reader is referred to
two useful surveys [17, 18] in this area.
For a G-symmetric graph Γ, if V (Γ) admits a nontrivial G-invariant partition B = {B,C, . . .},
that is, 1 < |B| < |V (Γ)| and any element of G maps blocks of B to blocks of B, then we call
Γ an imprimitive G-symmetric graph. In this case the quotient graph ΓB of Γ relative to B is
defined to be the graph with vertex set B in which B,C ∈ B are adjacent if and only if there
exists at least one edge of Γ between B and C. We assume without explicit mentioning that ΓB
has at least one edge. Since Γ is G-symmetric and B is G-invariant, this implies that each block
of B is an independent set of Γ. Denote by Γ(α) the neighbourhood of α ∈ V (Γ) in Γ and set
Γ(B) = ∪α∈BΓ(α). For C ∈ B adjacent to B in ΓB, we callm = |{D ∈ B : Γ(D)∩B = Γ(C)∩B}|
the multiplicity of B. Since Γ is G-symmetric and B is G-invariant, |B|, |Γ(C) ∩ B| and m are
all independent of the choice of B and C. If |Γ(C) ∩ B| = |B| or |Γ(C) ∩ B| = |B| − 1, then
Γ is called a multicover (e.g. [14]) or almost multicover of ΓB respectively; if in addition the
edges between B and C form a matching, then Γ is called a cover or almost cover [22] of ΓB
respectively.
A natural incidence structure D(Γ,B) [24] arises when Γ is an almost multicover of ΓB. Its
points are the blocks of B and its blocks are the images of B(α) ∪ {B} under the action of G,
where α ∈ B is fixed and B(α) = {C ∈ B : Γ(C) ∩ B = B \ {α}}. The incidence relation of
D(Γ,B) is the set-theoretic inclusion. In general, D(Γ,B) is a 1-design of block size m + 1 [24,
Lemma 2.2]. In the special case when ΓB is a complete graph, D(Γ,B) is a 2-design that admits
G as a doubly point-transitive and block-transitive group of automorphisms. A program set up
in [24] is to classify all possible Γ in the special case when ΓB is complete and this 2-design is
a linear space. (A linear space [1] is an incidence structure of points and lines such that any
point is incident with at least two lines, any line with at least two points, and any two points are
incident with exactly one line.) When this linear space is trivial (that is, each line is incident
with exactly two points), all graphs are classified in [24, Theorem 3.19] and interesting graphs
arise, including the cross ratio graphs [6, 24] from finite projective lines.
All nontrivial doubly point-transitive linear spaces are known [12] and the corresponding
group G is almost simple (that is, G has a nonabelian simple normal subgroup N such that
N ✂ G ≤ Aut(N)) or contains a regular normal subgroup which is elementary abelian. In this
paper we classify (Γ, G,B) such that ΓB is complete and almost multi-covered by Γ, D(Γ,B) is
a nontrivial linear space and G is almost simple. The most interesting graphs arisen from this
classification are the unitary graphs; see Definition 3. Let Γ+(P ; d, q) (Γ≃(P ; d, q), respectively)
be the graph [24] with vertices the point-line flags of PG(d − 1, q) such that two such flags
(σ,L), (τ,N) are adjacent if and only if L,N are intersecting (skew, respectively) in PG(d−1, q).
The following is the main result in this paper.
Theorem 1. Suppose Γ is a G-symmetric graph admitting a nontrivial G-invariant partition B
of block size at least 3 such that ΓB is a complete graph, Γ is an almost multicover of ΓB and
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D(Γ,B) is a nontrivial linear space. Suppose further that G is almost simple. Then one of the
following occurs:
(a) Γ is isomorphic to Γ+(P ; d, q) or Γ≃(P ; d, q), and PSL(d, q) ✂ G ≤ PΓL(d, q), for some
integer d ≥ 3 and prime power q;
(b) Γ is isomorphic to a unitary graph Γr,λ(q) and PGU(3, q) ✂ G ≤ PΓU(3, q), for a prime
power q > 2 and appropriate r, λ;
(c) Γ is isomorphic to one of the four graphs whose vertices are the flags of PG(3, 2), and
G = A7; these graphs have order 105 and (valency, diameter, girth) = (24, 2, 3), (24, 3, 3),
(12, 3, 4), (12, 3, 3) respectively.
The unitary graphs Γr,λ(q) in (b) will be defined in Definition 3; they are the main objects
of study in this paper. The four graphs in (c) will be described in the proof of Theorem 1 in
Section 5.
Theorem 1 relies on the classification [12] of doubly point-transitive linear spaces (which
relies on the classification of finite simple groups) and the flag graph construction introduced
in [24]. A major part of the proof of Theorem 1 is to analyze the unitary graphs. This will
be carried out in Section 3. As we will see later, the vertex set of a unitary graph admits two
natural partitions such that one of the corresponding quotient graphs is a complete graph and
the other one is not. It seems that the second quotient is interesting, and we will study its
combinatorial properties in Section 4.
In a recent paper [25] the fourth-named author used unitary graphs to obtain a lower bound
on the largest number of vertices in a symmetric graph with diameter two and degree q(q2 − 1)
for a prime power q > 2.
The reader is referred to [4] and [1] for undefined terminology on permutation groups and
combinatorial designs respectively. This paper forms part of the fourth author’s project of
studying imprimitive symmetric graphs; see [5, 11, 13, 15] and [21]-[24] for recent progress in
this direction.
2 Definition of the unitary graphs
Before giving the definition of the unitary graphs, we gather basic results on the unitary groups
and the Hermitian unitals. The reader is referred to [16, 19], [8, Appendix A] and [9, Section
II.8] for more details.
Let q = pe > 2 with p a prime. The mapping σ : x 7→ xq is an automorphism of the
Galois field Fq2 , which we will write as x
q = x¯ occasionally. The Galois field Fq is then the
fixed field of this automorphism. Let V (3, q2) be a 3-dimensional vector space over Fq2 and
β : V (3, q2)× V (3, q2)→ Fq2 a nondegenerate σ-Hermitian form (that is, β is sesquilinear such
that β(au, bv) = abqβ(u,v) and β(u,v) = β(v,u)q). The full unitary group ΓU(3, q) consists
of those semilinear transformations of V (3, q2) that induce a collineation of PG(2, q2) which
commutes with β. The general unitary group GU(3, q) = ΓU(3, q) ∩ GL(3, q2) is the group of
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nonsingular linear transformations of V (3, q2) leaving β invariant. The projective unitary group
PGU(3, q) is the quotient group GU(3, q)/Z, where Z = {aI : a ∈ Fq2 , a
q+1 = 1} is the center of
GU(3, q) and I the identity transformation. The special projective unitary group PSU(3, q) is the
quotient group SU(3, q)/(Z ∩ SU(3, q)), where SU(3, q) is the subgroup of GU(3, q) consisting
of linear transformations of unit determinant. PSU(3, q) is equal to PGU(3, q) if 3 is not a
divisor of q + 1, and is a subgroup of PGU(3, q) of index 3 otherwise. It is well known that the
automorphism group of PSU(3, q) is equal to PΓU(3, q) := PGU(3, q) ⋊ 〈ψ〉, where
ψ : x 7→ xp, x ∈ Fq2
is the Frobenius map. (We may also view ψ as the element x′ = xp, y′ = yp, z′ = zp of PΓU(3, q)
induced by this map.)
Choosing an appropriate basis for V (3, q2) allows us to identify vectors of V (3, q2) with their
coordinates and express the corresponding Hermitian matrix of β by
D =

−1 0 00 0 1
0 1 0

 .
Thus, for u1 = (x1, y1, z1),u2 = (x2, y2, z2) ∈ V (3, q
2),
β(u1,u2) = −x1x
q
2 + y1z
q
2 + z1y
q
2.
If β(u1,u2) = 0, then u1 and u2 are called orthogonal (with respect to β). A vector u ∈ V (3, q
2)
is called isotropic if it is orthogonal to itself and nonisotropic otherwise. Let
X = {〈x, y, z〉 : x, y, z ∈ Fq2 , x
q+1 = yzq + zyq}
be the set of 1-dimensional subspaces of V (3, q2) spanned by its isotropic vectors. Hereinafter
〈u〉 = 〈x, y, z〉 denotes the 1-dimensional subspace of V (3, q2) spanned by u = (x, y, z) ∈
V (3, q2). The elements of X are called the absolute points. It is well known that |X| = q3 + 1,
PSU(3, q) is doubly transitive on X, and PΓU(3, q) leaves X invariant. Denote
∞ = 〈0, 1, 0〉, 0 = 〈0, 0, 1〉.
Then ∞, 0 ∈ X. Any point of X other than ∞ is of the form 〈x, y, 1〉 and can be viewed as the
point (x, y) of AG(2, q2) satisfying xq+1 = y + yq.
If u1 and u2 are isotropic, then the vector subspace 〈u1,u2〉 of V (3, q
2) spanned by them
contains exactly q + 1 absolute points. The Hermitian unital UH(q) is defined to be the block
design with point set X in which a subset of X is a block (called a line) precisely when it is the
set of absolute points contained in some 〈u1,u2〉. It is well known (see [12, 16, 19]) that UH(q)
is a linear space with q3+1 points, q2(q2− q+1) lines, q+1 points in each line, and q2 lines on
each point. (Any linear space with these parameters is called a unital.) It was proved in [16, 19]
that Aut(UH(q)) = PΓU(3, q). Thus, for every G with PSU(3, q) ≤ G ≤ PΓU(3, q), UH(q) is a
G-doubly point-transitive linear space. (Note that either G = PSU(3, q) or G = PGU(3, q)⋊〈ψr〉
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for some divisor r ≥ 1 of 2e.) This implies that G is also block-transitive and flag-transitive on
UH(q), where a flag is an incident point-line pair.
A line of PG(2, q2) contains either one absolute point or q + 1 absolute points. In the latter
case the set of such q + 1 absolute points is a line of UH(q); all lines of UH(q) are of this form.
So we may represent a line of UH(q) by the homogenous equation of the corresponding line of
PG(2, q2).
Lemma 2. Let u1 = (a1, b1, c1) and u2 = (a2, b2, c2) be isotropic vectors of V (3, q
2) such that
〈u1〉 6= 〈u2〉. Then for each µ ∈ F
∗
q2
there are exactly q + 1 vectors u0 ∈ V (3, q
2) such that
β(u0,u0) = −µ
q+1, β(u0,u1) = 0, β(u0,u2) = 0. (1)
Moreover, any two such vectors u0 differ by a scalar multiple.
Proof Since 〈u1〉 6= 〈u2〉, either a1b2 − a2b1 6= 0, a1c2 − a2c1 6= 0, or b1c2 − b2c1 6= 0.
Consider the case b1c2−b2c1 6= 0 first. Denote u0 = (a0, b0, c0) ∈ V (3, q
2). From β(u0,u1) =
β(u0,u2) = 0 we have
b0 = a0(a2b1 − a1b2)
q/(c2b1 − c1b2)
q, c0 = a0(a2c1 − a1c2)
q/(b2c1 − b1c2)
q. (2)
Plug these into β(u0,u0) = −µ
q+1 we obtain aq+10 = µ
q+1/η for a certain η ∈ F∗q determined
by u1 and u2. Since (µ
q+1/η)q = µq+1/η, we have µq+1/η ∈ F∗q. Hence there are exactly q + 1
elements a0 ∈ F
∗
q2
such that aq+10 = µ
q+1/η and so there are exactly q + 1 vectors u0 satisfying
(1). Because of (2) any two such vectors are multiples of each other.
The case where a1b2 − a2b1 6= 0 or a1c2 − a2c1 6= 0 can be dealt with similarly. ✷
Define
V (q) = the set of flags of UH(q). (3)
Definition 3. Let q = pe > 2 be a prime power and r ≥ 1 a divisor of 2e. Suppose λ ∈ F∗
q2
such
that λq belongs to the 〈ψr〉-orbit on Fq2 containing λ. The unitary graph Γr,λ(q) is defined to be
the graph with vertex set V (q) such that (〈a1, b1, c1〉, L1), (〈a2, b2, c2〉, L2) ∈ V (q) are adjacent
if and only if L1 and L2 are given by:
L1 :
∣∣∣∣∣∣
x a1 a0 + a2
y b1 b0 + b2
z c1 c0 + c2
∣∣∣∣∣∣ = 0 (4)
L2 :
∣∣∣∣∣∣∣
x a2 a0 + λ
qpira1
y b2 b0 + λ
qpirb1
z c2 c0 + λ
qpirc1
∣∣∣∣∣∣∣
= 0 (5)
for an integer 0 ≤ i < 2e/r and a nonisotropic (a0, b0, c0) ∈ V (3, q
2) orthogonal to both (a1, b1, c1)
and (a2, b2, c2).
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Remark 4. (a) The requirement on (a0, b0, c0) is equivalent to that u0 = (a0, b0, c0) satisfies
(1) for u1 = (a1, b1, c1) and u2 = (a2, b2, c2), because every element of F
∗
q2
is of the form −µq+1
for some µ ∈ F∗
q2
. We will often use this fact in the sequel.
(b) The requirement on λ is equivalent to that λp
tr
= λq for at least one 0 ≤ t < 2e/r. This
ensures that Γr,λ(q) is defined as an undirected graph. (However, Γr,λ(q) is independent of the
choice of such t.) In fact, since r is a divisor of 2e, we have (j + t)r = 2e for some integer j and
so λ = λqp
jr
. Hence the equations of L1 and L2 above can be rewritten as
L2 :
∣∣∣∣∣∣∣
x a2 λa0 + λ
qpir+1a1
y b2 λb0 + λ
qpir+1b1
z c2 λc0 + λ
qpir+1c1
∣∣∣∣∣∣∣
= 0, L1 :
∣∣∣∣∣∣∣
x λqp
ir+1a1 λa0 + λ
qpjra2
y λqp
ir+1b1 λb0 + λ
qpjrb2
z λqp
ir+1c1 λc0 + λ
qpjrc2
∣∣∣∣∣∣∣
= 0. (6)
Since λu0 is a solution to (1) with µ replaced by λµ, from (6) it follows that the adjacency
relation of Γr,λ(q) is symmetric and so Γr,λ(q) is well-defined as an undirected graph.
(c) Γr,λ(q) has |V (q)| = q
2(q3 +1) vertices. Its valency is determined by r and λ (for a fixed
q) as we will see in Theorem 8.
Example 5. In the case q = 3, r can be 1 or 2. If r = 1, then every λ ∈ F∗9 trivially satisfies
λ3
t
= λ3 for t = 1 and hence gives rise to the unitary graph Γ1,λ(3). If r = 2, then t = 0,
and λ = λ3 holds if and only if λ = 1 or λ = ω4 = 2, where ω is a primitive element of F9.
So Γ2,1(3) and Γ2,2(3) are the only unitary graphs obtained from r = 2. We will see that each
Γ1,λ(3) is PΓU(3, 3)-symmetric, and Γ2,1(3) and Γ2,2(3) are PGU(3, 3)-symmetric. With the
help of MAGMA [2] we obtain that Γ1,1(3) ∼= Γ2,1(3), Γ1,ω(3) ∼= Γ1,ω3(3), Γ1,ω2(3) ∼= Γ1,ω6(3),
Γ1,2(3) ∼= Γ2,2(3) and Γ1,ω5(3) ∼= Γ1,ω7(3), all with order 252, and they have (valency, diameter,
girth) = (24, 3, 3), (48, 3, 3), (48, 2, 3), (24, 3, 3), (48, 3, 3), respectively.
Similarly, if q = 4, the only graph-group pairs are: (Γ1,λ(4),PΓU(3, 4)), (Γ2,λ(4),PGU(3, 4)⋊
〈ψ2〉), (Γ4,1(4),PGU(3, 4)) and (Γ4,ω5(4),PGU(3, 4)), where λ ∈ F
∗
16 and ω is a primitive element
of F16.
Example 6. For every divisor r ≥ 1 of e, say, e = tr, λp
tr
= λq is trivially satisfied by all
λ ∈ F∗
q2
and so Γr,λ(q) is well-defined. These graphs are PGU(3, q) ⋊ 〈ψ
r〉-symmetric as we will
see later.
3 Characterization of the unitary graphs
As part of the proof of Theorem 1, in this section we characterize the unitary graphs as a
certain family of imprimitive symmetric graphs admitting the unitary groups as groups of auto-
morphisms. This characterization involves the quotient of a unitary graph with respect to the
natural partition of its vertex set induced by the points of UH(q). A major tool to be used is
the flag graph construction introduced in [24] which we outline below.
Let D be a 1-design which admits a point- and block-transitive group G of automorphisms.
For two points σ, τ of D and a line L incident with σ, denote by Gσ the stabilizer of σ in G, by
Gστ the stabilizer of σ, τ in G (subgroup of G fixing each of σ and τ), and by Gσ,L the stabilizer
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of the flag (σ,L). For a subset Ω of flags of D, denote by Ω(σ) the set of flags in Ω with point
entry σ. A G-orbit Ω on the flags of D is called feasible with respect to G [24] if
(A1) |Ω(σ)| ≥ 3;
(A2) L ∩N = {σ}, for distinct (σ,L), (σ,N) ∈ Ω(σ);
(A3) Gσ,L is transitive on L \ {σ}, for (σ,L) ∈ Ω;
(A4) Gστ is transitive on Ω(σ) \ {(σ,L)}, for (σ,L) ∈ Ω and τ ∈ L \ {σ}.
Since G is transitive on the points of D, the validity of these conditions is independent of the
choice of σ. Given a feasible Ω, a pair of flags ((σ,L), (τ,N)) ∈ Ω × Ω is said to be compatible
[24] with Ω if
(A5) σ 6∈ N , τ 6∈ L but σ ∈ N ′, τ ∈ L′ for some (σ,L′), (τ,N ′) ∈ Ω.
From (A2) both (σ,L′) and (τ,N ′) are uniquely determined by ((σ,L), (τ,N)). If Ψ ⊆ Ω×Ω is
a self-paired G-orbital of Ω compatible with Ω, define [24] the G-flag graph of D with respect
to (Ω,Ψ), denoted by Γ(D,Ω,Ψ), to be the graph with vertex set Ω and arc set Ψ. It is proved
in [24, Theorem 1.1] that, for an imprimitive G-symmetric graph (Γ,B) with B having block
size at least 3, Γ is an almost multicover of ΓB if and only if Γ is isomorphic to Γ(D,Ω,Ψ) for
a G-point-transitive and G-block-transitive 1-design D. And in this case the block size of D is
equal to m+1 and ΓB has valency mv [24, Lemma 2.1(a)], where m is the multiplicity of B. In
particular, we have:
Lemma 7. ([24, Corollary 2.6]) Let s ≥ 3 be an integer and G a finite group. The following
statements are equivalent.
(a) Γ is a G-symmetric graph admitting a nontrivial G-invariant partition B of block size s
such that ΓB is a complete graph and Γ is an almost multicover of ΓB.
(b) Γ is isomorphic to Γ(D,Ω,Ψ) for a G-doubly point-transitive and G-block-transitive 2-
(v, k, λ) design D with (v − 1)/(k − 1) = s, a feasible G-orbit Ω on the flags of D, and a
self-paired G-orbital Ψ of Ω compatible with Ω.
Moreover, v is equal to the number of vertices of ΓB, k− 1 is equal to the multiplicity of B, and
G is faithful on the vertex set of Γ if and only if it is faithful on the point set of D.
The design D in (b) corresponding to a given (Γ, G,B) is isomorphic to D(Γ,B) (see the
introduction for its definition) as shown in the proof of [24, Theorem 1.1].
We will need Lemma 7 in the proof of Theorem 1. At present we use it to prove the following
characterization of the unitary graphs, which forms part of the proof of Theorem 1. Denote by
B(σ) the set of flags of UH(q) with point-entry σ. Define
B = {B(σ) : σ ∈ X}, (7)
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so that B is a partition of V (q) with block size q2. Denote by L(στ) the unique line of UH(q)
through two given points σ and τ . For r and λ as in Definition 3, define
kr,λ(q) =
|〈ψr〉|
|〈ψr〉λ|
, (8)
where 〈ψr〉λ is the stabilizer of λ in 〈ψ
r〉. Then kr,λ(q) is the size of the 〈ψ
r〉-orbit on Fq2
containing λ. Note that kr,λ(q) is a divisor of 2e/r and is equal to the least integer j ≥ 1 such
that λp
jr
= λ.
Theorem 8. Let q = pe be a prime power and r ≥ 1 a divisor of 2e. Let G = PGU(3, q)⋊ 〈ψr〉.
(a) Suppose λ ∈ F∗
q2
such that λq belongs to the 〈ψr〉-orbit on Fq2 containing λ. Then Γr,λ(q)
is a G-symmetric graph of order q2(q3 + 1) and valency kr,λ(q)q(q
2 − 1) that admits B
above as a nontrivial G-invariant partition such that the quotient Γr,λ(q)B is a complete
graph and Γr,λ(q) is an almost multicover of Γr,λ(q)B. Moreover, for distinct points σ, τ of
UH(q), (σ,L(στ)) is the only vertex in B(σ) which has no neighbour in B(τ). Furthermore,
the bipartite subgraph of Γr,λ(q) induced on B(σ) ∪ B(τ) (excluding the two isolates) has
valency kr,λ(q), and each vertex of Γr,λ(q) has neighbours in exactly q(q
2 − 1) blocks of B.
(b) Conversely, if Γ is a G-symmetric graph that admits a nontrivial G-invariant partition B
of block size at least 3 such that ΓB is a complete graph, Γ is an almost multicover of ΓB,
and D(Γ,B) is a linear space, then Γ is isomorphic to a unitary graph Γr,λ(q) for some
q, r, λ as above.
The rest of this section is devoted to the proof of Theorem 8. We need the following results
which can be easily verified. (We write elements of PGU(3, q) as linear transformations.)
Lemma 9. (a) PGU(3, q)∞ = {x
′ = (ax + bz)/a, y′ = (abqx + aq+1y + cz)/a, z′ = z/a : a ∈
F
∗
q2
, b, c ∈ Fq2 , c
q + c = bq+1}.
(b) PGU(3, q)∞,0 = {x
′ = x, y′ = aqy, z′ = z/a : a ∈ F∗
q2
}.
(c) For any divisor r ≥ 1 of 2e, (PGU(3, q) ⋊ 〈ψr〉)∞ = PGU(3, q)∞ ⋊ 〈ψ
r〉.
In the following we will use the following well known facts: for any η ∈ F∗q, the equation
xq+1 = η has exactly q + 1 solutions in F∗
q2
; for any η ∈ Fq, the equation x+ x
q = η has exactly
q solutions in Fq2 .
Now we prove that V (q) is feasible with respect to PGU(3, q).
Lemma 10. (a) For any divisor r ≥ 1 of 2e, V (q) is feasible with respect to PGU(3, q)⋊〈ψr〉.
(b) If 3 divides q + 1, then V (q) is not feasible with respect to PSU(3, q).
Proof (a) It suffices to prove that V (q) is feasible with respect to PGU(3, q). Obviously V (q)
satisfies (A1) and (A2). Let L : x = 0 be the line through∞ and 0. Since PGU(3, q) is transitive
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on V (q), to prove (A3) it suffices to prove that PGU(3, q)∞,L is transitive on L \ {∞}. In fact,
by Lemma 9 we have
PGU(3, q)∞,L = {x
′ = x, y′ = (aq+1y + cz)/a, z′ = z/a : a ∈ F∗q2 , c
q + c = 0}. (9)
By the orbit-stabilizer lemma, the PGU(3, q)∞,L-orbit on L \ {∞} containing 0 has length
|PGU(3, q)∞,L|/|PGU(3, q)∞,L,0| = q = |L \ {∞}| (note that PGU(3, q)∞,L,0 = PGU(3, q)∞,0).
It follows that PGU(3, q)∞,L is transitive on L \ {∞}.
Since PGU(3, q) is doubly transitive on the set of points of UH(q), V (q) satisfies (A4) with
respect to PGU(3, q) if and only if PGU(3, q)∞,0 is transitive on the set of lines through 0
other than L. Fix such a line, say, N : y = x. The image of N under a typical element
x′ = x, y′ = aqy, z′ = z/a of PGU(3, q)∞,0 has equation y = a
qx, where a ∈ F∗
q2
. Since all lines
of UH(q) through 0 other than L are of this form, it follows that V (q) satisfies (A4) and so is
feasible with respect to PGU(3, q).
(b) By Lemma 9, the image of N : y = x under a typical element of PSU(3, q)∞,0 has
equation y = aqx, where a ∈ F∗
q2
satisfies aq−1 = d3 for some d ∈ F∗
q2
such that dq+1 = 1. Since
not every line of UH(q) through 0 but not ∞ is of this form when 3 divides q + 1, V (q) is not
feasible with respect to PSU(3, q) in this case. ✷
Lemma 11. For (σ,L) ∈ V (q), PGU(3, q)σ,L is regular on the set of points of UH(q) not in L.
Proof Since PGU(3, q) is transitive on V (q), without loss of generality we may assume σ =∞
and L : x = 0, so that PGU(3, q)∞,L is as given in (9). Fix a point τ = 〈l,m, 1〉 of UH(q)
not in L, where l ∈ F∗
q2
and m ∈ Fq2 such that l
q+1 = m + mq. An element x′ = x, y′ =
(aq+1y + cz)/a, z′ = z/a of PGU(3, q)∞,L fixes τ if and only if a = 1 and c = 0; that is,
PGU(3, q)∞,L,τ is the identity subgroup of PGU(3, q). Thus the PGU(3, q)∞,L-orbit on V (q)
containing τ has length |PGU(3, q)∞,L| = (q
2 − 1)q. Since there are exactly (q2 − 1)q points of
UH(q) not in L, it follows that PGU(3, q)∞,L is regular on such points. ✷
Proof of Theorem 8 (a) Denote Γ = Γr,λ(q) and k
∗ = kr,λ(q). Since PGU(3, q) preserves
the Hermitian form β, one can verify that G preserves the adjacency relation of Γ (under the
induced action of G on V (q)) and hence can be viewed as a subgroup of Aut(Γ). Γ is clearly
G-vertex transitive. We now prove that Γ is G-symmetric.
Choose d ∈ F∗
q2
such that d + dq = 1. Then 〈1, d, 1〉 ∈ X and L : x = z is the unique line
through∞ and 〈1, d, 1〉. Since an element of G∞ fixes L if and only if it maps 〈1, d, 1〉 to a point
in L, we have
H := G∞,L = PGU(3, q)∞,L ⋊ 〈ψ
r〉, (10)
where by Lemma 9 one can show that PGU(3, q)∞,L = {x
′ = (ax + (1 − a)z)/a, y′ = (a(1 −
a)qx+ aq+1y + cz)/a, z′ = z/a : a ∈ F∗
q2
, cq + c = (1− a)q+1}.
A flag (〈u2〉, L2) ∈ V (q) is adjacent to (∞, L) in Γ if and only if there exists u0 = (a0, b0, c0) ∈
V (3, q2) satisfying (1) for u1 = (0, 1, 0), u2 = (a2, b2, c2) and some µ ∈ F
∗
q2
such that L and
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L2 are given by (4) and (5) respectively. One can see that (4) gives L : x = z if and only
if c0 + c2 = a0 + a2 6= 0. From the second equation in (1) we have c0 = 0, and using this
the other two equations in (1) amount to aq+10 = µ
q+1 and a0a
q
2 = b0c
q
2 respectively. Thus
u0 = (a0, a0a
q
2/(a0 + a2)
q, 0). Since u2 is assumed to be isotropic, we have (a0 + a2)
qb2 + (a0 +
a2)b
q
2 = a
q+1
2 , which gives exactly q possible values of b2 for fixed a0 and a2. Note that for a
fixed a0, a2 can be any element of Fq2 other than −a0. Thus, for a fixed a0, there are exactly
q(q2 − 1) isotropic vectors u2 = (a2, b2, a0 + a2), of which no two are multiples of each other,
such that (〈u2〉, L2) is adjacent to (∞, L) for some L2 through u2. Since for a fixed µ any two
solutions to xq+1 = µq+1 differ by a scalar multiple which is a (q + 1)st root of unity, one can
see that different pairs (a0, µ) satisfying a
q+1
0 = µ
q+1 give rise to the same set of u2. Thus it
suffices to consider one fixed pair (a0, µ) only. Since λ
qpir = λqp
i′r
if and only if λp
ir
= λp
i′r
,
each u2 corresponds to precisely k
∗ different lines L2 such that (〈u2〉, L2) is adjacent to (∞, L).
Therefore, the valency of (∞, L) (and hence all other vertices) in Γ is equal to k∗q(q2 − 1).
Choosing µ = 1, u0 = (1, 0, 0), u2 = (0, 0, 1) and i = 0, (5) gives rise to the line N : y = λ
qx
and thus (∞, L) and (0, N) are adjacent in Γ. We have H0 = 〈ψ
r〉, where H is as defined in
(10). An element ψjr of H0 maps N to the line y = λ
qpjrx and hence it fixes N if and only
if λp
jr
= λ. In other words, H0,N = {ψ
jr : 0 ≤ j < 2e/r, λp
jr
= λ}, which is the stabilizer
of λ in 〈ψr〉 ≤ Aut(Fq2). Thus |H0,N | = 2e/(k
∗r). Since |H| = 2eq(q2 − 1)/r, by the orbit-
stabilizer lemma the H-orbit on V (q) containing (0, N) has size k∗q(q2 − 1), which is equal to
the valency of (∞, L) in Γ by the previous paragraph. Since H is a subgroup of Aut(Γ) fixing
(∞, L) and (0, N) is adjacent to (∞, L), the H-orbit on V (q) containing (0, N) is contained in
the neighbourhood of (∞, L) in Γ. Since the two sets have the same size, it follows that H is
transitive on the neighbourhood of (∞, L) in Γ. This together with the G-vertex transitivity of
Γ implies that Γ is G-symmetric.
It is clear that B is a G-invariant partition of the vertex set V (q) of Γ. Since G∞,L,0 = H0 =
〈ψr〉 and G∞,0 = PGU(3, q)∞,0 ⋊ 〈ψ
r〉, by Lemma 9(b) the G∞,0-orbit containing L on the set
of lines through ∞ has size q2 − 1. Since Γ is G-symmetric and (∞, L) is adjacent to (0, N), it
follows that exactly q2−1 vertices in B(∞) have neighbours in B(0). Since G is doubly transitive
on the points of UH(q), this implies that for every pair of distinct blocks B,C ∈ B, exactly q
2−1
vertices of B have neighbours in C. Let L0 : x = 0 be the unique line of UH(q) through ∞ and
0. One can verify that (∞, L0) is not adjacent to any vertex in B(0) and (0, L0) is not adjacent
to any vertex in B(∞). Thus (∞, L0) is the only vertex in B(∞) without neighbour in B(0),
and (0, L0) is the only vertex in B(0) without neighbour in B(∞). Since G is doubly transitive
on X, the last statement in (a) follows.
Since the H0-orbit containing N on the lines of UH(q) has size |H0|/|H0,N | = k
∗, (∞, L) has
exactly k∗ neighbours in B(0). Since Γ is G-symmetric and B is G-invariant, it follows that any
block B ∈ B contains either none or exactly k∗ neighbours of any vertex not in B. Since the
valency of Γ is equal to k∗q(q2 − 1) as shown above, each vertex of Γ has neighbours in exactly
q(q2 − 1) blocks of B.
(b) By Lemma 7, we have Γ ∼= Γ(D,Ω,Ψ) for a G-doubly point-transitive linear space D,
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a feasible G-orbit Ω on the flags of D, and a self-paired G-orbital Ψ of Ω compatible with Ω.
From the classification [12] of such linear spaces it follows that D = UH(q) and so Ω = V (q) by
Lemma 10. We will determine all possible Ψ and prove that they produce precisely the unitary
graphs.
Let L : x = z be as above. Since 0 is not on L, by Lemma 11 any G-orbital of V (q) should
contain ((∞, L), (0, N)) for some line N through 0 but not ∞. Suppose this G-orbital is self-
paired. Then there exists φ ∈ G that interchanges (∞, L) and (0, N). Since φ0 : x
′ = x, y′ =
z, z′ = y is in PGU(3, q) and interchanges∞ and 0, it follows that φφ0 ∈ G∞,0. Thus, by Lemma
9(b), φφ0 is of the form: x
′ = xp
kr
, y′ = λqyp
kr
, z′ = zp
kr
/λ for some λ ∈ F∗
q2
and 0 ≤ k < 2e/r.
Hence φ is of the form
φ : x′ = xp
kr
, y′ = λqzp
kr
, z′ = yp
kr
/λ.
It follows that φ2 : x′ = xp
2kr
, y′ = λq−p
kr
yp
2kr
, z′ = λqp
kr−1zp
kr
. Since φ2 fixes L and maps
〈1, d, 1〉 ∈ L to 〈1, λq−p
kr
dp
2kr
, λqp
kr−1〉, where d ∈ F∗
q2
is such that d+dq = 1, we have λqp
kr−1 =
1, that is, λp
kr
= λq. Conversely, one can see that if φ above satisfies λp
kr
= λq then it
interchanges (∞, L) and (0, N) and hence the G-orbital of V (q) containing ((∞, L), (0, N)) is
self-paired, where N : y = λqx is the image of L under φ.
The argument above shows that each self-paired G-orbital Ψ of V (q) should contain ((∞, L), (0, N))
for some N : y = λqx which is the image of L under some φ above such that λp
kr
= λq for some
k, and vice versa. Since 0 6∈ L and ∞ 6∈ N , Ψ is compatible with V (q) (taking for example
L′ = N ′ to be the unique line through∞ and 0 in (A5)) and hence gives rise to the G-flag graph
Γ(UH(q), V (q),Ψ). Moreover, all G-flag graphs of UH(q) are of this form.
We now prove that Γ(UH(q), V (q),Ψ) above is isomorphic to Γr,λ(q). Let u1 = (a1, b1, c1)
and u2 = (a2, b2, c2) be isotropic vectors with 〈u1〉 6= 〈u2〉. If an element of G maps ∞, 0 to
〈u1〉, 〈u2〉 respectively, then it must be of the form φu0,i : x
′ = a0x
pir + a1y
pir + a2z
pir , y′ =
b0x
pir + b1y
pir + b2z
pir , z′ = c0x
pir + c1y
pir + c2z
pir for some u0 = (a0, b0, c0) ∈ V (3, q
2) and
0 ≤ i < 2e/r. Scaling when necessary, we may assume that φu0,i maps (0, 1, 0), (0, 0, 1) to u1,u2
respectively, so that β(u1,u2) = β((0, 1, 0), (0, 0, 1)) = 1. Denote by A the matrix of φu0,i with
columns u0,u1 and u2. Since φu0,i ∈ G, we have A
TDA¯ = D, or equivalently β(u0,u0) =
−1, β(u0,u1) = 0, β(u0,u2) = 0. By Lemma 2 these conditions are satisfied by precisely q + 1
vectors u0 = (a0, b0, c0) that differ by scalar multiples. Thus the arcs of Γ(UH(q), V (q),Ψ) are
precisely those ((〈u1〉, L1), (〈u2〉, L2)) such that u1 and u2 are as above, u0 is a solution to (1)
with µ = 1, and L1, L2 are respectively the images of L,N under φu0,i for some i. On the other
hand, since L has equation x = z, one can verify that L1 has equation (4). Similarly, since N
has equation y = λqx, L2 has equation (5). Therefore, Γ(UH(q), V (q),Ψ) ∼= Γr,λ(q). ✷
The neighbourhood in Γr,λ(q) of a subset of V (q) is defined as the union of the neighbour-
hoods of its vertices in Γr,λ(q). As a consequence of Theorem 8, the neighbourhood of each
B(σ) ∈ B in Γr,λ(q) is equal to the set of flags {(τ,N) ∈ V (q) : σ 6∈ N} of UH(q) whose lines do
not pass through σ.
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4 Another quotient of the unitary graphs
Denote by C(L) the set of flags of UH(q) with line-entry L. Let
C = {C(L) : L is a line of UH(q)}. (11)
Obviously, C is a partition of V (q) with block size q + 1. Unlike Γr,λ(q)B ∼= Kq3+1, the quotient
graph Γr,λ(q)C of Γr,λ(q) relative to C is not a complete graph. This section is devoted to
combinatorial properties of Γr,λ(q)C in relation to Γr,λ(q).
If λ 6= 1, denote
η =
(
1− λ
λ
)q+1
, lr,λ(q) =
|〈ψr〉|
|〈ψr〉η|
. (12)
Then lr,λ(q) is the size of the 〈ψ
r〉-orbit on Fq2 containing η. Straightforward computation yields
〈ψr〉λ ≤ 〈ψ
r〉η and hence lr,λ(q) is a divisor of kr,λ(q). The following is the main result in this
section. (The lexicographic product of a graph Σ with a graph ∆ is defined to have vertex set
V (Σ) × V (∆) such that (v,w), (v′, w′) are adjacent if and only if either v, v′ are adjacent in Σ
or v = v′ and w,w′ are adjacent in ∆.)
Theorem 12. Let q = pe be a prime power and r ≥ 1 a divisor of 2e. Let G = PGU(3, q)⋊〈ψr〉.
Suppose λ ∈ F∗
q2
such that λq belongs to the 〈ψr〉-orbit on Fq2 containing λ. Denote Γ = Γr,λ(q),
k∗ = kr,λ(q) and l
∗ = lr,λ(q). Then the following hold:
(a) the valency of ΓC is equal to q(q − 1) if λ = 1, q(q
2 − 1)l∗ if λ 6= 1 and λ + λq 6= 1, and
(q + 1)(q2 − 1) if λ+ λq = 1;
(b) the number of blocks of C containing at least one neighbour of a fixed vertex of Γ is equal
to q(q − 1) if λ = 1, q(q2 − 1)l∗ if λ 6= 1 and λ+ λq 6= 1, and q(q2 − 1) if λ+ λq = 1;
(c) if λ = 1, then Γ is isomorphic to the lexicographic product of ΓC and the empty graph of
q + 1 vertices; if λ 6= 1 and λ + λq 6= 1, then Γ is a multicover of ΓC and for adjacent
C(L1), C(L2) ∈ C the valency of the bipartite subgraph of Γ induced on C(L1) ∪ C(L2) is
equal to k∗/l∗; if λ+ λq = 1, then Γ is an almost multicover of ΓC and the valency of this
bipartite graph (excluding the two isolates) is equal to k∗.
We need the following two lemmas in the proof of Theorem 12.
Lemma 13. Under the assumption of Theorem 12, let d ∈ Fq2 be such that d + d
q = 1 and
d 6= 1−λ. Let L : x = 0 and N : (1−λ)x+ y+(1−λ− d)z = 0 be lines of UH(q). Then (∞, L)
and (τ,N) are adjacent in Γr,λ(q), where τ = 〈−1, d, 1〉.
Proof Choose u0 = (1,−1, 0),u1 = (0, 1, 0),u2 = (−1, d, 1), µ = 1 and i = (2e/r) − k in
Definition 3 and (1). ✷
Lemma 14. Under the condition of Lemma 13, the following hold for G = PGU(3, q) ⋊ 〈ψr〉:
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(a) |GL| =
2q(q+1)(q2−1)e
r
(b) |GL,N | =


2(q+1)2e
r
, if λ = 1
2(q+1)e
l∗r
, if λ 6= 1 and λ+ λq 6= 1
2qe
r
, if λ+ λq = 1
(c) |G∞,L,N | =


2(q+1)e
r
, if λ = 1
2e
l∗r
, if λ 6= 1 and λ+ λq 6= 1
2e
r
, if λ+ λq = 1
Proof Since G is transitive on the lines of UH(q), we have |GL| = |G|/q
2(q2 − q + 1) =
2q(q + 1)(q2 − 1)e/r and this proves (a).
To prove (b) and (c) we need more information about GL. Consider an element ζA,j : x
′ =
a1x
pjr +a2y
pjr +a3z
pjr , y′ = b1x
pjr +b2y
pjr +b3z
pjr , z′ = c1x
pjr +c2y
pjr +c3z
pjr of G, where A =
a1 a2 a3b1 b2 b3
c1 c2 c3

 is the corresponding matrix. Since ζA,j maps ∞, 0 ∈ L to 〈a2, b2, c2〉, 〈a3, b3, c3〉
respectively, ζA,j fixes L if and only if a2 = a3 = 0. This together with A
TDA¯ = D implies that
ζA,j ∈ GL if and only if
− aq+11 + b1c
q
1 + c1b
q
1 = −1 (13)
b1c
q
2 + c1b
q
2 = 0 (14)
b1c
q
3 + c1b
q
3 = 0 (15)
b2c
q
2 + c2b
q
2 = 0 (16)
b2c
q
3 + c2b
q
3 = 1 (17)
b3c
q
3 + c3b
q
3 = 0 (18)
If none of b1, b2 and b3 is equal to 0, then c1/b1 = −(c2/b2)
q = c2/b2 and c1/b1 = −(c3/b3)
q =
c3/b3. Call this common ratio h. Then h + h
q = 0 but (h + hq)b2b
q
3 = 1 by (17). This
contradiction shows that at least one of b1, b2 and b3 is equal to 0. On the other hand, by (17) at
least one of b2, b3 is non-zero. If b1 6= 0, b2 = 0 but b3 6= 0, then c2 = 0 by (14), which contradicts
(17). Similarly, if b1 6= 0, b3 = 0 but b2 6= 0, then c3 = 0 by (15), which again contradicts (17).
Therefore, we must have b1 = 0, which implies a
q+1
1 = 1 by (13) and c1 = 0 by (14) and (15).
Scaling when necessary, we may assume a1 = 1 in the following.
If b2, b3 6= 0, then by (16) and (18), we have c2 = ab2 and c3 = bb3 for some a, b ∈ Fq2 with
a+ aq = b + bq = 0. From this and denoting b3 by c, we get b2 = (a− b)
−1c−q by (17). Hence
A is of the form 
1 0 00 (a− b)−1c−q c
0 a(a− b)−1c−q bc

 , (19)
where a, b, c ∈ Fq2 such that a+ a
q = b+ bq = 0, a 6= b and c 6= 0.
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If b2 = 0 but b3 6= 0, then c2 = b
−q
3 by (17) and (c3/b3) + (c3/b3)
q = 0 by (18). In this case
A is of the form 
1 0 00 0 b
0 b−q ab

 , (20)
where a ∈ Fq2 and b ∈ F
∗
q2
such that a+ aq = 0. Similarly, if b2 6= 0 but b3 = 0, then A is of the
form 
1 0 00 b 0
0 ab b−q

 , (21)
where a ∈ Fq2 and b ∈ F
∗
q2
such that a + aq = 0. Note that (19)-(21) give rise to all elements
ζA,j of GL, where 0 ≤ j < 2e/r.
Case 1: λ = 1.
In this case N has equation y = dz.
Claim 1.1: GL,N consists of those ζA,j such that 0 ≤ j < 2e/r and A is in one of the
following forms:
(i) A is given by (19) with a = −(bd−1)q+1[(bd−1)qd+dqp
jr
]−1+ b and cq+1 = d(q+1)p
jr
(bd−
1)−(q+1), where b ∈ Fq2 is such that b+ b
q = 0 and b 6= d−1 − d−(q+1)+p
jr
;
(ii) A is given by (20) with a = d−1 − d−(q+1)+p
jr
and bq+1 = dq+1;
(iii) A is given by (21) with a = d−1 − d−(q+1)+qp
jr
and bq+1 = d−(q+1)(p
jr−1).
Claim 1.2: G∞,L,N consists of those ζA,j such that
(iv) 0 ≤ j < 2e/r with dp
jr
6= d, and A is given by (19) with a = 0, b = (d − dp
jr
)−1 and
cq+1 = (d− dp
jr
)q+1; or
(v) 0 ≤ j < 2e/r with dp
jr
= d, and A is given by (21) with a = 0 and bq+1 = 1.
Since the numbers of elements of GL,N of types (i)-(iii) are (q − 1)(q + 1)(2e/r), (q +
1)(2e/r), (q + 1)(2e/r), respectively, we obtain |GL,N | = 2(q + 1)
2e/r from Claim 1.1 and
|G∞,L,N | = 2(q + 1)e/r from Claim 1.2.
Proof of Claims 1.1 and 1.2: One can verify that the image of N under ζA,j ∈ GL with
A given by (19) has equation [(a + bq)bcq+1 + adp
jr
]y = [(a + bq)cq+1 + dp
jr
]z. Thus N is
fixed by ζA,j if and only if (a + b
q)cq+1 + dp
jr
= d[(a + bq)bcq+1 + adp
jr
], or equivalently a =
[dp
jr
− bqcq+1(bd − 1)][dp
jr+1 + cq+1(bd − 1)]−1. Plugging this into a + aq = 0, and using
b+ bq = 0 and d+ dq = 1, we obtain cq+1 = d(q+1)p
jr
(bd− 1)−(q+1). (Note that bd 6= 1.) Hence
a = [(bd−1)q+bdqp
jr
][(bd−1)qd+dqp
jr
]−1 = −(bd−1)q+1[(bd−1)qd+dqp
jr
]−1+b. One can see that
(bd−1)qd+dqp
jr
= 0 if and only if b = d−1−d−(q+1)+p
jr
, and on the other hand this particular b
satisfies b+bq = 0. Therefore, an element ζA,j of GL with A given by (19) fixesN if and only if a, b
and c are as in (i). Such an element of GL,N maps∞ to (0, (a+b
q)−1c−q, a(a+bq)−1c−q). Hence it
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fixes∞ if and only if a = 0, or equivalently b = (d−dp
jr
)−1. Here we require dp
jr
6= d. Note that
this b satisfies b+ bq = 0 and is distinct from d−1−d−(q+1)+p
jr
because dp
jr
6= d−dq. (In fact, if
dp
jr
= d−dq, then (d+dq)p
jr
= dp
jr
+dqp
jr
= (d−dq)+(d−dq)q = 0, contradicting the assumption
d+dq = 1.) Note also that if b = (d−dp
jr
)−1 then cq+1 = d(q+1)p
jr
(bd−1)−(q+1) = (d−dp
jr
)q+1.
Thus ζA,j ∈ GL,N with A given by (19) fixes ∞ if and only if it is as described in (iv).
The image of N under ζA,j ∈ GL with A given by (20) has equation (ab
q+1+ dp
jr
)y = bq+1z.
Hence N is fixed by such an element if and only if bq+1 = d(abq+1 + dp
jr
), or equivalently
a = d−1− b−(q+1)dp
jr
. Plugging this into a+aq = 0 and using d+dq = 1, we obtain bq+1 = dq+1
and consequently a = d−1 − d−(q+1)+p
jr
. Thus ζA,j fixes N if and only if A is as given in (ii).
This element of GL,N maps ∞ to (0, 0, b
−q) and so cannot fix ∞.
The image of N under ζA,j ∈ GL with A given by (21) has equation (ab
q+1dp
jr
+ 1)y =
bq+1dp
jr
z. Hence N is fixed by such an element if and only if bq+1dp
jr
= d(abq+1dp
jr
+ 1), or
equivalently a = d−1 − b−(q+1)d−p
jr
. Plugging this into a + aq = 0 and using d + dq = 1, we
obtain bq+1 = d−(q+1)(p
jr−1) and so a = d−1 − d−(q+1)+qp
jr
. Hence this ζA,j fixes N if and only
if A is as given in (iii). Such an element of GL,N maps ∞ to (0, b, ab) and hence it fixes ∞ if
and only if a = 0, that is, dp
jr
= d. Note that if dp
jr
= d then bq+1 = 1 and so A is as described
in (v).
So far we have completed the proof of Claims 1.1 and 1.2.
Case 2: λ 6= 1.
Denote µ = 1− λ so that µ 6= 0 and µ 6= d by our assumption.
Consider a typical element ζA,j of GL with A given by (19). Set f = (a − b)
−1c−q so that
f 6= 0 and a = b+ c−qf−1. Since b+ bq = 0, one see that a+ aq = 0 if and only if cf q + cqf = 0.
Thus (19) can be rewritten as 
1 0 00 f c
0 bf + c−q bc

 , (22)
where b ∈ Fq2 , c, f ∈ F
∗
q2
such that b+ bq = 0 and cf q + cqf = 0.
Claim 2.1: GL,N consists of those ζA,j (where 0 ≤ j < 2e/r) such that one of the following
holds:
(i) A is given by (22) with c = (µ− d)p
jr
µ−p
jr+1[b(µ− d) + 1]−1 and f = [cq+1 − cµp
jr−1(µ−
d)]c−q(µ − d)−p
jr
, where b ∈ Fq2 satisfies b + b
q = 0, b 6= −(µ − d)−1, b 6= (µ −
d)p
jr−(q+1)µ−(q+1)(p
jr−1) − (µ − d)−1, (note that b 6= −(µ − d)−1 is satisfied automati-
cally when λ+ λq 6= 1), and in addition j satisfies
(
1− λ
λ
)(q+1)(pjr−1)
= 1 (23)
when λ+ λq 6= 1;
(ii) A is given by (20) with a = (µ−d)p
jr−(q+1)µ−(q+1)(p
jr−1)− (µ−d)−1 and b = µq(p
jr−1)(µ−
d)q, and in addition j satisfies (23) when λ+ λq 6= 1;
15
(iii) A is given by (21) with a = (µ − d)qp
jr−(q+1)µ−(q+1)(p
jr−1) − (µ − d)−1 and b = (µ(µ −
d)−1)q(p
jr−1), and in addition j satisfies (23) when λ+ λq 6= 1.
Claim 2.2: G∞,L,N consists of those ζA,j (where 0 ≤ j < 2e/r) such that one of the
following holds:
(iv) A is given by (22) and j is such that µ(q+1)(p
jr−1) 6= (µ − d)p
jr−1, where b = µ(q+1)(p
jr−1)
[µ(q+1)(p
jr−1)(µ−d)q− (µ−d)qp
jr
]−1, c and f are as in (i) above, and in addition j satisfies
(23) when λ+ λq 6= 1; or
(v) A is given by (21) and j satisfies µ(q+1)(p
jr−1) = (µ − d)p
jr−1, where a = 0, b = (µ(µ −
d)−1)q(p
jr−1), and in addition j satisfies (23) when λ+ λq 6= 1.
One can see that the number of integers 0 ≤ j < 2e/r satisfying (23) is equal to 2e/l∗r.
Thus, by the claims above, if λ + λq 6= 1, then |GL,N | = 2(q + 1)e/l
∗r and |G∞,L,N | = 2e/l
∗r;
and if λ+ λq = 1, then |GL,N | = 2qe/r and |G∞,L,N | = 2e/r.
Proof of Claims 2.1 and 2.2: The image of N under ζA,j ∈ GL with A given by (22) has
equation cµp
jr
x+ {(µ − d)p
jr
− bcq[c − f(µ− d)p
jr
]}y + cq[c− f(µ− d)p
jr
]z = 0. So N is fixed
by this element ζA,j if and only if
bcq[c− f(µ− d)p
jr
] 6= (µ − d)p
jr
cµp
jr
= µ{(µ − d)p
jr
− bcq[c− f(µ− d)p
jr
]} (24)
cq[c− f(µ− d)p
jr
] = (µ − d){(µ − d)p
jr
− bcq[c− f(µ− d)p
jr
]}. (25)
These hold if and only if
b(µ− d) + 1 6= 0 (26)
f = [cq+1 − cµp
jr−1(µ− d)]c−q(µ − d)−p
jr
(27)
c = (µ− d)p
jr
µ−p
jr+1[b(µ − d) + 1]−1. (28)
Given c and f above, by using b+ bq = 0, one can check that cf q + cqf = 0 holds if and only
if
µ(q+1)(p
jr−1)[(µ − d) + (µ− d)q] = [(µ − d) + (µ − d)q]p
jr
. (29)
Note that (µ−d)+(µ−d)q = 1−λ−λq since d+dq = 1. If λ+λq 6= 1, then (29) can be rewritten
as (1−λ)(q+1)(p
jr−1) = (1−λ−λq)p
jr−1, which holds if and only if λ(q+1)(p
jr−1) = (1−λ−λq)p
jr−1.
Using this one can further verify that in this case (29) holds if and only if j satisfies (23). Thus,
if λ + λq = 1 then cf q + cqf = 0 holds for any j, and if λ + λq 6= 1 then cf q + cqf = 0 if and
only if j satisfies (23).
Note that (26) holds automatically if λ + λq 6= 1. If λ + λq = 1 then b1 := −(µ − d)
−1 is
a solution to x + xq = 0 and (26) amounts to b 6= b1. With c and f above we have: f 6= 0 ⇔
cq 6= µp
jr−1(µ−d)⇔ c 6= µq(p
jr−1)(µ−d)q ⇔ (µ−d)p
jr
µ−p
jr+1[b(µ−d)+1]−1 6= µq(p
jr−1)(µ−d)q
⇔ b 6= b2 := (µ− d)
pjr−(q+1)µ−(q+1)(p
jr−1)− (µ− d)−1. One can verify that b2+ b
q
2 = 0 if (29) is
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satisfied. So b can be any solution to x+ xq = 0 except b1 and b2 when λ+ λ
q = 1 and b2 when
λ+ λq 6= 1.
The above shows that an element ζA,j ∈ GL with A given by (22) fixes N if and only if c
and f are given by (28) and (27), respectively, where b ∈ Fq2 satisfies b + b
q = 0, b 6= b1, b2,
and in addition j satisfies (23) when λ + λq 6= 1. This element maps ∞ to 〈0, f, bf + c−q〉 and
hence it fixes ∞ if and only if bf + c−q = 0. Using (27), (28) and b + bq = 0, this condition is
equivalent to that b[µ(q+1)(p
jr−1)(µ−d)q− (µ−d)qp
jr
] = µ(q+1)(p
jr−1), which can not be satisfied
when µ(q+1)(p
jr−1) = (µ − d)p
jr−1 as µ 6= 0. On the other hand, if µ(q+1)(p
jr−1) 6= (µ − d)p
jr−1,
then this condition amounts to b = b3 := µ
(q+1)(pjr−1)[µ(q+1)(p
jr−1)(µ− d)q− (µ− d)qp
jr
]−1. One
can check that b3 + b
q
3 = 0 and b3 6= b1, b2.
The image of N under ζA,j ∈ GL with A given by (20) has equation bµ
pjrx + [−abq+1 +
(µ − d)p
jr
]y + bq+1z = 0. So N is fixed by this element if and only if a 6= b−(q+1)(µ − d)p
jr
,
bµp
jr
= µ[−abq+1 + (µ − d)p
jr
] and bq+1 = (µ − d)[−abq+1 + (µ − d)p
jr
]. From this and noting
a+ aq = 0 one can verify that such an element ζA,j fixes N if and only if j satisfies (29) and a
and b are as in (ii) of Claim 2.1. (The proof above shows that (29) is satisfied when λ+ λq = 1
and is equivalent to (23) when λ + λq 6= 1.) Such an element maps ∞ to 〈0, 0, b−q〉 and so it
never fixes ∞.
The image of N under ζA,j ∈ GL with A given by (21) has equation bµ
pjrx+ [1− abq+1(µ−
d)p
jr
]y+bq+1(µ−d)p
jr
z = 0. HenceN is fixed by this element if and only if a 6= b−(q+1)(µ−d)−p
jr
,
bµp
jr
= µ[1− abq+1(µ− d)p
jr
] and bq+1(µ− d)p
jr
= (µ− d)[1− abq+1(µ− d)p
jr
]. From this and
using a+ aq = 0 one can verify that such an element ζA,j fixes N if and only if j satisfies (29)
and a and b are as in (iii) of Claim 2.1. Since this element of GL,N maps ∞ to 〈0, b, ab〉, it fixes
∞ if and only if a = 0, which holds if and only if µ(q+1)(p
jr−1) = (µ− d)p
jr−1.
Up to now we have completed the proof of Claims 2.1 and 2.2 and hence the proof of the
lemma. ✷
Proof of Theorem 12 It is clear that C is a G-invariant partition of V (q). By Lemma
13 and using the notation there, (∞, L) and (τ,N) are adjacent in Γ = Γr,λ(q). So by the
orbit-stabilizer lemma the valency of ΓC is given by b(C) := |GL|/|GL,N |, which together with
Lemma 14 yields (a). The number of vertices in C(L) having neighbours in C(N) is given by
k(C) := |GL,N |/|G∞,L,N |. This together with Lemma 14 and the G-symmetry of ΓC implies that
Γ is a multicover of ΓC if λ = 1 or λ 6= 1 and λ+ λ
q 6= 1, and k(C) = q if λ+ λq = 1. Since C
has block size q + 1, the number of blocks of C containing at least one neighbour of (∞, L) is
given by b(C)k(C)/(q + 1) and so (b) follows. Since the valency of Γ is k∗q(q2 − 1) by Theorem
8 and k∗ = 1 when λ = 1, for adjacent C(L1), C(L2) ∈ C, by (b) the valency of the bipartite
subgraph of Γ induced on C(L1)∪C(L2) (excluding the isolates) is equal to q+1 if λ = 1, k
∗/l∗
if λ 6= 1 and λ + λq 6= 1, and k∗ if λ + λq = 1. In particular, if λ = 1, then Γ is isomorphic to
the lexicographic product of ΓC and the empty graph of q + 1 vertices. ✷
Remark 15. (a) Using the notation in Lemma 13, if λ+ λq = 1, then 〈u〉 = 〈0, 1 − λ− d,−1〉
is a point of UH(q) which is in both L and N . Since (〈u〉, L) and (〈u〉, N) are not adjacent in
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Γr,λ(q), by part (c) of Theorem 12, (〈u〉, L) ((〈u〉, N), respectively) is the only vertex in C(L)
(C(N), respectively) without neighbour in C(N) (C(L), respectively).
(b) In the special case when 〈ψr〉λ = 〈ψ
r〉η, we have k
∗ = l∗ and so Γr,λ(q) is a cover of
Γr,λ(q)C by part (c) of Theorem 12.
5 Proof of Theorem 1
Suppose Γ, G,B and D(Γ,B) satisfy the conditions in Theorem 1. By Lemma 7, Γ is isomorphic
to a G-flag graph Γ(D,Ω,Ψ) for a G-doubly point-transitive linear space D. Since such a linear
space is necessarily G-flag-transitive, Ω must be the set of all flags of D, and Ψ is a self-paired
G-orbital of Ω compatible with Ω. Since Ω clearly satisfies (A2) and (A3), Ω is feasible if and
only if every point of D is incident with at least three lines and, for distinct points σ and τ , Gστ
is transitive on the lines incident with σ but not τ .
Since D is nontrivial and G is almost simple with socle N , by [12, Theorem 1], D and (G,N)
are as in one of the following cases:
(i) D = PG(d− 1, q), N = PSL(d, q), d ≥ 3;
(ii) D is the Hermitian unital UH(q), N = PSU(3, q), q > 2 a prime power;
(iii) D is the Ree unital UR(q) (see [10]), N =
2G2(q) is the Ree group, q = 3
2s+1 ≥ 3;
(iv) D = PG(3, 2), N = A7.
Note that in each case above, except N = 2G2(3) (∼= PΓL(2, 8)), N is also doubly transitive on
the points of D.
Case (i) In this case we have PSL(d, q)✂G ≤ PΓL(d, q) and Γ is isomorphic to Γ+(P ; d, q)
or Γ≃(P ; d, q) by [24, Theorem 3.6].
Case (ii) In this case we have PGU(3, q) ✂ G ≤ PΓU(3, q) and Γ is a unitary graph by
Theorem 8. Note that, if 3 divides q + 1, then G 6= PSL(3, q) by Lemma 10(b).
Case (iii) It is well known that N := 2G2(q) is transitive on the flags of UR(q) and
Aut(UR(q)) ∼= Aut(N) ∼= N ⋊C2s+1 (see e.g. [7]), where C2s+1 is the cyclic group of order 2s+1.
Identify Aut(N) with K := N ⋊ C2s+1 and let N ✂ G ≤ K. Let σ and τ be distinct points of
UR(q). Since G and K are doubly transitive on the points of UR(q), we have G = NGστ and
K = NKστ . Thus Nστ ✂Gστ , Nστ ✂Kστ , G := G/N ∼= Gστ/Nστ and 〈φ〉 ∼= K/N ∼= Kστ/Nστ .
It is known that Nστ is isomorphic to the cyclic group of order q − 1 (see e.g. [4, Section 7.7]).
Since |G/N | divides |K/N | = 2s + 1, we may assume |G| = 2s′ + 1 ≥ 1 for some divisor 2s′ + 1
of 2s + 1 so that |Gστ | = (q − 1)(2s
′ + 1). If (A4) is satisfied by (G,UR(q)), that is, Gστ is
transitive on Ω(σ) \ {(σ,L)}, where L is the line through σ and τ , then q2 − 1 divides |Gστ |,
which occurs if and only if q + 1 divides 2s′ + 1. However, this cannot happen since q + 1 is
even but 2s′ + 1 is odd. Thus (G,UR(q)) does not satisfy (A4) and so the set of flags of UR(q)
is not feasible with respect to G. Therefore, no G-symmetric graph satisfying the conditions of
Lemma 7 arises from UR(q).
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Case (iv) We may view A7 as a subgroup of GL(4, 2) (∼= A8) generated by


0 1 0 1
0 1 1 0
0 1 0 0
1 0 1 1

 ,


1 1 1 1
0 1 1 0
1 1 0 0
0 0 1 0

 .
Then A7 is 2-transitive on the vertex set V (4, 2)\{0} of PG(3, 2). The only possibility is G = A7
because Aut(A7) ∼= S7 is not a subgroup of Aut(PG(3, 2)). A typical line of PG(3, 2) is of the
form L(στ) := {σ, τ, σ + τ}, where σ and τ are distinct points of V (4, 2) \ {0}. Since Gστ ∼= A4
is transitive on V (4, 2) \ {0, σ, τ, σ + τ} (see e.g. [3]), Gστ is transitive on the flags of D other
than (σ,L(στ)) whose point-entry is σ. Consequently, the set Ω of flags of D is feasible with
respect to G.
We now give all self-paired G-orbitals Ψ = ((σ,L), (τ,N))G of Ω compatible with Ω.
Consider first the case when L and N have a common point for some (and hence all)
((σ,L), (τ,N)) ∈ Ψ. By the 2-transitivity of G on V (4, 2) \ {0}, we may fix distinct η, σ ∈
V (4, 2)\{0} and L = L(ση), and take η as the common point of L and N . It is known that each
involution of G fixes exactly three points in V (4, 2) \ {0}. Choose an involution g of G which
fixes η but not σ. Set τ = σg and N = L(τη). Then Ψ1 := ((σ,L), (τ,N))
G is self-paired and
compatible with Ω. Since Gση ≤ Gσ,L and Gση ∼= A4 is transitive on V (4, 2) \ {0, σ, η, σ + η},
Gσ,L is transitive on the flags of D with point-entry η and up to isomorphism Γ(D,Ω,Ψ1) is
the unique G-flag graph of D in the case when L and N have a common point. Moreover,
since PG(3, 2) is G-flag transitive, we see that two flags (σ1, L1), (τ1, N1) ∈ Ω are adjacent in
Γ1 := Γ(D,Ω,Ψ1) if and only if L1 and N1 have a common point which is neither σ1 nor τ1.
Since there are 7 lines passing through each point and L has two points other than σ, this graph
has valency 2 · 2 · 6, diameter 2 and girth 3.
Next we consider the case when L and N have no common point for any ((σ,L), (τ,N))
∈ Ψ. Since D is G-flag-transitive and Gσ,L is transitive on the points of D not in L, in searching
for such self-paired G-orbitals Ψ = ((σ,L), (τ,N))G , we may fix σ, τ and L without loss of
generality. For a fixed choice of σ, τ and L, there are at most four such Ψ because there
are exactly four lines of D through τ which have no common points with L. Choosing σ =
(1, 0, 0, 0), τ = (0, 0, 1, 0) and L = {(1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0)}, these four lines are N1 =
{τ, (0, 0, 0, 1), (0, 0, 1, 1)}, N2 = {τ, (1, 0, 0, 1), (1, 0, 1, 1)}, N3 = {τ, (0, 1, 0, 1), (0, 1, 1, 1)} and
N4 = {τ, (1, 1, 0, 1), (1, 1, 1, 1)}. Using MAGMA [2] we verified that Ψ2 := ((σ,L), (τ,N1))
G =
((σ,L), (τ,N2))
G, Ψ3 := ((σ,L), (τ,N3))
G and Ψ4 := ((σ,L), (τ,N4))
G are all self-paired, and the
corresponding graphs Γ2 := Γ(D,Ω,Ψ2), Γ3 := Γ(D,Ω,Ψ3) and Γ4 := Γ(D,Ω,Ψ4) are pairwise
nonisomorphic.
Since PG(3, 2) has 15 points and 35 lines with each line containing 3 points and each point
contained in 7 lines, the graphs Γi, i = 1, 2, 3, 4, have 3 · 35 = 105 vertices. We have |Gσ,L| = 24
and Gσ,L,τ consists of the identity together with the involution


1 1 0 1
0 1 0 0
0 0 1 1
0 0 0 1

 fixing both N3 and
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N4 and swapping N1 and N2. Thus Γ2,Γ3 and Γ4 have valency 24, 12 and 12 respectively. Using
MAGMA [2] we obtain that Γ2,Γ3,Γ4 have (diameter, girth) = (3, 3), (3, 4), (3, 3) respectively.
✷
In Case (iv) of the proof above, the pointwise stablizer G(L) of L in G is generated by


1 0 1 1
0 1 1 0
0 0 1 0
0 0 0 1

 ,


1 0 1 1
0 1 0 0
0 0 0 1
0 0 1 1


and is regular on the 12 points of PG(3, 2) \ L. Hence the neighbourhood of (σ,L) in Γ3
(Γ4, respectively) consists of the images of (τ,N3) ((τ,N4), respectively) by G(L); and the
neighbourhood of (σ,L) in Γ2 consists of the union of the images of (τ,N1) and (τ,N2) by G(L).
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