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Excitonic condensation in spatially separated one-dimensional systems
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We show theoretically that excitons can form from spatially separated one-dimensional ground state popu-
lations of electrons and holes, and that the resulting excitons can form a quasicondensate. We describe a
mean-field Bardeen-Cooper-Schrieffer theory in the low carrier density regime and then focus on the core-shell
nanowire giving estimates of the size of the excitonic gap for InAs/GaSb wires and as a function of all the
experimentally relevant parameters. We find that optimal conditions for pairing include small overlap of the
electron and hole bands, large effective mass of the carriers, and low dielectric constant of the surrounding
media. Therefore, one-dimensional systems provide an attractive platform for the experimental detection of
excitonic quasicondensation in zero magnetic field.
PACS numbers: 71.35.-y, 73.21.Hb, 67.85.Jk
Excitonic condensation is the formation of a macro-
scopic condensed state of bosons consisting of paired
electrons and holes.1 The quasiparticles which comprise
this boson may come either from optically pumped
(and hence transient) states, or from spatially separated
ground state populations which are stable for, in prin-
ciple, infinite time. In addition to being a highly in-
teresting physical phenomenon, the excitonic conden-
sate may have important technological applications such
as in dispersionless switching devices,2 an analogue-to-
digital converter,3 and for the design of topologically
protected qubits.4 Spatially separated exciton conden-
sates have a long history of consideration in two di-
mensions (2D), where electron-hole bilayers made first
from semiconductor heterostructures,1 and later from
two graphene layers5,6 were proposed as systems where
this phenomenon could be observed. However, the only
clear experimental evidence for such a state has been
seen in a strong magnetic field,7,8 and despite much ef-
fort, the excitonic condensate has not been observed in
zero field.9–13 Theoretical estimates indicate that mono-
layer graphene systems with conical band structures are
probably too weakly interacting for the condensate to
manifest at zero field,14,15 but that multilayer graphene
systems may be an attractive platform.16–18
Such excitonic condensation formally cannot exist in
one dimension (1D) in the true sense of having long-
range order, but correlations between excitons may exist
at finite length scales and are characterised by a power
law decay.19,20 We propose that this ‘quasicondensation’
may be supported in various experimentally relevant
condensed matter systems21 including stacked graphene
nanoribbons,22 in nanowires or carbon nanotubes ar-
ranged side-by-side,23 in a core-shell nanowire (CSN),24
in nanowires constructed from adjacent electron-doped
and hole-doped GaAs quantum wells, or in nanowires
patterned from a InAs/GaSb double quantum well.
These setups are illustrated schematically in Fig. 1. In
all candidate systems, the important experimental pre-
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FIG. 1. Three candidate experimental systems. (a) Double
layer geometry such as stacked graphene nanoribbons or a
InAs/GaSb double quantum well, (b) side-by-side nanowires
or carbon nanotubes, and (c) a core-shell nanowire. The ef-
fective layer separation d is marked in each case.
requisites are that the electron and hole populations are
simultaneously present in the ground state and separated
by a finite distance d. If transport measurements are
employed to detect the condensate, then independent
contacting of the two layers is essential to allow either
Coulomb drag measurements,25 or measurement of the
tunneling current between the two layers.7 In the case
of stacked graphene, this has been demonstrated many
times in 2D since the two layers can be gated from oppo-
site sides12 and contacting the two layers is also straight-
forward. The growth process of CSNs will also allow
this, since it is possible to grow the shell around only
some length of the core and hence leave both materials
exposed for independent contacting. Alternatively, opti-
cal probes could be used which do not require contacts.
In this Letter, we present the mean-field BCS theory
that is applicable for all spatially separated 1D electron
and hole systems in the limit of low carrier density. We
then give numerical results which illustrate the behavior
of a CSN as it depends on the material parameters. Fi-
nally, we discuss some specific practical details of CSN
systems, and how excitonic quasicondensation would dif-
fer in the other possible setups. Previously, excitonic
condensation has been considered in 1D in the context of
1
the high density limit of optical excitations,26 BCS the-
ory was applied to cold fermionic gases generally using a
short-range interaction,27–31 in carbon nanotubes,32 and
in a nonequilibrium context.33 However, spatially sepa-
rated solid state systems have only been investigated for
excitonic quasicondensation once,23 where the language
of bosonization was used and only qualitative predictions
for the interwire tunneling current were given.
The general theory consists of a Hamiltonian H =
HSP + V where HSP contains the single particle terms
and V is the interwire interaction. We assume that both
the electron and hole regions contain one nondegenerate
band and allow for independent chemical potentials in
each region.34 The annililation operator for an electron
in one of these bands is denoted cbk where b = 1, 2 indi-
cates the band, and k is the momentum. Since we enforce
one band to be electron-like and the other to be hole-like
we introduce the following notation: ak = c1k is the an-
nihilation of an electron in layer 1, and b−k = c
†
2k is the
annihilation of a hole in layer 2. The single particle part
of the Hamiltonian is
HSP =
∑
k
ξ1ka
†
kak +
∑
k
ξ2kb−kb
†
−k.
with ξ1k = ǫ1k − µ1 and ξ2k = ǫ2k − µ2. This Hamil-
tonian does not include any interwire tunneling but we
qualitatively discuss its effect below. Also, in principle
a realistic 1D system will contain many subbands, but
in the low density limit we assume that only the first
subband plays an active role in the excitonic pairing.
The interwire interaction between the electrons and
holes is derived within mean-field BCS theory.35–37 This
is valid at low temperature (when T is much less than
the mean-field critical temperature Tc) and when the in-
terlayer interaction is sufficiently strong,23 corresponding
to the limit where separation of the two carrier species
d is less than the average separation of carriers within
each wire given by the inverse of the carrier density, so
that the instability towards exciton formation dominates
over the tendency to form a Luttinger liquid state within
each wire. For this to be the case, we require kF d < π
(where kF is the Fermi wave vector), and for physically
realistic parameters and a quadratic band, this condition
is satisfied for ξ1 ∼ ξ2 ∼ 100meV. The resulting interac-
tion Hamiltonian is V =
∑
k ∆ka
†
kb
†
−k + h.c where ∆k is
defined as the self-consistent solution of the equation
∆k =
∫
dk′
Ve−h(k
′ − k)
4π
∆k′ [na(k
′) + nb(k
′)− 1]√
(ξ1 − ξ2)2 + 4∆2k′
, (1)
where na,b(k) are the occupation factors for the bands at
wave vector k. The quantity Ve−h is the Fourier trans-
form of the interwire interaction and is given by
Ve−h(q) = −
2e2
κ
K0(|q|d)
where K0(z) is the modified Bessel function of the sec-
ond kind38 and κ = 4πǫ0ǫr in SI units. The minus sign
appears because each 1D system contains carriers of op-
posite charge so that their Coulomb interaction is at-
tractive. In principle, a form factor can also appear in
Eq. (1), but this typically produces only a small quanti-
tative change in the gap function. Also, if the mismatch
in dielectric constants between the core and shell region
is large, this may contribute a substantial renormalisa-
tion of the excition binding energy.39 This Hamiltonian is
diagonalized using a Bogolyuobov transformation which
yields two excitonic bands with dispersion
E±,k = ±
ξ1k + ξ2k
2
+
1
2
√
(ξ1k − ξ2k)2 + 4∆2k.
This indicates that, for finite ∆k, a gap opens in the
single particle spectrum near the points where the two
single particle bands cross, and the magnitude of this gap
is exactly ∆k evaluated at the wave vector of the crossing
point. Therefore, this value represents the turning point
of each of the excitonic bands E±,k and hence the overall
gap of these bands from the excitonic level. Hence, it is
called the ‘excitonic gap’, and label it by ∆max.
However, to give a concrete example and experimen-
tally relevant predictions, we make our theory specific to
the CSN. The CSN is a particularly interesting case since
it has recently been demonstrated that certain combina-
tions of core and shell materials allow for simultaneous
populations of holes in the core region and electrons in
the shell region, minimal hybridization between them,
and ambipolar transport characteristics.24 Here, it is rea-
sonable to approximate the low energy band structure in
a quadratic form40,41 parameterized by a band offset Eext
and an effective mass m∗ such that
ǫik = E
ext
i +
h¯2k2
2m∗i
.
One important combination of materials is a CSN with
a core (hole) region of GaSb and a shell (electron) region
of InAs. Using parameters from Ref. 40, we take band
extrema of EextInAs = −0.2eV and E
ext
GaSb = −0.05eV, and
effective masses of m∗InAs = 0.02 and m
∗
GaSb = −0.07.
This pair of materials fulfills the general requirements
for the excitons to exist: they have bands that overlap
with opposite sign of the effective mass. We assume a
dielectric constant of ǫr = 12 in both materials so that
the dielectric mismatch is zero and there is no renormal-
isation of the exciton binding energy.
The pairing happens most strongly when the chemical
potential µ = µ1 = µ2 is placed at the point where the
two bands cross, given by µc = (m
∗
1E
ext
1 −m
∗
2E
ext
2 )/(m
∗
1−
m∗2). Figure 2(a) shows the predicted maximum of the
gap function ∆max for a InAs/GaSb CSN as function of
temperature for various inter-wire spacings and µ = µc.
We stress that the mean-field BCS will not give a quan-
titatively accurate estimate of the critical temperature
(Tc) so the higher-temperature part is shown as a dot-
ted line to emphasize this. The estimated gap size is of
the order of one milli-electron volt at T = 0, so that
the associated Tc is of the order of a few Kelvin, and is
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FIG. 2. (a) Predicted ∆max as a function of temperature for
an InAs/GaSb CSN for several different layer separations, and
µ = µc. (b) Dependence of ∆max on the chemical potential µ
for a InAs/GaSb CSN at T = 0.
strongly dependent on the spacing between the electron
and hole populations. Figure 2(b) shows how ∆max be-
haves as a function of the chemical potential at T = 0.
As µ moves away from the band crossing at µc, the gap
stays unchanged until a certain point where it collapses
to zero immediately. This is caused by the minimum of
one of the excitonic bands E±,k becoming negative and
allowing for gapless excitations at the Fermi energy which
are energetically favorable to the exciton state, in close
analogy to the Clogston-Chandrasekhar limit for a super-
conductor in a magnetic field. The value of the chemical
potential for which this happens at T = 0, (which we
label µcrit), is
µcrit = µc ± 2∆max
√
|m∗1||m
∗
2|
|m∗1 −m
∗
2|
. (2)
For the parameters appropriate to the InAs/GaSb CSN
we find µcrit = µc ± 0.831∆max. The coefficient of ∆max
in the second term is peaked when m∗1 = −m
∗
2 indicat-
ing that the exciton is the most robust against shifts in
the chemical potential when the band masses have equal
magnitude.
In principle, the choice of material for the core and
shell regions could be made so as to optimize the exci-
tonic gap. Therefore, we analyze ∆max at T = 0 as a
function of the band parameters and dielectric constant.
Figure 3(a) shows ∆max as a function of the overlap of
the two bands such that Eext = −Eext1 = E
ext
2 for three
different values of the effective masses defined such that
m∗ = m∗1 = −m
∗
2. We fix all other parameters. This
indicates that the pairing is strongest when µc is close to
the band extrema so that the Fermi surface is small and
the carrier density is low. Figure 3(c) shows ∆max as a
function of the band masses. Here, we arrange the nota-
tion such that m¯ = (|m∗1|+ |m
∗
2|)/2 and δm = |m
∗
1|−|m
∗
2|
while fixing the criteria that m∗1 > 0 and m
∗
2 < 0. The
unfilled region in the upper-left part of the plot is the
parameter space where these criteria cannot be satisfied.
Looking first along the δm = 0 axis, we see that ∆max
increases with the band masses. This, taken together
with the observations from Fig. 3(a) indicate that flatter
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FIG. 3. Effect of band parameters on the size of the excitonic
gap in a CSN. (a) ∆max as a function of the band overlap
for different effective masses. We fix d = 5nm and ǫr = 4.
(b) ∆max as a function of ǫr. We use d = 5nm and band
parameters suitable for an InAs/GaSb wire. (c) ∆max as a
function of m¯ and δm with d = 5nm, ǫr = 4, and E
ext =
0.05eV.
bands (and hence a higher density of states) increases
the excitonic gap. Allowing δm to be finite shows that
imbalance in the two effective masses is detrimental to
the excitonic pairing, although this effect diminishes as
m¯ increases. Figure 3(b) shows that the dielectric con-
stant of the medium is also a crucial parameter. We find
that suppression of the excitonic gap with increasing ǫr
is slightly sub-exponential.
Since we focus on the CSN system where there is no
spacer layer between the electron and hole regions, we
have to take the possible direct tunneling of carriers be-
tween the two bands, and the resulting hybridization of
the single particle bands into account. The hybridization
of bands in the context of 2D excitonic condensation has
been analyzed previously14,42 where it was found that
a small hybridization was beneficial to the formation of
a gap at the Fermi energy, since it adds a single par-
ticle contribution to the a†kb
†
−k channel. In fact, some
finite amount of interwire hybridization is essential for
the operation of the BiSFET device2 and hence the CSN
provides an excellent platform for its implementation.
The situation with stacked graphene nanoribbons will
be qualitatively similar to that discussed for CSNs. For
armchair nanoribbons, the dispersion associated with the
single particle bands will change to ǫik = ±h¯vF
√
k20i + k
2
where vF is the Fermi velocity of the Dirac cone of the
graphene, the sign reflects the conduction or valence
band, and h¯vF k0 is the extremum of the lowest subband
and is set by the ribbon geometry.22 A form factor re-
3
sulting from the sublattice structure of the underlying
graphene also has to be added to Eq. (1) which will man-
ifest as a small quantitative reduction in the gap size.
The chemical potential of the two layers may be set in-
dependently by gating the stacked ribbons from above
and below, but the most advantageous situation will oc-
cur when the Fermi points in the two layers are at the
same wave vector.
For graphene systems, it is well known that the crys-
tal lattice structure is of remarkably high quality, and
that the dominant form of disorder is charged impurities
trapped in the environment of the flake. In 2D, the effect
of the fluctuations in the local charge density resulting
from these impurities has been shown to be highly detri-
mental to the stability of the condensate.43,44 This will
be no different for stacked graphene nanoribbons and so
a result analogous to that in Eq. (2) will characterise the
stability of the 1D quasicondensate against local fluctua-
tions in the chemical potential. For III-V semiconductor
systems such as the CSNs, growth-related disorder such
as width fluctuations will be important. However, these
will also generate a local shift in the chemical potential,
and so as long as µcrit is not exceeded locally, the exciton
formation will be unaffected.
In conclusion, we have demonstated that excitonic
pairing and the resulting quasicondensation has a real-
istic chance of being observed in 1D systems. In par-
ticular, CSNs provide a likely platform for its observa-
tion, with an excitonic gap of the order of Kelvin for
thin InAs/GaSb wires. This gap size may be substan-
tially increased by choosing materials with higher effec-
tive mass, decreased band overlap, and reduced dielectric
constant. Throughout, we assume that the interaction
between wires is stronger than the interaction within each
wire, so that the Luttinger liquid effects are neglected.
This is a strong approximation, but current experimental
transport data on CSNs show no evidence of Luttinger
liquid effects.24 In particular, metallic InAs nanowires
show improved conductance as the temperature is low-
ered, and there is no evidence of suppression of tunneling
into core-shell nanowires at low temperature.45
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