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Likelihood ratio chi square tests for nested models are typically used to determine 
model significance.  Multiple correlations of item difficulties estimated with the 
explanatory predictors are often used to provide further information about model quality. 
However, the regression  approach is not statistically justifiable, since the effective sample 
size becomes the number of items. Applying explanatory item response theory (IRT) 
models is advantageous when designing and selecting items. A simulation study was 
conducted to compare an explanatory item response theory fit statistic, Δ2 (Embretson, 
1997; 2016), to traditionally used fit indices (nested model likelihoods and limited 
information multiple correlations) for assessing model quality.  Test length, item difficulty 
and the number of predictors were varied and from this, estimations from the Δ2 as well as 
item R2 and adjusted R2 for comparison were obtained. After computing descriptive 
statistics and measures of fit (RMSE, bias, and absolute deviation) results support the Δ2 
as a more accurate model for assessing fit over the item R2 and the adjusted R2.  This 
simulation study provides needed background for an alternative statistic, Δ2, for evaluating 





CHAPTER 1. INTRODUCTION 
Likelihood ratio chi square tests for nested models are typically used to determine 
model significance. Multiple correlations of item difficulties estimated with the 
explanatory predictors are often used to provide further information about model quality. 
However, the regression  approach is not statistically justifiable, since the effective sample 
size becomes the number of items. Applying explanatory item response theory (IRT) 
models, such as the linear logistic test model (LLTM; Fischer, 1973) is advantageous when 
designing and selecting items. In addition to providing parameter estimates that identify 
sources of cognitive complexity in items, explanatory IRT models also provide validity 
evidence for the response processes aspect. Likelihood ratio chi square tests for nested 
models are typically used to determine model significance.  That is, the explanatory model 
can be compared to a null model, with equal difficulty for all items, to determine if 
prediction is significant. Further, as in structural equation modeling, explanatory IRT 
models can be compared to a saturated model, in which each item receives unique 
estimates, to determine the adequacy of prediction as illustrated by the chi-square statistic: 
 𝑋2 = (−2𝑙𝑛𝐿𝑚2) − (−2𝑙𝑛𝐿𝑚1), (1) 
 
where the number of parameters in model 1 (m1) is greater than the number of parameters 
in model 2 (m2). However, both comparisons are usually significant, thus providing little 
information about model quality.  A study published in 2003 by Dimiter Dimitrov and 
Tenko Raykov discuss this issue when comparing the LLTM fit approach to an SEM 
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approach and find that the LLTM, when just compared to the fit of the Rasch model, is 
nearly always significant even when other approaches such as the SEM approach they use 
actually rejects the LLTM as a good fitting model. For further information on this, Janssen 
(2016) expands on the technical details of how model fit is fully assessed. 
Multiple correlations of item difficulties estimated in the saturated model with the 
explanatory predictors are often used to provide further information about model quality.  
However, this approach is not statistically justifiable, since the effective sample size 
becomes the number of items.  In contrast, the Delta statistic (Embretson, 1997; 2016) is 
based on IRT model log likelihoods. That is, Delta is a ratio comparing the difference in 
log likelihoods between the null and target models to the difference between the null and 
saturated models.  
The motivation for this fit index results from comparative fit indices and goodness 
of fit tests, including those analyzed by Bentler and Bonett (1980). The model that Bentler 
and Bonett analyzed was an incremental fit index, using parameters M0 to represent a 
general null model, and Mk, Mt, and Ms to represent hierarchically nested covariance 
structure models, where Mk is the most restricted model and Ms is the saturated model. 
These models are typically evaluated relative to each other as chi-square difference tests. 
As stated, difference tests such as these provide little information in the way of model 
quality. An incremental fit index (where the index is constrained from zero to one), 
however, can provide information about practical significance. The more general normed 
fit index ratio evaluated by Bentler and Bonett is defined as:  
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 Dkt = (Fk – Ft)/F0, (2) 
 
where F is the -2 log likelihood of an arbitrary model, F0 is the function evaluated under 
the null Do model, and Fk and Ft corresponding to the minimum function values for the 
hierarchically defined step-up models (Mk, Mt) (Bentler & Bonett, 1980). The researchers 
concluded that finding significant increment in fit would provide evidence that the data are 
adequate to evaluate the model. While this work in model fit provided motivation for the 
model to be introduced, a primary difference between how the models are evaluated lies in 
Bentler and Bonett’s, which assumes fit to a correlation matrix of the saturated model as 
opposed to Embretson’s (2016) delta squared (Δ2) statistic, which directly assumes the 
saturated model fits raw data. 
While the ratio of the Δ2 statistic is similar in magnitude to a multiple correlation 
coefficient, its properties have not been compared to this coefficient in a simulation study.  
Thus, the purpose of this study is to examine how the fit statistic Δ2 relates to the probability 
of item difficulties when compared with known true R2 correlation coefficients, where R 
is the correlation of IRT  true scores (β’) to estimates (β), and to estimates of unpredicted 
sources of item difficulties.  The simulation conditions include a) number of predictors, b) 
test length, c) size of true R2, and 4) sample size. 
1.1 Four Item Response Model Types 
Wilson and De Boeck (2004) describe four types of item response theory models; 
doubly descriptive, person explanatory, item explanatory, and doubly explanatory. These 
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models illustrate the difference between a descriptive approach and an explanatory 
approach in item response modeling and will also serve as a basis of laying out the 
differences between the models chosen for use in the Δ2 statistic presented later. The 
models presented are logistic random-intercepts models (Wilson & De Boeck, 2004) and 
belong to the Rasch tradition, which is also the case for the Δ2 model.  
1.1.1 Doubly Descriptive 
A doubly descriptive model is one where each person has a unique effect, 
unexplained by person properties, and each item has its own unique effect, also 
unexplained by item properties. A model of this type describes the individual effects 
without explaining any of the effects. An example of this is the Rasch model, which is 
described later as one of the models used in the Δ2 index. 
1.1.2 Item Explanatory 
An item explanatory model introduces item properties into the Rasch model. The 
LLTM is an example of an item explanatory model and is one of the models used in the Δ2 
index as well. In the LLTM, item properties are used to explain differences between items 
and for this reason the contribution of the item on the model is reduced to the contribution 
of the item properties and the values they have for the item.  
1.1.3 Person Explanatory 
Similar to the item explanatory model, when person properties are included in the 
Rasch model, it is referred to as a person explanatory model. The latent regression Rasch 
model is one example of a person explanatory model and could theoretically be used in the 
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Δ2 as the target model in place of the LLTM to examine person differences rather than item 
differences. 
1.1.4 Doubly Explanatory 
Finally, as the name implies, a doubly explanatory model includes both item and 
person properties. Not only are the items and persons being described, but there are 
properties being included to estimate aspects of the effects that can help provide 
explanatory information. The latent regression LLTM is an example of this type of model. 
1.2 Item Response Theory Models for Analysis 
Three IRT models are used as part of the Δ2 statistic. Two differentiations of the 
Rasch model is used, one with each item difficulty uniquely estimated and another where 
the difficulty estimates are denoted as an intercept parameter of the same value. The third 
model used in the analysis is the LLTM. 
1.2.1 Rasch Models 
To define our null model (MN) and saturated model (MS) in the Delta statistic, the 
fit index uses Rasch models, where the probability of success for person s on item i is as 
follows: 
 






with θs denoting the ability of person s and β the difficulty of item i. This particular model 
represents the saturated model, where every βi is estimated differently. The null model is 
nearly identical, apart from βi, which is denoted as η0, or some intercept parameter that sets 
every item difficulty to the same value, as demonstrated in the following model: 
 




1.2.2 Linear Logistic Test Model 
The linear logistic test model (LLTM) is an extension of the Rasch model, where 
certain linear constraints are placed on the item parameters. The LLTM is demonstrated by 
 






in which θs is the ability of person s and β
’ denotes the predicted item difficulty of 
∑ ηkqik + η0, where ηk is the weight for predictor k, qik is the predictor k weight for item 
i, and η0 is the intercept. The LLTM will act as our target model (MT) for the delta statistic.   
 Fischer (1973) demonstrated the usefulness of the LLTM as an instrument in 
analysis of subject areas in instructional research under the assumption that the subject area 
comprises tasks or items solved using a combination of a certain number of cognitive 
operations or rules. Use of the LLTM has continued to increase since Fischer developed 
the model in 1973. The original purpose of the LLTM was to generate test items with 
specified item difficulties; in fact, Fischer and Formann (1982) reference several early 
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studies (including Fischer’s 1973 study) in which the LLTM is proven to be useful for item 
analysis, but that the model only attains good fit if the item material was constructed 
carefully and with the model in mind. They also reference a study by Formann (1973), 
which sought to create a new nonverbal intelligence test using items designed from 
predetermined construction rules. Formann’s (1973) study revealed that the difficulty of 
new items can be predicted or tasks with prespecified difficulties can be constructed using 
the parameter estimates of the elementary operations, since a set of rules governing the 
items were in place to allow for structural or superficial differences while still allowing for 
difficulties to be predicted. 
 There have also been several studies providing examples of other applications of 
the LLTM in psychometric research in addition to its capabilities in item generation. 
Whitely and Schneider (1981), for example, utilized the LLTM in assessing item bias of 
gender by using geometric analogy items from the Cognitive Abilities Test (Thorndike & 
Hagen, 1974). Different aspects of testing conditions such as position effects, learning and 
fatigue effects (specific types of position effects), speeded item presentation effects, and 
item response format effects can also be carried out using LLTM. An adaptive test called 
the Adaptive Intelligence Diagnosticum, version 2.1 (Kubinger & Wurst, 2000) was, in 
fact, used to demonstrate the application of the LLTM to all aforementioned testing 
conditions (Kubinger, 2009). Another application of note is incorporating cognitive 
complexity into latent trait models (including the LLTM). Embretson (1994), using items 
from the Spatial Learning Ability Test (Embretson & Waxman, 1989), attempted to bridge 
cognitive psychology with psychometric testing by conceptualizing traits in cognitive 
models as latent factors and fitting these cognitive models to the LLTM to assess ability. 
 8 
Perhaps most relevant to the current study is a study from Susan Embretson and Robert 
Daniel published in 2008 where they apply both LLTM and regression modeling to 
mathematical items from the quantitative section of the GRE. Results from Embretson & 
Daniel (2008) support the LLTM as a more consistent and powerful estimator of the impact 
of variable complexity in their cognitive model than the regression modeling approach.  
While these studies do provide many potential applications to LLTM, many of these 
studies also warn that because of the method of obtaining a χ2 statistic, significant values 
are common. In addition, none of these applications fully assess model quality, which 
reiterates the need for the current study. 
1.2.3 Fit Statistic Models 
Three fit statistic models will be compared in this thesis: R2 statistic, adjusted R2 
statistic, and the Δ2 statistic. The following section details the three models. 
1.2.3.1 R Squared Statistic 
The R2 statistic, or coefficient of determination, represents the proportion of 
variance in one variable (e.g., dependent variable y) as explained by some other variables 
(e.g., independent variables x1 to xn). The way this is calculated in a regression context is 
by taking the amount of variability that is explained by the independent variables and 
creating a proportion over the total amount of variation, illustrated by equation 6. For the 
purposes of clarity between similarly named terms, this statistic will be referred to as the 








1.2.3.2 Adjusted R Squared Statistic 
The adjusted R2 is a modified version of the R2 statistic that is adjusted for the 
number of predictors in the model. In other words, the proportion of variance explained 
only increases when the predictor added to the model is statistically significant. The R2 
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Where n is the sample size and p is the number of predictors in the model. This equation is 
advantageous over R2 with a larger number of predictors since it only increases when the 
predictors are significant. This also means the proportion of variance for the adjusted R2 
relative to R2 testing the same model will always be equal to or less than R2.  
1.2.3.3 Delta Squared Statistic 
The Δ2 fit statistic is a full information comparison of likelihoods of three models, 









where lnL𝑀𝑁, lnL𝑀𝑇  and lnL𝑀𝑆  are the -2-log likelihoods for the null, target and saturated 
models, respectively. The saturated model in our statistic is represented by the Rasch 
model, the target model is the explanatory model of item predictors, such as provided with 
the LLTM, and the null model is represented by a Rasch model, in which the item 
difficulties are equal for all items and essentially act as an intercept parameter. 
 While the nested likelihood model produces an asymptotic chi-squared 
distribution, the Δ2 statistic is a ratio of two chi-squared models, giving a value that can be 
interpreted similar to a squared multiple correlation coefficient. Considering Bentler and 
Bonett’s (1980) nested framework, the Δ2 statistic can be nested in a similar manner for 
comparison. The saturated model contains the most information of the three models used, 
since it is calculated using a Rasch model where each difficulty has a unique estimate. 
Nested within the saturated model would be the target model, calculated using the LLTM. 
The target model contains less information than the Rasch model since it has a set of 
difficulty parameters that are estimated rather than using a different difficulty estimate for 
each item. Finally, the null model, nested within the target model, is calculated using a 
Rasch model where the difficulty parameters are defined as some intercept value, meaning 
the model provides the least information.     
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CHAPTER 2. METHODS 
 Data are simulated under various conditions to evaluate the Δ2 fit index. The 
conditions and simulation process for the Δ2 fit index is derived from normal metric IRT 
models representing null, target, and saturated models using specialized macros developed 
for IBM SPSS statistical software, while the log likelihood values to calculate the model 
were estimated using SAS. The estimates obtained from the three models are used to 
compute the Δ2 statistic, which is then compared to the true item bank R2, observed limited 
information (item) R2, and adjusted R2 to assess fit. Parameter estimates are evaluated with 
respect to their reliability in IRT standard deviation of the estimates, bias, and root mean 
square error (RMSE) approximations. ANOVA tables and plots were obtained to verify the 
accuracy of the obtained results. 
2.1 Data Simulation 
 The generating and calibration codes were developed using SPSS. First, an SPSS 
macro file was written to generate item responses by comparing the probability of item 
success from true difficulty (𝛽𝑇) and subject’s ability level (θ) to a random selection from 
a uniform distribution U(0-1).  Second, the item selection and generation code were 
developed to select items for each replication in each condition.   
To derive the target model estimates, a separate set of code was developed that derives true 
item difficulties (𝛽𝑇) from a single predictor model and can be expanded to include 
multiple predictors (namely 5 and 8 predictors) for the assessment (see equation 11). The 
predictors are generated under random normal distribution, N(0, 1). The error term in these 
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models is always represented as a random normal variable. Using these estimates, binary 
person responses were developed for each of the items and placed in long vector format 
along with q values from our LLTM model calculations and a set of either 20 or 30 dummy 
codes, depending on our condition, for computing log likelihoods and beta estimates in 
SAS that are used in the analysis. 
2.1.1 Data Conditions 
Data are generated for the normal metric variant of the Rasch model with theta as 
a normal random distribution and true item difficulty based on uncorrelated predictors plus 
prediction error. Responses are simulated for 300 subjects per condition, where the 
conditions vary in the number of predictors (5 or 8 predictors), the test length consisting of 
20 or 30 items, and the size of the true R2 (0.36 or 0.5). The predictors are estimated as 
random normal variables. When selecting items for the test length condition, the items are 
generated as individual item banks of 300 items and, for each repetition, a subset of items 
are selected from the dataset corresponding to the repetition.  
When choosing the number of predictors, the motivation was to choose two 
conditions that reasonably demonstrated differences between the conditions. Additionally, 
the difference in the number of predictors is small (3 predictor difference between the two 
conditions) which will further support significant results. For test length conditions, 30 
items were chosen because that is the average length of many tests, so it is expected that 
using a test length of 30 items is a good indicator of model performance. In the case of 20 
items, the trade-off between accuracy and test times have an important question for 
researchers and test developers are constantly considering how to develop items/tests to 
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allow for the most accurate test that can be developed with the least amount of questions. 
The reason for assessing the model with the 20 item condition is to assess the capability of 
the model with shorter tests.  
The three simulation conditions yield a total of 8 conditions (i.e., 2 Predictors x 2 
Test Length x 2 True R2). Each condition is replicated 100 times, generating a total of 800 
datasets. Items for each replication are selected from the test banks of 300 items, with each 
replication randomly selecting either 20 or 30 items, for each predictor condition. 
2.1.2 Dependent Measures 
The dependent measures include RMSE, bias, and the fit statistic estimations. The 
fit statistic estimations are the calculated values from Δ2, item R2, and the adjusted R2 so 
the purpose of including this as a dependent variable was to look at the difference of these 
estimates among each predictor or among different interactions of predictors. 
 The RMSE value is a measure of consistency and examines the amount of error 
there is around the target value. More specifically, the RMSE gives an indication of 
whether the set of estimations consistently estimates similar values, hopefully near the true 











where F denotes the estimated fit statistic being examined and 𝑅𝑇
2 denotes the true R2 value 
corresponding to the respective condition.  
Bias measures accuracy of an estimate, and optimal bias values (those that are close 
to zero) in this case are those where the estimates are all close to its respective true R2 






 . (10) 
Since bias produces both positive and negative results around the ideal point of 
zero, this equation was modified by first taking the absolute value of the difference before 
taking the mean, thus creating a measure of absolute deviation. This absolute deviation 
statistic was used to visually compare the fit statistics, while the bias values were used in 
the analyses. 
 
2.1.3 Generating True Item Difficulties 
Code was developed for true item difficulties (𝛽𝑇) from a specified target model as 
follows:  
 𝛽𝑇 = 𝜂1𝑞1 + 𝜂2𝑞2 + ⋯ + 𝜂𝑛𝑞𝑛 + 𝜂𝑒𝑟𝑟𝑜𝑟, (11) 
where η1 to ηn sum to 𝛽, q1 to qn are standard normal predictors, and ηerror is the square root 
of one minus the sum of the squared ηn weights. 
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2.1.4 Item Response Generation 
The first step for generation in a condition is randomly selecting items, as described 
above.  Individual datasets of 1,000 subjects for each repetition are generated for a total of 
100,000 subjects, with theta ~N (0,1), and item responses are generated for the items by 
computing expected probabilities from the true item difficulties and comparing to a 
selection from a random uniform distribution (range 0 to 1). Both item sampling and 
subject sampling are done without replacement. Figure 1 visually describes a single 
repetition of the generation process with 30 items. 
 
Figure 1 - Diagram representation of a single repetition of the process to generate 
the Δ2 fit index values using 30 items. 
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2.2 Expected Findings 
The results will be comparing the Δ2 statistic to R2 distributions to examine which 
gives better estimates. Since the Δ2 statistic is based on the full information from the item 
response data, while the observed R2 is based only on the item parameters, it is expected 
that Δ2 is a better estimator for item predictability. The R2 estimates are also expected to 
be more vulnerable to sampling from the item bank of 300 to just 30 items. In addition, 
with varying conditions, Δ2 and the true R2 are likely to be closer with more items, fewer 
predictors, and larger R2 values (e.g., five predictors, 30 items, and an R2 = 0.5). 
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CHAPTER 3. RESULTS 
The NLMIXED procedure in SAS was used to derive log likelihood values and beta 
estimates. The beta estimates were used to compare to the true betas calculated from the 
saturated model by regressing the estimated item difficulties obtained from our saturated 
model on the q values calculated for our true item difficulty model. The log likelihoods 
were used to compute the Δ2 statistic.  
3.1 Descriptive Statistics 
Descriptive statistics are displayed in Table 1 for each model type. The columns for 
mean display the values that attempt to estimate the true R2 relative to its respective 
condition set. The means show that for the Δ2 statistic, the estimates were closest to the 
true R2 value only in condition sets one and five, while the estimates were closest to true 
R2 in the remaining condition sets for the adjusted R2. However, the columns displaying 
the standard deviation of the estimates reveal that the adjusted R2 has the highest standard 
deviation value for every condition set. The Δ2 and item R2 standard deviation estimates 





Table 1 - Descriptive Statistics for Δ2, item R2, and Adjusted R2 Under All Condition 
Sets 
 Mean Standard Deviation 
Condition Set Delta 
Squared 




Item R2 Adjusted 
R2 
20 items; 5 parms; True 
R2 = 0.5 
0.517 0.590 0.444 0.150 0.140 0.190 
20 items; 5 parms; True 
R2 = 0.36 
0.437 0.516 0.343 0.149 0.155 0.210 
20 items; 8 parms; True 
R2 = 0.5 
0.635 0.695 0.473 0.128 0.125 0.215 
20 items; 8 parms; True 
R2 = 0.36 
0.568 0.634 0.368 0.138 0.127 0.220 
30 items; 5 parms; True 
R2 = 0.5 
0.503 0.576 0.488 0.128 0.130 0.157 
30 items; 5 parms; True 
R2 = 0.36 
0.387 0.460 0.348 0.120 0.149 0.149 
30 items; 8 parms; True 
R2 = 0.5 
0.549 0.625 0.482 0.122 0.112 0.155 
30 items; 8 parms; True 
R2 = 0.36 
0.441 0.518 0.335 0.1308 0.1314 0.182 
3.2 Measures of Fit 
Table 2 contains the values for RMSE, bias, and absolute deviation. The RMSE 
values are lowest in all conditions for Δ2 with the exception of condition 4 (20 items; 8 
parms; True R2 = 0.36). On the other hand, the adjusted R2 contains the most conditions 
where bias is closest to zero. However, looking at the absolute deviation values indicates 
that the bias may be misleading, since the absolute deviation indicates that most of the Δ2 
values end up closest zero. 
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Table 2 - Measures of Mean Fit for Δ2, item R2, and adjusted R2 Under All Condition 
Sets 
 RMSE Bias Absolute Deviation 


















20 items; 5 parms; 
True R2 = 0.5 
0.150 0.166 0.197 0.017 0.090 -0.056 0.120 0.140 0.149 
20 items; 5 parms; 
True R2 = 0.36 
0.167 0.219 0.209 0.077 0.156 -0.170 0.136 0.183 0.173 
20 items; 8 parms; 
True R2 = 0.5 
0.186 0.213 0.216 0.135 0.195 -0.027 0.156 0.202 0.177 
20 items; 8 parms; 
True R2 = 0.36 
0.249 0.301 0.219 0.208 0.274 0.008 0.218 0.275 0.183 
30 items; 5 parms; 
True R2 = 0.5 
0.127 0.150 0.157 0.003 0.076 -0.012 0.103 0.125 0.123 
30 items; 5 parms; 
True R2 = 0.36 
0.123 0.158 0.148 0.027 0.100 -0.012 0.098 0.131 0.123 
30 items; 8 parms; 
True R2 = 0.5 
0.131 0.167 0.155 0.049 0.125 -0.018 0.107 0.144 0.126 
30 items; 8 parms; 
True R2 = 0.36 
0.153 0.205 0.182 0.081 0.158 -0.025 0.126 0.179 0.144 
3.3 ANOVA Results 
ANOVA results were obtained using RMSE, absolute deviation, and fit statistic 
estimations as dependent variables. When analyzing RMSE and absolute deviation, only 
three-way ANOVA results could be obtained since there was too little variability; because 
of this, three different ANOVA combinations were run to ensure all combinations of 
predictors were analyzed. However, a full four-way ANOVA was able to be performed on 
the fit statistic estimations, so only one table was obtained for this result. Significance 
tables and plots of marginal means were obtained for all three dependent variables. 
3.3.1 ANOVA Results for RMSE 
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The first combination of predictors in Table 3 assess variance of RMSE for fit 
statistic type, predictors, and test length. According to the results, all predictor conditions 
are significant. Fit Statistic Type x Test Length was significant at p < 0.05 and all other 
conditions were significant at p < 0.001. 
Table 3 - Three-Way Analysis of Variance of RMSE for Fit Statistic Type, Predictors, 
and Test Length 





Total Model 3.188* 11 0.290 778.517 <0.001 
Intercept 78.771 1 78.771 211568.760 <0.001 
Fit Statistic Type 0.558 2 0.279 749.098 <0.001 
Predictors 0.687 1 0.687 1844.695 <0.001 
Test Length 1.685 1 1.685 4526.752 <0.001 
Fit Statistic Type x Predictors 0.114 2 0.587 153.240 <0.001 
Fit Statistic Type x Test Length 0.003 2 0.002 4.264 <0.05 
Predictors x Test Length 0.089 1 0.089 238.549 <0.001 
Fit Statistic Type x Predictors x 
Test Length 
0.052 2 0.026 70.246 <0.001 
Error 0.889 2388 0   
Total 82.849 2400    
Corrected Total 4.078 2399    
* R Squared = 0.782; Adjusted R Squared = 0.781 
 Table 4 shows the results assessing variance of RMSE for fit statistic type, test 
length, and size of the true R2. These results are also significant for all predictors. Fit 
Statistic Type x Test Length is significant at p < 0.05 and all other conditions are significant 
at p < 0.001. 
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Table 4 - Three-Way Analysis of Variance of RMSE for Fit Statistic Type, Test 
Length, and Size of True R2 





Total Model 2.978* 11 0.271 588.071 <0.001 
Intercept 78.771 1 78.771 171098.585 <0.001 
Fit Statistic Type 0.558 2 0.279 605.806 <0.001 
Test Length 1.685 1 1.685 3660.847 <0.001 
True R2 0.421 1 0.421 915.212 <0.001 
Fit Statistic Type x Test Length 0.003 2 0.002 3.448 <0.05 
Fit Statistic Type x True R2 0.149 2 0.075 162.283 <0.001 
Test Length x True R2 0.099 1 0.099 214.639 <0.001 
Fit Statistic Type x Test Length x 
True R2 
0.062 2 0.031 67.507 <0.001 
Error 1.099 2388 0   
Total 82.849 2400    
Corrected Total 4.078 2399    
* R Squared = 0.730; Adjusted R Squared = 0.729 
 Results for Table 5 that assess variance of RMSE using the predictors fit statistic 
type, size of true R2, and number of predictors show a similar trend as the previous two 




Table 5 - Three-Way Analysis of Variance of RMSE for Fit Statistic Type, Size of 
True R2, and Predictors 





Total Model 2.056* 11 0.187 220.843 <0.001 
Intercept 78.771 1 78.771 93061.784 <0.001 
Fit Statistic Type 0.558 2 0.279 329.502 <0.001 
True R2 0.421 1 0.421 497.790 <0.001 
Predictors 0.687 1 0.687 811.418 <0.001 
Fit Statistic Type x True R2 0.149 2 0.075 88.267 <0.001 
Fit Statistic Type x Predictors 0.114 2 0.057 67.405 <0.001 
True R2 x Predictors 0.112 1 0.112 132.398 <0.001 
Fit Statistic Type x True R2 x 
Predictors 
0.015 2 0.007 8.659 <0.001 
Error 2.021 2388 0.001   
Total 82.849 2400    
Corrected Total 4.078 2399    
* R Squared = 0.504; Adjusted R Squared = 0.502 
As indicated in Table 2, the plots for RMSE indicate that the Δ2 statistic contains 
the lowest values overall. The item R2 and adjusted R2 are close in RMSE for the five 
predictor condition, with the item R2 slightly lower. However, for the eight predictor 
condition, the RMSE for item R2 is much higher. 
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Figure 2 - ANOVA Plot for Predictors by Fit Statistic Type for RMSE 
 The three fit statistics follow the same trend for test length, all having higher RMSE 
for the test length of 20 items and much lower RMSE for 30 items. Again, the Δ2 is lower 
for both conditions and the item R2 is highest for both conditions. 
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Figure 3 - ANOVA Plot for Test Length by Fit Statistic Type for RMSE 
 The RMSE is again higher for all fit statistic types for the size of the true R2 at 0.36 
and gets lower for all fit statistics when true R2 is 0.5. Like the previous plots, the Δ2 
statistic is lowest for both conditions. When the true R2 is 0.36, the RMSE for adjusted R2 
is much lower than the item R2. However, the adjusted R2 does not decrease much for the 
other condition so when the true R2 is at 0.5, the item R2 actually has a slightly lower RMSE 
than the adjusted R2 as depicted in Figure 4.  
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Figure 4 - ANOVA Plot for Size of True R2 by Fit Statistic Type for RMSE 
3.3.2 ANOVA Results for Absolute Deviation 
Table 6 shows the ANOVA results of absolute deviation for fit statistic type, 






Table 6 - Three-Way Analysis of Variance of Absolute Deviation for Fit Statistic 
Type, Predictors, and Test Length 





Total Model 3.189* 11 0.290 998.999 < 0.001 
Intercept 55.237 1 55.237 190326.767 < 0.001 
Fit Statistic Type 0.625 2 0.312 1076.346 < 0.001 
Predictors 0.781 1 0.781 2691.747 < 0.001 
Test Length 1.416 1 1.416 4879.728 < 0.001 
Fit Statistic Type x Predictors 0.159 2 0.079 273.254 < 0.001 
Fit Statistic Type x Test Length 0.019 2 0.009 32.662 < 0.001 
Predictors x Test Length 0.146 1 0.146 502.044 < 0.001 
Fit Statistic Type x Predictors x 
Test Length 
0.044 2 0.022 75.474 < 0.001 
Error 0.693 2388 0.000   
Total 59.119 2400    
Corrected Total 3.882 2399    
* R Squared = 0.821; Adjusted R Squared = 0.821 
 
Results assessing variance of absolute deviation for fit statistic type, test length, 
and size of true R2 are contained in Table 7. Again, all of the predictors and interactions 




Table 7 - Three-Way Analysis of Variance of Absolute Deviation for Fit Statistic 
Type, Test Length, and Size of True R2 





Corrected Model 2.626* 11 0.239 453.750 < 0.001 
Intercept 55.237 1 55.237 104991.416 < 0.001 
Fit Statistic Type 0.625 2 0.312 593.753 < 0.001 
Test Length 1.416 1 1.416 2691.842 < 0.001 
True R2 0.368 1 0.368 698.595 < 0.001 
Fit Statistic Type x Test Length 0.019 2 0.009 18.017 < 0.001 
Fit Statistic Type x True R2 0.075 2 0.038 71.444 < 0.001 
Test Length x True R2 0.095 1 0.095 180.579 < 0.001 
Fit Statistic Type x Test Length x 
True R2 
0.028 2 0.014 26.903 < 0.001 
Error 1.256 2388 0.001     
Total 59.119 2400    
Corrected Total 3.882 2399    
* R Squared = 0.676; Adjusted R Squared = 0.675 
 
 ANOVA results of absolute deviation for fit statistic type, size of true R2, and 
predictors are in Table 8. Again, results indicate all interactions and marginal means are 




Table 8 - Three-Way Analysis of Variance of Absolute Deviation for Fit Statistic 
Type, Size of True R2, and Predictors 





Corrected Model 2.112* 11 0.192 259.006 <0.001 
Intercept 55.237 1 55.237 74512.620 <0.001 
Fit Statistic Type 0.625 2 0.312 421.388 <0.001 
True R2 0.368 1 0.368 495.794 <0.001 
Predictors 0.781 1 0.781 1053.815 <0.001 
Fit Statistic Type x True R2 0.075 2 0.038 50.704 <0.001 
Fit Statistic Type x 
Predictors 
0.159 2 0.079 106.978 <0.001 
True R2 x Predictors 0.069 1 0.069 93.534 < 0.001 
Fit Statistic Type x True R2 x 
Predictors 
0.035 2 0.018 23.893 < 0.001 
Error 1.770 2388 0.001     
Total 59.119 2400       
Corrected Total 3.882 2399       
* R Squared = 0.544; Adjusted R Squared = 0.542 
 
The plot for predictor by fit statistic type for absolute deviation in Figure 5 shows 
Δ2 as much lower than both item R2 and adjusted R2 for the 5 predictor condition. Although 
the slope for Δ2 is steeper than that of the adjusted R2, its absolute deviation value still 
remains below adjusted R2 for the 8 predictor condition. Item R2 absolute deviation was 
nearly the same as the adjusted R2 value for the 5 predictor condition, but steeply increased 
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when estimating 8 predictors, to nearly 1.5 times higher absolute deviation value than the 
other two statistics.    
 
Figure 5 - ANOVA Plot for Predictors by Fit Statistic Type for Absolute Deviation 
 Figure 6 depicts the test length conditions by fit statistic types for absolute 
deviation. All statistics have a higher absolute deviation for the 20 item condition and 
decrease for 30 items. Additionally, all have slopes that are decreasing at approximately 
the same rate. Δ2 does have the lowest absolute deviation estimations for both the 20 and 
30 item conditions, and examining the plot closely, it can be seen that the slope for Δ2 
appears to be slightly steeper than the slope for adjusted R2. 
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Figure 6 - ANOVA Plot for Test Length by Fit Statistic Type for Absolute Deviation 
 Plot for true R2 by fit statistic type for absolute deviation in Figure 7 shows Δ2 with 
the lowest absolute deviation estimates for both true R2 sizes as well as a much steeper 
slope than the adjusted R2. Item R2 has a steep slope than the adjusted R2 as well, but much 
higher absolute deviation values for both conditions, so its slope values are not enough to 
estimate lower that adjusted R2, although item R2 does approximate close to adjusted R2 
absolute deviation values for the condition where the size of true R2 = 0.5. 
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Figure 7 - ANOVA Plot for Size of True R2 by Fit Statistic Type for Absolute 
Deviation 
3.3.3 ANOVA Results for Fit Statistic Estimations 
Table 9 shows the four-way ANOVA of fit statistic estimations for our variables. 
All individual variables were significant and the only two-way interaction that was non-
significant is the true R2 x predictors interaction. Additionally, all three-way interactions 




Table 9 - Four-Way Analysis of Variance of Fit Statistic Estimations for Fit Statistic 
Type, True R2, Predictors, and Test Length 





Corrected Model 23.017* 23 1.001 42.997 < 0.001 
Intercept 593.590 1 593.590 25503.447 < 0.001 
Fit Statistic Type 11.180 2 5.590 240.176 < 0.001 
True R2 6.235 1 6.235 267.899 < 0.001 
Predictors 2.125 1 2.125 91.288 < 0.001 
Test Length 1.078 1 1.078 46.319 < 0.001 
Fit Statistic Type x True R2 0.141 2 0.070 3.020 < 0.05 
Fit Statistic Type x Predictors 0.771 2 0.385 16.554 < 0.001 
Fit Statistic Type x Test Length 0.706 2 0.353 15.176 < 0.001 
True R2 x Predictors 0.004 1 0.004 0.191 0.662 
True R2 x Test Length 0.252 1 0.252 10.811 < 0.01 
Predictors x Test Length 0.479 1 0.479 20.563 < 0.001 
Fit Statistic Type x True R2 x 
Predictors 
0.009 2 0.004 0.190 0.827 
Fit Statistic Type x True R2 x Test 
Length 
0.001 2 0 0.014 0.986 
Fit Statistic Type x Predictors x 
Test Length 
0.037 2 0.018 0.789 0.454 
True R2 x Predictors x Test Length 0.001 1 0.001 0.027 0.869 
Fit Statistic Type x True R2 x 
Predictors x Test Length 
1.466x10-5 2 7.330x10-6 0 1 
Error 55.301 2376 0.023   
Total 671.909 2400    
Corrected Total 78.319 2399    
* R Squared = 0.294; Adjusted R Squared = 0.287 
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Figure 8 depicts test length for fit statistic type at true R2 of 0.36. The plot indicates 
a negative trend as test length increases. Adjusted R2 is approximately close to 0.36 for 
both test length conditions, but still trends down as test length increases. Δ2 is high at an 
average of around 0.5 for test length of 20 items but corrects heavily for the 30 item 
condition to an average of around 0.41. 
 
Figure 8 - ANOVA Plot of Test Length by Fit Statistic Type for Fit Statistic 
Estimations at True R2 of 0.36 
Figure 9 depicts test length for the fit statistics at true R2 of 0.5. For the 20 item 
condition, adjusted R2 has an average of 0.46 and corrects upward to an average of 
approximately 0.48 for the 30 item condition. Δ2 has an average of around 0.57, correcting 




Figure 9 - ANOVA Plot of Test Length by Fit Statistic Type for Fit Statistic 
Estimations at True R2 of 0.50 
Figure 10 shows the plot for predictors by fit statistic type for the estimations at the 
true R2 of 0.36. Adjusted R2 is close to the average in both conditions, hovering around 
0.35, while estimation means for both Δ2 and item R2 increase as number of predictors 
increase. The average for item R2 remains highest in both conditions. 
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Figure 10 - ANOVA Plot of Predictors by Fit Statistic Type for Fit Statistic 
Estimations at True R2 of 0.36 
Plot for predictors by fit statistic type for the estimations at true R2 of 0.5 is depicted 
in Figure 11. For all three fit statistics, as number of predictors increase, the estimation 
means increase. The adjusted R2 remains closest to the 0.5 average, with less of a slope 
than the other two statistics. Both Δ2 and item R2 increase sharply as number of predictors 
increase. However, the Δ2 estimated at approximately 0.5 and increases to approximately 
0.6 while the item R2 average is higher even at the lower predictor condition. 
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Figure 11 - ANOVA Plot of Predictors by Fit Statistic Type for Fit Statistic 
Estimations at True R2 of 0.50 
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CHAPTER 4. DISCUSSION 
The results have several implications. First, the descriptive statistics in Table 1 
indicate that in the mean column, which indicates how close the statistic was to the 
respective true R2 value, the adjusted R2 appears to be more favorable because in 6 of 8 
cases (except cases 1 and 5 that support Δ2), the mean was closer to the true R2 for the  
adjusted R2 estimates. However, looking at the standard deviation column of table 1 
indicates that the adjusted R2 also has the highest standard deviation estimates in all cases, 
which brings the consistency of the adjusted R2 into question. Looking back at the means, 
in the cases where Δ2 was not closest to true R2, it did have the second closest value to the 
true R2, with the item R2 obviously producing the least desirable means in all cases. 
Additionally, the adjusted R2 was only closer than the Δ2 by 0.05 or less to the true R2 in 5 
out of 8 cases and 0.2 or less in the remaining 3 cases. So, although the adjusted R2 initially 
appears to be more supporting, keeping these factors in mind lends much more support to 
the Δ2 since its standard deviation values are much lower and the mean estimates are only 
minimally further than the adjusted R2 mean estimates.  
Second, the results support Δ2 as having the most optimal measures of mean fit in 
terms of RMSE and absolute deviation listed in Table 2. Bias calculations initially support 
the adjusted R2 as a measure of accuracy; however, looking at individual values and trends 
of the adjusted R2 indicated a severe negative trend that may influence bias. Absolute 
deviation calculations confirmed this suspicion when results supported Δ2 as a better 
measure of accuracy over the adjusted R2,  lending full support to Δ2 as the most optimal 
measure of both consistency and accuracy. The ANOVA plots corresponding to RMSE 
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and absolute deviation visually support these estimations as well, showing Δ2 as being most 
optimally positioned in more cases than the other two indices.  
Third, the results of the ANOVA tables support the significant interactions of most 
predictors when looking at the measures of fit. In other words, the predictors (test length, 
number of predictors, and size of true R2) influence each other in nearly all instances. The 
four-way ANOVA looking at the estimations were significant up to the two-way 
interactions (aside from the true R2 x predictors) as well, indicating a decent amount of 
influence within variables as well. 
It should also be noted the condition assessing 20 items, 8 parameters, and a true 
R2 of 0.36 may not optimal. This condition acted differently than the other 7 conditions in 
that it tended to be the only condition that did not support the Δ2 when the other conditions 
did. For example, it was the only condition where the Δ2 did not have the lowest RMSE 
and also the only condition where Δ2 did not have the lowest absolute deviation where, in 
the other conditions, Δ2 does have the lowest estimations in both RMSE and absolute 
deviation. After investigating the individual calculations from the replications, many 
outliers were found that caused the average of this estimate to become inflated. A possible 
explanation for this may be that since this condition uses the most extreme conditions for 
all three predictors, the estimation was more difficult to accurately compute with only 100 
replications. A final point of this study is that the number of replications was somewhat of 
a limitation. While 100 replications provide acceptable results, increasing the number of 
replications would improve accuracy of the estimations even more and would possibly 
even reduce the poor estimates of the extreme condition mentioned (i.e. 20 items, 8 
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predictors, true R2 = 0.36). Future studies will look at increasing replication sizes and the 








CHAPTER 5. SUMMARY AND CONCLUSION 
The results from the simulation study are promising support for the Δ2 index. In 
most cases, the analyses were favorable toward the Δ2 statistic, particularly when looking 
at the comparison of the estimated value to the true R2 in the item bank, the Δ2 standard 
deviation value, and when looking at the ANOVA plots index comparisons. Even when 
other estimates appeared more favorable, such as the adjusted R2 showing more estimates 
closer to the true R2 or more estimates with lower bias, the adjusted R2 standard deviation 
and RMSE scores show the inconsistency of the estimator as compared to the Δ2 statistic. 
In comparison, the Δ2 has shown the most favorable results with both the accuracy and the 
consistency of the estimates and its error values. Additionally, the earlier prediction made 
where the Δ2 statistic and the true R2 are likely to be closer with more items, fewer 
predictors, and larger R2 values was accurate. Table 1 shows the value of the Δ2 estimate 
for 30 items, 5 predictors, and an R2 of 0.5 was 0.503 lending evidence to the accuracy of 
the Δ2 model. 
 The current study examines an alternative to the typical statistical comparisons of 
nested models when evaluating the quality of an explanatory IRT model, such as illustrated 
by Dimitrov & Raykov (2003). Similar to structural equation modeling, the index has 
potential to contribute important information about models beyond statistical tests and 
information. As illustrated, applications for the LLTM are expanding, but model quality 
still needs to be assessed. The simulation study provides needed background for an 
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