Sparse Subspace Clustering (SSC) is one of the recent approaches to subspace segmentation. In SSC a graph is constructed whose nodes are the data points and whose edges are inferred from the L 1 -sparse representation of each point by the others. It has been proved that if the points lie on a mixture of independent subspaces, the graphical structure of each subspace is disconnected from the others. However, the problem of connectivity within each subspace is still unanswered. This is important since the subspace segmentation in SSC is based on finding the connected components of the graph. Our analysis is built upon the connection between the sparse representation through L 1 -norm minimization and the geometry of convex polytopes proposed by the compressed sensing community. After introduction of some assumptions to make the problem well-defined, it is proved that the connectivity within each subspace holds for 2-and 3-dimensional subspaces. The claim of connectivity for general d-dimensional case, even for generic configurations, is proved false by giving a counterexample in dimensions greater than 3.
Introduction
Subspace clustering is a very important problem with applications in many different areas in computer vision including motion segmentation [11] , video shot segmentation [7] , illumination invariant clustering [5] , image segmentation [12] and image representation and compression [6] . SSC [3] is one of the state-of-the-art methods proposed for subspace segmentation with considerable advantages over the previous methods (see [10] ). In SSC the subspace clustering is done based on the neighbourhood graph obtained by the L 1 -norm sparse representation of each point by the other points.
The basic SSC method works as follows: Consider a set of points X = {x 1 , x 2 , . . . , x n } in R D , sampled from a mixture of different subspaces such that no point lies on the origin. Considering these points as vectors, each x i can be obtained as a linear combination of the others:
where X is the matrix [x 1 x 2 · · · x n ] and a is the vector of the combination coefficients a j . Of course, this combination (if it exists) is not unique in general. In SSC we are interested in a combination with smallest a 1 , i.e. for each x i the following is solved:
The corresponding points of the nonzero elements of a i are set to be the neighbours of x i . Doing the same thing for every point forms a directed neighbourhood graph on X.
In [3] it has been proved that if the subspaces are independent, then the neighbours of each point would be in the same subspace. This means that there is no link between the graphs of two different subspaces. Based on this fact, a subspace segmentation method is proposed by finding the connected components of the neighbourhood graph. 1 However, in [3] it is not investigated whether the graphs within each subspace are connected or not. This paper seeks to answer this question.
To investigate the problem, first, an interpretation of the SSC is presented based on the geometry of convex polytopes [4] . The connection between the L 1 -sparse representation and convex polytopes was first noticed in [2] , where both strong and weak L 1 /L 0 equivalence is investigated using the properties of convex polytopes. In particular, it is shown that the basis vectors x i and their negatives −x i forming vertices of a so-called k-neighbourly polytope is both necessary and sufficient for L 1 /L 0 equivalence under some conditions on the sparse solution. In [8] the polar polytope of the centrosymmetric polytope with vertices 1 In practice this is done by spectral clustering.
±x i is used to analyze the conditions for unique-optimality of the L 1 -norm minimization for sparse representation. Based on this geometric representation, a proof of connectivity is given for 2D and 3D subspaces when the points are in general position. Graph connectivity for the general d-dimensional case, even in generic arrangements, is disproved by constructing a counterexample.
Basic conventions
In this document the term x i may either refer to a vector or the corresponding point in the Euclidean space. For the corresponding graph nodes, we use the indices of the points (i,j, etc.). By N i we refer to the set of neighbours of the node i.
Here, when it is said that a point, line, etc. falls inside a region, it means that it can also be on the boundary. When we mean being contained in the (relative) interior of the region we use the term strictly inside. Similarly, when we say that a point, line, etc. is on one side of a hyperplane, we mean that it can lie also on the hyperplane, and when we want to exclude the hyperplane itself from each of the half-spaces it bounds, we use the term strictly on one side.
Here, O denotes the origin and ray(x) refers to the halfline from the origin through the point x. Also, hull(Y ) refers to the convex hull of the the set of points Y and cone(Y ) = {ay | a ≥ 0, y ∈ hull(Y )} represents the convex cone generated by the set of points Y . If Y is a finite set, polytope(Y ) refers to the polytope structure of hull(Y ). simplex(Y ) shows the m-dimensional simplex whose vertices are the points in the set Y , where m = |Y |.
To denote the unique hyperplane passing through a set of points Y , we use h-plane(Y ). For a hyperplane not passing through O, we use the terms negative and positive sides to respectively refer to the corresponding half-spaces including and not including O.
Preparation
We add the negative points −x i to the set of points X to obtain X ± = {±x i }. Indices n+1, . . . , 2n are used to denote the added opposite points. Also,î is used for the indices or graph nodes corresponding to −x i , for i = 1, 2, . . . , 2n.
To obtain the neighbourhood graph of X ± , for each point x i ∈ X ± we solve:
where the matrix X ± = [x 1 , x 2 , . . . , x 2n ] and a 0 means a has nonnegative elements. Again, the nodes corresponding to the nonzero elements of a i are set to be the neighbours of the node i.
It is known that (2) and (3) are equivalent problems [1] . For any combination x i = j =i a j x j by replacing a j x j for −a j xĵ whenever a j <0 we can find a solution with a 0. It can be easily shown that for a i to be a solution to (3) must we have a î i = 0 for all i and for any j either a i j or a î j is zero. Based on this, it is not hard to show that the neighbourhood graph of X obtained by (2) , can be achieved by identifying each pair of nodes (i,î) in the neighbourhood graph of X ± obtained by (3) whenever the solution to (2) is unique for all i. When the solution is not unique for any i, there still is a one-to-one correspondence between the graphs obtained by (2) and (3) Here, by the extended neighbourhood graph of X ± we mean the graph formed by adding edges between every pair of opposite nodes (i,î) to the neighbourhood graph.
Geometric interpretation of SSC
Using (3) instead of (2) has the advantage of enjoying an interesting geometric interpretation. This property has been noticed by the compressed sensing community for sparse representations (see [2] and [8] ). In (3) the search is only done on the conical combination of the points in X −i def = X ± − {x i }. In fact we can rewrite the constraints in (3) as:
where X −i is the matrix corresponding to X −i and b can be though of as a in (3) with the i-th element removed. Thus, both b, p ∈ R 2n−1 have nonnegative elements, 1 T p = 1 and α is a positive scalar. Evidently the set of points {X −i p|p 0, 1 T p = 1} forms hull(X −i ), i.e. the convex hull of the points X −i . By taking β = 
Therefore, we are seeking a vector β max x i on ray(x i ) and contained in the convex hull of X −i whose length is as large as possible. Thus:
Proposition 2. If β max is the solution to (5), then y i def = β max x i is the point on the boundary of the convex hull where ray(x i ) exits from the convex hull.
This fact is illustrated in fig. 1 . For the finite set of points X −i , the convex hull is a bounded polytope. Thus, y i lies in the (relative interior of) a unique k-face of this polytope, where k ∈ {0, 1, . . . , d−1}. Writing the point y i as a convex combination of the points X −i , all the combination coefficients will be zero except those corresponding to the points on the mentioned k-face. This means that the neighbouring points of x i are a subset of points in X −i lying on the k-face. If there are only k+1 points of X −i on the k-face, then the k-face is a k-simplex having these points as its vertices. In this case, these k+1 vertices are the unique set of neighbours of x i (see [2] ).
Connectivity on a single subspace

Statement of the problem
The core of the SSC method is the fact that in the SSC graph there is no link between points belonging to different subspaces. Here, we want to study the graph connectivity in a single d-dimensional subspace of R D with n > d points in it. Without loss of generality, we can assume that this subspace is R d and the set of points on this subspace is again shown by X = {x i } with x i ∈ R d . At this point, we have to make clear what we mean by a single subspace. It is obvious that the points in this single subspace cannot have any arbitrary configuration. At least a single subspace must not be divisible into smaller subspaces.
If the points are in general position, each point has a set of d point as its unique neighbours. Otherwise, there are degenerate cases in which each point has fewer than d neighbours resulting in a disconnected graph (see fig. 2 ). However, these counterexamples are of no practical significance as they are non-generic cases which are removed by applying any small random perturbation to the set of points. To avoid such cases the following assumption is made:
This assumption implies that no subset of X ± not containing two opposite points lies on a (d−1)-dimensional subspace. It also requires that no k points of X can lie in a subset of points can form a k-dimensional subspace, k < d. It is true as well for 0-dimensional subspaces as it does not allow O to be among the set of points. Thus, this assumption implies the condition that X cannot be non-trivially decomposed into disjoint subspaces of smaller dimensions.
The main consequence of assumption 1 is that if x i is represented as a linear sum, as in (1), then there must be at least d nonzero coefficients a j . Returning to our geometric representation of the problem, assumption 1 demands that the vector y i (introduced in proposition 2) must lie in the interior of a (d−1)-face (a facet) of polytope(X −i ).
In a generic configuration of the points, the intersected facet has only d points of X ± on it which have to be its vertices. In this case (3) has a unique solution and those d points form the unique set of neighbours of x i . If there are more than d points on the intersected facet, whether they are vertices or not, the solution to (3) and hence the set of neighbours of x i is not unique. To avoid this, we make an extra assumption:
which is sufficient for uniqueness of the neighbours.
Assumptions 1 and 2 are not practically restricting because they hold if the points are in general position. In fact, we can avoid assumption 2 by setting the neighbouring points of x i to all the points lying on the intersected facet, and all the conclusions in the rest of the paper still hold with slight adjustments. However, for simplicity, we retain this assumption in the sequel. To sum up, we can say that:
Lemma 3. Under assumptions 1 and 2, the unique set of neighbours of each point x i is the set of d vertices of the facet of polytope(X −i ) intersected by ray(x i ).
Corollary 4. h-plane(X Ni ) has all the points in X −i on its negative side. (see sec. 2) Proof. Since the hyperplane h-plane(X Ni ) corresponds to a facet of polytope(X −i ), it has all of the volume of the polytope on one side of it. The origin O is strictly inside the polytope and therefore on the same side of the hyperplane. This means that this side is the negative side of the hyperplane.
Note that x i itself can be on either side of h-plane(X Ni ). From corollary 4 it is immediate that the point −x i falls strictly on the negative side of h-plane(X Ni ) and cannot be a neighbour of x i . Also, the points x j and −x j cannot both be neighbours of x i because otherwise it would require O to be on h-plane(X Ni ).
Neighbourhood cones
In this section we introduce the concept of neighbourhood cones and present a theorem which plays a crucial role in proving our main results.
We define the neighbourhood cone of each point x i to be C ng (x i ) = cone(X Ni ), i.e. the convex cone generated by the neighbouring points of x i . From the discussion in sec. 4 we can conclude that assumption 1 requires C ng (x i ) to have the entire ray(x i ) (except O) strictly inside it. Fig. 3 shows the neighbourhood cone of a point x i .
Neighbourhood cones are worth considering since the intersection between each pair of them can give useful information about connectivity of their corresponding graph nodes. This is described in the next theorem:
Theorem 5. Two points x i and x j in X ± are neighbours in the neighbourhood graph of X ± if and only if their neighbourhood cones strictly intersect.
By two cones strictly intersecting we mean that their intersection has nonempty interior.
Proof. First, assume that x j is a neighbouring point of x i . Then the line segment from x i to x j except at x j lies in the interior of C ng (x i ). Now, x j is strictly inside C ng (x j ). Thus, there is an open ball centred at x j being contained in the interior of C ng (x j ). Evidently, the line segment from x j to x i intersects this ball in points other than x j and these points are in the interior of both cones. Taking one of these points and considering the open ball around it being in the interior of both points shows that the intersection of the two cones must have an interior. 
Now, assume there is a point x strictly inside the intersection of the two cones. In this case, there exists an open ball contained in both cones centred at x. It means that a set of d points z 1 , z 2 , . . . , z d not lying on any (d−1)-dimensional subspace can be found inside the ball. Since the intersection of two cones is again a cone, for each z k , ray(z k ) is entirely inside the intersection cone. For each z k , ray(z k ) must intersect both simplex(X Ni ) and simplex(X Nj ). According to assumption 2, simplex(X Ni ) and simplex(X Nj ) do not lie on a common hyperplane, hence at least for one k, ray(z k ) intersect the two simplices at different points. Without loss of generality, we say that ray(z k ) has intersected simplex(X Nj ) at a less distance from O than simplex(X Ni ). This means that the intersected point on simplex(X Ni ) is strictly on the positive side of h-plane(X Nj ). It follows that at least one of the extremal points of simplex(X Ni ), i.e. one of the points in X Ni , must be strictly on the positive side of h-plane(X Nj ). But, according to corollary 4 this point can only be x j , and hence, x j has to be a neighbour of x i .
Theorem 5 is very useful as it establishes a link between the connectivity of the neighbourhood graph and the connectivity of the neighbourhood cones of the set of points. For example, it tells us that for a single connected component C 1 of the neighbourhood graph, the interior of ∪ i∈C1 C ng (x i ) forms a connected region. For two distinct connected components C 1 and C 2 the interiors of ∪ i∈C1 C ng (x i ) and ∪ i∈C2 C ng (x i ) are disjoint.
Notice that the results obtained in theorem 5 is not true without assumption 2 (see Fig. 4.) 
Projection on the unit hypersphere
The geometric structure made by a set of cones can be further compressed by projecting them on a hypersphere Figure 5 . Projection on the unit hypersphere. The shaded region shows Sng(zi), the neighbourhood simplex of zi, which is the spherical triangle formed by projecting Cng(xi) on S 2 .
centred at the origin. Here, for simplicity we consider the unit hypersphere S d−1 . The projection is given by x → x x for each point x in the space. Let z i denote the projected point of x i . The projection of the neighbourhood cone of each point x i on the hypersphere, which is the intersection of the surface of the hypersphere with that cone, forms a hyperspherical simplex called the neighbourhood simplex of z i and is denoted by S ng (z i ). This is shown in fig. 5 for S 2 . It has to be noticed that the neighbourhood structure is built before applying the projection, i.e. the optimization problem (3) is run upon {x i } and not {z i }.
As the neighbourhood cones strictly intersecting is equivalent to their corresponding neighbourhood simplices strictly intersecting, restricting ourselves to S d−1 , most of the interesting properties mentioned about the neighbourhood cones hold. The point z i must lie strictly inside S ng (z i ) and theorem 5 obtains by substituting neighbourhood simplices for neighbourhood cones. Again, for a connected component C of the neighbourhood graph, the interior of ∪ i∈C S ng (z i ) forms a connected region, disjoint from that of the other connected components.
This projection is useful as it decreases the dimensionality by one and eliminates the intrinsic redundancy of the convex cones. As far as the connectivity of the cones is concerned, we can forget about the cones C ng (x i ) and work with the simpler structures S ng (x i ).
Proof of connectivity for 2D
The proof of connectivity of the neighbourhood graph for 2D subspaces is quite simple and the concept of projection of the neighbourhood cones on the unit circle S 1 makes it even easier. Here the projected neighbourhood simplices are in the form of arcs on the circumference of the circle.
Notice that being strictly inside its neighbourhood arc, each projected point z i must have its two neighbours on left and right sides of it on the unit circle. By left and right here we mean clockwise and anticlockwise directions respectively.
It is easily shown that having more that one connected component is impossible. A connected component means the set of points in X ± or Z ± corresponding to the nodes of a single connected component of the neighbourhood graph. Consider a single connected component C 1 . Since each point of C 1 has a left neighbour and the points are finite in number, there must be a loop z i1 , z i2 , . . . , z im , z im+1 , where i m+1 = i 1 and z i k+1 is the left neighbour of z i k . It is clear that the circumference of the circle from z i k to its left neighbour z i k+1 (not including z i k+1 ) is strictly inside the neighbouring arc of z i k , and thus, the neighbourhood arcs of the points in this loop occupy all the circumference of the circle. Therefore, if another connected component coexists with C 1 , the neighbourhood arc of each of its points strictly intersect with one of the arcs in C 1 and this is impossible due to theorem 5.
A proof for 3D
In 3D the neighbourhood simplices (triangles) of one connected component may not occupy the whole surface of the unit sphere and the proof of connectivity is harder than in 2D.
As suggested in sec. 5.3, the points in X ± and the cone structures are projected on S 2 . The neighbourhood cone of each point x i , is projected on S 2 as a spherical triangle called the neighbourhood triangle of z i . It follows from theorem 5 that if two nodes belong to different connected components, their neighbourhood triangles can never intersect.
The point z i strictly lies inside its neighbourhood triangle and the points Z Ni lie on the corners of the triangle. In the next two lemmas, a single connected component and its corresponding set of neighbourhood triangles are considered.
Lemma 6. Consider a single connected component C 1 of the neighbourhood graph. Then S 2 − ∪ i∈C1 S ng (z i ) consists of a (possibly empty) set of regions each of which is topologically an open disk.
Proof. Since the spherical triangles S ng (z i ) are finite and all closed then S 2 − ∪ i∈C1 S ng (z i ) is open and consequently each of its connected subsets is open. Consider one connected area on the surface of the sphere not containing any spherical triangles. This open region must be bounded by the boundary of spherical triangles. If this area is not topologically a disk, it has to have more than one boundary. But, this means that the spherical triangles related to one boundary are disconnected from those related to the other boundary, which is impossible due to theorem 5 as the neighbourhood triangles correspond to a single connected component.
Here, we refer to these remaining regions as residual holes of a connected component. Fig. 6 shows the residual holes left on the sphere after projecting the neighbourhood triangles.
Lemma 7. Each of the residual holes of a connected component is a spherical polygon whose internal angles are each less than π radians.
Proof. Each hole is bounded by parts of the boundaries of neighbourhood triangles. This means that the boundary is piecewise geodesic, and each hole is a spherical polygon.
Recall from sec. 5.2 that the neighbourhood cone of x i has the whole ray(x i ), except O, strictly inside it, and thus each corner of any triangle is strictly inside another triangle and cannot exist on the boundary of the holes. Therefore, all the angles on the boundary have to be created by the intersection of two geodesics each being a side of some triangle. The intersection creates four angles each smaller than or equal to π radians. Since the intersection is not on the corner of any triangle, in a sufficiently small neighbourhood around the intersection point, the regions corresponding to three of these four angles are occupied by some neighbourhood triangles. The internal angle of the boundary of the residual hole is thus one of the four angles at the intersection and hence is ≤ π radians.
Not all of the angles can be equal to π radians, since otherwise, some triangle corners must lie on the boundary. We can disregard possible π radian angles and say that all the angles of the polygon are less than π radians.
Lemma 8. The area of each residual hole of one connected component is less than the area of a half-sphere, i.e. 2π.
Proof. Being topologically a disk on the surface of a sphere, the closure of each residual hole is a compact twodimensional Riemannian manifold and thus, the GaussBonnet theorem [9] can be applied. Applying the GaussBonnet theorem to a residual hole which is a spherical polygon gives:
where A is the total area of the hole and α i -s are the jump angles on the boundary, which are here equal to the external angles of the spherical polygon. Since the internal angles of the hole are less than π radians, the external angles α i are more than zero and thus the area is less than a half-sphere (i.e. 2π).
Theorem 9. Under assumptions 1 and 2, the neighbourhood graph of every set of points in R 3 made by the SSC method is connected.
Proof. Assume there is more than one connected component, call two of them A and B; Since, neighbourhood triangles of each of the connected components cannot intersect, all neighbourhood triangles of the connected component B must fall inside one of the residual holes of the connected component A. Let us show this hole by H. Since the area of H is less than a half-sphere, the area of S 2 −H has to be more than a half-sphere. But, since the connected component B also leaves holes on the sphere, and the entire neighbourhood triangles of B lie inside H, S 2 −H has to be contained in one of the holes of B. But, this requires the area of that hole of B to be bigger than a half-sphere, which is impossible due to lemma 8.
A counterexample for dimensions ≥ 4
We observed that the restrictions imposed by the neighbourhood simplices of a single connected component in 3D were less severe compared to 2D, as residual holes were not allowed in 2D. One can expect that in higher dimensions the restrictions would be more relaxed and at some point, they are weak enough to allow more than one connected component. In fact, this break point is 4D. Here a simple counterexample is illustrated and proved for 4D. For greater than 4 dimensions the construction of the counterexample is given without a proof.
We consider two sets of points aligned around (not on) two non-intersecting great circles [cos α, sin α, 0, 0] and [0, 0, cos α, sin α] of the hypersphere x 2 = 1. The points are X ± = X C1 ∪ X C2 where X C1 consists of the points [cos θ k , sin θ k , sδ, s δ] T , with θ k = kπ/m for the positive integer m, for all k=0, 1, . . . , 2m−1 and all s, s ∈ {−1, 1}. Here, δ is a positive constant. Thus, there are a total of 8m points in X C1 . Similarly, points in X C2 are [sδ, s δ, cos θ k , sin θ k ]
T . Notice that the data points are aligned on the hypersphere x 2 = 1+2δ 2 and the negative of each point of each X Cj is also in X Cj for j = 1, 2.
Here we show that for some values of m and δ the four neighbours of each point [cos θ k , sin θ k , sδ, s δ]
T are:
It means that the neighbours of each node in C 1 remain in C 1 . Giving the similar arguments for C 2 shows that C 1 and C 2 are disconnected. Since the algorithm is not sensitive to rotation and reflection, for a typical point [cos θ k , sin θ k , sδ, s δ]
T in X C1 , we make the last two coordinate positive by possible reflections across their axes and then rotate the first two coordinates by −θ k to obtain
T . The whole set of points in X C1 and X C2 is reflected and rotated accordingly. Note that X C1 is closed under the mentioned rotation and reflection while X C2 is only closed under the reflection. Hence, we have to show that the neighbours of x i are: 
We see that X −1
has positive elements for every positive value of m, and hence, x i is strictly inside cone(X N ).
Now, consider the hyperplane h-plane(X N ). We show that for large enough values of m and a range of values for δ, this hyperplane has all the points except x 1 , x 2 , x 3 , x 4 and x i strictly on its negative side and hence x 1 , . . . , x 4 are vertices of a facet of polytope(X −i ). The hyperplane h-plane(X N ) has the equation a T y = 1 T X −1 N y = 1 and for points strictly on its negative side we have a T y < 1.
. First we check for points in X C1 . Since X C1 is closed under reflections across the axes of the last two coordinates and also rotations by −θ k on the first two coordinates, we only check it for a typical point
which is equal to 0 for x 1 , x 2 , x 3 and x 4 , > 0 for x i and < 0 for all the other points in X ± . The set X C2 is closed under reflection across its last two coordinates but not rotation by −θ k on the first two coordinates. Therefore, we first apply this rotation to a point [sδ, s δ, cos θ l , sin θ l ]
T to obtain y = [(s cos
T and then check for this new rotated point:
For (s cos θ k + s sin θ k ) and (cos θ l + sin θ l ), √ 2 is a tight upper bound, and hence, the above is less than 1 if The above argument tells us that the points x 1 , x 2 , x 3 and x 4 must be vertices of a facet of polytope(X −i ). As x i is strictly inside cone(X N ), the interior of this facet is intersected by ray(x i ) and hence X N is the set of neighbours of x i . It is the unique set of neighbours because it has only d = 4 points on it. Fig. 7 shows an illustration of the described example. Fig. 7(c) is worth considering as the distance between the two connected components is small. As δ can be made close enough to √ 2/2, the distance between the two sets of circles [cos α, sin α, sδ, s δ]
T and [tδ, t δ, cos β, sin β] T on which our data points lie can be arbitrarily close to zero, e.g. at the two point where α=β = π 4 and s=s =t=t = 1. This shows that the data points being close together (i.e. being on a trajectory) does not necessarily imply connectedness.
To show that this counterexample is not non-generic (nowhere dense) note that for each point x i , ray(x i ) intersects the interior of a facet of polytope(X −i ). This means that the neighbourhood structure is preserved if all the points have an arbitrary perturbation within a small enough ball. Therefore, the graph is disconnected at least within one open set of the space of all the points and thus cannot be nowhere dense. In other words, the set of point arrangements with a connected SSC graph in 4D cannot be dense and hence is not generic.
Here, we did not mention assumptions 1 and 2 because their purpose was showing the connectivity in 2-and 3- T . The structure of the proof is similar to that of 4D, however it is slightly more intricate.
Conclusion
The paper investigated the problem of connectivity in the SSC method when the points lie on a single subspace and cannot be segmented into smaller subspaces. The treatment was based on a geometric interpretation of the sparse representation problem. The connectivity of a set of nodes in SSC is then converted to the connectivity of the region formed by the union of the neighbouring cones. It was shown that, if the points are in general position, the restriction imposed by the neighbouring cones of one connected component prevents the existence of extra connected components for 2-and 3-dimensional subspaces and hence, the graph is connected in these cases. However, the conjecture of connectivity was rejected in the general d-dimensional case by providing counterexamples.
As a conclusion, we can say that it is possible for the SSC algorithm to over-segment subspaces for dimensions higher than 3. It has to be studied whether some simple treatments such as adding a post-processing stage can resolve this intrinsic drawback, especially in the presence of noise and outliers. The next step is to seek for a variant of the SSC not suffering from this disadvantage.
