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Abstract
We study an integral equation that extends the problem of anti-differentiation. We formulate this equation
by replacing the classical derivative with a known nonlocal operator similar to those applied in fracture
mechanics and nonlocal diffusion. We show that this operator converges weakly to the classical derivative
as a nonlocality parameter vanishes. Using Fourier transforms, we find the general solution to the integral
equation. We show that the nonlocal antiderivative involves an infinite dimensional set of functions in
addition to an arbitrary constant. However, these functions converge weakly to zero as the nonlocality
parameter vanishes. For special types of integral kernels, we show that the nonlocal antiderivative weakly
converges to its classical counterpart as the nonlocality parameter vanishes.
Keywords: nonlocal operators, integral equations, Fourier transform, tempered distributions,
peridynamics, nonlocal diffusion
1. Introduction
We consider integral equations for distributions u on R of the form:
Dα,u(t) := −α ∗ u(t) = F (t), t ∈ R, (1.1)
where ∗ denotes the convolution, f ∗ g (t) = ∫R f(t − s)g(s) ds, α is an anti-symmetric function on R that
depends on a positive “nonlocality parameter” , and Dα, is a “nonlocal derivative”.
Nonlocality describes interactions over distances; in (1.1), it refers to the fact that F (t) is related to u(s)
via D for values of s far from t, where “far” is quantified by the parameter . Mathematically speaking,
Dα is “strongly nonlocal” in the sense of Rogula [1], since the support of Dα,u is not contained in that of
u. In contrast, the derivative u′(t) does satisfy this property, so it is a “local” operator (it is also “weakly
nonlocal”; see [1]).
We define Dα, in such a way that Dα,f(t)→ f ′(t) in some sense as → 0. In other words, we think of
(1.1) as a “nonlocal extension” of the first order ordinary differential equation (ODE):
u′(t) = F (t), t ∈ R. (1.2)
Email address: rshankar@mail.csuchico.edu (Ravi Shankar)
Preprint submitted to Journal of Mathematical Analysis and Applications March 22, 2016
ar
X
iv
:1
50
9.
05
09
7v
2 
 [m
ath
.A
P]
  2
1 M
ar 
20
16
We solve (1.1) using the Fourier transform:
uˆ(ξ) = F [u](ξ) =
∫ ∞
−∞
e−2piiξtu(t)dt,
u(t) = F−1[uˆ](t) =
∫ ∞
−∞
e2piitξuˆ(ξ)dξ.
(1.3)
Nonlocal models, though well known since the 1800’s viz. fractional derivatives, have recently found
successful application in Silling’s [2] theory of peridynamic fractures; for applications of these nonlocal
operators in nonlocal diffusion and image processing, see [3, 4].
The success of nonlocal models stems from the ease with which they handle singularities. Although clas-
sical models using differential equations cannot well describe discontinuous solutions to these equations, such
as those occurring in fracture dynamics, the integral operators applied by Silling suffer no such difficulties.
Using nonlocal operators in these classical models extends the types of physical processes that we can model
and the types of qualitative behavior that we can describe.
An important feature of these operators is that they are extensions of classical differential operators. In
[5], it is shown that such first order nonlocal operators converge strongly in L2 to classical partial derivatives
as a nonlocality parameter vanishes. This extensivity property is important since it allows us to preserve
much of the physical structure that makes up classical differential models. In addition, when the classical
descriptions are correct, the nonlocal frameworks can recover these results by passing to the “classical limits”.
The majority of the nonlocal literature has focused on so-called second order models. These nonlocal
models extend second order partial differential equations and boundary value problems, such as the wave
equation [6], Laplace’s equation [7] and the heat equation [8] (see also the nonlocal counterpart to the fourth
order biharmonic equation [9]). However, the literature for nonlocal extensions of first order models is more
sparse. Du et al [10] studied a nonlocal extension of the nonlinear advection equation. Among other results,
they showed that inviscid solutions to this nonlinear equation do not blow up in finite time, a stark contrast
to those of the classical equation. There is also some literature available for first order models using fractional
derivatives (see [11] for a large set of examples).
Given the success of these nonlocal operators in extending second order models, we are interested in
their application to first order models, specifically first order ordinary differential equations (ODEs). First
order models are ubiquitous in the natural sciences. One area that is currently under active research is
the treatment of discontinuous models. These are ODEs that have discontinuous “forcing terms”, and have
applications in the flow through porous soil [12], static friction problems [13], and optimal control with
discrete feedbacks [14]. A challenge with classical (i.e. differential) frameworks is to solve these problems
numerically [15], since the classical derivatives for solutions to these problems do not exist everywhere. As
a result, many heuristic and complicated numerical methods are needed to solve these equations computa-
tionally. Although we do not pursue this here, one motivation for studying nonlocal first order models is the
possibility of replacing classical derivatives in these equations with nonlocal derivatives. It is possible that
solving discontinuous integral equations, which do not contain classical derivatives, is a more straightforward
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task than solving discontinuous ODEs.
The contributions of this paper are as follows.
• Weak operator convergence: We show that the nonlocal derivative converges weakly to the classical
derivative.
• General solution for antiderivative: Using Fourier transforms, we find a general formal expression
for the nonlocal antiderivative. In general, it is infinite-dimensional, but we identify a class of kernel
for which it is one-dimensional, analogous to the classical solution.
• Weak convergence of solutions: Given some hypotheses, we show that the nonlocal antiderivative
is a tempered distribution and that it converges weakly to the classical antiderivative. We also show
strong Lp convergence under additional hypotheses.
In § 2, we give an overview of the nonlocal derivative operator and prove that it converges weakly to
the classical derivative. Section 3 focuses on nonlocal integration. We find the general form of the nonlocal
antiderivative in § 3.1, provide explicit examples in § 3.2, and discuss the convergence of the antiderivative
to the classical solution in § 3.3. After showing in § 3.3.1 that the homogeneous solution converges weakly
to the constant function, we prove the inhomogeneous term’s convergence in § 3.3.2.
2. Nonlocal derivative
The nonlocal derivative operator used here was presented before in [5].
Definition 2.1 (Nonlocal derivative). A nonlocal derivative Dα, is a convolution operator acting on u :
R→ R with kernel α depending on a nonlocality parameter  > 0:
Dα,u(t) := −α ∗ u(t) =
∫
R
α(s− t)u(s)ds, t ∈ R. (2.1)
The kernel should satisfy the following conditions:
(i) Scaling and normalization:
α(s) = σα(y/), σ =
[
2
∫
R
sα(s)ds
]−1
, (2.2)
(ii) Finite dipole moment:
0 <
∣∣∣∣∫
R
sα(s)ds
∣∣∣∣ =: |α(1)| <∞, (2.3)
(iii) Anti-symmetry:
α(s) = sϕ(|s|). (2.4)
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Remark 2.1. We will always impose another condition that regulates the behavior of α at infinity. How re-
strictive this condition needs to be depends on the application. Examples: suppα ⊂ [−1, 1], or ∫R |sjα(s)|ds <
∞ for each j = 1, 2, ....
Remark 2.2. Du et al [5] used a weaker form of normalization than the explicit scaling in (2.2), but the
convenience of this definition may be worth the cost in generality.
These conditions characterize Dα, as a nonlocal extension of d/dt. They ensure that Dα,u→ u′ in some
sense as → 0. Of course, in which sense this convergence occurs and the space that Dα,u lives in depend
greatly on the space that u lives in. For example, Du et al [5] proved that, if α has compact support, and u
is in W 12 , then Dα,u is in L
2 and that ‖Dα,u− u′‖L2 → 0 as → 0. But even if u is a distribution (i.e. a
bounded linear functional on the space C∞c ), we can still obtain weak convergence.
Theorem 2.1 (Weak convergence). Let u be a distribution and α have compact support. Then Dα,u ⇀ u
′
in the C∞c topology.
Proof. We first show strong convergence for any ψ in C∞c . By Taylor’s Theorem and (2.2):
Dα,ψ(t) =
∫
R
α(s)ψ(s+ t)ds =
∫
R
α(s)
[
ψ(t) + sψ′(t) +
1
2
s2ψ′′(θ(s, t))
]
ds
≤ ψ′(t) + 1
2
‖ψ′′‖∞
∫
R
s2|α(s)|ds
= ψ′(t) +
|α|(2)
2|α(1)|  ‖ψ
′′‖∞,
(2.5)
where ‖.‖∞ denotes the supremum norm, and θ(s, t) ∈ (t, s + t) comes from Taylor’s theorem. It is clear
from this estimate that ‖Dα,ψ − ψ′‖∞ → 0 as → 0.
Since ddtDα,ψ = Dα,ψ
′, and ψ′ is in C∞c , we see that the above result holds for any derivative of ψ.
More precisely, for any n = 0, 1, 2, ..., we have ‖Dα,ψ(n) − ψ(n+1)‖∞ ≤ |α|(2)‖ψ(n+2)‖∞/2|α(1)| → 0 as
→ 0.
Since α has compact support, Dα,ψ is in C
∞
c for each , with suppDα,ψ ⊂ suppDα,1 if  ≤ 1. Thus,
Dα,ψ → ψ′ in the (strong) sense of C∞c (for more details on this topology, see e.g. [16, 17]).
Let (, ) be the standard inner product. Since u is a continuous functional on C∞c , we can use the strong
convergence to conclude that (u,Dα,ψ) → (u, ψ′) for any ψ in C∞c . But we define the distributions Dα,u
and u′ by the inner products (Dα,u, ψ) := (u,D∗α,ψ) and (u
′, ψ) := −(u, ψ′), where D∗α, is the adjoint of
Dα,. In fact, as in the classical case, we have D
∗
α, = −Dα, [5]. This means that (Dα,u, ψ) → (u′, ψ) for
every ψ, or that Dα,u ⇀ u
′.
Remark 2.3. We assumed that α had compact support in order for (u, α ∗ ψ) to make sense, given that u
is a general distribution. Different assumptions about the space that u lives in require different restrictions
on the kernel α. But in each case, the proof of weak convergence proceeds almost identically.
By imposing stronger hypotheses on u, it is likely that this weak convergence result can be replaced
by something stronger, as Du et al. [5] showed for W 12 functions u. Figure 1 demonstrates convergence for
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u(t) = |t|1/2 and α(s) = s1(−1,1)(s), where 1(−1,1) is the indicator function on (−1, 1). The weak convergence
result in Theorem 2.1 applies, but the convergence appears to be quite strong. Indeed, away from t = 0
(say, on R \ [−1/2, 1/2]), the convergence of the nonlocal derivatives to the classical derivative appears to
be uniform even in the higher derivatives. The reason for this is that u is a continuous function that is C∞
almost everywhere, so it is significantly more regular than a distribution.
Figure 1: Dα,u(t) for u(t) = |t|1/2 and α(s) = s1(−1,1)(s).
We note that the anti-symmetry condition (2.4) is critical for interpreting Dα, as an extension of the
classical derivative d/dt, or as a “first order” operator, as evident from its role in (2.5) of canceling the u(t)
term. Symmetric kernels α would instead give something similar to a “second order” operator like d
2/dt2;
indeed, convergence to such for a similar integral operator was proven in [18].
3. Nonlocal integration
In the classical setting, the problem u′(t) = F (t) yields, in general, the solution u(t) = A+
∫
F (t)dt (i.e.
the “antiderivative”). We investigate this problem using the nonlocal derivative Dα, in place of d/dt. More
specifically, we consider a given function F = F (t) and an unknown distribution u that satisfy:
Dα,u(t) = −α ∗ u(t) = F (t), t ∈ R. (3.1)
A similar type of convolution equation has been considered in harmonic analysis for F ≡ 0 [19, 20],
in which case u is said to be a “mean-periodic” function. See also [21] for the case of nonzero F when
u(t < 0) = 0. In these studies, the kernel is usually taken to be a measure, so it satisfies a non-negativity
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requirement. We work with an anti-symmetric kernel, so our work is more analogous to the study of Hilbert
transforms. The main distinction of our study, however, is the connection of these integral equations with
the classical differential equation (1.2) in the limit of → 0.
Our results can also be connected to the distribution of zeros of αˆ, the Fourier transform of α. For
entire analytic functions in the complex plane, there is an extensive theory developed in this area; we cite
the seminal work of Po´lya [22] and the review article by Dimitrov and Rusev [23]. We also mention the
works by Sedletskii, summarized in [24], that expand on Po´lya’s work and also study the completeness of
the exponential basis functions arising from these zeros.
3.1. General solution
In general, we can find a formal solution to (3.1) by taking its Fourier transform (1.3):
−αˆuˆ(ξ) = Fˆ (ξ), ξ ∈ R. (3.2)
We can formally solve this equation by division if we make some assumptions about how or if αˆ vanishes.
Definition 3.1. We consider those kernels α that satisfy conditions (ii)-(iii) in Definition 2.1 as well as the
following condition on its behavior at infinity:∫
R
|sjα(s)|ds ≤ Aα j! (3.3)
for some Aα > 0 and each j = 1, 2, ....
Remark 3.1. Examples of α that satisfy this strengthened condition include rapidly decreasing functions like
α(s) = sgn(s) exp(−|s|j) or those with compact support, such as α(s) = sβ(|s|)1(−1,1)(s).
If α satisfies conditions (2.3), (2.4), and (3.3), then αˆ is entirely analytic on the real line. This means
that αˆ has (at most) countably many real zeros, a finite number of real zeros in each bounded interval, and
zeros of finite multiplicity. See e.g. [23] for examples of stronger conditions that give more precise control
over these zeros.
Given this assumption on α, we find that the general (formal) solution to (3.2) is:
uˆ(ξ) = −Fˆ (ξ)/αˆ(ξ) +
∑
∑k
m=0 |αˆ(m) (ξj,)|=0
Aj,kδ
(k)
ξj,
(ξ), ξ ∈ R, (3.4)
where g(k) is the kth derivative of g, δa(x) = δ0(x− a) is the Dirac measure centered at a, and each Aj,k is
an arbitrary constant. The lower sum selects over roots ξj, of αˆ(ξ) with multiplicity k + 1.
We interpret this expression as a formal infinite series. Note that, by the anti-symmetry condition
(2.4), we have that αˆ is also anti-symmetric, so the A0,0 δ0 term always exists. We order the zeros like
· · · < ξ−n < ξ−n+1 < · · · < ξ0 = 0 < · · · < ξn−1 < ξn < . . . . By the anti-symmetry of αˆ, we have
ξ−j, = −ξj,.
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Applying the inverse Fourier transform to (3.4) and renaming the arbitrary constants Ajk gives the
following formal solution to (3.1):
u(t) = −F−1[Fˆ /αˆ](t) +
∑
∑k
m=0 |αˆ(m) (ξj,)|=0
Aj,kt
ke2piiξj,t. (3.5)
Note that the j = k = 0 term corresponds to A0,0 = constant, which also occurs in the classical antiderivative:
u(t) =
∫
F (t)dt + A0,0. The first term in (3.5) is analogous to the integral of F , and is exactly such if
αˆ = −2piiξ.
3.2. Examples
We are interested in the nonlocal derivative Dα, being an extension of the classical derivative d/dt, so
we would like to know for which kernels α these operators have similar properties.
The classical antiderivative u(t) = A+
∫
F (t)dt only involves one arbitrary constant, while the nonlocal
antiderivative (3.5) involves, in general, an infinite number of such constants. We observe that requiring
|αˆ(1)(0)| > 0 and |αˆ(ξ)| > 0 when |ξ| > 0 results in all of the Aj,k in (3.5) vanishing except for A0,0. The
first property holds by (2.3). We can guarantee the second property by requiring that α(s) be a decreasing
positive function for s > 0; for example, α(s) = sgn(s)β(|s|) for any β(|s|) decreasing with |s| satisfies this
condition; of course, there are many more functions, such as α(s) = s exp(−|s|), that do not need to be
decreasing to satisfy this condition. For a similar problem on the characterization of the positivity of Fourier
transforms, see [25].
Thus, for these types of αˆ, (3.5) becomes:
u(t) = A−F−1[Fˆ /αˆ](t),
where A is an arbitrary constant. This is much more analogous to classical integration.
As an explicit example, consider α(s) = sgn(s) exp(−|s|/)/22 and F (t) = 1/(1 + t2). The classical
antiderivative of this function is obviously u(t) = A+ arctan(t). On the other hand, for this α, its nonlocal
antiderivative is u(t) = u(t) + 2
2t/(1 + t2)2. We clearly have convergence of u to u as  → 0, so this
nonlocal antiderivative extends the classical one.
For another example, consider α(s) = sin(pis)1(−1,1)(s). Then the Fourier transform of α is αˆ(ξ) =
i sin(2piξ)/[(42ξ2 − 1)], which is zero at ξ = 0,±1/,±3/2,±2/, .... Indeed, one can directly check with
integration that −α ∗ gn ≡ 0 for gn(t) = exp(npiit/) and n = 0,±2,±3, ..., which agrees with (3.5). So,
in addition to annihilating constants, the nonlocal derivative Dα, for this kernel actually annihilates an
infinite dimensional set of functions. This is a stark contrast to the classical derivative. Note, however, that
as → 0, each nonzero ξj, tends to infinity, so, in a weak sense, the nonlocal antiderivative still recovers the
classical antiderivative.
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3.3. Convergence to classical solution
We demonstrate that (3.5) converges weakly to the classical solution of u′ = F , namely u = A +
∫
F .
There are two types of terms in (3.5) that we need to consider: the homogeneous terms (summation) from
the equation Dα,u = 0 and the inhomogeneous term that involves F .
3.3.1. Homogeneous part
We first show that the zero set of αˆ spreads away from the origin as → 0. The scaling assumption in
(2.2) is critical here.
Lemma 3.1 (Zero Set). Let α satisfy the conditions of Definitions 2.1 and 3.1. Let ξj, denote the jth zero
of αˆ as in (3.4). Then, for each j = 1, 2, 3, ..., we have ξ±j → ±∞ as → 0.
Proof. Since ξ−j, = −ξj,, it suffices to show that ξj, →∞ for each j = 1, 2, 3, .... At a zero ξj,, we have:
αˆ(ξj,) = 0 = −i
∫ ∞
−∞
sin(2piξj,t)α(t)dt.
Using the scaling in (2.2), we can rewrite this after letting t→ s as:
0 = −i
∫ ∞
−∞
sin(2piξj,s)α(s)ds = αˆ(ξj,) =: αˆ(ξ¯j), (3.6)
where ξ¯j := ξj, is the jth root of αˆ and does not depend on . Thus, ξj, = ξ¯j/→∞ as → 0.
We can now show that the homogeneous part of (3.5) converges weakly to the classical solution (i.e. the
constant function) as → 0. We first consider finite sums in (3.5).
Theorem 3.1 (Finite sums). Let u be the solution of (3.1) given by (3.5) for F = 0, and let α satisfy the
conditions of Definitions 2.1 and 3.1. Suppose that the formal sum in (3.5) is finite. Then u ⇀ A0,0 as
→ 0.
Proof. Let ψ be an arbitrary function in C∞c . For any j : |j| > 1 and any k ≥ 0, the Riemann-Lebesgue
lemma and Lemma 3.1 show that (tke2piiξj,t, ψ) → 0 as  → 0. Since ψ is arbitrary, it follows that each
nonconstant term in the formal sum (3.5) converges weakly to zero. The result follows since the sum is
finite.
We can extend this to infinite series if we restrict the formal sum in (3.5) to converge in a suitable
sense. It is convenient to map the terms of the series to the sequence {Un,} and to consider the partial
sums uN, =
∑N
n=1 Un,. To interchange limit operations, we also make use of the counting measure dµ:∫
fndµn :=
∑∞
n=1 fn.
Theorem 3.2 (Infinite series). Let u and α be as in Theorem 3.1. Suppose that the following hypotheses
hold:
(i) For each  > 0, uN,(t)→ u(t) a.e. in R as N →∞.
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(ii) For each , the sequence {uN,}∞N=1 of partial sums is uniformly locally integrable. That is, for every
n and each E ⊂ R with |E| < ∞, we have ∣∣∫
E
uN,(t)dt
∣∣ ≤ U(|E|), where U > 0 is locally bounded, and
U(x)→ 0 as x→ 0.
(iii) For any ψ in C∞c , the set of integrals {(Un,, ψ)}>0 is uniformly bounded for almost every n by a
summable sequence {vn,ψ} ⊂ R+. That is, for each  > 0 and each ψ in C∞c , we have vn,ψ ≥ |(Un,, ψ)| for
every n = 1, 2, 3, ... except for a finite set, and
∑∞
n=1 vn,ψ <∞.
Then u ⇀ A0,0 as → 0.
Proof. Fix an arbitrary ψ in C∞c . Since |suppψ| < ∞ and (ii) holds, Vitali’s convergence theorem applies
to {uN,}∞N=1. We compute:
lim
→0
(u, ψ) = lim
→0
(
lim
N→∞
uN,, ψ
)
= lim
→0
lim
N→∞
N∑
n=1
(Un,, ψ) = lim
→0
∫
(Un,, ψ)dµn.
By (iii), the dominated convergence theorem applies to the last integral, so by Theorem 3.1, we obtain:
lim
→0
(u, ψ) =
∫
lim
→0
(Un,, ψ)dµn =
∫
0 dµn = 0.
Remark 3.2. If we allow the coefficients Aj,k to vanish with , then this weak convergence can be made
strong (say, in L∞loc).
Remark 3.3. Condition (ii) is satisfied if uN, → u in L1loc. Condition (iii) is satisfied if the zeros of αˆ have
a maximum multiplicity of M ≥ 1 and if ∑j,k |Aj,k| <∞, where the coefficients Aj,k are as in (3.5). Indeed,
since Un,(t) = Ant
kne2piiξjn t for some jn, kn, and An =: Ajn,kn , we have |Un,(t)| ≤ |An||t|M for each .
This gives:∑
n
|(Un,, ψ)| ≤
∑
n
|An|
∫
suppψ
∣∣tMψ(t)∣∣dt ≤ 2TM+1ψ ‖ψ‖∞∑
n
|An|,
where Tψ = max(| inf suppψ|, | sup suppψ|).
3.3.2. Inhomogeneous part
We now investigate the convergence of the inhomogeneous term in (3.5) that depends on the “derivative”
F .
Definition 3.2. We denote the inhomogeneous part of u in (3.5) as follows:
v(t) = −F−1[Fˆ /αˆ](t). (3.7)
We first show under what conditions this formal solution v is well-defined. Then, provided that it is
well-defined, we show that v ⇀ v :=
∫
F , or that it converges to a classical antiderivative in the weak sense
of tempered distributions.
A necessary condition for v to be well-defined is for Fˆ to make sense. We recall the definition of a
tempered distribution.
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Definition 3.3. Let S be the Schwartz space of infinitely differentiable rapidly decreasing test functions.
Equivalently, ψ is in S if it is in C∞ and if lim|t|→∞ |t|nψ(t) = 0 for every integer n ≥ 0. The space of
tempered distributions S ′ is the continuous dual to S (i.e. the set of bounded linear functionals on S).
Definition 3.4. We require that F in (3.1) and (3.5) be a tempered distribution, and we allow it to be a
generalized function.
Remark 3.4. Unfortunately, this is a very strong condition. In the classical case, we could find an antideriva-
tive of any locally integrable function F (say, F (t) = et). A similar problem concerns solutions to ∆u = 0;
there are many solutions to this equation, such as ex1 cosx2, that are not tempered distributions, and Fourier
transform techniques cannot recover these solutions.
Remark 3.5. Note that, from this restriction and Definition 3.1, the distributional product Fˆ /αˆ always
makes sense, since we have that 2pii/αˆ − 1/ξ is a C∞ function. Of course, we still need to show that it
makes sense as a tempered distribution.
We now wish for the inverse Fourier transform in (3.7) to make sense. There are two problems with this.
The first problem concerns the possibly infinite number of singularities of 1/αˆ, and the second problem
comes from the behavior of 1/αˆ at infinity. If each of these behaviors is not sufficiently controlled, then
Fˆ /αˆ fails to be a tempered distribution, and (3.7) makes no sense.
To solve the first problem, we could impose that 1/αˆ have a finite number of singularities. However, for
simplicity, we will restrict 1/αˆ to be singular only at the origin. The more general case proceeds similarly.
Note that this means we no longer need the full strength of Definition 3.1, but we keep it for simplicity.
Definition 3.5. We require that αˆ(ξ) = 0 for ξ in R only if ξ = 0. A sufficient condition for this (in addition
to those in Definitions 2.1 and 3.1) is as follows. We require that α(s) = sgn(s)β(|s|), where β ≥ 0 is a
decreasing function that is strictly decreasing a.e. in (0, aα) for some aα > 0.
Remark 3.6. The condition is sufficient by the alternating series test. Indeed, the Fourier integral
∫∞
0
sin(2piξs)α(s)ds =∑∞
n=0(−1)n
∫ 1/2ξ
0
sin(2piξs)α(s+ n/2ξ)ds > 0 if ξ > 0 and if this condition is satisfied. Examples of admis-
sible β include (1− sm)1(0,1)(s) for m > 0, exp(−|s|m) for m > 0, and |s|−m1(0,1) for −2 < m < 0.
As it turns out, this condition almost solves the second problem as well. We only need two modifications
to it. We gauge the behavior of α near zero using power functions, and we impose that, near zero, α cannot
be flatter than a continuous power function.
Definition 3.6. There are two cases to consider, depending on how singular α is at zero. Let α0+ =
lims↘0 α(s). In all cases, we presume the existence of some endpoint bα : 0 < bα ≤ aα (cf. Definition 3.5),
some exponent kα that satisfies −2 < kα 6= 0, and some constants K±,α > 0.
(i) If α0+ < ∞, then we require that −K−,αskα ≤ α(s) − α0+ ≤ −K+,αskα for each s in (0, bα). Here,
0 < kα, and K−,α ≥ K+,α. We assume that bα can be made small enough so that we can choose K±,α that
satisfy K+,α(s+ 1)
kα −K−,αskα ≥ 0 for each s on (0, 1).
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(ii) If α0+ = ∞, then we require that K−,αskα ≤ α(s) ≤ K+,αskα on (0, bα). Here, −2 < kα < 0,
and K−,α ≤ K+,α. We again assume that, by choosing bα small enough, we can find K±,α such that
K−,αskα −K+,α(s+ 1)kα ≥ 0 on (0, 1).
Remark 3.7. “Flat functions” like α(s) = sgn(s)(1− exp(−|s|−2))1(0,1)(|s|) are not admissible.
Remark 3.8. By anti-symmetry, analogous inequalities hold for s < 0. Although power functions are not the
most general gauge functions (e.g. logarithms are also natural choices), they are quite convenient here due
to their homogeneity under dilations.
Remark 3.9. Since α satisfies both the anti-symmetry and positivity conditions of Definitions 2.1 and 3.5,
we see that it cannot be continuous at zero. It either approaches a constant or blows up as s ↘ 0. This
means that α0+ > 0.
To prove that vˆ in (3.7) is a tempered distribution, given these restrictions on α, we need the following
two estimates on α. They elucidate its behavior for small and large |ξ|.
Lemma 3.2 (Near-field). Let α satisfy the conditions of Definitions 2.1, 3.1, and 3.5. Then the following
estimate holds for each ξ in R:
2pi|ξ| − Cα2|ξ|3 ≤ iαˆ(|ξ|) ≤ 2pi|ξ|, (3.8)
where Cα = 4pi
3α(3)/3α(1), and α(j) =
∫∞
−∞ s
jα(s)ds.
Proof. Using the anti-symmetry of α, we can write the Fourier transform (1.3) of α as a Fourier-sine
transform:
−αˆ(ξ)/2i =
∫ ∞
0
sin(2piξt)α(t)dt.
Using the scaling in (2.2), we can rewrite this after letting t→ s as:
−αˆ(ξ)/2i = 1
 α(1)
∫ ∞
0
sin(2piξs)α(s)ds. (3.9)
Suppose first that ξ > 0. Using that sin(2piξs)α(s) ≤ 2piξsα(s) in (3.6) (note the positivity from Definition
3.5) and that
∫∞
0
sα(s)ds = α(1)/2 gives:
iαˆ(ξ) ≤ 2piξ.
On the other hand, using Taylor’s theorem, letting θ(s) be in (0,∞), and applying the estimate cos(θ(s)) ≤ 1
to (3.6), we obtain:
iαˆ(ξ)/2 = piξ − 4pi
3ξ32
3α(1)
∫ ∞
0
cos(θ(s))s3α(s)ds
≥ piξ − 2pi3α(3)ξ32/3α(1).
If ξ < 0, then we reverse the above inequalities. This gives (3.8).
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Lemma 3.3 (Far-field). Let α satisfy the conditions of Definitions 2.1, 3.1, 3.5, and 3.6. Then, for each
 > 0 and each ξ : |ξ| ≥ 2bα (cf. Definition 3.6), the following estimate holds:
iαˆ(|ξ|) ≥ C ′α−2−kα |ξ|−1−kα , (3.10)
where kα is as in Definition 3.6, and C
′
α > 0.
Proof. Suppose that ξ > 0 (by anti-symmetry, we can reverse the resulting inequality when ξ < 0). We use
the positivity in Definition 3.5 and the scaling in Definition 2.1 to obtain the following alternating series-type
estimate:
iαˆ(ξ)/2 =
∫ ∞
0
sin(2piξs)α(s)ds
≥
∫ 1/ξ
0
sin(2piξs)α(s)ds
=
1
α(1)2ξ
∫ 1
0
sin(2pis)α(s/ξ)ds
=
1
2α(1)2ξ
∫ 1
0
sin(pis)[α(s/2ξ)− α((s+ 1)/2/ξ)]ds.
(3.11)
We estimate each term using the inequalities in Definition 3.6. To do this, we suppose that ξ ≥ 1/2bα (cf.
Definition 3.6). For each case, (3.11) becomes:
Case (i):
iαˆ(ξ) ≥ 1
2kαα(1)2+kαξ1+kα
∫ 1
0
sin(pis)[K+α(s+ 1)
kα −K−αskα ]ds
:=
C
′(i)
α
2+kαξ1+kα
.
Case (ii):
iαˆ(ξ) ≥ 1
2kαα(1)2+kαξ1+kα
∫ 1
0
sin(pis)[K−,αskα −K+,α(s+ 1)kα ]ds
:=
C
′(ii)
α
2+kαξ1+kα
.
Theorem 3.3. Let F satisfy Definition 3.4 and α Definitions 2.1, 3.1, 3.5, and 3.6. For each  > 0, the
generalized function 1/αˆ is a tempered distribution. In addition, vˆ = −Fˆ /αˆ is a tempered distribution.
Proof. We let 1/αˆ(ξ) = −1/2piiξ − βˆ(ξ)/2pii, where, for |ξ| sufficiently small, βˆ satisfies the following
estimate (cf. (3.8)):
|βˆ(ξ)| = |2piξ − iαˆ(ξ)||ξαˆ(ξ)| ≤
Cα
2|ξ|2
|αˆ(ξ)| ≤
Cα
2|ξ|
(2pi − Cα2|ξ|2) . (3.12)
This shows that βˆ is continuous at ξ = 0. Since αˆ has no other zeros (cf. Definition 3.5), we conclude that
βˆ is a locally bounded function on R (i.e. it has no singularities).
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We claim that βˆ is a tempered distribution. Since it has no singularities, we need only examine its
asymptotic behavior at infinity. Using Lemma 3.3, in terms of βˆ(ξ) = −1/ξ + 2pi/iαˆ(ξ), we obtain the
following inequality for |ξ| ≥ 1/2bα:
βˆ(|ξ|)| ≤ 2pi
2+kα
C ′α
|ξ|1+kα − 1|ξ| . (3.13)
Since this holds for each  > 0, we see that the function βˆ is a tempered distribution. Since 1/ξ (interpreted
in the principal value sense) is a tempered distribution, this means that 1/αˆ is also a tempered distribution.
To show that vˆ is a tempered distribution, we write the product vˆ as follows:
2piivˆ = −2piiFˆ /αˆ = Fˆ /ξ + Fˆ βˆ.
If we interpret 1/ξ in the principal value sense, then the first term corresponds to the distributional integral
of F (see e.g. Problem 6.9 in [17]). The second term is also a tempered distribution, since (Fˆsβˆ, ψ) =
(Fˆ , βˆψ) =: (Fˆ , ψβ), where, for an arbitrary test function ψ, ψβ is also a test function, since βˆ is both
tempered and C∞ (cf. Definition 3.1). Since Fˆ is a tempered distribution, this term makes sense. Thus, vˆ
is well-defined.
Unlike in the classical case, the nonlocal antiderivative v can be much rougher than its “derivative” F .
This occurs if α is chosen to be too flat at zero. For example, in the estimate (3.10), if α is Lipschitz
continuous at zero (i.e. kα = 1), then we see that iαˆ(|ξ|) ≥ Cα,/ξ2 for ξ sufficiently large. This means that
Fˆ (ξ)/αˆ(ξ) ∼ Fˆ (ξ)ξ2 for ξ sufficiently large, which shows that v, in this case, is as smooth as F ′′. This gets
worse the larger that kα is, or the flatter that α is at zero.
However, if α is chosen to be sufficiently singular at zero, then nonlocal integration can be a smoothing
process, as in the classical case. From (3.10), we see that if kα = −1 − δ for 0 < δ < 1, then iαˆ(|ξ|) ≥
Cα,|ξ|−δ. This means that vˆ ∼ Fˆ /|ξ|δ for |ξ| sufficiently large. Therefore, v is actually smoother than its
“derivative” F , for these kernels α.
Now that we have made sense of the formal solution (3.7), we can address its convergence to the classical
solution v(t) =
∫
F (t)dt.
Theorem 3.4 (Weak convergence). Let F satisfy Definition 3.4 and α Definitions 2.1, 3.1, 3.5, and 3.6.
Then v ⇀ v in S ′ as → 0. That is, (v, ψ)→ (v, ψ) for every ψ in S.
Proof. We decompose 2pi/iαˆ − 1/ξ = βˆ into near- and far-field contributions:
βˆ(ξ) = βˆ(ξ)1(0,1/2bα)(|ξ|) + βˆ(ξ)1(1/2bα,∞)(|ξ|),
where bα is as in Definition 3.6. Applying the near- and far-field estimates (3.12) and (3.13), we obtain:
βˆ(|ξ|) ≤ Cα
2pibα − Cα/4bα1(0,1/2bα)(|ξ|) +
(
2pi
C ′α
2+ka |ξ|1+ka + 2bα
)
1(1/2bα,∞)(|ξ|). (3.14)
If βˆ represents the nonlocal correction to 1/ξ, then we see that it vanishes pointwise as → 0.
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We write 2piivˆ as Fˆ /ξ + Fˆ βˆ and show that the second term vanishes weakly. For any test function ψ,
we let ψˇ := F−1ψ. We have (Fˆ βˆ, ψˇ) = (Fˆ , βˆψˇ) =: (Fˆ , ψ), where the test function ψ(ξ)→ 0 uniformly as
→ 0. This shows that (vˆ, ψˇ) = (v, ψ)→ (v, ψ) as → 0.
Remark 3.10. Obviously, we are interested in those kernels α for which the denominator of the first term
in (3.14) is positive. Such kernels exist. For example, if we assume that suppα is in (−bα, bα), then, under
the hypotheses of Definition 3.6, we can guarantee positivity if −1.402984... < kα < −0.509742.... More
specifically, if K−,α = K+,α as well (so that α is a power function), then this holds if −2 < kα < 0 or if
kα ≥ (24− 2pi2)/(pi2 − 6) = 1.1011....
If we make α more singular and restrict F to be a function in an L
p space, then we can use the estimate
(3.14) to obtain stronger convergence results.
Corollary 3.1 (Strong convergence). Suppose that −2 < kα < −1, such that α is not integrable at zero.
Suppose also that F is in Lp, where 1 ≤ p ≤ ∞. Then v − v is in Lp, and v − v → 0 in Lp.
Proof. We have |ξ|1+kα ≤ (2bα)|kα|−1 in (3.14), which shows that βˆ(|ξ|) → 0 uniformly as  → 0. It also
shows that 2pii(v − v) = F−1[Fˆ βˆ] is in Lp. Thus, Fˆ βˆ → 0 in Lq, where 1/q = 1 − 1/p. This shows that
v − v → 0 in Lp.
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