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Abstract. We consider the planar three-body problem and prove that, apart from some
exceptional cases, there is no additional first integral meromorphic with respect to positions,
mutual distances and momenta.
1. Introduction
In 1831 Evariste Galois showed that the solution in radicals of an algebraic equation
was connected to the structure of a group of permutations related to the equation. The
link between complete integrability of an analytic Hamiltonian system and properties of a
monodromy group of normal variational equations (NVE) along a non-equilibrium solution
was established in 1982 by Ziglin [11]. This result was improved by Morales and Ramis
[5,6,1] who formulated their criteria of non-integrability in terms of the differential Galois
group G of NVE. Namely, in the integrable cases, the identity component of G, under
Zariski’s topology, must be abelian. A crucial role in both approaches plais the fact that
the meromorphic first integrals of the Hamiltonian system give rise to rational homogeneous
invariants of the monodromy (Galois) group of NVE. This paper is devoted to the study of
the monodromy group of NVE along the Lagrangian parabolic solution of the planar three-
body problem. We began this study in our papers [7,8], where, using the approach of Ziglin,
it is proved that for all values of masses, the planar three-body problem is meromorphically
non-integrable in the sense of Arnold-Liouville (in the case of equal masses see [2] for an
independent proof based on the Morales-Ramis theory). The theorem about the absence of
additional meromorphic first integrals was announced in our note [9] and the present work
can be considered as a detailed exposition of this result. The plan of the paper is as follows.
Section 2 is devoted to properties of the monodromy group. In Section 3 we consider the
existence of its rational invariants. Section 4 contains our main result formulated in Theorem
4.1 which states that apart from some exceptional cases, for the planar three-body problem,
there is no additional meromorphic first integral. It is interesting to remark that in some
cases, as stated in Theorem 4.2, the NVE can have a polynomial first integral which is a
rational function with respect to time.
2. The monodromy group of NVE around the parabolic
Lagrangian solution
Following Whittaker [10, p. 353] we write the Hamiltonian equations of the planar three-
body problem in the following form
dqr
dt
=
∂H
∂pr
,
dpr
dt
= −∂H
∂qr
, (r = 1, 2, 3), (2.1)
with the Hamiltonian function
H =
M1
2
{
p21 +
1
q21
P 2
}
+
M2
2
(p22 + p
2
3) +
1
m3
{
p1p2 − p3
q1
P
}
− m1m3
r1
− m3m2
r2
− m1m2
r3
,
P = p3q2 − p2q3 − k, M1 = m−13 + m−11 , M2 = m−13 + m−12 ,
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where
r1 = q1, r2 =
√
q22 + q
2
3, r3 =
√
(q1 − q2)2 + q23,
are the mutual distances of the bodies; q1 is the distance m3m1; q2 and q3 are the projections
of m2m3 on, and perpendicular to m1m3; p1 is the component of momentum of m1 along
m3m1; p2 and p3 are the components of momentum of m2 parallel and perpendicular to
m3m1; k is the constant of the angular momentum.
Let D be the domain in the 6-dimensional complexified phase space C6 with coordinates
(qi, pi), i = 1, ..., 3 defined by inequalities
|q2| < |q3|, |q1 − q2| < |q3|. (2.2)
It is easy to check that the Hamiltonian equations (2.1) are analytic and single-valued in D.
In the 1870’s Lagrange [4] discovered particular solutions of the three-body problem
in which the triangle formed by bodies is equilateral and the trajectories of the bodies
are similar conics with one focus at the common barycenter. For the equations (2.1) this
geometric condition gives
q1 = q, q2 =
q
2
, q3 =
√
3q
2
p1 = p, p2 = Ap +
B
q
, p3 = Cp +
D
q
,
(2.3)
where
A =
m2(m3 −m1)
m1S3
, B = −
√
3kS1m2m3
S2S3
, C =
√
3m2(m1 + m3)
m1S3
,
D = −km2(S2 + m1m2 −m
2
3)
S2S3
, S1 = m1 + m2 + m3,
S2 = m1m2 + m2m3 + m3m1, S3 = m2 + 2m3.
and the functions q(t), p(t) satisfy
ap2 +
bp
q
+
c
q
+
d
q2
= h,
dq
dt
=
(
M1 +
A
m3
)
p +
B
m3q
,
(2.4)
where h is the constant of energy and
a =
2S1S2
m21S
2
3
, b = −2
√
3km2S1
m1S23
, c = −S2, d = 2k
2S1(m
2
2 + m2m3 + m
2
3)
S23S2
.
In the case h = 0, k = 0 formulas (2.3), (2.4) define a solution Γ in which each of the bodies
describes a parabola and which we call the “parabolic” Lagrangian solution. With help of
(2.4) we can parametrize q, p as follows
q = P (w), p =
w
P (w)
,
P (w) = −(aw2 + bw + d)/c, w ∈ C.
(2.5)
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One checks that Γ ⊂ D. According to (2.5) Γ is a meromorphic function on the Riemann
surface Γ˜ = CP1 \ {∞, w1, w2} where w1, w2 are zeros of P (w) given by formulas
w1 =
(
√
3m2 + iS3)km1
2S2
, w2 =
(
√
3m2 − iS3)km1
2S2
.
The NVE of Hamiltonian equations (2.1) (see for definition [11, p. 183]) along the
particular solution Γ were obtained in [8] and are of Fuchsian type [9, p. 126]
dx
dz
=
(
A0
z − z0 +
A1
z − z1 +
A2
z − z2 +
A∞
z
)
x, x ∈ C4, (2.6)
where z−1i = wi/k, i = 1, 2, z
−1
0 =
√
3m1m2/2S2; A0, A1, A2, A∞ = −(A0 + A1 + A2) are
constant 4 × 4 matrices depending on m1, m2, m3 as calculated in [8, p. 146-148]. We note
that z = ∞ is a regular point for (2.6).
Theorem 2.1 ([8, p. 137]) The monodromy group M of (2.6) is generated by two unipotent
symplectic matrices T1, T2 ∈ Sp(C, 4) having the same Jordan form

1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1


The proof is based on the detailed study of local expansions of the general solution of
(2.6) in the neighbourhoods of its singular points.
As it was pointed in [8], the generators T1 and T2 correspond to local monodromy groups
around the singularities z = z1 and z = z2 respectively. The generator of the monodromy
group around the singularity z = z0 turns to be trivial i.e. the general solution of (2.6) is a
meromorphic function of z in the neighbourhood of this point.
Definition 2.2. Let A be a square matrix with eigenvalues λ1, ..., λn. We call A non-
resonant if λi − λj ∈ Z for all i = j.
As shown in [8], the matrix A∞ has eigenvalues
Spectr(A∞) = {λ1, λ2, 3− λ1, 3− λ2}
where
λ1 =
3
2
+
1
2
√
13 + x, λ1 =
3
2
+
1
2
√
13− x, x = 12√1− 3σ, (2.7)
and
σ =
m1m2 + m3m2 + m3m1
(m1 + m2 + m3)2
.
One verifies that for arbitrary mi > 0, i = 1, 2, 3 we have σ ∈ (0, 1/3] and x ∈ [0, 12).
Lemma 2.3 The matrix A∞ is non-resonant if and only if σ ∈ E where
E =
{
1
3
,
23
33
,
2
9
,
7
48
,
5
24
}
.
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Proof. Let λ1, λ2 be as given in (2.7). One should check the following four cases:
A. λ1 + λ2 = p ∈ Z, which gives
x = ±(2p− 6)
√
4 + 6p− p2.
The simple calculation using the property x ∈ [0, 12) shows that x = 4√3, σ = 2/9.
B. λ1 − λ2 = k ∈ Z, then
x = ±2k
√
13− k2,
and x = 0, σ = 1/3 or x = 4
√
3, σ = 2/9.
C. 2λ1 = l ∈ Z, then
x = l2 − 6l − 4,
and x = 3, σ = 5/16.
D. 2λ2 = m ∈ Z, then
x = 4 + 6m−m2,
and x = 4, σ = 23/33 or x = 9, σ = 7/48.
Summarizing the results in cases A-D one completes the proof. 
Below we write explicitly the eigenvalues of A∞ for each σ ∈ E:
σ =
1
3
, Spectr(A∞) =
{
3
2
+
√
13
2
,
3
2
+
√
13
2
,
3
2
−
√
13
2
,
3
2
−
√
13
2
}
,
σ =
23
33
, Spectr(A∞) =
{
3
2
+
√
17
2
, 3,
3
2
−
√
17
2
, 0
}
,
σ =
2
9
, Spectr(A∞) =
{
2 +
√
3, 1 +
√
3, 1−
√
3, 2−
√
3
}
,
σ =
7
48
, Spectr(A∞) =
{
3
2
+
√
22
2
,
5
2
,
3
2
−
√
22
2
,
1
2
}
,
σ =
5
24
, Spectr(A∞) =
{
7
2
,
3
2
+
√
10
2
,−1
2
,
3
2
−
√
10
2
}
.
Corollary 2.4. The matrix A∞ is diagonalizable for all mi > 0, i = 1, 2, 3.
Indeed, the eigenvalues of A∞ are always different except in the case σ = 1/3 where
the straightforward calculation shows that A∞ is diagonalizable. If σ ∈ E then A∞ is non-
resonant and the fundamental solution of (2.6) in the neighbourhood of z = 0 may be written
in the form x(z) = a(z)zA∞ where a(z) is a square 4 × 4 matrix with elements analytic in
the neighbourhood of z = 0 (see f.e. [3]). Let T∞ be the monodromy matrix corresponding
to the singular point z = 0, then
T−1∞ = T1T2. (2.8)
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As T∞ is conjugate to e2πiA∞ one gets
Spectr(T∞) =
{
e2πiλ1 , e2πiλ2 , e−2πiλ1 , e−2πiλ2
}
.
We divide E in two parts as follows
E = E1 ∪ E2, E1 =
{
1
3
,
23
33
}
, E2 = E \ E1.
Theorem 2.5. If σ ∈ E1 then T∞ is diagonalizable.
Proof. According to Corollary 2.4 there exist four linearly independent eigenvectors of A∞
which we denote Ki, i = 1, .., 4 corresponding to eigenvalues ρi, i = 1, ..., 4 respectively.
The local expansion of the general solution of (2.6) around z = 0 has the form x(z) =∑4
i=1 ci Xi(z), ci ∈ C where Xi(z) are linearly independent particular solutions of (2.6) each
having a form Xi(z) = z
ρi(Ki+Hi(log(z), z)), i = 1, ..., 4, with certain functions Hi(log(z), z)
which are polynomials with respect to log(z). The straightforward calculation (with the help
of Maple) shows that for σ ∈ E1, all functions Hi are holomorphic functions of z. As a
consequence we obtain that the monodromy matrix T∞ is diagonalizable. 
Of course, this result raises the obvious question, namely does T∞ have non-trivial Jordan
blocks for σ ∈ E2 ? One can show that for each σ ∈ E2 the answer here is “yes” at least for
some particular values of masses m1, m2, m3.
3. Invariants of the monodromy group
Let x = (x1, x2, x3, x4)
T be coordinates in the linear space C4 where the monodromy
group M , which a subgroup of Sp(C, 4), acts by multiplication. The function J(x), which
always can be supposed to be rational and homogeneous with respect to x, is called an
invariant of M if J(m x) = J(x) for all m ∈ M .
Our aim is to prove the following theorem
Theorem 3.1. If σ ∈ E then the monodromy group M does not have a rational invariant.
For σ ∈ E1 M has an unique rational invariant.
According to Theorem 2.1 we can write the generators T1, T2 of M in the form Ti = I+di,
i = 1, 2 where d1, d2 are nilpotent matrices and I is the identity matrix.
We recall that a matrix commuting with all elements of of the group M is called a cen-
tralizer of M . It is not necessary for a centralizer to be in M .
Lemma 3.2. The monodromy group M has a centralizer given by T = d1d2 + d2d1 =
T∞ + T−1∞ − 2 I.
The proof consist in a simple verification of [T, Ti] = 0, i = 1, 2 using d
2
1 = d
2
2 = 0.
The eigenvalues of T are given by formulas
Spectr(T ) = {σ1, σ1, σ2, σ2}, σi = 2(cos(2πλi)− 1), i = 1, 2. (3.1)
If σ ∈ E then T = α I, α = const and hence there exists a linear basis in which the generators
T1, T2 of M take the form
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Ti = I + di, i = 1, 2, d1 =


1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

 , d2 =
(
A O
O B
)
, (3.2)
where A, B are some unknown nilpotent 2× 2 matrices which we parametrize as follows
A =
(
a a1
a2 −a
)
, B =
(
b b1
b2 −b
)
,
with arbitrary parameters a, b, ai, bi ∈ C satisfying relations a2 + a1a2 = 0, b2 + b1b2 = 0.
Let us introduce two linear differential operators associated with generators T1 and T2
D1 = (d1x,∇), D2 = (d2x,∇), ∇ = (∂x1 , ∂x2 , ∂x3 , ∂x4)T ,
where (, ) is a scalar product.
Next, we suppose that the monodromy group M has a rational invariant J(x1, x2, x3, x4).
Lemma 3.3. The function J is a solution of equations
D1 J = 0, D2 J = 0.
The elementary proof of this fact can be found in [8, p. 141]. From the point of view of the
Morales-Ramis theory (see [5,6]) Lemma 3.3 means that J is an invariant of the differential
Galois group G of (2.6). Then D1, D2 are two generators of the corresponding Lie algebra
of G.
The operators D1, D2 may be written in the explicit form
D1 = x2 ∂x1+x4 ∂x3 , D2 = (ax1+a1x2) ∂x1+(a2x1−ax2) ∂x2+(bx3+b1x4) ∂x3+(b2x3−bx4) ∂x4 .
Their commutators
D3 = [D1, D2] = (−a2x1 + 2ax2) ∂x1 + a2x2 ∂x2 + (2bx4 − b2x3) ∂x3 + b2x4 ∂x4 ,
D4 = −1
2
[D1, D2] = a2x2 ∂x1 + b2x4 ∂x3 ,
provide us with two additional equations: D3 J = 0, D4 J = 0. The idea of the proof of
Theorem 3.1 is to study conditions of compatibility of the system Di J = 0, i = 1, ..., 4.
Equations D1 J = 0, D4 J = 0 or equivalently{
x2 ∂x1 J + x4 ∂x3 J = 0,
a2x2 ∂x1 J + b2x4 ∂x3 J = 0,
yield a2 = b2 = α or ∂x1 J = ∂x3 J = 0. In the first case, after some calculations, one gets
T = d1d2 + d2d1 = α I which is in contrast to our assumption T = α I following from σ ∈ E.
The second case deserves the particular attention. Conditions ∂x1 J = ∂x3 J = 0 impliy that
J depends only on x2, x4. Since we consider non-trivial invariants of M , one must have either
∂x2 J = 0 or ∂x4 J = 0. In this situation, the compatibility of equations D2 J = 0, D3 J = 0
is equivalent to the identity
det
(
a2x1 − ax2 b2x3 − bx4
a2x2 b2x4
)
= b2a2x1x4 + (a2b− b2a)x2x4 − a2b2x2x3 ≡ 0,
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which splits into three cases:
I. b2 = a2 = 0,
Spectr(T∞) = {1, 1, 1, 1}.
II. b2 = b = 0,
Spectr(T∞) =
{
1, 1, 1 +
a2
2
+
1
2
√
4a2 + a22 + 4a1a2 + 4a
2, 1 +
a2
2
− 1
2
√
4a2 + a22 + 4a1a2 + 4a
2
}
.
III. a2 = a = 0,
Spectr(T∞) =
{
1, 1, 1 +
b2
2
+
1
2
√
4b2 + b22 + 4b1b2 + 4b
2, 1 +
b2
2
− 1
2
√
4b2 + b22 + 4b1b2 + 4b
2
}
.
We observe that in all these cases T∞ has at least two equal eigenvalues which we found
with help of (2.8) as eigenvalues of the matrix (T1T2)
−1. This yields that if ρ1, ..., ρ4 are
eigenvalues of A∞ then ρi − ρj ∈ Z for at least one pair of indexes i = j i.e. A∞ is resonant
according to our Definition 2.2. But this contradicts Lemma 2.3. Thus, the first part of the
proof of Theorem 3.1 is done.
We will now show that if σ ∈ E1 then M has an unique invariant. Using (3.1) one can
show that in the case σ ∈ E1 all eigenvalues of the matrix T are equal i.e. σ1 = σ2. Then,
applying Theorem 2.5 together with T = T∞ + T−1∞ − 2 I one shows that T = α I, α = 0.
Taking d1 as given in (3.2) and writing d2 in its general form
d2 =


a1 a2 a3 a4
b1 b2 b3 b4
c1 c2 c3 c4
d1 d2 d3 d4

 ,
with unknown coefficients ai, bi, ci, di ∈ C, we calculate T = d1d2 + d2d1
T =


b1 b2 + a1 b3 b4 + a3
0 b1 0 b3
d1 d2 + c1 d3 d4 + c3
0 d1 0 d3

 .
One can satisfy conditions T = α I, α = 0 and d22 = 0 parametrizing ai, bi, ci, di as follows
a1 = δ1, a2 =
δ2δ3 − δ21
α
, a3 = δ2, a4 = −δ1δ2 + δ2δ4
α
,
b1 = α, b2 = −δ1, b3 = 0, b4 = −δ2,
c1 = −δ3, c2 = δ4δ3 + δ3δ1
α
, c3 = δ4, c4 =
δ2δ3 − δ24
α
,
d1 = 0, d2 = δ3, d3 = α, d4 = −δ4.
where δ1,2,3,4 are arbitrary complex numbers.
As above, we define two linear differential operators corresponding to generators T1, T2
D1 = x2 ∂x1 + x4 ∂x3
D2 = (
∑
i aixi) ∂x1 + (
∑
i bixi) ∂x2 + (
∑
i cixi) ∂x3 + (
∑
i dixi) ∂x4 .
7
Due to Lemma 3.3 the rational invariant J of M is a solution of the system of two
equations: D1 J = 0, D2 J = 0. The first one can be easy solved in the explicit form and
gives J = J(x1x4 − x3x2, x2, x4). Introducing the new variables (y1, y2, y3, y4) = (x1x4 −
x3x2, x2, x4, x3) one writes D2 in the form
D2 = ∆0 + y4 ∆1,
where
αy3∆0 = ((αa4y
3
3 + α(δ1 − δ4)y1y3 + (αa2 − δ2δ3 + δ24)y2y23 + 2δ3a1y1y2 − c2αy22y3) ∂y1+
+α(αy1 − δ1y2y3 − δ2y23) ∂y2 + αy3(δ3y2 − δ4y3) ∂y3 + (· · ·) ∂y4 ,
y3
2
∆1 = ((δ1 − δ4)y2y3 + δ2y23 + δ3y22) ∂y1 + αy2 ∂y2 + αy3 ∂y3 .
In new variables y1, ..., y4 we have obviously J = J(y1, y2, y3). Thus, D2 J = 0 is equiva-
lent to two equations: ∆0 J = 0, ∆1 J = 0. Solving the first one we get J = J(K1, K2) with
K1 = y3/y2, K2 = p1y
2
2 + p2y
2
3 + p3y2y3 − αy1 where p1 = δ3, p2 = δ2, p3 = δ1 − δ4. The
following change of variables (z1, z2, z3) = (K1, K2, y3) simplifies ∆0
∆0 =
αz21z2
z3
∂z1 .
In variables (z1, z2, z3) J depends on z1, z2 only and therefore ∆0 J = 0 is equivalent to
J = J(z2). Thus, returning to initial variables x1, ..., x4, we conclude that for σ ∈ E1 the
monodromy group M has an unique invariant given by
J = δ3x
2
2 + δ2x
2
4 + (δ1 − δ4)x2x4 − α(x1x4 − x3x2). (3.3)
The proof of Theorem 3.1 is now completed. 
4. Non-existence of additional meromorphic first integrals
Let D be defined by (2.2) and UΓ ⊂ D be the connected neighbourhood of the Lagrangian
parabolic solution Γ. Suppose that the Hamiltonian equations of the planar three-body
problem (2.1) admit a first integral meromorphic in UΓ with respect to positions qi, mutual
distances ri, momenta pi and which is functionally independent with H. According to Ziglin
([11], p. 183), in this case the monodromy group M of NVE (2.6) has a rational invariant
and so, due to Theorem 3.1, the next result follows immediately
Theorem 4.1. Let σ =
m1m2 + m3m2 + m3m1
(m1 + m2 + m3)2
and σ ∈
{
1
3
,
23
33
,
2
9
,
7
48
,
5
24
}
.
Then for the planar three-body problem (2.1) there is no additional first integrals mero-
morphic with respect to positions, mutual distances and momenta.
Let Y (z) be the fundamental solution of (2.6) satisfying Y (e) = I for e ∈ C different
from 0, z0, z1, z2. Then, after the analytic continuation of Y (z) starting from e and going
along the closed path around zi, one obtains Y˜ (z) = Y (z)Mi, i = 1, 2. Consider the function
I(x, z) = J(Y −1(z)x) where J(x) is the invariant of M calculated in (3.3). It is easy to see
that I(x, z) is a first integral of (2.6) and that it is an analytic single-valued function of z
on the Riemann surface R = CP1 \ {0, z0, z1, z2} i.e. is a rational function of z. We can give
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now our final theorem
Theorem 4.2. If σ ∈
{
1
3
,
23
33
}
then the normal variational equations (2.6) along the La-
grangian parabolic solution Γ of the three-body problem (2.1) admit a first integral I(x, z)
which is a polynomial with respect to x and which is a rational function with respect to z.
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