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1 Introduction
A Semi-Innite Programming problem consists in minimization of a real-
valued nite dimensional function subject to innitely many constraints. First
works on SIP appeared in 60s of XX century in the papers of Charnes A.,
Cooper W.W., and Kortanek K.O. devoted to Linear SIP (see [4,5]). The rst
numerical method for SIP models arising in applications was suggested in early
70s by Gustafson S.-A. and Kortanek K.O. ([9]). Since that time the interest
to SIP is constantly growing due to many important applications, both theo-
retical and practical. The information about history of SIP, its theoretical and
numerical aspects, and the references can be found in [8,10,20,24,26].
Generally, SIP problems are formulated in the form
min
x2Rn
c(x) (1)
s.t. f(x; t)  0 8 t 2 T;
where c : Rn ! R and f : Rn  T ! R are real valued continuous functions,
T  Rp is a compact (innite) index set. When, additionally, the set T depends
on the decision variable x, one gets a problem of the generalized SIP, GSIP (see
[11]). Sometimes (see e.g. [3]), the objective function and the functions dening
the feasible set depend additionally on a so called perturbation parameter.
The main idea that lays in the basis of the most ecient approaches to the
optimality conditions in SIP is to substitute the innitely many constraints of
a given SIP problem by a nite number of constraints getting thus an auxiliary
Nonlinear Programming (NLP) problem. The nite number of constraints of
this problem should be chosen in such a way that under certain additional con-
ditions (for example, regularity conditions or Constraint Qualications (CQ)),
the optimality of a given feasible solution of the original SIP problem, can be
veried using the optimality conditions in the auxiliary NLP problem. To test
the optimality in the NLP problem, the widespread results of Mathematical
Programming can be applied.
In the SIP literature, there exist two main approaches to the constraints
set's substitution: discretization and reduction (see [10,20] and the references
therein).
When the discretization approach is being applied, the innite index set
T is replaced by an appropriate nite subset. The following theorem (see [1])
justies this approach.
Theorem 1 Suppose that the convex and consistent SIP problem (1) satises
the following condition:
for any n+ 1 indices tj 2 T; j = 1; : : : ; n+ 1; there exists
a point ~x 2 Rn such that f(~x; tj) < 0; j = 1; : : : ; n+ 1: (2)
Then there exists a nite set ft01; t02; : : : ; t0ng  T; such that val(1) =
val(SIPD); where
(SIPD) :
min c(x);
s.t. f(x; t0j )  0; j = 1; :::; n:
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Here and in what follows, val(P ) denotes the optimal value of the objective
function of an optimization problem (P ).
Problem (SIPD) is a discretization of the original SIP problem (1). The-
orem 1 states that under condition (2) the test of optimality of x0 2 X in
problem (1) can be reduced to the test of its optimality in the nite dimen-
sional problem (SIPD). It is also well known that condition (2) is essential in
Theorem 1.
For problem (1) with nitely representable compact index set, the reduc-
tion approach is much more productive. The essence of the approach is as
follows.
Under certain assumptions (see [10,26] et al.) that should be satised for
a feasible x0, it is possible to prove that the set fti; i 2 Jg := ft 2 T :
f(x0; t) = 0g is nite and there exists a neighborhood U(x0) of x0 and con-
tinuous functions ti : U(x
0) ! T; i 2 J; such that ti(x0) = ti; i 2 J; and for
every x 2 U(x0), the functions ti(x), i 2 J; are all solutions of the parametric
problem max
t2T
f(x; t): In this case for x 2 U(x0), innitely many constraints
f(x; t)  0; t 2 T; can be locally replaced by a nite number of constraints
f(x; ti(x))  0; i 2 J: Therefore a feasible x0 is a local optimal solution in the
original SIP problem if and only if it is a local optimal solution in the following
reduced problem:
(SIPred) :
min c(x);
s.t. f(x; ti(x))  0; i 2 J:
The reduction permits to extend various optimality (necessary or sucient)
conditions known from (nite) NLP, to (innite) SIP problems.
Note that in practice, it is more easy to apply the discretization approach
where the discretized problem (SIPD) is formulated in terms of certain known
constraint functions. But it is not a trivial task to make reduction since the re-
duced problem (SIPred) contains the constraints that are formulated with the
help of some functions ti(x); i 2 J , implicitly dened in the form of solutions
of the optimization problem max
t2T
f(x; t). In general case, to use these implicit
functions and to apply the reduction approach, one needs to introduce some
CQ. These CQs are less restrictive than (2) and the optimality conditions ob-
tained using the reduction approach are more ecient since the approach uses
specic structure and properties of the original SIP problem.
In the recent papers [3,21], et al., the advanced techniques of variational
analysis are applied to broad classes of innite programming problems, in-
cluding nonsmooth and nonconvex problems with arbitrary index sets. Under
certain dierentiability assumptions and the closedness CQ, new veriable
necessary optimality conditions are derived. Being applied to the convex SIP
problems with compact index sets, this approach permits to obtain the subdif-
ferential KKT(Karush-Kuhn-Tucker)-type optimality conditions under rather
simple CQs.
In this paper, we study a rather general class of convex smooth SIP prob-
lems. The only condition that the index sets should satisfy is their compactness
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and nite representability, i.e. they have to be described by a nite number of
inequalities. For a given SIP problem, we apply a kind of reduction approach
that is based on a deep study of some optimal solutions of the lower level
problem that form a special subset of the index set, the set of the immobile
indices of the original SIP problem. The study of the properties of the immo-
bile indices and their immobility orders permits us to construct an auxiliary
(reduced) NLP problem of a special form. This problem possesses some im-
portant properties that can be eciently explored when the optimality of the
original SIP problem is studied. In particular,
 Our auxiliary problem is convex.
 In general, our auxiliary problem diers from (SIPD) and (SIPred) prob-
lems.
 Our auxiliary problem coincides with the problem (SIPD) if the original SIP
problem satises condition (2).
 Our auxiliary problem is formulated in terms of special functions that permit
to formulate explicitly the optimality conditions for the lower level problem
and possess other important properties.
 It is possible to prove that if a vector x0 (that is feasible in problem (1)) is
optimal in the reduced problem (SIPred); then it is optimal in our auxiliary
problem as well.
 Under assumptions, that are less restrictive than ones usually used for both
discretization and reduction approaches, we can prove that a feasible x0 is
optimal in the original SIP problem if and only if it is optimal in our auxiliary
problem.
The latest of the mentioned above properties, permits to conclude that
the checking of the optimality of a feasible solution x0 of the original SIP
problem, can be substituted by the checking of its optimality in the auxiliary
NLP problem. Therefore one can formulate the optimality conditions for SIP
problem in terms of such conditions for the auxiliary NLP problem. The dis-
covered properties of the NLP problem permit one to use the most ecient
optimality conditions that should give new optimality conditions for SIP that
dier from the known ones (see, e.g., [1,8,11,12,21,23,25]). Notice here that
the assumptions we make for the convex SIP problem, are less restrictive than
those that are usually made in the literature. Therefore, the new optimality
conditions that one can obtain for the convex SIP using our approach are
more general. We are going to devote our subsequent paper to formulation
and proof of the new optimality criterion for the convex SIP problems with
nitely representable index sets that can be obtained using our approach.
The rest of the paper is organized as follows. In section 2, we state the
convex SIP problem with nitely representable index set, introduce basic no-
tations and denitions for it, formulate and study the lower level problem. In
section 3, we formulate new sucient optimality conditions for the original
convex SIP problem in terms of such conditions for a specially constructed
auxiliary NLP problem. An illustrative example is presented. Section 4 is ded-
icated to study of the properties of this auxiliary problem. In particular, we
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show that it is convex and its inequality constraints satisfy the Slater type
CQ. The conclusions and nal remarks are made in the nal section 5.
2 Convex SIP problem with nitely represented index set
2.1 Problem statement and the basic notions
Consider a SIP problem in the form (1), where T  Rp is a compact index set
dened by a nite system of inequalities
T = ft 2 Rp : gs(t)  0; s 2 Sg; jSj <1: (3)
Let us denote the obtained problem by (SIP ):
(SIP ) : min
x2Rn
c(x); s.t. f(x; t)  0 8 t 2 T:
In what follows, we assume that the objective function c(x) and the con-
straint function f(x; t); for all t 2 T , are convex w.r.t. x 2 Rn, and hence the
problem (SIP ) is convex. Assume also that functions c(x), f(x; t) and gs(t)
are suciently smooth w.r.t. x 2 Rn, and t 2 Rp: The sucient smoothness
means here that the partial derivatives of these functions of all orders that we
will need in sequel, exist and are continuous for all respective variables.
Denote by X the set of feasible solutions in problem (SIP ) (the feasible
set):
X = fx 2 Rn : f(x; t)  0 8 t 2 Tg;
and for a given x 2 X; denote by Ta(x) the corresponding set of the active
indices (the active index set):
Ta(x) = ft 2 T : f(x; t) = 0g:
Let us suppose that problem (SIP ) is consistent, i.e., X 6= ;:
In study of optimality both for NLP and SIP problems, it is common to im-
pose certain additional conditions on their constraints (CQs or the regularity
conditions). Without the additional conditions, the known optimality condi-
tions may not hold true. Dierent CQs have been proposed in the literature
for dierent classes of SIP problems (see [1,12,21] et al.).
In the papers ([15]-[17]), for a more restricted class of SIP problems (convex
problems with polyhedral index sets), we dened the set of indices, active for
all feasible x (immobile indices) and showed how these indices can be used to
formulate and prove new optimality conditions that do not use any CQ, i.e. are
CQ-free. In the present paper, we will generalize this approach for the convex
SIP problems with index sets dened in (3). Notice that this generalization is
not trivial and is based on a number of new notions and important theoretical
results.
One of the basic concepts that we will use here is that of the immobile
index.
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Denition 1 An index t 2 T is said to be immobile in problem (SIP) if
f(x; t) = 0 for all x 2 X:
Denote by T   T the set of all immobile indices in problem (SIP).
The immobile (or carrier) indices play an important role in study of feasi-
bility and optimality in SIP (see [17,19] and the references there). It can be
proved that the violation of almost all CQs implies T  6= ;: The main aim
of our study is to formulate and prove for problem (SIP ) the new optimality
conditions that do not require any CQ . Hence, in what follows, it is reasonable
to suppose that T  6= ;:
Notice that the condition T  6= ; is not restrictive in our study, i.e. the set
of immobile indices may be empty as well. It easy to show that the emptiness
of the set T  implies the fulllment of the Slater condition (see Corollary 3
below), and hence the constructions and statements presented below will be
trivially fullled and our auxiliary NLP problem (see (23)) will coincide with
the discritized problem (SIPD):
2.2 The lower level problem and the regularity conditions
Usually in SIP literature, the study of optimality of a feasible solution x 2 X in
the original SIP problem (1) is connected with a so-called lower level problem
that in our case can be written in the form:
(LLP (x)) : max
t
f(x; t); s:t: t 2 T;
where the index set T is dened in (3).
Notice that this problem is a parametric NLP problem that possesses the
following important properties:
a) the feasible set of (LLP (x)) coincides with the index set T of problem
(SIP ), and
b) each immobile index of problem (SIP ) is a solution of (LLP (x)) for all
x 2 X:
Consider an index t 2 T that is feasible in the lower level problem (LLP (x)).
For t, denote by Sa(t) = fs 2 S : gs(t) = 0g the index set of active in t con-
straints of problem (LLP (x)).
Following usual notations (see e.g. [7] and [13]), for any t 2 T , let us
introduce the sets:
{ tangent cone to the index set T at the point t:
D1(t) = fl 2 Rp : 9 sequences ftkg1k=1; tk 2 T; and fkg1k=1; k 2 R;
such that lim
k!1
k = +0; t
k = t+ kl + o(k)g;
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{ linearized tangent cone to the index set T at the point t:
L1(t) = fl 2 Rp : @g
T
s (t)
@t
l  0; s 2 Sa(t)g;
{ second order tangent cone to the index set T at the point t:
D2(t) = f(l; w) 2 R2p : 9 sequences ftkg1k=1; tk 2 T; and fkg1k=1; k 2 R;
such that lim
k!1
k = +0; t
k = t+ kl +
1
2
2kw + o(
2
k)g;
{ second order linearized tangent cone to the set T at the point t:
L2(t) = f(l; w) 2 R2p : l 2 L1(t); @g
T
s (t)
@t w + l
T @
2gs(t)
@t2 l  0; s 2 ~Sa(t; l)g
where ~Sa(t; l) = fs 2 Sa(t) : @g
T
s (t)
@t l = 0g:
It is easy to verify that for a given t 2 T , the following relationships between
the sets introduced above hold true:
D1(t)  L1(t); D2(t)  L2(t); D2(t; 0) = D1(t); L2(t; 0) = L1(t);
if (l; w) 2 D2(t); then l 2 D1(t); if (l; w) 2 L2(t); then l 2 L1(t); (4)
where D2(t; l) := fw 2 Rp : (l; w) 2 D2(t)g; L2(t; l) := fw 2 Rp : (l; w) 2
L2(t)g:
Following [7],[13] et al., let us make the following denition.
Denition 2 Given index t 2 T , we say that in the lower level problem, the
rst order Abadie-type regularity condition is satised at t if L1(t) = D1(t);
and the second order Abadie-type regularity condition is satised at t if
L2(t)  D2(t); i.e. L2(t) = D2(t): (5)
Notice here that from (4) and (5), it follows that the second order Abadie
regularity condition implies fulllment of the rst order one as well, i.e.
L2(t) = D2(t) for t 2 T ) L1(t) = D1(t):
The Abadie regularity conditions may be considered as one of the weakest
regularity conditions (CQs). Since these conditions are rather dicult to check
in practice, many authors use in their studies other more strong regularity
conditions that guarantee the fulllment of the rst and second order Abadie
conditions and and can be more easily veried.
Consider the following CQs for the lower level problem (LLP (x)):
{ the Mangasarian-Fomovitz CQ holds at t 2 T if
9l 2 Rp : @g
T
s (t)
@t
l < 0; s 2 Sa(t); (MFCQ)
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{ the condition of positive linear independency of vectors @gs(t)@t ; s 2 Sa(t);
holds at t 2 T ifX
s2Sa(t)
ys
@gs(t)
@t
= 0; ys  0; s 2 Sa(t) ) ys = 0; s 2 Sa(t): (PLICQ)
In [1] (see Proposition 5.47), it is proved that the conditions (MFCQ) and
(PLICQ) are equivalent.
Let us now study a relationship between these CQs and the Abadie-type
regularity conditions for the NLP problem (LLP (x)).
Proposition 1 Given the set T dened in (3), suppose that the condition
(MFCQ) holds at an index t 2 T . Then the second order Abadie regularity
condition (5) holds at t as well.
Proof. Given t 2 T , consider vector (l; w) 2 L2(t): Then
l 2 L1(t); @g
T
s (t)
@t
w + lT
@2gs(t)
@t2
l  0; s 2 ~Sa(t; l): (6)
By assumption, there exists a vector l0 2 Rp such that
@gTs (t)
@t
l0 < 0; s 2 Sa(t): (7)
Consider a sequence fkg1k=1; k 2 R such that lim
k!1
k = +0. Construct
a sequence of vectors tk; k = 1; 2; : : : according to the following rule:
tk = t+ kl +
1
2
2kw +
1
6
3kl
0; k = 1; 2; : : : ;
where  > 0 is some xed constant that will be dened later. A general term
of this sequence evidently admits the following representation:
tk = t+ kl +
1
2
2kw + o(
2
k); k = 1; 2; : : : : (8)
Let us show that it is possible to choose  > 0 in such a way that tk 2 T
for suciently large k > 0.
Given s 2 Sa(t), consider a function ~gs() := gs(t + l + 122w + 16l03);
  0: The following expansion of this function in the neighborhood of 0 can
be done:
~gs() = ~gs(0) + 
d~gs(0)
d
+
1
2
2
d2~gs(0)
d2
+
1
6
3
d3~gs(0)
d3
+ o(3): (9)
Calculate:
~gs(0) = gs(t) = 0;
d~gs(0)
d
=
@gTs (t)
@t
l;
d2~gs(0)
d2
=
@gTs (t)
@t
w + lT
@2gs(t)
@t2
l;
Convex SIP problems with nitely representable compact index sets 9
d3~gs(0)
d3
=
@
@t
(lT
@2gs(t)
@t2
l)T l + 3lT
@2gs(t)
@t2
w + 
@gTs (t)
@t
l0;
and introduce the sets
S1 := fs 2 Sa(t) : d~gs(0)
d
< 0g; S2 := fs 2 Sa(t) n S1 : d
2~gs(0)
d2
< 0g;
S3 := Sa(t) n (S1 [ S2):
Set  := 1+maxf0; s=(@g
T
s (t)
@t l
0); s 2 S3g, where s := @@t (lT @
2gs(t)
@t2 l)
T l+
3lT @
2gs(t)
@t2 w:
Then, by construction (see (6) and (7)), the following relations hold true:
for s 2 S1 : d~gs(0)
d
< 0; for s 2 S2 : d~gs(0)
d
= 0;
d2~gs(0)
d2
< 0;
and for s 2 S3 : d~gs(0)
d
=
d2~gs(0)
d2
= 0;
d3~gs(0)
d3
< 0:
Taking into account these relations, the expansion (9), and the inequalities
gs(t) < 0; s 2 S n Sa(t); we get ~gs(k) = gs(tk) < 0; s 2 S; that means that
tk 2 T for suciently large k > 0. Taking into account (8) and the denition
of the set D2(t), we conclude that (l; w) 2 D2(t) and hence L2(t) = D2(t). ut
2.3 Necessary optimality conditions for the lower level problem
Suppose that an immobile index t 2 T  satises condition (MFCQ). Then
from the necessary optimality conditions for t 2 T  in the lower level problems
(LLP (x)), it follows that for any x 2 X, the following relations are satised:
{ the rst order necessary optimality conditions: 9ys = ys(x); s 2 Sa(t); such that
@f(x; t)
@t
=
X
s2Sa(t)
ys
@gs(t)
@t
; ys  0; s 2 Sa(t); (10)
{ the second order necessary optimality conditions:
max
y2(x;t)
lT ( @
2f(x; t)
@t2
+
X
s2Sa(t)
ys
@2gs(t)
@t2
)l  0 for all l 2 C(x; t); (11)
where (x; t) is the set of all vectors y = (ys; s 2 Sa(t)) satisfying condition
(10) and
C(x; t) = fl 2 L1(t) : @f
T (x; t)
@t
l = 0g (12)
is the cone of critical directions at the point t in problem (LLP (x)):
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Let t 2 T ; x 2 Rn; l 2 C(x; t): Consider a parametric Linear Program-
ming (LP) problem
(LP (x; t; l)) : max
w
@fT (x; t)
@t
w
s.t.
@gTs (t)
@t w   lT @
2gs(t)
@t2 l; s 2 Sa(t):
The dual problem to (LP (x; t; l)) has the form
(DLP (x; t; l)) : min
ys;s
( 
X
s2Sa(t)
ysl
T @
2gs(t)
@t2
l)
s.t.
X
s2Sa(t)
ys
@gs(t)
@t
=
@f(x; t)
@t
; ys  0; s 2 Sa(t):
If x 2 X and (MFCQ) is satised at t 2 T , then both linear problems,
(LP (x; t; l)) and (DLP (x; t; l)), admit feasible solutions and hence have opti-
mal solutions. Moreover, if vector w(x; t; l) is an optimal solution of problem
(LP (x; t; l)) and vector (ys(x; t; l); s 2 Sa(t)) is an optimal solution of problem
(DLP (x; t; l)), then
@fT (x; t)
@t
w  @f
T (x; t)
@t
w(x; t; l) = (13)
 
X
s2Sa(t)
ys(x; t; l)l
T @
2gs(t)
@t2
l   
X
s2Sa(t)
ysl
T @
2gs(t)
@t2
l;
for all w 2 L2(t; l) and all (ys; s 2 Sa(t)) 2 (x; t):
Consider the following auxiliary functions:
F1(x; t; l) :=
@fT (x;t)
@t l; (14)
F2(x; t; l) := l
T @
2f(x;t)
@t2 l + val(DLP (x; t; l)) = l
T @
2f(x;t)
@t2 l + val(LP (x; t; l)):
Given x 2 X; the necessary optimality conditions (10) and (11) for t 2 T 
in problem (LLP (x)) can be formulated in terms of functions (14) as follows:
F1(x; t; l)  0 8l 2 L1(t); (15a)
F2(x; t; l)  0 8l 2 C(x; t): (15b)
Notice that inequalities (15a), (15b) should be satised by all x 2 X:
2.4 Immobility orders of the immobile indices along the tangencial directions
Taking into account conditions (15a) and (15b) that should be fullled for all
x 2 X and for all immobile indices, we can give the following denition.
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Denition 3 Given t 2 T  satisfying (MFCQ) and l 2 L1(t); l 6= 0, dene
the immobility order q(t; l) of t along the direction l as follows:
 q(t; l) = 0 if 9x = x(t; l) 2 X such that F1(x; t; l) < 0;
 q(t; l) = 1 if F1(x; t; l) = 0; 8x 2 X and 9x = x(t; l) 2 X such that
F2(x; t; l) < 0;
 q(t; l) > 1 if F1(x; t; l) = 0; F2(x; t; l) = 0; 8x 2 X:
Due to its polyhedral structure, the set L1(t) (the linearized tangent cone
to the index set T at a point t) admits the following representation in terms
of its extremal rays
L1(t) = fl 2 Rp : l =
X
i2P (t)
ibi(t) +
X
i2I(t)
iai(t); i  0; i 2 I(t)g; (16)
where bi(t); i 2 P (t); jP (t)j <1; are bidirectional extremal rays and ai(t); i 2
I(t); jI(t)j < 1; are unidirectional extremal rays of the cone L1(t). These
extremal rays can be constructed using the procedure described in [6,18].
Let t 2 T  be an immobile index. In the set L1(t), let us consider the subsets
of directions l with immobility orders q(t; l) = 0 and q(t; l)  1 respectively,
and give a constructive description of these subsets in terms of the extremal
rays.
It is evident that immobility order q(t; bi(t)) along any bidirectional ex-
tremal ray bi(t), i 2 P (t); is greater than zero. The unidirectional extremal
rays of the cone L1(t) can be divided into two groups: rays ai(t) with immo-
bility order q(t; ai(t)) = 0 and rays ai(t) with immobility order q(t; ai(t))  1:
In this connection let us denote
I(t) := fi 2 I(t) : q(t; ai(t)) = 0g;
I0(t) := I(t) n I(t) = fi 2 I(t) : q(t; ai(t))  1g:
(17)
It is easy to show that the set C0(t) n 0, where
C0(t) := fl 2 Rp : l =
X
i2P (t)
ibi(t) +
X
i2I0(t)
iai(t); i  0; i 2 I0(t)g;
describes the set of all directions l 2 L1(t) with immobility orders q(t; l)  1;
i.e.
F1(x; t; l) :=
@fT (x; t)
@t
l = 0; 8l 2 C0(t); 8x 2 X: (18)
Notice that it follows from (12) and (18), that
C0(t)  C(x; t)  L1(t) 8x 2 X: (19)
It is evident that q(t; l) = 0; 8l 2 L1(t) n C0(t); hence for each l 2 L1(t) n
C0(t) there exists x(t; l) 2 X such that
F1(x(t; l); t; l) :=
@fT (x(t; l); t)
@t
l < 0:
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Given t 2 T , with respect to the parametric representation of the cone
C0(t) in terms of the extremal rays, the equalities (18), and the latter inequal-
ity, relations (15a) can be rewritten in the form
F1(x; t; ai(t)) = 0; i 2 I0(t); F1(x; t; bi(t)) = 0; i 2 P (t);
F1(x; t; ai(t))  0; i 2 I(t); 8x 2 X:
(20a)
According to (15b) and (19), we get for t 2 T 
F2(x; t; l) = l
T @
2f(x; t)
@t2
l + val(DLP (x; t; l))  0; 8l 2 C0(t);8x 2 X: (20b)
3 Sucient optimality conditions for problem (SIP )
In what follows, let us suppose that the following assumption is satised.
Assumption 1 In the lower level problem (LLP (x)), the regularity condition
(MFCQ) holds at any immobile index t 2 T   T .
We consider that the assumption is trivially fullled if T  = ;:
Theorem 2 Let Assumption 1 be fullled. If for x0 2 X; there exist subsets
of indices T  T ; T 0  Ta(x0) n T ; and subsets of vectors
flk(t); k = 1; :::;m(t)g  fl 2 C0(t) : F2(x0; t; l) = 0g; t 2 T ; (21)
with j T j+ jT 0j+ P
t2 T
m(t) <1; (22)
such that the vector x0 is optimal in the following NLP problem:
min c(x);
s:t: f(x; t) = 0; F1(x; t; bi(t)) = 0; i 2 P (t); F1(x; t; ai(t)) = 0; i 2 I0(t);
F1(x; t; ai(t)) 0; i 2 I(t); F2(x; t; lk(t))  0; k = 1; :::;m(t); t 2 T ;(23)
f(x; t)  0; t 2 T 0;
then x0 is an optimal solution in problem (SIP).
Here and in what follows we suppose that f1; :::;mg = ; if m = 0:
Proof. Basing on the denitions of immobile indices and the results of the
previous sections (in particular, taking into account formulas (20a) and (20b)),
we can conclude that X  X where
X =x 2 Rn : f(x; t) = 0; F1(x; t; bi(t)) = 0; i 2 P (t);
F1(x; t; ai(t)) = 0; i 2 I0(t); F1(x; t; ai(t))  0; i 2 I(t);
F2(x; t; l)  0; l 2 C0(t); t 2 T ; f(x; t)  0; t 2 Ta(x0) n T 
	
:
It is evident that X  X ; where X is the set of feasible solutions in problem
(23). Consequently, if x0 2 X is an optimal solution in problem (23), it is
optimal in problem (SIP ) as well. ut
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Remark 1 Notice that in Theorem 2 we do not require the fulllment of
Mangasarian-Fromovitz CQ at x0 in the original SIP problem, i.e. we do not
require the existence of  2 Rn such that T @f(x0;t)@x < 0 8t 2 Ta(x0):
Remark 2 Till now we have not used the assumption that the constraint func-
tion f(x; t) is convex w.r.t. x 2 Rn for all t 2 T: Hence Theorem 2 holds true
without the convexity assumption.
The inclusions X  X  X , may give a false impression that the set X ap-
proximates the feasible set X very roughly and that the sucient optimality
conditions formulated in Theorem 2 are not ecient. The following consid-
erations justify that this is not true and the sucient optimality conditions
formulated in Theorem 2 are ecient ones.
We will prove (in the subsequent paper) that for the convex SIP problem
under an additional assumption (see Assumption 2 below) Theorem 2 holds
true in the necessary part as well with
T = T ; jT j <1; jT 0j+
X
t2 T
m(t)  n: (24)
 We prove (see Appendix) that in the case of the convex SIP problem
and jTa(x0)j <1 if the sucient optimality conditions from [11] are fullled
for x0 2 X, then there exist nite subsets T  T  and I(t)  I0(t); t 2 T ,
T 0  Ta(x0) n T , jT 0j  n; such that x0 is optimal in the following NLP
problem
min c(x); (25)
s.t. f(x; t) = 0; F1(x; t; bi(t)) = 0; i 2 P (t); F1(x; t; ai(t)) = 0; i 2 I(t);
F1(x; t; ai(t))  0; i 2 I(t) n I(t); t 2 T ; f(x; t)  0; t 2 T 0 [ (T  n T ):
The feasible set of problem (23) is contained in the feasible set of problem
(25). Hence the optimality of x0 2 X in problem (25) implies its optimality in
problem (23). Therefore if x0 2 X satises the sucient optimality conditions
from [11] then it satises the optimality conditions from Theorem 2. The
example presented below shows that the converse is false: the optimality of
feasible x0 2 X in problem (25) does not imply the fulllment of the sucient
optimality conditions from [11]. Hence, in the case under consideration, the
optimality conditions from Theorem 2 are more ecient than ones from [11].
Notice that among the sucient optimality conditions that can be applied
for the problem (SIP ) considered in the paper (see, for example, [1,11,12,14,
22,23,25]), conditions from [11] are the strongest ones.
Example. Let us give an example that illustrates the introduced notations
and applicability of Theorem 2. In this example, for a given feasible solution
x0 of the convex problem (SIP ), the corresponding active indices satisfy the
strong second order sucient optimality conditions for the lower level problem,
i.e., the conditions that permit to apply to the given SIP problem many of the
14 Kostyukova O.I., Tchemisova T.V.
known optimality conditions. We will show that in this example, the given
feasible solution does not satisfy the known sucient optimality conditions
(we use here the results from [11], but nevertheless it is optimal since the
conditions of Theorem 2 are satised.
Let us start with the following observation. It is easy to verify that the
results of the paper can easily be generalized to the case of more than one
semi-innite constraint, i.e. for the convex SIP problems whose constraints
have the form fi(x; t)  0; 8t 2 Ti; i = 1; : : : ; r; where for any i = 1; : : : ; r;
the index set Ti is nitely representable.
Let x = (x1; x2; x3; x4)
T 2 R4; t = (1; 2)T 2 R2; and
f1(x; t) =  21x1 + 12x1 + 1x2 + (sin 1)x3 + 1x4   22 ;
f2(x; t)=2x1 + (2 + 1)
2x2 + (1  2)x3 + x4   (1   3)2 + (1   3)2; (26)
T1 = ft 2 R2 :  (1 + 1)2   (2   1)2   2; 0:5  1  1; 0:5  2  1g;
T2 = ft 2 R2 : (1   2:5)2 + (2   0:5)2  0:5g:
Notice that the index set T1 is not convex here.
Consider the following SIP problem:
min ( x2 + x3)
s.t. f1(x; t)  0; 8t 2 T1; f2(x; t)  0; 8t 2 T2:
(27)
Problem (27) admits a feasible solution x0 = (x01; x
0
2; x
0
3; x
0
4)
T such that
x01 = 2 sin(1)  1:6829;
x03 = ( (x01)2=4 + x01)=(sin(1)  1)=
sin(1)(2  sin(1))
sin(1)  1   6:149464;
x02 = 0:5(x
0
3   x01)   3:9162; x04 =  x02   x03  10:0657:
(28)
Let us test the optimality of x0 in problem (27), using the approach suggested
in the paper.
Denote t1 := (0; 0)
T 2 T1; t2 := (3; 0)T 2 T2; t3 := (1; x01=2)T 2 T1: It
is easy to verify that f1(x
0; t1) = f2(x
0; t2) = f1(x
0; t3) = 0 and the indices
t1; t2, and t3 form the active index set in x
0: Ta(x
0) = ft1; t2; t3g. There are
two immobile indices in problem (27): t1 and t2, hence T
 = ft1; t2g. It is easy
to verify that
F2(x
0; tj ; l) = l
T @
2fj(x
0; tj)
@t2
l < 0; 8l 2 R2 n f0g; j = 1; 2: (29)
For the immobile index t1, we have Sa(t1) = f1g; and L1(t1) = fl 2 R2 :
 l1 + l2  0g: According to the rules of constructing the extreme rays (see
[18]), the cone L1(t1) can be represented by one bidirectional ray b1(t1) =
(1; 1)T and one unidirectional ray a1(t1) = (1; 1)T . It is easy to verify that
q(t1; b1(t1)) = 1 and q(t1; a1(t1)) = 1. Then the sets in (17) are dened as
follows: I(t1) = ;; I0(t1) = f1g:
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Now consider the immobile index t2 = (3; 0)
T 2 T . For this index, we
have Sa(t2) = f1g; and L1(t2) = fl 2 R2 : l1   l2  0g: We can easily verify
that the cone L1(t2) is represented by one bidirectional ray b1(t2) = (1; 1)
T
and one unidirectional ray a1(t2) = ( 1; 1)T ; and that the immobility orders
of t2 along these extreme rays are: q(t2; b1(t2)) = 1; q(t2; a1(t2)) = 1: Hence
the sets in (17) are given by I(t2) = ;; I0(t2) = f1g:
It is easy to check that Assumption 1 is satised. Let us set T = T  and
T 0 = Ta(x
0) n T  = ft3g and consider the NLP problem (23). It follows from
(29) that m(t) = 0; t 2 T , hence problem (23) takes the form
min ( x2 + x3)
s.t. fj(x; tj) = 0;
@fTj (x; tj)
@t
b1(tj) = 0;
@fTj (x; tj)
@t
a1(tj) = 0; j = 1; 2;
f1(x; t3)  0:
This problem can be rewritten in the form
min ( x2 + x3)
s.t. x2 + x3 + x4 = 0; x1 + 2x2   x3 = 0;
x1(0:5x
0
1   1) + x2 + sin(1)x3 + x4   0:25(x01)2  0:
(30)
According to Theorem 2, the vector x0 given in (28), is optimal in the
SIP problem (27) if it is optimal in the LP problem (30). Let us show that
the vector x0 is optimal in this problem. Indeed, according to the optimality
criterion for LP, the feasible vector x0 is optimal in problem (30) i there exist
numbers 1; 2; 3; such that0BB@
0
 1
1
0
1CCA+ 1
0BB@
0
1
1
1
1CCA+ 2
0BB@
1
2
 1
0
1CCA+ 3
0BB@
x01=2  1
1
sin(1)
1
1CCA = 0; 3  0:
The last conditions are satised with
1 =  3   3:1540; 2 = 0:5; 3 =  0:5=(sin(1)  1)  3:1540 > 0:
Hence we have proved that the given vector x0 is optimal in the LP problem
(30). Consequently it is optimal in the SIP problem (27).
Now let us show that for the given vector x0 in problem (27), many of
sucient optimality conditions known from the literature do not work. Among
the sucient optimality conditions [11,14,22,23,25] that can be applied for
the problem (SIP ) considered in the paper, we have chosen the strongest
conditions from [11] (see Theorem 3 in the Appendix). Let us show that these
conditions are not fullled for the given vector x0 in problem (27).
In our example, relations (72) are as follows:
0
@c(x0)
@x
+1
@f1(x
0; t1)
@x
+2
@f2(x
0; t2)
@x
+3
@f1(x
0; t3)
@x
= 0; i  0; i =0; :::; 3;
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or equivalently
0
0BB@
0
 1
1
0
1CCA+ 1
0BB@
0
0
0
0
1CCA+ 2
0BB@
0
1
1
1
1CCA+ 3
0BB@
0:5x01   1
1
sin(1)
1
1CCA = 0; i  0; i = 0; :::; 3:
Since the system above admits a solution 0 = 0; 1  0; 2 = 0; 3 = 0;
relations (73) take the form
1
h
T ()
@2f1(x
0; t1)
@t2
() + 2T
@2f1(x
0; t1)
@x@t
()
i
> 0 8  2 K;  6= 0; (31)
where () 2 R2 is a solution to the problem (see (74)):
max

1
2
T
@2f1(x
0; t1)
@t2
 + T
@2f1(x
0; t1)
@x@t


; s:t: ( 1; 1)  0; (32)
and K = f 2 R4 : T @c(x0)@x  0; T @f1(x
0; t1)
@x  0; T @f2(x
0; t2)
@x  0;
T @f1(x
0; t3)
@x  0g = f 2 R4 :  2 + 3  0; 2 + 3 + 4  0; (0:5x01   1)1 +
2 + sin (1)3 + 4  0g:
It is evident that  = (0; 1; 0; 1)T 2 K and T @2f1(x0;t1)@x@t = (0; 0): Taking
into account the last equality and relations (29), we conclude that problem
(32) has the solution () = 0: Consequently, conditions (31) are not fullled
for x0. In other words, the optimality conditions from [11] are not able to
recognize the optimality of the feasible vector x0 in the convex SIP problem
(27). It is easy to verify that the sucient optimality conditions from [14,22]
are not fullled for x0 in problem (27) as well. Remind once again that the
given vector x0 satises the optimality conditions formulated in Theorem 2.
Hence for the given feasible solution x0 of the convex SIP problem considered
in the example, the sucient optimality conditions proposed in the paper work
\better" than the optimality conditions known in the literature.
4 The auxiliary NLP problem and its properties
The remainder of the paper is dedicated to study of the properties of the NLP
problem (23). These properties will be used later to reformulate Theorem 2
in the form of the necessary optimality conditions, and to prove new explicit
optimality conditions for convex SIP.
In what follows, we suppose that for all t 2 T , the functions f(x; t) are
convex w.r.t. x 2 Rn:
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4.1 The properties of the auxiliary functions (14)
First of all, recall that problem (23) is formulated in terms of the auxiliary
functions (14). Hence to prove explicit optimality conditions for it, it is useful
to state some important properties of these functions.
Lemma 1 Suppose that (MFCQ) holds at t 2 T and that ~X  Rn is an
arbitrary convex set such that f(x; t) = 0; 8x 2 ~X:Then for all l 2 L1(t), the
function F1(x; t; l) is convex w.r.t. x in ~X.
Proof. Suppose that l 2 L1(t) and (MFCQ) holds at t 2 T  . From
Proposition 1, we conclude that there exist sequences ftkg1k=1; tk 2 T; and
fkg1k=1; lim
k!1
k = +0; such that
tk = t+ kl + o(k): (33)
Let x1; x2 2 ~X. Set x() = x1+(1 )x2 for  2 [0; 1]: Since the set ~X is
convex, we have x() 2 ~X. For any tk 2 T , taking into account the convexity
of function f(x; tk); x 2 ~X, we get
f(x(); tk)  f(x1; tk) + (1  )f(x2; tk); 8 2 [0; 1]: (34)
Since f(x; t) = 0; 8x 2 ~X, then from (33) and (34), it follows that for all
 2 [0; 1] and all x1; x2 2 ~X, the following inequality takes place:
@fT (x(); t)
@t
l +O(k)  @f
T (x1; t)
@t
l + (1  )@f
T (x2; t)
@t
l +O(k):
Hence @f
T (x();t)
@t l  @f
T (x1;t)
@t l+(1 )@f
T (x2;t)
@t l; and taking into account
(14), the function F1(x; t; l) is convex w.r.t. x in ~X for all l 2 L1(t): ut
Lemma 2 Suppose that (MFCQ) holds at t 2 T and that ~X  Rn is an
arbitrary convex set such that
f(x; t) = 0; (35)
@fT (x;t)
@t l  0; 8l 2 L1(t); @f
T (x;t)
@t l = 0; 8l 2 L(t);8x 2 ~X;
where L(t) is some subset of L1(t). Then for all l 2 L(t), the function F2(x; t; l)
is convex w.r.t. x in ~X.
Proof. Suppose that l 2 L(t) and (MFCQ) holds at t 2 T . Consider
a vector w 2 L2(t; l). Hence (l; w) 2 L2(t) and from Proposition 1 we have
(l; w) 2 D2(t) that implies the existence of the sequences ftkg1k=1; tk 2 T; and
fkg1k=1; lim
k!1
k = +0 such that
tk = t+ kl +
1
2
2kw + o(
2
k) 2 T: (36)
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From condition tk 2 T and the convexity of f(x; t) w.r.t. x in ~X  Rn
for any t 2 T , it follows that (34) holds for all x1; x2 2 ~X, and x() =
x1 + (1  )x2 with any  2 [0; 1]:
Taking into account equalities (35) that hold true for the given l and 8x 2
~X, and presentation (36), we obtain from (34)
1
2

@fT (x();t)
@t w + l
@2f(x();t)
@t2 l

2k + o(
2
k) 
1
2

@fT (x1;t)
@t w + l
@2f(x1;t)
@t2 l

2k + (37)
1
2 (1  )

@fT (x2;t)
@t w + l
@2f(x2;t)
@t2 l

2k + o(
2
k):
Notice that due to relations (35), problem (LP (x; t; l)) has an optimal solution
for all x 2 ~X and all l 2 L1(t).
Let w(x(); l) be an optimal solution of the problem (LP (x(); t; l)). Then
w(x(); l) 2 L2(t; l).
Suppose in (37) that w = w(x(); l), divide both parts of this inequality
by 12
2
k and pass to the limit with k ! +0: As the result we get
@fT (x();t)
@t w(x(); l) + l
@2f(x();t)
@t2 l 
(@f
T (x1;t)
@t w(x(); l) + l
@2f(x1;t)
@t2 l) + (38)
(1  )(@fT (x2;t)@t w(x(); l) + l @
2f(x2;t)
@t2 l) 
(@f
T (x1;t)
@t w(x
1; l) + l @
2f(x1;t)
@t2 l) +
(1  )(@fT (x2;t)@t w(x2; l) + l @
2f(x2;t)
@t2 l):
Here we took into account that @f
T (xi;t)
@t w(x(); l)  @f
T (xi;t)
@t w(x
i; l); i = 1; 2;
where w(x; l) is an optimal solution of problem (LP (x; t; l)). Taking into ac-
count notations (14) and the equality val(LP (x; t; l)) = @f
T (x;t)
@t w(x; l), rela-
tions (38) take the form
F2(x(); t; l)  F2(x1; t; l) + (1  )F2(x2; t; l);
for all x1; x2 2 ~X; and x() = x1+(1 )x2, 8 2 [0; 1]; 8l 2 L(t). Therefore
we conclude that the function F2(x; t; l) with l 2 L(t) is convex w.r.t. x 2 ~X:
The lemma is proved. ut
Corollary 1 Consider the convex problem (SIP ). Suppose that an immobile
index t 2 T  satises condition (MFCQ). Then the functions F1(x; t; l) with
l 2 L1(t) and the functions F2(x; t; l) with l 2 C0(t) are convex w.r.t. x in X.
Proof. For the immobile index t 2 T , by construction, conditions (35) are
satised with ~X = X and L(t) = C0(t). Hence the conclusions of Lemmas 1
and 2 hold true for t 2 T ; ~X = X; L(t) = C0(t): ut
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Proposition 2 Suppose that (MFCQ) holds at t 2 T  and q(t; l)  1; 8l 2
L1(t); l 6= 0: Then there exists a vector x = x(t) 2 X such that
F1(x; t; l) < 0; 8l 2 L1(t) n C0(t); klk = 1; (39)
F2(x; t; l) < 0; 8l 2 C0(t); klk = 1: (40)
Proof. Let us rst prove that there exists ~x 2 X such that
F2(~x; t; l) < 0; 8l 2 C0(t); klk = 1: (41)
Consider the following SIP problem:
(SIP) : min
x2X;2R

s.t. F2(x; t; l)  ; 8l 2 C0(t); klk = 1;  1  :
Notice that here X is a convex set and the function F2(x; t; l)    is convex
w.r.t. (x; ) 2 X  R for all l 2 C0(t) according to Corollary 1. Moreover,
it is evident that there exists a vector (x; ); x 2 X;  >  1; such that
F2(x; l)    < 0 for all l 2 C0(t). Therefore, according to Theorem 4.1 from
[2], there exists a set of indices
fli; i = 1; 2; : : : ; n+ 1g : li 2 C0(t); klik = 1; i = 1; 2; : : : ; n+ 1; (42)
such that val(SIP) = val(SIPD); where the discretized problem (SIPD)
has the form
(SIPD) : min
x2X; 2R

s.t. F2(x; t; l
i)  ; i = 1; 2; : : : ; n+ 1;  1  :
It follows from the assumption q(t; l)  1; 8l 2 L1(t); l 6= 0 and the def-
inition of the set C0(t); that q(t; l) = 1 for all l 2 C0(t); klk = 1: Then for
any li (i = 1; 2; : : : ; n+ 1) from (42), there exists a vector x(i) 2 X such that
F2(x
(i); t; li) < 0; (i = 1; 2; : : : ; n + 1): Notice that relations (20b) with t = t
imply the inequalities F2(x
(j); t; li)  0; 8j = 1; 2; : : : ; n+1; i = 1; 2; : : : ; n+1:
Consider the vector x^ = 1n+1
n+1X
i=1
x(i): Taking into account the convexity of the
set X, the convexity of functions F2(x; t; l
i); x 2 X; i = 1; 2; : : : ; n+1; and the
inequalities mentioned above, we get x^ 2 X; F2(x^; t; li)  1n+1
n+1X
j=1
F2(x
(j); t; li) <
0; i = 1; 2; : : : ; n+ 1:
Consequently, for the problem (SIPD) there exists a feasible solution
(x^; ^) such that
^ := maxfF2(x^; t; li); i = 1; 2; : : : ; n+ 1;  1g < 0
and hence val(SIPD) = val(SIP) < 0. This implies the existence of ~x 2 X
satisfying (41).
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Now let us prove that there exists a vector ~~x 2 X such that
F1(~~x; t; l) < 0; 8l 2 L1(t) n C0(t); klk = 1: (43)
Notice that
fl 2 L1(t) n C0(t); klk = 1g = (44)
fl 2 Rp : l =
X
i2P (t)
jbi(t) +
X
i2I(t)
iai(t); i  0; i 2 I(t);
X
i2I(t)
i > 0; klk = 1g:
Since by construction, q(t; ai(t)) = 0; i 2 I(t); then for any ai(t); i 2 I(t),
there exists x(i) 2 X such that
F1(x
(i); t; ai(t)) < 0; i 2 I(t): (45)
Consider vector ~~x = 1jI(t)j
X
i2I(t)
x(i). By the convexity of X, it holds:
~~x 2 X. Since for all l 2 L1(t), function F1(x; t; l) is convex w.r.t. x 2 X, we
have
F1(~~x; t; l)  1jI(t)j
X
s2I(t)
F1(x
(s); t; l) = (46)
1
jI(t)j
X
s2I(t)
(
X
i2I(t)
F1(x
(s); t; ai(t))i):
Here we took into account representation (16), the linearity of the function
F1(x; t; l) w.r.t. l, and the equalities F1(x; t; bi(t)) = 0; i 2 P (t); F1(x; t; ai(t)) =
0; i = I0(t); 8x 2 X; that should be satised by construction. It is easy to con-
rm that (20a) (with t = t) and (44)-(46) imply (43).
Now let us consider vector x = (~x + ~~x)=2. It is evident that x 2 X: From
the convexity of the function F1(x; t; l) w.r.t. x 2 X for all l 2 L1(t), and from
relations (43), (20a) with t = t , it follows that inequalities (39) hold true.
From the convexity of the function F2(x; t; l) w.r.t. x 2 X for all l 2 C0(t)
and from relations (41), (20b) with t = t it follows that inequalities (40) hold
true. The proposition is proved. ut
Let us make an additional assumption on the immobility orders of the
immobile indices of problem (SIP ) (see Denition 3).
Assumption 2 Given problem (SIP ), for all t 2 T ; it holds q(t; l)  1;
8l 2 L1(t); l 6= 0.
We consider that the assumption is fullled if T  = ;:
Corollary 2 Suppose that the convex problem (SIP ) satises Assumptions 1
and 2. Then the set of immobile indices T  either is empty or contains a nite
number of indices.
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Proof. Notice that under Assumptions 1 and 2, from Proposition 2, it
follows that for any t 2 T ; there exists x = x(t) 2 X such that the vector t is
a strict local maximizer in the lower level problem (LLP (x)), i.e. there exists
0 > 0 such that
f(x; t) > f(x; t); 8t 2 T n ftg; kt  tk  0: (47)
Suppose that jT j =1. Since T is compact, then there exists a convergent se-
quence of indices tk 2 T ; k = 1; 2; : : : such that t := lim
k!1
tk; tk 6= t; t 2 T:
The function f(x; t) is continuous w.r.t t for all x 2 X and hence t 2 T :
Then we can conclude that for a suciently large k, it holds 0 = f(x; t) =
f(x; tk); ktk   tk  0 for all x 2 X: But the last relation contradicts con-
dition (47) that should be satised for any t 2 T  and tk : ktk   tk  0; and
hence the corollary is proved. ut
4.2 A Slater type condition
Suppose that (the convex) problem (SIP ) satises the Assumptions 1 and
2. Then from Corollary 2, it follows that the set T  of immobile indices in
problem (SIP ) admits a presentation
T  = ftj ; j 2 Jg; where jJj <1: (48)
For the sake of simplicity, let us introduce the following notations:
F1j(x; l) := F1(x; t

j ; l); F2j(x; l) := F2(x; t

j ; l); j 2 J: (49)
Lemma 3 Suppose that the Assumptions 1 and 2 are satised. Then there
exists a vector ~x 2 X such that
F1j(~x; l) < 0; 8l 2 L1(tj ) n C0(tj ); klk = 1; (50)
F2j(~x; l) < 0; 8l 2 C0(tj ); klk = 1; j 2 J; (51)
f(~x; t) < 0; t 2 T n T : (52)
Proof. First, suppose that T  6= ;: From Proposition 2, it follows that for
each j 2 J there exists x(j) 2 X such that
F1j(x
(j); l) < 0; 8l 2 L1(tj ) n C0(tj ); klk = 1;
F2j(x
(j); l) < 0; 8l 2 C0(tj ); klk = 1:
(53)
Notice that from the optimality conditions (15a) and (20b), it follows that
for any x 2 X it holds
F1j(x; l)  0; 8l 2 L1(tj ); F2j(x; l)  0; 8l 2 C0(tj ); j 2 J: (54)
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Consider the vector x =
X
j2J
x(j)
jJj . It is evident that x 2 X. Given j 2 J,
from convexity w.r.t. x 2 X of the functions F1j(x; l) with any l 2 L1(tj ) and
F2j(x; l); with any l 2 L0(tj ), and relations (53),(54), we get
F1j(x; l) < 0; 8l 2 L1(tj ) n C0(tj ); F1j(x; l) = 0; 8l 2 C0(tj ); klk = 1;
F2j(x; l) < 0; 8l 2 C0(tj ); klk = 1; j 2 J:
(55)
From (55), it follows that the immobile indices tj ; j 2 J; are the strict local
maximizers in problem (LLP (x)), i.e., there exists " > 0 such that
0 = f(x; tj ) > f(x; t);8t 2 T"(j) n tj ; j 2 J; f(x; t)  0; t 2 T ("): (56)
Here
T"(j) = ft 2 T : kt  tjk  "g; j 2 J; T (") = T n
[
j2J
int T"(j): (57)
Consider problem
(SIP) : min
x2X

s.t. f(x; t)  ;8t 2 T (");  1  :
Notice that X is a convex set and the function f(x; t)    is convex w.r.t.
(x; ). It is evident that there exists a vector (x; ); x 2 X;  >  1; such
that f(x; t)    < 0; t 2 T ("): Therefore the problem (SIP) veries the
conditions of Theorem 4.1 from [2]. Then, there exists a set of indices t(i) 2
T ("); i = 1; 2; : : : ; n+1; such that val(SIP) = val(SIPD); where problem
(SIPD) has the form
(SIPD) : min
x2X

s.t. f(x; t(i))  ; i = 1; 2; : : : ; n+ 1;  1  :
By construction, t(i) =2 T ; i = 1; 2; : : : ; n + 1, hence for each index t(i)
there exists x(i) 2 X such that
f(x(i); t(i)) < 0; i = 1; 2; : : : ; n+ 1:
Recall that f(x; t(i))  0; i = 1; 2; : : : ; n+1; 8x 2 X: Consider vector x =
n+1X
i=1
x(i)
n+ 1
. It is evident that x 2 X. Then taking into account the inequalities
above and the convexity of the functions f(x; t(i)); i = 1; 2; : : : ; n + 1 w.r.t.
x 2 X, we get f(x; t(i)) < 0; i = 1; 2; : : : ; n + 1:Consequently, the problem
(SIPD) has a feasible solution (x; ) where  = maxf 1; f(x; t(i));
i = 1; 2; : : : ; n + 1g < 0. Hence, val(SIPD) = val(SIP) < 0 and there
exists a vector x^ 2 X; such that
f(x^; t) < 0; t 2 T ("); f(x^; t)  0; t 2 T"(j); j 2 J: (58)
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Consider vector ~x = (x^ + x)=2 2 X: Taking into account the convexity w.r.t.
x of the function f(x; t); x 2 X; for all t 2 T and formulas (56), (58), we
conclude that (52) holds.
Finally, the convexity of functions F1j(x; l); F2j(x; l); j 2 J; w.r.t. x 2 X
for the corresponding vectors l, and relations (54), (55) imply inequalities (50),
(51).
Now suppose that T  = ; or, equivalently, J = ;: Then in (57) we have
T (") = T and relations (58) take the form f(x^; t) < 0; t 2 T: Hence inequalities
(52) are satised with ~x = x^: ut
Corollary 3 Given the convex problem (SIP ), suppose that T  = ;: Then
the constraints of this problem satisfy the Slater condition, i.e.
9 x^ 2 Rn such that f(x^; t) < 0; t 2 T: (59)
It is evident that in the case T  6= ; the constraints of problem (SIP ) do
not satisfy the Slater condition (59) since f(x; t) = 0 for all x 2 X and all
t 2 T : However, Lemma 3 shows that is this case under the Assumptions 1
and 2 there exists ~x 2 X satisfying conditions (50)-(52). We will refer to these
conditions as a Slater type condition.
4.3 Convexity of the set dened by the equality constraints of the auxiliary
NLP problem (23)
Finally, we will establish one more important property of the auxiliary NLP
problem (23).
Suppose that the set T  of immobile indices in the problem (SIP ) is nite,
i.e. it admits a presentation (48). For sake of simplicity, in what follows, for
each j 2 J, we will use notation
bi(j) := bi(t

j ); i 2 P (j) := P (tj ); ai(j) := ai(tj ); i 2 I(j) := I(tj );
I0(j) := I0(t

j ); I(j) := I(t

j );
where bi(t); i 2 P (t); jP (t)j < 1; are the bidirectional extremal rays and
ai(t); i 2 I(t); jI(t)j < 1; are the unidirectional extremal rays of the cone
L1(t) with t 2 T , and the sets I0(t); I(t) are dened in (17).
Lemma 4 Suppose that T  = ftj ; j 2 Jg; jJj < 1, and the Assumption 1
is fulled. Then there exist subsets
J  J; I(j)  I0(j); j 2 J; (60)
such that the set
X =
n
x 2 Rn : f(x; tj )  0; j 2 Jn J ; f(x; tj ) = 0;
@fT (x; tj )
@t
bi(j) = 0; i 2 P (j);
@fT (x; tj )
@t
ai(j) = 0; i 2 I(j);
@fT (x; tj )
@t
ai(j)  0; i 2 I0(j)nI(j); j 2 J
o (61)
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is convex and for M := jJ n J j +
P
j2 J jI0(j) n I(j)j one of the following
conditions is fullled:
A) M = 0; or B) M  1 and there exists a vector z 2 X such that
f(z; tj ) < 0; j 2 J n J;
@fT (z; tj )
@t
ai(j) < 0; i 2 I0(j)nI(j); j 2 J: (62)
Proof. Suppose that indices tj and vectors bi(j); i 2 P (j); ai(j); i 2
I0(j); j 2 J are given.
If J = ; then the statement of the Lemma is trivially satised since
X = Rn and condition A) is fullled.
Suppose that J 6= ;: We will prove the statement algorithmically. At the
beginning, set J (0) = ;; k = 0 and consider the set
X(1) = fx 2 Rn : f(x; tj )  0; j 2 Jg:
It is evident that X(1) is convex.
At the (k+1)-th iteration, we have the index sets J (k)  J; I(k)(j) 
I0(j); j 2 J (k); and the set
X(k+1) =
n
x 2 Rn : f(x; tj )  0; j 2 JnJ (k); f(x; tj ) = 0;
@fT (x; tj )
@t
bi(j) = 0; i 2 P (j);
@fT (x; tj )
@t
ai(j) = 0; i 2 I(k)(j);
@fT (x; tj )
@t
ai(j)  0; i 2 I0(j)nI(k)(j); j 2 J (k)
o
:
(63)
Notice that for k = 0 we have J (k) = ; and hence we do not construct the
sets I(k)(j); j 2 J (k).
Suppose that X(k+1) is convex. Set
J (k+1) = fj 2 JnJ (k) : f(x; tj ) = 0; 8x 2 X(k+1)g; (64)
I(k+1)(j) = fi 2 I0(j)nI(k)(j) : @f
T (x;tj )
@t ai(j) = 0; 8x 2 X(k+1)g; j 2 J (k):
In the case jJ (k+1)j+ P
j2J(k)
jI(k+1)(j)j > 0 we set
J (k+1) = J (k)
[
J (k+1); I(k+1)(j) = ;; j 2 J (k+1);
I(k+1)(j) = I(k)(j)
[
I(k+1)(j); j 2 J (k):
It follows from (64) that the set X(k+1) dened in (63), can be rewritten
in the form
X(k+1) = fx 2 Rn : f(x; tj )  0; j 2 J n J (k+1); f(x; tj ) = 0; j 2 J (k+1);
@fT (x; tj )
@t
bi(j) = 0; i 2 P (j);
@fT (x; tj )
@t
ai(j) = 0; i 2 I(k+1)(j);
@fT (x; tj )
@t
ai(j)  0; i 2 I0(j)nI(k+1)(j); j 2 J (k)g:
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By assumption, this set is convex and by construction, we have f(x; tj ) =
0; 8x 2 X(k+1); j 2 J (k+1): From Lemma 1, it follows that for j 2 J (k+1),
the functions
@fT (x;tj )
@t l; x 2 X(k+1); are convex w.r.t. x 2 X(k+1) for all
l 2 L1(tj ), i.e. for all x1; x2 2 X(k+1) and x() = x1 + (1  )x2; 8 2 [0; 1];
it holds
@fT (x(); tj )
@t
l  @f
T (x1; tj )
@t
l + (1  )@f
T (x2; tj )
@t
l; j 2 J (k+1): (65)
By construction, bi(j) 2 L1(tj ); i 2 P (j); ai(j) 2 L1(tj ); i 2 I0(j); j 2
J (k+1): Having supposed l = bi(j), i 2 P (j); and l = ai(j); i 2 I0(j); in
(65), we get for j 2 J (k+1);
@fT (x();tj )
@t bi(j) = 
@fT (x1;tj )
@t bi(j) + (1  )
@fT (x2;tj )
@t bi(j); i 2 P (j);
@fT (x();tj )
@t ai(j)  
@fT (x1;tj )
@t ai(j) + (1  )
@fT (x2;tj )
@t ai(j); i 2 I0(j):
(66)
Let us construct the new set
X(k+2) :=

x 2 Rn : f(x; tj )  0; j 2 J n J (k+1);
f(x; tj ) = 0;
@fT (x; tj )
@t
bi(j) = 0; i 2 P (j);
@fT (x; tj )
@t
ai(j) = 0; i 2 I(k+1)(j);
@fT (x; tj )
@t
ai(j)  0; i 2 I0(j) n I(k+1); j 2 J (k+1)
	
= (67)
X(k+1)
T
x 2 Rn : @f
T (x;tj )
@t bi(j) = 0; i 2 P (j);
@fT (x;tj )
@t ai(j)  0; i 2 I0(j); j 2 J (k+1)
	
:
From (66), (67), and the convexity of the set X(k+1), it follows that the
set X(k+2) is convex.
Set k := k + 1 and pass to the next iteration of the algorithm.
In the case jJ (k+1)j + P
j2J(k)
jI(k+1)(j)j = 0 we stop at the current
iteration and set
X = X(k+1); J = J (k+1); I(j) = I(k+1)(j); j 2 J:
By construction, the set X is convex. If the condition A) is fullled, then the
Lemma is proved.
Suppose that the condition A) is not satised. Let us show that the con-
dition B) is fullled. By construction, for each j 2 J n J there exists a vec-
tor zj 2 X such that f(zj ; tj ) < 0 and for each i 2 I0(j) n I(j); j 2 J;
there exists a vector zij 2 X such that @f
T (zij ;tj )
@t ai(j) < 0: Taking into ac-
count these inequalities, convexity of the set X, and convexity of functions
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f(x; tj ); j 2 J n J , @f
T (x;tj )
@t ai(j); i 2 I0(j) n I(j); j 2 J; we conclude that re-
lations (62) are satised with z = (
P
j2Jn J
zj+
P
j2 J
P
i2I0(j)nI(j)
zij)=M 2 X: ut
Suppose that the Assumptions 1 and 2 are satised. Then from Corollary
2, it follows that the set T  of immobile indices in the problem (SIP ) is nite
and admits representation (48). Hence without loss of generality we can set
T = T  in Theorem 2.
Let us consider the set Q dened by the equality constraints of the NLP
problem (23) with T = T :
Q = Q(T ) =fx 2 Rn : f(x; tj ) = 0;
@fT (x; tj )
@t
bi(j) = 0; i 2 P (j);
@fT (x; tj )
@t
ai(j) = 0; i 2 I0(j); j 2 Jg:
(68)
Lemma 5 Suppose that the Assumptions 1 and 2 are fullled. Then the set
Q dened in (68) is convex.
Proof. It follows from Lemma 4 that there exist sets (60) such that the set
X (62) is convex and the condition A) or B) is fullled.
It is easy to show that under Assumption 2 (that is stronger than the
assumption jT j <1) the condition A) is fullled, since otherwise we get the
contradiction with the fact that the indices tj ; j 2 Jn J; are immobile and
with the condition q(tj ; ai(j)) > 0; i 2 I0(j) n I(j); j 2 J: It is evident that
under condition A), the set X coincides with Q. By Lemma 4 the set X is
convex, consequently the set Q is convex as well. ut
Corollary 4 Suppose that the Assumptions 1 and 2 are satised. Then for all
j 2 J; the auxiliary functions F1(x; tj ; l) with l 2 L1(tj ); are convex w.r.t. x
in Q and the functions F2(x; t

j ; l) with l 2 C0(tj ); are convex w.r.t. x in Q
with
Q = fx 2 Q : @f
T (x; tj )
@t
ai(j)  0; i 2 I(j); j 2 Jg:
Proof. It was proved that the set Q is convex and by construction, for every
j 2 J, the equalities f(x; tj ) = 0 8x 2 Q hold true. Hence, by Lemma 1,
the auxiliary functions F1(x; t

j ; l) with l 2 L1(tj ); are convex w.r.t. x in Q for
every j 2 J. Moreover, taking into account the convexity of these functions,
we conclude that the set Q is convex and by construction, for every j 2 J,
condition (35) is satised for t = tj 2 T ; ~X = Q; L(t) = C0(tj ): Hence, from
Lemma 2, we conclude that for every j 2 J; the auxiliary functions F2(x; tj ; l)
with l 2 C0(tj ); are convex w.r.t. x in Q. ut
5 Conclusions and the future work
In this paper we studied the convex smooth problem (SIP ) with the nitely
representable compact index set. In section 3.1, under Assumption 1 we have
Convex SIP problems with nitely representable compact index sets 27
formulated sucient optimality conditions for this problem in terms of the
optimality conditions for the auxiliary NLP problem (23) (Theorem 2).
If, additionally, Assumption 2 holds, then we can reformulate problem (23)
with T = T  = ftj ; j 2 Jg as follows:
min
x2Q
c(x) (69)
s.t. F1j(x; ai(j))  0; i 2 I(j); F2j(x; lk(j))  0; k = 1; :::;m(tj ); j 2 J;
f(x; t)  0; t 2 T 0;
where the constraint functions are dened in (14) and (49), vectors lk(j) =
lk(t

j ); k = 1; :::;m(t

j ); j 2 J; are dened in (21),(22), and the set Q is dened
in (68).
In Section 4, it was established that the NLP problem (69) possesses the
following properties:
 the set Q is convex,
 the inequality constraint functions F1j(x; ai(j)); i 2 I(j); j 2 J;
and f(x; t); t 2 T 0; are convex w.r.t. x in Q, and the functions F2j(x; lk(j));
k = 1; :::;m(tj ); j 2 J; are convex w.r.t. x in Q = fx 2 Q : F1j(x; ai(j)) 
0; i 2 I(j); j 2 Jg,
 there exists ~x 2 X  Q such that
F1j(~x; ai(j)) < 0; i 2 I(j); F2j(~x; lk(j)) < 0; k = 1; :::;m(tj ); j 2 J; (70)
f(~x; t) < 0; t 2 T 0:
It follows from these properties that problem (69) is a convex programming
problem and its constraints satisfy the Slater's type condition (70). Notice
that taking into account the convexity of problem (69), it is easy to show (see
Theorem 5.100 from [1]) that without loss of generality, condition (22) can be
replaced by (24).
Using the properties of problem (69), one can formulate and prove e-
cient optimality conditions for its feasible solution x0 2 X; that according to
Theorem 2 will provide new sucient optimality conditions for x0 2 X in the
original SIP problem (SIP ). Such new conditions may be of special interest
since they may be proved without additional CQs. We are going to do it in
our subsequent paper.
Finally, we would like to make some remarks.
{ The regularity condition (MFCQ) for the lower level problem (LLP (x))
in Assumption 1 can be replaced by another even less restrictive CQs.
{ We have not used Assumption 2 to prove the sucient optimality con-
ditions for the problem (SIP ). This assumption was introduced only to
guarantee a niteness of the set of immobile indices and to prove the exis-
tence of ~x 2 X satisfying inequalities (70).
{ Theorem 4 that is proved in the Appendix and the example presented in
section 3, show that, for convex SIP problems, the sucient optimality
conditions proved in the paper are more ecient in comparison with the
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conditions from [11] (some of the strongest sucient optimality conditions
known from the literature) since the fulllment of the conditions from
[11] imply the fulllment of the optimality conditions proved in the paper
(Theorem 2) while the converse is not true.
Appendix
First, we reformulate the sucient optimality conditions from the paper [11]
devoted to problems of GSIP, for the problem (SIP ).
Theorem 3 (Theorem 5.1 from [11].) Let x0 2 X and assume that for all
t 2 Ta(x0) (LICQ) is valid:
(LICQ): the vectors
@gs(t)
@t
; s 2 Sa(t); are linearly independent:
Suppose that for every  2 K,  6= 0;
K := f 2 Rn : T @c(x
0)
@x
 0; T @f(x
0; t)
@x
 0; t 2 Ta(x0)g;
there exists a set of points
tj 2 Ta(x0); j 2 J; jJ j <1; (71)
and vector of multipliers  = (0  0; j  0; j 2 J) such that
(i)
@c(x0)
@x
0 +
X
j2J
@f(x0; tj)
@x
j = 0; (72)
(ii) T
@2L(x0; ; J)
@x2
 + 2
X
j2J
jQ(x
0; ; tj ; y(j)) > 0; (73)
where L(x; ; J) = c(x)0 +
P
j2J
f(x; tj)j ;
Q(x0; ; tj ; y(j)) = max

1
2
T
@2L(x0; tj ; y(j))
@t2
 + T
@2f(x0; tj)
@x@t


(74)
s:t: T
@gs(tj)
@t
= 0 if ys(j) > 0;
T
@gs(tj)
@t
 0 if ys(j) = 0; s 2 Sa(tj);
and L(x; tj ; y(j)) = f(x; tj)  
P
s2Sa(tj)
ys(j)gs(tj), y(j) = (ys(j); s 2 Sa(tj))
is a unique vector satisfying the conditions
@L(x0;tj ;y(j))
@t = 0; ys(j)  0;
ys(j)gs(tj) = 0; j 2 Sa(tj):
Then x0 is a strict local minimum of (SIP).
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Finally, for the sake of completeness, let us prove that for the convex (SIP )
problems with nitely representable index sets, the sucient optimality con-
ditions from Theorem 3 ensure the fulllment of the optimality conditions
proved in the paper.
Theorem 4 Suppose that the functions c(x) and f(x; t) for all t 2 T are
convex w.r.t. x 2 Rn; jTa(x0)j <1 and all the assumptions of Theorem 3 are
fullled for x0 2 X: Then there exist subsets
J  J; I(j)  I0(j); j 2 J; (75)
and
ftj ; j 2 J0g  Ta(x0) n T ; jJ0j  n; (76)
such that x0 is optimal in the following convex NLP problem
min c(x);
s:t: f(x; tj ) = 0;
@f(x;tj )
@t bi(j) = 0; i 2 P (j);
@f(x;tj )
@t ai(j) = 0; i 2 I(j);
@f(x;tj )
@t ai(j)  0; i 2 I(j) n I(j); j 2 J ; (77)
f(x; tj )  0; j 2 J n J; f(x; tj)  0; j 2 J0:
Here T  = ftj ; j 2 Jg; jJj < 1; is the set of immobile indices in problem
(SIP ).
Proof. It is evident that (LICQ) implies the fulllment of Assumption 1.
Hence assumptions of Lemma 4 are satised.
First let us consider that J0 is such that ftj ; j 2 J0g = Ta(x0) n T  and
the subsets (75) coincide with the sets (60) from Lemma 4. Using the set X
(see (61)) let us rewrite the problem (77) is follows
min c(x); (78)
s:t: x 2 X; @f(x;t

j )
@t ai(j)  0; i 2 I(j) n I0(j); j 2 J ; f(x; tj)  0; j 2 J0:
Notice that the setX is convex, the functions
@f(x;tj )
@t ai(j); i 2 I(j)nI0(j); j 2
J; and f(x; tj); j 2 J0; are convex w.r.t. x in X and jJ0j < 1 (due to
assumption jTa(x0)j <1).
Suppose that all the assumptions of the theorem are fullled but the vector
x0 is not optimal in problem (78). Let x be a feasible solution of this problem
such that c(x) < c(x0): Then taking into account the convexity of problem
(78) it is easy to show that the vector  = x   x0 satises the conditions
T @c(x
0)
@x < 0; 
T @f(x
0;t)
@x  0; t 2 Ta(x0) n ftj ; j 2 Jg; (79)
T
@f(x0;tj )
@x = 0; 
T @
2f(x0;tj )
@x2  = 0; j 2 J; (80)
T
@2f(x0;tj )
@x@t bi(j) = 0; i 2 P (j); T
@2f(x0;tj )
@x@t ai(j)  0; i 2 I0(j); j 2 J; (81)
T
@2f(x0;tj )
@x@t ai(j)  0 if
@fT (x0;tj )
@t ai(j) = 0; i 2 I(j) n I0(j); j 2 J: (82)
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It follows from (79), (80) that  2 K n 0: Hence according to the assumptions
of the theorem, relations (72) and (73) should be satised for  with some set
(71) and some vector  = (0; j ; j 2 J)  0: For simplicity, without loss of
generality, in what follows, we will suppose that the set (71) coincides with
the set Ta(x
0) i.e. J = J0 [ J and tj = tj ; j 2 J:
Multiplying both sides of (72) by T , we get T @c(x
0)
@x 0+
P
j2J
T @f(x
0;t)
@x j =
0: From this equality and (79), (80) it follows that 0 = 0 and condition (72)
takes the form X
j2J
@f(x0; tj)
@x
j = 0: (83)
From the statements of Lemma 4, the inclusion X  X and the deni-
tion of immobile indices, it follows that for any nite set (71) there exists a
vector z 2 X such that f(z; tj) < 0; j 2 J n J: Taking into account these
inequalities and the equalities f(x0; tj) = 0; j 2 J; convexity of the set X and
convexity of f(x; t) w.r.t. x in Rn for all t 2 T , we conclude that the vector
h = z   x0 satises
hT
@f(x0; tj)
@x
= 0; j 2 J; hT @f(x
0; tj)
@x
< 0; j 2 J n J: (84)
Multiplying both sides of (83) by hT we get
P
j2J
hT @f(x
0;t)
@x j = 0: From this
equality and (84), it follows that j = 0, j 2 J n J:
For j 2 J , let us consider tj and corresponding problem (74) with tj = tj :
It is easy to show that the feasible set of this problem belongs to the set
f 2 Rp :  =
X
i2P (j)
bi(j)i +
X
i2I(j;x0)
ai(j)i; i  0; i 2 I(j; x0)g;
where I(j; x0) = fi 2 I(j) : @f
T (x0;tj )
@t ai(j) = 0g: It follows from (81), (82) that
for any  from this set, the inequality T
@2f(x0;tj )
@x@t   0 takes place. Notice
that for any  that is feasible in problem (74) we have T
@2L(x0;tj ;y(j))
@t2   0:
Consequently, Q(x0; ; tj ; y(j)) = 0 for j 2 J:
Taking into account these equalities and equalities 0 = 0, j = 0, j 2 Jn J;
condition (73) takes the form
P
j2 J
j
T @
2f(x0;tj )
@x2  > 0: But this contradicts
(80). Obtained contradiction proves that the vector x0 2 X is an optimal
solution of problem (78) where jJ0j <1.
Taking into account convexity of problem (78) and applying Helly's theo-
rem one can show that the set J0 can be chosen in a such way that ftj ; j 2
J0g  Ta(x0) n T , jJ0j  n: The theorem is proved. ut
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