Abstract. Estimating the cycle time of each job in a wafer fabrication factory is critical.
Introduction
In recent years, predicting the cycle times of jobs in a wafer fabrication factory has received a lot of attention from production control, soft computing, and operations management researchers because of its critical role in the competitiveness of a wafer fabrication factory (Chen, 2013b; Chen, 2014) . Cycle-time prediction is also related to job scheduling (Sivakumar, 1999; Tsai & Chen, 2013) , due-date assignment (Joseph & Sridharan, 2011; Mor et al., 2013) , and avail-to-promise (ATP) calculation (Oracle, 2014) . With the improvement of prediction accuracy in cycle times, the obstacle of determining the range of a cycle time gradually emerges. The range of a cycle time is influenced by many factors. According to Lu et al. (1994) , a diverse product mix increases the standard deviation of cycle times, rendering the cycle time of a job highly uncertain, and can manifest a cycle time with a wide range.
Determining the range of a cycle time is a critical problem because of the following reasons:
(1) None of the current methods for predicting cycle times are 100% accurate (Tirkel, 2011 ).
(2) The upper bound of a cycle time indicates the extent to which the progress of a job may be delayed. Such a job must be accelerated somehow. For this reason, the upper bound of a cycle time should be as low as possible. A common way of generating the confidence interval of a cycle time is by determining its range (e.g., Pearn et al., 2007; Tai et al., 2012) . To determine the range, the standard deviation of the cycle times is required and is generally estimated from the root mean squared error (RMSE) of predicting the cycle times. However,
(1) In theory, a confidence interval does not always contain the actual value.
(2) A production control engineer is more concerned about the upper bound of a cycle time. However, most confidence intervals are symmetric, and do not meet the 3 requirements of managerial applications based on the lower and upper bounds of a cycle range (Janssens et al., 2009; Bernardi & Campos, 2013) .
(3) Most confidence intervals are based on strict assumptions (Sivakumar & Chong, 2001 ), such as the normality of residuals.
Parameters used to predict cycle times can, however, be fuzzified, resulting in a forecast represented by a fuzzy value that is expected to contain the actual value. A fuzzy confidence interval is, in other words, an inclusion interval (Chen & Lin, 2011) . The differences between a confidence interval and an inclusion interval include:
(1) A confidence interval is typically symmetric (Pearn et al., 2007; Tai et al., 2012) , whereas an inclusion interval is typically asymmetric (Chen, 2011) .
(2) For the training data, the probability that a confidence interval contains the actual value is 100 * (1  ) %, whereas the probability is 100% with an inclusion interval, because the upper and lower bounds are established in a manner such that the membership of an actual value in the forecast is greater than zero. However, that may not hold for the testing/unlearned data. Chen and Lin (2011) constructed a back propagation network (BPN) to predict the cycle time of each job in a wafer fabrication factory, based on a job's attributes and the factory conditions when the job was started in the factory. Subsequently, the parameters of the BPN are fuzzified to generate a fuzzy-valued cycle-time forecast. To determine the values of the fuzzy parameters and to maximize the forecasting precision, two nonlinear programming problems (NLP) are solved. However, solving NLPs is not easy and often results in solutions that are not globally optimal. To solve this problem, Chen (2013a) simplified Chen and Lin's method by fuzzifying only a single parameter (i.e., the threshold on the output node). Thus, only two simple equations must be solved.
According to the experimental results, this forecasting precision is satisfactory. However, the lower bounds established using Chen's method are not very tight.
To calculate more accurate and precise cycle-time range estimates, Chen's method is modified, and a new approach is proposed in this study. In the proposed methodology, the output from the BPN is replaced by two linear functions of the output before fuzzifying the threshold on the output node. In theory, such a treatment tightens the lower and upper bounds of the inclusion interval, thereby improving the forecasting precision. However, feasible regions of parameters in the two linear functions must be found. Hence, some theorems are proposed to help find the feasible regions. The inclusion interval of a cycle 4 time, established using the proposed methodology, is asymmetric; thereby, managerial applications based on the lower and upper bounds of a cycle time can be supported.
On the other hand, the problem of establishing the cycle time interval is different in nature from that of estimating the cycle time, which gives this study a motive to propose a cloud computing scheme. Cloud computing has been extensively applied to manufacturing (Wang et al., 2014) . In the proposed cloud computing scheme, a group of some computing clouds is formed. Each computing cloud establishes the cycle time interval using the proposed methodology, then sends the result to the central coordinator to be aggregated. A case study using real data from a wafer fabrication factory is presented to illustrate the proposed methodology and its outcomes.
Methodology
First, a flow chart (Fig. 1) illustrates the proposed procedure:
(1) Normalize the data.
(2) Construct a BPN to predict the cycle time of a job. 
Normalize the data
The original data must be normalized into [0.1, 0.9] before they are learned by the Conversely, the input and output ranges of the BPN are set at [0, 1]. Thus, the future value may be greater than the historical maximum or less than the historical minimum, thereby ensuring the extrapolation ability of the BPN.
Construct a BPN to estimate the cycle time of each job
Among the numerous types of artificial neural networks, BPNs, or feed-forward w is the weight of the connection between input node k and hidden-layer node l. The output jl h is passed to the output node in the same manner, and, finally, the network output (i.e., the normalized cycle time estimate of job j) is generated as
where (2012) constructed a confidence interval that determines the lower and upper bounds of the cycle time. However, even when the confidence interval was wide (e.g., 6 times the standard deviation of the job-cycle time), the theoretical probability that the training data and, thus, the testing data would contain the cycle time was not 100%. Other ways to generate a symmetric confidence interval include the simple asymptotic method, asymptotic method with continuity correction, Wilson score method, score method with continuity correction, exact binomial-based method, mid-p binomial-based method, and likelihood-based method (Newcombe, 1998) . However, these methods still exhibit the same problems.
Chen and Wang (2010) and Chen and Lin (2011) formulated and solved NLP problems to modify BPN parameters and, thus, establish the upper and lower bounds of the cycle time. Their two NLP problems, however, were difficult to solve and sometimes led to infeasible or poor solutions:
Then, the upper bound j u is equal to jj oo  .
(NLP model II)
Then, the lower bound satisfactory results. Chen also derived two equations that are independent of BPN parameters for the same purpose:
Then, the lower and upper bounds are determined as
However, the bounds established using Chen's method are not always tight. To address this problem, a new method for establishing the bounds is proposed in the following section.
A new method for establishing bounds
In Equation (25), (23) and (24):
The problem is how to determine the values of 14 cc . The following theorems hold for the four parameters. 
Theorem 4 is proved.
Since the values of the four parameters are dependent on each other, the following theorem is of value.
Theorem 5. The optimal value of 1 c is equal to the possibly minimal value.
Proof.
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A cloud computing scheme
To accurately estimate the cycle time of a job, the BPN needs to be trained a number of times continuously before converging to the global or local optimal solution, which is a time-consuming task that is not easy to divide the workload among several clouds. In contrast, to precisely establish the cycle time interval, it is not necessary to follow a similar learning process. The rationale is explained as follows.
Every interval established using the proposed methodology contains the actual value. Therefore, the intersection of any two intervals also contains the actual value, even if the two intervals differ greatly (see Fig. 3 ). Such intervals can in fact be easily 
An Example
An example containing the data of 400 jobs from a wafer fabrication factory illustrates the applicability of the proposed methodology for comparison with some existing methods (Table 1) . Six decision variables associated with each job are used to predict the cycle time of the job (as defined in Table 2 Subsequently, the equation is applied to predict the cycle times of jobs in the testing data, for which three measures are adopted to assess the forecasting accuracy:
Mean absolute error (MAE) = 99 h Mean absolute percentage error (MAPE) = 7.9% RMSE = 118 h For each job, three times the standard deviation is subtracted from and added to the cycle time forecast to determine the lower and upper bounds, respectively (Fig. 4) . Two indices for measuring the forecasting precision, the hit rate and the average range, are obtained as follows:
The hit rate = 100%
The average range = 635 h
The second compared method is case-based reasoning (CBR), which compares each job with existing cases, merges the job into the closest case, or otherwise creates a new case when the job is distant from all of the existing cases. The similarity between a job and a case is inversely proportional to the distance between them. A job is not merged into a case when the similarity between them is less than a prespecified threshold.
Therefore, adjusting the threshold changes the number of cases. In addition, sometimes parameters have quite different ranges, distorting the result of calculating the distance.
For this reason, the data must be normalized into [0, 1] before applying CBR. A simplified version of CBR is k nearest neighbor (kNN), in which the number of cases is predetermined and all jobs are merged into these cases without creating additional cases.
It is expected that more cases are beneficial to the effectiveness of CBR(kNN). However, the performance of CBR(kNN) is sensitive to the initial values of cases. For this reason, the CBR(kNN) process in this example is repeated 10 times with randomized initial conditions. The forecasting performance levels of using CBR(kNN) with various numbers of cases are summarized in Table 3 . In this case, the optimal number of cases is 11 or 12.
Three times the standard deviation is subtracted from and added to the cycle time forecast to determine the lower and upper bounds, respectively (Fig. 5) . In addition, the influence of the initial values of cases on the forecasting performance diminishes as the number of cases increases (Fig. 6) .
The third compared method is the BPN approach, in which a BPN is constructed to predict the cycle time of a job from the six decision variables. All inputs to the BPN are Table 4 .
The GDX algorithm achieves the optimal forecasting performance for the testing data. Using this algorithm, the number of nodes in the hidden layer is varied to optimize the configuration. At the same time, the required training time is also recorded. The results are summarized in Table 5 . Even though 10 nodes achieve the optimal RMSE for the testing data, there is no significance difference.
Subsequently, the BPN is trained 10 times to consider various initial values of the network parameters. The evaluated forecasting accuracy and precision are summarized in Table 6 . The optimal MAPE achieved is 8. ; 2 c is therefore set at 0. Subsequently, 3 c is set at 1.084. As a result, 4 0 0.128 c  , according to Theorem 4,  and is relaxed to 4 0.128 c  after considering Property 2. Therefore, 4 c is set at -0.03. The lower and upper bounds established using the proposed methodology are summarized in Fig. 9 . The hit rate for the testing data is 95%, with an average cycle time range of 452 h. A comparison of the forecasting precision by using various methods is presented in Table 7 . To consider the two measures simultaneously, the cost for inclusion (CFI) index is a reasonable assessment: CFI = the average range / the hit rate * 100% (52)
The CFI is a helpful statistic in comparing the forecasting precision from one data series to the other, although the hit rates are considerably different from each other. In other words, the CFI considers both the hit rate and average range of estimates and is therefore comprehensive. Regarding the CFI, the proposed methodology has some advantages over the existing methods. In addition, the proposed methodology dominates BPN and Chen's method. Compared with MFLR and CBR, the proposed methodology is also Pareto optimal.
Subsequently, a group of three computing clouds is formed. The three computing clouds work simultaneously and collaboratively. Each computing cloud establishes the cycle time interval after every 10 epochs of the BPN training, then sends the result to the central coordinator to be aggregated. As can be seen from Fig. 10 , in this way the cycle time interval is effectively narrowed with only 60 epochs of training. The collaboration process stops if the improvement in the average range is less than 5%. After applying the cloud computing scheme, the average range and the hit rate change to 436 hrs and 92.5%, respectively. The CFI is improved to 4.71.
Conclusion and Future Research Directions
Determining the range of a cycle time is critical for managing a wafer fabrication factory. Asymmetric range calculation has rarely been the focus of studies because most of the existing methods for calculation establish only a symmetric range. A symmetric range does not meet the requirements of managerial applications based on the lower and upper bounds of a cycle time. Recently, a few studies have attempted to establish asymmetric cycle-time bounds. However, some of them require overly complex computations, whereas others do not always perform well. For calculating more accurate cycle-time bounding, this study proposes a new approach modified from Chen's method.
In the proposed methodology, a BPN is first constructed to predict the cycle time of a job.
The output from the BPN is then replaced by two linear functions of the output, before deriving the lower and upper bounds by fuzzifying the threshold on the output node. In theory, such a treatment tightens the lower and upper bounds, thereby improving the forecasting precision. In addition, some theorems are proposed to find the feasible 17 parameter regions in the two linear functions. A cloud computing scheme is also proposed to quicken the process of establishing the cycle time interval through parallel processing and rapid training. The differences between the proposed method and existing methods are summarized in Table 8 .
After illustrating the applicability of the proposed methodology with a real case, the following findings were obtained:
(1) The inclusion interval of a cycle time established using the proposed methodology is asymmetric; thus, managerial applications based on the lower and upper bounds of a cycle time can be supported.
(2) The proposed methodology can narrow the range of cycle times for untrained data, while maintaining a considerably high hit rate.
(3) Based on the hit rate and average range concurrently with the CFI index, the proposed methodology exhibits some advantages over the existing methods.
(4) The cloud computing scheme effectively shortens the time to establish a tight cycle time interval.
The following are directions that can be explored in future research:
(1) Replacing the output from the BPN by nonlinear functions before deriving the lower and upper bounds.
(2) Proposing new scheduling methods based on asymmetric cycle time bounds. 
