INTRODUCTION
WITH THE RAPID DEVELOPMENT in computing power and storage capacity, data are being collected and analyzed at ever higher frequencies. For many types of data, the ultimate in high frequency data collection has been reached and every transaction is recorded. This limit has been reached for financial market transactions which are the focus of this paper, as well as telephone calls, credit card purchases, or the sale of any good using scanning devices. Since the quantity purchased in a period of time is often the key economic variable to be modeled or forecast, it is natural to study the timing of transactions. Financial market microstructure theories are typically tested on a transaction by transaction basis so again the timing of these transactions can be central to understanding the economics.
Transaction data inherently arrive in irregular time intervals, while standard econometric techniques are based on fixed time interval analysis. There is a natural inclination for the econometrician to aggregate transaction data to some fixed time interval. For purchases of consumer durables by an individual, a natural interval might be months or even years. On the other extreme, frequently traded stocks will have transactions every few seconds; hence a much shorter interval is appropriate. If a short time interval is chosen, there will be many intervals with no new information and heteroskedasticity of a particular form will be introduced into the data. On the other hand, if a long interval is chosen, the micro structure features of the data will be lost. In particular, multiple transactions will be averaged and the characteristics and timing relations of individual transactions will be lost, mitigating the advantages of moving to transaction data in the first place.
The problem becomes more complicated when one realizes that the rate of arrival of transaction type data may vary over the course of the day, week, or year making the choice of an "optimal" interval more difficult. For stocks, activity is higher near the open and the close then in the middle of the day. For currency markets, there are clear periods of high and low activity as markets around the world open and close. Even more intriguing is the case of transactions that are generally infrequent but that may suddenly exhibit very high activity. This may be due to some observable event such as a news release or to an unobservable event which may best be thought of as a stochastic process. In these cases the choice of a fixed interval for data analysis is very perilous as it may leave the investigator with many uninformative points, or disguise the periods of most interest. This paper will propose an alternative to fixed interval analysis. The arrival times are treated as random variables which follow a point process. Associated with each arrival time are random variables called marks such as volume, bid ask spread, or price. A new model for dependent point processes is formulated. The conditional intensity function is parameterized in terms of past events in a way that seems particularly well suited for the transactions process. The most fundamental application of the model is to measure and forecast the intensity of transaction arrivals which is essentially the instantaneous quantity of transactions. The basic formulation of the model parameterizes the conditional intensity as a function of the time between past events, and numerous natural extensions include other effects such as characteristics associated with past transactions, or any other outside influence. The dependence of the conditional intensity on past durations suggests that the model be called the autoregressive conditional duration (ACD) model. Sometimes the investigator may not be interested in modeling the time between transactions but rather in studying the marks associated with the arrival times. A method is proposed for modeling the rate of change of other variables by selectively thinning the point process. A model for the intensity of the price changes is developed for the transaction data analyzed. In this context, hypotheses from market microstructure theories can be examined.
Associated with the intensity is the conditional expectation of the waiting time until the next event. The model therefore has an interesting interpretation in the context of time deformation models because the model is formulated in transaction time but models the frequency and distribution of calendar time between events. See, for example, Clark (1973) and Tauchen and Pitts (1983) , and more recently Stock (1988) , Muller et al. (1990) , and Ghysels and Jasiak (1994) . The ACD formulation can use but does not require auxiliary data or assumptions on the causes of time flow; it is simply a time series model of time.
The model is applied to transaction data from financial markets. Recent research by Kyle (1983) , Admati and Pfleiderer (1988) , and Easley and O'Hara (1992) has suggested that the frequency of transactions should carry information about the state of the market. In particular the models suggest clustering of transactions. Clustering of transactions is exactly what is found by examining IBM transaction data. Even after time-of-day effects are removed, large autocorrelations exist in the time intervals between trades. The ACD model also provides a framework to test if the intensity function is influenced by observed market variables. In particular, several models are estimated in an attempt to identify the source of transaction clustering.
The following section develops the statistical underpinning for dependent point processes and Section 3 introduces the autoregressive conditional duration model. Section 4 discusses asymptotic properties of the ACD model and Section 5 discusses extensions of the model. Section 6 gives empirical results for IBM transaction data that are related to the economics of market microstructure in Section 7. Section 8 discusses an extension that models the price process and tests some hypotheses about market microstructure for the IBM data. Finally, Section 9 concludes.
THE CONDITIONAL INTENSITY PROCESS
This section will give a brief description of some of the relevant point process models for intertemporally correlated events. After this discussion, the particular parameterization of the ACD model will be developed.
Consider a stochastic process that is simply a sequence of times {to0 t1, ... , tl, ... } with to <t1 < ... < t,l ... . Associated with the arrival times is the counting function N(t) which is the number of events that have occurred by time t. Clearly it is a step function that is continuous from the left with limits from the right. If there are characteristics associated with the arrival times, such as a price or volume, the process is called a "marked point process." Two general characterizations of a point process can be introduced here following Snyder and Miller (1991) . A point process on [to, cc) is said to "evolve without after-effects" if for any t > to, the realization of points during [t, C) does not depend in any way on the sequence of points during the interval [to, t). A counting process is said to be "conditionally orderly" at time t ? to if for a sufficiently short interval of time and conditional on any event P defined by the realization of the process on [to, t), the probability of two or more events occurring is infinitessimal relative to the probability of one event.
We focus on point processes which evolve with after-effects and which are conditionally orderly. A complete description of such processes is naturally formulated in terms of the intensity function conditional on all available past information which must minimally include the arrival times and the count. This conditional intensity process is therefore defined2 by 
At
In many applications this will equivalently be called the hazard function, particularly in a context where there may be many individuals rather than a point process under study. As discussed in Lancaster (1990) or Snyder and Miller (1991) , for example, the conditional intensity, the conditional density of the durations or "waiting times" between events, and the conditional survivor function each are complete descriptions of a conditionally orderly stochastic process. Letting pi be a family of conditional probability density functions for arrival time ti, the log likelihood can be expressed in terms of the conditional densities or intensities as i=l to Equation (1) is a general statement of the intensity function of a "self-exciting" point process, which is a process where the past evolution impacts the probability structure of future events. It was originally proposed by Hawkes (1971a, b; and by Rubin (1972) . These are sometimes called Hawkes self-exciting processes. The success in using such processes depends upon the parameterization of the conditional intensity.
The simplest point process in this class is the Poisson process for which A is a constant parameter. A more flexible process is the inhonogeneous Poisson process for which the intensity varies only with t itself so that the arrival rate is assumed to be a deterministic function of time. In neither case, however, do past events influence the future arrival rates; they evolve without after-effects.
When the intensity depends on the number of events but not the timing of these events, then the process is a pure birth process. Rubin (1972) introduced limited memory self-exciting processes. A process is called an "m-memory self-exciting counting process" if only the n most recent arrival times are present in the conditional intensity. In this notation, a zero memory self-exciting process is a Markov birth process, and a homogeneous 1-memory process is a renewal process.
With longer memory there are many suggestions on how to parameterize the conditional intensity. We will briefly describe two existing classes of point 2Throughout it will be assumed that when N(t) = 0, there are no further arguments to the function. where each past arrival time ti contributes 7-T(t -ti) to the intensity at time t. -T is called an infectivity measure as motivated by epidemiology, as well as population dynamics and earthquake prediction.3 These types of specifications were initially proposed by Hawkes (1971a, b; and are used in Ogata and Akaike (1982) and Vere-Jones and Ozaki (1982) with Laguerre polynomials defined on t > 0 for the infectivity measure. These calendar time models are inappropriate in the study of transactions type data since they imply that the marginal effect of an event that occurred, say 10 minutes in the past is independent of the intervening history; there may have been 0 events or 100 events in between.
The second class of conditional intensity parameterizations focuses on the intervals between events and are formulated in event time. In these, the conditional intensity could be parameterized in terms of so that the impact of a duration between successive events depends upon the number of interevening events. Such models appear to have first been studied by Wold (1948) and later by Cox (1955) . Wold proposed a model for correlated intervals using an autoregressive structure similar to standard ARMA techniques. The model was subsequently reformulated by Gaver and Lewis (1980), Lawrence and Lewis (1980) , and Jacobs and Lewis (1977) as "exponential autoregressive moving average EARMA(p, q) models." These models assume that the durations are conditionally exponentially distributed with a mean that follows an ARMA process. The formulation of an additive error process that has this property is complex and the resulting maximum likelihood procedures are virtually unworkable, at least in general settings.
In some cases, the conditional intensity can be derived from more fundamental assumptions. For example, the Cox (1955) or doubly stochastic model typically assumes that there is a latent independent process which governs the arrival rate.4 Suppose this is a counting process M(t) which might be called "information" for financial applications. Thus the intensity is conditional on M(t) as well as t itself. Snyder and Miller (1991) In this paper, a new family of self-exciting processes will be introduced. They will have conditional intensities different from all of these representations.
THE ACD MODEL
The ACD model is most conveniently specified in terms of the conditional density of the durations. Letting xi = ti -ti-1 be the interval between two arrival times, which will be called the duration, the density of xi conditional on past x's will be specified directly. Let Ji be the expectation of the ith duration, which is given by (6) E(xi Ixi,-I.,x1) = qk(xi1, *I,xi; 0) qi.
Let the ACD class of models consist of parameterizations of (6) and the assumption that which is an ARMA(m, q) process with highly non-Gaussian innovations. Forecasts of waiting times can be computed directly from this representation using the conventional ARMA analytics. Thus it is simple to compute analytically the expected waiting time until the i + kth transaction occurs. If all roots of the associated polynomial are less than unity, then the duration process will be mean reverting and the impact of a given duration on future expected durations will die out exponentially. Since the transactions to be analyzed occur within seconds of each other, the persistence of shocks will be very limited in calendar time unless the roots are very close to unity.
The formulation in (17) is very close to the EARMA models mentioned above since the conditional durations are exponential and follow an ARMA process. The simplicity arises from using a multiplicative error in the ACD.
ASYMPTOTIC PROPERTIES OF THE EXPONENTIAL ACD MODEL
Readers who are familiar with the ARCH class of models will immediately recognize the relationship to models of conditional variance. The ACD(1, 1) is analogous to the GARCH(1, 1) and will have many of the same properties. Just as the GARCH(1, 1) is often a good starting point, the ACD(1, 1) seems like a natural starting point. However, just as there are many alternative volatility models, there are many interesting possibilities here. For recent surveys on ARCH models and lists of different classes, see Bollerslev, Engle, and Nelson (1994), Bollerslev, Chou, and Kroner (1992), and Bera and Higgins (1992). The ARCH model was originally introduced by Engle (1982) , and GARCH by Bollerslev (1986) .
The connection with GARCH models is however even deeper than this analogy suggests. The theorems which establish QMLE properties of GARCH(1, 1) even in the presence of unit roots can be carried over to the EACD(1, 1) models as in the following corollary to Theorems 2 and 3 of Lumsdaine (1996) If a + ,B is less than or equal to one, then condition (iv) of assumption B is automatically satisfied, but it is also satisfied for some unit root and explosive cases. The theorem therefore covers cases such as integrated duration processes and processes where the durations divided by their expectation need not be i.i.d. but only strictly stationary, giving added robustness to the empirical results. This result of course only applies to the (1, 1) model and it is not easy to extend it in the integrated GARCH case and consequently will not be easy to extend here. However it is a good conjucture that similar results will be true. Engle (1996) presents such a result for the covariance stationary case.
It is important to note that this result does not ensure efficiency of the estimates. Maximum likelihood with the correct density will be the more efficient estimator and it is possible that the gains will be substantial, particularly if samples are not very large. Thus we consider parametric families.
EXTENSIONS OF THE MODEL
The specifications in (11) and (13) can be generalized in many ways. The baseline hazard can be given many parametric shapes. The most popular is to assume that the conditional distribution is Weibull which is equivalent to assuming that x-' is exponential. Other popular alternatives are the generalized gamma, log logistic, and log normal, as discussed in Lancaster (1990) . A further step is to estimate the hazard semiparametrically using methods of piecewise constant, spline, kernel, or other smoothers. In the ARCH context Engle and Gonzalez-Rivera (1991) estimated the density using a spline, while in the duration context Engle (1996) used a k-nearest neighbor estimator which is also used here.
In this paper only the Weibull will be estimated. For the Weibull distribution with parameters (K, y) the hazard is Such a specification includes models analogous to EGARCH, NGARCH, Power GARCH and many others as possibilities. More interestingly, it allows economic variables to enter the equation which determines the frequency of transactions. From this version of the model one can test hypotheses on economic determinants of the rates of transactions. A particularly important example is when calendar time effects are important. If the expected duration varies over the time of day, then the time at which the duration commences can be thought of as an independent variable. This will be the case for the transactions data to be analyzed in the next section since it is well known that the frequency of transactions is higher near the open and the close of the market. The expected durations therefore can be decomposed into deterministic and stochastic components. Suppose that the deterministic effect of time can be formulated as a multiplicative function. Data thus corrected are often called "seasonally adjusted" data; however, to be more precise, we shall call them "diurnally adjusted" data, which are given by then the two sets of parameters can be estimated jointly using the likelihood specified above. In this case fi is interpreted as the expected fraction above or below normal for that time of day. An alternative approach which was used in Engle and Russell (1995a, 1995b ) is to initially "diurnally adjust" the durations by a regression of x on the spline functions and then model the ratio of actual to fitted value as the diurnally adjusted series of durations. This procedure gives very similar results if there are sufficient data since the regression is still a conditional expectation, even though the disturbances are autocorrelated and heteroskedastic: This section applies the ACD model to IBM transactions data. Initially the focus will be on the time intervals between trades from which the conditional intensity is a high frequency measure of the quantity of transactions. Subsequently models for the price process will be considered.
The data were abstracted from the Trades, Orders Reports, and Quotes (TORQ) data set constructed by Joel Hasbrouck and NYSE. The data set contains detailed information about each transaction occurring on the consolidated market during regular trading hours over a 3 month period beginning November 1, 1990 and ending January 31, 1991.6 In addition to information about bid and ask quote movements, the volume associated with the transactions, and the transaction prices, there is a time stamp, measured in seconds after midnight, reflecting the time at which the transaction occurred.
Two days were deleted from the 63 trading days in the 3 month sample. A halt in IBM trading of just over an hour and 15 minutes occurred on Friday, November 23. On December 27th there was a one and a half hour delay in the opening. After deleting these two days there are a total of 58,942 limit and market orders executed at 52,405 unique times. In many cases there are multiple buyers or sellers involved in a trade, and trades can have widely differing numbers of shares transferred. These attributes of a transaction time can be considered marks and can be modeled as such. However in this paper, these marks are not analyzed. See Engle (1996) The ACD model is proposed as a model for intertemporally correlated event arrival times. To examine the dependence, we calculate the autocorrelations and partial autocorrelations in the waiting times between events. Table I recorded transaction time of the day varied from the first 34 seconds after 9:30 to later than 9:45. All we observe is the first recorded opening trade and an unknown number of dependent trades that follow. A model of the trading process would be contaminated by including opening trades, hence transactions occurring in the first 20 minutes of the day (9:30-9:50) were deleted. The process for each day is then re-initialized using the average duration over the 10 minutes prior to 10:00. That is, each day starts fresh with the conditional expectation of the first waiting time after 10:00 set equal to the average duration over the 10 minutes prior to 10:00. This design also solves the problem of the carry over of transaction rates from the close one day to the open on the following trading day. Assuming that the daily seasonal factor 0(ti-1) can be approximated by a cubic spline, nodes were set on each hour. Activity drops off quickly at the end of the day so an additional node for added flexibility was used in the last half hour. The constant in the spline is identified by setting the mean of the predicted diurnal factor equal to the observed sample mean. where Ii is the indicator variable for the jth segment of the spline {Ij = 1 if kj 11 ? ti-1 < k,, 0 otherwise). For j > 1 ci j and d, j are restricted by the usual differentiability conditions. cl is normalized by restricting the unconditional mean of the diurnal factor to equal the observed sample mean. autocorrelations is over 8000 for both the (1,1) and the (2,2) model.9 This suggests that the large Ljung-Box statistic observed for the raw durations in Table I is not a result of the daily factor alone. This observation is supported by 9The test statistic does not vary much across the different distributions to be discussed or the different mean specifications. The test statistic is near 8000 for all the models estimated. EACD(1, 1) model, the Ljung-Box is only 38.08 which is much less than the statistic for the raw and diurnally adjusted durations; however it still exceeds the 5% critical value. The Ljung-Box for the EACD(2, 2), however, reduces to 24.9 which is just at the 5% critical value. Of course the independence assumption in equation (8) implies that higher order moments should also be independent. The Ljung-Box statistic for the square of the standardized series associated with the EACD(2,2) is 21.2. Higher order moments are also less than the critical value. These statistics suggest that the model does a good job of accounting for the intertemporal dependence in transaction arrival rates.
Model Estimation
A new statistic is presented here to examine nonlinear dependence between the standardized durations and the past information set. The diurnally adjusted durations are divided into 23 bins which range from (0,0.1) to (1.9,2.0), and (2,3), (3,4), (4,5), and (5,oo) omitting one bin-at 1. The standardized durations are then regressed on indicators for the magnitude of the previous duration; if the standardized durations are indeed i.i.d., then there should be no predictability in this regression. The R2 of this regression is .003; however,because of the 46,000 observations, this corresponds to an F statistic of 6.0 which is significant at the .0001 level. The rejection is due to the smallest and largest durations. The very smallest duration and the three largest duration cells all have negative t statistics exceeding 2. This means that the expected durations from the linear model are on average too large after the very shortest durations as well as the longest durations. In a better model, very short durations would have a bigger impact on decreasing expectations, while long durations would have a reduced impact on lengthening durations.
Next, consider the exponential specification of e. One goodness of fit test is a simple moment condition implied by the exponential distribution. In particular, the exponential distribution implies that the mean should equal the standard deviation. The mean of the standardized durations is unity by first order conditions while the standard deviation is 1.18 for both the EACD(1, 1) and EACD(2, 2).
A simple test for the null of no excess dispersion is then based on the statistic v(rN -1)/o-) where 6-2 is the sample variance of e, which should be 1 under the null hypothesis. o-is the standard deviation of (Ei -1)2 which is equal to C/ under the exponential null hypothesis. A straightforward application of a central limit theorem implies this statistic should have a limiting normal distribution under the null with 5% critical value of 1.645. The null of the standard deviation equal to unity is easily rejected with t statistics of 30.55 and 30.28 for the EACD(1, 1) and EACD(2, 2) models respectively. This is strong evidence against the exponential distribution assumption.
Viewing the EACD as a QMLE, we now seek the source of mispecification in e. Equations (8) and (9) reveal that the empirical distribution of the residual (xJ/i q) can be used to obtain estimates of the baseline hazard AO(t). There are numerous suggestions in the duration literature to calculate the baseline hazard; here a simple semiparametric estimate of the base line hazard using 5% quantiles will be used. Letting ei denote the empirical residual defining the upper end of the ith 5% quantile, the estimator can be written as Figure 4 presents a plot of the semiparametric estimate of the baseline hazard using the EACD(2, 2) standardized series. The dashed line represents the exponential hazard and the solid line is the estimate for the empirical hazard. Each dot on the solid line is the estimated hazard for the ith quantile plotted against the midpoint of the ith quantile. These points were then smoothed using a cubic spline. The generally downward sloping hazard is inconsistent with the exponential density. Together, the nonparametric hazard with the parametric conditional mean provide a complete description of the point process.
Alternatively, a parametric hazard can be estimated. The hazard associated with the Weibull distribution is similar in shape to the semiparametric estimate tests above that suggested excess dispersion in the residual. Perhaps another parametric distribution would be better suited or we could settle on the semiparametric estimate. Figure 3 contains a plot of the one-step ahead forecast of the waiting times to the next transaction for a randomly selected day (November 20, 1990) . The heavy, relatively smooth dashed line, is the estimated daily factor. The heavy solid line is the one-step forecast obtained by taking the product of the stochastic and diurnal factors. The observed durations are denoted by the light dashed line. The forecasts exhibit large deviations from the daily pattern. For example, just after 1:00 the one-step forecast predicts waiting times in excess of 60 seconds while the daily factor alone is less than 40. Just after 10:00, the forecast drops to near 5 seconds while the diurnal factor alone is more than 30.
SOME ECONOMICS OF MARKET MICROSTRUCTURE
It is natural to ask why there is stochastic clustering of transaction arrival times since in simple rational expectation and representative agent models, even news will not generate trades. Several explanations are found in the rapidly growing body of literature that examines market microstructure of financial markets. See O'Hara (1995) for an excellent survey. This literature often partitions traders into two or more types: informed traders who are assumed to possess information not publicly available, and liquidity traders or those not trading based on a superior information set. Often it is assumed that the composition of the traders is kn6wn although individual agents are not identifiable. In a rational expectations setting, the specialist will update the bid and ask quotes in response to order flow characteristics as he infers the new information.
Easley and O'Hara (1992) make the common assumption that liquidity traders arrive randomly according to a Poisson distribution. Informed traders, however, will enter the market only after observing a private, potentially noisy signal. In a rational expectations setting the specialist knows this and will slowly learn of the private information by watching order flow and hence adjust prices accordingly. Informed traders will seek to trade as long as their information has value. Hence, we should see clustering of trading following an information event because of the increased numbers of informed traders. Admati and Pfleiderer (1988, 1989) develop a model where, in addition to informed traders, there are two types of uninformed traders. The model supposes a sequence of batch auctions over the course of the trading day with private information lasting a single period. The "discretionary" liquidity traders have some choice over the time at which they transact, while the "nondiscretionary" liquidity traders are again assumed to arrive in a random fashion. Because the bid-ask spread in the model is inversely related to the discretionary trader volume, it is optimal for discretionary liquidity traders to lump their trades together in the same batch auction. The informed traders would also choose to trade at this time but the number of informed traders is exogenous so the increases in volume are associated with increased numbers of liquidity traders.
To investigate whether the episodes of high transaction intensity are due to liquidity traders or informed traders, it is necessary to examine prices and bid-ask spreads as well as transaction times, which we do in the next section. In the rational expectations model of Admati and Pleiderer, there is a constant amount of private information revealed each period so the variability of the price should be independent of volume. In Easley and O'Hara (1992), increased numbers of transactions are due to information events and the naturally increased numbers of informed traders. As a consequence, bid-ask spreads widen and price volatility increases.
AN ACD MODEL FOR PRICE MOVEMENTS AND SOME TESTS OF MARKET MICROSTRUCTURE
The models estimated above defined an event arrival using transaction arrival times. Alternatively, events can be defined by a subset of the transaction arrival times with specific characteristics or marks. For example, to focus on the price process, consider selecting only the points for which the price has changed. An event arrival time is now characterized not just by a transaction occurring, but a transaction occurring at a new price.
The point process literature calls the price arrival times a thinned point process. Because the price marks themselves are presumably autocorrelated, the process of selecting the subsample is called dependent thinning. While theorems exist relating the intensity function of the thinned point process to that of the original sample, they generally assume that the original sample is a time homogeneous Poisson process.
The ACD model can now be applied to these new event arrival times. Clearly, this no longer models the arrival rate of traders but rather how quickly the price is changing. The intensity function is now a measure of the instantaneous probability of a price movement called a "price intensity." This is intuitively a model for the inverse of volatility; in the next section this relation is made precise.
Define the midpoint of the bid-ask spread or "midprice" to be the current price. This eliminates the problem of "bid-ask bounce" although price discreteness remains a complication. Define the midprice at time ti as bidi + aski (30) Pi= 2
Bidi and aski are the current bid and ask prices associated with transaction time ti. Examining the IBM quotes reveals that sometimes a bid or ask quote will move by 1/8th for only a few transactions and then return to its previous level. This might not be considered a price change as it might be a recording or quoting error, or just reflect inventory control or a single particularly large transaction that temporally moves the price. To avoid counting these minor, potentially transitory price movements, define a price movement as any movement in the midprice greater than or equal to some constant c. In addition, an attempt was made to make the thinning robust to errant quotes by requiring two consecutive midprice values to have moved by at least the threshold value. The median spread for IBM is .25, or 2 ticks. Occasionally the spread is more than a dollar, and the minimum recorded spread is 1 tick at .125. A value of c = .25 is used so that altogether the bid or ask quotes must move by a total of 4 ticks to initiate a new price duration.
The sample size is reduced to 1347 after thinning or about 3% of the original sample. The mean price duration is just under 15 minutes at 860 seconds and there is an average of 25.5 price events per day. The minimum price duration is 1 second while the maximum is almost 3 hours at 10,609 seconds. There is excess dispersion relative to the exponential with a standard deviation 1.43 times the mean. The Ljung-Box statistic associated with the price durations is 72. All autocorrelations are positive, indicating clustering of price events.
Volatility is also known to exhibit intradaily patterns so the diurnal factor model specification with splines was used again. For many of the days no price events were recorded before 10:00. The initial value for these days was set equal to 1.0. A list of the initial conditions for the price event model is given in the Appendix.
The (2,2) model specification is required to whiten the standardized series. Estimates of the EACD(2, 2) model and the WACD(2, 2) model are presented in Table IV . The Ljung-Box statistic associated with the adjusted series increases slightly to 104. The sum of ao and i3i is .9191 and .9043 for the exponential and Weibull models respectively. This is much less than for the transaction event models. It is difficult however to compare the persistence in the transaction and price models because the transaction durations are much shorter on average than the price durations. The Weibull parameter is again significantly less than 1, indicating a downward sloping hazard.
Although none of the daily factors are individually significant, the value of the likelihood ratio test for the EACD(2,2) model is 157.9 with a critical value of 25, suggesting the diurnal factor would be included. Plots of the daily factors for the EACD(2, 2) and WACD(2, 2) models are presented in Figure 6 . As expected, the price durations are shortest in the morning and just prior to the close with a noticeable lull between 12:00 and 1:00.
The Ljung-Box has been reduced to approximately 7.05 for the exponential and 6.35 for the Weibull. Again there is evidence of remaining excess dispersion for the exponential model with a test statistic of 7.93. Figure 7 gives the empirical estimate of the hazard, which is essentially monotonic and downward sloping and is consistent with the Weibull hazard function. This time the moment condition for excess dispersion is not rejected for the Weibull standardized series with a test statistic of -.14. Figure 8 presents the log-linear plot of A measure of the intensity of trading is constructed using the number of transactions per second over each price duration. The daily periodicity was then removed by dividing each value by it's conditional mean calculated using the same spline function as used for the transaction duration models. This procedure introduces no biases into the test statistic as it recognizes that the diurnal pattern of transactions and prices may not be the same. The daily splines in the price durations are estimated jointly as before.
The price duration EACD(2,2) model is used as the base model with robust standard errors to insulate the results from the validity of the Weibull parameterization. Model 1 in Table V includes the past transaction rate which is statistically significantly negative with a robust t statistic of -12.65. The negative sign means that the expected price durations are shorter, and equivalently the volatility is higher, following periods of high transaction rates. This is consistent with the Easley and O'Hara model. Further evidence can be found using volume per transaction and spread as these are also thought to carry information about the existence of private information. For a survey of the volume-price relationship, see Karpoff (1987) , Glosten and Milgrom (1985) , asymmetric information models generally predict that spreads tend to become wider as the probability increases of informed agent trading. For an interesting empirical investigation, see Hasbrouck (1991) . Model 2 adds the average volume per transaction observed over the previous price duration and the percent bid ask spread at the end of the last duration, each corrected for daily periodicity using the same procedure as before. The coefficient on the number of transactions per second is reduced slightly but is still very significant and negative. The spread and volume are also highly significant with robust t statistics of -15.68 and -4.5. These strong results further support the Glosten and Milgrom as well as Easley and O'Hara conjecture that information-based trading predicts higher volatilities. Finally, consider the possibility that clustering of trading may be occurring at different times for different reasons. Perhaps there are times that transaction clustering is due to information-based trading and other times transaction clustering is due to liquidity-based trading. If the specialist can distinguish these periods, he will set narrow spreads when the fraction of informed traders is small and wide spreads when the fraction of informed traders is large. This suggests using the spread to break up liquidity clustering and information-based clustering.
Model 3 allows the effect of the number of transactions in a "wide spread" state to be different from the effects in a "narrow spread" state. If the heterogeneous effect is correct we would expect the coefficient on the "wide spread" number of transactions to be negative, reflecting more rapid price movements when the fraction of informed traders is high. The coefficient on the number of transactions per second in the "narrow spread" state should be insignificant according to Admati and Pfleiderer. The Admati-Pfleiderer model is formulated in an environment where informed traders always exist. Interpreting the Admati-Pfleiderer results in a more general context where private information does not always exist, we might expect the coefficient on the "narrow spread" state to be positive, reflecting a very liquid market. That is, in absence of informed traders, the market is probably more liquid when trading activity is higher.
The coefficient on the number of transactions per second in the "wide spread" state is -.0365 with a robust t statistic of -17.89 while the coefficient in the "small spread" state is .0026 with a robust t statistic of .12. If the spread is a good measure of the fraction of informed traders, then these results suggest the effect of transaction rates on volatility varies as a function of the fraction of traders that are informed. The effect of the transaction frequency under narrow spreads is statistically insignificant, so Model 4 contains the volume, spread, and transaction frequency in only the "wide spread" state.
These results shed light on the causes of transaction clustering. The price tends to move quickly following high transaction rates if the spread is relatively wide, which is interpreted as when informed traders are likely to be active. The price tends to move less quickly or is perhaps unaffected following higher transaction rates when spreads are narrow, which is when liquidity traders are inferred to be dominant. This suggests that both liquidity-and information-based clustering of transaction rates occurs.
CONCLUSIONS
This paper proposed a new technique for modeling irregularly spaced time series data using a new class of self-exciting point process models that seem particularly well suited for financial data. The model can be interpreted in the class of time deformation models that are becoming popular in finance. Asymptotic results are extracted from the ARCH-GARCH literature to obtain QMLE results for the exponential version of the ACD model.
The ACD model did a very good job of reducing excessively large Ljung-Box statistics associated with waiting times between transaction events to statistically insignificant, or marginally significant level. Excess dispersion tests suggest that neither the Weibull nor the exponential versions of the ACD model may be fully appropriate parameterizations for transaction event arrival times. These models are presented as a useful starting point along with diagnostics and robust standard errors.
A model for the price process is estimated by selecting a subsample of the data that carried particular information about price movements. The Weibull model appears to fit this distribution well as it easily passes both the intertemporal dependence and excess dispersion diagnostic tests. This model can be interpreted as a model for instantaneous volatility. It is interesting because the model provides a continuous picture of volatility over the course of the day. The price model is used to test hypotheses about the source of clustering of transaction times. Evidence is presented that clustering of transactions occurs both due to bunching of informed traders and, when spreads are small, also to clustering of liquidity traders.
The avenues for future research stretch in several directions. Recognizing that the underlying price process specified in Section 8 is essentially a binomial tree with random spacings, implications for derivative pricing and term structure of interest rates seem direct. Joint modeling of volumes, transaction prices, and quotes would give better understanding of the fundamental mechanisms of NYSE markets including time variation in liquidity. Additional insight will come from joint modeling of more than one asset where the second could be a related stock or a derivative with duration spillovers. 
