Dynamic stochastic general equilibrium (DSGE) models have become a widely used tool for policymakers. This paper modifies the global identification theory used for structural vectorautoregressions, and applies it to DSGE models. We use this theory to check whether a DSGE model structure allows for unique estimates of structural shocks and their dynamic effects. The potential cost of a lack of identification for policy oriented models along that specific dimension is huge, as the same model can generate a number of contrasting yet theoretically and empirically justifiable recommendations. The problem and methodology are illustrated using a simple New Keynesian business cycle model.
Introduction
This paper contributes to the global aspect of dynamic stochastic general equilibrium (DSGE) model identification. The focus here is on the global identification of structural shocks that drive the model dynamics. The question we ask is: given the model structure, can we retrieve unique estimates of structural shocks and system responses? It is an important question, because the shock estimates provide interpretation of observed economic variables. Ultimately, it is also the shock estimates that explain model forecasts, and consequently policy recommendations.
The question is motivated by Fukač, Pagan, and Pavlov (2004) , but its roots can be found in Marschak's (1953) discussion of usefulness of economic measurements for policy and predictions. Marschak demonstrates that policy makers do not necessarily need to know the complete deep structure of the economy in order to make the best policy decisions. Even limited knowledge of the economic structure might be sufficient to make effective and welfare improving policy decisions.
In that spirit, this paper puts aside the question of deep structural identification (e.g., identification of household risk aversion or labour supply elasticity), and concentrates on the identification of structures that guarantee (in a probabilistic sense) a unique explanation of observed data volatility.
Central banks invest a lot of resources into the development of DSGE models. One of the main reasons for this is to be able to conduct coherent structural analysis and forecasting. In addition, having a structural view on economic developments is perceived to be key for credible communication of policy actions to the public.
In many ways, DSGE models are new to central bank environment. It is the responsibility of model developers to guarantee the reliability of the information DSGE models provide.
In summary, this paper shows how an existing methodology for structural vector autoregressions (SVAR) developed by Rubio-Ramirez, Waggoner, and Zha (2008) (henceforth RWZ) can be adapted for the identification of invertible DSGE models. The paper deals with solved log-linear DSGE models in a state-space form.
The methodology proposed here consists of three steps. The first step is to invert the state-space model into a structural VAR model, which is only possible when the number of observable variables is equal to the number of shocks. We will call this inverted state-space model the semi-structural model. The second step is the application of RWZ's SVAR identification theory, which provides a necessary condition for global identification. The third step is to check whether the statespace model is of a minimal realisation. While real economic systems may not have this property, it is desirable for policy-oriented models because it guarantees unique system initial and terminal conditions. If a system is minimal it means that (i) all model variables can be uniquely recovered from observed data, and (ii) unique structural shocks can be recovered from the model variables.
The remainder of the paper is structured as follows. Section two introduces the problem of impulse response identification. Section three looks at the application of the SVAR identification approach to DSGE models. Section four illustrates the results with an example, and section five concludes.
The identification problem
A typical DSGE model is non-linear and has forward-looking expectations: 0 = Θ(E t x t+1 , x t , x t−1 , u t ),
where x t ∈ R r×1 is a vector of model variables; u t ∈ R k×1 is a vector of structural shocks, and k ≤ r. The shocks are uncorrelated, iid N(0, σ 2 u i ) for i = 1, ..., k. Θ is a non-linear vector function relating the endogenous and exogenous variables by a set of deep-structural parameters θ . θ captures microeconomic characteristics of the economic agents in the model (such as their time preferences, risk aversion, frequency of price adjustment, retained earnings, tax rates or inflation target).
We work with the (log)linearized form of model (1), and call this the structural model:
B 0 , B 1 , B 2 ∈ R r×r (r × r) and F ∈ R r×k are full column rank matrices. The elements of these matrices are functions of the deep-structural parameters θ .
For simplicity at this stage, all model variables are assumed to be measurable.
Solving the structural model for the rational expectations (e.g., by the method of undetermined coefficients), we obtain what will be called here the semi-structural model: 1
G 0 ∈ R r×r defines the contemporaneous relations among the endogenous variables, and G 1 ∈ R r×r captures their dynamics. The elements of the Gs, which are denoted as η, are functions of the deep-structural parameters θ : η = η(θ ). Note that the semi-structural model is in fact a structural vector autoregressive model of a finite order.
The central question of this paper is: are there exclusion restrictions on G 0 such that impulse responses are identified? An impulse response is said to be identified if η can be uniquely estimated from the data. 2 First, we define the conditions for global and local identification:
Definition 1. The impulse responses of system (2) are globally identified if the set of G 0 and G 1 elements η ∈ R is not observationally equivalent to another set η ∈ R. The two sets are observationally equivalent if L(η) = L(η), where L(.) is a well behaved loss function.
Definition 2. The impulse responses of (2) are locally identified if there exists some neighbourhood B in which the set of G 0 and G 1 elements η ∈ R is not observationally equivalent to another setη ∈ R ∩ B.
1 We use the term "semi" in order to distinguish the model from an SVAR model. 2 In this paper we only consider exclusionary restrictions. Other tractable restrictions (such as equality and linear restrictions) are left for further work.
The goal of estimating DSGE models is to pin down the values of the deep structural parameters θ . Why, then, does it make sense to look at the identifiability of η rather than θ ? The answer is that it might be the case that η can be uniquely estimated despite θ being unidentified. Uniqueness of the θ parameters is key for policy experiments and welfare analysis, but identification of the θ parameters is sufficient for economic forecasting. Fukač, Pagan, and Pavlov (2007) discuss that question. The Fisher information matrix for the set of deep structural parameters θ , is given by the variance of the
, where L(.) is the likelihood function. By the chain rule the likelihood gradient can be decomposed as
Thus the information for θ will be the Fisher information for η times the square of ∂ η ∂ θ . If the latter is singular then the information matrix for θ is also singular, which indicates that some of the parameters in θ are not identified (see, e.g. Iskrev 2009 ). But note that the singularity may not appear for the information about η.
The identification problem for the semi-structural model is in principle the same as for a structural VAR model. The major difference is that the DSGE model often contains latent variables. As a result, the problem of invertibility arises for the DSGE model. The invertibility property depends on the number of model variables (how many of them we can statistically measure), and the number of exogenous shocks. In the next section we will see that the dimension of shocks is key for invertibility.
Identification methodology
Under certain circumstances DSGE and SVAR models are two sides of the same coin. In this section we discuss these circumstances, and show how an existing theory for SVAR models may be applied to (log)linear DSGE models. The section is structured according to the steps involved in the methodology. First, the loglinear model is inverted into an SVAR model. Next the identification of impulse responses is checked, and consequently the identifiability of initial conditions is checked.
When identifying the DSGE impulse responses, we distinguish between the identification of impulse response dynamics, and the identification of shocks and initial conditions. System dynamics after an impulse (speed and profile of convergence) are determined by the size of the parameters in (4). But dynamics of observed data are given by the system initial conditions x 0 and the sequence of shocks u t (their size and qualitative nature). The first of these issues is dealt with by the methodology of RWZ, while the second sits within the concept of minimal system realisation. But both are jointly important for forecasting models, as a model forecast is an impulse response initiated from a proper initial condition.
Inverting a DSGE model
The model (2) has the minimum state variable (MSV) solution of the form
where G 0 , G 1 ∈ R r×r , and Q ∈ R r×k is a full column rank matrix.
We can put (3) into state-space form, and estimate it with the Kalman filter. The MSV solution establishes the transition equation:
0 F. The map of the state (model endogenous) variables to their observable counterparts establishes the measurement equation
y t ∈ R n×1 is the vector of observable variables. C ∈ R n×r , and r ≥ n. For simplicity, no measurement errors are assumed in (5). However, the results hold under measurement errors as well. Please note that that MSV form that constitutes the state equation does not guarantee the minimum realisation of a state-space system.
We will return to this topic.
The application of RWZ's methodology requires model (4)-(5) to be written in terms of observable variables y t and their own past values. The state-space model has to be inverted. We will call the result the semi-structural model. 3
In general, there are more state variables in DSGE models than we can actually observe 4 . The first step in deriving the semi-structural forms is to substitute (4) into (5), which gives us: (k = n), then it is straightforward to solve for the semi-reduced form. From the state equation (4), x t is solved and substituted into the measurement equation (5).
If A is a stable matrix -which is almost always the case as it comes from the rational expectations solution -the state-space model can be represented as a structural VAR(1).
this back into the measurement equation (6) we obtain an infinite order SVAR representation of (4)-(5)
In summary, if the dimensions of x t , y t and u t are the same than the semi-structural form is in fact a finite order SVAR model. If the dimension of x t is higher than those of y t and u t , the semi-structural model corresponds to the infinite order SVAR (7).
Impulse response identification
The heart of the impulse response identification lies in the theory of RWZ. In this section we summarise the key features of their theory (for details see RWZ,
2008, Section II), and extend it to the case where SVAR representations have more shocks than observable variables.
RWZ's methodology requires (7) to be transposed such that individual equations are in columns.
where
is an n × n matrix capturing the contemporaneous relationships among observed endogenous variables implied by the theoretical model. Villaverde et al. (2007) show that if (A − BD + C) is stable then y t is a bounded sequence. 5 We depart from RWZ by ignoring assumption 1 for a moment and assume instead that A 0 is of dimension k × n. This is not an invertible matrix, but it has full row rank so it is right invertible. A reduced form representation for this matrix can be obtained by taking the Moore-Penrose pseudoinverse. 6 If there are n observable 5 See footnote 2 of this paper. If n = k = r and C is an identity matrix then (8) shrinks to SVAR(1), which is the MSV solution (3). 6 The key computational rules with the pseudoinverse operator are summarised in Appendix E. variables in the model then the full row rank assumption holds. The reduced form is then y t = y t B + u t , where B = A + A + 0 is of dimension m × n, and u t = ε t A + 0 is a 1 × n vector of reduced structural shocks. Note that the dimension of shocks corresponds to the number of y t . We have as many reduced form shocks as observable variables.
where Σ is an n × n variance-covariance matrix of reduced form shocks.
The first key theorem in RWZ is about the observability equivalence.
Theorem 1 (Observability equivalence). Two sets of structural parameters in (7),
, are observationally equivalent if and only if there exists a k × k orthogonal matrix P such that A 0 =Ã 0 P and A + =Ã + P.
Proof. See Appendix A.
In order to check identifiability of the structure (A 0 , A + ) we need to be able to represent the parameter restrictions. Here we stick with the exclusionary restrictions as studied by RWZ.
where g = n + m, RWZ define matrix
where I j is a j × j identity matrix, and 0 is a j × k − j zero matrix. The linear restrictions can be represented by g × g matrices Q j for 1 ≤ j ≤ k. Each matrix Q j has rank q j . The structural parameters (A 0 , A + ) satisfy the restrictions if and
where e j is the j th column of the k × k identity matrix I k . The ordering of Q j is such that
The ordering of restrictions is important for the identification check as it utilises the recursive nature of the model. Shocks estimates are used as extra instrumental variables for identification. As discussed in RWZ, this is the major difference from identifying a system of linear equations in classical econometrics. In SVAR models residuals are allowed to be correlated whereas in the classical linear system residuals are orthogonal.
Theorem 2 (The general rank condition).
Proof. This theorem is adjusted Theorem 5 from RWZ. See Appendix B.
Finally, having defined the SVAR representation of the DSGE model (7), we can apply theorem 2. Since A + is an infinite order polynomial, f (A 0 , A + ) is also of infinite size. However, to apply the theorem we can focus on a finite order
and because the matrices
, the rank of A + will be equal to the rank of A 2 . Therefore it is sufficient to construct f (A 0 , A + ) as
Given f (A 0 , A 1 , A 2 ) we can form Q j to represent zero restrictions, and correspond-
Overall, the strength of theorem 2 is that it applies globally. The theorem gives a necessary condition, but if the number of exclusionary restrictions is equal to (n − 1)/2, it also provides a sufficient condition.
Checking minimal system realisation
The condition of minimal realisation may appear restrictive, as one may believe that we live in an uncontrollable world, but from the perspective of a decision-maker, it is appealing to work with the model structures that satisfy such a condition. 7 We need a solid information ground to make best decisions. Unique initial conditions, unobservable variables and structural shocks estimates provide such a ground. Then there is only one degree of freedom to tell an economic story based on the model. Its uniqueness guarantees that the model's interpretation of the past economic development will not dramatically change, and stays consistent and credible over time. In the economics we often work with unobservable concepts like real marginal costs, risk premiums, cost-push shocks or monetary policy
shocks. In order to use those concepts to interpret the dynamics of variables like inflation or interest rate we need to know their reliable estimates.
Definition 3 (Observability). The state-space system {A, B,C, D} is called observable if the observability matrix O n (C, A) has rank n,
If the system is observable, then we can always solve for the initial state x 0 from a given set of shocks u t (typically assumed to be zero) and observables y t , for t ≥ 0.
Definition 4 (Controllability). The state-space system {A, B,C, D} is called controllable if the controllability matrix C n (B, A) has rank n,
7 In contrast to the electrical engineering literature where the control theory originated, economics introduces concepts for which economists do not have measurable counterparts. Even though it is a well known feature of dynamic systems, it seems that the minimal system property is often omitted in many economic applications. One can often see DGSE models with twice as many model endogenous variables than observed time series on which to estimate the model. Unique estimation of unobservable endogenous variables is part of the identification problem we are interested in.
Having properly identified initial conditions for all endogenous variables (both observable and unobservable) is necessary for unique forecasts.
If the system is controllable then for any initial state it is possible to design a unique set of shocks that will lead to a desired trajectory of states x t .
Theorem 3 (System minimal realisation). The system {A, B,C, D} is minimal if it is observable and controllable.
Proof. See Kalman (1962) for the proof.
In engineering literature the problem of minimal realisation is described as: given some data about linear time invariant system, find a state space description of minimal size that describes the given data (e.g. De Schutter 2000, p.332) . In the economics, we have The following theorem states how the minimal realisation problem is related to the initial condition identification.
Theorem 4. If the order of the state-space system is minimal then we can uniquely recover the structural shocks {u t } T t=1 and state variables {x t } T t=0 .
Proof. The problem can be broken up into two parts. First, if we know {y t } T t=1 can we get a unique x 0 , that is a unique {x t } T t=0 that leads to x 0 ? This is equivalent to checking the observability condition. Second, knowing x 0 and {x t } T t=1 , can we get a unique sequence of exogenous shocks {u t } T t=1 that explains such a trajectory? This is equivalent to checking the controllability condition.
Looking at the first problem, we solve the following system of equations:
If the matrix on the right-hand side of equation (9) (the observability matrix) is left-invertible (i.e. it has full column rank), then the system can be uniquely solved
Looking at the second problem, we know x 0 and solve the system for the unique realisation of {u t } T t=1 :
The solution is unique if the matrix on the right-hand side is invertible. It is invertible if the controllability matrix C T (B, A) has full column rank. Thus if the state-space model is minimal we get a unique trajectory for both {x t } T t=0 and {u t } T t=1
An illustration
In this section we will illustrate the use of the identification methodology on a simplified version of the closed economy New Keynesian business cycle model. The New Keynesian model can be summarised by the following three equations:
r t = φ r r t−1 + (1 − φ r )(φ π π t + φ ξ ξ t ) + u r,t .
The Phillips curve (11) (13), where r t is the nominal interest rate set in period t, and u S,t , u D,t , and u r,t are the supply (cost-push) shock, demand shock, and monetary-policy shock, respectively. All shocks are iid N(0, σ 2 u i ) for all i = {S, D, r}. The model's deep structural parameters (earlier denoted as θ s) are 0 < β < 1, ν > 0, ϕ > 0, ζ > 0, 0 ≤ φ r < 1, and φ π and φ ξ are such that there exists a unique and stable equilibrium.
We can immediately see that the parameters ν and ζ cannot be identified, as ζ comes from a quadratic equation. Following the discussion in section 2, this is not disturbing because unique values of the deep structural parameters are not very important here. It is their product (ϕ+ν)(1−ζ β )(1−ζ ) ζ that determines the impulse response function that we are interested in.
Solving the model for rational expectations, we end up with the law of motion for ξ t , π t , and r t . We look for the MSV representation such that we can construct A 0 and A + for the identification methodology. The MSV representation of (11)- (13) is 8 A 0 y t = A 1 y t−1 + u t , 8 A derivation is outlined in Appendix C.
where y t = π t ξ t r t , u t = u D,t u S,t u r,t , and We now need to determine whether the structure of A 0 and A 1 is such that the value of the semi-structural parameters a 0,i j and a 1,i j for all i, j = 1, 2, 3 can be uniquely pinned down by the data.
The same number of endogenous variables, observables, and shocks
Let us start with the simplest case where all model variables are assumed to be observed and the number of shocks are equal to the number of observables, i.e. n = k = r = 3. This is the simplest case, because C is an identity matrix and the MSV solution directly yields an SVAR(1) model. No DSGE model invertibility is required and thus we have a straightforward application of RWZ's theory.
First, we form the transformation f (A 0 , A 1 ) by stacking A 0 and A 1
Note that the matrices A 0 and A 1 are transposed, and individual equations are captured in columns.
Second, we re-order the equations by the descending number of exclusionary restrictions as required by theorem 2. We swap the IS curve with the Phillips curve as the IS curve has four exclusionary restrictions while the Phillips curve has only three. By swapping the second column of f (.) with the first one, we get 
For the second and third column, the Phillips curve and the policy rule respectively, we form concludes that the shock associated with the j th equation is identified. Clearly, rank(M j ) = 3 for all j here, and thus we can conclude that the semi-structural model is identified. Note that the identification comes from the lagged interest rate r t−1 in the policy rule. If φ r = 0 then the model does not produce enough instruments to identify the Phillips curve and the rank condition would be violated, rank(M 2 ) = 2.
More endogeneous variables than observables and shocks
Now let us look at the case where the number of observable variables is less than the number of model variables. This will require the DSGE model to be inverted, and we will show that the location of structural shocks matters for identification in such cases.
Let us reduce the number of shocks and observable variables. 9 The shocks and observables are carefully chosen in the examples below in order to serve the illustration purposes best.
No monetary policy shock: σ
The output ξ (or output gap) is stochastic but unobservable in this economy. We only observe the interest rate and inflation. We also assume that the model developer, in order to keep the number of shocks equal to the number of observables, assumes that there is no policy error in setting the interest rate according to (13),
Thus the observed volatility of the interest rate will be due to supply and demand shocks. For j > 1 A j = 0. For interested readers, the detailed derivation is in Appendix C.
Having f (A 0 , A 1 ) one proceeds in exactly the same way as before, by constructing Q j and then M j ( f (A 0 , A 1 )) for j = 1, 2, which gives
We find that rank(M 1 ) = 1 and thus the supply shock u S,t associated with the Phillips curve is not identified.
No demand shock: σ
In this example we still do not observe the output ξ t but the IS curve is now a deterministic relation, σ 2 u D = 0. Instead the interest rate rule will be subject to stochastic errors. Because we have n = k = 2 and r = 3, the inverted DSGE model will again be of infinite order.
Following the four-step procedure above, the f (A 0 , A 1 ) representation is 0 , A 1 ) ) for j = 1, 2 turns out to be
The location of shocks matters. Because rank(M 1 ) = rank(M 1 ) = 2 both supply and policy shocks can be identified from the data and thus the impulse response of observable variables to structural shocks can also be uniquely informed by the data. Changing the assumption about the shocks results in their identifiability.
Implications for forecasting models
This paper has been motivated by the need for applied models to be identified. hikes for the interest rate to return the economy to the steady state. The parameters values are estimates from the New Keynesian model using US inflation and 3M
T 
Using this result for
A + A + 0 =Ã +Ã + 0 , we obtain A + A + 0 =Ã +Ã + 0 A + A 0 (A 0 A 0 ) −1 =Ã +Ã + 0 A + A 0 =Ã +Ã + 0 A 0 A 0 A + (A 0 A 0 ) =Ã +Ã + 0 A 0 (A 0 A 0 ) A + (A 0 A 0 ) [(A 0 A 0 ) ] −1 =Ã +Ã + 0 A 0 (A 0 A 0 ) [(A 0 A 0 ) ] −1 A + =Ã +Ã + 0 A 0 A + =Ã + P.
B Proof of Theorem 2
Proof. With a minor modification, the proof is the same as in RWZ (2007, p.15) .
Let q j = Pe j − p j j e j , where P =Ã + 0 A 0 is a k × k orthogonal matrix, p j is the first column of P with non-zero off-diagonal elements, e j is the j th column of an identity matrix I k . To prove the theorem it is sufficient to show that the rank of M j ( f (A 0 , A 0 )) is strictly less than k. Since q j = 0, it suffices to show that M j ( f (A 0 , A + ))q j = 0. Because both (A 0 , A + ) and (A 0 P, A + P) are in R, by con-
is zero. The lower block [I 0]q j is also equal to zero, because I is a j × j and first j elements of e j are zero.
C Solution to examples in Section 4
Case 1: r = n = k
The matrix form of model (11)- (13) is
where x t = [π t ξ t r t ], B 0 , C, and D are 3 × 3 matrices of the semi-structural form parameters, and u t is iid N(0, 1).
The MSV solution to the model is
Now, the task is to characterize the structure of A 0 . We know that We can see that rank(M 1 ) = 3 and rank(M 2 ) = 3, and thus we can conclude that the model is globally identified.
Case 2: n = k < r We can see that rank(M 1 ) = 1 and rank(M 2 ) = 2. Thus, the model is not identified.
B.) No demand shock: σ 2 u D = 0
We assume the same setting as in Case 2 A, with the only difference being that there is no demand shock in the IS curve u D,t , but there is a monetary policy shock, u R,t . Some useful properties are:
• Pseudoinversion is reversible: (A + ) + = A;
• (A ) + = (A + ) ;
• A + = A + A + A ;
• A + = A A + A + ;
• If A is of full column rank then A + = (A A) + A , and A + A = I; A + is left inverse of A;
• If A is of full row rank then A + = A (AA ) + , and AA + = I; A + is right inverse of A;
• If A is square, non-singular matrix then A + = A −1 .
