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Avant Propos
La proble´matique a` l’origine de cette the`se a e´te´ l’e´tude et l’apprentissage d’un
mode`le novateur repre´sentant des signatures de familles de prote´ines.
Ce mode`le de type automate non-de´terministe encore tre`s peu e´tudie´ sur les se´quences
de prote´ines e´tait-il capable de faire e´merger des proprie´te´s inte´ressantes sur les familles
de prote´ines ? E´tait-il aise´ment apprenable ? Et enfin, e´tait-il un outil suffisamment fin
pour retrouver des membres d’une famille dans les banques de donne´es biologiques ?
En raison de son aspect multidisciplinaire, ce rapport s’adresse a` des lecteurs issus
de plusieurs communaute´s scientifiques. Les ide´es, les de´marches, et les expe´riences
pre´sente´es dans ces travaux repre´sentent alors, en fonction du domaine de compe´tence
du lecteur, des objets de stimulation et de frustration. D’un coˆte´, le lecteur regrettera
parfois que certains de´veloppements ne soient pas suffisamment approfondis, exploite´s
ou compare´s dans le cadre habituel de l’informatique ou de la biologie. D’un autre
coˆte´, c’est en avanc¸ant de fac¸on transversale dans l’exploration et la combinaison de
diffe´rentes techniques que nous avons pu montrer l’existence d’une approche fructueuse.
Notre strate´gie a e´te´ exploratoire et guide´e vers l’obtention d’un mode`le novateur.
Le roˆle du bioinformaticien nous semble eˆtre de construire des ponts entre les domaines
biologiques et informatiques, les bases devant eˆtre suffisamment solides pour permettre
la rencontre des deux communaute´s. Chacun devient alors libre de progresser dans un
cadre lui assurant la compatibilite´ avec le domaine oppose´.
“Pont de singe” sur la canope´e de Bukit Bankirai (source tripalbum.net).
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Introduction
Les familles de prote´ines sont des ensembles de prote´ines partageant des caracte´-
ristiques communes. Ce concept peut sembler simple lorsqu’il s’agit de regrouper sous
un meˆme nom plusieurs prote´ines remplissant des fonctions identiques au sein d’un
meˆme organisme ou au travers de diffe´rentes espe`ces. Cependant, au fur et a` mesure
de l’introduction de nouveaux membres dans une famille de prote´ines en raison de leur
proximite´ avec certains membres, il devient de plus en plus difficile de faire e´merger
une proprie´te´ unique.
Lorsque l’on e´tudie avec pre´cision ce que les biologistes nomment famille ou super-
famille de se´quences, on se rend compte du coˆte´ parfois impalpable du concept de
famille. Malgre´ tout, notre objectif est de participer a` l’automatisation de la repre´-
sentation du concept de famille a` partir d’e´chantillons repre´sentatifs de plusieurs pro-
te´ines membres de cette famille. Il s’agit donc de commencer par e´tudier d’une part
les informations disponibles sur les prote´ines et leur familles dans diverses banques de
donne´es, et d’autre part les diffe´rentes approches permettant de ge´ne´rer des signatures
caracte´ristiques de ces familles. Puis il s’agira de montrer en quoi les automates finis
non-de´terministes semblent eˆtre un mode`le expressif, efficace et particulie`rement nova-
teur de signatures de familles de prote´ines.
Afin de situer l’e´tat actuel des banques de se´quences de prote´ines, rappelons qu’au 15
janvier 2008, la me´ta base de donne´es de prote´ines Uniprot (Bairoch, 2005) annonc¸ait,
dans sa version 2.17, le nombre de 5 473 336 entre´es. Le nombre de ces entre´es a connu
une croissance exponentielle depuis le lancement de plusieurs projets de se´quenc¸age a`
grande e´chelle tels que le HGP (Human Genome Project) entrepris par un consortium
international de laboratoire public en 1990. Parmi les entre´es d’Uniprot, seulement 333
445 proviennent de la base Swissprot (Boeckmann et coll., 2003), connue pour la fiabi-
lite´ de ses annotations.
La base de signatures de re´fe´rence est connue sous le nom d’Interpro (Zdobnov et Ap-
weiler, 2001). Elle liste de nombreuses familles de prote´ines et y associe des motifs,
des profils ainsi que des annotations. Interpro est en fait une me´ta base de signatures
regroupant plusieurs bases telles que Prosite (Hulo et coll., 2004), Prints (Attwood
et coll., 2006), Pfam (Bateman et coll., 2004), Panther (Thomas et coll., 2003), CATH
(Earl et coll., 2005), etc.
L’obtention d’une signature d’une famille a deux principaux inte´reˆts qu’il s’agit de sa-
tisfaire au mieux.
Le premier inte´reˆt re´side dans le potentiel de caracte´risation, de repre´sentation, et
9
10 Introduction
d’analyse que doit apporter un bon mode`le. Le deuxie`me inte´reˆt tient dans les capaci-
te´s de pre´diction d’appartenance ou non a` une famille, a` partir de se´quences candidates.
La bioinformatique connaˆıt de tre`s bon outils pre´dicteurs tels que les PSSM (Schaffer
et coll., 2001), les profils HMM (Eddy, 1998) ou encore les SVM (Guermeur, 2007).
Cependant, ces me´thodes apparaissent comme des boˆıtes noires pour l’utilisateur. En
effet, l’introduction de raisonnements probabilistes a parfois permis de s’affranchir de
l’analyse du contenu des se´quences pour n’en retirer que les informations provenant
de la fre´quence d’apparition des acides amine´s a` certaines positions. Malheureusement,
nous perdons alors les valeurs explicatives et se´mantiques d’un mode`le discret. En effet,
que nous apporte de connaˆıtre les occurrences des lettres dans une langue naturelle ?
Suˆrement un moyen d’en reconnaˆıtre aise´ment des extraits parmi d’autres textes de
langues e´trange`res, mais elles nous apportent tre`s peu d’information sur la construc-
tion grammaticale et sur la valeur se´mantique des mots et des phrases.
Jusqu’a` pre´sent les repre´sentations les plus utilise´es par les biologistes pour contenir les
connaissances et les re´gularite´s qu’ils ont pu observer sont des mode`les appele´s motifs.
Les motifs s’e´tendent rarement sur plus d’une dizaine de positions qui traduisent ge´-
ne´ralement la pre´sence et le voisinage proche de quelques acides amine´s indispensables
au fonctionnement de la prote´ine. Des programmes tels que Pratt (Jonassen et Higgins,
1995) ont e´te´ construits de manie`re a` ge´ne´rer des motifs re´guliers a` partir de jeux de
se´quences. Cependant, les motifs ne semblent pas suffisamment expressifs au vu de la
difficulte´ a` repre´senter une famille et ses sous-ensembles. De plus, les motifs ne re´sistent
pas assez au bruit lorsqu’il s’agit d’e´valuer leur capacite´ d’apprentissage. C’est ce que
nous pouvons constater de par leurs performances sur des familles de prote´ines dont les
se´quences sont peu similaires.
Cette the`se va tenir son originalite´ dans le fait d’introduire une nouvelle me´thode de
mode´lisation des familles de prote´ines. En effet, a` partir d’un choix initie´ par B. Id-
mont (Idmont, 2002) et D. Fredouille (Fredouille, 2003), nous montrerons en quoi les
automates finis non-de´terministes (NFA) semblent un mode`le particulie`rement adapte´
a` la repre´sentation des familles de prote´ines. Fonde´s sur des principes de la the´orie des
langages, les automates montrent un niveau d’expressivite´ bien plus important que les
motifs courants en bioinformatique. Cette nouvelle approche est motive´e a` la vue de
bons re´sultats the´oriques obtenus par des me´thodes d’apprentissage par fusion d’e´tats
d’automates finis de´terministes (DFA) (Oncina et Garcia, 1992). En effet, cette the`se
doit permettre la pre´sentation d’une me´thode d’apprentissage automatique de notre
mode`le cible, et l’adaptation des me´thodes connues sur DFA vers les NFA.
En outre, nous verrons que les me´thodes d’apprentissage de NFA ne´cessitent une phase
d’alignement de positions assez spe´cifique a` notre approche. Nous constatons que les
me´thodes d’alignement multiple classiques mettent en avant soit des alignements com-
plets des positions de toutes les se´quences de l’e´chantillon d’apprentissage, soit des
alignements de domaines tre`s localise´s mais partage´s par l’ensemble des se´quences.
Nous exposerons donc un nouveau type d’alignement, nomme´ PLMA, correspondant a`
l’identification de zones significativement similaires recouvrant partiellement et locale-
ment le jeu d’apprentissage.
Il existe plusieurs applications te´moignant des difficulte´s a` obtenir un mode`le expres-
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sif, discret (lisible et exempt de probabilite´s) et permettant e´galement de produire
de bonnes pre´dictions. Parmi ces applications, nous avons par exemple la famille des
ligands des TNF (Tumor Necrosis Factor). Cette famille, implique´e dans le de´velop-
pement de cancers, est tre`s divergente dans la composition en acides amine´s de ses
membres. L’e´tude des re´cepteurs de ces ligands laisse a` penser qu’il existerait des li-
gands non connus. Ces diffe´rents points en ont fait l’application principale de nos ex-
pe´rimentations.
Voyons a` pre´sent les diffe´rentes phases du travail aborde´ dans ce manuscrit divise´ en
trois parties de deux chapitres chacune.
Le chapitre 1 est une pre´sentation synthe´tique de signatures bioinformatiques. Cha-
cun de ces mode`les est utilise´ comme un moyen de repre´senter une ou plusieurs familles
de prote´ines. Nous e´voquons des mode`les allant de simples se´quences de re´fe´rence peu
expressives jusqu’a` des motifs permettant de repre´senter des gaps ou encore des petits
ensembles d’acides amine´s. Pour chaque mode`le, nous pre´cisons e´galement les qualite´s
connues en terme d’apprentissage et de lisibilite´ notamment.
Le chapitre 2 pre´sente les signatures de familles de prote´ines sous l’angle des connais-
sances the´oriques informatiques issues de la the´orie des langages. Ces connaissances sont
indispensables a` l’e´tude de mode`les plus expressifs que ceux utilise´s dans le chapitre 1.
Nous y introduisons les de´finitions de langage, de se´quence, de grammaire, d’automate
de´terministe et non-de´terministe. Enfin nous exposons dans ce chapitre des me´thodes
d’apprentissage issues du domaine de l’infe´rence grammaticale.
Le chapitre 3 permet l’introduction d’une nouvelle me´thode d’alignement de se´-
quences. L’alignement multiple partiel et local (PLMA) obtenu dans un premier temps
sera alors transmis a` la phase d’apprentissage proprement dite.
Le chapitre 4 pre´sente une nouvelle approche permettant de construire de fac¸on
automatique un nouveau type de mode`le de repre´sentation des familles de prote´ines.
Cette approche est novatrice par le niveau d’expressivite´ qu’elle introduit en utilisant
des automates non-de´terministes. La phase de ge´ne´ralisation de´veloppe´e dans ce cha-
pitre consiste a` construire un automate puis a` fusionner des e´tats a` l’inte´rieur de cet
automate en utilisant un PLMA comme re´fe´rence. Enfin nous abordons les difficulte´s
dues au fait que l’on ait choisi de se confronter a` des jeux de donne´es re´elles.
Le chapitre 5 est consacre´ a` l’imple´mentation de notre approche, a` l’utilisation d’une
mesure de type MDL, ainsi qu’a` une e´tude spe´cifique sur la famille des Viral Nucleic
Acid Binding. Nous y pre´sentons e´galement les me´thodes de validation classiquement
utilise´es dans ce type d’apprentissage.
Le chapitre 6 expose les diffe´rentes expe´riences mene´es. Nous pre´sentons les proto-
coles suivis et les jeux de se´quences des familles qui ont fait l’objet de nos expe´riences.
12 Introduction
Si les premiers essais ont e´te´ pratique´s sur la famille des MIP, c’est sur la famille des
TNF que nous avons e´tudie´ l’influence des divers parame`tres de notre approche.
Premie`re partie
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Chapitre 1
Familles de Prote´ines
Ce chapitre a pour but de pre´senter les diffe´rentes briques de base constituant les
prote´ines et les familles s’y rapportant. Nous pre´sentons e´galement les diffe´rents mode`les
de repre´sentations de ces familles couramment utilise´s en bioanalyse.
1.1 Repe`res biologiques
Nous allons ici introduire les diffe´rents e´le´ments biologiques implique´s dans la consti-
tution des familles de prote´ines.
Chaque prote´ine est une macromole´cule produite par un organisme vivant. Les
prote´ines sont forme´es de chaˆınes d’acides amine´s lie´s par des liaisons peptidiques.
Elles sont ge´ne´ralement repre´sente´es sous forme de se´quences (de´finition 1.1). Elles se
replient en structures tridimensionnelles plus ou moins stables. Les prote´ines ont des
tailles de plusieurs centaines d’acides amine´s. Plus spe´cifiquement, les petites chaˆınes
sont appele´es peptides, les prote´ines e´tant des polypeptides pouvant eˆtre re´unies par
des ponts disulfures.
De´finition 1.1 Une se´quence prote´ique s de longueur |p| est une suite d’acides amine´s
telle que s = a1...ax...a|s|.
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Fig. 1.1 – “Adrenergic Receptors, Molecule of the month”, sche´ma 3D d’une prote´ine
de la PDB (Protein Data Bank) au mois d’avril (Berman et coll., 2008).
Un acide amine´ (de´finition 1.2) est une petite mole´cule e´le´mentaire des prote´ines.
Il en existe 20 formes diffe´rentes synthe´tise´es par voie ribosomale dans le monde du
vivant (voir 1.2). En se basant sur la composition chimique, on peut regrouper les
acides amine´s en 8 familles (Delepine, 2008) :
– les acides amine´s aliphatiques dont le radical est une chaˆıne hydroge´no carbone´e
apolaire.
– les acides amine´s hydroxyle´s qui portent un groupe alcool. Ils sont polaires, mais
non charge´s et neutres.
– les acides imine´s repre´sente´s uniquement par la proline. La chaˆıne late´rale est
replie´e et e´tablit une liaison covalente avec l’atome d’azote du groupement amine.
– les acides amine´s soufre´s qui comportent un atome de soufre dans la chaˆıne la-
te´rale. L’un d’eux, la cyste´ine est un thiol, deux mole´cules de cyste´ine peuvent
e´tablir une liaison covalente entre leurs atomes de soufre et e´tablir une liaison
supple´mentaire dans la chaˆıne prote´ique.
– les acides dicarboxyliques portent un groupement acide organique a` l’extre´mite´
de leur chaˆıne late´rale. Ils sont donc polaires, charge´s ne´gativement (a` pH neutre)
et e´galement acides.
– les acides amide´s, il s’agit des versions amide´es des acides amine´s du groupe pre´ce´-
dent. Le groupement OH de l’acide carboxylique est remplace´ par un groupement
NH2.
– les acides diamine´s. La chaˆıne late´rale porte un groupement amine´. Ils sont donc
polaires, charge´s positivement (a` pH neutre) et basiques.
– les acides amine´s aromatiques comportent un cycle aromatique dans leur chaˆıne
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late´rale. Ces mole´cules sont non charge´es et fortement apolaires.
Cependant, les proprie´te´s structurales et physico-chimiques de chaque acide amine´
sont tre`s varie´es (voir 1.5).
De´finition 1.2 Un acide amine´ est une mole´cule organique posse´dant un squelette
carbone´ et portant a` la fois un groupement acide organique (COOH) et un groupement
amine (NH2) basique.
Fig. 1.2 – tableau re´capitulatif des 20 principaux acides amine´s repre´sente´s dans le
code ge´ne´tique (O et U e´tant rares), source : wikipedia
La machinerie cellulaire produit des prote´ines en assemblant des acides amine´s a`
partir d’un code ge´ne´tique situe´ dans les chromosomes. Les chromosomes sont des brins
d’ADN (de´finition 1.3) dont les bases e´le´mentaires sont des nucle´otides (de´finition 1.4).
L’ADN est une longue mole´cule forme´e de deux brins comple´mentaires dont la structure
forme une double he´lice qui lui permet de se dupliquer et de se re´pliquer lors de divisions
cellulaires.
De´finition 1.3 On repre´sente un brin d’ADN (Acide De´soxyriboNucle´qiue) b comme
une se´quence de taille |b| de nucle´otides telle que b = n1, ..., nx, ..., n|b| dont les bases
nucle´iques sont l’ade´nine, la cytosine, la guanine ou la thymine.
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De´finition 1.4 Un nucle´otide est forme´ d’une base nucle´ique pouvant eˆtre l’ade´nine,
la cytosine, la guanine, la thymine ou l’uracile. Les abre´viations sont respectivement
A,C,G,T, et U.
Chaque prote´ine est ge´ne´re´e a` partir d’un ge`ne (de´finition 1.5) qui va passer par une
premie`re e´tape de transcription de l’ADN en ARN (de´finition 1.6), puis par une e´tape
de traduction de cet ARN selon le code de la figure 1.3 a` partir de codons de taille 3.
De´finition 1.5 Un ge`ne est une sous-se´quence de nucle´otides qui repre´sentent un code
de traduction vers une se´quence d’ARN. Ce fragment de chromosome est situe´ a` une
position nomme´e locus.
De´finition 1.6 Nous de´finissons un brin d’ARN (Acide RiboNucle´qiue) b comme une
se´quence de taille |b| de nucle´otides telle que b = n1, ..., nx, ..., n|b| dont les bases nu-
cle´iques sont l’ade´nine, la cytosine, la guanine ou l’uracile.
Fig. 1.3 – Code de traduction ge´ne´tique (Rossier, 2008)
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Fig. 1.4 – From gene to protein (source : US department of energy)
Les prote´ines interviennent a` tous les niveaux dans la cellule ou les organismes
vivants. On distingue plusieurs types de prote´ines en fonction de leur activite´ :
– Les enzymes sont des prote´ines capables de catalyser une re´action chimique pre´-
cise, c’est graˆce aux enzymes que des re´actions ne´cessaires a` la vie peuvent se
produire a` une tempe´rature compatible avec l’inte´grite´ cellulaire. On trouve no-
tamment les prote´ines du me´tabolisme.
– Les prote´ines de structure construisent la charpente de l’organisme vivant. Cette
famille comprend le collage`ne et l’elastine des animaux, la lignine des arbres,
l’actine et la tubuline des muscles, etc.
– Les prote´ines de reconnaissance dont la fonction est de reconnaˆıtre une mole´cule
unique et de la fixer. C’est le cas des anticorps responsables de l’e´limination des
antige`nes, ou des prote´ine d’adhe´rence qui fixent les cellules les unes aux autres
et assurent la cohe´rence de l’organisme.
– Les re´cepteurs sont capables de reconnaˆıtre une mole´cule dans l’environnement
cellulaire et de transmettre un signal a` la cellule. Les re´cepteurs hormonaux ap-
partiennent a` ce type.
– Les canaux sont capables de moduler la perme´abilite´ des membranes biologiques
et de trier les mole´cules et les ions qui traversent la membranes.
Souvent, les prote´ines peuvent porter plusieurs de ces proprie´te´s simultane´ment et eˆtre
sensibles a` diverses mole´cules hormonales ou non, mais aussi a` la tension e´lectrique, a`
la pression, a` la lumie`re, etc.
Des divers processus d’he´ritage et de recopie des ge`nes codant pour une prote´ine (ou
ses variantes) sur un meˆme chromosome (ou sur plusieurs chromosomes), nous pouvons
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distinguer deux types de divergence que sont les ge`nes paralogues (de´finition 1.7) et les
ge`nes orthologues (de´finition 1.8).
De´finition 1.7 Un ge`ne paralogue est un ge`ne qui au cours de son histoire subit un
e´ve´nement de duplication, c’est-a`-dire que le meˆme ge`ne va eˆtre reproduit en plusieurs
copies a` l’inte´rieur d’un ge´nome particulier.
De´finition 1.8 Un ge`ne orthologue est un ge`ne qui n’est pas issu d’une duplication et
qui subit uniquement des e´ve´nements de spe´ciation au cours de l’e´volution.
On remarque que les prote´ines posse´dant des proprie´te´s fonctionnelles communes
ont souvent des structures proches. Cette similarite´ est e´galement pre´sente lorsque l’on
compare les se´quences de certaines de ces prote´ines. La raison est principalement due a`
l’existence d’une prote´ine ancestrale commune ayant posse´de´ pour la premie`re fois une
fonction spe´cifique.
Conside´rons a` pre´sent une de´finition simple des familles de prote´ines (de´finition 1.9)
qui regroupent sous un meˆme nom plusieurs prote´ines e´tiquete´es comme membres de
cette famille. Notons que le nom de la famille est re´gulie`rement amene´ a` e´voluer selon
les diffe´rentes nomenclatures qui suivent les e´volutions de la recherche en biologie.
De´finition 1.9 Une famille de prote´ine est un ensemble E = {p1, ..., px} tel que p1, ..., px
sont des prote´ines.
Les familles de prote´ines sont de´clinables selon des familles fonctionnelles (de fonc-
tion identique dans la cellule), des familles structurales (de meˆme repliement) ou encore
de super-familles (regroupement de sous-familles vis-a`-vis d’une proprie´te´ ge´ne´rale).
L’enjeu de la suite de ce chapitre est de montrer les diffe´rents mode`les utilise´s pour
repre´senter les familles de prote´ines.
1.2 Les mode`les
Sans entrer dans les de´tails de la the´orie des langages (voir chapitre 2), nous allons
cependant pre´senter ici diffe´rents moyens de repre´sentation les plus re´pandus en bioin-
formatique pour exprimer des familles de prote´ines. A chacune de ces repre´sentations
nous associerons des re`gles permettant de de´terminer si une se´quence de prote´ine est ac-
cepte´e ou non. Le type de repre´sentation d’une part et les re`gles d’acceptations d’autre
part forment ce que l’on nomme ici un mode`le. Pour chacun des diffe´rents mode`les qui
vont eˆtre expose´s, nous allons e´voquer leurs atouts et leurs faiblesses en fonction des
crite`res suivants :
– Lisibilite´ : le contenu du mode`le est-il lisible, contenant une riche se´mantique,
aise´ment assimilable par un humain ?
– Discrimination : quelles sont les qualite´s du mode`le en terme de capacite´ a` accep-
ter les membres de la famille et a` rejeter les autres prote´ines ?
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– Expressivite´ : le mode`le est-il capable de repre´senter en peu de symboles des
structures grammaticales complexes, partage´es par de nombreux membres de la
famille ?
– Apprentissage : est-ce qu’il existe des me´thodes efficaces permettant de construire
un mode`le a` partir d’e´chantillons de la famille ?
– Recherche : peut-on facilement utiliser le mode`le dans le but de trouver de nou-
veaux membres dans de grandes banques de se´quences ?
1.2.1 Composition en acides amine´s
On utilise parfois la notion de composition en bases (nucle´otides ou acides ami-
ne´s) d’une se´quence (de´finition 1.10) pour caracte´riser rapidement et simplement des
se´quences biologiques inte´ressantes.
De´finition 1.10 La composition d’une se´quence biologique en diffe´rents e´le´ments consti-
tutifs de cette se´quence ou selon une proprie´te´ donne´e correspond a` la fre´quence d’ap-
parition de cet e´le´ment ou de cette proprie´te´.
Par exemple, au niveau nucle´otidique nous savons que les zones codantes sont sou-
vent plus riches en G et C que la distribution observe´e sur le reste des brins d’ADN.
Cette repre´sentation associe´e a` une fre´quence seuil est une signature tre`s primaire mais
d’une certaine efficacite´ pour rechercher et localiser des re´gions portant des ge`nes dans
les chromosomes.
Sur la meˆme ide´e, il n’est pas rare de relever des familles de prote´ines que l’on dit riches
en cyste´ines. Cet acide amine´ est capable de participer a` des liaisons sulfuriques avec
d’autres cyste´ines et est souvent responsable de repliements structuraux particuliers des
prote´ines. D’autres acides amine´s sont e´galement capables de cre´er un type de liaison
dit peptidique entre des groupements amine´s et des groupements acides.
Nous savons e´galement que chaque acide amine´ posse`de des proprie´te´s physico-
chimiques particulie`res. Ces proprie´te´s sont rassemble´es dans le diagramme de Venn de
la figure 1.5. Il est alors possible d’utiliser des courbes d’hydrophobicite´ d’une prote´ine
en examinant le potentiel hydrophobe ou hydrophile de chaque acide amine´ positionne´
dans une se´quence de prote´ine. Ces courbes forment des signatures caracte´ristiques de
certaines familles dont on sait que les se´quences qui sont amene´es a` eˆtre implante´es dans
la membrane cellulaire posse`dent des re´gions hydrophobes au centre de la membrane
et hydrophiles de part et d’autre de la membrane.
Ces mode`les tre`s simples et peu expressifs sont l’occasion de se questionner sur les
similarite´s physico-chimiques existant entre certains acides amine´s. En effet, il existe
de nombreuses matrices de taille 20x20 (http ://www.genome.jp/aaindex) refle´tant les
fre´quences de substitutions observe´es dans des blocs de se´quences similaires, la plus
ce´le`bre e´tant la matrice Blosum62 (Henikoff et Henikoff, 1992). Il en existe aussi qui
se basent sur des distances structurales. Enfin, les plus novatrices nous semblent eˆtre
des matrices base´es sur des techniques de re´gression a` partir du recueil de nombreuses
caracte´ristiques (Venkatarajan et Braun, 2001) ou encore des matrices base´es sur des
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calculs de distances analogiques (Bayoudh, 2007) entre paires d’acides amine´s.
Fig. 1.5 – Diagramme de Venn des proprie´te´s physico-chimiques des acides amine´s
(source : wikipedia)
En outre, les mode`les les plus e´volue´s prenant en compte diffe´rentes caracte´ristiques
des prote´ines et de leurs e´le´ments repre´sente´s sous forme de vecteurs sont les SVM
(machines a` vecteur support (Guermeur, 2007)).
1.2.2 Alignement de se´quences
Les familles de prote´ines posse`dent souvent quelques se´quences particulie`rement
bien e´tudie´es et ayant fait l’objet de plusieurs expe´riences en rapport direct avec la
fonction connue de la famille. Ces membres ont souvent e´te´ se´quence´s en premier et ont
une taxonomie peu exotique (homo sapiens, rattus norvegicus ou E. Coli par exemple).
Si l’on conside`re ces se´quences comme de bons repre´sentants de la famille, une ide´e
simple consiste a` e´tiqueter de nouvelles se´quences comme e´tant membres de la famille
en se rapportant a` un seuil de similarite´.
D’ou` la ne´cessite´ de posse´der des me´thodes capables de conside´rer un alignement op-
timal entre deux se´quences comme une repre´sentation de positions conserve´es entre
membres de la famille. Pour cre´er l’alignement et e´valuer le degre´ de similarite´ plu-
sieurs me´thodes sont apparues suite aux premiers travaux de Smith et Watermann
(Smith et Waterman, 1981). Citons Blast (Altschul et coll., 1990), et d’autres versions
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plus rapides et plus pre´cises comme Wu-blast (Gish, 1996) et Scanps (Barton, 2002). Le
principe de l’algorithme principal e´tant d’utiliser une matrice de substitution d’acides
amine´s (voir 1.2.1) afin de donner un score pour chaque alignement entre deux positions
de chaque se´quence des deux prote´ines, et de maximiser la somme totale de ces scores
de substitution.
Sur la figure 1.6 nous pre´sentons une partie d’un alignement obtenu a` partir du pro-
gramme Blast dans sa version Blastp.
Fig. 1.6 – Alignement entre deux se´quences de la famille des TNF par utilisation du
programme Blast dans sa version Blastp avec les parame`tres par de´faut
1.2.3 Alignements multiples
A partir du moment ou` l’on a pu re´unir suffisamment de membres a` l’inte´rieur
d’une meˆme famille, de nouveaux mode`les ont fait leur apparition. En effet, il s’agit des
diffe´rentes formes de mode`les base´es sur des repre´sentations par alignements multiples.
Les formes les plus classiques de ces repre´sentations sont des constructions d’aligne-
ments multiples globaux. Il s’agit d’associer sur une meˆme colonne une position de
chacune des se´quences de la famille en ayant recours, lorsque c’est ne´cessaire, a` des
insertions ou des de´le´tions. Tout comme pour les alignements entre deux se´quences, il
s’agit de maximiser un score global base´ e´galement sur des matrices de substitution.
Nous pre´sentons sur la figure 1.7 repre´sentant une partie d’un alignement produit sur un
e´chantillon de se´quences provenant de la famille des TNF. Cet alignement multiple est
produit par un des programmes les plus connus en alignement multiple qui se nomme
ClustalW (Thompson et coll., 1994).
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Fig. 1.7 – Alignement multiple produit par ClustalW et observe´ a` l’aide de Jalview
Visuellement on peut observer des mutations ponctuelles inte´ressantes ou des zones
particulie`rement bien conserve´es, mais la somme d’informations devient rapidement un
proble`me pour des jeux importants sur des se´quences assez longues. Parmi les pro-
grammes ayant montre´ de bonnes performances en temps de calcul pour produire de
tels alignements, nous pouvons citer Muscle (Edgar, 2004) ou encore Probcons (Do
et coll., 2005).
Cependant la repre´sentation de familles par alignement total des positions semble mon-
trer ses limites lorsqu’elle est applique´e a` des familles tre`s divergentes en similarite´. En
effet, de nombreuses positions sont associe´es pour satisfaire l’obtention d’un score opti-
mal d’alignement alors qu’aucune e´vidence de similarite´, de structure ou d’implication
dans une fonction particulie`re ne permet de valider ce rapprochement. C’est pourquoi
d’autres approches d’alignement multiple se sont concentre´ sur des aspects purement
locaux. Ainsi des programmes tels que BlockMaker (Henikoff et coll., 1995) permettent
de repre´senter des sites actifs par l’alignement de fragments de se´quences de haute si-
milarite´ au sein de la famille e´tudie´e.
Pourtant nous savons, et nous l’e´tudierons plus en de´tails dans les chapitres suivants,
que le fait de cre´er des mode`les de type automate ne´cessite une troisie`me vision des
alignements entre plusieurs se´quences. Nous rechercherons des alignements a` la fois lo-
caux (sur une vingtaine de positions par exemple) et partiels (ne prenant en compte que
quelques se´quences par familles par exemple). Cette nouvelle forme de repre´sentation
nous a e´te´ tre`s largement inspire´e par le programme d’alignement multiple Dialign2
(Morgenstern, 1999) sur lequel nous reviendrons e´galement a` plusieurs reprises.
Afin que ces repre´sentations par alignements multiples deviennent des mode`les, il a
fallu leur associer des me´thodes, souvent statistiques, afin de permettre de donner un
score a` une se´quence par rapport a` la repre´sentation, ainsi qu’un seuil permettant de
de´cider du fait que cette se´quence soit membre ou non de la famille e´tudie´e.
1.2.4 Matrices PSSM
Si l’on choisit des repre´sentations locales produites par BlockMaker, il est possible
de relever le nombre d’occurrences de chaque acide amine´ pour chaque colonne du
Block. Cette ope´ration se traduit par la construction de matrices PSSM (Position spe-
cific scoring matrix) (Ben-Gal et coll., 2005). De meˆme que pour les alignements Blast,
les alignements de se´quences sur des PSSM produisent des scores indiquant leur degre´
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de similarite´ avec les se´quences ayant produit les PSSM.
En ce qui concerne les alignements globaux, il existe un outil particulie`rement pratique
qui se nomme psi-blast (Schaffer et coll., 2001). Cette version proce`de par un premier
Blast et produit une PSSM a` partir des se´quences renvoye´es par chaque ite´ration et
permet de rescanner a` nouveau les se´quences d’une banque.
Les profils de la banque de donne´es Prosite (Hulo et coll., 2004) peuvent e´galement eˆtre
conside´re´s comme des PSSM produites ge´ne´ralement sur des sites actifs.
Cependant les PSSM ne sont pas ou tre`s peu lisibles et compre´hensibles directement (les
solutions les plus pratiques e´tant de les observer sous forme de Sequence Logo (Schnei-
der et Stephens, 1990)). Elles sont surtout prise´es pour leur capacite´ a` reconnaˆıtre de
nouveaux membres potentiels pour les familles de prote´ines.
1.2.5 Profils HMM
Les PSSM e´tant plutoˆt oriente´es vers des alignements locaux, ce sont d’autres mo-
de`les qui permettent d’utiliser les alignements multiples globaux dans le but de scanner
des banques de se´quences.
Ces mode`les sont les profils HMM ou Hidden Markov Models. Ils ont la particularite´
d’eˆtre suffisamment robustes aux proble´matiques de mutations (insertion, de´le´tion en
particulier) y compris sur de grandes portions de se´quences. Les profils HMM sont
base´s sur un squelette simple d’automate probabiliste (voir figure 1.8). Ainsi des ap-
proches comme Hmmer (Eddy, 1998) permettent des apprentissages tre`s sensibles et
tre`s compe´titifs pour ce qui est de la reconnaissance et de la discrimination entre dif-
fe´rentes familles. Il existe des bases de donne´es mettant a` disposition des profils HMM
entraˆıne´s sur des familles. Pfam (Bateman et coll., 2004) est l’une de ces bases. Cepen-
dant, la` aussi toutes les se´quences sont mises en correspondance pour faire e´merger les
zones les plus similaires et les plus partage´es par les se´quences de la famille. Ces mo-
de`les statistiques sont tre`s efficaces en reconnaissance des membres d’une famille meˆme
lorsqu’il existe des divergences de similarite´ entre les se´quences membres. Cependant
l’apprentissage est effectue´ sur une repre´sentation ne permettant pas de visualiser les
zones importantes marquant l’apparition de sous-familles. De plus, la difficile lecture de
mode`les statistiques comme les PSSM est ici beaucoup plus forte car les profils HMM
sont de ve´ritables boˆıtes noires n’apportant pas d’informations se´mantiques. De plus
ce qu’un HMM permet potentiellement en expressivite´ n’est pas utilise´ par ces profils
HMM.
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Fig. 1.8 – The Plan7 architecture (HMM architecture (Eddy, 1998). Les carre´s in-
diquent des e´tats de match. Les losanges indiquent des e´tats d’insertion. Les cercles
indiquent les e´tats de de´le´tion.
1.3 Les Motifs courts
A l’opppose´ de ces mode`les statistiques, il existe des repre´sentations dites par motifs.
Ces motifs sont des sous-expressions re´gulie`res permettant de de´crire, par un codage
particulier, une suite d’acides amine´s avec, selon le niveau d’expressivite´ (voir figure
1.9 tire´e de (Jonassen et Higgins, 1995)), la possibilite´ de repre´senter des re´pe´titions,
des gaps ou encore des groupes d’acides amine´s. Toutes ces informations permettant
de cre´er une signature caracte´ristique de quelques positions conserve´es chez tous les
membres d’une meˆme famille.
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Fig. 1.9 – Le symbole ”x” repre´sente un acide amine´ quelconque ; ”x(2)” repre´sente
exactement 2 acides amine´s ; ”x(1,3)” repre´sente entre 1 et 3 acides amine´s ; ” * ” re-
pre´sente de 0 a` une infinite´ d’acides amine´s ; ”[ILV]” repre´sente le choix entre les acides
amine´s I, L ou V.
La banque de donne´es Prosite (Hulo et coll., 2004) est une source de re´fe´rence en
matie`re de motifs de familles de prote´ines. Ces motifs ont e´te´ obtenus de fac¸on semi-
automatique par alignement multiple et analyse humaine.
Cependant il existe des me´thodes de de´couverte automatique de ce type de motifs. L’une
des plus connues est suˆrement celle de PRATT (Jonassen et Higgins, 1995). PRATT
est un programme qui a e´te´ de´veloppe´ par l’e´quipe d’I.Jonassen a` l’Universite´ de Ber-
gen. Il renvoie des motifs dont le pouvoir d’expression se situe au niveau de la classe
F, ce qui lui permet de donner des repre´sentations fines des motifs. Son algorithme se
base sur la construction d’un arbre dont les noeuds sont les motifs potentiels. L’arbre
posse`de une racine vide et s’e´tend par un ajout re´cursif d’acides amine´s a` chaque e´tage
par une approche Bottom-up (Brazma et coll., 1995). Un score est calcule´ en fonction
de la qualite´ du motif et en particulier du nombre de se´quences sur lesquelles il est
valide´. Ce raffinement par heuristique (Jonassen et coll., 1996) permet une grande vi-
tesse d’exe´cution, sachant que le choix du chemin est effectue´ a priori sur ce qui semble
le plus prometteur. Cependant, il faut noter qu’en pratique le backtracking n’est pas
force´ment effectue´ et donc que l’algorithme n’explore pas toutes les solutions. Dans
PRATT, d’autres biais comme les matrices de substitution (la possibilite´ d’introduire
les fre´quences de substitution entre acides amine´s) peuvent encore ame´liorer l’heuris-
tique. L’utilisateur garde le controˆle du parame`tre principal en de´terminant le nombre
de se´quences minimum validant le motif. On peut aussi influer sur le niveau d’inde´-
terminisation de la de´couverte, c’est-a`-dire le seuil de mutations que l’on s’autorise a`
observer.
L’algorithme de PRATT extrait des motifs posse´dant des gaps puis il effectue une
e´tape de raffinement. Par un parcours de l’ensemble des se´quences, il peut e´ventuelle-
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ment remplacer ce qui e´tait conside´re´ comme inde´termine´ par des acides amine´s comme
”[LIVM]” partageant cette meˆme position.
La version 2 du programme PRATT est une ame´lioration qui permet entre autre de
lancer une exe´cution a` partir d’alignements multiples. Il est aussi possible de choisir
une se´quence de re´fe´rence qui doit posse´der au moins une occurrence d’un motif avant
que celui-ci ne soit valide´. Mais il est surtout plus efficace en raison d’heuristiques et
en fonction de scores mieux adapte´s.
Fig. 1.10 – Exemple de PRATT sur la famille des Zinc Finger
D’autres programmes de ce type existent. Certains comme Teireisias sont directe-
ment de´rive´s de me´thodes linguistiques.
Enfin, nous pouvons e´galement citer le programme Stan (Nicolas et coll., 2005) de´-
veloppe´ dans l’e´quipe Symbiose. Il permet de chercher en une expression deux motifs
courts a` plusieurs nucle´otides d’intervalles afin de scanner potentiellement plusieurs
phases a` la fois.
1.4 Les combinaisons de mode`les
Les mode`les les plus re´cents permettent des combinaisons de certains mode`les ex-
pose´s pre´ce´demment. Citons la variante Phi-Blast du programme Blast, qui permet
d’associer a` la fois un alignement d’une se´quence, et l’utilisation d’un motif filtre.
Nous avons e´galement pu de´couvrir que la base Pfam posse´dait des entre´es nomme´es des
clans (Finn et coll., 2006). Un clan contient deux familles ou plus de Pfam. Cette com-
position re´sulte de nombreuses se´quences membres de plusieurs familles. Nous voyons la`
une limite des profils HMM qui sont par de´finition des profils consensus de l’ensemble
de l’e´chantillon et donc incapable de pre´senter correctement diffe´rentes sous-familles
dans un meˆme mode`le.
Chapitre 2
Approche de la the´orie des
langages
Nous avons vu, dans le chapitre 1, diffe´rents mode`les de familles de prote´ines. Ces
mode`les e´tant compose´s de repre´sentations des familles et de re`gles permettant de juger
de l’appartenance d’une se´quence a` ces familles.
Afin de formaliser ces notions, nous pre´sentons dans ce chapitre le domaine de la the´orie
des langages. Cette the´orie e´tablit diffe´rents niveaux de complexite´ de repre´sentations
des langages. Pour chaque niveau il existe des cate´gories de machines ou de grammaires
associe´es. Les repre´sentations pre´sente´es pre´ce´demment e´taient pour la plupart de ni-
veau assez faible en expressivite´ et ne ne´cessitaient pas force´ment une introduction a`
la the´orie des langages. Cependant le mode`le e´tudie´ dans cette the`se est de type auto-
mate, soit un niveau d’expressivite´ plus important. C’est pourquoi nous introduirons
des notions de the´orie des langages. Puis nous pre´senterons les automates a` la lumie`re
de cette the´orie. Nous e´tudierons des me´thodes permettant l’apprentissage automa-
tique d’automates. Et enfin nous verrons les adaptations permettant une application a`
la biologie et aux se´quences de prote´ines.
2.1 The´orie des langages
On peut de´finir un langage comme un ensemble de mots sur un alphabet donne´.
Nous introduisons ici les de´finitions pre´cises de ces concepts et les notations utilise´es
au travers des diffe´rentes repre´sentations de la the´orie des langages.
De´finition 2.1 (Alphabet) Un alphabet est un ensemble fini non-vide de symboles.
Soit Σ cet ensemble, la taille de Σ, note´e |Σ| est e´gale au nombre de symboles de
l’ensemble.
De´finition 2.2 (Mot) Un mot w sur un alphabet Σ est une suite x1...xn finie de
lettres xi de Σ. Un mot est aussi nomme´ se´quence ou chaˆıne. Sa taille, note´e |w|, est
la longueur de la se´quence en nombre de symboles.
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De´finition 2.3 (Langage) Un langage est un ensemble de mots.
Ainsi lorsque l’on travaille sur des ensembles de se´quences, nous travaillons sur
des ensembles nomme´s langages dans le cadre de la the´orie des langages. La the´orie
des langages s’est particulie`rement inte´resse´e aux mode`les permettant de repre´senter
et de´finir un langage (dit alors formel). Nous introduisons ici les repre´sentations par
grammaires selon la hie´rarchie de Chomsky (2.1.1), les expressions re´gulie`res (2.1.3) et
les automates (2.1.2).
2.1.1 Hie´rarchie de Chomsky
Les grammaires formelles sont des syste`mes de re´e´criture permettant de repre´senter
des langages potentiellement infinis.
Les e´le´ments constitutifs de ces grammaires sont : un ensemble de symboles terminaux
note´ T , un ensemble de symboles non-terminaux note´ N , un ensemble de re`gles note´ R
et enfin l’axiome (symbole non terminal de de´part note´ S).
Dans la suite on notera V = N ∪ T , et on supposera que N et T sont disjoints.
Selon Chomsky (Chomsky, 1956), les grammaires sont constitue´es en cinq classes (type
0 a` type 4) hie´rarchiquement imbrique´es. Les grammaires de type 0 sont les plus ge´-
ne´rales et incluent donc les grammaires de type 1 (dites “contextuelles”) qui incluent
elles-meˆmes les grammaires de type 2 (dites “hors-contexte”) qui incluent eux-meˆmes
les grammaires de type 3 (dites “re´gulie`res”).
Les grammaires ge´ne´rales (de´finition 2.4) repre´sentent des langages re´cursivement
e´nume´rables, mais le temps pour savoir si une phrase appartient ou non a` celle-ci n’est
pas force´ment fini. Elles sont reconnaissables par machine de Turing.
De´finition 2.4 Les grammaires ge´ne´rales (type 0)
sont de la forme w1 7→ w2 ou` w1 et w2 ∈ (N ∪ T )∗
α→ β
α, β ∈ V ∗, α 6= ǫ
Les grammaires contextuelles (de´finition 2.5) sont appele´es ainsi car le remplacement
d’un e´le´ment non-terminal peut de´pendre des e´le´ments autour de lui : son contexte.
Les langages produits, appele´s langages contextuels, sont exactement ceux reconnus
par machine de Turing line´airement borne´e non de´terministe.
De´finition 2.5 Les grammaires contextuelles (type 1)
sont de la forme : sXt 7→ swt ou` s, w et t ∈ (N ∪ T )∗, X ∈ N et w n’est pas vide :
w ∈ (N ∪ T )+.
αAβ → αγβ
A ∈ N,α, β, γ ∈ V ∗, γ 6= ǫ
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Les grammaires hors-contexte (de´finition 2.6) signifient que les e´le´ments non-terminaux
sont traite´s individuellement (sans de´pendance contextuelle). Ces grammaires pro-
duisent exactement les langages hors-contexte, reconnaissables par automate a` pile.
En France on parle aussi de langages alge´briques.
De´finition 2.6 Les grammaires hors-contexte (type 2)
sont de la forme : X 7→ w ou` X ∈ N et w ∈ (N ∪ T )∗
A→ γ
A ∈ N, γ ∈ V ∗
L’ensemble forme´ par les grammaires line´aires gauche et droite est l’ensemble des
grammaires re´gulie`res (de´finition 2.7). Les langages rationnels sont exactement ceux
reconnus par automate fini.
De´finition 2.7 Les grammaires re´gulie`res rationnelles (type 3)
Il faut distinguer deux cas (qui sont e´quivalents).
* Les grammaires line´aires gauches. Les re`gles sont de la forme :
A→ Ba
A→ a
A,B ∈ N, a ∈ Σ
* Les grammaires line´aires droites. Les re`gles sont de la forme :
A→ aB
A→ a
A,B ∈ N, a ∈ Σ
Il existe enfin une classe tre`s restreinte dite grammaire a` choix finis (de´finition 2.8),
qui est souvent omise dans la hie´rarchie.
De´finition 2.8 Les grammaires a` choix finis (type 4)
sont de la forme : X 7→ a ou` X ∈ N et a ∈ T
Cette the`se concerne principalement un niveau de langage et de grammaire de type
3. Les grammaires rationnelles sont une forme des repre´sentations des langages re´-
guliers. Cependant il existe des repre´sentations de puissance e´quivalente a` ce niveau
d’expressivite´. Nous allons voir en premier un type de machine classiquement utilise´ et
e´galement e´quivalent : les automates d’e´tats finis. Nous verrons e´galement une forme
de repre´sentation par expressions re´gulie`res dont les motifs forment un sous-ensemble.
2.1.2 Automates a` e´tats finis
Les automates a` e´tats finis peuvent eˆtre vus comme une repre´sentation graphique
des grammaires de type 3 faisant correspondre aux non-terminaux des e´tats et aux
re`gles de production des transitions entre ces e´tats.
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De´finition 2.9 (NFA) Un automate fini non de´terministe (NFA), est un quintuplet
A = 〈Σ, Q, I, δ, F 〉 tel que :
– Σ est l’alphabet d’entre´e
– Q est l’ensemble fini d’e´tats
– I ⊆ Q est l’ensemble des e´tats initiaux
– δ est la fonction de transition de l’automate de´finie de Q×Σ vers 2Q, un triplet
〈q, a, q′〉 avec δ(q, a) ∈ Q′ est appele´ transition
– F est l’ensemble des e´tats finals
On ge´ne´ralise classiquement la fonction δ aux mots et aux ensembles d’e´tats, soit de
2Q×Σ∗ vers 2Q par : ∀q ∈ Q, ∀w ∈ Σ∗, ∀a ∈ Σ, δ(q, ǫ) = q, δ(q, aw) = ⋃q′∈δ(q,a) δ(q′, w)
et ∀Q′ ⊆ Q, δ(Q′, w) = ⋃q∈Q′ δ(q, w).
Le langage repre´sente´ par un NFA A, note´ L(A), est l’ensemble des mots w de Σ∗ tel
que δ(I, w) ∪ F 6= ∅. Un exemple de NFA est donne´ figure 2.1.
Un NFA pour Σ = {0, 1} repre´-
sentant le langage de tous les mots
ayant un 0 comme ante´pe´nultie`me
lettre (Σ∗OΣ2). Les e´tats sont re-
pre´sente´s par des cercles, les e´tats
initiaux sont caracte´rise´s par une
fle`che entrante sans symbole, les
e´tats finals ont un double cercle, les
transitions sont repre´sente´es par des
arcs oriente´s entre les e´tats e´tiquete´s
par des lettres de l’alphabet.
Fig. 2.1 – Exemple de NFA.
La notion d’acceptation d’un mot ou d’une se´quence, dans un NFA repre´sentant le
langage, se de´finit formellement a` partir de la notion de chemin.
De´finition 2.10 (Chemin) Un chemin pour un mot w = a1...a|w| dans un automate
A = 〈Σ, Q, I, δ, F 〉 entre les e´tats q et q′ est une se´quence de |w| + 1 e´tats, de´note´e
(q0, ..., q|w|)w telle que q0 = q, q|w| = q
′ et ∀i ∈ [0, |w|−1], qi+1 ∈ δ(qi, ai+1). On dira des
transitions 〈qi, a, qi+1〉 qu’elles sont exerce´es par le chemin.
De´finition 2.11 (Acceptation) Une acceptation pour un mot w = a1...a|w| dans un
automate A = 〈Σ, Q, I, δ, F 〉 est un chemin (q0, ..., q|w|) dans A entre les e´tats q0 et
q|w| tel que q0 ∈ I et q|w| est final, i.e. q|w| ∈ F . L’e´tat q0 est nomme´ e´tat initial de
l’acceptation et l’e´tat q|w| e´tat final de l’acceptation.
On note AccA(w) l’ensemble des acceptations d’un mot w dans un automate A. La
notion de chemin et d’acceptation est illustre´e figure 2.2.
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Il y a deux chemins entre q1 et q4 par
aa : (q1, q2, q4) et (q1, q3, q4) et une
acceptation pour le mot aaba dans
l’automate : (q1, q2, q2, q4).
Fig. 2.2 – Illustration de la notion de chemin et d’acceptation.
Les automates finis de´terministes (DFA, de´finition 2.12) sont un sous-ensemble des
automates finis non de´terministes. Nous verrons deux exemples d’algorithmes d’appren-
tissage de DFA par la suite. Cependant, dans notre approche, nous avons fait le choix
de ne pas nous restreindre a` ce sous-ensemble malgre´ une litte´rature plus importante
sur les DFA. Nous en expliquerons les raisons.
De´finition 2.12 (DFA) Un automate fini de´terministe (DFA), est un quintuplet A =
〈Σ, Q, I, δ, F 〉 tel que :
– Σ est l’alphabet d’entre´e
– Q est l’ensemble fini d’e´tats
– I ⊆ Q est l’ensemble des e´tats initiaux
– δ est la fonction de transition de l’automate de´finie de Q× Σ vers Q, un triplet
〈q, a, q′〉 avec Q′ ∈ δ(q, a) est appele´ transition
– F est l’ensemble des e´tats finals
Nous pre´sentons e´galement la de´finition 2.13 d’un autre type d’automate nomme´
FTA. En effet, les FTA ont e´te´ utilise´s par A. Leroux dans un contexte similaire au
noˆtre (voir section 2.4).
De´finition 2.13 (FTA) Un automate a` transitions fini non de´terministe (FTA), est
un triplet A = 〈Σ, Q, T tel que :
– Σ est l’alphabet d’entre´e
– Q est l’ensemble fini d’e´tats
– T est l’ensemble des transitions, chaque transition du FTA est un quadruplet
t = (q, l,m, q′), tel que q ∈ Q (resp.q′ ∈ Q) est l’origine (resp. la cible) avec l ∈ Σ
le label de la transition, et m la marque indiquant si t est un e´tat initial et/ou
final
2.1.3 Expressions re´gulie`res
La repre´sentation des langages sous forme d’expression re´gulie`re (ou expression ra-
tionnelle) est une notation particulie`re des langages re´guliers. Les expressions re´gulie`res
sont de´finies par le formalisme suivant (Yu, 1997).
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De´finition 2.14 (Expression re´gulie`re) Soit Σ un alphabet. Une expression re´gu-
lie`re e sur Σ et le langage L(e) qu’elle repre´sente sont de´finis re´cursivement comme
suit :
1. e = ∅ est une expression re´gulie`re repre´sentant le langage L(e) = ∅.
2. Pour tout a ∈ Σ ∪ ǫ, e = a est une expression re´gulie`re repre´sentant le langage
L(e) = a.
3. Si e1 et e2 sont des expressions re´gulie`res repre´sentant respectivement les langages
L(e1) et L(e2), alors (e1+e2), (e1.e2) = (e1e2), e
∗
1 sont des expressions re´gulie`res
repre´sentant respectivement les langages L(e1)∪L(e2), L(e1)⊙L(e2),L(e1)∗(l’ope´ration
R⊙S de´note le produit de Cauchy, de´fini par : L⊙L′ = uv ∈ Σ∗/u ∈ L, v ∈ L′).
Par commodite´ on utilisera un syste`me de priorite´ sur les ope´rateurs (par priorite´
de´croissante, ∗, ., +) et quelques abus de notation :
– L’expression re´gulie`re e = Σ∗ repre´sente le langage L(e) = a∗/a ∈ Σ.
– L’expression re´gulie`re e = Σn repre´sente le langage L(e) = w ∈ Σ∗/|w| = n.
– L’expression re´gulie`re e = Σn,m avec n,m ∈ N repre´sente le langage L(e) =
w ∈ Σ∗/|w| = [n,m].
Par exemple, le langage, sur l’alphabet Σ = a, b, de tous les mots contenant le sous mot
baba peut s’e´crire Σ∗babaΣ∗, le langage contenant tous les mots avec un nombre pair
de a peut s’e´crire (b∗|ab∗a)∗.
2.2 Les se´quences ge´nomiques au travers de la the´orie des
langages
L’analyse de se´quences en bioinformatique se rapporte principalement aux se´quences
d’ADN, d’ARN ou de prote´ines. Cette analyse se fait traditionnellement sous l’angle de
comparaisons par alignement des se´quences ou par de´couverte de motifs courts conser-
ve´s (voir chapitre 1).
La the´orie des langages nous permet ici de faire ces analyses sous un angle plus large.
Cependant nous nous focalisons ici sur les applications des langages re´guliers qui sont
une premie`re avance´e, assez peu exploite´e, vers plus d’expressivite´ que les outils stan-
dards.
2.2.1 Description des donne´es
Les briques de base des donne´es biologiques que nous avons a` conside´rer dans les
jeux de se´quences, sont les acides nucle´iques et les acides amine´s. Nous avons donc a`
disposition trois alphabets.
– A,G,C,T : Alphabet de taille 4 des acides nucle´iques de l’ADN
– A,G,C,U : Alphabet de taille 4 des acides nucle´iques de l’ARN
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– A,R,N,D,C,E,Q,G,H,I,L,K,M,F,P,S,T,W,Y,V : Alphabet de taille 20 des acides
amine´s des prote´ines
Les mots sont les se´quences compose´es a` partir de ces alphabets. En bioinformatique,
nous parlons plus volontiers de se´quences que de mots. Nous avons donc des se´quences
nucle´iques et des se´quences prote´iques. Meˆme si les se´quences nucle´iques sont actuelle-
ment traitables par notre approche, nous nous sommes plutoˆt focalise´ sur les se´quences
prote´iques. Ce type de se´quences a e´te´ favorise´ de part nos collaborations oriente´es “fa-
milles de prote´ines” ainsi que par la richesse des informations structurelles et physico-
chimiques.
2.2.2 Le langage d’une famille de prote´ines
D’apre`s la de´finition the´orique d’un langage (2.3), on peut faire correspondre a`
chaque famille de prote´ines un langage repre´sente´ par l’ensemble S des se´quences ap-
partenant a` la famille. Chaque se´quence de S est associe´e a` une structure ou une fonction
symbolisant la famille.
En re´alite´, la nature n’a pas eu le temps et l’espace d’explorer toutes les possibilite´s et
variantes de se´quences pouvant appartenir a` S. D’autre part, en pratique, les projets
de se´quenc¸age n’ont pas extrait toutes les possibilite´s et variantes de se´quences exis-
tant sur Terre a` toutes les e´poques. C’est pourquoi, il est essentiel d’avoir a` l’ide´e les
diffe´rents ensembles de se´quences :
– l’ensemble de se´quences connues, se´quence´es et annote´es par les biologistes (L1)
– l’ensemble de se´quences connues, mais pas encore annote´es (L2)
– l’ensemble de se´quences existant dans la nature mais non-connues et non se´quen-
ce´es (L3)
– l’ensemble de se´quences non-explore´es par la nature mais qui, si l’on synthe´tisait
leur se´quence, seraient fonctionnelles (L4)
Nous verrons dans la partie correspondant a` l’apprentissage du mode`le que le but de
notre approche va eˆtre d’apprendre le langage L5 = L1, L2, L3, L4 a` partir de L1
lorsque l’on a la chance de posse´der un ensemble L1 suffisamment pre´cis et fiable.
L’espoir e´tant de pouvoir rapidement annoter L2 et de permettre de rechercher plus
facilement de nouvelle se´quences appartenant a` L3.
2.2.3 Expression re´gulie`re en bioinformatique
Les pre´mices, assez peu expressives, des expressions re´gulie`res ont e´te´ rapidement
adapte´es a` la bioinformatique. Avec l’introduction de la description des gaps, ces repre´-
sentations ont e´te´ appele´es “motifs”. Nous avons constate´ que le niveau d’expressivite´
potentiel des expressions re´gulie`res n’est pas entie`rement exploite´. En effet, la ce´le`bre
banque de motifs Prosite (Hulo et coll., 2004), ainsi que l’ outil de de´couverte de motifs
Pratt (Jonassen et Higgins, 1995) repre´sentent tous deux des langages de classe J dans
la repre´sentation de Jonassen. La classe J est moins expressive que ne le permet la
classe des expressions re´gulie`res (voir figure 2.3.3 dans le chapitre pre´ce´dent).
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2.2.4 Automates en bioinformatique
La repre´sentation par automate n’est pas force´ment familie`re pour les biologistes.
Pourtant les automates peuvent se re´ve´ler comme des mode`les tre`s inte´ressants. Base´s
sur l’alphabet des acides amine´s, ils repre´sentent de manie`re discre`te et visuelle, le lan-
gage de l’ensemble des se´quences prote´iques que l’on souhaite conside´rer.
L’observation d’une se´quence a` l’inte´rieur d’un automate bien construit doit pouvoir
nous renseigner sur les positions importantes partage´es par la famille, ou les domaines
utilise´s, ou encore les zones structurales possibles. De plus les automates sont des repre´-
sentations permettant de faire apparaˆıtre des sous-familles divergentes dans le meˆme
mode`le.
La repre´sentation des langages prote´iques par automate pre´sentant de bonnes proprie´-
te´s, le but de cette the`se a e´te´ de faire de l’apprentissage automatique d’automates.
2.3 Apprentissage d’automates d’e´tats finis
2.3.1 Introduction
La section pre´ce´dente nous a permis de de´finir et d’e´tablir la hie´rarchie des gram-
maires, et en particulier les NFA. Nous allons a` pre´sent e´tudier les domaines et les
me´thodes permettant l’apprentissage automatique de ces grammaires.
L’apprentissage d’automates s’inscrit dans le cadre de l’infe´rence grammaticale qui
fait elle-meˆme partie du domaine de l’apprentissage par induction. Ce dernier peut eˆtre
formule´ comme la taˆche de de´couvrir un concept caracte´risant un ensemble d’objets a`
partir d’exemples de ces objets (et parfois de contre-exemples). L’espace des concepts
est fixe´ et on s’inte´resse en ge´ne´ral aux concepts optimaux, selon un crite`re lie´ a` la
complexite´ de la repre´sentation du concept.
En infe´rence grammaticale, les objets que l’on conside`re sont des se´quences sur un
alphabet fini. Au concept recherche´, correspond alors un ensemble de se´quences, et
donc un langage formel. Afin de caracte´riser ce langage, on utilise des repre´sentations
syntaxiques comme les grammaires, d’ou` le terme d’infe´rence grammaticale.
L’infe´rence grammaticale est un domaine de recherche ne´ dans les anne´es 1960, motive´
par l’analyse et l’acquisition de la langue naturelle. L’article fondateur est celui de E.M.
Gold (Gold, 1967).
Dans le cas plus spe´cifique de l’apprentissage d’automates (repre´sentation graphique
des grammaires re´gulie`res), il existe un nombre important de publications proposant
des algorithmes d’infe´rence : (Biermann et Feldman, 1972; Oncina et Garcia, 1992;
Angluin, 1987; Yokomori, 1994; Denis et coll., 2001; Lang, 1992).
Ne´anmoins, parmi tous ces travaux, seuls (Yokomori, 1994; Denis et coll., 2001) utilisent
la repre´sentation par automates finis non de´terministes, tous les autres se limitant a`
l’utilisation d’automates de´terministes.
En ce qui concerne la bioinformatique, les travaux de D. Fredouille (Fredouille, 2003)
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nous ont montre´ les premie`res applications d’apprentissage de NFA sur des se´quences
prote´iques. Ils ont montre´ en quoi le choix des NFA e´tait adapte´ au contexte e´tudie´.
Nous y revenons ci-apre`s.
2.3.2 Le choix du non de´terminisme
Les automates de´terministes posse`dent des proprie´te´s facilitant leur manipulation.
D’un autre coˆte´, les arguments principaux de l’utilisation des automates non de´termi-
nistes sont leur compacite´ et leur caracte`re explicite. En effet, le crite`re optimise´ par
les algorithmes d’infe´rence d’automates est habituellement, par application du prin-
cipe du rasoir d’Occam, la taille des automates (en nombre d’e´tats). Le nombre d’e´tats
d’un automate non de´terministe ne´cessaire pour repre´senter un langage re´gulier peut
eˆtre exponentiellement plus petit que celui de l’automate de´terministe minimal pour
ce langage (Hopcroft et Ullman, 1979). Les automates non de´terministes ont donc un
avantage certain sur les de´terministes pour permettre l’infe´rence de repre´sentations de
petite taille.
Le deuxie`me avantage des automates non de´terministes est de pouvoir repre´senter le
meˆme langage de fac¸ons tre`s diffe´rentes. On pourra ainsi choisir, parmi les automates
possibles pour un langage, celui qui est le plus facilement compre´hensible, rendant ce
mode de repre´sentation explicite. C’est la capacite´ a` conserver la se´mantique qui donne
un inte´reˆt particulier aux NFA.
C’est pourquoi notre approche se basera sur l’apprentissage de NFA et nous n’abor-
derons pas l’apprentissage de DFA dans notre approche de´crite au chapitre 3. Seul ce
chapitre de´crira les bases de l’apprentissage d’automates a` partir d’algorithmes clas-
siques connus sur les DFA.
2.3.3 Algorithmes par fusion d’e´tats
L’apprentissage d’automates dans le cadre de l’infe´rence grammaticale consiste a`
trouver le langage cible L e´tant donne´ un jeu d’apprentissage S+ de se´quences appar-
tenant a` ce langage et parfois en utilisant e´galement un jeu de contre-exemples S−.
Les algorithmes classiques, dont nous verrons deux repre´sentants RPNI et EDSM, fonc-
tionnent par fusion d’e´tats a` partir d’un automate canonique maximal (MCA). Chaque
se´quence si de S+ est repre´sentable sous la forme d’un automate canonique Ai de´crivant
un unique chemin acceptant si.
De´finition 2.15 (Automate Canonique) Soit une se´quence s, l’automate canonique
A(s) est le plus petit automate de´terministe complet reconnaissant le langage {s}.
Le MCA de S+ est l’automate acceptant entie`rement et uniquement le langage des
se´quences d’apprentissage S+. Nous de´finissons alors le MCA de la manie`re suivante.
De´finition 2.16 (Automate Canonique Maximal (MCA)) Pour A() une fonc-
tion qui renvoie l’automate canonique d’une se´quence, MCA(S+) = ∪i=|S+|i=1 A(si).
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Le MCA de S+ repre´sente exactement le langage de S+. L’ide´e de l’apprentissage
par fusion d’e´tats (de´finition 2.17) est de ge´ne´raliser le langage (augmenter le nombre
de se´quences accepte´es) en appliquant des fusions entre e´tats. En effet, les fusions entre
les e´tats ge´ne`rent de nouveaux automates introduisant de nouveaux chemins et donc
de nouvelles se´quences dans le langage, a` partir du MCA.
De´finition 2.17 (Fusion d’Etats) Soit un automate A. La fusion de deux e´tats Q1
et Q2 de A cre´e un nouvel e´tat Q3 tel que ∀x ∈ Σ, δ(Q3, x) = {δ(Q1, x) ∪ δ(Q2, x)} et
∀i ∈ Q si ∃δ(Qi, y) = Qj avec j = 1 ou j = 2 alors δ(Qi, y) = Q3. La fusion entraˆıne
e´galement la disparition des e´tats fusionne´s ainsi que des arcs arrivant ou sortant de
ces e´tats.
Le cas extreˆme de ge´ne´ralisation peut eˆtre atteint lorsque tous les e´tats ont e´te´
fusionne´s. L’automate re´sultant s’appelle alors l’automate universel (2.18).
De´finition 2.18 (Automate Universel (UA)) L’UA est un automate de´fini sur un
alphabet Σ, a` un e´tat et une transition bouclant sur l’unique e´tat, qui accepte tous les
mots possibles de´finis sur l’alphabet Σ, soit : Σ∗.
La me´thode d’infe´rence grammaticale base´e sur la fusion d’e´tat consiste alors a`
explorer l’espace de recherche (figure 2.3.3) des automates possibles entre le MCA et
l’UA.
Certains algorithmes (RPNI par exemple) peuvent e´galement prendre en compte un
e´chantillon d’apprentissage ne´gatif S−. La mise a` disposition de cet e´chantillon d’ap-
prentissage ne´gatif permet de limiter l’espace de recherche. Cette frontie`re est nomme´e
“border set” et est atteinte de`s qu’une se´quence ne´gative est accepte´e par l’automate
courant dans le processus de fusion.
L’espace de recherche pour l’infe´rence de DFA par fusion d’e´tats est de´crit avec
pre´cision par P. Dupont, L. Miclet et E. Vidal (Dupont et coll., 1994).
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Fig. 2.3 – Espace de recherche pour un automate fini non de´terministe.
Nous donnons ici le principe ge´ne´ral des algorithmes gloutons par fusion d’e´tats
lorsque l’on dispose d’un jeu d’apprentissage positif, d’un jeu d’apprentissage ne´gatif
et d’une fonction permettant de tester la compatibilite´ entre un automate et le jeu
d’apprentissage ne´gatif de manie`re a` ne passer franchir le Border Set.
Algorithme 1 Principe des algorithmes gloutons par fusion a` partir d’un ensemble S+
et d’un ensemble de contre-exemples S−
Entre´es jeu d’apprentissage positif S+, jeu d’apprentissage ne´gatif S−
Sorties automate re´sultat A
Tant que choix de deux etats(A,Q1, Q2) faire
A′ ← fusion(A,Q1, Q2)
Si estcompatible(A
′, S−) alors
A← A′
Fin si
Fin tant que
Retourner(A).
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2.3.4 Algorithmes d’infe´rence de DFA et de NFA
Les algorithmes d’infe´rence par fusion d’e´tats les plus connus sont certainement les
algorithmes RPNI (Oncina et Garcia, 1992) et EDSM (Lang et coll., 1998b). Ces deux
algorithmes infe`rent des DFA.
RPNI et EDSM fonctionnent tous deux sur le principe de la fusion d’e´tats. Cependant,
dans le cas des DFA, l’automate A n’est pas initie´ avec le MCA mais avec le PTA
(Prefix Tree Acceptor) qui est en re´alite´ le MCA ayant subit des fusions pour de´ter-
minisation. De meˆme la fonction de fusion d’e´tats est suivie par une fonction de fusion
pour de´terminisation de l’automate, afin qu’il reste un DFA.
La diffe´rence entre RPNI et EDSM se situe au niveau de la fonction choix de deux etats
(A, q1, q2). Cette fonction choisit deux e´tats, q1 et q2, de A qui seront fusionne´s par l’al-
gorithme. Si aucune fusion n’est plus possible, la fonction retourne faux.
La fonction choix de deux etats() dans l’algorithme RPNI choisit les couples d’e´tats a`
fusionner selon un ordre pre´de´termine´ standard, ce qui lui donne ses proprie´te´s d’iden-
tification (Higuera et coll., 1996). EDSM, par contre, choisit a` chaque e´tape le couple
d’e´tats qui, par fusion de´terministe, engendre la fusion d’un maximum d’e´tats finals. Il
s’agit intuitivement de fusionner les plus grands suffixes commun. Cette heuristique a
permis a` l’algorithme EDSM de gagner la compe´tition d’infe´rence grammaticale Abba-
dingo (Lang et coll., 1998a).
Dans le meˆme article de P. Dupont, L. Miclet et E. Vidal (Dupont et coll., 1994), l’es-
pace de recherche pour automates non de´terministes par fusion d’e´tats est e´galement
de´crit. Bien qu’aucun algorithme pour l’infe´rence de NFA n’avait e´te´ propose´ dans ce
contexte, nous citons ici quelques re´fe´rences. Il s’agit en premier d’un algorithme d’in-
fe´rence de NFA dans MAT (Angluin, 1987), il est duˆ a` Yokomori (Yokomori, 1994). Le
deuxie`me infe`re non pas des NFA, mais des fonctions rationnelles pouvant eˆtre repre´-
sente´es dans certains cas par des NFA (Bergadano et Varricchio, 1996). Le troisie`me
est apparu en 2000 afin d’infe´rer une nouvelle sous classe des NFA, la classe des RFSA
(Denis et coll., 2001).
Enfin, nous allons pre´senter en (2.4), comment les travaux de D. Fredouille (Fredouille,
2003) ont fait e´merger de nouveaux algorithmes d’infe´rence de NFA fonctionnant sur
le principe de la fusion d’e´tats.
2.4 Premiers algorithmes d’infe´rence de NFA applique´s a`
la biologie
Cette the`se s’est baˆtie a` partir de diffe´rents travaux mene´s pre´ce´demment dans
l’e´quipe Symbiose de l’Irisa. Les premiers essais d’apprentissage par heuristique de fu-
sion d’e´tats ayant donne´ des re´sultats inte´ressants sur ce type d’application ont e´te´
mene´s lors du stage de B. Idmont dans l’e´quipe Symbiose (Idmont, 2002) et ont permis
de montrer que les re´sultats obtenus e´taient meilleurs que les meˆmes expe´riences mene´es
en utilisant les algorithmes classiques d’apprentissage de DFA comme RPNI et EDSM.
L’approche a introduit l’utilisation et la fusion de fragments ge´ne´re´s par le programme
Dialign (Morgenstern, 1999).
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D’autres travaux ont e´te´ oriente´s par D. Fredouille (Fredouille, 2003) vers un apprentis-
sage de NFA type´s (avec apport de connaissances se´mantiques). Mais les applications
sur des NFA non-type´s ont e´te´ assez difficiles.
En effet, le constat e´tabli par D. Fredouille au sujet des NFA non-type´s lors d’une ex-
pe´rience d’apprentissage sur des prote´ines alkaline phosphatase (Fredouille, 2003) e´tait
le suivant : “Ces automates obtenus sans typage sont trivialement trop ge´ne´raux. Ils
n’inte`grent aucunement ne fusse que la notion de longueur des exemples [...] Le pro-
ble`me pose´ ne semble pourtant pas difficile : les se´quences fournies sont en effet tre`s
similaires, courtes et peu nombreuses”.
De meˆme il conclut au sujet d’une expe´rience d’apprentissage d’automate sur des pro-
te´ines MIP : “L’heuristique a montre´ ses limites sur des ve´ritables donne´es biologiques”.
En conclusion, les premiers essais nous ont donc permis de constater que ces approches
e´taient encourageantes mais non-utilisables a` ce stade.
De son coˆte´, A. Leroux (Le Roux, 2005) a e´galement de´veloppe´ une me´thode d’infe´rence
dite SDTM calculant des alignements locaux entre paires de prote´ines et produisant des
machines se´quentielles proche de celle de Mealy. La base the´orique reposant cette fois-ci
sur des automates a` transition (FTA de´finis en 2.13) La` aussi plusieurs proble`mes ont
e´te´ souleve´s au moment de la confrontation a` des donne´es re´elles.
Voici les difficulte´s auquelles les diffe´rents auteurs pre´ce´dents ont tous e´te´ confronte´s et
dont la re´solution semble ne´cessaire avant de pouvoir disposer d’algorithmes d’appren-
tissage de NFA sur des jeux de prote´ines :
– surge´ne´ralisation
– perte des domaines identifiables trivialement
– l’approche par pre´fixe ou suffixe ne semble pas adapte´e a` l’application
– perte de la structure par fusions engendrant de grandes boucles
2.4.1 Conclusion
Ce chapitre nous a permis de poser les bases the´oriques de l’apprentissage d’auto-
mates sur des se´quences biologiques. Il a permis e´galement de situer ce type de mode`les
dans la hie´rarchie de Chomsky. Dans le chapitre 4 nous allons voir, au travers de notre
nouvelle approche, diffe´rents algorithmes d’apprentissage de NFA inspire´s des pre´ce´-
dents travaux connus dans le domaine. Nous pre´ciserons les diffe´rentes adaptations qui
nous ont e´te´ ne´cessaires avant de pouvoir obtenir des re´sultats inte´ressants comme ceux
pre´sente´s dans la partie III.
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Deuxie`me partie
Apprentissage d’automates
non-de´terministes sur des
familles de prote´ines
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Nous exposons dans cette partie une approche heuristique permettant d’apprendre
des NFA a` partir de jeux de se´quences de prote´ines. Cette approche est innovante par
le niveau d’expressivite´ recherche´ pour le mode`le. En effet, les NFA peuvent pre´senter
diffe´rents chemins d’acceptations et eˆtre le support d’une certaine se´mantique. L’ap-
proche sera ici de´cline´e en diffe´rents algorithmes.
L’ide´e principale a e´te´ de transposer les proce´de´s d’apprentissage par fusion d’e´tats du
chapitre 2. Motive´s par les premie`res tentatives effectue´es dans l’e´quipe et se basant
sur les perspectives e´voque´es alors, nous avons abouti a` une se´paration du proble`me
en deux e´tapes. La premie`re est une phase d’alignement, dont le but est d’identifier les
e´tats candidats a` la fusion. La seconde phase est une phase de ge´ne´ralisation propre-
ment dite, ou` l’on applique les fusions choisies et des post-traitements imagine´s graˆce
a` la nature des donne´es.
L’ide´e de notre nouvelle approche est de produire des mode`les capables de repre´senter
toutes les zones ne´cessaires a` la caracte´risation d’une famille de prote´ines, en s’affran-
chissant des alignements globaux, en apportant de la se´mantique, tout en conservant
de bonnes capacite´s de reconnaissance. Les mode`les que nous souhaitons obtenir ont un
roˆle se situant dans la continuite´ des approches expose´es au chapitre 1. Il s’agit donc
de prendre en entre´e des se´quences biologiques membres d’une famille et de construire
automatiquement un mode`le capable de repre´senter la famille. L’apport des NFA ap-
pris sur ces se´quences doit provenir du passage a` un niveau plus e´leve´ d’expressivite´
par rapport aux mode`les de types alignements, motifs, etc.
Voyons a` pre´sent au travers des deux phases distinctes (alignement et ge´ne´ralisation)
les re´ponses apporte´es dans la construction d’un mode`le de type automate.
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Chapitre 3
Alignement Multiple Partiel et
Local
Ce chapitre aborde la premie`re phase de l’approche, a` savoir la production d’un
nouveau type d’alignement de positions par analyse d’un jeu de se´quences e´chantillon
d’une famille de prote´ines. Ce nouveau type d’alignement correspond tout a` fait au
type de mode`le que nous souhaitons obtenir, a` savoir des automates qui permettent des
compositions de zones similaires.
3.1 Partial local multiple alignement (PLMA)
A partir de se´quences de prote´ines, nous cherchons a` mettre en valeur les caracte´-
ristiques communes qui en font une famille. Certaines familles de forte similarite´ entre
les se´quences permettent une caracte´risation par un alignement global des positions.
Cependant d’autres familles pre´sentant des domaines espace´s te´moignent d’une carac-
te´risation faite de plusieurs alignements locaux. C’est une se´paration que l’on qualifie
d’horizontale, qui met en valeur diffe´rents domaines de quelques positions. Enfin, nous
avons pu remarquer qu’il existe aussi des similarite´s partage´es par quelques groupes de
se´quences qui forment alors des sous-familles. Nous qualifions ces se´parations de verti-
cales, car cre´ant des sous-ensembles des se´quences habituellement superpose´es par les
alignements globaux
Afin de mettre en valeur les diffe´rentes se´parations verticales et horizontales dans un
jeu de se´quences, nous cherchons donc a` produire un alignement multiple qui soit a`
la fois local et partiel. En pratique ce type d’alignement revient a` mettre en relation
des positions appartenant aux se´quences du jeu repre´sentant la famille d’inte´reˆt. Nous
utilisons le terme d’alignment (de´finie en 3.1) un ensemble de positions relie´es au sein
d’un jeu de se´quences. L’ensemble des associations releve´es forme alors une partition
(de´finie en 3.2). Notons qu’il est possible que certaines positions ne participent a` au-
cune relation de similarite´. Classiquement, un alignement multiple est une partition du
jeu de se´quences respectant une contrainte d’ordre entre les positions de chaque se´-
quence. Notre me´thode consiste a` rechercher des blocs dits blocs de PLMA (de´finis en
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3.8), puis a` les assembler selon diffe´rentes contraintes. Le re´sultat obtenu est un PLMA
(de´fini en 3.9) pour Partial Local Multiple Alignment. Un PLMA e´tant un ensemble
de blocs de PLMA eux-meˆmes constitue´s d’ensemble d’associations de positions, alors
nous pouvons repre´senter un PLMA sous la forme d’une partition. Il est important ici
de bien diffe´rencier la notion de POA (Alignement Partiel Ordonne´) qui ne repre´sente
que des associations ordonne´es de positions, et la notion de PLMA. L’association de
positions dans un PLMA est base´e sur un contexte et a une valeur se´mantique impor-
tante. Par se´mantique nous entendons le fait de pouvoir trouver des zones similaires qui
peuvent correspondre a` des domaines, des structures, des enchaˆınements de proprie´te´s
physico-chimiques, ou bien des sites actifs particuliers.
Fig. 3.1 – Partitionnement des positions d’un ensemble de se´quences.
De´finition 3.1 Soit S un ensemble de se´quences et notons Si,j la position j de la se´-
quence i. Un alignement (ou partie) Ax est un ensemble de position Ax(S) = {Si1,j1, Si2,j2, ..., Sin,jn}
tel qu’il existe un lien direct, ou par transitivite´, de similarite´ entre toutes les positions
de l’alignement.
De´finition 3.2 Soit S un ensemble de se´quences et Si,j repre´sente la position j de la
se´quence i. Une partition Px est un ensemble d’alignements. Formellement, un ensemble
E d’alignements S est une partition de S si :
– Aucun e´le´ment de E n’est vide
– L’union des associations est e´gal a` l’ensemble des positions de S
– Les associations sont deux a` deux disjointes
3.2 Similarite´
Nous avons donc propose´ l’obtention d’un PLMA base´ sur des relations de similarite´s
comme objectif de la caracte´risation. Revenons alors sur ce que l’on entend par similarite´
et quelles sont les entite´s compare´es dans ces relations de similarite´s.
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En bioinformatique, la notion de similarite´ entre deux objets de meˆme nature est utilise´e
a` tous les niveaux d’observation du vivant :
– Les espe`ces sont e´tudie´es par les phyloge´nistes selon des mesures de similarite´s
(comparaison de caracte´ristiques physiques par exemple).
– Les cellules peuvent e´galement faire l’objet d’un rapprochement selon des crite`res
de roˆle fonctionnel (cellules caracte´ristiques du fonctionnement d’un organe par
exemple).
– Dans le cas de se´quences de prote´ines ou d’ADN, les alignements globaux ob-
tenus permettent de choisir une mesure de similarite´ obtenue par alignement et
utilisation de matrices de substitution.
– Pour la structure 3D des prote´ines le RMSD est la mesure classique d’e´valuation
d’e´loignement entre deux structures.
– Il existe, a` plus bas niveau, de nombreuses mesures de distances entre acides
amine´s.
Dans notre proble´matique de caracte´risation de familles de prote´ines, les zones fonc-
tionnelles et similaires sont mises en valeur par un processus d’e´volution et de pression
se´lective. En effet les zones fonctionnelles ou domaines, montrent une faible divergence
par rapport aux zones non fonctionnelles.
Si nous nous plac¸ons sous l’angle de la recherche d’une partition, nous allons aligner des
positions. Nous pouvons de´ja`, pour ce niveau de pre´cision, obtenir des informations sur
l’acide amine´ correspondant. Rappelons alors qu’entre un acide amine´ a1 a` une position
p1 et un acide amine´ a2 a` une position p2 nous pouvons affecter un poids ou une distance
ou une similarite´ S(a1, a2) en fonction de matrices existantes. Ces matrices ont pu eˆtre
construites en fonction de la fre´quence de substitution, de proprie´te´s physico-chimiques
ou encore de structures tridimensionnelles.
Cependant, nous pouvons constater qu’une position dans une zone correspondant a` un
domaine n’est pas uniquement caracte´rise´e par l’acide amine´ correspondant a` cette po-
sition, mais aussi au contexte de cette position. Par contexte on entend principalement
les positions voisines de la position e´tudie´e.
3.3 Paires de fragments significativement similaires (SFP)
Afin de mettre en valeur des sites actifs ou des structures particulie`res, nous allons
observer les fragments (de´finition 3.3) de diffe´rentes se´quences. Nous allons alors in-
troduire des mesures de similarite´ correspondant a` des associations de fragments. Ces
associations se feront par paires dans un premier temps, puis par ensembles plus impor-
tants dans un second temps. La finalite´ e´tant la construction de la partition repre´sentant
le PLMA final.
De´finition 3.3 Soit une se´quence S = p1...pn. Un fragment ou sous-se´quence F de S
est un sous-ensemble de positions contigue¨s pi...pj de S.
B. Idmont (Idmont, 2002) a propose´ l’utilisation des paires de fragments d’un pro-
gramme initialement utilise´ pour obtenir des alignements multiples globaux. Ce pro-
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gramme se nomme Dialign2 (Morgenstern, 1999) et dispose d’une option permettant
d’obtenir un ensemble de paires de fragments. Ce programme permet de prendre en
conside´ration des paires p = (F1, F2) de fragments tel que |F1| = |F2| = |p| et tel que
|p| peut prendre des valeurs diffe´rentes. L’avantage e´tant que la mesure de similarite´,
par estimation du poids des diagonales, est plus homoge`ne et permet de comparer des
diagonales de tailles diffe´rentes.
Nous avons introduit le terme de SFP(de´finition 3.4) pour de´signer des paires de frag-
ments significativement similaires. Cette notion repose sur la notion de seuil. Une SFP
est donc l’association entre une diagonale de type Dialign, son score de similarite´, et
un seuil de similarite´ choisi par l’utilisateur de l’approche.
De´finition 3.4 [SFP (Significantly Similar Fragment Pair)] Une paire de fragments
(F1, F2) est significativement similaire si, pour une fonction de similarite´ ou un score
w() et un seuil t, w((F1, F2)) > t.
Fig. 3.2 – Repre´sentation de plusieurs SFP dans un jeu de se´quences.
De manie`re ge´ne´rale, nous cherchons a` obtenir un score de similarite´ correspondant
dans un premier temps a` une comparaison entre deux fragments. Si l’on pose un frag-
ment F1 et un autre fragment F2, il est possible de comparer et d’estimer une similarite´
entre F1 et F2, meˆme si |F1| 6= |F2|. En effet, nous avons vu qu’il existait des algorithmes
de type Blast qui permettent d’aligner deux se´quences ou fragments de se´quences et
d’y affecter un score relatif a` la qualite´ de l’alignement (voir chapitre 1).
On peut e´galement choisir d’autres me´thodes re´duisant le nombre d’associations pos-
sibles en imposant une longueur fixe |F1| = |F2| comme dans Gemoda (Jensen et coll.,
2005).
Cependant le choix de Dialign nous a permis de controˆler la taille de notre espace de re-
cherche (ensemble des SFP). De plus, les strate´gies de´veloppe´es dans Dialign telles que
le choix de ne pas conside´rer comme aligne´es certaines positions ne participant pas a`
des diagonales, nous ont conforte´s dans l’ide´e de chercher a` se focaliser sur l’alignement
de zones caracte´ristiques pre´cises, localise´es et ne recouvrant potentiellement qu’une
partie des se´quences.
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3.4 Evaluation du score d’une SFP
Nous souhaitons un score de similarite´ de SFP suffisamment fin pour permettre a`
l’utilisateur de parame´trer ce qu’il conside`re comme seuil de significativite´. De plus, un
score homoge`ne nous permettra e´ventuellement de choisir entre deux SFP en relation
d’incompatibilite´ (nous de´taillons les contraintes possibles en 3.9). L’approche de Dia-
lign nous semblant particulie`rement approprie´e, nous avons choisi le score de Dialign
pour e´valuer le poids d’une SFP (voir section 3.3). Voici la fac¸on dont ce score est
calcule´ :
– la de´finition 3.5 de la similarite´ d’une SFP
– la fac¸on de calculer le score d’une SFP dans la de´finition 3.6
De´finition 3.5 Etant donne´e une SFP P comprenant un fragment F1 et un fragment
F2, une matrice B de substitution (exemple Blosum), la similarite´ de P (F1, F2) est la
somme Σ
|P |
x B(F1,x, F2,x) avec Fi,x l’acide amine´ a` la position x sur le fragment i.
De´finition 3.6 Etant donne´ une SFP (F1, F2), le poids w(F1, F2) est e´gal a` −logP (s, l)
tel que :
– P (s, l) : la probabilite´ pour une paire de fragments ale´atoire de longueur l d’avoir
une similarite´ supe´rieure a` s
– s : la similarite´ de (F1, F2)
– l : la longueur de F1 et F2
3.5 Repre´sentation des SFP sous forme d’un graphe de
fragments
De fac¸on pratique, l’ensemble des SFP peut eˆtre repre´sente´ par un graphe. Chaque
sommet est un fragment et les areˆtes correspondent aux liens introduits par la mise en
relation de deux fragments au sein d’une SFP. Le graphe est alors value´ en ponde´rant
chaque areˆte par l’e´valuation du score de la SFP correspondante.
Soit S le jeu de prote´ines a` caracte´riser (figure 3.3). Sachant que l’on peut de´composer
chaque se´quence Q de S en |Q|(|Q|+1)2 fragments de positions et de tailles diffe´rentes
(figure 3.4 et figure 3.5), notre approche produit alors un graphe re´duit a` l’ensemble
des fragments participant a` des SFP. On construit le graphe G = (V,E) dont l’ensemble
des sommets V repre´sentent les fragments Fx de S (figure 3.6), dont les areˆtes E sont
value´es par la similarite´ entre les paires.
De´finition 3.7 Une SFP (Significantly Similar Fragment Pair) est e´quivalent repre´-
sente´e par une areˆte E dans le graphe des fragments G.
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Fig. 3.3 – Le jeu de se´quences S
Fig. 3.4 – De´composition d’une se´quence en fragments
Fig. 3.5 – Repre´sentation de plusieurs fragments dans le jeu S
Fig. 3.6 – Sommets du Graphe G des fragments
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Fig. 3.7 – Identification de fragments significativement similaires
Fig. 3.8 – Graphe G des fragments implique´s dans des SFP repre´sente´s par les areˆtes
3.6 Bloc de PLMA
Nous posons donc que les SFP ont e´te´ produites a` partir des paires de fragments
de Dialign. Nous cherchons a` mettre en e´vidence des zones s’e´tendant sur plusieurs
se´quences. Nous avons donc cherche´ a` ce niveau a` e´tendre la notion de SFP a` des en-
sembles comportant plusieurs fragments lie´s entre eux par une similarite´ significative
que nous nommons Blocs de PLMA (de´finition 3.8).
Un bloc de PLMA est un ensemble de fragments et donc de positions alignables conti-
gue¨s et sur plusieurs se´quences. Le Bloc de PLMA est un ensemble qui repre´sente ce
que nous souhaitions identifier, a` savoir des zones similaires localise´es et pouvant te´moi-
gner de domaines biologiques, de sites actifs, ou tout simplement d’un anceˆtre commun
proche sur le plan de l’e´volution. Intuitivement les Gaps (voir chapitre 1 ne font pas
partie des Blocs de PLMA, mais sont plutoˆt des zones neutres, non informatives, per-
mettant de produire dans une structure fonctionnelle de la prote´ine, les enchaˆınements
de ces Blocs. Un Bloc de PLMA (de´fini en 3.8) est donc un ensemble de fragments signi-
ficativement similaires qui attestent d’une zone caracte´ristique dans un jeu de se´quences
biologiques.
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Fig. 3.9 – Repre´sentation de plusieurs Blocs de PLMA. En pratique, notre approche
utilise des fragments contigus et de meˆme taille.
De´finition 3.8 Soit un ensemble de fragments E = {F1, ..., Fn}, E est un Bloc de
PLMA si ∀(Fx, Fy) ∈ E, ∃SFP (Fx, F1)...SFP (Fj , Fj+1)...SFP (Fn, Fy).
De´finition 3.9 Un PLMA (Partial Local Multiple Alignment) est un ensemble de Blocs
de PLMA lie´ a` un jeu de se´quence. Il peut eˆtre repre´sente´ par une partition du jeu de
se´quence.
3.7 Evaluation du score d’un bloc de PLMA
A la diffe´rence des paires de fragments, nous ne disposons pas de mesure homoge`ne
capable d’e´valuer un score de similarite´ pour un Bloc de PLMA donne´. C’est pourquoi,
par la suite nous utilisons des me´thodes classiques telles que le score SOP (Sum of
Pairs) : wbloc(b) =
∑
(F1,F2)∈b
wsfp(F1, F2).
En se basant sur un fragment F appartenant a` un bloc b, on peut e´galement choisir un
score en e´toile : wbloc(b) =
∑
F ′ wsfp(F,F
′) tel que (F,F ′) ∈ b.
3.8 Construction de blocs de PLMA a` partir du graphe
des fragments
Nous disposons d’une repre´sentation de l’ensemble des SFP sous la forme d’un
graphe de fragments (voir 3.5).
Puisque les Blocs de PLMA sont des ensembles de fragments lie´s par une relation de
similarite´ (de´finition 3.8), alors nous pouvons e´tablir que la construction d’un bloc de
PLMA a` partir du graphe des fragments revient a` choisir une composante connexe (de´-
finition 3.10) dans le graphe des fragments.
De´finition 3.10 Une composante connexe CC dans un graphe G est un ensemble de
sommets tel que pour tous sommets S1, S2 de CC, il existe un chemin C ayant comme
extre´mite´ S1 et S2 et ne passant que par des sommets de CC.
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La recherche de blocs de PLMA a` partir du graphe des fragments repre´sentant les
SFP revient donc a` un proble`me de recherche de composantes connexes dans le graphe
des fragments.
Nous faisons la remarque suivante : il suffit d’une seule SFP (F1, F2) pour lier un
fragment a` un bloc de PLMA contenant F2 et obtenir un nouveau bloc de PLMA de
taille plus importante. Cette me´thode permet d’introduire de la transitivite´ dans les
relations entre les fragments. Elle produit des blocs de PLMA que nous qualifions alors
de consensus faible.
Fig. 3.10 – Le consensus faible repre´sente´ par la transitivite´ dans un Bloc de PLMA
classique (composante connexe)
Cependant, compte tenu du contexte biologique de certaines familles, un PLMA
se doit d’exhiber un consensus fort. En effet la` ou` la transitivite´ d’une composante
connexe risquerait d’associer des fragments n’ayant rien en commun, nous choisissons
alors d’utiliser la notion de clique (de´finition 3.11) plutoˆt que de composante connexe
et ainsi forcer les Blocs de PLMA a` repre´senter des consensus forts (figure 3.11).
De´finition 3.11 Une clique CL dans un graphe G est un ensemble de sommets tel que
pour tous sommets S1, S2 de CL, il existe une areˆte reliant S1 a` S2.
Fig. 3.11 – Le consensus fort repre´sente´ par un Bloc de PLMA restreint a` une clique
3.9 Incompatibilite´s entre SFP
Certes, l’identification des informations est un proble`me majeur auquel nous avons
e´te´ confronte´. Cependant, les premie`res expe´rimentations (Idmont, 2002) nous ont mon-
tre´ que les zones similaires e´taient parfois superpose´es. Ce type de situation apparaˆıt
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notamment lorsque l’on cherche a` traiter de nombreux SFP de faible similarite´, mais
tre`s pre´sentes dans la famille. Malheureusement, il peut donc arriver que ces informa-
tions conside´re´es comme faiblement importantes viennent perturber les alignements et
diminuer la qualite´ des re´sultats en parasitant les SFP de forte similarite´ trouve´e pre´-
ce´demment.
Selon les types de PLMA que l’on veut autoriser, nous avons alors choisi d’identifier
diffe´rentes contraintes entraˆınant des incompatibilite´s entre SFP.
Dans un premier temps nous avons introduit la notion de Pre´servation de fragments
(de´finition 3.12). C’est une contrainte qui permet, une fois un fragment identifie´ comme
informatif, de pre´server les positions de ce fragment en empeˆchant qu’elles puissent eˆtre
associe´es les unes aux autres.
De´finition 3.12 Soit un ensemble de se´quences S. Soit P la partition repre´sentant
PLMA(S). Soit B l’ensemble des blocs de PLMA de PLMA(S). Alors ∀F ∈ B, ∄pi, pj
associe´s dans P avec pi ∈ F et pj ∈ F .
Dans un second temps, nous avons remarque´ que ce qui semblait trivial pour un
alignement multiple a duˆ eˆtre repense´ dans le cadre de notre mode´lisation.
En effet sans l’introduction de contraintes, notre de´marche permet par exemple les
associations entre positions d’une meˆme se´quence. Cependant, il faut savoir que ceci
introduirait des re´pe´titions dans les mode`les de type automate que nous produirions
par la suite.
De meˆme, a` l’image du principe des diagonales de Dialign nous avons souhaite´ dispo-
ser une contrainte permettant de ne pas introduire de croisements entre les positions
ordonne´es d’une meˆme se´quence par association avec des positions en ordre diffe´rent
sur une autre se´quence ou par le jeu des diffe´rentes associations entre diffe´rentes se´-
quences. Ces inconsistances sont alors e´vite´es par une contrainte dite de Consistance
3.13. L’e´tude de Dialign nous a permis de connaˆıtre et d’utiliser une librairie nomme´e
Gabios (Abdedda¨ım et Morgenstern, 2000) qui traite rapidement ce type de contraintes.
La contrainte d’inconsistance est viole´e, lorsque deux positions d’une meˆme se´quence
se trouvent associe´es a` deux positions en ordre inverse sur une autre se´quence.
De´finition 3.13 Soit un ensemble de se´quences S. Soit P la partition repre´sentant
PLMA(S). Soit Si,s la position i de la se´quence s. La contrainte de Consistance pour
PLMA(S) est viole´e si :
∃ A1, A2 ∈ P tel que ∃Sx,a, Sy,b ∈ A1, et Sk,c, Sl,d ∈ A2,avec a = b, c = d,
x < y et k > l
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Fig. 3.12 – Violation in de la contrainte de Consistance entre les positions 1 et 2
associe´es a` la position 3 et 4..
3.10 Incompatibilite´s entre blocs de PLMA
Au dela` des incompatibilite´s entre SFP, nous avons pu montrer qu’il existait des
situations mettant en interfe´rence des Blocs de PLMA (Coste et Kerbellec, 2006). En
effet, la de´couverte d’un Bloc de PLMA correspond a` l’identification, la caracte´risa-
tion et l’association de plusieurs positions. Puisque nous caracte´risons ces positions par
rapport a` un contexte particulier, nous choisissons alors d’e´viter que l’information iden-
tifie´e a` une position ou dans un contexte particulier soit alte´re´e. Le fait qu’il y ait une
intersection non vide entre deux Blocs de PLMA peut participer a` cette alte´ration par
l’unification de groupes de positions lie´s par une petite similarite´ entre deux positions
extreˆmes.
Nous avons donc cherche´ a` conserver l’invariant suivant : on ne peut aligner des posi-
tions qui ne participent pas, dans le cadre des fragments auxquels elle appartiennent,
a` une meˆme composante connexe ou a` une meˆme clique dans le graphe des fragments.
Une situation d’interfe´rence (de´finition 3.14) de Blocs de PLMA est apparente lorsque
deux positions se trouvent lie´es par la superposition de plusieurs Blocs de PLMA, et
qu’il n’existe pourtant aucun SFP ou Bloc de PLMA qui confirme cette association.
De´finition 3.14 Soit un ensemble de se´quences S. Soit P la partition repre´sentant
PLMA(S). Soit p1, p2 des positions dans le jeu S. Soit EB l’ensemble des Blocs de
PLMA. La contrainte de Non-Interfe´rence pour PLMA(S) est viole´e si :
∃A1 ∈ P, tel que, ∃p1, p2 ∈ A1 et ∄p1, p2 ∈ EB
Fig. 3.13 – En cas d’interfe´rence il faut choisir entre les deux Blocs de PLMA
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3.11 Proble`me : trouver le meilleur PLMA compatible
Nous avons donc e´tabli que la phase d’alignement avait pour objectif l’obtention
d’un PLMA. D’autre part, nous avons vu qu’un ensemble de Blocs de PLMA permet
d’obtenir un PLMA par l’identification des liens de similarite´s entre positions. Enfin,
le fait d’avoir introduit des scores permettant d’e´valuer et de comparer des SFP ou des
Blocs de PLMA nous permet de choisir lorsqu’il y a des situations d’incompatibilite´
entre diffe´rentes entite´s.
Etant donne´ un ensemble de diffe´rentes contraintes de compatibilite´, nous pouvons
alors de´finir un PLMA compatible (Coste et Kerbellec, 2007) :
De´finition 3.15 Un PLMA compatible est un PLMA produit par un ensemble de blocs
de PLMA compatibles et par un ensemble de SFP respectant e´galement des contraintes
de compatibilite´.
Nous pouvons alors re´sumer notre proble´matique concernant la phase d’alignement
de la manie`re suivante, afin de montrer que l’on peut tenter d’y re´pondre par des outils
classiques de la the´orie des graphes :
– Le but est de former le meilleur PLMA compatible a` partir d’un jeu de se´quences
– Ce PLMA est obtenu par la production d’un ensemble de Blocs de PLMA
– Ces Blocs de PLMA doivent eˆtre compatibles
– Chaque Bloc de PLMA est compose´ d’un ensemble de SFP e´galement compatibles
– Lorsqu’il y a incompatibilite´s, on choisit l’ensemble des Blocs de PLMA qui maxi-
mise un score total de similarite´s
Le proble`me de notre alignement d’un jeu de se´quences S peut donc eˆtre formalise´
dans la de´finition 3.16.
De´finition 3.16 Posons G le graphe des fragments de S,
wbloc() une mesure de similarite´ de Bloc de PLMA,
un Bloc de PLMA b qui est repre´sente´ par CCb (composante connexe de G),
Posons la fonction EstCompatibleEb comme ve´rifiant la contrainte de compatibilite´
d’un ensemble de blocs.
Alors PLMA(S) = {CC i, ..., CC j} ve´rifiant EstCompatible().
Nous recherchons donc la fonction C d’alignement d’un jeu de se´quences S tel que
C(S) = Argmax(
∑x=j
x=i wbloc(CCx)).
3.12 Algorithmes
Apre`s cette e´tape de formalisation, nous allons a` pre´sent e´tudier diffe´rents algo-
rithmes que nous avons choisis pour re´soudre ce proble`me. Nous commencerons en
posant le cadre ge´ne´ral, puis les 2 premie`res tentatives et enfin l’approche finale ve´ri-
tablement retenue.
Le sche´ma ge´ne´ral apparaˆıt dans ce manuscrit afin de montrer la trame emprunte´e par
les diffe´rentes solutions. La premie`re solution, appele´e me´thode strictement SFP a e´te´
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imple´mente´e et teste´e sous le nom de Protomata-L (Coste et coll., 2004). Puis c’est la
me´thode dite clique semi-exhaustive qui a fait l’objet d’une publication sous le nom
de Protomata-CL (Coste et Kerbellec, 2005). La version courante, par graines de bloc
de PLMA, est depuis e´voque´e sous le nom de Protomata-Learner (Coste et Kerbellec,
2006) et fait l’objet de constantes e´volutions comme les diffe´rents types de consensus
e´voque´s ici.
3.13 Sche´ma ge´ne´ral de l’approche
La taille du graphe des fragments de´pend du nombre de SFP trouve´s dans le jeu de
se´quences et donc du seuil de similarite´ choisi par l’utilisateur. Cependant le nombre de
Blocs de PLMA et les combinaisons d’ensembles de Blocs de PLMA compatibles pour
former un PLMA final deviennent rapidement complexes a` e´valuer de fac¸on exhaustive.
C’est pourquoi nous avons choisi de nous baser sur un algorithme glouton classique.
Cette premie`re approche de type best first nous permet d’effectuer des premiers tests
dans des temps raisonnables afin de stabiliser l’approche et de transfe´rer par la suite
notre formalisation vers des domaines plus efficaces telle que la recherche ope´rationnelle.
Pour notre approche de type best first, il s’agit de ge´ne´rer l’ensemble des Blocs de PLMA
puis de les ordonner selon le score wbloc(). Puis chaque Bloc de PLMA est de´pile´ par
ordre de´croissant et ajoute´ a` l’ensemble re´sultat (le PLMA) si et seulement s’il satisfait
aux fonctions de compatibilite´s.
Algorithme 2 Sche´ma ge´ne´ral de la phase d’alignement
Entre´es jeu de se´quences de prote´ines S
Sorties ensemble EB des Blocs de PLMA formant le PLMA choisi pour la caracte´riser
de S
EB ← ∅
G← CreerGraphe(S)
PB ← ComposantesConnexes(G)
PB ← PF.Trier(wbloc())
Pour chaque B ∈ PB faire
Si EstCompatible(B,EB) alors
EB ← B
PurgeAretesIncompatibles(B,G)
Fin si
Fin pour
Retourner(EB).
3.14 Re´solution par la me´thode Strictement SFP
Cette me´thode est historiquement la premie`re que nous avons tente´e. La particula-
rite´ de cette me´thode est de conside´rer des Blocs de PLMA a` 2 fragments. La pile PB
des blocs de PLMA possibles et ordonne´s est alors simplement la pile des SFP ordonne´s
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selon wsfp(). Nous verrons au chapitre 4 que le score wsfp() a fait l’objet de plusieurs
variantes lors de l’imple´mentation de cette approche Strictement SFP.
La fonction comp() permettant de ve´rifier les contraintes de compatibilite´ est donc e´ga-
lement re´duite aux contraintes de pre´servation, d’unicite´ et d’inconsistance des SFP.
Cette version assez intuitive, permet de construire progressivement les blocs par agre´-
gation de SFP. Les contraintes de blocs n’e´taient alors pas imple´mente´es. Nous verrons
par la suite que les expe´riences ont montre´ de bons re´sultats. Cependant, le temps
d’exe´cution n’e´tant pas particulie`rement inte´ressant, il nous a semble´ plus rapide d’al-
ler chercher directement les blocs par d’autres me´thodes. Cela nous a e´te´ en partie
confirme´ sur cette approche lors de l’introduction de score permettant de ponde´rer les
SFP en fonction de leur support (de´finition 4.2) ou de leur implication (de´finition 3.18).
Le support permettant de rendre compte de la pre´sence d’une SFP sur l’ensemble de
la famille. Et l’implication est une formule normalise´e du support d’une SFP dans une
famille en prenant en compte son implication dans d’autres jeux de se´quences (contre-
exemples).
Algorithme 3 Algorithme de caracte´risation par me´thode Strictement SFP
Entre´es jeu de se´quences de prote´ines S
Sorties ensemble ESFP des Blocs de PLMA choisis pour la caracte´risation de S
ESFP ← ∅
G← CreerGraphe(S)
ESFPtemp ← G.BlocsDeP lmaDeTaille(2)
PSFP ← ESFPtemp.EvaluerTrier(wbloc())
Pour chaque CC ∈ PCC faire
Si EstCompatible(CC,ECC) alors
ECC ← CC
PurgeAretesIncompatibles(CC,G)
Fin si
Fin pour
Retourner(ECC).
De´finition 3.17 Une SFP (F1, F2) est dite supporte´e par un fragment F si : w(F,F1)+
w(F,F2) ≥ w(F1, F2).
De´finition 3.18 Pour chaque SFP p, l’indice d’implication est base´ sur (Lerman et
Aze´, 2004) et traduit par ι(p) : ι(p) = −P (SupportN(p))+P (SupportS(p))×P (N)√
P (SupportS(p))×|N |)
ou` |X| renvoie
la cardinalite´ d’un jeu X, et P (X) est sa proportion par rapport a` S et N : P (X) =
|X|
|S|+|N | .
3.15 Re´solution par me´thode Clique Semi-Exhaustive
Cette version a e´te´ choisie au moment ou` nous avons choisi pour la premie`re fois
d’e´valuer le comportement de l’approche lorsque l’on souhaite obtenir des Blocs de
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PLMA de consensus fort. La particularite´ de cette version est de proce´der par taille
de clique de´croissante. En effet, nous n’e´valuons pas d’un coup l’ensemble des cliques
possibles dans le graphe des fragments, ce qui serait trop couˆteux. Mais nous choisissons
d’e´nume´rer l’ensemble des cliques possibles repre´sentant des Blocs de PLMA couvrant
l’ensemble des se´quences, puis l’ensemble des se´quences moins un, etc.
Chaque niveau est assez complexe a` e´valuer mais permet un grand e´lagage pour le
niveau suivant graˆce aux re`gles de compatibilite´s. La priorite´ a ici e´te´ donne´e a` la taille
des blocs.
Algorithme 4 Algorithme de caracte´risation par me´thode en Clique Semi-Exhaustive
Entre´es jeu de se´quences de prote´ines S
Sorties ensemble ECL des Blocs de PLMA choisis pour la caracte´risation de P
ECL ← ∅
G← CreerGraphe(S)
N ← S.NombreDeSequences()
Tant que N > 0 faire
ECLtemp ← G.RechercheCliques(N)
PCL ← ECLtemp.EvaluerTrier(wbloc())
Pour chaque CL ∈ PCL faire
Si EstCompatible(CL,ECL) alors
ECL ← CL
PurgeAretesIncompatibles(CL,G)
Fin si
Fin pour
N ← N − 1
Fin tant que
Retourner(ECL).
3.16 Re´solution par me´thode Graines de Blocs de PLMA
Cette me´thode est la plus re´cente et celle que nous utilisons de´sormais de manie`re
standard. Nous avons vu que l’approche ge´ne´rale e´tait de type gloutonne heuristique.
Mais puisque l’e´nume´ration des Blocs de PLMA est e´galement complexe, nous ajoutons
un autre niveau de simplification. En effet, la me´thode graine permet de trier non plus
des Composantes Connexes du graphe des fragments mais directement l’ensemble des
fragments.
Le fait de ne pas chercher a` trier directement des Blocs, mais plutoˆt des fragments
permet une ope´ration line´aire et non plus quadratique ce qui est un gain conside´rable
en temps de calcul. Le principe e´tant de disposer d’une mesure efficace corre´lant le
score d’un fragment a` celui de la composante connexe dont il fait partie. La pile traite´e
par l’algorithme glouton n’est donc plus une pile de Blocs mais une pile de fragments.
Pour chaque fragment de´pile´, il suffit de s’en servir comme graine pour l’e´tendre a` la
composante connexe ou a` la clique maximale dont il fait partie.
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Pour l’ordonnancement de la pile PF des fragments, nous utilisons la fonction de score
wf relative a` chaque fragment F dans G. Ce score est choisi comme un score en e´toile,
il est e´gal a` la somme des wsfp(F1, F2) dans Esfp tel que F = F1 ou F = F2.
La fonction comp() permettant de ve´rifier les contraintes de compatibilite´ comprend
les contraintes de pre´servation, d’unicite´ et d’inconsistance des SFP, ainsi que les
contraintes de pre´servation des PLMA.
Algorithme 5 Algorithme de caracte´risation par me´thode de Graines de Bloc de
PLMA
Entre´es jeu de se´quences de prote´ines S
Sorties ensemble ECC des Blocs de PLMA choisis pour la caracte´risation de S
ECC ← ∅
G← CreerGraphe(S)
PF ← Sommets(G)
PF ← PF.Trier(wf ())
Pour chaque F ∈ PF faire
CC ← ChercheComposanteConnexe(F,G)
Si EstCompatible(CC,ECC) alors
ECC ← C
PurgeAretesIncompatibles(CC,G)
Fin si
Fin pour
Retourner(ECC).
Notons, que nous utilisons e´galement le pendant de cet algorithme dans une version
oriente´e consensus fort. Il suffit de remplacer la fonction ChercheComposanteConnexe()
pour une fonction ChercheClique(). La de´marche est donc identique sauf que lorsque
l’on de´pile un fragment, c’est la clique maximale a` laquelle il appartient que l’on va
tenter d’ajouter a` l’ensemble solution.
3.17 Conclusion
Nous avons donc pose´ les bases d’une me´thode permettant de produire des aligne-
ments nomme´ PLMA particulie`rement adapte´s a` l’objectif de mode´lisation des familles
de prote´ines par automates. Cette me´thode a vu apparaˆıtre les concepts de Blocs de
PLMA, ainsi que des contraintes associe´es a` ces blocs ou encore aux diffe´rentes SFP qui
nous ont permis de trouver ces Blocs sous forme de composante connexe ou de clique
dans un graphe de fragments.
La mode´lisation a` partir d’un ensemble de fragments permet de poser le cadre ge´ne´ral
dans lequel nous e´voluons. L’imple´mentation classique par algorithme glouton et Blocs
de PLMA avait pour but l’obtention de solutions performantes pour des temps d’exe´-
cution raisonnables. C’est ce que montreront les expe´riences du chapitre 6.
Les versions oriente´es consensus fort ont e´galement permis d’augmenter les perfor-
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mances sur des jeux re´pute´s difficiles.
Cependant, la re´alisation d’un algorithme exact pour re´soudre ce proble`me, par pro-
grammation line´aire ou autre me´thode de recherche ope´rationnelle, est toujours une
question ouverte.
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Chapitre 4
Protomates
Ce chapitre pre´sente l’e´tape de ge´ne´ralisation de notre approche. Comme annonce´
au chapitre 2, le type de mode`le que nous avons choisi pour repre´senter des familles
de prote´ines est le mode`le NFA (automates finis non-de´terministes). Toute la difficulte´
consiste a` produire une cate´gorie de mode`les plus expressive que celles utilise´es par la
plupart des bioanalystes, tout en s’assurant sur le fait que ces mode`les pre´sentent des
proprie´te´s novatrices et inte´ressantes, et qu’ils soient a` meˆme de scanner des banques
de se´quences a` la recherche de nouveaux membres.
De plus, nous nous sommes base´s sur des me´thodes d’infe´rence grammaticale ayant
certes montre´ une certaine efficacite´ sur des mode`les the´oriques et des e´chantillons
ge´ne´re´s ale´atoirement, mais n’ayant que trop rarement eu de succe`s sur des applications
re´elles.
4.1 Fusion des positions d’un PLMA
Le chapitre 3 nous a permis d’e´tablir un nouveau type d’alignement nomme´ PLMA.
La production d’un PLMA a` partir d’un jeu de se´quences est ainsi consacre´ a` fournir
une re´fe´rence (sous forme de partition) a` la phase consacre´e a` l’infe´rence grammaticale.
Cette phase consiste a` adapter des outils de l’infe´rence grammaticale expose´s dans le
chapitre 2 et plus spe´cifiquement de l’apprentissage d’automates non de´terministes par
fusions de fragments. A partir des informations fournies par le PLMA, nous allons en
effet pouvoir infe´rer par application de fusions, un automate mode´lisant un jeu de se´-
quences.
A partir des concepts d’apprentissage d’automates par fusion d’e´tats introduits en 2.3.3
et des premie`res expe´rimentations sur l’apprentissage d’automates non de´terministes
(Fredouille, 2003; Idmont, 2002), nous allons voir le cadre principal dans lequel va se
de´rouler la phase de ge´ne´ralisation du langage.
Le principe consiste a` cre´er un MCA (figure 4.1) que nous avons de´fini en 2.16. Ce
MCA repre´sente exactement le jeu de se´quences d’apprentissage (figure 4.1).
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Fig. 4.1 – Identifications des positions associe´es par le PLMA dans le MCA.
Ensuite, il s’agit d’identifier sur le MCA les positions aligne´es par la partition cor-
respondant au PLMA obtenu pre´ce´demment. Une position correspond a` une transition
portant un acide amine´, a` l’e´tat d’origine et a` l’e´tat cible de cette transition. L’asso-
ciation entre deux positions dans le MCA puis dans l’automate courant, va alors se
traduire par la fusion d’e´tats (de´finie en 2.17) prenant en compte la fusion des e´tats
d’origines des positions implique´es, ainsi que la fusion des e´tats cibles des positions
implique´es.
Remarque : pour des raisons pratiques nous simplifions les notations correspondant a`
plusieurs transitions entre les deux meˆmes e´tats par une seule transition dont la valeur
vaut toutes les valeurs existant pour toutes les transitions entre ces 2 e´tats.
Nous pouvons voir un exemple de fusion de positions appartenant a` plusieurs fragments
significativement similaires sur la figure 4.2. L’ope´ration de fusion entre deux positions
est de´finie en 4.1.
Fig. 4.2 – Fusions des transitions et des e´tats relatifs aux positions similaires de plu-
sieurs fragments.
De´finition 4.1 Soit un automate A = 〈Σ, Q, I, δ, F 〉 repre´sentant une famille de se´-
quences.
On de´finit une fusion entre deux transitions de A, t1 = 〈qx, a, qy〉 et t2 = 〈qu, b, qv〉
comme une nouvelle transition t3 = 〈qw, C, qz〉, tel que qw = fusion(qx, qu), qz =
fusion(qy, qv) et C = {a, b}.
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L’ope´ration de fusion est ite´re´e sur toutes les associations fournies par le PLMA
original. D’un point de vue apprentissage, le langage repre´sente par le MCA se re´dui-
sait au strict jeu de se´quences en entre´e. Apre`s applications des fusions engendre´es
par le PLMA, l’automate re´sultant est capable de reconnaˆıtre (d’accepter) de nouvelles
se´quences. La taille du langage augmente avec les nouveaux chemins cre´e´s dans l’auto-
mate. On peut observer la fusion des zones significativement similaires a` partir de cette
premie`re ge´ne´ralisation sur la figure 4.3.
Fig. 4.3 – Fusions des e´tats lie´s par le PLMA dans l’automate.
4.2 Inte´reˆt des automates a` transition
A ce niveau nous faisons la remarque suivante. Bien que les me´thodes d’apprentis-
sage par fusion d’e´tat tels que RPNI ou EDSM travaillent sur des automates ou` les
symboles sont situe´s sur les transitions, nous avons choisi pour des raisons pratiques
d’utiliser une repre´sentation par automates a` transition (de´crits en 2.13).
Fig. 4.4 – La fusion d’e´tat sur des automates de Moore se re´ve`le plus pratique que
sur des automates de Mealy. On peut ainsi conserver l’information d’une insertion d’un
acide amine´, et non cre´er une boucle ou une re´pe´tition de la meˆme position. Ici les
position “M” et “L” sont fusionne´es.
68 Protomates
4.3 Zones caracte´ristiques
Malgre´ la ge´ne´ralisation effectue´e par les premie`res fusions, nous pouvons constater
que de nombreux e´tats n’ont pas ou tre`s peu participe´ a` des fusions (voir figure 4.1).
D’une part, selon le niveau d’observation souhaite´ par l’utilisateur, ces e´tats peuvent
bruiter la mise en valeur des zones constitutives de la fonction. D’autre part la prise
en compte des informations relatives a` une ou deux se´quences uniquement risque de
rendre le mode`le surspe´cialise´ et de rendre plus difficile la reconnaissance de nouveaux
membres de la famille e´tudie´e.
Apre`s avoir de´fini la notion de support en 4.2, nous introduisons alors un parame`tre
nomme´ quorum (de´fini en 4.3) qui permet de re´gler le niveau d’observation souhaite´.
De´finition 4.2 Soit S un jeu de se´quences repre´sentatif d’une famille. Soit un auto-
mate A = 〈Σ, Q, I, δ, F 〉 de´rive´ du MCA comportant |S| automates canoniques repre´sen-
tant les |S| se´quences de S. Le support d’un e´tat q ∈ Q est e´gal au nombre d’automates
canoniques diffe´rents dont il de´rive.
De´finition 4.3 Le parame`tre quorum est un seuil au-dessous duquel le support est
conside´re´ comme non caracte´ristique par l’utilisateur.
La notion de quorum nous permet alors d’identifier des chemins caracte´ristiques,
constitue´s uniquement d’e´tats et de transitions marque´s comme supportant un nombre
de se´quences supe´rieur ou e´gal au quorum. Nous nommons ces chemins des zones ca-
racte´ristiques (4.4) et faisons l’hypothe`se qu’ils repre´sentent de fac¸on se´mantique, une
projection de la notion de domaine biologique (ref de´finition de domaine dans la partie
bio) sur les automates.
De´finition 4.4 Soit l’automate A = 〈Σ, Q, I, δ, F 〉 mode´lisant une famille de se´quences.
On dit d’un chemin Z dans A qu’il est une zone caracte´ristique si et seulement si, e´tant
donne´ un quorum Q : ∀qi ∈ Q exerce´ par Z, support(qi) >= Q
4.4 Fusion des e´tats de gap
Sur l’automate, obtenu apre`s la fusion du PLMA, nous sommes donc capable d’iden-
tifier les zones caracte´ristiques. Inte´ressons-nous de´sormais au traitement des e´tats et
des transitions situe´es entre les zones caracte´ristiques. Puisqu’il n’y apparaˆıt pas de
positions informatives nous avons de´cide´ que ces zones que nous nommons zones de
GAP et de´finies en 4.6, pouvaient eˆtre fusionne´es en un seul e´tat de gap (de´finition
en 4.5). Cet e´tat continue de maintenir les liaisons entre les zones caracte´ristiques ad-
jacentes, tout en permettant de faire cette liaison par une se´quence d’acides amine´es
de composition non-de´finie. La figure 4.5 montre la simplification engendre´e par les gaps.
De´finition 4.5 Un e´tat de gap e est de´fini tel qu’il existe une transition t = 〈e, a, e〉.
Si la valeur a de la boucle est e´gale a` l’alphabet Σ.
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Un e´tat de gap est l’e´quivalent du x∗ dans les motifs de type Prosite.
De´finition 4.6 Soit l’automate A = 〈Σ, Q, I, δ, F 〉 mode´lisant une famille de se´quences.
Soit ZC l’ensemble des zones caracte´ristiques de A. ∀E, un ensemble d’e´tat maximal
tel que ∀e1, e2 ∈ E, il existe un chemin C(e1, e2), tel que ∀Z ∈ ZC, ∀ei ∈ C, einot ∈ Z.
Fig. 4.5 – Automate de prote´ines avec e´tats de gaps
A cette e´tape, nous pre´sentons l’algorithme 4.4 permettant d’obtenir un mode`le de
type automate, appris sur un jeu de se´quences biologiques.
Algorithme 6 Approche globale de notre approche d’apprentissage de NFA incluant
la fusion du PLMA et les zones de Gap.
Entre´es un jeu de se´quence S, une fonction de partition ConstruitPLMA(), un quo-
rum Q
Sorties un mode`le de type automate A
P ← ConstruitPLMA(S)
A← CreerMCA(S)
A← FusionPositions(A,P )
LZ ← IdentificationZones(A,Q)
Pour chaque Z ∈ LZ faire
Si Z 6= Caracteristique alors
A← FusionGap(A,Z)
Fin si
Fin pour
Retourner(A).
4.5 Les exceptions
Lorsque l’on travaille sur des familles de se´quences re´elles, il n’est pas souvent pos-
sible de trouver des zones caracte´risant d’emble´e la famille de prote´ines dans son en-
semble. Dans ce cas, nous avons pu observer que la ge´ne´ralisation des zones de Gap
pouvait entraˆıner des proble`mes. En effet, certaines fusions de gaps deviennent des che-
mins “court-circuits” aux chemins caracte´ristiques de l’automate. Un exemple, avant
ge´ne´ralisation, est donne´ sur la figure 4.6. Le meˆme exemple, apre`s ge´ne´ralisation, est
donne´ sur la figure 4.7.
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Fig. 4.6 – MCA avec une se´quence isole´e.
Fig. 4.7 – Automate avec pre´sence d’un automate universel duˆ au court circuit cre´e´
par la fusion en gap d’une se´quence exceptionnelle par rapport au reste de la famille.
Nous raisonnons ici dans le but de ne pas perdre des informations pre´ce´demment
e´tablies par les fusions d’e´tats identifie´s par la phase de caracte´risation. S’il existe un
chemin caracte´ristique associant toutes les se´quences sauf une ou deux exceptions, il
n’est pas inte´ressant de permettre alors la fusion de chemins court-circuits en gap. Cela
entraˆınerait des mode`les trop peu spe´cifiques, puisque permettant un parsing a` faible
couˆt par des zones de gaps plutoˆt que par des zones caracte´ristiques. C’est pourquoi nous
avons introduit la notion de zones Exception (4.7). Les chemins identifie´s comme e´tant
exceptions, permettent un marquage d’e´tats ne pouvant participer a` la ge´ne´ralisation
par fusion en gaps.
De´finition 4.7 Soit l’automate A = 〈Σ, Q, I, δ, F 〉 mode´lisant une famille de se´quences.
Soit ZC l’ensemble des zones caracte´ristiques de A. Soit Pred() la fonction qui pour
un chemin dans A renvoie la zone caracte´ristique pre´ce´dente, et Succ() la fonction qui
pour un chemin dans A renvoie la zone caracte´ristique suivante. Une zone Exception
ZE est un chemin appartenant a` une zone de gap ZG et tel que, si l’ensemble des
chemins EC dans A, tel que ∃c, c1, c2, c3 ∈ EC, c = c1 ∪ c2 ∪ c3 et c2 ∈ ZC, alors
Pred(ZE) = Pred(c1) et Succ(ZE) = Succ(c3).
Afin de marquer les e´tats comme faisant partie de chemins exceptions, nous avons
eu besoin d’un algorithme suffisamment efficace. Puisqu’il est possible de connaˆıtre
les zones caracte´ristiques ainsi que les zones non-caracte´ristiques situe´es entre eux,
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nous construisons un graphe dont les sommets repre´sentent les zones caracte´ristiques
et les areˆtes les connexions e´tablies entre deux zones caracte´ristiques par une zone non
caracte´ristique. Ce n’est qu’apre`s avoir adapte´ un algorithme base´ sur la fermeture
transitive d’un graphe que nous pouvons de´cider si une zone non-caracte´ristique est
une zone de Gap ou une zone forme´e de chemins exceptions. En effet, chaque zone
non-caracte´ristique repre´sente´e par une areˆte reliant un sommet S1 a` un sommet S2
est conside´re´e comme Exception s’il existe un chemin de longueur supe´rieur a` 1 re-
liant S1 a` S2. De cette e´tude nous disposons d’une fonction ftrans() permettant de
cre´er le graphe des zones et d’e´valuer les longueurs des chemins, et d’une fonction
ExisteCheminTailleSuperieurUn() permettant de savoir s’il existe un chemin de taille
supe´rieure a` un entre deux sommets.
L’identification des zones Exceptions permet donc a` notre approche de produire
l’e´tape de ge´ne´ralisation par gap sans perdre la spe´cificite´ recherche´e dans les zones
caracte´ristiques. La figure 4.8 montre comment on identifie visuellement une excep-
tion. Nous de´taillons l’algorithme 4.5 permettant l’identification de tous les chemins
exceptions a` ne pas fusionner en gap.
Fig. 4.8 – Identification d’une exception et fusion des zones de gap.
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Algorithme 7 Approche par fusion d’e´tats et identification des chemins exceptions
Entre´es un graphe vide G, une liste de zones caracte´ristiques LZ, une liste de zones
de Gap LG
Sorties une liste de zones Exception LE et mise a` jour de LG
LE ← ∅
Pour chaque Z ∈ LG faire
G.AjoutSommet(Z)
Fin pour
Pour chaque Gap ∈ LG faire
Z1 ← Predecesseur(LG)
Z2 ← Successeur(LG)
G.AjoutArete(Z1, Z2)
Fin pour
Pour chaque Gap ∈ LG faire
Z1 ← Predecesseur(Gap)
Z2 ← Successeur(Gap)
Excep← G.ExisteCheminTailleSuperieurUn(Z1, Z2)
Si Excep alors
LE.Ajout(Gap)
LG.Retire(Gap)
Fin si
Fin pour
Retourner(LE)
Ainsi, les figures 4.9 et 4.10 montrent l’automate attendu comme re´sultat de notre
approche a` partir d’un MCA et d’une phase de caracte´risation re´ussie.
Fig. 4.9 – MCA et mise en valeur des zones similaires.
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Fig. 4.10 – Automate re´sultat, exhibant les zones caracte´ristiques, les chemins excep-
tions a` ces zones, ainsi que les zones de gaps reliant les zones caracte´ristiques.
4.6 Proprie´te´s physico-chimiques
Malgre´ tous ces efforts de mode´lisation dans le cadre de la the´orie des langages, il
ne faut pas perdre de vue que les acides amine´s ne sont pas re´duits a` de simples lettres
parmi un alphabet de taille 20. En effet, le chapitre 1 nous a appris a` connaˆıtre leur
nature chimique ainsi que les proprie´te´s physico-chimiques pour lesquelles on pouvait
former des groupes.
Devant des jeux de donne´es correspondant a` des familles tre`s restreintes car trop peu
de membres sont se´quence´s, il n’est pas possible d’observer toutes les variations pos-
sibles d’une position en acides amine´s. C’est pourquoi nous avons souhaite´ apporter
un outil permettant d’e´tendre un petit ensemble d’acides amine´s aligne´s au groupe
physico-chimique qu’il semble remplir le mieux.
Nous savons que les matrices de substitutions sont construites a` partir de nombreux
jeux similaires parfaitement aligne´s. Chaque colonne de l’alignement permet d’observer
des fre´quences de variations pour chaque acide amine´. Nous proposons ici d’utiliser ce
meˆme concept afin de ve´rifier si la re´partition des acides amine´s permet d’identifier une
proprie´te´ physico-chimique. Le but e´tant de substituer certaines transitions pre´sentant
plusieurs acides amine´s dans un automate, par des transitions e´tendues aux acides ami-
ne´s du groupe physico-chimique identifie´.
L’approche prend en entre´e un jeu G de groupes physico-chimiques d’acides amine´s.
Les groupes se recouvrent potentiellement (voir au chapitre 1 le diagramme de Venn
propose´ pour les groupes de Taylor).
De fac¸on na¨ıve il suffirait de tester pour chaque ensemble P d’acides amine´s aligne´s,
s’il est e´quivalent a` un des groupes pris en compte. Mais cette approche ne peut eˆtre
applique´e qu’aux petits groupes (Nevill-Manning et coll., 1998). Cependant il faudra un
grand nombre de se´quences dans l’e´chantillon d’apprentissage afin d’identifier de fac¸on
identique des groupes plus importants (il suffit d’imaginer par exemple la probabilite´
d’aligner 13 acides amine´s du groupe des hydrophobes dans un petit jeu de prote´ines
homologues).
Nous proposons donc d’utiliser un test statistique afin de de´cider si le multi-ensemble
P a e´te´ ge´ne´re´ a` partir d’un groupe physico-chimique G ou non (voir algorithme 4.6).
Soit deux e´tats q1, q2 d’un automate, et P l’ensemble de tous les acides amine´s per-
mettant d’atteindre q2 depuis q1, et soit n le nombre total de se´quences utilisant ces
transitions. Nous de´cidons de remplacer cet ensemble d’acides amine´s P par le plus
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petit groupe physico-chimique G incluant P en fonction d’un likelihood ratio test (test
de vraisemblance).
Pour calculer ce ratio, nous utilisons la probabilite´ de fond pa de chaque acide amine´ a
et nous estimons la probabilite´ pa|G pour cet acide amine´ d’appartenir au groupe G par
la probabilite´ pa|G = cGpa, telle que cG est proportionnel au facteur de redistribution
d’acides amine´s manquant : cG =
1P
a∈G
pa
.
Dans ces conditions, nous pouvons comparer la vraisemblance LG de G lorsque n acides
amine´s sont produits depuisG, avec la vraisemblance lorsque les acides amine´s sont pro-
duits depuis P par le ratio : LRG/P =
LG
LP
=
(P
a∈P
paP
a∈G
pa
)n
. Etant donne´ un seuil λG,
nous testons l’extension de P vers G et l’e´cartons lorsque LRG/P < λG. Si l’extension
G est e´carte´e, il n’y a aucune e´vidence de la proprie´te´ d’un groupe physico-chimique
dans le jeu des acides amine´s P . Dans un tel cas, il est possible d’e´valuer si P a e´te´
ge´ne´re´ de manie`re ale´atoire et ainsi le remplacer entie`rement par l’alphabet Σ, ou bien
laisser tel quel un groupe dont la composition est suffisamment importante pour eˆtre
conserve´e.
En remplac¸ant G par Σ et en introduisant un seuil λΣ, nous testons de manie`re iden-
tique l’extension de P vers Σ en l’e´cartant si LRΣ/P =
LG
LP
= (
∑
a∈S pa)
n < λΣ.
Algorithme 8 Identification et extension aux proprie´te´s physico-chimiques
Entre´es Automate A, jeu de groupes d’acides amine´s G, seuils λG, λΣ.
Pour chaque (q1, q2) ∈ A faire
P ← {a ∈ Σ | (q1, a, q2) ∈ A}
Si P 6= ∅ alors
G← LE PLUS PETITGROUPE{G ∈ G | P ⊆ G}
Si LRG/P ≥ λG alors
Pour chaque a ∈ G \ P faire
AJOUT{A, (q1, a, q2)}
Fin pour
Sinon si LRΣ/P ≥ λΣ alors
Pour chaque a ∈ Σ \ P faire
AJOUT{A, (q1, a, q2)}
Fin pour
Fin si
Fin si
Fin pour
return A
4.7 Algorithme complet de l’approche
En reprenant l’algorithme 4.4 de l’approche globale, et en y ajoutant les concepts
d’exception (voir 4.5) et de proprie´te´s de groupes physico-chimique (voir 4.6), nous pou-
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vons a` pre´sent de´crire l’algorithme complet (voir algorithme 9) de l’approche. Nous in-
troduisons une fonction IdentificationZonesCaracteristiquesEtNonCaracteristiques(A,Q)
qui permet simplement a` partir d’un automate et d’un quorum de lister les zones ca-
racte´ristiques et les zones non-caracte´ristiques selon la de´finition donne´e en 4.4.
Algorithme 9 Approche comple`te incluant la fusion du PLMA et les zones de Gap,
les Exceptions, l’identification des groupes physico-chimiques ainsi que l’extension aux
groupes physico-chimiques.
Entre´es un jeu de se´quence S, une fonction de partition ConstruitPLMA(), un quo-
rum Q, jeu de groupes d’acides amine´s G, seuils λG, λΣ
Sorties un mode`le de type automate A
P ← ConstruitPLMA(S)
A← CreerMCA(S)
A← FusionPositions(A,P )
LZ ← IdentificationZonesCaracteristiquesEtNonCaracteristiques(A,Q)
Pour chaque Z ∈ LZ faire
Si Z 6= Caracteristique alors
Si Z 6= Exception alors
A← FusionGap(A,Z)
Fin si
Fin si
Fin pour
ExtensionPhysicoChimique(A,G, λG, λΣ)
Retourner(A).
4.8 Conclusion ge´ne´rale de l’approche
Nous avons donc propose´ une de´marche qui consiste a` produire un alignement per-
mettant d’identifier des zones similaires de manie`re locale et partielle, puis a` utiliser cet
alignement comme base des fusions dans un automate non-de´terministe repre´sentant
un e´chantillon de se´quence d’une famille de prote´ine.
Cette approche a connu de nombreux ajustement concernant les objets e´tudie´s (frag-
ments, SFP, Bloc de PLMA, PLMA), les scores affecte´s a` ces objets, ainsi que les
contraintes entraˆıne´es par la combinaison de ces objets.
Les me´thodes d’apprentissage par fusion d’e´tats, e´tendues a` la fusion de fragments ou
d’ensembles de fragments, semblent capables de produire des automates simples et pra-
tiques pour l’analyse des informations contenues dans les se´quences.
Les concepts d’Exceptions ou encore d’extension aux groupes physico-chimiques ont e´te´
introduits suite aux premie`res expe´riences et aux diffe´rents constats de la re´alite´ des
e´chantillons de se´quences.
Puisque l’on a de´sormais une approche comple`te, nous allons pouvoir e´tudier ses per-
formances au travers des principales expe´rimentations mene´es lors de cette the`se.
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Troisie`me partie
Evaluation
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Nous avons donc les moyens de proposer aux biologistes de ge´ne´rer des automates
a` partir de leurs familles biologiques d’inte´reˆt. Le niveau d’expressivite´ choisi est nova-
teur. Cependant il est ne´cessaire d’e´valuer la qualite´ des mode`les obtenus. Le but est
de pouvoir comparer les automates a` d’autres mode`les d’une part. Et d’autre part, vu
que nous pouvons obtenir plusieurs automates en faisant varier le quorum, il est impor-
tant d’avoir des mesures capables d’indiquer celui qui posse`de les meilleurs proprie´te´s
recherche´es.
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Chapitre 5
Imple´mentation
5.1 Codage
Le codage de la dernie`re imple´mentation du programme Protomata-Learner a e´te´
fait en Python. Il a ne´cessite´ plusieurs librairies dont Gabios-Lib (Abdedda¨ım et Mor-
genstern, 2000) permettant d’e´valuer certaines contraintes.
Une partie inde´pendante du programme est consacre´e a` la caracte´risation et a` la de´-
couverte d’un PLMA pour un jeu de se´quence donne´e.
La deuxie`me partie est consacre´e a` la construction d’automates dans plusieurs formats
dont certains visibles graˆce a` l’outil Dot de la se´rie de logiciel GraphViz. Cette partie
est e´galement le sie`ge de l’imple´mentation de l’identification des diffe´rentes zones, dont
celles impliquant les chemins exceptions dont une partie de´veloppe´e dans le cadre d’un
stage au sein de l’e´quipe (Hoang, 2006).
Le programme est a fait l’objet d’un de´poˆt APP. Nous avons e´galement choisi d’en
faciliter l’acce`s par la cre´ation d’une interface web dans le cadre de notre collaboration
avec la plateforme de la Ge´nopole Ouest.
Cette interface re´alise´e en PHP permet aux biologistes de proposer leur jeux de se´-
quences en ayant acce`s a` tous les parame`tres de notre approche. Ils se voient retourner
des sorties d’images repre´sentant les automates qu’ils peuvent analyser visuellement ou
choisir d’y faire parser des banques pour sortir d’e´ventuels nouveaux candidats.
Nous avons e´galement proce´de´ a` l’installation et a` la configuration de l’outil sur le clus-
ter de la Ge´nopole Ouest sur lequel les travaux lance´s par l’interface web sont exe´cute´s.
5.2 Acceptation d’une se´quence dans un mode`le
Nous avons vu au chapitre 2 qu’un automate acceptait une se´quence faisant ainsi
partie de son langage lorsqu’il existait un chemin d’un e´tat initial a` un e´tat final dont
les valeurs des transitions correspondaient a` des successions de lettres dans la se´quence.
Pour ce qui est des motifs, il existe diffe´rentes me´thodes de recherche de motifs dans des
banques de se´quences dont les meilleures strate´gies consistent a` pre´traiter par indexa-
tion les banques. Cependant, les acceptations de fac¸on discre`te (sans erreur) limitent
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re´ellement les capacite´s de reconnaissance des motifs. C’est pourquoi il est pratique
d’introduire la possibilite´ de scanner des banques avec erreur. Il s’agit de de´finir un
seuil a` partir duquel on conside´rera une se´quence comme e´tant accepte´e par le mode`le,
meˆme si pour cela il a fallu y faire plusieurs substitutions.
Un algorithme classique venant de la programmation dynamique permet ce type de
scans. C’est l’algorithme de Viterbi. Une imple´mentation pour les motifs et automates,
adapte´e a` la recherche de se´quences biologiques, en a e´te´ faite par le programme Wa-
pam.
Sur cette meˆme ide´e nous avions de´veloppe´ notre propre approche en utilisant une
matrice de couˆt de substitution. Base´e sur la matrice de substitution Blosum62, notre
matrice permettait d’avoir une premie`re e´valuation de la distance d’une se´quence par
rapport a` un automate, ou plutoˆt du couˆt en terme de sommes de couˆts de substitution
afin que la se´quence soit accepte´e dans l’automate.
Ne pouvant nous satisfaire de ce parsing en distance, par la suite nous avons produit un
autre type de score qui prend en compte les ponde´rations des diffe´rents acides amine´s
pre´sents par transitions. Nous avons alors profite´ d’un stage (Mahe´, 2007) qui nous a
permis de convertir nos automates de prote´ines au format des automates WA demande´s
par Wapam, puis dans sa nouvelle version nomme´e Wascan. Nous faisons re´fe´rence a`
cette me´thode d’e´valuation de la proximite´ d’une se´quence avec un mode`le automate
par le terme de parsing poids, les re´sultats e´tant des scores semblables aux re´sultats de
type Blast. Plus le score obtenu par une se´quence dans un automate est e´leve´, plus la
se´quence est proche de la famille. A l’inverse, les faibles scores, voire les scores ne´gatifs
indiquent une se´quence particulie`rement diffe´rente de la famille.
5.3 Evaluer le mode`le avec une mesure Minimum Des-
cription Lenght (MDL)
En l’absence d’indications sur les performances en reconnaissance, nous avons sou-
haite´ introduire une mesure issue de la the´orie de l’information et de notions telles
que l’entropie, de´finie par Shannon. En effet, Protomata-Learner ne ge´ne`re pas que de
simples outils de discrimination, c’est aussi une nouvelle forme de mode`les permettant
d’observer la structure du jeu de se´quences. La mesure choisie pour e´valuer ce travail de
mode´lisation est une mesure de type “Minimum Description Lengh (MDL)”. La mesure
MDL est une formalisation du principe du rasoir d’Occam dans laquelle la meilleure
hypothe`se pour un ensemble de donne´es est celle qui conduit a` la plus grande compres-
sion des donne´es. MDL a e´te´ pre´sente´ par Jorma Rissanen (Rissanen, 1978).
Pour la de´finition d’une mesure de type MDL applique´e a` notre approche, nous consi-
de´rons que :
– La donne´e a` compresser est le jeu de se´quence S repre´sentant la famille prote´ique
– Le mode`leM permettant la compression est un automate A ge´ne´re´ par Protomata-
Learner
– La mesure MDL (en bits) sera e´gale au codage (en bits) du mode`le M ajoute´ au
codage (en bits) du jeu S sachant le mode`le M
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– Parmi tous les automates ge´ne´re´s en faisant varier un parame`tre comme le quo-
rum, nous chercherons celui qui minimise la mesure MDL
Nous allons donc voir le choix de codage (en bits) qui a e´te´ fait pour chaque e´le´ment
du calcul MDL.
Nombre de bits ne´cessaires pour coder une des lettres repre´sentant les
acides amine´s :
Soit Σ l’ensemble des Acides Amine´s
Notons ♯x le nombre de bits ne´cessaires pour coder x.
On a alors :
a ∈ Σ : ♯a = log2 |Σ|
Codage de l’ensemble des Se´quences : S
Notons S =
〈
s1, . . . , s|S|
〉
l’ensemble des se´quences dont le codage est :
♯(S) =
|S|∑
i=1
|Si|∑
j=1
log2 |Σ|
Codage du mode`le : M
Soit un automate A = 〈Σ, Q,E,QI , QF 〉
Sachant que l’on e´tiquette chaque transition par un acide amine´ ou un groupe
d’acides amine´s, le codage de l’ensemble sans doublons des groupes d’acides amine´s G
ne´cessite alors :
♯(G) =
∑
g∈G
|g| × log2 |Σ|
L’e´tiquetage de chaque transition t ne´cessite alors :
♯(t) = log2 |Σ+G|
Le codage de l’ensemble des transitions E (e´tiquetage et e´tats participant a` chaque
transition) de l’automate devient donc :
♯(E) = |E|.♯(t).2 log2 |Q|
Le codage du mode`le M repre´sente´ par l’automate A ne´cessite alors :
♯(M) = ♯(G) + ♯(E)
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Codage d’un ensemble de se´quences sachant le mode`le : S/M
Sachant les positions associe´es a` une se´quence si dans l’automate, nous allons esti-
mer le couˆt du codage d’un parcours permettant de retrouver la se´quence a` partir de
l’automate.
Le codage du choix Cp d’un acide amine´ d’une position p d’une se´quence si sachant
l’ensemble et d’acide amine´s propose´ par l’e´tiquetage d’une transition t est le suivant :
♯(Cp) = log2 |et|
A` partir de la transition t parcourue par la se´quence s a` la position p, le codage du
choix Tp de la transition t + 1 parcourue par la se´quence s a` la position p + 1, parmi
l’ensemble des K transitions positions possibles apre`s t est :
♯(Tp) = log2 |K|
Pour chaque position p d’une se´quence si, sachant le mode`le M , le codage est de :
♯(p/M) = ♯(Cp) + ♯(Tp)
D’ou` le couˆt du codage d’une se´quence si, sachant le mode`le M :
♯(s/M) =
|s|∑
p=1
♯(p/M)
Et enfin le codage de l’ensemble des se´quences S sachant le mode`le M :
♯(S/M) =
∑
s∈S
♯(s/M)
Codage MDL total :
♯(MDL) = ♯(M) + ♯(S/M)
5.4 Etude de cas sur le clan Pfam de la super-famille des
Viral Nucleic Acid Binding
La base de donne´es de HMM profils Pfam (Bateman et coll., 2004) a e´te´ introduite
au chapitre 2. Nous savons que chaque entre´e correspond a` un profil de type HMM
repre´sentant une famille de prote´ines. Pfam a la particularite´ de posse´der des entre´es
nomme´es clans. Ces clans sont en fait des ensembles regroupant plusieurs familles Pfam
en relation de par les similarite´s de se´quences ou de structures de leur membres.
Lorsque l’on regarde les se´quences regroupe´es sous le nom de clan, on s’aperc¸oit qu’il
existe des domaines partage´s par toutes les se´quences et d’autres par quelques Pfam du
clans. On comprend alors les limites des HMM profils qui sont incapables de repre´senter
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des subdivisions en sous-familles sur le meˆme mode`le.
Afin d’e´tudier la structure de notre mode`le, nous allons e´tudier ce que l’on obtient lors
d’un apprentissage sur un clan Pfam. Les captures d’e´cran ont e´te´ produite a` partir de
l’interface web de la plateforme de bioinformatique de la Ge´nopole-Ouest.
Fig. 5.1 – On utilise un jeu de se´quences d’apprentissage (ici le clan PFAM connu sous
le nom de “Viral nucleic acid binding”).
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Fig. 5.2 – On obtient plusieurs automates en fonction de diffe´rents quorum
Fig. 5.3 – Pour un quorum de 100%, nous avons un automate e´quivalent a` un motif de
type Prosite.
Etude de cas sur le clan Pfam de la super-famille des Viral Nucleic Acid Binding 87
Fig. 5.4 – En descendant en quorum, nous de´couvrons des blocs contenant moins de
se´quences, ainsi que des exceptions a` ces blocs.
Fig. 5.5 – Enfin, la vue “plma” nous permet, pour des quorums encore plus petits,
d’observer le comportement des familles de se´quences.
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Fig. 5.6 – Pour chaque automate ou tout simplement pour celui qui montre le meilleur
score MDL, nous pouvons scanner cet automate sur une base de donne´e.
Fig. 5.7 – Voici le re´sultat d’un scan, avec les se´quences valides et leur score de parsing.
Chapitre 6
Expe´riences d’Apprentissage de
Protomates
Suite a` plusieurs imple´mentations de notre approche, nous avons choisi de nommer
Protomates les mode`les de type automate que nous obtenons suite a` apprentissage sur
un jeu de prote´ines. Au cours des diffe´rentes distributions, expe´riences et publications,
le nom de notre programme a` converge´ vers celui de Protomata-Learner.
Ce chapitre pre´sente les expe´riences mene´es autour des applications permises par les
diffe´rentes versions de Protomata-Learner.
Cette the`se a une application particulie`rement cible´e sur la famille de prote´ines dite des
TNF, implique´es dans des maladies cance´reuses. C’est pourquoi, nous avons produit de
nombreux re´sultats sur cette famille qui est apparue comme particulie`rement difficile
pour les approches classiques.
Cependant nous souhaitions e´galement avoir l’approche la plus ge´ne´rale possible de
manie`re a` ce que nous puissions traiter chaque famille de prote´ine que l’on nous propose.
De plus, il e´tait important de pouvoir valider l’approche sur des donne´es que nous
connaissions. Ainsi nous avons profite´ de la collaboration avec C. Delamarche (UMR
CNRS 6026) pour faire les premiers essais sur les prote´ines MIP. Puis nous avons e´largi
les cibles et e´value´ le comportement de l’approche sur les TNF.
6.1 Validation de l’apprentissage
Le chapitre 3 nous a permis de suivre le processus permettant l’apprentissage d’un
automate a` partir d’un ensemble de se´quences appartenant a` une famille de prote´ines.
Il s’agit de´sormais d’e´tudier les diffe´rentes techniques d’e´valuation de la qualite´ de ces
automates.
Tout d’abord, nous allons de´tailler la technique la plus classique, qui consiste a` e´valuer
les capacite´s de discrimination des mode`les. C’est-a`-dire la capacite´ pour le mode`le ap-
pris, a` reconnaˆıtre de nouveaux membres de la famille d’inte´reˆt et cela sans se tromper.
Pour cela, nous avons besoin de plusieurs jeux de se´quences. L’apprentissage ne´cessite
un jeu d’apprentissage positif ne contenant que des se´quences appartenant a` la famille,
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et e´ventuellement un jeu d’apprentissage ne´gatif. Quant a` la validation, elle se fait avec
un jeu de validation positif et un jeu de validation ne´gatif.
Apre`s avoir infe´re´ le mode`le sur le(s) jeu(x) d’apprentissage, nous utiliserons ce mode`le
pour scanner les jeux de validations. Il en re´sultera des se´quences accepte´es par le mo-
de`le et des se´quences rejete´es par le mode`le. Nous introduisons alors les notations qui
nous permettent d’e´valuer le succe`s de la discrimination.
De´finition 6.1 Un vrai positif (VP) est une se´quence du jeu de validation positif qui
est accepte´e par le mode`le appris.
De´finition 6.2 Un faux positif (FP) est une se´quence du jeu de validation ne´gatif qui
est accepte´e par le mode`le appris.
De´finition 6.3 Un faux ne´gatif (FN) est une se´quence du jeu de validation positif qui
est rejete´e par le mode`le appris.
De´finition 6.4 Un vrai ne´gatif (VN) est une se´quence du jeu de validation ne´gatif qui
est rejete´e par le mode`le appris.
Les trois mesures qui rendent compte de la capacite´ du mode`le a` discriminer sont
le rappel, la pre´cision et la F-mesure. Le rappel montre la capacite´ a` reconnaˆıtre des
membres de la famille. La pre´cision montre la capacite´ a` ne pas se tromper en choisissant
de mauvais candidat. Lorsque l’on obtient un bon rappel et une mauvaise pre´cision, on
peut dire que l’on a surge´ne´ralise´ lors de l’apprentissage. Lorsque l’on obtient une bonne
pre´cision et un mauvais rappel, on peut dire que l’on a surspe´cifie´ lors de l’apprentissage.
La F-mesure est une mesure qui rend compte de la qualite´ du compromis entre les deux
autres mesures.
De´finition 6.5 Rappel = ♯(V P )♯(V P )+♯(FN)
De´finition 6.6 Precision = ♯(V N)♯(V N)+♯(FP )
De´finition 6.7 F −mesure = 2.Rappel.P recisionRappel+Precision
6.2 Leave-One-Out
Dans les expe´rimentations, nous avons donc e´value´ a` plusieurs reprises des mode`les
infe´re´s sur des jeux d’apprentissage et teste´s sur des jeux de validation.
Si l’on disposait de plusieurs centaines de se´quences par famille il suffirait d’en extraire
une fraction (1/10 ou 1/3 par exemple) et d’en faire notre jeu de validation positif,
tandis que l’apprentissage serait fait sur les se´quences restantes. Dans un cas plus dif-
ficile, avec une centaine de se´quences par famille, l’ide´e serait de compenser le manque
d’information par une re´ite´ration du choix du jeu de se´quences de validation positif.
On aurait alors, par exemple, 10 expe´riences testant a` chaque fois un nouveau mode`le
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appris sur 9/10 des se´quences, et e´value´ sur les 1/10 restant. Puis nous pourrions alors
prendre la moyenne des re´sultats obtenus a` la suite de ces e´valuations. Ceci s’appelle
la validation croise´e.
Cependant, nous n’avons pas toutes les se´quences existant dans la nature et potentiel-
lement membres d’une famille. Pire, il est certain que, compte-tenus de la longueur des
se´quences et du nombre de variations possibles, la nature n’a pas explore´ toutes les solu-
tions possibles. C’est donc avec un manque cruel d’information en quantite´ de se´quences
que nous avons du travailler. Sur des familles de quelques dizaines de membres, la tech-
nique de validation choisie est une validation croise´e impliquant une seule se´quence de
validation a` chaque ite´ration. Elle est nomme´e le Leave-One-Out.
Notons que le manque de se´quences couvrant l’ensemble des possibilite´s pour une fonc-
tion est le cas le plus courant. De plus, le jeu de contre-exemple n’est pas beaucoup plus
e´vident a` e´tablir car il n’existe pas force´ment beaucoup de se´quences n’appartenant pas
a` la famille e´tudie´e, mais suffisamment similaires aux membres de cette famille.
6.3 Familles d’inte´reˆt
6.3.1 Construction de jeux de donne´es
En bioinformatique, il est arrive´ que certaines validations d’outils se fassent sur des
jeux de donne´es ge´ne´re´s de fac¸on ale´atoire. Nous n’avons pas souhaite´ utiliser ce qui
pour notre proble´matique nous semble eˆtre une validation qui donne des indications
the´oriques mais qui peut se re´ve´ler inefficace dans les majorite´ des cas pratiques.
Nous allons voir dans les exemples de familles choisies, la difficulte´ a` bien de´finir le jeu
qui repre´sentera la famille, en choisissant les se´quences qui le composent. Supposons que
nous souhaitions e´tudier une famille λ. A priori il suffirait de choisir dans une banque
de donne´es tous les membres annote´s comme appartenant a` la famille. Mais voici les
biais qui peuvent entraˆıner la construction d’un jeu non repre´sentatif :
– le choix de la banque de donne´es (le bon compromis entre une banque annote´e
a` la main mais ayant peu d’entre´es, et une banque avec de nombreuses entre´es
ge´ne´re´es par traduction de l’ADN)
– la pre´sence d’une se´quences dans plusieurs espe`ces
– les se´quences ayant leurs fonctions annote´es “hypothe´tiques” ou “par similarite´”
– une de´finition trop floue des proprie´te´s de la famille
En effet, un jeu de se´quences sera beaucoup plus fiable si on le choisit dans Swissprot
que dans Trembl par exemple. Cependant la qualite´ de l’annotation est inversement
proportionnelle a` la taille du jeu de se´quences.
D’autre part, il faut faire attention aux se´quences surrepre´sente´es pour des raisons
historiques. Plus une prote´ine a e´te´ se´quence´e toˆt chez l’homme par exemple, plus on
aura eu le temps de trouver des se´quences similaires provenant de ge`nes orthologues
dans des espe`ces plus exotiques.
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6.3.2 Major Instrinsic Proteins (MIP)
Description
Les prote´ines de la famille MIP (Major Intrinsic Proteins) sont implique´es dans les
me´canismes de maintien de l’home´ostasie cellulaire (Agre et Kozono, 2003).
La famille MIP de´signe des canaux qui sont implique´s dans le transport de l’eau et/ou
de petits solute´s non charge´s (principalement le glyce´rol) a` travers les membranes bio-
logiques. Pour faciliter la description des MIP, il est habituel de distinguer deux types
fonctionnels : Les aquaporines et les facilitateurs du glyce´rol. La de´couverte des aqua-
porines par Peter AGRE (prix Nobel de chimie 2003) a re´volutionne´ les connaissances
biophysiques sur les me´canismes de perme´abilite´ des membranes biologiques. L’analyse
de plusieurs pathologies humaines confirme que les aquaporines sont fondamentales
dans l’organisme : dysfonctionnement re´nal, oede`me ce´re´bral et cardiaque, vision, in-
toxication.
Les aquaporines ont e´te´ identifie´es dans les trois re`gnes du vivant. Elles permettent un
transport passif rapide et se´lectif de l’eau au travers de la membrane plasmique des
cellules tout en excluant le passage des ions. Le dysfonctionnement d’aquaporines est
associe´ a` un nombre de plus en plus grand de pathologies humaines : Diabe`te insipide,
cataracte, oede`mes. La prote´ine mode`le des aquaporines est AQP1 chez les mammife`res
et AqpZ chez E. coli.
Les facilitateurs du glyce´rol permettent le transport facilite´ du glyce´rol et/ou de petits
solute´s non charge´s au travers de la membrane plasmique tout en excluant l’eau et les
ions. Le mode`le historique de ce groupe fonctionnel est la prote´ine GlpF de E. coli, qui
forme dans la membrane un canal de diffusion facilite´e au glyce´rol. Apre`s phosphory-
lation dans le cytoplasme, le glyce´rol ne peut plus franchir le canal en sens inverse.
Nous connaissons 13 ge`nes de prote´ines MIP chez l’homme et 38 ge`nes chez la plante
Arabidopsis thaliana. Les membres de la famille MIP posse`dent environ 300 acides ami-
ne´s et pre´sentent une organisation structurale commune comportant 6 alpha-he´lices
entourant un pore central. Cette organisation correspond au mode`le topologique pro-
pose´ par P. Agre et ses collaborateurs en 1994 et connu sous le nom de ”mode`le en
sablier”. Le mode`le en sablier a` e´te´ valide´ au plan structural sur l’aquaporine AQP1 et
sur le facilitateur du glyce´rol GlpF. Toutes les prote´ines MIP pre´sentent de nombreux
re´sidus hautement conserve´s localise´s le long de la se´quence. On remarque en particu-
lier, une bonne conservation du motif asparagine-proline-alanine (NPA), pre´sent dans
les 2 petites he´lices HB et HE qui plongent syme´triquement a` l’inte´rieur du pore et qui
participent a` la zone de constriction du canal.
La structure des 2 prote´ines mode`les de la famille MIP, AQP1 et GlpF, a e´te´ de´termine´e
par cristallographie aux rayons X avec une re´solution de 2,2 A˚ (Sui et coll., 2001; Fu
et coll., 2000). Ces e´tudes montrent que AQP1 et GlpF cristallisent sous forme d’ho-
mote´trame`res dans lesquels chaque monome`re forme un (( canal actif )). Ces structures
ont permis de proposer un me´canisme mole´culaire de fonctionnement des canaux MIP,
dans lequel la se´lectivite´ a` l’eau ou au glyce´rol s’expliquent par la distribution d’acides
amine´s spe´cifiques tout le long du pore et au niveau de la zone de restriction (Fujiyoshi
et coll., 2002; Stroud et coll., 2003) . Des expe´riences de mutagene`se dirige´e confirment
Familles d’inte´reˆt 93
le roˆle cle´ de certains acides amine´s localise´s a` l’inte´rieur du pore. Cependant, il faut
noter que ce mode`le n’explique pas totalement les me´canismes mole´culaires de se´lec-
tivite´ des substrats in vivo, par exemple le fonctionnement des canaux mixtes (eau /
glyce´rol), la re´gulation bidirectionnelle du flux d’eau ou de glyce´rol et l’imperme´abilite´
aux ions.
Inte´reˆt pour l’approche
Les prote´ines MIP nous ont semble´ eˆtre un jeu tre`s inte´ressant pour nos premie`res
expe´rimentations. En effet, le fort taux de similarite´ entre les se´quences permet de
situer rapidement les domaines connus pour cette super-famille et donc de ve´rifier si
nos mode`les pre´sentent bien ces domaines. De plus, l’existence de sous-familles (aqua-
porines, facilitateurs du glyce´rol) fonctionnelles nous permet d’e´valuer le pouvoir de
discrimination des diffe´rentes approches de de´couverte de motifs.
Jeux de se´quences choisis pour les expe´riences sur les MIP
Au moment de la pre´paration des donne´es, la base UNIPROT contenait un ensemble
U de 911 prote´ines annote´es comme e´tant des membres de la famille MIP. Comme ex-
plique´ au paragraphe 6.3.1, la qualite´ de l’apprentissage et de son e´valuation ne´cessitent
que l’on e´carte certaines se´quences. Ce travail a e´te´ effectue´ en collaboration avec C.
Delamarche, professeur en biologie, travaillant sur cette famille.
A partir de U , nous avons extrait un jeu nomme´ T compose´ des 159 se´quences de pro-
te´ines dont l’annotation est conside´re´e comme fiable puisque provenant de la base de
re´fe´rence Swissprot.
De cet ensemble T , a e´te´ identifie´ un jeu A ne contenant que 79 se´quences ayant e´te´
annote´es suite a` une re´elle expe´rience biologique, les autres e´tant annote´es par simila-
rite´ avec les premie`res.
Puis nous avons de´gage´ certaines se´quences de A de manie`re a` posse´der un jeu M dans
lequel on ne peut trouver deux se´quences partageant une identite´ supe´rieure a` 90%. La
taille de M est de 44 se´quences. C’est notre jeu e´talon pour les MIP. De cet ensemble,
C. Delamarche a identifie´ 24 se´quences spe´cifiques a` l’eau (jeu W+) et 16 se´quences
non-spe´cifiques a` l’eau (jeu W−) puisque pouvant laisser transiter du glyce´rol ou de
petits solute´s. Nous avons cre´e´ e´galement un jeu de se´quences controˆle C compose´ de
se´quences proches des se´quences MIP (en utilisant les premiers hits du programme
Blast) et identifie´es par les experts comme e´tant en dehors de la famille.
6.3.3 Tumor Necrosis Factor (TNF)
Description
Le de´veloppement exponentiel des cellules cance´reuses te´moigne de l’absence de
leur apoptose. En effet, les processus conduisant a` l’autodestruction ou suicide de la
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cellule sont affecte´s. Les traitements actuels, principalement chirurgie, chimiothe´rapie
et radiothe´rapie, rencontrent le proble`me de re´sistance de certaines cellules cance´reuses.
Les progre`s de la ge´nomique lie´s au projet ”ge´nome humain” tentent de pallier a` ces
proble`mes en ouvrant de nouvelles voies. Ainsi, les diffe´rentes prote´ines responsables de
signaux induisant l’apoptose ont e´te´ de´couvertes et classe´es. Nous pouvons distinguer
la super-famille des TNF (Ashkenazi, 2002) qui est associe´e aux diffe´rentes familles de
ligands (environ 18), et celle des TNFR associe´e aux familles des re´cepteurs (environ
28 ”receptors”) de ces ligands. Le nom de TNF est aussi celui d’une sous-famille de la
super-famille des TNF, la raison historique en est que la sous-famille TNF a e´te´ de´cou-
verte en premier (1975).
Nous disposons de nombreuses familles fonctionnelles dont les combinaisons ligand /
re´cepteur sont importantes. Leur caracte´risation passe donc par l’identification des as-
pects structurels comme l’implantation transmembranaire des re´cepteurs, mais aussi
par des sites de liaisons entre ligands et re´cepteurs. Ainsi, au sein de la super-famille
des TNFR, les re´gions extracellulaires N-terminales sont les plus conserve´es (environ
65%). Elles repre´sentent de 1 a` 6 occurrences (ge´ne´ralement 3) de CRD (Cysteine-Rich
Domains) se pre´sentant dans le milieu extracellulaire sous la forme d’he´lices alpha sta-
bilise´es par des liaisons de type ”pont disulfure”. Dans la super-famille des TNF, la
re´gion C-terminale est sujette a` diffusion dans le milieu extracellulaire et est la plus
conserve´e (environ 30%).
La fonction principale des TNF est de changer la conformation du re´cepteur pour de´-
clencher le signal. Par exemple, les ligands FASL se lient et transforment la conformation
de re´cepteurs de la famille FAS. Ces re´cepteurs ont pour fonction de transmettre le si-
gnal d’apoptose vers l’inte´rieur de la cellule. C’est pourquoi ils sont signe´s d’un domaine
intracellulaire, ou adaptateur, nomme´ FADD (FAS-associated death domain) dont le
roˆle est d’activer les caspases (enzymes initiant l’apoptose). Cependant, d’autres sous-
familles des TNFR utilisent des adaptateurs diffe´rents tels que les TRADD (TNFR-
associated death domain) qui controˆlent, par l’interme´diaire de kinases, la cascade de
phosphorylation des ge`nes du syste`me immunitaire. Les TRADD peuvent aussi inter-
venir indirectement par l’interme´diaire des FADD.
Il existe dans certaines familles des cas particuliers ou de´ge´ne´re´s qui se traduisent par
l’absence d’expression de la fonction alors que la similarite´ avec les autres membres
de la famille est importante. Ce qui pourrait sembler anecdotique pour d’autres super-
familles est ici d’une importance capitale. En effet, les Decoy receptors (DcRs) font
partie des TNFR et ont la particularite´ de se lier a` des TNF sans pour autant de´-
clencher de signal. Les conse´quences peuvent eˆtre dramatiques, car dans le cas d’une
surexpression, les DcRs entrent en compe´tition avec les autres TNFR et empeˆchent
alors l’apoptose de s’initier. Ainsi, on peut signaler que les DcR1 et DcR2 entrent en
compe´tition avec les DR4 et les DR5 (re´cepteurs de APO2L/TRAIL). De meˆme, les
ligands FASL peuvent eˆtre bloque´s par des DcR3 au lieu des FAS.
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Inte´reˆt pour l’approche
L’inte´reˆt pour la famille des TNF est porte´ par le fait qu’il existe probablement
des ligands non-connus et capables de se lie´er a` des re´cepteurs qui ont e´te´ identifie´s
pre´ce´demment. Cette famille est aussi inte´ressante par les difficulte´s qu’elle semble
pre´senter. En effet, les se´quences sont assez peu similaires entre elle. L’essentiel de
leur structure secondaire est constitue´ de feuillets Be´ta qui sont ge´ne´ralement bien
moins conserve´s en se´quence que des he´lices alpha. Nous verrons e´galement par la suite
que le motif de re´fe´rence stocke´ dans la base de donne´es Prosite ne permet pas une
discrimination parfaite.
Jeux de se´quences choisis pour les expe´riences sur les TNFs
Nous nous inte´ressons donc principalement a` la famille des ligands des TNF. Cer-
taines se´quences sont connues sous des formes assez proches dans diffe´rentes espe`ces.
Pour ne pas biaiser l’apprentissage, nous nous inte´ressons ici uniquement aux ligands
connus des TNF de l’espe`ce humaine. Soit 18 se´quences formant le jeu positif N+ au
moment de la cre´ation du jeu. Le pourcentage moyen d’identite´ y est de 33,6% avec un
minimum approchant de 0% et un maximum de 70%.
Nous avons e´galement construit un jeu de ne´gatifs N−. Ce jeu contient d’une part 4
se´quences apparaissant comme faux positif du motif Prosite des TNF, et d’autre part
16 se´quences appartenant a` la super famille des cytokines mais n’e´tant pas des TNF.
Le pourcentage moyen d’identite´ entre le jeu positif et le jeu ne´gatif est 28,56% avec
un minimum de 0% et un maximum de 80%.
6.4 Expe´rience d’apprentissage d’un motif MIP
Nos premie`res imple´mentations et expe´riences ont e´te´ produites a` partir de la version
Strictement SFP (voir algorithme en 3.14) de notre approche.Les concepts de PLMA
et Bloc de PLMA (3.8) n’ont e´te´ clairement pose´s que par la suite. Cependant, l’ide´e
d’assembler des fragments significativement similaires de fac¸on ite´rative (paire apre`s
paire) devait nous conduire, par transitivite´, a` l’obtention des zones similaires connues
dans les familles de prote´ines.
Nous avons vu (algorithme 3.14) que l’ordonnancement des paires de fragments e´tait
variable selon la mesure avec laquelle on choisissait de les comparer. Nous avons alors ex-
plore´ trois types de scores diffe´rents (voir score Dialign, Support et Implication, de´crits
dans le chapitre 3). Chaque score permet ainsi d’orienter la construction des automates
vers des proprie´te´s particulie`res.
Par la suite, nous ferons re´fe´rence a` plusieurs parame`tres utilise´s lors de l’exe´cution de
l’approche. Certains sont tout simplement lie´s au fait que nous utilisions une option du
programme Dialign2 (Morgenstern, 1999) pour ge´ne´rer des paires de fragments. L’op-
tion de pre´-traitement “-afc” permet une e´valuation d’un score de similarite´ entre deux
fragments que l’on associe a` une valeur seuil (seuil Dialign dont l’option est accessible
par “-thr”) pour produire une liste de SFP utilisable par nos algorithmes.
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Tab. 6.1 – Comparaison de 4 motifs de MIP.
Me´thode Precision Rappel F-mes. Motif
Prosite (reference) 95% 91% 0.93 [HNQA]DNP[STA][LIVMF][ST][LIVMF][GSTAFY]
Pratt 90% 78% 0.83 GX(2)[FILMV]NP[AS]X[DST][FIL][AGP]
Teiresias 23% 89% 0.37 [ILMV]X(10)[ST]X(3)[ILMV]NX[AG]X(3)[AG]
Protomata 100% 87% 0.93 [ACGSTV]X[ACFGILMV]N[ACGPV][AGS][ACFG
ILMV][DNST][ACFGILMV][ACGSTV]X[ACFGHI
KLMTVWY]X(12)[FMY]X[ACFGHIKLMTVWY]X
Q[ACFGHIKLMTVWY][ACFGILMV][AGS][AGS]
Le quorum (pre´sente´ a` la section 4.3) est e´galement un parame`tre important laisse´ a`
la disposition de l’utilisateur. Le quorum est particulie`rement corre´le´ a` la taille des
mode`les obtenus en sortie et donc au nombre d’e´tats pre´sents dans l’automate.
La version Strictement SFP de cette section a fait l’objet d’un prototype avec im-
ple´mentation de trois scores, ce qui nous a permis une premie`re e´valuation de leur
efficacite´ (Coste et coll., 2004). Depuis les ame´liorations des performances de l’outil ont
pu produire les re´sultats pre´sente´s ci-apre`s et parus dans (Coste et Kerbellec, 2005).
Dans cette expe´rience, nous avons souhaite´ e´valuer les performances du mode`le le
plus simple que notre approche puisse produire sur le jeu M des prote´ines MIP. Afin
d’obtenir un mode`le tre`s simple et tre`s ge´ne´ral de la famille, nous re`glons en premier
le parame`tre “Quorum” a` son maximum qui est ici de 44 pour le jeu M . Ainsi, seules
les zones supportant 100% des se´quences de M deviennent caracte´ristiques et inte´gre´es
au mode`le.
De plus, nous avons choisi de restreindre le motif a` la premie`re zone caracte´ristique
obtenue par fusions des paires de fragments dans l’approche paire de fragments. Le
faible niveau d’expressivite´ du mode`le obtenu nous permet ainsi de le traduire en motif.
Le motif, ou le pattern, est une signature courte et discre`te de la famille (cf chapitre
1). La comparaison avec des me´thodes de de´couvertes de motifs comme Pratt(Jonassen
et Higgins, 1995) et Teiresias(Rigoutsos et Floratos, 1998) est alors possible. Nous
utilisons les parame`tres par de´faut de ces deux me´thodes, a` l’exception du parame`tre
W (maximum length) de Teiresias qui a e´te´ fixe´ a` 50 pour permettre la de´couverte
de longs motifs. De plus nous utilisons la base de donne´es Prosite qui nous fournit un
motif de re´fe´rence sur la famille des MIP.
Nous avons utilise´ le programme Dialign2 avec les options suivantes : -nta -thr 5 -afc.
6.4.1 Re´sultats
Notons que le scan du motif MIP provenant de la base de motif Prosite retourne
aussi bien des faux positifs que des faux ne´gatifs. Le motif Prosite est ici a` titre indicatif,
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car il n’a pas e´te´ obtenu dans les meˆmes conditions que les autres. Il a e´te´ produit de
manie`re semi-automatique (programmes d’alignement et expertise humaine) a` partir
du jeu T .
Notre re´sultat, issu d’un apprentissage automatique depuis le jeu de se´quence M , ob-
tient pour sa part un rappel proche de celui du motif Prosite ainsi qu’une pre´cision de
100%. De plus nous avons pu remarquer que les 16 se´quences classe´es dans les faux-
positifs de notre approche n’ont pas e´te´ valide´es MIP par expe´rience mais uniquement
par similarite´. Nous y trouvons e´galement une demi-se´quence, que notre approche consi-
de`re a` juste titre comme ne pouvant eˆtre fonctionnelle.
En comparaison avec les deux me´thodes concurrentes que sont Pratt et Teiresias, nous
constatons un gain tre`s net de notre approche autant en rappel qu’en pre´cision. Nous
pouvons observer que tous les motifs ont fait e´merger une zone connue comme e´tant le
premier domaine “boˆıte NPA” chez les MIP. Notre motif rele`ve un nombre de positions
plus e´leve´ que les autres. Lorsque l’on observe la structure on retrouve dans ce motif
des positions conserve´es dues a` leur importance au sein du canal forme´ par chaque
prote´ine MIP. Ainsi les acides amine´s appartenant a` l’he´lice alpha suivant la premie`re
boˆıte NPA et oriente´s vers l’inte´rieur du canal sont particulie`rement bien conserve´s (Q
par exemple).
Le comportement de notre approche dans une version simple montre de bonnes qualite´s
de discrimination et de repre´sentation se´mantique sur un jeu connu comme posse´dant
une similarite´ globale assez forte.
La prochaine section va nous permettre de nous focaliser sur une situation encore plus
difficile pour une famille a` forte similarite´. La difficulte´ re´sidant dans la capacite´ a` pro-
duire des signatures capables de discriminer une sous-famille par rapport a` une autre
lorsque la super-famille est a` forte similarite´.
6.5 Expe´rience de discrimination entre deux types de ca-
naux MIP
Nous nous inte´ressons ici a` l’apprentissage d’une sous-famille des MIP que nous
avons nomme´ Water-Specific subfamily. La taˆche consiste a` apprendre des mode`les
capables de reconnaˆıtre ces canaux laissant passer strictement de l’eau, tout en maxi-
misant la discrimination avec les autres canaux laissant passer du glycerol ou de petits
solute´s. Pour cela nous avons a` dispositions un jeu de contre-exemples.
Cette expe´rience utilise e´galement les options“-nta -thr 5 -afc”de Dialign2 pour produire
les paires de fragments. Protomata est utilise´ dans une version similaire a` l’expe´rience
pre´ce´dente, mais cette fois-ci ce sont les 3 scores qui seront e´value´s. Enfin, nous avons
utilise´ l’expansion aux groupes physico-chimiques (voir les de´tails au chapitre 4) avec les
re´glages suivant : λG = 10
−7, λΣ = 10
−19 et les groupes correspondant aux diffe´rentes
unions possibles des groupes de Taylor. Nous avons pu constater que sur une machine
standard (3GHz) l’exe´cution de l’apprentissage n’a jamais exce´de´ les 10 minutes pour
un code qui n’e´tait pourtant pas encore optimise´.
L’apprentissage se de´roule autour d’un Leave-one-out a` partir du jeu d’apprentissage
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W+ et du jeu de contre-exemple W−, sachant que le jeu de controˆle C contre-exemple
des MIP sera e´galement parse´ par chaque signature. Cette expe´rience nous permet d’e´tu-
dier les qualite´s d’automates plus grands que de simple motifs. La contrainte e´tant que,
pour rattraper une mauvaise pre´cision qui sera engendre´e par un parsing discret de nos
signatures, nous utilisons une distance d’acceptation. La distance est produite par un
parsing avec erreurs, et le seuil d’acceptation est donne´ par les contres-exemples.
6.5.1 Re´sultats
Nous pre´sentons ici sur la figure 6.1 le re´sultat obtenu par l’utilisation de l’heuris-
tique du score d’implication (score de Lerman prenant en compte les jeux ne´gatifs) avec
un quorum de 100%.
Fig. 6.1 – Distance de chaque se´quence de validation pour son acceptation dans l’au-
tomate produit en utilisant l’heuristique d’implication. Leave-One-Out produit dans le
but d’e´valuer la caracte´risation de W+ avec W− comme contre exemple. Le jeu C est
un jeu de controˆle (non MIP), seule sa se´quence la plus proche est repre´sente´e.
Nous avons fait varier le nombre de paires de fragments utilise´es pour produire les
automates. Cette variation implique de fait une diffe´rence de la taille entre les auto-
mates (axe des abscisses). En effet, un grand nombre de fragments fusionne´s entraˆınent
l’apparition d’un nombre plus important de zones conside´re´es comme caracte´ristiques.
La figure montre une se´paration manifeste lorsque l’on e´tudie la distance de chaque se´-
quence vis-a-vis du mode`le produit (axe des ordonne´es). Sur l’axe repre´sentant la taille
des automates, nous avons indique´ 4 points d’attractions qui semblent lie´s a` l’e´mergence
progressive de zones caracte´ristiques. La premie`re correspond au motif de la premie`re
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Tab. 6.2 – Performance de classification (W+ contre W-).
Discret Distance
Taille des automates Pre´cision Rappel F-mes. Pre´cision Rappel F-mes.
10 100% 92% 0.96 100% 96% 0.98
40 100% 71% 0.83 100% 100% 1.00
100 100% 54% 0.70 100% 100% 1.00
130 100% 42% 0.59 100% 96% 0.98
boˆıte NPA mise en valeur dans l’expe´rience pre´ce´dente. L’e´cart entre les jeux augmente
progressivement avec la taille des automates, jusqu’a` un point d’inflexion ou` la prise en
compte d’un nombre plus important de fragments pour les fusions dans l’automate ne
semble plus contribuer a` une meilleure discrimination.
Seule la se´quence Bib Drome du jeu W+ est parfois note´e a` un niveau courant pour les
se´quences de W−. Cependant Bib Drome est connue pour eˆtre divergente des autres
MIP. Ne´anmoins, la distance ne´cessaire pour parser cette se´quence est toujours plus
faible que celle requise pour parser les se´quence de W− ou celles de C. Nous avons
compare´ dans les meˆmes conditions les re´sultats produits par les autres heuristique
de score sur des automates de taille environ 100 e´tats (point d’inflexion). Les gra-
phiques produits en section 6.2 montrent une meilleure discrimination de l’heuristique
d’implication. Rappelons que cette heuristique est la seule a` prendre en compte des
se´quences contre-exemple pour l’apprentissage Leave-One-Out. Nous voyons e´galement
un meilleur comportement de l’heuristique support dans ce type de situation. Nous
retiendrons pour la suite que cette heuristique favorise le choix de fragments faisant
partie de Blocs de PLMA.
Nous pre´sentons e´galement la table 6.2 qui rassemble les re´sultats de validation
de l’apprentissage des automates produits par le score d’implication au niveau des
diffe´rents points d’attractions avec deux types d’acceptations (discret ou distance).
L’approche a donc e´te´ capable de produire un re´sultat de 100% en pre´cision et
100% en rappel pour des tailles d’automate comprises entre 40 et 100 e´tats. L’inte´reˆt
de Promata a donc e´te´ mis en avant pour la discrimination entre sous-familles simi-
laires. Le succe`s des heuristiques privile´giant les fragments lie´s a` de nombreux autres
fragments (support et implication) montre que de chercher a` produire directement des
ensembles de multiples fragments peut eˆtre envisage´, et c’est ce qui nous a amene´ a` une
formalisation du proble`me oriente´e Blocs de PLMA et aux expe´riences suivantes.
6.6 Expe´rience d’apprentissage de signatures de ligands
TNF
Malgre´ les bons re´sultats obtenus sur les MIP, les premiers essais de la version
Strictement SFP sur la famille des les ligands des TNF n’ont pas e´te´ concluants. En
effet, pour une famille constitue´e de membres tre`s peu similaires nous avons pu observer
100 Expe´riences d’Apprentissage de Protomates
Fig. 6.2 – Distribution pour 3 heuristiques du pourcentage de se´quences accepte´es par
un automate de taille approximativement 100 transitions.
que les mode`les obtenus e´tait sur-ge´ne´ralise´s. Le jeu de la transitivite´ conduit parfois a`
la fusion de fragments totalement diffe´rents. C’est pourquoi, nous avons profite´ d’une
refonte de l’imple´mentation pour essayer une expe´rience oriente´e vers l’identification de
cliques de fragments. Nous avons ici imple´mente´ la version Clique Semi-Exhaustive de
l’approche.
De plus cette expe´rience nous a e´galement permis d’observer les proble`mes de court-
circuit (au moment du parsing) des zones caracte´ristiques par des ge´ne´ralisations de
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Methode Precision Rappel F-mesure
Parsing Discret
Prosite 0.75 0.67 0.71
Teiresias 0 1 0
Pratt 0.85 0.94 0.89
Protomata-SFP Q=17 0.88 0.89 0.88
Parsing Distance
Pratt 0.86 1 0.92
Pratt Q=12 0.8 0.94 0.87
Pratt Q=6 0.9 0.94 0.92
Pratt Q=3 1 0.5 0.67
Protomata-Cl Q=7 0.96 0.94 0.95
Protomata-Cl Q=6 1 1 1
Protomata-Cl Q=5 1 0.94 0.97
Tab. 6.3 – Comparaison entre la version de Protomata Clique Semi-Exhaustif et
d’autres me´thodes sur un Leave-One-Out d’apprentissage de la famille des ligands des
TNF. Q est la valeur du quorum.
zones de Gap. D’ou` l’ide´e de tester e´galement le concept de chemins exceptions ne
participant pas aux ge´ne´ralisations en Gap.
Nous avons donc effectue´ un Leave-One-Out sur le jeu positif de se´quences N+ de la
famille des TNF en prenant le jeu N− comme jeu ne´gatif.
Le tableau 6.3 rapporte les re´sultats obtenus par chaque me´thode essaye´e. La pre-
mie`re partie du tableau fait une comparaison sur des motifs obtenus par un quorum
de 100% des se´quences et un parsing direct. Notons que le premier motif n’est pas issu
d’un apprentissage mais de la base de donne´es Prosite. Pourtant issu d’une expertise
semi-automatise´e, le rappel associe´ n’est que de 67% sur ce jeu.
L’apprentissage a` partir du programme Teireisias ne renvoie quant a` lui qu’un motif
pauvre et surge´ne´ralise´. De son coˆte´ le programme Pratt produit un motif inte´ressant
avec une F-mesure a` 0.89. A titre de comparaison, nous avons e´galement teste´ la version
paire de fragments qui a produit un motif proche de celui de Pratt.
Pourtant, c’est bien en diminuant le quorum, ce qui rend l’utilisation du parsing dis-
tance indispensable, que nous avons pu montrer les meilleurs re´sultats en utilisant la
version clique semi-exhaustive de Protomata. Afin de de´terminer le seuil d’acceptation,
nous avons pris la distance d’une se´quence re´fe´rence a` laquelle nous avons applique´ un
coefficient de 3/4 permettant une certaine marge.
Les parame`tres de PRATT permettent d’obtenir des motifs pour des quorums diffe´-
rents. Cependant, la meilleure F-mesure obtenue n’est alors que de 0.92.
C’est donc la version Clique Semi-Exhaustive qui permet ici un apprentissage parfait
de 100% de pre´cision et 100% de rappel pour un quorum de 30%. Cette expe´rimen-
tation permet d’illustrer l’importance d’avoir des chemins disjoints. Le graphique 6.3
nous permet de bien voir les e´volutions croise´es des courbes de pre´cisions et de rappel
pour cette version de Protomata.
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Fig. 6.3 – Impact du quorum sur la F-mesure.
6.7 Etude parame`trique des approches avec graines sur
les ligands des TNF
6.7.1 Me´thode
Les expe´riences pre´sente´es dans cette section ont pour but d’e´tudier la version
Graines de Bloc de PLMA de notre approche. Nous avons pu ve´rifier sur une pre-
mie`re imple´mentation que l’approche par fusion de fragments e´tait efficace dans sa
version paire de fragments sur une famille a` forte similarite´. Nous en avons de´gage´ que
des Blocs de PLMA e´taient construits de manie`re transitive. Dans une autre version,
nous avons e´galement constate´ l’efficacite´ de la version Clique Semi-Exhaustive sur un
jeu difficile.
A partir des deux premie`res imple´mentations, nous avons choisi une version de compro-
mis. Cette version est re´solument oriente´e vers la de´couverte de Bloc de PLMA. Elle
se veut plus rapide qu’une approche exhaustive puisqu’elle se base sur une approche
base´e sur le tri de fragments qui servent de graine a` la construction de Bloc de PLMA.
Cette nouvelle imple´mentation nous permet alors de mettre en concurrence le choix
d’un consensus fort et le choix d’un consensus faible (voir 3.8).
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Le choix du jeu de se´quences est e´galement celui des ligands des TNF et le protocole
expe´rimental reste identique a` l’expe´rimentation pre´ce´dente, c’est a` dire un Leave-One-
Out. Cependant, le choix du parsing a aussi e´volue´. Nous sommes de´sormais dans un
parsing de poids et non plus en distance.
Nous avons effectue´ une e´tude plus syste´matique de l’influence de chaque parame`tre
choisi. Parmi les diffe´rents parame`tres, nous avons celui du choix du consensus (faible
ou fort). Nous avons e´galement celui du seuil de Dialign fixe´ a` 5 dans les versions pre´ce´-
dentes. Enfin, nous avons e´value´ l’influence de l’intervalle de taille de fragments choisis.
6.7.2 Re´sultats
Les figures pre´sente´es dans cette section montrent l’e´volution des courbes de pre´ci-
sion, rappel et F-mesure en fonction du quorum pour des apprentissages d’automates
avec la version “graine” de l’approche. Nous discutons la qualite´ des re´sultats et l’in-
fluence des parame`tres.
La figure 6.4 montre un apprentissage effectue´ dans des conditions peu restrictives
sur le nombre et le niveau de similarite´ entre les fragments. En effet, les bornes de taille
0 et 40 englobent l’ensembles des fragments fournis par Dialign. Le seuil fixe´ a` 1 est
e´galement un seuil permettant de prendre en compte de nombreuses paires de fragments
potentiellement tre`s peu similaires. On constate que pour le choix d’un consensus fort
l’approche parvient progressivement a` ame´liorer le rappel en diminuant le quorum, et
donc en augmentant la taille des automates produits. La F-mesure obtient son meilleur
score pour un quorum de 9 se´quences, puis diminue au fur et a` mesure de la baisse de
la pre´cision.
Sur la figure 6.5 nous pouvons observer l’impact de l’augmentation du niveau du
seuil de Dialign par rapport a` la figure 6.4. L’approche be´ne´ficie de moins d’information
et les Blocs de PLMA de consensus fort ne se forment que pour des quorums bien plus
petits, ce qui explique le de´calage des courbes vers la droite.
Le fait de passer a` un seuil dialign de 10 montre, sur la figure 6.6, un constat simi-
laire a` celui fait pre´ce´demment. Le peu de fragments pris en compte par un seuil de 10
permet des exe´cutions tre`s rapides mais de mauvaise qualite´, car base´es sur trop peu
d’information.
Prenons de´sormais pour la figure 6.7 les meˆmes conditions que celles de la figure 6.4 en
ne changeant que le type de consensus en passant d’un consensus fort a` un consensus
faible. Nous constatons alors l’importance du choix d’un consensus fort dans le cadre
de ce jeu tre`s he´te´roge`ne des TNF. Compte tenu de parame`tres peu se´lectifs au niveau
du choix des fragments, la transitivite´ contenue dans les Blocs de PLMA ne permet pas
de pre´server les informations importantes.
Par rapport a` la figure 6.7, les figures 6.8 et 6.9 ne montrent pas d’ame´liorations
tre`s importantes pour des variations du seuil Dialign.
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La figure 6.10 pre´sente des apprentissages produits dans le cadre d’une restriction
faite sur la taille des fragments pris en compte. Le choix d’un consensus fort et l’aug-
mentation progressive du seuil Dialign sur les figures 6.11 et 6.12 ne permettent pas
l’obtention de bons re´sultats pour ce choix de bornes.
C’est sur la figure 6.13 que nous pouvons observer les meilleurs re´sultats avec une
F-mesure a` 100% pour des quorums entre 6 et 9. Nous voyons ici l’importance du
choix des fragments pris en compte dans le cadre de la recherche de Blocs de PLMA
de consensus faible. La figure 6.8 avait montre´ un comportement qui pouvait tendre a`
une ame´lioration vers le quorum 8, mais l’expe´rience de la figure 6.13 nous indique que
c’e´taient surtout les fragments de grande taille qui venaient perturber l’e´mergence de
zones caracte´ristiques inte´ressantes.
Compte tenu du faible nombre de paires de fragments de taille infe´rieure a` 15 et
de significativite´ supe´rieure a` 5, les figures 6.14 et 6.15 montrent des re´sultats qui se
de´gradent.
Nous voyons a` pre´sent sur les figures 6.16, 6.17 et 6.18 qu’il n’y a pas beaucoup d’inte´reˆt
a` utiliser le choix du consensus fort pour de tre`s petits fragments.
Meˆme avec le choix d’un consensus faible, les graphiques 6.19, 6.20 et 6.21 ne semblent
pas meilleurs que les pre´ce´dents pour des tailles de fragments tre`s petites.
Si le choix de la taille des fragments conside´re´s s’effectue pour des tailles moyennes
entre 10 et 30 acides amine´s, le graphique 6.22 montre un comportement correct du
consensus fort pour un seuil dialign de 1. Cependant les re´sultats s’effondrent toujours
aussi rapidement avec l’augmentation du seuil Dialign sur les graphiques 6.23 et 6.24
Nous finissons par la pre´sentation du comportement de l’approche dans le cadre de
choix de Bloc de PLMA a` consensus faible sur une taille moyenne de fragments. Les
3 re´sultats obtenus sur les figures 6.25, 6.26 et 6.27 montrent tous un pic de F-mesure
tre`s bonne qualite´ qui se de´place sensiblement sur l’axe du quorum en fonction du seuil
Dialign choisi.
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Fig. 6.4 – Consensus Fort, Taille des fragments entre 0 et 40, Seuil Dialign a` 1
Fig. 6.5 – Consensus Fort, Taille des fragments entre 0 et 40, Seuil Dialign a` 5
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Fig. 6.6 – Consensus Fort, Taille des fragments entre 0 et 40, Seuil Dialign a` 10
Fig. 6.7 – Consensus Faible, Taille des fragments entre 0 et 40, Seuil Dialign a` 1
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Fig. 6.8 – Consensus Faible, Taille des fragments entre 0 et 40, Seuil Dialign a` 5
Fig. 6.9 – Consensus Faible, Taille des fragments entre 0 et 40, Seuil Dialign a` 10
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Fig. 6.10 – Consensus Fort, Taille des fragments entre 0 et 15, Seuil Dialign a` 1
Fig. 6.11 – Consensus Fort, Taille des fragments entre 0 et 15, Seuil Dialign a` 5
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Fig. 6.12 – Consensus Fort, Taille des fragments entre 0 et 15, Seuil Dialign a` 10
Fig. 6.13 – Consensus Faible, Taille des fragments entre 0 et 15, Seuil Dialign a` 1
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Fig. 6.14 – Consensus Faible, Taille des fragments entre 0 et 15, Seuil Dialign a` 5
Fig. 6.15 – Consensus Faible, Taille des fragments entre 0 et 15, Seuil Dialign a` 10
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Fig. 6.16 – Consensus Fort, Taille des fragments entre 0 et 10, Seuil Dialign a` 1
Fig. 6.17 – Consensus Fort, Taille des fragments entre 0 et 10, Seuil Dialign a` 5
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Fig. 6.18 – Consensus Fort, Taille des fragments entre 0 et 10, Seuil Dialign a` 10
Fig. 6.19 – Consensus Faible, Taille des fragments entre 0 et 10, Seuil Dialign a` 1
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Fig. 6.20 – Consensus Faible, Taille des fragments entre 0 et 10, Seuil Dialign a` 5
Fig. 6.21 – Consensus Faible, Taille des fragments entre 0 et 10, Seuil Dialign a` 10
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Fig. 6.22 – Consensus Fort, Taille des fragments entre 10 et 30, Seuil Dialign a` 1
Fig. 6.23 – Consensus Fort, Taille des fragments entre 10 et 30, Seuil Dialign a` 5
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Fig. 6.24 – Consensus Fort, Taille des fragments entre 10 et 30, Seuil Dialign a` 10
Fig. 6.25 – Consensus Faible, Taille des fragments entre 10 et 30, Seuil Dialign a` 1
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Fig. 6.26 – Consensus Faible, Taille des fragments entre 10 et 30, Seuil Dialign a` 5
Fig. 6.27 – Consensus Faible, Taille des fragments entre 10 et 30, Seuil Dialign a` 10
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6.7.3 Conclusion
Cette e´tude aura permis d’observer l’inte´reˆt du choix de consensus forts lorsque les
fragments ne sont pas choisis avec pre´cision. Elle aura e´galement montre´ que l’approche
applique´e sur des fragments de taille assez faible permet aux Blocs de consensus faible
d’obtenir de tre`s bons re´sultats. Enfin, les variations de quorum permettent de confirmer
les hypothe`ses introduites dans notre approche. Les meilleurs re´sultats ne sont obtenus
ni pour de petits mode`les de type motifs, ni pour des mode`les trop large et surspe´cialise´s.
6.8 Courbe MDL
Fig. 6.28 – Courbe MDL
La courbe 6.28 a e´te´ produite lors de l’expe´rience d’apprentissage de mode`les sur
le jeu des TNF avec les parame`tres ayant produit la figure 6.4. Nous observons que la
zone de meilleur compression se situe entre un quorum de 8 et un quorum de 11. Elle
correspond e´galement a` une zone de bons re´sultats d’apprentissage.
Cette mesure n’est pas toujours corre´le´e a` de bons re´sultats d’apprentissage, ni meˆme
a` l’ide´e de ce que l’utilisateur pre´sente comme le meilleur compromis de mode`le re-
pre´sentant sa famille d’inte´reˆt. Cependant, c’est ge´ne´ralement une bonne indication
permettant d’appre´cier la qualite´ du mode`le obtenu sous l’angle de la the´orie de l’in-
formation.
118 Expe´riences d’Apprentissage de Protomates
6.9 Scan de Swissprot
Nous avons expe´rimente´ le scan de la banque Swissprot a` partir d’un mode`le produit
avec le jeu de ligands des TNF en choisissant l’approche avec graines et les parame`tres
suivants : consensus fort, taille des fragments comprise entre 0 et 40, seuil dialign a` 1,
et quorum a` 8. Ce choix est inspire´ du graphique 6.4.
Le re´sultat, selon le deuxie`me type de score (non disponible pour le moment sur l’in-
terface web) est le suivant :
– Entre un score de 102 a` 43 il n’existe que des se´quences de TNF
– Le nombre de se´quences de ligand de TNF de score supe´rieur a` 43 est de 98
– Le nombre de se´quences de ligand de TNF infe´rieur a` 43 et supe´rieur a` 0 est de 9
– Sur les 9, il y en a 4 dont le score est supe´rieur a` 33
– Les dernie`res sont attribue´es au membre nume´ro 4 des ligands des TNF
6.10 Conclusion
Ce chapitre relatif aux expe´rimentations montre l’e´volution historique de l’approche.
La premie`re avance´e importante a e´te´ l’introduction de contrainte de pre´servations. En
effet, a` partir de cette e´tape nous avons e´te´ capables d’obtenir des re´sultats inte´res-
sants sur une famille a` forte similarite´ comme la famille des MIP. Meˆme si elle n’a pas
toujours e´te´ reprise par la suite, la mesure ayant permis d’effectuer des discriminations
entre sous-familles appartenant a` une super-famille a` forte similarite´ a aussi rempli un
roˆle tre`s important.
Ensuite, ce sont les ide´es de quorum, puis d’exception qui ont permis d’obtenir des
repre´sentations bien adapte´es a` des jeux plus difficiles, car a` faible similarite´, tel que la
famille des ligands des TNF.
Cependant les repre´sentations sous forme d’automate, appre´cie´es par leur lisibilite´,
souffrent du manque de se´quences et donc d’information au niveau des variations pos-
sibles en acides amine´s pour chaque positions (avec 5 se´quences il est impossible d’ex-
plorer les 13 acides amine´s hydrophobes possibles a` certaines positions). Nous avons
donc a` plusieurs reprises compense´ ces proble`mes par l’utilisation d’un outil d’extension
a` des groupes physico-chimiques ou bien par des me´thodes de score de parsing base´es
sur la fre´quence d’apparition de chaque acide amine´.
Meˆme s’il faut revenir a` des mesures probabilistes de type HMM, nous avons montre´
que nous e´tions capables de produire un squelette bien plus expressif et proche de la
re´alite´ de la structure de la famille que ne l’est un profil HMM.
Le re´sultat de scan de l’automate des ligands de TNF sur prosite est inte´ressant et
nous incite a` reite´rer l’ope´ration sur des banques d’EST afin de retrouver des se´quences
non-annote´es et potentiellement membres de cette famille.
Conclusion
6.11 Avance´es obtenues par notre approche
En choisissant de produire une nouvelle approche d’apprentissage de signatures de
familles de prote´ines, nous avons duˆ re´pondre a` de nombreux proble`mes.
Tout d’abord, nous avons replace´ toute la proble´matique habituelle de de´couverte de
motifs dans le cadre plus large de la the´orie des langages. A partir de la`, nous avons pu
observer les limites en expressivite´ des techniques existantes.
C’est ainsi que nous avons de´cide´ de nous tourner vers les grammaires rationnelles et
leurs repre´sentations sous forme d’automates. Nous e´tions conscients que les algorithmes
courants d’infe´rence grammaticale par fusion d’e´tats montraient, d’un coˆte´ de bons re´-
sultats the´oriques avec des automates finis de´terministes (DFA), mais, d’un autre coˆte´
ni les DFA, ni les NFA (automates finis non-de´terministes, pourtant mieux adapte´s a`
notre application) n’avaient encore ve´ritablement montre´ de bonnes capacite´s d’appren-
tissage sur des e´chantillons de se´quences re´elles de manie`re ge´ne´rale et, encore moins,
sur des e´chantillons de se´quences appartenant a` une famille prote´ique. C’est pourtant
ce que notre approche a montre´ sur diffe´rents jeux de prote´ines particulie`rement he´te´-
roge`nes au niveau de leurs fonctions, similarite´s et structures tridimensionnelles.
Un proble`me majeur e´tait de trouver une me´thode d’alignement de se´quences se preˆ-
tant beaucoup mieux a` l’e´mergence de blocs qui regroupent des fragments de se´quences
appartenant a` un sous-ensemble du jeu d’apprentissage, ce que permettait le mode`le
de type NFA, capable de repre´senter des compositions de zones similaires et des dis-
jonctions en sous-familles distinctes. C’est-a`-dire que nous avons souhaite´ sortir d’un
alignement multiple global traditionnel, ainsi que des alignements de domaines hyper-
conserve´s, pour aller vers des alignements locaux partiels et multiples (PLMA). Malgre´
diffe´rents proble`mes lie´s a` la complexite´ de la gestion des fragments dans une telle
approche, le fait de projeter dans un graphe notre proble`me de recherche de Blocs de
PLMA nous a permis d’obtenir les re´sultats escompte´s.
L’identification des proble`mes de bruit engendre´s par la superposition de Blocs de faible
similarite´ a e´te´ le premier e´le´ment qui, une fois re´solu par l’introduction de diffe´rentes
contraintes, a permis, a` la phase de ge´ne´ralisation des NFA, de produire des mode`les
performants.
Les NFA se sont en effet montre´s aptes et robustes, dans le cadre de notre approche,
a` repre´senter des familles de se´quences de prote´ines. Nous avons donc applique´ des
me´thodes issues d’algorithmes par fusion d’e´tats, en se basant cette fois-ci sur la fusion
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de fragments qui permet une meilleure identification des contextes et de la se´mantique
associe´e a` diffe´rentes positions.
L’application biologique nous a parfois entraˆıne´s sur des concepts spe´cifiques comme
la repre´sentation des zones non-similaires par des e´tats uniques repre´sentant des gaps,
ou bien la mise en valeur de se´quences conside´re´es comme e´tant des exceptions a` des
zones caracte´ristiques, ou encore un outil permettant d’e´tendre des ensembles d’acides
amine´s a` des groupes physico-chimiques connus.
Les expe´riences et les moyens ont e´te´ mis en œuvre pour les produire et rendre acces-
sible un programme qui a permis de rendre compte de la qualite´ des mode`les obtenus.
Les soins apporte´s a` la ge´ne´ration des jeux d’apprentissage et au processus de vali-
dation laissent entendre que notre approche produit des signatures robustes, capables
de repre´senter des familles de prote´ines de fac¸on discre`te, et capables de faire valoir
des performances en reconnaissance de nouveaux membres et en discrimination avec
d’autres familles.
Enfin, nous avons adapte´ deux types de mesures particulie`rement utiles dans notre ap-
proche. La premie`re mesure est un score permettant un parsing fin de se´quences dans les
automates. La seconde est un score de type MDL (minimum description length) permet-
tant de donner une estimation de la capacite´ de compression que posse`de un automate
par rapport aux se´quences de l’e´chantillon. Le choix d’automates non de´terministes
(NFA) permet une bonne repre´sentation se´mantique de domaines et d’enchaˆınements
de ces domaines.
6.12 Perspectives
La version Protomata-Learner se pre´sente actuellement comme le meilleur compro-
mis de notre approche et devient un nouvel outil de bioinformatique a` part entie`re. Nous
envisageons a` terme de proce´der a` des apprentissages massifs de familles de prote´ines
afin de construire une banque comparable a` Prosite, Pfam, ou encore Prints, et pour-
quoi ne pas envisager de l’inte´grer a` Interpro ? Nous pourrions eˆtre particulie`rement
novateurs en montrant des mode`les de super-familles incluant les diffe´rentes composi-
tions de sous-familles, a` la manie`re des Clans de Pfam, mais de manie`re observable sur
des automates.
Cependant, il faudra augmenter la performance des algorithmes, comme en faisant
e´ventuellement appel a` des techniques de recherche ope´rationnelle sur le proble`me de
la recherche d’alignements de type PLMA. De meˆme, les nouveaux concepts introduits,
comme les exceptions par exemple, sont des sujets a` perfectionner, approfondir et pour-
quoi pas ge´ne´raliser a` d’autres approches.
La dernie`re me´thode d’e´valuation du score d’un parsing des se´quences dans les auto-
mates nous a rapproche´s des e´valuations que proposaient les HMM profils. En effet,
notre score tient compte des fre´quences d’apparition des acides amine´s. Cependant,
notre approche permet l’apprentissage d’automates sur une famille de prote´ines et per-
met par conse´quent l’infe´rence du squelette d’un ve´ritable HMM et non plus d’un simple
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HMM profil. Afin d’obtenir ce que l’on pourra ve´ritablement qualifier de HMM, il fau-
dra encore quelques e´tudes permettant une calibration plus pousse´e de notre score.
Ce que nous avons pu produire avec un apprentissage par fusion d’e´tats montre qu’il est
possible d’obtenir des re´sultats sur des donne´es re´elles avec ce type d’approche. Nous
pensons a` y e´valuer diffe´rentes variantes, comme l’utilisation d’automates type´s e´tudie´s
pre´ce´demment par Daniel Fredouille.
Nous avions, entre autres applications directes, une collaboration avec l’UPRES He´ma-
tologie et Immunologie sur la famille des TNFs (Tumor Necrosis Factor) implique´s dans
le de´veloppement de cancers. Les re´sultats obtenus, tant en pre´diction qu’en mode´lisa-
tion, sont tre`s stimulants. Nous attendons tout particulie`rement les premiers scans sur
des banques EST pour e´tudier de nouveaux candidats.
Nous avons ainsi souleve´ un inte´reˆt particulier vis-a`-vis des re´sultats obtenus, tant en
terme de reconnaissance de nouvelles se´quences qu’en tant que mode´lisation de pro-
prie´te´s fonctionnelles ou structurales. Nous discuterons alors les diffe´rents protocoles
qui pourraient permettre des validations en wet-lab et les retours possibles que cela
impliquerait au niveau de l’approche.
En paralle`le, il sera aussi ne´cessaire d’ame´liorer la visualisation des se´quences accepte´es
par le mode`le dont on aura, par ailleurs, eu l’occasion d’e´tiqueter certaines zones par
diverses annotations tire´es de la litte´rature.
6.13 Faut-il aller vers plus d’expressivite´ ?
Au cours des diffe´rentes expe´riences et des connaissances acquises sur les familles de
prote´ines, leurs se´quences, leurs structures et les mode`les les repre´sentant, nous avons
remarque´ que les langages re´guliers apparaissent adapte´s a` la description de familles
de prote´ines. Les automates ont un niveau d’expressivite´ suffisant pour repre´senter des
sites actifs et la fac¸on dont ils s’enchaˆınent. Cependant, il existe certaines limites. Ces
langages ne permettent pas de mettre en relief des phe´nome`nes de domaines re´pe´te´s
par exemple.
Il paraˆıt donc inte´ressant d’imaginer des mode`les encore plus expressifs pour les se´-
quences prote´iques. Cependant, nous avons surtout constate´ que c’est plus particulie`-
rement au niveau des se´quences nucle´iques d’ADN ou d’ARN que l’on peut observer
des phe´nome`nes ne´cessitant ve´ritablement de passer a` un niveau de langage supe´rieur.
Notons par exemple la tige-boucle de l’ARN qui ne´cessite une repre´sentation de type
palindrome ; ils rele`vent donc des langages alge´briques. Une structure existant dans
l’ARN, le pseudo-noeud, met en jeu des structures encore plus complexes correspon-
dant a` la fois a` des phe´nome`nes syntaxiques de re´pe´titions et de palindromes, ils rele`vent
ainsi des langages contextuels. La figure 6.13 tire´e de (Searls, 1997), repre´sente les dif-
fe´rentes classes de langages ne´cessaires a` la prise en compte de tels phe´nome`nes. Il
existe e´galement des travaux applique´s a` l’infe´rence sur se´quences d’ARN concernant
des repre´sentations hors-contexte (Sakakibara et coll., 1994).
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Fig. 6.29 – Classes de langages et se´quences biologiques (Searls, 1997).
Malgre´ tout, cette the`se a e´te´ l’occasion de montrer que les familles re´pertorie´es
dans les banques sont souvent une vision biaise´e par le fait qu’il existe des motifs ou
des profils capables de les repre´senter. En effet, que ce soit par l’apparition re´cente
des clans Pfam ou par de nouvelles de´finitions de super-familles, nous constatons que
l’augmentation du pouvoir d’expressivite´ des mode`les permet de poser des proble`mes
e´vite´s jusqu’ici, car conside´re´s comme flous.
Il est donc possible d’espe´rer voir e´merger des proprie´te´s particulie`rement inte´ressantes
sur des mode`les qui seraient le fruit d’un apprentissage de grammaires toujours plus
expressives.
Annexe A
Annexe
Le web est l’ami du lecteur
Au cours de cette the`se nous avons e´voque´ a` plusieurs reprises des se´quences ap-
partenant a` des familles de prote´ines. Nous invitons le lecteur a` se familiariser a` ces
se´quences et leurs annotations au travers des diffe´rentes banques de donne´es publiques
disponibles sur internet.
De meˆme il pourra a` loisir utiliser les jeux que nous mettons a` disposition afin de tes-
ter les outils d’alignement multiple, de de´couverte de motif et bien suˆr le serveur de
Protomata-Learner (imple´mentation de notre approche).
Voici quelques liens qui permettront une certaine interactivite´ et une meilleure prise en
main du manuscrit :
http ://www.expasy.uniprot.org (base de donne´e de se´quences)
http ://www.rcsb.org/pdb (base de donne´e de structure)
http ://www.ebi.ac.uk/Tools/clustalw2 (programme d’alignement)
http ://www.ebi.ac.uk/pratt (programme de de´couverte de motif)
http ://protomata-learner.genouest.org (interface de notre approche)
http ://www.kerbellec.com/These bioinformatique (source de donne´es sur la the`se)
123
124 Annexe
Bibliographie
Abdedda¨ım, S. et Morgenstern, B. (2000). Speeding up the dialign multiple ali-
gnment program by using the ‘greedy alignment of biological sequences library’
(gabios-lib). Dans JOBIM, pages 1–11.
Agre, P. et Kozono, D. (2003). Aquaporin water channels : molecular mechanisms
for human diseases. FEBS Lett., pages 72–78.
Altschul, S., Gish, W., Miller, E. et Lipman, D. (1990). A basic local alignment
search tool. Journal of Molecular Biology, 215:403–410.
Angluin, D. (1987). Learning regular sets from queries and counterexamples. Dans
Information and computation, pages 87–106.
Ashkenazi, A. (2002). Targeting death and decoy receptors of the tumour-necrosis
factor superfamily. Nature Reviews Cancer.
Attwood, T.,Mitchell, A., Gaulton, A.,Moulton, G. et Tabernero, L. (2006).
The prints protein fingerprint database : functional and evolutionary applications.
Encyclopaedia of Genetics, Genomics, Proteomics and Bioinformatics.
Bairoch, A. e. a. (2005). The universal protein resource (uniprot), www.uniprot.org.
Nucleic Acids Res, pages 1362–4962.
Barton, G. (2002). Scanps version 2.3.9 user guide. University of Dundee, UK.
Bateman, A., Coin, L.,Durbin, R., Finn, R. D., Hollich, V.,Griffiths-Jones, S.,
Khanna, A., Marshall, M., Moxon, S., Sonnhammer, E. L. L., Studholme,
D. J., C., Y. et Eddy, S. R. (2004). The pfam protein families database. Nucleic
Acids Res, Database Issue, pages D128–D141.
Bayoudh, S. (2007). Apprentissage par proportion analogique. Phd thesis, Irisa,
Universite de Rennes 1.
Ben-Gal, I., Shani, A., Gohr, A., Grau, J., Arviv, S., Shmilovici, A., Posch,
S. et Grosse, I. (2005). Identification of transcription factor binding sites with
variable-order bayesian networks. Bioinformatics, pages 21(11) :2657–2666.
Bergadano, F. et Varricchio, S. (1996). Learning behaviors of automata from
multiplicity and equivalence queries. SIAM Journal on Computing, 25:1268–1280.
Berman, H. M., Westbrook, J., Feng, Z., Gilliland, G., Bhat, T. N., Weissig,
H., Shindyalov, I. N. et Bourne, P. E. (2008). http ://www.rcsb.org/pdb.
125
126 Bibliographie
Biermann, A. et Feldman, J. (1972). On the synthesis of finite-states machines from
samples of their behavior. Dans IEEE Trans. Comput., pages 592–597.
Boeckmann, B., Bairoch, A., Apweiler, R., Blatter, M. C., Estreicher, A.,
Gasteiger, E., Martin, M. J., Michoud, K., O’Donovan, C., Phan, I., Pil-
bout, S. et Schneider, M. (2003). The swiss-prot protein knowledgebase and its
supplement trembl in 2003. Nucleic Acids Res, 31(1):365–370.
Brazma, A., Jonassen, I., Eidhammer, I. et Gilbert, D. R. (1995). Approaches to
the automatic discovery of patterns in biosequences. Reports in Informatics, Dept.
of Informatics, University of Bergen, 113.
Chomsky, N. (1956). Three models for the description of language. on Information
Theory.
Coste, F. et Kerbellec, G. (2005). A similar fragments merging approach to learn
automata on proteins. Dans ECML, pages 522–529.
Coste, F. et Kerbellec, G. (2006). Learning automata on protein sequences. Dans
JOBIM 2006, Bordeaux.
Coste, F. et Kerbellec, G. (2007). Proble`me d’optimisation de recherche de cliques
pour caracte´riser des familles de prote´ines. Dans ROADEF 2007, Grenoble.
Coste, F., Kerbellec, G., Idmont, B., Fredouille, D. et Delamarche, C. (2004).
Apprentissage d’automates par fusions de paires de fragments significativement si-
milaires et premie`res expe´rimentations sur les prote´ines mip. Dans JOBIM, Mont-
re´al.
Delepine, L. (2008). http ://webiologie.free.fr.
Denis, F., Lemay, A. et Terlutte, A. (2001). Learning regular languages using rfsa.
Dans Proceedings of the 12th International Conference on Algorithmic Learning
Theory, ALT’01, pages 348–363.
Do, C. B., Mahabhashyam, M. S. P. et Brudno, M. S. B. (2005). Probcons : Proba-
bilistic consistency-based multiple sequence alignment. Genome Research, 15:330–
340.
Dupont, P., Miclet, L. et Vidal, E. (1994). What is the search space of the re-
gular inference ? ICGI’94, Grammatical inference and Applications, pages 25–37.
Springer Verlag.
Earl, F., Todd, A., Sillitoe, I., Dibley, M., Redfern, O., Lewis, T., Bennett,
C., Marsden, R., Grant, A., Lee, D., Akpor, A., Maibaum, M., Harrison,
A., Dallman, T., Reeves, G., Diboun, I., Addou, S., Lise, S., Johnston, C.,
Sillero, A. et Thornton, J. (2005). The cath domain structure database and
related resources gene3d and dhs provide comprehensive domain family information
for genome analysis. Nucleic Acids Research, 33:D247–D251.
Eddy, S. (1998). Hmmer user’s guide : biological sequence analysis using prole hidden
markov models. http ://hmmer.wustl.edu/.
Edgar, R. (2004). Muscle : multiple sequence alignment with high accuracy and high
throughput. Nucleic Acids Res, 32:1792–1797.
Bibliographie 127
Finn, R. D., Mistry, J., Schuster-Bo¨ckler, B., Griffiths-Jones, S., Hollich,
V., Lassmann, T., Moxon, S.,Marshall, M., Khanna, a., Durbin, R., Eddy,
S. R., L., S. E. L. et A., B. (2006). Pfam : clans, web tools and services. Nucleic
Acids Res, Database Issue, pages D247–D251.
Fredouille, D. (2003). Infe´rence d’automates finis non de´terministes par gestion
de l’ambigu¨ıte´, en vue d’applications en bioinformatique. The`se de doctorat de
l’Universite´ de Rennes 1.
Fu, D., Libson, A., Miercke, L. J., Weitzman, C., Nollert, P., Krucinski, J. et
Stroud, R. M. (2000). Structure of a glycerol-conducting channel and the basis
for its selectivity. Science, pages 290(5491) :481–6.
Fujiyoshi, Y., Mitsuoka, K., de Groot, B. L., Philippsen, A., Grubmuller, H.,
Agre, P. et Engel, A. (2002). Structure and function of water channels. Curr
Opin Struct Biol., pages 12(4) :509–15.
Gish, W. (1996). http ://blast.wustl.edu.
Gold, E. M. (1967). Langage indentification in the limit. Information and control,
10(5):447 – 474.
Guermeur, Y. (2007). Svm multiclasses, the´orie et applications. HDR, Loria, Nancy
1.
Henikoff, S. et Henikoff, J. (1992). Amino acid substitution matrices from protein
blocks. Proc. Natl. Acad. Sci. USA, 89:10915–10919.
Henikoff, S., Henikoff, J. G., Alford, W. J. et S., P. (1995). Automated construc-
tion and graphical presentation of protein blocks from unaligned sequences. Gene-
COMBIS, pages 17–26.
Higuera, C., Oncina, J. et Vidal, E. (1996). Identification of dfa : data-dependent
versus data-independant algorithms. Grammatical inference Learning Syntax from
Sentences, ICGI’96, pages 311–325.
Hoang, H. (2006). Rapport de stage. Symbiose Irisa Rennes.
Hopcroft, J. et Ullman, J. (1979). Introduction to automata theory, languages, and
computation. N. Reading, MA, Addison-Wesley.
Hulo, N., Sigrist, C., Le Saux, V., Langendijk-Genevaux, P., Bordoli, L.,Gat-
tiker, A., De Castro, E., Bucher, P. et Bairoch, A. (2004). Recent improve-
ments to the PROSITE database. Nucl. Acids Res., 32(90001):D134–137.
Idmont, B. (2002). Mesures de similarite´ et d’entropie pour l’apprentissage d’auto-
mates classifieurs de prote´ines. Stage Irisa.
Jensen, K., Styczynski, M., Rigoutsos, I. et Stephanopoulos, G. (2005). A
generic motif discovery algorithm for sequential data. Bioinformatics.
Jonassen, I., Helgesen, C. et Higgins, D. G. (1996). Scoring function for pattern
discovery programs taking into account sequence diversity. Reports in Informatics,
Dept. of Informatics, University of Bergen, 116.
128 Bibliographie
Jonassen, I.Collins, J. et Higgins, D. (1995). Finding flexible patterns in unaligned
protein sequences. Protein Science, 4(8):1587–1595.
Lang, K. J. (1992). Random dfa’s can be approximately learned from sparse uniform
examples. 5th ACM workshop on Computation Learning Theorie, pages 45–52.
Lang, K. J., Pearlmutter, B. A. et Price, R. A. (1998a). Abbadingo one, http ://ab-
badingo.cs.unm.edu.
Lang, K. J., Pearlmutter, B. A. et Price, R. A. (1998b). Results of the abbadingo
one dfa learning competition and a new evidence-driven state merging algorithm.
Lecture Notes in Computer Science, 1433:1–12.
Le Roux, A. (2005). Infe´rence grammaticale sur des alphabets ordonne´s : application
a` la de´couverte de motifs dans des familles de prote´ines. The`se de doctorat de
l’Universite´ de Rennes 1.
Lerman, I. et Aze´, J. (2004). Indice probabiliste discriminant de vraisemblance du
lien pour des donne´es volumineuses. RNTI-E-1, nume´ro spe´cial Mesures de Qualite´
pour la Fouille des Donne´es, H. Briand, M. Sebag, R. Gras, F. Guillet, CEPA-
DUES, pages 69–94.
Mahe´, J. (2007). Rapport de stage. Symbiose Irisa Rennes.
Morgenstern, B. (1999). Dialign 2 : improvement of the segment-to-segment ap-
proach to multiple sequence alignment. Bioinformatics, 15:211–218.
Nevill-Manning, C.,Wu, T. et Brutlag, Douglas, L. (1998). Highly specific protein
sequence motifs for genome analysis. PNAS, 95(11):5865–5871.
Nicolas, J., Durand, P., Ranchy, G., Tempel, S. et Valin, A. (2005). Suffix-
tree analyser (stan) : looking for nucleotidic and peptidic patterns in genomes.
Bioinformatics, 21:4408–4410.
Oncina, J. et Garcia, P. (1992). Inferring regular languages in polynomial update
time. Pattern Recognition and Image Analysis, pages 49 – 61.
Rigoutsos, I. et Floratos, A. (1998). Combinatorial pattern discovery in biological
sequences : the TEIRESIAS algorithm. Bioinformatics, 14(1):55–67.
Rissanen, J. (1978). Modeling by shortest data description. Automatica, 14:465–471.
Rossier, J. (2008). http ://bio.espci.fr.
Sakakibara, Brown, Hughey, Mian, Sjolander, Underwood et Haussler
(1994). Recent methods for RNA modeling using stochastic context-free gram-
mars. Dans CPM : 5th Symposium on Combinatorial Pattern Matching.
Schaffer, A. A., Aravind, L., Madden, T. L., Shavirin, S., Spouge, J. L.,Wolf,
Y. I.,Koonin, E. V. etAltschul, S. F. (2001). Improving the accuracy of psi-blast
protein database searches with composition-based statistics and other refinements.
Nucleic Acids Res., 29:2994–3005.
Schneider, T. D. et Stephens, R. M. (1990). Sequence logos : A new way to display
consensus sequences. Nucleic Acids Res., 18:6097–6100.
Bibliographie 129
Searls, D. (1997). Linguistic approaches to biological sequences. Comput Appl Biosci,
13:333–344.
Smith, T. etWaterman, M. (1981). Identification of common molecular subsequences.
Journal of Molecular Biology.
Stroud, R. M., Mierche, L. J., O’Connel, J., Khademi, S., Lee, J. K., Remis,
K., Harries, W., Robles, Y. et Akhavan, D. (2003). Glycerol facilitor glpf
and the associated aquaporin family of channels. Curr Opin Struct Biol., pages
13(4) :424–31.
Sui, H., Han, B. G., Lee, J. K., Walian, P. et Jap, B. K. (2001). Structural basis of
water-specific transport through the aqp1 water channel. Nature, pages 20–27.
Thomas, P. D., Campbell, M. J., Kejariwal, A., Mi, H., Karlak, B., Daverman,
R., Diemer, K., Muruganujan, A. et Narechania, A. (2003). Panther : A
library of protein families and subfamilies indexed by function. Protein Informatics,
Celera Genomics.
Thompson, J. D., Higgins, D. G. et Gibson, T. J. (1994). Clustal w : improving the
sensitivity of progressive multiple sequence alignment through sequence weighting,
position-specific gap penalties and weight matirx choice. Nucleic Acids Res, 22(22):
4673–4680.
Venkatarajan, M. et Braun, W. (2001). New quantitative descriptors of amino
acids based on multidimensional scaling of a large number of physical-chemical
properties. J Mol Model, 7:445–453.
Yokomori, T. (1994). Learning non-deterministic finite automata from queries and
counterexamples. Machine Intelligence, 13:169–189.
Yu, S. (1997). Handbook of formal languages, chapter 2 : Regular languages. Springer.
Zdobnov, E. et Apweiler, R. (2001). Interproscan - an integration platform for the
signature-recognition methods in interpro. Bioinformatics, 17(9):847–848.
130 Bibliographie
Table des figures
1.1 “Adrenergic Receptors, Molecule of the month”, sche´ma 3D d’une pro-
te´ine de la PDB (Protein Data Bank) au mois d’avril (Berman et coll.,
2008). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 tableau re´capitulatif des 20 principaux acides amine´s repre´sente´s dans le
code ge´ne´tique (O et U e´tant rares), source : wikipedia . . . . . . . . . . 17
1.3 Code de traduction ge´ne´tique (Rossier, 2008) . . . . . . . . . . . . . . . 18
1.4 From gene to protein (source : US department of energy) . . . . . . . . 19
1.5 Diagramme de Venn des proprie´te´s physico-chimiques des acides amine´s
(source : wikipedia) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.6 Alignement entre deux se´quences de la famille des TNF par utilisation
du programme Blast dans sa version Blastp avec les parame`tres par de´faut 23
1.7 Alignement multiple produit par ClustalW et observe´ a` l’aide de Jalview 24
1.8 The Plan7 architecture (HMM architecture (Eddy, 1998). Les carre´s in-
diquent des e´tats de match. Les losanges indiquent des e´tats d’insertion.
Les cercles indiquent les e´tats de de´le´tion. . . . . . . . . . . . . . . . . . 26
1.9 Le symbole ”x” repre´sente un acide amine´ quelconque ; ”x(2)” repre´sente
exactement 2 acides amine´s ; ”x(1,3)” repre´sente entre 1 et 3 acides ami-
ne´s ; ”* ”repre´sente de 0 a` une infinite´ d’acides amine´s ; ”[ILV]”repre´sente
le choix entre les acides amine´s I, L ou V. . . . . . . . . . . . . . . . . . 27
1.10 Exemple de PRATT sur la famille des Zinc Finger . . . . . . . . . . . . 28
2.1 Exemple de NFA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Illustration de la notion de chemin et d’acceptation. . . . . . . . . . . . 33
2.3 Espace de recherche pour un automate fini non de´terministe. . . . . . . 39
3.1 Partitionnement des positions d’un ensemble de se´quences. . . . . . . . . 48
3.2 Repre´sentation de plusieurs SFP dans un jeu de se´quences. . . . . . . . 50
3.3 Le jeu de se´quences S . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 De´composition d’une se´quence en fragments . . . . . . . . . . . . . . . . 52
3.5 Repre´sentation de plusieurs fragments dans le jeu S . . . . . . . . . . . 52
3.6 Sommets du Graphe G des fragments . . . . . . . . . . . . . . . . . . . 52
3.7 Identification de fragments significativement similaires . . . . . . . . . . 53
3.8 Graphe G des fragments implique´s dans des SFP repre´sente´s par les areˆtes 53
131
132 Table des figures
3.9 Repre´sentation de plusieurs Blocs de PLMA. En pratique, notre ap-
proche utilise des fragments contigus et de meˆme taille. . . . . . . . . . 54
3.10 Le consensus faible repre´sente´ par la transitivite´ dans un Bloc de PLMA
classique (composante connexe) . . . . . . . . . . . . . . . . . . . . . . . 55
3.11 Le consensus fort repre´sente´ par un Bloc de PLMA restreint a` une clique 55
3.12 Violation in de la contrainte de Consistance entre les positions 1 et 2
associe´es a` la position 3 et 4.. . . . . . . . . . . . . . . . . . . . . . . . . 57
3.13 En cas d’interfe´rence il faut choisir entre les deux Blocs de PLMA . . . 57
4.1 Identifications des positions associe´es par le PLMA dans le MCA. . . . . 66
4.2 Fusions des transitions et des e´tats relatifs aux positions similaires de
plusieurs fragments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3 Fusions des e´tats lie´s par le PLMA dans l’automate. . . . . . . . . . . . 67
4.4 La fusion d’e´tat sur des automates de Moore se re´ve`le plus pratique que
sur des automates de Mealy. On peut ainsi conserver l’information d’une
insertion d’un acide amine´, et non cre´er une boucle ou une re´pe´tition de
la meˆme position. Ici les position “M” et “L” sont fusionne´es. . . . . . . . 67
4.5 Automate de prote´ines avec e´tats de gaps . . . . . . . . . . . . . . . . . 69
4.6 MCA avec une se´quence isole´e. . . . . . . . . . . . . . . . . . . . . . . . 70
4.7 Automate avec pre´sence d’un automate universel duˆ au court circuit cre´e´
par la fusion en gap d’une se´quence exceptionnelle par rapport au reste
de la famille. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.8 Identification d’une exception et fusion des zones de gap. . . . . . . . . . 71
4.9 MCA et mise en valeur des zones similaires. . . . . . . . . . . . . . . . . 72
4.10 Automate re´sultat, exhibant les zones caracte´ristiques, les chemins ex-
ceptions a` ces zones, ainsi que les zones de gaps reliant les zones carac-
te´ristiques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1 On utilise un jeu de se´quences d’apprentissage (ici le clan PFAM connu
sous le nom de “Viral nucleic acid binding”). . . . . . . . . . . . . . . . . 85
5.2 On obtient plusieurs automates en fonction de diffe´rents quorum . . . . 86
5.3 Pour un quorum de 100%, nous avons un automate e´quivalent a` un motif
de type Prosite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.4 En descendant en quorum, nous de´couvrons des blocs contenant moins
de se´quences, ainsi que des exceptions a` ces blocs. . . . . . . . . . . . . 87
5.5 Enfin, la vue “plma” nous permet, pour des quorums encore plus petits,
d’observer le comportement des familles de se´quences. . . . . . . . . . . 87
5.6 Pour chaque automate ou tout simplement pour celui qui montre le
meilleur score MDL, nous pouvons scanner cet automate sur une base
de donne´e. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.7 Voici le re´sultat d’un scan, avec les se´quences valides et leur score de
parsing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Table des figures 133
6.1 Distance de chaque se´quence de validation pour son acceptation dans
l’automate produit en utilisant l’heuristique d’implication. Leave-One-
Out produit dans le but d’e´valuer la caracte´risation de W+ avec W−
comme contre exemple. Le jeu C est un jeu de controˆle (non MIP), seule
sa se´quence la plus proche est repre´sente´e. . . . . . . . . . . . . . . . . . 98
6.2 Distribution pour 3 heuristiques du pourcentage de se´quences accepte´es
par un automate de taille approximativement 100 transitions. . . . . . . 100
6.3 Impact du quorum sur la F-mesure. . . . . . . . . . . . . . . . . . . . . 102
6.4 Consensus Fort, Taille des fragments entre 0 et 40, Seuil Dialign a` 1 . . 105
6.5 Consensus Fort, Taille des fragments entre 0 et 40, Seuil Dialign a` 5 . . 105
6.6 Consensus Fort, Taille des fragments entre 0 et 40, Seuil Dialign a` 10 . . 106
6.7 Consensus Faible, Taille des fragments entre 0 et 40, Seuil Dialign a` 1 . 106
6.8 Consensus Faible, Taille des fragments entre 0 et 40, Seuil Dialign a` 5 . 107
6.9 Consensus Faible, Taille des fragments entre 0 et 40, Seuil Dialign a` 10 . 107
6.10 Consensus Fort, Taille des fragments entre 0 et 15, Seuil Dialign a` 1 . . 108
6.11 Consensus Fort, Taille des fragments entre 0 et 15, Seuil Dialign a` 5 . . 108
6.12 Consensus Fort, Taille des fragments entre 0 et 15, Seuil Dialign a` 10 . . 109
6.13 Consensus Faible, Taille des fragments entre 0 et 15, Seuil Dialign a` 1 . 109
6.14 Consensus Faible, Taille des fragments entre 0 et 15, Seuil Dialign a` 5 . 110
6.15 Consensus Faible, Taille des fragments entre 0 et 15, Seuil Dialign a` 10 . 110
6.16 Consensus Fort, Taille des fragments entre 0 et 10, Seuil Dialign a` 1 . . 111
6.17 Consensus Fort, Taille des fragments entre 0 et 10, Seuil Dialign a` 5 . . 111
6.18 Consensus Fort, Taille des fragments entre 0 et 10, Seuil Dialign a` 10 . . 112
6.19 Consensus Faible, Taille des fragments entre 0 et 10, Seuil Dialign a` 1 . 112
6.20 Consensus Faible, Taille des fragments entre 0 et 10, Seuil Dialign a` 5 . 113
6.21 Consensus Faible, Taille des fragments entre 0 et 10, Seuil Dialign a` 10 . 113
6.22 Consensus Fort, Taille des fragments entre 10 et 30, Seuil Dialign a` 1 . . 114
6.23 Consensus Fort, Taille des fragments entre 10 et 30, Seuil Dialign a` 5 . . 114
6.24 Consensus Fort, Taille des fragments entre 10 et 30, Seuil Dialign a` 10 . 115
6.25 Consensus Faible, Taille des fragments entre 10 et 30, Seuil Dialign a` 1 . 115
6.26 Consensus Faible, Taille des fragments entre 10 et 30, Seuil Dialign a` 5 . 116
6.27 Consensus Faible, Taille des fragments entre 10 et 30, Seuil Dialign a` 10 116
6.28 Courbe MDL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.29 Classes de langages et se´quences biologiques (Searls, 1997). . . . . . . . 122
134 Table des figures
Liste des algorithmes
1 Principe des algorithmes gloutons par fusion a` partir d’un ensemble S+
et d’un ensemble de contre-exemples S− . . . . . . . . . . . . . . . . . . 39
2 Sche´ma ge´ne´ral de la phase d’alignement . . . . . . . . . . . . . . . . . . 59
3 Algorithme de caracte´risation par me´thode Strictement SFP . . . . . . . 60
4 Algorithme de caracte´risation par me´thode en Clique Semi-Exhaustive . 61
5 Algorithme de caracte´risation par me´thode de Graines de Bloc de PLMA 62
6 Approche globale de notre approche d’apprentissage de NFA incluant la
fusion du PLMA et les zones de Gap. . . . . . . . . . . . . . . . . . . . . 69
7 Approche par fusion d’e´tats et identification des chemins exceptions . . 72
8 Identification et extension aux proprie´te´s physico-chimiques . . . . . . . 74
9 Approche comple`te incluant la fusion du PLMA et les zones de Gap,
les Exceptions, l’identification des groupes physico-chimiques ainsi que
l’extension aux groupes physico-chimiques. . . . . . . . . . . . . . . . . . 75
135
Re´sume´
Cette the`se propose une nouvelle approche de de´couverte de signatures de familles
de prote´ines. Etant donne´ un e´chantillon (non-aligne´) de se´quences appartenant a` une
famille structurelle ou fonctionnelle de prote´ines, cette approche infe`re des automates
finis non-de´terministes (NFA) caracte´risant la famille.
Un nouveau type d’alignement multiple nomme´ PLMA est introduit afin de mettre
en valeur les similarite´s partielles et locales significativement similaires. A partir de
ces informations, les mode`les de type NFA sont produits par un proce´de´ relevant du
domaine de l’infe´rence grammaticale. Les mode`les NFA, pre´sente´s ici sous le nom de
Protomates, sont des mode`les graphiques discrets de forte expressivite´, ce qui les dis-
tingue des mode`les statistiques de type profils HMM ou des motifs de type Prosite.
Les expe´riences mene´es sur diffe´rentes familles biologiques dont les MIP et les TNF,
montrent un succe`s sur des donne´es re´elles.
Mots-cle´s
bioinformatique, infe´rence, grammaticale, famille, prote´ine, automate, alignement,
multiple.
Abstract
This thesis shows a new approach out of discovering protein families signatures.
Given a sample of (unaligned) sequences belonging to a structural or functional family
of proteins, this approach infers non-deterministic automata characterizing the family.
A new kind of multiple alignment called PLMA is introduced in order to emphasize the
partial and local significant similarities. Given this information, the NFA models are
produced by a process stemming from the domain of grammatical inference. The NFA
models, presented here under the name of Protomata, are discreet graphical models of
strong expressiveness, which distinguishes them from statistical models such as HMM
profiles or pattern models like Prosite patterns.
The experiments led on various biological families, among which the MIP and the TNF,
show a success on real data.
Keywords
bioinformatics, grammatical, inference, protein, family, automata, multiple, align-
ment.
