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Zusammenfassung
In dieser Arbeit werden mit Hilfe der Mischungstheorie Bilanzgleichungen und Kon-
stitutiv-Gleichungen aufgestellt, die das dynamische Verhalten von Mischungen meh-
rerer viskoser, wa¨rmeleitender Fluide beschreiben. Die betrachteten Mischungen sind
gesa¨ttigt, es existieren also keine Leerstellen innerhalb der Mischung. Phasenu¨berga¨nge
zwischen den Komponenten der Mischung sind zugelassen. Es wird vorausgesetzt, da
die Komponenten als reine Stoe in guter Na¨herung eine konstante, wahre Dichte be-
sitzen, so da in der Mischung der jeweilige Volumenanteil statt der partiellen Dichte
die Rolle der freien Variable u¨bernimmt. Der Sa¨ttigung wird Rechnung getragen, indem
ein Volumenanteil aus dem Gleichungssystem eliminiert wird. Zur Einschra¨nkung der
Konstitutiv-Zusammenha¨nge wird der zweite Hauptsatz der Thermodynamik verwen-
det, der in Gestalt einer Ungleichung fu¨r die Entropie-Produktion mit den Bilanzglei-
chungen fu¨r Volumenanteile und Impulse der Mischungs-Komponenten sowie fu¨r die
Energie der Mischung verknu¨pft wird. Die Auswertung folgt hier im wesentlichen dem
Vorgehen von Mu¨ller und Liu [57], bei dem nach Art eines Lagrange-Verfahrens die
Bilanzgleichungen als Nebenbedingungen der Entropie-Ungleichung aufgefat werden.
Besonderes Gewicht liegt auf der Frage nach dem Einflu der zugrundegelegten Mate-
rialklasse auf die abzuleitenden Ergebnisse und auf die Anwendbarkeit des Satzes von
Liu [55] bzw. des Satzes von Cauchy & Kovalevskaya [52].
Abstract
This thesis is concerned with the formulation of balance and constitutive equations to
be applied to a mixture of viscous, heat conducting fluids. The mixture is saturated,
that is, no voids are allowed to exist inside the mixture body. Possible phase changes
between the mixture components are also taken into account. All components are
supposed to have a constant true density, so that volume fractions can be used as
variables instead of mass densities. The saturation constraint is incorporated into the
system of equations by elimination of one volume fraction. To nd restrictions on the
constitutive equations an inequality for the production of entropy { representing the
second law of thermodynamics { is used. The combination of the balance equations
for volume fractions, momentum and energy with the entropy inequality is carried out
according to Mu¨ller and Liu [57] treating the balance equations as restrictions on the
entropy inequality in analogy to the Lagrange method of calculus. A special issue of
this examination is the question, how the choice of constitutive variables aects the
derived results and the applicability of Liu’s theorem [55] and the theorem of Cauchy
& Kovalevskaya [52].
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Einleitung
Motivation der Arbeit
In dieser Arbeit geht es darum, einige Grundlagen fu¨r die Anwendung der Mischungs-
theorie auf eine gesa¨ttigte Mischung von mehreren Konstituenten zu kla¨ren. Das Fern-
ziel der Betrachtung ist es, die Modellierung des dynamischen Verhaltens groer, ver-
schmutzter Eismassen zu ermo¨glichen. Diese Eismassen ko¨nnen alpine Gletscher sein,
in diesem Fall handelt es sich meist um eine Mischung von Eis und vergleichswei-
se groen Anteilen von Gesteinsmehl, kleineren und gro¨eren Steinbrocken und auch
Wasser; einige Gletscher der Alpen benden sich fast vollsta¨ndig auf der jeweiligen lo-
kalen Schmelztemperatur und ko¨nnen so eine groe Menge Wasser enthalten. Bei den
zu modellierenden Eismassen kann es sich aber auch um wesentlich gro¨ere Gebilde
wie zum Beispiel das Eisschild von Gro¨nland oder das der Westantarktis handeln. In
diesen Inland-Eisschilden liegen die Temperaturen im allgemeinen deutlich unterhalb
des Gefrierpunkts, allerdings deuten neuere Ergebnisse (zum Beispiel Blatter & Hutter
[8], Huybrechts [46], Calov [12], Funk et al. [23], Greve [28], Greve & Hutter [30]) darauf
hin, da es sehr wohl mo¨glich ist, da sich am Boden solcher Eisschilde als Ergebnis
von Reibung und damit verbundener Energie-Dissipation du¨nne Bereiche bilden, in de-
nen das Eis die lokale Schmelztemperatur erreicht (temperiert ist) und einen gewissen
Wasser-Anteil besitzt. Ein solcher Wasser-Anteil bestimmt ganz wesentlich das Ma-
terialverhalten, indem er die Viskosita¨t stark senkt und quasi fu¨r eine \Gleitschicht"
am Boden des Eises sorgt. Daher ist es zum Beispiel fu¨r die Beantwortung der Frage
nach der Stabilita¨t von Inland-Eisschilden durchaus von Bedeutung, eine solche Mi-
schung von Eis und Wasser korrekt mit Formeln zur theoretischen Beschreibung bzw.
zur numerischen Modellierung zu erfassen. Einer analytischen Lo¨sung sind die realen
Fragestellungen beim Modellieren von Eisschilden oder Gletschern ganz allgemein auf-
grund der Komplexita¨t der Geometrie, der Rand- und Anfangsbedingungen sowie der
zu lo¨senden Dierentialgleichungen meist nicht zuga¨nglich, auch wenn fu¨r einige we-
nige, stark vereinfachte Beispiel-Probleme { siehe z.B. Gudmundsson [32] oder Hutter
et al. [44], Greve [28, 29], Wu [75], Wu et al. [76], Svendsen et al. [73] { solche Lo¨sun-
gen angegeben werden konnten. Neben Wasser ist in Eisschilden oft auch eine gewisse
Menge Gesteins-Staub eingelagert, der ebenfalls einen Einflu auf das Flieverhalten
hat und daher bei der Modellierung beru¨cksichtigt werden sollte. Die Herkunft dieses
Staubs, der im folgenden teilweise vereinfachend als \Sediment" bezeichnet wird, kann
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atmospha¨rischer Natur sein, oder es kann sich um das schon erwa¨hnte Gesteinsmehl
handeln, das an der Gletschersohle als Abrieb des darunterliegenden Fels-Bettes ent-
steht. Im ersten Fall bendet sich der Staub in bestimmten Schichten der Eismasse,
die den Zeiten der atmospha¨rischen Verschmutzung entsprechen; diese verschmutzten
Schichten ko¨nnen von vergleichsweise reinen Nachbarschichten ober- wie unterhalb be-
gleitet sein. Im zweiten Fall dagegen ist das Eis von der Basis her verunreinigt, und
diese Verunreinigung nimmt im Regelfall nach oben monoton ab, wobei es zu einem
scharfen Abfall des Sedimentgehalts in einer bestimmten Ho¨he u¨ber der Sohle kommen
kann (siehe hierzu auch Wu [75]).
Damit liegt in Gletschern und Eisschilden also im allgemeinen kein reiner Sto vor,
sondern es handelt sich um eine Mischung, die im wesentlichen aus den drei Kompo-
nenten Eis, Wasser und Sediment besteht, wobei zwischen den Komponenten Eis und
Wasser ein Phasenu¨bergang mo¨glich ist, was die Behandlung weiter erschwert. Bemerkt
werden mu allerdings, da es zum einen sicher nicht in jedem Fall notwendig ist, ein
Eisschild oder einen Gletscher als eine solche Mischung zu behandeln, und da es zum
anderen in manchen Fa¨llen wiederum nicht ausreichend sein du¨rfte, eine Mischung nur
der drei genannten Komponenten zu betrachten. Das Konzept der Drei-Komponenten-
Mischung sollte es aber ermo¨glichen, einige Pha¨nomene zu erkla¨ren, die sich mit einer
reinen Kalt-Eis-Theorie bisher nicht verstehen lassen (etwa die sogenannten Heinrich
events, siehe Greve & MacAyeal [31]).
Die Anwendung der Mischungstheorie in der Glaziologie blickt noch auf keine lange Ge-
schichte zuru¨ck. Wa¨hrend die Theorie fu¨r reines, kaltes Eis vergleichsweise ausgereift ist
(zum U¨berblick siehe Paterson [64] oder Hutter [39]), entstanden polytherme Formulie-
rungen, welche die Tatsache beru¨cksichtigen, da Abschnitte der Eismassen temperiert
sein ko¨nnen, erst in den letzten beiden Jahrzehnten. Zu den ersten diesbezu¨glichen
Arbeiten za¨hlen Robin [66], Fowler & Larson [21], Hutter [37] oder auch Fowler [20].
Seither wird die Theorie polythermen Eises kontinuierlich ausgebaut, zu erwa¨hnen sind
hier wiederum Hutter & Engelhardt [43], Blatter & Hutter [8], Hutter et al. [42], Hutter
& Vulliet [45], Hutter [40], Greve [28] und Greve & Hutter [30]. Auch die numerische
Implementation der entsprechenden Gleichungen fu¨r polythermes Eis wurde erst in den
letzten Jahren mit Erfolg unternommen. Diese Programme basieren vornehmlich auf
den Arbeiten von Blatter [7], Blatter & Hutter [8], Funk et al. [23] oder Greve [28].
Noch neueren Datums ist der Ansatz, bei der Modellbildung und der numerischen Aus-
wertung auch eine Verschmutzung des Eises mit Sediment explizit zu beru¨cksichtigen
(bisher wurde bestenfalls ein globaler Faktor, der sogenannte Enhancement-Faktor im
Fliegesetz verwendet, um unterschiedlicher Deformierbarkeit des Eises Rechnung zu
tragen). Hier existieren zwar Arbeiten, in denen fu¨r alle Komponenten der Mischung
je eine eigene Impulsbilanz aufgestellt wird (siehe u.a. Hutter et al. [44], Svendsen et
al. [73] oder Wu [75]), jedoch wurde die Theorie noch nicht in ein numerisches Modell
eingearbeitet, das die Dynamik eines Eisschildes dreidimensional auflo¨sen ko¨nnte.
All den bislang genannten Arbeiten ist gemein, da die Behandlung der \Fremdko¨rper"
im Eis bei der numerischen Umsetzung der Modellgleichungen { so diese u¨berhaupt er-
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folgt { mit starken Vereinfachungen durchgefu¨hrt wird, indem beispielsweise fu¨r die
fremde Phase keine eigene Impulsbilanz angesetzt wird, sondern fu¨r den beigemisch-
ten Sto eine rein diusive Bewegung vorausgesetzt wird (so bei Greve [28]), oder der
Sachverhalt anderweitig stark vereinfacht wird; so wird bei Wu [75] eine vereinfachte
Geometrie vorausgesetzt, und die konstitutiven Zusammenha¨nge werden { in zumin-
dest bislang u¨blicher Art und Weise { grob vereinfacht. Eine vollsta¨ndig durchgefu¨hrte
Mischungstheorie fu¨r eine Drei-Komponenten-Mischung von Eis, Wasser und Sediment,
welche ohne weiteres die numerische Implementation erlaubt, gibt es noch nicht. Dies
ist der Punkt, an dem die vorliegende Arbeit ansetzt.
Es wird hier der Versuch unternommen, zu den Grundlagen einer vollsta¨ndigen und
thermodynamisch konsistenten Mischungstheorie beizutragen, mit deren Hilfe die Mo-
dellierung von \verschmutztem Eis" im weitesten Sinne unternommen werden kann.
Dabei geht die Betrachtung nicht von den bereits existierenden Modellen fu¨r kaltes
und polythermes Eis aus, sondern setzt von neuem bei den fundamentalen Bilanzglei-
chungen fu¨r Masse, Impuls und Energie sowie einer Ungleichung fu¨r die Entropie an.
Dies geschieht zum einen, da eine solcherart entwickelte Theorie spa¨ter auch auf andere
Gebiete anwendbar sein sollte1, und zum anderen, weil sich die in der Mischungstheorie
noch oenen Fragen momentan meist grundsa¨tzlich auf einem allgemeineren Niveau be-
nden. Dem entspricht auch, da sich diese Arbeit mit einigen Problemen bescha¨ftigt,
die eher der physikalischen oder der mathematischen \Grundlagenarbeit" zuzurechnen
sind. Was damit gemeint ist, soll im folgenden kurz erla¨utert werden.
Thermodynamische Sicht des Problems
Einbeziehung der Thermodynamik heit zum einen, da es sich um ein Problem han-
delt, bei dem eine Energiegleichung zu lo¨sen ist, die nicht nur die Umwandlung mecha-
nischer Energieformen, sondern auch die von innerer Energie beinhaltet. Zum anderen
ist auer der Energiegleichung, dem ersten Hauptsatz der Thermodynamik, auch der
zweite Hauptsatz zu beru¨cksichtigen, der die globale Vernichtung von Entropie ver-
bietet. Die allgemeine zugrundeliegende Theorie ist vergleichsweise alt (siehe Planck
[65], Schro¨dinger [68]). Die Anwendung auf die Mischungstheorie oder speziell auf die
Glaziologie steckt jedoch in einigen Punkten noch in ihren Anfa¨ngen, insbesondere was
die thermodynamische Konsistenz der Betrachtung angeht, obwohl die Grundlagen der
Modellierung schon einige Jahre zuvor unter anderem von Hutter (siehe [37, 38]) oder
1Weitere mo¨gliche Anwendungen der Mischungstheorie auf dem Gebiet der Umweltmechanik sind
die Modellierung von Schelfeis oder auch Meereis, beide haben auf ihrer Unterseite Kontakt mit dem
Meerwasser und enthalten einen Anteil Wasser und/oder Salz. Daru¨berhinaus ndet die Mischungs-
theorie auch in ganz anderen Gebieten der Wissenschaft Anwendung, so zum Beispiel im Bauinge-
nieurwesen oder der Hydrogeologie, wobei dann eine Mischung aus Festko¨rper und Fluid betrachtet
wird. Auch fu¨r den Fall einer Mischung Gas-Fluid oder Gas-Festko¨rper sind Anwendungen denkbar
(etwa in der Fo¨rdertechnik). Allerdings mu betont werden, da diese Arbeit sich noch mit den Grund-
lagen der Theorie selbst auseinandersetzt und es bis zur konsequenten Umsetzung in die numerische
Modellierung noch ein Stu¨ck Weges ist.
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auch Fowler & Larson [21] gelegt wurden. Die Verknu¨pfung der Kontinuumsmecha-
nik mit der Thermodynamik, wie sie in dieser Arbeit untersucht wird, basiert auf den
Arbeiten von Mu¨ller [60, 61] und Svendsen & Hutter [72], die sich wiederum bei der for-
malen Auswertung wesentlich auf Liu [55] bzw. Liu & Mu¨ller [57] stu¨tzen. Dabei wird
eine Ungleichung fu¨r die Entropie-Produktion verwendet, die nach Art der klassischen
Lagrange-Methode zur Bestimmung von Extremwerten unter Nebenbedingungen um
die Bilanzgleichungen fu¨r Masse, Impuls und Energie erga¨nzt wird, indem diese Glei-
chungen mit je einem Lagrange-Multiplikator zur Entropie-Ungleichung dazuaddiert
werden. Die so erweiterte Ungleichung wird nach Voraussetzung einer bestimmten Ma-
terialklasse umgeformt, wonach der Satz von Liu [55] erlaubt, Schlu¨sse bezu¨glich der
beteiligten Gro¨en zu ziehen { hierbei wird die Gu¨ltigkeit einer zum Satz von Cauchy &
Kovalevskaya [15] a¨quivalenten Aussage vorausgesetzt. Diese Methode der Auswertung
des Entropie-Prinzips erlaubt, die konstitutiven Zusammenha¨nge in einer Weise einzu-
schra¨nken, die notwendig und hinreichend fu¨r die Erfu¨llung des zweiten Hauptsatzes
der Thermodynamik ist.
Das Verfahren mag jedoch etwas umsta¨ndlich erscheinen, zumal selbstversta¨ndlich
schon vor Mu¨ller und Liu der zweite Hauptsatz bzw. ein Entropie-Prinzip bei ver-
gleichsweise praktischen Fragestellungen beru¨cksichtigt wurde. So ist es auch in den
Ingenieurswissenschaften u¨blich, die Entropie und den zweiten Hauptsatz der Thermo-
dynamik in theoretische Modelle einzubeziehen. Aber dies geschieht meist fu¨r einfache
Systeme, die sich durch zwei Zustandsvariablen eindeutig beschreiben lassen (siehe zum
Beispiel Stephan & Mayinger [70] oder Baehr [4]) . In der Physik wird die Entropie
ebenfalls meist mit Hilfe von Beispielsystemen eingefu¨hrt, denen ein zweidimensionaler
Phasenraum zugrunde liegt (siehe Landau & Lifschitz [54], Greiner [27], Feynman [19],
Gerthsen [25] oder auch King [50]). In diesem Fall ist jedoch die Problemlage in Bezug
auf die Entropie als thermodynamisches Potential stark vereinfacht, da bei der Betrach-
tung im zwei- oder dreidimensionalen Zustandsraum einige wesentliche Sa¨tze gelten,
die in ho¨heren Dimensionen entfallen. Bei der Mischungstheorie ist der Zustandsraum
jedoch sicher von ho¨herer Dimension, so da man bei der Einfu¨hrung der Entropie nicht
ohne weiteres dem Vorgehen bei den genannten klassischen Beispielen folgen kann. In
diesem allgemeinen Rahmen soll im Zusammenhang mit der thermodynamischen For-
mulierung vor allem auch die folgende Frage untersucht werden:
Welchen Einflu hat die Wahl der zugrundeliegenden Materialklasse auf die aus der
Theorie von Mu¨ller und Liu abzuleitenden Aussagen bezu¨glich der Entropie? Welche
dieser Aussagen sind \vorurteilsfrei" und welche sind nur Folgerungen entsprechender
Annahmen?
Zur Beantwortung dieser thermodynamischen Fragestellungen ist eine genauere Be-
trachtung der mathematischen Zusammenha¨nge unumga¨nglich, die fu¨r Potentialfunk-
tionen wie die Entropie gelten. Ein zweiter Ansatzpunkt fu¨r eine eher mathematische
Betrachtung besteht in der Frage, ob die zugrundegelegten Bilanzgleichungen ein kor-
rekt gestelltes Problem beschreiben, ob also eindeutig bestimmte Lo¨sungen existieren.
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Mathematische Sicht des Problems
Aus der Theorie von Mu¨ller und Liu [57] folgt unter anderem eine Gibbs-Gleichung
fu¨r die Entropie einer Mischung, das heit eine Darstellung fu¨r das Dierential der Mi-
schungs-Entropie. Interessant ist nun, was aus dieser Gleichung abzulesen ist bezu¨glich
der Abha¨ngigkeit der Entropie von den freien Variablen des Problems, also die Fra-
ge, wie die sogenannten Konstitutiv-Gleichungen fu¨r die Entropie aussehen. Um diese
Fragestellung zu beantworten, ist es notwendig, sich mit der Theorie der Dierential-
formen auseinanderzusetzen (hier geschehen anhand der Bu¨cher von Cartan [13] und
Heil [34]), denn eine solche Dierentialform bildet auch das Dierential der Entropie in
der Gibbs-Gleichung. Die von der Theorie der Dierentialformen bereitgestellten Sa¨tze
u¨ber die Integrabilita¨t von Dierentialen liefern direkte Aussagen zur Einschra¨nkung
der Konstitutiv-Gleichungen fu¨r das thermodynamische Potential der Entropie. Leider
ist es bei der in dieser Arbeit beispielhaft betrachteten Materialklasse nicht mo¨glich,
a¨hnlich starke Aussagen auch fu¨r den Flu der Entropie abzuleiten, er bleibt deutlich
schlechter bestimmt. Daher mu hier zum Teil auf andere Prinzipien oder auch Plausi-
bilita¨tsbetrachtungen zuru¨ckgegrien bzw. die Betrachtung auf das thermodynamische
Gleichgewicht eingeschra¨nkt werden.
Neben dem Gebiet der Dierentialformen ist in dieser Arbeit vom mathematischen
Standpunkt aus naturgegeben das der partiellen Dierentialgleichungen von zentraler
Bedeutung. Wa¨hrend man bei gewo¨hnlichen Dierentialgleichungen auf Standardwer-
ke und -Methoden (siehe etwa Kamke [49] Vol. I) zuru¨ckgreifen kann, ist die Theorie
der partiellen Dierentialgleichungen deutlich unvollsta¨ndiger. Fu¨r Gleichungen erster
Ordnung ist es noch mo¨glich, allgemeine Methoden wie das Charakteristikenverfah-
ren anzugeben, die einem zu Lo¨sungen verhelfen (siehe etwa bei Kamke [49] Vol. II,
Kneschke [51], Matsuda [58], John [47], oder auch Meister [59]). Doch Gleichungen
zweiter Ordnung werden in den eben zitierten Werken nur noch anhand einzelner Bei-
spiele besprochen, die im wesentlichen linear oder quasilinear sind. Fu¨r nichtlineare
Gleichungen ho¨herer Ordnung ndet man kein allgemeingu¨ltiges Standardwerk mehr,
sondern nur noch Sammlungen einzelner Beitra¨ge zu ganz bestimmten Problemen (sie-
he Ames [2] oder Ball [5], eine gewisse Ausnahme stellt Ames [1] dar, dieses Werk ist
etwas allgemeiner gehalten). Dementsprechend ist es bei einem System nichtlinearer
partieller Dierentialgleichungen wie dem in dieser Arbeit betrachteten nicht trivial,
Aussagen u¨ber Existenz und Eindeutigkeit von Lo¨sungen zu machen. Auch im Hin-
blick auf die Sa¨ttigungsbedingung, also die Kombination der Dierentialgleichungen
mit einer algebraischen Zwangsbedingung, sind jedoch solche Aussagen gesucht. Ein
wichtiges Hilfsmittel ist hierbei der Satz von Cauchy & Kovalevskaya (siehe Cooke
[15] oder Courant & Hilbert [16]), der allerdings in der u¨blichen Formulierung nicht
auf parabolische Gleichungen anwendbar ist, wie sie hier vorliegen. Es wird daher der
Versuch unternommen, den Satz von Cauchy & Kovalevskaya so zu erweitern, da er
auch fu¨r parabolische Gleichungen Gu¨ltigkeit besitzt.
6 Einleitung
Gliederung der Arbeit
Im auf diese Einleitung folgenden ersten Kapitel werden die kontinuumsmechani-
schen Bilanzgleichungen aufgefu¨hrt, die der Modellbildung zugrundeliegen. Die Glei-
chungen fu¨r die Gro¨en der einzelnen Konstituenten sind von klassischer Natur (siehe
Becker & Bu¨rger [6] oder Hutter [36]). Die Gleichungen fu¨r Mischungsgro¨en ergeben
sich zwar aus den Konstituentengleichungen (siehe Truesdell [74], Mu¨ller [60], Svend-
sen & Hutter [72]), ihre Interpretation ist allerdings nicht ganz einfach. Insbesondere
die bei thermodynamischen Problemen wichtige Energiegleichung wird daher ausfu¨hr-
licher besprochen und eine Methode vorgeschlagen, diese zu verwenden, wenn es in der
Mischung zu Phasenu¨berga¨ngen kommt.
Im zweiten Kapitel wird der Begri der Entropie eingefu¨hrt und erla¨utert, nach
welchem Prinzip (Liu [55], Liu & Mu¨ller [57]) die fundamentale Tatsache, da die
Entropie insgesamt nie abnimmt (der zweite Hauptsatz der Thermodynamik) mit den
Modellgleichungen fu¨r Masse, Impuls und Energie verknu¨pft wird. Diese Verknu¨pfung
wird fu¨r eine ausgewa¨hlte Materialklasse explizit durchgefu¨hrt.
Das dritte Kapitel bescha¨ftigt sich eingehender mit der Auswertung der im vorher-
gehenden Kapitel formulierten Entropie-Ungleichung (siehe hierzu auch Mu¨ller [60]),
sowie insbesondere mit der Frage, welche Rolle die verwendete Materialklasse bei dieser
Auswertung spielt.
Im vierten Kapitel werden die mathematischen Grundlagen besprochen, die beru¨ck-
sichtigt werden mu¨ssen bei der Betrachtung des thermodynamischen Potentials der
Entropie. Dies fu¨hrt zu einer gewissen Neubewertung der Aussagen, die sich aus dem
Entropie-Prinzip nach Mu¨ller und Liu ergeben, so sind die dort eingefu¨hrten Lagrange-
Multiplikatoren prinzipiell nicht allein aus der Tatsache heraus bestimmbar, da die
Entropie Potentialeigenschaften besitzt.
Daher wird im fu¨nften Kapitel untersucht, mit welchen anderen Hilfsmitteln sich die
erwa¨hnten Lagrange-Multiplikatoren na¨her bestimmen lassen, bzw. welche sinnvollen
weiteren Annahmen man diesbezu¨glich machen kann.
Im sechsten Kapitel wird die Bestimmung noch unbekannter Gro¨en fortgefu¨hrt und
auf den Entropieflu, die Spannungstensoren, den Wa¨rmestrom und die Impulswech-
selwirkungsterme ausgedehnt. Dabei ndet dann eine Einschra¨nkung der Betrachtung
auf das thermodynamische Gleichgewicht statt. Erga¨nzend werden u¨bliche und plausi-
ble Mo¨glichkeiten angegeben, die so erhaltenen Ergebnisse wieder zu erweitern, so da
auch Prozesse des Nicht-Gleichgewichts beschrieben werden ko¨nnen.
Das siebte Kapitel widmet sich der mathematischen Fragestellung, inwiefern die zu-
grundegelegten Bilanz- bzw. Feldgleichungen ein korrekt gestelltes Problem bilden, ob
sich also eindeutige Lo¨sungen des Gleichungssystems garantieren lassen. Dabei wird der
Versuch unternommen, den Satz von Cauchy und Kovalevskaya (siehe Kovalevskaya
[52], Courant & Hilbert [16] oder auch Cooke [15]) auf diese Gleichungen anzuwenden.
Dies stellt sich als problematischer heraus, als es in fru¨heren Arbeiten ohne na¨here
Betrachtung angenommen wurde (etwa bei Svendsen & Hutter [72] oder Mu¨ller [60]).
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Zusammenfassung und Ausblick schlieen die Arbeit ab. Hier werden die Ergeb-
nisse der vorliegenden Arbeit zum besseren U¨berblick kurz zusammengestellt und die
noch oenen Fragen geschildert, die zum Teil erst im Verlauf dieser Arbeit erkennbar
wurden.
8 Einleitung
Kapitel 1
Die kontinuumsmechanischen
Bilanzgleichungen
Mischungen zeichnen sich dadurch aus, da nicht ein einzelnes reines Material vorliegt,
sondern da jeweils mehrere Konstituenten gleichzeitig ein Volumenelement einneh-
men. Man stellt sich die verschiedenen Materialien dabei derart verschmiert vor, da
sich tatsa¨chlich an jedem Ort alle gleichzeitig aufhalten. Die Feinst-Struktur, in der
sichtbar wu¨rde, wie der Raum mit Moleku¨len der verschiedenen Stoe besetzt ist, wird
nicht aufgelo¨st. Es ndet also gewissermaen jeweils eine Mittelung u¨ber ein kleines,
den betrachteten Punkt umgebendes Teilvolumen statt. Dieses Vorgehen kann proble-
matisch sein, wenn wesentliche Eigenschaften der Mischung durch spezielle \mikrosko-
pische" Eigenschaften der Konstituenten bestimmt werden. In einem solchen Fall mu
ein Weg gefunden werden, diese Eigenschaften in die kontinuumsmechanische Sicht des
Problems zu integrieren; eine Mo¨glichkeit hierfu¨r ist zum Beispiel die Einfu¨hrung von
inneren Variablen. Diese Problemstellung soll jedoch im Rahmen der vorliegenden Ar-
beit nicht interessieren. Es wird vorausgesetzt, da die einfache kontinuumsmechanische
Betrachtung dem Problem angemessen ist.
Fu¨r die physikalischen Variablen, die mit den Konstituenten einer Mischung verknu¨pft
sind, gelten jeweils Bilanzgleichungen, die von der Form her denen eines herko¨mmli-
chen Ein-Komponenten-Mediums entsprechen. Eine solche Bilanzgleichung hat fu¨r die
Dichte einer physikalischen Gro¨e  die folgende Gestalt
d
dt
Z
ω
 (x; t) dv = −
I
∂ω
  nda +
Z
ω
((x; t) + (x; t))dv ; (1.1)
wobei sich die A¨nderung des Gehalts von  im Volumen ! ergibt aus dem Flu  der
Gro¨e  durch die materielle Oberfla¨che @! des Volumens (mit dem Normalenvektor
n) sowie der Produktion  und der Zufuhr  im Volumen selbst. Unter dem Begri
\Produktion" werden Terme zusammengefat, die sich eher als \innere Quellen" ver-
stehen lassen, mit \Zufuhr" dagegen sind solche Quellen von  gemeint, die sich eher
aus der Umgebung speisen, aber nicht im Flu  enthalten sind. Die Unterscheidung
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ist aber oft nicht ganz eindeutig. Aus der integralen Form der Bilanzgleichung (1.1)
la¨t sich in einfach zusammenha¨ngenden Gebieten, in denen die beteiligten Funktionen
deniert sind und die ersten Ableitungen von  ,  und v (der materiellen Geschwin-
digkeit) existieren und stetig sind, eine lokale Form gewinnen. Die Anwendung des
Reynoldsschen Transporttheorems
d
dt
Z
ω
 (x; t) dv =
Z
ω
@ (x; t)
@t
dv +
I
∂ω
 v n da ; (1.2)
das auch eine Bewegung der Oberfla¨che @! des Kontrollvolumens ! (mit der Geschwin-
digkeit v) beru¨cksichtigt, und des Gauschen Integralsatzes liefert
@ (x; t)
@t
= − div( +  v) + (x; t) + (x; t) (1.3)
als lokale Bilanzgleichung fu¨r die physikalische Gro¨e  , da man fordert, da es bei
der Bilanz (1.1) nicht auf die Wahl des Kontrollvolumens ! ankommt1 und also der
Integrand identisch verschwinden mu, wenn dies fu¨r das Integral bei beliebigem !
gelten soll. Die A¨nderung der Gro¨e bilanziert sich mit der Divergenz des diusiven
und des konvektiven Flusses, sowie mit der Produktion und der Zufuhr. Verschwindet
der Produktionsterm einer physikalischen Gro¨e prinzipiell, so handelt es sich bei ihr
um eine Erhaltungsgro¨e und bei ihrer Bilanz um einen Erhaltungssatz. Bei einem
Einkomponentenmaterial trit dies fu¨r Masse, Impuls, Drehimpuls und Energie zu. Bei
einer Mischung dagegen mu man beru¨cksichtigen, da ein Austausch dieser Gro¨en
zwischen den Konstituenten mo¨glich ist. Daher liegen bei den Gleichungen fu¨r die
Konstituenten im allgemeinen keine Erhaltungssa¨tze, sondern Bilanzgleichungen mit
Austauschtermen vor. Anders sieht es bei den spa¨ter (Seite 15) aufgestellten Bilanzen
fu¨r die Gesamtmischung aus, dort gilt wiederum die globale Erhaltung von Masse,
Impuls, Drehimpuls und Energie.
1.1 Die Bilanzgleichungen der Konstituenten
Im folgenden wird eine Mischung aus n Konstituenten betrachtet, wobei letztere mit
dem Index  bezeichnet werden ( = 1; : : : ; n). Dabei wird postuliert, da fu¨r die phy-
sikalischen Gro¨en jeder Konstituenten jeweils eine Bilanz der Form (1.1) bzw. (1.3)
gilt. Unterschiedliche Phasen eines Stoes (also zum Beispiel Wasser und Eis) werden
als verschiedene Konstituenten aufgefat, der Phasenu¨bergang (z.B. Schmelzen oder
Gefrieren) zwischen ihnen wird demnach als Austauschterm in den beiden Massenbi-
lanzen wiedergegeben, wobei Produktion und Vernichtung so gekoppelt sind, da die
Masse global erhalten bleibt. Die Mischungstheorie, wie sie in dieser Arbeit untersucht
wird, ist nicht-klassisch in dem Sinne, da neben den Dichten der Konstituenten der Mi-
schung auch die Volumenanteile der Konstituenten als Variablen auftreten. Prinzipiell
1Das heit, die Felder sollen additiv sein
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bedeutet dies eine Erschwernis bei der gewu¨nschten Formulierung eines gutgestellten
Problems; allerdings werden die meisten Schwierigkeiten hier gleich wieder aus dem
Weg gera¨umt durch die Annahme konstanter wahrer partieller2 Dichten der Konstitu-
enten. Dies eliminiert die gleiche Anzahl freier Variablen, die durch die Betrachtung
der Volumenanteile zusa¨tzlich geschaen wird.
1.1.1 Die Massenbilanzen
In den partiellen Massenbilanzen entfallen die Zufuhrterme ρα sowie die diusiven
Flu¨sse ρα, eine Produktion 
ρ
α dagegen kann stattnden, da zwischen den verschie-
denen Phasen eines Stoes ein U¨bergang mo¨glich sein soll. Setzt man in (1.3) fu¨r die
physikalische Gro¨e  die partielle Dichte α an, so erha¨lt man
@α
@t
+ div(αvα) = αcα ( = 1; : : : ; n) ; (1.4)
wobei vα die materielle Geschwindigkeit der Konstituenten  und αcα der mo¨glichen
Phasenu¨berga¨ngen zuzuschreibende Produktionsterm ρα ist.
Annahme konstanter wahrer Dichten
Das Fernziel dieser Betrachtung ist die Behandlung einer Mischung von Eis, Wasser und
Sediment, wie sie zum Beispiel in den unteren Bereichen von alpinen Gletschern auftritt.
Da diese Materialien in recht guter Na¨herung als dichtebesta¨ndig gelten ko¨nnen, soll
hier angenommen werden, da alle Konstituenten der Mischung eine konstante wahre
Dichte besitzen. Die eigentliche unabha¨ngige Variable ist also nicht die Massendichte
α, sondern der Volumenanteil α, der die Massendichte mit der wahren Dichte ^α
verknu¨pft
α = α ^α mit ^α = konstant : (1.5)
Die Annahme von konstanten ^α bedeutet, da die Materialien in Reinform inkompres-
sibel sind; diesen Begri sollte man hier allerdings vermeiden, da er leicht in die Irre
fu¨hrt. So gilt fu¨r eine Mischung, deren Konstituenten allesamt konstante wahre Dichten
besitzen, im allgemeinen nicht, da die Divergenz der Mischungsgeschwindigkeit v oder
die mit dieser Geschwindigkeit gebildete materielle Zeitableitung der Mischungsdich-
te  verschwinden. Dagegen ist die Aussage richtig, da fu¨r eine gesa¨ttigte Mischung
von Konstituenten mit jeweils konstanter wahrer Dichte das Gesamtvolumen eine Er-
haltungsgro¨e ist, solange man von Phasenu¨berga¨ngen zwischen verschieden dichten
Konstituenten absieht (siehe hierzu den folgenden Absatz). Setzt man die Annahme
(1.5) in die Massenbilanz (1.4) ein, so erha¨lt man eine Bilanz fu¨r die Volumenanteile α
2Das Attribut \partiell" wird im folgenden verwendet, wenn von den Gro¨en einer einzelnen Kon-
stituenten die Rede ist.
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@α
@t
+ div(αvα) = αcα =: nα ( = 1; : : : ; n) : (1.6)
Letztendlich werden in dieser Arbeit bei der Auswertung der Gleichungen statt der
Massenbilanzen (1.4) die Volumenbilanzen (1.6) benutzt.
Sa¨ttigung der Mischung
In der betrachteten Mischung soll es neben den zu Beginn angenommenen Konstitu-
enten (zum Beispiel Eis, Wasser und Sediment) weder andere Stoe noch Hohlra¨ume
geben. Anders ausgedru¨ckt ergibt die Summe der Volumenanteile zu jeder Zeit und an
jedem Ort im betrachteten Gebiet G  IR3 Eins
nX
α=1
α(x; t) = 1 8 x 2 G ; t 2 IR: (1.7)
Von n Volumenanteilen sind also nur (n − 1) unabha¨ngige Variablen. Ein α kann
ersetzt werden durch 1−Pβ 6=α β. Dies hat Konsequenzen fu¨r zu bildende Ableitungen
von Funktionen. Ha¨ngt eine Funktion f nur von den Volumenanteilen 1; : : : ; n ab, so
ergibt sich folgender Zusammenhang
f(1; : : : ; n) =) ~f(1; : : : ; n−1) (1.8)
mit
~f(1; : : : ; n−1) = f (1; : : : ; n−1; (1−Pn−1α=1α)) ; (1.9)
wobei willku¨rlich der letzte Volumenanteil n als abha¨ngige Variable gewa¨hlt wurde.
Ist zum Beispiel die Zeitableitung von ~f zu bilden, so erha¨lt man
d ~f
dt
=
n−1X
α=1
@ ~f
@α
@α
@t
=
n−1X
α=1
 
@f
@α
− @f
@n
!
@α
@t
: (1.10)
Das Ergebnis der Auswertung solcherart gebildeter Gleichungen darf natu¨rlich nicht
von der Wahl des abha¨ngigen Volumenanteils abha¨ngen. Zu beachten ist auch, da die
Bilanzgleichung fu¨r den abha¨ngig gewa¨hlten Volumenanteil weiterhin eine unabha¨ngige
Gleichung darstellt. Ersetzt man in Gleichung (1.6) (mit  = n) n durch (1−Pn−1α=1α),
so erha¨lt man eine Gleichung
−
8<:
(n−1)X
β=1
@β
@t
9=; +
8<:
0@1− (n−1)X
β=1
β
1A9=; divvn −
8<:
(n−1)X
β=1
gradβ
9=;  vn = nn ; (1.11)
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die nicht trivial erfu¨llt ist, wenn die ersten (n − 1) Volumenbilanzen gelten. Versucht
man beispielsweise, die Zeitableitungen in (1.11) mittels der Gleichungen (1.6) (mit
 = 1; : : : ; (n− 1)) zu eliminieren, so erha¨lt man
(n−1)X
α=1
gradα(vα − vn) +
(n−1)X
α=1
α(divvα − divvn) + divvn =
nX
α=1
nα ; (1.12)
und eine weitere Reduktion der Gleichung ist hier nicht mo¨glich.3
1.1.2 Die Impulsbilanzen
In den Impulsbilanzen fu¨r die Konstituenten ist die physikalische Gro¨e  durch αvα
gegeben, der (negative Cauchysche-) Spannungstensor −T α hat die Funktion des dif-
fusiven Flutermes , die Schwerebeschleunigung g tritt als Zufuhrterm  auf, und
die Produktion  wird in der allgemeinen Bilanzgleichung (1.3) wiederum durch einen
Austauschterm ersetzt, der hier mit mα bezeichnet wird. In der Impulsbilanz wie auch
spa¨ter in der Energiebilanz der Konstituenten ist die Annahme, es ga¨be sauber denier-
te, partielle Spannungstensoren T α nicht ganz unproblematisch. Versucht man analog
zu einem einfachen Medium, solche Tensoren anschaulich als Zusammenhang zwischen
dem Normalenvektor einer lokalen Schnittebene und der dort angreifenden Kraft zu
verstehen, so ergibt sich die Frage, nach welchem Gesichtspunkt man diese Kraft auf
die einzelnen Mischungskomponenten aufteilen bzw. wie man eine einzelne Komponen-
te \freischneiden" sollte. Andererseits ist klar, da ein Material auch als Komponente
einer Mischung eine Art \inneren Spannungszustand" besitzt, selbst wenn es unmo¨glich
erscheint, diesen etwa experimentell zu bestimmen. Man kann also T α als Repra¨sen-
tantion dieses Spannungszustands ansehen, der als Gro¨e selbst zwar nicht \verfu¨gbar"
ist, sich jedoch u¨ber seine Wirkung in der Impuls- und Energiebilanz a¨uert. Mit dieser
Interpretation und den obigen Bezeichnungen liest sich die allgemeine Bilanz (1.3) als
Impulsbilanz der Konstituenten  wie folgt
@(αvα)
@t
+ div(αvα ⊗ vα) = divT α + αg + mα ( = 1; : : : ; n): (1.13)
Bis auf mα liegt mit (1.13) die herko¨mmliche Form einer Impulsbilanz vor, wie man
sie fu¨r ein einfaches Material anschreiben wu¨rde.
3 Die Sa¨ttigung ist auf diese Weise dafu¨r verantwortlich, da spa¨ter in den resultierenden Glei-
chungen eine unabha¨ngige Gleichung mehr existiert als unabha¨ngige Variablen vorhanden sind (dieses
Miverha¨ltnis wird auch Schlieproblem genannt) und ein Lagrange-Parameter zur freien Variable
wird (siehe Seite (74)).
14 Kapitel I Kontinuumsmechanische Bilanzgleichungen
1.1.3 Die Drehimpulsbilanzen
Da nicht a priori klar ist, da der Drehimpuls eine abha¨ngige Gro¨e ist, die nicht ge-
sondert betrachtet werden mu, wird auch hier eine Bilanzgleichung aufgestellt. Der
Betrachtung zugrunde liegt die Annahme, da keine intrinsischen Drallgro¨en vorhan-
den sind und der Drehimpuls als Moment des Impulses aufgefat werden kann. Damit
ist fu¨r den Drehimpuls die physikalische Gro¨e  in der allgemeinen Bilanz (1.3) durch
r  (αvα) gegeben, der Flu  u¨ber den Rand durch −r  T α und die Zufuhr von
auen durch r (αg). Eine Produktion im eigentlichen Sinne gibt es nicht, dafu¨r wird
allerdings ein Austauschterm Mα zugelassen, der fu¨r die einzelne Konstitutierende
durchaus die Funktion einer Produktion besitzt
@(r  αvα)
@t
+ div ((r  αvα)⊗ vα) =
div (r  T α) + r  αg + Mα ( = 1; : : : ; n) : (1.14)
Unter Beachtung der richtigen Anwendung des Divergenz-Operators (er wirkt auf die
Koordinate, u¨ber die in der entsprechenden globalen Bilanz (1.1) integriert wird), er-
kennt man in (1.14) unter anderem das Kreuzprodukt von r mit der Impulsbilanz
(1.13). Es treten aber noch zusa¨tzliche Terme auf, die die folgende Restgleichung lie-
fern
ωaxial(Tα−T tα) := Tαijijke^k = Mα − r mα ; (1.15)
wobei der Ausdruck auf der linken Seite der axiale Vektor zum antisymmetrischen An-
teil von T α ist, und T
t
α die transponierte Form von T α bezeichnet. Geht man davon
aus, da keine besonderen Mechanismen existieren, die Drehimpuls von einer Konsti-
tuenten zur anderen u¨bertragen, ohne da dies durch den Impuls-Austauschterm mα
hervorgerufen wird, so gilt Mα = r mα, und die linke Seite in (1.15) mu eben-
falls verschwinden. Dies ist genau dann der Fall, wenn der Partial-Spannungstensor T α
symmetrisch ist. Da hier kein Material betrachtet wird, das u¨ber intrinsischen Spin
verfu¨gt und nur \trivialer" Austausch von Drehimpuls via r mα mo¨glich sein soll,
bleibt von der Drehimpulsbilanz (1.14) also nur
T α = T
t
α ( = 1; : : : ; n) : (1.16)
Unter der erkla¨rten Annahme, da kein intrinsischer Spin vorhanden sei, ist die Dreh-
impulsbilanz also a¨quivalent mit der Symmetrie des Spannungstensors.
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1.1.4 Die Energiebilanzen
Die Energiebilanzen der Konstituierenden erha¨lt man, indem man in die allgemei-
ne Bilanzgleichung (1.3) die Summe aus innerer Energie αα und kinetischer Ener-
gie α
1
2
vα  vα als physikalische Gro¨e  eintra¨gt; des weiteren wird der allgemeine
Fluterm  durch den Partialwa¨rmestrom qα und den Leistungsflu −T α  vα der
Partialspannungen ersetzt, Zufuhr  und Produktion  sind durch die Leistung der
Schwerebeschleunigung αvα  g, die Einstrahlung αrα sowie einen Austauschterm eα
gegeben. Mit diesen Ersetzungen liest sich die Bilanz (1.3)
@
@t

α

α +
1
2
vα  vα

= −div

qα + α

α +
1
2
vα  vα

vα
− T α  vα

+ αvα  g + αrα + eα ( = 1; : : : ; n) : (1.17)
Allerdings werden die einzelnen Bilanzen (1.17) im folgenden nicht benutzt, da die An-
nahme getroen wird, da alle Konstituenten die gleiche Temperatur4 besitzen. Dies
hat zur Folge, da die Austauschterme eα nicht bestimmt werden mu¨ssen, da das Er-
gebnis eines solchen Austausches { lokale Temperatur-Gleichheit der Konstituenten {
vorweg genommen wird. Ob diese Annahme gerechtfertigt ist, zeigt im Einzelfall eine
Betrachtung der typischen Zeitskalen fu¨r den lokalen Wa¨rmeu¨bergang zwischen den
verschiedenen Konstituenten einerseits und fu¨r die Diusionsgeschwindigkeiten ande-
rerseits. In den meisten Fa¨llen erfolgt der Wa¨rmeu¨bergang hinreichend schnell, so da
es ausreichend ist, eine Bilanz fu¨r die Energie der Mischung als Ganzes aufzustellen.
Mit der Annahme lokalen Temperatur-Ausgleichs und weiteren ga¨ngigen Konstitutiv-
Annahmen fu¨r α und qα ist es mo¨glich, aus dem mittels der (spa¨ter auf Seite 18 formu-
lierten) Mischungsenergie-Bilanz (1.30) bestimmten Temperaturfeld  auf die Gro¨en
α und qα der Konstituenten zuru¨ckzuschlieen.
1.2 Die Bilanzen fu¨r die Mischung als Ganzes
Es ist eine plausible Forderung, da die Eigenschaften einer Mischung sich direkt aus
den Eigenschaften ihrer Konstituenten ergeben sollten, wobei allerdings eventuell spe-
zischen Wechselwirkungen Rechnung getragen werden mu (in diesem Sinne ist die
Mischung dann mehr als nur die Summe ihrer Teile). Ebenso ist es plausibel, anzu-
nehmen, da sich eine Mischung auch als nicht zusammengesetzter Ko¨rper beschreiben
lassen sollte, wenn man quasi etwas ungenau hinschaut, ohne die verschiedenen Konsti-
tuenten aufzulo¨sen. Aus diesen U¨berlegungen resultiert das Vorgehen, die Bilanzglei-
chungen der Mischung als ganzes aufzustellen, indem man u¨ber die Bilanzgleichungen
4Hier meint der Begri Temperatur die empirische und nicht die absolute thermodynamische Tem-
peratur der Mischung. Letztere wird eigentlich erst spa¨ter (siehe Seite 26 oder 40) u¨ber die Gibbs-
Gleichung der Entropie eingefu¨hrt.
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der einzelnen Konstituenten summiert. Welche Gro¨en dann sinnvolle Variablen fu¨r die
Gesamtmischung bilden, la¨t sich teilweise erst aus den aufsummierten Konstituenten-
Gleichungen ablesen. Da dieses Aufsummieren hier nicht explizit durchgefu¨hrt, sondern
direkt das Ergebnis angegeben werden soll, stehen die Denitionen der Mischungsva-
riablen gleichwohl vor den entsprechenden Bilanzgleichungen
uα = vα − v ; (1.18)
 =
X
α
α ; (1.19)
v =
X
α
αvα ; (1.20)
 =
X
α
αα +
1
2
X
α
α(uα  uα) ; r =
X
α
αrα ; (1.21)
q =
X
α

qα − T tα  uα + α

α +
1
2
uα  uα

uα

; (1.22)
T =
X
α
fT α − αuα ⊗ uαg ;D = 1
2

gradv + (gradv)t

: (1.23)
Hier stellen die uα Diusionsgeschwindigkeiten dar,  ist die Mischungsdichte, v die
Schwerpunktsgeschwindigkeit (baryzentrische Geschwindigkeit),  die Dichte der in-
neren Energie, r die Gesamteinstrahlung an Energie, q der Energiestrom, T der
Spannungstensor und D der Verzerrungsgeschwindigkeits-Tensor der Mischung. Der
Energiestrom q entha¨lt auer den partiellen Wa¨rmestro¨men qα auch Anteile, die sich
aus der diusiven Bewegung der Konstituenten ergeben (Leistung der Partialspannun-
gen und konvektiver Transport von innerer und kinetischer Energie); daher ist q kein
Wa¨rmestrom im herko¨mmlichen Sinne. Der Spannungstensor T der Mischung ist durch
seine Denition symmetrisch, auch wenn die T α es nicht sein sollten (siehe Abschnitt
1.2.3). Es bietet sich an, jeweils \innere" Anteile der Variablen zu denieren, die sich
ausschlielich aus den Summen der jeweiligen partiellen Gro¨en zusammensetzen
I :=
X
α
αα ; (1.24)
qI :=
X
α
qα ; (1.25)
T I :=
X
α
T α : (1.26)
Von diesen Gro¨en darf man erwarten, da sie sich a¨hnlich verhalten wie die kor-
respondierenden partiellen Variablen, was fu¨r die \diusiven" Anteile mit Sicherheit
nicht gilt. Beim Aufstellen der Gleichungen fu¨r die Gesamtmischung wird des weiteren
die Tatsache benutzt, da Masse, Impuls, Drehimpuls und Energie globale Erhaltungs-
gro¨en sind; dies spiegelt sich wider im Verschwinden der Summen u¨ber die jeweiligen
Austauschterme. Es gilt also
P
α ^αnα = 0,
P
αmα = 0,
P
αMα = 0 und
P
α eα = 0.
I.2 Die Bilanzen fu¨r die Mischung 17
1.2.1 Die Massenbilanz der Mischung
Die Summe der einfachen Massenbilanzen (1.4) liefert
@
@t
+ div(v) = 0 : (1.27)
Die Gesamtmasse bleibt also erhalten, da man auch fu¨r die mo¨glichen Phasenu¨berga¨nge
jeweils Massenerhaltung fordert. Summiert man stattdessen die Bilanzgleichungen fu¨r
die Volumenanteile der Konstituenten (1.6) unter der Annahme konstanter wahrer
Dichten, so ist die entsprechende Gleichung nur dann homogen, wenn die mo¨glichen
Phasenu¨berga¨nge ausschlielich zwischen Konstituenten gleicher wahrer Dichte statt-
nden. In allen anderen Fa¨llen vera¨ndert sich das Mischungsvolumen durch Phasen-
u¨berga¨nge. Es gilt also
P
α
^αnα = 0 (globale Massenerhaltung), aber im Regelfall nichtP
α
nα = 0 (globale Volumenerhaltung).
1.2.2 Die Impulsbilanz der Mischung
Summiert man alle einzelnen Impulsbilanzen (1.13) auf und beru¨cksichtigt die Deni-
tionen (1.18)-(1.23) sowie das Newtonsche Gesetz \actio = reactio"
P
αmα = 0
5, so
erha¨lt man
@(v)
@t
+ div (v ⊗ v) = divT + g (1.28)
als Impulsbilanz der Mischung. Diese Gleichung beschreibt die Bewegung eines Er-
satzko¨rpers, der jeweils lokal die Dichte der Mischung sowie deren Schwerpunktsge-
schwindigkeit besitzt. \Schwerpunktsgeschwindigkeit" bedeutet hier, da die einzelnen
Geschwindigkeiten der Konstituenten jeweils lokal gewichtet werden mit ihrer Dichte
gema¨ (1.20). Es wird also an einem Punkt u¨ber die Konstituenten gemittelt und nicht
u¨ber ein Volumen. Allerdings verschwimmt diese Dierenzierung im Rahmen der Mi-
schungstheorie notgedrungen etwas, da ja auch der Annahme, alle Konstituenten seien
an jedem Ort gleichzeitig in einem gewissen Mischungsverha¨ltnis anzutreen, eine Art
Mittelung u¨ber ein (wenn auch vielleicht innitesimales) Volumen zugrundeliegt.
1.2.3 Die Drehimpulsbilanz der Mischung
Wenn man verlangt, da die Momenten-Austauschterme Mα der Konstituenten-Bilan-
zen (1.15) in der Summe u¨ber  verschwinden, dann folgt aus (1.15), da die Summe der
5Man ko¨nnte die Summe der Impulswechselwirkungen auch jeweils in Paare von \Einzelkra¨ften\
aufspalten, die sich gegenseitig wegheben. Allerdings wa¨ren die so entstehenden Einzelkra¨fte dann nicht
notwendig mit den mα identisch, da letztere im allgemeinen mehrere solcher Einzelkra¨fte enthalten.
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Partialspannungstensoren T α symmetrisch ist, da auch die Summe der mα verschwin-
det (getreu Newtons Gesetz \actio = reactio" mn = −Pn−1α=1mα). Mit der Denition
(1.23) ergibt sich so auch die Symmetrie des Mischungs-Spannungstensors
T = T t : (1.29)
Damit ist die Bilanz fu¨r den Drehimpuls der Mischung
Pn
α=1
r(αvα) = rv erfu¨llt,
sofern die Impulsgleichungen (1.13) es sind.
1.2.4 Die Energiebilanz der Mischung
Im Falle der Energiebilanzen (1.17) liefert die Summation u¨ber die Konstituenten unter
Beru¨cksichtigung der Denitionen (1.18)-(1.23) nach einigen Umformungen
@()
@t
+ div(v) = − divq + tr(T D) + r ; (1.30)
wobei davon Gebrauch gemacht wurde, da die Summe der Energieaustauschterme
eα verschwinden mu. Solange keine der Konstituenten eine Temperatur crit. erreicht,
bei der ein Phasenu¨bergang stattndet, dient die Bilanz (1.30) dazu, das Feld  zu
bestimmen.
Energiebilanz und Phasenu¨berga¨nge
Tritt der Fall ein, da ein Bestandteil der Mischung einen Phasenu¨bergang erster Ord-
nung (mit latenter Wa¨rme und einem Sprung in der spezischen Wa¨rme verbunden)
erleidet, so ergibt sich der Wert der Temperatur  = crit. aus einer entsprechenden
Clausius-Clapeyron-Gleichung und mu nicht mittels des in diesem Kapitel beschrie-
benen Dierentialgleichungssystems bestimmt werden6. Als freie Variable tritt dann
ein Massenaustauschterm bzw. in dem Fall von Konstituenten mit konstanter wah-
rer Dichte ein Volumenaustauschterm nα auf; der entsprechende Austauschterm fu¨r
die zweite betroene Komponente ergibt sich aus der Forderung der Massenerhaltung
beim U¨bergang zwischen den Phasen I und II (nI ^I + nII ^II = 0). Diesen Zusammen-
hang ndet man in der linken Seite der Gleichung (1.30) explizit wieder, wenn man die
Denitionen (1.18)-(1.23) beru¨cksichtigt
@()
@t
+ div(v) =
6Das Aufstellen einer solchen Clausius-Clapeyron-Gleichung ist auch nicht ganz unproblematisch,
da hierfu¨r die latenten Wa¨rmen und die Volumena¨nderungen bei den in Frage kommenden Pha-
senu¨berga¨ngen bekannt sein mu¨ten. Das soll aber nicht Gegenstand dieser Arbeit sein.
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nX
α=1
(
@
@t

α

α +
1
2
uα  uα

+ div

α

α +
1
2
uα  uα

v
)
(1.31)
und die entstehenden Terme etwas umsortiert. Man erha¨lt fu¨r die einzelnen Summanden
( = 1; : : : ; n) die folgenden Ausdru¨cke
^α

α +
1
2
uα  uα

| {z }
=: Eα
 
@α
@t
+ gradα  vα + αdivvα
!
| {z }
= @α=@t + div(αvα) = nα
− ^αEαdiv(αuα) + α
 
@Eα
@t
+ gradEα  v
!
: (1.32)
Nimmt man vereinfachend an, da jeweils nur zwei Konstituenten von einem Phasen-
austausch betroen sind, so verschwinden alle Austauschterme nα bis auf zwei, von
denen wiederum nur einer unabha¨ngig ist (nI ^I = −nII ^II). Verwendet man dies und
summiert die Terme in (1.32) wieder auf, so liefert dies fu¨r die linke Seite der Energie-
bilanz
@()
@t
+ div(v) =
nI ^I(EI −EII) +
nX
α=1
^α
(
α
@Eα
@t
−Eαdiv(αuα) + α(gradEα)  v
)
: (1.33)
Die entstandenen Ausdru¨cke in der geschweiften Klammer haben eine gewisse A¨hnlich-
keit mit Termen in der Denition des Mischungs-Wa¨rmestromes q (1.22) und lassen
sich mit diesen zusammenfassen. Man erha¨lt fu¨r die gesamte Energiebilanz schlielich
nI ^I(EI − EII) +
nX
α=1
α
(
@Eα
@t
+ gradEα  vα
)
= −
nX
α=1
div (qα − T α  uα) + tr(T D) + r : (1.34)
Im allgemeinen ist es durchaus denkbar, da zum einen mehr als zwei Phasen eines Stof-
fes miteinander im Gleichgewicht stehen (zum Beispiel Eis, Wasser und Wasserdampf
am Tripelpunkt von Wasser) oder da zum anderen mehrere Stoe gleichzeitig Pha-
senu¨berga¨nge erleiden (konkrete Beispiele hierfu¨r sind mir allerdings nicht bekannt).
Prinzipiell ha¨ngt dies davon ab, welche Materialien man bei welchen Dru¨cken und
Temperaturen betrachtet. Die Mischung, die den Ausgangspunkt dieser Untersuchung
darstellt und aus Eis, Wasser (hier besser zusammengefat als: \Wasser in fester und
flu¨ssiger Form") und Sediment besteht, geho¨rt zu einem Typ, bei dem zwei Stoe in
zwei bzw. einer Phase koexistieren, aber nur bei einem der beiden Materialien unter den
gegebenen Umsta¨nden ein Phasenu¨bergang mo¨glich ist; die \Hauptkomponente" Eis
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kann zwar schmelzen oder das eventuell vorhandene Wasser kann ausfrieren, das Sedi-
ment jedoch liegt unter realistischen Umsta¨nden nur in der festen Phase vor. Mo¨glich
ist allerdings, da es zum Beispiel im Schmelzwasser mitgetragen wird und auch in
Teilgebieten, in denen Wasser den dominanten Anteil der Mischung stellt, in nicht
unwesentlichem Mae Sediment beigemengt ist. Sind auch noch Salze in relevantem
Ausma vorhanden, die zusammen mit dem Wasser eine echte Lo¨sung eingehen, so
mu man eine Art verallgemeinerte Gibbssche Phasenregel aufstellen, die korrekt die
vorhandenen Freiheitsgrade des Systems mit den Bedingungen bei Koexistenz verschie-
dener Phasen (gleiches chemisches Potential an Phasengrenzlinien, siehe auch [3]) in
Beziehung setzt, um zu bestimmen, welche U¨berga¨nge mo¨glich sind, und ob eventuell
die Temperatur bei einem U¨bergang zum Beispiel nicht nur vom Druck abha¨ngt, son-
dern auch mit der jeweiligen Zusammensetzung der Mischung gekoppelt ist. Dies soll
hier nicht weiter untersucht werden, es wird angenommen, da das Phasendiagramm
von Wasser in guter Na¨herung unbeeinflut bleibt von der Beimischung von Sediment
in der festen bzw. der flu¨ssigen Phase.
Sind diese Annahmen erfu¨llt, so reicht die Betrachtung eines Austauschterms zwischen
zwei Phasen I und II eines Stoes bei fester Temperatur zur Beschreibung des Zusam-
menhangs aus. In der Form (1.34) der Energiebilanz (1.30) erkennt man, wie diese dann
zur Bestimmung des Volumenaustauschs verwendet werden kann, indem ein Wechsel
von der Temperatur  zum Volumenaustauschterm nI als freier Variable stattndet.
Der Ausdruck @Eα=@t vereinfacht sich noch etwas, sofern man fu¨r α nur die u¨bliche,
einfache Temperatur-Abha¨ngigkeit voraussetzt, da sich α dann nicht mehr a¨ndert. Da
die Energiegleichung (1.30) in der Variablen nI rein algebraisch ist (siehe die Dar-
stellung (1.34)), kann sie einfach nach dieser aufgelo¨st und in die rechten Seiten der
Volumenbilanzen der betroenen Konstituenten eingesetzt werden. Dann bilden die
anderen Bilanzgleichungen ohne die Energiebilanz ein abgeschlossenes System von Dif-
ferentialgleichungen. Nach dessen Lo¨sung ko¨nnen die erhaltenen Werte fu¨r die α und
die vα in die Energiebilanz eingesetzt werden, aus der sich dann nI explizit ergibt. Es
a¨ndert sich also weder die Anzahl der zu lo¨senden Gleichungen noch die Anzahl der zu
bestimmenden Felder. Nur die Art und Weise der Lo¨sung ist eine besondere.
1.3 Der verwendete Satz von Gleichungen
und Variablen
Von den bisher betrachteten Gleichungen sind fu¨r die konkrete Anwendung auf ei-
ne gesa¨ttigte Mischung von Eis, Wasser und Sediment (mit jeweils konstanten wah-
ren Dichten), von denen lediglich Eis und Wasser untereinander Masse austauschen
ko¨nnen, nicht alle vonno¨ten. Um die freien Felder der Partialgeschwindigkeiten vα, der
Volumenanteile α und der Temperatur  (im kalten Eis) bzw. des Massenaustausch-
termes nice zwischen Eis und Wasser (im temperierten Eis) zu bestimmen, reicht es aus,
die Bilanzgleichungen fu¨r die Volumenanteile (1.6) bzw. (1.11) und die Impulse (1.13)
der Konstituenten, sowie die Bilanzgleichung fu¨r die Energie der Mischung (1.30) zu
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betrachten. Es gilt eine Art \Korrespondenzprinzip", das Gleichungen und Variablen
einander zuordnet, bzw. fu¨r jede unbekannte Variable auch je eine Bilanzgleichung er-
fordert, sofern das Problem wohldeniert sein soll (genauer wird diese Frage dann in
Kapitel 7 behandelt). Die \urspru¨nglichen" Variablen wa¨ren danach hier die Volumen-
anteile α und die Impulse (αvα) der Konstituenten sowie die innere Energie () der
Mischung, es lassen sich an Stelle der letzteren aber auch die Geschwindigkeiten vα
und die Temperatur  betrachten7.
Allerdings treten in diesen Bilanzgleichungen neben den genannten Variablen, die als
freie Felder numerisch bestimmt werden ko¨nnen und mu¨ssen, weitere Gro¨en auf, fu¨r
die noch keine Bestimmungs-Gleichungen angegeben wurden und die eher algebraisch
von den Feldern des ersten Typs und ihren weiteren Ableitungen abha¨ngen und al-
so nicht selbst wiederum Dierentialgleichungen gehorchen. Diese Gro¨en mu¨ssen also
konstitutiv bestimmt werden. Zu ihnen geho¨ren die Impulsaustauschterme mα, die
spezischen inneren Energien α, die Wa¨rmestro¨me qα und die Partialspannungsten-
soren T α. Diese Gro¨en bestimmen im Wechselspiel mit den freien Feldern wesentlich
die dissipierte Energie in der Mischung und damit ihr thermodynamisches Verhalten.
Es bietet sich demnach an, zu ihrer Bestimmung oder funktionalen Einschra¨nkung
den bislang noch nicht betrachteten zweiten Hauptsatz der Thermodynamik heran-
zuziehen. Die U¨berpru¨fung der Konsistenz der verwendeten Gleichungen mit seiner
Erfu¨llung gewa¨hrleistet, da thermodynamisch unsinniges Verhalten ausgeschlossen ist,
und zeigt auf, wie die zu formulierenden Konstitutiv-Gleichungen eingeschra¨nkt werden
mu¨ssen, damit dieses Ziel erreicht wird. Von den vielen verschiedenen Formen des zwei-
ten Hauptsatzes wa¨hlen wir die einer Ungleichung fu¨r die Entropiedichte, da diese sich
vergleichsweise leicht als Formel mit dem System von Bilanzgleichungen kombinieren
la¨t, wie Mu¨ller und Liu demonstriert haben.
7Der Zusammenhang zwischen Temperatur und innerer Energie ist aber nicht ganz trivial, siehe
auch Seite 25 und Seite 55.
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Kapitel 2
Die Entropie-Ungleichung
Die Entropie ist im Vergleich mit Masse, Impuls, Drehimpuls und Energie eine eher
unanschauliche Gro¨e. Daher soll zuerst gekla¨rt werden, worum es sich bei dem Begri
\Entropie" im allgemeinen bzw. in dieser Arbeit handelt.
2.1 Der Begri der Entropie
Eingefu¨hrt wurde die Entropie in der Physik im Jahr 1865 von Clausius [14], um
einen mathematischen Ausdruck fu¨r den physikalischen Sachverhalt zu nden, da vie-
le Vorga¨nge in der Natur, die nach einer einfachen Energiebetrachtung eigentlich in der
Zeit symmetrisch sind (also vorwa¨rts wie ru¨ckwa¨rts ablaufen ko¨nnten), ganz eindeutig
eine Vorzugsrichtung in der Zeit besitzen. Ein klassisches Beispiel ist eine Kiste mit
zwei verschieden gefa¨rbten Sorten Sand. Liegt als Ausgangskonguration ein Zustand
vor, in dem die beiden Sorten jeweils eine Ha¨lfte der Kiste einnehmen und sie also vo¨llig
unvermischt sind, so gelingt es leicht, durch Schu¨tteln die beiden Sorten miteinander zu
vermischen, bis ein homogener Zustand erreicht ist. Der umgekehrte Proze dagegen,
bei dem in der homogenen Mischung durch Schu¨tteln eine Entmischung stattndet,
bis die verschiedenen Sorten getrennt sind, wird nicht beobachtet, obwohl er durch-
aus nicht prinzipiell unmo¨glich, sondern nur beliebig unwahrscheinlich ist. Die Frage,
wie unwahrscheinlich die Entmischung nun tatsa¨chlich ist, la¨t sich beantworten, wenn
man eine konkrete Teilchenzahl und eine Wahrscheinlichkeitsverteilung fu¨r deren Ort
bzw. ihre Bewegung vorgibt. Stellt man sich eine Kiste mit nur wenigen Ko¨rnern Sand
vor, so wird klar, da diese sich durchaus auch \entmischen" ko¨nnen. Andererseits
sieht man leicht ein, da die Wahrscheinlichkeit dafu¨r sehr schnell sinkt, wenn die
Teilchenzahl wa¨chst1. Handelt es sich um ein System aus hinreichend vielen Teilchen
1Nach hinreichender Zeit ist die Wahrscheinlichkeit, alle N Teilchen einer Sorte in einer Ha¨lfte
der Kiste zu nden ungefa¨hr (0.5)N . Dies gilt nur sehr grob, weil nicht mehr unabha¨ngige Ereignisse
betrachtet werden und eigentlich bedingte Wahrscheinlichkeiten betrachtet werden mu¨ten. Zur ersten
Abscha¨tzung soll diese Betrachtung hier aber ausreichen. Fu¨r nur je Hundert Sandko¨rner ergibt sich
(0.5)100 = 1.6  10−30. Man erkennt, da fu¨r makroskopische Dimensionen die Wahrscheinlichkeit
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(man denke etwa an ein Mol Gasmoleku¨le), so wird aus der hohen Wahrscheinlichkeit,
da eine Proze-Richtung nicht auftritt, eine in der Praxis mit Sicherheit feststehende
Tatsache. Dieses Verhalten bleibt in den Bilanzgleichungen fu¨r Masse, Impuls, Dre-
himpuls und Energie unberu¨cksichtigt. Um der Tatsache Rechnung zu tragen, da
viele Vorga¨nge in der Natur auf die beschriebene oder eine a¨hnliche Weise irreversibel
sind, fu¨hrte man die Entropie als neue Gro¨e ein. Sie ist ein Ma dafu¨r, wieweit sich
ein System auf einen Zustand zubewegt hat, in dem die Unordnung maximal ist. Eine
andere Interpretation fu¨r den Zustand maximaler Unordnung ist, da es sich um den
Zustand mit dem geringsten Informationsgehalt handelt oder um den, der von einem
System mit der gro¨ten Wahrscheinlichkeit eingenommen wird. Je nachdem, um wel-
chen Kontext es sich handelt, existieren verschiedene Denitionen fu¨r die Entropie. In
der Informationstheorie oder der statistischen Physik bzw. Mechanik wird meist ein
Ansatz u¨ber den Logarithmus der Wahrscheinlichkeit eines Zustandes benutzt, und
die Entropie ist eine dimensionslose Gro¨e. In der Thermodynamik dagegen wird die
Entropie u¨blicherweise durch eine Gibbs-Gleichung deniert, bei der die A¨nderung der
Entropie gegeben ist durch den Quotienten einer Energie (der Wa¨rme, die an das be-
trachtete System wa¨hrend eines Prozesses u¨bertragen wird) und der Temperatur. Eine
U¨bereinstimmung beider Denitionen la¨t sich in einfachen Fa¨llen zeigen, so zum Bei-
spiel bei der reversiblen, isothermen Expansion eines idealen Gases. Hier entspricht
auf der thermodynamischen Seite ein gro¨eres Volumen bei gleichbleibender moleku-
larer Geschwindigkeit einer erho¨hten Orts-Unscha¨rfe und damit \wahrscheinlicheren"
Verteilung auf der informationstheoretischen Seite.
Um die dimensionslose, informationstheoretische Entropie mit der thermodynamischen
vergleichen zu ko¨nnen, wird erstere mit der Boltzmann-Konstanten k multipliziert, so
da sie ebenfalls die Einheit Energie/Temperatur erha¨lt. Von der etwas willku¨rlichen
Wahl der Dimensionierungskonstanten abgesehen, ist es jedoch auch prinzipiell nicht
immer mo¨glich, die verschiedenen Ansa¨tze fu¨r die Entropie in eine miteinander ver-
tra¨gliche Form zu bringen. Auch dies la¨t sich an dem Beispiel der Kiste mit zwei
unterscheidbaren Sorten Sand demonstrieren. So gilt zwar, da beim Schu¨tteln der
Inhalt sicher auch geringfu¨gig erwa¨rmt wird, ein Austausch von Wa¨rme mit einem
umgebenden Reservoir stattndet und die thermodynamisch denierte Entropie also
eine A¨nderung erfa¨hrt; anna¨hernd die gleiche A¨nderung wird jedoch erreicht, wenn
man zwischen den Sandsorten zu Beginn des Versuchs eine Trennwand einzieht und
dann schu¨ttelt. Fu¨r die informationstheoretisch denierte Entropie dagegen besteht
zwischen beiden Fa¨llen ein fundamentaler Unterschied, denn sie registriert zusa¨tzlich
zu der Entropie-A¨nderung durch die Erwa¨rmung des Sandes2 bzw. der Umgebung in
dem Fall des Schu¨ttelns ohne Trennwand einen Anstieg aufgrund der Vermischung der
verschiedenen Sandsorten, der im Fall mit eingezogener Trennwand fehlt. Die informa-
tionstheoretische Denition der Entropie scheint noch in anderer Hinsicht problema-
tisch. So kommt es wesentlich auf den Standpunkt des Beobachters eines Experiments
spontaner, vollsta¨ndiger Entmischung auf jeden Fall zu vernachla¨ssigen ist.
2Dieser Beitrag kommt u¨ber gro¨ere Amplituden der Brownschen Bewegung und damit verbundene
gro¨ere Ortsunsicherheit zustande
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an bei der Beantwortung der Frage, ob die Entropie sich a¨ndert oder nicht. Nimmt
ein Beobachter eine Eigenschaft von Teilchen nicht wahr, die es ermo¨glichen wu¨rde,
verschiedene Sorten zu unterscheiden (so wu¨rde es einem Farbenblinden mit dem ver-
schiedenfarbigen Sand in dem Kistenbeispiel ergehen), so ergibt sich seiner Ansicht
nach beim Vermischen solcher verschiedener Sorten keine Entropie-A¨nderung, da er
die Vermischung nicht wahrnehmen kann. Fu¨r einen \wissenden" Beobachter dagegen
ist ein Entropie-Zugewinn oensichtlich. Dieses Dilemma { auch Gibbssches Parado-
xon genannt { la¨t sich nicht ohne weiteres auflo¨sen und ist dafu¨r verantwortlich, da
man vorsichtig sein mu bei dem Versuch, mit verschiedenen Deutungen der Entropie
gleichzeitig umzugehen. Fu¨r alle Formulierungen der Entropie gilt jedoch, da sie nur
sinnvoll sind, sofern das betrachtete Objekt hinreichend gro ist, so da man seine
Teile statistisch behandeln kann und die so erhaltenen Erwartungswerte physikalischer
Gro¨en dann auch mit groer Wahrscheinlichkeit und Genauigkeit angenommen wer-
den. Der Schlu von der Existenz einer globalen Entropie, die das Verhalten eines
Systems vernu¨nftig beschreibt, auf eine lokal existierende Entropie-Dichte, die einzel-
nen Raumpunkten einen Wert zuweist, ist demnach nicht ganz trivial. Man sollte die
Entropie-Dichte ausschlielich als Mittelwert betrachten, der nur im Zusammenhang
mit einem umgebenden Volumen sinnvoll ist. Andererseits ist diese Betrachtungsweise
einer Feldvariablen auch nicht ganz ungewo¨hnlich, denn fu¨r die Temperatur gilt glei-
ches, ohne da man sich dies im Einzelfall immer klar macht. Nimmt man es genau,
so ist die Temperatur aus diesem Grund nur deniert, wenn zumindest ein lokales
Gleichgewicht besteht bzw. \quasistatische Bedingungen" herrschen.
2.2 Formulierung der Entropie-Ungleichung
In dieser Arbeit wird eine thermodynamische Formulierung verwendet, bei der die
Entropie s als Volumen-Integral u¨ber eine Entropie-Dichte  entsteht. Auf diese Art
ist die Entropie selbstversta¨ndlich additiv, da heit, ihr Wert wa¨chst oder fa¨llt di-
rekt proportional zu den Dimensionen eines Systems (fu¨r diese Eigenschaft wird in
anderen Arbeiten auch das Attribut \extensiv" verwendet). Damit ist eine prinzipielle
Forderung an die Entropie erfu¨llt. Die zweite, wichtigere Forderung ist, da bei sinn-
vollen thermodynamischen Prozessen der Wert der Entropie zunimmt. Setzt man die
klassische thermodynamische Denition der Entropie s u¨ber ihr Dierential
ds =
dq
T
(2.1)
mit dq als der wa¨hrend des Prozesses u¨bertragenen Wa¨rme und T als der absoluten
thermodynamischen Temperatur voraus, so ist eine anschauliche Interpretation dieser
Forderung, da ein spontaner Wa¨rmeu¨bergang immer vom heien zum kalten Medi-
um erfolgt und nicht umgekehrt. Genaugenommen deniert Gleichung (2.1) neben der
Entropie gleichzeitig auch die absolute thermodynamische Temperatur; vorher sollte
man nur von der empirischen Temperatur sprechen. In diesem Sinne ergibt sich die
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absolute Temperatur als der verschiedenen Systemen, die miteinander im thermody-
namischen Gleichgewicht sind, gemeinsame integrierende Nenner des Dierentials der
Entropie. Mit diesem Dierential ist zwar der Absolutwert der Entropie noch nicht
festgelegt, dies ist jedoch zum einen bei praktischen Fragestellungen kein Problem,
da man dort ausschlielich Entropie-Dierenzen zwischen verschiedenen Zusta¨nden ei-
nes Systems betrachtet; zum anderen schat das Nernstsche Theorem Abhilfe, indem
es voraussagt, da die Entropie im Limes verschwindender Temperatur ebenfalls ver-
schwindet. Dies spielt in dieser Arbeit allerdings weiter keine Rolle und wird daher
nicht weiter behandelt.
Eine eher schwache Formulierung des zweiten Hauptsatzes bestu¨nde nun darin, fu¨r
die Entropie eines abgeschlossenen Systems nur global ds  0 zu fordern und keine
genaueren Annahmen u¨ber die Entropie in Teilbereichen des Systems zu machen. Es
ist aber gerechtfertigt, auch fu¨r die Feldgro¨e der Entropie-Dichte  eine Bilanz mit
einem Produktionsterm ρη anzuschreiben, und dann von diesem Produktionsterm zu
fordern, da er in jedem Fall nicht-negativ ist. Eine solche Bilanz erlaubt durchaus,
da die Entropie lokal abnimmt, sofern diese Abnahme korrekt mit der Divergenz des
entsprechenden Flusses (ρη + v) bzw. der Zufuhr ρη (die durchaus auch negativ
sein kann) und der Produktion ρη bilanziert wird. Das einzige, was in jedem Fall zu
fordern ist, ist die Nicht-Negativita¨t der Entropie-Produktion
ρη  0 ; (2.2)
denn damit wird garantiert, da innerhalb jeden Volumens, in dem keinerlei Zufuhr
und u¨ber dessen Rand kein Transport von Entropie stattndet, diese insgesamt nicht
abnehmen kann. Dreht man die Argumentation herum, so folgt aus der Forderung, da
die Entropie in beliebigen, adiabat3 abgeschlossenen Teilsystemen nicht abnehmen
kann, die Forderung der Nichtnegativita¨t fu¨r ρη. Im ersten Schritt wird fu¨r ρη die
oben erwa¨hnte, nach diesem Produktionsterm aufgelo¨ste Bilanzgleichung der Entropie
eingesetzt
@()
@t
+ div(ρη + v) − ρη = ρη  0 : (2.3)
Mit der Entropie-Dichte , dem Entropieflu ρη und dem Zufuhrterm ρη haben wir
drei weitere Gro¨en eingefu¨hrt, die im folgenden bestimmt werden mu¨ssen. A priori soll
von der Entropie neben Additivita¨t, nicht-negativem Produktionsterm und der Tatsa-
che, da sie ein thermodynamisches Potential darstellt, im Moment nur die Dimen-
sion vorausgesetzt werden. Da in dieser Arbeit klar die thermodynamische Denition
3\adiabat" bedeutet u¨blicherweise, da das so qualizierte System mit seiner Umgebung keine
Wa¨rme austauscht, im Gegensatz zu \diathermen" Systemen bzw. Systemgrenzen. Hier sollte man
den Begri so ausdehnen, da bei adiabaten Systemen auch keine Zu- oder Abfuhr von Entropie statt-
ndet. U¨ber die Standard-Denition der Entropie (2.1) ist dies zwar selbstversta¨ndlich, fu¨r komplexere
Systeme ist dieser Zusammenhang aber nicht a priori gegeben.
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der Entropie der informationstheoretischen vorgezogen wird4, gilt, da die Entropie
die Dimension [Energie]/[Temperatur] besitzen soll. Die Ungleichung (2.3) soll nun in
Zusammenhang mit den Bilanzgleichungen gebracht werden, um Folgerungen fu¨r die
gesuchten Konstitutiv-Gleichungen ableiten zu ko¨nnen. Dabei folgen wir der Auswer-
tung des Entropie-Prinzips nach Mu¨ller [60] und Liu [55], die im na¨chsten Kapitel noch
genauer betrachtet wird.
2.2.1 Die Bilanzgleichungen als Nebenbedingungen
Wenn wir fordern, da sowohl die Bilanzgleichungen5 (1.6), (1.11), (1.13) und (1.30)
als auch die Ungleichung (2.3) fu¨r einen zula¨ssigen thermodynamischen Proze erfu¨llt
sein mu¨ssen, dann mu sicherlich auch die folgende Ungleichung { mit endlichen, aber
ansonsten beliebigen Funktionen  { Gu¨ltigkeit besitzen
@()
@t
+ div(ρη + v) − ρη
−
(n−1)X
α=1
να
 
@α
@t
+ div(αvα) − nα
!
− νn

−
 (n−1)X
β=1
@β
@t

+

(1−
(n−1)X
β=1
β)

divvn −
 (n−1)X
β=1
gradβ

 vn − nn

−
nX
α=1
λvα 
 
@(αvα)
@t
− div(T α − αvα ⊗ vα)−mα − αg
!
− 
 
@()
@t
+ div(q + v) − tr(T D) − r
!
 0 ; (2.4)
bei der von der Entropie-Ungleichung in der Form (2.3) die Bilanzgleichungen fu¨r Vo-
lumenanteil (1.6) bzw. (1.11) und Impuls (1.13) der Konstituenten sowie die Energie-
bilanz der Mischung (1.30) mit jeweils entsprechenden Lagrange-Multiplikatoren sub-
trahiert wurden. Es sind also die να die Multiplikatoren der Volumenbilanzen, die λ
v
α
diejenigen der Impulsbilanzen, und  ist der Lagrange-Multiplikator der Mischungs-
Energiebilanz. Das Vorgehen entspricht weitgehend dem klassischen Verfahren der La-
grange-Multiplikatoren bei der Suche nach Extremwerten unter Nebenbedingungen
(siehe etwa Heuser [35]). Die Rolle der Funktion mit zu suchenden Extremwerten
4Andererseits bietet es sich gerade bei Mischungen an, auch die informationstheoretische Seite der
Entropie nicht aus den Augen zu verlieren, dies wird hier aber vorerst zuru¨ckgestellt.
5Diese werden im folgenden nicht als Bilanzen fu¨r ein abgeschlossenes Kontrollvolumen oder lokale
Gleichungen fu¨r einen einzelnen Punkt, sondern als Bestimmungsgleichungen eines freien Feldes in
seiner Gesamtheit verwendet. Man ko¨nnte, um dies deutlich zu machen, auch von Feldgleichungen
statt von Bilanzgleichungen sprechen.
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spielt die Entropie-Produktion ρη bzw. die Entropie-Ungleichung (2.3), wobei aller-
dings hier nicht notwendig ein Extremum behandelt wird, die Betrachtung ist also
von diesem Gesichtspunkt aus auch im Nicht-Gleichgewicht gu¨ltig, sofern man davon
ausgeht, da sich in diesem Fall Temperatur und Entropie selbst noch vernu¨nftig de-
nieren lassen. Die Rolle der Nebenbedingungen u¨bernehmen die Bilanzgleichungen fu¨r
die partiellen Volumenanteile und Impulse sowie die Mischungsenergie. So wie beim
klassischen Verfahren die urspru¨ngliche Funktion durch die um die Nebenbedingun-
gen mit entsprechenden Multiplikatoren erweiterte Funktion ersetzt wird, wird hier
die einfache Entropie-Ungleichung (2.3) durch die analog erweiterte (2.4) ersetzt. Die
Fragestellung, in welcher Form die verschiedenen Versionen der Entropie-Ungleichung
zueinander a¨quivalent sind, hat Liu untersucht. Da sein Beweis der A¨quivalenz von
(2.3) und (2.4) bzw. der spa¨ter entwickelten Form (6.1) instruktiv ist fu¨r den Fortgang
unserer Betrachtung, wird er weiter unten (siehe Seite 34) skizziert.
Um den Satz von Liu anwenden zu ko¨nnen, mu jedoch die Ungleichung (2.4) zu-
erst noch weiter umgeformt werden, um die funktionalen Abha¨ngigkeiten deutlicher
zu machen. Betrachtet man zum Beispiel die vierte Zeile von (2.4) bzw. die parti-
ellen Impulsbilanzen (1.13), so erkennt man verschiedene Typen von variablen bzw.
konstanten Gro¨en: zum einen Variablen, deren Werte letztendlich mit Hilfe des Die-
rentialgleichungssystems bestimmt werden sollen, dies sind hier die Geschwindigkeiten
vα; zum anderen Gro¨en, die mittelbar von solchen des ersten Typs abha¨ngen, das
sind in diesem Beispiel die Dichten α, die Spannungstensoren T α und die Impuls-
Austauschterme mα. Fu¨r Variablen des letzten Typs mu man Annahmen (sogenannte
Konstitutiv-Annahmen) treen, in welcher Form sie von den eigentlichen freien Feldern
abha¨ngen sollen6. Ohne weiteres Vorwissen ko¨nnte man annehmen, da der Wert einer
abha¨ngigen Variable an einer Stelle im Ortsraum zu einer bestimmten Zeit von den
Werten aller freien Felder an allen Stellen im Raum zu allen vorangegangenen Zeiten
abha¨ngen kann. Setzt man voraus, da die freien Felder durch { im Regelfall unend-
liche { Potenzreihen in Ort und Zeit entwickelt werden ko¨nnen, so ko¨nnten also alle
Entwicklungskoezienten der freien Felder no¨tig sein, um den Wert der abha¨ngigen
Variablen an einem einzigen Punkt zu bestimmen. In diesem Fall la¨ge ein Material mit
unbegrenzter Fernwirkung und idealem Geda¨chtnis vor. Man sieht leicht ein, da dieser
Extremtyp eines Materials nicht existieren kann7. In der Realita¨t reicht es meist aus,
sich auf einige wenige Glieder der Potenzreihenentwicklung zu beschra¨nken, und so nur
zuzulassen, da die na¨here Umgebung eines Punktes auf den Wert eines abha¨ngigen
Feldes an diesem Punkt Einflu hat. Fu¨r die partiellen Dichten α wurde zum Bei-
spiel schon fru¨her die vereinfachende Annahme gemacht, da sie sich als Produkt der
konstanten wahren Dichten ^α mit den Volumenanteilen α ergeben. Die α za¨hlen
wiederum zum Typ der freien Felder, die ^α dagegen zu einem dritten Typus, der in
6In manchen Fa¨llen verfu¨gt man durch anderweitig beschates Vorwissen u¨ber die funktionalen
Abha¨ngigkeiten zwischen verschiedenen Gro¨en und kennt dann etwa sogenannte Zustandsgleichun-
gen, die die Dichte oder die innere Energie eines Materials als Funktion von Druck und Temperatur
liefern.
7Zumindest setzt die Lichtgeschwindigkeit gewisse Grenzen, was die Weiterleitung von Information
angeht, man verla¨t aber natu¨rlich schon vorher den Gu¨ltigkeitsbereich der klassischen Mechanik.
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keiner Form von den freien Feldern abha¨ngt8. Unter diese letzte Kategorie fa¨llt auch die
Schwerebeschleunigung g. Die mo¨glichen funktionalen Abha¨ngigkeiten der Lagrange-
Multiplikatoren (hier λvα) dagegen werden sich bei der genaueren Betrachtung mit Hilfe
des Satzes von Liu und der Theorie der Dierentialformen ergeben, nachdem prinzipiell
eine Materialklasse fu¨r die abha¨ngigen physikalischen Felder ausgewa¨hlt wurde.
2.2.2 Wahl der Materialklasse
A priori soll auf spezielle einschra¨nkende Annahmen fu¨r die konstitutiven Abha¨ngig-
keiten verzichtet werden. Im Idealfall ergeben sich diese spa¨ter an der entsprechenden
Stelle, so da dabei klar wird, warum diese Einschra¨nkungen gelten mu¨ssen. Es wird
daher vorerst angenommen, da die noch nicht bestimmten materiellen Gro¨en
Ψ = fmα;T α; α; ; qα;ρηg (2.5)
nach dem A¨quipra¨senz-Prinzip alle von dem kompletten Satz von Konstitutiv-Variab-
len
X = f1; : : : ; n−1;v1; : : : ;vn; ;
grad1; : : : ; gradn−1; gradv1; : : : ; gradvn; gradg (2.6)
abha¨ngen ko¨nnen.9 Die gewa¨hlte Materialklasse ist also die von wa¨rmeleitenden, vis-
kosen Fluiden ohne Geda¨chtnis. Die Beru¨cksichtigung der gradα tra¨gt der Tatsache
Rechnung, da insbesondere die Impulsaustauschterme mα in einer Mischung auch
von der Verteilung der Konstituenten abha¨ngen ko¨nnen10. Allerdings werden die mα
spa¨ter durch entsprechende objektive Gro¨en ersetzt (siehe (6.49)). Neben den mate-
riellen Gro¨en (2.5) gibt es noch Variablen, die im wesentlichen nicht von den lokalen
Feldern, sondern von der globalen Umgebung des betrachteten Gebietes abha¨ngen.
Dies sind die Zufuhrterme ρη, r und g, von ihnen sollten die Konstitutiv-Gleichungen
fu¨r (2.5) nicht abha¨ngen. Es liegt daher nahe, fu¨r die unbekannte Entropiezufuhr ρη
folgendes anzusetzen
8La¨t man eine Variation der ρ^α zu, so mu man entweder jeweils eine Zustandsgleichung fu¨r ρ^α
angeben, oder aber eine weitere Bilanzgleichung und dann mit getrennten Bilanzen fu¨r die Masse und
die Volumenanteile arbeiten.
9Da in dieser Arbeit bei der Notation nicht zwischen Funktionswerten und Funktionen unterschie-
den wird, soll noch einmal darauf hingewiesen werden, wie (2.6) zu verstehen ist. Wenn im Satz der
Konstitutiv-Variablen der Ausdruck ν1 auftaucht, so bedeutet dies nicht, da die abha¨ngigen Varia-
blen Funktionale des freien Feldes ν1 sind { in diesem Fall wa¨re es vo¨llig u¨berflu¨ssig, auch noch gradν1
als Variable in (2.6) aufzufu¨hren { , sondern dies bedeutet eine Abha¨ngigkeit allein von dem Wert,
den ν1 an der betrachteten Stelle besitzt; es handelt sich also um eine einfache Zahl, nicht um eine
Funktion.
10Oft wird eine Theorie, die einen zu (2.6) analogen Variablensatz beru¨cksichtigt, auch Gradienten-
Theorie genannt.
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ρη = r +
nX
α=1
(αλ
v
α  g) ; (2.7)
so da sich die genannten Zufuhrterme in (2.4) gegenseitig auslo¨schen. Dies scheint
auch deshalb plausibel, weil schwer vorstellbar ist, da zum Beispiel unter experimen-
tellen Bedingungen die Entropiezufuhr ρη unabha¨ngig von der Strahlungszufuhr r und
der a¨ueren Kraft g kontrolliert werden ko¨nnte. Eine andere Motivation fu¨r die Ver-
nachla¨ssigung der Zufuhrterme in (2.4) ist ein Gedanken-Experiment, bei dem die Mi-
schung in einem schwerelosen, gegen Wa¨rmestrahlung, Wa¨rmeleitung und jede Art von
a¨ueren Feldern ideal isolierten Aufbau betrachtet wird. Die Konstitutiveigenschaften
der beteiligten Materialien, auf die diese Betrachtung abzielt, sollten von dieser vo¨lli-
gen Isolation nicht betroen sein, und die Entropie-Ungleichung (2.2) sollte samt der
noch abzuleitenden Folgerungen weiterhin gelten. Damit ist durchaus nicht bewiesen,
da (2.7) in jedem Fall gilt, denn die Zufuhrterme, die hier bilanziert werden, speisen
sich nicht allein aus Quellen, die auerhalb des betrachteten Ko¨rpers liegen; so ziehen
sich die Teilgebiete des Ko¨rpers natu¨rlich aufgrund der Gravitation gegenseitig an, und
auch Energieaustausch durch elektromagnetische Strahlung ist innerhalb des Ko¨rpers
mo¨glich. Andererseits sind die genannten Eekte bei den hier zu betrachtenden Mi-
schungen im Normalfall in guter Na¨herung zu vernachla¨ssigen. Die obige Betrachtung
soll also in dieser Arbeit ausreichen, um (2.7) plausibel zu machen. Nachdem die Mate-
rialklasse bestimmt ist und die \a¨ueren" Felder ρη, r und g eliminiert sind, la¨t sich
die in dieser Arbeit verwendete Form der erweiterten Entropie-Ungleichung explizit
anschreiben.
2.2.3 Explizite Form der Ungleichung
Zur weiteren Auswertung der Ungleichung (2.4) werden alle partiellen Zeitableitungen
und Gradienten nach der Kettenregel (siehe (1.10)) umgeschrieben unter Beru¨cksich-
tigung der Abha¨ngigkeit von den eigentlichen Konstitutiv-Variablen (2.6). Die entste-
henden Terme werden sortiert nach diesen Variablen und ihren ho¨heren Ableitungen.
Danach bietet sich das folgende Bild
(
@()
@
− @()
@
)
@
@t
−
8<:−@
ρη
@
− @()
@
v −
nX
β=1
λvβ 
@T β
@
+ 
@()
@
v + 
@q
@
9=;  grad
+
(
@()
@grad
−  @()
@grad
)
 @(grad)
@t
+
(
@ρη
@grad
+ v ⊗ @()
@grad
+
nX
β=1
λvβ 
@T β
@grad
II.2 Formulierung der Entropie-Ungleichung 31
−v ⊗ @()
@grad
−  @q
@grad
)
 grad(grad)
+
(n−1)X
α=1
( 
@()
@α
− @()
@n
!
− 
 
@()
@α
− @()
@n
!
−
(να − νn)− (^αλvα  vα − ^nλvn  vn)

@α
@t
+
(n−1)X
α=1
( 
@()
@gradα
− @()
@gradn
!
− 
 
@()
@gradα
− @()
@gradn
!)
 @(gradα)
@t
+
(n−1)X
α=1
( 
@()
@α
− @()
@n
!
v − 
" 
@()
@α
− @()
@n
!
v
+
 
@q
@α
− @q
@n
!#
+
 
@ρη
@α
− @
ρη
@n
!
−(ναvα − νnvn)− (^αλvα  vα ⊗ vα − ^nλvn  vn ⊗ vn)
+
nX
β=1
λvβ 
 
@T β
@α
− @T β
@n
!
+ 
T

 (^αuα − ^nun)
+( − )(^αuα − ^nun)
)
 gradα
+
(n−1)X
α=1
( 
@ρη
@gradα
− @
ρη
@gradn
!
+ v ⊗
 
@()
@gradα
− @()
@gradn
!
+
nX
β=1
λvβ 
 
@T β
@gradα
− @T β
@gradn
!
−v ⊗
 
@()
@gradα
− @()
@gradn
!
− 
 
@q
@gradα
− @q
@gradn
!)
 grad(gradα)
+
nX
α=1
(
@()
@vα
− @()
@vα
− αλvα
)
 @vα
@t
+
nX
α=1
(
@()
@gradvα
−  @()
@gradvα
)
 @(gradvα)
@t
+
nX
α=1
(
@ρη
@vα
+ v ⊗ @()
@vα
− 
 
v ⊗ @()
@vα
+
@q
@vα
!
+
nX
β=1
λvβ 
@T β
@vα
+α( − )1 + T α

− (ναα + αλvα  vα)1− α (λvα ⊗ vα)
)
 gradvα
+
nX
α=1
(
@ρη
@gradvα
+ v ⊗
 
@()
@gradvα
−  @()
@gradvα
!
32 Kapitel II Die Entropie-Ungleichung
+
nX
β=1
λvβ 
@T β
@gradvα
−  @q
@gradvα
9=;  grad(gradvα)
+
nX
α=1
fναnα + λvα mαg  0 : (2.8)
Bevor wir (2.8) reduzieren, soll noch einmal das Vorgehen klargestellt werden. Unmit-
telbar einsichtig ist, da die Ungleichung (2.8) mit der einfachen Entropie-Ungleichung
(2.3) a¨quivalent ist, wenn man jeweils zusa¨tzlich zu beiden Ungleichungen fordert, da
der Satz von Bilanzgleichungen (1.6), (1.11), (1.13) und (1.30) erfu¨llt ist, und annimmt,
da die Lagrange-Multiplikatoren sinnvolle Werte annehmen.11 Allerdings ist mit der
Betrachtung soweit noch kein Informationsgewinn verbunden und kein Vorteil von (2.8)
gegenu¨ber (2.3) erkennbar. Einen Fortschritt erzielt man erst, wenn man beachtet, da
(2.8) aufgrund der gemachten Konstitutiv-Annahme (2.6) in gewissen ho¨heren Ablei-
tungen der freien Felder linear ist und die Vorfaktoren dieser Ausdru¨cke verschwinden
mu¨ssen. Wie dies gemeint ist, wird im folgenden Abschnitt erkla¨rt.
11\sinnvoll" bedeutet, da es unter diesen Voraussetzungen unwichtig ist, wie die Lagrange-
Multiplikatoren im einzelnen aussehen, solange sie nur nicht singula¨r werden, wenn die Bilanzgleichun-
gen erfu¨llt sind. Diese Bedingung kann man zum Beispiel formulieren u¨ber einen Sto¨rungsparameter
, der gerade den Fehlbetrag einer Bilanzgleichung bezeichnet. Dann sollte fu¨r den entsprechenden
Lagrange-Multiplikator λ gelten, da er in jedem Fall schwa¨cher singula¨r ist als (−1).
Kapitel 3
Auswertung der Ungleichung nach
Mu¨ller und Liu
Die Idee, die Bilanzgleichungen fu¨r Masse, Impuls und Energie als Nebenbedingungen
der Entropie-Ungleichung aufzufassen und sie mit noch zu bestimmenden Multiplika-
toren versehen von dieser Ungleichung zu subtrahieren, stammt von Mu¨ller, der auch
die Art der Auswertung initiiert hat. Die saubere Formulierung des Zusammenhangs in
einem mathematischen Satz fu¨hrte dann Liu [55] zuerst durch. Kern der Betrachtung
ist die Erkenntnis, da die Ungleichung (2.8) in allen Ableitungen
x := grad(grad&); @(grad&)=@t; @&=@t mit & beliebig aus (; α;vα) (3.1)
linear ist, da nach der Konstitutiv-Annahme die Variablen selbst nur von dem Satz (2.6)
abha¨ngen. Wenn der Vektor x also alle Variablen aus (3.1) bezeichnet, so la¨t sich das
System von partiellen Dierentialgleichungen, das die Bilanzgleichungen bilden, auch
punktweise an festgehaltenen Stellen in Raum und Zeit als lineares Gleichungssystem
der Form Ax+ b = 0 betrachten. Die Matrix A der Dimension (4n+ 1) (40n) und
der Vektor b der Dimension (4n+ 1) enthalten dabei die Koezienten der genannten
ho¨heren Ableitungen in den Bilanzgleichungen (1.6), (1.11), (1.13) und (1.30) bzw.
den Rest der Bilanzgleichungen, der nicht von ihnen abha¨ngt (explizite Darstellung
auf Seite (37)). Wie die Bilanzgleichungen ist auch die einfache Entropie-Ungleichung
(2.3) linear in x und kann analog zu den Bilanzgleichungen in der Form α  x+   0
geschrieben werden. Die Variablen in x, die im Satz der Konstitutiv-Variablen (2.6)
nicht enthalten sind, ergeben sich oensichtlich aus der Tatsache, da die Ableitungs-
Operatoren jeder nichttrivialen Dierentialgleichung (hier also die Zeitableitung \@=@t"
und der Divergenz-Operator \div" der allgemeinen physikalischen Bilanz (1.3), siehe
hierzu auch Seite (42)) dafu¨r sorgen, da in Ort und Zeit jeweils ho¨here Ableitungs-
Ordnungen in den Gleichungen entstehen, als es der Konstitutiv-Ansatz der beteiligten
Gro¨en vorsieht. Betrachtet man nun eine Lo¨sung der Bilanzgleichungen an einer Stelle
in Raum und Zeit in der Form Ax+ b = 0, so ist aus den Dimensionen von A ersicht-
lich, da diese Gleichung eine ganze Mannigfaltigkeit ho¨herer Dimension zula¨t, aus
der x stammen kann, wenn man A und b festha¨lt, denn A besitzt in jedem Fall mehr
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Spalten als Zeilen1. Damit ist jedoch noch nicht klar, da zu all diesen Werten von
x bei festgehaltenem A und b auch tatsa¨chlich wiederum global sinnvolle Felder als
Lo¨sungen der Bilanzgleichungen geho¨ren. Die Existenz solcher Lo¨sungen mu garan-
tiert sein, damit der Satz von Liu sinnvoll angewendet werden kann. In vielen Fa¨llen
la¨t sich der gewu¨nschte Existenzbeweis mit dem Satz von Cauchy & Kovalevskaya
fu¨hren, im hier betrachteten Fall ist er jedoch nicht anwendbar (siehe zur Frage einer
entsprechenden Erweiterung des Satzes von Cauchy & Kovalevskaya Kapitel 7). Die
Existenz von Lo¨sungen der Bilanzgleichungen bei vorgegebenen Werten der ho¨heren
Ableitungen (3.1) wird hier also ohne Beweis vorausgesetzt. Auf diesem Stand der
Formulierung la¨t sich der Satz von Liu [55] anwenden.
3.1 Der Satz von Liu
Gegeben seien die folgenden, reellen Gro¨en: eine MatrixA, Vektoren x; b und α sowie
ein Skalar . Die Dimensionen der Matrix und der Vektoren seien wie im obenstehenden
Text erkla¨rt bzw. wie auf den Seiten 37 und 44 explizit ausgefu¨hrt. Des weiteren habe
das entsprechende lineare Gleichungssystem Ax+b = 0 eine nichtleere Lo¨sungsmenge
S. Dann sind die beiden folgenden Aussagen a¨quivalent:
(a) Fu¨r alle x aus S gilt: α  x+   0.
(b) Es gibt einen Vektor λ 6= 0, so da gilt: αt − λtA = 0 und  − λ  b  0.
Da der Beweis dieses Satzes nicht zu umfangreich ist, soll er hier wiedergegeben werden:
Da sich aus der Aussage (b) die Aussage (a) folgern la¨t, sieht man ein, wenn man sich
klarmacht, da (b) damit a¨quivalent ist, da die Ungleichung αx+−λ(Ax+b)  0
fu¨r alle (!) x gilt. Die andere Beweisrichtung { \aus (a) folgt (b)" { zeigt man durch
die Widerlegung einer gegenteiligen Annahme: Sei also angenommen, es gelte (a), aber
es gebe kein geeignetes λ mit αt−λtA = 0. Dann ist der Vektor αt linear unabha¨ngig
von den Zeilen der Matrix A. In der Folge la¨t sich ein Vektor x0 nden, fu¨r den gilt:
Ax0 = 0 aber zugleich αx0 6= 0. Addiert man nun ein geeignetes Vielfaches x0 dieses
Vektors zu einem Lo¨sungsvektor von Ax+b = 0 hinzu, so erha¨lt man wiederum einen
Lo¨sungsvektor, denn es gilt ja A(x+ x0) = Ax. Andererseits ist man aber imstande,
die Ungleichung α  (x + x0) +   0 nach Belieben zu verletzen. Damit liegt ein
Widerspruch zu der Annahme vor, da die Aussage (a) gilt. Also existiert tatsa¨chlich
ein λ mit αt − λtA = 0 und es gilt dann auch zwingend  − λ  b  0.
Die Bedeutung dieses Satzes ist im gegebenen Kontext die folgende: Um zu garan-
tieren, da fu¨r thermodynamische Prozesse, deren freie Variable konstitutiv von den
Gro¨en aus (2.6) abha¨ngen und welche die Bilanzgleichungen fu¨r Masse (bzw. hier Vo-
1Sofern das Gleichungssystem also u¨berhaupt lo¨sbar ist, ist die Lo¨sung nicht eindeutig, sondern es
existiert ein ganzer Lo¨sungsraum. Zur Frage der Dimension von A siehe auch Seite 44.
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lumen) und Impuls der Konstituenten und Energie der Mischung einhalten, auch die
Entropie-Ungleichung erfu¨llt ist, ist es notwendig und hinreichend, da zum einen die
dem Ausdruck αt − λtA = 0 entsprechenden Gleichungen (diese haben die Gestalt
(3.2)-(3.10)) erfu¨llt werden, und da zum anderen die Restungleichung  − λ  b  0
(zum Beispiel in der weiter unten entwickelten Form (6.1)) Gu¨ltigkeit hat.
Der Zusammenhang la¨t sich auch etwas unpra¨zise aber dafu¨r einga¨ngiger so formu-
lieren: Sofern das Lemma von Cauchy & Kovalevskaya bzw. eine erweiterte Form des-
selben eine Lo¨sung der Bilanzgleichungen garantiert fu¨r beliebig vorgegebene Werte
der Ableitungen (3.1), so mu¨ssen die Vorfaktoren dieser Ableitungen in der erweiter-
ten Form der Entropie-Ungleichung verschwinden, da die nach dem Lagrange-Prinzip
erweiterte Entropie-Ungleichung (2.8) in diesen Ableitungen linear ist. Ansonsten wa¨re
es mo¨glich, thermodynamische Prozesse zu konstruieren, welche die Bilanzgleichun-
gen erfu¨llen, die Entropie-Ungleichung aber verletzen. Die genannten Vorfaktoren der
erweiterten Ungleichung (2.8) sind dann genau die Zeilen des vektoriellen Ausdrucks
αt−λtA, deren Verschwinden Lius Satz fordert. Man sollte in jedem Fall betonen, da
auch das Verschwinden dieser Ausdru¨cke nicht von der Notwendigkeit befreit, gleichzei-
tig mit den Bilanzgleichungen auch noch die Restungleichung −λ  b  0 zu erfu¨llen,
um thermodynamisch sinnvolles Verhalten zu gewa¨hrleisten.
3.1.1 Explizite Form der erhaltenen Gleichungen
Die symbolische Schreibweise αt−λtA = 0 fat die folgenden Gleichungen zusammen
(
@()
@
− @()
@
)
= 0 ; (3.2)
(
@()
@grad
−  @()
@grad
)
= 0 ; (3.3)
( 
@()
@α
− @()
@n
!
− 
 
@()
@α
− @()
@n
!
− (να − νn)− (^αλvα  vα − ^nλvn  vn)
)
= 0 ; (3.4)
( 
@()
@gradα
− @()
@gradn
!
− 
 
@()
@gradα
− @()
@gradn
!)
= 0 ; (3.5)
(
@()
@vα
− @()
@vα
− αλvα
)
= 0 ; (3.6)
(
@()
@gradvα
−  @()
@gradvα
)
= 0 ; (3.7)8<: @
ρη
@grad
+
nX
β=1
λvβ 
@T β
@grad
−  @q
@grad
9=;
symm.
= 0 ; (3.8)
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( 
@ρη
@gradα
− @
ρη
@gradn
!
+
nX
β=1
λvβ 
 
@T β
@gradα
− @T β
@gradn
!
− 
 
@q
@gradα
− @q
@gradn
!)
symm.
= 0 ; (3.9)
8<: @
ρη
@gradvα
+
nX
β=1
λvβ 
@T β
@gradvα
−  @q
@gradvα
9=;
symm.(1,3)
= 0 ; (3.10)
wobei der Index  von 1 bis n (in (3.6),(3.7),(3.10)) bzw. von 1 bis (1 − n) la¨uft (in
(3.4),(3.5),(3.9)). Der Tatsache, da die Ableitungen in (3.1) aufgrund der Symmetrie
der zweiten Ableitungen von , α und vα nicht ganz beliebig gewa¨hlt werden ko¨nnen,
wird Rechnung getragen durch die Beschra¨nkung der letzten drei Gleichungen (3.8)-
(3.10) auf den symmetrischen Anteil der entsprechenden Vorfaktoren. Die Gleichungen
(3.2)-(3.10) sind der zentrale Punkt der Auswertung des zweiten Hauptsatzes nach
Liu und Mu¨ller. Um die weitere Auswertung zu erleichtern, wird auch ihre Matrix-
Schreibweise explizit angegeben. Wenn der Vektor αt durch die Zeile
αt =
 
@()
@
;
@()
@r ;
 
@
@r + v
@()
@r
!
;
@()
@α
;
@()
@rα ;
 
@
@rα + v
@()
@rα
!
;
@()
@vβ
;
@()
@rvβ ;
 
@
@rvβ + v
@()
@rvβ
!!
; (3.11)
(mit  = 1; : : : ; n− 1,  = 1; : : : ; n) und der Vektor λt durch
λt = (ν1; : : : ; 
ν
n;λ
v
1 ; : : : ;λ
v
n; 
) (3.12)
gegeben ist, dann lautet die Matrix A, welche die Gleichungen αt − λtA = 0 und
Ax+ b = 0 bestimmt,
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A =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
0 0 0 1
n−2z }| {
0 : : : 0
n−1z }| {
0 : : : 0
0 0 0 0 1 : : : 0 0 : : : 0
...
...
...
. . .
...
0 0 0 0 : : : 0 1 0 : : : 0
0 0 0 −1 : : :− 1 0 : : : 0
0 0 −∂T 1
∂rθ (^1v1)0 : : : 0 0 : : : 0
...
...
...
. . .
...
0 0 −∂T n−1
∂rθ 0 : : : (^n−1vn−1)0 0 : : : 0
0 0 −∂T n
∂rθ (−^nvn) : : : (−^nvn) 0 : : : 0
∂(ρ)
∂θ
∂(ρ)
∂rθ

∂q
∂rθ + v
∂(ρ)
∂rθ

∂(ρ)
∂να
∂(ρ)
∂rνα
: : :
: : :
n−1z }| {
0 : : : 0
nz }| {
0 : : : 0
nz }| {
0 : : : 0
nz }| {
0 : : : 0
0 : : : 0 0 : : : 0 0 : : : 0 0 : : : 0
...
...
...
...
0 : : : 0 0 : : : 0 0 : : : 0 0 : : : 0
0 : : : 0 0 : : : 0 0 : : : 0 0 : : : 0
− ∂T 1
∂rνα 10 : : : 0 0 : : : 0 − ∂T 1∂rvβ
...
. . .
...
...
−∂T n−1
∂rνα 0 : : : n−10 0 : : : 0 −∂T n−1∂rvβ
− ∂Tn
∂rνα 0 : : : 0n 0 : : : 0 − ∂Tn∂rvβ
∂q
∂rνα + v
∂(ρ)
∂rνα

∂(ρ)
∂vβ
∂(ρ)
∂rvβ

∂q
∂rvβ + v
∂(ρ)
∂rvβ

1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
: (3.13)
Bei der Darstellung von A ist zu beachten, da die Eintra¨ge der Matrix in (3.13) zum
Teil wiederum vektorielle bzw. tensorielle Gro¨en sind und mit ebensolchen in λt bzw.
x multipliziert werden. Des weiteren gilt, da Ausdru¨cke mit Index  bzw.  jeweils
ganze Zeilenvektoren zusammenfassen, in denen der Index dann von 1 bis (n− 1) bzw.
von 1 bis n la¨uft. Im urspru¨nglichen Gleichungssystem Ax + b = 0 ist der Vektor x
durch
xt =
 
@
@t
;
@(grad)
@t
; grad(grad());
@α
@t
;
@(gradα)
@t
; grad(gradα);
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@vβ
@t
;
@(gradvβ)
@t
; grad(gradvβ)
!
(3.14)
gegeben. Fu¨r die explizite Darstellung von b ist es gu¨nstig, neue Symbole \dv" und
\grd" fu¨r eine \verku¨rzte" Divergenz bzw. einen \verku¨rzten" Gradienten einzufu¨hren,
um die Terme der Divergenz bzw. des Gradienten zu bezeichnen, die beim Bilden der
Divergenz in den Bilanzgleichungen durch das Ableiten der Fluterme nach den Va-
riablen ; α;vβ zustande kommen (die Ableitungen nach grad; gradα; gradvβ liefern
Ausdru¨cke, die inAx enthalten sind). Mit diesen Abku¨rzungen schreibt sich b wie folgt
b =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
div(1v1)− n1
...
div(n−1vn−1)− nn−1
1−Pn−1β=1 βdivvn −Pn−1β=1 gradβ  vn − nn
dvT 1 + (v1 ⊗ v1)^1grad1 + 1(gradv1v1) + 1v1divv1 − 1g −m1
...
dvT n−1 + (vn−1 ⊗ vn−1)^n−1gradn−1 + n−1(gradvn−1vn−1)
+ n−1vn−1divvn−1 − n−1g −mn−1


dvT n − ^n(vn ⊗ vn)Pn−1β=1 gradβ + n(gradvnvn)
+ nvndivvn − ng −mn

dvq + grd()  v + divv − Sp(T D)− r
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
:
(3.15)
Man sieht der Darstellung (3.13) der Matrix A genau wie der Gleichung (3.4) an, da
im Gleichungssystem αt − λtA = 0 nicht alle να unabha¨ngig voneinander auftau-
chen, sondern hier nur die Kombinationen (να−νn) als Variablen von Bedeutung sind.
Das Gleichungssystem ist also nicht geeignet, um alle Lagrange-Multiplikatoren να der
Volumen-Bilanzen zu bestimmen. So ist die n-te Zeile in (3.13) oensichtlich von den
ersten (n− 1) Zeilen abha¨ngig und kann aus dem Gleichungssystem eliminiert werden
durch den U¨bergang von den να auf die Dierenzen (
ν
α − νn) als Variablen. Diese
direkte Folgerung der Sa¨ttigungsbedingung (1.7) bedeutet aber nicht, da etwa die
gesamte n-te Volumenbilanz eine abha¨ngige Gleichung darstellt, denn im Gleichungsy-
stem Ax+b = 0 bedeutet die Tatsache, da eine Zeile von A linear abha¨ngig von den
anderen Zeilen ist, lediglich, da die gleiche Abha¨ngigkeit auch fu¨r die entsprechenden
Komponenten des Vektors b gelten mu. Dies heit konkret, da zu fordern ist
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divvn +
n−1X
β=1

divfβ(vβ − vn)g − nβ

− nn = 0 : (3.16)
Diese Gleichung la¨t sich wesentlich einfacher schreiben, wenn man fu¨r den Moment
wieder auf die Schreibweise 1−Pn−1α=1 α = n zuru¨ckgreift, also die Sa¨ttigungsbedingung
ru¨ckeinsetzt
nX
α=1

div(αvα) − nα

= 0 : (3.17)
Ersetzt man hier mittels der Volumenbilanzen (1.6) jeweils fu¨r jedes  (also auch fu¨r
 = n) die geschweift geklammerten Ausdru¨cke durch die Zeitableitung des jeweiligen
Volumenanteils, so erha¨lt man
nX
α=1
@α
@t
=
@
@t
 
nX
α=1
α
!
= 0 : (3.18)
Dies gilt oensichtlich, wenn die Mischung wiederum gesa¨ttigt ist. Man erkennt die
direkte A¨quivalenz der Gleichung (3.16) (oder auch (1.12) auf Seite 13) mit der Sa¨tti-
gungsbedingung
Pn
α=1 α = 1. Allerdings soll noch einmal betont werden, da diese
\A¨quivalenz" nur unter Zuhilfenahme aller n Volumenbilanzen zustande kam. Erst
dann la¨t sich (3.16) auf die Gleichung (3.18) zuru¨ckfu¨hren, die trivial erfu¨llt ist, wenn
man die Sa¨ttigungsbedingung (1.7) voraussetzt. Dies macht noch einmal deutlich, da
das reine Ersetzen eines Volumenanteils β durch den Ausdruck (1 −Pα6=β α) einen
nicht von der Notwendigkeit befreit, alle Volumenbilanzen zu erfu¨llen.
Durch Abza¨hlen der Zeilen und Spalten der Matrix A unter Beru¨cksichtigung der
laufenden Unter-Indizes und der Symmetrie-Eigenschaften der doppelten Gradienten
erha¨lt man die schon genannten Zahlen (4n+ 1) und 40n fu¨r die Zahl der Gleichungen
bzw. die Zahl der Unbekannten des Gleichungssystems Ax + b = 0 (die Frage der
Dimension des entstehenden Gleichungssystems wird spa¨ter auf Seite 44 noch genauer
betrachtet).
Der Vollsta¨ndigkeit halber bleibt noch die explizite Darstellung des Skalars  aus der
in die Gestalt α x+   0 gebrachten Entropie-Ungleichung (2.3) bzw. der nach dem
Satz von Liu entstehenden Restungleichung  − λ  b  0 anzugeben. Sie lautet
 = dvρη + grd()  v +  divv ; (3.19)
wobei die Symbole \dv" und \grd" die gleiche Bedeutung besitzen wie bei der Dar-
stellung des Vektors b (siehe Seite 38). Damit sind die Gleichungen, die der Satz von
Liu liefert, prinzipiell angegeben. Allerdings ist noch nicht sichtbar, was sich mit ihrer
Hilfe folgern la¨t.
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3.2 Folgerungen fu¨r die Entropie
Fat man die Gleichung αt − λtA = 0 bzw. α − Atλ = 0 als reine Bestimmungs-
gleichung fu¨r die Lagrange-Multiplikatoren auf, nimmt also an, alle anderen Gro¨en
seien schon bestimmt, so erkennt man, da dieses Gleichungssystem fu¨r (; να;λ
v
α)
deutlich u¨berbestimmt ist, denn es handelt sich um 40n Gleichungen fu¨r nur (4n+ 1)
Unbekannte (bzw. 4n Unbekannte nach Elimination einer Spalte von At und U¨bergang
auf die Dierenzen (να−νn) als Variablen). Andererseits sind in der Realita¨t auch die
Entropie-Dichte (), die Dichte der inneren Energie () sowie der Entropieflu ρη
noch weitestgehend unbestimmt. Der Gleichungssatz kann also auch dazu dienen, hier
Restriktionen fu¨r die funktionalen Abha¨ngigkeiten zu nden. Die ersten Gleichungen
von α−Atλ = 0 ((3.2)-(3.7)) lassen sich auch in der Form
d() =  d()
+
n−1X
α=1
f(να − νn) + (^αλvα  vα − ^nλvn  vn)gdα
+
nX
α=1
αλ
v
α  dvα (3.20)
oder auch = 

d()
+
n−1X
α=1
n
~να − ~νn

+

^α~λ
v
α  vα − ^n~λ
v
n  vn
o
dα
+
nX
α=1
α~λ
v
α  dvα

(3.21)
wiedergeben, wobei die Multiplikatoren mit Tilde~ aus denen ohne durch Division mit
 hervorgehen2. Das gerade \d" steht hier fu¨r die A¨nderung der nachfolgenden Gro¨e
wa¨hrend eines innitesimalen Zeitschrittes t, meint also das Dierential der Gro¨e.
Im Fall der einzelnen Summanden auf den rechten Seiten der Gleichungen (3.20) und
(3.21) sind diese Dierentiale total, da es sich bei den Variablen, auf die \d" angewendet
wird, entweder um ein thermodynamisches Potential, oder aber um verallgemeinerte
Koordinaten handelt. Ob die A¨nderung betrachtet wird, welche die Variablen erfahren,
wenn man den Ort festha¨lt und nur das Zeitinkrement t verstreichen la¨t, oder aber
diejenige, wenn man wa¨hrend t dem \Massenschwerpunkt" der Mischung folgt oder
2Fu¨r diese Umformung wird angenommen, da λ nicht verschwindet. Da dieser Multiplikator
zumindest nicht prinzipiell Null ist, erkennt man an einem Beispielproze, bei dem einem Probeko¨rper,
der aus einer Mischung mit homogen verteilten Konstituenten besteht, Wa¨rme zugefu¨hrt wird, ohne
da es zu makroskopischer Bewegung kommt. Dabei a¨ndern sich (ρ) und sicher auch (ρη), dagegen
gilt dνα = 0 und dvα = 0. Damit ist noch nicht gekla¨rt, ob λ
 nicht eventuell fu¨r spezielle Bedingungen
doch verschwindet, dieser Fall wa¨re jedoch auch nicht problematisch, da man automatisch wieder auf
die λνα und λ
v
α zuru¨ckgefu¨hrt wird, falls im Einzelfall gelten sollte λ
 = 0.
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sich mit einer anderen Geschwindigkeit bewegt, ist hier unerheblich, solange die Die-
rentiale auf beiden Seiten der Gleichung auf dieselbe Art und Weise gebildet werden.
Die obige Schreibweise macht deutlich, da der Satz von Liu eine Form der Gibbs-
Gleichung geliefert hat, die das Inkrement der Entropie mit dem der inneren Energie,
der Volumenanteile und dem der Geschwindigkeiten verknu¨pft.
3.3 Folgerungen fu¨r den Entropieflu
Die restlichen Gleichungen ((3.8)-(3.10)) beschreiben eine enge Verwandtschaft zwi-
schen dem Entropieflu ρη und den Ausdru¨cken
Pn
β=1 λ
v
β  T β sowie dem Wa¨rmeflu
q. Allerdings la¨t sich dieser Zusammenhang nicht so u¨bersichtlich schreiben wie die
Gleichung fu¨r Entropie und innere Energie, da eine mo¨gliche (und sehr wahrscheinli-
che) Abha¨ngigkeit von ρη von den Partialgeschwindigkeiten vα, den Volumenanteilen
α und der Temperatur  ausgeklammert bleibt und nur die symmetrischen Anteile
der Ableitungen enthalten sind. Diese Tatsache ist auf die spezielle Wahl der Material-
klasse (2.6) zuru¨ckzufu¨hren, der genaue Zusammenhang wird im na¨chsten Abschnitt
betrachtet. Um ρη na¨her zu bestimmen, mu man also auch auf andere Argumente
zuru¨ckgreifen, die Entropie-Ungleichung allein reicht dazu nicht aus. Immerhin liefert
sie die Aussage, da die symmetrischen Anteile der Ableitungen von ρη nach den
Gradienten im Satz (2.6) mit denen des Wa¨rmestroms q und der Spannungstensoren
T β verknu¨pft sind
(
@ρη
@grad
)
symm.
=
(

@q
@grad
−
nX
α=1
λvα 
@T α
@grad
)
symm.
; (3.22)
(
@ρη
@gradα
− @
ρη
@gradn
)
symm.
=
(

 
@q
@gradα
− @q
@gradn
!
−
nX
α=1
λvα 
 
@T α
@gradα
− @T α
@gradn
!)
symm.
; (3.23)
(
@ρη
@gradvα
)
symm.(1,3)
=
(

@q
@gradvα
−
nX
α=1
λvα 
@T α
@gradvα
)
symm.(1,3)
: (3.24)
Doch ohne weitere Annahmen oder auch Einschra¨nkungen der Aussagen auf das Gleich-
gewicht oder a¨hnliches la¨t sich hier vorerst nicht weiter schlieen. Fu¨r die Komponen-
ten des Entropieflu-Vektors mu¨ssen allerdings a¨hnliche Bedingungen gelten wie fu¨r die
Entropie selbst, so sollten die Komponenten \vernu¨nftig denierte" skalare Funktionen
sein. Das heit, der Flu ρη soll an einer Stelle im Zustandsraum einen eindeutigen
Wert besitzen, gleich aus welcher Richtung man sich dieser Stelle bei einer bestimmten
Prozefu¨hrung na¨hert. Es erscheint sinnvoll, zuerst genauer zu untersuchen, wie solche
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Forderungen an Potentialfunktionen im allgemeinen beschaen sind und was sie nach
sich ziehen, und erst nachher wieder auf den Entropieflu zuru¨ckzukommen.
Da die Frage, welche Aussagen sich fu¨r die Entropie  und ihren Flu ρη aus der
Formulierung von Liu und Mu¨ller ableiten lassen, ganz wesentlich von der verwendeten
Konstitutiv-Annahme (also dem verwendeten Satz (2.6) von Konstitutiv-Variablen)
abha¨ngt, soll die Gelegenheit genutzt werden, diesen Einflu genauer zu untersuchen
(zum Verha¨ltnis von ρη und q siehe auch Liu [56]).
3.4 Der Einflu der Materialklasse
Das Zusammenspiel der Bilanzgleichungen (nach dem Vorbild (1.3)) mit der Wahl der
Materialklasse (2.6) bestimmt, welche Ergebnisse die Auswertung des zweiten Haupt-
satzes nach Mu¨ller und Liu im einzelnen liefert. So hat die Tatsache, da die Bilanz-
gleichungen jeweils die erste Zeitableitung der bilanzierten Gro¨e enthalten, im hier
verwendeten Satz der unabha¨ngigen Konstitutiv-Variablen jedoch keine Variable zu-
sammen mit ihrer Zeitableitung auftaucht, zur Folge, da bei der Entwicklung der um
die Bilanzen erweiterten Entropie-Ungleichung (2.4) alle Ableitungen der Entropie nach
ihren mo¨glichen Argumenten mit entsprechenden Ableitungen der Gro¨en α, (βvβ)
sowie () verknu¨pft sind. Bei einer solchen Konstellation liefert also der Mu¨ller-Liusche
Formalismus notwendigerweise das Dierential der Entropie in einer zu (3.20) analogen
Form, bei der auf der rechten Seite genau die Dierentiale der bilanzierten Grundgro¨en
mit noch unbestimmten Vorfaktoren (im wesentlichen den Lagrange-Multiplikatoren)
auftauchen. Betrachtet man dagegen ein Material mit begrenztem Geda¨chtnis, bei dem
also zumindest die ersten Zeitableitungen einiger Variablen im Satz der Konstitutiv-
Variablen (2.6) enthalten sind, so erha¨lt man nach Mu¨ller und Liu nur noch Gleichungen
fu¨r einen Teil der mo¨glichen Ableitungen von () (na¨mlich fu¨r diejenigen nach den
jeweils ho¨chsten Zeitableitungen im zu (2.6) analogen Variablensatz). Eben dies ist {
auf den Ort u¨bertragen { der Fall fu¨r den Entropieflu ρη. Da der Satz von Kon-
stitutiv-Variablen selbst jeweils Paare von Variablen und deren Gradienten entha¨lt,
liefert die Expansion des Divergenzoperators in (2.4) bzw. die Auswertung nach Mu¨ller
und Liu nur Gleichungen fu¨r die Ableitungen nach den ho¨chsten in (2.6) auftretenden
Ortsableitungen, den Gradienten grad, gradα und gradvβ. Ha¨tte man diese in (2.6)
vernachla¨ssigt, so wa¨re eine vollsta¨ndige Bestimmung der ersten Ableitungen von ρη
die Folge gewesen. Dieser Zusammenhang soll noch etwas verallgemeinert dargestellt
werden.
Die Auswertung des Entropie-Prinzips nach Mu¨ller und Liu besteht abstrahiert darin,
da die folgende Ungleichung betrachtet wird
@()
@t
+ div (ρη + v)
−X
i
i
(
@ i
@t
+ div

ψi +  ivi

+ nψi
)
 0 : (3.25)
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Die Zeitableitung jeder Gro¨e wird in Beziehung gesetzt zur Divergenz von diusi-
vem und konvektivem Flu, wobei der letztere hier je nach betrachteter Gro¨e  i auch
mit eigener materieller Geschwindigkeit vi betrachtet wird, da in einer Mischung die
Konstituenten im allgemeinen verschiedene materielle Geschwindigkeiten besitzen (die
Entropie dagegen wurde fu¨r die Gesamtmischung deniert, fu¨r ihren konvektiven Flu
za¨hlt daher die Mischungsgeschwindigkeit v). Alle Terme, die eine a¨uere Zufuhr dar-
stellen, wurden vernachla¨ssigt. Neben der ersten Zeitableitung jeder Gro¨e und der
Divergenz ihres Flusses tauchen nur noch Austauschterme n auf, die in rein algebrai-
scher Weise von den Konstitutiv-Variablen abha¨ngen und so in die Auswertung nach
Liu und Mu¨ller nicht eingehen. Der Satz X der Konstitutiv-Variablen bestehe aus den
Gro¨en 1; : : : ; k und einem Teil ihrer ho¨heren Ableitungen
X =
 
: : : ; i; : : : ;
@i
@t
; : : : ;ri; : : : ;rkx @
kt
@tkt
i; : : :
!
(3.26)
bis einschlielich einer Ordnung k^t in der Zeit und k^x im Ort
3. Dann liefert das Ent-
wickeln der Ableitungen in (3.25) nach der Kettenregel und das anschlieende Nullset-
zen der Vorfaktoren vor Zeitableitungen einer Ordnung, die nicht mehr in X enthalten
ist, jeweils einen Satz Gleichungen der Art
@
@

∂k^t
∂tk^t
rji
 − X
l
l
@ l
@

∂k^t
∂tk^t
rji
 = 0
(3.27)
(i = 1; : : : ; k ; j = 0; : : : ; k^x) :
Bei den Ortsableitungen ist das Verfahren zwar prinzipiell das gleiche, jedoch sieht das
Ergebnis im allgemeinen etwas komplizierter aus, da neben den diusiven auch wieder
die konvektiven Fluterme auftreten8<: @
ρη
@

∂j
∂tj
rk^xi
 − X
l
l
@ψl
@

∂j
∂tj
rk^xi

+
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@

∂j
∂tj
rk^xi
 − X
l
l
@( lvl)
@

∂j
∂tj
rk^xi

9=;
symm.
= 0 (3.28)
(i = 1; : : : ; k ; j = 0; : : : ; k^t) :
Diese Gleichungen gelten nur fu¨r einen \symmetrischen" Anteil der enthaltenen Aus-
dru¨cke; in welchen Indizes symmetrisiert wird, ist davon abha¨ngig, welchen Wert k^x
besitzt. Die Terme mit den Geschwindigkeiten v und vi lassen sich durch Einsetzen der
3Es ist zwar ein ga¨ngiger Ansatz, bei der Entwicklung von Konstitutiv-Gleichungen fu¨r Ort und
Zeit je eine eigene \Ho¨chstordnung" der beru¨cksichtigten Ableitungen einzufu¨hren, zwingend ist dies
aber nicht. Auch ist es natu¨rlich mo¨glich, je nach Variable andere Ordnungen zu betrachten.
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Massenbilanzen oder Kombination mit dem Ergebnis (3.27) noch etwa vereinfachen.
Dies fu¨hrt jedoch zu weit, die Darstellung (3.28) soll hier ausreichen. Man erkennt
zum Beispiel unschwer, da die Auswertung nach Liu und Mu¨ller eine um so genauere
Bestimmung der Entropie und des Entropiefluvektors erlaubt, je einfacher das Ma-
terialgesetz gewa¨hlt wird. Zwar steigt mit der Gesamtanzahl der in der Konstitutiv-
Annahme beru¨cksichtigten Ableitungen auch die Zahl der zu erhaltenden Gleichungen,
das Verha¨ltnis zwischen der Zahl der unbekannten konstitutiven Abha¨ngigkeiten und
derjenigen der ableitbaren Gleichungen wird jedoch zunehmend schlechter.
Im konkreten Fall des Konstitutiv-Ansatzes (2.6) gilt k^t = 0 und k^x = 1 mit den
aufgefu¨hrten Resultaten, die fu¨r (3.27) in der Summe die Gibbs-Gleichung (3.20) liefern
und fu¨r (3.28) die Gestalt (3.22)-(3.24) annehmen.
Die Dimension der Matrix A
Mit der Frage, fu¨r welche Ableitungen das Verfahren von Mu¨ller und Liu Gleichungen
liefert, ist auch die Frage nach der Dimension der Matrix A des entstehenden Glei-
chungssystems verknu¨pft. Im konkreten Fall von (2.6) ist es so, da fu¨r jede Variable
der (symmetrische) zweite Gradient (6 unabha¨ngige Gro¨en), sowie die Zeitableitun-
gen der Variable und ihres ersten Gradienten (1 bzw. 3 Gro¨en) beim Entwickeln von
der Entropie-Ungleichung (2.4) als Gro¨en auftreten, die selbst nicht in (2.6) enthalten
sind. So erkla¨rt sich die Zahl von n  (6 + 3 + 1)  4 = 40n Spalten von A. Hierbei steht
4 fu¨r die Anzahl Variable pro Phase (die Komponenten der Geschwindigkeit vα und
der Volumenanteil α), dazu wa¨ren noch entsprechende Werte fu¨r die allen gemeinsame
Temperatur  zu addieren, diese heben sich jedoch mit jenen auf, die abzuziehen sind,
da ein Volumenanteil durch die Sa¨ttigung als freie Variable ausfa¨llt. Dagegen bestimmt
man die Zeilenzahl von A zu 4n+ 1, indem man die Anzahl skalarer Gleichungen, die
bilanziert werden, za¨hlt (unter Beru¨cksichtigung der Sa¨ttigung ist zwar nicht etwa eine
Gleichung vollsta¨ndig zu vernachla¨ssigen, jedoch in A eine Zeile linear abha¨ngig von
den anderen, wie auf Seite 38 festgestellt wurde. So erha¨lt man den korrigierten Wert
4n fu¨r die Zeilenzahl von A). Prinzipiell ist die Spaltenzahl von A also in jedem Fall
gro¨er als die Zeilenzahl, sofern das Gebiet, auf dem die gesuchten Felder deniert sind,
von ho¨herer Dimension als 1 ist und die zugrundeliegenden Bilanzgleichungen Ablei-
tungen nach mehr als einer dieser Dimensionen enthalten. Im allgemeinen besteht das
Grundgebiet aus dem Produktraum von einer Zeit- und drei Ortskoordinaten, was in
dieser Arbeit wie oben beschrieben in Verbindung mit der gewa¨hlten Materialklasse zu
einem Faktor 10 zwischen Spalten- und Zeilenanzahl von A fu¨hrt.
Da die Gibbs-Gleichung als Folge des in dieser Arbeit verwendeten Satzes von Konstitu-
tiv-Variablen deutlich genauer bestimmt ist als es die Gleichungen fu¨r den Entropieflu
sind, bescha¨ftigt sich die weitere Auswertung hier zuna¨chst mit der Gibbs-Gleichung
und der Entropie.
Kapitel 4
Integrabilita¨tsbedingungen
thermodynamischer Potentiale
Aus den Gleichungen ((3.2)-(3.7)) bzw. ((3.20)-(3.21)) lassen sich noch weitere Ein-
schra¨nkungen zur Bestimmung der beteiligten Gro¨en gewinnen, wenn man die Tatsa-
che verwendet, da es sich bei der inneren Energie () und bei der Entropie () um
thermodynamische Potentiale handelt, sie also eindeutige Funktionen ihrer Variablen
sein mu¨ssen. Dies bedeutet, da ihre A¨nderung wa¨hrend eines Prozesses nicht vom
gewa¨hlten Weg, sondern ausschlielich vom Anfangs- und Endzustand abha¨ngt. Damit
ist a¨quivalent, da Integrale u¨ber ihre Dierentiale la¨ngs eines geschlossenen Weges
im Phasenraum1 verschwinden. Da die Frage, wann die Gleichung (3.20) auf korrekte
Art und Weise das thermodynamische Potential der Entropie beschreibt, ein zentraler
Punkt bei der Bestimmung der Lagrange-Multiplikatoren ist, soll diese Betrachtung
hier weiter vertieft werden.
4.1 Was bedeutet \Integrabilita¨t" ?
Abstrahiert man Gleichung (3.20) oder (3.21) etwas, so ist die Fragestellung die fol-
gende. Gegeben sei ein Dierential der Form
dF =
nX
i=1
Xi dxi ; (4.1)
wobei die Xi vom Satz der xj abha¨ngen. Wann ist die Bezeichnung dF auf der linken
Seite der Gleichung in dem Sinn gerechtfertigt, da es sich um ein totales Dierential
handelt ? Das heit, wann liefert eine Integration u¨ber die rechte Seite unabha¨ngig vom
Integrationsweg im \Kongurationsraum" der xi einen Wert, der nur vom Anfangs-
und Endpunkt der Integration abha¨ngt ? Sollte dies nicht der Fall sein und
P
iXidxi
1Mit \Phasenraum" ist der Raum aller Variablen gemeint, von denen die betreende Funktion
abha¨ngt bzw. abha¨ngen kann.
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also kein totales Dierential darstellen, bleibt die Frage: kann man Abhilfe schaen,
indem man die rechte Seite von (4.1) mit einer geeigneten Funktion, einem integrieren-
den Faktor durchmultipliziert ? Um sich die Funktion der Gro¨en in Gleichung (4.1)
klarzumachen, ist es gu¨nstig, die Gleichung in einer vektoriellen Form zu schreiben
dF = Xt  dx ; (4.2)
wobei sich die Vektoren X 2 IRn und x 2 IRn einfach aus den entsprechend indizierten
Komponenten Xi und xi aus Gleichung (4.1) zusammensetzen und das Skalarprodukt
eine andere Schreibweise fu¨r die Summation in (4.1) darstellt. Schreibt man nun Glei-
chung (4.2) in der homogenen Form dF = 0 an, so erkennt man, da die Funktionen Xi
ein Normalenfeld denieren, das senkrecht auf den Hyperfla¨chen steht, auf denen der
Wert von F sich nicht a¨ndert. Lo¨sungen der Gleichung dF = Xt dx = 0 sind Fla¨chen
(oder je nach Dimension einfache Kurven) x = x(;  : : :) auf denen F = constant gilt.
Lokal la¨t sich solch eine Lo¨sung zwar immer angeben, diese hat jedoch eventuell nicht
die maximal mo¨gliche Dimension (n− 1). Besitzen die lokalen Lo¨sungsgebilde die ma-
ximal mo¨gliche Dimension, so spricht man auch davon, da die Gleichung vollsta¨ndig
integrabel ist (siehe auch Heil [34]). In diesem Fall ist es mo¨glich, an einem Punkt
beginnend eine Hyperfla¨che (eben eine Mannigfaltigkeit der Dimension (n − 1)) zu
konstruieren, in der jede beliebige Integration u¨ber die rechte Seite von (4.1) das Er-
gebnis Null liefert. Auf diese Weise gelingt es, den gesamten Phasenraum mit \Zwiebel-
schalen" zu durchziehen, auf denen dF = 0 gilt und die sich nicht gegenseitig beru¨hren
oder durchdringen. Stellt man sich den Raum auf diese Art und Weise unterteilt vor, so
bleibt das Problem, den Zwiebelschalen jeweils einen Potentialwert zuzuschreiben und
dafu¨r zu sorgen, da eine Integration des Dierentials zwischen verschiedenen Scha-
len immer die Dierenz dieser Werte liefert, unabha¨ngig davon, an welcher Stelle sie
ausgefu¨hrt wird. Denn auch wenn die Konstruktion der Fla¨chen konstanter F -Werte
eventuell gelingen mag, so ist damit noch nicht sichergestellt, da der \Abstand" zwi-
schen den Fla¨chen nicht von der genauen Position auf der Fla¨che abha¨ngt. Hat man die
\Zwiebelschalen" aber einmal konstruiert und ihnen geeignete Potentialwerte zugeord-
net, so denieren diese dann auf eindeutige Weise eine skalare Funktion, eben den oben
genannten integrierenden Faktor, mit dem man die rechte Seite von (4.1) multiplizieren
mu, um u¨berall den richtigen \Abstand" zwischen A¨quipotentialfla¨chen zu schaen
bzw. die gewu¨nschte Verbindung zwischen Dierential und Potential zu schaen, sofern
sie nicht von vorneherein gegeben ist.
Wie man sich vorstellen kann (und wie auf Seite 50 explizit ausgefu¨hrt wird), bleibt
eine gewisse Beliebigkeit beziehungsweise Wahlmo¨glichkeit bestehen, da das \Etikettie-
ren" der \Zwiebelschalen" mit Potentialwerten nicht eindeutig ist. Von dieser Freiheit
abgesehen ist es jedoch auf die beschriebene Weise mo¨glich, fu¨r ein Vektorfeld bzw.
Dierential, das im kleinen an jedem Punkt des Phasenraumes die Konstruktion einer
\A¨quipotentialfla¨che" erlaubt, eine integrierende Funktion zu konstruieren, mit deren
Hilfe sich das Vektorfeld global aus einem skalaren Potential ableiten la¨t bzw. das
Dierential zu einem totalen wird und also Integrale u¨ber beliebige Wege zwischen
zwei festgehaltenen Punkten immer das gleiche Ergebnis liefern. In diesem Sinne ist
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die obige Qualizierung eines solchen Dierentials als \vollsta¨ndig integrabel" zu ver-
stehen. Im folgenden wird untersucht, welche formalen Bedingungen gelten mu¨ssen,
damit ein Dierential, das selbst noch nicht total ist, sich durch die Multiplikation mit
einer skalaren Funktion zu einem solchen machen la¨t bzw. wann ein Dierential schon
von sich aus total ist. Ganz allgemein ist der Vorteil einer solchen Reduktion einer
vektorwertigen Funktion auf eine einzige skalare darin zu sehen, da die Darstellung
und Behandlung wesentlich vereinfacht wird.
In dem hier zu untersuchenden Fall ist es so, da das Dierential dF die Entropie
denieren soll und es sich also bei F in jedem Fall um ein Potential handeln mu. Dies
erlaubt Ru¨ckschlu¨sse auf die Koezienten des Dierentials (die Xi), die vertra¨glich mit
den geforderten Potentialeigenschaften sein mu¨ssen.
4.2 Forderungen an das \Normalenfeld"
Im oft verwendeten Beispielraum IR3 gilt, da sich ein Vektorfeld v(x; y; z) genau dann
als Gradient eines skalaren Potentials P(x; y; z) schreiben la¨t (v = gradP), wenn die
Rotation von v verschwindet
r v = 0 : (4.3)
Ist diese Eigenschaft fu¨r v nicht von vorneherein erfu¨llt, kann man versuchen, sie durch
Multiplikation des Vektorfeldes mit einer skalaren Funktion f(x; y; z), einem integrie-
renden Faktor, herbeizufu¨hren. Statt des Verschwindens der Rotation von v selbst wird
dann also gefordert
r  (fv) = f (r v) + (rf) v = 0 : (4.4)
Multipliziert man diese Gleichung skalar mit v und beru¨cksichtigt, da sinnvolle Funk-
tionen f nicht verschwinden ko¨nnen, so erkennt man, da auch gelten mu
(r v)  v = 0 (4.5)
als notwendige Bedingung dafu¨r, da es eine nichttriviale Funktion f geben kann, mit
der (4.4) erfu¨llt ist. Da umgekehrt die Gleichung (4.5) auch hinreichend fu¨r die Exi-
stenz einer solchen nichttrivialen Funktion f ist, erkennt man allerdings nicht ohne
weiteres. Anschaulich gesprochen ist es so, da sich das Problem lokal auf ein zwei-
dimensionales reduzieren la¨t, wenn Gleichung (4.5) erfu¨llt ist. Man kann mit dem
Wissen um die Gu¨ltigkeit von (4.5) und der Forderung, da auch f wiederum eine ein-
deutige Funktion der ra¨umlichen Koordinaten sein mu, von einem Punkt des Raumes
beginnend eine geeignete Funktion f in einer Umgebung dieses Punktes konstruieren.
Dies jedoch zu einem konstruktiven Beweis dafu¨r auszubauen, da (4.5) hinreichend
fu¨r die globale Existenz einer nichttrivialen Funktion f fu¨r Gleichung (4.4) ist, ist hier
nicht lohnend angesichts der Tatsache, da eine Verallgemeinerung des entsprechenden
Satzes fu¨r beliebige Dimensionen in der mathematischen Theorie der Dierentialformen
unter dem Namen Bedingung von Frobenius ([13] Abschnitt I 6.6) hinla¨nglich bekannt
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ist. Da der Beweis dieses Sachverhaltes mathematisch etwas aufwendiger ist (siehe zum
Beispiel [13], Abschnitt I 6.3 .) soll hier auf die explizite Wiedergabe verzichtet wer-
den. So wie die Bedingung von Frobenius die Gleichung (4.5) verallgemeinert, so ist
auch (4.3) als Bedingung dafu¨r, da ein Vektorfeld im IR3 ohne weitere Kunstgrie
aus einem skalaren Potential abzuleiten ist, nur der Spezialfall eines allgemeineren Sat-
zes, des Satzes von Poincare (siehe zum Beispiel [34] Seite 36). Wegen ihrer zentralen
Bedeutung sollen diese beiden Ergebnisse aus der Theorie der Dierentialformen hier
wiedergegeben werden.
4.2.1 Der Satz von Poincare
Zu einer Dierentialform ! gegebener Ordnung p existiert genau dann eine weitere
Dierentialform Ω der Ordnung (p − 1), aus der ! durch eine a¨uere Dierentiation2
hervorgeht (dΩ = !), wenn ! geschlossen ist (das heit d! = 0 gilt).
U¨bersetzt in den Sprachgebrauch dieser Arbeit bedeutet dies: ein Dierential dF =P
i Xidxi ist genau dann total und somit aus einem Potential abzuleiten, wenn die
Koezienten nach einer weiteren Dierentiation kreuzweise gleich sind
@Xi
@xj
=
@Xj
@xi
; (4.6)
es also beim Dierenzieren von F nicht auf die Reihenfolge ankommt. Im Spezialfall
des IR3 heit das, ein Vektorfeld mu rotationsfrei sein, um sich aus einem skalaren
Potential ableiten zu lassen. Sind die Voraussetzungen des Satzes von Poincare nicht
erfu¨llt, so stellt sich die Frage, ob das Ansetzen eines integrierenden Faktors Erfolg
verspricht. Hierzu liefert die Theorie der Dierentialformen die folgende Aussage.
4.2.2 Bedingung von Frobenius
Die Dierentialform ! sei nicht geschlossen, es gelte also d! 6= 0. Dann ist die Die-
rentialform genau dann in obigem Sinne vollsta¨ndig integrabel, wenn mit dem a¨ueren
oder alternierenden Produkt ^ gilt ! ^ d! = 0.
U¨bersetzt in die hier verwendete Notation bedeutet dies: Es sei fu¨r ein Dierential
dF =
P
i Xidxi nicht die Bedingung erfu¨llt, da die gemischten Ableitungen der Koef-
nzienten gleich sind (es gelte also zumindest fu¨r ein Index-Paar (i; j) (@Xi)=(@xj) 6=
(@Xj)=(@xi)). Dann la¨t sich dieses Dierential genau dann mittels eines integrierenden
Faktors zu einem totalen Dierential machen, wenn giltX
ijk
ijk
 
@Xi
@xj
!
Xk = 0 ; (4.7)
2Fu¨r diese Operation wird in der Mathematik ebenfalls das Symbol \d" verwendet, sie ist verwandt
mit dem Bilden eines Dierentials und bei Anwendung auf eine noch undierenzierte Funktion damit
gleichbedeutend, im allgemeinen aber etwas abweichend vom in dieser Arbeit sonst u¨blichen Gebrauch
des Operators \d" deniert.
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wobei die Summe sich u¨ber alle mo¨glichen Kombinationen der Indizes i, j und k er-
streckt, und der total antisymmetrische -Tensor hier zwar gleichlautend mit dem u¨bli-
chen Gebrauch wie folgt deniert ist
ijk =
(
+1 fu¨r ijk zyklisch
−1 fu¨r ijk antizyklisch
0 sonst
; (4.8)
die Index-Tripel (i; j; k) jedoch beliebig aus dem Satz der verfu¨gbaren Indizes aus-
gewa¨hlt werden ko¨nnen und sich die Bezeichnung zyklisch bzw. antizyklisch darauf
bezieht, wie ein einmal in einer prinzipiell beliebigen Reihenfolge ausgewa¨hltes Tripel
dann in sich permutiert wird3. Im IR3 ist die Bedingung von Frobenius gleichbedeutend
mit der oben gefundenen Aussage (4.5), da die Rotation eines Vektorfeldes senkrecht
auf dem Feld selbst stehen mu, damit ein integrierender Faktor gefunden werden kann.
In niedrigeren Dimensionen (IR1 oder IR2) ist sie trivial erfu¨llt; dies kann man allerdings
nicht an der Schreibweise (4.7) erkennen. In ho¨heren Dimensionen als dem IR3 la¨t sich
die Bedingung von Frobenius wie folgt interpretieren. Wenn etwa die gemischten Ab-
leitungen eines Dierentials nach xi und xj von der Reihenfolge des Dierenzierens
abha¨ngen (und dies nur fu¨r dieses eine Paar von Variablen gilt), so mu¨ssen in den
Punkten, an denen also gilt
@Xi
@xj
6= @Xj
@xi
; (4.9)
dann alle anderen Koezienten Xk des Dierentials dF mit k =2 (i; j) verschwinden. In
der vektoriellen Sprachweise heit das, wenn zwei gemischte Ableitungen nicht gleich
sind, so mu der aus den Komponenten Xi gebildete Normalenvektor X in der Ebene
liegen, welche die zu diesen Ableitungen geho¨rigen Koordinaten aufspannen, damit sich
dort lokal auf konsistente Weise eine Hyperfla¨che denieren la¨t, die senkrecht zu den
Normalenvektoren ist und in der Folge ein geeigneter integrierender Faktor existiert.
Das Problem mu also im wesentlichen \lokal zweidimensional" sein. Je ho¨her die Ge-
samtdimension ist, desto restriktiver werden die Anforderungen, die der Bedingung von
Frobenius entsprechen. Bevor nun die Gleichungen (4.6) oder (4.7) fu¨r den betrachteten
Fall ausgewertet werden, soll kurz zusammengefat werden, was der Satz von Poincare
und die Bedingung von Frobenius fu¨r verschiedene Dimensionen n bedeuten.
 n = 1 In einer Dimension ist jedes Dierential total. Es gibt keine Wahl zwischen
verschiedenen Integrationswegen, um vom Punkt a zum Punkt b zu gelangen,
jedes Integral u¨ber \geschlossene Wege" verschwindet sicher.
 n = 2 In zwei Dimensionen gibt es nicht-triviale Mo¨glichkeiten, den Integra-
tionsweg zwischen zwei gegebenen Punkten zu variieren. Nicht jedes Vektorfeld
erfu¨llt von sich aus die Bedingung, da das Ergebnis einer solchen Integration
nicht von der Wahl des Weges abha¨ngt. Wo dies a priori nicht der Fall ist, la¨t
3Es kommt nur auf die Permutationen der Indizes relativ zu einer beliebigen Anfangsreihenfolge
an. Letztere selbst ist irrelevant, wie man es auch erwarten sollte, da ja die Numerierung der Variablen
nicht eindeutig ist.
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sich aber immer ein integrierender Faktor nden, der diese Eigenschaft herstellt
und das dem Vektorfeld entsprechende Dierential zu einem totalen macht.
 n  3 Nicht jedes Vektorfeld ist so beschaen, da es sich aus einem skalaren
Potential ableiten la¨t. Es la¨t sich auch nicht garantieren, da sich fu¨r ein in die-
sem Sinne \unscho¨nes" Vektorfeld in jedem Fall ein integrierender Faktor nden
liee. Es gibt also \pathologische" Dierentiale, die weder total sind, noch sich
durch einen integrierenden Faktor zu totalen Dierentialen machen lassen. Die
Frage, wann ein Dierential gutartig ist, ist die Frage danach, ob die Bedingung
von Frobenius erfu¨llt ist. Im IR3 entspricht ihr die Bedingung, da das dem Dif-
ferential entsprechende Vektorfeld senkrecht zu seiner Rotation steht. In ho¨heren
Dimensionen la¨t sich keine gute anschauliche Interpretation fu¨r die Bedingung
von Frobenius geben, und man ist auf die formale U¨berpru¨fung der Gu¨ltigkeit
von (4.7) angewiesen.
In dieser Arbeit ist das Dierential, auf das die aufgefu¨hrten Sa¨tze angewendet wer-
den sollen, das Dierential der Entropie, wie es etwa in Gleichung (3.20) angeschrieben
wurde. Da es sich um die Entropie einer Mischung mehrerer nicht-einfacher Materialien
handelt, ist die Anzahl der freien Felder jedenfalls gro¨er als 3 und die Forderung, da
die Entropie zum Beispiel mittels eines integrierenden Faktors  sinnvoll als thermo-
dynamisches Potential deniert ist, zieht Forderungen an die anderen am Dierential
beteiligten Gro¨en nach sich, die nicht trivial erfu¨llt sind. Bevor konkret diese Forderun-
gen an die Koezienten des Dierentials der Entropie angeschrieben werden, soll noch
die Frage der Eindeutigkeit von integrierenden Funktionen im allgemeinen untersucht
werden.
4.3 Die Unbestimmtheit integrierender Faktoren
Wie schon oben (Seite 46) erwa¨hnt wurde und aus anschaulichen Gru¨nden klar ist,
kann allein die Forderung, da ein Dierential zu einem totalen werden soll, nicht
zu einer eindeutigen Bestimmung eines integrierenden Faktors fu¨hren. Stellt man sich
vor, eine wie auch immer erfolgreich bestimmte integrierende Funktion werde global
mit einem beliebigen, jedoch von Null verschiedenen Faktor versehen, so ist klar, da
man wiederum eine integrierende Funktion erha¨lt, wenn auch eine, welche die Ska-
la der angenommenen Potentialwerte gegenu¨ber der ersten Funktion mit eben dem
eingefu¨hrten Faktor streckt, staucht oder spiegelt. Eine Spiegelung wird man im allge-
meinen vermeiden, da damit in jedem Fall auch eine grundlegend andere Interpretation
der betroenen Gro¨e verbunden wa¨re; eine Stauchung oder Streckung dagegen ist ver-
gleichsweise harmlos und entspricht nur einer A¨nderung der verwendeten Einheit fu¨r
das Potential. Es stellt sich heraus, da nicht nur eine solche globale Skalena¨nderung
mo¨glich ist, sondern da auch \lokal" eine \Verzerrung" des Potentials in bestimmten
Bereichen nichts an den Potentialeigenschaften a¨ndert. Genauer betrachtet gilt, da
man ganz allgemein den integrierenden Faktor g (hier als integrierender Nenner 1=g
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angeschrieben) eines beliebigen, unvollsta¨ndigen Dierentials df
dF =
df
g
(4.10)
immer mit einer beliebigen Funktion G(F ) der Gro¨e selbst, deren totales Dierential
durch (1=g) df dargestellt wird, multiplizieren kann, ohne da die Integrabilita¨tseigen-
schaften verloren gehen. Denn man erha¨lt durch die Multiplikation mit G ein neues
Dierential
dH =
G(F )
g
df =
G(F )
g
(
: : : +
@f
@x
dx + : : : +
@f
@y
dy + : : :
)
(4.11)
einer Funktion H, fu¨r welches man nach dem Satz von Poincare u¨berpru¨fen kann, ob
es sich wiederum um ein totales Dierential handelt. Der Bedingung (4.6) entspricht
die Unabha¨ngigkeit der gemischten zweiten Ableitungen von dH von der Reihenfolge
des Dierenzierens. Bildet man beispielsweise die Ableitungen nach x und y, so erha¨lt
man die Ausdru¨cke
@2
@x@y
 
G
g
df
!
=
(
@G
@F
@F
@y
1
g
@f
@x
+G
@
@y
 
1
g
@f
@x
!)
; (4.12)
@2
@y@x
 
G
g
df
!
=
(
@G
@F
@F
@x
1
g
@f
@y
+G
@
@x
 
1
g
@f
@y
!)
: (4.13)
Die jeweils letzten Terme sind oensichtlich gleich, da g laut Annahme ein integrieren-
der Faktor fu¨r df ist; die ersten Terme sind identisch, da F nach (4.10) die \Stamm-
funktion" zu (1=g df) ist, denn somit gilt
@G
@F
@F
@y
1
g
@f
@x
=
@G
@F
@F
@x
1
g
@f
@y
=
@G
@F
@F
@x
@F
@y
:
Also ist sichergestellt, da
dH = G(F )
df
g
(4.14)
ein totales Dierential einer Funktion H darstellt, die allerdings nicht mit F identisch
ist. Vielmehr gilt, wenn a!bF den Wert eines bestimmten Integrals
R b
a dF zwischen
den Zusta¨nden a und b im Phasenraum des betrachteten Systems bezeichnet, nach
einer partiellen Integration fu¨r a!bH die folgende Gleichung
a!bH = a!b(GF ) −
Z b
a
F
 
@G
@F
!
dF : (4.15)
Je nach den Eigenschaften von G lassen sich also unterschiedliche totale Dierentiale
bzw. \Stammfunktionen" H aus dem urspru¨nglichen df bilden. Diese Beliebigkeit gilt
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ganz allgemein fu¨r jeden integrierenden Faktor eines Dierentials und ist nach den obi-
gen Ausfu¨hrungen zur Rolle eines integrierenden Faktors (Seite 46) auch nicht sonder-
lich u¨berraschend. Allerdings ist eine solche Operation, wie sie hier von dem Potential
F auf ein anderes Potential H fu¨hrt, auch in einem gewissen Sinne irrelevant. Die Wer-
teskala des Potentials verzerrt und verschiebt sich zwar, doch die A¨quipotentialfla¨chen
im Phasenraum bleiben davon unbeeindruckt, nur ihre \Hausnummern" a¨ndern sich.
Dies sieht man leicht ein, wenn man sich Gleichung (4.2) bzw. ihre homogene Variante
dF = X  dx = 0 (4.16)
vor Augen ha¨lt, welche die Hyperfla¨chen konstanten Potentials deniert. Wird der
\Normalenvektor" X um einen bestimmten Faktor gestreckt, so a¨ndert das nicht das
Geringste an der Fla¨che, die durch die Gleichung (4.16) festgelegt wird. Da der Vektor
X nicht verschwinden darf, wenn die Konstruktion einer Hyperfla¨che mit konstan-
ten Potentialwerten gelingen soll4, und andererseits eine integrierende Funktion auch
stetig sein mu, sofern man von dem entstehenden Potential wiederum entsprechende
Stetigkeit der Ableitungen verlangt, so mu der Wertebereich der Funktion G ganz
im positiven oder ganz im negativen Bereich der reellen Achse liegen. Da man auch
das Vorzeichen von Entropie-A¨nderungen nicht ohne zwingenden Grund entgegen dem
allgemeinen Gebrauch a¨ndern sollte, wird man in diesem Fall nur solche Transforma-
tionen zulassen, deren Wertebereich im IR+ liegt. Damit ist gleichzeitig garantiert, da
alle auf diese Art zu denierenden \Entropien" die gleiche \Ordnung" der Zusta¨nde
untereinander induzieren, was ihre Entropie-Werte angeht. Denn wenn man die Glei-
chung (4.15) fu¨r einen innitesimalen Proze-Schritt betrachtet (der Zustand b also im
Phasenraum dicht bei a liegt), erha¨lt man { wie man auch direkt aus (4.14) abliest {
als Dierenz der \Entropie" H
a!bH  a!b(GF ) − Fa!bG = Ga!bF : (4.17)
Eine positive Entropie-Dierenz bleibt also bei einer solchen Umformung in jedem Fall
positiv, solange G in der genannten Weise gewa¨hlt wird. Wenn dies fu¨r jeden innitesi-
malen Teilschritt gilt, so auch fu¨r einen endlichen Gesamtproze. Insbesondere ist somit
auch garantiert, da eine Konguration, die in einer Formulierung minimale Entropie
besitzt und also dem thermodynamischen Gleichgewicht entspricht, unabha¨ngig von
der genauen Wahl dieser Formulierung auch in jeder anderen minimale Entropie be-
sitzt. Es bleibt die Frage, ob andererseits mit den Funktionen G des einmal gefundenen
Potentials F auch schon alle mo¨glichen Transformationen gefunden sind. Da dies so
ist, erkennt man, wenn man bedenkt, da fu¨r die Potentialeigenschaft wesentlich ist,
4Eine Ausnahme von dieser Regel sind Gleichgewichtskongurationen, denen A¨quipotentialfla¨chen
entsprechen, auf denen das Potential extremale Werte annimmt. Dort mu¨ssen dann auch die ersten
Ableitungen des Potentials, also gerade die Koezienten des Dierentials bzw. die Komponenten des
Vektors X verschwinden. Allerdings wird es sich bei den entsprechenden A¨quipotential-"Fla¨chen"
meist um Gebilde niederer Dimension handeln, bei denen also X auch keinen Normalenvektor auf
eine Hyperfla¨che darstellen ko¨nnte. Je ho¨her die Dimension einer solchen Gleichgewichtsfla¨che im
Phasenraum ist, umso ho¨her entartet ist der Zustand bzw. umso indierenter ist das Gleichgewicht.
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da benachbarte A¨quipotentialfla¨chen \u¨berall den gleichen Abstand" besitzen. Dies
heit aber nichts anderes, als da die Normalenvektoren X auf einer solchen Fla¨che
u¨berall mit dem gleichen Wert gestreckt oder gestaucht werden mu¨ssen. Damit darf
der \Transformationsfaktor" G aber noch bestenfalls eine Funktion des Potentials F
selbst sein, denn dies ist die einzige Gro¨e, die sich auf den A¨quipotentialfla¨chen sicher
nicht a¨ndert; andere funktionale Abha¨ngigkeiten kommen nicht in Frage.
Eine weitere Fragestellung im Kontext der funktionalen Abha¨ngigkeiten von integrie-
renden Funktionen und Koezienten in Dierentialen ergibt sich, wenn ein gegebenes
totales Dierential nur eine Teilmenge der mo¨glichen Variablen beru¨cksichtigt, wenn
also gilt
dF =
nX
i=1
Xi dxi mit Xk = 0 8k 2 (k1; k2; : : : ; km) ; m < n : (4.18)
In diesem Fall ko¨nnen auch die nichtverschwindenden Xi nur von jenen xi abha¨ngen,
fu¨r die gilt i =2 (k1; k2; : : : ; km). Dies la¨t sich auch formulieren als
Satz u¨ber die Abha¨ngigkeit von Dierentialkoezienten
Besitzt ein totales Dierential von der Form (4.18) identisch verschwindende Koezi-
enten, so ha¨ngen die nichtverschwindenden Koezienten funktional auch nur von dem
Satz der zu ihnen geho¨rigen Variablen ab.
Der Beweis erfolgt durch Widerlegung einer gegenteiligen Annahme. Sei also ein Koef-
zient Xl mit l 6= k abha¨ngig von xk, wobei Xk identisch verschwinde. Dann la¨t sich
auf folgende Weise ein geschlossener Weg im Phasenraum nden, fu¨r den das Integral
u¨ber dF nicht verschwindet: Man legt ein \Rechteck" um den Punkt im Phasenraum,
an dem vorgeblich gilt @Xl=@xk 6= 0, bei dem auf zwei gegenu¨berliegenden Abschnit-
ten jeweils xl gegensinnig um den gleichen Betrag variiert wird und auf den beiden
anderen Teilstu¨cken nur die Variable xk. Dieses Rechteck zieht man auf innitesimale
Ausmae um den Punkt, an dem im Widerspruch zur Aussage des Satzes eine \verbote-
ne" Abha¨ngigkeit fu¨r Xl vorausgesetzt wird, zusammen und erha¨lt einen geschlossenen
Integrationsweg, auf dem sicher gilt
H
dF 6= 0. Dies kann nicht sein, also existiert in
(4.18) tatsa¨chlich nur eine Abha¨ngigkeit der Xi von solchen xi, deren korrespondierende
Koezienten im Dierential nicht verschwinden.
Diese Aussage gilt punktweise oder auch global je nachdem, ob die entsprechenden
Koezienten des Dierentials punktweise oder global verschwinden. Sie ist zwar ma-
thematisch trivial, hat spa¨ter jedoch nichttriviale Konsequenzen fu¨r das Dierential
der Entropie, da hier ein groer Teil der Variablen nur implizit u¨ber die innere Energie
aber nicht als selbsta¨ndige Gro¨e eingeht. Damit sind die wichtigsten theoretischen
Grundlagen gekla¨rt, mit deren Hilfe sich nun das Dierential der Entropie (die Gibbs-
Gleichung) und das des Entropieflusses untersuchen la¨t.
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4.4 Das Dierential der Entropie
Das eigentliche Ziel der Betrachtungen des letzten Abschnittes u¨ber Dierentialformen
war das Dierential der Entropie, wie es mit der Gibbs-Gleichung (3.20) oder (3.21)
angeschrieben wurde. Beru¨cksichtigt man, da hier die Sa¨ttigungsbedingung (1.7), nach
der dn = −Pn−1α=1 dα gilt, eingesetzt wurde, um einen Volumenanteil (hier n) zu
eliminieren, und macht diese Ersetzung fu¨r den Moment ru¨ckga¨ngig5, so erha¨lt man
die folgende, vergleichsweise einfache Form der Gibbs-Gleichung
d() =  d() +
nX
α=1

(να + ^αλ
v
α  vα)dα + αλvα  dvα

; (4.19)
die sich noch kompakter schreiben la¨t
d() =  d() +
nX
α=1

ναdα + λ
v
α  d(αvα)

; (4.20)
wobei in (4.20) ein Wechsel der freien Variablen impliziert wird. So wie hier ein U¨ber-
gang von den Geschwindigkeiten vα auf die Impulse (αvα) stattndet, ko¨nnte man
auch in (4.19) von να auf (
ν
α + ^αλ
v
α  vα) als neue unabha¨ngige Multiplikatoren u¨ber-
gehen, um klarzustellen, da tatsa¨chlich mit jeder Variable ein eigener Multiplikator
verbunden ist. Wie auf Seite 42 beschrieben fu¨hrt die Wahl der Materialklasse (2.6)
dazu, da die Gestalt der rechten Seite von (4.20) direkt mit dem Satz der verwende-
ten Bilanzgleichungen korrespondiert. Zugrundegelegt wurden die Gleichungen fu¨r die
Volumenanteile α und die Impulse αvα der Konstituenten sowie die Energie  der Mi-
schung. Wie in (4.20) ersichtlich sind dies dann auch die Variablen, die das Dierential
der Entropie bestimmen. Daru¨berhinaus tauchen nur noch bislang unbestimmte Mul-
tiplikatoren des Lagrange-Formalismus auf. Solange die ausgewa¨hlte Material-Klasse
(2.6) nicht Variablen zusammen mit deren Zeitableitungen entha¨lt, ergibt sich in jedem
Fall eine Gibbs-Gleichung der Form (4.20). Da andererseits die Form des Dierentials
einer Gro¨e eindeutig die funktionalen Abha¨ngigkeiten kenntlich macht, wie weiter
oben gezeigt wurde (siehe Seite (53)), ist also klar, da die Entropie und ebenso auch
die Lagrange-Multiplikatoren explizit genau von dem Satz
α ; (αvα) ; () (4.21)
abha¨ngen und von keiner anderen Variable. Alle anderen Variablen, die in (2.6) noch
auftauchen, gehen in die Entropie nur implizit u¨ber den Variablensatz (4.21) ein. Sowohl
fu¨r die Entropie als auch fu¨r die Lagrange-Multiplikatoren ist die Material-Klasse also
nach Auswertung der Gibbs-Gleichung automatisch genau gleich der Material-Klasse,
5Es ist auch mo¨glich, die Sa¨ttigungsbedingung erst zu einem spa¨teren Zeitpunkt einzufu¨hren und
solange alle να (und in der Folge auch alle ∂να/∂t, gradνα, . . . ) als unabha¨ngig zu betrachten. Dies ist
in dieser Arbeit nicht geschehen, da schon beim Aufstellen der Grundgleichungen (auf Seite 12) bzw.
bei der Auswertung der Entropie-Ungleichung (Seite 37) einige Folgen der Sa¨ttigung gut demonstriert
werden konnten.
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die fu¨r die bilanzierten Grund-Variablen angesetzt wird. Fu¨r die Entropie la¨t sich diese
Aussage noch insoweit pra¨zisieren, da sie in jedem Fall tatsa¨chlich von allen Variablen
in (4.21) abha¨ngt, deren Koezienten nicht in (4.20) aus anderen Gru¨nden identisch
verschwinden (insbesondere ha¨ngt sie auch nicht von weniger Variablen ab).
Hingegen la¨t sich von den Multiplikatoren, den verschiedenen ’s, nur feststellen, da
sich fu¨r sie unter Verwendung der Gibbs-Gleichung keine weitergehenden Einschra¨nkun-
gen zeigen lassen, da sie danach in jedem Fall nur bis auf eine, in einem gewissen
Rahmen beliebige Funktion der Entropie selbst bestimmbar sind (siehe Seite 51). Es
existieren also sicher Multiplikatoren, die vom gleichen Variablensatz abha¨ngen wie
die Entropie. Mit der Forderung der Integrabilita¨t kann andererseits auch nicht ausge-
schlossen werden, da eventuell auch einfachere Multiplikatoren mit eingeschra¨nkteren
funktionalen Abha¨ngigkeiten mo¨glich sind (siehe Seite 56).
Mit dem Werkzeug der Integrabilita¨tsbedingungen ist es nicht mo¨glich, die Lagrange-
Multiplikatoren unabha¨ngig von der Entropie und der inneren Energie konstitutiv ein-
zuschra¨nken.
Konsequenterweise sollte man also versuchen, bei der Auswertung der Gibbs-Gleichung
(4.20) vorerst beim Satz (4.21) der Variablen zu bleiben und erst spa¨ter die Konstitutiv-
Annahme (2.6) einzusetzen. Im augenblicklichen Stadium der Auswertung wird die
Darstellung ansonsten unno¨tig unu¨bersichtlich und verschleiert die eigentlichen Zusam-
menha¨nge. Es gibt verschiedene Wege, Gleichung (4.20) zu interpretieren, die jeweils
mit verschiedenen Annahmen verknu¨pft sind. So kann man zum Beispiel fu¨rs erste nur
verlangen, da die rechte Seite mit den , να und λ
v
α die Frobenius-Bedingung erfu¨llt,
also selbst noch kein totales Dierential ist, sich aber mit einem globalen integrieren-
den Faktor T zu einem solchen machen la¨t. Der dazugeho¨rige integrierende Nenner
1=T = T wird dann mit der thermodynamischen Temperatur der Mischung identi-
ziert6. Diesem Vorgehen entspricht ein U¨bergang  () T, να () Tνα bzw.
λvβ () Tλvβ. Gleichung (4.20) liest sich dann
d() = T
(
 d() +
nX
α=1

ναdα + λ
v
α  d(αvα)
)
: (4.22)
Diese Interpretation stellt vergleichsweise schwache Anforderungen an die neudenier-
ten , να, λ
v
β. So mu nach der Bedingung von Frobenius (4.7) beispielsweise
gelten 
@
@α
− @
ν
α
@()
!
λvβi +
 
@να
@(βvβi)
− @λ
v
βi
@α
!
 +
 
@λvβi
@()
− @

@(βvβi)
!
να = 0 ;
(4.23)
wobei der Index i bei den Termen λ
v
βi
und vβi jeweils eine Komponente dieser vektor-
wertigen Ausdru¨cke herausgreift (i = 1; 2; 3). Analog zu (4.23) lassen sich alle anderen
Variablentripel aus dem Satz der ((); α; (βvβj)) mit dazugeho¨rigen Multiplikatoren
6Der Vorteil dieses Vorgehens ist, da die Rolle der Temperatur deutlicher herausgearbeitet wird
als es der Fall ist, wenn der Satz von Poincare direkt auf die Gesamtheit der Multiplikatoren
angewendet wird.
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(; να;λ
v
βj
) betrachten. Es soll hier allerdings nicht versucht werden, die Fu¨lle die-
ser Gleichungen weiter auszuwerten, sondern nur das prinzipielle Vorgehen skizziert
werden.
Nimmt man an, die , να und λ
v
β seien in U¨bereinstimmung mit all den Gleichungen
nach dem Vorbild (4.23) bestimmt, so bleibt die Forderung an T , da dieser globa-
le Multiplikator in Kombination mit den anderen die Bedingungen des Satzes von
Poincare (4.6) erfu¨llen mu, die nach dem Muster
@(T)
@α
=
@(Tνα)
@()
oder (4.24)
T
 
@
@α
− @
ν
α
@()
!
= να
@T
@()
− @
T
@α
(4.25)
zu bilden sind. Diese Vorgehensweise setzt keine weiteren Annahmen bezu¨glich der
physikalischen Natur der auftretenden Gro¨en voraus, man ko¨nnte sie daher als \vor-
urteilsfrei" vom mathematischen Standpunkt aus bezeichnen. Andererseits ist klar, da
sich auf diese Art noch keine wirklich relevanten Folgerungen ableiten lassen, denn wie
man leicht einsieht, sind die Gleichungen (4.23) und (4.25) samt aller anderen anzu-
schreibenden Gleichungen dieses Typs auf das einfachste zu erfu¨llen durch die Wahl
konstanter ’s. Dies ist aber bei na¨herem Hinschauen auch nicht verwunderlich, denn
wie man an der Form (4.20) der Gibbs-Gleichung gut erkennt, erha¨lt man in diesem
Fall als Dierential der Entropie eine einfache Summe von \totalen Dierentialen" von
verallgemeinerten Koordinaten des Systems bzw. von Produkten ebensolcher. Da die-
se Summe nun ohne weitere Mu¨he ein totales Dierential darstellt, ist leider eine so
triviale wie nutzlose Erkenntnis. Wenn man bei einer \Wanderung im Phasenraum" nur
die jeweilige A¨nderung der Koordinaten auntegriert, so verschwindet selbstversta¨nd-
lich jedes geschlossene Wegintegral. Allerdings ist mehr als fragwu¨rdig, ob die durch die
Wahl von konstanten ’s entstehende Entropie eine sinnvolle physikalische Interpreta-
tion erlaubt (zu konstanten Multiplikatoren siehe auch Seite 59). Eine solchermaen
triviale Bestimmung der Multiplikatoren fu¨hrt denn auch zu einer \trivialen Entropie",
die einfach aus einer gewichteten Summe von innerer Energie (), Volumenanteilen α
und Impulsen (βvβ) besteht, wobei die Gewichte konstant sind. Diese Summe wa¨re
zwar eine Funktion mit Potentialeigenschaften, ansonsten aber reichlich unsinnig. Denn
aufgrund des Terms λvβ  d(βvβ) wa¨re es zum Beispiel bei der Frage nach der Gro¨e
einer Entropie-A¨nderung von Bedeutung, in welche Richtung die Geschwindigkeiten
zeigen, da die konstanten λvβ willku¨rlich bestimmte Richtungen auszeichneten.
Resume zu den Integrabilita¨tsbedingungen
Das Beispiel am Ende des letzten Abschnitts macht klar, da allein die Untersuchung
der Potentialeigenschaften der Entropie keinesfalls ausreichend ist fu¨r eine sinnvolle
Bestimmung der Entropie. Zu diesem Schlu fu¨hrt auch direkt die Betrachtung der
Gleichung (4.20). Allgemeiner kann ein Dierential mit dem dort auftretenden Varia-
blensatz gar nicht aussehen. Da die rechte Seite nun den Bedingungen des Satzes
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von Poincare (4.6) Genu¨ge tun mu, bzw. da die Lagrange-Multiplikatoren die Be-
dingung von Frobenius (4.7) erfu¨llen mu¨ssen, wie im vorigen Abschnitt erla¨utert
wurde, ist klar und keine Folge der Auswertung des Entropie-Prinzips nach Liu und
Mu¨ller. Die Erkenntnis, die man dagegen diesem speziellen Verfahren und der mit
seiner Hilfe abgeleiteten Form (4.20) des Dierentials der Entropie verdankt, ist die-
jenige, da () die anderen Variablen aus dem Satz (2.6) quasi verbirgt. Die weite-
ren Folgerungen ko¨nnen nur mittels der Untersuchung der physikalischen Plausibilita¨t
der Terme gezogen werden und lassen sich nicht mathematisch aus der Integrabilita¨t
der Entropie ableiten. Das bedeutet auch, da man bei der weiteren Bestimmung der
Lagrange-Multiplikatoren notwendigerweise auf Annahmen und physikalische Prinzipi-
en angewiesen ist. Die Frage ist dann nur, welche plausibel sind, nicht aber, ob man
ohne auskommen kann. Solche Prinzipien, die hier in Frage kommen, sind die materi-
elle Objektivita¨t, Symmetrie-U¨berlegungen oder auch die Dimensionsanalyse. Letztere
kann zum Beispiel auch verwendet werden, um die Mo¨glichkeit zu u¨berpru¨fen, ob et-
wa einzelne Multiplikatoren konstant sein ko¨nnten. Im folgenden wird also untersucht,
wie man die Lagrange-Multiplikatoren u¨ber die Integrabilita¨t hinaus bestimmen oder
einschra¨nken kann.
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Kapitel 5
Weitere Bestimmung der
Multiplikatoren
Im Kapitel 4 stellte sich heraus, da es zur Bestimmung der Lagrange-Multiplikatoren,
die sich bei der Auswertung des Entropie-Prinzips nach Liu und Mu¨ller ergeben, nicht
ausreichend ist, zu fordern, da die gefundene Gibbs-Gleichung (4.20) fu¨r die Entropie
ein totales Dierential bildet. Die sich dabei ergebenden Integrabilita¨tsbedingungen lie-
fern fu¨r sich alleine kaum konkrete Einschra¨nkungen, vielmehr vermitteln sie eine Fu¨lle
von Zusammenha¨ngen zwischen den Konstitutiv-Gleichungen fu¨r die innere Energie 
und denen fu¨r die Multiplikatoren. Zusammen mit entsprechenden Annahmen bezu¨glich
der inneren Energie la¨t sich mit ihrer Hilfe also auch etwas u¨ber die Multiplikatoren
sagen, diese Aussagen folgen dann aber direkt aus den fu¨r  gemachten Annahmen
und nicht etwa aus dem Entropie-Prinzip selbst. Dieser Ansatz wird spa¨ter (Seite 64)
in diesem Kapitel weiter verfolgt.
Neben der Integrabilita¨t gibt es noch andere Prinzipien, die erfu¨llt sein mu¨ssen fu¨r
eine vernu¨nftige Denition der Entropie oder des Entropieflusses, und die sich also zur
Bestimmung der Lagrange-Multiplikatoren eignen ko¨nnten. Hierzu za¨hlen die Dimen-
sionshomogenita¨t (die von jeder Gleichung zu fordern ist), die Additivita¨t der Entropie
oder auch das Prinzip, da keine \Fernwirkungen" mo¨glich sein sollten, bei denen
Werte von Feldern an einer bestimmten Position in direkter Weise Felder an ganz an-
deren Stellen des Raums beeinflussen1. Zuerst soll in diesem Rahmen noch einmal die
Mo¨glichkeit konstanter Multiplikatoren untersucht werden.
5.1 Betrachtung konstanter Multiplikatoren
Oben (Seite 56) wurde zwar am Beispiel der λvα schon die Mo¨glichkeit ausgeschlos-
sen, da etwa alle Lagrange-Multiplikatoren konstant sein ko¨nnten. Damit ist jedoch
1Auf mittelbare Weise ist ein solcher Einflu natu¨rlich vorhanden bzw. denkbar, jedoch ist der
unmittelbare Abha¨ngigkeitsbereich durch (2.6) als innitesimal klein vorgegeben.
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noch nicht klar, ob nicht einzelne immerhin noch durch einfache Konstanten gegeben
sein ko¨nnten. Dabei stellt sich dann die Frage nach typischen oder charakteristischen
Werten, welche die richtige Dimension besitzen und als Koezienten im Dierential
der Entropie nicht zu widerspru¨chlichen Ergebnissen fu¨hren. Die Frage nach typischen
Gro¨en soll zuerst untersucht werden.
5.1.1 Charakteristische Konstanten
Gesucht sind Konstanten mit den physikalischen Einheiten 1=[Temperatur], [Ener-
gie=(VolumenTemperatur)] und [Geschwindigkeit=Temperatur], denn dies sind die Ein-
heiten der , να und λ
v
α. Potentielle Kandidaten fu¨r solche Konstanten sind die Ent-
wicklungskoezienten der an den Gleichungen (3.2)-(3.10) beteiligten Funktionen. Die-
se Funktionen ha¨ngen nach der getroenen Konstitutiv-Annahme von den Variablen in
(2.6) ab, und da eine Funktion so jeweils aus Argumenten verschiedener physikalischer
Einheiten einen Wert in einer anderen Einheit liefert, tauchen bei der mathemati-
schen Formulierung dieses Sachverhalts zur Ent- bzw. Redimensionierung eben solche
Konstanten auf, wie sie hier gesucht sind. Diese Konstanten sind dann genau die Ent-
wicklungskoezienten Cff...g einer solchen hier stellvertretend f genannten Funktion
2
f =
X
Cffnθ,n(gradθ),nνα ,...g  nθ(grad)ngradθnναα : : : : (5.1)
Wie auch immer man die Koezienten deniert, ob man fu¨r jede Potenz je einen eige-
nen ansetzt, oder aber die Koezienten wiederum aus Potenzen von charakteristischen
Konstanten zusammensetzt, in jedem Fall steht ein reichhaltiger \Fundus" an geeignet
erscheinenden Konstanten beliebiger physikalischer Dimension bereit. Konstanten als
Bausteine fu¨r die Lagrange-Multiplikatoren zu nden, scheint nicht weiter schwierig zu
sein. Es ergibt sich jedoch ein anderes Problem.
Wie auch immer man potentielle Kandidaten fu¨r konstante Lagrange-Multiplikatoren
auswa¨hlt, es gilt, da ihr absoluter Wert entweder vergleichsweise beliebig ist3, oder
aber er ist origina¨r materialabha¨ngig. Damit ergibt sich gerade im Kontext der Mi-
schung das folgende Problem: Wie soll es mo¨glich sein, da eine allgemeine Konstante
wie  ohne weitere Umsta¨nde direkt von Eigenschaften einer Konstituenten abha¨ngt,
die eventuell nur einen kleinen Teil der Gesamtmischung ausmacht, oder in Teilberei-
chen u¨berhaupt nicht auftritt ?
Eine solche Abha¨ngigkeit scheint nicht denkbar, ohne da nicht der Einflu der ent-
sprechenden Konstanten etwa durch Multiplikation mit dem Volumenanteil der sie lie-
fernden Konstituenten begrenzt wird. Damit jedoch handelt es sich bei dem gebildeten
2Da diese Funktionen hier als in Potenzreihen entwickelbar angenommen sind, stellt eine zu ver-
nachla¨ssigende Einschra¨nkung der Allgemeinheit dar.
3Dies wa¨re zum Beispiel fu¨r die Boltzmann-Konstante kB der Fall. Es wa¨re erst noch nachzuweisen,
da ihr spezieller Wert in diesem Kontext eine besondere Rechtfertigung hat. Das gleiche mu¨te
man dann auch beispielsweise fu¨r die Lichtgeschwindigkeit etc. nachholen. Dies erscheint { vorsichtig
formuliert { doch etwas weit hergeholt.
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Lagrange-Multiplikator nicht mehr um eine Konstante. Fu¨r  ko¨nnte man eventuell
noch hinnehmen, da statt einer nicht aufzundenden, sinnvoll bestimmten Konstan-
ten eine \beliebige" wie die Boltzmann-Konstante kB gewa¨hlt wird, da die Entropie als
ganzes ja einer gewissen Skalierungsfreiheit unterliegt (siehe Seite 50). Jedoch erscheint
es unmo¨glich, das gleiche mit einer gerichteten Geschwindigkeit und einer Energiedichte
zu vollfu¨hren.
Auch die Kombination eines konstanten  mit nichttrivialen να und λ
v
β ist nicht er-
folgversprechend. Denn da der Ausdruck  d() in (4.20) mit konstantem  laut
Annahme (bezu¨glich der inneren Energie ()) fu¨r sich allein schon das Dierential ei-
nes Potentials darstellt, mu¨te dann der Rest der rechten Seite ebenfalls fu¨r sich allein
ein totales Dierential bilden, und zwar (siehe den Satz auf Seite 53) ausschlielich in
den Variablen α und vβ. Ohne jeden Bezug zur inneren Energie bzw. zur Temperatur
kann dies aber keine sinnvolle Denition der Entropie werden.
Das Konzept, konstante ’s zu nden, mu also aufgegeben werden, da ansonsten eine
Form der Gibbs-Gleichung entstu¨nde, die der physikalischen Anschauung zuwider la¨uft.
5.2 Betrachtung der Additivita¨t
Ein anderes Prinzip, das in diesem Zusammenhang oft verwendet wird, um na¨here
Aussagen u¨ber  bzw. entsprechende Gro¨en zu machen, ist das der Additivita¨t von
Energie und Entropie. Fu¨r diskrete Systeme ndet man eine solche Behandlung bei-
spielsweise bei Buchdahl [10], fu¨r einfache Kontinua bei Hutter [41]. Auch fu¨r eine
Mischung bietet sich der Versuch an, die Additivita¨t, also die Tatsache, da Gro¨en
wie innere Energie und Entropie als extensive Gro¨en mit der Ausdehnung des betrach-
teten Ko¨rpers wachsen, auszunutzen. Allerdings mu die Formulierung fu¨r die konti-
nuumsmechanische Betrachtung einer Mischung angepat werden. Um \globale"  zu
nden, betrachtet man einen Ko¨rper, der aus einer Mischung besteht, die sich soweit
im thermodynamischen Gleichgewicht bendet, da der Ko¨rper eine homogen verteilte
Temperatur besitzt. Dabei seien jedoch Prozesse mo¨glich, die lokal zu einer Entropie-
A¨nderung fu¨hren. Sollten diese Prozesse mit einer A¨nderung der inneren Energie und
der Temperatur verbunden sein, so mu¨ssen diese also so langsam vonstatten gehen, da
der Temperatur-Ausgleich wesentlich schneller erfolgt und zu jedem Zeitpunkt eine ho-
mogene Temperatur-Verteilung herrscht. Wenn unter diesen Annahmen noch relevante
Prozesse stattnden, so la¨t sich ein Gebiet A in dem betrachteten Ko¨rper nden, in
dem mit den Denitionen
dQ := d()
+
n−1X
α=1
n
~να − ~νn

+

^α~λ
v
α  vα − ^n~λ
v
n  vn
o
dα
+
nX
α=1
α~λ
v
α  dvα ; (5.2)
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DA() :=
Z
A
fd()g dv =
Z
A
f dQg dv ; (5.3)
DAQ :=
Z
A
fdQg dv (5.4)
das folgende gilt
DA() 6= 0 und DAQ 6= 0 : (5.5)
Die Gro¨e dQ ist hier ausdru¨cklich kein totales Dierential einer Gro¨e Q, wie man
versucht sein ko¨nnte, aus der Schreibweise zu schlieen. Es ist also nicht die Anwen-
dung eines Operators \d" auf ein etwaiges Potential \Q" gemeint, sondern es wird das
Dierential \dQ" insgesamt als eigensta¨ndige Gro¨e via (5.2) eingefu¨hrt. Die Dieren-
tiale in den Integralkernen der Gleichungen (5.3) und (5.4) sind so zu verstehen, da
die A¨nderung der jeweiligen Gro¨e wa¨hrend eines innitesimalen Zeit-Intervalles t
betrachtet wird. Die Integrale (5.3) und (5.4) fassen also die A¨nderung der Entropie
bzw. des der Wa¨rme analogen Ausdruckes dQ im Gebiet A wa¨hrend eines innitesi-
malen Teilschrittes des betrachteten Prozesses zusammen. Mit ihrer Hilfe la¨t sich nun
ein \integrales" A denieren
A :=
DA()
DAQ
; (5.6)
das fu¨r das Gebiet A den Zusammenhang zwischen d() und dQ beschreibt und
im Limes mit dem Feld  identisch ist, wenn das Gebiet A sich auf einen Punkt
zusammenschnu¨rt. Bei endlichem Gebiet A ist A funktional abha¨ngig vom Verlauf
der Funktionen d() und dQ im gesamten Gebiet. Diese Abha¨ngigkeit ist nur schwach
in dem Sinn, da einzelne isolierte Funktionswerte als solche nicht eingehen. Unter der
Annahme, da man A nun weiter zerlegen kann in zwei Teilgebiete B und C, fu¨r die
gilt DBQ 6= 0 und DCQ 6= 0, lassen sich fu¨r diese Gebiete zu (5.6) analoge Denitionen
machen, die B und 

C erkla¨ren. Damit la¨t sich schreiben
DA() = A DAQ ; DB() = 

B DBQ ; DC() = 

C DCQ : (5.7)
Nun gilt des weiteren, da sowohl D() als auch DQ nach ihren Denitionen additiv
sind, damit ist zu fordern
DAQ = DBQ+ DCQ ; (5.8)
DA() = DB() + DC() (5.9)
= A (DAQ) = 

A (DBQ + DCQ) (5.10)
= A
 
DB()
B
+
DC()
C
!
: (5.11)
La¨t man die A¨nderungen, die mit \D : : :" zusammengefat sind, innitesimal klein
werden und schreibt vereinfachend s fu¨r die Entropie im Gesamtgebiet A und sB bzw.
sC fu¨r diejenige in den Teilgebieten B bzw. C, so lautet die Gleichung (5.11)
ds = gB dsB + gC dsC ; (5.12)
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wobei die Funktionen gI fu¨r die Quotienten der Lagrange-Multiplikatoren A=

I ste-
hen. Mit dem Satz u¨ber die funktionalen Abha¨ngigkeiten von Dierentialkoezienten
(Seite 53) folgert man, da die Funktionen gB und gC nur von den Variablen sB und sC
abha¨ngen ko¨nnen
gB = g^B(sB; sC) ; gC = g^C(sB; sC) : (5.13)
Eine solche Abha¨ngigkeit wirft aber mehrere Probleme auf. So ist die Entropie sB
oder sC eine additive (extensive) Gro¨e, deren Wert mit der Gro¨e des entsprechenden
Teilsystems wa¨chst oder fa¨llt, der Lagrange-Multiplikator  und auch sein durch (5.6)
deniertes \integrales Analogon" A sind dagegen von Natur aus intensive Gro¨en
{ und diese Eigenschaft vererbt sich auch beim Bilden eines Quotienten aus solchen
Gro¨en. Auch erscheint es seltsam, da in den \Gewichtungsfaktor" gB Werte von
Variablen des Gebietes C eingehen sollten, wie es hier die Entstehung von gB nahelegt. In
der Konsequenz mu¨ssen die Funktionen gI einfache Konstanten sein. Noch drastischer
schra¨nkt die folgende U¨berlegung die gI ein. Da man ja die Funktion s als Funktion
der beiden Variablen sB und sC in der Form s = sB + sC kennt, kann man auch direkt
schreiben
gI =
@s
@sI
= 1 ; (5.14)
die gI sind also nicht nur konstant, auch der Wert der Konstanten steht fest. Damit
mu¨ssen die A, 

B und 

C aber allesamt den gleichen Wert annehmen und ko¨nnen nur
von den Variablen abha¨ngen, die ihnen gemeinsam sind. Die einzige Variable, von der
dies nach Voraussetzung klar ist, ist aber die empirische Temperatur . Diese Schlu-
weise legt also nahe, da die Funktion A und damit dann auch 
 eine universale
Funktion der empirischen Temperatur allein sei.
Dazu ist allerdings zu bemerken, da der Gedankengang einige Schwa¨chen besitzt. So
sind die Annahmen, die eingangs getroen wurden, sehr einschra¨nkend. Das betrach-
tete Gebiet soll sich stets im { wenigstens lokalen { Gleichgewicht benden, trotzdem
sollen aber noch Prozesse mo¨glich sein, die die Entropie in einem Teilgebiet a¨ndern, ein
direkt benachbartes Gebiet aber nicht beeinflussen (und dies ohne Sto¨rung des ther-
modynamischen Gleichgewichtes). Es ist nicht klar, inwieweit solche Beispielprozesse
u¨berhaupt existieren. Gibt es solche Prozesse aber nicht, dann machen Denitionen
wie (5.6) keinen Sinn, oder die aufzustellenden Gleichungen erscho¨pfen sich in \0 = 0",
woraus schlechterdings nichts mehr zu schlieen ist. Die formale Auswertung der Glei-
chungen (5.11)/(5.12) setzt eine Unabha¨ngigkeit der beteiligten Gro¨en voraus, von der
man noch nicht wei, ob sie gegeben ist. Man la¨uft prinzipiell Gefahr, mit den fu¨r die
Beispielprozesse getroenen Annahmen bestimmte Abha¨ngigkeiten fu¨r die Entropie zu
unterstellen oder auszuschlieen, obwohl man doch eben diese erst untersuchen wollte.
Dieser Versuch, die Additivita¨t von Energie und Entropie zur Bestimmung der La-
grange-Multiplikatoren auszunutzen, liefert also zwar einen Hinweis darauf, da  als
universelle Funktion der Temperatur  vorstellbar ist und dann mit der thermody-
namischen Temperatur bzw. ihrem Kehrwert identiziert werden ko¨nnte. Ein Beweis
fu¨r diese Vermutung ist aber so nicht zu erbringen. Die Additivita¨t von Energie und
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Entropie ist durch die Denitionen u¨ber jeweils eine korrespondierende Dichte schon
vollsta¨ndig gewa¨hrleistet und liefert keine zwingenden Einschra¨nkungen fu¨r die kon-
stitutiven Abha¨ngigkeiten der Lagrange-Multiplikatoren. Nachdem die Versuche, die
Entropie bzw. die Lagrange-Multiplikatoren mittels der Forderungen der Dimensions-
homogenita¨t oder der Additivita¨t der Entropie konstitutiv einzuschra¨nken, weitgehend
gescheitert sind, wird nun zur Konkretisierung der Multiplikatoren von dem nicht
ganz befriedigenden Mittel der konstitutiven Einschra¨nkung der inneren Energie 
Gebrauch gemacht, wie es eingangs dieses Kapitels angeku¨ndigt wurde. Somit wird der
Punkt, an dem Konstitutiv-Annahmen gemacht werden, von den Multiplikatoren zur
inneren Energie verschoben.
5.3 Notwendige weitere Annahmen
Man kommt nicht umhin, Annahmen fu¨r die funktionale Abha¨ngigkeit zum Beispiel
der inneren Energie () zu machen, um die Lagrange-Multiplikatoren na¨her zu bestim-
men. Daher erfolgt in diesem Abschnitt wieder eine Konkretisierung der Formulierung,
bei der dann auch der Satz an Konstitutiv-Variablen (2.6) explizit verwendet wird. Die
in der Gibbs-Gleichung (4.20) zusammengefaten Gleichungen ((3.2)-(3.7)) beinhalten
im wesentlichen die ersten Ableitungen von () und () nach , grad, α, gradα, vα
und gradvα. Dierenziert man diese Gleichungen kreuzweise ein weiteres Mal nach je-
weils einer anderen Variable, so kann man also die gemischten zweiten Ableitungen von
() und () vergleichen und die Forderungen, die sich aus dem Satz von Poincare
(4.6) ergeben, explizit in diesen Variablen ausdru¨cken. Im folgenden ist in jeder ange-
schriebenen Gleichung jeweils eine ganze Gruppe von Gleichungen zusammengefat, die
sich nur durch einen laufenden Index unterscheiden. Der U¨bersichtlichkeit halber soll
vereinbart werden, da die in den Gleichungen (5.15) bis (5.33) auftretenden Indizes 
und  jeweils von 1 bis (n− 1) laufen und die Indizes  und  { so vorhanden { von 1
bis n. Als erstes Beispiel folgt die Gleichung, die sich aus der Forderung ergibt, da es
beim Ableiten von () oder () nach  und α nicht auf die Reihenfolge ankommen
darf
0 =
@
@
@()
@α
− @

@α
@()
@
+
@
@

(να − νn) + (^αλvα  vα − ^nλvn  vn)

: (5.15)
Eine gro¨ere Gruppe von Gleichungen erha¨lt man, wenn man die gemischten Ableitun-
gen nach der Temperatur  und den Gradienten grad, gradα und gradvβ betrachtet
0 =
@
@
@()
@grad
− @

@grad
@()
@
; (5.16)
0 =
@
@
@()
@gradα
− @

@gradα
@()
@
; (5.17)
0 =
@
@
@()
@gradvβ
− @

@gradvβ
@()
@
; (5.18)
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0 =
@
@gradα
@()
@grad
− @

@grad
@()
@gradα
; (5.19)
0 =
@
@grad
@()
@gradvβ
− @

@gradvβ
@()
@grad
; (5.20)
0 =
@
@gradα
@()
@gradvβ
− @

@gradvβ
@()
@gradα
; (5.21)
0 =
@
@gradα
@()
@gradγ
− @

@gradγ
@()
@gradα
; (5.22)
0 =
@
@gradvδ
@()
@gradvβ
− @

@gradvβ
@()
@gradvδ
: (5.23)
Beim Betrachten der gemischten Ableitungen nach α und den Gradienten erha¨lt man
0 =
@
@grad
@()
@α
− @

@α
@()
@grad
+
@
@grad

(να − νn) + (^αλvα  vα − ^nλvn  vn)

; (5.24)
0 =
@
@gradγ
@()
@α
− @

@α
@()
@gradγ
+
@
@gradγ

(να − νn) + (^αλvα  vα − ^nλvn  vn)

; (5.25)
0 =
@
@gradvβ
@()
@α
− @

@α
@()
@gradvβ
+
@
@gradvβ

(να − νn) + (^αλvα  vα − ^nλvn  vn)

: (5.26)
Die Untersuchung der zweiten Ableitungen nach vβ und den Gradienten liefert
0 =
@
@gradvδ
@()
@vβ
− @

@vβ
@()
@gradvδ
+
@
@gradvδ

βλ
v
β

; (5.27)
0 =
@
@gradα
@()
@vβ
− @

@vβ
@()
@gradα
+
@
@gradα

βλ
v
β

; (5.28)
0 =
@
@grad
@()
@vβ
− @

@vβ
@()
@grad
+
@
@grad

βλ
v
β

: (5.29)
Die letzten Gleichungen, die sich aus den Integrabilita¨tsbedingungen ergeben, erha¨lt
man, wenn man die gemischten Ableitungen von () und () nach den Variablenpaa-
ren (;vβ) und (α;vβ) betrachtet
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0 =
@
@
@()
@vβ
− @

@vβ
@()
@
+ β
@λvβ
@
; (5.30)
0 =
@
@vβ
@()
@α
− @

@α
@()
@vβ
+
@
@vβ

(να − νn) + (^αλvα  vα − ^nλvn  vn)

− @
@α

βλ
v
β

(5.31)
sowie die Ableitungen nach den gemischten Paaren (α; γ) und (vβ;vδ)
0 =
@
@γ
@()
@α
− @

@α
@()
@γ
+
@
@γ

(να − νn) + (^αλvα  vα − ^nλvn  vn)

− @
@α

(νγ − νn) + (^γλvγ  vγ − ^nλvn  vn)

; (5.32)
0 =
@
@vβ
@()
@vδ
− @

@vδ
@()
@vβ
+
@
@vβ

δλ
v
δ

− @
@vδ

βλ
v
β

: (5.33)
Man erkennt, da die Gleichungen (5.15) bis (5.33) wie erwa¨hnt im wesentlichen Ver-
knu¨pfungen der Ableitungen der Lagrange-Multiplikatoren und der inneren Energie
() beinhalten. Wenn letztere als prinzipiell bekannt bzw. fu¨r gegebene Materialien
theoretisch verfu¨gbar vorausgesetzt wird, ko¨nnen die Gleichungen daher als Bestim-
mungsgleichungen fu¨r die Multiplikatoren gelten. Ist dagegen () selbst weitgehend
unbekannt, so liefern die Gleichungen zwar eine Fu¨lle an Beziehungen zwischen der in-
neren Energie und den Lagrange-Multiplikatoren, bestimmen jedoch letztendlich keine
Gro¨e denitiv.
Um die Auswertung hier weiter treiben zu ko¨nnen, wird nun angenommen, da { unter
ausdru¨cklicher Abweichung vom auf Seite 29 formulierten A¨quipra¨senz-Prinzip { die
innere Energie () nicht von den Variablen grad, gradα oder gradvβ abha¨ngt
 =  (; α;vβ) : (5.34)
Diese Eigenschaft u¨bertra¨gt sich mittels der Gleichungen (5.16)-(5.18) auf , da sowohl
die innere Energie () als auch  als integrierender Nenner der Entropie mit Sicherheit
von der Temperatur  abha¨ngig sind. Es gelten die folgenden A¨quivalenzen
@()
@grad
= 0 () @

@grad
= 0 ; (5.35)
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@()
@gradα
= 0 () @

@gradα
= 0 ; (5.36)
@()
@gradvα
= 0 () @

@gradvα
= 0 : (5.37)
Zu betonen ist aber, da auch umgekehrt tatsa¨chlich auftretende Abha¨ngigkeiten von
den Gradienten sich paarweise entsprechen mu¨ssen4
@()
@grad
6= 0 () @

@grad
6= 0 ; (5.38)
@()
@gradα
6= 0 () @

@gradα
6= 0 ; (5.39)
@()
@gradvα
6= 0 () @

@gradvα
6= 0 : (5.40)
Sollten sich also Materialien nden lassen, die zum Beispiel u¨ber eine Abha¨ngigkeit
der inneren Energie () von grad oder gradα verfu¨gen, so schreiben die Gleichungen
(5.16)-(5.18) oensichtlich vor, da auch  diese Abha¨ngigkeit u¨bernimmt.
In dieser Arbeit wird nach (5.34) die Gu¨ltigkeit der linken Seiten der Gleichungen
(5.35)-(5.37) vorausgesetzt. Dies scheint zumindest als Arbeitshypothese vertretbar, da
die innere Energie der Mischung nach (1.21) aus einem diusiven Anteil besteht, der
oensichtlich nicht von den genannten Gradienten abha¨ngt, und einem inneren Anteil
der Konstituenten, fu¨r den eine solche, hier ausgeschlossene Abha¨ngigkeit zumindest
ungewo¨hnlich wa¨re5.
Unter einfacheren Konstitutiv-Annahmen als sie (2.6) entsprechen, lassen sich auch
die rechten Seiten von (5.35)-(5.37) zeigen. So fu¨hrt dies Mu¨ller mehrfach (siehe [57]
oder auch [60]) fu¨r nicht-viskose Flu¨ssigkeiten durch bzw. setzt die zur linken Seite von
(5.35)-(5.37) a¨quivalenten Annahmen von vorneherein ohne weitere Motivation voraus.
Das Gedankenexperiment, das er verwendet, arbeitet mit den Sprungbedingungen an
einer idealen Wand zwischen einer Mischung und einem einfachen Fluid oder einem
idealen Gas. Doch um diese auswerten zu ko¨nnen, mu vorher klar sein, wie sich etwa
ρη darstellen la¨t. Dazu sind wiederum Annahmen vonno¨ten, so da also kein echter
Vorteil gegenu¨ber obigem Vorgehen erzielt wird (es wird sogar im Gegenteil schwieriger,
zu verfolgen, welche Annahmen den abgeleiteten Aussagen zugrunde liegen).
4Dieser enge konstitutive Zusammenhang zwischen (ρ) und λ ist nach den Bemerkungen auf Seite
54 u¨ber den Variablensatz der Entropie und der Lagrange-Multiplikatoren auch nicht erstaunlich.
5Eine Folge der Einschra¨nkung der inneren Energie durch (5.34) ist zum Beispiel bei der Aus-
wertung fu¨r das thermodynamische Gleichgewicht im na¨chsten Kapitel, da die Restungleichung der
Entropie (6.1) in die vergleichsweise u¨bersichtliche Form (6.17) gebracht werden kann, und da dann
auch die Ausdru¨cke fu¨r die Gleichgewichtswerte des Wa¨rmestroms q (6.25), der Impulswechselwir-
kungsterme mα (6.27) und der Spannungstensoren Tα (6.28) konkret bestimmbar werden. Ohne
(5.34) erga¨be sich etwa fu¨r Tα im Gleichgewicht nicht die einfache Form (6.31), sondern es wa¨ren in
dieser Gleichung noch Terme der Art (gradνα ⊗ gradνα) vertreten. Ob eben solche Terme dort nicht
eventuell auftauchen sollten, ist eine nicht unberechtigte Frage. Dies soll hier aber nicht diskutiert
werden.
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Hier soll es vorerst bei der erkla¨rten Annahme bleiben, da bei den betrachteten Mate-
rialien die innere Energie nicht von den Gradienten unter den freien Variablen abha¨ngt.
Mit dieser Annahme jedoch sind die in der ersten Gruppe verbliebenen Gleichungen
(5.19)-(5.23) trivial erfu¨llt und liefern keine Information mehr. Auch die Gleichungen
(5.24)-(5.26) der na¨chsten Gruppe vereinfachen sich in der Folge deutlich, sie reduzieren
sich auf das Verschwinden der jeweils zweiten Zeile
0 =
@
@grad

(να − νn) + (^αλvα  vα − ^nλvn  vn)

; (5.41)
0 =
@
@gradβ

(να − νn) + (^αλvα  vα − ^nλvn  vn)

; (5.42)
0 =
@
@gradvβ

(να − νn) + (^αλvα  vα − ^nλvn  vn)

: (5.43)
Diese Gleichungen verknu¨pfen die Ableitungen der (να − νn) und der λvα nach den
Gradienten im Variablensatz (2.6). Auch die na¨chsten drei Gleichungstypen (5.27)-
(5.29) vereinfachen sich wesentlich
@λvα
@grad
= 0 ;
@λvα
@gradβ
= 0 ;
@λvα
@gradvβ
= 0 : (5.44)
Die Lagrange-Multiplikatoren λvα fu¨r die Impulsbilanzen ha¨ngen also aufgrund der ent-
sprechenden Annahme fu¨r die innere Energie ebenfalls nicht von den Gradienten in (2.6)
ab, das gleiche gilt nach den Gleichungen (5.41)-(5.43) fu¨r die Lagrange-Multiplikatoren
να der Volumenbilanzen bzw. fu¨r die Dierenzen ^
ν
α := (
ν
α − νn)6. Damit kann also
aufgrund der diesbezu¨glichen Annahme fu¨r die innere Energie () der gesamte Satz
der Lagrange-Multiplikatoren nur von der Temperatur , den Volumenanteilen α und
den Geschwindigkeiten vα abha¨ngen
 = (; α;vα); ^
ν
α = ^
ν
α(; β;vβ); 
v
α = 
v
α(; β;vβ) : (5.45)
Resume zu den Lagrange-Multiplikatoren
Allein durch die Integrabilita¨tsbedingungen { hier durch den Satz von Poincare
(4.6) bzw. die Gleichungen (5.15)-(5.33) repra¨sentiert, die Bedingungen von Frobe-
nius (4.7) sind dann automatisch erfu¨llt { lassen sich die Multiplikatoren ebensowenig
eindeutig bestimmen wie durch U¨berlegungen zur Dimensionshomogenita¨t der Glei-
chungen oder zur Additivita¨t der beteiligten Gro¨en. Es ist vielmehr klar, da das
6Wie schon fru¨her (siehe Seite 38) festgestellt wurde, sind diese Dierenzen auch die eigentlichen
Variablen und nicht die λνα selbst. Man sollte eigentlich mit dem Satz λ^
ν
1 , . . . , λ^
ν
n−1, λνn arbeiten.
Diese Neubezeichnung wurde nicht allgemein durchgefu¨hrt, um das Zuru¨ckverfolgen der Gro¨en nicht
unno¨tig zu erschweren.
V.3 Weitere Annahmen 69
konstitutive Verhalten der Lagrange-Multiplikatoren notwendigerweise eng mit dem
der inneren Energie gekoppelt ist (die Feststellung dieses Zusammenhangs ist aller-
dings wiederum der Integrabilita¨ts-Untersuchung zu danken). Wie auch immer man
also eine konstitutive Einschra¨nkung der Multiplikatoren im einzelnen motiviert, die
Folge ist eine gleichgeartete Einschra¨nkung der inneren Energie. Es liegt nahe, die-
sen Sachverhalt in umgekehrter Weise zu verwenden und durch eine bewut getroene
Konstitutiv-Annahme fu¨r die innere Energie auch die Lagrange-Multiplikatoren ein-
zuschra¨nken, wie es hier mit der Vereinbarung (5.34) geschehen ist. Die diesbezu¨gli-
che Betrachtung hat eher exemplarischen Charakter, es lassen sich sicher auch andere
Konstitutiv-Annahmen motivieren als die hier getroenen. Doch zum einen kann die
konstitutive Einschra¨nkung der inneren Energie nach dem Muster (5.34) als plausibel
gelten und wird daher als der Normalfall angesehen. Und zum anderen lassen sich mit
den durch diese Annahme implizierten Folgerungen die Betrachtungen des na¨chsten
Kapitels wesentlich vereinfachen.
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Kapitel 6
Untersuchung der anderen
unbestimmten Gro¨en
Die Aufmerksamkeit des letzten Kapitels galt allein den Lagrange-Multiplikatoren, die
konkret bestimmt sein mu¨ssen, sofern man die mit ihrer Hilfe erhaltene Formulierung
anwenden mo¨chte. Doch sind diese Multiplikatoren nicht die einzigen Gro¨en in den
Bilanz- oder Feldgleichungen fu¨r die Volumenanteile ((1.6) bzw. (1.11)), die Impulse
(1.13) und die Energie (1.30), die noch unbestimmt sind. Nach wie vor sind auch die
konstitutiven Abha¨ngigkeiten fu¨r die Impulsaustauschterme mα, die spezischen inne-
ren Energien α, die Wa¨rmestro¨me qα und die Partialspannungstensoren T α nicht so
weit gekla¨rt, da man mit Hilfe der Gleichungen explizite Ergebnisse erhalten ko¨nnte.
Diese Kla¨rung voranzutreiben war das eigentliche Ziel bei der Einfu¨hrung und bisheri-
gen Auswertung des Entropie-Prinzips. Der Nutzen der Integrabilita¨tsbeziehungen fu¨r
die aus dem Entropie-Prinzip abgeleitete Dierentialform der Entropie erscho¨pft sich
zu einem guten Teil leider durch die im Gegenzug notwendig gewordene Bestimmung
der neu eingefu¨hrten Lagrange-Multiplikatoren. Doch der zweite Teil des Entropie-
Prinzips, die zu erfu¨llende Restungleichung, ist bisher noch nicht ausgewertet worden
und kann nun dazu dienen, sich zumindest u¨ber die mα, qα und T α eine gewisse
Klarheit zu verschaen (zu α wurde im letzten Kapitel schon einiges gesagt). Auch
lohnt es sich, die zur Dierentialform der Entropie (4.20) geho¨renden Einzelgleichun-
gen (3.2)-(3.7) noch einmal anzuschauen, nachdem entsprechende Annahmen fu¨r die
Lagrange-Multiplikatoren gemacht sind und ihre Aussagekraft so gewissermaen ei-
nerseits eingeschra¨nkt (durch die Beschneidung der Allgemeinheit) andererseits aber
gesta¨rkt wurde (die \willku¨rliche" Konkretisierung der Muliplikatoren erlaubt dann
entsprechend auch konkretere Aussagen fu¨r den Rest der Formulierung).
6.1 Die Restungleichung der Entropie
Streicht man in der Ungleichung (2.8) die Terme, die nach dem Satz von Liu bzw.
den Gleichungen ((3.2)-(3.10)) verschwinden, so erha¨lt man eine wesentlich reduzierte
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Entropie-Ungleichung (die in der symbolischen Schreibweise von Seite (34) die Form
 − λ  b  0 besitzt)
8<:@
ρη
@
+
nX
β=1
λvβ 
@T β
@
− @q
@
9=;  grad
+
(n−1)X
α=1
(
(νnun − ναuα) + (^n(λvn  vn)un − ^α(λvα  vα)uα)
−
 
@q
@α
− @q
@n
!
+
 
@ρη
@α
− @
ρη
@n
!
+
nX
β=1
λvβ 
 
@Tβ
@α
− @Tβ
@n
!
+
 

T

+ ( − )1
!
(^αuα − ^nun)
)
 gradα
+
nX
α=1
(
@ρη
@vα
+ αv ⊗ λvα − 
@q
@vα
+
nX
β=1
λvβ 
@T β
@vα
− α(λvα ⊗ vα)
+(α( − )− ναα − αλvα  vα)1 + 
α

T
)
 gradvα
+
nX
α=1
fναnα + λvα mαg  0 : (6.1)
Es bietet sich an, ha¨ug auftretende Variablen-Kombinationen unter neuem Namen
zusammenzufassen, um die Gleichungen etwas u¨berschaubarer zu machen. So fu¨hrt
man einen Extra-Entropieflu k ein
k := q −
nX
α=1
λvα  T α − ρη ; (6.2)
der die Dierenz zwischen (q−Pnα=1 λvα T α) und dem Entropieflu ρη mit. Folgt
man fru¨heren thermodynamischen Formulierungen oder vergleicht den hier gegebenen
Fall mit Arbeiten, in denen etwas einfachere Materialien untersucht werden (siehe z.B.
wiederum Mu¨ller [57, 60]), so ist man versucht, diese Dierenz Null zu setzen. Diese
Identikation von ρη mit (q−Pnα=1 λvα T α) ist jedoch eine Annahme, die hier nicht
zwingend ist und zumindest vorerst vermieden werden soll. Eine weitere Variablen-
Kombination, die in den Gleichungen (3.2) bis (3.7) auftritt, legt die Denition einer
freien Energie  nahe
 := ( − ) : (6.3)
Allerdings stimmen die Denitionen (6.2) und (6.3) erst dann mit den sonst u¨blichen
u¨berein, wenn der Lagrange-Multiplikator der Mischungs-Energiebilanz  mit der \ab-
soluten Ka¨ltefunktion" 1= identiziert wird
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 =
1

: (6.4)
Die Gleichung (6.4) wurde von Liu und Mu¨ller abgeleitet fu¨r ein einzelnes Fluid, das
durch eine ideale du¨nne Wand von einem realen Gas getrennt ist. In dem komplexeren
Kontext dieser Arbeit ist sie eine { wenn auch sehr plausible { Annahme, zu der noch
einige Bemerkungen gemacht werden sollten. Klar ist, da  als integrierender Nen-
ner des Dierentials der Entropie, der Gibbs-Gleichung (etwa in der Gestalt (3.21)),
angesehen werden kann. Damit ist der Begri \absolute" oder \thermodynamische"
Temperatur nur ein anderer Name fu¨r den Ausdruck 1=, wobei diese Temperatur
dann mit dem Symbol T bedacht werden sollte, um sie von der \empirischen" Tem-
peratur  zu unterscheiden (siehe auch Seite 25). Nicht trivial ist dagegen die in (6.4)
vorgenommene Identikation von T mit . Fu¨r einfache Systeme, bei denen man et-
wa u¨ber Zustandsgleichungen fu¨r die innere Energie und den Druck als Funktion der
empirischen Temperatur und der Dichte verfu¨gt, kann man eine konkrete Beziehung
zwischen T und  ableiten, die zum Beispiel fu¨r ein ideales Gas besagt, da die beiden
bis auf einen belanglosen konstanten Faktor gleich sind (siehe wiederum Hutter [41]).
Fu¨r die in dieser Arbeit betrachtete Mischung konnte zwar plausibel gemacht werden,
da  und damit T eine universelle Funktion der empirischen Temperatur  sein ko¨nn-
te (siehe Seite 63), bewiesen werden konnte dies aber nicht. Eine Vorgehensweise ist
es nun, mit der empirischen Temperatur zu starten und dann anzunehmen, da die
Identikation T =  gerechtfertigt ist, so geschah es hier. Eine andere Interpretation
wa¨re es, solange wie mo¨glich nicht von der Temperatur zu sprechen, sondern nur die
innere Energie () als Variable zu verwenden (siehe hierzu Seite 54) und die Tempe-
ratur { dann gleich als absolute oder thermodynamische Temperatur { erst u¨ber den
integrierenden Nenner 1= der Gibbs-Gleichung einzufu¨hren. Welche Sichtweise man
auch bevorzugt, in jedem Fall wird ab jetzt das Symbol  gleichbedeutend mit der
thermodynamischen Temperatur verwendet.
Die Denition von  (1.21) la¨t es sinnvoll erscheinen, einen inneren Anteil  I der
freien Energie  zu denieren
 I :=
(
 − 1
2
nX
α=1
α(uα  uα)
)
; (6.5)
u¨ber dessen Ableitung nach vα sich mittels der Gleichung (3.6) die folgende Aussage
machen la¨t
@( I)
@vα
= − α(λvα + uα) : (6.6)
Es ist nun wiederum plausibel, anzunehmen, da auer der expliziten Abha¨ngigkeit
von uα u¨ber die Denition (1.21) von  keine weiteren impliziten in  verborgen sind.
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Diese Argumentation
@( I)
@vα
= 0 (6.7)
fu¨hrt zu folgender Gleichung
λvα = −
1

uα ; (6.8)
womit ein weiterer Satz von Lagrange-Multiplikatoren bestimmt ist (und dies ist wie-
derum direkt mit einer entsprechenden Annahme (6.7) fu¨r ein thermodynamisches
Potential, in diesem Fall  verbunden). Mit den erhaltenen Werten fu¨r  und λvα
liefern die Gleichungen (3.4) Bestimmungsgleichungen fu¨r die ersten (n− 1) Lagrange-
Multiplikatoren να bzw. deren Dierenzen zu 
ν
n
^να := (
ν
α − νn) = −
1

(  
@( )
@α
− @( )
@n
!
+ (^αuα  vα − ^nun  vn)
)
: (6.9)
Der letzte Multiplikator νn dagegen bleibt unbestimmt und spielt die Rolle einer un-
abha¨ngigen Variable, die mit der Zwangsbedingung der Sa¨ttigung korrespondiert. Da-
mit kommen wir auf das fru¨her (Seite 13) erwa¨hnte Schlieproblem zuru¨ck. Durch die
Annahme der Sa¨ttigung der Mischung entel ein Volumenanteil (n) als freie Varia-
ble, wohingegen die entsprechende Volumenbilanz (1.11) als unabha¨ngige Gleichung
bestehen blieb. Andererseits fu¨hrt die Sa¨ttigung dazu, da die Gleichungen (3.4) nur
die ersten (n− 1) Lagrange-Mutiplikatoren να bestimmen und νn frei bleibt. Die wei-
tere Untersuchung zeigt, da die Gro¨e νn von der Dimension und dem Auftreten
in den Gleichungen (siehe etwa Seite 81) die Rolle eines Sa¨ttigungsdruckes spielt. Aus
Gleichung (3.2) dagegen liest man ab, wie sich die Entropie  aus der freien Mischungs-
energie  bestimmen la¨t und in der Folge auch die innere Energie der Mischung 
 = −@ 
@
= −@ I
@
;  =  +  : (6.10)
Zusammen mit der Vertauschbarkeit der zweiten Ableitungen von ( ) und der Glei-
chung (6.10) liefern die Gleichungen (3.3), (3.5), sowie (3.7) nicht nur Informationen
u¨ber die freie Energie  sondern auch u¨ber die Entropie 
@( )
@grad
= 0 =
@()
@grad
(6.11)
@( )
@gradα
= 0 =
@()
@gradα
(6.12)
@( )
@gradvα
= 0 =
@()
@gradvα
(6.13)
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Damit wurden bis auf die letzten drei alle Restriktionen aus dem Satz (3.2)-(3.10) im
Licht der neu denierten Gro¨e der \freien Energie"  und der Annahmen bezu¨glich
der Multiplikatoren να und λ
v
β betrachtet. Die Gleichungen ((3.8)-(3.10)) stellen Ein-
schra¨nkungen der mo¨glichen konstitutiven Abha¨ngigkeiten fu¨r den oben denierten
Extra-Entropieflu k dar
(
@k
@grad
)
symm.
= 0 ; (6.14)
(
@k
@gradα
− @k
@gradn
)
symm.
= 0 ; (6.15)
(
@k
@gradvα
)
symm.(1,3)
= 0 : (6.16)
Es ist leider nicht allgemein zu folgern, da auch die schiefsymmetrischen Anteile der
Ableitungen (6.14) bis (6.16) verschwinden. Auch sollen weitere Annahmen wie etwa
eine strikt lineare Abha¨ngigkeit des Entropieflusses ρη von vβ, grad und gradα
(die beispielsweise Mu¨ller in [60] voraussetzt) vermieden werden. Daher mu sich die
Auswertung fu¨r ρη bzw. k hier mit dem Ergebnis (6.14)-(6.16) bescheiden.
Verwendet man die bisher in diesem Kapitel gemachten Denitionen sowie die mit Hilfe
zusa¨tzlicher Annahmen abgeleiteten Restriktionen, so ergibt sich die folgende Form fu¨r
die Entropie-Ungleichung
−
(
@k
@
+
1
2
 
q +
nX
α=1
uα  T α
!)
 grad
+
(n−1)X
α=1
(
(νnun − ναuα) +
1

(^α(uα  vα)uα − ^n(un  vn)un)
−
 
@k
@α
− @k
@n
!
+
1

(^nun − ^αuα)
0@ nX
β=1
β(uβ ⊗ uβ) +  1
1A9=;  gradα
+
nX
α=1
(
− @k
@vα
+
1

T α +
α

(uα ⊗ vα − v ⊗ uα)
−

α

 + ναα −
α

(uα  vα)

1− α

nX
β=1
β(uβ ⊗ uβ)
)
 gradvα
+
nX
α=1

ναnα −
1

uα mα

 0 : (6.17)
Nicht nur fu¨r die konstitutiven Abha¨ngigkeiten von k, sondern auch fu¨r jene von q,
mα und T α ist es notwendig, die Allgemeinheit der Betrachtung einzuschra¨nken, um
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zu verwertbaren Aussagen zu gelangen. Nun sollen aber nicht weiter konstitutive Zu-
sammenha¨nge direkt via vergleichsweise willku¨rlicher Annahmen beschnitten werden,
sondern es soll stattdessen der betrachtete Proze genauer speziziert werden. Hierbei
bietet es sich insbesondere an, das thermodynamische Gleichgewicht zu untersuchen, da
zu einem solchen Gleichgewicht immer auch entsprechende Gleichgewichtsbedingungen
geho¨ren, die sich auswerten lassen.
6.2 Das thermodynamische Gleichgewicht
\Thermodynamisches Gleichgewicht" bedeutet, da die Entropie-Produktion minimal,
das heit Null ist. Wie man an der Ungleichung (6.17) erkennt, ist das der Fall, wenn die
Partialgeschwindigkeiten vα, deren Gradienten gradvα und der Temperatur-Gradient
grad verschwinden und man daru¨berhinaus noch fordert, da auch die Volumenaus-
tauschterme nα unter diesen Bedingungen verschwinden. Unter diesen Voraussetzungen
verbleiben in der Ungleichung (6.17) fu¨r die Entropie-Produktion ρη nur noch Ablei-
tungen von k nach α im Vorfaktor von gradα. Um sicher zu stellen, da auch diese
Terme verschwinden, mu¨ssen wir k na¨her betrachten.
6.2.1 Der Extra-Entropieflu k
Bislang ist von k bekannt, da es sich um eine objektive1, vektorwertige Funktion der
Argumente (2.6) handelt, die den Restriktionen (6.14)-(6.16) unterliegt. Um diese Re-
striktionen auszuscho¨pfen, stellen wir eine Betrachtung an, die auf Gurtin [33] zuru¨ck-
geht. Die Diagonalelemente der Ableitungen von k nach grad, gradα und gradvα
verschwinden laut (6.14)-(6.16). Statt der Ableitung nach dem Tensor gradvα werden
im folgenden jeweils drei Ableitungen nach den Gradienten der skalaren Komponenten
von vα betrachtet (@k=@(grad(v
α
1 )), @k=@(grad(v
α
2 )) und @k=@(grad(v
α
3 ))), die dann
Tensoren zweiter Stufe darstellen. Numeriert man die einfach vektoriellen Variablen
grad =: w1, gradα =: w
(1+α) und grad(vαi ) =: w
(n+(α−1)3+i) und schreibt sie als
Komponenten eines Vektors w, dessen Komponenten griechisch indiziert werden, so
gilt
@3ki
@wαj @w
β
k@w
γ
l
= 0 ; (6.18)
da entweder einer der drei Indizes j; k; l mit i u¨bereinstimmt (und @ki=@w
α
i = 0 gilt
nach (6.14)-(6.16)), oder aber einer der Indizes j; k; l mindestens doppelt auftritt, wor-
aufhin man einen davon \vom Nenner in den Za¨hler tauschen" kann (denn es gilt
@ki=@w
α
j = −@kj=@wαi , ebenfalls nach (6.14)-(6.16)) und wiederum den ersten Fall
erha¨lt. Damit sind also die Tensoren @ki=@w
α
j schiefsymmetrisch und linear in w.
1Zum Begri der Objektivita¨t siehe zum Beispiel Mu¨ller [61].
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Wenn zusa¨tzlich die vα als einzige nicht in w enthaltenen vektoriellen Variablen ver-
schwinden (wie es im thermodynamischen Gleichgewicht der Fall ist), dann mu¨ssen
auch alle @ki=@w
α
j verschwinden, denn um k zu einer objektiven, vektorwertigen Funk-
tion zu machen, ko¨nnen sie nur entweder Produkte von Skalaren mit dem Einheitstensor
sein (diese Mo¨glichkeit scheidet aus, da sie dann symmetrisch wa¨ren) oder mindestens
quadratisch von dem Satz der (wα, vα) abha¨ngen, was nach (6.18) ausgeschlossen ist,
sofern die vα nicht einbezogen sind bzw. in diesem Fall Terme zur Folge hat, die im
thermodynamischen Gleichgewicht laut Annahme verschwinden. Bei dieser Betrach-
tung spielt es an dieser Stelle keine Rolle, da die vektoriellen Variablen in w sich
nicht alle wie objektive Vektoren transformieren. Damit gelten im thermodynamischen
Gleichgewicht statt ((6.14) - (6.16)) die scha¨rferen Bedingungen
(
@k
@grad
)Equilibr.
= 0 ; (6.19)
(
@k
@gradα
− @k
@gradn
)Equilibr.
= 0 ; (6.20)
(
@k
@gradvα
)Equilibr.
= 0 : (6.21)
Fu¨r die Ableitungen (@k=@α)
3, deren Verschwinden im thermodynamischen Gleichge-
wicht noch zu zeigen ist, gilt nun, da sie multiplikativ von vektoriellen Variablen aus
dem Satz (2.6) abha¨ngen, da k eine isotrope Vektorfunktion ist. Da die vektoriellen
Variablen vα und grad jedoch laut Annahme verschwinden, bleibt nur eine mo¨gliche
Abha¨ngigkeit von gradα. Diese ist aber nach (6.20) nicht vorhanden
2, so da also auch
@k=@α unter obigen Annahmen verschwindet und die Entropie-Produktion tatsa¨chlich
wie gefordert unter den gemachten Annahmen Null ist. Analog la¨t sich auch fu¨r die
Ableitung von k nach  und schlielich den Extra-Entropieflu k selbst schlieen.
 
@k
@α
!Equilibr.
= 0 ;
 
@k
@
!Equilibr.
= 0 ; (6.22)
kEquilibr. = k

; α;vα = 0; grad = 0; gradα; gradvα = 0

= 0 : (6.23)
Das bedeutet, da der Extra-Entropiefluvektor k sich in unmittelbarer Umgebung des
thermodynamischen Gleichgewichtes wie folgt darstellen la¨t
k =
nX
α=1
 
@k
@vα
!Equilibr.
vα : (6.24)
3Um den Einflu der Sa¨ttigungsbedingung (1.7) sichtbar zu machen, sollte man auch hier eventuell
(∂k/∂να)− (∂k/∂νn) schreiben analog zu (6.15) oder (6.20)
2Man beachte, da die beiden Ableitungen in (6.20) der einfachen Ableitung nach gradνα von k
bei eingesetzter Sa¨ttigung entsprechen. Siehe auch das Beispiel auf Seite 12.
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Da k ein objektiver Vektor sein soll, la¨t sich die Abha¨ngigkeit von den Geschwin-
digkeiten noch konkretisieren, indem man in (6.24) die Diusionsgeschwindigkeiten
uα als objektive Gro¨en an Stelle der einfachen materiellen Geschwindigkeiten vα der
Konstituenten verwendet.
6.2.2 Die Gleichgewichtsbedingungen
Im folgenden wird nun ausgenutzt, da mit ρη = 0 ein Gleichgewichtszustand gefunden
wurde (da ρη nicht negativ werden kann, ist der Wert Null auch gleich ein Extremwert),
ohne da untersucht werden mute, wo die Ableitungen von ρη verschwinden. Da das
Verschwinden der ersten Ableitungen andererseits eine notwendige Bedingung fu¨r einen
Extremalwert von ρη ist, liefert diese Tatsache zusa¨tzliche Gleichungen. So erha¨lt
man, wenn man die Ableitung von ρη in der Form (6.17) nach grad bildet und zu
Null setzt, eine Bestimmungsgleichung fu¨r den Wa¨rmestrom im thermodynamischen
Gleichgewicht
qEquilibr. = 2
nX
α=1
να
 
@nα
@grad
!Equilibr.
| {z }
=0
; (6.25)
wobei noch (6.19) und die speziellen Eigenschaften von k als isotroper Vektorfunktion
beru¨cksichtigt worden sind. Wie in (6.25) schon angedeutet, verschwinden auch die
verbleibenden Terme der rechten Seite. Um dies einzusehen, betrachten wir die Volu-
menaustauschterme nα na¨her. Hierbei mu man zwei verschiedene Fa¨lle unterscheiden.
Im ersten bendet sich die Mischung in einem Zustand, in dem kein U¨bergang zwischen
verschiedenen Phasen mo¨glich ist. Konkret heit das, die Temperatur  unterscheidet
sich um eine endliche Dierenz von der na¨chstliegenden kritischen U¨bergangstempera-
tur ( − krit.) > 0. Liegt ein solcher Zustand vor, so mu¨ssen notwendig alle Ableitun-
gen von nα zusammen mit nα selbst verschwinden in dem betreenden Gebiet, denn
wenn eine Funktion in einem Bereich des Phasenraums, der ein endliches Ma besitzt,
identisch verschwindet, so gilt dies auch fu¨r alle Ableitungen der Funktion (und zwar
unabha¨ngig davon, ob in diesem Teil des Phasenraums einige \Koordinaten" { dies sind
hier die Variablen (2.6) { verschwinden oder nicht). Im zweiten Fall bendet sich die
Mischung genau auf einer kritischen Temperatur krit., ein Phasenu¨bergang ist mo¨glich.
Aufschlu daru¨ber, ob und wie er stattndet, gibt einem die Energiegleichung (siehe
Abschnitt 1.2.4). Die Gro¨e nα wird also nicht konstitutiv bestimmt, sondern folgt aus
der Energiebilanz (1.30), welche sich nach nα auflo¨sen la¨t (siehe Gleichung (1.34)).
Beru¨cksichtigt man nun noch die Denition des Mischungs-Wa¨rmestromes (1.22) und
legt die Annahme zugrunde, da die Partialwa¨rmestro¨me qα nicht von Termen der
Form gradα abha¨ngen (siehe zum Beispiel die unten gewa¨hlte Version (6.48)), so
erkennt man wiederum, da im Gleichgewicht gilt
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@nα
@grad
!Eq.
= 0 : (6.26)
Der Mischungs-Wa¨rmestrom verschwindet also erwartungsgema¨ im thermodynami-
schen Gleichgewicht. Zur Funktion nα ist zu bemerken, da sie also in einem Typ
Teilbereich des Phasenraumes identisch verschwindet, in einem anderen dagegen von
Null verschieden sein kann und dort nichttrivial durch (1.30) bzw. (1.34) gegeben ist.
Dies u¨bertra¨gt sich entsprechend auf den Raum der physikalischen Anschauung, nα ist
hier also in Bereichen beiden Typs entwickelbar in Potenzreihen nach Ort und Zeit
(wobei in einem Fall diese Entwicklung trivialerweise durch Verschwinden aller Koef-
zienten gegeben ist). Doch an der Grenze zwischen verschiedenen Bereichen ist der
U¨bergang zumindest in den Ableitungen notwendigerweise unstetig bzw. die Funktion
ist dort nicht als konvergente Potenzreihe darstellbar. Dies bedeutet dann, da Sa¨tze
wie beispielsweise derjenige von Cauchy & Kovalevskaya zwar in jedem Bereich fu¨r sich
angewendet werden ko¨nnen, aber nicht global u¨ber die Grenze hinweg (siehe Kapitel 7).
Die Forderung, da die Ableitung von ρη in der Gestalt (6.17) nach vα verschwinden
mu, liefert die folgende Gleichung fu¨r die ersten (n− 1) Impulswechselwirkungsterme
mα
mEquilibr.α =
(n−1)X
β=1
(
νn
 
nα − α

!
− νβ
 
βα − α

!
−
 
@
@β
− @
@n
! 
@k
@vα
!Equilibr.
− 1
 
^β
 
βα − α

!
− ^n
 
nα − α

!!)
gradβ
+ 
X
β
νβ
 
@nβ
@vα
!Equilibr.
; (6.27)
wobei der Term (@nβ=@vα) hier im allgemeinen nicht verschwindet (dazu betrachte man
ein weiteres Mal die Gleichung (1.30) bzw. (1.34)). Ein anderer Fall liegt vor, wenn die
Mischung sich prinzipiell in einem Zustand bendet, in dem keinerlei Phasenu¨berga¨nge
mo¨glich sind. Dann verschwinden auch alle Ableitungen von nβ und die letzte Summe in
(6.27) entfa¨llt. Der letzte Wechselwirkungsterm mn bestimmt sich aus Newtons Gesetz
\actio=reactio" zu mn = −Pn−1α=1mα.
Setzt man die Ableitung von ρη nach gradvα Null, so ndet man fu¨r die Spannungs-
tensoren der Konstituenten
T Equilibr.α =
(n−1)X
β=1
(

 
@
@β
− @
@n
!
@k
@gradvα
)
gradβ
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+
 
@k
@vα
!Equilibr.
+ (α + 
ν
αα)1
− 
nX
β=1
νβ
 
@nβ
@gradvα
!Equilibr.
: (6.28)
Hier (wie auch in Gleichung (6.31)) ist noch nicht die Tatsache ausgenutzt worden, da
die Spannungstensoren bei der betrachteten Mischung symmetrisch sein sollen. Dies
schra¨nkt die Abha¨ngigkeiten auf der rechten Seite weiter ein; auch sollten die Span-
nungstensoren sich tatsa¨chlich wie Tensoren transformieren, daher ist beispielsweise nur
eine Abha¨ngigkeit vom symmetrischen Anteil der Geschwindigkeitsgradienten denkbar.
Die entsprechenden Modikationen von (6.28) und (6.31) a¨ndern allerdings wenig an
der prinzipiellen Gestalt der Gleichungen.
Auch in (6.28) gilt fu¨r die letzte Summe, da sie verschwindet, wenn die betrachtete Mi-
schung sich in einem Zustand bendet, in dem keinerlei Phasenu¨berga¨nge mo¨glich sind.
Liegen (eventuell auch nur lokal) Bedingungen vor, die nβ 6= 0 erlauben, so zeigt die
Betrachtung von (1.34), da hier @nβ=@(gradvα) im wesentlichen vom symmetrischen
Anteil des Spannungstensors T abha¨ngt. Dieser setzt sich jedoch hauptsa¨tzlich aus den
T α zusammen (siehe (1.23)), so da (1.34) also zwar den Zusammenhang des Span-
nungstensors mit dem Volumenaustauschterm u¨ber die Dissipationsleistung besta¨tigt,
in (6.28) aber nicht zur vollsta¨ndigen Bestimmung von @nβ=@gradvα eingesetzt werden
kann.
Die Gleichungen (6.25) bis (6.28) lassen sich etwas kompakter wiedergeben, wenn man
die bisher erhaltenen Eigenschaften von k konsequent ausnutzt. So kann man in (6.28)
die Ableitung @2k=@gradvα@β streichen, da die Ableitung nach dem Skalar β an der
Argumentation auf Seite 77 nichts a¨ndert, nach der das Verschwinden von @k=@gradvα
im Gleichgewicht gefolgert wurde. Auch die anderen von k abha¨ngigen Terme in (6.27)
und (6.28) bleiben im Gleichgewicht ohne jede Auswirkung auf die Bilanzgleichungen,
da in den Impulsbilanzen (1.13) nur die Kombination divT α +mα auftaucht (und die
Divergenz von T α im Gleichgewicht nur einen Term ungleich Null entha¨lt, der sich
mit dem k-abha¨ngigen Term in mα weghebt), und da in der Energiebilanz (1.30) die
T α nur in der Summe u¨ber alle Konstituenten vorkommen, in der dann wiederum
die Ableitungen nach den vα verschwinden (siehe (6.53) und (6.54)). Streicht man
dementsprechend die verbliebenen k-Terme in (6.27)-(6.28) aufgrund der mangelnden
physikalischen Relevanz und verwendet das Ergebnis (6.26) fu¨r den Wa¨rmestrom, so
erha¨lt man
qEquilibr. = 0 ; (6.29)
mEquilibr.α =
(n−1)X
β=1
(
νn
 
nα − α

!
− νβ
 
βα − α

!
− 1
 
^β
 
βα − α

!
− ^n
 
nα − α

!!)
gradβ
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+ 
X
β
νβ
 
@nβ
@vα
!Equilibr.
; (6.30)
T Equilibr.α = (α + 
ν
αα)1 − 
nX
β=1
νβ
 
@nβ
@gradvα
!Equilibr.
: (6.31)
Mit diesen drei Gleichungen sind die Extremal-Bedingungen ausgescho¨pft, was das Ver-
schwinden der ersten Ableitungen angeht. Zwar mu¨ssen auch die Ableitungen von ρη
nach , α und gradα verschwinden. Doch reduzieren sich die entstehenden zusa¨tzli-
chen Gleichungen auf Anforderungen an die Volumenaustauschterme nα
(
nX
α=1
 
να
@nα
@
!)Equilibr.
= 0 ; (6.32)
8<:
nX
β=1
 
νβ
@nβ
@α
!9=;
Equilibr.
= 0 fu¨r  = 1; : : : ; (n− 1) ; (6.33)
8<:
nX
β=1
 
νβ
@nβ
@gradα
!9=;
Equilibr.
= 0 fu¨r  = 1; : : : ; (n− 1) ; (6.34)
was nicht weiter verwunderlich ist, da die Variablen , α und gradα ja nicht einge-
schra¨nkt werden muten, um thermodynamisches Gleichgewicht zu erhalten. So sollten
die Gleichungen (6.32)-(6.34) eigentlich trivial erfu¨llt sein. Dies ist auch der Fall, wie
man einsieht, wenn man die Annahme beru¨cksichtigt, da im Gleichgewicht (fu¨r ver-
schwindende Werte von vα, gradvα und grad) nα = 0 gilt unabha¨ngig vom Wert der
anderen Variablen (, α und gradα).
Eine weitere noch nicht betrachtete Bedingung fu¨r das Vorliegen eines Minimums ist
die positive Semidenitheit der Matrix der zweiten Ableitungen. Fu¨r eine quadratische
FormA = At der Dimension nn gilt, da sie genau dann positiv semidenit (xAx 
0 fu¨r alle x) ist, wenn alle Hauptminoren gro¨er oder gleich Null sind (siehe zum
Beispiel [24]). Diese Hauptminoren sind die Determinanten der Matrizen, die sich ausA
bilden lassen, indem man aus dem Satz (1; : : : ; n) willku¨rlich (i1; i2; : : : ; ip) herausgreift
(ik < ik+1) und bis auf die Zeilen und Spalten mit den Indizes (i1; i2; : : : ; ip) alle anderen
Elemente in A streicht. Der Hauptminor A(i1; i2; : : : ; ip) ergibt sich also als
A(i1; i2; : : : ; ip) = det
8><>:
ai1i1 ai1i2 : : : ai1ip
ai2i1 : : : : : :
: : :
aipi1 : : : aipip−1 aipip
9>=>; : (6.35)
Wenn nun notwendig gilt A(i1; i2; : : : ; ip)  0 fu¨r alle p von 1 bis n und beliebige Index-
Untermengen mit ik < ik+1, so sind insbesondere die Diagonalelemente von A gro¨er
oder gleich Null. Da letzteres gelten mu, sieht man auch direkt ein, wenn man einen
Testvektor x = (0; : : : ; 0; 1; 0; : : : ; 0) betrachtet, der bei der Operation x Ax genau ein
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Diagonalelement von A herausgreift. In unserem Fall sind die Diagonalelemente von A
die zweiten partiellen Ableitungen (nicht gemischt) nach , α, vα, grad, gradα und
gradvα. Die Auswertung liefert
@2ρη
@(grad)2

Eq.
= −2
(
@
@grad
 
@k
@
+
1
2
q
!)
symm.
+
(n−1)X
α=1
@2
@(grad)2
( 
@k
@n
− @k
@α
!
gradα
)
(6.36)
+
nX
α=1
8<: @2nα@(grad)2να + 2
 
@να
@grad
⊗ @nα
@grad
!
symm.
9=;  0 ;
@2ρη
@(gradα)2

Eq.
=
(n−1)X
β=1
@2
@(gradα)2
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@k
@n
− @k
@β
!
gradβ
)
+ 2
(
@
@gradα
 
@k
@n
− @k
@α
!)
symm.
(6.37)
+
nX
β=1
8<: @2nβ@(gradα)2νβ + 2
 
@νβ
@gradα
⊗ @nβ
@gradα
!
symm.
9=;  0 ;
@2ρη
@(gradvα)2

Eq.
=
(n−1)X
β=1
@2
@(gradvα)2
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@k
@n
− @k
@β
!
gradβ
)
+
(
@
@gradvα
 
− @k
@vα
+
1

T α −

α

 + ναα

1
!)
symm.(12)(34)
(6.38)
+
nX
β=1
8<:νβ @2nβ@(gradvα)2 + 2
 
@νβ
@gradvα
⊗ @nβ
@gradvα
!
symm.(12)(34)
9=;  0 ;
@2ρη
@2

Eq.
=
(n−1)X
α=1
(
@2
@2
 
@k
@n
− @k
@α
!)
 gradα
+
nX
α=1
(
να
@2nα
@2
+ 2
@να
@
@nα
@
)
 0 ; (6.39)
@2ρη
@2α

Eq.
=
(n−1)X
β=1
8<:
 
@
@n
− @
@α
!2  
@k
@n
− @k
@β
!9=;  gradβ
+
nX
β=1
8<:νβ
 
@
@α
− @
@n
!2
nβ
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@
@α
− @
@n
!
νβ
 
@
@α
− @
@n
!
nβ
)
 0 ; (6.40)
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⊗ gradβ
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symm.
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(n−1)X
β=1
@2
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@k
@n
− @k
@β
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 gradβ
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nX
β=1
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@νβ
@vα
⊗ @nβ
@vα
!
symm.
+ νβ
@2nβ
@v2α
−2

 
βα − α

! 
@mβ
@vα
!
symm.
9=;  0 : (6.41)
Hierbei hat das Zeichen \" bei den zweiten Ableitungen nach grad, gradα und
gradvα die Bedeutung \positiv semidenit", da es sich bei den entsprechenden Aus-
dru¨cken wiederum um Tensoren ho¨herer Stufe handelt. Die Indizierung mit symm.(12)(34)
bedeutet, da der entsprechende Tensor vierter Stufe zu symmetrisieren ist laut der
Vorschrift
(Asymm.(12)(34))ijkl :=
1
2
(Aijkl +Aklij) :
Verwendet man die fru¨her erhaltenen Ergebnisse fu¨r den Entropieflu k konsequent,
so folgt, da im Gleichgewicht analog zu den ersten Ableitungen von k (6.19)-(6.21)
auch die ho¨heren Ableitungen nach Variablen aus dem Satz (grad, grad, gradvα)
verschwinden (ungeachtet der Frage, ob daneben auch noch nach skalaren Gro¨en wie
 oder  abgeleitet wird). Beru¨cksichtigt man weiter, da die Ableitungen von nα unter
den gemachten Annahmen zum Teil verschwinden, auch wenn nα nicht trivialerweise
Null ist, so erkennt man, da die zweiten Ableitungen von ρη nach gradα,  und
α identisch verschwinden (und die Ungleichungen (6.37), (6.39) und (6.40) mit dem
Gleichzeichen erfu¨llt sind), wie man es erwarten sollte, da es auf diese Variablen ja
bei den Annahmen fu¨r das thermodynamische Gleichgewicht nicht ankam. Auch die
u¨brigen Ungleichungen vereinfachen sich zum Teil ganz erheblich
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Bendet man sich in einem Raumbereich, in dem Phasenu¨berga¨nge unmo¨glich sind, so
kann man alle Ableitungen von nα in den Gleichungen (6.42)-(6.44) streichen. Dann
schreibt sich die Anforderung an die zweite Ableitung der Entropie-Produktion nach
dem Temperatur-Gradienten (6.42) einfach als
@q
@grad
 0 : (6.45)
Setzt man zum Beispiel einen linearen Zusammenhang zwischen dem Wa¨rmestrom q
und dem Temperaturgradienten grad voraus mit einem Leitfa¨higkeitstensor κ nach
dem Gesetz q = −κ grad, so mu¨te κ also positiv semidenit sein. Diese Eigenschaft
la¨t sich geometrisch so interpretieren, da das Skalarprodukt aus Wa¨rmeflu und
Temperaturgradient immer kleiner oder gleich Null ist, da also der Wa¨rmeflu q nie in
denselben Halbraum zeigt wie der fu¨r ihn verantwortliche Temperaturgradient grad.
Dieses Ergebnis scheint zwar vergleichsweise trivial, es ist jedoch eine willkommene
Besta¨tigung fu¨r das methodische Vorgehen. Allerdings setzt diese Interpretation voraus,
da die Aussagen, die im thermodynamischen Gleichgewicht gewonnen wurden, auch
im Nichtgleichgewicht noch eine gewissen Geltung haben, was aber wohl zumindest fu¨r
quasistatische Prozesse gerechtfertigt ist.
Dagegen erlaubt die zweite Ableitung von ρη nach gradvα (6.38)
(
@
@gradvα
 
− @k
@vα
+ T α − (α + ναα) 1
!)
symm.(12)(34)
 0 : (6.46)
auch in Gebieten mit identisch verschwindendem nα keine zwingende Interpretation.
Nimmt man einen linearen Zusammenhang zwischen Geschwindigkeitsgradient und
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Spannungstensor an T = fgradv wie bei einem Newtonschen Fluid, so ist die Gleichung
(6.46) zwar konsistent mit der Erwartung, da die Dissipationsleistung Sp(T gradv)
(quasi die Norm von gradv mit f als Metrik-Tensor) stets positiv sein mu, folgern
la¨t sich dies aber hier nicht. Auch die dritte Gleichung liefert selbst in Gebieten ohne
Volumenaustausch keine besonders gut handhabbare Aussage
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Hier ist { ebenfalls nur noch mit sehr viel Mu¨he { das physikalische Grundprinzip er-
kennbar, da eine \Reibungskraft" der sie verursachenden Bewegung entgegen wirkt
(das bedeutet hier @mβ=@vα  0). Noch unu¨bersichtlicher gestaltet sich die Auswer-
tung der Nichtdiagonalelemente der Matrix der zweiten Ableitungen von ρη. Da ein
Nutzen nicht abzusehen ist, wurde hier darauf verzichtet.
6.3 Erweiterung fu¨r Nichtgleichgewichtszusta¨nde
Da das Ziel dieser Arbeit letztendlich die Berechnung auch von Nichtgleichgewichts-
zusta¨nden ist, wird im folgenden zumindest eine erste Mo¨glichkeit angegeben, die bis-
lang nur fu¨r den Fall des thermodynamischen Gleichgewichts bestimmten Ausdru¨cke
(6.29) bis (6.31) fu¨r das Nichtgleichgewicht zu erweitern. Eine solche Erweiterung la¨t
sich nicht in jeder Einzelheit zwingend begru¨nden und sollte wohl nur als \erste Na¨he-
rung" angesehen werden, die dann bei einer konkreten Anwendung nachgebessert wer-
den mu. Die hier aufgefu¨hrten Ansa¨tze sind weit verbreitet und lassen sich rechtfer-
tigen, da mit ihrer Hilfe in anderem Kontext sinnvolle Ergebnisse erzielt werden. Ihre
Eignung fu¨r die hier formulierte Mischungstheorie liee sich allerdings erst anhand von
konkreten Beispielrechungen genauer untersuchen.
Fu¨r den Wa¨rmestrom q bzw. die Partialwa¨rmestro¨me qα, aus denen sich ersterer via
(1.22) unter anderem zusammensetzt, wird Fouriersche Wa¨rmeleitung angenommen
qα = − cqα grad : (6.48)
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Die Impulswechselwirkungen mα werden erweitert um Terme, die linear von den Dif-
ferenzgeschwindigkeiten zu den anderen Konstituenten der Mischung abha¨ngen
mobjα = (mα − αnαvα) = mEquilibr.α +
X
β 6=α
cvαβ(vβ − vα) ; (6.49)
wobei auf der linken Seite statt mα, das eine nicht objektive Gro¨e darstellt, der kor-
respondierende objektive Ausdruck mobjα angesetzt wurde
3. Diese lineare Abha¨ngigkeit
von den Dierenzgeschwindigkeiten ist vom sogenannten Darcyschen Typ (siehe zum
Beispiel Wu [75]). Fu¨r die Spannungstensoren T α wird eine Abha¨ngigkeit vom jewei-
ligen Geschwindigkeitsgradienten (bzw. dessen symmetrischem Anteil) angenommen,
die ein verallgemeinertes Glensches oder Nortonsches Fliegesetz darstellt
T α = T
Equilibr.
α + c
T
α (IIDα) Dα : (6.50)
Der Vorfaktor cTα wird fu¨r die Konstituente Wasser spa¨ter auf Null gesetzt werden. Von
diesen Entwicklungen abgesehen, beno¨tigt man noch eine Bestimmungsgleichung fu¨r
die α, um den Wa¨rmeflu q mittels (1.22) vollsta¨ndig aus den Konstituenten-Gro¨en
ableiten zu ko¨nnen. Hier wird fu¨r den betrachteten Temperaturbereich ein einfacher,
linearer Zusammenhang angesetzt
α = 
0
α + c

α ( − 0) : (6.51)
Die latenten Wa¨rmen bei Phasenu¨berga¨ngen tauchen hier nicht auf, da jede Phase
eines Stoes als eigene Komponente der Mischung betrachtet wird, sie sind aber wie
die cα experimentell zuga¨nglich. Die spezische Wa¨rme c

α kann ohne Probleme auch
als Funktion der Temperatur  vorgegeben werden, dann erscheint auf der rechten Seite
von (6.51) ein Integral u¨ber die Temperatur
α = 
0
α +
Z θ
θ0
cα(
~)d~ ; (6.52)
wobei der Wert von 0α hier { wie auch in (6.51) { keine Rolle spielt. Wie c

α ko¨nnen auch
die Koezienten cqα, c
v
αβ und c
T
α als von der Temperatur abha¨ngig betrachtet werden,
ohne da sich gro¨ere Komplikationen ergeben.
Die in (6.30) und (6.31) verbliebene Abha¨ngigkeit von k spielt bei der Auswertung
der Bilanzgleichungen im Gleichgewicht keine Rolle, da die entprechenden Terme sich
sowohl in den Impulsbilanzen der Konstituenten (1.13) als auch in der Mischungsbilanz
der Energie (1.30) jeweils gegenseitig auslo¨schen. Um dies einzusehen, mu man zum
einen beru¨cksichtigen, da im Gleichgewicht gilt
3Im thermodynamischen Gleichgewicht fallen mobjα und mα zusammen, daher war dort keine Un-
terscheidung notwendig. Der nicht objektive Anteil von mα (siehe (1.13)) wird zur Bildung von m
obj
α
explizit von mα abgezogen.
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damit verschwindet der k-Einflu in den Impulsbilanzen, da sich im Ausdruck divT α+
mα die entsprechenden Terme wechselseitig wegheben. Zum anderen mu man beach-
ten, da bei der Bildung von T nach (1.23) gilt
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da die Ableitung einer beliebigen Gro¨e nach den Partialgeschwindigkeiten vα in der
Summe verschwinden mu, ansonsten hinge der Wert der Gro¨e von der Wahl des
Bezugssystems bzw. dessen Relativgeschwindigkeit ab.
Vom Extra-Entropiefluvektor k ist also bekannt, da er im Gleichgewicht zusammen
mit den meisten seiner ersten Ableitungen verschwindet (siehe die Darstellung (6.24)).
Der hiernach noch verbliebene Einflu auf die Bilanzgleichungen u¨ber die Konstitutiv-
Gleichungen fu¨r die Spannungstensoren (6.31) und Impulswechselwirkungsterme (6.30)
verschwindet ebenfalls im Gleichgewicht. Es wa¨re zwar verfru¨ht, hieraus den Schlu zu
ziehen, da k etwa identisch verschwa¨nde, jedoch scheint die Vernachla¨ssigung von k
zumindest fu¨r Prozesse nahe des thermodynamischen Gleichgewichts gerechtfertigt.
Sofern sich die freie Energie der Mischung  bestimmen la¨t, liegt mit den Bilanzglei-
chungen fu¨r die Volumenanteile (1.6) bzw. (1.11), denen fu¨r die Impulse der Konsti-
tuenten (1.13) und die Energie der Mischung (1.30) ein System partieller Dierenti-
algleichungen vor, das zur Bestimmung der Volumenanteile α ( = 1; : : : ; (n − 1)),
des Sa¨ttigungsdruckes νn, der Geschwindigkeiten vα ( = 1; : : : ; n) und der Tempe-
ratur  (im kalten Eis) bzw. des Volumenaustauschtermes nice (im temperierten Eis,
wo die Temperatur durch die Clausius-Clapeyron-Gleichung gegeben ist) herangezogen
werden kann. Nach Magabe der Anzahl von Gleichungen und Variablen ist das Pro-
blem damit bestimmt (im Sinne von \weder u¨ber- noch unterbestimmt"). Ob es sich
auch ansonsten um ein korrekt gestelltes Problem handelt, soll im folgenden Kapitel
untersucht werden.
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Kapitel 7
Betrachtung der zu lo¨senden
Feldgleichungen
Abschlieend soll das Gleichungssystem, das in den ersten Kapiteln aufgestellt wurde,
auf seinen Charakter untersucht werden. Betrachtet werden soll vor allem die Frage,
inwiefern sich eindeutig bestimmte Lo¨sungen garantieren lassen, das Problem also kor-
rekt gestellt ist1. Dazu wird angenommen, da die Bestimmung aller Gro¨en, die sich
aus Konstitutiv-Gleichungen ableiten lassen, bereits erfolgt, beziehungsweise prinzipi-
ell mo¨glich sei. Wie in den letzten Kapiteln dargelegt, ist das Aufstellen der hierfu¨r
beno¨tigten Konstitutiv-Gleichungen nicht unkritisch und entscheidet wesentlich u¨ber
den physikalischen Gehalt der Gleichungen. In diesem Kapitel wird jedoch weitge-
hend von dem Problem der physikalischen Interpretation der Gro¨en abgesehen und
das Augenmerk allein auf die mathematische Konsistenz der Formulierung gerichtet
{ obwohl insgesamt erst die Kombination der beiden Blickweisen zum Erfolg fu¨hrt.
Verwendet wird im Zusammenhang mit den Konstitutiv-Gleichungen nur die Tatsa-
che, da eine bestimmte Materialklasse ausgewa¨hlt wurde (siehe (2.6) auf Seite 29),
die genauen konstitutiven Abha¨ngigkeiten bleiben hingegen oen. Vorausgesetzt wird
allerdings, da eine Darstellung der konstitutiven Zusammenha¨nge durch Potenzrei-
hen mo¨glich ist, insbesondere ko¨nnen die Konstitutiv-Gleichungen also nichtlinear von
beliebiger Ordnung sein. Wichtig im Hinblich auf die mathematische Konsistenz der
Gleichungen ist auch die Frage, ob die Bedingung der Sa¨ttigung in angemessener Wei-
se eingearbeitet wurde, die entsprechende Zwangsbedingung (1.7) also in den Formeln
so repra¨sentiert ist, da das Gleichungssystem weiterhin eindeutig lo¨sbar bleibt, ob-
wohl von den unbekannten Funktionen neben den Dierentialgleichungen noch eine
algebraische Gleichung erfu¨llt werden mu; die Sa¨ttigung ist damit ein Beispiel dafu¨r,
da sich physikalische und mathematische Betrachtung notwendigerweise unmittelbar
gegenseitig beeinflussen. Einleitend soll das System der zu lo¨senden Bilanz- oder Feld-
gleichungen im U¨berblick dargestellt werden.
1Die Frage, ob die Lo¨sung stetig von den Anfangs- bzw. Randbedingungen und den Koezien-
tenfunktionen abha¨ngt, wird hier nicht gesondert untersucht. In den meisten Fa¨llen ergibt sich eine
Antwort direkt aus der Betrachtung der Existenz und Eindeutigkeit von Lo¨sungen.
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7.1 Zusammenfassung der Gleichungen
Wie in Kapitel 1 hergeleitet, ergeben sich die folgenden Gleichungen beim Versuch,
die freien Felder der Volumenanteile α, Geschwindigkeiten vα, der Temperatur  (die
in der inneren Energie  verborgen ist) bzw. eines Volumen-Austauschtermes nβ und
eines freien Druckes (des \Sa¨ttigungsdruckes" (νn) { in den Spannungstensoren T α
und T enthalten) einer gesa¨ttigten Mischung von n Konstituenten mit konstanten
wahren Partialdichten ^α = α=α zu bestimmen
@α
@t
+ div(αvα) = nα ( = 1; : : : ; (n− 1)) ;
−
8<:
(n−1)X
β=1
@β
@t
9=; +
8<:
0@1− (n−1)X
β=1
β
1A9=; divvn −
8<:
(n−1)X
β=1
gradβ
9=;  vn = nn ;
(7.1)
@(αvα)
@t
+ div(αvα ⊗ vα) = divT α + αg + mα ( = 1; : : : ; n) ;
@()
@t
+ div(v) = − divq + tr(T D) + r :
Die nicht indizierten Gro¨en in der letzten Gleichung (7.1d), der Energiebilanz der Mi-
schung, setzen sich nach Magabe der Gleichungen (1.18)-(1.23) aus den Gro¨en der
Konstituenten zusammen. Um die Abha¨ngigkeit der Spannungstensoren T α von den
freien Feldern zu beschreiben, ko¨nnte beispielsweise je eine Gleichung des Typs (6.31)
bzw. (6.50) verwendet werden, wobei man an (6.31) und den Bestimmungsgleichun-
gen fu¨r die Lagrange-Multiplikatoren να (6.9) erkennt, da ein isotroper Druckanteil
der Spannungstensoren T α konstitutiv unbestimmt bleibt. Fu¨r die Impulswechselwir-
kungsterme mα wa¨re ein konstitutiver Zusammenhang nach Gleichung (6.30) bzw.
(6.49) denkbar und fu¨r den Wa¨rmestrom q bzw. die Wa¨rmestro¨me der Konstituenten
qα ko¨nnte man nach (6.29) bzw. (6.48) Fouriersche Wa¨rmeleitung annehmen. In a¨hnli-
cher Weise ist eine einfache Abha¨ngigkeit der inneren Energie () bzw. der spezischen
inneren Energien der Konstituenten α von der Temperatur  nach (6.51) vorstellbar,
um die Energie-Gleichung (7.1d) konstitutiv zu \schlieen". Die Gravitation g und die
Energie-Einstrahlung r ko¨nnen als bekannt vorausgesetzt werden. Die oben genannten
Konstitutiv-Gleichungen (6.29)/(6.31) bzw. (6.48)/(6.50) und (6.51) sind in dieser Ar-
beit sicher noch nicht erscho¨pfend behandelt und also noch nicht eindeutig bestimmt.
Dies ist bei der hier eher allgemein gehaltenen Betrachtung aber auch kaum mo¨glich.
Wichtig ist im Moment nur, da man sich geeignete Gleichungen denken kann, die
dafu¨r sorgen, da (7.1) ein System von partiellen Dierentialgleichungen in den freien
Feldern α, vα und  (bzw. nβ) und 
ν
n darstellt.
Auf den ersten Blick sieht es so aus, als ob die vorauszusetzende Gleichung fu¨r die innere
Energie wesentlich u¨ber das weitere Vorgehen entscheidet, da von ihr die Auflo¨sbar-
keit der Gleichung (7.1d) nach der Zeitableitung der Temperatur abha¨ngt. Dies ist
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jedoch unkritisch, da jede solche Konstitutiv-Gleichung, die physikalisch plausibel ist,
die innere Energie und die Temperatur in streng monotoner Weise verbindet2.
Im folgenden soll vereinfachend angenommen werden, da sich die betrachtete Mi-
schung in einem Zustand bendet, in dem keine Phasenu¨berga¨nge mo¨glich sind. Da-
mit entfallen alle Terme nα (und auch deren Ableitungen in den oben erwa¨hnten
Konstitutiv-Gleichungen). Soll die Betrachtung auf Phasenu¨berga¨nge ausgedehnt wer-
den, so ist weiter oben (Seite 18) ein mo¨gliches Vorgehen fu¨r diesen Fall skizziert,
allerdings ist dann das Auflo¨sen des Gleichungssystems nach den Zeitableitungen der
zu bestimmenden Felder problematischer, da es nicht mo¨glich ist, eine vom Satz der
α und vα unabha¨ngige Variable zu nden, deren Zeitableitung in (7.1d) vorla¨ge. Die
Temperatur  wird durch einen Volumenaustauschterm nβ als freies Feld ersetzt, der
in den Gleichungen dann rein algebraisch auftritt. Fu¨r diesen Fall ist die im folgenden
gewa¨hlte Beweistechnik nicht geeignet, daher wird er hier ausgeschlossen.
Zu dem Satz der Gleichungen (7.1) geho¨ren nun in jedem Fall Anfangs- bzw. Randbe-
dingungen, wenn eine konkrete Lo¨sung gesucht ist. In der Realita¨t wird es sich so gut
wie immer um ein gemischtes Problem handeln, bei dem man einerseits u¨ber die Werte
der gesuchten Funktionen innerhalb eines beschra¨nkten Gebietes im Raum zu einem
festen Anfangs-Zeitpunkt t = t0 verfu¨gt und andererseits die Werte der Funktionen
(oder deren Ableitungen, oder eine Mischung von beidem) auf dem Rand des Gebietes
fu¨r alle betrachteten Zeiten t > t0 kennt. Da die Gleichungen erster Ordnung in der
Zeit sind, ist es bei den Anfangsbedingungen ausreichend, die Funktionswerte selbst
zu kennen, Zeitableitungen werden nicht beno¨tigt. Bei den Randbedingungen hat man
die Wahl, entweder die Funktionswerte (erstes oder Dirichletsches Randwertproblem)
oder aber deren Normalenableitung (zweites oder Neumannsches Randwertproblem)
am Rand vorzugeben. Letzteres kann beispielsweise bei der Temperatur sinnvoll sein,
das Vorschreiben der normalen Komponente des Temperaturgradienten entspricht dann
einem vorgegebenen Wa¨rmestrom u¨ber den Rand3.
Da es bei der Betrachtung hier prima¨r um die Formulierung der Gleichungen selbst geht,
soll im folgenden ein reines Anfangswertproblem angenommen werden, das handlicher
zu beschreiben ist als ein gemischtes Problem4. Es soll also untersucht werden, ob das
System (7.1) zusammen mit vorgegebenen Werten aller unbekannten Funktionen fu¨r
2Die Bedeutung von \streng monoton" ist hier die folgende: die Ableitung ∂(ρ)/∂θ existiert, ist
stetig und von Null verschieden. Der Ausdruck ∂θ/∂(ρ) dagegen kann durchaus verschwinden, etwa
wenn sich die Volumenanteile in einer Mischung von Konstituenten mit verschiedenen spezischen
Wa¨rmen a¨ndern, ohne da die absolute Temperatur der Mischung sich a¨ndert. Siehe zu dem Zu-
sammenhang der inneren Energie mit der Temperatur auch die Bemerkungen zum Dierential der
Entropie und zum Satz der Variablen auf Seite 54.
3In einem gewissen Sinne entspricht das Wissen um die zuku¨nftigen Werte am Rand dem real
nicht verfu¨gbaren Wissen um die Werte im gesamten Raum. Wa¨re etwa die Temperatur-Verteilung
im gesamten Raum fu¨r t = t0 bekannt, so erga¨ben sich daraus zwangsla¨ug auch die zuku¨nftigen
Werte fu¨r die Temperatur und den Wa¨rmestrom am Rand des eigentlich interessierenden Gebietes.
4Die Tatsache, da es sich in der Realita¨t dann um ein gemischtes Problem handeln wird, darf
man aber nicht vergessen. Der Einflu der Randwerte wird im Einzelfall entscheidender als der der
Anfangswerte sein.
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t = t0 eine eindeutig bestimmte Lo¨sung (bzw. ein eindeutig bestimmtes System von
Lo¨sungsfunktionen) besitzt.
Vorgegeben durch die Form der allgemeinen Bilanz (1.3) und den Materialansatz (2.6)
ergibt sich die linke Seite des Systems von partiellen Dierentialgleichungen (7.1) als
linear in den ersten Zeitableitungen der freien Felder, wohingegen der Rest des Glei-
chungssystems eine nichtlineare Funktion der Felder, sowie ihrer ersten und zweiten
Ortsableitungen darstellt. Diese Funktion wird hier zwar prinzipiell als verfu¨gbar be-
trachtet (beispielsweise durch die in Abschnitt (6.3) angegebenen Konstitutiv-Zusam-
menha¨nge), allerdings sollen fu¨r sie a priori keine besonderen Eigenschaften unterstellt
werden, da die Untersuchung der Lo¨sbarkeit bei dem gewa¨hlten Vorgehen (siehe den
Satz von Liu (3.1) auf Seite 34) erfolgen mu, bevor die Konstitutiv-Gleichungen ab-
geleitet sind. Am Beginn des Versuchs, die gegebene Struktur von Gleichungen auf
ihre Lo¨sbarkeit hin zu untersuchen, steht die Bestimmung des allgemeinen Typs des
Systems von partiellen Dierentialgleichungen, das vorliegt; denn von Fall zu Fall sind
jeweils andere analytische Instrumente brauchbar.
7.2 Charakter des Problems { Normalform
Die Bezeichnungen fu¨r die verschiedenen Typen von partiellen Dierentialgleichungen
sind in den unterschiedlichen Quellen nicht ganz einheitlich bezu¨glich der Ausdru¨cke
\quasilinear" und \linear". Da die Betrachtung an dieser Stelle wesentlich an die Vor-
gehensweise des Werkes von Courant und Hilbert [16] angelehnt ist, folgt auch die
Terminologie hier im Zweifelsfall der dort verwendeten.
Grundsa¨tzlich gilt, da die Typeinteilung fu¨r Systeme von nichtlinearen partiellen Dif-
ferentialgleichungen ho¨herer Ordnung gewisse Schwierigkeiten bietet. So ist es im allge-
meinen nicht mehr mo¨glich, dem System unabha¨ngig vom Ort innerhalb des betrach-
teten Grundgebietes und unabha¨ngig vom Wert der gesuchten Funktion selbst einen
Typ zuzuordnen. Auch mit dieser Einschra¨nkung braucht es einen gewissen Kunstgri,
um die bei linearen Systemen erster oder Einzelgleichungen zweiter Ordnung mo¨gli-
che Typeinteilung in elliptisch, hyperbolisch und parabolisch fu¨r nichtlineare Systeme
aufrecht zu erhalten. U¨blicherweise dient als \Normalform" einer partiellen Dieren-
tialgleichung zweiter Ordnung fu¨r eine gesuchte skalare Funktion f = f(x; y) zweier
unabha¨ngiger Variablen der folgende, in den zweiten Ableitungen lineare Ausdruck
a(x; y)
@2f
@x2
+ 2b(x; y)
@2f
@x@y
+ c(x; y)
@2f
@y2
+ G (x; y; f; p; q) = 0 ; (7.2)
wobei die Buchstaben p und q fu¨r die ersten Ableitungen @f=@x bzw. @f=@y stehen.
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La¨t man nun eine lineare Transformation5 der unabha¨ngigen Variablen x und y
 = (x; y) ;  = (x; y) (7.3)
zu, so ergibt sich eine neue Version der Gleichung (7.2)
(; )
@2 ~f
@2
+ 2(; )
@2 ~f
@@
+ (; )
@2 ~f
@2
+ ~G

; ; ~f; ~p; ~q

= 0 (7.4)
fu¨r die Funktion ~f = ~f(; ) = f(x(; ); y(; )), deren Koezienten ; ;  sich ge-
genu¨ber den a; b; c transformieren wie die Komponenten einer quadratischen Form unter
der Koordinatentransformation (7.3)

 
 

=

@=@x @=@y
@=@x @=@y
 
a b
b c
 
@=@x @=@x
@=@y @=@y

: (7.5)
Nach den Eigenwerten dieser quadratischen Form lassen sich nun die verschiedenen
Typen von Gleichungen unterscheiden. Die elliptischen besitzen nur Eigenwerte eines
Vorzeichens, die hyperbolischen besitzen solche mit wechselnden Vorzeichen und die
parabolischen Gleichungen besitzen mindestens einen verschwindenden Eigenwert. Ty-
pische Beispiele fu¨r elliptische Gleichungen sind Laplace oder Poisson-Gleichungen aus
der Potential-Theorie; hyperbolische Gleichungen beschreiben Pha¨nomene der Wellen-
ausbreitung und parabolische solche der Wa¨rmeleitung oder Diusion von Stoen. Je
nach Typ lassen sich Gleichungen der Art (7.2) durch eine lineare Koordinatentransfor-
mation auf eine Normalform bringen, in der von den ; ;  entweder (im elliptischen
Fall) , oder (im hyperbolischen Fall)  und  oder aber (im parabolischen Fall)  und
 verschwinden6. Die Bezeichnung \charakteristische Grundlinien" fu¨r die Koordina-
tenlinien, die sich aus  = const: und  = const: im Ortsraum (x; y) ergeben, ist nicht
ganz eindeutig (auch die Transformationen selbst sind es nicht); es ist auch u¨blich, das
algebraische Gebilde in den Variablen  und , das der Gleichung
(; )

 
 
 



= 0 (7.6)
entspricht, \charakteristisch" zu nennen und die Gleichungen danach zu klassizieren,
ob dieses charakteristische Gebilde komplex oder reell ist und ob es mo¨glich ist, durch
eine Transformation die Variablenanzahl zu reduzieren (diese Entscheidungskriterien
entsprechen aber den vorigen). Diese Vorgehensweise la¨t sich zuna¨chst leicht auf ei-
ne gro¨ere Anzahl freier Variable u¨bertragen. Die entsprechende Quadrik hat dann
5Man kann auch allgemeinere Transformationen zulassen, dann ergeben sich beim Bilden der ho¨her-
en Ableitungen auch solche der Koordinaten selbst, die dann in Gleichung (7.4) im Ausdruck ~G ent-
halten wa¨ren.
6Siehe zu diesen Transformationen z.B. Kneschke [51]. Eine andere Mo¨glichkeit ist es, in jedem
Fall die Nebendiagonal-Elemente zum Verschwinden zu bringen und dann die Eigenwerte auf der
Diagonalen abzulesen.
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eine ho¨here Dimension, die Zuordnung zwischen dem Typ der Gleichung und den Ei-
genschaften der Eigenwerte der dazugeho¨rigen Quadrik bleibt dieselbe7. Auch fu¨r ein
System partieller Dierentialgleichungen erster Ordnung oder eine einzelne Gleichung
ho¨herer als zweiter Ordnung kann eine entsprechende Methode der Typ-Unterscheidung
verwendet werden (siehe z.B. Courant & Hilbert [16] 3.4). Bei einem nichtlinearen Sy-
stem zweiter Ordnung dagegen ist es im allgemeinen nicht mo¨glich, insgesamt von
einem bestimmten Typ zu sprechen. Davon abgesehen, da im nichtlinearen Fall der
Charakter noch von der a priori unbekannten Lo¨sung selbst abha¨ngt, ist es bei einem
System zweiter Ordnung fraglich, ob es u¨berhaupt mo¨glich ist, eine zweidimensionale
Matrix von Koezienten (bzw. wiederum Matrizen aus solchen) auszuzeichnen, deren
Eigenwerte dann fu¨r die Lo¨sungen des Gesamtsystems entscheidend sind. Es ist meist
sinnvoller, den einzelnen Gleichungen je einen Typ zuzuweisen, da diese ja durchaus
sehr unterschiedliche Pha¨nomene beschreiben ko¨nnen.
Ein standardisiertes Verfahren, um einem allgemeinen nichtlinearen System partiel-
ler Dierentialgleichungen ho¨herer Ordnung einen Typ zuzuweisen, gibt es also nicht.
Trotzdem ist man versucht, das System (7.1) parabolisch zu nennen, da die zweiten
Ableitungen ausschlielich in den Ortskoordinaten auftauchen und es auch keine ge-
mischten Ableitungen Ort/Zeit gibt. Betrachtet man den \Hauptteil" der Gleichungen,
der von den zweiten Ableitungen abha¨ngt, so beinhaltet dieser also keinerlei Zeitablei-
tungen, dies entspra¨che dann einem \verschwindenden Eigenwert" der zu den Einzel-
gleichungen geho¨renden quadratischen Form. Der parabolische Charakter wird noch
deutlicher, wenn man das System so weit als mo¨glich durch die Neudenition von
Ableitungen als zu suchenden Funktionen vereinfacht. Ziel solcher Denitionen ist es,
zum einen die Ordnung der Gleichungen herabzusetzen, und zum anderen den nicht-
linearen Charakter abzuschwa¨chen bzw. von den Ableitungen auf Funktionen selbst
abzuwa¨lzen, da eine Form, die linear in den ho¨chsten oder gar allen Ableitungen ist,
schon leichter zu untersuchen ist als eine beliebige nichtlineare Variante. Dieses Vor-
gehen der formalen \Linearisierung" wird hier zwar nicht das erwa¨hnte, prinzipielle
Problem bei der Typbestimmung lo¨sen, macht die Gleichungen aber in jedem Fall
u¨berschaubarer und entspricht der Methode, bei nichtlinearen Dierentialgleichungen
die Ableitung der Dierentialgleichung nach wiederum einer Ableitung der gesuchten
Funktion zu betrachten (der so gefundene Ausdruck bildet dann im nichtlinearen Fall
den \Vorfaktor" der entsprechenden Ableitung der gesuchten Funktion).
Bei der folgenden Untersuchung wird zuna¨chst die Sa¨ttigungsbedingung (1.7) nicht
eingesetzt. Das bedeutet, im System (7.1) wird statt der Gleichung (7.1b) eine Glei-
chung vom Typ (7.1a) verwendet zur Bestimmung des letzten Volumenanteils n (der
Index  la¨uft in (7.1a) also bis n). Damit unterliegen die Volumenanteile neben den
Bilanzgleichungen vorerst keiner weiteren Zwangsbedingung8. Die Sa¨ttigung wird dann
7Allerdings wird man bei Problemen in mehr als zwei Dimensionen dann wohl auch im hyperbo-
lischen Fall solche Koordinaten-Transformationen wa¨hlen, die die Quadrik diagonalisieren, und die
Diagonalgestalten als Normalformen bezeichnen.
8Insbesondere wa¨re so formal auch nicht zu garantieren, da die Summe der Volumenanteile stets
kleiner/gleich Eins ist. Auch fu¨r den Fall einer \ungesa¨ttigten" Mischung mu¨te man sich also fragen,
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ru¨ckwirkend betrachtet, nachdem die Untersuchung fu¨r den nicht eingeschra¨nkten Fall
abgeschlossen ist. Es zeigt sich, da diese Reihenfolge das Vorgehen wesentlich erleich-
tert.
Zur einfacheren Schreibweise seien zuna¨chst alle im System (7.1) unbekannten Funktio-
nen im Vektor f zusammengefat. Um hier langwierigen Umformungen aus dem Weg
zu gehen, werden genau die Ausdru¨cke als freie Variable betrachtet, deren Zeitableitun-
gen in (7.1) vorliegen, also die Impulse (1v1); : : : ; (nvn) statt der Geschwindigkeiten
v1; : : : ;vn und die innere Energie () statt der Temperatur . Komplettiert wird der
Satz an freien Variablen durch die Volumenanteile 1; : : : ; n. Somit lassen sich die
Gleichungen wie folgt darstellen
@f
@t
= F
 
f ;
@
@xi
f ;
@2
@xi@xj
f
!
; (7.7)
da die entsprechenden Zeitableitungen in (7.1) bzw. der einfacheren Variante ohne
Sa¨ttigung bereits explizit und linear auf der linken Seite der Gleichungen stehen. Auf
der rechten Seite von (7.7) wurden mo¨gliche explizite Abha¨ngigkeiten vom Ort x und
der Zeit t unterschlagen, die in (7.1) etwa im Term (r), also bei der Einstrahlung
von Energie, auftreten ko¨nnten. Dies la¨t sich formal rechtfertigen, indem man statt
der Orts- und Zeit-Koordinaten die unbekannten Funktionen ξ und  einfu¨hrt, die
wiederum den folgenden Dierentialgleichungen
@
@t
=
@k
@xk
k beliebig (aber fest) ;
(7.8)
@i
@t
= 0 (i = 1; 2; 3)
mit den Anfangsbedingungen (zur Zeit t = t0)
(t0;x) = t0 ; i(t0;x) = xi (i = 1; 2; 3) (7.9)
gehorchen mu¨ssen, denn dies erlaubt nur die Lo¨sungen ξ = x und  = t. Somit fu¨gen
sich die Gleichungen (7.8) problemlos in das System (7.7) ein9. Die linke Seite von (7.7)
besitzt schon die denkbar einfachste Form, die rechte dagegen ist in beliebiger Weise
von den ersten und zweiten Ortsableitungen der gesuchten Funktionen abha¨ngig. Ein
ob man diese Bedingung dem System hinzufu¨gen sollte { eventuell durch Einfu¨hren einer zusa¨tzlichen
Komponente und Verwenden einer \Sa¨ttigungsbedingung".
9Ein weiterer positiver Aspekt der Ersetzung von (x, t) durch (ξ, τ) ist, da spa¨ter auch Terme, die
keinerlei Ableitungen enthalten, mit ∂ξi/∂xi = 1 multipliziert werden ko¨nnen, um sie formal einfacher
mit anderen Termen, die linear in den Ableitungen sind, zusammenfassen zu ko¨nnen. Dies wird bei
der Betrachtung des Satzes von Cauchy & Kovalevskaya beno¨tigt.
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Versuch, die Ordnung der Gleichung (7.7) zu reduzieren, beginnt nun damit, den Gra-
dienten rf =: q ebenfalls als unbekannte Funktion (bzw. als Vektor aus ebensolchen
Funktionen) zu denieren. Damit hat man das System (7.7) durch
@f
@t
= F (f ; q;rq) ;
(7.10)
rf = q
ersetzt. Dieses System ist zwar erster Ordnung, aber nach wie vor nichtlinear und lei-
der auch kein Anfangswertproblem mehr wie (7.7). Statt (7.10b) sollte man also eine
Gleichung fu¨r die Zeitableitung von q anschreiben, deren rechte Seite dann ihrerseits
nach Mo¨glichkeit keine weiteren Zeitableitungen enthalten sollte. Dies la¨t sich errei-
chen durch die Denition @f=@t =: p, denn damit schreibt man statt der Gleichung
(7.10b) zwei Gleichungen in der gewu¨nschten Form an
@f
@t
= p ;
(7.11)
@q
@t
=
@
@t
rf = r @
@t
f = rp ;
wobei allerdings die Denition rf = q im Ergebnis verborgen bleibt. Es ergibt sich
nun das Problem, da man mit (7.11a) und (7.10a) zwei Gleichungen fu¨r @f=@t hat,
aber keine fu¨r die Zeitableitung von p. Um eine solche Gleichung zu erhalten, ersetzt
man nun (7.10a) durch die eigene Zeitableitung und fu¨hrt bei dieser Gelegenheit auch
den Gradienten rq =: l als weitere unbekannte Funktion ein, um die Nichtlinearita¨t
der Gleichung (7.10a) in der Ableitung rq formal zu umgehen. Zusammen mit den
bisherigen Denitionen erha¨lt man
@f
@t
= p ;
@q
@t
= rp ;
(7.12)
@l
@t
=
@
@t
rq = r @
@t
q = r(rp) ;
@p
@t
=
@F
@f
 @f
@t|{z}
p
+
@F
@q
 @q
@t|{z}
rp
+
@F
@l
 @l
@t|{z}
r(rp)
:
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Hier ist die rechte Seite vollsta¨ndig als Funktion von f , q, l, p und den Ortsableitungen
von p zu sehen, die Zwischenschritte sind nur zum besseren Versta¨ndnis eingetragen.
Auch die zu den Gleichungen (7.12) geho¨rigen Anfangsbedingungen sind bekannt, so-
fern diejenigen fu¨r das Ausgangssystem (7.7) bekannt waren. Denn mit den Werten fu¨r
f zur Zeit t = t0 sind auch die ersten und zweiten Ortsableitungen (also q0 = q(t0)
und l0 = l(t0)) und via (7.10a) die ersten Zeitableitungen (also p0 = p(t0)) von f
bekannt. Das System (7.12) mit den entsprechenden Anfangsbedingungen ist mit dem
Ausgangssystem (7.7) und dessen Anfangsbedingungen a¨quivalent. Die eine Richtung
dieser Behauptung folgt direkt aus der Ableitung des Systems (7.12) aus (7.7). Die
andere sieht man ein, indem man annimmt, das System (7.12) sei gelo¨st und zeigt, da
die Lo¨sungen dann auch (7.7) erfu¨llen. Hierzu werden die Zeitableitungen von q und l
einmal nach der Zeit integriert
r@f
@t
=
@q
@t
=) q = rf + G(x) ; (7.13)
r
 
r@f
@t
!
=
@l
@t
=) l = r(rf) + ~G(x) (7.14)
und ihre Anfangsbedingungen q0 = rf 0 sowie l0 = r(rf0) beru¨cksichtigt. Damit gilt
notwendig
G = ~G = 0 ; q = rf ; l = r(rf) : (7.15)
Die beiden \Hilfsfunktionen" q und l, deren urspru¨ngliche Denitionen ja in (7.12)
nicht mehr auftauchen, nehmen also nach Lo¨sung von (7.12) mit den dazugeho¨rigen
Anfangsbedingungen die richtigen Werte an. Durch einmalige Integration von (7.12d)
nach der Zeit erha¨lt man unter der Beru¨cksichtigung der Anfangsbedingung fu¨r p die
Gu¨ltigkeit der Gleichung
@f
@t
= F(f ;rf ;r(rf)) ;
womit die A¨quivalenz von (7.12) mit (7.7) { jeweils unter Hinzunahme der entsprechen-
den Anfangsbedingungen { vollsta¨ndig gezeigt ist. Das Umformulieren des Problems
mit Hilfe der neu denierten Funktionen q, l und p entspricht im u¨brigen dem fru¨her
(Seite 94) erwa¨hnten Betrachten der Ableitungen der Gleichung (7.7) nach den dort
nichtlinear auftauchenden Ableitungen rf und r(rf).
Mit (7.12) liegt nun ein System von partiellen Dierentialgleichungen vor, das nach
wie vor erster Ordnung in der Zeit und zweiter im Ort ist; aber die rechte Seite des
Gleichungssystems ist nun linear in allen Ableitungen, wenn auch die Vorfaktoren der
Ableitungen nichtlinear in den gesuchten Funktionen sind. Diese Form heit bei Cou-
rant & Hilbert [16] quasilinear10. Fu¨r entsprechende Systeme von Gleichungen erster
Ordnung haben Courant & Hilbert den Beweis der Existenz und Eindeutigkeit von
10Wa¨ren die Gleichungen strikt linear, besa¨en die Koezienten also keinerlei Abha¨ngigkeit von
den gesuchten Funktionen, und ha¨tte man ein gemischtes Problem mit kombinierten Anfangs- und
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Lo¨sungen nach Cauchy & Kovalevskaya durchgefu¨hrt bzw. wiedergegeben (siehe auch
[15]). Der Versuch, (7.12) durch Neudenition von abha¨ngigen Funktionen weiter um-
zuformen, um ein a¨quivalentes System von Gleichungen erster Ordnung zu erhalten,
ist allerdings zum Scheitern verurteilt. Dies kann man schon der Form (7.7) des Glei-
chungssystems ansehen, denn diese ist nicht \normal" (im Sinne von z. B. Bronstein
[9], Abschnitt 3.3.2.1, siehe auch weiter unten Seite 100) bezu¨glich der Variablen t. Das
heit, die Ordnung der Gleichungen in der Zeit ist niedriger als die Ordnung im Ort,
und es ist nicht mo¨glich, die Gleichungen nach der zweiten Zeitableitung der unbe-
kannten Funktionen aufzulo¨sen, wie es vorausgesetzt wird beim Beweis des Satzes von
Cauchy & Kovalevskaya fu¨r ein Anfangswertproblem zweiter Ordnung11.
Die Gestalt (7.12) des Gleichungssystems, die nach den ersten Zeitableitungen aufgelo¨st
und deren rechte Seite linear in den ersten und zweiten Ortsableitungen ist, ist also
als Normalform dieses Typs anzusehen. Eine weitere Vereinfachung ist nicht mo¨glich.
Anhand der Form (7.12) erkennt man auch deutlicher als bei den Gleichungen (7.1)
den parabolischen Typ des Problems, der leider die Anwendung von Charakteristiken-
Methoden, wie sie zum Beispiel bei hyperbolischen Gleichungen manchmal eingesetzt
werden ko¨nnen, verhindert. Man ist daher bei der Untersuchung der eindeutigen Be-
stimmtheit und der Existenz von Lo¨sungen dieser Gleichungen trotz des erwa¨hnten
Problems der \Nichtnormalita¨t" auf das Theorem von Cauchy & Kovalevskaya ange-
wiesen, das wesentlich sta¨rkere Voraussetzungen bezu¨glich der Stetigkeit der beteiligten
Funktionen macht, als es bei Charakteristiken-Methoden notwendig wa¨re.
Zu den Charakteristiken ist zu sagen, da sich zwar auch fu¨r parabolische Gleichungen
charakteristische Mannigfaltigkeiten nden lassen, diese jedoch im wesentlichen einfach
den Hyperebenen (x 2 IR3; t = const:) entsprechen; sie bestehen also aus den \Fla¨chen
gleicher Zeit" und erlauben keine Transformation des Problems in eine einfachere Form
(die mit ihrer Hilfe einzufu¨hrende, transformierte Koordinate wa¨re im interessantesten
Falle eine anders parametrisierte Zeit). Damit ist die Anfangsmannigfaltigkeit (t = t0)
also ebenfalls charakteristisch, dies ist aber fu¨r ein solches parabolisches Problem die
angemessene Form und wirft weiter keine Schwierigkeiten auf.
Es sollte noch hervorgehoben werden, da die Normalform (7.12) des Problems wie-
derum eine direkte Folge der Gestalt der allgemeinen Bilanzgleichung (1.3) und des
Materialansatzes (2.6) ist. Da sie { soweit man das u¨berhaupt sagen kann bei einem
nichtlinearen System von Gleichungen { von parabolischem Charakter ist, liegt an der
Tatsache, da die Feldgleichung (1.3) zwar sowohl die erste Zeitableitung der bilanzier-
ten Gro¨e als auch deren erste Ortsableitungen (und keine ho¨heren) entha¨lt, u¨ber den
Ansatz (2.6) fu¨r die konstitutiven Abha¨ngigkeiten jedoch die Ordnung in den Orts-
ableitungen um eins erho¨ht wird. Obwohl die Form (7.12) dementsprechend in obigem
Randwerten vorliegen, so ko¨nnte man das Problem auch mit einer Fourierschen Methode angehen,
also ein orthogonales Funktionensystem suchen, das die Dierentialgleichungen und die Anfangsbe-
dingungen erfu¨llt und dessen Koezienten sich dann aus den vorgeschriebenen Randwerten fu¨r t > t0
ergeben.
11Dieser Sachverhalt wurde bisher in einigen Arbeiten (etwa Svendsen & Hutter [72] oder Mu¨ller
[60]) u¨bersehen. Siehe zur \Normalita¨t" des Systems auch die Funote auf Seite 100.
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Sinne nicht \normal" ist, ist sie geeignet fu¨r die folgende Betrachtung der Existenz und
Eindeutigkeit von Lo¨sungen des Problems.
7.3 Existenz und Eindeutigkeit von Lo¨sungen
In einigen Fa¨llen rechtfertigen sich mathematische Formulierungen in der Anwendung
im Bereich der Physik oder der Mechanik ausschlielich durch die Tatsache, da sich
auf numerischem Weg mit ihrer Hilfe Lo¨sungen konstruieren lassen, die eine sinnvolle
Interpretation erlauben und das tatsa¨chliche Verhalten eines Systems korrekt reprodu-
zieren. In manchen von diesen Fa¨llen existieren vielleicht auch keine Werkzeuge, um
formal zu garantieren, da das Problem gutartig gestellt ist. Fu¨r die in dieser Arbeit
untersuchte Formulierung der Feldgleichungen einer gesa¨ttigten Mischung von Konsti-
tuenten mit jeweils konstanter wahrer Dichte soll aus mehreren Gru¨nden der Versuch
unternommen werden, analytisch zu zeigen, da die Formulierung sinnvoll ist, also eine
eindeutige Lo¨sung existiert. Zum einen erleichtert das auf analytischem Wege gewonne-
ne Wissen mit einiger Wahrscheinlichkeit auch die spa¨tere Anwendung bzw. numerische
Umsetzung und sichert diese ab. Zum anderen ist es kurzfristig noch nicht mo¨glich, die
Theorie numerisch umzusetzen, da noch einige wesentliche Fragen oen sind, die ge-
kla¨rt werden mu¨ssen, bevor ein Test an einem konkreten Problem erfolgen ko¨nnte.
Unter dem zweiten Gesichtspunkt ist die Frage der Sa¨ttigung zu sehen, also die Kom-
bination des Systems von Dierentialgleichungen mit einer algebraischen Gleichung,
die die beteiligten Funktionen verknu¨pft. Die Art und Weise, wie diese Kombination
geschehen soll, ist nicht unumstritten.
Ausgangspunkt der Betrachtung ist die Form (7.12) der Gleichungen, die sich noch
ku¨rzer auf die folgende Weise schreiben lassen
@fi
@t
=
kX
j=1
fGij  rfj + Hij  r(rfj)g (i = 1; : : : ; k) ; (7.16)
wobei die fi nun alle unbekannten Funktionen aus (7.12) bezeichnen, also die Kompo-
nenten der dort auftretenden Vektoren f ; q; l und p. Die obere Summationsgrenze k
ergibt sich entsprechend aus der Anzahl dieser Funktionen, und die Gij und Hij sind
tensorielle Gro¨en der jeweils zu den einfachen bzw. doppelten Gradienten passenden
Dimension, die wiederum von den fi und nichts sonst abha¨ngen, also weder von Ab-
leitungen noch von Orts- oder Zeitkoordinaten. Zu den Termen in p auf der rechten
Seite von (7.12a) und (7.12d) ist zu sagen, da sie durch eine Multiplikation mit rξ
in eine zu (7.16) passende Form gebracht worden sind, wie es auf Seite 95 angedeutet
wurde. Auf die Form (7.16) des Gleichungssystems soll nun nach Mo¨glichkeit der Satz
von Cauchy & Kovalevskaya angewendet werden.
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7.3.1 Der Satz von Cauchy und Kovalevskaya
In seiner urspru¨nglichen Formulierung ([52], siehe auch Bronstein [9] 3.3.2.1, oder
ausfu¨hrlicher bei Cooke [15]) besagt der Satz das folgende:
Liegt ein System partieller Dierentialgleichungen der Form
@ki
@tki
fi = Fi
(
t;x; : : : ; fj; : : : ;
@sfl
@ts0@xs11 @x
s2
2 @x
s3
3
; : : :
)
(i = 1; : : : ;m) ; (7.17)
fu¨r die unbekannten Funktionen f1; : : : ; fm vor, bei dem die ho¨chste auf der rechten
Seite auftretende Ableitungs-Ordnung s = s0 + s1 + s2 + s3 jeweils nicht gro¨er als
ki ist
12, und bei dem sowohl die Funktionen Fi als auch die reinen Orts-Funktionen,
die die Anfangsbedingungen fu¨r die ersten (ki − 1) Ableitungen der Funktionen fi
darstellen, in reelle Potenzreihen entwickelbar sind, so existiert innerhalb der Klasse
der in Potenzreihen entwickelbaren Funktionen genau eine Lo¨sung des Systems in einer
geeigneten Umgebung der gewa¨hlten Startwerte.
Wie erwa¨hnt besitzt das System (7.12) nicht genau die Form (7.17) und ist auch durch
weitere Neudenition von unbekannten Funktionen nicht in diese Form zu bringen13.
Trotzdem la¨t sich aber der Beweis des Satzes von Cauchy & Kovalevskaya zumindest
in einer a¨hnlichen Weise angehen, wie es in Courant & Hilbert [16] fu¨r bezu¨glich der Zeit
\normale" Gleichungssysteme der Form (7.17) geschieht. Kern der Betrachtung ist dort
wie hier die Beobachtung, da sich u¨ber die zu lo¨sende Dierentialgleichung der Form
(7.17) wie auch u¨ber eine solche der Form (7.16) bei einem gegebenen Anfangswert-
problem sukzessive alle Zeitableitungen der unbekannten Funktionen zum Zeitpunkt t0
ermitteln lassen (um dies wiederum (7.17) anzusehen, sollte man es in eine zu (7.16)
analoge Form eines Systems erster Ordnung bringen, bei der dann die Hij identisch
verschwinden). Das Bestimmen der Ableitungen geschieht auf die folgende Weise.
Da fu¨r t = t0 alle Funktionen in ihrer Ortsabha¨ngigkeit bekannt sind, verfu¨gt man
entsprechend auch u¨ber alle Ortsableitungen zu diesem Zeitpunkt. Damit ist die rechte
Seite von (7.16) vollsta¨ndig bekannt und liefert so die ersten Zeitableitungen (@fi=@t)
zum Zeitpunkt t0. Durch einmaliges Ableiten des gesamten Systems (7.16) nach der
Zeit erha¨lt man eine Form der Gleichungen, bei der linkerhand die zweiten Zeitableitun-
gen stehen und sich rechts ausschlielich Ableitungen nden, die ho¨chstens von erster
Ordnung in der Zeit sind. Da aus dem ersten Iterations-Schritt aber die ersten Zeita-
bleitungen fu¨r alle betrachteten Punkte im Ort vorliegen, kann die rechte Seite samt
den gemischten Ableitungen in Ort und Zeit wiederum als bekannt gelten. Durch Wie-
derholung dieses Schrittes gewinnt man die ho¨heren Ableitungen (nach der Zeit oder
12Eben dies ist die Bedingung dafu¨r, da das System (7.17) \normal" ist bezu¨glich der Zeit t.
13Theoretisch wa¨re es allerdings mo¨glich, anzunehmen, da die Gleichungen in (7.12) \normal"
bezu¨glich einer Ortskoordinate sind, und ein \Anfangswertproblem" zu betrachten, bei dem eine Orts-
koordinate die Rolle der Zeit u¨bernimmt. Davon abgesehen, da dies aus physikalischer Sicht nicht
sinnvoll erscheint, ist aber auch nicht zu garantieren, da die Gleichungen tatsa¨chlich jeweils nach den
zweiten Ortsableitungen aufgelo¨st werden ko¨nnen. Ein Wechsel der unabha¨ngigen Variablen je nach
den Gegebenheiten an der betrachteten Stelle wird hier also bewut nicht vorgenommen und ist im
allgemeinen bei einem System von Gleichungen auch nicht mo¨glich.
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nach Zeit und Ort gemischt) der fi bis zu beliebiger Ordnung (siehe hierzu auch Seite
106). Unter der Annahme, da die Funktionen fi u¨berhaupt als Potenzreihen darstell-
bar sind, liefern diese Ableitungen dann eine Darstellung der fi, die eindeutig durch
die gegebenen Anfangswerte und die Koezienten des Systems (7.16) bestimmt ist.
Wesentlich fu¨r diese Eigenschaft ist nicht die \Normalita¨t" des Gleichungssystems in
dem Sinne, da die Zeitableitungen mindestens von der Ordnung der Ortsableitungen
sein mu¨ten, sondern wesentlich ist vielmehr die Tatsache, da sich die Gleichungen
u¨berhaupt in eine Form bringen lassen, bei der sie nach den ho¨chsten Zeitableitungen
aufgelo¨st sind { gleich welcher Ordnung diese sind. Ist diese Auflo¨sbarkeit gegeben,
so erha¨lt man nach dem beschriebenen Schema auf eindeutige Weise eine Reihe von
Werten, die { sofern sie als Koezienten einer Potenzreihe aufgefat eine konvergente
Reihe beschreiben { den Ableitungen der unbekannten Funktionen entsprechen. So gilt
also auch fu¨r das \nicht normale" System (7.16) sofort das folgende Teilergebnis:
Existiert eine in Potenzreihen entwickelbare Lo¨sung des Gleichungssystems (7.16) , so
ist diese durch die Anfangswerte eindeutig bestimmt.
Die Technik, um neben der Eindeutigkeit auch die Existenz einer solchen Lo¨sung zu
zeigen, ist allerdings abha¨ngig von der Eigenschaft der Normalita¨t, so da hier nur grob
dem Vorgehen in Courant & Hilbert gefolgt werden kann. Die Grundidee, ein \majo-
rantes" Problem zu denieren und fu¨r dieses dann die Existenz einer solchen Lo¨sung
zu zeigen, wird allerdings u¨bernommen. Mit dem Begri \majorantes Problem" ist das
folgende gemeint. Sind die Koezientenfunktionen von (7.16) und die Anfangsfunk-
tionen analytisch, so ist das formale Bilden aller ho¨heren Ableitungen der fi nach der
oben geschilderten Vorgehensweise unproblematisch. Unklar ist aber, ob die mit den
so ermittelten Ableitungen gebildeten hypothetischen Potenzreihen u¨berhaupt konver-
gieren. Gelingt es nun eine Reihe zu nden, die im Zweifelsfall betragsma¨ig gro¨ere
Koezienten besitzt und die absolut konvergent ist, so ist auch die Konvergenz fu¨r
die urspru¨nglichen Potenzreihen gesichert und diese stellen dann die eindeutige Lo¨sung
von (7.16) dar. Hier soll also eine solchermaen \majorante" Reihe gefunden werden,
die dann die Lo¨sung eines \majoranten" Systems von Gleichungen ist.
Der einfacheren Schreibweise zuliebe soll vorerst ein eindimensionaler Ortsraum ange-
nommen werden. Fu¨r die meisten der folgenden Schritte spielt die genaue Dimension
des Ortes keine Rolle, wo sie wesentlich ist, mu eine gesonderte Betrachtung erfolgen
(dies ist spa¨testens dann der Fall, wenn das majorante Problem konkret gelo¨st werden
soll). Mit dieser Vereinfachung schreibt sich das System (7.16) in skalaren Gro¨en
@fi
@t
=
kX
j=1
(
Gij @fj
@x
+ Hij @
2fj
@x2
)
(i = 1; : : : ; k) : (7.18)
Beim sukzessiven Bestimmen der Ableitungen setzt man nun auf der rechten Seite die
Anfangsfunktionen fi(t0; x) = i(x) ein, die als Potenzreihen in x angenommen wurden,
und fu¨hrt im weiteren dann wiederholt die Prozeduren Ableiten und Einsetzen aus. Das
fortwa¨hrende Ableiten bedeutet die Multiplikation der Koezienten der als Potenzrei-
hen gedachten Funktionen Gij , Hij und i mit positiven, ganzen Zahlen. Ersetzt man
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die Koezienten selbst nun durch positive Werte, die mindestens so gro sind wie der
jeweilige Betrag des entsprechenden Koezienten, so ergibt sich ein modiziertes Sy-
stem von Gleichungen (repra¨sentiert durch vera¨nderte Koezientenfunktionen ~Gij und
~Hij) mit Anfangsbedingungen (repra¨sentiert durch analog modiziert gedachte ~i statt
der i, siehe Seite 103), das bei einer Auswertung nach obigem Schema Ableitungen
fu¨r die neu denierten unbekannten Funktionen ~fi liefert, die allesamt mindestens so
gro sind wie die entsprechenden Ableitungen der fi. Dies rechtfertigt die Bezeichnung
\majorantes Problem". Hat dieses nun eine Lo¨sung, die tatsa¨chlich durch Potenzreihen
darstellbar ist, so sind deren Koezienten notwendigerweise identisch mit denen, die
man durch den beschriebenen Iterationsproze ermittelt. Andererseits sind die Ablei-
tungen, also die Entwicklungskoezienten der fi aus dem eigentlichen Problem (7.18)
von kleinerem Betrag als die des majoranten Problems. Wenn also die Potenzreihen
des letzteren absolut konvergent sind, dann sind mit Sicherheit auch die ersteren, die
Reihen des Ausgangs-Problems konvergent. Fu¨r das majorante Problem ist also nur
wichtig, da es durch reell analytische Funktionen gelo¨st wird; ob diese dann eine an-
derweitige, sinnvolle Interpretation zulassen, ist nicht von Bedeutung. Ist ein solches
majorantes Problem samt analytischer Lo¨sung gefunden, so ist auch die Existenz einer
Lo¨sung des Ausgangs-Problems garantiert, und der Beweis des Satzes von Cauchy &
Kovalevskaya ist fu¨r (7.18) und { mit der Einschra¨nkung auf eine Ortskoordinate und
hier noch ohne Sa¨ttigung { auch fu¨r (7.1) durchgefu¨hrt.
Um eine konkrete Form fu¨r das majorante Problem zu nden, wird angenommen, da
die Potenzreihen der Koezientenfunktionen Gij und Hij in (7.18) den Konvergenzra-
dius  besitzen (im Zweifelsfall wird der kleinste der verschiedenen Konvergenzradien
ausgewa¨hlt). Dann gilt, wenn
Gij =
X
l1...lk
Gijl1...lk f
l1
1    f lkk (7.19)
eine Darstellung von Gij ist, da die Koezienten in jedem Fall die folgende Bedingung
erfu¨llen mu¨ssen
jGijl1...lk j 
G^ij
l1+...+lk
(7.20)
mit einer geeigneten positiven Konstante G^ij . Entsprechendes gilt mit analogen Be-
zeichnungen fu¨r die Koezienten der Hij
jH ijl1...lk j 
H^ ij
l1+...+lk
: (7.21)
Aus den endlich vielen G^ij und H^ ij wird der gro¨te Wert ausgewa¨hlt und mit M
bezeichnet. Nun werden neue Koezienten der Form
Aijl1...lk = B
ij
l1...lk
=
M
l1+...+lk
(l1 + : : :+ lk)!
l1!    lk! (7.22)
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deniert, die sicher gro¨er als die Gijl1...lk oder die H
ij
l1...lk
sind und diese im majoranten
Problem ersetzen. Zum einen sind diese Koezienten nicht vom Index ij abha¨ngig,
zum anderen la¨t sich eine mit ihrer Hilfe gebildete Potenzreihe in Potenzen der fi
innerhalb eines Kreises mit jf1j+ : : :+ jfkj <  wie folgt zusammenfassen
Aij = X
l1lk
Aijl1lk f
l1
1   f lkk =
M
1− f1+...+fk
ρ
: (7.23)
Die Bij sind mit den Aij identisch. Eine mit diesen neuen Koezienten gebildete, zum
System (7.18) majorante Formulierung lautet
@fi
@t
=
0@ M
1− f1+...+fk
ρ
1A X
j
@fj
@x
+
0@ M
1− f1+...+fk
ρ
1A X
j
@2fj
@x2
: (7.24)
In a¨hnlicher Weise werden die Anfangsfunktionen i(x) fu¨r das System (7.18) durch
majorante Versionen ersetzt. Haben die i innerhalb eines Konvergenzradius ri die
Darstellung
i =
X
j
ij x
j ; (7.25)
so gilt mit einem geeigneten festen Wert Ni fu¨r die Koezienten
jijj 
Ni
rji
: (7.26)
Von den Ni wird wiederum der gro¨te Wert ausgewa¨hlt und N genannt, analog wird
unter den Konvergenzradien ri der kleinste ausgewa¨hlt und r getauft. Mit Hilfe von N
und r formuliert man die folgenden majoranten Anfangsbedingungen
i =
X
j
N
rj
xj =
N
1− x
r
: (7.27)
Damit ist das zum urspru¨nglichen Anfangswertproblem { bestehend aus dem Glei-
chungssystem (7.18) mit entsprechenden Anfangsbedingungen { majorante Problem
vollsta¨ndig formuliert. Gelingt es, fu¨r die Kombination der Gleichungen (7.24) mit den
Anfangsbedingungen (7.27) in Potenzreihen entwickelbare Lo¨sungen zu nden, so ist
die Konvergenz der nach dem oben erkla¨rten Schema zu konstruierenden Potenzreihen
fu¨r die urspru¨nglich gesuchten Lo¨sungen des Systems (7.18) gesichert.
Beim Betrachten der Gleichungen (7.24) und der Anfangsbedingungen (7.27) fa¨llt auf,
da sie durch die jeweiligen, grozu¨gigen Abscha¨tzungen der beteiligten Koezienten
nach oben die Abha¨ngigkeit vom Index der Funktionen fi vollsta¨ndig verloren haben.
Alle Dierentialgleichungen sind untereinander gleich und auch die Anfangsbedingun-
gen sind fu¨r alle Funktionen identisch. Damit liegt es nahe, fu¨r einen Lo¨sungsversuch
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auch die gleiche Funktion ~f fu¨r alle fi anzusetzen und so eine einzelne partielle Die-
rentialgleichung
@ ~f
@t
=
kM
1− k ~f
ρ
(
@ ~f
@x
+
@2 ~f
@x2
)
(7.28)
mit der dazugeho¨rigen Anfangsbedingung
~f(t0; x) =
rN
r − x (7.29)
zu betrachten. Fat man die beteiligten Konstanten neu zusammen, so schreibt sich
das Problem wie folgt
(~a− ~b ~f) @
~f
@t
=
@ ~f
@x
+
@2 ~f
@x2
(7.30)
mit der Anfangsbedingung
~f(t0; x) =
1
~c− ~dx (7.31)
und den Konstanten
~a =
1
kM
; ~b =
1
M
; ~c =
1
N
; ~d =
1
rN
: (7.32)
Um die Dierentialgleichung noch etwas einfacher darstellen zu ko¨nnen, transformiert
man ~f linear im Wertebereich durch die Denition (~a− ~b ~f) = f und erha¨lt
f
@f
@t
=
@f
@x
+
@2f
@x2
mit f(t0; x) =
a− bx
c− dx (7.33)
als Normalform des majoranten Problems mit den Konstanten
a = ~a~c− ~b = 1
kNM
− 1
M
; b = ~a~d =
1
kMrN
;
(7.34)
c = ~c =
1
N
; d = ~d =
1
rN
:
Diese Konstanten beinhalten noch gewisse Wahlmo¨glichkeiten, da sie von den M;N; 
und r abstammen, die als obere bzw. untere Schranken auch gro¨er (im Falle von M
und N) bzw. kleiner (im Falle von  und r) angenommen werden ko¨nnen (k dagegen,
die Anzahl der unbekannten Funktionen ist nicht verfu¨gbar).
Die Form der Dierentialgleichung in (7.33) scheint auf den ersten Blick einen Separa-
tions-Ansatz f(t; x) = g(t)h(x) zur Lo¨sung der Dierentialgleichung nahezulegen, denn
mit diesem Ansatz ergibt sich
@g
@t
=  =
1
h2
 
@h
@x
+
@2h
@x2
!
(7.35)
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mit einer Separations-Konstanten . Die linke Seite, die gewo¨hnliche Dierentialglei-
chung fu¨r g(t) liefert sofort g(t) = g(t0) + t. Die rechte Seite, die Gleichung fu¨r h(x)
ist zwar nicht trivial, jedoch unter der Annahme @h=@x 6= 0 durch die Denition
p(h) = @h=@x = h0 in eine nichtlineare Gleichung erster Ordnung umzuformen
p +
@p
@h
p − h2 = 0 ; (7.36)
aus deren Lo¨sung sich dann durch eine Integration h(x) erga¨be (
R
dx =
R
(1=p) dh).
Doch dies durchzufu¨hren wa¨re vergebliche Mu¨he, da die Lo¨sung fu¨r h keinesfalls mit der
Anfangsbedingung aus (7.33) konsistent ist. Denn diese Anfangsbedingung schreibt die
Ortsabha¨ngigkeit der Lo¨sung ja bereits vor, mu¨te also die rechte Gleichung in (7.35)
erfu¨llen, wenn der Separationsansatz erfolgreich sein soll. Doch versuchsweises Ersetzen
von h(x) durch (a − bx)=(c − dx) in der Gleichung h00 + h0 = h2 fu¨hrt, nachdem die
entstehenden Bru¨che auf den gleichen Nenner gebracht worden sind, mittels Koezi-
entenvergleich (in Potenzen von x) auf die folgenden vier Gleichungen
(ad− bc)(2d + c) = a2c; (ad− bc)d = (a2d + 2abc) ;
(7.37)
0 = (b2c + 2abd); 0 = b2d :
Da nach (7.34) weder b noch d verschwinden kann, mu nach der Gleichung (7.37d) 
Null sein, doch dies hat nach (7.37b) wiederum zur Folge, da entweder nach wie vor
d verschwinden mu¨te (im Widerspruch zum gerade gesagten) oder da gelten mu
ad = bc. Letzteres bedeutet
1
kN2Mr
− 1
NMr
=
1
kN2Mr
bzw:
1
NMr
= 0 : (7.38)
Dies ist ganz oensichtlich nicht zu erfu¨llen. Die Herkunft der Konstanten macht klar,
da sich auch nicht annehmen la¨t, der \sto¨rende" Term 1=(NMr) sei klein im Ver-
gleich mit den anderen auftretenden. Der Separationsansatz f(t; x) = g(t)h(x) mu
also prinzipiell verworfen werden, ein Produkt einer reinen Zeitfunktion mit einer rei-
nen Ortsfunktion kann das Problem (7.33) nicht lo¨sen.
Ein anderer Lo¨sungsansatz fu¨r die Dierentialgleichung in (7.33) ko¨nnte darin bestehen,
eine wandernde Welle anzunehmen, also eine Abha¨ngigkeit der Lo¨sung von Ort und
Zeit der Kombination f(x; t) = f^(x− vt) vorauszusetzen. Mit einer neuen Koordinate
 := (x− vt) erha¨lt man das transformierte Problem
− v f^ f^ 0 = f^ 0 + f^ 00 ; (7.39)
wobei der Strich 0 nun Ableitungen nach  bezeichnet, und die nach (7.33) zu erfu¨llende
Anfangsbedingung wiederum nur eine Mo¨glichkeit fu¨r die Funktion f^ zula¨t
f^() =
a− b
c− d : (7.40)
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Setzt man dies in (7.39) ein, so erkennt man durch einen erneuten Koezientenver-
gleich (in Potenzen von ), da ein einfacher \travelling wave" Ansatz nicht mit der
Anfangsbedingung vereinbar ist. Anzumerken ist jedoch, da die Dierentialgleichung
fu¨r sich durchaus solche Lo¨sungen zula¨t. So kann man (7.39) einmal nach  integrieren
und erha¨lt
− v
2
f^ 2 = f^ + f^ 0 + const: (7.41)
Nach Trennung der Variablen integriert man dies zu
f^ =
1
C exp() − v=2 : (7.42)
Die Dierentialgleichung in (7.33) fu¨r sich allein genommen ist also noch nicht beson-
ders problematisch. Doch die Kombination mit der zu erfu¨llenden Anfangsbedingung
wirft massive Schwierigkeiten auf.
Ein ga¨nzlich anderer Ansatz, den in diesem Kapitel begonnenen Beweis zu schlieen,
besteht darin, nicht den \Umweg" u¨ber eine { wie auch immer gefundene { geschlossen
gegebene Lo¨sung des majoranten Problems zu gehen, die sich dann mit etwa Glu¨ck als
reell analytisch erweist, sondern nach dem oben skizzierten Iterationsverfahren (siehe
Seite 100) die Lo¨sung der majoranten Gleichung mit Hilfe der richtigen Anfangsbe-
dingung als Potenzreihe in der Zeit zu konstruieren und die Konvergenz dieser Reihe
direkt zu untersuchen. Dies wird allerdings aufwendig, da die Anzahl der entstehenden
Terme sehr schnell wa¨chst und diese sich daher schwer genau genug abscha¨tzen lassen.
Auch um den Iterationsproze deutlich zu machen, der prinzipiell alle Zeitableitungen
verfu¨gbar macht, werden die ersten Schritte des Verfahrens trotzdem hier angegeben.
Man erha¨lt mit f 0 := @f=@x und _f := @f=@t aus der Dierentialgleichung in (7.33)
_f =
f 0
f
+
f 00
f
;
f¨ =
1
f
( _f 0 + _f 00) −
_f
f 2
(f 0 + f 00)
= −2f
02
f 3
− 6f
0f 00
f 3
+
f 00
f 2
+ 2
f 000
f 2
− 2f
002
f 3
+ 2
f 03
f 4
+ 2
f 02f 00
f 4
+ 2
f 0f 000
f 3
+
f 0000
f 2
; : : :
Die dritte Zeitableitung beinhaltet dann schon 29 Summanden, und die Anzahl der
Terme wa¨chst so schnell, da der Versuch, das Wachstumsverhalten der Zeitableitun-
gen abzuscha¨tzen, um etwa einen Konvergenzradius in der Zeit t angeben zu ko¨nnen,
bislang gescheitert ist. Auch Software, die Ausdru¨cke symbolisch bearbeiten kann, wird
schnell u¨berfordert bzw. die Rechenzeit steigt in einem nicht mehr handhabbarem Ma.
So wurden mit einem selbstgeschriebenen C-Programm die ersten 12 Zeitableitungen
symbolisch bestimmt und die Ausdru¨cke dann fu¨r vorgegebene Konstanten in der An-
fangsfunktion f = (a−bx)=(c−dx), also fu¨r konkrete Werte von f; f 0; f 00; f 000; : : : an der
Stelle x = 0 ausgewertet. Die Ergebnisse deuten zwar vage daraufhin, da der Ausdruck
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flnj@nf=@tnj − lnjn!jg linear mit der Ordnung n geht, wie man es fu¨r Konvergenz for-
dern sollte. Aber selbst die Berechnung nur der ersten Ableitungs-Ordnungen erforderte
auf einem Pentium-Pro PC eine Rechenzeit von einigen Stunden. Die untenstehenden
Ergebnisse dienen also leider nur dazu, die Schwierigkeiten beim Umgang mit den ent-
stehenden Zeitableitungen zu illustrieren.
Ordnung Termanzahl lnj∂nf/∂tnj − lnjn!j
1 2 28.3
2 9 42.8
3 29 57.7
4 77 72.3
5 178 90.5
6 378 108.1
7 752 132.0
8 1428 149.5
9 2606 165.6
10 4606 184.1
11 7924 201.0
12 13317 216.7
50
150
250
1 3 5 7 9 11 13
Wenn auch das Problem (7.33) hier nicht gelo¨st werden kann, so wird im folgenden
immerhin fu¨r eine vereinfachte Version eine Lo¨sung konstruiert, mit deren Hilfe man
etwas besser abscha¨tzen kann, wie gutartig bzw. pathologisch (7.33) ist. Das verein-
fachte Problem besteht in
f
@f
@t
− @f
@x
= 0 mit f(t0; x) =
a− bx
c− dx ; (7.43)
wobei also der Term zweiter Ordnung in der Dierentialgleichung (7.33) gestrichen wur-
de. Die quasilineare Gleichung erster Ordnung (7.43) kann man mit dem herko¨mmlichen
Charakteristikenverfahren behandeln. Die charakteristischen Gleichungen lauten
@t
@
= f ;
@x
@
= −1 ; @f
@
= 0 (7.44)
mit dem neu eingefu¨hrten Parameter  als \Bogenla¨nge" auf den charakteristischen
Linien. Die Lo¨sung von (7.44) lautet fu¨r eine Linie durch den Punkt (t = 0; x = )
f() = f0 ; t() = f0 ; x() =  −  : (7.45)
Es handelt sich also bei den Charakteristiken um Geraden, die im (x; t; f) Raum in der
Ebene f = f0 liegen. Die Projektionen dieser Geraden in die Ebene (x; t; f = 0), die
charakteristischen Grundkurven, besitzen die Steigung @t=@x = −f0. Die Anfangsbe-
dingung f0 = f0() entscheidet also u¨ber die na¨here Gestalt der Lo¨sungsfla¨che. Bei einer
konstanten Anfangsfunktion f0() = c erha¨lt man die Ebene (x; t; f = c) als Integral-
fla¨che. Variiert jedoch f0, so sind die charakteristischen Grundkurven gegeneinander
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geneigt und schneiden sich in der (x; t) Ebene im Endlichen. Alle Punkte, in denen
sich verschiedene Grundkurven treen, mu¨ssen aus dem Gebiet herausgenommen wer-
den, fu¨r das eine Lo¨sung gefunden werden soll, da dort ansonsten mehrere verschiedene
Funktionswerte von f fu¨r ein Argument (x; t) gefordert wu¨rden. Jede nichttriviale An-
fangsbedingung sorgt also dafu¨r, da auch fu¨r das vereinfachte Problem erster Ordnung
(7.43) die Lo¨sung nicht fu¨r beliebige Zeiten t konstruiert werden kann. Andererseits ist
zumindest fu¨r kleine Zeiten eine Lo¨sung zu nden in allen Bereichen, in denen die
Anfangsbedingung nicht singula¨r ist (siehe auch die explizite Lo¨sung fu¨r ein a¨hnliches
Problem erster Ordnung bei Courant & Hilbert [16]). Welche Auswirkungen nun ein
zusa¨tzlicher Term zweiter Ordnung auf die Lo¨sbarkeit hat, ha¨ngt bei der nichtlinearen
Gleichung (7.33) auch noch vom Vorzeichen von f bzw. dem lokalen Verlauf der ersten
und zweiten Ortsableitung ab. Bei der vorliegenden Anfangsbedingung (7.33) ergibt ei-
ne Untersuchung der beteiligten Konstanten (siehe (7.34)), da in der Umgebung von
x = 0 grob angena¨hert gilt (mit 0 <  1)
f  − 1
(− x) ;
@f
@x
 − 1
(− x)2 ;
@2f
@x2
 − 2
(− x)3 ;
: : :
Damit sollte der Term zweiter Ordnung in (7.33) eher stabilisierend auf das Lo¨sungs-
verhalten wirken. Viel mehr als ein Hinweis ist dies aber nicht, auch von der Lo¨sung des
vereinfachten Problems (7.43) kann man nicht streng auf eine eventuelle Gutartigkeit
von (7.33) schlieen.
Der Versuch, den Satz von Cauchy & Kovalevskaya auf ein System von Gleichungen
anzuwenden, das von parabolischem Charakter und nicht \normal" im Sinn dieses
Satzes ist, konnte hier nicht erfolgreich abgeschlossen werden. Dies bedeutet nicht et-
wa, da das betrachtete System keine eindeutig bestimmte Lo¨sung besa¨e. Vorerst ist
nur sicher, da der Satz von Cauchy & Kovalevskaya bzw. die fu¨r diesen verwendete
Beweismethode nicht das geeignete Werkzeug fu¨r eine solche Untersuchung darstellt.
Ein Grund ko¨nnte darin liegen, da man die Sachlage durch die verwendeten groben
Abscha¨tzungen beim Finden eines \majoranten" Problems wesentlich verscha¨ft. Durch
diese Abscha¨tzungen wird beispielsweise auch aus der harmlosesten Anfangsbedingung
eine singula¨re. Ein mo¨glicher Ansatzpunkt fu¨r weitere Untersuchungen des Problems
ko¨nnte also darin bestehen, zwar bei der Dierentialgleichung aus (7.33) zu bleiben,
aber die dortige Anfangsfunktion durch eine andere zu ersetzen, die ebenfalls majo-
rant, aber { physikalisch sinnvoll eingeschra¨nkt { gutartiger ist. Eventuell sollte man
auch versuchen, grundsa¨tzlich andere Beweistechniken zu verwenden, so la¨t sich nach
neueren Arbeiten etwa das Maximum-Prinzip auf ein weites Feld von parabolischen
Gleichungen anwenden (siehe zum Beispiel Crandall et al. [17]). Allerdings scheint die
Gleichung (7.33) auf Anhieb auch fu¨r die Anwendung des Maximum-Prinzips nicht
besonders gut geeignet zu sein.
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7.4 Die Rolle der Sa¨ttigung
Der Aufwand, im vorigen Abschnitt den Charakter und die prinzipielle Lo¨sbarkeit
des Dierentialgleichungssystems (7.1) zu untersuchen, wurde nicht zuletzt deswegen
getrieben, weil damit Vorarbeiten erledigt wurden, die die Beantwortung der Frage
erlauben, ob die Sa¨ttigung in dieser Arbeit in konsistenter Weise in die Gleichungen
eingearbeitet wurde (siehe Kapitel 1, Seite 12 und folgende). Die Grundidee bei der
Kombination der algebraischen Gleichung (die hier einfach
P
i i = 1 lautet und sich
auch als E(fi) = 0 schreiben la¨t) ist es, diese Gleichung nach einer Funktion aufzulo¨sen
und letztere dann im Dierentialgleichungssystem durch den erhaltenen Ausdruck zu
ersetzen. Dies trit dann nicht nur die Funktion selbst, sondern auch alle ihre Ableitun-
gen (wie auf Seite 12 angedeutet). Als Folge ergab sich im Verlauf dieser Arbeit, da
statt des Volumenanteils n, der durch den Ausdruck (1−Pα6=n α) ersetzt wurde, eine
andere Gro¨e (der Ausdruck νn, der die Dimension eines Druckes besitzt und auch
wie ein solcher in den Impulsbilanzen und der Energiebilanz der Mischung auftaucht)
konstitutiv nicht zu bestimmen war und als freies Feld verblieb.
Die Argumentation zur Rechtfertigung der Form (7.1) der Gleichungen, bei der ein
Volumenanteil n konsequent durch (1 − Pα6=n α) ersetzt wurde, ist die folgende:
Nimmt man das urspru¨ngliche Gleichungssystem (ohne Sa¨ttigung, aber mit der Va-
riablen (νn)) und betrachtet wie im vorigen Abschnitt die Art und Weise, wie sich die
Zeitableitungen aller freien Felder aus den Gleichungen und den Anfangsbedingungen
bestimmen lassen, so ist klar, da sich durch eine geeignete (und eindeutig bestimm-
te) Wahl des funktionalen Verlaufs von (νn) { gegeben durch die Koezienten in
einer entsprechenden Potenzreihenentwicklung { erreichen la¨t, da fu¨r alle Zeiten giltP
α = 1 bzw. da alle Ableitungen dieses Ausdruckes verschwinden (sofern die An-
fangsbedingungen dem nicht direkt widersprechen { siehe unten). Wenn dies aber so
ist, dann kann man auch ohne Schaden einen Volumenanteil auf die bewute Art und
Weise eliminieren und erha¨lt so ein Gleichungssystem, das (νn) eindeutig bestimmt.
Auch ohne fu¨r das durch die Sa¨ttigung modizierte Gleichungssystem Existenz und
Eindeutigkeit nach Cauchy & Kovalevskaya zu zeigen, lassen sich einige Aussagen zu
der Fragestellung machen. Im folgenden wird die Darstellung (7.1) der Gleichungen,
bei der die Sa¨ttigungsbedingung eingearbeitet wurde, auch verwendet, um Zusam-
menha¨nge am Ursprungssystem klarzumachen, bei dem statt der Gleichung (7.1b) eine
weitere des Typs (7.1a) mit dem Index  = n auftritt.
 Die Anfangsbedingungen mu¨ssen selbstversta¨ndlich auch die algebraische Glei-
chung E = 0 , die der Sa¨ttigung entspricht, erfu¨llen.
 Ist garantiert, da zum Zeitpunkt t = t0 auch alle ho¨heren Ableitungen der
Gleichung E = 0 verschwinden (und wird der Ansatz, reell analytische Funktionen
zu betrachten, prinzipiell fu¨r vertretbar gehalten), so ist ihre Gu¨ltigkeit auch fu¨r
die folgenden Zeiten gesichert.
 Betrachtet man die Gleichungen (7.1a), so ist einsichtig, da fu¨r die ersten Zeit-
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ableitungen der Gleichung E = 0 beim unmodizierten System fu¨r die Sa¨ttigung
auch eine Bedingung an die Anfangsgeschwindigkeiten des Systems zu stellen ist.
Dies ist auch anschaulich klar. Liegt zwar fu¨r t = t0 eine Momentankonguration
vor, in der die Sa¨ttigung erfu¨llt ist, bei der aber Geschwindigkeiten herrschen, die
vo¨llig frei sind, so wird im allgemeinen im na¨chsten Zeitpunkt durch das Stro¨men
der verschiedenen Komponenten der Mischung gegeneinander die Sa¨ttigungsbe-
dingung nicht mehr erfu¨llt sein. Die Geschwindigkeitsverteilung mu daher mit
der folgenden Gleichung konsistent sein
0 =
nX
α=1
(gradα  vα + αdivvα) ;
wobei ein mo¨glicher Phasenu¨bergang zwischen den Konstituenten wiederum ver-
nachla¨ssigt wurde.
 Da die zusa¨tzliche freie Variable (νn) u¨ber die Impulsbilanzen (7.1c) und die
Geschwindigkeiten vα in die Gleichungen (7.1a) eingeht, aus denen beim obigen
Iterationsproze (siehe Seite 100 oder 106) die ho¨heren Ableitungen der i be-
stimmt werden, kann sie dazu dienen, die Forderungen @nE=@tn = 0 zu erfu¨llen.
Umgekehrt bleibt also nach dem anfa¨nglichen Ersetzen von n durch 1−Pi i die
eindeutige Lo¨sbarkeit des Systems bestehen, wobei dann die zeitliche Entwicklung
von (νn) eindeutig festgelegt ist.
 Wenn das Ursprungs-System ohne Sa¨ttigungsbedingung eindeutig lo¨sbar ist, dann
ist es auch das System (7.1), bei dem ein Volumenanteil durch die Gleichung
n = (1−Pα6=n α) ersetzt wurde und statt der Variablen n ein freier Druck in
Gestalt der Variablen (νn) auftritt.
7.5 Allgemeine Bemerkungen zur Lo¨sbarkeit
In diesem Kapitel wurde vornehmlich der Fall betrachtet, da sowohl die Koezien-
tenfunktionen als auch die Anfangsdaten des Problems reell analytisch, das heit in
reelle, mehrdimensionale Potenzreihen entwickelbar sind. Diese Voraussetzungen sind
sicher im konkreten Einzelfall nicht immer erfu¨llt. So sind sie zum Beispiel immer dann
nicht gegeben, wenn eine Konstituente der Mischung in einem Teilgebiet nicht vor-
handen ist. Denn wenn eine Funktion wie etwa der Volumenanteil einer Konstituente
α auf einem Gebiet von endlichem Ma identisch verschwindet, so bedeutet das, da
alle Koezienten ihrer Ableitung verschwinden, so da die Funktion in anderen Teil-
gebieten nur dann von Null verschieden sein kann, wenn sie in gewissen Ableitungen
unstetig oder aber nicht an allen Stellen analytisch ist. Auch von solchen Fa¨llen abge-
sehen ist die Forderung, da eine Funktion beliebig oft stetig dierenzierbar sei, sehr
stark und es ist nicht klar, da diese Forderung vom Objekt der Betrachtung, dem
physikalischen Sachverhalt her gerechtfertigt wa¨re. Auch die Tatsache, da eine stetige
Funktion beliebig gut durch eine analytische angena¨hert werden kann, schat keine
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grundsa¨tzliche Abhilfe. Zum einen ko¨nnen nicht nur die Ableitungen, sondern auch die
in Frage kommenden Funktionen selbst in der Realita¨t unstetig sein. Zum anderen hilft
eine beliebig gute Anna¨herung nur, wenn man wei, da auch die letzte Anforderung
an ein \gut gestelltes" Problem erfu¨llt wird, da na¨mlich die Lo¨sung stetig von den
Koezientenfunktionen und Anfangs- bzw. Randwerten abha¨ngt.
Von der Betrachtung ausgeschlossen bleibt hier ebenso der Fall, da ein Phasenu¨ber-
gang stattndet, die Temperatur  somit stationa¨r bzw. durch eine Clausius-Clapeyron-
Gleichung bestimmt ist und statt  ein Volumenaustauschterm nα freie Variable wird.
Dieser Fall kann allerdings a¨hnlich zum hier behandelten betrachtet werden, wenn
man dem Vorgehen in Kapitel 1 folgt und die Temperatur-Gleichung als partielle Dif-
ferentialgleichung im Ort nach dem Austauschterm auflo¨st und den Ausdruck in die
entsprechende Volumenbilanz einsetzt (siehe Seite 20).
Trotz der genannten Schwierigkeiten konnte zumindest plausibel gemacht werden, da
die Formulierung (7.1) der Gleichungen in Verbindung mit vernu¨nftigen Anfangsbe-
dingungen ein korrekt gestelltes Problem bildet. Insbesondere gilt das auch fu¨r die in
dieser Arbeit verwendete Methode, die Bedingung der Sa¨ttigung in die Gleichungen
einzuarbeiten.
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Zusammenfassung und Ausblick
Ausgehend von den klassischen Bilanzgleichungen fu¨r Masse, Impuls und Energie so-
wie einer Ungleichung fu¨r die Entropie wurde ein System partieller Dierentialglei-
chungen angegeben, das geeignet sein sollte, das Verhalten einer gesa¨ttigten Mischung
von Konstituenten mit jeweils konstanter wahrer Dichte zu beschreiben. Beim Auf-
stellen der beno¨tigten Konstitutiv-Gleichungen zur Bestimmung der Gro¨en, die nicht
als freie Felder mit Hilfe der Dierentialgleichungen berechnet werden ko¨nnen, wur-
de die Methode von Liu und Mu¨ller [55, 57] verwendet. Es wurde gezeigt, da die
Sta¨rke der Aussagen, die sich mit dieser Formulierung des zweiten Hauptsatzes ablei-
ten lassen, sehr von der Wahl der Materialklasse abha¨ngt. Im allgemeinen ist es nicht
mo¨glich, allein durch Anwendung des Entropie-Prinzips nach Mu¨ller und Liu etwa die
Entropie und ihren Flu eindeutig zu bestimmen, ohne Annahmen bezu¨glich ande-
rer beteiligter Gro¨en, wie der inneren Energie, zu treen. Andererseits konnte mit
Hilfe der Kombination des Entropie-Prinzips und der Theorie der Dierentialformen
gezeigt werden, da die konstitutiven Abha¨ngigkeiten fu¨r die nach Mu¨ller und Liu ein-
gefu¨hrten Lagrange-Multiplikatoren und damit auch fu¨r die Entropie eine bestimmte
Form besitzen. So ist bei der betrachteten Beispiel-Mischung eine explizite Abha¨ngig-
keit der genannten Gro¨en nur von der spezischen inneren Energie der Mischung,
den spezischen Impulsen und den Volumenanteilen der Konstituenten mo¨glich; al-
le anderen Konstitutiv-Variablen gehen nur implizit ein. Zur genaueren Bestimmung
der Lagrange-Multiplikatoren, der Entropie und der weiteren konstitutiv zu ermit-
telnden Gro¨en in Gestalt des Wa¨rmeflusses, der Partialspannungstensoren und der
Impulswechselwirkungsterme wurde angenommen, da die innere Energie des Beispiel-
systems nicht von den Gradienten der urspru¨nglich angegebenen Konstitutiv-Variablen
abha¨ngt. Dieses Verhalten u¨bertra¨gt sich sofort auf die Lagrange-Multiplikatoren und
die Entropie und vereinfacht auch die Ausdru¨cke, die sich bei der Gleichgewichtsaus-
wertung fu¨r die anderen Konstitutiv-Gro¨en ergeben. Die innere Energie nimmt ei-
ne Schlu¨sselrolle ein bei der Frage der Konstitutiv-Abha¨ngigkeiten. Nur mit weiteren
{ wenn auch plausiblen { Annahmen bezu¨glich der Lagrange-Multiplikatoren fu¨r die
Energiebilanz und die Impulsbilanzen war es mo¨glich, noch beno¨tigte Bestimmungsglei-
chungen fu¨r die u¨brigen Lagrange-Multiplikatoren anzugeben. Infolge der Sa¨ttigungs-
bedingung, die durch die Elimination eines Volumenanteils repra¨sentiert wurde, blieb
jedoch ein solcher Multiplikator { der einer Volumenbilanz { konstitutiv unbestimmt.
Dieser Multiplikator tritt von seiner Dimension und der Position in den Dierentialglei-
chungen her als \Sa¨ttigungsdruck" auf. Es konnte zwar gezeigt werden, da auf diese
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Weise die \Kondition" des Gleichungssystems nicht leidet, also die Existenz bzw. Ein-
deutigkeit von Lo¨sungen der Gleichungen ebensogut fu¨r das zugunsten der Sa¨ttigung
modizierte System zu garantieren ist wie fu¨r ein Ausgangssystem ohne Sa¨ttigung.
Jedoch ist es nicht ohne weiteres mo¨glich, mit dem Satz von Cauchy & Kovalevskaya
bzw. einer entsprechenden Erweiterung desselben fu¨r das erhaltene \nicht-normale"
Gleichungssystem grundsa¨tzlich die Existenz und Eindeutigkeit von reell analytischen
Lo¨sungen zu zeigen. Ein Versuch in dieser Richtung wurde zwar unternommen, er fu¨hr-
te aber auf eine einzelne nichtlineare, partielle Dierentialgleichung zweiter Ordnung
von parabolischem Typ, die sich in Verbindung mit der zu erfu¨llenden Anfangsbe-
dingung als so problematisch erwies, da hier bislang keine Lo¨sung gefunden werden
konnte. Durch die { in der vorhandenen Literatur zum Teil u¨bersehenen { Schwie-
rigkeiten beim Bilden des theoretischen Fundaments der Modell-Gleichungen, deren
Behandlung einige Zeit in Anspruch nahm, konnten nicht alle Probleme aus dem Weg
gera¨umt werden, die einer etwaigen Umsetzung der Gleichungen in ein numerisches
Modell noch entgegenstehen oder allgemein von Interesse sind.
 So wird noch eine Gleichung fu¨r die freie Energie  der Mischung beno¨tigt, die
eine wichtige Rolle bei der konstitutiven Bestimmung spielt. Bislang existieren
hierfu¨r noch keine u¨berzeugenden Ansa¨tze, auch wenn versuchsweise Modelle
der \nite strain theory" aus der Geophysik (siehe Stacey et al. [69]) fu¨r die
Konstituenten der Mischung verwendet wurden (so bei Wu [75]).
 Der \Sa¨ttigungsdruck" (νn) sollte noch weiter untersucht werden. Es ist noch
nicht klar, welchen Einflu er beispielsweise in der Energiebilanz ausu¨bt.
 Wie oben erwa¨hnt konnte nicht in letzter Konsequenz gezeigt werden, da das
Problem formal korrekt gestellt ist.
 Bei der theoretischen Betrachtung der Gleichungen wurde die Tatsache nicht
beru¨cksichtigt, da bei realen Problemen singula¨re Fla¨chen auftreten, an denen
einzelne Gro¨en oder deren Ableitungen unstetig sind. Hierzu existieren zwar
eine ganze Reihe Arbeiten (etwa Hutter [39], Epstein & Cheung [18], Fried [22],
Svendsen & Gray [71], Niethammer [63]), doch besteht gerade bei Mischungen
noch ein gewisser Kla¨rungsbedarf.
 Mit den singula¨ren Fla¨chen verknu¨pft ist das Problem des Phasenu¨bergangs zwi-
schen den Konstituenten der Mischung. Auer an singula¨ren Fla¨chen (siehe Ru-
binstein [67]) kann ein Phasenu¨bergang aber auch im Volumen erfolgen (siehe
auch Landau [53], Chan et al. [11] oder Gray & Svendsen [26]). Eine Durchfu¨hrung
der hier verwendeten Theorie fu¨r diese Fa¨lle wurde nur vorbereitet.
 Nicht erwa¨hnt wurde in dieser Arbeit das grundsa¨tzliche Problem im Zusammen-
hang mit parabolischen Gleichungen zur Beschreibung der Wa¨rmeleitung, das in
einer unendlich schnellen Ausbreitung von Signalen besteht. Es ist eng verknu¨pft
mit den Konstitutiv-Ansa¨tzen bzw. mit der Wahl der Materialklasse. Um unter
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anderem hier Abhilfe zu schaen, wurde das Konzept einer \erweiterten Ther-
modynamik" in Angri genommen (siehe Jou et al. [48] oder Mu¨ller & Ruggeri
[62]). Diese wurde hier jedoch nicht behandelt.
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