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Abstract
We define the notion of Bernstein measures and Bernstein approximations over
general convex polytopes. This generalizes well-known Bernstein polynomials which
are used to prove the Weierstrass approximation theorem on one dimensional intervals.
We discuss some properties of Bernstein measures and approximations, and prove an
asymptotic expansion of the Bernstein approximations for smooth functions which
is a generalization of the asymptotic expansion of the Bernstein polynomials on the
standard m-simplex obtained by Abel-Ivan and Ho¨rmander. These are different from
the Bergman-Bernstein approximations over Delzant polytopes recently introduced by
Zelditch. We discuss relations between Bernstein approximations defined in this paper
and Zelditch’s Bergman-Bernstein approximations.
1 Introduction
It is quite well-known that Bernstein ([B]) introduced the polynomial
BN(f)(x) =
N∑
k=0
(
N
k
)
xk(1− x)N−kf(k/N), f : [0, 1]→ C (1)
to prove the Weierstrass approximation theorem. After his work, several properties and
generalizations of the Bernstein polynomials (1) are considered. For example, the Bernstein
polynomials on the standard m-dimensional simplex P is defined by
BN(f)(x) =
∑
α∈Zm≥0, ‖α‖≤N
(
N
α
)
xα(1− ‖x‖)N−‖α‖f(α/N), (2)
where f is a function on P , α = (α1, . . . , αm) ∈ Z
m
≥0 and ‖α‖ =
∑m
j=1 αj. The reader may
be referred to the book [L] in which one can find many interesting properties and some
∗Research partially supported by JSPS Grant-in-Aid for Scientific Research (No. 18740089).
1
generalizations of the Bernstein polynomials. Some relations between Bernstein polynomials
and Brownian motions are discussed in [K].
Rather recently, Abel-Ivan ([AI]) and Ho¨rmander ([Ho¨2]) obtained a complete asymptotic
expansion of the Bernstein polynomials on the standard m-dimensional simplex defined by
(2). In particular, Ho¨rmander used it to analyze asymptotic behavior of certain Bergman
kernels near the boundary of the unit ball in a complex space.
Further generalization was considered by Zelditch ([Z], see also [Fe]), who defined the
Bergman-Bernstein approximations on regular simple lattice (i.e., Delzant) polytopes. He
defined it by using Bergman-Szego¨ kernels on a toric Ka¨hler manifold whose moment poly-
tope is a given Delzant polytope. He obtained an asymptotic expansion of the Bergman-
Bernstein approximations by using the theory of Toeplitz operators and the harmonic analy-
sis on toric Ka¨hler manifolds developed in [STZ1], [STZ2], [SoZ1], and applied the Bergman-
Bernstein approximations to obtain an asymptotic expansion of the Dedekind-Riemann sum∑
α∈NP∩Zm
f(α/N) (3)
over the Delzant polytope P in Rm. Note that an asymptotic expansion of the Dedekind-
Riemann sum (3), for simple lattice polytopes, in a form similar to formulas of Euler-
Maclaurin type was obtained by Guillemin-Sternberg [GS].
In view of this, it would be interesting to consider some generalizations of the Bernstein
polynomials for general convex polytopes and its applications to various directions. Our aim
in this paper is to define in a natural way a generalization of the Bernstein polynomials on
general convex polytopes and obtain its asymptotic expansion. We avoid to use harmonic
analysis on toric varieties to define the Bernstein approximations on general polytopes, be-
cause the toric variety corresponding to a general polytope will have singularities. Instead,
we use the setting-up and some analysis discussed in [TZ]. Our main theorems are described
in Section 2 and proved in Section 3.
Our Bernstein approximations defined in Section 2 are different from Bergman-Bernstein
approximations defined in [Z]. In [Z], Zelditch used a general Ka¨hler metric on a toric
Ka¨hler manifold. One may say that, when the polytope is Delzant, we use only the Ka¨hler
metric induced by the restriction of the Fubini-Study metric through a monomial embed-
ding. But, our Bernstein approximations can be defined for general polytopes. Recently,
Song-Zelditch ([SoZ2]) shows a large deviations principle for the Bergman-Bernstein mea-
sures. In particular, they give a concrete description of the rate functions. Our Bernstein
approximations are defined in terms of dilated convolution powers of Bernstein measures,
and hence they satisfy a large deviations principle. We give a concrete description of the
rate functions for finitely supported Bernstein measures in Subsection 3.4, which eventually
coincide with Song-Zelditch rate functions ([SoZ2]) for Bergman-Bernstein measures defined
from Fubini-Study metric on a projective toric manifold when the polytope is Delzant. We
discuss in Section 4 relations between our Bernstein approximations and Bergman-Bernstein
approximations.
Acknowledgments. The author would like to thank to professor Zelditch for his valu-
able comments on the topics discussed here, and professor Bando for his pointing out to the
author on the facts given in Subsection 2.2.
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2 Bernstein measures on convex polytopes
2.1 Definitions and main theorems
Let P ⊂ Rm be a polytope which has non-empty interior, P o. The barycenter,
b(µ) =
∫
Rm
z dµ(z), (4)
of a given probability measure µ on Rm is contained in the convex hull of the support,
supp(µ), of µ, and hence it defines a continuous surjection
b :M(P )→ P, (5)
where M(P ) denotes the set of probability measures on the polytope P with the weak-∗
topology. We denote C(P ) the space of all continuous functions on P .
Definition 2.1 A continuous section B : P →M(P ) of the barycenter map (5) satisfying
the following two conditions is called the Bernstein measure on the polytope P :
(1) For any f ∈ C(P ), the function B(f), defined by
B(f)(x) :=
∫
P
f(z) dBx(z), dBx := B(x) ∈M(P ), x ∈ P, (6)
is in C∞(P o) ∩ C(P ).
(2) There exists a smooth function K : P o → Sym(m,R) such that for any f ∈ C(P ), we
have
∇B(f)(x) =
∫
P
f(z)K(x)(z − x) dBx(z), x ∈ P
o,
where Sym(m,R) denotes the space of all symmetric m×m real matrices. We call the
function K : P o → Sym(m,R) the defining matrix of the Bernstein measure B.
Definition 2.2 Let B : P →M(P ) be a Bernstein measure on P . For any f ∈ C(P ) and
any positive integer N , we define the function BN (f) on P by
BN (f)(x) :=
∫
P
f(z) dBNx (z), (7)
where dBNx is the probability measure on P given by
dBNx = (D1/N )∗(dBx ∗ · · · ∗ dBx), D1/N : R
m ∋ x 7→ x/N ∈ Rm. (8)
We call the function BN(f) the Bernstein approximation of f .
Concrete expression for the dilated convolution measure dBNx of B(x) defined in (8) is
given by ∫
P
f(z) dBNx (z) =
∫
P×···×P
f((z(1) + · · ·+ z(N))/N) dBx(z
(1)) · · ·dBx(z
(N)), (9)
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where the integral domain P × · · · × P is the N times product of the polytope P .
To our knowledge, generalizations of the classical Bernstein polynomials previously con-
sidered are defined by using finitely supported probability measures. This is true also for the
Bergman-Bernstein approximation in [Z]. We do not assume here that the measure dBx to
have finite support. However, a Bernstein measure having a finite support in the following
sense might be important.
Definition 2.3 Let B : P → M(P ) be a Bernstein measure. Then, B is called a finitely
supported Bernstein measure if there exists a finite set S in P such that supp(B(x)) = S for
any x ∈ P o and supp(B(x)) ⊂ S for any x ∈ P . The finite set S is called the support of B.
Now, let B : P →M(P ) be a finitely supported Bernstein measure with support S ⊂ P .
Then, it is easy to show that, for each α ∈ S, there is a function mα ∈ C
∞(P o)∩C(P ) such
that dBx =
∑
α∈S mα(x)δα for each x ∈ P . The functions mα, α ∈ S satisfy the following:
(1) mα is positive on P
o, and we have
∑
α∈S mα(x) = 1 for all x ∈ P ;
(2) for each x ∈ P , we have
∑
α∈S mα(x)α = x, which implies that the convex hull of S is
P ;
(3) we have ∇mα(x) = mα(x)K(x)(α − x) for each x ∈ P
o.
Conversely, a finite set S ⊂ P whose convex hull is P and functions mα ∈ C
∞(P o) ∩ C(P )
for each α ∈ S satisfying the above three conditions define a Bernstein measure B(x) =∑
α∈S mα(x)δα.
The following lemma gives a concrete expression for the dilated convolution powers dBNx
for a given finitely supported Bernstein measure dBx.
Lemma 2.4 Let B : P →M(P ) be a finitely supported Bernstein measure with the support
S, and write it as B(x) =
∑
α∈S mα(x)δα. Then, the probability measure dB
N
x is written as
dBNx =
∑
γ∈SN
mγN (x)δγ/N , (10)
where SN ⊂ NP is the finite set defined by
SN = {γ ∈ NP ; γ = β1 + · · ·+ βN for some β1, . . . , βN ∈ S}, (11)
and the function mγN ∈ C(P ) ∩ C
∞(P o) is defined by
mγN (x) =
∑
β1,...,βN∈S
β1+···+βN=γ
mβ1(x) · · ·mβN (x). (12)
Proof. By (9), the Bernstein approximation BN(f) is given by
BN (f)(x) =
∑
β1,...,βN∈S
f((β1 + · · ·+ βN )/N)mβ1(x) · · ·mβN (x)
=
∑
γ∈SN
∑
β1,...,βN
β1+···+βN=γ
f(γ/N)mβ1(x) · · ·mβN (x),
4
which shows the equations (10), (12). 
We mention some remarks on the definition of Bernstein measures and Bernstein approx-
imations.
Remark 2.5 It is easy to show that the Bernstein approximation BN (f) for f ∈ C(P )
with respect to a Bernstein measure B : P → M(P ) is in C∞(P o) ∩ C(P ). The condition
(2) in Definition 2.1 comes from Ho¨rmander’s proof ([Ho¨2]) of an asymptotic expansion of
the Bernstein polynomials (2) on an m-dimensional simplex. In fact, he uses a differential-
recurrence formula for a family of functions (which is, in our setting-up, the function IN,α
defined in (29)). In his proof of the recurrence formula, he uses the matrix ‘A(x)’ given
in Example 2.6 below. The recurrence formula for the functions IN,α defined in (29) is
given in Lemma 3.7. The condition (2) in Definition 2.1 assures that the functions IN,α
are polynomials in N (Lemma 3.8), and it provides a computable representation for each
differential operator in the asymptotic expansion (21) in Theorem 2.9.
In general, for a given section B : P → M(P ) of the barycenter map (5), define the
probability measure dBNx by (8). Then by the Law of Large Numbers, dB
N
x tends weakly
to the Dirac measure δx at x ∈ P . Furthermore, this convergence is uniform on P . See
Subsection 2.2. We also note that, since the measures dBNx is defined as a dilated convolution
powers, it satisfies, for example, the Central Limit Theorem (with a suitable dilation) and a
large deviations principle at least for fixed x. In particular, the rate functions for the large
deviations principle for the measure dBNx are given in Subsection 3.4, Proposition 3.16.
The measure dBNx is also a section of the barycenter map, that is the barycenter of
dBNx is x. But, it might not be necessary to define dB
N
x as a dilated convolution power.
One might need only the properties that the measure dBNx has some regularity in x ∈ P
o
and its barycenter suitably converges to x. In fact, the measure defining the Bergman-
Bernstein approximation in [Z] is not a section of the barycenter map, but it has these
properties. However, as in Section 3, that the measure dBNx is a dilated convolution power
makes analysis much easier than something which satisfies only the above properties. This
is one of the main differences between the Bernstein approximation in this paper and the
Bergman-Bernstein approximation. See Section 4 for details.
Next, we give some examples of Bernstein measures.
Example 2.6 Let P be an m-dimensional standard simplex,
P = {x = (x1, . . . , xm) ∈ R
m ; xj ≥ 0, ‖x‖ :=
m∑
j=1
xj ≤ 1}.
Let S = {e0 := 0, e1, . . . , em} = P ∩ Z
m where {ej}
m
j=1 is the standard basis of R
m. Define
the functions mej ∈ C
∞(P ) (j = 0, 1, . . . , m) by
me0(x) = 1− ‖x‖, mej (x) = xj , j = 1, . . . , m.
Then, it is easy to see that the measure B(x) =
∑m
j=0mej(x)δej defines a Bernstein measure
with the Bernstein approximation given by (2). The defining matrix K(x), x ∈ P o, is given
by ([TZ])
K(x) =
(
δij
xj
+
1
1− ‖x‖
)
ij
,
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which is the inverse of the matrix
A(x) = (xjδij − xixj)ij .
Example 2.7 If P and Q are polytopes in Rm with P o 6= ∅, Qo 6= ∅, then, their product
P×Q is a polytope in R2m. Let dBPx and dB
Q
y be Bernstein measures on P and Q, respectively.
Then, the product measure dB(x,y) := dB
P
x dB
Q
y is a Bernstein measure on P × Q. For
example, let B1 : [0, 1] →M([0, 1]) be the Bernstein measure given in the previous example
(with m = 1). Then the Bernstein approximation associated to the Bernstein measure
dB(x1,...,xm) := dB
1
x1
· · · dB1xm , (x1, . . . , xm) ∈ [0, 1]
m
on [0, 1]m is given by
BN(f)(x1, . . . , xm)
=
N∑
k1,...,km=0
f(k1/N, . . . , km/N)
m∏
i=1
(
N
ki
)
xkii (1− xi)
N−ki.
This is a well-known generalization of the original Bernstein measure ([L]).
There is an example of a Bernstein measure which has a smooth density. We give such
an example only on the unit interval [0, 1] as a proposition. We define a function µ = µ(τ)
on R by
µ(τ) =
Todd(τ)− 1
τ
=
1
1− e−τ
−
1
τ
. (13)
It is easy to show that the function µ in (13) defines a diffeomorphism between R and (0, 1).
Let τ = τ(x) : (0, 1) → R be the inverse function of µ. Define a smooth function δ(x) on
(0, 1) by
δ(x) := logχ(τ(x))− xτ(x), χ(τ) = (eτ − 1)/τ. (14)
Finally, we define a smooth function ρ(z, x) on [0, 1]× (0, 1) by
ρ(z, x) = e−δ(x)+(z−x)τ(x) =
ezτ(x)
χ(τ(x))
=
ezτ(x)τ(x)
eτ(x) − 1
. (15)
Proposition 2.8 For any x ∈ [0, 1], define the measure dBx by
dBx(z) := ρ(z, x) dz (x ∈ (0, 1)), dB1(z) := δ1, dB0(z) := δ0. (16)
Then the map B : [0, 1]→M([0, 1]) defined by B(x) = dBx is a Bernstein measure on [0, 1].
Proof. Let us find a Bernstein measure dBx on the unit interval [0, 1] which has the
form
dBx(z) = ρ(z, x) dz, z ∈ [0, 1], x ∈ (0, 1), (17)
where ρ(z, x) is a smooth on [0, 1] × (0, 1). If the measure of the form (17) with a smooth
function ρ is a Bernstein measure, then the density function ρ must satisfy the following:∫ 1
0
ρ(z, x) dz = 1,
∫ 1
0
zρ(z, x) dz = x, ∂x log ρ(z, x) = K(x)(z − x), (18)
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where K(x) is a positive smooth function on (0, 1) (the defining matrix of B) which we need
to specify. We take a potential function ϕ of K on (0, 1), that is ϕ′′ = K. Inserting K = ϕ′′
for the third equation in (18) and solving it as a differential equation for ρ, we have
ρ(z, x) = C(z)eϕ(x)+ϕ
′(x)(z−x) (19)
with a positive function C(z). For simplicity, we assume that C(z) is constant, C(z) ≡ C.
Substituting this for the first and second equation in (18), we have
ϕ′ = Ce−xϕ
′+ϕ(eϕ
′
− 1), x(ϕ′)2 = Ce−xϕ
′+ϕ(ϕ′eϕ
′
− eϕ
′
+ 1).
Eliminating the term Ce−xϕ
′+ϕ from the above, we get
xτ(eτ − 1) = τeτ − eτ + 1, τ(x) = ϕ′(x). (20)
Note that the defining matrix (function) K must be positive on (0, 1) (see Lemma 3.1), and
hence x 7→ τ(x) is a diffeomorphism from (0, 1) onto its image. Denote its inverse function
µ = µ(τ). From (20), the function µ(τ) must be given by (13). The defining function K(x)
must be given by K(x) = 1/µ′(τ(x)) = τ ′(x), x ∈ (0, 1). Therefore, the defining function
K(x) and its integral τ(x) are determined uniquely by the equation (18). Clearly µ(τ) =
(logχ(τ))′ where the function χ is defined in (14). Then, we have δ′(x) = −τ(x) and hence
we can take ϕ = −δ. From this choice, we have C = 1 and hence the function ρ(z, x) must be
the form (15). One can easily check that, this function ρ actually satisfies the equations (18).
Note that A(x) := K(x)−1 is continuously extended to [0, 1] with A(0) = A(1) = 0. But,
the function ρ(z, x) can not be extended to x = 0, 1 continuously. However, for x ∈ [0, 1],
define a probability measure dBx on [0, 1] by (16). For any f ∈ C([0, 1]) and x ∈ [0, 1], we
set B(f)(x) =
∫ 1
0
f(z) dBx(z) which is smooth on (0, 1). If f ∈ C
1([0, 1]), an integration
by parts shows that B(f)(x) → f(1) when x → 1 and B(f)(x) → f(0) when x → 0.
Since sup0<x<1 |B(f)(x) − B(g)(x)| ≤ ‖f − g‖C([0,1]), f, g ∈ C([0, 1]), B(f) is continuous
on [0, 1] for any f ∈ C([0, 1]). Hence dBx is a Bernstein measure on [0, 1]. By the above
discussion, one knows that a Bernstein measure dBx on [0, 1] having a smooth density is
uniquely determined, and is given by (16), (15). 
One of our main theorems is the following, which generalizes the asymptotic expansion
of the Bernstein polynomials on standard simplices given by Abel-Ivan [AI] and Ho¨rmander
[Ho¨2].
Theorem 2.9 Let B : P → M(P ) be a Bernstein measure on the polytope P . Then, for
each non-negative integer ν, there exists a differential operator Lν(x, ∂) of order 2ν such
that, for any f ∈ C∞(P ), we have the following asymptotic expansion:
BN(f) ∼
∑
ν≥0
N−νLν(x, ∂)f, (21)
where the expansion holds uniformly on P . L0(x, ∂) and L1(x, ∂) are given by the following:
L0(x, ∂)f = f(x), L1(x, ∂)f =
1
2
Tr(A(x)∇2f(x)), (22)
where ∇2f is the Hessian of f and A(x) ∈ Sym(m,R) denotes the inverse of the defining
matrix K(x) ∈ Sym(m,R). The asymptotic expansion (21) can be differentiated any number
of times and the resulting expansion holds locally uniformly on P o.
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The matrix K(x) is not assumed to be non-degenerate. However, it follows that K(x) is
non-degenerate with the inverse matrix A(x) given by
A(x) =
∫
P
(z − x)⊗ (z − x) dBx(z), x ∈ P
o. (23)
Note that, though the defining matrix K(x) is defined only for x in P o, the matrix A(x) in
(23) is defined and continuous on whole P . We have a computable representation for the
differential operators Lν(x, ∂). See Section 3 for details.
Next, to explain a construction of finitely supported Bernstein measures, let us prepare
some notation. Let S ⊂ Rm be a finite set whose convex hull is P . Since P is assumed to
have non-empty interior, the finite set S satisfies the following:
span
R
{α− β ; α, β ∈ S} = Rm. (24)
Fix a positive function c : S → R>0 on S. Define the map µS,c : R
m → Rm by
µS,c(τ) :=
∑
α∈S
c(α)e〈α,τ 〉∑
β∈S c(β)e
〈β,τ 〉
α, τ ∈ Rm, (25)
where 〈 u, v 〉 denotes the usual Euclidean inner product on Rm. It is well-known ([F]) that
µS,c is a diffeomorphism from R
m to P o. Its inverse is denoted by τS,c : P
o → Rm. For each
α ∈ S, we define the function mS,c,α by
mS,c,α(x) =
c(α)e〈α,τS,c(x) 〉∑
β∈S c(β)e
〈β,τS,c(x) 〉
, x ∈ P o. (26)
Then, clearly, mS,c,α is a positive smooth function on P
o. Furthermore, it is not hard to
show that mS,c,α can continuously be extended to the boundary of P so that it defines a
continuous function on P which is smooth on P o (Lemma 3.10). Then, since τS,c is the
inverse map of µS,c, these functions satisfy∑
α∈S
mS,c,α(x)α = x (27)
for each x ∈ P o, and by the continuity, it holds for each x ∈ P .
Theorem 2.10 Let S ⊂ P and c : S → R>0 be as above. Let mS,c,α, α ∈ S be the functions
defined by (26). Then, the section BS,c : P →M(P ) defined by
BS,c(x) =
∑
α∈S
mS,c,α(x)δα (28)
is a finitely supported Bernstein measure. Conversely, suppose that there is a finitely sup-
ported Bernstein measure B with support S. Then, there exists a weight function c : S → R>0
such that B = BS,c.
We discuss some properties of Bernstein measures and give proofs of Theorems 2.9,
2.10 in Section 3. As we pointed out in Remark 2.5, the measures dBNx satisfy the large
deviations principle. In particular, we give a concrete description of the rate functions for
the large deviations in Subsection 3.4. In Section 4, we discuss a difference between the
Bernstein measures and the Bergman-Bernstein measures defining the Bergman-Bernstein
approximations introduced in [Z]. In particular, we give some conditions in Proposition 4.2
for when Zelditch’s Bergman-Bernstein measures coincide with our Bernstein measures.
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2.2 General properties of sections of the barycenter map
Before proceeding to the discussion on Bernstein measures, we give some accounts on prop-
erties of general continuous sections of the barycenter map b :M(P )→ P on the polytope
P . Throughout the paper, {ej}
m
j=1 denotes the standard basis for R
m.
Lemma 2.11 Suppose that we are given a sequence of bounded linear maps BN : C(P ) →
C(P ) satisfying the following:
(1) BN(1) = 1, BN (f) ≥ 0 for non-negative continuous functions f ;
(2) BN(x
α)→ xα uniformly as N →∞ for α ∈ Zm≥0 with ‖α‖ ≤ 2.
Then, BN(f)→ f uniformly as N →∞.
Proof. First, we note that the following holds:
• BN(f) is real-valued if f is real;
• |BN(f)| ≤ BN(|f |), f ∈ C(P );
• ‖BN(f)‖C(P ) ≤ ‖f‖C(P ), f ∈ C(P ).
Let f ∈ C∞(P ). We fix x ∈ P . For any multi-index α ∈ Zm≥0, we set χα(z) = z
α. Then,
inserting the Taylor expansion
f(z) = f(x) +R1,x(z) +R2,x(z),
R1,x(z) = 〈∇f(x), z − x 〉 =
m∑
j=1
∂f
∂xj
(x)(zj − xj),
R2,x(z) =
∫ 1
0
(1− t)〈∇2f(x+ t(z − x))(z − x), (z − x) 〉 dt
around x ∈ P to BN(f), we have BN(f) − f = BN (R1,x) + BN(R2,x). By assumption, we
have BN (R1,x)(x) =
∑m
j=1
∂f
∂xj
(x)(BN (χej)(x) − xj) → 0 uniformly in x ∈ P . Now, we have
|R2,x(z)| ≤ ‖f‖C2(P )|z − x|
2 and hence
|BN(R2,x)(x)| ≤ ‖f‖C2(P )
m∑
j=1
(BN(χ2ej )(x)− 2xjBN (χej)(x) + x
2
j ).
Since BN(χ2ej ) and BN(χej ) converge uniformly to x
2
j , xj , respectively, we conclude that
BN(f) → f uniformly on P for any f ∈ C
∞(P ). Since C∞(P ) is dense in C(P ), we
conclude the assertion. 
Lemma 2.12 Let B : P → M(P ) be a continuous section of b : M(P ) → P . For positive
integer N , we define the measure dBNx by (8) and, for f ∈ C(P ), the function BN (f) ∈ C(P )
by (7). Then, BN(f) converges uniformly to f as N →∞ for all f ∈ C(P ).
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The following proof using Lemma 2.11 is pointed out to the author by professor Bando.
Proof. Note that we have b(dBNx ) = x. Thus, by Lemma 2.11, we only need to show
that BN(χα) converges to χα for each α with ‖α‖ = 2. Then, by definition of the convolution
powers (9), we have
BN (χei+ej) =
1
N2
N∑
k,l=1
∫
P×···×P
z
(k)
i z
(l)
j dBx(z
(1)) · · ·dBx(z
(N))
=
N(N − 1)
N2
xixj +
1
N2
N∑
k=1
∫
P×···×P
z
(k)
i z
(k)
j dBx(z
(1)) · · ·dBx(z
(N)).
Since the second term in the above is O(1/N), we conclude the assertion. 
By using Lemmas 2.11, 2.12, we further discuss as follows. Let B : P → M(P ) be a
continuous section of b :M(P )→ P . For a positive integer N , we define the measure dBNx
by (8) and for f ∈ C(P ) the function BN(f) ∈ C(P ) by (7). For any multi-index α ∈ Z
m
≥0,
we define the function IN,α(x) by
IN,α(x) := N
‖α‖
∫
P
(z − x)α dBNx (z). (29)
In the definition (29) of the functions IN,α, the integral is multiplied by N
‖α‖. The reason
for this would be clarified in Section 3. Now, for any f ∈ C∞(P ), substituting the Taylor
expansion
f(z) =
∑
‖α‖≤2n−1
f (α)(x)
α!
(z − x)α +
∑
‖α‖=2n
Rα2n(z, x)
α!
(z − x)α,
Rα2n(z, x) = 2n
∫ 1
0
(1− t)2n−1f (α)(x+ t(z − x)) dt,
(30)
we have
BN (f)(x) =
∑
‖α‖≤2n−1
IN,α(x)
α!N‖α‖
∂αf(x) + S2n,N(x), (31)
where the function S2n,N(x) is given by
S2n,N(x) =
∑
‖α‖=2n
1
α!
∫
P
Rα2n(z, x)(z − x)
α dBNx (z). (32)
By Lemma 2.12, ‖IN,α‖C(P ) = o(N
‖α‖). Therefore, we have
|S2n,N(x)| ≤ ‖f‖C2n(P )
∑
‖α‖=2n
1
α!
∫
P
|(z − x)α| dBNx (z)
≤ C‖f‖C2n(P )N
−2n
∑
‖β‖=n
1
β!
IN,2β(x),
(33)
which is clearly of order o(1) as N →∞ uniformly in x ∈ P . However we note that, in the
expression (31), each term with ‖α‖ ≥ 1 is of order o(1). Thus, one need to find asymptotic
behavior of the functions IN,α to make (31) an asymptotic expansion.
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3 Properties of Bernstein measures; proofs of main
theorems
In this section, we discuss some properties of Bernstein measures defined in the previous
section, and give proofs of main Theorems 2.9, 2.10.
3.1 Properties of Bernstein measures
Let B : P → M(P ) be a Bernstein measure, and, for any f ∈ C(P ) and positive integer
N , let BN (f) be the Bernstein approximation defined by (7). The corresponding defining
matrix is denoted by K : P o → Sym(m,R).
Lemma 3.1 For each x ∈ P o, the linear map A(x) : Rm → Rm defined by (23) is the inverse
of the symmetric linear map of K(x) : Rm → Rm. Furthermore, A(x), and hence K(x) is
positive definite for each x ∈ P o.
Proof. Differentiating the identity x =
∫
P
z dBx(z), we find that, for any u ∈ R
m,
u =
∫
P
〈K(x)(z − x), u 〉z dBx(z) =
∫
P
〈K(x)(z − x), u 〉(z − x) dBx(z),
which equals A(x)K(x)u by definition (23) of A(x). The fact that A(x) is non-negative (and
hence positive definite) follows from the definition (23). 
Lemma 3.2 For any f ∈ C(P ), we have
∇BN(f)(x) = N
∫
P
f(z)K(x)(z − x) dBNx .
Proof. The assertion is shown by computing ∇BN(f)(x) with the definition of the
dilated convolution power (9) in the following way:
∇BN (f)(x) =
N∑
j=1
∫
P×···×P
f((z1 + · · ·+ zN )/N)K(x)(zj − x) dBx(z1) · · ·dBx(zN )
=
∫
P×···×P
f((z1 + · · ·+ zN)/N)×
×K(x)(z1 + · · ·+ zN −Nx) dBx(z1) · · · dBx(zN)
=
∫
NP
f(w/N)K(x)(w −Nx) d(Bx ∗ · · · ∗ Bx)(w)
= N
∫
P
f(z)K(x)(z − x) dBNx (z).

Lemma 3.3 We have A(x) = N
∫
P
(z − x)⊗ (z − x) dBNx (z).
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Proof. Since the barycenter of dBNx is also x, we have x =
∫
P
z dBNx (z). Differentiating
this identity and using Lemma 3.2, we obtain
Id = N
∫
P
z ⊗K(x)(z − x) dBNx (z) = N
∫
P
(z − x)⊗K(x)(z − x) dBNx (z),
which means the desired formula. 
For any u ∈ Rm, we define the first order differential operator Du on P by
Duf(x) := 〈A(x)∇f(x), u 〉 = 〈∇f(x), A(x)u 〉, (34)
where ∇f(x) is the gradient of a function f on P . For any smooth function L : P o →
Sym(m,R), we write
[∇L(x)v]u :=
d
dt
∣∣∣∣
t=0
L(x+ tv)u, x ∈ P o, u, v ∈ Rm.
Lemma 3.4 For any u, v ∈ Rm, we have [Du, Dv] = 0.
Proof. For any λ ∈ Rm, a simple computation shows
〈∇Duf(x), λ 〉 = 〈∇
2f(x)λ,A(x)u 〉+ 〈∇f(x), [∇A(x)λ]u 〉,
[∇A(x)λ]u =
∫
P
〈 z − x, u 〉〈K(x)(z − x), λ 〉(z − x) dBx(z),
(35)
where ∇2f(x) is the Hessian of f . Thus, by setting λ = A(x)v, we find
DvDuf(x)
= 〈∇2f(x)A(x)v, A(x)u 〉+
∫
P
〈 z − x, u 〉〈 z − x, v 〉〈∇f(x), z − x 〉 dBx(z),
which is obviously symmetric in u and v. 
The following lemma shows an integrability of the defining matrix K, which will be used
to prove Theorem 2.10.
Lemma 3.5 We have [∇K(x)u]v = [∇K(x)v]u for any u, v ∈ Rm and x ∈ P o.
Proof. For x ∈ P o, we have K(x) = A(x)−1, and hence, by (35), we obtain
[∇K(x)u]v = −K(x)[∇A(x)u]K(x)v
= −
∫
P
〈K(x)(z − x), v 〉〈K(x)(z − x), u 〉K(x)(z − x) dBx(z),
which is clearly symmetric in u and v. 
The next proposition shows a uniqueness of the Bernstein measure for a given function
K : P o → Sym(m,R). For any multi-index α = (α1, . . . , αm) ∈ Z
m
≥0, we write
Dα := Dα11 · · ·D
αm
m , Dj := Dej , (36)
where Dej is defined in (34).
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Proposition 3.6 Let K : P o → Sym(m,Rm) be a smooth map. Then, the Bernstein
measure with the defining matrix K is, if it exists, unique.
Proof. Let B : P →M(P ) be a Bernstein measure with the defining matrix K : P o →
Sym(m,R). Then, the matrix K(x) is non-degenerate and the inverse matrix is given by
A : P → Sym(m,R). We note that the inverse matrix A(x) defines the differential operators
Lj := Xj + Dj, j = 1, . . . , m, where Xj is the multiplication operator: Xjf(x) = xjf(x).
Then, it is easy to see that
LjB(f)(x) = B(Xjf), j = 1, . . . , m, (37)
where B(f) is defined in (6). For each α ∈ Zm≥0, we denote the monomial with the weight α
by χα(z) = z
α. Then, by (37), we have LjB(χα) = B(χα+ej ). A direct computation shows
that
DkXj −XjDk = 〈A(x)ej , ek 〉 = I1,ej+ek , (38)
and which is symmetric in j and k. Hence [Lj, Lk] = 0. We denote L
α = Lα11 · · ·L
αm
m for
α = (α1, . . . , αm) ∈ Z
m
≥0. We then obtain
B(χα) = L
αB(1) = Lα · 1 (39)
for each α ∈ Zm≥0. By (39), the restriction of the map B : C(P ) → C(P ) to the set of
polynomials on P is determined by the matrix K(x) because the differential operators Lj
are defined in terms of A(x) = K(x)−1. Since B : C(P ) → C(P ) is continuous, it is
determined by K(x). 
Now, for each α ∈ Zm≥0 and positive integer N , define the function IN,α ∈ C(P )∩C
∞(P o)
by (29) with respect to the measure dBNx determined by the Bernstein measure B : P →
M(P ). Note that, by definition,
I1,ei+ej (x) = 〈A(x)ei, ej 〉 =
∫
P
(zi − xi)(zj − xj) dBx(z),
where zj denotes the j-th coordinate of z ∈ R
m. From this, we have I1,ei+ej ∈ C(P )∩C
∞(P o).
Lemma 3.7 The following identities hold;
(1) IN,0(x) ≡ 1, IN,ej(x) ≡ 0, IN,ei+ej (x) = N〈A(x)ei, ej 〉,
IN,ei+ej+ek(x) = NI1,ei+ej+ek(x) for any 1 ≤ i, j, k ≤ m and N .
(2) For any α ∈ ZM≥0, 1 ≤ j ≤ m and N ,
IN,α+ej(x) = DjIN,α(x) +
m∑
i=1
αiIN,α−ei(x)IN,ei+ej (x). (40)
Proof. First two of (1) are obvious by definition (29). The third formula of (1) follows
from Lemma 3.3. The fourth formula in (1) and (2) follow from direct computations. 
By Lemma 3.7, we have DβIN,α ∈ C(P )∩C
∞(P o) for any positive integer N and multi-
indices α, β. Furthermore, we have the following.
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Lemma 3.8 For any α ∈ Zm≥0 and positive integer N , the function IN,α is a polynomial in
N of degree [‖α‖/2] with coefficients in C(P )∩C∞(P o). More precisely, IN,α is of the form
IN,α(x) =
[‖α‖/2]∑
l=0
pα,l(x)N
l, (41)
where pα,l ∈ C(P )∩C
∞(P o) and pα,l does not depend on N . Furthermore, D
βpα,l ∈ C(P )∩
C∞(P o) for every β. In particular, we have IN,α(x) = O(N
[‖α‖/2]) uniformly on P .
Lemma 3.8 can easily be shown by induction on k = ‖α‖ with Lemma 3.7. Note that the
functions pα,l can be computed inductively. Indeed, by substituting (41) to (40), we have
IN,α+ej(x) =
[(‖α‖+1)/2]∑
l=0
[
Djpα,l(x) +
m∑
i=1
αiI1,ei+ej(x)pα−ei,l−1(x)
]
N l. (42)
3.2 Proof of Theorem 2.9
By using the Taylor expansion of f around x ∈ P , the function BN(f) is represented as (31),
(32). The error term S2n,N in (31) is estimated as (33), and hence, by Lemma 3.8, we have
‖S2n,N‖C(P ) = O(‖f‖C2n(P )N
−n). Thus we have
BN(f)(x) =
∑
‖α‖≤2n−1
f (α)(x)
α!N‖α‖
IN,α(x) +O(‖f‖C2n(P )N
−n).
Then, by substituting (41) for the above, we have
∑
‖α‖≤2n−1
f (α)(x)
α!N‖α‖
IN,α(x)
=
n−1∑
ν=0
 2ν∑
l=ν
∑
‖α‖=l
f (α)(x)
α!
pα,l−ν(x)
N−ν
+
2n−1∑
ν=n
2n−1∑
l=ν
∑
‖α‖=l
f (α)(x)
α!
pα,l−ν
N−ν
=
n−1∑
ν=0
 2ν∑
l=ν
∑
‖α‖=l
f (α)(x)
α!
pα,l−ν(x)
N−ν +O(‖f‖C2n−1(P )N−n).
Therefore, if we set
Lν(x, ∂) =
2ν∑
l=ν
∑
‖α‖=l
pα,l−ν(x)
1
α!
∂α, (43)
we obtain
BN (f)(x) =
n−1∑
ν=0
N−νLν(x, ∂)f +O(‖f‖C2n(P )N
−n),
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which shows the asymptotic expansion (21). The formulas for the differential operators
L0(x, ∂) and L1(x, ∂) are obtained from Lemma 3.7 and (43).
Next, we show that the expansion (21) can be differentiated any number of times. First of
all we note that, if ∂jBN(f) has an asymptotic expansion of the form
∑
ν≥0N
−νgj,ν(x) locally
uniformly in x ∈ P o for each j = 1, . . . , m, then it is easy to show that gj,ν = ∂jLν(x, ∂)f .
Instead of using the partial differential operators ∂j , we use the operators Dj defined in (36).
From Lemma 3.2, we have
DjBN(f) = N(BN (Xjf)−XjBN(f)), that is, DjBN = N [BN , Xj]. (44)
Therefore, since L0(x, ∂) = 1, we have DjBN(f) ∼
∑
ν≥0N
−ν [Lν+1(x, ∂), Xj ]f . This holds
uniformly on P . From this we also have DjLν(x, ∂) = [Lν+1(x, ∂), Xj ]. Next, assume that
we have
DαBN(f) ∼
∑
ν≥0
N−νDαLν(x, ∂)f (45)
uniformly on P for any f ∈ C∞(P ) and α ∈ Zm≥0 with ‖α‖ ≤ k where k is a fixed positive
integer. Then, by (44), we have
DjD
αBN(f) = D
αDjBN(f) = ND
α(BN (Xjf)−XjBN(f)),
and hence
DjD
αBN(f) ∼
∑
ν≥0
N1−ν(DαLν(x, ∂)Xj −D
βXjLν(x, ∂))f
=
∑
ν≥0
N−νDα[Lν+1(x, ∂), Xj ]f =
∑
ν≥0
N−νDαDjLν(x, ∂)f.
Thus, by induction, the asymptotic expansion (45) holds for any α uniformly on P . Since
A(x) is invertible on P o, we conclude the assertion. 
Remark 3.9 One may think that the theorem can be proved by using the method of sta-
tionary phase. Indeed, we have the formula
BN (f)(x) =
1
(2pi)m
∫
Rm
f̂(ξ)ϕN,x(ξ) dξ =
(
N
2pi
)m ∫
R2m
e−NΦ(x,y,ξ)f(y) dydξ, (46)
where f̂ is the Fourier transform of an extension of f ∈ C∞(P ) to the whole space Rm as a
compactly supported smooth function which is also denoted by f , and the function ϕN,x is
the characteristic function,
ϕN,x(ξ) =
∫
P
eizξ dBNx (z),
of the probability measure dBNx . Since dB
N
x is defined by the N -th convolution power of the
Bernstein measure B, we have
ϕN,x(ξ) = ϕ(x, ξ/N)
N , ϕ(x, ξ) :=
∫
P
eizξ dBx(z).
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Then, the function Φ(x, y, ξ) in the right hand side of (46) is given by
Φ(x, y, ξ) = i〈 y, ξ 〉 − logϕ(x, ξ).
Thus, one would find asymptotic expansion for BN(f) by using the method of stationary
phase (for example, using Theorem 7.7.5 in [Ho¨1]) with the phase function Φ(x, y, ξ). Note
here that, in this computation using stationary phase method, one might not need to assume
the condition (2) in Definition 2.1 for the section B : P → M(P ). Theorem 7.7.5 in [Ho¨1]
gives us an effective formula for each term of the expansion. However, it is not still quite
easy to compute each term of the expansion. Instead of using the method of stationary
phase, we used in the above proof a beautiful idea given by Ho¨rmander ([Ho¨2]) which gives
a computable representation (41), (42), (43) of each differential operator Lν(x, ∂) when B is
a Bernstein measure.
3.3 Proof of Theorem 2.10
We keep the notation described before the statement of Theorem 2.10 in Section 2. First,
we note that the functions mS,c,α, α ∈ S defined in (26) are continuous up to the boundary
∂P of P . Before giving a proof of this fact, we describe the values of mS,c,α at x ∈ ∂P . Let
K be a (relatively open) face of P . Let
XK = spanR{α− β ; α, β ∈ S ∩K},
and let X⊥K ⊂ R
m be the annihilator of XK . Then, define the map µK : X → K by
µK(τ) :=
∑
α∈S∩K
c(α)e〈α,τ 〉∑
β∈S∩K c(β)e
〈β,τ 〉
α, τ ∈ X. (47)
If τ, τ ′ ∈ X satisfy τ − τ ′ ∈ X⊥K , then µK(τ) = µK(τ
′), and hence the above defines a map
µK : XK ∼= R
m/X⊥K → K, and it is a diffeomorphism from XK onto K ([F]). For any
u ∈ Rm, we define λ(u) = miny∈P 〈 y, u 〉. We fix u ∈ X
⊥
K satisfying
K = {y ∈ P ; 〈 y, u 〉 = λ(u)}.
Then, for any x = µK(τ) ∈ K with τ ∈ R
m, we have limt→+∞ µS,c(τ − tu) = x and
mS,c,α(x) = lim
t→+∞
mS,c,α(µS,c(τ − tu))
=
{
0 α 6∈ S ∩K,
c(α)e〈α,τ 〉
P
β∈S∩K c(β)e
〈 β,τ 〉 α ∈ S ∩K.
(48)
Lemma 3.10 The functions mS,c,α(x) (α ∈ S) are continuous on P .
Proof. Let K ⊂ ∂P be a relatively open face of P . Let xn ∈ P
o and x ∈ K
satisfy xn → x as n → ∞. We show that mS,c,α(xn) → mS,c,α(x). (For the case where
xn is contained in a face L 6= P
o, one can discuss as in the following with replacing P o
by L.) Let τn := τS,c(xn) ∈ R
m. Take u ∈ X⊥K such that K = {y ∈ P ; 〈 y, u 〉 = λ(u)}
with λ(u) = miny∈P 〈 y, u 〉. For any A ⊂ S, we define χA(τ) =
∑
α∈A c(α)e
〈α,τ 〉. We set
16
SK := S ∩K and cK = minα∈S\SK{〈α, u 〉 − λ(u)}. We note that 〈α, u 〉 − λ(u) = 0 if and
only if α ∈ SK , and hence cK > 0. Since 0 < 〈 xn, u 〉 − λ(u)→ 0 as n→∞, we have
0 < cK
χS\SK (τn)
χSK (τn) + χS\SK(τn)
≤ 〈µS,c(τn), u 〉 − λ(u)→ 0,
and which shows
χS\SK(τn)
χSK (τn) + χS\SK(τn)
→ 0,
χS\SK(τn)
χSK(τn)
→ 0 (n→∞). (49)
From this, we have limn→∞mS,c,α(xn) = 0 = mS,c,α(x) when α ∈ S\SK . Decompose τn ∈ R
m
according to the decomposition Rm = XK ⊕X
⊥
K as τn = ξn + un, ξn ∈ XK , un ∈ X
⊥
K . Then,
(49) also shows
µK(ξn) = µK(τn) =
∑
α∈SK
c(α)e〈α,τn 〉
χSK (τn)
α→ x (n→∞).
Since µK : XK → K is a diffeomorphism, we take ξ ∈ XK such that µK(ξ) = x. Then,
the above means limn→∞ µK(ξn) = µK(ξ), and hence we have limn→∞ ξn = ξ. From this we
have, for α ∈ SK ,
mS,c,α(xn) =
c(α)e〈α,ξn 〉
χSK (ξn)
(1 + o(1))→
c(α)e〈α,ξ 〉
χSK (ξ)
= mS,c,α(x)
as n→∞, which shows the assertion. 
Remark 3.11 For the original Bernstein polynomials BN(f) defined in (1), one hasBN(f)(0) =
f(0), BN (f)(1) = f(1). Our Bernstein approximations BN(f) defined by a finitely supported
Bernstein measure BS,c also have similar property. In fact, by (48), if x is a vertex of P ,
one has mS,c,x(x) = 1, mS,c,α(x) = 0 when α 6= x. This combined with (12) shows that
BN(f)(x) = f(x) when x is a vertex of P .
Now, we define the function δS,c ∈ C
∞(P o) by
δS,c(x) = log
(∑
α∈S
c(α)e〈α,τS,c(x) 〉
)
− 〈 x, τS,c(x) 〉, (50)
where, as in Section 2, τS,c : P
o → Rm is the inverse map of the diffeomorphism µS,c : R
m →
P o. Then, we have
mS,c,α(x) = c(α)e
−δS,c(x)+〈α−x,τS,c(x) 〉. (51)
Completion of proof of Theorem 2.10. As in [TZ], we have ∇δS,c(x) = −τS,c(x)
and ∇2δS,c(x) = −AS,c(x)
−1 for x ∈ P o, where AS,c is defined by
AS,c(x) =
∑
α∈S
mS,c,α(x)(α− x)⊗ (α− x), (52)
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which is non-degenerate on P o (see [TZ]). Then, it is not hard to show directly that the
measure (28) defines a Bernstein measure on P with the defining matrix AS,c(x)
−1.
Next, let us prove the converse. Let B : P → M(P ) be a finitely supported Bernstein
measure, and let S = supp(B(x)) for some, and any x ∈ P o. Let K : P o → Sym(m,R) be
the defining matrix of B. We write B(x) =
∑
α∈S mα(x)δα, x ∈ P . Then, by Lemma 3.1,
the matrix K(x) is non-degenerate. Now, fix an arbitrary b∗ ∈ P o and V > 0. Define the
function δb∗ ∈ C
∞(P o) and the map τb∗ : P
o → Rm by
τb∗(x) =
∫ 1
0
K(b∗ + s(x− b∗))(x− b∗) ds,
δb∗(x) = log V −
∫ 1
0
〈 τb∗(b
∗ + s(x− b∗)), x− b∗ 〉 ds.
Lemma 3.5 shows that (dτb∗)x = K(x), ∇δb∗(x) = −τb∗(x), x ∈ P
o. Since mα(x) > 0 on P
o,
we define gα(x) = logmα(x)−〈α−x, τb∗(x) 〉. Then, since ∇gα = τb∗ , there exists a constant
c(α) > 0 such that gα = −δb∗ + log c(α) for each α ∈ S and hence
mα(x) = c(α)e
−δb∗(x)+〈α−x,τb∗(x) 〉. (53)
Taking the sum of (53) over α ∈ S, we have
δb∗(x) = log
(∑
α∈S
c(α)e〈α,τb∗ (x) 〉
)
− 〈 x, τb∗(x) 〉.
Since τb∗(b
∗) = 0, we havemα(b
∗) = c(α)/V . It follows from this and the identity
∑
α∈S mα(b
∗)α =
b∗ that
V =
∑
α∈S
c(α), b∗ =
1
V
∑
α∈S
c(α)α.
From these formulas, we obtain δb∗(b
∗) = log V . It is not hard to show that the map τb∗ is
injective and hence is a diffeomorphism from P o to the image of τb∗ . (Note that the differential
of τb∗ is K, which is positive definite on P
o.) Denote its inverse by µb∗ : Im(τb∗) → P
o.
For any x ∈ P o and τ ∈ Im(τb∗), we define fτ (x) = 〈 x, τ 〉 + δb∗(x). Then, we have
∇fτ (x) = τ − τb∗(x) and ∇
2fτ (x) = −K(x). Thus, the point x = µb∗(τ) is a unique critical
point of fτ , and fτ attains its maximum there. Then, we obtain
fτ (x) ≤ fτ (µb∗(τ)) = logχS,c(τ),
where the function χS,c, defined by
χS,c(τ) =
∑
α∈S
c(α)e〈α,τ 〉, (54)
depends only on the constants c(α) > 0 and the set S. In the above inequality, the equality
holds if and only if x = µb∗(τ). Therefore, we obtain
δb∗(x) ≤ logχS,c(τ)− 〈 x, τ 〉
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for every τ ∈ Im(τb∗) and equality holds if and only if τ = τb∗(x). Then, as in [TZ], we
obtain
δS,c(x) = min
τ∈Rm
(logχS,c(τ)− 〈 x, τ 〉) ≤ δb∗(x).
Since Im(τb∗) ⊂ R
m is open, the point τ = τb∗(x) is a local minimum of the function
τ 7→ logχS,c(τ)− 〈 x, τ 〉 on R
m. Since, the local minimum of this function is unique, and it
is given by τ = τS,c(x), we conclude τb∗(x) = τS,c(x) for every x ∈ P
o. This completes the
proof. 
Remark 3.12 In the proof of the converse direction of Theorem 2.10 above, there are no
restriction for the weight function c : S → R>0, which is defined as an integral constant.
This is because any choice of the weight function c : S → R>0 can define a Bernstein
measure. However, two different weight functions might give the same Bernstein measure.
In fact, when P is a standard simplex and S = P ∩ Zm, the set of vertices of the simplex
P , any choice of the weight function produce the Bernstein measure given in Example 2.6.
In general, let A ⊂ P be a finite set whose convex hull is P . Let ∆A ⊂ M(P ) denote the
convex hull of the Dirac measures δα with α ∈ A. Then, the image of the finitely supported
Bernstein measures B : P →M(P ) with the support S are contained in ∆S, and the image
of the dilated convolution powers dBNx are contained in ∆ 1
N
SN
. When P is a standard m-
dimensional simplex and S = P ∩ Zm, ∆S is also a simplex with the same dimension, and
the restriction of the barycenter map to ∆S is a diffeomorphism between ∆S and P . Hence,
in this case, there are only one section of the barycenter map whose support (in the sense
of Definition 2.3) is S.
3.4 Large deviations principle
In this subsection, we discuss the large deviations principle for finitely supported Bernstein
measures. Throughout this subsection, let B = BS,c : P → M(P ) denote the finitely
supported Bernstein measure with the support S ⊂ P and the weight c : S → R>0. For each
α ∈ S, the coefficient of B is denoted by mS,c,α(x) defined in (26).
For any x ∈ P , we define a function χx = χS,c,x by
χx(τ) :=
∑
α∈S
mS,c,α(x)e
〈 τ,α 〉 =
∫
P
e〈 τ,z 〉 dBx(z), τ ∈ R
m. (55)
By using the function χS,c defined in (54), we find that
χx(τ) =
χS,c(τS,c(x) + τ)
χS,c(τS,c(x))
. (56)
Lemma 3.13 We fix x ∈ P . Then the dilated convolution powers dBNx defined in (8) from
the finitely supported Bernstein measure B = BS,c satisfy the large deviations principle with
the speed N and the good rate function given by
Ix(y) = sup
τ∈Rm
{〈 y, τ 〉 − Λx(τ)}, Λx(τ) = logχx(τ). (57)
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Proof. Consider the infinite product of dBx on the infinite product space Ω = P ×
· · · × P × · · · . Let Xj,x : Ω → P denote the projection in the j-th coordinate. Then Xj,x’s
form a sequence of independent identically distributed random vectors with the distribution
dBx. Then, the distribution of the empirical means SN,x :=
1
N
∑N
j=1Xj,x is given by the
dilated convolution powers dBNx . Thus the assertion follows from Crame´r’s theorem ([DZ]).

Next, we describe the rate function (57) by using (47), (48). To describe the rate function
(57) more concretely, we need the fact that the function δS,c in (50) is continuous on P . Let
K be a (relatively open) face of the polytope P . Let τK : K → XK be the inverse of the map
µK : XK → K defined in (47). When K = P
o, we have µP o = µS,c and τP o = τS,c. As in the
proof of Lemma 3.10, for each A ⊂ S, we set χA(τ) =
∑
α∈A c(α)e
〈α,τ 〉 and SK = S ∩ K.
Define a function δK on K by
δK(x) = logχSK(τK(x))− 〈 x, τK(x) 〉, x ∈ K. (58)
Note that, we have δP o = δS,c.
Lemma 3.14 The function δS,c is continuous on P , and its restriction to each face K is
given by δK.
Proof. As in the proof of Lemma 3.10, take u ∈ X⊥K such that K = {y ∈ P ; 〈 y, u 〉 =
λ(u)} with λ(u) = minz∈P 〈 z, u 〉. Then, first of all, we claim that, for x ∈ K, the following
holds:
lim
t→+∞
δS,c(µS,c(τK(x)− tu)) = δK(x). (59)
Let us prove (59). It is easy to show that, for any x ∈ K,
|〈µS,c(τK(x)− tu)− x 〉, u| ≤ Ce
−tcK
χS\SK (τK(x))
χSK (τK(x))
, (60)
where we set cK := minα∈S\SK 〈α, u 〉 − λ(u). For any ξ ∈ XK , we set
0 < RK(t, ξ) :=
∑
α∈S\SK
c(α)e〈α,ξ 〉−t(〈α,u 〉−λ(u)) ≤ e−tcKχS\SK (ξ). (61)
Since x ∈ K, we have 〈 x, u 〉 = λ(u), and hence
δS,c(µS,c(τK(x)− tu))
= logχSK (τK(x))− 〈µS,c(τK(x)− tu), τK(x) 〉+
+ t〈µS,c(τK(x)− tu)− x, u 〉+ log(1 + RK(t, τK(x))/χSK (τK(x))).
(62)
Now, by (60), (61) and the fact that µS,c(τK(x)− tu) tends to x ∈ K as t→ +∞, the right
hand side of (62) converges to δK(x), which shows (59).
Next, we take x ∈ K, and {xn} ⊂ P
o such that xn → x as n → ∞. Let ξ = τK(x)
and τn = ξn + un = τS,c(xn) with ξn ∈ XK , un ∈ X
⊥
K . In the proof of Lemma 3.10, we
have proved that ξn → ξ. Let pK(n) = 〈 z, un 〉 with z ∈ K, which does not depend on the
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choice of z ∈ K. We note that χSK (ξn + un) = e
pK(n)χSK (ξn). From this and (49), for each
α ∈ S \ SK , we have
c(α)e〈α,ξn 〉+〈α,un 〉−pK(n) ≤ e−pK(n)χS\SK (ξn + un)→ 0,
and hence 〈α, un 〉 − pK(n)→ −∞ as n→∞ for each α ∈ S \ SK . Now, by using this fact,
we have
− 〈 xn, un 〉+ logχS,c(τn)
= logχSK (ξn)−
∑
α∈S\SK
c(α)e〈α,τn 〉
χS,c(τn)
(〈α, un 〉 − pK(n)) + o(1)→ logχSK (ξ).
In the above, one can compute the term 〈 xn, un 〉 by using the relation xn = µS,c(ξn + un)
and the definition (25) of the map µS,c. Since δS,c(xn) = −〈 xn, ξn + un 〉 + logχS,c(τn), we
conclude that δS,c(xn)→ δK(x). In case where {xn} is contained in a face L 6= P
o, one can
discuss in the same way as above with replacing P o by L to conclude the assertion. 
Remark 3.15 The function δK on the face K defined in (58) is continuous on K. This can
be shown in the same way as in the above proof. The restriction of δK on a (relatively open)
face L of K is given by δL.
Proposition 3.16 Let K be a relatively open face of P . Let x ∈ K. Then, the rate function
Ix(y) is given by the following:
Ix(y) =
{
+∞ y 6∈ K,
δK(x)− δK(y) + 〈 x− y, τK(x) 〉 y ∈ K.
(63)
Proof. LetK be a face, and we fix x ∈ K. By (48), (55), we have χx(τ) =
χSK (τK(x)+τ)
χSK (τK(x))
.
Thus, we have
Ix(y) = JK(y) + δK(x) + 〈 x− y, τK(x) 〉,
JK(y) = sup
τ∈Rm
{〈 y, τ 〉 − logχSK (τ)}.
(64)
This holds for any y ∈ Rm. For any y ∈ Rm, we set
IK(y) = sup
ξ∈XK
{〈 y, ξ 〉 − logχSK (ξ)}.
In (64), we decompose τ = ξ + u with ξ ∈ XK , u ∈ X
⊥
K . Then, for y ∈ K, we have
〈 y, ξ + u 〉 − logχx(ξ + u) = 〈 y, ξ 〉 − logχx(ξ) and hence IK(y) = JK(y) for each y ∈ K.
Now, first of all, we assume y ∈ K. Then, for ξ ∈ XK , we have ∇ξ logχSK (ξ) = µK(ξ), which
shows that ξ = τK(y) is a unique critical point of the function ξ 7→ 〈 y, ξ 〉 − logχSK (ξ). The
Hessian of the function logχSK(ξ) is non-negative, and hence we have
IK(y) = 〈 y, τK(y) 〉 − logχSK (τK(y)) = −δK(y), (65)
which shows (63) for y ∈ K. We set F xK(y) = δK(x)−δK(y)+〈 x−y, τK(x) 〉 for y ∈ K, which
is continuous in y ∈ K. Since Ix(y) is lower semi-continuous in y, we have F xK(y) ≥ I
x(y) for
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any y ∈ K. Now, assume that y is contained in a face L of K, and we show the inequality
F xK(y) ≤ I
x(y) for such a point y, which implies (63). Since IK(y) = JK(y) for any y ∈ K, it
suffices to show that IK(y) ≥ −δK(y). Take u ∈ X
⊥
L such that L = {z ∈ P ; 〈 z, u 〉 = λ(u)}
with λ(u) = minz∈P 〈 z, u 〉. Then, for any ξ ∈ XL and t > 0, we have
χSK (ξ − tu) = e
−tλ(u)(χSL(ξ) +RL(t, ξ, u)),
RL(t, ξ, u) =
∑
α∈SK\SL
c(α)e〈α,ξ 〉−t(〈α,u 〉−λ(u)).
Note that RK(t, ξ, u)→ 0 as t→ +∞. Since y ∈ L, we have λ(u) = 〈 y, u 〉, and hence
logχSK (ξ − tu) = −t〈 y, u 〉+ logχSL(ξ) + log(1 + ot(1)),
where ot(1) denotes a term tending to zero as t → +∞. Since IK(y) = JK(y) ≥ 〈 y, ξ −
tu 〉 − logχSK (ξ − tu) for any ξ ∈ XL and t > 0, we obtain
IK(y) ≥ 〈 y, ξ 〉 − logχSL(ξ), ξ ∈ XL.
Since the supremum over ξ ∈ XL of the right hand side above is −δL(y) = −δK(y), we
conclude IK(y) ≥ −δK(y) for y ∈ L. Finally, we show that I
x(y) = +∞ when y 6∈ K. We
have
〈 y, τ 〉 − logχSK (τ) = − logχSK (0) +
∫ 1
0
〈 y − µK(tτ), τ 〉 dt.
Note, in the above, that µK(tτ) ∈ K for any t ∈ [0, 1] and τ ∈ R
m. Since y 6∈ K, we can
take u ∈ Rm such that 〈 y− z, u 〉 > 0 for any z ∈ K. Then, by setting τ = ru with r > 0 in
the above, we conclude that JK(y) = +∞ and hence I
x(y) = +∞. 
Remark 3.17 When the polytope P is a lattice polytope satisfying Delzant condition, the
formula for the rate function (63) coincides with the formula given in [SoZ2], Proposition
5.2 for the rate function in a large deviations principle of the Bergman-Bernstein measure
(see Section 4) defined by the Fubini-Study metric on the toric manifold obtained through
a monomial embedding. Indeed, for example, when x ∈ P o, the rate function Ix(y) is given
by
Ix(y) = δS,c(x)− δS,c(y) + 〈 x− y, τS,c(x) 〉
= −δS,c(y) + logχS,c(τS,c(x))− 〈 y, τS,c(x) 〉.
Then, the function logχS,c is a Ka¨hler potential for the Fubini-Study metric and −δS,c is its
Legendre dual. See [Z], [SoZ2] and the following section for details.
4 Bergman-Bernstein approximations
In [Z], Zelditch introduced the notion of the Bergman-Bernstein approximations for functions
on Delzant polytopes P (a lattice polytope with the property that each vertex of P has
exactly m = dimP edges and m lattice vectors incident from the vertex along the edges form
a Z-basis of the lattice). We explain here this notion for projective toric manifolds obtained
22
by monomial embeddings and the difference between Bergman-Bernstein approximations
and Bernstein measures defined in this paper.
Throughout this section, we assume that the polytope P is Delzant with vertices in
Zm. We set S = P ∩ Zm and SN = NP ∩ Z
m. We fix a function c : S → R>0. Let
ΦS,c : (C
∗)m → CP |S|−1 be the monomial embedding defined by
ΦS,c(z) = [c(α)
1/2zα]α∈S, z ∈ (C
∗)m.
Then, the toric variety MS,c is defined by the Zariski closure of the image of the monomial
embedding ΦS,c : (C
∗)m → CP |S|−1 ([GKZ]). Note that, in general, MS,c may have singular-
ities. However, it is well-known ([GKZ]) that, if P satisfies the Delzant condition, then MS,c
is a non-singular compact Ka¨hler manifold. Consider the (restriction of the) Fubini-Study
Ka¨hler form ωFS onMS,c. Then, the action of the real torus T
m ⊂ (C∗)m is Hamiltonian with
respect to the symplectic form ωFS. On the open orbit (C
∗)m ∼= ΦS,c((C
∗)m), one can take a
Tm-invariant Ka¨hler potential ϕ. Since ϕ is a function on (C∗)m invariant under Tm-action,
it defines a function on Rm, which we denote by ϕS,c. Let µ : MS,c → P be the moment map
of the Hamiltonian action of Tm on (MS,c, ωFS). Since µ is also T
m-invariant, it defines a
map µS,c : R
m → P , which is a diffeomorphism onto the interior, P o, of P .
The symplectic potential associated to ϕ is the Legendre dual uϕ of the function ϕS,c
associated to the Ka¨hler potential ϕ, which is defined by
uϕ(x) = 〈 x, τS,c(x) 〉 − ϕS,c(τS,c(x)), x ∈ P
o,
where τS,c : P
o → Rm is the inverse of µS,c. The Bergman-Bernstein approximation νN (f)
(the notation BhN (f) is used in [Z], where h denotes a Hermitian metric on the hypersection
bundle LS,c := O(1)|MS,c over MS,c whose curvature is ωFS) of a function f on P is defined
by
νN(f)(x) =
1
ΠN(z, z)
∑
γ∈SN
f(γ/N)
eN(uϕ(x)+〈 γ/N−x,τS,c(x) 〉)
QhN (γ)
, (66)
where QhN (γ) is the squared L
2-norm of the monomial with weight γ, which is regarded
as an element of H0(MS,c, L
⊗N
S,c ), the function ΠN (z, z) is the Bergman-Szego¨ kernel for
H0(MS,c, L
⊗N
S,c ), and z ∈ (C
∗)m satisfies µ(z) = x.
To compare the Bergman-Bernstein approximation (66) with our Bernstein measures, we
take the Ka¨hler potential
ϕ(z) = log
∑
α∈S
c(α)|zα|2, z ∈ (C∗)m,
of ωFS on (C
∗)m. Then, the corresponding function ϕS,c coincides with the function χS,c on
Rm defined in (54). Therefore, the symplectic potential uϕ coincides with the function −δS,c
defined in (50). The quantity QhN (γ) is, as in [Z], given by
QhN (γ) =
∫
e−NδS,c(x)+〈 γ−Nx,τS,c(x) 〉 dx.
Note that the restriction of the moment map µ to the open orbit is given by
µ(z) =
∑
α∈S
c(α)|zα|2∑
β∈S c(β)|z
β|2
α, z ∈ (C∗)m.
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Thus, the map µS,c : R
m → P o induced by the moment map µ is nothing but the map
defined in (25).
Lemma 4.1 Let mγS,N(x) be the function on P defined by (12) (with mα replaced by mS,c,α
defined in (26)). Then, the Bergman-Bernstein approximation (66) is written as
νN (f)(x) =
1
ΠN(x)
∑
γ∈SN
f(γ/N)
mγS,N(x)
RN (γ)
, (67)
where the quantity RN (γ) and the function ΠN (x) are given by
RN (γ) =
∫
P
mγS,N(x) dx,
ΠN(x) =
∑
γ∈SN
mγS,N(x)
RN (γ)
, x ∈ P.
(68)
Proof. First, we note that the functionmS,c,α(x) is written as (51). Thus, the functions
mγS,N(x) defined in (12) is written as
mγS,N(x) = PN(γ)e
−NδS,c(x)+〈 γ−Nx,τS,c(x) 〉,
where PN(γ) = PS,c,N(γ) is the weighted number of lattice path,
PN(γ) :=
∑
β1,...,βN∈S ; β1+···+βN=γ
c(β1) · · · c(βN ).
From this, we have
RN(γ) = QhN (γ)PN(γ), (69)
which shows that
eN(−δS,c(x)+〈 γ/N−x,τS,c(x) 〉)
QhN (γ)
=
mγN(x)
RN (γ)
.
Note that the Bergman-Szego¨ kernel ΠN(z, z) with z ∈ (C
∗)m is written as
ΠN(z, z) =
∑
γ∈SN
e−NδS,c(x)+〈 γ−Nx,τS,c(x) 〉
QhN (γ)
= ΠN (x), (70)
where x = µ(z), and hence we have the assertion. 
Therefore, it would be natural to call the probability measure
dνxN :=
1
ΠN (x)
∑
γ∈SN
mγS,N(x)
RN (γ)
δγ/N (71)
the Bergman-Bernstein measure. (The measure dνxN defined above equals the measure µ
z
N
with µ(z) = x in [Z].) Note that the Bergman-Bernstein measure dνxN is not a section of the
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barycenter map b :M(P )→ P . In fact, by Lemma 3.2 and Theorem 2.10, it is easy to show
the following formula:
1
N
D log ΠN(x) = b(dν
x
N)− x, (72)
where, for f ∈ C∞(P ) and x ∈ P , we set Df(x) := AS,c(x)∇f(x) with the matrix AS,c(x)
defined in (52), and b(dνxN ) denotes the barycenter of the Bergman-Bernstein measure dν
x
N .
Then, it is natural to ask when the Bergman-Bernstein measure dνxN coincides with the
dilated convolution power dBNx of the Bernstein measure BS,c(x) defined by (28). For this
question, we have the following proposition.
Proposition 4.2 Let dνxN be the Bergman-Bernstein measure defined by (71), and let dB
N
x
denote the dilated convolution power (8) of the finitely supported Bernstein measure BS,c(x)
defined in (28). Then, the following four conditions are equivalent.
(1) RN(γ) is constant as a function on the finite set SN .
(2) The function ΠN (x) defined in (68) is constant.
(3) The barycenter of dνxN is x for each x ∈ P .
(4) dνxN = dB
N
x for each x ∈ P .
Remark 4.3 By (70), we know that the function ΠN(x) on P is the function induced by
the restriction of the Bergman-Szego¨ kernel to the diagonal. Hence, the condition (2) in
Proposition 4.2 is equivalent to that the Fubini-Study Hermitian metric hN on L⊗NS,c is a
balanced metric ([D]).
Proof. According to the formula (72), it is obvious that the conditions (2) and (3)
are equivalent. Assume that the condition (1) holds. Since dBNx =
∑
γ∈SN
mγS,N(x)δγ/N is a
probability measure, ΠN is constant because of its definition (68), which shows (2). Next,
assume that the condition (4) holds. Then, we have ΠN (x)RN(γ) = 1 for each γ ∈ SN and
x ∈ P . Since ΠN does not depend on γ, the condition (1) holds. Finally, assume that the
condition (2) holds. We set m˜γS,N(x) =
mγ
S,N
(x)
ΠNRN (γ)
so that dνxN =
∑
γ∈SN
m˜γS,N(x)δγ/N . Then,
by Lemma 3.2, we have
∇m˜γS,N(x) = m˜
γ
S,N(x)K(x)(γ −Nx), (73)
where K(x) = AS,c(x)
−1 is the defining matrix of the Bernstein measure BS,c : P →M(P ).
Let TN : C(P )→ C(P ) be the linear map defined by dν
x
N , that is,
TN(f)(x) :=
∑
γ∈SN
m˜γS,N(x)f(γ/N), f ∈ C(P ).
Then, by (73), we have
DjTN (f) = NTN(Xjf)−NXjTN (f), f ∈ C(P ),
where Xj is the multiplication operator, (Xjf)(x) = xjf(x), and Djf(x) is the j-th compo-
nent of AS,c(x)∇f(x). As in the proof of Proposition 3.6, define the first-order differential
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operators LN,j (j = 1, . . . , m) by LN,j = Dj + NXj . Since [LN,j , LN,k] = 0 for each j, k, we
write LαN = L
α1
N,1 · · ·L
αm
N,m for α = (α1, . . . , αm) ∈ Z
m
≥0. Then, as in the proof of Proposition
3.6, we have
LαNTN (χβ) = N
‖α‖TN(χα+β), and hence TN (χα) =
1
N‖α‖
LαN · 1,
where χα denotes the monomial with weight α. Note that the last expression in the above
depends only on the matrix AS,c(x), and the same formula holds for the Bernstein approx-
imation BN(χα) instead of TN (χα). Therefore, we have TN(f) = BN(f) for any f ∈ C(P ),
which shows the condition (4). 
One of advantages of using the Bergman-Bernstein approximation νN(f) is that it satisfies
the identity ∫
P
ΠN (x)νN(f)(x) dx =
∑
γ∈NP∩Zm
f(γ/N). (74)
Then, once one find an asymptotic expansion of νN (f) as N → ∞, one would have an
asymptotic expansion of the Riemann sum (3) by using a well-known asymptotic behavior
of the Bergman-Szego¨ kernel function ΠN (x). This is the idea used in [Z]. (More precisely,
Zelditch obtains an asymptotic expansion of the numerator in (67).) For the Bernstein
approximation BN(f) introduced in this paper, we can not, in general, expect that the
identity like (74) holds for BN (f). Instead, our Bernstein measures can be used for general
polytopes.
It might be possible to find asymptotic behavior of the Bergman-Bernstein measure
defined by (67) even for general polytope P . However, for this, one might need to analyze
in detail the behavior of the functions mγS,N(x) when γ/N and x are close to the boundary
of the polytope.
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