We consider how to efficiently allocate computing resources in order to infer the best of a finite set of simulated systems, where best means that the system has the maximal expected performance measure. Commonly-used frequentist procedures that are based on the indifference zone and 'worst possible configuration' tend to suggest an inefficiently large number of replications in practice. Recent work suggests that simulating likely competitors for the 'best' may lead to an order of magnitude improvement in computing effort for simulations. Much of that work, however, makes strong assumptions that might not be seen in practice, such as known variance, or the same cost of running a replication for each system. This paper discusses the problem of allocating computer resources to identify the best simulated system while relaxing general conditions, including different cost per replication for each system, both opportunity cost (linear loss) and 0-1 loss, and known or unknown variance for populations whose samples are normally distributed.
INTRODUCTION
How to select the best of a finite set of simulated systems is an important problem in discrete-event simulation (e.g., see Law and Kelton 1991; Goldsman and Nelson 1994) . Based on an initial set of simulations of each system, a measure of evidence that a given system is best is desired (some authors suggest P-values and the Bonferroni inequality). If the measure of evidence is insufficient, an indication of how many additional computer simulation replications (or data samples) is required in order to reduce the risk of potentially selecting an inferior choice. The problem is also important in medicine, phamacology, quality engineering, business, computer design, and a number of other fields (e.g., see Bechhofer, Hayter, and Tamhane 1991; Gupta, Nagel, and Panchapakesan 1979; Gupta 1965; Hsu 1996) .
Commonly-used frequentist procedures (Dudewicz and Dalal 1975:, Rinott 1978 ) based on the 'worst possible configuration' are known suggest an inefficiently large number of additional replications in practice. Some Bayesian approaches (Gupta and Miescke 1994; Gupta and Miescke 1996; Chen, Chen, and Dai 1996) suggest that preferring to simulate likely competitors for the 'best' may lead to significant improvement in computing effort for simulations. Much of this work, however, makes strong assumptions that might not be seen in practice, such as known variamce and the same cost of running a replication for each system.
In this paper, we discuss the problem of allocating computer resources to identify the best simulated system under much more general conditions, based on initial modeling work of Chick (1997) .
Suppose that there are K different simulated stochastic systems, and that the system with the largest mean performance: measure is to be identified. One system might be selected immediately, or one may observe the results of a finite number of additional independent simulation replications X k , z (for IC = 1,. . . K;i = 1,. . .) before selecting the 'best' system. As is commonly practice, we suppose the x k , i to have joint Gaussian distribution, conditional on the mean vector w = (w1, . . . W K ) and precision vector X = (AI,. . . , AK). This assumption is often reasonable in the simulation context, where output often satisfiles a central limit theorem. The mean is assumed unknown. Common practice is to consider the case of known precision (sometimes assumed identical for each system). Here we consider both known (and potentially unequ(a1) and unknown precision. We also allow for different costs per replication, c = (c1 l . . . C K ) for each system, and consider for both opportunity cost (or linear loss) One is interested in determining the allocation of replications, r, which minimizes the sum of the expected loss and the cost of observing the systems. The twostage problem can be expressed in this form as well by letting the second-stage allocation use the posterior distribution after the first stage as a prior for the second stage. We also consider the cost-constrained allocation problem, where erT = B for some computational budget B > 0. The cost-constrained problem can be used to develop a sequential decision procedure, where B is spent on sampling at each step of the procedure. Although formally r is a vector of non-negative integers, our analysis follows a standard approximation that r is real-valued. For steady-state simulations, fractional observations have a natural interpretation (e.g. simulate 5.32 years of a stochastic process). For terminating simulations, r must be considered an approximation and rounded to integers. Throughout we write vectors in boldface, random variables in upper case, and their values in lower case. Gupta and Miescke (1994) show that when K = 2; c1 = c2; T I + ~2 = m, the optimal policy for both L,.,. (., w) and Lo-1 (., w) is to minimize the absolute difference of the posterior precision for the mean of each system. Gupta and Miescke (1996) discuss the general decision problem, and provide an optimal allocation for a single replication for the case of K 2 3, opportunity cost, known variance, and c1 = . . . = C K . Also see Gupta and Miescke (1988) . A closed-form solution has proven difficult to obtain for other cases.
Because closed form solutions have proven difficult to obtain, we proceed by deriving natural upper and lower bounds on the expected risk for selecting the system with the highest expected mean. Motivated by an analogy with the Bonferroni inequality, we determine an optimal asymptotic allocation to minimize the lower bound on expected risk (loss plus cost of experiment). We then provide an allocation when the computer budget for running simulation replications is constrained, and the allocation is consistent with our asymptotic result. We then develop a sequential procedure, where at each step of a finite budget is allocated for sampling. Calculating these allocations often during a sequential procedure does not pose a significant computational burden, and therefore may
be an easy-to-implement efficiency improvement technique for selecting the best system. Our results also indicate that for K > 2, the DT condition is not optimal.
EXPECTED OPPORTUNITY COST
The expected opportunity cost can be expressed in terms of the truncated linear loss function of Eq. 1. Here we assume that the precision X I , for the output of each system is known, and that uncertainty regarding the unknown mean w k is expressed as a normally-distributed random variable with mean P k and precision T k .
Values of Tk close to 0 indicate a high degree of uncertainty about the value of the unknown mean. We first consider the case of no budget constraint, with linear cost for systems, and then introduce a budget constraint. is obtained by summing of expected opportunity costs for each system that is better than the system with highest prior mean. The upper bound is derived by looking at each pairwise comparison individually, and taking the the most extreme of the expected pairwise losses. Special cases of these bounds (e.g., common known precision) were provided by Miescke (1979 which has the sum of expected pairwise losses between the 'current' best and the others. Since the Bonferroni inequality is also a sum of pairwise losses (albeit for the
Risk for Multiple Comparisons
0-1 loss), thle minimization of the lower bound for Bayes risk that leads to Eq. 3 corresponds in some sense to a Bonferroni-type optimization.
Note tbat our allocations account for both the prior means of each system, as well as the precision. Widelyused techniques due to Dudewicz and Dalal (1975) and Rinott (1978) only consider the latter.
PROBAIBILITY OF CORRECT SELECTION
The probability of correct selection P(CS) when system k is selectedcanjlustifiably bedefinedasp (Wk = maxi,l,... ,K wi)
Recall that the Bayes decision to maximize P(CS) is not b N , but we evaluate the expected loss for bN to design an appropriate budget allocation for a simulation expeiriment. In this section it is useful to define
The case of K = 2 systems is considered first. Pro05 See Chick and Inoue (1998) . Cl
Minimizing the following surrogate function
gives the same solution Frk1 of Eq. 6 for minimizing Eq. 5. Neglecting the cost of replications, note that this surrogate function represents sum of approximations of pairwise probabilities incorrect selection, and that the Bonferroni inequality used in frequentist selection procedures is also based upon sums of pairwise probabilities of incorrect selection. For the special case of no replications, the sum in a. 7 becomes c k = 2 @ [ 7 1 , k 1 / 2 ( p [ k ] -p p l ) ] , an upper bound on the probabilty of incorrect selection, and is exactly the Bonferroni inequality applied to the prior probability of correct selection.
K

UNKNOWN VARIANCE
It is typically unreasonable to assume that the precision of the output is known. We therefore revisit the analysis of Sec. 3 under the assumption that both the mean and precision of the output are unknown. In p represent uncertainty about w,X by assuming that A k N ( w k , X k ) for k = 1,. . . , K are assumed independent.
The gamma distribution for A,+ is parameterized so that
Alternate prior distributions can be selected, but the analytic advantage of using conjugate prior distributions will be lost.
Given these assumptions, it is well-known ( de Groot 1970) that the marginal distribution of Wk has Studentt distribution St ( p k , n k a k / P k , %&). where a random variable X is said to have St ( p , A, U ) distribution when the density function f ( z I p , A, U ) is ( a k , p k ) ; w k " N ( p k , n k X k ) , given X k ; and the Vectors
Sequential Allocations That Reduce Risk for Mulr'iple Comparisons
where p = E [ X ] , and Var[X] = X-lv/(v -2), when these integrals exist, and c is a normalizing constant. X is commonly called the precision parameter.
The posterior distribution of w k , given X k , is , 2 a k + r k ) , where P k ( X k ) --n k~:~~~" k is the posterior mean, x k = E E , x , , l c / r k is the sample mean, and PXk = P k + (*(pk -x k ) 2 + EFLl ( x , , k -% k ) 2 ) / 2 . Also, the pre-posterior distribution
Since we are interested in comparisons between systems, the distribution of the difference of two Studentt variables is of interest. However, the distribution of the difference is also Student-t only when the degrees of freedom match. In particular, if a = a, = a J , 
0
Although the assumption of identical f f k seems rather restrictive, this situation arises naturally in certain contexts.
For instance, if & replications for each system are taken in phase 1 of a two-stage procedure for multiple comparisons, and a reference prior (Bernard0 and Smith 1994) is used, then a = ( l i !~ -1 ) / 2 for all systems at the start of the second stage. Sec. 5 discusses this point further.
are not all equal, it might be reasonable to use some approximation formulas for the difference of two Student-t random variables with different degrees Resetting F;,B = 0, however, causes the total sampling budget to excieed B, which indicates the number of systems for other syslems should decrease. Eq. 8 should therefore be applied again to recalculate F;,B for all k E S. This, in turn, mighlt cause the recalculated to be negative for some k E S. Remove such k from S and recalculating again is appropriate, as given by algorithm of Table 1 .
Corollary 5 and the algorithm of Table 1 use If redo is true, Then go to Step 2.
5.
6. Suggest that systems be observed for system k, k = l , ... , K .
COMPARISON FOR TWO-STAGE
If we consider a special case of the above development (variance is unknown, and may be different from system to system, same cost of replications for each system, 0-1 loss), we can make a comparison with classical two-stage indifference zone procedures. We select the procedure due to Rinott (1978) , but other procedures can be compared similarly.
Two-stage classical procedures typically require each of K systems to be simulated with & ( z 10 to 20)
replications during the first stage. Based on the sample mean and variance of each system, an additional number TI^,^,, of replications during the second stage are to be run for each system, k = l , . . . , K . The number of second-stage replications typically depends on K , and indifference zone A, and the desired level P* for the probability of correct selection, often taken to be 90 to 95%. For instance, Rinott (1978) suggests:
where si = ~, " = , ( Z~, k 1984 ). An analagous approach based on the arguments in the above sections would be to similarly mn r k = l& replications of each system during a first stage. The posterior from the first stage could then be used as a prior distribution for the second stage to determine the number of additional replications, using the results of Theorem 4. If a reference prior for each system were used (Chick 1997) , then the appropriate prior for the second stage would have p k = %k, n k = Ro, Cy = (Ro -1)/2, p k = ?si, and
To compare the classical and present allocations, one could evaluate the expected number of replications required to reach a given P(CS). Alternately, one can evaluate the expected P(CS) obtainable for a given computer budget. We choose to do the latter. For the procedure of Rinott (1978) , this requires selecting A so that the correct total number of computer replications is achieved.
We simulated the 5 inventory systems described in Law and Kelton (1991) in the section on comparing more than two systems (p. 591) of their widely-used text. All parameters and simulation design are identical to those used by Law and Kelton (1991) except that different uniform random number streams were used. The goal is to identify the inventory policy which leads to the minimal average monthly cost. (This minimization is easily converted to a maximization problem, as required by Sec. 4.) Based on a first-stage with Ro = 10 replications for each system, we obtained the output summarized in Fig. 2 . Also included in Fig. 2 are the allocations determined by the Rinott and Bayesian approaches. We ran a second stage, and observed the posterior Bonferonni P(CS) measure
which measures the evidence of coGect selection wiih the Bonferroni inequality and pairwise comparisons (Pvalue for frequentists and posterior probability of correct selection for a Bayesian). We repeated the second stage 500 times in order to estimate which we call the expected posterior Bonferroni P(CS), the expectation taken from the information available prior to running the replications. 
CONCLUSIONS
In many areas of stochastic simulation, computational efficiency improvement has received a great deal of attention. For instance, numerous analytic and empirical studies for Monte Carlo integration evaluate the tradeoffs between the cost of generating and the variance of independent samples that can be used to estimate an integral. The incorporation of sampling costs for the efficient selection of the best simulated system, however, has not previously been studied by the standard treatments of multiple selection problems. This paper proposes to incorporate sampling costs explicitly, and further, uses value of information arguments to improve the computational efficiency of identifying the best system. We explicitly handle known or unknown variance, heteroscedastic simulation responses, and both opportunity cost and 0-1 loss. Our general approach is to (i) determine the expected total risk, (ii) derive a natural Bonferroni-like lower bound, (iii) determine asymptotically optimal allocations as the cost of replications gets arbitrarily small, (iv) establish allocations when there are budget constraints that are asymptotically optimal, for large budgets.
The asymptotic budget allocations may be used to develop sequential sampling strategies for simulation experiments, by allocating a small budget at each stage of the sequential design. The cost of calculating thesc allvcativris at each stage does not represent an onerous burden, as allocations can be determined with simple mathematical operations (sum, multiply, square root, exponentiation), and do not need numerical root finding.
