Day-ahead predictions of solar insolation are useful for forecasting the energy production of photovoltaic (PV) systems attached to buildings, and accurate forecasts are essential for operational efficiency and trading markets. In this study, a multilayer feedforward neural network-based model that predicts the next day's solar insolation by taking into consideration the weather conditions of the present day was proposed. e proposed insolation model was employed to estimate the energy production of a real PV system located in South Korea. Validation research was performed by comparing the model's estimated energy production with the measured energy production data collected during the PV system operation. e accuracy indices for the optimal model, which included the root mean squared error, mean bias error, and mean absolute error, were 1.43 kWh/m 2 /day, − 0.09 kWh/m 2 / day, and 1.15 kWh/m 2 /day, respectively. ese values indicate that the proposed model is capable of producing reasonable insolation predictions; however, additional work is needed to achieve accurate estimates for energy trading.
Introduction
Electricity consumption has been rapidly increasing around the world despite efforts to improve energy conservation. In 2013, in Korea, the electricity consumption in the commercial and public sectors increased by 10% to 65.8% compared to values in 2001. Moreover, the electrification of energy consumption has further intensified [1]. Since natural gas and electricity have emerged as primary energy sources in the household sector, this share of electricity consumption has been steadily increasing. is is because households prefer clean energy sources to maintain comfort and the convenience of living. e Korean government is promoting buildings in which renewable energy systems are used, to save on primary energy consumption and to realize energy independence.
Solar energy is known to be a good substitute for fossil fuels, which currently account for more than 80% of the primary energy supply [2] . Photovoltaic (PV) systems are the most suitable replacements for fossil fuels because they do not produce CO 2 emissions and do not pose the same risks as those associated with other alternative energy supplies such as nuclear power generation. It may be more desirable to install PV systems in the city rather than in the rural or forested areas because of land conservation concerns. Indeed, PV systems are more likely than other types of renewable energy systems, to be constructed in urban built environments.
e Korean government intends to introduce a smart grid to promote the embracement of renewable energy [3] . As part of these efforts, the government announced a second basic plan for an intelligent power grid in 2018. Accordingly, the government has set up policies on smart grid complex construction, infrastructure, and facility expansion. It was reported that, in 2019, a distributed energy resource market would be allowed in Korea. As a result, significant changes are expected in the electric trading market, which has been focused on centralized power generation companies. e expansion of distributed generation will accelerate direct energy trading among individuals and groups that can produce and consume energy simultaneously [3, 4] . Such peer-to-peer (P2P) energy trading has been demonstrated in various forms in the United States, United Kingdom, Netherlands, and Germany [5] [6] [7] . P2P energy trading is beneficial because it reduces the need for expensive and inefficient energy transportation with substantial losses [8] , thus improving the reliability of energy supply [9] and alleviating transmission and distribution congestion problems [10] . Forecasting solar insolation in advance is essential in the management of the PV system's generated output in a distributed grid. It is necessary to provide information on the energy production through the system to the prosumer, who conducts the small-scale electricity trading as a weather forecast in advance. Time-based predictions may need to be provided according to the individual's characteristics. However, it is necessary to provide daily production forecast information to a large number of prosumers. In small-scale energy trading, the provision of daily energy production forecast information is more effective than providing detailed hourly energy generation forecast information. Daily energy production by PV systems can be predicted simply based on daily irradiation.
Many researchers are presently directing their efforts on solar insolation forecasting techniques. Soares et al. [11] examined the intrahour solar insolation predictions based on hourly weather data for a period of 4 years. ey estimated the hourly values of the diffuse solar radiation by using multilayer perceptron neural networks. However, their model could not reflect the present-day weather change. Mathiesen and Kleissl [12] compared five forecasting models for the intraday solar insolation by using ground-based weather measurement data, and these efforts resulted in the production of an accurate database to validate numerical weather predictions. e accuracy of each model in predicting insolation varied in accordance with the weather conditions. However, it was difficult to consider multiple models simultaneously. Sun et al. [13] proposed a random forest algorithm for estimating the daily solar radiation based on meteorological data, solar radiation, and three air pollution indexes for SO 2 , NO 2 , and PM10. ey optimized the proposed estimation model depending on the input variables. In a city with a high degree of air pollution, this model can be used to estimate the exact amount of solar radiation; however, the number of input variables increases. Sharma and Kakkar [14] also proposed an hourly global solar irradiance model for different forecasting horizons ranging from a few hours ahead to 48 hours ahead by using machine learning. e model with 1 hour ahead predictions was the most accurate; however, there was not enough time to provide information to users. Gutierrez-Corea et al. [15] modeled the spatial-temporal short-term global solar insolation by using artificial neural networks. is model gave accurate data predictions over time but increased the complexity of the prediction model with more than 900 input parameters. Huang and Davy [16] proposed a linear regression model for the intrahour solar irradiance that uses the hourly clear sky index and geopotential thickness. e model predicted hourly solar irradiance only for summer. erefore, there were limitations in applying this model to other seasons. Vakili et al. [17] designed a prediction model for the total daily solar insolation for Iran by using a multilayer perceptron artificial neural network. e limitation of this model was that the solar insolation was estimated based on the weather observation information, rather than the future value. Qing and Niu [18] presented a novel solar irradiance prediction method for hourly day-ahead forecasts by using hourly weather forecast data. e proposed model contained structured long-and short-term memory networks, and it was compared with other algorithms. By using weather forecasting data as input variables, it is possible to reflect the change in solar radiation in accordance with the weather changes. However, the accuracy of the solar radiation prediction changes based on the prediction accuracy of the weather forecast data. Amrouche and Le Pivert [19] proposed a solar radiation forecasting model using artificial neural networks (ANNs) and special modelling. In cases where there were no meteorological data from the predicted area, the solar radiation was estimated using meteorological data from the nearby areas. is model predicted daily values, which were used to estimate power generation by PV systems. Long et al. [20] proposed a prediction model for the daily PV energy production by meteorological parameters. e efficiency of the prediction algorithm was improved by classifying the weather data based on importance and with reduced input variables used as input data. e prediction accuracy varied in accordance with the accuracy of the weather forecasts. In addition, there have been many studies on various solar insolation prediction models with different prediction horizons and different prediction methods. e previous solar forecasting models made predictions based on the time or day. However, a large amount of input data was needed for accuracy within the predicted time scale. e limitation of the prediction model is that the training and prediction time increases as the number of input variables increases.
is study aims to develop a simple solar insolation prediction model by using fewer weather data variables, which make it easy to acquire information. Typically, weather forecast data may be used to predict the next day's solar insolation. However, predicting the next day's solar insolation using weather forecast data is characterized by a lot of uncertainty due to the uncertainty in the weather forecast data. e objective of this paper is to propose a simple prediction model for day-ahead solar insolation using weather observation data. e predicted solar insolation would be used for estimating energy production in advance. e estimated energy production would give information for the determination of optimal operating conditions, such as selfconsumption or feed-in into the grid mode for PV systems located in a distributed grid. e day-ahead solar insolation prediction model forecasts the solar radiation of the next day based on the weather data of the current day. It is assumed that the predicted model cannot be applied to systems installed in a specific condition; however, it can predict information applicable to a wide range of conditions. erefore, the weather difference due to the differences in the meteorological observation site and the installation location of the PV system was ignored. e input variables use meteorological data that can be easily obtained from the meteorological administration. e prediction model could provide building users with useful information to plan their energy use in advance. is paper is organized as follows. In Section 2, the data used for training and checking the 2 Advances in Civil Engineering prediction model are described. Section 3 explains the prediction model and the verification method. e measured energy production for a PV system located in South Korea was compared to the energy production prediction obtained through the solar insolation prediction model. Section 4 presents the results, and Section 5 presents the conclusions.
Meteorological Data
e meteorological data used in this study were provided by the Korea Meteorological Administration. Ground observations were carried out by manual and automatic observations for the automated synoptic observing system. e temperature, humidity, wind direction, wind velocity, air pressure, precipitation, sunshine, solar radiation, surface temperature, grass temperature, and ground temperature were automatically obtained by the use of synoptic weather observation equipment, which report atmospheric conditions near the ground in real-time. Snowfall, clouds, and other daily phenomena were observed manually every hour or every three hours. e air temperature, which varied with the measured height, was measured at a height of about 1.2 to 1.5 m above the ground. e wind direction was represented by a vector quantity with a direction and magnitude. However, since the horizontal component was much larger than the vertical component, generally only the horizontal component was observed. Air flow at a height of 10 m from the ground was also observed. Precipitation refers to rain, snow, and hail, i.e., liquid and solid precipitation. In the case of solid precipitation, the depth of the precipitation was measured. Solar insolation was automatically observed by a pyranometer every hour. Data on sunshine hours and sunshine duration were collected. ese data were then used to compute the continued sunshine duration, which is a measure of the duration of continuous reflection of sunshine on the ground surface without blockage by clouds or fog. Clouds were manually observed in terms of their shape, height, and cover. Other meteorological phenomena such as the visibility, ground surface, minimum grass surface, and ground temperatures were observed. e solar insolation was determined by the Sun's altitude and azimuth with respect to the season and time. However, the solar insolation reaching the Earth's surface varied depending on the atmospheric weather conditions. e weather data for the prediction model were recorded in Seoul, South Korea, and the station specifications are given in Table 1 . e dataset collection period lasted for 4 years (2014-2017). Data that had some elements missing were excluded from the dataset. e dataset was divided into training and testing datasets. For the training dataset, data ranging from 2014 to 2016 were used. For testing, the 2017 data were used. e total training and testing datasets consisted of 1084 and 357 days, respectively. e variables were selected based on the results of a previous study [21] , which analyzed the correlation between solar insolation and weather data. Temperature, humidity, precipitation, precipitation duration, wind speed, sunshine duration, continued sunshine duration, and cloud cover were selected as initial input variables that could affect the solar radiation, as depicted in Table 2 . Visibility can especially be influenced by aerosols in the air. According to Chung [22] , there is a low correlation between the ratio of the horizontal global radiation to the extraterrestrial radiation and particulate matter in Korea. In this study, the effects of wind direction, cloud shapes, heights of clouds, visibility, ground temperatures, and surface ground temperature were excluded.
In the next step, all the data were normalized to a scale between zero and one based on equation (1); normalization of the input reduces estimation errors and makes learning fast and efficient [23] :
where x i is the observed data at time i, y i is the normalized data at time i, and MIN(x) and MAX(x) are the minimum and maximum values during the observation period, respectively.
Model Methods and Evaluation Indices
A forecast model based on the weather data is presented in this section, along with the model verification procedures. e solar insolation presented through the predictive model is the value of the horizontal plane insolation; therefore, the insolation on the inclined PV module is calculated. is solar insolation of the inclined plane will be used to calculate the energy output of the PV system and compare it with the energy output of the PV system being monitored. Finally, the error verification method used in this paper is presented.
Forecast Method.
is study used a type of artificial neural network (ANN) architecture known as a multilayer feed-forward neural network (MLF) for the modelling. e multilayer feed-forward neural network is also referred to as a multilayer perceptron (MLP). is model is similar to the persistence model in that the previous day's data are used as the input variables. e persistence model assumes that the conditions are unchanged between the current time and the future time [24] . However, because the sun's position and weather conditions change from day to day, it cannot be assumed that data on weather conditions are the same as those of the previous day. In particular, it is difficult to apply a persistence model in the case of a 1-day forecast horizon. For ANN models, the magnitudes of weights and biases are changed in a time series, which makes them more appropriate [25] . Diagne et al. suggested an appropriate model by forecasting the horizon [26] . e persistence model is appropriate when the forecasting horizon is within an hour, but the ANN model is suitable when the forecasting horizon is longer than an hour. Trained with a backpropagation learning algorithm, MLF is one of the most popular types of ANN architectures used to forecast solar insolation [15, [27] [28] [29] [30] . e MLF was implemented in MATLAB. e MLF consists of activation functions, bias, and neurons [31] . e neurons were ordered into input and hidden and output layers, as shown in Figure 1 . e number of hidden layers (NHLs) was set to be between 1 and 5. is was done because the forecast model was supposed to forecast the output of nonlinear relationships between input data. Moreover, the model was complicated. e range of the number of hidden neurons was determined by the initial number of hidden neurons, which was calculated based on equation (2) by using the number of input neurons [32] . Each layer consists of the same number of neurons:
where NHN is the number of hidden neurons and NIN is the number of input neurons. e Levenberg-Marquardt method for training was used in this study. e Levenberg-Marquardt method is the most representative method for solving nonlinear least squares problems [33, 34] . e sliding-window method that provides a higher accuracy was used for controlling the training dataset [32, 35, 36] . e initial input variables were obtained by predicting the solar radiation using the nine input variables presented in the previous study and then refining the predicted values by adjusting the number of input variables. is prediction prevented a fitting problem by using normalized data and dropout method. e training parameters are as shown in Table 3 .
Insolation on an Inclined Plane.
e inclined insolation was calculated by Lid and Jordan's equation [37] :
where I sc is the solar constant (1367 W/m 2 ), n is the day number of year, ϕ is the latitude, δ is the solar declination, and ω s is the sunset hour angle. e values of δ and ω s can be approximately expressed by equations (4) and (5), respectively:
e daily solar insolation on an inclined plane, H t , can be expressed as
where R is defined to be the ratio of the daily mean insolation on an inclined plane to the mean insolation in a horizontal plane.
where R b is the ratio of the average beam insolation on the inclined plane to that on a horizontal surface, s is the tilted angle, and ρ is the ground reflectance. R b is a function of the atmosphere's transmittance and is calculated by
where ω s ′ is the sunset hour angle for the inclined plane and is estimated by equation (9). H d is the daily diffuse solar insolation given by Page [38] , as equation (10): 
Estimation Model and Monitoring the Photovoltaic
System Energy Production. For the evaluation of the applicability of the proposed solar radiation prediction model, the PV production obtained by using the estimated solar insolation was compared to the actual energy production. e PV system was assumed to be of the gridconnected type for the distributed generation. e generated energy was not stored in batteries. Energy production by the photovoltaic system was obtained by applying equations (11) and (12) [39] [40] [41] [42] :
where E PV is the energy delivered by photovoltaics (kWh), A a is the area of the array (m 2 ), H t is the insolation on the plane for the photovoltaics array (kWh/m 2 ), η con represents the conversion efficiency (%), η STC is the module efficiency at STC (%), β is the temperature coefficient at the maximal power of the module (%/°C), T c is the PV cell temperature (°C), T STC is the standard test condition temperature (25°C), η inv is the inverter efficiency (%), T a is the ambient temperature (°C), SI is the incident solar irradiance on the PV plane PV (W/m 2 ), SI NOCT is the incident solar irradiance of 800 W/m 2 , T NOCT is the nominal operating cell temperature (°C), and T a.NOCT is the ambient temperature for the nominal operating cell temperature (20°C). e PV system was installed in Seoul, South Korea. e PV system was connected to the electrical system of a building with a grid connected type inverter. Values such as the current, voltage, and produced power measured by the inverter were sent to the monitoring system by the sensor box. And the produced energy was monitored on a personal computer (PC), as displayed in Figure 2 . e capacity of the PV system was 1750 W, and the efficiencies of the modules and the inverter at standard test conditions were 15.34% and 96%, respectively. e generated PV outputs were monitored from August 2018 to July 2019. e actual generated PV system specifications are listed in Table 4 .
Error Metrics.
In this study, the mean bias error (MBE), mean absolute error (MAE), root mean square error (RMSE), and NASH-Sutcliffe efficiency (NSE) were employed to evaluate the performance of the model. e MBE, MAE, RMSE, and NSE were calculated using equations (14)-(17), respectively. e verification values of each MBE, MAE, and RMSE were close to zero, which means that the observed values were similar to the predicted values. e MBE was used to measure the typical average model deviation. e MBE can provide useful information including whether the predictive model overestimated or underestimated the real values. However, the MBE should be interpreted carefully because positive and negative errors will cancel out. erefore, the MAE and MBE must be evaluated together. Willmott and Matsuura [43] pointed out that the MAE is a more natural and unambiguous measure of the average error magnitude. e RMSE is often used to determine the success of a prediction model, and it is suitable for determining model precision [44] . If the performance of the prediction model is improved based on the RMSE when evaluating the accuracy of the prediction model, where the RMSE is based on the standard deviation, learning can be used to reduce large errors. e MAE, on the contrary, is sensitive to small errors. Hence, in this study, the RMSE was used during the evaluation of the prediction model to reduce the maximum error of the predicted solar insolation. NSE, on the contrary, is a normalized measure that compares the mean square error estimated by a particular model simulation to the variance of the observed value during the period under investigation [45] . e range of NSE is between 1 and − ∞. An NSE value of 1 represents a complete match between the observations and the forecasts, while a smaller NSE value implies that there is less consistency between the measured value and the model value. Additionally, the MAE, MBE, and NSE were evaluated together: 
where H, H, and H are the predicted, actual, and average actual solar insolation values, respectively. e error ranges of the daily prediction models presented in the previous studies were RMSE 2.304-3.624 kWh/ m 2 /day, MBE 0.120-2.400 kWh/m 2 /day, and MAE 1.488-2.592 kWh/m 2 /day [12, 46, 47] .
Results and Discussion

Prediction Performance of the Solar Insolation Model.
e solar insolation on any day can be predicted by the weather data of the previous day. e prediction model used in this research was an MLF. e initial number of hidden neurons for the initial 9 inputs in the hidden layer was determined to be 19, based on equation (2). In order to increase the accuracy of the prediction model, the number of hidden neurons was extended from 10 to 20 with reference to the initial number of neurons, considering the reduction of inputs. e initial model was predicted using the following initial input valuables: highest and lowest temperature, minimum humidity, precipitation, precipitation duration, wind speed, sunshine duration, continued sunshine duration, and cloud cover. In the second model, precipitation and precipitation duration, which were poor predictors, were removed. en, the less correlated cloud cover was excluded from the input variables. Cloud cover is the weather factor that has the most significant influence on the solar insolation in the present or near future; however, it has a low effect on the next day's solar insolation. e accuracy of the predicted model with various NHN and NHL is shown in Table 5 . e range of predicted results varied according to the range of input variables. A higher number of input variables does not increase the accuracy of predictions. In particular, when the input variables were reduced from 8 to 7, the prediction accuracy decreased. However, the prediction accuracy was at its highest when the input variables were further reduced to six highly correlated input variables.
is can be attributed to the correlation between the predicted value and the input value and the relationship between the input variables. e optimal prediction model was that with the smallest RMSE among the 55 prediction result values with 6 input variables, namely, highest and lowest temperature, minimum humidity, wind speed, sunshine duration, and continued sunshine duration. e calculated RMSE values ranged from a minimum of 1.421 kWh/m 2 /day to a maximum of 1.720 kWh/m 2 /day depending on the number of hidden neurons and hidden layers. e optimal model from the RMSE consisted of 3 hidden layers and 11 hidden neurons. e RMSE, MBE, and MAE of the optimal prediction model were 1.421 kWh/m 2 /day, − 0.227 kWh/m 2 / day, and 1.133 kWh/m 2 /day, respectively. For this model, the average of the errors and the predicted values with large errors were smaller than those of the other models [11, 20, 46] . e RMSE limit presented in this model was lower than the RMSE mentioned in Section 3.4, which is better than the existing model. According to the MBE, the predicted values tended to be underestimated. In Table 6 , the optimal prediction model of 3 hidden layers and 11 hidden neurons was compared to the regression model derived in the previous study [21] . Similar results were obtained from the RMSE, MBE, and MAE of the predicted values derived by these two models; however, the NSE values showed better predictive models by the optimal MLF model. is means that the MLF with fewer input variables reflects the daily fluctuation better than the regression model. Figure 3 presents the daily solar insolation over a year, which was predicted and observed by the meteorological administration. e number of days when the predicted value was lesser than the observed value was 198 in total, and the number of days when the predicted value was higher than the observed value was 159 in total. Generally, the predicted value is lesser than the observed value in spring when the solar insolation increases.
is is because the weather data do not reflect the solar insolation increase due to the movement of the Sun and the Earth. e sunshine duration was used to reflect the change in the orbits of the Sun and the Earth. e average solar insolation change pattern was reflected. According to Sun et al [48] , a nonlinear approach to a prediction model should be considered due to the nonlinear variation in meteorological variables. However, the daily fluctuation was not reflected fully because a nonlinear approach was not utilized in this model.
With regard to the monthly accuracy of the optimal prediction model (see Table 7 ), the error from April to September was larger than that of the other months. ese months' RMSE and MAE values were greater than the yearly RMSE and MAE. As shown in Table 7 , the standard deviation of the measured solar insolation was greater than that of the other months. In particular, from April to September, the solar insolation was abundant, but it varied greatly in response to sudden changes in the weather, such as heavy rainfall. Table 8 and Figure 4 show the range of measured solar insolation in each month. e difference in the maximum and minimum measured insolation for a month was at least 5.7 kWh/m 2 /day during the spring and summer seasons.
ere were 29 days out of 357 days when the difference between the predicted and measured values was over 2.5 kWh/m 2 /day. ese days occurred between March and October but mostly between May and September. As a result of analyzing the changes in meteorological factors on the day before and days with a large error, the change in continued sunshine duration and average cloud cover was 6 Advances in Civil Engineering found to be largely as a result of rainfall, humidity variations, and changes in suspended matter concentrations. In 24 out of the 29 days, the previous day's rain came to a halt or it rained on the estimation day. e RMSE and MAE patterns exhibited similar tendencies to the patterns of the monthly solar insolation according to the Sun's trajectory. e RMSE and MAE values were smallest in December during the winter solstice. e RMSE and MAE values then increased with the increase in solar radiation until June. e solar insolation, RMSE, and MAE values decreased after June. e predicted values for the period between October and December, where the MBE values showed positive values, were overestimated. On the contrary, the predicted values for January to March were underestimated compared to the measured values. e predicted values between October and December were overestimated because of the learning effect of the summer data. Conversely, the predicted values between January and March did not reflect the increase in solar insolation because of the influence of the winter data.
Application of the Optimal Prediction Model to PV Output Estimations.
In order to compare the PV production forecast, the energy production of the 1.75 kW PV system was monitored for 364 days from August 2018 to July 2019. e weather conditions during the monitoring period are listed in Table 9 . Conditions were generally clear; however, there were some rainy days due to the effects of typhoons. ere was a precipitation period of 97 days in total during the entire monitoring period. During this period, the average daily cloud cover fluctuated greatly. As a result, the variation in solar insolation was larger than that for the other periods. e power generation range for the PV system was 0.1-10.8 kWh/day depending on the weather conditions. e predicted solar insolation was estimated by using the optimal solar insolation prediction model. e predicted solar insolation was then used to calculate the PV production by using equation (11) . To check the validity of the approach, the energy production was calculated from the measured insolation and compared with the actual energy produced by the PV system. Table 10 presents the accuracy results for the energy production estimations. e predicted power generation calculated from the measured insolation was similar to the actual power generation, as shown in Figure 5 . ere was a difference between the power generation calculated by the measured insolation and the actual production values. Detailed meteorological observations cannot be performed at all PV installation sites. As a result, it is determined that an error occurred due to the positional difference. It is also possible that a difference occurred due to the limitation of the numerical calculations. However, the RMSE, MAE, and MBE of the energy generation calculated from the measured insolation and the actual production were 0.85 kWh/day, 0.38 kWh/day, and 0.66 kWh/day, respectively, indicating that the calculation procedure could be used for estimating the energy production of a PV system. e energy production was calculated using the estimated solar insolation using the proposed procedure. e power generation obtained by the predicted insolation fluctuated less than the actual energy production. Some errors were due to the insufficient predictions of the daily weather condition changes. Although the forecast model reflected the daily variation, it did not predict the actual magnitude of the change. In the spring and summer observation, there was a wide variation in the day to day solar radiation. is was because, unlike previous studies in which the prediction was by hours, the forecast horizon was long and did not reflect all of the variability during that forecast periods. e prediction model proposed in this study predicts the next day's solar insolation by using the weather conditions of the previous day. However, the weather conditions of the monitoring period changed extensively each day, which made it difficult to predict the insolation. e energy production error was especially significant on days when the solar radiation suddenly changed due to rain or snow. In order to provide Advances in Civil Engineering accurate forecasts of the energy production according to weather condition changes as basic information for energy trading, it will be necessary to compensate for dramatic fluctuations in weather conditions. e error magnitude was smaller in the fall and winter periods with less precipitation, but these seasons were predicted to be less than the actual energy production. In regions with distinct characteristics of seasons, it is necessary to present the solar insolation prediction model by season. P2P energy trading should also take into account the energy price and the energy consumption of buildings according to weather conditions and operating schedules. In general, the summer and winter energy consumption in buildings is related to the external weather conditions. On days where energy consumption is expected to be high in buildings, the energy produced by PV systems will be consumed preferentially in buildings, even if less or more energy is produced through PV systems. On the contrary, if the prosumer is planning to sell the produced energy to the grid because the projected energy consumption is low in the building, the energy trade profits may be less than expected if the system actually produces less power than expected. In order to propose the optimal operations for P2P energy trading, it is necessary to predict the energy consumption of the building, the price of energy, and the amount of energy 
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Conclusions
e recent energy-saving building policies enacted in South Korea are expected to lead to the realization of distributed energy generation in a smart grid. P2P trading of the energy produced in buildings will soon take place. Predicting energy production is essential for P2P energy trading planning, and the energy produced through PV systems will be mainly traded. In this study, the potential applicability of the energy production prediction of PV systems was investigated by using the predicted solar insolation derived from a simple model to provide information to prosumers engaging in small-scale electricity trading. e predictive model proposed by the existing researchers attempted to accurately predict the hourly or daily radiation by using a large amount of information. However, in this study, the amount of solar radiation the next day was predicted by using a small amount of weather information. e results are summarized as follows:
(1) e prediction model for solar insolation was built by using an MLF, and the proposed model uses the daily weather conditions. e predicted solar insolation was based on the estimated weather conditions on the day before the prediction. To find the optimal architecture, the number of input variables, the number of hidden neurons, and the number of hidden layers were changed.
(2) e input variables of the optimal model included the highest and lowest temperature, minimum humidity, wind speed, sunshine duration, and continued sunshine duration. e optimal model consisted of 3 hidden layers and 11 hidden neurons.
(3) e energy output of the PV system was calculated from the solar insolation estimated by the optimal model. e calculated energy output was compared to the actual PV system's output. e accuracy indexes for the PV system's energy output using the optimal model, which included the root mean squared error, mean bias error, and mean absolute error, were 2.70 kWh/m 2 /day, − 0.36 kWh/m 2 /day, and 2.28 kWh/m 2 /day, respectively. e error of the predicted values for solar insolation varied from season to season. For instance, in the summer when the difference between the maximum and minimum insolation was large, results did not fully reflect insolation changes in response to weather changes. e predicted values tended to represent the median value. Although this provides stable values, data were less predictable in the summer when energy production was high. On the contrary, in winter, the accuracy of the forecasted insolation was high for high solar insolation days. However, the predictions were higher than the actual solar insolation for the low solar insolation days. e proposed model did not reflect sudden weather changes on any day because it used the daily weather conditions of the day before the forecast. To further improve the prediction model, it is necessary to execute the prediction model in the morning or on an hourly basis rather than the day before the forecast and to further optimize the prediction model in accordance with the variations in seasonal characteristics. e prediction of the PV system energy production through solar insolation predictions showed a pattern similar to the solar insolation prediction results. e energy production estimation by the predicted insolation tended to yield underestimates compared to the real produced energy. e monitoring period was characterized by severe weather fluctuations. To accommodate such weather fluctuations in the future, it may be necessary to compensate for climate change. e accuracy of the prediction model presented in this study is much lower on sunny days or cloudy days with precipitation. ere was a limit to predicting the exact amount of solar radiation, including various weather variables, in the relationship between the weather conditions of the previous day and the weather conditions of the next day. ere was no uncertainty about this change in weather. In this research, the solar insolation of the horizontal plane was predicted, while that of the inclined insolation was calculated by the equations and added to the solar power generation equation. In this process, there was a difference between the actual value and the predicted value obtained using the equation. In the future, it may be necessary to distinguish the prediction model results according to weather conditions or to increase the accuracy by shortening the prediction horizon. If P2P energy trading becomes active in the future, it will be necessary to predict the energy production based on the weather conditions of the forecast day. erefore, an accurate insolation prediction model will be needed to predict the energy production of the PV systems involved in P2P energy trading. e model described here represents a good potential model for such purposes, and future optimization work will be forthcoming.
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