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Рассмотрен алгоритм Ковингтона для синтаксического анализа проек-
тивных зависимостей LSUP. Показано, что алгоритм анализирует не все
проективные структуры (в частности, которые указаны в самой статье),
поэтому использование данного алгоритма приводит к некорректным
результатам.
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Введение
Активно развивающиеся технологии, рост вычислительных мощностей, до-
ступность специальных размеченных коллекций текстов (корпусов) на различ-
ных языках способствуют увеличению интереса к корпусной лингвистике. Одним
из актуальных направлений исследований в области обработки текстов являет-
ся синтаксический анализ. Для него существует несколько подходов, в частности,
детерминированный инкрементальный анализ на основе деревьев зависимостей.
1. Описание исследования
В статье [1] Михаэля Ковингтона предлагается фундаментальный алгоритм
разбора естественного языка на основе деревьев зависимостей. Из описания сле-
дует, что данный алгоритм работает «по одному слову за раз, прикрепляя каждое
слово к дереву, как только оно может быть прикреплено, что соответствует свой-
ствам, заявленным для синтаксического анализатора в человеческом мозге».
В начале статьи автор приводит основные предположения о процессе разбора
и результате анализа. Среди них выделим:
– Единство: результатом процесса синтаксического анализа является одно де-
рево (с уникальным корнем), содержащее все слова входной строки.
© Спирицева П.И., 2021
71
72 СПИРИЦЕВА П.И.
– Уникальность: у каждого слова только одна голова; то есть ссылки на за-
висимости действительно формируют дерево, а не какой-либо другой вид
графа.
– Проективность: если слово A зависит от слова B, то все слова между A и B
также подчинены B. Это эквивалентно отсутствию пересекающихся ветвей
в дереве составляющих.
2. Описание алгоритма
Рассмотрим итоговый алгоритм синтаксичегого анализа проективных зависи-
мостей с выполнением предположения об уникальности, приведённый в статье:
Алгоритм LSUP
Дан список слов для анализа и два рабочих списка Headlist и Wordlist.
𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡 := []; (Слова, для которых ещё не найдена голова)
𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡 := []; (Все слова, которые встретились на текущий момент)
Повторять
(Принять слово и добавить его в 𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡)
𝑊 := следующее слово для разбора;
𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡 := 𝑊 +𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡
(Поиск зависимых от 𝑊 ; это могут быть только последовательные элемен-
ты 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡, начиная с самого последнего добавленного)
Цикл 𝐷 := каждый элемент 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡, начиная с первого выполнять
Если 𝐷 может зависеть от 𝑊 то
Связать 𝐷 в качестве зависимого от 𝑊





(Поиск головы 𝑊 ; она должна содержать слово, предшествующее 𝑊 )
𝐻 := слово, непосредственно предшествующее 𝑊 во входной строке;
Зациклить
Если 𝑊 может зависеть от 𝐻 то
Связать 𝑊 в качестве зависимого от 𝐻
Прервать цикл
Конец условия
Если 𝐻 независим то
Прервать цикл
Конец условия
𝐻 := голова 𝐻
Конец зацикливания
Если голова для 𝑊 не найдена то
𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡 := 𝑊 +𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡
Конец условия
Пока не будут разобраны все слова
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В своей работе Михаэль Ковингтон также приводит примеры некоторых проек-
тивных (непересекающихся) структур, которые должен обрабатывать любой ана-




Применим алгоритм синтаксического анализа LSUP к данному предложению:
𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡 := [];, 𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡 := [];
Подробно пройдём по каждой итерации внешнего цикла:
1. 𝑊 := "Пришла"; 𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡 := ["Пришла"]; 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡 := ["Пришла"];
2. 𝑊 := "холодная"; 𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡 := ["холодная", "Пришла"];
– Поиск зависимых от 𝑊 :
𝐷 := "Пришла"; 𝐷 зависит от 𝑊? Нет ⇒ выходим из цикла.
– Поиск головы 𝑊 :
𝐻 := "Пришла"; 𝑊 зависит от 𝐻? Нет. У текущего 𝐻 нет головы ⇒
выходим из цикла.
Голова для 𝑊 не найдена ⇒ добавляем 𝑊 в 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡: 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡 :=
["холодная", "Пришла"].
3. 𝑊 := "зима"; 𝑊𝑜𝑟𝑑𝑙𝑖𝑠𝑡 := ["зима", "холодная", "Пришла"];
– Поиск зависимых от 𝑊 :
𝐷 := "холодная"; 𝐷 зависит от 𝑊? Да. Связываем "холодная" как
зависимого от "зима". Удаляем 𝐷 из 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡: 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡 := ["При-
шла"].
𝐷 := "Пришла"; 𝐷 зависит от 𝑊? Нет ⇒ выходим из цикла.
– Поиск головы 𝑊 :
𝐻 := "холодная"; 𝑊 зависит от 𝐻? Нет.
𝐻 := "зима" (голова для "холодная"); 𝑊 зависит от 𝐻? Нет. У теку-
щего 𝐻 нет головы ⇒ выходим из цикла.
Голова для 𝑊 не найдена ⇒ добавляем 𝑊 в 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡: 𝐻𝑒𝑎𝑑𝑙𝑖𝑠𝑡 :=
["зима", "Пришла"].
Конец внешнего цикла (все слова в предложении обработаны).
Представленный алгоритм синтаксического анализа работает на данном приме-
ре некорректно. В результате работы LSUP получилось связать только «холодная»
и «зима». Построить одно дерево, содержащее все слова, не вышло. Из этого мож-
но сделать вывод, что не все из представленных в статье проективных структур
могут быть проанализированы рассмотренным алгоритмом анализа. Необходимо
провести его модификацию или использовать другие синтаксические анализаторы.
Заключение
В данной заметке был рассмотрен алгоритм синтаксического анализа проек-
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тивных зависимостей LSUP из статьи Михаэля Ковингтона [1]. Данный алгоритм
анализирует не все проективные структуры (в частности, которые указаны в са-
мой статье). Использование данного алгоритма приводит к некорректным резуль-
татам. Его необходимо модифицировать или применять другие алгоритмы син-
таксического анализа. Стоит отметить, что на момент написания заметки было
найдено подтверждение данного факта в статье [2]. В ней отмечается, что данный
синтаксический анализатор действительно «...не анализирует все структуры про-
ективных зависимостей, потому что при создании левых ссылок он предполагает,
что голова узла 𝑖 должна быть рефлексивно-транзитивной головой узла 𝑖− 1, что
не всегда так».
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