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 によって3つの線分が構成されるが，このうち2つに着目すると求める平面の法線は線
分rl－ro，r2－roに直行する．そこで求める平面の法線ベクトルは，
                                                づ        づ      






































    ①レンジデータを，2次元にラスタ走査し（レンジファイダによって観測さ
   れたときに，データは200×200の2次元の番号付けがなされている），3次元デ
   ータを持ちラベル付けがされていない点が見つかると，その点を含む面素をloと
   し面素を含む点にラベルをつける．またこのときの’oを種として格納しておく．
    ②ラベルをつけた点の近傍をすべて探索し，ラベルがついていない3次元デ
   ータを持つ面素がある場合，その面素の法線ベクトルの成分と格納してある種の
   法線ベクトルの成分とを比較し，一定の閾値より低い値を示した場合，その点に
   種loと同じラベルをつける．ラベルをつけた面素は，ラベル付けされた順にスタ
   ックに格納する．
    ③スタックの中から一番早くラベル付けされた面素を取り出し，その面素に
   対して（2）の処理を繰り返す．
    ④（2），（3）の処理をスタックの中の面素がなくなるまで繰り返す．これに
   よって種loに連結し，かつ’oと法線ベクトル成分の類似度の高い面素同士に同一
   のラベルが付与され，基礎領域ryが生成される．
    ⑤一つのラベルを付与し終わると，再びラスタ走査し，（1）から以下の処理













     （i）面子に含まれる基礎領域rjが一つの場合
    その基礎領域riを指示する．
     （ii）面乃に含まれる基礎領域riが複数の場合





     ①ラベル付けされた各データ点において，同一ラベルの累積が一定の値より
    少ないものに対してそのラベルを0（領域として無効を意味する）とする．
     ②計測された3次元データを2次元にラスタ走査し，ラベル付けされている
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            図18． 合成した（和集合）物体
（4）（3）で合成した物体から（2）において生成した物体をそれぞれ引く（図19。）．
鑑





























































                     1＋ Vii
                                      （4．1）    t（黄金分割比）＝                      2
               a＝St． （4．2）
                 5％
               h＝一711T．x （4・3）                 〔刷
                   1
             c＝a＋2b＝＝                   b
                   t％
              d＝a＋b＝ア
           、4ニエッジが原点において張る角度
            ＝＝一町
と定義すると，
半径と一つのエッジの問の角度＝＝ b ＝＝ across（b）
エッジの長さ＝2b
原点からエッジ中心までの距離＝a
             ta原点から面中心までの距離ﾎ
となる．12の頂点は次の位置になる．









































































     （ウ）   教示面の数が少ないものを上位にする．
 この条件のもとで，アスペクトグループと位置・姿勢を決定するための面の組み合わせ
により，構築したタスク指向型教示ツリーを以下に示す．





画 tsp2＝｛Fl， F2， F3， FS｝ Asp2   FlKII F2 F3
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F3 一 FS 一一一一一一一一一一一一一一一一一・一一一一一一一 （5）











された図で計測されていることが確認できるのは，F1， F3， F5， F6である．よって図25．
における代表アスペクトの中でAsp5を選択する．なお，この3次元データの獲得状況に
おいては，代表アスペクトの中でAsp 1を選択することも可能である（Asp2においても
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Li nePisplay （doubIe， double， doubIe， double）；
struct pdata（
































   Shape．No rma I O ；
   Get－teach ing－Face O ；
   for（i＝O； i〈＝r－max；＋＋i） I
     p［i］．n．x ＝ O．O；
     p［i］．n．y ＝ O．e；
     p［i］．n．z ＝ O．O；
     p［i］． lb ＝ O；
     1abe1－num［i］ ＝ O；
   ｝
   Range－Norma 1 O ；
   Rang e－Labeling O ；
   Rotate－S2R O ；
   win－set O ；
   Range－Disp O ；
   ／＊
   Range－Labe l－D i spO；
   ＊／
   Shape．D i sp O ；




   static char namesO［］＝1”3D Points”1；
   static char namesl［］＝1”Regions”1；
   static char ＊name－returnO；






gc ＝ XCreateGC（disp， root，O，O）；
atr．backing－store ＝ Always；
XA目ocNamedCo l or（disp，cmap，”wh i te ，＆c1，＆cc）；












   f 1，一V V
ax＝O； ay＝O； az＝O；
target1：
printf（”range－data filname ＝ ？￥n”）；
scanf （” Olos”， fname） ；
fpl＝fopen（fname，”r”）；
if （fpl ＝＝NULL） 1







  if（ s［O］＝＝’＃’ 11 s［O］＝＝’w’ ll s［O］＝＝’h’）continue；
  if（s［O］＝＝’“’ ＆＆ s［1］＝＝’＊’）continue；
  sscanf（s，”O／olf O／elf e／olf”，＆p［i］．p．x，＆p［i］．p．y，＆p［i］．p．z）；
  if （p［i］． p． z！＝O． O） I
    hd［hdp］ ＝ i；
    hdp ＝ ＋＋hdp；
    n ＝ 十十n膠          ’
    ax ＝ ax＋p［1］．p．x；
    ay ＝ ay＋p［i］．p． y；
    az ＝ az＋p［i］．p． z；
  ｝
  r－max ＝ i；
  1 ＝ 十十1：         ’
｝












   ［nt 1，1，lmax；
  char s［K］［256］，fname［50］；
   i＝O； j＝O； lmax＝O；
target2：
  printf（”cad－data filname ＝ ？￥n”）；
   scanf（”O／os”，fname）；
   fp2＝fopen（fname，”r”）；
   if（fp2＝＝NULL）［
    printf（”￥n404 FiIe not Found1￥n￥n”）；
    goto target2；
   ｝
  getchar O ；
  ／＊CADデータファイルからを文字列s［］［］に取り込む ＊／
  while（fgets（s［i］，256， fp2）1＝NULL）1
    ／＊
    p r i n t f （” O／os ”， s ［i］ ） ；
     ＊／
     Imax ＝ 1：            ’
     1 ＝ ＋＋1；
   ｝
   ／＊ 文字列s［］［］からCADデータをface［］に取り込む ＊／
   for（i＝O；i〈＝imax；＋＋i）I
     if（s［i］［O］一一’3’ ＆＆ s［i］［1］一＝’D’）I
       i ＝ i＋4：
             ’
      s scanf （s ［i］， ”O／01f”， ＆face ［j］． pl． x） ；
       i ＝ i＋2：
             ’
      sscanf（s［i］，”O／oIf”，＆face［j］．pl．z）；
                                       66
i ＝ i＋2；
sscanf （s ［i］， ”O／01f”， ＆f ace ［j］． pl． y） ；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／elf”，＆face［1］．p2． x）；
i ＝ i＋2：
      ’
sscanf（s［日，，，％lf，，，＆face［1］．p2．z）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／o［f”，＆face［j］．p2．y）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／01f”，＆face［1］．p3．x）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／GIf”，＆face［j］．p3．z）；
i ＝ i＋2：
      ’
sscanf（s［i］，”e／olf”，＆face［j］．p3．y）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／olf”，＆face［j］．p4．x）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／01f”，＆face［j］．p4．z）；
i ＝ i＋2：
      ’
sscanf（s［i］，”O／olf”，＆face［j］．p4．y）；
／＊
printf（”pl ＝ IO／olf Olelf ％01fl￥n”，face［J］．pl．x，face［j］．pl．y， face［j］．pl．z）；
printf（”p2 ＝ le／olf Ololf O／o［f］￥n”，face［j］．p2．x，face［j］．p2．y， face［j］．p2． z）；
printf（”p3 ＝ （O／olf e／olf Olelf］￥n”，face［j］．p3．x，face［j］．p3．y，face［1］．p3．z）；








    lnt lロ        ’
   double nx，ny，nz，sp；









nx ＝ rly＊r2z 一 rlz＊r2y；
ny ＝ rlz＊r2x 一 rlx＊r2z；
nz ＝ rlx＊r2y 一 rly＊r2x；
sp ＝ sqrt（nx＊nx＋ny＊ny＋nz＊nz）；
face［i］．n． x ＝ 一（nx／sp）；
face［i］．n．y ＝ 一（ny／sp）；
face［i］．n．z ＝ 一（nz／sp）；
if（face［i］．n．x ＝＝ 一〇．O） face［i］．n．x ＝ O．O；
if（face［i］．n．y ＝＝ 一〇．O） face［i］．n．y ＝ O．O；
if（face［i］．n．z ＝＝ 一〇．O） face［i］．n．z ＝ O．O；
／＊
printf（”normal x ＝ O／olf￥t normai y ＝ O／elf normal z ＝ e／elf￥n”，
      face［i］．norma1．x，face［i］．normal．y， face［i］．normal．z）
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     ＊／




    lnt 1：        ’
    for（i＝O；i〈＝sh－max；＋＋i）
     face［i］．teach－num ＝ O；
    i＝ o：
        ’
    face［i］．teach”num ＝ 1；
    i＝1：        ’
    face［i］．teach－num ＝ 3；
    1＝2；
    face［i］．teach－num ＝ 2；
    i＝4幽        ’
    face［i］．teach－num ＝ 4；
    i ＝ 54；
   while（i〈100）l
     face［i］．teach－num ＝ 5；
      i ＝ 十十1：            ’
     face［i］．teach－num ＝ 5；
      i ＝ i＋3：
            ’
    ｝
    i ＝ 102；
   while（i〈148）1
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  face［i］．teach－num ＝ 5；
  t ＝ ＋＋1；
  face［i］．teach－num ＝ 5；
  i ＝ i＋3：
        ’
｝
i ＝ 56：
     ’
whiIe（i〈＝100）［
  face［i］．teach－num ＝ 6；
  i＝i＋4露        ’





    lnt 1，J；
   double ulx，uly，ulz，u2x，u2y，u2z，u3x，u3y，u3z，u4x，u4y，u4z
   double vlx，vly，vlz，v2x，v2y，v2z；
   double sp，hx，hy，hz；
   for（i＝O；i〈＝hdp；i＝i＋1）（
     j 一 hd［i］；
     ulx ＝ p［j－200］．p．x－p［j］．p．x；
     uly ＝ p［j－200］．p．y－p［j］．p．y；
     ulz ＝ p［j－200］．p．z－p［j］．p．z；
     u2x ＝ p［j－1］．p． x－p［j］．p．x；





u3z ＝ p［j＋1］．p． z－p［j］．p．z；
u4x ＝ p［j＋200］．p．x－p［」］．p．x；
u4y ＝ p［j＋200］．p．y－p［j］．p．y；


















    lnt 1，n；
    int u－kin，d－kin，1－kin，r－kin；
    int label，seed，stack［N］，st－check，st．num；








 n ＝ hd［，］；
  if（p［n］．Ib ＝＝ O）（
   1abe l ＝ ＋＋1abe［；
   p［n］．Ib ＝ ［abei；
   label－num［（abel］ ＝ label－num［label］＋1；
   seed ＝ n；
   st check ＝ O：     一v一一vv一一 一 V J
   st num z 1：     一一1－Js一 ’ t f
   stack［st－check］＝ n；
   wh i Ie（st－check〈stmnum）1
n ＝ stack［st．check］；
u kin ＝ n－200： 一ts一一一 rr 一t s－VVf
1 kin ＝ n－1： ．一slt一 N 一T 一 7
r kin ＝ n＋1： 一一一 Ll一 一 IH  － J
d．kin ＝ n＋200；
if（p［n］．Ib＝＝label）（
  if（（p［u－kin］．p．z）1＝O．O ＆＆ p［u－kin］．［b＝＝O）
   nx－sub ＝ p［u－kin］．n．x－p［seed］．n．x；
   ny－sub ＝ p［u－k i n］．n．y－p［seed］．n．y；
   nz－sub ＝ p［umk i n］．n．z－p［seed］．n．z；
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  if（nx－sub〈O．O） nx－sub ＝ 一nx－sub；
  if（ny－sub〈O．O） ny．sub ＝ 一ny．sub；
  if（nz－sub〈O．O） nz－sub ＝ 一nz－sub；
  if（nx＿sub＜border ＆＆ ny＿subくborder ＆＆ nz＿sub〈border）｛
  p［uffkin］．Ib ＝ label；
  1abe l－num［1abe1］ ＝ I abel”num［labe 1］＋1；
  stack［st－num］＝u－kin；




  nx．sub ＝ p［1－kin］．n．x－p［seed］．n．x；
  ny－sub ＝ p［1－k i n］．n．y－p［seed］．n．y；
  nz．sub ＝ p［1－kin］．n．z－p［seed］．n．z；
  if（nx－sub〈O．O） nx－sub ＝ 一nx－sub；
  if（ny－sub〈O．O） ny”sub ＝ 一ny－sub；
  if（nz＿subく0．0） nz＿sub ＝ 一nz＿sub；
  if（nx－sub〈border ＆＆ ny．sub〈border ＆＆ nz－sub〈border）I
  p［1－kin］．lb ＝ label；
  labe1＿num［label］ ＝ ＋＋label＿num［label］；
  stack［st．num］＝1－kin；




  nx－sub ＝ p［r－k i n］．n．x－p［seed］．n．x；
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 nyrsub ＝ p［r．kin］．n．y－p［seedl．n．y；
 nz－sub ＝ p［r－kin］．n． z－p［seed］．n．z；
  if（nx－sub〈O．O） nx－sub ＝ 一nx．sub；
  if（ny”sub〈O．O） ny－sub ＝ 一ny－sub；
  if（nz－sub〈O．O） nz－sub ＝ 一nz－sub；
  if（nx＿subくborder ＆＆ ny＿sub＜border ＆＆ nz＿sub＜border）
  p［rmkin］．Ib ＝ 1abe1；
  labe l－num［1abe 1］ ＝ ＋＋1abe l－num［1abe l］；
  stack［stmnum］＝r－kin；




 nx－sub ＝ p［dmk i n］．n．x－p［seed］．n．x；
 ny－sub ＝ p［d．k i n］．n．y－p［seed］．n．y；
 nz－sub ＝ p［d－k i n］．n． z－p［seed］．n．z；
  if（nx－sub〈O．O） nx－sub ＝ 一nx－sub；
  if（ny＿subく0、0） nY＿sub ＝ 一ny＿sub；
  if（nz－sub〈O．O） nz－sub ＝ 一nz－sub；
  if（nx－sub〈border ＆＆ nymsub〈border ＆＆ nz－sub〈border）
  p［d－kin］．1b ＝ label；
  1abe l－num［1abe l］ ＝ ＋＋labe l“num［1abe l］；
  stack［st－num］＝d－kin；




     st check ＝ ＋＋st＿check；




 n ＝ hd［i］；
  if（1abe1－num［p［n］．Ib］〈50）I
   p［n］．ib＝O；
   contlnue；
  ｝
 else if（lb－table［p［n］．1b］＝＝O）1
   1b－min ＝ 十十1b－min；




  n ＝ hd［i］；
  if（lb－table［p［n］．lb］！＝O）







    mt 1，n，x，y，z；
   double ac－x，ac－y，ac－z，count，sp；
   double xl，yl，zl，x2，y2，z2，ul，vl，wl，u2，v2，w2i
   double al，a2，a3， a4，bl，b2，b3， b4，cl，c2；
   double alO，beO，gaO，deO，al，be，ga，de；
   double A［3］ ［3］，B［3］ ［3］，C［3］ ［3］；











ac－x ＝ ac－x ＋ p［n］．n．x；
ac－y ＝ ac－y ＋ p［n］．n．y；
ac－z ＝ ac－z ＋ p［n］．n．z；















ac－x ＝ ac－x ＋ p［n］．n．x；
ac－y ＝ ac－y ＋ p［n］．n．y；















A［o］ ［o］ ＝ al；

















printf （”O／olf￥t”， ul ＊A ［e］ ［O］ ＋vl ＊A ［1 ］ ［O］ ＋wl ＊A ［2］ ［O］）
printf （”O／oif￥t”， ul ＊A ［O］ ［1］＋vl ＊A ［1］ ［1 ］ ＋wl ’A ［2］ ［1］）
printf（”O／olf￥n”，ul“A［O］［2］＋vl“A［1］［2］＋wl＊A［2］［2］）
if（zl一＝O．O 11
 bl ＝ 1．0；
else









 b3 ＝ 1．0；
else
























printf （”O／elf￥t”， xl ＊B ［O］ ［1］ ＋yl “B ［1］ ［1］＋zl “B ［2］ ［1 ］）






  al ＝ O．O；
else
  al ＝ alO／sqrt（a［O＊alO＋beO＊beO）；
if（beO＝＝0．O ll （alO＊aIO＋beO＊beO）＝＝0、0）
  be ＝ O．O：
         ’
else
  be ＝ beO／sqrt（alO＊a IO＋beO＊beO）；
if（gaO＝＝O．O 11 （gaO“gaO＋deO’deO）＝＝O．O）
  ga ＝ O．O；
else
  ga ＝ gaO／sqrt（gaO’gaO＋deO＊deO）；
if（deO＝＝O．O H （gaO＊gaO＋deO＊deO）＝＝O．O）
  de ＝ O．O；
else




cl ＝ a l＊ga＋be＊de；
c2 ＝ 一a l＊de＋be＊ga；
C［O］ ［O］ ＝ cl；






C［2］ ［O］ 一 O．O；














a ＝ rn ［o］ ［o］ ；
b ＝ m［O］ ［1］；
c ＝ m［O］ ［2］；
p ＝ m［1］ ［O］；
q ＝ m［1］［1］；
r ＝ m［1］［2］；
x ＝ m［2］ ［O］；
y ＝ m［2］ ［1］；

















void Prod－Matrix（double a［］［3］，doub［e b［］［3］，double prod［］［3］）
｛
    int i，j，k；
for（i ＝ O； i〈3； i＋＋） l
   for（j ＝ O； j〈3； j＋＋） I
       prod［i］［j］ ＝ O．O；
       for（k ＝ 0； k＜3； k＋＋）｛
           prod［i］［j］ ＝ prod［i］［j］ ＋ a［i］ ［k］ ＊ b［k］ ［j］；
       ｝
   ｝
｝
｝
void Rotate（int n，double R［］［3］）
｛











































printf（”pl．x ＝ O／elf￥tpl．y ＝ ％olf￥tpl．z ＝ e／01f￥n”，
      face［n］．pl．x， face［n］．pl．y，face［n］．pl．x）；
printf（”p2．x ＝ O／olf￥tp2．y ＝ O／olf￥tp2．z ＝ O／olf￥n”，
      face［n］．p2．x， face［n］．p2．y，face［n］．p2．x）；
printf（”p3．x ＝ e／olf￥tp3．y ＝ Ololf￥tp3．z ＝ e／Glf￥n”，
      face［n］．p3．x， face［n］．p3．y， face［n］．p3．x）；
printf（”p4．x ＝ O／elf￥tp4．y ＝ O／olf￥tp4．z ＝ O／olf￥n￥n”，
      face［n］．p4．x， face［n］．p4．y， face［n］．p4．x）；




   lnt 1，i；













    lnt 1：        ’












void Point－set（double x，double y，double z，doub［e ＊px，dodble ＊py）
／＊  三次元の距離データを二次元に投影する   ＊／
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｛doubieax ＝ O．O“pa i／180，






































       ’







Point－set2（double x，double y，double z，doubIe “px，doubIe ＊py）
  三次元の距離データを二次元に投影する   ＊／
doubleax ＝ O．O“pa i／180，
ay ＝ O．O“pai／180，





























   xl ＝ x；
   yl ＝ y＊cos（ax）一z＊sin（ax）；
   zl ＝ y＊sin（ax）＋z＊cos（ax）；
   x2 ＝ xl＊cos（az）一yl＊sin（az）；
   y2 ＝ xl＊sin（az）＋yl＊cos（az）；
   z2 ＝ zl；
   h ＝ 一x2＊s i n（ay）／vp＋z2＊ cos（ay）／vp＋n／vp＋1；
   ＊px ＝ （x2＊cos（ay）＋z2＊sin（ay）＋1）／h；
   ’py ＝ 一（（y2＋m）／h）；
｝
void Points－Display（int i，double px，double py）
｛
    lnt x，y；
   px＝px＋50；
   py＝py＋50；
   x＝3“（doub l e）px；
   y＝3“（doub l e）py；
   dx［i］ ＝ x；
   dy［i］ ＝ y；
   XAllocNamedColor（disp，cmap，”biack”，＆cl，＆cc）
   XSetForeground（disp，gc，cl．pixe1）；
   XDrawPoint（disp，winO，gc，x，y）；












iro ＝ p［n］． lb；
while（iro＞12）

























































void Line－Display（double pxl，double pyl，double px2，double py2）
｛










XSetForeground （disp， gc， cl．pixe D ；
XSetLineAttributes（disp，gc，1，LineSolid，CapButt，JoinMiter）；
XDrawLine（disp，winO，gc，xl，yl，x2，y2）；
XFlush（disp）；
｝
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