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Chapitre 1
Introduction
Le World Wide Web (WWW) est né en 1990, lorsque Tim Berners-Lee a eu une vision
d’un système de communication plus efficace pour le CERN. Le Web est défini comme
un système de documents hypertextes interdépendants qui sont accessibles sur Internet.
Les documents hypertextes contiennent du texte qui est annoté en utilisant un langage de
balisage spécifique (HTML), afin que les ordinateurs puissent restituer correctement leur
contenu. Une caractéristique cruciale de HTML est la capacité de représenter les liens
entre documents ; ce dernier point est une composante majeure du Web en tant que plate-
forme de contenu et d’interaction, permettant aux utilisateurs de naviguer d’un document
à un autre.
Si nous comparons le premier site 1 crée en Novembre 1992 avec les sites récent les
plus connus (par exemple Youtube 2), les différences sont très importantes. La techno-
logie a évolué, mais aussi la philosophie qui lui est associée. Les premiers sites sont
caractérisés par leur contenus statique et considèrent les utilisateurs en tant que simple
consommateurs. Le site est fourni à l’utilisateur en suivant le paradigme d’un journal, où
les utilisateurs peuvent feuilleter les pages pour recueillir de l’information, l’interaction
se retrouvant ainsi limitée. Cette forme statique du Web est associée avec le terme Web
1.0. D’autre part, un site comme Youtube est fondamentalement construit par les utilisa-
teurs, dont le rôle a changé de consommateurs passifs à producteurs actifs d’information.
Ce changement de mentalité dans la façon dont les pages Web sont construites, est habi-
tuellement désigné par le terme Web 2.0.
Actuellement, la production et la consommation de l’information sur le Web se dirige
vers ce que nous appelons le Web 3.0, également connu comme le Web sémantique. Consi-
dérez par exemple la requête “What are the most common bugs ?” Pour cette requête,
Youtube propose une liste de vidéos avec des araignées, des cafards, des moustiques, et
d’autres types d’insectes. Pour les non-programmeurs ou des personnes francophones,
cela peut être la bonne réponse, cependant pour un informaticien, les réponses souhaitées
auraient dû être des vidéos sur les bugs informatiques. Les humains peuvent très facile-
ment raisonner en utilisant le contexte pour déduire la réponse correcte, tandis que les
1. http://www.w3.org/History/19921103-hypertext/hypertext/WWW/
TheProject.html
2. https://www.youtube.com/
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ordinateurs ne peuvent pas le faire encore. Le Web sémantique décrit une extension du
Web où les ordinateurs seront capables de traiter efficacement les données et de raisonner
sur elles exactement comme les humains.
Afin que les ordinateurs soient capables d’analyser toutes les données, ceux-ci doivent
être définis sous un modèle commun. Le World Wide Web Consortium (W3C) introduit le
Resource Description Framework (RDF) [W3C14] à cet effet. RDF est un modèle flexible
qui permet d’exprimer des déclarations sur les ressources disponibles. Les déclarations
(triplets) sont de la forme (s p o) où s désigne le sujet, p le prédicat, et o l’objet. Ceci
nécessite que toutes les ressources aient un identifiant uniforme de ressource (URI). Ac-
tuellement, chaque page Web a un URI, mais la vision du Web sémantique ne se limite
pas aux documents (page Web) mais vise à couvrir tout élément dans le document, ou,
plus généralement, toute ressource du monde physique ainsi.
Comme indiqué dans [SBP14], la taille du Web sémantique est en croissance, doublant
presque de taille chaque année. Cette masse de données RDF ne serait rien sans la capacité
d’en extraire les informations pertinentes qu’elles possèdent. Il y a un besoin évident d’un
langage de requête et d’outils de traitement de requêtes. Bien que différents langages aient
été proposés pour l’interrogation de données RDF [KAC+02, MSR02, Sea04, MSP+04]
celle standardisée par le W3C est SPARQL [W3C13]. SPARQL, en suivant de près le mo-
dèle RDF, est un langage à base de graphes avec de nombreuses fonctionnalités puissantes
telles que les clauses d’agrégation ainsi les clauses facultatives (optional).
En ce qui concerne le traitement de requête du Web sémantique, trois approches
principales ont été identifiées. Dans l’approche de l’entreposage, les sources de don-
nées intéressantes sont rassemblées dans un entrepôt central, où ils peuvent encore être
traitées et interrogées pour retourner des réponses aux utilisateurs. Parmi les approches
les plus connues concernant l’entreposage de sources de données on retrouve : RDF-
Suite [ACK+01], Sesame [BKvH02], Jena [McB02], Virtuoso [Erl08], RDF-3X [NW10],
et gStore [ZMC+11]. La deuxième approche repose sur l’existence de points d’extrémité
SPARQL, où les éditeurs de données fournissent un moyen d’accéder à leurs données à
travers des requêtes SPARQL. Dans ce cas, pour évaluer une requête sur différents points
d’extrémité (différentes sources de données), la requête est décomposée, envoyée aux
sources appropriées, puis les résultats intermédiaires doivent être combinées avant de re-
tourner la réponse à l’utilisateur. Les systèmes le plus connus de cette catégorie sont :
DARQ [QL08], SPLENDID [GS11], FedX [SHH+11], ANAPSID [AV11] ; le lecteur in-
téressé peut également trouver dans [RUK+13] une enquête sur le traitement des requêtes
en utilisant des points d’extrémité fédérée. Une alternative [PZÖ+14] est d’envoyer la re-
quête complète à toutes les sources de données disponibles, trouver des correspondances
partielles (locales), qui sont assemblées entre elles en utilisant des procédés centralisés
ou distribués. La troisième approche, considère à nouveau des sources de données in-
dividuelles (similaires à l’approche exploitant des points d’extrémité), mais considèrent
l’existence de points d’extrémité SPARQL comme facultative. En outre, les sources de
données peuvent ne pas être connus à l’avance, mais ils sont déterminés lors de l’évalua-
tion de la requête en suivant des liens. Plusieurs œuvres représentatives dans ce domaine
sont basées sur le parcours de graphe [LT11, Har13], les indices [UHK+11, TUY11],
ou une combinaison des deux [LT10]. Les approches mentionnées ci-dessus ont chacune
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leurs propres avantages et inconvénients, et aucune d’entre elles n’est la meilleure en
toutes circonstances. Dans cette thèse, nous adoptons l’approche de l’entreposage, car,
lorsque les données peuvent être recueillies dans un entrepôt, cette approche offre les
meilleures performances d’évaluation de requêtes.
L’entreposage de données RDF pose ses propres défis. De grands volumes de données
doivent être collectées et gérées dans un dépôt unique. Des systèmes efficaces [SA09,
FCB12, LPF+12] ont été conçus dans le but de traiter de gros volumes de données RDF
dans un cadre centralisé, les plus connus parmi eux étant RDF-3X [NW10]. Toutefois,
comme la quantité de données continue à se développer, il n’est plus possible de stocker
la totalité des données liées sur une seule machine et d’être encore capable d’évoluer
afin de supporter la charge croissante des requêtes des utilisateurs. Ainsi, ces énormes
volumes de données ont soulevés la nécessité de fournir des architectures de stockage et
des frameworks de traitement de requêtes distribués.
Construire un système distribué nécessite d’abord d’assurer l’accès à des ressources
de stockage et de calcul suffisantes. Aujourd’hui, les décisions concernant le matériel
informatique sont pour la plupart considérés du point de vue “louer ou acheter ?”, sur-
tout depuis la venue du mouvement du Cloud computing [MG11], préconisant un modèle
pay-per-use où les ressources de calcul sont disponibles dans le cloud et loués dans le
but d’exécuter des applications. Bien qu’il existe de nombreux désaccords 3 sur la défi-
nition exacte du Cloud computing, le modèle pay-per-utilisation est largement convenu.
Construire un système basé sur le Cloud améliore la flexibilité et réduit le coût global
pour ses utilisateurs. Les systèmes et les techniques décrites dans cette thèse sont conçus
et construits pour les infrastructures de cloud computing. La conception et la mise en
œuvre d’une plateforme de gestion des données RDF distribuées soulève de nombreux
défis, qui peuvent être plus ou moins regroupés en quatre catégories interdépendantes :
1. Le premier défi est de fournir une architecture qui peut être facilement déployé
dans le nuage qui répond aux exigences en termes d’évolutivité, d’élasticité, et de
performance.
2. Le deuxième défi revient à choisir un bon schéma de partitionnement qui distribue
efficacement les données aux machines disponibles.
3. Troisièmement, il est important de construire et de maintenir des indices propres
pour améliorer les performances d’accès aux données.
4. Enfin et surtout, des algorithmes d’optimisation des requêtes efficaces sont néces-
saires pour construire des plans de requêtes qui peuvent être facilement parallélisés,
afin de exploiter l’infrastructure de traitement parallèle.
L’objectif de cette thèse est de concevoir des algorithmes efficaces et évolutifs pour la
manipulation de grandes quantités de données du Web sémantique en utilisant les infra-
structures du Cloud. En particulier, elle s’intéresse à deux problèmes majeurs : la gestion
de données RDF par l’utilisation de services commerciaux cloud, et la génération de plans
massivement parallèles pour des requêtes RDF. Dans le Chapitre 2 et le Chapitre 3, nous
3. http://cloudcomputing.sys-con.com/node/612375/print
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présentons brièvement les principales idées utilisées pour résoudre les problèmes men-
tionnés ci-dessus ainsi que des travaux relatifs ensuite nous concluront dans le Chapitre 4
les principales contributions de cette thèse.
Chapitre 2
AMADA : entreposage de données RDF
dans le cloud
La croissance rapide de données RDF a engendré une migration des systèmes de ges-
tion de données centralisées RDF aux profit des systèmes distribués. En outre, nous avons
vu que le recours au cloud computing pour la construction de tels systèmes est une possi-
bilité très prometteuse en raison des fonctionnalités, de l’évolutivité, de la tolérance aux
pannes et de l’élasticité qu’il offre. Néanmoins, la construction d’un tel système exige de
régler un ensemble de défis, décrits dans le Chapitre 1. Dans ce chapitre, nous mettons
l’accent sur la conception d’une architecture basée sur le cloud et comment des techniques
d’indexation peuvent améliorer la performance.
De nombreux travaux récents se sont concentrés sur la performance par rapport au
coût monétaire de platformes lié au cloud, et sur l’extension des services qu’ils four-
nissent. Par exemple, [BFG+08] met l’accent sur l’extension des services de cloud avec
des primitives de base de données, tandis que des extensions de MapReduce sont propo-
sées dans [AEH+11] pour le traitement des requêtes de manière efficace dans les infra-
structures de cloud computing. Dans la communauté du Web sémantique, il y a eu aussi
un mouvement pour la gestion des données RDF sur le cloud [KM15]. Cependant, il y a
très peu de systèmes entièrement conçus autour des infrastructures de cloud, ce qui rend
difficile d’évaluer la pertinence du cloud commercial pour la gestion de données RDF.
Parmis les systèmes de gestion de données RDF construits à l’aide du cloud com-
mercial on retrouve Stratustore [SZ10] et Dydra [Dat11]. Stratustore explore une seule
stratégie pour le stockage et l’interrogation de données RDF dans Amazon’s SimpleDB
mais sans que le facteur de coût associé au cloud n’est été examiné du tout. Dydra est
également développé en utilisant les services Web d’Amazon, mais il n’y a pas de détails
disponibles concernant le système.
Ce chapitre se focalise sur l’étude d’une architecture de stockage de données RDF
dans le cloud d’Amazon, qui offre des performances de requête efficace, tant en termes
de temps et de coûts monétaires. Nous conservons les données RDF dans le cloud et nous
les récupéreront en utilisant une plateforme qui s’exécute également dans le cloud. Une
telle architecture appartient au logiciel en tant que service (software as a service - SaaS)
modèle où la plateforme complète réside dans le cloud. Au cœur de notre architecture
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proposée réside des stratégies d’indexation de données RDF qui permettent de diriger
les requêtes à un (espérons-le serré) sous-ensemble de l’ensemble de données RDF qui
fournissent des réponses à une requête donnée, réduisant ainsi le travail total entraîné
par l’exécution de la requête. Ce point est crucial car dans un environnement de cloud
computing, la consommation totale des ressources de stockage et de calcul se traduisent
par des coûts financiers.
Diffusion des connaissances. L’architecture de AMADA a été initialement étudiée en
dehors du contexte de cette thèse : en particulier, une plateforme de gestion des données
XML sur la base des mêmes services de cloud d’Amazon a été considéré dans [CCM12,
CCM13], tandis que pour les données RDF ont été étudié dans [BGKM12, ABC+12].
Cette thèse a revu et étendu les idées présentées dans [BGKM12], d’examiner plus de
stratégies de stockage et de techniques de traitement pour les données RDF. En outre,
nous avons changé le moteur NoSQL existant (passant de SimpleDB à DynamoDB), et
nous avons ajouté au système un tout nouveau algorithme d’optimisation de requêtes.
Enfin, la compression par dictionnaire a été étudiée pour toutes les stratégies. Ce chapitre
documente ces extensions en suivant de près le chapitre du livre [BCG+14]. Le système
AMADA a été mis à disposition en open source en mars 2013 1.
1. http://cloak.saclay.inria.fr/research/amada/
Chapitre 3
CliqueSquare : Plans Massivement
Parallèles pour des requêtes RDF
Dans le chapitre 2, nous avons présenté AMADA, une architecture pour le stockage
et l’interrogation de données RDF en utilisant les services de cloud ; nous avons exploré
comment les différentes stratégies d’indexation peuvent affecter les performances d’une
requête. Cependant, comme nous l’avons vu au chapitre 1, la construction d’un système
de gestion de données RDF distribués nécessite d’examiner deux défis supplémentaires :
comment partitionner les données RDF à travers les nœuds, et comment diviser l’évalua-
tion de requête à travers ces nœuds.
Clairement, la distribution de données a un impact important sur les performances
des requêtes. En conséquence, de nombreux travaux antérieurs sur l’évaluation de re-
quêtes RDF distribuée, comme [HAR11, LL13, WZY+15, GHS12, HS13], ont mis un
accent important sur le partitionnement de données (en supposant la connaissances sur
les charges de travail devant s’exécuter sur des requêtes dans le cas de [GHS12, HS13]),
avec l’objectif de rendre l’évaluation de certaines formes de requêtes parallélisables sans
communication réseau (parallelizable without communications-PWOC). En un mot, une
requête PWOCpour un partitionnement de données donné peut être évaluée en prenant
l’union des résultats de la requête obtenus sur chaque nœud.
Dans ce travail, nous exploitons une technique de partitionnement moins élaboré qui
combine le partitionnement par hashage basée sur les trois attributs d’un triplet et le
partitionnement par prédicat (partitionnement vertical). La technique de partitionnement
combiné est exploité pour la première fois dans ce travail, et elle est mis en œuvre sur
un système de fichiers distribué. Cependant, il est facile de voir qu’il n’existe pas une
unique méthodologie de partitionnement qui puisse garantir que toutes les requêtes soient
PWOC ; en réalité, la plupart des requêtes nécessitent des traitements sur plusieurs nœuds
et donc, re-distribution des données à travers les nœuds.
Comme la requête devient plus complexe, l’évaluation efficace de la partie distribuée
du plan de requête est crucial. L’optimisation de requête logique – décider comment dé-
composer et évaluer une requête RDF dans un contexte massivement parallèle – a aussi
un impact important sur la performance. Comme il est bien connu dans le monde de la
gestion des données distribuées [ÖV11], pour évaluer efficacement les requêtes il faut
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maximiser le parallélisme (inter-opérateur et intra-opérateur) afin de bénéficier de la
capacité de traitement distribué, et donc, de réduire le temps de réponse.
Dans un environnement d’évaluation parallèle des requêtes RDF, le parallélisme intra-
opérateur repose sur des opérateurs de jointure qui traitent des morceaux de données de
manière parallèle. Afin d’augmenter le parallélisme inter-opérateur, nous devons construire
des plans (plats) massivement parallèles, ayant les moins possibles d’opérateurs (de join-
tures) sur tout les chemin du plan (de la racine aux feuilles) ; ceci est parce que le traite-
ment effectué par tels jointures augmente directement le temps de réponse. Des travaux
antérieurs ont des jointures binaire organisée dans bushy ou left-deep plans, bushy plans
avec jointures n-aires (n > 2) uniquement dans le premier niveau des plans et jointures
binaires aux autres niveaux, ou jointures n-aires à tous les niveaux, mais organisée en
left-deep plans. Ces méthodes conduisent à des plans avec une hauteur accrue et donc des
temps de réponse élevés. HadoopRDF est le seul proposant des heuristiques pour produire
des plans plats [HMM+11], mais il présente deux inconvénients majeurs : (i) il produit
un seul plan qui peut être inefficace ; (ii) il ne garantit pas que le plan sera aussi plat que
possible.
L’objectif de ce chapitre est l’optimisation de requête RDF logique, cherchant à construire
des plans de requêtes plats composés de équijointures n-aires. Les plans plats sont plus
susceptibles de conduire à la réduction du temps de réponse dans les environnements dis-
tribués/parallèles. Nous décrivons un espace de recherche des plans logiques obtenus en
se fondant sur les équijointures n-aires. L’intérêt des telles jointures est qu’en effectuant
des jointures agressive de nombreuses entrées dans un seul opérateur, ces dernières per-
mettent la construction de plans plats. En outre, nous fournissons un nouvel algorithme
générique, appelé CliqueSquare, pour explorer exhaustivement cet espace, et un ensemble
de trois choix algorithmiques conduisant à huit variantes de notre algorithme. Nous pré-
sentons une analyse approfondie de ces variantes, du point de vue de leur capacité à trou-
ver un (ou tous) les plans les plus plats pour une requête donnée. Nous montrons que la
variante que nous appelons CliqueSquare-MSC est la plus intéressante, parce qu’elle dé-
veloppe un nombre raisonnable de plans et qu’elle garantie de trouver certains des plans
les plus plats possible. Pour valider l’utilité de notre algorithme d’optimisation à rem-
plir l’exigence d’un système de gestion de données basé sur le cloud, nous nous sommes
appuyés sur Hadoop [had11]. Nous développons une stratégie de stockage adapté pour
stocker des données RDF dans le système de fichiers distribué de Hadoop qui s’adapte
bien aux plans plats fournis par l’algorithme d’optimisation. En outre, nous fournissons
des algorithmes pour traduire les plans logiques aux plans physiques, et ensuite en jobs
MapReduce basés sur les opérateurs physiques disponibles et sur la stratégie de stockage
choisie.
Diffusion des connaissances. Une version préliminaire de ce travail a été présentée à
une conférence nationale [GKM+13], bien que ce chapitre suit de près la publication
internationale de la conférence [GKM+15] et le rapport technique respective [GKM+14].
Le système CliqueSquare a été présenté à une conférence nationale [DGK+14] et une
conférence internationale [DGK+15] et a été placé en open source en janvier 2015 1.
1. https://sourceforge.net/projects/cliquesquare/
Chapitre 4
Conclusion
Le Web sémantique est apparu comme une tentative pour améliorer l’interaction des
systèmes avec des données, de sorte qu’ils soient capables de raisonner efficacement sur
les informations qu’ils rencontrent. Les principales composantes du Web sémantique sont
le modèle RDF ainsi que le langage d’interrogation SPARQL. Afin de faire des machines
capables de raisonner sur l’information, ces dernières doivent être exprimé dans un mo-
dèle commun, dans notre cas RDF. En conséquence, afin de traiter les informations expri-
mées en utilisant le modèle RDF, le moyen de traitement traditionel réside en l’utilisation
de SPARQL.
La taille du Web sémantique se développe rapidement et nécessite donc la concep-
tion et la mise en œuvre de systèmes massivement parallèles pour la gestion de données
RDF. Dans cette direction, le cloud computing fournit les infrastructures idéales pour la
construction de systèmes évolutifs, tolérants aux pannes, et élastiques capable de couvrir
les besoins imprévisibles des utilisateurs.
Dans cette thèse, nous avons étudié différentes architectures pour stocker et récupérer
des données RDF en utilisant les services et les technologies basées sur le cloud. Nous
avons exploré la performance et le coût d’entreposage des données RDF dans les infra-
structures de cloud commerciaux, examinant différentes stratégies de stockage et de trai-
tement. En outre, nous avons étudié l’optimisation et la parallélisation de requêtes RDF,
afin d’exploiter les opportunités offertes par les frameworks massivement parallèles.
Cette thèse fournit des solutions pour l’entreposage des données RDF utilisant des
environnements de cloud computing se concentrant sur deux problèmes différents que
nous résumons ci-dessous.
L’entreposage de données RDF dans le cloud. Nous avons présenté AMADA, une
architecture de gestion de données RDF en utilisant les infrastructures de cloud public.
– Nous avons proposé une architecture de stockage de données RDF dans l’Amazon
cloud qui offre des performances de requête efficace, tant en termes de temps qu’en
terme de coûts monétaires.
– Nous avons considéré la conservation des données RDF dans le cloud ainsi que la
récuperation en utilisant une plateforme qui s’exécute également dans le cloud.
– Nous avons exploité des stratégies d’indexation de données RDF qui permettent
de diriger les requêtes à un (espérons-le serré) sous-ensemble de l’ensemble de
9
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données RDF qui fournissent des réponses à une requête donnée, réduisant ainsi le
travail total entraîné par l’exécution de la requête.
– Nous avons fourni des expériences approfondies sur des données RDF réels vali-
dant la faisabilité de notre approche et donnant un aperçu sur le coût monétaire de
stockage et d’interrogation de données RDF dans les solutions de cloud commer-
ciales.
La génération de plans (plats) massivement parallèles pour des requêtes RDF. Nous
avons présenté CliqueSquare, une approche d’optimisation pour construire des plans (plats)
massivement parallèles pour des requêtes RDF.
– Nous avons décrit un espace de recherche de plans logiques obtenus en se fondant
sur équijointures n-aires. L’intérêt de telles jointures est qu’en joignant de manière
agressive de nombreuses entrées dans un seul opérateur, cela permet la construction
de plans plats.
– Nous avons fournit un nouvel algorithme générique, appelé CliqueSquare, pour ex-
plorer exhaustivement cet espace. Nous avons présenté une analyse approfondie de
huit variantes de l’algorithme, du point de vue de leurs capacité à trouver un (ou
tous) les plans les plus plats pour une requête donnée.
– Nous avons montré que la variante que nous appelons CliqueSquare-MSC est la
plus intéressante, parce qu’elle développe un nombre raisonnable de plans et qu’elle
garantie de trouver certains des plans les plus plats possible.
– Nous avons implémenté nos algorithmes et nous avons validé par des expériences
leur intérêt pratique pour l’évaluation des requêtes sur de très grands graphes RDF.
Pour cela, nous nous sommes appuyés sur un ensemble d’opérateurs de jointure
parallèle relativement simple ainsi que sur une stratégie de partitionnement RDF
générique, qui ne possède aucune connaissance sur les types de requêtes d’entrée.
Nous avons montré que CliqueSquare-MSC rend le processus d’optimisation effi-
cace même pour des requêtes complexes.
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