Many interesting dynamic properties of biological molecules cannot be simulated directly using molecular dynamics because of nanosecond time scale limitations. These systems are trapped in potential energy minima with high free energy barriers for large numbers of computational steps. The dynamic evolution of many molecular systems occurs through a series of rare events as the system moves from one potential energy basin to another. Therefore, we have proposed a robust bias potential function that can be used in an efficient accelerated molecular dynamics approach to simulate the transition of high energy barriers without any advance knowledge of the location of either the potential energy wells or saddle points. In this method, the potential energy landscape is altered by adding a bias potential to the true potential such that the escape rates from potential wells are enhanced, which accelerates and extends the time scale in molecular dynamics simulations. Our definition of the bias potential echoes the underlying shape of the potential energy landscape on the modified surface, thus allowing for the potential energy minima to be well defined, and hence properly sampled during the simulation. We have shown that our approach, which can be extended to biomolecules, samples the conformational space more efficiently than normal molecular dynamics simulations, and converges to the correct canonical distribution.
INTRODUCTION
Molecular dynamics simulation is one of the most widely used techniques in computational chemistry due, in part, to its simplicity and ability to accurately sample the conformational space of a molecular system. By integrating Newton's equations of motion, this technique evaluates the time-dependent behavior and evolution of a molecular system as it samples conformational space. Therefore, with an accurate representation of the system's potential energy landscape, the conformational space can be easily sampled, and the thermodynamic and kinetic properties can be calculated while studying a host of other structural and dynamic phenomena. As a result, molecular dynamics simulations have provided thorough information on local motions and conformational changes of proteins 1 and DNA. [2] [3] [4] [5] [6] [7] However, for most biological systems of interest, the simulation time is limited to the nanosecond time scale, so simple molecular dynamics cannot be used to adequately explore portions of the energy landscape separated by high barriers from the initial minimum. Furthermore, for most biological molecules, the energy landscape has multiple minima or potential energy wells with high free energy barriers, and during a molecular dynamics simulation the system is trapped in one or another local minimum for long periods of simulation time. Consequently, thermodynamics and many other properties of interest for large biological systems cannot be simulated directly because of the nonergodic nature of the present state of the molecular dynamics methodology for systems with high free energy barriers. 8 The dynamic evolution of biological molecules and many other molecular systems occurs through series of rare events as the systems move from sampling one potential energy basin to another. 9, 10 Therefore, in order to perform realistic simulations of molecular systems, one has to be able to simulate series of rare transitions between potential energy minima. There have been a number of approaches introduced that are aimed at addressing this problem. These methods include conformational flooding, 11 replica exchange, 12 umbrella sampling, 13 self-guided MD, 14 and many others that were reviewed by Berne and Straub. 15 Umbrella sampling, which is one of the widely used approaches, involves con-struction of a compensating function, known as the umbrella, which is added to the true potential energy function in order to bias the sampling to a particular set of conformations. However, construction of the umbrella requires prior knowledge of the conformations of interest.
Alternatively, we sought to develop a molecular dynamics approach based on earlier work by Voter 9, 10 that simulates infrequent events of molecular systems without any advance knowledge of the location of either the potential energy wells or barriers. Voter 9, 10 recently proposed a hyperdynamics method to speed up molecular dynamics simulations by altering the amount of computational time systems spend in potential energy minima in order to be able to move over potential barriers and study long-time behavior of systems. The scheme modifies the potential energy surface, V(r), by adding a bias potential, ⌬V(r), to the true potential such that the potential surfaces near the minima are raised and those near the barrier or saddle point are left unaffected. Statistics sampled on the biased potential are then corrected to remove the effect of the bias. In Voter's implementation of the bias potential, the Hessian matrix is diagonalized at each step, so that the transition state regions can be identified, thus limiting its use to small systems because of its computational cost. Alternatively, a prescription for a simple bias potential was proposed by Steiner et al. 16 and later used by Rahman and Tully 17 in which the bias potential is chosen such that the resulting modified potentials around the minima are constant if the unmodified potential falls below a certain value. Therefore, this simple definition of the bias potential does not require the diagonalization of the Hessian matrix at each step, and hence made it possible for it to be applied to larger systems. In this paper, we present a robust way of altering the potential energy landscape that is straightforward, preserves the underlying shape of the potential energy surface, and allows for the simulation to be extended to larger molecular systems, like proteins. We show that our approach accurately and efficiently explores conformational space with improved sampling and converges to the correct canonical probability distribution.
THEORY
The general idea behind the accelerated molecular dynamics scheme is depicted in Fig. 1 . A continuous nonnegative bias boost potential function ⌬V(r) is defined such that when the true potential V(r) is below a certain chosen value E, the boost energy, the simulation is performed on the modified potential V*(r)ϭV(r)ϩ⌬V(r), represented using dashed lines, and when V(r) is greater than E, the simulation is performed on the true potential V*(r)ϭV(r). This leads to an enhanced escape rate for V*(r). The modified potential V*(r) is related to the true potential, bias potential, and boost energy by
During normal molecular dynamics simulations of biological molecules on the unmodified potential surface, the systems extensively sample conformations around a local minimum without adequately sampling conformations elsewhere on the potential energy surface. Therefore, the primary goal of this work is to develop a method for large biological systems that is capable of accelerating the state to state evolution of a system relative to normal molecular dynamics. The bias potential increases the escape rate of the system from potential basins, and the subsequent state to state evolution of the system on the modified potential occurs at an accelerated rate with a nonlinear time scale of ⌬t*, where
͑2͒
This allows us to advance the clock at each step depending on the strength of ⌬V(r), where ⌬t is the actual time step of the simulation on the unmodified potential. Hence, the total estimated simulation time becomes a statistical property and is given by Eqs. ͑3͒ and ͑4͒,
where N is the total number of molecular dynamics steps carried out during the whole simulation, and ͗e ␤⌬V͓r(t i )͔ ͘ is termed the boost factor. The boost factor is a measure of the extent to which the simulation has been accelerated. At each step, the time step, ⌬t*, is nonlinearly dependent on the value of the bias potential, ⌬V(r). It follows from Eq. ͑2͒ that ⌬t*ϭ⌬t when the system is on the true potential, V(r), that is when ⌬V(r)ϭ0. If the choice of the boost energy E is very high, then the boost factor will be very large, leading to noisy statistics because the wells would not be sampled sufficiently. However, correct statistics will be obtained after many transitions and adequate sampling of the potential energy wells. Furthermore, it is important that this method yields correct canonical averages of an observable A(r), so that thermodynamics and other equilibrium properties can be accurately determined from accelerated MD simulations. Therefore, it can be seen that the accelerated molecular dynamics simulation method converges to the canonical distribution, and the corrected canonical ensemble average of the system is obtained by simply reweighting each point in the configuration phase space on the modified potential by the strength of the Boltzmann factor of the bias energy, e ␤⌬V͓r(t i )͔ , at that particular point. When the system is on the normal potential, the bias is zero.
Various approaches on how to define the bias potential, ⌬V(r), have been studied. 13, 14, 18, 19 The bias or boost potential, ⌬V(r), was defined as EϪV(r) by Rahman and Tully, such that the modified potential becomes V*(r)ϭE, and hence a flat modified potential surface around the wells that they termed ''puddles.'' This implementation is very simple and computationally inexpensive, because the force on the ''puddle'' is zero. However, there are some problems associated with this choice; the derivatives of the potential, dV(r)/dr, are discontinuous at points where the unmodified potential, V(r), merges with the modified potential, V*(r), that is where V(r)ϭE. Therefore, Rahman and Tully devised a special integration technique used to traverse points where V(r)ϭE, which subsequently reduces the gain in computational efficiency. Also, at high values of the boost energy, E, the flat modified potential energy surface is raised above most transition state regions. The majority of the potential energy surface becomes flat, and the system experiences a random walk. Under these conditions, the system converges very slowly.
In contrast to the flat ''puddles'' employed by Rahman and Tully to fill energy minima, we propose a modification of the potential energy surface more akin to snow drifts. Our ''snow drifts'' smooth the landscape by filling minima, but maintain the underlying shape of the unmodified potential energy surface and merge smoothly with the original potential at the threshold ''boost energy'' value E. Therefore, we have implemented a bias potential where ⌬V(r) is chosen such that the derivative of V*(r) has no discontinuity, and the modified potential reproduces the shape of the minima even at high value of E. The choice of ⌬V(r) is given by
where ␣ is a tuning parameter that determines how deep we want the modified potential energy basin to be. When ␣ is zero, the modified potential is flat, V*(r)ϭE, and equivalent to that adopted by Rahman and Tully.
Selection of E and ␣ is important to the method and determines how aggressively the molecular dynamics will be accelerated. Therefore, we have suggested appropriate choices of E and ␣ by examining the effect of our bias potential on a hypothetical one-dimensional energy function at various values of E and ␣ as shown in Figs. 2 and 3. One prescription for choosing E is that it should be greater than the minimum of V(r), V min , near the starting structure. If E is less than V min , then the simulation will always be performed on the true potential which is simply a normal MD simulation. Furthermore, since large molecule tend to have multiple minima very close together, we suggest calculating an average potential energy, ͗V͓r(t i )͔͘, on the true potential over a short period of time starting with the initial structure, and using that as the minimum, V min . At low values of E as represented by the potential energy profiles presented in state regions and the relative probability of escape remains the same for the modified and unmodified potentials. Therefore the choice of ␣ is not that critical to the overall potential energy landscape as long as ␣ is not so small that the modified potential becomes flat ͑Fig. 2; ␣ϭ1͒. Flat modified potential surfaces cause the calculated force to be discontinuous at points where V*(r)ϭE.
On the other hand, when E is chosen to be high ͑Fig. 3͒, the value of ␣ becomes important because at low values of ␣, as in the case when ␣ϭ0, the modified potential becomes isoenergetic in most places, and the molecular system experiences a random walk. Also, as discussed earlier, the derivative of the modified potential becomes discontinuous at points where the modified potential is equal to E. Therefore, in order to maintain the basic shape of the potential energy surface at high values of E, and preserve the same potential energy wells that are present on the unmodified potential surface, ␣ has to be set to a much higher value than zero. We observe from the plot in Fig. 3 , that ␣ seems to produce the desired effect when it is set to a value close to EϪV min ͑Fig. 3; ␣ϭ1000͒. Therefore, a choice of E should be one that is greater than V min , and the magnitude will depend on how aggressively one wants to sample the conformational space. A choice of ␣ϭEϪV min will allow the modified potential energy surface to echo the shape of the potential wells and merge smoothly with the original potential.
METHODS AND APPLICATIONS
Molecular dynamics simulations were carried out using the Cornell et al. 20 all-atom force field as shown in its simple form,
where the summations represent the harmonic bond and angle energy terms, the dihedral torsions, and nonbonded van der Waals and electrostatics interactions terms, respectively. Since conformational changes in proteins involve changes in torsions to a much greater extent than any other degrees of freedom, we have applied this accelerated MD method to the sum of the dihedral torsions and the 1-4 nonbonded interactions as shown in the following equation, instead of the whole potential:
Therefore, Eqs. ͑1͒ and ͑10͒ become
where V o (r) is the sum of the interaction potential without that of the dihedral torsions and the nonbonded 1-4 interactions, and E D is the threshold energy or boost energy that is analogous to E. Because this study was carried out using implicit solvation, the collisions of the molecular system with solvent are approximated by using the Langevin dynamics equation
where ␥ is the collision frequency, ␥m is the frictional coefficient, and R(t) is a random Gaussian force with zero mean. A value of 2.0 ps Ϫ1 was used for the collision frequency as suggested by Loncharich et al. 21 The electrostatic interaction was treated using the generalized Born 22,23 implementation ͑igbϭ2͒ in AMBER 7, 24 and the apolar solvation term was also included in the potential function with the surface tension parameter set to the default value of 0.005 kcal/mol Å 2 . The SHAKE algorithm 25 was applied to all bonds involving hydrogen atoms, and an integration time step of 2.0 fs was used for the integration of the Langevin equation. All calculations were carried out using a local version of the Sander module in the AMBER 7 suite of programs that was modified to perform the accelerated molecular dynamics simulation. Several accelerated molecular dynamics simulations were carried out using various values of E D . During the accelerated molecular dynamics simulations the configuration correction term was calculated on-the-fly at each step.
RESULTS AND DISCUSSION

Correct canonical probability distribution
Presently, simple molecular dynamics simulations of biomolecules are unable to extensively sample the conformational space. Therefore, we have proposed an accelerated molecular dynamics approach that extends the time scale of the simulation without prior knowledge of the potential energy surface. In order for this approach to be effective, the first question that needs to be addressed is whether our approach reproduces the canonical probability distribution after reweighting the statistics of the accelerated molecular dynamics simulations. We have carried out a normal MD simulation ͑with no bias potential͒ and several accelerated dynamics using blocked alanine dipeptide ͑Fig. 4͒. This system was chosen because it is small, so complete conformational sampling is computationally feasible, and it represents the essential attributes of the backbone conformations seen in proteins.
One normal MD simulation and three accelerated MD simulations were carried out on the blocked alanine dipeptide. ͗V D (r)͘ was calculated to be approximately 60 kcal/ mol, and the values of the boost energy, E D , and the tuning parameter, ␣, for the three accelerated simulations were set at 80, 90, and 100, and 20, 30, and 40 kcal/mol, respectively. The simulations were carried out at 800 K, so that we could achieve convergence and ensure transitions over high potential energy barriers. Each simulation was carried out over 5ϫ10 7 steps of MD simulation ͑equivalent to 0.1 s of normal MD simulation͒, and snapshots were collected for analysis every 50 steps.
The conformational free energy plots shown as a function of backbone torsional angles are depicted in Fig. 5 . The plot of the normal MD simulation represented in Fig. 5͑a͒ shows that the alpha-helical region with the broadest energy minimum, where is less than 0 and is between 0 and Ϫ60, is strongly populated when compared to other regions. Figures 5͑b͒, 5͑c͒ , and 5͑d͒ show the free energy plot as a function of the backbone torsional angles of the three accelerated molecular dynamics simulation as E D is increased from 80 to 100 kcal/mol. Also, it can be seen that the plots of the accelerated MD simulations shown are quite similar to that of the normal MD simulation in Fig. 5͑a͒ . Therefore, it can be inferred that our approach leads to the proper calculation of the canonical distribution after reweighting of the conformational space, and that the potential energy wells are accurately sampled for the accelerated MD simulations.
As previously discussed, the choice of ␣ is very important in preserving the underlying shape of the potential energy surface at high value of E D , so that the potential energy wells can be adequately sampled, as can be seen for a relatively high value of E D in Fig. 5͑d͒ . In order to thoroughly investigate the effect of ␣ on the shape of the underlying potential energy landscape and the implication on the statistics generated, two additional sets of four accelerated MD simulations were carried out with varying values of ␣ while keeping E D constant at a relatively high value of 100 kcal/ mol and low value of 80 kcal/mol. At a relatively high value of E D and high values of ␣, Fig. 6͑a͒ , the plot is very similar to that of the normal MD simulation and represents the correct distribution of blocked dipeptide alanine. However, as ␣ is decreased, the statistics generated become noisy and give rise to a spotty density plot ͓Fig. 6͑d͔͒. The noisy statistics at high E D and low ␣ are due to the modified potential energy landscape becoming quite flat and isoenergetic ͑Fig. 3͒. On this flat, isoenergetic potential surface, alanine dipeptide experiences a random walk and does not properly sample the potential energy minima. The potential energy minima are not well defined on the flat modified potential surface, and the statistics are dominated by a few heavily weighted points.
On the other hand, when E D is relatively low as shown in Fig. 2 , the reweighted probability distributions for several values of ␣ ͑high and low͒ converge to the correct canonical distribution ͑Fig. 7͒ and are quite similar to that of the nor- 
Enhanced sampling
We have introduced an approach to extend the time scale of MD simulations and have shown that it converges to the correct canonical probability distribution. Another question that needs to be answered is whether this technique accelerates the sampling of the conformational space. We have tried to answer this question by carrying out a normal MD simulation and several accelerated molecular dynamics simulations at various values of E D on hepta-alanine starting with the helical structure, since that is the predominant configuration for polyalanine. These simulations were done at 300 K and then repeated at 400 K. Each simulation was carried out over 5ϫ10 6 steps of MD simulation ͑equivalent to 10 ns of normal MD simulation͒, with snapshot taken for analysis every 100 steps. The relative conformational free energy plots of the backbone angles of the fourth ͑ALA4͒ and third ͑ALA3͒ residues for the simulations are plotted in Figs. 8 and 9, respectively. During the normal MD, the peptide stayed close to the starting structure and sampled mainly the alpha-helical conformations. As E D is increased, other potential energy wells are sampled that are not observed in the normal MD. It can be seen that after reweighting, the alphahelical conformation, which is known to be the predominant species in solution, tends to be sampled heavily. The conformational space of the peptide is extensively explored using the accelerated MD method, and more configurations are sampled as the value of the boost energy, E D , is increased. Therefore, the higher the boost energy E D is set, the more aggressive the sampling becomes. Similar effects are observed at 400 K. This is reflected in the extent of acceleration of the molecular dynamics, as estimated by the boost factor calculated for each simulation using Eqs. ͑3͒ and ͑4͒.
Another interesting and informative way of looking at the simulation results is by performing a multivariate analysis such as principal components analysis ͑PCA͒, as previously described, 26, 27 on the concatenated snapshots of the normal and accelerated MD simulations. The positional covariance matrix of the Cartesian atomic coordinates of the backbone atoms of the three central alanine residues was calculated and then diagonalized to provide a set of eigenvectors representing different modes of conformational change and their corresponding eigenvalues. Each eigenvalue indicates the relative contribution of the corresponding mode to the overall dynamics. The ranking of the eigenvalues is shown in Fig. 10 , and it can be seen that the first two modes are the most dominant and contribute over 70% to the overall motion. Therefore, projections of the trajectory on the first and second modes for the normal and accelerated MD simulations at 300 K were analyzed and plotted in Fig. 11 as unweighted plots at each point and reweighted density plots. The multidimensional phase space reduced to 2D sampled by the peptide during the normal MD simulation is smaller than that sampled during the accelerated MD simulations as is evident from Fig. 11 . Conformations from the normal MD simulation fall into two clusters, while the accelerated MD simulations sample these two clusters as well as two others not seen in the normal MD simulation.
In order to have a thorough insight into the sampling of the accelerated MD simulations and the conformations that are present in each cluster of the plots of the two dominant modes in Fig. 11 , the plot of the accelerated MD when E D ϭ650.0 kcal/mol was quantitatively separated into four clusters using a simple k-means 28 clustering algorithm, as shown in Fig. 12 . Furthermore, the phi and psi backbone angles of the third and fourth residues for the conformations in each cluster were plotted in Fig. 13 . The cluster shown in black represents helical conformations wherein the backbone angles of the third and fourth residues are in the alpha-helical region as shown in Fig. 13 . The normal MD simulation is predominately made up of the black and blue clusters. The blue cluster is predominately made up of configurations with backbone angle of the fourth residue in the alpha-helical region and that of the third residue in the extended strand region. In addition, the accelerated molecular dynamics simulations also extensively sample other conformations not sampled by the normal MD simulation that fall in two additional clusters shown in Fig. 12 as red and green. The green cluster represents structures with backbone conformations of the fourth residue in the extended strand region and that of the third residue in the alpha-helical region. Fully extended structures with the backbone conformations of the fourth and third residues in the extended strand region on the phi/psi map fall in the red cluster. Therefore, from the above results, it can be seen that the accelerated molecular dynamics method samples the phase space more extensively than the normal molecular dynamics. Conformations that are not sampled by the normal molecular dynamics simulation are seen in the accelerated MD simulations.
The accelerated molecular dynamics approach falls into the class of enhanced sampling methods in which the energy barriers are effectively lower, so the system transitions between energy wells more rapidly. Two major advantages of the accelerated MD approach over many others are that little or no prior knowledge of the potential energy landscape is required, and that the boost is consistently applied throughout the potential energy surface. The latter property distinguishes this method from conformational flooding, wherein a flooding potential-similar to our bias potential-is added to the effective Hamiltonian of the system only around the configuration of the initial structure. This is done so as to only destabilize the initial configuration and allow the system to escape to another potential energy well in fewer computational steps.
Many simple techniques, including raising the temperature, have been devised to accelerate MD simulations and explore the conformational space of molecular systems. One of these techniques involves carrying out several short MD simulations on a particular system in which the starting conditions are different. Although some of these approaches may be quite useful to search for conformations, they may not be relied on to generate Boltzmann distribution of conformations which is very important in calculating thermodynamic quantities. Nonetheless, to fully assess the ability of our accelerated MD approach to explore the conformational space, we have carried out multiple short normal MD simulations starting with the same initial structure but with different initial velocities. The 5ϫ10 6 steps of normal MD were split up into five 1ϫ10 6 steps of normal MD simulations and then combined to analyze the backbone conformations of the third and fourth residues. This technique slightly improves the sampling of the conformational space, but not as extensively as the accelerated MD simulations ͑Figs. 8 and 9͒. The sampling of the conformational space can further be enhanced by starting the five different simulations with different conformations, but the combined trajectories will be less likely to lead to a Boltzmann distribution of conformations. The accelerated molecular dynamics method not only has the ability to extensively sample the conformational landscape, but also results in the generation of Boltzmann distribution of conformations.
CONCLUSION
Computational methods like molecular dynamics simulation are the only techniques that can be used to follow the time evolution of biological molecules, because there are presently no experimental techniques that can track precise dynamics in atomic detail. However, the time scale of molecular dynamics simulations is currently limited to nanoseconds, and simulations of biomolecules appear to be nonergodic because transitions between energy wells are rare, due to high energy barriers. This causes incomplete sampling for nanosecond length simulations. We have presented an approach that eases this problem by increasing the escape rate of a molecular system from potential energy wells while still accurately sampling the conformational space. By defining a simple and robust bias potential which raises the potential energy surfaces in regions where a normal molecular dynamics simulation spends a lot of computational steps, we have shown that the molecular dynamics can be accelerated with a defined boost factor and converges to the correct canonical probability distribution. Our definition of the bias potential echoes the shape of the potential energy landscape even at high boost energy, E D , thus allowing the potential energy wells to be accurately sampled. Also, our approach is computationally efficient: a single step of accelerated molecular dynamics requires only marginally more computation than a normal MD step, but on average represents far more simulated time. For example, a normal MD simulation of 5 ϫ10 6 steps on a system of 73 atoms carried out on a single 1000 MHz Pentium III processor ran for 13.4 hours. Under the same conditions, an accelerated MD simulation completed the same number of steps in 13.9 h. Therefore, present nanosecond time scale simulations of large biological systems can be accelerated greatly in approximately the same amount of computational time.
In this study, we choose to apply the boost to the dihedral torsion, since conformational changes in proteins mostly involve changes in torsions. However, the boost could be applied to regions of the potential energy function that correspond to the degrees of freedom that are significantly responsible for changes to the configurations of the system under consideration.
