Abstract. Let K = {K 0 , ..., K k } be a family of convex bodies in R n , 1 ≤ k ≤ n−1. We prove, generalizing results from [9] , [10] , [13] , [14] , that there always exists an affine k-dimensional plane A k ⊆ R n , called a common maximal k-transversal of K, such that for each i ∈ {0, ..., k} and each
Introduction
A convex body K ⊆ R n is a compact convex set with non-empty interior. A maximal k-section of a convex body K ⊆ R n is a set K ∩ A k , where A k ⊆ R n is an affine k-dimensional plane such that for each x ∈ R Here V k denotes the normalized Lebesgue measure defined on affine k-dimensional subspaces in R n (i.e., the measure of a unit cube is 1). Given a family K of convex bodies, a common maximal k-transversal of K is an affine k-dimensional plane A k for which K ∩ A k is a maximal k-section of K for each element K of K.
In this paper we give lower bounds on the size of the set C k (K) of all common maximal k-transversals of K, both from the measure theoretic and topological point of view. It is obvious that C k (K) is "in general" empty if |K| > k + 1, where |K| is the cardinality of the family K. We show that the condition |K| ≤ k + 1 that is "in general" necessary for the existence of a common maximal k-transversal of K is also sufficient (Theorem 6). When the size of the family K decreases below k + 1, we show that the set C k (K) increases both measure theoretically and topologically (Theorems 7 and 8). Theorem 9 is a link between these two results, which shows that a sufficiently cohomologically nontrivial compact C 1 submanifold (or more generally a compact (H ν , ν)-rectifiable, H ν -measurable subset) of a Grassmannian must also have a sufficiently large measure in its own dimension. Our methods are: reduction to a topological coincidence question for a family of continuous crosssections of a vector-bundle, integral geometry in homogeneous spaces, topology of Grassmannians, cohomological technics and Poincaré duality. Before we formulate precise statements of these theorems, let us review some other related combinatorial geometric results which serve as a motivation for studying these questions.
A review of motivating results
We will always assume that n ≥ 2. For C ⊆ R n , we denote by lin C and aff C the linear and affine subspace of R n spanned by C, respectively. O(n) denotes the orthogonal group in R n , that is the group of all linear isometries of R n , while SO(n) is the special orthogonal group {T ∈ O(n) | det T = 1}. The line segment with end-points x and y is denoted by [x, y]. Now we recall some definitions, cf. also [6] , 2.10.1-2. For a metric space X and m ≥ 0 the m-dimensional Hausdorff-measure H m is an outer measure defined on all subsets of X as follows: for A ⊂ X,
where diam means diameter. All closed subsets of X are H m -measurable (see [6] , pp. 54, 170). If m is a positive integer, one calls A ⊂ X, with H m (A) < ∞, (H m , m)-rectifiable, if
and A ε is the image of a bounded subset of R m by a Lipschitz map defined on this subset, cf. [6] , pp. 251-252. The 0-dimensional Hausdorff measure H 0 (A) of a set A equals its cardinality, if A is finite, and equals ∞ if A is infinite. One calls A ⊂ X (H 0 , 0)-rectifiable if A is finite, [6] , p. 252.
If X is a Euclidean space and A is a compact C 1 m-dimensional submanifold, then A is (H m , m)-rectifiable, and H m (A) coincides with the differential geometric m-dimensional volume (Theorems 3.2.26 and 3.2.39 in [6] ).
There are several star shaped sets associated with a convex body K ⊆ R n . For 0 ∈ int K the double chordal symmetral 2∆K of K (cf. [7] , Definition 5.1.3) is defined by 2∆K := {λu | u ∈ S n−1 , |λ| ≤ V 1 (K ∩(Ru))}, where Ru = {ru | r ∈ R}; ∆K is an 0-symmetric star-shaped set having the same chord lengths through 0 in all directions as K. The difference body of K (cf. [1] , §12, Section 53, or [7] , Section 3.2) is K + (−K); equivalently, it can be defined as {λu | u ∈ S n−1 , |λ| ≤ max{V 1 (K ∩(Ru+x)) | x ∈ R n }}. The inclusion 2∆K ⊆ K +(−K) readily follows from the definitions. 
Geometrically, this theorem says that 0 belongs to some affine diameter
Equivalently, in a more usual formulation, there exist two different parallel supporting hyperplanes of K, passing through x and y, respectively, cf. [10] , p. 293. The geometrical reformulation of the statement of the theorem remains true even without the assumption 0 ∈ int K. A purely geometrical proof can be found in [10] , while the proof in [17] uses elementary index theory as presented in [18] . [9] , Theorem 1 proves the geometrical reformulation in the case 0 ∈ K, but its arguments are easily modifiable to obtain the case 0 ∈ K as well.
For 0 ∈ int K the intersection body IK of K, introduced in [12] (cf. also [7] , Definition 8.1.1), is defined by
The cross-section body CK of K, introduced in [15] (cf. also [7] , Definition 8.3.1) is defined by CK :
Again there is an inclusion of the form IK ⊆ CK and a theorem relating the boundaries of these bodies. 
Geometrically, this theorem says that 0 belongs to a maximal (n−1)-dimensional section K ∩ u ⊥ of K, for some u ∈ S n−1 . In other words the section K ∩ u ⊥ has the property that, for each
). This geometrical reformulation holds even without the assumption 0 ∈ int K. Actually, not only that there must exist some u ∈ S n−1 for which K ∩ u ⊥ is maximal in the sense above, but the set of all such unit vectors cannot be included in a compact C 1 (n − 2)-dimensional submanifold (or more generally in an (H n−2 , n − 2)-rectifiable, H n−2 -measurable subset) of S n−1 , of (n − 2)-volume (or more generally (n − 2)-dimensional Hausdorff-measure) less than c n−2 , where c n−2 is the volume of the sphere S n−2 . Moreover, here c n−2 cannot be replaced by any larger number. It is implicit in the proof of Theorem 2 that there always exists a maximal (n − 1)-section K ∩ u ⊥ of K such that u ⊥ contains any given linear (n − 2)-dimensional subspace of R n prescribed in advance. The proof of this result is purely geometrical in combination with a simple continuity argument.
It was natural to try to generalize Theorems 1 and 2 both to the case of families of convex bodies and to the case of arbitrary k-dimensional maximal sections. As before Gr n,k is the Grassmann manifold of all linear k-dimensional subspaces of R n .
Theorem 3. ([14] Theorem 4) For any convex bodies
Hausdorff measure) less than some positive constant c n,k , where ν = (k − 1)(n − k). This is sharp in the sense that there exists some convex body K such that the above set is a smooth compact ν-dimensional submanifold of finite O(n)-invariant ν-measure. 
. That is, g is the direct sum of two orthogonal matrices h 1 acting on L 0 k and h 2 acting on lin{e k+1 , ..., e n } and graph 
, as required. It is implicit in the proof of Theorem 4 that there always exists a maximal
The proofs of Theorems 3, 4 and 5 used partly geometrical arguments, sometimes involved ones, together with elementary topological tools like Grünbaum's theorem on non-existence of continuous even unit tangent vector fields on S n−1 , Brouwer's fixed point theorem, and the Borsuk-Ulam theorem on the non-existence of odd continuous mappings S n−1 → S n−2 .
Observe that the equivalent (geometrical) form of Theorem 1 which refers to the maximal 1-sections (without assuming 0 ∈ int K) is a special case of Theorem 3, when one body is chosen to be the unit ball centered at 0. Similarly, the geometrical form of Theorem 2 (again without assuming 0 ∈ int K) is a particular case of Theorem 4 (up to the value of the constant c n,k ). Moreover, the assertion after Theorem 2 about the existence of a maximal (n − 1)-section K ∩ u ⊥ of K such that u ⊥ contains any linear (n − 2)-dimensional subspace L n−2 ⊆ R n , prescribed in advance, is a special case of Theorem 5 as well. Indeed, it is sufficient to apply Theorem 5 to the family {K, B 1 , . . . , B n−1 }, where B i are unit balls which have the property that the affine hull of their centers is equal to L n−2 .
The main objective of this paper is to extend Theorems 3, 4 and 5 to the general case of k-sections, where 1 ≤ k ≤ n − 1.
Statements of new results
In this section we formulate several results about common maximal k-sections for families of convex bodies in R n . The first result is an existence result. It is shown that common maximal k-transversals exist if the given family
of convex bodies consists of l + 1 ≤ k + 1 elements. The proof of this theorem is topological and follows from the assertion that (w n−k ) k ∈ H k(n−k) (Gr n,n−k ; Z 2 ) is nonzero, where w n−k is the top Stiefel-Whitney class of the canonical (n − k)-plane bundle over Gr n,n−k . The following two theorems (Theorems 7 and 8) are of more quantitative nature. In Theorem 7 we show that measure theoretically the set C k (K) of all common maximal k-transversals of K is "sufficiently large" with respect to a measure defined on the Grassmannian Gr n+1,k+1 . The argument is based on a generalized Cauchy-Crofton-Poincaré formula from integral geometry. In Theorem 8 we show that the set C k (K) is cohomologically nontrivial in the following sense. There exists a cohomology class θ ∈ H n−k (Gr n+1,k+1 ; Z 2 ) such that for each open neighborhood U of C k (K), the class θ l+1 is contained in the image of the homomorphism
, where Gr := Gr n+1,k+1 and the cohomology is taken with Z 2 -coefficients. Finally, in Theorem 9 we establish a link between Theorems 7 and 8 by showing that any compact subset cohomologically nontrivial in the sense of Theorem 8 must be measure theoretically "large" in the sense of Theorem 7. This means that Theorem 8 is formally more general than Theorem 7. Note however that the key non-topological ideas in the proof of Theorem 9 are already present in the proof of Theorem 7, so this theorem can also be seen as a companion of Theorem 7.
n there exists an affine common maximal ktransversal. In other words there exists an affine k-dimensional plane A k such that for each x ∈ R n and each i ∈ {0, ..., k},
Simple examples show that there exist families
of convex bodies in R n such that the common maximal k-section, whose existence was asserted in the previous theorem, is unique (cf. remarks following Theorem 9) . If the size of the family K is l + 1, where l < k, then the set C k (K) of all common maximal k-sections is not only non-empty but is quite big both from a measure theoretic and a topological point of view. The exact statements are given in the following two theorems.
We assume that R n is embedded in the real projective space RP n in the usual way. Thus an affine k-dimensional plane A k of R n becomes a projective k-dimensional plane of RP n , that can be identified with a linear (k + 1)-dimensional plane of
Thus the set of all affine k-dimensional planes of R n will be considered as a (dense open) subset of the Grassmannian Gr n+1,k+1 , and the
Hausdorff-measure with respect to the O(n + 1)-invariant Riemannian metric ds 2 on Gr n+1,k+1 , defined like after Theorem 4 (for n, k rather than n + 1, k + 1).
This is sharp in the sense that there are choices of
K such that C k (K) is a compact C ∞ ν-dimensional manifold of finite O(n + 1)-invariant ν-measure. Definition 1. Let K be a compact subset of a compact manifold M . We say that a cohomology class θ ∈ H p (M ; Z 2 ) is concentrated in an arbitrarily small neighborhood of K if, for each open neighborhood U of K, the class θ is contained in the image of the map H p (M, M \ U ; Z 2 ) → H p (M ; Z 2 ).
Definition 2.
Suppose that A is a subspace of the topological space X. The Lyusternik-Shnirel'man category Cat X (A) of A relative to X is the minimum cardinality of a family F of closed sets such that F = A and each element F ∈ F is contractible to a point by a homotopy that moves F inside X.
As before, we consider the affine Grassmannian AGr n,k of all affine k-dimensional planes in R n as a subspace of the manifold of all k-dimensional planes in the projective space RP n which can be considered also as the Grassmannian Gr = Gr n+1,k+1 of all linear (k + 1)-dimensional subspaces of R n+1 .
Theorem 8. Let us make the same assumptions about n, k, l and K as in The- 
containing C is at least c n,k,l , where c n,k,l is the same constant as in Theorem 7. Before turning to the proofs we make some remarks. For l = k Theorem 7 reduces to Theorem 6. Theorem 6 is sharp in the sense that in general for k + 2 convex bodies K 0 , ..., K k+1 ⊆ R n there does not exist an affine k-dimensional plane A k such that K i ∩ A k is a maximal k-section of K i : take k + 2 unit balls with centers not lying in an affine k-dimensional plane. Similarly, for k + 1 convex bodies K 0 , ..., K k ⊆ R n in general there do not exist two affine k-dimensional planes with the stated property: take k + 1 unit balls with centers not lying in an affine (k − 1)-dimensional plane. Moreover, Theorem 6 includes Theorems 3 and 5, while Theorem 7 includes Theorem 4, by choosing l = 1, K 0 = K, K 1 the unit ball with center 0.
Proofs of the theorems

Proof of Theorem 6.
We begin with the observation that it suffices to prove the theorem for strictly convex bodies. Recall that a convex body K is strictly convex if bd K does not contain a line segment. This observation is based on the fact that each convex body can be approximated (in the sense of the Hausdorff distance) by strictly convex smooth (C 1 ) bodies ( [1] , §6, Sect. 27). Also, if K m ⊆ R n , m ∈ N , is a sequence of convex bodies converging in the Hausdorff metric to a convex body
The details of this argument can be found in [14] . We conclude from here that the general result follows from the result in the special case of strictly convex bodies, so from here on we assume that all bodies K i are strictly convex.
Our general plan of the proof is to reduce the problem of the existence of common maximal k-transversals to a topological coincidence question for a family of continuous cross-sections of a vector bundle over a Grassmannian manifold. A similar plan was applied in [14] and to other combinatorial geometric problems in [20] and [4] .
(The relative boundary (relbd) and relative interior (relint) are taken with respect to L ⊥ k .) Hence f i (x) is a continuous function on π(K i ) which attains its maximum in relint (π(K i )), and for such a point of maximum x we have that
Moreover, this maximum point x is unique. Indeed, if there were two maximum points x 1 , x 2 ∈ relint (π(K i )), then by concavity of f i on π(K i ) we would have
. From here and the well-known fact that the Brunn-Minkowski inequality is strict unless the convex bodies are homothetic (cf. [1] , §11, Sect. 48), we deduce that
Therefore bd K i contains a line segment, contradicting strict convexity of K i .
So we have a function
lie in a compact set. This is sufficient to imply the continuity of the function
The details of the above arguments can be found in [14] .
The theorem clearly follows if we can find a plane L k ∈ Gr n,k and some
In other words we have to prove that for some L k ∈ Gr n,k we have a coincidence
Note that each of the functions x i can be considered as a continuous cross-section of the canonical (n − k)-plane bundle over the Grassmann manifold Gr n,n−k . Recall that the total space of this bundle is
n } with the topology inherited from the product space Gr n,n−k × R n , and its projection is (L [5] or [20] , Proposition 2, any k continuous cross-sections of this bundle have a common zero. In other words, there exists a plane
, which completes the proof of the theorem.
In the proof of the following theorem the integral geometric considerations, leading to the proof of (3) in the (H ν , ν)-rectifiable, H ν -measurable case, were kindly communicated to us by R. Howard.
Proof of Theorem 7. 1. We want to prove that the set C k (K) cannot be included in an (H ν , ν)-rectifiable, H ν -measurable subset of O(n+1)-invariant ν-dimensional Hausdorff measure smaller than a positive constant c n,k,l . For l = k the set C k (K) is not empty, an (H 0 , 0)-rectifiable set is just a finite set, and 0-dimensional Hausdorff-measure of a finite set is just cardinality of the set. Hence we may choose c n,k,k = 1. Now let 0 ≤ l < k. Let us choose k − l additional bodies K l+1 , ..., K k . It is convenient to choose these bodies to be unit balls such that their centers are affinely independent. Obviously each affine (k − l − 1)-dimensional plane can arise as the affine hull of these centers, for an appropriate choice of these balls. Then by Theorem 6 there exists an affine k-dimensional plane A k ⊆ R n such that for each i ∈ {0, ..., l} we have that K i ∩ A k is a maximal k-section of K i , and A k contains an arbitrary affine (k − l − 1)-dimensional plane A k−l−1 given in advance. Moreover, we may take also projective (k − l − 1)-dimensional planes P k−l−1 rather than affine ones. In fact, if a projective (k − l − 1)-dimensional plane P k−l−1 lies in the infinite hyperplane of R n , e.g., is the infinite hyperplane of lin {e 1 , ..., e k−l }, then we choose the centers of the unit balls K l+1 , ..., K k at λe 1 , ..., λe k−l , and let λ → ∞. Again by Theorem 6 there exist affine k-dimensional planes A k (λ) which give maximal k-sections of all bodies K 0 , ..., K l and which converge to a (projective) k-dimensional plane A k that necessarily contains P k−l−1 . But then, for each i ∈ {0, ..., l} we have that K i ∩A k is a maximal k-section of K i (cf. [14] , cited in the beginning of the proof of Theorem 6).
For a projective (
Recall that C k (K) = {A k | A k ⊆ R n is an affine k-dimensional plane such that (∀i ∈ {0, ..., l}) K i ∩ A k is a maximal k-section of K i }. Henceforward we will consider C k (K) as a set of projective k-dimensional planes. Then the above assertion about projective (k − l − 1)-dimensional planes can be reformulated as follows:
The set C k (K) of affine, thus projective k-dimensional planes in R n will be considered as a subset of Gr n+1,k+1 , and we will identify the projective (
Moreover, we will write S k (P k−l−1 ) as S k+1 (L k−l ), and we will consider it as a set of linear (k + 1)-dimensional subspaces of R n+1 . Thus
Now we recall some integral geometric considerations from [3] and [11] . We follow the notation of [11] but will use that the results hold in the generality given in [3] . Let G be a Lie group, K ⊆ G a compact (thus Lie) subgroup of G, and G/K the homogeneous space of left cosets ξK of K in G. Then G acts on G/K by g(ξK) = (gξ)K. Let π : G → G/K denote the natural projection, whose derivative will be denoted by π ′ . Suppose that G has a Riemannian metric ds 2 , that is left invariant on G, moreover is right invariant under elements of K. We denote the corresponding bilinear form on G by , . This induces a G-invariant Riemannian metric ds ′2 on G/K. The corresponding bilinear form is denoted by , ′ , and it is described as follows:
where x ∈ G/K, and ξ is any element of π 
holds. Here dg is the volume form on G associated with the Riemannian metric ds 2 on G, cf. [11] , Remark 2.6, and the Hausdorff measures are taken with respect to the Riemannian metric ds
3) is a type of "integrated absolute value of sine of angle" and for our purposes all that matters is that 0
This can be seen by modifying the arguments in either [3] or [11] . We briefly indicate how to do the modifications of the arguments of [11] . First note that the proof of the Basic Integral Formula ([11] page 7; assuming G is unimodular this is essentially the special case of the formula above where K = {e} is the trivial subgroup of G) only depends on Sard's theorem, the coarea formula, and some changes of variables in integrals. If in deriving formula (2-12) on page 8 of [11] the smooth coarea formula is replaced by the form given by Federer (cf.
[6] Theorem 3.2.22, p. 258) we get the same formula except that now M and N are as above and (using the notation of [11] p. 8) the fibers
The rest of the proof is pretty much word for word the same. Therefore the Basic Integral Formula of [11] holds when M and N are H rectifiable and measurable subsets of G. The Poincaré's formula ( [11] Theorem 3.8 p. 15) follows from the Basic Integral Formula by purely formal considerations (basically changes of variables in integrals) so it will also hold for H rectifiable measurable sets M and N .
We apply this inequality to G = SO(n + 1),
, where O(k + 1) acts on lin {e 1 , ..., e k+1 } and O(n − k) acts on lin {e k+2 , ..., e n+1 }, where {e 1 , ..., e n+1 } is the standard orthonormal base of R n+1 . Then K is the stabilizer of lin {e 1 , ..., e k+1 } in SO(n + 1), hence G/K can be identified with Gr n+1,k+1 , with π : G → G/K given by π(g) = g(lin {e 1 , ..., e k+1 }) for g ∈ SO(n + 1).
We define the biinvariant Riemannian metric ds 2 on G as follows. We have that T G I , the tangent space of G at I, i.e., the Lie algebra of G, is the set of all skewsymmetric n + 1 by n + 1 matrices. Then for T G I ∋ (a ij ) we let ds 2 = i<j a
. This has a left-invariant and a right-invariant extension to G, which however coincide, to give a biinvariant extension ([11], 3.12.a) .
Next we consider the derivative of π at I, i.e., π ′ (I) : T G I → T (G/K) π(I) . We recall from the remarks following Theorem 4 that T (G/K) π(I) is the set of all linear transformations lin {e 1 , ..., e k+1 } → lin {e k+2 , ..., e n+1 }. Then we have for
is obtained the following way. We extend (a ij ) 1≤j≤k+1 k+2≤i≤n+1 to an n + 1 by n + 1 matrix (a ij ) ∈ (ker π ′ (I)) ⊥ , i.e., to a skew-symmetric matrix satisfying a ij = 0 for i, j ≤ k + 1 and for i, j > k + 1, and evaluate ds 2 for the obtained matrix. This however gives us i<j a
considered by [11] equals the O(n + 1)-invariant Riemannian metric ds 2 on Gr n+1,k+1 , introduced after Theorem 4 (for n, k rather than n + 1, k + 1), and considered in this theorem. Since both of these Riemannian metrics are SO(n + 1)-invariant, they coincide on the whole G/K. Now suppose that C k (K) is included in an (H ν , ν)-rectifiable, H ν -measurable subset M of Gr n+1,k+1 , where ν = (k − l)(n − k). We are going to show that the O(n + 1)-invariant ν-dimensional Hausdorff-measure of M , in the sense of the O(n+1)-invariant Riemannian metric ds ′2 on Gr n+1,k+1 considered in this theorem, is at least a suitably chosen positive constant c n,k,l .
By (2) we have for each
Applying the above cited results from [11] , for almost all g ∈ SO(n + 1) we have that M ∩ gN is a finite subset of Gr n+1,k+1 , and we have by (3) (4)
where
Since for almost all g ∈ SO(n + 1) we have that M ∩ gN is a finite set, in which case 1 ≤ H 0 (M ∩ gN ), we have
The inequalities (4) and (5) together imply
for a suitably chosen positive constant c n,k,l , as asserted.
2. It remains to be shown that, for some choice of the convex bodies K 0 , ..., K l in R n , the set C k (K) of affine k-dimensional planes A k ⊆ R n in question is a compact C ∞ ν-dimensional submanifold of Gr n+1,k+1 , of the considered O(n + 1)-invariant ν-measure some finite number, for ν = (k − l)(n − k).
Let K 0 , ..., K l ⊆ R n be unit balls, whose centers span an affine l-dimensional
is the linear (l + 1)-dimensional subspace of R n+1 , corresponding to the affine (thus projective)
Remark. Using [11] it is not difficult to give the constant c n,k,l from the above proof explicitly also for l < k. In fact, (4) and (5) give
2 is biinvariant on G and π is a Riemannian submersion, we have Vol (Gr n−k+l+1,l+1 ) = Vol (SO(n−k+l+1))/[2Vol (SO(l+1))·Vol (SO(n−k))]. It remains to observe that by [11] 
(which are contained in a compact subset of Gr n+1,k+1 independent of m), lie, for m sufficiently large, in an arbitrarily small open neighborhood of C k (K), prescribed in advance.
Next we recall some well known facts about the topology of Grassmannians. Standard references are [16] , [8] , [2] as well as other more elementary topological textbooks. We include the relevant details to make the proof as self-contained as possible.
The direct sum decomposition R n+1 ∼ = R n ⊕ R and the identification of R n with the hyperplane H := {x ∈ R n+1 | x n+1 = 1} allows us to view the affine Grassmann manifold AGr n,k of all affine k-dimensional planes in R n as a submanifold of Gr n+1,k+1 . More precisely, the manifold AGr n,k is embedded in Gr n+1,k+1 by the map which sends a k-dimensional plane L ∈ AGr n,k to the (k + 1)-dimensional linear subspace of R n+1 spanned by L. From now on, AGr n,k will be often identified with its image in Gr n+1,k+1 . The space N 0 := Gr n+1,k+1 \ AGr n,k is identified as the Grassmann manifold Gr n,k+1 of all "horizontal" (k + 1)-dimensional planes in Gr n+1,k+1 . The "dual" manifold N 1 of all "vertical" (k + 1)-dimensional planes in Gr n+1,k+1 , i.e., the planes which contain the basic vector e n+1 , is clearly homeomorphic to Gr n,k . Indeed, each vertical (
A very important observation, already used in the proof of Theorem 6, is that the space
of all non-horizontal (k + 1)-dimensional linear subspaces of R n+1 is homeomorphic to the total space of the canonical (tautological) (n − k)-dimensional bundle ξ n−k over Gr n,k ∼ = Gr n,n−k . Recall that a k-dimensional plane P ∈ AGr n,k is of the form P = L k + e n+1 + v where L k is the unique parallel horizontal k-dimensional linear subspace in R n and v ∈ R n . Note that there exists a unique vector v ∈ L ⊥ k in the linear subspace of R n orthogonal to L k such that P = L k + e n+1 + v. This defines a bijective correspondence P → (L k , v) which proves the assertion that AGr n,k is a tautological, (n − k)-dimensional bundle over Gr n,k . Note that the zero section of this bundle is naturally identified with the manifold N 1 . This follows from the fact that the zero section consists of the planes P = (L k , v) for which v = 0. Note that this implies that AGr n,k = Gr n+1,k+1 \ Gr n,k+1 is an open "tubular" neighborhood of N 1 which can also be seen as the normal bundle ν(N 1 ) to N 1 in Gr n+1,k+1 . All the (co)homologies are understood to be with Z 2 coefficients. Let [N 1 ] be the fundamental class of N 1 , i.e., the generator of the group
By a slight abuse of notation, let [N 1 ] be also the image of this class in H k(n−k) (Gr n+1,k+1 ) upon the embedding N 1 → Gr n+1,k+1 . The Poincaré dual of the class [N 1 ], denoted by θ, is a cohomology class in H n−k (Gr n+1,k+1 ). Actually, by the usual link between the Poincaré duality and the Thom isomorphism theorem, see e.g. [2] or [16] (Theorem 10.2), Chapter VI, especially Section 11, θ can be seen as a class in
, Gr n+1,k+1 \ Gr n,k+1 ). Moreover, the Thom isomorphism theorem says that each class ω ∈ H * (ν(N 1 ), ν(N 1 ) \ N 1 ) has a unique decomposition of the form ω = w θ where w ∈ H * (ν(N 1 )) ∼ = H * (N 1 ). In particular θ 2 = w n−k θ where w n−k is the top Stiefel-Whitney class of the bundle ν(N 1 ) → N 1 or equivalently the Z 2 -Euler class of the bundle ξ n−k over Gr n,k defined above. Hence,
It is a well known fact, already used in the proof of Theorem 6, that (w n−k ) k = 0. A cohomological proof of this observation can be found in [5] , see also [20] , while an alternative proof, based on Schubert calculus, is in [8] , section 1.5. From here we deduce that θ k+1 = w k n−k θ = 0 which follows from w k n−k = 0. Let x i : Gr n,n−k → ξ n−k , i = 0, ..., l, be the sections of the bundle ξ n−k ∼ = ν(N 1 ) ∼ = AGr n,k , introduced in the proof of Theorem 6. Recall that 
From here it follows, essentially by the argument of Theorem 11.10 in [2] , Ch. VI, p. 373, that θ l+1 is in the image of the map
which means that θ l+1 is concentrated in an arbitrarily small neighborhood of the set C k (K), in the sense of Definition 1.
In the proof of Corollary 1 we assume that the cohomology we work with is a continuous extension of the singular cohomology theory, say theČech or the Alexander-Spanier-Kolmogoroff cohomology theory. This is only a technical assumption, similar to the corresponding assumptions in Poincaré-Lefschetz duality theorems.
Proof of Corollary 1.
Suppose that Cat Gr (C k (K)) ≤ k − l. This means that there exists a family F = {F 1 , ..., F k−l } of closed subspaces of Gr = Gr n+1,k+1 such that
and each F i is contractible to a point by a homotopy which moves F i inside Gr. More precisely, this means that the inclusion map F i ֒→ Gr is homotopic to a constant map and as a consequence of this, the induced map 
is also trivial. From the cohomology exact sequence of a pair we conclude that there exists a class θ i ∈ H n−k (Gr, V i ; Z 2 ) which is mapped to the class θ by the homomorphism H n−k (Gr,
. By Theorem 8, the class θ l+1 is concentrated in an arbitrarily small neighborhood of C k (K). It follows that there exists a class θ 0 ∈ H (n−k)(l+1) (Gr, Gr \ V ; Z 2 ), where V := k−l i=1 V i , which is mapped to the class θ l+1 . We conclude that the class θ 0 θ 1 · · · θ k−l ∈ H (n−k)(k+1) (Gr, Gr; Z 2 ) ∼ = 0 is mapped to the class θ k+1 . This is a contradiction to the fact from Theorem 8, that θ k+1 = 0.
Proof of Theorem 9.
The key topological property of the set C k (K), used in the proof of Theorem 7, was the relation (1). We will show that the set C has the same property, i.e. that (1 a ) for each projective (k−l−1)-dimensional plane
After we establish (1 a ), the rest of the proof will be just the repetition of the proof of Theorem 7. So let us concentrate on the proof of (1 a ). Given a (k−l−1)-dimensional plane P k−l−1 , let M be the manifold of all projective k-dimensional planes P such that P k−l−1 ⊆ P and let [M ] be its fundamental class. Alternatively, the manifold M can be described as the space of all linear (k + 1)-dimensional subspaces in R In other words, the class θ l+1 is, by assumption, concentrated in an arbitrarily small neighborhood of C and θ k−l , being a Poincaré dual, is concentrated in an arbitrarily small neighborhood of the manifold M . Since the nonzero class θ k+1 = θ l+1 θ k−l is concentrated in an arbitrarily small neighborhood of C ∩ M , we conclude that this set is nonempty and the relation (1 a ) follows. Note that this proof is essentially a repetition of the argument already used in the proof of Corollary 1, see also the proof of Theorem 11.10 from [2] , Ch. VI, p. 373.
Counterexamples for non-convex bodies
One can ask if one could replace the convex bodies K i with more general, say compact sets. However, for 1-dimensional sections this is not the case, as shown by an example kindly communicated to us by J. Matoušek.
Example 1. (J. Matoušek)
The geometrical form of Theorem 1, without assuming 0 ∈ int K (and hence the stronger Theorem 3), is false for the compact set K = {x ∈ R n | r 1 ≤ x ≤ r 2 }, where 0 < r 1 < r 2 (and for K 1 = K and K 2 the unit ball of R n , respectively). In particular, for n = 2 the (geometrical forms) of Theorems 1 to 8 and Corollary 1 (without assuming 0 ∈ int K at Theorems 1 and 2), with the maximal k-sections, are not valid for all compact sets.
Proof. If a line A 1 in R n has a distance x from 0, then V 1 (K ∩ A 1 ) = 2( max(r 2 2 − x 2 , 0) − max(r 2 1 − x 2 , 0)), that attains its maximum for x = r 1 . Hence all maximal 1-sections are those with A 1 being tangent to the ball of radius r 1 about 0, and none of these lines A 1 contains 0.
Based on this example, we can give further examples, for k-dimensional sections, 1 ≤ k ≤ n − 1.
Example 2. For each k ∈ {1, ..., n − 1} the statement of Theorem 6 (and that of its special case Theorem 5) is not valid for all compact sets K i .
Proof. Let K 1 = K × B k−1 , where K = {x ∈ lin {e 1 , ..., e n−k+1 } | r 1 ≤ x ≤ r 2 } (with 0 < r 1 < r 2 ) and B k−1 = {x ∈ lin {e n−k+2 , ..., e n } | x ≤ 1}, and let K 2 , ..., K k+1 be k unit balls centered at 0, e n−k+2 , ..., e n . Let A k ⊆ R n be an affine k-dimensional plane, and suppose that K i ∩ A k is a maximal k-section of K i for any i ∈ {2, ..., k+1}. Then A k passes through the centers of K 2 , ..., K k+1 , hence is of the form A k = A 1 × lin {e n−k+2 , ..., e n }, where 0 ∈ A 1 ⊆ lin {e 1 , ..., e n−k+1 } is a linear 1-dimensional subspace. Then, by Example 1,
) for x ∈ lin {e 1 , ..., e n−k+1 } orthogonal to A 1 and x = r 1 , hence K 1 ∩A k is not a maximal k-section of K 1 .
for contributing Example 1, to R. Howard for communicating us the proof of the integral geometric formula (3) for the (H ν , ν)-rectifiable and H ν -measurable case and kindly agreeing to include it to this paper, and to the referees for their detailed remarks improving this paper. (One referee also noted the extendability of our results to the (H ν , ν)-rectifiable and H ν -measurable case. Our original version of Theorems 7 and 9 concerned only the C ∞ case.)
