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Abstract Facility location is a prime decision to be made in many organizations around the globe. The
hub location problem is one of the main variants of the facility location problem, with applications in
telecommunications, the airline industry, and etc. In this paper, we deal with an incomplete hub-covering
network design problem, where the exact locations of demands are unknown and are estimated as fuzzy
variables. An earlier model in the hub location literature has been modified to address the uncertainty in
the problem. In order to solve this problem, an efficient simulation-embedded Variable Neighborhood
Search (VNS) has been designed and its performance has been validated using the well-known CAB
dataset.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Facility Location (FL) is a noteworthy problem in supply
chain management. It is a strategic issue in private and public
sectors, with applications ranging fromdistribution centers and
hospitals to landfills. The development of one or some facilities
is a costly project, which depends on many environmental,
political, and financial factors.
The Hub Location Problem (HLP) has been an interesting,
yet challenging, topic in FL. It arises in many different contexts,
such as telecommunications, supply chainmanagement, airline
industry, computer networks, and etc. In order to achieve
high levels of efficiency, as well as improve customer service
and short transit times that comply with actual logistics
requirements, many LTL trucking companies operate hub-and-
spoke networks [1]. In a hub network, nodes are categorized
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between spoke nodes, each flow between spoke nodes ought
to pass at least one hub. Hub networks may be shown using
two types of sub-network: hub-level and access-level. The
hub-level network connects the hubs and the access-level
network consists of spoke links connecting spokes to hubs.
It is often assumed that the hub-level network should be a
clique, which means that each hub can send flow directly to
every other hub [2]. However, it is known that nearly the
same service quality may be achieved, in terms of cost or
time, using incomplete hub networks. Due to some technical
constraints, organizational policies, or limited budget to invest
in hub network design, the incomplete hub network could be
a better design alternative in hub network design. The work
of Nickel et al. [3] could be considered the first publication
addressing incomplete hub networks. They assumed that there
is a fixed cost of locating hub arcs and modeled a multiple
allocation hub location problem.
In what follows, a covering version of the incomplete hub
location problem has been addressed. In an incomplete hub-
covering location problem, the main questions to be answered
are:
• Which hubs to be located;
• Which hub links to be established;
evier B.V. Open access under CC BY-NC-ND license.
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• How to assign spokes to hubs;
such that the coverage criterion is satisfied. The covering
criterion may be one of these criteria:
• The total cost/time between any origin-destination is below
a value;
• The cost/time for each link is limited;
• The cost/time between any origin-hub and any hub-
destination is less than a pre-determined value.
In this paper, we consider the first type of covering criteria.
A fundamental issue when dealing with most real-world
applications is data imprecision, and HLP is no exception. In
practical applications, owing to subjective judgment, impre-
cise human knowledge and perception, it is reasonable to sup-
pose that statistic data also inherit uncertainty in the sense of
vagueness [4]. Traditionally, twomain approaches exist to solve
location problems in uncertain environments: the stochastic
approach and the fuzzy approach. Using the stochastic ap-
proach has some drawbacks as follows:
• Gathering data to fit a probability distribution is usually too
costly and cumbersome in practice;
• There is a lack of data in many applications, especially when
the network is designed from scratch, and usually no data
are available at all;
• In some applications, the data are noisy and not reliable.
Therefore, one may resort to using fuzzy variables instead
of probability theory to handle ambiguity in hub location
problems. Fuzzy variables could be used in order to model and
solve various hub location problems. Perez et al. [5] claimed that
in real applications, the facility location can be full of linguistic
vagueness. Such vagueness can be appropriatelymodeled using
networks with fuzzy values to describe nodes and weights, or
the importance of nodes, lengths of paths, and etc. Real-world
examples of fuzzy location problems abound, such as locating
emergency warehouses in cases of natural disasters, where it
is almost impossible to predict the location and severity of
the disaster. Another example is locating collection centers in
closed-loop supply chains where demands are unknown.
While, in most hub location publications, it is assumed that
the locations of nodes are known exactly, in some applications,
such as telecommunications or SMS centers, this assumption
is not true. Hereby, we assume a problem in two-dimensional
space. In each instance of time, a node is located somewhere
in the space, and x and y coordinates are associated with it. In
other words, each node could be located in a specific locationin the 2-D space. For each node, two membership functions
should be assigned representing the x and y coordinates.
These membership functions could be assigned based on the
knowledge of experts, prior knowledge, or any other approach,
such as the one used in PERT analysis. Figure 1 shows a sample
problemwith Gaussianmembership functions assigned to each
node. Each node is assumed to move inside a rectangle and a
membership degree is associated with each point inside the
rectangle. In Figure 1, the possibility of a demand being in a
specific location is different, and is depicted in the figure using
colors.
The main contributions of this paper are:
(a) Proposal of a model, in which locations of demands are not
known precisely;
(b) Proposal of an efficient variable neighborhood search to
solve the problem;
(c) Proposal of a fuzzy simulation approach to solve the fuzzy
hub-covering location problem in incomplete networks.
The remainder of this paper is organized as follows. In
Section 2, a literature review of hub location problems is given.
Section 3 deals with the basics of credibility theory. The model
formulation is available in Section 4. Section 5 is dedicated
to the solution procedure and computational experiments are
given in Section 6. Finally, Section 7 gives the conclusion and
areas for future research.
2. Background
2.1. Hub-covering location problems
The Hub Location Problem (HLP) has a lengthy and rich
background. From the beginning of the 21st century, an
increase in the number of publications regarding HLP has been
witnessed. The concept of HLP dates back to the 1970s, when
Goldman [6] defined the network hub location problem for the
first time. Later, O’Kelly [7] presented the first mathematical
formulation for a hub location problem. He studied the
American airline passenger network and proposed the single
allocation p-hub median problem, which has gained the most
attention so far among various hub location problems. He also
proposed a well-known dataset called CAB for hub location
problems, involving passenger flowsbetween25US cities. Since
then, many contributions have been made to hub location
literature. Hub arc location [8,9], the latest arrival hub location
problem [10], the latest arrival case with stopovers [11], and
the reliable hub location problem [12] are some examples
of recently proposed major extensions to the traditional hub
location problem. The computational hurdle posed by HLP
limited the publication of papers until the 1990s, when using
metaheuristics flourished with the rapid growth of computer
capability.
While many publications have been dedicated to the unca-
pacitated version of HLP [13–17], there are others considering
capacities for hub nodes or links, such as Costa et al. [18], Contr-
eras [19], Randall [20], Yaman and Carello [21], and Yaman [22].
In this paper, we do not aim to review all hub location
problems and refer interested readers to valuable reviews, such
as that of Alumur and Kara [23], which is an elegant and
comprehensive review of network hub location problems. They
classified the network hub location problems into four distinct
sub-problems as the p-hub median problem, the hub location
problem with fixed costs, the p-hub center problem and the
hub-covering problems.
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Subject Year Author(s)
Hub arc location problem 2005 Campbell et al. [24,25]
HLP considering congestion at hubs 2005 Elhedhli and Hu [26]
Latest arrival HLP with stopovers 2007 Yaman et al. [11]
HLP as a set ofM/M/1 queuing hubs nodes 2007 Rodriguez et al. [27]
Conditional p-hub median location problem 2009 Eiselt and Marianov [28]
Stochastic p-hub center with service level constraints 2009 Sim et al. [29]
Reliable hub location problem 2009 Kim and O’Kelly [12]
HLP for time definite transportation 2009 Campbell [30]
Efficient formulations of incomplete HLP 2009 Alumur and Kara [31]
HLP with multiple capacity levels 2010 Correia et al. [2]
Competitive HLP in liner service providers 2010 Gelareh et al. [32]
Game theoretical model in HLP 2010 Lin and Lee [33]
Design of an intermodal hub-and-spoke network 2010 Ishfaq and Sox [34]
A real-world case study of HLP in Morocco 2010 Menou et al. [35]
Stochastic uncapacitated HLP 2011 Contreras et al. [36]
HLP with capacity decision and balancing requirements 2011 Correia et al. [37]
Partitioning-hub-location-routing problem 2011 Catanzaro et al. [38]
Allocation strategies in HLP 2011 Yaman [39]
Ordered median hub location problem 2011 Puerto et al. [40]
HLP with decentralized management 2011 Vasconcelos et al. [41]
Evolutionary algorithm for capacitated HLP 2011 Kratica et al. [42]
M/M/c queuing model for hub-covering problem 2011 Mohammadi et al. [43]
Hierarchical HLP with fuzzy demands 2011 Davari and Fazel Zarandi [44]
Hub network design of wagonload traffic 2011 Sender and Clausen [45]
Using fuzzy goal programming in reliable HLP 2011 Hansen and Mladenovic [46]
HLP in transportation networks 2011 Gelareh and Nickel
Fuzzy dynamic virtual HLP 2011 Taghipourian et al. [47]
Hub-covering location with different coverage types 2011 Karimi and Bashiri [48]
Single allocation hub location problem under congestion 2012 De Camargo and Miranda [49]
The Q -coverage multiple allocation hub-covering problem with mandatory dispersion 2012 Fazel Zarandi et al. [50]
Multimodal hub location and hub network design 2012 Alumur et al. [51]
HLP with uncertainty 2012 Alumur et al. [52]
Uncapacitated multiple allocation HLP for transportation networks 2012 Gelareh and Nickel [53]
Uncapacitated single allocation p-hub maximal covering problem. 2012 Hwang and Lee [54]
Applying minimum-risk criterion to stochastic hub location Problems 2012 Zhai et al. [55]To present an overview of the recent contributions in HLP,
Table 1 shows some major and recently published papers
pertinent to HLP.
The incomplete hub location problem is an extension to the
classical hub location problem that has recently been consid-
ered by scholars. Calik et al. [56] presented the single allo-
cation hub-covering problem over incomplete hub networks.
They proposed a tabu-search based heuristic approach in or-
der to solve the hub-covering location problemover incomplete
hub networks. Later, Alumur et al. [31] proposed a new efficient
formulation for incomplete hub location problems and stud-
ied median, fixed cost, center and covering variants, assuming
single-allocation. Results showed that the formulation of Alu-
mur et al. [31] is superior to the one proposed by Calik et al. [56]
in terms of the runtime. It is worth noting that, in this paper, the
method undertaken by Alumur et al. [31] is modified in a fuzzy
environment.
2.2. Literature of credibility theory applications
Fuzzy logic has been a popular theory in various contexts
such as optimization. The need to use fuzzy logic in problems
arises whenever there are some vague or uncertain parameters.
In order to solve optimization problems in a fuzzy environment,
the credibility theory is regarded as one of the best approaches
to be used. The credibility theory has attracted much attention
andhas been applied inmany fields to dealwith incomplete and
uncertain situations [57], where fuzzy variables are used. Someinstances of using the credibility theory in various problems are
presented in Table 2.
Recently, some attempts were made to address uncer-
tainty in location problems. Wang et al. [74] addressed a
two-stage fuzzy facility location problem with Value-at-Risk
(VaR). They employed a method based on discretization of
the fuzzy variables to approximate VaR, and solved the prob-
lem using Genotype-Phenotype-Mutation-based Binary Parti-
cle Swarm Optimization (GPM-BPSO). Wang and Watada [75]
have another recent publication dealing with two-stage fuzzy
stochastic programming with Value-at-Risk (VaR). They solved
the problem using hybrid Mutation-Neighborhood-based Par-
ticle Swarm Optimization (MN-PSO). The recourse-based facil-
ity location problem under uncertainty was studied by Wang
et al. [76]. They assumed that randomness and fuzziness co-
exist in the problem. To solve this problem, they employed
a fuzzy-random simulation and a mutation-based binary ant-
colony optimization procedure. Wang andWatada [77] studied
a facility location model with fuzzy random parameters. They
assumed that costs and demands are fuzzy random variables,
and that the capacities of facilities are not fixed. They used a
hybrid particle swarm optimization approach to solve the prob-
lem.
Considering publications to date, it is easily observed
that the hub location problem in incomplete networks has
been given little attention. Furthermore, to the best of our
knowledge, no publication exists considering the fuzzy hub-
covering problem in incomplete networks. In this paper, we try
to cover these two issues by proposing the hub-covering model
in incomplete networks and an interactive approach to solve it.
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Author Problem Solution Procedure
Peng and Liu [58] Parallel machine scheduling Genetic algorithm
Zhao and Liu [59] Standby redundancy optimization Genetic algorithm
Zheng and Liu [60] Vehicle routing problem Genetic algorithm
Liu and Li [61] Quadratic assignment problem Genetic algorithm
Huang [62] Portfolio selection Genetic algorithm
Yang and Liu [63] Fixed charge solid transportation Tabu search
Zhou and Liu [64] Location-allocation problem Genetic algorithm
Erbao and Mingyong [65] Vehicle routing problem Differential evolution
Lan et al. [66] Multi-period production planning Particle swarm optimization (PSO)
Liu and Gao [67] Multi-job assignment problem Genetic algorithm
Davari et al. [68] Maximal covering location problem Simulated annealing
Li et al. [69] Portfolio selection Simulated annealing
Ke and Liu [70] Project scheduling Genetic algorithm
Wen and Kang [71] Location-allocation problem Genetic algorithm
Fazel Zarandi et al. [72] Location-routing problem Simulated annealing
Davari and Fazel Zarandi [44] Hub location problem Variable Neighborhood Search
Lau et al. [73] Design of distribution system Genetic algorithm and PSO3. Fuzzy variable
The concept of fuzzy sets was first introduced by Zadeh [78]
in the mid 1960s and Kaufmann [79] coined the term fuzzy
variable. Tomeasure a fuzzy event, variousmeasures have been
proposed so far. One of the most well-known measures is the
possibilitymeasure, whichwas first proposed by Zadeh [80,81].
Later, Dubois and Prade published a considerable amount of
work regarding the theoretical foundations of the possibility
theory (interested readers may refer to [82] and references
therein). Due to some restrictions of the possibility theory,
Liu and Liu [83] presented the credibility measure. Traditional
measures of uncertainty, such as the belief measure [84,85],
the possibility measure [81], and the necessity measure [86]
do not assume the self-duality property. Therefore, they are
inconsistent with the law of contradiction and law of an
excluded middle. However, the credibility measure is self-dual
and satisfies these two laws. This is the considerable advantage
of this measure compared with the other types of measure.
Since this paper deals with fuzzy variables, this section is
devoted to introducing some basics of the credibility theory. For
more information, one may consult valuable sources, such as
Liu [87].
Definition 1 ([87]). Let Θ be a nonempty set, P be the power
set of Θ , and Cr a credibility measure. Then, the triplet (Θ , P ,
Cr) is called a credibility space
Definition 2 ([87]). A fuzzy variable is a measurable function
from credibility space (Θ , P(Θ), Cr) to the set of real numbers.
Definition 3 ([87]). LetΘk be nonempty sets, on which Crk are
credibility measures, k = 1, 2, . . . , n, respectively, and Θ =
Θ1 ×Θ2 × . . .Θn. Then:
Cr{(θ1, θ2, . . . , θn)} = Cr1{θ1} ∧ Cr2{θ2} ∧ · · · ∧ Crn{θn}. (1)
For each (θ1, θ2, . . . , θn) ∈ Θ .
Definition 4 ([87]). An n-dimensional fuzzy vector is defined
as a function from credibility space (Θ , P , Cr) to the set of n-
dimensional real vectors.
Definition 5 ([87]). Let ξ be a fuzzy variable defined on
credibility space (Θ , P , Cr). Then, its membership function is
derived from the credibility measure by:
µ(x) = (2Cr{ξ = x}) ∧ 1, x ∈ ℜ. (2)Figure 2: A triangular fuzzy variable.
Definition 6 ([83]). Let ξ be a fuzzy variable. Then, the expected
value of ξ is defined by:
E[ξ ] =
 +∞
0
Cr{ξ ≥ r}dr −
 0
−∞
Cr{ξ ≤ r}dr. (3)
Definition 7 ([87]). Let (Θ , P(Θ), Pos) be a possibility space, A
be a set in P(Θ), and the membership function, µ(u), of fuzzy
variable ξ is given as µ. Then:
Pos{ξ ≤ r} = sup
u≤r
µ(u), (4)
Nec{ξ ≤ r} = 1− sup
u>r
µ(u), (5)
Cr{ξ ≤ r} = 1
2
(Pos{ξ ≤ r}+ Nec{ξ ≤ r}), (6)
To show how an event can be measured using fuzzy
measures, a triangular fuzzy variable, ξ = (r1, r2, r3), is shown
in Figure 2. From the definitions of possibility, necessity and
credibility, it is easy to obtain:
Pos{ξ ≥ r} =

1 if r ≤ r2
r3 − r
r3 − r2 if r2 ≤ r ≤ r3
0 if r ≥ r3
(7)
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
0 if r ≤ r1
r2 − r
r2 − r1 if r1 ≤ r ≤ r2
0 if r ≥ r2
(8)
Cr{ξ ≥ r} =

1 if r ≤ r1
2r2 − r1 − r
2(r2 − r1) if r1 ≤ r ≤ r2
r3 − r
2(r3 − r2) if r2 ≤ r ≤ r3
0 if r ≥ r3.
(9)
4. Model formulation
In the context of this research, there is a network, G =
(N, A), where N represents the vertices and A is the set of arcs.
There are n nodes inN and there is a potential hub set,H , which
contains h nodes. µij is the fixed cost to establish a hub link
between nodes i and j,and λi is the fixed cost of opening a
hub facility at node i. In addition, the travel time from node i
to node j is shown by tij. Clearly, in a hub network, the travel
time between any two hubs is less than, or equal to, the direct
cost between them. Therefore, dij is defined as the travel time
between hubs, i ∈ H and j ∈ H , without being discounted. αt
is the time discount factor with a value between 0 and 1, and
is usually a value greater than the cost discount factor. β is the
coverage radius, which is defined as the distance which defines
the coverage status of a demand node. The budget available to
invest in locating hub nodes is shown as π . A feasible solution
is the one in which hubs are located among potential hubs, hub
links are established and spokes are allocated to hubs, so that
the budget constraint is not violated and the credibility of ‘‘each
flow in the network can be satisfied in a time less than β ’’ is
maximized. Furthermore, direct flows between non-hub nodes
are not permitted. It should be considered that the formulation
of this paper is a modified version of the one proposed by
Alumur et al. [31].
Additionally, there are some variables to be defined as
follows: rj is defined as the radius of hub j ∈ H , the maximum
travel time between the hub at node j and those nodes which
have been allocated to it. Xik is a binary variable which equals
one if node i is allocated to a hub at node k and zero otherwise.
In addition, Zij is another binary variable which shows if there
is a hub link between hub nodes i and j. Yijk is another binary
variable taking a value of one if the spanning tree which is
originated from hub k ∈ H traverses from i ∈ H to j ∈ H . Now,
the fuzzy single allocation incomplete hub-covering network
design problem is defined as follows:
MaxMin
(j,k)
Cr{rk + αtdkj + rj ≤ β}, (10)
k∈H
xik = 1 ∀i ∈ N, (11)
xik ≤ xkk ∀i ∈ N, k ∈ H, (12)
zij ≤ xii ∀i, j ∈ H, i < j, (13)
zij ≤ xjj ∀i, j ∈ H, i < j, (14)
i∈H:i≠j
yijk ≥ xkk + xjj − 1 ∀j, k ∈ H, j ≠ k, (15)
i∈H:i≠j
yijk ≤ xkk ∀j, k ∈ H, j ≠ k, (16)
yijk + yjik ≤ zij ∀i, j, k ∈ H:i < j, (17)dkj ≥ dki + tijyijk − β
αt
(1− yijk)
∀i, j, k ∈ H:i ≠ j and j ≠ k, (18)
dij = dji ∀i, j ∈ H:i ≠ j, (19)
dkk = 0 ∀k ∈ H, (20)
rj ≥ tijxij ∀i ∈ N, j ∈ H, (21)
rk + αdkj + rj ≤ β ∀j, k ∈ H, (22)
dij ≥ tij ∀i, j ∈ H : i ≠ j, (23)
λixii + µijzij ≤ π ∀i, j ∈ H, (24)
dij ≥ 0 ∀i, j ∈ H, (25)
xij ∈ {0,1} ∀i ∈ N, j ∈ H, (26)
yijk ∈ {0, 1} ∀i, j, k ∈ H : i ≠ j and j ≠ k, (27)
zij ∈ {0,1} ∀i, j ∈ H:i < j. (28)
The objective function (10) deals with maximization of the
credibility ‘‘each flow in the network could be satisfied in
a time less than β ’’. Eq. (11) shows that the problem is a
single-allocation hub location problem and each node must be
assigned to one, and only one, hub facility. Eq. (12) states that
a spoke could be assigned to a hub node. Using Eqs. (13) and
(14) there is a guarantee that a link could be established only
between hub nodes. In other words, there is not any inter-hub
link between two non-hub nodes. Constraint (15) ensures that
each hub is the end node for at least one of the inter-hub links.
Constraint (16) guarantees that the arcs of the spanning tree of
a non-hub node take a zero value. Constraint (17) ensures that
only hub arcs are selected as spanning tree arcs. Eq. (18) is a
linear constraint to calculate the time needed to travel between
hubs using the established spanning tree arcs. Constraint (19)
shows that the timematrix is symmetric. Since the distance of a
node to itself equals zero, Constraint (20) has been added to the
model. Constraint (21) calculates the radius of hubs. Constraint
(22) guarantees that the total time to travel between any two
hub nodes is less than a time bound. Constraint (23) is the valid
inequality added to the model to reduce the time needed to
solve the model to optimality. The budget constraint is stated
as Constraint (24). Constraint (25) states that dij values are not
negative. Constraints (26)–(28) govern that x, y, and z variables
take binary values. Since Eq. (10) is a non-linear equation, we
have linearized the model as follows:
Max Z
Z ≤ Cr{rk + αtdkj + rj ≤ β} ∀(j, k). (29)
Constraints (11)–(28)
5. Solution procedure
The incomplete hub location problem is computationally
demanding and even finding feasible solutions is a difficult
task for moderate-size problems. In this paper, we implement
a Variable Neighborhood Search (VNS) in order to solve both
the IncompleteHub-Covering Location Problem (IHCLP) and the
Fuzzy Incomplete Hub-Covering Location Problem (FIHCLP).
5.1. The proposed variable neighborhood search
The Variable Neighborhood Search (VNS) is a recently
developed metaheuristic which looks for improvements in
solution quality by systematically changing the neighborhood
structure. It has shown its ability to solve many problems,
988 S. Davari et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 983–991such as: scheduling [88], a vehicle routing problem [89], and
a generalized assignment problem [90], etc. The main steps of
basic VNS are as follows:
Step 1. Select the set of neighborhood structures, Nk(k =
1, 2, . . . , kmax), that will be used in the search. Find an initial
solution, x, and choose a stopping criterion or a set of stopping
criteria.
Step 2. Repeat the following steps until the stopping criteria
are met:
(1) Set k = 1.
(2) Repeat the following steps if k ≤ kmax:
• Shaking: Randomly generate a solution, x′, from the kth
neighborhood of x.
• Local search: Apply some local search method with x′
as the initial solution, and denote the so obtained local
optimum as x′′.
• Move or not: If x′′ is better than the incumbent, update
x = x′′, and set k = 1; otherwise set k = k+ 1.
The remaining sections of this paperwill elaborate howVNShas
been modified and used in order to solve FIHCLP and IHCLP.
5.2. Initialization of solutions and the proposed heuristic
Obviously, metaheuristics are quite sensitive to their initial
solutions. Therefore, initialization of good solutions plays a
pivotal role in reaching better solutions. To be resourceful
in finding good initial solutions of VNS, a heuristic has been
proposedwhich shows promising results. To devise an effective
heuristic for IHCLP, we assessed the CAB dataset. We came
to notice that in test problems such as the CAB dataset, the
distance between some nodes is more than β/2. This means
that allocation of one of these nodes to the other leads to
infeasible solutions in cases of covering problems. Therefore, for
each node in the problem, a set is established which keeps the
list of possible allocations of the node (nodes with a distance
less than β/2). Then, nodes are sorted based on the cardinality
of sets. Finally, nodes are categorized as type-I and type-II
nodes, based on a value called ψ . If the cardinality of a set
is less than ψ , it is put in the type-I list, otherwise into the
type-II list. Clearly, the type I list keeps the list of nodes
which are farther from other nodes on average. To initialize
the solution algorithm, a combination of type-I and type-II
nodes are selected as hubs. Then, spokes are allocated to these
hubs based on the nearest-neighbor rule. Finally, a connected
inter-hub network is established between hubs. This connected
network could be constructed using minimum spanning trees
or a random connected graph. Our preliminary experiments
showed that using random connected graphs helps to increase
the diversification rate of the algorithm.
5.3. Encoding scheme
An effective encoding scheme has a significant impact on
the performance of VNS. To this end, a vector has been used
which is composed of two sections. The first section shows
the location-allocation state of the solution and the second
section represents the connectivity state of hub nodes. In the
first section, the ith gene represents the hub to which the ith
node is allocated. It is clear that with such a representation,
the unique values of the first section are the hub node indices.
The second section shows the open/close state of these links.
To put it another way, section II is the reshaped version of the
upper triangle of the adjacencymatrix between hubs. AssumingFigure 3: A sample representation of an incomplete solution with eight nodes.
h hubs to be located, there are

h
2

inter-hub open/close links
in each solution. Therefore, a representation consists of n +
h
2

elements, where n is the number of nodes and h represents
the number of hubs. Figure 3 shows a sample solution with its
encoded binary representation.
5.4. Neighborhood search structure
In order to search for better solutions, we define set N(x)
to be the set of solutions neighboring solution x. In this
paper, six types of move have been used called; Replace,
ChangeAssignment, RemoveHub, AHL, RHL, and SHL. Using a
Replace move, all the assignments to a hub are transferred to
another node and the hub turns to be a spoke node. Using the
ChangeAssignment move, the assignment of the node which
leads to infeasibility is changed without changing the hub set.
The move RemoveHub is used whenever a hub is removed
and its allocated spokes are allocated to one of the other hubs.
Additionally, AHL deals with adding a hub link to the solution,
provided that there is at least one closed inter-hub link in the
current solution. The next move, called RHL, is used, where a
hub link is removed from the problem. Finally, SHL is about
adding k hub links to the solution and removing k other links
at the same time. The performance of these moves has been
illustrated in Figure 4.
5.5. Simulation-embedded VNS
Since locations are unknown and represented using fuzzy
variables, the objective function of (29) is also a fuzzy variable.
Assuming locations to be fuzzy variables, the value of the
objective function in (29) can be estimated via fuzzy simulation.
In order to solve a fuzzy programming model like the model of
this paper, which is generally stated as U : x → Cr[gj(x, ξ) ≤
0, j = 1, 2, . . . , p], Liu [87] presented an algorithm, as shown
in Figure 5.
The above algorithm is used in order to estimate the
credibility of a solution. Thus, when VNS is run, each solution
is simulated to find the credibility of coverage. Since the
objective is tomaximize the coverage credibility, the simulation
algorithm is embeddedwithin the VNS in order to be able to get
results. VNS is run till the termination criteria are met. In this
paper, two various termination criteria are used as follows:
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Figure 5: Fuzzy simulation for U(x).
(a) When the algorithm reaches a solution with full credibility
(Cr = 1);
(b) Whenever the algorithm reaches the maximum number of
iterations (Imax).
6. Computational experiments
6.1. Generating test problems
In this paper, the well-known CAB dataset was modified to
someextent andwas used as our test problems. In the literature,
the CAB dataset has been used frequently for evaluating the
effectiveness of algorithms used for hub location problems. The
CABdata set is basedon airline passenger flowbetween25 cities
in 1970, where the distances between cities satisfy triangular
inequality, and flows between cities are symmetric. This dataset
has been consistently used by many scholars.
In order to modify the CAB dataset, the x and y coordinates
of each city in the original CAB dataset were generated in a
range of ϕ± τ%where ϕ is the original value in the CAB dataset
and τ is a user-defined value. It should be noted that this does
not affect the triangular inequality condition, which is a basic
assumption in modeling the problem in Alumur et al. [31]. It is
assumed that the values for x and y coordinates are triangular
fuzzy variables (m1, m2, m3). It has been assumed that the
value of m2 is identical to the original value. Moreover, m1 is
generated between (1− τ) ∗ ϕ and ϕ. Besides, the value ofm3
was generated between ϕ and (1 + τ) ∗ ϕ. In order to find the
membership value of a node, the standard minimum operator
has been used. For instance, the case depicted in Figure 6 is
elaborated here. We assumed a case where a node is located
inside a square. It is easy to conclude that the membership of
being in (83, 46) equals 0.3, assuming symmetrical triangular
membership functions (80, 90, 100) and (30, 40, 50) for x and y
coordinates, respectively.Figure 6: An example to calculate the membership of a node.
Figure 7: Fuzzy hub-covering result with β = 1350, π = 550 and α = 0.2.
6.2. Computer specifications
Fuzzy simulations have been coded using C++ and run on
a high-level computer system. Besides, in order to solve the
crisp sub-problems, the CPLEX 12.1 was used. To estimate the
expected values, 10,000 iterations were run for each problem.
6.3. Results, validation, and discussions
In order to analyze the performance of the proposed
simulation-embedded VNS, two separate sets of experiments
have been performed. First, to evaluate the performance of
the proposed VNS, its performance was compared with exact
results obtained using CPLEX. The test bed was the CAB dataset
for n = 15, 20, 25. The results showed that the proposed VNS
is able to reach a solution with errors less than 0.5%, in all cases,
in a time less than 60 s. Thus, it may be concluded that fuzzy
simulation could be embeddedwithin the proposed VNS to find
the solution for the fuzzy version.
A new set of cases were generated where the distance
matrix of the original CAB dataset was changed to represent the
uncertainty of locations. To do so, we assume that the distance
of each pair of nodes is a value between 0.8 and 1 times the
original value.
To report the results, only the outputs of the case with π =
550, β = 1350, andα = 0.2 are reported in this paper. Running
the algorithmwith 1000 iterations in VNS and 10,000 iterations
in fuzzy simulation showed that the best operational plan is
as shown in Figure 7, where an incomplete network has been
selected as the inter-hub graph. This solution leads to a total
cost of 544.8.
An interesting finding is that in most cases solved in fuzzy
simulation with various locations, the optimal solution is an
incomplete hub network. This finding is of great importance,
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amount of coverage could be achieved with less investment on
network structure. It is clear that there is a tradeoff between
service level and investment cost in such a problem.
Results show that in order to discount travel times, the nodes
which are located near the periphery are often selected as hub
nodes, as found in Calik et al. [56]. This is due to the fact that
the distance of left-hand cities to most of the other cities in the
CAB dataset are higher than β . This means that there should be
at least one hub on the left-hand side of the map in order to get
a solution with a fair amount of coverage credibility.
7. Conclusion and future research areas
This study deals with the problem of designing single-
allocation hub networks in incomplete networks with fuzzy
travel times. It has been shown that this problem has remained
essentially untouched in the literature. The hub-covering
version of the problem has been considered and solved in
this paper. To find the results, a simulation-embedded VNS
has been designed. The results of solving the problems with
various parameters showed that outputs of the fuzzy version
may be quite different from the case with known parameters.
Moreover, it has been seen that VNS is superb in finding near-
optimal solutions of the problem. As some avenues for future
research, these extensions may be followed:
(a) Solving the same problem assuming multiple-allocation in
networks;
(b) Adding some constraints to the classical hub location
models, such as different costs for distribution/collection
flows;
(c) Solving other variants of HLP, such as the center or median
objectives in a fuzzy sense;
(d) Comparing the performance of the proposedVNSwith other
procedures, such as the genetic algorithm.
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