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ABSTRAKT
Práce se zabývá problematikou doplňování pixelů vně obrazu. Uvádí některé metody pro
inpainting použitím počítače a upozorňuje na úskalí, která se zde objevují. Zkoumá me-
tody pro interpolaci a aproximaci funkcí ve snaze najít nejlepší metodu pro extrapolování
obrazu za jeho hranice. Popisuje základy Waveletové transformace a Multiresolution ana-
lýzy a stručně pojednává o prostorové filtraci, detekci hran a algoritmu OMP, spadajícím
do oblasti řídké reprezentace signálů. Teoretické poznatky z těchto oblastí jsou využity
při návrhu několika metod pro doplňování pixelů vně obrazu. Porovnává dosažené vý-
sledky pomocí PSNR a SSIM. Také je zde představeno vývojové prostředí MATLAB jako
nástroj pro implementaci algoritmů, které prakticky řeší zadanou problematiku.
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ABSTRACT
The thesis deals with addition of pixels outside the image. Lists some methods for inpa-
inting using computers and highlights the pitfalls that appear here. Examines methods
for interpolation and approximation of functions in order to find the best method for ex-
trapolating the image beyond its borders. Describes the basics of Wavelet transformation
and Multiresolution analysis and briefly discusses about spatial filtering, edge detection
and the algorithm OMP, falling within the sparse representation of signals. Theoretical
knowledge of these areas are used in the design of several methods for adding pixels
outside the image. PSNR and SSIM are used to compare achieved results. Also discus-
sed is the development environment of MATLAB as a tool for the implementation of
algorithms that practically solves the given problem.
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ÚVOD
Inpainting je proces rekonstrukce ztracených nebo zničených částí obrazu nebo vi-
dea. V případě potřeby obnovit hodnotnou malbu se procesu rekonstrukce ujme
zkušený umělec. V digitálním světě se termín inpainting odvolává na sadu různých
sofistikovaných algoritmů, které zajistí opravu ztracených nebo poškozených obra-
zových dat. Tyto algoritmy se rovněž dají uplatnit při potřebě korekce po nějaké
geometrické transformaci. Jako příklad může posloužit potřeba doplnění pixelů na
okrajích fotografie po korekci tzv. soudkovitosti fotografie nebo vyplňování černých
oblastí v panoramatických fotografiích.
V posledních dvou případech a v některých dalších požadujeme prodloužení ob-
razu do jednoho, či více směrů. Tzn. doplnění pixelů za hranici obrazu. A právě
k tomu slouží speciální případ inpaintingu, kterým se zabývá tato práce. 1
Nyní si pojďme říct, jak vlastně inpainting funguje. Počítač nevidí obraz tak
komplexně jako člověk, proto je třeba mu definovat oblasti, kde se nacházejí defekty
nebo objekty, které chceme odstranit nebo vylepšit. Jedna z možností je označit
tyto oblasti ručně. V případě, že chceme vylepšit celý obraz je pro uživatele nejvíce
výhodné, když si umí počítač najít oblasti poškození sám. Metodě, která k tomu
slouží se říká detekce.
Potom nastupuje samotný inpainting. Ten řeší problém vyplňování chybějících
oblastí (text přes fotografii, ohyb, škrábanec). Nebo překrytí objektu jiným objektem
(turista stojící před jezerem nám kazí kompozici fotografie jezera). Zjednodušeně lze
říci, že na základě hodnot okolních pixelů opravované oblasti vypočítá algoritmus
předpokládaný průběh okolí až do plochy, kde se nachází opravovaná oblast. Pro
tento úkon existuje řada možných způsobů řešení, o kterých si povíme později. Je
zde ale důležité poznamenat, že inpainting jako takový se používá k vyplňování
oblastí uvnitř obrazu, kde můžeme pro výpočet použít informace o hodnotě pixelů
z okolí ze všech směrů. Tato práce se však zabývá doplňováním pixelů za hranicí
obrazu, z čehož plyne možnost použití hodnot okolních pixelů jen z jednoho směru.
Třetím krokem může být restaurování. To zajistí např. vyhlazení přechodů. V ně-
kterých případech to však není žádoucí. Obzvláště, když potřebujeme zachovat de-
taily.
Jak už bylo možné vyvodit z předchozího textu, aplikací pro inpainting je opravdu
hodně. Principiálně jsou si všechny podobné, ale pro představu uvedeme krátký vý-
čet možných aplikací.
• Odstraňování osob, vodoznaků, elektrického vedení, razítek s datem nebo in-
formačních tabulí z fotografií nebo videa.
1Inpainting je umělecké synonymum pro image interpolation, tzn. interpolaci obrazu [21].
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Obr. 1: Stará popraskaná malba (vlevo) a tatáž malba po odstranění popraskání
pomocí inpaintingu (vpravo). Obrazy pocházejí z www.brothersoft.com
• Redukce červených očí.
• Odstraňování šumu.
• Klonování objektů na fotografii.
• Syntéza textury.
• Nahrazování ztracených bloků při kódování a přenosu obrazu nebo videa.
• Vyplňování černých oblastí v panoramatických fotografiích nebo úprava foto-
grafií po geometrické transformaci.
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1 INPAINTING
Jak již bylo nastíněno v úvodu, inpainting se využívá k široké škále různých úloh.
V závislosti na použití se tudíž počítačové zpracování opírá o různé techniky a pří-
stupy. Od plně automatických metod, které samy vyhledávají poškození, po metody,
kde si uživatel sám přesně nadefinuje, kterou oblast je potřeba opravit. Oba přístupy
mají své výhody i nevýhody. První nevyžaduje přílišnou spolupráci uživatele a šetří
tak čas, naproti tomu výsledky zde nebývají tak kvalitní jako u druhého přístupu.
Nevýhody prvního jsou zároveň výhodami druhého a naopak.
V této kapitole se seznámíme s některými metodami, které se používají při řešení
inpaintingu v klasickém pojetí, tj. pro vyplňování oblastí uvnitř obrazu, kde máme
informace o okolí zpracovávané oblasti ve všech směrech. Kapitola by tak měla být
základním přehledem možných přístupů k inpaintingu. Informace o několika meto-
dách, jejichž popis zde bude uveden, jsou převzaty z [15]. Jedná se o jednodušší
metody, abychom získali rámcovou představu o problému. Nebude se jednat o po-
drobný popis výpočetních algoritmů, spíše o popis principů řešení.
Protože není reálné obsáhnout zde všechny možné přístupy a metody, na konci
kapitoly je uveden seznam alespoň některých dalších metod, vždy s odkazem na
původní článek, kde je možné dočíst se v případě zájmu více informací a rozšířit si
tak znalosti o rozmanitých metodách inpaintingu.
1.1 Exemplar-based region filling
Název metody vystihuje její podstatu. Jedná se o vyplňování oblastí obrazu nej-
více podobným blokem nalezeným v jiné části obrazu. Situace je ilustrována na
obr. 1.1. Uživatel vybere cílovou oblast Ω, která bude vymazána a následně vypl-
něna. Zdrojová oblast Φ, může být definována jako celý obrázek mínus cílový region
(Φ = I−Ω), rozšířené pásmo okolo cílové oblasti nebo může být ručně specifikováno
uživatelem. Algoritmus opakuje následující tři kroky do té doby, než jsou všechny
pixely vyplněny.
• vypočítá priority místa
• syntézu textury
• pořadí plnění
1.1.1 Počítání priorit místa
Algoritmus vykonává syntézu prostřednictvím strategie „nejlepší napřed“, která
zcela závisí na hodnotách priority, které jsou přiřazeny každému místu na hranici
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Obr. 1.1: Diagram notace. Zdroj obrazu je [15].
doplňovaného prostoru. Výpočet priority je ovlivněn místy, které (a)jsou pokračo-
váním výrazných hran a (b)jsou obklopeny pixely s vysokou mírou jistoty. Danému
místu 𝑝 definujeme jeho prioritu 𝑃 (𝑝) jako násobek dvou podmínek.
P(p) = C(p) *D(p), (1.1)
kde C(p) je podmínka jistoty a D(p) podmínka údajů (fakt),
C(p) = (Σ𝑞 ∈ Ψp ∩ (𝐼 − Ω)𝑐(𝑞))/|Ψp|, (1.2)
D(p) = |(∇𝐼⊥𝑝.𝑛p)|/𝛼. (1.3)
Podmínka jistoty 𝐶(𝑝) může být chápána jako ukazatel množství spolehlivé in-
formace obklopující pixel 𝑝. Záměrem je vyplnit nejprve ta místa, která mají již
nějaké pixely v okolí vyplněny, s dodatečnou prioritou danou pixelům, které byly
vyplněny dříve nebo nikdy nebyly částí cílové oblasti.
Místa, která obsahují rohy a tenké úponky cílové oblasti budou vyplněna první,
protože jsou obklopena více pixely z originální části obrazu. Tato místa poskytují
více spolehlivé informace pro hledání shody. Naopak místa na špičce „poloostrovů“
budou odložena stranou do té doby, než budou vyplněny hodnoty více obklopujících
pixelů.
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1.1.2 Syntéza textury
Jakmile jsou vypočteny všechny priority pro pixely na hranici cílové oblasti, je vy-
počítáno místo 𝑝 s nejvyšší prioritou. To potom naplníme daty extrahovanými ze
zdrojové oblasti. Ve tradičním přístupu k inpaintingu je informace o hodnotě pixelu
propagována skrze difuzi. Jak bylo poznamenáno výše, difuze nutně vede k vyhla-
zování obrazu, důsledkem čehož se takto vyplněná plocha jeví rozmazaně. A to pře-
devším při vyplňování velkých oblastí. Přístup této metody naopak je texturování
obrazu přímým vzorkováním zdrojové oblasti. Ve zdrojové oblasti se hledají místa,
která jsou nejvíce podobná tomu právě vyplňovanému. Formálně
Ψ𝑞 = arg min 𝑑(Ψ𝑝,Ψ𝑞), (1.4)
Ψ𝑞 ∈ Φ. (1.5)
1.1.3 Pořadí vyplňování
Výše popsaná metoda může být schopna propagovat texturní i strukturní informace.
Tento odstavec vysvětluje, že kvalita syntézy výstupního obrazu je velmi ovlivněna
pořadím, v jakém se vyplňovací proces provádí. Řazení vyplněných míst vytváří
horizontální hranici mezi oblastmi pozadí obrázku.
Řazení soustředné vrstvy v kombinaci s vyplňováním na bázi místa může pro-
dukovat další artefakty. Další žádoucí vlastností dobrého vyplňovacího algoritmu je
zamezení tzv. „over-shootingu“ artefaktů. Volně přeloženo nadměrnému vytváření
artefaktů. Což se stává, pokud je hranám (okrajům) obrazu povolen nekonečný růst.
1.1.4 Algoritmus pro vyplňování oblastí
1. Najít všechny hraniční body přerušené (roztržené) části.
2. Najít šablonu a jistotu pro každý hraniční bod.
3. Znásobit datovou šablonu a jistotu každého hraničního bodu (tj. celkový bod/
vliv/prioritu jednotlivého pixelu).
4. Najít hraniční bod s nejvyšší prioritou.
5. Vytvořit okno (záplatu) s pixelem s nejvyšší prioritou uprostřed.
6. Najít shodu (stejný vzor/okno) v celém obrazu od souřadnice (0,0) do (x,y) a
identifikovat toto okno.
7. Shromáždit pozice všech shodných oken a opět najít datovou šablonu a jistotu
pro každé nalezené okno. Vynásobit datovou šablonu a jistotu.
8. Najít shodné okno s nejvyšší prioritou a potom jím nahradit vyplňované místo,
které bylo vytvořeno v bodě 5.
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Obr. 1.2: Diagram inpaintingu. Zdroj obrazu je [15].
9. Opakovat dokola dřívější kroky až do doby, kdy již není potřeba vyplnit žádné
místo.
1.2 Poissonova rovnice
Při této metodě se obraz rozloží do dvou složek. Na strukturu a texturu, jak je vidět
na obr. 1.2. Potom se opraví obě složky zvlášť podle jejich charakteristiky. Textura
je opravena pomocí exemplární metody. V případě struktury je využito Laplaceova
operátoru k vylepšení informací o struktuře. A Laplaceovský obraz je vyplněn exem-
plárním algoritmem následovaným rekonstrukcí založenou na Poissonově rovnici.
Ve většině existujících metod pro inpainting je oblast inpaintingu vypočtena jako
nejhladší pokračování lokální struktury, kde hladkost může být definována různými
způsoby. Avšak tyto předpoklady se stávají nevhodnými, pokud se velikost oblasti
pro inpainting zvětšuje nebo je uvnitř textura. Tyto metody navíc využívají pouze
malý radius okolí, obklopující oblast inpaintingu, aby ji opravily. To vede k tomu,
že takovéto algoritmy jsou náchylné na šum a tudíž nevhodné pro opravu rozlehlých
oblastí. K tomu všemu pokud oblast, která má být opravena obsahuje obojí, tzn.
texturu i strukturu, textura bude narušovat opravný proces struktury, což způsobuje
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chybné hrany ve zrekonstruované části obrazu.
1.2.1 Poissonův algoritmus
1. Najít část, která má být vykreslena.
2. Rozdělit obraz do dvou složek na texturu a strukturu.
3. Pro texturu se provede to samé, co v exemplární metodě.
4. Vyhladit strukturu pomocí Laplaceova operátoru.
5. Zkombinovat oba výstupy získané v bodě 3 a 4.
6. Výsledkem je obnovený obraz.
1.3 Inpainting založený na postupné eliminaci
Algoritmus postupné eliminace (SEA) je využit ke zefektivnění exemplární metody
a k získání optimálního globálního řešení. Základní myšlenka je získat nejlepší odhad
vektorů postupným vynecháváním pozic ve vyhledávacím okně a tedy snížit počet
shodných hodnocení, které vyžaduje velmi intenzivní výpočty.
Výpočetní efektivita je zvýšena pomocí výše zmíněného SEA, který je založen
na součtu absolutních rozdílů (SAD), aby získal globálně optimální řešení. Definice
SAD je tato:
𝑑(Ψ𝑝,Ψ𝑞) =
𝑁−1∑︁
𝑖=0
𝑁−1∑︁
𝑗=0
|𝑓(𝑥+ 𝑖, 𝑦 + 𝑗)− 𝑓(𝑚+ 𝑖, 𝑛+ 𝑗)| (1.6)
𝑀(𝑚,𝑛) =
𝑁−1∑︁
𝑖=0
𝑁−1∑︁
𝑗=0
|𝑓(𝑚+ 𝑖, 𝑛+ 𝑗)| (1.7)
𝑅 =
𝑁−1∑︁
𝑖=0
𝑁−1∑︁
𝑗=0
|𝑓(𝑥+ 𝑖, 𝑦 + 𝑗)| (1.8)
To znamená
𝑅− 𝑆𝐴𝐷(𝑢, 𝑣) ≤𝑀(𝑚,𝑛) ≤ 𝑅 + 𝑆𝐴𝐷(𝑢, 𝑣). (1.9)
1.3.1 Algoritmus postupné eliminace
1. Najít všechny hraniční body opravované oblasti.
2. Najít šablonu dat a jistotu pro každý hraniční bod.
3. Znásobit datovou šablonu a jistotu každého hraničního bodu.
4. Najít hraniční pixel s největší prioritou.
5. Vytvořit okno (záplatu) s pixelem s nejvyšší prioritou uprostřed.
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6. Najít shodu (stejný vzor/okno) v celém obrazu od souřadnice (0,0) do (x,y) a
identifikovat toto okno.
7. Zastavit proces hledání další shody, jakmile je jedna nalezena. (U exemplární
metody bychom hledali všechny možné shody, potom z nich shodu s nejvyšší
prioritou a nakonec vybrali nejlepší volbu. V případě použití SEA ale další
shody již nedosáhneme.)
8. Nahrazení okna vytvořeného v bodě 5 právě nalezeným oknem.
9. Opakovat dokola dřívější kroky až do doby, kdy již není potřeba vyplnit žádné
místo.
1.4 Metoda rychlého rozmazání okolních osmi pi-
xelů
Okolí pixelu P je množina okolních osmi pixelů, které sdílejí hranu nebo vrchol
s daným pixelem P. Jmenovitě jsou to P1, P2, P3, P4, P5, P6, P7 a P8, jak ukazuje
obrázek 1.3.
Obr. 1.3: 8 sousedních pixelů k pixelu P.
Metody popsané výše dosahují dobrých výsledků na určitých typech obrazu, ale
jsou zde zřejmá omezení a nelze je tedy použít pro každý případ potřeby. Většina
z nich je založena na iterativním přístupu a jeden bod vyžaduje pro obnovu často
tisíců iterací. To zabere samozřejmě spoustu času a obnova jednoho obrazu tak může
nezřídka zabrat i několik minut, což omezuje propagaci a aplikaci těchto algoritmů.
Kvůli této situaci byla vymyšlena metoda rychlého rozmazání okolních osmi pixelů.
Ta se snaží zachovat efektivitu obnovování a zkrátit výrazně čas zpracování.
Protože jednotlivé metody inpaintingu včetně této jsou poměrně složité a roz-
sáhlé, nebudeme se touto problematikou hlouběji zabývat. Pro případný zájem ale
uvádíme zdroj, ve kterém je tato metoda popsána [25]. Je však vhodné uvést alespoň
orientační srovnání časových nároků na výpočty pomocí zmíněných metod, abychom
měli o potřebném čase rámcovou představu.
18
Tab. 1.1: Přehled potřebného výpočetního času pro popsané metody [15].
Typ obrazu Exemplární metoda Poissonova SEM 8 Pixel Neighbourhood
Krajina 1 461 sec 583 sec 421 sec 49 sec
Krajina 2 329 sec 426 sec 272 sec 32 sec
1.5 Shrnutí
Exemplární metoda funguje dobře pro velké objekty. Ke své funkci využívá syn-
tézu textury. Je však časově náročná. Ke snížení nároků na výpočty se tak využívá
Algoritmus postupné eliminace. Pro škrábance je pak vhodná Poissonova metoda.
Kvůli potřebě snížení časové náročnosti byla vymyšlena Metoda rychlého rozmazání
okolních osmi pixelů.
Výše popsané přístupy nejsou jedinými možnými pro řešení inpaintingu. Jak již
bylo předznamenáno, existuje mnoho sofistikovaných metod. Některé z nich jsou
uvedeny v následujícím výčtu s odkazem na literaturu, která o nich pojednává blíže.
V případě hlubšího zájmu o studium klasického inpaintingu tento výčet poslouží
jako odrazový můstek.
• Euler’s Elastica and Curvature Based Inpaintings [22]
• Image Replacement through Texture Synthesis [7]
• Morphologically Invariant PDE Inpaintings [5]
• Non-Texture Inpainting by Curvature-Driven Diffusions CDD [6]
Problém doplňení pixelů uvnitř obrazu a následně vyvinuté metody pro jeho
řešení se dají považovat za předchůdce snahy o doplňení pixelů vně obrazu. Teorie,
stojící za metodami inpaintingu, by mohla být pro tuto práci tedy užitečná. Je
možné pokusit se jí využít, ale dobrý výsledek tím zaručen není. V této práci se
totiž budeme zabývat doplňováním pixelů za okrajem obrazu, kde máme informace
pouze z jednoho směru, to je tedy jen zlomek toho, co bychom měli mít k dispozici
při doplňování pixelů uvnitř obrazu.
Namísto použití složitých metod, pro které nemáme dostatek informací, se tedy
pokusíme řešit problém s pomocí metod jednodušších, které se ale zaměřují na vy-
užití informací, jež jsou dostupné. Metod je navrženo několik, aby bylo možné po-
rovnat vhodnost různých přístupů pro různé typy obrazů, a tím umožnit pozdější
rozvoj pouze těch metod, u kterých je největší potenciál.
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2 EXTRAPOLACE
Obraz jako takový je diskrétní funkce dvou proměnných, souřadnic (𝑥, 𝑦). Každé
souřadnici tedy odpovídá jedna hodnota pixelu. Pro jednoduchost si můžeme vzít
pouze řádek obrazu a mít tak funkci pouze jedné proměnné, souřadnice 𝑥. Obraz je
složen z jednotlivých řádků. Pokud potřebujeme obraz rozšířit, musíme pro každý
řádek zjistit hodnoty funkcí v bodech, kde nejsou definovány. K tomuto účelu slouží
extrapolace. Tento princip využijeme v kapitole 8.2.2. Podobně jako jednorozměrnou
funkci, lze extrapolovat i dvourozměrnou funkci. Tohoto principu také využijeme ve
zmíněné kapitole a budeme obraz extrapolovat pomocí ploch.
2.1 Interpolační a aproximační metody
Následující text vychází ze skript FSI VUT v Brně [19]. Funkce můžeme mít za-
dány různými způsoby. Např. předpisem nebo tabulkou hodnot. V případě, že máme
funkci definovánu tabulkou, známe její hodnoty pouze v určitých bodech. Tento zá-
pis se většinou používá v případě měření nějaké funkční závislosti, ale jedná se
o stejný případ, jakým je i obrazová funkce. Známe totiž hodnoty každého pixelu,
ale v bodech mimo obrazovou matici (funkční tabulku) nevíme o funkci nic. Pro
prodloužení obrazu bychom ale potřebovali zjistit hodnoty obrazové funkce v neta-
bulkových bodech. Tuto situaci lze řešit nahrazením zkoumané funkce jinou funkcí,
která je původní funkci podobná, ale pracuje se s ní lépe. Například je možné vyjá-
dřit ji analyticky a tím si otevřít cestu k výpočtu její hodnoty v jakémkoli zvoleném
bodě. V této kapitole si ukážeme několik možností, jak funkci nahradit.
Nejčastěji se jako náhradní funkce využívají algebraické polynomy, protože se
s nimi jednoduše počítá.
Základní požadavek k výběru náhradní funkce je, jestli chceme, aby náhradní
funkce přímo procházela uzlovými body či nikoli. Pokud má mít tedy náhradní
funkce v určitých bodech stejné funkční hodnoty s původní funkcí, mluvíme o inter-
polaci. Pokud nám stačí, když náhradní funkce prochází blízkým okolím uzlových
bodů, mluvíme o aproximaci.
2.1.1 Interpolace algebraickými polynomy a splajny
Základní úloha interpolace zní: Máme 𝑛+ 1 navzájem různých bodů 𝑥0, 𝑥1, . . . , 𝑥𝑛,
kterým říkáme uzlové body nebo uzly interpolace a dále funkční hodnoty v těchto
bodech 𝑓0 = 𝑓(𝑥0), 𝑓1 = 𝑓(𝑥1), . . . , 𝑓𝑛 = 𝑓(𝑥𝑛). Hledáme polynom 𝑃𝑛(𝑥) stupně
nejvýše 𝑛 takový, že v uzlových bodech nabývá týchž hodnot jako funkce 𝑓 , tj.
𝑃 (𝑥𝑖) = 𝑓𝑖, 𝑖 = 0, . . . , 𝑛.
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Interpolačním polynomem je např. polynom Lagrangeův, jehož tvar vidíme v rov-
nici 2.1. Tento tvar interpolačního polynomu má ale podstatnou nevýhodu. Pokud
potřebujeme přidat další uzlový bod, musíme polynom celý znovu přepočítat. Rov-
něž nám dá dost práce, pokud chceme vypočítat hodnotu tohoto polynomu v kon-
krétním bodě. Proto je lepší hledat interpolační polynom ve tvaru 2.2. Ten se nazývá
Newtonův interpolační polynom.
𝐿𝑛(𝑥) = 𝑓0𝑙0(𝑥) + 𝑓1𝑙1(𝑥) + . . .+ 𝑓𝑛𝑙𝑛(𝑥) =
= 𝑓0
(𝑥− 𝑥1)(𝑥− 𝑥2) . . . (𝑥− 𝑥𝑛)
(𝑥0 − 𝑥1)(𝑥0 − 𝑥2) . . . (𝑥0 − 𝑥𝑛) + 𝑓1
(𝑥− 𝑥0)(𝑥− 𝑥2) . . . (𝑥− 𝑥𝑛)
(𝑥1 − 𝑥0)(𝑥1 − 𝑥2) . . . (𝑥1 − 𝑥𝑛) + . . .
. . .+ 𝑓𝑛
(𝑥− 𝑥0)(𝑥− 𝑥1) . . . (𝑥− 𝑥𝑛−1)
(𝑥𝑛 − 𝑥0)(𝑥𝑛 − 𝑥1) . . . (𝑥𝑛 − 𝑥𝑛−1) (2.1)
𝑁𝑛(𝑥) = 𝑓(𝑥0) + 𝑓 [𝑥0, 𝑥1](𝑥− 𝑥0) + 𝑓 [𝑥0, 𝑥1, 𝑥2](𝑥− 𝑥0)(𝑥− 𝑥1) + . . .
. . .+ 𝑓 [𝑥0, 𝑥1, . . . , 𝑥𝑛](𝑥− 𝑥0)(𝑥− 𝑥1) . . . (𝑥− 𝑥𝑛−1) . (2.2)
V bodech, které jsou ale vzdáleny od uzlových bodů, nabývá chyba interpolace
velkých hodnot. Z toho plyne, že interpolační polynom se pro výpočet přibližných
hodnot funkce v neuzlových bodech příliš nehodí.
Interpolace ale nemusí být dobrá ani pro body, které leží v blízkosti uzlových
bodů. Může se totiž stát, že interpolační polynom sice prochází přesně uzlovými
body, ale už v bodě mírně vzdáleném od uzlového je jeho hodnota velmi vzdálena
od hodnoty původní funkce, protože průběh polynomu mezi uzlovými body jaksi
„osciluje“. Pokud přidáme více uzlových bodů, výsledek nemusí být lepší. Polynomu
totiž přidáme další body, kterými musí procházet a tak většinou začne „oscilovat“
ještě více.
Tento fakt nás vede k použití splajnů, kdy interval rozdělíme na části a kaž-
dou část pak nahradíme polynomem pouze nízkého stupně. Splajn je po částech
polynomiální funkce, která splňuje potřebné požadavky na hladkost.
Myšlenka interpolace pomocí splajnů se příliš neliší od Lagrangeovy interpolace.
Máme zadány uzlové body 𝑎 = 𝑥0 < 𝑥1 < . . . < 𝑥𝑛 = 𝑏 a funkční hodnoty v nich,
které označíme 𝑓0, 𝑓1, . . . , 𝑓𝑛. Stejně jako před tím hledáme funkci 𝑆(𝑥) takovou, že
platí 𝑆(𝑥𝑖) = 𝑓𝑖, 𝑖 = 0, 1, . . . , 𝑛, ale tentokrát je funkce 𝑆(𝑥) po částech polynom
(obecně na každém intervalu ⟨𝑥𝑖, 𝑥𝑖+1⟩ , 𝑖 = 0, 1, . . . 𝑛− 1, jiný).1
Pomocí splajnů se sice dá vyřešit problém s oscilací polynomu mezi uzlovými
body a tím snížit chybu mezi skutečnou a vypočítanou hodnotou, avšak rozdělení
1Slovo „splajn“ pochází z anglického „spline“, což znamená pružné konstruktérské pravítko.
V české literatuře se někdy píše splajn a někdy spline.
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průběhu polynomu na více částí v našem případě nepomůže. Od určitého koncového
bodu funkce (např. posledního pixelu v řádku obrazu) už totiž hodnoty dalších bodů
neznáme. Musíme si vystačit s těmi, které leží na známém úseku. Proto musíme pra-
covat s jedním celistvým polynomem a ne s několika kratšími. Interpolace kratšími
polynomy nebude fungovat, pokud naším cílem je nalezení hodnot funkce v oblasti,
kde již neznáme žádný uzlový bod.
2.1.2 Metoda nejmenších čtverců
Až dosud jsme se v této kapitole zabývali interpolačními metodami. Bohužel z výše
uvedeného je zřejmé, že použít pro doplnění pixelů za okrajem obrazu interpolaci
není vhodné. Jako vhodnější se ukazuje použití aproximační metody nejmenších
čtverců. Průběh náhradní funkce, vypočítané touto metodou, totiž nemusí přímo
procházet uzlovými body původní (obrazové) funkce. Stačí, když prochází jejich
okolím a to v určitém smyslu nejblíže k těmto uzlovým bodům. Polynom, který je
vypočítán touto metodou, by měl tedy oscilovat méně, než pokud bychom použili
některou z interpolačních metod. Navíc je tato metoda přímo implementována jako
vnitřní funkce prostředí MATLAB pod názvem polyfit. Můžeme ji tedy s výhodou
využít.
Pokud pracujeme s metodou nejmenších čtverců, máme dány body 𝑥𝑖, 𝑖 = 0, . . . 𝑛
a funkční hodnoty v nich 𝑦𝑖. Dále máme dány funkce 𝜙𝑖, 𝑖 = 0, . . . ,𝑚, 𝑚 < 𝑛. Mezi
všemi funkcemi tvaru
𝑃𝑚(𝑥) = 𝑐0𝜙0(𝑥) + 𝑐1𝜙1(𝑥) + . . .+ 𝑐𝑚𝜙𝑚(𝑥) , (2.3)
𝑐0, . . . , 𝑐𝑚 jsou reálná čísla, hledáme takovou, pro niž veličina
𝜌2(𝑐0, . . . 𝑐𝑚) =
𝑛∑︁
𝑖=0
(𝑦𝑖 − 𝑃𝑚(𝑥𝑖))2 , (2.4)
kterou nazýváme kvadratická odchylka, nabývá minimální hodnoty. (Kvadratická
odchylka 𝜌2 udává součet obsahů čtverců se stranami o délkách |𝑦𝑖 − 𝑃𝑚(𝑥𝑖)| ,
𝑖 = 0, . . . , 𝑛. Odtud pochází název metody.)
Taková funkce je pak nejlepší aproximací dat 𝑦0, . . . 𝑦𝑛 v dané třídě funkcí ve
smyslu metody nejmenších čtverců.
2.2 Prodloužení konstantou
Ve speciálních případech můžeme pro doplnění pixelů za hranicí obrazu namísto
aproximace použít prodloužení konstantou. Jednoduše nakopírujeme poslední pixel
tolikrát, kolikrát je potřeba. Tento způsob řešení je však vhodný pouze pro velmi
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málo typů obrazu, např. pro jednobarevná pozadí nebo pruhy a zmiňujeme ho spíše
pro úplnost.
2.3 Zrcadlení
Dalším přístupem k doplňování pixelů vně obrazu může být zrcadlení objektů. Uva-
žujme případ, kdy máme na okraji snímku např. automobil z čelního pohledu. Není
však v záběru celý, nýbrž jen jeho polovina. Za tohoto předpokladu je možné dopl-
nit zbývající část automobilu pomocí zrcadlení zachycené poloviny na druhou stranu
podle osy souměrnosti automobilu. Pro dobrý výsledek je však žádoucí, aby se na
snímku nacházela přesně nebo více než polovina automobilu. Jinak bychom nemohli
zrcadlení provést. Další úskalí, které je zřejmé, je nutnost nalezení oné osy sou-
měrnosti, kterou je potřeba v obrazu detekovat. A hlavně vůbec zjistit, že se jedná
o objekt souměrný a že je tudíž možné zrcadlení aplikovat. Metodu využívající zrca-
dlení jsme implementovali a popsali v části 8.2.7. Tato implementace využívá jako
osu souměrnosti okraj obrazu a detekování objektů neřeší.
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3 PROSTOROVÁ FILTRACE
Potřebujeme-li filtrovat obraz, lze to provést přímo v prostorové oblasti. Budeme-li
uvažovat obraz jako matici, pak filtrem v prostorové oblasti je submatice určitého
rozměru. Tato submatice by měla být centrována s pixelem, na který je aplikována.
Její rozměr, který označíme jako 𝑚 × 𝑛 bude mít tím pádem jisté omezení. To je,
že 𝑚 a 𝑛 musejí být celá kladná lichá čísla větší než jedna. Zapsat je to možné jako
𝑚 = 2𝑎+ 1 a 𝑛 = 2𝑏+ 1, kde 𝑎, 𝑏 ∈ N. Okolí pixelu, na který je filtr aplikován, má
stejný rozměr. Filtr je nazýván také jako prostorová maska, jádro, šablona nebo též
okno [20]. Filtrace v prostorové oblasti probíhá tak, že se filtrační maska posouvá
obrazem a pro každý pixel se definovaným způsobem vypočítá její odezva.
Prostorovou filtraci lze rozdělit na lineární a nelineární. Výše uvedený postup
využívají obě, rozdíl je v tom, že lineární filtrace má ve filtrační masce explicitně
zadány její koeficienty, kdežto u nelineární filtrace se při výpočtu odezvy hodnoty
v masce vypočítávají a mohou být pro každý pixel jiné.
Další možné dělení je na prostorové filtry pro zostření obrazu a na vyhlazovací
prostorové filtry. Prvně jmenované mají využití např. při detekci hran v obraze. Té
se věnuje další kapitola. Druhé v pořadí se používají při předzpracování obrazu, a to
k odstranění šumu. Dají se ještě rozdělit do podskupin, např. na lineární a statistické
(ty jsou nelineární). My nyní popíšeme mediánový filtr, který patří do podskupiny
statistických. V části 8.2.4 ho používáme, abychom vyhladili část obrazu, na které
počítáme aproximační polynom.
3.1 Mediánový filtr
Mediánová filtrace je nelineární operace, která se často používá ve zpracování obrazu
k redukci šumu (např. typu pepř a sůl) [18]. Ten v porovnání s lineárními filtry
srovnatelné velikosti, odstraňuje s menším zkreslením.
Co se týká mediánu, jeho definice podle [10] je, že medián 𝑥0,5 je padesátipro-
centní kvantil, rozděluje tedy datový soubor tak, že polovina hodnot je menších než
medián a polovina hodnot větších nebo rovných. Výběrové kvantily jsou statistiky,
kterými je charakterizována poloha jednotlivých hodnot v rámci proměnné. Je to
hodnota, která rozděluje soubor na dvě části. První část obsahuje hodnoty menší,
než daný kvantil, druhá část ty, které jsou větší nebo rovny tomuto kvantilu. Pro
jeho určení je nutné uspořádat soubor od nejmenšího prvku k největšímu.
Medián se počítá tak, že se uvažované pixely pod maskou seřadí od nejmenšího
po největší a pak se najde prvek umístěný uprostřed posloupnosti (u masky, která je
vlastně maticí si to můžeme představit jako poskládání jednotlivých řádků za sebe do
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vektoru a seřazení). Hodnota prostředního prvku je výsledkem a je označována jako
medián. Tato hodnota je pak přiřazena zpracovávanému pixelu namísto jeho původní
hodnoty. Obecně, pokud je počet prvků sudý, udělá se většinou aritmetický průměr
ze dvou prostředních a ten se označí za medián. Při použití masky, kterou jsme
popsali v prvním odstavci této kapitoly, se však se sudým počtem prvků nesetkáme.
Výsledek použití mediánového filtru je ten, že omezíme vliv hodnot s výrazně
odlišnou hodnotou na výsledný obraz.
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4 DETEKCE HRAN
Detekcí hran rozumíme postup, při kterém se snažíme nalézt v obraze místa, ve kte-
rých se podstatnou měrou mění jas. Hranami mohou být hranice objektů, může jimi
být i rozhraní mezi světlem a stínem. Detekování hran je užitečné v mnoha aplikacích
pro zpracování digitálního obrazu. Výjimkou není ani tato práce, kde v části 8.2.5
používáme detekci hran, abychom se vyhnuli skokovým změnám jasových hodnot,
které způsobují prudké změny hodnot v aproximačním polynomu.
Podle [20] je ideální hrana skoková změna intenzity jasu. To si můžeme předsta-
vit jako ostré rozhraní mezi bílou a černou v šedotónovém obrázku. Častěji se ale
setkáme s tzv. jasovým přechodem, to znamená, že přechod mezi bílou a černou je
plynulý, což nám detekci hrany v praxi ztěžuje. Ke ztížení detekce přispívá i to, že
hrana bývá zašuměná. Proto k detekci hran používáme detektory hran.
4.1 Detektory hran
Pro detekci hran se v podstatě používají metody založené buď na první nebo druhé
derivaci funkce [18]. Dejme tomu, že hranu definujeme jako velkou změnu funkce
jasu. Potom derivace funkce jasu bude mít velkou hodnotu právě v místě hrany.
Dvourozměrnou funkci 𝑓(𝑥, 𝑦), resp. její změny, budeme analyzovat pomocí par-
ciálních derivací. Vektor složený z parciálních derivací tvoří gradient. Směr gradientu
udává směr největšího růstu funkce a absolutní hodnota gradientu udává velikost to-
hoto růstu. Hranami jsou tedy pixely s velkou absolutní hodnotou gradientu, jehož
maximální hodnotu nalezneme ve směru kolmém na hranu. Gradient funkce 𝑓 v bodě
(𝑥, 𝑦) je definován jako vektor
∇𝑓 =
[︃
𝐺𝑥
𝐺𝑦
]︃
=
⎡⎣ 𝜕𝑓𝜕𝑥
𝜕𝑓
𝜕𝑦
⎤⎦ . (4.1)
Jeho velikost
|∇𝑓 | =
√︁
𝐺2𝑥 +𝐺2𝑦 =
⎯⎸⎸⎷(︃𝜕𝑓
𝜕𝑥
)︃2
+
(︃
𝜕𝑓
𝜕𝑦
)︃2
(4.2)
udává sílu hrany.
Směr hrany se vypočítá jako
𝑎𝑟𝑐𝑡𝑎𝑛
𝐺𝑥
𝐺𝑦
. (4.3)
V praxi se ale kvůli jednoduchosti provádí detekce hran většinou jen ve smě-
rech 𝑥 a 𝑦. Navíc obrazovou funkci bereme většinou (i v našem případě) jako dis-
krétní. Derivaci diskrétní obrazové funkce je možné aproximovat pomocí konečných
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diferencí, v praxi se většinou provádí aproximace této derivace konvolucí. Pro tuto
operaci je důležité zvolit vhodné konvoluční jádro. Těmto jádrům se říká operátory
a nejznámějšími jsou:
• Robertsovy křížové operátory,
• Gradientní operátory dle Prewittové, a
• Sobelovy gradientní operátory.
Všechny výše zmíněné operátory využívají pro detekci aproximaci první derivace.
Zástupcem operátoru, který využívá aproximaci druhé derivace je Laplaceův
operátor. Je velmi citlivý na šum a má dvojité odezvy na hrany, které odpovídají
tenkým čárám v obraze. Je ale invariantní vzhledem k otočení a neudává směr hrany,
ale jen její velikost.
Jak jednotlivé operátory (konvoluční jádra) vypadají můžeme nalézt v [20].
4.2 Prahování
Nyní již víme, jak se hrany detekují, ale po detekci je ještě potřeba výsledky pra-
hovat. Tím určíme, jak silná odezva musí být, abychom ji vyhodnotili jako hranu.
Práh nemůže být příliš nízký, protože v takovém případě by mohl být jako hrana
vyhodnocen i šum. Nemůže být ani příliš vysoký, protože bychom některé hrany
mohli ztratit. Z uvedeného plyne, že určit jeden optimální práh je obtížné, proto se
v praxi využívají metody jako prahování s hysterezí, které má nastaveny prahy dva,
nebo jiné [20].
4.3 Cannyho detekce hran
Jak bylo zmíněno výše, přístupů k detekci hran je několik. Pro aplikaci v kapitole
8.2.5 byla zvolena Cannyho detekce, která hledá hrany tak, že pátrá po lokálním
maximu gradientu v obraze. Gradient je vypočítán pomocí derivace Gaussovského
filtru. Tato metoda používá dva prahy, aby detekovala silné a slabé hrany, tomu se
říká prahování s hysterezí a jeho účelem je potlačit šum. Slabé hrany jsou přidány
do výstupu pouze tehdy, pokud jsou propojeny s hranami silnými. Metoda je tak
méně než ostatní náchylná na šum a lépe detekuje skutečné, ale slabé hrany.
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5 WAVELETOVÁ TRANSFORMACE
Kapitola o Waveletové transformaci je sestavena z informací v [2], [9] a [23]. Bude
zde postupně popsán multirozklad, definována spojitá waveletová transformace a její
vlastnosti. Podíváme se na teorii konstrukce ortonormálních waveletů, vysvětlíme
Diskrétní waveletovou transformaci (DWT) a Diskrétní waveletovou transformaci
s diskrétním časem (DTWT). A nakonec bude na obrázcích vysvětlen algoritmus
výpočtu diskrétní waveletové transformace s diskrétním časem a dvourozměrná wa-
veletová transformace.
Souvislost waveletové transformace s asi nejznámější Fourierovou transformací je
následující. Zobecněné Fourierovy transformace mají různé vlastnosti dané použitou
bází a z toho plynoucí aplikace. Zatímco u řady těchto jednorozměrných zobecně-
ných FT dochází k transformaci prostoru s určitým fyzikální rozměrem (např. [𝑟]
u klasické FT) do prostoru s fyzikálním rozměrem jiným (např. [𝑟−1] u klasické FT),
tak u waveletové neboli vlnkové transformace (WT), využívající bázi odvozenou
od základní funkce pomocí posunutí a změny měřítka, dochází k transformaci jed-
norozměrného prostoru do dvourozměrného, majícího však stejný rozměr fyzikální.
Waveletová analýza je tudíž speciálním případem Fourierovy analýzy.
K popisu WT potřebujeme složitější matematický aparát, jehož základem bude
tzv. víceúrovňová analýza (multirozklad L2(R) neboli multiresolution analysis -
MRA).
Pokusíme se vysvětlit základy tohoto procesu na jednoduchém příkladu. Před-
stavme si, že v supermarketu máme stojan s policemi (nazveme jej Hilbertovým
prostorem L2(Ω)), označíme podlahu jako nulovou hladinu 𝑚 = 0. Máme k dispo-
zici zásilku zboží (funkce 𝑓(𝑡)), např. zásilka míčů různé velikosti, stojan je sestaven
z jednotlivých polic, každá police tvoří jednu hladinu (𝑉𝑚). Na každé polici jsou
kulaté otvory (jednotlivé bázové elementy 𝜑𝑚𝑛,𝑚 je index police, 𝑛 je počet otvorů
na polici), průměry otvorů jsou stejné na jedné polici (na jedné hladině), ale při pře-
chodu z jedné police na druhou se mění dle vztahu 2𝑚,𝑚 = 0, 1, 2, . . . , tj. otvory na
nižší polici jsou dvakrát menší než o jednu výše. Úkolem bude najít optimální roz-
klad zboží na policích, tj. aby každý míč byl uložen na příslušné místo, odpovídající
jeho průměru.
Řešení: Je-li míč menší než otvor, pak tento míč spadne přes otvor na příslušnou
polici (na příslušnou hladinu), kde otvor bude menší než průměr míče. Uložit tento
míč na nižší polici je ekonomicky nevýhodné - tam může být umístěn míč o men-
ším průměru. Proceduru právě tohoto rozložení nazýváme víceúrovňovou analýzou.
Díváme-li se do dalekohledu, mikroskopu, fotoaparátu, snažíme se zachytit ostré a
zároveň dostatečně velké zobrazení našeho objektu, přitom automaticky provádíme
podobnou analýzu.
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5.1 Multirozklad - MRA
Multirozkladem L2(R𝑛) (víceúrovňovou analýzou) budeme nazývat neklesající po-
sloupnost uzavřených škálovacích podprostorů 𝑉𝑚 ∈ L2(R𝑛),𝑚 ∈ Z pro něž platí
následující podmínky:
1. . . . ⊂ 𝑉−2 ⊂ 𝑉−1 ⊂ 𝑉0 ⊂ 𝑉1 ⊂ 𝑉2 ⊂ . . . tj. 𝑉𝑚 ⊂ 𝑉𝑚+1,∀𝑚 ∈ Z
2. ⋂︀𝑚∈Z 𝑉𝑚 = {0}
3. ⋃︀𝑚∈Z 𝑉𝑚 je hustý a představuje L2(R𝑛), tj. ⋃︀𝑚∈Z 𝑉𝑚 = L2(R𝑛)
4. 𝑓(t) ∈ 𝑉𝑚 ⇔ 𝑓(2t) ∈ 𝑉𝑚+1, t ∈ R𝑛
5. existuje funkce 𝜑 ∈ 𝑉0 taková, že {𝜑(t− n)}𝑛∈Z je ortonormální bází 𝑉0. Funkce
𝜑 ∈ 𝑉0 se nazývá škálovací funkce nebo základní škálová funkce resp. otcovský
wavelet.
Formálně bychom mohli MRA interpretovat následujícím způsobem. Bod 1 před-
stavuje rozdělení stojanu na jednotlivé police, někteří autoři zapisují 𝑉𝑚+1 ⊂ 𝑉𝑚,
∀𝑚 ∈ Z, my této indexace využijeme v budoucnu u DWT. Bod 3 říká, že sjednoce-
ním získáme celý stojan, tj. 𝑉∞ = L2(R𝑛) a 𝑉−∞ = {0}, tzn. neexistuje žádné zboží,
které by se udržovalo na horní polici. Bod 4 znamená, že funkce 𝑓 ∈ 𝑉𝑚+1 obsahuje
dvakrát více bodů než 𝑓 ∈ 𝑉𝑚, což odpovídá proceduře přeložení míče na nejbližší
nižší polici za podmínky, že průměr otvoru je dvakrát menší, než na předchozí polici.
𝜑 ∈ 𝑉0 v bodě 5 slouží pro analýzu jednotlivých škálovaných podprostorů 𝑉𝑚 - police
v horizontálním směru vyplní celý prostor bez překrývání a mezer, tedy bázi pro-
storu 𝑉1 : {𝜑(2𝑡− 𝑛)}𝑛∈Z dostaneme z elementů báze prostoru 𝑉0 : {𝜑(𝑡− 𝑛)}𝑛∈Z
jednoduchým dvojnásobným zmenšením posledních.
Existují další definice, které se vztahují k biortogonalizaci waveletů, k waveletům
v prostoru L𝑝, k waveletům na distribucích apod. Základem pro vytvoření diskrétní
waveletové transformace (DWT) je dilatační rovnice tzv. rovnice soběpodobnosti -
škálovací rovnice. Formální řešení této rovnice můžeme sestavit ve tvaru Fourierova
integrálu, avšak analýza vznikajících funkcí není vůbec jednoduchá.
5.2 Definice spojité Waveletové transformace
Nechť 𝑓(𝑡), 𝜓(𝑡) ∈ L2R. Waveletovou transformaci funkce 𝑓(𝑡) pak definujeme
𝑊𝑇 (𝑓) = 𝐹 (𝑎, 𝑏) = 𝑓(𝑎, 𝑏) = 1√︁
|𝑎|
∫︁ ∞
−∞
𝑓(𝑡)𝜓
(︃
𝑡− 𝑏
𝑎
)︃
𝑑𝑡, (5.1)
kde 𝑎 ∈ R∖ {0} je tzv. dilatační škálový parametr, 𝑏 ∈ R je translační parametr,
𝜓(𝑡) je mateřský wavelet nebo jen wavelet splňující∫︁ ∞
−∞
𝜓(𝑡)𝑑𝑡 = 0 . (5.2)
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Zpětná (inverzní) waveletová transformace je pak dána vztahem
𝑊𝑇−1(𝐹 ) = 𝑓(𝑡) = 1√
𝑎
∫︁ ∞
−∞
(︃∫︁ ∞
−∞
𝐹 (𝑎, 𝑏)𝜓
(︃
𝑡− 𝑏
𝑎
)︃
𝑑𝑎
)︃
𝑑𝑏. (5.3)
Základní mateřský wavelet si můžeme představit jako „vlnku“ nabývající klad-
ných a záporných hodnot, která nemusí být vůbec symetrická a může být vytvořena
i pomocí nelineárních kombinací otcovského waveletu. Obraz 𝐹 je skalární součin
funkce 𝑓 s dilatacemi a translacemi okna 𝜓, tj.
𝐹 (𝑎, 𝑏) =
⟨
𝑓(𝑡), 1√
𝑎
𝜓
(︃
𝑡− 𝑏
𝑎
)︃⟩
. (5.4)
5.3 Vlastnosti Waveletové transformace
Koeficienty WT obsahují informaci jak o analyzované funkci, tak i o waveletu po-
užitém při analýze. Nechť 𝑊𝑇 (𝑓(𝑡)) = 𝐹 (𝑎, 𝑏), pak některé vlastnosti WT jsou
nezávislé na typu waveletu:
1. linearita 𝑊𝑇 (𝛼𝑓1 + 𝛽𝑓2) = 𝛼𝑊𝑇 (𝑓1) + 𝛽𝑊𝑇 (𝑓2) = 𝛼𝐹1(𝑎, 𝑏) + 𝛽𝐹2(𝑎, 𝑏),
2. invariance vzhledem k posunutí 𝑊𝑇 (𝑓(𝑡− 𝑏0)) = 𝐹 (𝑎, 𝑏− 𝑏0),
3. invariance vzhledem k dilataci 𝑊𝑇
(︁
𝑓
(︁
𝑡
𝑎0
)︁)︁
= 1
𝑎0
𝐹
(︁
𝑎
𝑎0
, 𝑏
𝑎0
)︁
,
4. analogie Parsevalovy věty v případě ortogonální waveletovské báze∫︁ ∞
−∞
𝑓1(𝑡)𝑓 2(𝑡)𝑑𝑡 = 𝐶−1𝜓
∫︁ ∞
−∞
∫︁ ∞
−∞
𝐹1(𝑎, 𝑏)𝐹 2(𝑎, 𝑏)𝑎−2𝑑𝑎 𝑑𝑏⇒
energie signálu (funkce)∫︁ ∞
−∞
|𝑓(𝑡)|2 𝑑𝑡 = 𝐶−1𝜓
∫︁ ∞
−∞
|𝐹 (𝑎, 𝑏)|2 𝑎−2𝑑𝑎 𝑑𝑏.
5.4 Waveletová transformace - konstrukce orto-
normálních waveletů
Matematická konstrukce ortonormálních waveletů s kompaktním nosičem byla pro-
vedena Ingrid Daubechies (1988) s použitím teorie MRA. Postup tvorby báze pomocí
MRA je poměrně dlouhý a pro účely této práce není nezbytné se jím zde zabývat
detailně. Omezíme se proto jen na to nejdůležitější.
Definujme
𝜓(𝑡) =
√
2
∑︁
𝑛∈Z
𝑔𝑛𝜑(2𝑡− 𝑛),
pak právě wavelety 𝜓𝑚𝑛 = 2−
𝑚
2 𝜓(2−𝑚𝑡−𝑛),𝑚, 𝑛 ∈ Z tvoří ortonormální waveletové
báze prostorů 𝑊𝑚, které nazýváme Daubechies (tyto wavelety nemají žádné osy
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symetrie, ortonormalita waveletů je zaručena i mezi různými úrovněmi 𝑚). Pro
ortogonální báze
𝜑(𝑡) =
∑︁
𝑛∈Z
ℎ𝑛𝜑(2𝑡− 𝑛), 𝜓(𝑡) =
∑︁
𝑛∈Z
𝑔𝑛𝜑(2𝑡− 𝑛).
Obr. 5.1: Ukázka škálové a waveletové funkce pro ortogonální wavelet Daubechies
Db2.
Obr. 5.2: Ukázka škálové a waveletové funkce pro ortogonální wavelet Daubechies
Db3.
5.5 Diskrétní waveletová transformace
Podle [23] lze rozlišit tři druhy waveletových transformací. Spojitou waveletovou
transformaci, u níž jsou spojité jak změna měřítka a posunutí, tak i vstupní signál
a waveletové funkce. Popsána byla již výše. Dále pak diskrétní waveletovou transfor-
maci (DWT), kdy je spojitý vstupní signál a waveletové funkce, ale změna měřítka a
posuny jsou prováděny diskrétně, a nakonec diskrétní waveletová transformace s dis-
krétním časem (DTWT), u které jsou vstupní signál i waveletové funkce diskrétní
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signály a změna měřítka a posuny jsou prováděny rovněž diskrétně. Následující text
vychází z [9] a věnuje se zbývajícím dvěma typům transformací.
Pokud používáme waveletovou transformaci k vyjádření obrazových dat, jedná se
o zpracování konečného diskrétního signálu. Použijeme tedy diskrétní waveletovou
transformaci s diskrétním časem. Změna parametrů 𝑎 a 𝑏 probíhá diskrétně tak, že
𝑎 = 2𝑗 (5.5)
𝑏 = 𝑘 · 2𝑗 = 𝑘 · 𝑎 pro 𝑗, 𝑘 ∈ Z a 𝑗 ≥ 1. (5.6)
Co se týká měřítka 𝑎, to je vzorkováno v dyadické posloupnosti. Časový posuv
je narozdíl od něj vzorkován rovnoměrně. Vzorky spektra nesou úplnou informaci
o původním signálu a tak je umožněna jeho přesná rekonstrukce.
Definice dyadické diskrétní waveletové transformace s diskrétním časem je tato
𝑆𝐷𝑇𝑊𝑇 (𝑗, 𝑘) =
1√
2𝑎
∞∑︁
𝑛=−∞
𝑓(𝑛)𝜓 * (2−𝑗𝑛− 𝑘). (5.7)
DTWT je unitární transformací, můžeme ji tedy vyjádřit ortogonální maticí
W 𝑛 × 𝑛. Pokud máme vektor délky 𝑛, 𝑦 = (𝑦1, . . . , 𝑦𝑛)T, tak jeho waveletovou
transformaci 𝑑 = (𝑑1, . . . , 𝑑𝑛)T získáme, jestliže
d =Wy. (5.8)
Protože matice W je ortogonální, může být inverzní diskrétní waveletová trans-
formace vyjádřena jako
W−1d =WTd = y. (5.9)
5.6 Algoritmus výpočtu DTWT
Násobíme-li vstupní vektor 𝑦 délky 𝑛 ortogonální maticí W řádu 𝑛× 𝑛 je to výpo-
četně poměrně náročný úkon. Naštěstí ale S. Mallat v [11] představil pyramidový
rekurzivní algoritmus, který se jako vhodnější nástroj používá v praxi. K analýze a
syntéze signálu používá banku filtrů s perfektní rekonstrukcí. Když tedy při dekom-
pozici vznikne aliasing, při rekonstrukci se zase vyruší.
Filtruje se pomocí čtyř filtrů. Těmi jsou syntetizující dolní propust (DP) a syn-
tetizující horní propust (HP) a rekonstrukční DP a HP. Jedná se o speciální kvad-
raturní zrcadlové filtry, jejichž moduly kmitočtových charakteristik jsou navzájem
zrcadlově obrácené podle 𝑓/𝑓𝑣𝑧 = 1/4.
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Vstupní vektor 𝑦 je filtrován pomocí filtru typu dolní propust a zároveň filtrem
typu horní propust. Obě výsledné posloupnosti jsou decimovány, tzn., že je vypuštěn
každý druhý vzorek, a tím jsou získány dvě posloupnosti nové. Každá má přibližně
poloviční velikost oproti původnímu vstupnímu vektoru 𝑦. Viz obr. 5.3.
Obr. 5.3: Waveletová dekompozice signálu 𝑦 pomocí algoritmu S. Mallata. Hloubka
dekompozice je 2.
Filtrem typu dolní propust jsme získali koeficienty, které nazýváme aproximační.
Filtrem typu horní propust pak koeficienty, které nazýváme detailní. V této fázi jsme
postupem popsaným výše, provedli jeden krok waveletové dekompozice. Další krok
se provede podobným postupem. Rozdíl je v tom, že místo vstupního vektoru 𝑦 se
na vstupy obou filtrů přivede vektor aproximačních koeficientů. Vektor detailních
koeficientů se zachová. Zde je vhodné zmínit pojem hloubka dekompozice, který
označuje počet takto provedených kroků. Např. pro čtyřprvkový vstupní vektor výše,
je maximální hloubka dekompozice 2. Obecně pro vstupní vektor s délkou 𝑛 platí,
že maximální hloubka dekompozice je
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𝐽𝑚𝑎𝑥 ≤ log2 𝑛. (5.10)
Mallatův algoritmus umožňuje rozložit vstupní signál na detailní a aproximační
koeficienty tak, že nedochází k žádné ztrátě informace. Ve kterékoli úrovni je možné
proces dekompozice zastavit. To znamená, že je umožněna tzv. neúplná diskrétní
waveletová transformace. Tato skutečnost je další výhodou při realizaci waveletové
transformace zrcadlově kvadraturními filtry.
Dekomponovaný signál je popsán svým aproximačním vektorem 𝐴𝑘 a všemi vek-
tory detailů 𝐷𝑘 až 𝐷1. Opačným postupem k předchozímu lze z těchto vektorů
vypočítat opět původní signál. Na kterékoli úrovni dekompozice 𝑘 můžeme získat
aproximační koeficienty vyšší úrovně 𝑘 − 1 z koeficientů 𝐴𝑘 a 𝐷𝑘. Nejprve jsou oba
vektory nadvzorkovány. To znamená, že do vektorů aproximačních a detailních ko-
eficientů vkládáme nuly a zvyšujeme tedy jejich délku na dvojnásobek. Následně je
filtrujeme filtry typu dolní a horní propust, které jsou inverzní k původním dekom-
pozičním filtrům. Výsledky sečteme a vysekneme pouze potřebnou prostřední část.
Naznačuje to obr. 5.4. Postup opakujeme tolikrát, kolik je hloubka dekompozice.
Nakonec dostaneme originální signál.
Obr. 5.4: Jeden krok waveletové rekonstrukce. Aproximační a detailní koeficienty
jsou nadvzorkovány, filtrovány přes dolní a horní propusti, které jsou inverzní k pů-
vodním dekompozičním filtrům, a pak sečteny. Pro získání původních aproximačních
koeficientů vyšší úrovně je ještě potřeba vyseknout užitečnou část součtu.
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5.7 Dvourozměrná waveletová transformace
Tato práce se zabývá zpracováním obrazu. Protože obraz je dvourozměrný signál,
je potřeba použít dvourozměrnou diskrétní waveletovou transformaci s diskrétním
časem. Dekompozici budeme provádět podobným algoritmem, jaký jsme popsali již
výše. Rozdíl je v tom, že obraz budeme filtrovat zvlášť po řádcích a zvlášť po sloup-
cích. Obecně je jedno, v jakém pořadí. Tím vzniknou čtyři druhy koeficientů, apro-
ximační koeficienty, detailní horizontální koeficienty, detailní vertikální koeficienty
a detailní diagonální koeficienty. Situace je znázorněna na obr. 5.5.
Obr. 5.5: Jeden krok dvourozměrné waveletové dekompozice. Každý vzniklý druh
koeficientů má čtvrtinový počet prvků vzhledem ke vstupním datům.
Data vstupního obrazu projdou filtry typu DP a HP. Následuje decimace, při
zpracování po řádcích je vynechán každý druhý prvek v řádku. Výsledná obrazová
data projdou znovu filtry typu DP a HP. Nyní se ale zpracovává po sloupcích a je
vynechán každý druhý prvek ve sloupci. Po jednom kroku dekompozice tedy získáme
čtyři druhy koeficientů, A1 - aproximační, H1 - horizontální, V1 - vertikální a D1 -
diagonální. Další stupně dekompozice se provádějí podobně, rozdíl je jen, jako výše,
že vstupními daty pro následující úroveň dekompozice jsou aproximační koeficienty
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aktuálně spočtené úrovně. Horizontální, vertikální i diagonální koeficienty každého
kroku samozřejmě uchováváme. Na obr. 5.7 je praktická ukázka dekompozice ob-
razu do hloubky 2. Vlevo nahoře se nachází signál 𝐴2, který byl dvakrát filtrován
filtry typu dolní propust. Je to signálová složka obsahující hodnoty nízkých frekvencí
původního signálu, protože byla filtrována filtry typu dolní propust. Nese tudíž nej-
větší energii, resp. informaci, protože u všech signálů nesou nízkofrekvenční složky
základní informace. Vysokofrekvenční složky naproti tomu nesou detailní informace.
U obrazů např. detaily a hrany. Rekonstruovat obraz po waveletové dekompozici
je možné inverzním postupem vzhledem k dekompozici. Decimace je nahrazena in-
terpolací, na místo každého původně vynechaného prvku v řádku nebo sloupci se
vloží nula. Jako filtry se použijí rekonstrukční DP a HP, které jsou inverzní k těm
dekompozičním. Na závěr následuje opět součet a vyseknutí střední části signálu.
Obr. 5.6: Originální obraz. Obr. 5.7: Dekompozice do hloubky 2.
5.8 Okraje signálu
Na závěr této kapitoly je ještě vhodné poznamenat, že základem waveletové transfor-
mace, prováděné Mallatovým pyramidovým algoritmem je konvoluce signálu délky
𝑛 s filtrem délky 𝑚. Výsledek konvoluce má pak délku 𝑚+ 𝑛− 1. Algoritmus je ale
navržen pro práci se signálem nekonečné délky. Protože my ale pracujeme se signá-
lem konečným, nastává problém. Způsobuje to totiž, že okraje signálu nemusí být
správně zpracovány. Abychom tento problém minimalizovali, museli bychom znát
ještě určitý počet vzorků za okrajem signálu. To ale v praxi není možné, proto se
signál prodlužuje (extrapoluje). Používanými metodami jsou doplnění nulami, sy-
metrické prodloužení (zrcadlení), prodloužení polynomem a periodické rozšíření.
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6 ŘÍDKÉ REPREZENTACE SIGNÁLŮ
Při návrhu metod pro doplňování pixelů vně obrazu byl vyzkoušen i přístup založený
na tzv. řídkých reprezentacích signálů. Mezi implementovanými metodami se tedy
nachází i metoda využívající algoritmus Orthogonal Matching Pursuit. Podle [4] jsou
základní přístupy pro nalezení řídkých řešení dva. Pro úplnost zmíníme příklady
obou.
První skupina metod vychází z ℓ1-relaxace. Z toho důvodu se algoritmy této
skupiny nazývají relaxační. Jsou založeny na předpokladu, že se za určitých pod-
mínek dostaneme k řešení přesnému nebo alespoň relativně blízkému. Jsou to např.
BP(Basis Pursuit), modifikovaná LARS (Least Angle Regression, homotopy me-
thod) nebo IRLS (Iterative Reweighted Least Squares). Tyto metody jsou zde uve-
deny pouze jako příklady z dané skupiny a není s nimi dále pracováno.
Druhou skupinou jsou tzv. „greedy“, neboli hladové algoritmy. Jejich princip
spočívá v tom, že v každé iteraci najdou jeden (nebo více) „nejvýznamnějších“
atomů (pojem „atom“ bude vysvětlen níže). Důležitý fakt je, že v dalším průběhu
algoritmu už vybraný atom nebude zbaven podílu na konečném řešení. Výhodou je
nízká složitost, naopak nevýhodou je, že není zaručeno dosažení globálního optima.
Z používaných algoritmů uvedeme MP (Matching Pursuit) a v práci použitý OMP
(Orthogonal Matching Pursuit).
Samozřejmě se lze setkat s algoritmy hybridními, které využívají výhody obou
výše zmíněných skupin.
Pro případné dohledání více informací k problematice řídkých reprezentací sig-
nálů doporučujeme začít např. tímto článkem [4] a na něj navazujícími. My se pro
účely této práce spokojíme s principem metody Matching Pursuit a na ni navazující
Orthogonal Matching Pursuit, která je jejím vylepšením a je využita v praktické
části.
6.1 Matching Pursuit
Matching pursuits (velmi špatně přeložitelné, proto ponechám původní výraz) jsou
obecné procedury k počítání adaptivních reprezentací signálů. V roce 1993 před-
stavili v [12] Stéphane G. Mallat a Zhifeng Zhang algoritmus, nazvaný Matching
Pursuit. Tato jejich práce popisuje aplikaci pro extrakci struktur ze zašumělých sig-
nálů. Algoritmus Matching Pursuit rozkládá jakýkoli signál do lineárního rozvoje
vlnek, které jsou vybírány z redundantního slovníku funkcí. Tyto vlnky jsou vybí-
rány za účelem co nejlepšího zachycení signálových struktur.
Na základě informací z [12], [1] a [13] uvádíme bližší popis metody Matching
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Pursuit. Je to typ numerické techniky, která zahrnuje hledání nejlépe se shodujících
projekcí multidimensionálních dat na redundantní slovník D. Základní myšlenka
je reprezentovat signál 𝑓 z Hilbertova prostoru H , jako váženou sumu funkcí 𝑔𝛾𝑛
(zvaných atomy) vzatou z D. Slovník D je tedy v podstatě matice, jejíž sloupce se
nazývají atomy.
𝑓(𝑡) =
+∞∑︁
𝑛=0
𝑎𝑛𝑔𝛾𝑛(𝑡) (6.1)
kde 𝑛 indexuje atomy, které byly vybrány a 𝑎𝑛 váhovací faktor (amplituda) pro
každý atom. Vzhledem k určitému slovníku, bude Matching Pursuit nejdříve hledat
jeden atom, který má největší skalární součin se signálem. Potom odečte příspěvek
tohoto atomu a opakuje proces dokud není signál uspokojivě rozložen.
Pro porovnání vezměme v úvahu reprezentaci signálu Fourierovou řadou. Ta
může být popsána podobně jako výše s tím, že slovník je vytvořen na základě funkcí
sinus. Hlavní nevýhodou Fourierovy analýzy ve zpracování signálů je, že získává
pouze globální rysy signálů a neadaptuje se na analyzované signály 𝑓 . Pokud po-
užijeme extrémně redundantní slovník, můžeme v něm nalézt funkce, které lépe
vystihují signál 𝑓 . Hledání reprezentací, kde je většina koeficientů v součtu blízká
nule (řídké reprezentace) je žádoucí pro signálové kódování a kompresi, ale mohlo by
být dobře použitelné i pro hledání hodnot signálu, které neznáme za jeho koncem.
6.1.1 Algoritmus
Hledání nejlepší shody v extrémně velkém slovníku je výpočetně velmi náročné a pro
praktickou aplikaci neakceptovatelné. Naštěstí je ale k dispozici řešení představené
v [12]. Algoritmus iterativně generuje pro signál 𝑓 a slovník D, tříděný seznam
indexů a skalárů, které jsou sub-optimálním řešením problému řídké reprezentace
signálu. Zbytek po vypočítání 𝛾𝑛 a 𝑎𝑛 je označován 𝑅𝑛+1.
Následující pseudo kód pochází z [13].
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Algoritmus Matching Pursuit
Vstup: signál: 𝑓(𝑡), slovník D.
Výstup: seznam koeficientů: (𝑎𝑛, 𝑔𝛾𝑛).
Inicializace:
𝑅1 ← 𝑓(𝑡);
𝑛← 1
Opakuj:
najdi 𝑔𝛾𝑛 ∈ D s maximálním skalárním součinem |⟨𝑅𝑛, 𝑔𝛾𝑛⟩|;
𝑎𝑛 ← ⟨𝑅𝑛, 𝑔𝛾𝑛⟩;
𝑅𝑛+1 ← 𝑅𝑛 − 𝑎𝑛𝑔𝛾𝑛;
𝑛← 𝑛+ 1;
až do ukončující podmínky (například: ‖𝑅𝑛‖ < práh)
„←“ je zkratka pro „změnu na“. Například „𝑎 ← 𝑏“ znamená, že hodnota „a“ se
mění na hodnotu „b“.
6.1.2 Vlastnosti
Algoritmus konverguje pro všechny 𝑓 v prostoru, který je zahrnut ve slovníku. Pro
všechna 𝑚 je splněna rovnice zachování energie.
‖𝑓‖2 =
𝑚−1∑︁
𝑛=0
|𝑎𝑛|2 + ‖𝑅𝑚‖2 (6.2)
Chyba ‖𝑅𝑛‖ se snižuje monotónně a její pokles je exponenciální.
6.1.3 Užití
Matching pursuit byl použit ke kódování signálů, obrazu a videa, tvarové reprezen-
taci a rozpoznání, i kódování 3D objektů. Bylo prokázáno [17], že funguje lépe, než
kódování založené na DCT pro nízké bitové rychlosti a to jak s ohledem na efektivitu
kódování, tak i na kvalitu obrazu.
Hlavní problém s Matching pursuit je výpočetní složitost kodéru. V základní
verzi algoritmu musí být v každé iteraci prohledáván velký slovník. Vylepšení zahr-
nují použití přibližných slovníkových reprezentací a suboptimální způsoby výběru
nejlepší shody v každé iteraci.
6.2 Orthogonal Matching Pursuit
Je populární modifikace Matching Pursuit, která vylepšuje konvergenci použitím
dodatečného ortogonalizačního kroku. Hlavní výhodou OMP před MP je, že je ga-
rantována konvergence v konečném počtu kroků pro konečný slovník. Na základě
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[16] zde uvedeme algoritmus výpočtu OMP. Máme dán soubor vektorů D = {𝑥𝑖}
v Hilbertově prostoru H . Označíme V = Span {𝑥𝑛}. D je zde slovníkem. Budeme
předpokládat, že vektory 𝑥𝑛 jsou normalizovány (‖𝑥𝑛‖ = 1). R𝑘𝑓 je pak aktuální
chyba.
Předpokládejme, že máme následující model 𝑘-tého řádu pro 𝑓 ∈H ,
𝑓 =
𝑘∑︁
𝑛=1
𝑎𝑘𝑛𝑥𝑛 +R𝑘𝑓, kde ⟨R𝑘𝑓, 𝑥𝑛⟩ = 0, 𝑛 = 1, . . . 𝑘. (6.3)
Horní index 𝑘 v koeficientech 𝑎𝑘𝑛 ukazuje závislost těchto koeficientů na řádu
modelu. Rádi bychom aktualizovali tento model 𝑘-tého řádu na model řádu 𝑘 + 1.
𝑓 =
𝑘+1∑︁
𝑛=1
𝑎𝑘+1𝑛 𝑥𝑛 +R𝑘+1𝑓, kde ⟨R𝑘+1𝑓, 𝑥𝑛⟩ = 0, 𝑛 = 1, . . . 𝑘 + 1. (6.4)
Vzhledem k tomu, že není požadováno, aby prvky slovníku D byly ortogonální,
k provedení takové aktualizace, požadujeme pomocný model pro závislost 𝑥𝑘+1 na
předchozích 𝑥𝑛 (𝑛 = 1, . . . 𝑘). Nechť
𝑥𝑘+1 =
𝑘∑︁
𝑛=1
𝑏𝑘𝑛𝑥𝑛 + 𝛾𝑘, kde ⟨𝛾𝑘, 𝑥𝑛⟩ = 0, 𝑛 = 1, . . . 𝑘. (6.5)
Tedy ∑︀𝑘𝑛=1 𝑏𝑘𝑛𝑥𝑛 = PV𝑘𝑥𝑘+1, a 𝛾𝑘 = PV⊥𝑘 𝑥𝑘+1, je složka 𝑥𝑘+1, která je neobjas-
něná prostřednictvím {𝑥1, . . . , 𝑥𝑘} .
Použitím pomocného modelu 6.5 může být ukázáno, že správná aktualizace z mo-
delu 𝑘-tého řádu na model řádu 𝑘 + 1 je dána
𝑎𝑘+1𝑛 = 𝑎𝑘𝑛 − 𝛼𝑘𝑏𝑘𝑛, 𝑛 = 1, . . . , 𝑘
a 𝑎𝑘+1𝑘+1 = 𝛼𝑘,
kde 𝛼𝑘 =
⟨R𝑘𝑓, 𝑥𝑘+1⟩
⟨𝛾𝑘, 𝑥𝑘+1⟩ =
⟨R𝑘𝑓, 𝑥𝑘+1⟩
‖𝛾𝑘‖2
= ⟨R𝑘𝑓, 𝑥𝑘+1⟩‖𝑥𝑘+1‖2 −∑︀𝑘𝑛=1 𝑏𝑘𝑛 ⟨𝑥𝑛, 𝑥𝑘+1⟩ . (6.6)
Z toho také vyplývá, že zbytek R𝑘+1𝑓 vyhovuje R𝑘𝑓 = R𝑘+1𝑓 + 𝛼𝑘𝛾𝑘 a
‖R𝑘𝑓‖2 = ‖R𝑘+1𝑓‖2 + |⟨R𝑘𝑓, 𝑥𝑘+1⟩|
2
‖𝛾𝑘‖2
. (6.7)
6.2.1 Algoritmus OMP
Výsledky předchozí části mohou být použity ke konstrukci následujícího algoritmu,
který se nazývá Orthogonal Matching Pursuit (OMP). Kód je převzat z [16].
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Algoritmus Orthogonal Matching Pursuit
Inicializace:
𝑓0 = 0, R0𝑓 = 𝑓, 𝐷0 = {}
𝑥0 = 0, 𝑎00 = 0, 𝑘 = 0
1. Vypočítej: {⟨R𝑘𝑓, 𝑥𝑛⟩ ; 𝑥𝑛 ∈ 𝐷∖𝐷𝑘}.
2. Najdi 𝑥𝑛𝑘+1 ∈ 𝐷∖𝐷𝑘 takový, že⃒⃒⃒⟨
R𝑘𝑓, 𝑥𝑛𝑘+1
⟩⃒⃒⃒
≥ 𝛼 sup𝑗 |⟨R𝑘𝑓, 𝑥𝑗⟩| , 0 < 𝛼 ≤ 1.
3. Jestliže
⃒⃒⃒⟨
R𝑘𝑓, 𝑥𝑛𝑘+1
⟩⃒⃒⃒
< 𝛿, (𝛿 > 0) potom zkonči.
4. Přeuspořádej slovník D aplikováním permutace 𝑘 + 1↔ 𝑛𝑘+1.
5. Vypočítej:
{︁
𝑏𝑘𝑛
}︁𝑘
𝑛=1
, takový, že,
𝑥𝑘+1 =
∑︀𝑘
𝑛=1 𝑏
𝑘
𝑛𝑥𝑛 + 𝛾𝑘
a ⟨𝛾𝑘, 𝑥𝑛⟩ = 0, 𝑛 = 1, . . . , 𝑘.
6. Nastav, 𝑎𝑘+1𝑘+1 = 𝛼𝑘 = ‖𝛾𝑘‖−2 ⟨R𝑘𝑓, 𝑥𝑘+1⟩ ,
𝑎𝑘+1𝑛 = 𝑎𝑘𝑛 − 𝛼𝑘𝑏𝑘𝑛, 𝑛 = 1, . . . , 𝑘,
a aktualizuj model,
𝑓𝑘+1 =
∑︀𝑘+1
𝑛=1 𝑎
𝑘+1
𝑛 𝑥𝑛
R𝑘+1𝑓 = 𝑓 − 𝑓𝑘+1
𝐷𝑘+1 = 𝐷𝑘
⋃︀ {𝑥𝑘+1} .
7. Nastav 𝑘 ← 𝑘 + 1, a opakuj (1)-(7).
Rozšíření jako jsou Multichannel MP a Multichannel OMP umožňují zpracování
vícesložkových signálů. Zajímavou variantou je také hybridní algoritmus A* Ortho-
gonal Matching Pursuit, který využívá A* algoritmus prohledávání informačních
stromů [8].
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7 SROVNÁNÍ KVALITY OBRAZŮ
Tato práce, jak už bylo několikrát zmíněno, se zabývá zpracováním obrazů. Navr-
huje několik metod pro doplňování pixelů za vnějším okrajem obrazu. Aby mohlo
být dosaženo nějakých závěrů, je potřeba výsledky jednotlivých navržených metod
určitým způsobem kvalitativně ohodnotit, resp. srovnat s výsledky ostatních metod.
V této kapitole budou proto na základě [3] popsány metody, které takovéto srov-
nání zajišťují. Konkrétně PSNR (Peak Signal to Noise Ratio) a SSIM (Structural
Similarity).
7.1 Úvod do problematiky
Každé zpracování obrazu může způsobit ztrátu informace nebo kvality obrazu. Me-
tody pro hodnocení kvality obrazu můžeme rozdělit na objektivní a subjektivní. Sub-
jektivní jsou založeny na lidském úsudku a nevyužívají žádné objektivní kriterium.
Objektivní pracují s explicitními numerickými kriterii. Ve vztahu k následujícímu
textu budeme předpokládat osmibitový šedotónový obraz.
Mějme referenční obraz 𝑓 a srovnávací obraz 𝑔, oba o rozměru 𝑀 × 𝑁 , PSNR
mezi 𝑓 a 𝑔 je definováno jako
𝑃𝑆𝑁𝑅(𝑓, 𝑔) = 10 log10(2552/𝑀𝑆𝐸(𝑓, 𝑔)) (7.1)
kde
𝑀𝑆𝐸(𝑓, 𝑔) = 1
𝑀𝑁
𝑀∑︁
𝑖=1
𝑁∑︁
𝑗=1
(𝑓𝑖𝑗 − 𝑔𝑖𝑗)2 (7.2)
Hodnota PSNR dosahuje nekonečna, pokud je hodnota MSE nula. Z toho plyne,
že vyšší hodnota PSNR znamená vyšší kvalitu (v našem případě podobnost) obrazu.
Na druhou stranu nízká hodnota PSNR ukazuje na velké rozdíly mezi obrazy. SSIM
se považuje za kvalitativní měřítko více odpovídající vnímání lidského visuálního
systému (HVS). Namísto použití tradičního sčítání chyb je SSIM navržen tak, že
každé obrazové zkreslení je vyjádřeno jako kombinace tří faktorů. Ty jsou ztráta
korelace, zkreslení luminance a zkreslení kontrastu. SSIM je definována jako:
𝑆𝑆𝐼𝑀(𝑓, 𝑔) = 𝑙(𝑓, 𝑔)𝑐(𝑓, 𝑔)𝑠(𝑓, 𝑔) (7.3)
kde ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑙(𝑓, 𝑔) = 2𝜇𝑓𝜇𝑔+C1
𝜇2
𝑓
+𝜇2𝑔+C1
𝑐(𝑓, 𝑔) = 2𝜎𝑓𝜎𝑔+C2
𝜎2
𝑓
+𝜎2𝑔+C2
𝑠(𝑓, 𝑔) = 𝜎𝑓𝑔+C3
𝜎𝑓𝜎𝑔+C3
. (7.4)
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První výraz v 7.4 je luminanční srovnávací funkce, která měří blízkost dvou
obrazů. Střední luminance (𝜇𝑓 a 𝜇𝑔). Tento faktor je maximální a roven 1, pouze
pokud 𝜇𝑓 = 𝜇𝑔. Druhý výraz je funkce srovnání kontrastu a měří blízkost kontrastu
dvou obrazů. Zde je kontrast měřen pomocí standardní odchylky 𝜎𝑓 a 𝜎𝑔. Tento
výraz je maximální a roven 1, pouze, pokud 𝜎𝑓 = 𝜎𝑔. Třetí výraz je funkce srovnání
struktury, která měří korelační koeficient mezi dvěma obrazy 𝑓 a 𝑔.
Hodnoty indexu SSIM jsou od 0 do 1. Hodnota 0 znamená nulovou korelaci
mezi obrazy a 1 znamená, že obrazy jsou totožné. Kladné konstanty C1,C2,C3 jsou
použity, abychom se vyhnuli nulovému jmenovateli.
Pro výběr, zda-li k ohodnocení kvality (podobnosti) obrazů použít SSIM nebo
PSNR nejsou dána žádná pravidla. Některé studie odhalují, že narozdíl od SSIM,
funguje MSE (Mean Squared Error) a tedy i PSNR špatně při rozlišování struktu-
rálního obsahu v obrazech, poněvadž různé druhy degradace obrazu aplikované na
stejný obraz mohou poskytovat stejnou hodnotu MSE. Jiné studie ukázaly, že MSE,
a v důsledku toho PSNR má nejlepší výkon v hodnocení kvality zašumělých obrazů.
7.2 Porovnání
Po analyzování vztahů pro výpočet PSNR a SSIM bylo ve [3] zjištěno, že mezi těmito
kvalitativními měřítky existuje analytický vztah, který funguje pro běžné degradace
obrazu, jako Gaussovské rozmazání, aditivní Gaussovský šum, nebo JPEG kompresi.
Z experimentálních výsledků provedených ve [3] vyplývá, že PSNR je více citlivý na
aditivní Gaussovský šum než SSIM, zatímco opak platí pro JPEG kompresi. Obě
metody mají zhruba stejnou citlivost na Gaussovské rozmazání. Ve všech případech
bylo pozorováno, že PSNR a SSIM jsou více citlivé na aditivní Gaussovský šum než
na Gaussovské rozmazání a JPEG kompresi. Jako poslední závěr stojí za zmínku, že
hodnoty PSNR mohou být odhadnuty z SSIM a naopak. Pro naše konkrétní účely
bude použito pro srovnání původních a zpracovaných obrazů obou metod, neboť
degradace a rozdíly, které vzniknou, mohou být různého charakteru. Proto nelze
jednoduše určit, které z metod by měl být přikládán větší význam.
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8 PRAKTICKÉ VÝSLEDKY
8.1 Software
Pro implementaci algoritmů praktického řešení byl použit systém MATLAB. To
proto, že je velmi komplexní a ve srovnání s jinými programovacími jazyky i poměrně
jednoduchý. Navíc obsahuje množství již implementovaných funkcí, které můžeme
s výhodou použít.
Název MATLAB pochází ze slovního spojení MATrix LABoratory, což znamená
maticová laboratoř. Matice jsou totiž klíčovou datovou strukturou pro výpočty
v něm. Je to programové prostředí a skriptovací programovací jazyk, umožňující
počítání s maticemi, vykreslování 2D i 3D grafů funkcí, implementaci algoritmů, po-
čítačovou simulaci, analýzu a prezentaci dat i vytváření aplikací včetně uživatelského
rozhraní, tzv. GUI. Typické oblasti jeho využití jsou
• inženýrské výpočty,
• tvorba algoritmů,
• modelování a simulace,
• analýza dat,
• vědecká a inženýrská grafika,
• tvorba aplikací (včetně grafického rozhraní).
Veškeré objekty jsou, jak již bylo zmíněno výše, považovány za matice. Ty mohou
být nejen čísla a proměnné, ale i složitější struktury, např. obrázky. Při práci je
potřeba dávat si pozor na to, že MATLAB má slabou dynamickou typovou kontrolu.
Systém se v hojné míře používá na akademické půdě i v komerční sféře. Pro
komerční využití je ale limitující jeho cena, která je značná a závisí na různých
volitelných součástech, např. na počtu tzv. toolboxů (nástrojových sad).
Pro ty, kteří by se chtěli o prostředí MATLAB dovědět více a začít v něm vyvíjet
je vhodnou literaturou [26], [27] a [28].
8.2 Praktické řešení
V rámci praktické části řešení projektu bylo implementováno osm metod pro extra-
polaci obrazu. Jsou to:
• Metoda využívající OMP, která je navržena na základě poznatků o říd-
kých reprezentacích signálu a pro svou funkci využívá algoritmus Orthogonal
Matching Pursuit.
• Metoda aproximace křivkou. Ta aproximuje řádky obrazu pomocí jedno-
rozměrné polynomiální funkce.
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• Metoda aproximace plochou aproximuje část obrazu pomocí dvouroz-
měrné polynomiální funkce.
• Metoda dvojité aproximace je podobná aproximaci křivkou. Využívá však
váhovaného součtu dvou polynomů různých řádů, nižšího a vyššího.
• Metoda mediánového filtru také vychází z metody aproximace křivkou,
narozdíl od ní ale nejdříve vyhladí obraz 2D mediánovým filtrem.
• Metoda s detekcí hran.Narozdíl od ostatních tato metoda nepoužívá k apro-
ximaci konstantní délku řádku. Použitou délku řádku volí na základě detekce
hran.
• Metoda waveletového rozkladu provede waveletový rozklad obrazu a apro-
ximuje křivkou každou matici koeficientů zvlášť.
• Metoda zrcadlení symetricky prodlouží obraz kolem osy, kterou tvoří okraj
obrazu. Metodu je vhodné uplatnit pouze na speciální typy obrazu.
Než se dostaneme k bližšímu popisu jednotlivých implementací metod, popíšeme
si jejich společné části.
Na začátku každé funkce, implementující danou metodu se vstupní obraz otes-
tuje, zda-li je barevný nebo šedotónový. Funkce jsou napsány pro přehlednost pro
šedotónové obrázky, tudíž, je-li obrázek barevný, převede se na šedotónový. V pří-
padě požadavku na zpracování barevného obrazu je možné použít funkci na každou
barevnou složku zvlášť. Ukázka implementace testu následuje níže.
v e l i k o s t = s i z e ( obr ) ; %obr j e vstupni obraz
%% prevod na sedotonovy obraz
i f l ength ( v e l i k o s t ) == 3 %pokud j e obraz barevny , prevede se na YCbCr
% a da le se pracu je pouze s jasovou s lozkou
[ obr ] = RGBtoY( obr , v e l i k o s t ) ;
end
Dále následuje blok switch. Zde se testuje, do kterého směru se má provést
výpočet extrapolace. Defaultně se funkce chová tak, že extrapoluje obraz směrem
doprava. Pokud je ve vstupních parametrech funkce zadán směr jiný, provede se
příslušná rotace matice obrazu, aby zvolená strana obrazu směřovala vpravo. Je
samozřejmé, že po provedení extrapolace se matice obrazu otočí do původní polohy.
Pokud uživatel směr definuje nekorektně, provede se extrapolace směrem vpravo.
Ukázka kódu opět následuje.
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%% vyhodnoceni smeru ex t rapo l a c e
switch smer
case ’ r ’
d i sp ( ’ Smer ex t rapo l a c e vpravo . ’ )
case ’ l ’
d i sp ( ’ Smer ex t rapo l a c e v levo . ’ )
obr = rot90 ( obr , 2 ) ;
case ’u ’
d i sp ( ’ Smer ex t rapo l a c e nahoru . ’ )
obr = rot90 ( obr , 3 ) ;
case ’d ’
d i sp ( ’ Smer ex t rapo l a c e dolu . ’ )
obr = rot90 ( obr , 1 ) ;
o therw i se
d i sp ( ’ De fau l tn i ext rapo lace , smer vpravo . ’ )
end
Poté je z obrazu odejmut kontrolní úsek. Tuto původní část obrazu se nyní bu-
deme snažit nahradit. Tento krok slouží k tomu, aby bylo možné porovnat vypočí-
taný úsek se skutečnými daty a ohodnotit tak kvalitu metody. Metodika porovnání
kvality metod je uvedena v závěru této kapitoly. Výsledky jsou pak diskutovány
v závěru 9. Postup při odejmutí kontrolního úseku znázorňuje opět ukázka kódu.
%% tyto radky ods epa ru j i usek pro budouci kontro lu vys ledku
v e l i k o s t = s i z e ( obr ) ;
kontro ln i_usek = obr ( 1 : v e l i k o s t ( 1 ) , v e l i k o s t (2)−ppp+1: v e l i k o s t ( 2 ) ) ;
obr = obr ( 1 : v e l i k o s t ( 1 ) , 1 : v e l i k o s t (2)−ppp ) ;
v e l i k o s t = s i z e ( obr ) ;
8.2.1 Metoda využívající OMP
U této metody se snažíme využít řídkou reprezentaci signálů. Algoritmus Ortho-
gonal Matching Pursuit rozkládá jakýkoli signál do lineárního rozvoje vlnek, které
jsou vybírány z redundantního slovníku funkcí. Pomocí OMP tedy vypočítáme říd-
kou reprezentaci jednotlivých sloupců zpracovávaného obrazu za použití zkráceného
slovníku (zde již nepracujeme s bází, ale framem). Použitím stejných váhovacích
faktorů a slovníku plné velikosti získáme reprezentaci jednotlivých prodloužených
sloupců obrazu.
Vstupními parametry pro tuto metodu jsou obraz im, znak smer, který definuje,
na kterou stranu obrazu se budou pixely doplňovat a ppp, který určuje, o kolik se
obraz do zadaného směru prodlouží. Dále wavelet, který definuje wavelet použitý
pro výpočet báze a depth, určující hloubku waveletové dekompozice.
46
% im = vstupni obraz
% smer = l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
% ppp = pocet p ixe lu , o k o l i k se bude prodluzovat obrazek
% wavelet = ’db3 ’ ; typ waveletu
% depth = 8 ; hloubka waveletove dekompozice
Metoda OMP od každého sloupce obrazu (dále jen signál) odečte jeho průměrnou
hodnotu. Tím se dostane s hodnotami do oblasti okolo nuly. Pak se vypočítá matice
bázových vektorů DWT, pro výpočet funkce omp však použijeme zkrácenou matici
(vlastně tedy frame). Dále jsou nastavena kritéria pro zastavení vykonávání funkce
omp. Maximální počet iterací je stanovan na 55 a maximální chyba (norma rezidua)
na 10−5. Tyto hodnoty byly experimentálně stanoveny jako optimální, ale je možné
je změnit. Autory funkce omp, realizující algoritmus OMP, a jejích pomocných funkcí
jsou Pavel Rajmic, Jan Špiřík, Marie Daňková, Václav Mach a Zdeněk Průša. Funkce
omp vrátí váhovací faktory a signál se rekonstruuje jejich vynásobením s vypočíta-
nou bází. Takto rekonstruovaný signál již obsahuje informaci o hodnotách pixelů
doplněných za jeho okrajem. Nakonec přičteme k signálu původně odečtený průměr
a jeho hodnoty se tak vrátí do původního rozsahu. Všechny sloupce se postupně
sloučí do výsledné matice obrazu a obraz se vykreslí.
8.2.2 Metoda aproximace křivkou a metoda aproximace plo-
chou
Uvažujeme-li obraz jako funkci, pak je to funkce dvourozměrná. Jednorozměrnou
funkcí je jeden jeho řádek nebo sloupec. Pro začátek uvažujme funkci jednoroz-
měrnou. Vezměme si jeden řádek obrazu. Hodnoty pixelů na daném řádku, nebo
chceme-li funkční hodnoty jednorozměrné obrazové funkce, nemají zpravidla jedno-
duše definovatelnou funkční závislost. Je to vlastně podobný případ, jako funkce
definovaná měřeními v několika bodech. Známe sice hodnoty v jednotlivých bodech,
ale neznáme jejich funkční závislost nebo ji nedokážeme jednoduše matematicky
popsat.
Hlavní idea metody aproximace křivkou spočívá v tom, že průběh jakékoli jed-
norozměrné funkce lze interpolovat nebo aproximovat a najít tak funkci, která má
podobný průběh a dá se jednoduše vyjádřit např. v polynomiálním tvaru. Budeme
se tedy snažit aproximovat obrazovou funkci po řádcích a získat náhradní funkci
v polynomiálním tvaru, kterou pak použijeme pro extrapolaci za hranici řádku.
Stejně jako jednorozměrnou funkci lze interpolovat nebo aproximovat i dvouroz-
měrnou funkci (plochu). Metoda aproximace plochou tedy extrapoluje obrazovou
funkci pomocí 2D polynomiální funkce.
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Před spuštěním funkce je potřeba nastavit vstupní parametry. Jejich význam je
vysvětlen dále.
%% vyznam vstupnich parametru
% obr = vstupni obraz
% smer = l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
% metoda = ext_krivkou / ext_plochou
% n = stupen polynomu
% m = stupen polynomu ve druhem smeru pro f c i . inpaint2d ,
% pro volbu ’ ext_plochou ’
% ppp = pocet p i x e lu prod louzen i − o ko l i k se obraz roztahne
% pocet_pixelu_pro_vypocet = pocet p i x e lu pro vypocet polynomu
% (v pr ipade aproximace plochou j e to s t rana plochy ,
% plocha j e ctvercova )
% zobraz_radky = [ ] vektor radku , j e j i c h z prubehy chceme zob r a z i t
% g r a f i c ky
Matice obr uchovává vstupní obraz. Volba smer nastaví, na kterou stranu se
bude obraz prodlužovat. Ve funkci se dá zvolit, jestli se provede aproximace křivkou
nebo plochou. K tomuto účelu slouží proměnná metoda. Účel n a m slouží k nasta-
vení stupně polynomu, n pro křivku nebo první rozměr plochy, m pro druhý rozměr
plochy, v případě použití volby aproximace plochou. Proměnná ppp definuje, kolik
pixelů se bude dopočítávat, zatímco pocet_pixelu_pro_vypocet určuje, kolik hod-
not z předchozího průběhu (pixelů v řádku) se bude používat pro výpočet koeficientů
polynomu daného řádu. Je totiž zbytečné používat k výpočtu celý řádek. V případě
použití volby aproximace plochou, musejí být ppp a pocet_pixelu_pro_vypocet
nastaveny na stejnou hodnotu, funkce polyfit2d totiž pracuje pouze se čtvercovou
plochou. Poslední volbou je zobraz_radky, do které můžeme zapsat čísla řádků,
které bychom si rádi nechali vykreslit do grafu. Implementovaná funkce, která toto
zajišťuje, vykresluje i průběh aproximačního polynomu a extrapolovaný průběh.
Při provádění metody aproximace křivkou se funkcí polyfit vypočítá aproxi-
mační polynom zadaného řádu pro určený počet posledních pixelů řádku. Potom se
funkcí polyval vypočítají hodnoty pixelů za hranicí obrazu podle tohoto polynomu.
Vypočtená část řádku se zařadí za jeho konec. To se postupně provede pro všechny
řádky.
Metoda aproximace plochou nevyužívá k extrapolaci jednorozměrnou funkci
polyfit, ale dvourozměrnou funkci polyfit2d. Jejím autorem je Perry Stout a
funkce je volně šiřitelná. Tato funkce počítá aproximační plochu. Na hraniční části
obrazu se zvolí velikost plochy, která bude použita pro aproximaci. Na ní se vypo-
čítá matice koeficientů polynomu. Pomocí funkce polyval2d od stejného autora se
pak vypočítá extrapolace za hranicí obrazu. Zapíše se ale jen první řádek. Pak se
algoritmus posune o jeden řádek dolů a použije se nová aproximační plocha, pomocí
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níž se vypočte nová extrapolovaná plocha. 𝑁 -tá extrapolovaná plocha se aritmeticky
zprůměruje s 𝑁−1 extrapolovanou plochou v souřadnicích, kde se překrývají a první
řádek tohoto průměru se zapíše do obrazu. Takto se projdou všechny řádky obrazu.
Výsledné extrapolované hodnoty jsou tudíž průměrem dvou extrapolací plochou.
Očividná nevýhoda tohoto přístupu je, že první a několik posledních řádků (podle
rozměru plochy) takto zprůměrovat nelze, protože posunutí části aproximační plo-
chy mimo obraz by zkreslilo její průběh. Resp. MATLAB by zahlásil chybu, protože
hodnoty mimo obrazovou matici nejsou definovány. Původní a vypočtená část se
opět sloučí do jediného obrazu, který je výsledkem.
8.2.3 Metoda dvojité aproximace
Tato metoda vychází z předpokladu, že v bodech vzdálených od uzlových bodů na-
bývá chyba aproximace velkých hodnot. Pokud se snažíme o extrapolaci signálu,
tento předpoklad se uplatní. Pro případ, kdy se snažíme aproximovat signál po-
lynomem vysokého řádu budou vypočtené hodnoty těsně za známými hodnotami
poměrně přesné. Nemusí to být pravidlo, avšak velmi pravděpodobně s rostoucí
vzdáleností bude chyba růst rychleji, než u polynomu nižšího řádu. Přístup této
metody je proto takový, že se vypočítá extrapolace za použití nízkého i vyššího
řádu. Hodnoty se potom lineárně váhují a sečtou. A to tak, že směrem od okraje
obrazu dál klesá vliv hodnot získaných za pomoci polynomu vyššího řádu a stoupá
vliv hodnot vypočtených polynomem nízkého řádu. Matice vypočtených hodnot se
sloučí s nezpracovávanou částí obrazu a výsledek se zobrazí.
Většina vstupních parametrů je stejná, jako v předchozím případě aproximace
křivkou. Rozdíl je v tom, že nepoužijeme stupeň polynomu n, ale místo něj dva různé
stupně polynomu, nižší n1 a vyšší n2.
%% vyznam vstupnich parametru
% obr = vstupni obraz
% smer = l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
% ppp = pocet p i x e lu prod louzen i − pocet p i x e lu doplnovanych na konec
% obrazu
% pocet_pixelu_pro_vypocet = pocet p i x e lu pro vypocet polynomu
% n1 = rad pouz i teho aproximacniho polynomu NIZSIHO stupne
% n2 = rad pouz i teho aproximacniho polynomu VYSSIHO stupne
8.2.4 Metoda mediánového filtru
Při extrapolaci jednotlivých řádků polynomem se nám často stane, že extrapolo-
vané hodnoty neleží ve zobrazitelném rozsahu. Datový typ uint8, který používáme
pro uchování hodnot obrazové matice, má totiž rozsah 0 až 255. Jsme tedy schopni
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uložit a zobrazit 256 hodnot. Hodnoty extrapolované polynomiální funkce jsou ale
často mimo tento rozsah a vznikají tak souvislejší černé nebo bílé oblasti. Abychom
tento jev potlačili, snažíme se určitým způsobem vyhladit část obrazu, na které
počítáme aproximační polynom. Jejím vyhlazením by se měly zmenšit skoky v hod-
notách sousedních pixelů a vypočtený polynom by neměl tak výrazně oscilovat ani
rychle dosahovat hodnot větších nebo menších, než jsou hraniční hodnoty rozsahu.
Vyhlazením části obrazu sice přijdeme v extrapolované části o část informace, avšak
celkový vizuální vjem by měl být lepší. Pro vyhlazení je zde použit 2D mediánový
filtr.
Význam všech vstupních parametrů a postup je stejný jako u aproximace křivkou.
Navíc ale před samotnou aproximací provedeme vyhlazení zmíněným 2D mediáno-
vým filtrem.
%% vyznam vstupnich parametru
% obr = vstupni obraz
% smer = l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
% ppp = pocet p i x e lu prod louzen i − pocet p i x e lu doplnovanych na konec
% obrazu
% n = rad pouz i teho aproximacniho polynomu
% pocet_pixelu_pro_vypocet = pocet p i x e lu pro vypocet polynomu
8.2.5 Metoda s detekcí hran
Tato metoda využívá proměnného počtu pixelů, které se použijí pro výpočet apro-
ximačního polynomu. Vzpomeňme již dříve použitý úsek definovaný proměnnou
pocet_pixelu_pro_vypocet. Ten může obsahovat hrany, což znamená skokové změny
jasových hodnot. Tyto změny rovněž způsobují v aproximačním polynomu prudké
změny hodnot, které ne vždy budou žádoucí. Metoda tudíž nejdříve detekuje hrany
v části obrazu určené pro aproximování, a na základě toho upraví počet pixelů, které
se skutečně použijí pro výpočty. Tedy vezme jen hodnoty mezi poslední detekova-
nou hranou obrazu a jeho okrajem. Pokud hrana dosahuje až na okraj obrazu, dojde
k prodloužení konstantou. Pro lepší znázornění principu je zde obr. 8.1.
Všechny zde použité vstupní parametry mají stejný význam jako u předchozí
metody mediánového filtru. Výjimkou je pocet_pixelu_pro_vypocet, který zde
neudává přesný počet použitých pixelů, ale maximální mez.
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%% vyznam vstupnich parametru
% obr = vstupni obraz
% smer = l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
% ppp = pocet p i x e lu prod louzen i − pocet p i x e lu doplnovanych na konec
% obrazu
% n = rad pouz i teho aproximacniho polynomu
% pocet_pixelu_pro_vypocet = pocet p i x e lu pro vypocet polynomu
Obr. 8.1: Znázornění principu metody s detekcí hran. Levá část je originální obraz,
směrem doprava jsou zobrazeny detekované hrany a nakonec doplněné pixely. Vý-
počty se provádějí na původním obrazu. Černobílý úsek je pouze ilustrativní, pro
zobrazení detekovaných hran.
8.2.6 Metoda waveletového rozkladu
Algoritmus této metody funguje tak, že vstupní obraz rozloží pomocí waveletové
dekompozice na aproximační a detailní koeficienty až do zadané úrovně. Na matici
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aproximačních koeficientů provede výpočet pixelů za hranicí obrazu pomocí aproxi-
mace křivkou při takto sníženém prostorovém rozlišení. Podobný postup je aplikován
zvlášť na matice detailních koeficientů. Tím, že jsme obrazovou informaci rozdělili
do nízkofrekvenčních a vysokofrekvenčních složek a pracujeme s nimi zvlášť, apro-
ximační polynomy mají lepší chování tzn. jednodušší průběh. Rozšířené matice jsou
zpětně rekonstruovány a zobrazeny v podobě zpracovaného obrazu.
Význam vstupních parametrů je opět stejný, jsou zde ale dva navíc. Prvním je
DL, ten udává hloubku waveletové dekompozice, maximální je pět. Druhým je vlnka,
která určuje typ použitého waveletu, resp. dekompozičních a rekonstrukčních filtrů.
%% vyznam vstupnich parametru
% obr = vstupni obraz
% smer = l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
% DL = Decomposition Level ( bezne znaceno jako J )
% vlnka = typ vlnky , napr . ’ db1 ’
% ppp = mocniny 2 . . . pocet p i x e lu prod louzen i − pocet p i x e lu
% doplnovanych na konec obrazu
% n = rad pouz i teho aproximacniho polynomu
% pocet_pixelu_pro_vypocet = pocet p i x e lu pro vypocet polynomu
8.2.7 Metoda zrcadlení
Fungování metody je zřejmé z názvu. Okrajová část obrazu se zrcadlí kolem osy
symetrie, kterou tvoří okraj obrazu.
Co se týká vstupních parametrů, nastavují se pouze dva, směr a počet pixelů
prodloužení, jejich význam byl již vysvětlen.
%% vyznam vstupnich parametru
% obr = vstupni obraz
% smer = l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
% ppp = pocet p i x e lu prod louzen i − pocet p i x e lu doplnovanych na konec
% obrazu
Na obr. 8.2 můžeme vidět výstup metody použité na vhodný typ obrazu. Na obr.
8.3 je naopak výsledek metody, aplikované na nevhodný typ obrazu.
8.3 Zpracování výsledků a metodika porovnání me-
tod
Pro účely testování algoritmů byly vytvořeny testovací a zobrazovací skripty. Testo-
vací skript test při svém spuštění zavolá pro daný obrázek všechny implementované
metody, vypočítá pro každou z nich hodnotu PSNR a SSIM, které jednak vypíše
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Obr. 8.2: Obrázek po zpracování metodou zrcadlení. Vidíme, že pro některé typy
obrazů dává metoda dobré výsledky. Zpracována byla pravá strana.
na obrazovku a jednak uloží do vektorů, aby se daly rovnou použít ve zobrazovacím
skriptu. Zobrazovací skript grafy má na pevno nadefinovány vektory s hodnotami
PSNR a SSIM získanými pro testovací obrázky. Umožňuje však jednoduše načíst
vektory z předchozího skriptu a vykreslit grafické srovnání PSNR a SSIM pro jed-
notlivé metody aplikované na zadaný obraz. Výstupy srovnání v podobě tabulek,
grafů a příkladů zpracovaných obrazů lze nalézt v příloze.
Autorem funkce použité pro výpočet SSIM je Zhou Wang, funkce je použitelná
pro vzdělávací a výzkumné účely.
Výchozí parametry, se kterými byly skripty spouštěny v testovacím procesu, ze
kterého jsou zde zpracovány výsledky, byly následující.
Všeobecné parametry společné pro většinu skriptů.
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smer = ’ r ’ ; %l , r , u , d pro zmenu smeru ex t rapo l a c e obrazku
ppp = 32 ; %pocet p i x e lu prod louzen i − o ko l i k se obraz roztahne
pocet_pixelu_pro_vypocet = 32 ; %pocet p i x e lu pro vypocet polynomu
% (v pr ipade aproximace plochou j e to s t rana plochy ,
% plocha j e ctvercova )
n = 1 ; %stupen polynomu
Směr vpravo byl zvolen, protože metody jsou defaultně naprogramovány pro
tento směr. Počet pixelů prodloužení (ppp) i počet pixelů pro výpočet byl nastaven
na 32. Je to hodnota, která je kompromisem mezi příliš krátkou a dlouhou dél-
kou prodlužovaného úseku a navíc je mocninou čísla dvě, takže je možné ji použít
i u metody waveletového rozkladu, kde se musí pracovat s mocninami dvojky. Řád
polynomu byl nastaven na jedničku, neboť nebude oscilovat kolem uzlových bodů.
Pro metodu aproximace křivkou nebo plochou je navíc potřeba určit parametr
metoda, aby funkce věděla, jestli použít aproximaci křivkou nebo plochou. Funkce
byla testována pro obě možnosti. Při aproximaci plochou byl řád polynomu ve dru-
hém rozměru plochy nastaven na hodnotu tři. Je to hodnota, která se při testování
metody ukázala jako nejvíce vyhovující pro testované obrazy.
m = 3 ; %stupen polynomu ve druhem smeru pro f c i . inpaint2d ,
% pro volbu ’ ext_plochou ’
Pro metodu využívající OMP se nastavuje navíc typ waveletu a hloubka dekom-
pozice, pro které bylo experimentálně zjištěno, že nejlepších výsledků pro testované
obrazy se dosáhne při waveletu Daubechies 3 a hloubce dekompozice osm. Pro zá-
věrečné testování byly proto zvoleny tyto.
wavelet = ’ db3 ’ ; %typ waveletu
depth = 8 ; %hloubka waveletove dekompozice
U metody dvojité aproximace se nevyužívá řádu polynomu definovaného výše
proměnnou n, ale řádu nižšího (n1) nastaveného na jedna a vyššího (n2) nastave-
ného na dva. Tyto hodnoty byly rovněž stanoveny jako nejvhodnější experimentální
cestou.
n1 = 1 ; %rad pouz i teho aproximacniho polynomu NIZSIHO stupne
n2 = 2 ; %rad pouz i teho aproximacniho polynomu VYSSIHO stupne
Poslední metodou, která má parametry navíc oproti všeobecným je metoda wa-
veletového rozkladu. Jedná se o hloubku dekompozice nastavenou na jedna, aby
byl obraz co nejméně degradován rozmazáním a použitou vlnku, kterou je v tomto
případě Daubechies 1 (Haarova).
DL = 1 ; % Decomposition Level ( bezne znaceno jako J )
vlnka = ’ db1 ’ ;
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Zbývající metody nepoužívají žádné parametry nad rámec všeobecných, které
jsou popsány výše.
Vyhodnocení výsledků, které byly získány testováním pomocí výše uvedených
skriptů, je obsaženo v závěru 9. Tam je také diskutována vhodnost použití jednot-
livých navržených metod pro různé typy obrazů a kvalita dosažených výsledků na
základě výpočtu PSNR A SSIM.
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Obr. 8.3: Obrázek po zpracování metodou zrcadlení. Je vidět, že pro některé typy
obrazů je metoda nevhodná. Zpracována byla pravá strana.
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9 ZÁVĚR
V práci byly popsány některé metody pro inpainting obrazu pomocí počítače. Při
studiu těchto metod byl učiněn závěr, že použití metod, navržených pro inpainting,
není k řešení zadané problematiky vhodné. Z tohoto důvodu bylo navrženo několik
nových metod. Seznámili jsme se s možnostmi programovacího jazyka a prostředí
MATLAB, v němž byly navržené metody implementovány. Základní myšlenka při
návrhu metod se opírala o předpoklad, že obrazová funkce v daném řádku či sloupci
se dá nahradit polynomem a takto zjednodušená lépe extrapolovat za pomoci některé
ze známých aproximačních metod. V kapitole 2.1 jsme došli k závěru, že interpolační
metody využívající Lagrangeův a Newtonův polynom použít nelze. Je to kvůli rychle
rostoucí chybě interpolace se vzdáleností od uzlových bodů a pravděpodobně velmi
časté oscilaci náhradní funkce. Stejně tak nelze použít ani splajny, neboť potřebujeme
pracovat s funkcí jedinou, ne s několika, byť po částech spojitými. Jako nejvhodnější
se ukázalo použití metody nejmenších čtverců, protože aproximační polynom nemusí
přímo procházet uzlovými body dané funkce. V našem případě posloupností pixelů
v řádku nebo sloupci obrazu.
V průběhu praktické realizace se prokázal teoretický poznatek o tom, že pou-
žití polynomu vysokého řádu zapříčiňuje rychlý růst chyby aproximace ve větších
vzdálenostech od okraje obrazu. Na základě toho byla vytvořena metoda dvojité
aproximace, která pro konečný výsledek zkombinuje hodnoty získané prostřednic-
tvím polynomu nízkého a vysokého řádu tak, že je váhuje. Hodnotám získaným za
pomoci polynomu vysokého řádu přikládá větší váhu blízko u okraje obrazu a menší
s rostoucí vzdáleností od okraje. U hodnot získaných výpočtem polynomu nízkého
řádu je tomu opačně.
Další přístup se opíral o myšlenku potlačit detaily v obraze. Zde se naskytla mož-
nost práce s obrazem v jiné reprezentaci, tzn. transformace. Fourierova transformace
je nepoužitelná, neboť zachycuje spíše globální charakter signálu a v důsledku toho
by byl obraz velmi degradován, např. rozmazán. Volba tedy padla na waveletovou
transformaci, která ale dává velmi podobné výsledky, jako metoda mediánového fil-
tru. Tato metoda před výpočtem aproximace vyhlazuje obraz, aby oblast, na které
se počítá aproximace, neobsahovala hodnoty nadměrně se odchylující od hodnot
okolí. Metoda mediánového filtru je navíc implementačně mnohem jednodušší, než
metoda waveletového rozkladu.
Detekce hran a od ní se odvíjející dynamická změna délky signálu, která se
použije pro aproximaci, ve srovnání s ostatními metodami lepší výsledky nepřinesla.
Jednoduchá, ale zajímavá je metoda zrcadlení, která působí kvalitativně dobře,
ale jen pro obrazy, kde není ozrcadlení dané části vzhledem k charakteru obrazu
výrazně patrné.
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Metoda využívající algoritmus OMP dokáže doplnit hrubé informace o signálu,
avšak často se setkáme s nespojitostmi, které ruší vizuální vjem. Nejvíce na rozhraní
známé a vypočítané části obrazu. To je způsobeno tím, že obraz doplňujeme po
jednotlivých sloupcích.
Práce dále obsahuje popis metod pro srovnávání kvality obrazů a tyto metody
jsou také implementovány. Jedná se o Peak Signal to Noise Ratio (PSNR), který
vzájemně hodnotí dva obrazy na základě výpočtu Mean Squared Error (MSE), a
Structural Similarity (SSIM), jehož hodnota ve výsledku více odráží subjektivní do-
jem člověka o kvalitě srovnávaných obrazů. V příloze B je možno ohodnotit výsledky
jednotlivých metod subjektivně na zvoleném obrazu. Obraz je uveden pouze jeden.
Za pomoci přiloženého programového kódu je ale samozřejmě možné aplikovat na-
vržené metody na jiné obrazy.
Výsledky jsou zpracovány ve formě tabulek C.1 a C.2. Všechny metody jsou
testovány na sedmi obrazech různého charakteru. Originální obrazy jsou uveřejněny
v příloze A. Dále jsou výsledky srovnávacích metod graficky zobrazeny, a to pro
všechny metody aplikované vždy na jeden obraz. Tyto grafy lze nalézt v příloze.
Jedná se o grafy D.1 až D.7.
Na úplný závěr nyní budeme diskutovat výsledky a učiníme závěry. Výrazně
lepších výsledků oproti ostatním metodám dosáhla podle PSNR metoda zrcadlení,
a to pro obrazy krajina, luxor a mraky. Z toho plyne, že pokud máme vhodný typ
obrazu, může být metoda pro doplnění pixelů za jeho okrajem i poměrně jednoduchá,
a přesto dosáhneme dobrých výsledků. Dobrých výsledků oproti ostatním metodám
dosáhla také metoda využívající OMP pro obraz budova a tráva. Je tedy vidět, že
tento algoritmus má své uplatnění nejen v kompresi dat, ale i zde.
Podle SSIM dosáhly všechny metody vysokého indexu pro obrazy geometrické
tvary a mraky, a zároveň všechny dosáhly pouze nízkých hodnot SSIM pro obraz
tráva. Dá se tedy vyvodit, že použité přístupy dosahují lepších výsledků na obra-
zech, kde se hodnoty sousedních pixelů mění pozvolna, naopak horších výsledků pro
obrazy s výraznými hranami a rychle se měnícími hodnotami sousedních pixelů.
Posledním hodnocením je hodnocení subjektivní. To se může lišit člověk od člo-
věka. Co se týká obrazu uvedeného v B, nejlépe působí výsledek metody zrcadlení,
protože metoda vkládá do obrazu jen strukturu, která v něm je již obsažena a
nevytváří nespojitosti. Jako druhá nejlepší se jeví metoda dvojité aproximace. Prav-
děpodobně proto, že jí doplněný průběh obsahuje nejméně hodnot, které jsou mimo
jasový rozsah 0 až 255. Hodnotám mimo rozsah je totiž přiřazena buď bílá (hodnota
větší než 255) nebo černá (hodnota menší než 0) barva a obraz je tak degrado-
ván. Ostatní metody již vizuálně působí hůře. To je do jisté míry dáno charakterem
obrazu, který obsahuje ostré přechody a hrany. Pro takovéto obrazy nejsou tyto
metody vhodné.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
A*OMP A* Orthogonal Matching Pursuit
BP Basis Pursuit
CDD Curvature-Driven Diffusions - zakřivením řízené difuze
DCT Discrete Cosine Transform - diskrétní kosinová transformace
DP dolní propust
DTWT Discrete Time Wavelet Transform - diskrétní waveletová transformace s
diskrétním časem
DWT Discrete Wavelet Transform - diskrétní waveletová transformace
FT Fourier Transform - Fourierova transformace
GUI Graphical User Interface - grafické uživatelské rozhraní
HP horní propust
HVS Human Visual System
IRLS Iterative Reweighted Least Squares
LARS Least Angle Regression
MiB Mebibajt (je 1048576 Bajtů)
MP Matching Pursuit
MRA Multiresolution analysis - víceúrovňová analýza
MSE Mean Squared Error - střední kvadratická chyba
OMP Orthogonal Matching Pursuit
OOP Object Oriented Programming - objektově orientované programování
PSNR Peak Signal to Noise Ratio - špičkový poměr signálu k šumu
RAM Random-Access Memory
SAD Sum of Absolute Differences - součet absolutních rozdílů
SEA Successive Elimination Algorithm - algoritmus postupné eliminace
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SSIM Structural Similarity - strukturální podobnost
WT Wavelet transform - Waveletová transformace
𝐴𝑘 matice aproximačních koeficientů u waveletové transformace
D slovník funkcí pro algoritmy MP a OMP
𝐷𝑘 matice detailních koeficientů u waveletové transformace
𝐷2𝑚 dilatační operátor
𝐸(𝑥) chyba interpolace
𝐹 obraz funkce po waveletové transformaci
H Hilbertův prostor
𝐽 hloubka waveletové dekompozice
𝐿𝑛(𝑥) Lagrangeův interpolační polynom stupně 𝑛
𝑁𝑛(𝑥) Newtonův interpolační polynom stupně 𝑛
𝑃𝑛(𝑥) polynom stupně 𝑛 obecně
𝑃𝑚 operátor ortogonální projekce
𝑃 (𝑝) priorita umístění při inpaintingu
𝑆(𝑥) funkce označující splajn
W ortogonální matice rozměru 𝑛× 𝑛
𝑎𝑚𝑛 aproximační koeficienty u dvourozměrné DTWT
𝑑𝑚𝑛 detailní koeficienty u dvourozměrné DTWT
𝑓(𝑥) funkce obecně
𝑔𝛾𝑛 funkce zvaná atom
ℎ𝑛 škálovací filtrační koeficienty (WT)
𝑥𝑖 uzlový bod polynomu
Φ zdrojová oblast pro inpainting
Σ značí sumu
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Ω cílová oblast pro inpainting
𝜑𝑚𝑛 škálová funkce
𝜇 střední luminance
𝜌2 kvadratická odchylka
𝜎 standardní odchylka
𝜓𝑚𝑛 waveletová funkce
⊕ přímý součet podprostorů
⋃︀ sjednocení
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A ORIGINÁLNÍ TESTOVACÍ OBRAZY
Obr. A.1: Krajina. Obr. A.2: Luxor.
Obr. A.3: Mraky. Obr. A.4: Tráva.
Obr. A.5: Geometrické tvary.
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Obr. A.6: Lena.
Obr. A.7: Budova.
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B PŘÍKLAD OBRAZU PO ZPRACOVÁNÍ JED-
NOTLIVÝMI METODAMI
Obr. B.1: Metoda aproximace křivkou. Obr. B.2: Metoda aproximace plochou.
Obr. B.3: Metoda dvojité aproximace. Obr. B.4: Metoda s detekcí hran.
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Obr. B.5: Metoda mediánového filtru. Obr. B.6: Metoda využívající OMP.
Obr. B.7: Metoda waveletového roz-
kladu.
Obr. B.8: Metoda zrcadlení.
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C TABULKA HODNOT PSNR A SSIM PRO
JEDNOTLIVÉ METODY A TYPY OBRAZŮ
Tab. C.1: Výsledky testování metod na různých typech obrazu - část 1
Metoda Typ obrazu PSNR [dB] SSIM [-]
metoda aproximace křivkou lena 29.12 0.4922
krajina 30.12 0.5033
budova 29.49 0.3538
luxor 30.32 0.5472
mraky 33.09 0.8661
trava 27.18 0.0274
tvary 34.59 0.8932
metoda aproximace plochou lena 29.09 0.4903
krajina 29.86 0.5418
budova 29.01 0.3880
luxor 30.64 0.6152
mraky 33.08 0.8971
trava 27.08 0.0442
tvary 31.80 0.8004
metoda dvojité aproximace lena 28.71 0.4377
krajina 29.24 0.4378
budova 29.43 0.3519
luxor 30.40 0.5092
mraky 31.95 0.7965
trava 27.64 0.0110
tvary 34.70 0.8978
metoda mediánového filtru lena 29.12 0.4981
krajina 30.10 0.5424
budova 29.61 0.3759
luxor 30.23 0.5596
mraky 33.22 0.8884
trava 27.16 0.0291
tvary 34.57 0.8900
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Tab. C.2: Výsledky testování metod na různých typech obrazu - část 2
Metoda Typ obrazu PSNR [dB] SSIM [-]
metoda s detekcí hran lena 29.12 0.4922
krajina 30.12 0.5033
budova 29.49 0.3538
luxor 30.32 0.5472
mraky 33.09 0.8661
trava 27.18 0.0274
tvary 34.59 0.8932
metoda waveletového rozkladu lena 29.12 0.4764
krajina 30.12 0.4987
budova 29.48 0.3507
luxor 30.34 0.5442
mraky 33.06 0.8600
trava 27.18 0.0245
tvary 34.60 0.8928
metoda využívající OMP lena 26.96 0.4147
krajina 29.48 0.5185
budova 34.45 0.2178
luxor 28.45 0.5292
mraky 33.04 0.8194
trava 28.12 0.0552
tvary 31.80 0.7002
metoda zrcadlení lena 29.36 0.5509
krajina 30.98 0.5016
budova 30.42 0.4046
luxor 32.02 0.5773
mraky 37.75 0.8638
trava 27.34 0.0261
tvary 34.07 0.8830
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D GRAFICKÉ ZOBRAZENÍ PSNR A SSIM PRO
JEDNOTLIVÉ METODY A TYPY OBRAZŮ
Zkratky pro jednotlivé metody, použité při popisu osy x:
• omp - metoda využívající OMP,
• ak - metoda aproximace křivkou,
• ap - metoda aproximace plochou,
• da - metoda dvojité aproximace,
• mf - metoda mediánového filtru,
• dh - metoda s detekcí hran,
• wr - metoda waveletového rozkladu,
• zr - metoda zrcadlení.
Obr. D.1: Hodnoty PSNR a SSIM pro obraz lena.
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Obr. D.2: Hodnoty PSNR a SSIM pro obraz krajina.
Obr. D.3: Hodnoty PSNR a SSIM pro obraz budova.
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Obr. D.4: Hodnoty PSNR a SSIM pro obraz luxor.
Obr. D.5: Hodnoty PSNR a SSIM pro obraz mraky.
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Obr. D.6: Hodnoty PSNR a SSIM pro obraz tráva.
Obr. D.7: Hodnoty PSNR a SSIM pro obraz geometrické tvary.
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