Abstract: This exposition explains the basic ideas of Stein's method for Poisson random variable approximation and Poisson process approximation from the point of view of the immigration-death process and Palm theory. The latter approach also enables us to define local dependence of point processes [Chen & Xia (2004) ] and use it to study Poisson process approximation for locally dependent point processes and for dependent superposition of point processes.
Poisson approximation
Stein's method for Poisson approximation was developed by Chen (1975) As a special case in applications, we consider independent Bernoulli random variables X 1 , · · · , X n with IP(X i = 1) = 1 − IP(X i = 0) = p i , 1 ≤ i ≤ n, and
where [see Barbour & Eagleson (1983) for an analytical proof and Xia (1999) for a probabilistic proof]. Therefore
Barbour & Hall (1984) proved that the lower bound of d T V (L(W ), Po(λ)) above is of the same order as the upper bound. Thus this simple example of Poisson approximation demonstrates how powerful and effective Stein's method is. Furthermore, it is straightforward to use Stein's method to study the quality of Poisson approximation to the sum of dependent random variables which has many applications [see Erhardsson (2005) or Barbour, Holst & Janson (1992) for more information].
Poisson process approximation
Poisson process plays the central role in modeling the data on occurrence of rare events at random positions in time or space and is a building block for many other models such as Cox processes, marked Poisson processes [see Kingman (1993) ], compound Poisson processes and Lévy processes. To adapt the above idea of Poisson random variable approximation to Poisson process approximation, we need a probabilistic interpretation of Stein's method which was introduced by Barbour (1988) . The idea is to split f by defining f (w) = g(w) − g(w − 1) and rewrite the Stein equation (1) as
where A is the generator of an immigration-death process Z w (t) with immigration rate λ, unit per capita death rate, Z w (0) = w, and stationary distribution Po(λ). The solution to the Stein equation (2) is
This probabilistic approach to Stein's method has made it possible to extend Stein's method to higher dimensions and process settings. To this end, let Γ be a compact metric space which is the carrier space of the point processes being approximated. Suppose d 0 is a metric on Γ which is bounded by 1 and ρ 0 is a pseudo-metric on Γ which is also bounded by 1 but generates a weaker topology. We use δ x to denote the point mass at x, let X :
be the Borel σ−algebra generated by the weak topology [Kallenberg (1983) , pp. 168-170]: a sequence {ξ n } ⊂ X converges weakly to ξ ∈ X if Γ f (x)ξ n (dx) → Γ f (x)ξ(dx) as n → ∞ for all bounded continuous functions f on Γ. Such topology can also be generated by the metric d 1 defined below [see Xia (2005) , Proposition 4.2]. A point process on Γ is defined as a measurable mapping from a probability space (Ω, F, IP) to (X , B(X )) [see Kallenberg (1983) , p. 13]. We use Ξ to stand for a point process on Γ with finite intensity measure λ which has total mass λ : = λ(Γ), where λ(A) = IEΞ(A), for all Borel set A ⊂ Γ. Let Po(λ) denote the distribution of a Poisson process on Γ with intensity measure λ.
Since a point process on Γ is an X -valued random element, the key step of extending Stein's method from one dimensional Poisson approximation to higher dimensions and process settings is, instead of considering Z + -valued immigrationdeath process, we now need an immigration-death process defined on X . More precisely, by adapting (2), Barbour & Brown (1992) define the Stein equation as
where Po(λ)(h) = IEh(ζ) with ζ ∼ Po(λ). The operator A is the generator of an X -valued immigration-death process Z ξ (t) with immigration intensity λ, unit per capita death rate, Z ξ (0) = ξ ∈ X , and stationary distribution Po(λ). Its solution is
[see Barbour & Brown (1992) ].
To measure the error of approximation, we use Wasserstein pseudo-metric which has the advantage of allowing us to lift the carrier space to a bigger carrier space. Of course, other metrics such as the total variation distance can also be considered and the only difference is to change the set of test functions h. Let
where the minimum is taken over all permutations π of {1, 2, · · · , m}. Clearly, ρ 1 is a metric (resp. pseudo-metric) if ρ 0 is a metric (resp. pseudo-metric) on X . Set
For point processes Ξ 1 and Ξ 2 , define
then ρ 2 is a metric (resp. pseudo-metric) on the distributions of point processes if ρ 1 is a metric (resp. pseudo-metric). In summary, we defined a Wasserstein pseudometric on the distributions of point processes on Γ through a pseudo-metric on Γ as shown in the following chart:
Carrier space Γ Configuration space X Space of the distributions of point processes
As a simple example, we consider a Bernoulli process defined as
where, as before, X 1 , · · · , X n are independent Bernoulli random variables with
With the metric ρ 0 (x, y) = |x − y| : = d 0 (x, y), we denote the induced metric ρ 2 by d 2 . Using the Stein equation (4), we have 
where, and in the sequel, |ξ| is the total mass of ξ, There are two properties which distinguish a Poisson process from other processes: independent increments and the number of points on any bounded set follows Poisson distribution. Hence, a Poisson process can be thought as a process pieced together by lots of independent "Poisson components" (if the location is an atom, the "component" will be a Poisson random variable, but if the location is diffuse, then the "component" is either 0 or 1) [Xia (2005) , p. 121]. Consequently, to specify a Poisson process N , it is sufficient to check that "each component" N (dα) is Poisson and independent of the others, that is IE{[IEN (dα)]g(N + δ α ) − N (dα)g(N )} = 0, which is equivalent to This measure is finite and admits the following disintegration:
or equivalently,
where {Q s , s ∈ Γ} are probability measures on B(X ) [Kallenberg (1983) , p. 83 and p. 164] and are called Palm distributions. Moreover, (9) is equivalent to that, for any measurable function f :
for all Borel set B ⊂ Γ. A point process Ξ α (resp. Ξ α − δ α ) on Γ is called a Palm process (resp. reduced Palm process) of Ξ at location α if it has the Palm distribution Q α and, when Ξ is a simple point process (a point process taking values 0 or 1 at each location), the Palm distribution L(Ξ α ) can be interpreted as the conditional distribution of Ξ given that there is a point of Ξ at α. It follows from (10) that the Palm process satisfies
for all bounded measurable functions f on Γ × X . In particular, Ξ is a Poisson process if and only if
where the extra point δ α is due to the "Poisson property" of Ξ{α}, and Ξ α | Γ\{α} has the same distribution as Ξ| Γ\{α} because of independent increments. Here ξ| A stands for the point measure restricted to A ⊂ Γ [Kallenberg (1983) , p. 12]. In other words, Ξ ∼ Po(λ) if and only if
for a sufficiently rich class of functions f , so we define
, which means that L(Ξ) is close to Po(λ) under the metric or pseudometric specified by the class of test functions f . If f g is a solution of
then a distance between L(Ξ) and Po(λ) is measured by |IEDf g (Ξ)| over the class of functions g. From above analysis, we can see that there are many possible solutions f g for a given function g. The one which admits an immigration-death process interpretation is by setting
so that Df takes the following form:
where A is the same as the generator defined in section 2.
Locally dependent point processes
We say a point process Ξ is locally dependent with neighborhoods Theorem 4.1. If Ξ is a point process on Γ with finite intensity measure λ which has the total mass λ and locally dependent with neighborhoods
where
Remark: The error bound is a "correct" generalization of The point process is locally dependent with neighborhoods {B(α, 2r) : α ∈ Γ}, where B(α, s) is the ball centered at α with radius s. Let λ be the intensity measure of Ξ, d 0 (α, β) = min{|α − β|, 1}, then
where µ is the mean of the total number of points of the original Poisson process [see Chen & Xia (2004) , Theorem 5.1].
Palindromes in a genome
Let {I i : 1 ≤ i ≤ n} be locally dependent Bernoulli random variables, {U i : 1 ≤ i ≤ n} be independent Γ-valued random elements which are also independent of
Ξ is a point process on Γ. For U i = i/n this point process models palindromes in a genome where I i represents whether a palindrome occurs at i/n. The point process can also be used to describe the vertices in a random graph.
In general, the U i 's could take the same value and one cannot tell which U i and therefore which I i contributes to the value. To overcome this difficulty we lift the process up to a point process Ξ = n i=1 I i δ (i,Ui) on a larger space Γ = {1, 2, · · · , n}×Γ. The metric d 0 becomes a pseudo-metric ρ 0 , that is, ρ 0 ((i, s), (j, t)) = d 0 (s, t), and Ξ a locally dependent process [see Chen & Xia (2004) , section 4]. It turns out that the Poisson process approximation of Ξ = n i=1 I i δ Ui is a special case of the following section.
Locally dependent superposition of point processes
Since the publication of the Grigelionis Theorem [ Grigelionis (1963) ] which states that the superposition of independent sparse point processes on carrier space R + is close to a Poisson process, there has been a lot of study on the weak convergence of point processes to a Poisson process under various conditions [see, e.g., Goldman (1967), Jagers (1972) , Ç inlar (1972) and Brown (1978) ]. Extensions to dependent superposition 1 of sparse point processes have been carried out in Banis (1975 Banis ( , 1985 , Kallenberg (1975) , Brown (1979) and Banys (1980) . Schuhmacher (2005) considered the Wasserstein distance between the weakly dependent superposition of sparse point processes and a Poisson process.
Let Γ be a compact metric space, {Ξ i : i ∈ I} be a collection of point processes on Γ with intensity measures λ i , i ∈ I. Define Ξ = i∈I Ξ i with intensity measure λ = i∈I λ i . Assume {Ξ i : i ∈ I} are locally dependent: that is, for each i ∈ I, there exists a neighbourhood A i ⊂ I such that i ∈ A i and Ξ i is independent of {Ξ j : j ∈ A i }.
The locally dependent point process Ξ = n i=1 I i δ Ui can be regarded as a locally dependent superposition of point processes defined above. and its inter-arrival time having distribution F i , and let Ξ = i∈I Ξ i and λ be its intensity measure, then
.
