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Stein’s method provides a way of finding approximations to the distribution, 
say, of a random variable, which at the same time gives estimates of the approxima-
tion error involved. In essence the method is based on a defining equation, or
equivalently an operator, of the distribution  and a related Stein equation. Up to
now it was not clear which equation to take. One could think of a lot of equations.
We show how for a broad class of distributions, there is one convenient equation.
We give a systematic treatment, including the Stein equation and its solution. A
key tool in Stein’s theory is the generator method developed by Barbour and we
suggest employing the generator of a Markov process for the operator of the Stein
equation. For a given distribution there may be various Markov processes which fit
in Barbour’s method and, up to now, it was still not clear which Markov process to
take to obtain good results. We show how for a broad class of distributions there is
a special Markov process, a birth and death process, or a diffusion, which takes a
leading role in the analysis. Furthermore, a key role is played by the classical
orthogonal polynomials. It turns out that the defining operator is based on a
hypergeometric difference or differential equation, which lies at the heart of the
classical orthogonal polynomials. Furthermore, the spectral representation of the
transition probabilities of the Markov process involved are in terms of orthogonal
polynomials closely related to the distribution to be approximated. This systematic
treatment together with the introduction of orthogonal polynomials in the analysis
seems to be new. Furthermore some earlier uncovered examples like the beta, the
Student’s t, and the hypergeometric distribution are now worked out.  2001
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1. INTRODUCTION
1.1. Stein’s Method
 In 1972, Stein 20 published a method to prove normal approximation.
 Chen 8 applied Stein’s idea in the context of Poisson approximation. For
an arbitrary distribution , the general procedure is to find a good
characterization of the desired distribution  in terms of an equation, that
is, of the type
Z is a r.v. with distribution  if and only if E Af Z  0,Ž .
for all smooth functions f , where A is an operator associated with the
distribution . In the standard normal case, we have the differenti-
Ž . Ž . Ž .al operator Af x  f x  xf x , x, while in the Poisson case we
Ž . Ž . Ž .  4have the difference operator Af x   f x  xf x 1 , x 0, 1, 2, . . . ,
where  is the mean of the Poisson distribution. We call such an operator
a Stein operator. Next assume Z to have distribution  and consider the
Stein equation
h x  E h Z  Af x . 1Ž . Ž . Ž . Ž .
For every smooth h, find a corresponding solution f of this equation. Forh
 Ž .  Ž .  Ž .any random variable W, E h W  E h Z  E Af W . Hence, toh
 Ž .estimate the proximity of W and Z, it is sufficient to estimate E Af Wh
Ž .for all possible solutions of 1 .
However, in this procedure it is not completely clear which characteriz-
Žing equation for the distribution to choose one could think of a whole set
. Ž .of possible equations . The aim is to be able to solve 1 for a sufficiently
large class of functions h, to obtain convergence in a known topology.
1.2. Birth and Death Processes and Diffusions
 4  A birth and death process X , t 0 is a Markov process 1 on the statet
 4space S	 0, 1, 2, . . . with stationary transition probabilities and an in-
finitesimal generator A given by
Af i   f i
 1   
  f i 
  f i 1 , i S, 2Ž . Ž . Ž . Ž . Ž . Ž .i i i i
Ž .for all bounded real-valued functions fB S and where we take  , i i
 0 for i not on the boundary of S. On the boundary of S we must have
 4 ,   0. We always work with S N 0, 1, 2, . . . , in which case we seti i
 4  0, or take S 0, 1, . . . , N with N a positive integer, and in which0
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case     0. Furthermore we do not allow the existence of an0 N
absorbing state, i.e., a boundary state with birth parameter and death
parameter equal to zero. The parameters  and  are called, respec-i i
tively, the birth and death rates. It can be shown that the limits
Ž .lim P t  p , j S, exist and are independent of the initial state i,t i j j
and are given by p   Ý  , j S, where     . . .  j j k S k j 0 1 j1
Ž .  4  4  . . .  , j S 0 , and   1. If Ý   , then the sequence p0 1 j 0 k k j
defines a distribution, which we call the stationary distribution. If Ý   k k
then all the p are zero and we do not have a stationary distribution.j
In the analysis of birth and death processes, a prominent role is played
 Ž . 4by a sequence of polynomials Q x , n S , called birth-death polynomi-n
als. They are determined uniquely by the recurrence relation
xQ x   Q x   
  Q x 
  Q x , n S,Ž . Ž . Ž . Ž . Ž .n n n1 n n n n n
1
Ž . Ž .  together with Q x  0 and Q x  1. Karlin and McGregor 13, 161 0
proved that the transition function P can be represented as

x tP t   e Q x Q x d x , i , j S, t 0, 3Ž . Ž . Ž . Ž . Ž .Hi j j i j
0
where  is a positive Borel measure with total mass 1 and with support on
the non-negative real axis;  is called the spectral measure of P. Taking
Ž .  Ž . 4t 0 in 3 one easily sees that the polynomials Q x , n S aren
orthogonal with respect to .
Another class of Markov processes appears also in the analysis: diffu-
Ž .  sions with state space S a, b ,  a b
. We refer to 7 for a
 general introduction. Suppose A is the generator of the diffusion. In 7 a
clear proof is given of the fact that A is of the form
 1 2Af x   x f x 
 	 x f x ,Ž . Ž . Ž . Ž . Ž .2
Ž . 2Ž .where  x is called the drift coefficient and 	 x  0 the diffusion
coefficient. We highlight the spectral representation for some of the
Ž  .diffusion processes in the examples see also 14 .
1.3. Barbour’s Generator Method
A key tool in Stein’s theory is the generator method developed by
  Barbour 5 . Replacing f by f in the Stein equation for the standard
Ž . Ž . Ž .  Ž . Ž . Ž .normal gives f x  xf x  h x  E h Z . If we set A f x  f x1
Ž . Ž .  Ž . xf x , this equation can be rewritten as A f h x  E h Z . The1
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key advantage is that A is also the generator of a Markov process, the1
OrnsteinUhlenbeck process, with standard normal stationary distribution.
Ž . Ž .If we replace f by 
 f f x
 1  f x in the Stein equation for the
Ž . Ž . Ž . Ž . Ž .Poisson distribution, we get  f x
 1  
 x f x 
 xf x 1  h x
 Ž . Ž . Ž . Ž . Ž . Ž . E h Z . If we set A f x   f x
 1  
 x f x 
 xf x 1 , this2
Ž . Ž .  Ž .equation can be rewritten as A f x  h x  E h Z . Again A is a2 2
generator of a Markov process, an immigration-death process, with sta-
Ž .tionary distribution the Poisson distribution. Indeed from 2 we see that
ŽA is the generator of a birth and death process with constant birth or2
.immigration rate    and linear death rate   i.i i
This also works for a broad class of other distributions . Barbour
suggested employing the generator of a Markov process for the operator.
So for a random variable Z with distribution , we are looking for an
 Ž .  4operator A, such that E Af Z  0 and for a Markov process X , t 0t
with generator A and with unique stationary distribution . We call such
an operator A a SteinMarko operator for . The associated equation is
called the SteinMarko equation
Af x  h x  E h Z . 4Ž . Ž . Ž . Ž .
However, for a given distribution , there may be various operators A
and Markov processes with  as stationary distributions. We provide a
general procedure to obtain for a large class of distributions one such
process.
In this framework, for a bounded function h, the solution to the
Ž . Ž . Ž Ž .SteinMarkov equation 4 may be given by f x H T h x h 0 t
 Ž ..E h Z dt where Z has distribution , X is a Markov process witht
Ž .  Ž . generator A and stationary distribution , and T h x  E h X  X  x .t t 0
2. STEIN’S METHOD FOR PEARSON’S AND ORD’S FAMILY
In 1895 K. Pearson introduced his famous family of frequency curves,
which arise by considering the possible solutions to the differential equa-
tion

s x  x   x  x , 5Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž .for some polynomials s x of degree at most two and  x of exact degree
 one. There are in essence five basic solutions 12 : the normal densities,
the families of beta and gamma distributions, and densities of the forms
Ž .  Ž . Ž . Ž 2 . Ž Ž .. x  Cx exp x or  x  C 1
 x exp  arctan x , where
C is the appropriate normalizing constant; in particular, the t-distributions
are a rescaled subfamily of this last form.
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In what follows we thus suppose that in the continuous case we have a
Ž .distribution  on an interval a, b , with a and b possible infinite, with a
Ž . Ž .second moment, a distribution function F x , and a density function  x ,
Ž . Ž .satisfying 5 . Furthermore we make the following assumptions on s x :
s x  0, a x b , and s a , s b  0 if a, b is finite.Ž . Ž . Ž .
6Ž .
Ž . b Ž . Ž .Note that because  x  0 and H  y dy 1, we have that  x is aa
nonconstant and decreasing linear function with a zero, l say, which is the
mean of the distribution .
Ord’s family comprises all the discrete distributions that satisfy

 s x p   x p , 7Ž . Ž . Ž .Ž .x x
Ž . Ž .for some polynomials s x of degree at most two and  x of exact degree
Ž . one and where p  Pr Z x and x takes values in S a, a
 1, . . . , bx
4 1, b , with a, b possible infinite and where we set for convenience
p  0 for x S. For a complete description of Ord’s family, we refer tox
 12 .
We thus suppose that we have a discrete distribution  on S with a
Ž .finite second moment, and that our probabilities p satisfy 7 . Further-x
Ž .more we make the following assumptions on s x :
s a  0 if a is finite, s x  0, a x b. 8Ž . Ž . Ž .
b Ž .Note again that because p  0 and Ý p  1, then  x is a noncon-x ia i
Ž .stant and decreasing linear function; the only zero of  x , l say, is the
mean of the distribution .
Ž .We start with a characterization of a distribution  with density  x
Ž .satisfying 5 . We set C equal to the set of all real bounded piecewise1
Ž .continuous functions on the interval a, b and set C equal to the set of2
all real continuous and piecewise continuously differentiable functions f
Ž . Ž .  Ž . Ž .   Ž . Ž . on the interval a, b , for which the function g z  s z f z 
  z f z
is bounded. We have the following theorem.
Ž .THEOREM 1. Suppose we hae a random ariable X on a, b with den-
Ž . Ž . Ž .sity function  x and finite second moment and that  x satisfies 5 .˜
Ž . Ž .  Ž . Ž .Then  x   x if and only if for all functions fC , E s X f X 
˜ 2
Ž . Ž . X f X  0.
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Ž .Proof. First assume X has density function  x . Then
E s X f X 
  X f XŽ . Ž . Ž . Ž .
b b f x s x  x dx
 f x  x  x dxŽ . Ž . Ž . Ž . Ž . Ž .Ž .H H
a a
b b f x s x  x  f x s x  x dxŽ . Ž . Ž . Ž . Ž . Ž .Ž .Ha
a
b

 f x  x  x dxŽ . Ž . Ž .H
a
b b
 f x  x  x dx
 f x  x  x dx 0.Ž . Ž . Ž . Ž . Ž . Ž .H H
a a
Ž .Conversely, suppose we have a random variable X on a, b with density
Ž .function  x and finite second moment such that for all functions˜
 Ž . Ž . Ž . Ž .fC , E s X f X 
  X f X  0. Then2
0 E s X f X 
  X f XŽ . Ž . Ž . Ž .
b  s x f x 
  x f x  x dxŽ . Ž . Ž . Ž . Ž .Ž . ˜H
a
b bb f x  x s x  s x  x f x dx
  x f x  x dxŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .˜ ˜ ˜H Ha
a a
b b s x  x f x dx
  x f x  x dx .Ž . Ž . Ž . Ž . Ž . Ž .Ž .˜ ˜H H
a a
bŽ Ž . Ž .. Ž .But this means that for all functions fC , H s x  x f x dx˜2 a
bŽ Ž . Ž .. Ž . Ž . Ž Ž . Ž ..H  x  x f x dx. So  x satisfies the differential equation s x  x˜ ˜ ˜a
Ž . Ž . Ž .  x  x , which uniquely defines the density  x . In conclusion we
Ž . Ž .have  x   x .˜
In the discrete case, we have a similar characterization of a distribution
Ž . Ž . Ž . Ž . with probabilities p satisfying 7 and 8 . We write 
 f x  f x
 1x
Ž . Ž . Ž . Ž . f x and f x  f x  f x 1 and set C equal to the set of all3
real-valued functions f on the integers such that f is zero outside S and
Ž .  Ž . Ž .   Ž . Ž . the function g x  s x f x 
  x f x is bounded. We have the
following theorem; we omit the proof of it because it is completely along
the same lines as the proof of the continuous version.
THEOREM 2. Suppose we hae a discrete random ariable X on the set
Ž .S with probabilities Pr X x  p and finite second moment and that˜x
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Ž .p satisfies 7 . Then p  p if and only if for all functions fC ,˜x x x 3
 Ž . Ž . Ž . Ž .E s X f X 
  X f X  0.
In Stein’s method one wishes to estimate the difference between the
expectation of a function hC with respect to a continuous random1
 Ž .variable W and E h Z , where Z has distribution . To do this, one has
to solve first the so-called Stein equation for the distribution ,
s x f x 
  x f x  h x  E h Z . 9Ž . Ž . Ž . Ž . Ž . Ž . Ž .
The solution of this Stein equation is given in the next proposition.
Ž .PROPOSITION 1. The Stein equation 9 for the distribution  and a
function hC has a solution1
x1
f x  h y  E h Z  y dy 10Ž . Ž . Ž . Ž . Ž .Ž .Hh s x  xŽ . Ž . a
1 b
 h y  E h Z  y dy , 11Ž . Ž . Ž . Ž .Ž .Hs x  xŽ . Ž . x
when a x b and f  0 elsewhere. This f belongs to C .h h 2
Proof. First note that

x s x  xŽ . Ž .Ž .f x  h y  E h Z  y dyŽ . Ž . Ž . Ž .Ž .Hh 2
as x  xŽ . Ž .Ž .
h x  E h ZŽ . Ž .


s xŽ .
x x  xŽ . Ž .
 h y  E h Z  y dyŽ . Ž . Ž .Ž .H2
as x  xŽ . Ž .Ž .
h x  E h ZŽ . Ž .


s xŽ .
x xŽ .
 h y  E h Z  y dyŽ . Ž . Ž .Ž .H2
as x  xŽ . Ž .Ž .
h x  E h ZŽ . Ž .

 .
s xŽ .
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Ž .Next we just substitute the proposed solution 10 into the left hand side of
the Stein equation. This gives
s x f  x 
  x f xŽ . Ž . Ž . Ž .h h
x xŽ .
 h y  E h Z  y dy
 h x  E h ZŽ . Ž . Ž . Ž . Ž .Ž .Hs x  xŽ . Ž . a
x xŽ .

 h y  E h Z  y dyŽ . Ž . Ž .Ž .Hs x  xŽ . Ž . a
 h x  E h Z .Ž . Ž .
The second expression for f follows from the facth
x b
h y  E h Z  y dy
 h y  E h Z  y dy 0.Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .H H
a x
To prove that for hC , we have f C , we only need to show that1 h 2
Ž .  Ž . Ž .   Ž . Ž . g x  s x f x 
  x f x , a x b, is bounded. We have for x l,h h
g x  s x f x 
  x f xŽ . Ž . Ž . Ž . Ž .h h
x xŽ .
 h y  E h Z  y dy
 h x  E h ZŽ . Ž . Ž . Ž . Ž .Ž .Hs x  xŽ . Ž . a
x xŽ .

 h y  E h Z  y dyŽ . Ž . Ž .Ž .Hs x  xŽ . Ž . a
xh x  E h ZŽ . Ž .
  y  y dy 
 h x  E h ZŽ . Ž . Ž . Ž .Hs x  xŽ . Ž . a
xh y  E h ZŽ . Ž .

  y  y dyŽ . Ž .Hs x  xŽ . Ž . a
 3 h x  E h Z ,Ž . Ž .
 Ž .  Ž . where f x  sup f x . A similar result for x l follows froma x b
Ž .11 . This proves our proposition.
In the discrete case, one wishes to estimate the difference between the
expectation of a bounded function h with respect to a random variable W
 Ž .and E h Z , where Z has distribution . To do this, one solves first the
so-called Stein equation for the discrete distribution ,
s x f x 
  x f x  h x  E h Z . 12Ž . Ž . Ž . Ž . Ž . Ž . Ž .
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This Stein equation is solved in the next proposition. The proof is com-
pletely of the same structure as in the continuous case.
Ž .PROPOSITION 2. The Stein equation 12 for the distribution  and a
bounded function h has as solution
x1
f x  h i  E h Z pŽ . Ž . Ž .Ž .Ýh is x
 1 pŽ . x
1 ia
b1
 h i  E h Z p , 13Ž . Ž . Ž .Ž .Ý is x
 1 pŽ . x
1 ix
1
when a x b and f  0 elsewhere. Furthermore, this f belongs to C .h h 3
3. ORTHOGONAL POLYNOMIALS AND BARBOUR’S
MARKOV PROCESS
After having considered the close relation between the defining differ-
ence and differential equations of the distributions involved and their
Ž .Stein -Markov operators, we bring into the analysis some related orthogo-
 nal polynomials 9, 18 . P. Diaconis and S. Zabell already mentioned this
 connection 10 . The key link in the continuous case is the differential
equation of hypergeometric type which is satisfied by the classical orthogo-
Ž .  Ž . nal polynomials of a continuous variable, s x y 
  x y 
  y 0, where
Ž . Ž .s x and  x are polynomials of at most second and first degree, respec-
tively, and  is a constant.
In the discrete case, the link is the difference equation of hypergeomet-
ric type which is satisfied by the classical orthogonal polynomials of a
Ž . Ž . Ž . Ž . Ž . Ž .discrete variable, s x 
y x 
  x 
 y x 
  y x  0, where s x and
Ž . x are again polynomials of at most second and first degree, respectively,
 and  is a constant. For more detailed information we refer to 11 .
Ž .Let Q x be the orthogonal polynomials of degree n with respect to then
Ž .distribution . Then the Q x satisfy such an equation of hypergeometricn
type for specific constants  	 0,n
AQ x  Q x . 14Ž . Ž . Ž .n n n
Ž . Ž .Using 14 , we can solve the SteinMarkov equation 4 with the aid of
Ž .2 Ž .orthogonal polynomials. Let d  H Q x d x 	 0, with S the supportn S n
2Ž . Ž .  Ž .  Ž .of . If h L  , then we can write h x  E h Z Ý a Q x ,n0 n n
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where we can determine the a byn
2a  Q x h x  E h Z d x d , n 0,Ž . Ž . Ž . Ž .Ž .Hn n n
S
2 Ž .and convergence is in the L -sense. Note that Q x is a constant and0
Ž . Ž Ž .  Ž .. Ž .a Q x H h x  E h Z d x  0. But then for a given h the0 0 S
Ž .solution of 4 is given by
 an
f x  Q x . 15Ž . Ž . Ž .Ýh nnn1
2Ž .Indeed, because A is a self-adjoint operator on L  , we have
  a an n
Af x  A Q x  AQ x  a Q xŽ . Ž . Ž . Ž .Ý Ý Ýh n n n n n nn1 n1 n1
 h x  E h Z .Ž . Ž .
Ž .Furthermore, it can be shown that the series in 15 converges in the
L2-sense because the  in our cases are positive and strictly increasing asn
a function of n.
Another place where the orthogonal polynomials appear is in Barbour’s
operator method. Recall that we are considering some distribution ,
continuous or discrete, together with a SteinMarkov operator A of a
Markov process, X say.t
In the discrete case the operator A has the form
Af x  s x 
f x 
  x 
 f xŽ . Ž . Ž . Ž . Ž .
 s x 
  x f x
 1  2 s x 
  x f xŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .

 s x f x 1 ,Ž . Ž .
which is the operator of a birth and death process with birth and death
Ž . Ž . Ž .rates   s n 
  n and   s n , respectively, if  ,   0.n n n n
Ž .The orthogonal polynomials Q x of  satisfyn
AQ x  s x 
  x Q x
 1  2 s x 
  x Q xŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .n n n

 s x Q x 1Ž . Ž .n
 Q x . 16Ž . Ž .n n
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ˆŽ . Ž .Suppose we have a duality relation of the form Q x Q  and thatn x n
ˆ Ž .Q is a polynomial of degree x. Then 16 can be written asx
ˆ ˆ ˆ Q   s x 
  x Q   2 s x 
  x Q Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .n x n x
1 n x n
ˆ
 s x Q  .Ž . Ž .x1 n
Interchanging the role of x and n, we clearly see that this results in a
three term recurrence equation
ˆ ˆ ˆ Q   s n 
  n Q   2 s n 
  n Q Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .x n x n
1 x n x
ˆ
 s n Q  .Ž . Ž .n1 x
ˆBy Favard’s Theorem the Q must be orthogonal polynomials with respectn
to some distribution  say. Furthermore, note that these polynomials are˜
the birth-death polynomials of the birth and death process X . Accordingt
Ž .to the Karlin and McGregor spectral representation 3 we have

 ty ˆ ˆP t  Pr X  j  X  i   e Q  Q  d y ,Ž . Ž . Ž .˜Ž . Ž .Hi j t 0 j i y j y
0
Ž . Ž .where   1 and     . . .     . . .  , j 1.0 j 0 1 j1 1 2 j
The stationary distribution is given by r   Ý  . Note that thisi i k0 k
distribution is completely defined by the ratio of successive probabilities
r  s i 
  iŽ . Ž .i
1 i  .
r  s i
 1Ž .i i
1
It is easy to see that the stationary distribution is indeed our starting
distribution . In the examples, we work out this procedure for some
well-known discrete distributions.
Ž . Ž . Ž .In the continuous case the operator A has the form Af x  s x f x
Ž . Ž .
  x f x which is the operator of a diffusion with drift coefficient
Ž . Ž . 2Ž . Ž . x   x and diffusion coefficient 	 x  2 s x  0. Recall that the
Ž . Ž .polynomials, y x , which are orthogonal with respect to  satisfy A y xn n
Ž . y x , n 0. As in the discrete case the orthogonal polynomialsn n
involved are eigenfunctions and appear in the spectral representation as
shown in the examples section.
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4. EXAMPLES
We illustrated the above described analysis of some specific examples.
We start with the continuous distributions. Next we look at the earlier
uncovered example of the hypergeometric distribution and summarize for
other well-known discrete distributions the main ingredients in Table I.
Ž .1 The normal distribution and the OrnsteinUhlenbeck process.
Ž 2 . Ž 2 .The normal distribution N m, 	 has a density function  x; m, 	 
2 2 2'Ž Ž . Ž .. Ž .exp  xm  2	  2	 , x. Thus, in this case clearly s x 
2 Ž . Ž 2 .	 and  x m x. So the Stein equation for the N m, 	 distribution
2 Ž . Ž . Ž . Ž .  Ž .is given by 	 f x 
 m x f x  h x  E h Z . The Stein operator
Ž . 2 Ž . Ž . Ž .is given by Af x  	 f x 
 m x f x . The standard normal distri-
Ž .  bution N 0, 1 was the starting point of Stein’s theory 20 . Suppose we thus
Ž . Ž . 2Ž . Ž . Žhave  x   x x and 	 x  2 s x  2. Then we have AH xn
' '. Ž . Ž .2 nH x 2 , where the operator A is given by Af f x n
Ž .xf x . This is the generator of the Ornstein Uhlenbeck process. The spectral
 representation for the transition density is given by 14
y 2 2 e 1
n t ' 'p t ; x , y  e H x 2 H y 2 ,Ž . Ž . Ž .Ý n n n' 2 n!2 n0
Ž .  where H x is the Hermite polynomial of degree n 2, 15 . The Hermiten 'Ž .polynomials H x 2 are orthogonal with respect to the standard nor-n
mal distribution.
Ž .2 The gamma distribution and the Laguerre diffusion. The gamma
Ž 1 . Ž .distribution G r,  , with r,  0, has a density function  x; r,  
r  x r1 Ž . Ž . Ž . e x  r , x 0. Clearly, s x  x and  x  r  x. So the Stein
Ž 1 .   Ž . Žequation for the G r,  distribution is given by 17 xf x 
 r
. Ž . Ž .  Ž . Ž . Ž . Ž . x f x  h x  E h Z and Af xf x 
 r  x f x , which is the
generator of the so-called Laguerre diffusion and has a spectral represen-
TABLE I
Poisson, Pascal, and Binomial Distribution
Ž . Ž . Ž .Distribution s x  x   Q xn n n
Ž . Ž .P  x  x  n C x; n
Ž . Ž . Ž . Ž .Pa  ,  x 1    x  n
  n M x;  , n
Ž . Ž . Ž . Ž . Ž .Bin N, p 1 p x pN x p N n 1 p n K x; N, pn
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tation given by
r r1  y  y e  n
 1Ž .n  t Ž r1. Ž r1.p t ; x , y  e L  x L  y ,Ž . Ž . Ž .Ý n n r  n
 rŽ . Ž .n0
 with L the Laguerre polynomial of degree n 2, 15 . It is no coincidencen
that also here, the orthogonal polynomials involved are orthogonal with
respect to the gamma distribution we started with.
Ž .3 The beta distribution and the Jacobi diffusion. The beta distribu-
Ž . Ž .tion B  ,  on 0, 1 , with parameters  ,  0, has a density function
Ž . 1Ž . 1 Ž . Ž . Ž x;  ,   x 1 x B  ,  , 0 x 1. This implies s x  1
. Ž . Ž . Ž . x x and  x  
  x
  . So the Stein equation for the B  , 
distribution is given by
x 1 x f x 
  
  x f x  h x  E h Z .Ž . Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž .This Stein equation seems to be new. Suppose we have  x   x
1 2Ž Ž . . Ž . Ž .  
  x and 	 x  1 x x, where 0 x 1 and  , 2
1 Ž0. Then we encounter the generator of the Jacobi diffusion: Af 12
 1 . Ž . Ž Ž . . Ž .x xf x 
  
  x f x . In this case the spectral expansion is in2
Ž . Ž 1, 1.Ž .  terms of the Jacobi polynomials P x  P x 2, 15 ,n n
11y 1 yŽ .
p t ; x , y Ž .
B  , Ž .

n Žn

1. t2
 e P 2 x 1 P 2 y 1  , 17Ž . Ž . Ž .Ý n n n
n0
where
B  ,  2n
 
  1 n! n
 
  1Ž . Ž . Ž .
  .n  n
   n
 Ž . Ž .
Ž .and B  ,  is the beta function.
Ž .  44 The Student’s t-distribution t with n 1, 2, . . . degrees ofn
freedom has a density function
Ž . n
1 22 n
 1 2 xŽ .Ž .
 x ; n  1
 , x.Ž . ž /' nn  n2Ž .
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Ž . Ž 2 . Ž . ŽŽ . .Clearly we have s x  1
 x n and  x  n 1 n x. This
means that the Stein equation for the t distribution is given byn
x 2 n 1
1
 f x  xf x  h x  E h Z .Ž . Ž . Ž . Ž .ž /n n
This Stein equation seems to be new.
Ž . Ž .5 The hypergeometric distribution Hyp  ,  , N , with parameters
 N,  N, and N a non-negative integer, is given by p x
  
 Ž .Ž . Ž .  4 Ž . Ž , x 0, 1, 2, . . . , N . An easy calculation gives s x  x x N x N
. Ž . Ž .N
 x and  x  N 
  x. So the Stein operator for the
Ž .Hyp  ,  , N distribution is given by
Af x  x N
 x f x 
 N 
  x f xŽ . Ž . Ž . Ž . Ž .Ž .
 N x  x f x  x N
 x f x 1 .Ž . Ž . Ž . Ž . Ž .
This Stein equation seems to be new. The hypergeometric distribution
Ž .Hyp  ,  , N , has a SteinMarkov operator, A, given by
Af x   x f x
 1  N x  x 
 x N
 x f xŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .

 x N
 x f x 1 .Ž . Ž .
 4This is the operator of a birth and death process on 0, 1, 2, . . . , N with
quadratic birth and death rates
  N n  n and   n N
 n , 0 nNŽ . Ž . Ž .n n
 respectively, which was studied in 22 . The birth-death polynomials in-
volved are recursively defined by the relations
xQ x  N n  n Q xŽ . Ž . Ž . Ž .n n
1
 N n  n 
 n N
 n Q xŽ . Ž . Ž . Ž .Ž . n

 n N
 n Q x , 18Ž . Ž . Ž .n1
Ž . Ž . Žtogether with Q x  1 and Q x  0. The Hahn polynomials Q x;0 1 n
.   1, 1, N 2, 15 are orthogonal with respect to hypergeomet-
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ric distribution and satisfy the following equation of hypergeometric type
n n   1 Q x ; 1, 1, NŽ . Ž .n
 N x  x Q x
 1; 1,  1, NŽ . Ž . Ž .n
 N x  x 
 x x
 NŽ . Ž . Ž .Ž .

Q x ; 1, 1, NŽ .n

 x x
 N Q x 1; 1, 1, N .Ž . Ž .n
Ž .Furthermore, we have the duality relation Q x; 1, 1, N n
Ž .R  ; 1, 1, N , where the R are the dual Hahn polynomialsx n x
  Ž .2, 15 and   n   1 . In what follows we often write forn
Ž . Ž .notational convenience R  instead of R  ; 1, 1, N .x n x n
Using this duality relation we obtain the three term recurrence relation
of the dual Hahn polynomials,
 R   N x  x R Ž . Ž . Ž . Ž .n x n x
1 n
 N x  x 
 x x
 N R Ž . Ž . Ž . Ž .Ž . x n

 x x
 N R  .Ž . Ž .x1 n
But this, after interchanging the role of x and n, is of the same form as
Ž . Ž . Ž .18 , so we conclude that Q x  R x; 1, 1, N . Finally,n n
Ž .using Karlin and McGregor’s spectral representation 3 , we can express
the transition probabilities of our process X ast

Nž /j ž /N j
 txP t  e R  R Ž . Ž . Ž .Ýi j i x j x x0ž /N
N  1N ! N  2 x   1Ž . Ž . Ž . Ž .x x ž /N

 .x1 x!  x   1Ž . Ž . Ž . Ž .x N
1
Ž .6 We summarize the main ingredients for some other well-known
distributions in Ord’s family in Table I. Note that in all these cases we
Ž . Ž . Ž . Ž .have self-duality, i.e., Q x Q n . We denote by C x;  , M x;  ,  ,n x n n
Ž .and K x; N, p , the Charlier, Meixner, and Krawtchouk polynomialsn
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Ž  .respectively for exact definitions, see 2, 15 . For more details we refer
 the reader to 3, 4, 6, 8, 19, 20 and references cited therein.
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