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1 Introduction
1.1 Background
Long-term (years – decades) prediction of morphological behaviour in the coastal zone
is an important issue in coastal management. Predictions are not only required to plan
and evaluate coastal defence measures like shoreface nourishments, but also to determine
the possible effects of future changes in boundary conditions, for instance associated with
climate change. Despite the recent improvement in short term (seconds – days) process
knowledge, current process-based models are generally believed not to produce sensible
predictions over yearly to decadal time scales (e.g., Stive et al., 1995; De Vriend, 1997).
The main reasons are the large amounts of computer time needed to span long time scales,
the built up of errors, and the limited knowledge of small residual effects in processes and
corresponding morphological change. Increasing the knowledge of coastal processes and
morphological response over a range of time scales is essential to validate and improve
existing model concepts.
Shore-parallel nearshore bars are common subtidal features along sandy uninterrupted
coasts, such as the Central Dutch coast, and often dominate the yearly to decadal bathy-
metric developments (Wijnberg & Terwindt, 1995). Nearshore bars usually change on time
scales ranging from days to decades (Figure 1.1). Previous research mainly focused on
nearshore bar behaviour at hourly to weekly time scales based on short intense field ex-
periments (e.g., Kroon, 1994; Wolf, 1994; Gallagher et al., 1998, Figure 1.1, area 1). In
this way, typical event behaviour consisting of storm responses and subsequent recovery
sequences were described (e.g., Gallagher et al., 1998). Additionally, yearly to decadal
bar behaviour has been studied from long term bathymetric data sets, revealing remarkably
regular cyclic bar behaviour over years to decades (e.g., Lippmann et al., 1993; Ruessink
& Kroon, 1994; Wijnberg & Terwindt, 1995; Shand & Bailey, 1999, Figure 1.1, area 2).
Presently, little is known about bar behaviour at the time scales inbetween, i.e. the monthly
or seasonal scales, because these are longer than the duration of field experiments, and are
not resolved by long term bathymetric surveys. Consequently, the link between weekly
and yearly bar behaviour is unknown. This concerns both the representativeness of weekly
bar behaviour and the nature (e.g., abrupt or gradual) of the changes that accummulate to
yearly bar behaviour.
19
Figure 1.1. Temporal and spatial scales of nearshore bar behaviour, bound by the two dashed lines.
Area 1 and 2 indicate the scales at which previous research mainly focused, see text for further
explanation.
The spatial scales associated with nearshore bar change vary between 1 m and 10 km
(Figure 1.1). This concerns not only changes in overall cross-shore position (two-dimen-
sional or alongshore uniform change), but also in alongshore shape (three-dimensional or
alongshore non-uniform change), for example related to the development and evolution
of crescentic features. Previous field research, however, mainly focused on a single cross-
shore profile, thereby implicitly assuming that alongshore non-uniform change is negligible
(e.g. Sallenger et al., 1985; Wolf, 1994; Larson & Kraus, 1994). Field studies considering
alongshore non-uniform features were largely based on photography and on visual obser-
vations, only providing qualitative information (e.g. Bowman & Goldsmith, 1983; Wright
& Short, 1984). Consequently, quantitative information on alongshore non-uniform bar
morphology and its behaviour is scarce.
The coast can be considered as a morphodynamic system, consisting of three main
components, namely water motion, sediment transport and morphological change (Fig-
ure 1.2). Energy input from waves, wind and tide drives the water motion, which transports
the sediment. Gradients in sediment transport lead to local erosion and deposition, thus
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Figure 1.2. Morphodynamic system
altering the morphology. The altered morphology in turn may change the water motion,
resulting in a feedback loop from morphological change to water motion, which may re-
inforce or suppress the morphological changes imposed by the energy forcing. The water
motion and sediment transport processes typically act on time scales of minutes to hours
and have been studied in detail from field experiments. Often all three components of the
morphodynamic system are considered with emphasis on the short term hydrodynamic and
sediment transport processes (e.g., Greenwood & Sherman, 1984; Kroon, 1994; Ruessink,
1998). The present research, in contrast, focuses on the morphological component only
(similar to Wijnberg, 1995). This approach is phenomenological and highlights the domi-
nant morphological changes, which may be used to validate the morphological outcome of
process-based and behavioural models.
1.2 Data set
The study of bar behaviour over a daily to yearly time scale requires almost daily observa-
tions of nearshore bar morphology over a period of a few years, with an extensive spatial
coverage, O(100-1000 m), and a high spatial resolution, O(1-10 m). In this way, all time
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scales ranging from days to years are covered. In addition, both overall on/offshore bar
migration and changes in alongshore bar shape, such as the evolution of crescentic bars,
are resolved. It is, however, logistically impossible to achieve both a high resolution and
an extensive coverage in space and time with traditional surveying techniques, like ship-
borne echosounding. Besides, relatively calm weather conditions are required to perform
such surveys. Fortunately, the cross-shore location and alongshore shape of nearshore bars
are also visible through wave breaking patterns, which show up as high-intensity areas in
time exposure video images, and thus provide a means for remote monitoring of bar crest
morphology. Lippmann & Holman (1989) automated the image collection in their AR-
GUS video system, so that a large temporal and spatial extent, as well as a high temporal
and spatial resolution of the data can be easily achieved. In addition, remote monitoring ex-
tends the applicability to more energetic conditions than possible with direct measurements
of bed level. Since its introduction, several ARGUS systems have been installed worldwide
(Holland et al., 1999). Here, the images of the ARGUS system at the double barred coast of
Noordwijk, Netherlands, are used, which have been collected since 1995 and thus span a
period of several years already.
1.3 Objectives and outline
The central objective of the present research is to improve the understanding of nearshore
bar behaviour over time scales ranging from days to years, with emphasis on alongshore
non-uniform behaviour. This is pursued using a phenomenological approach, considering
the following specific research objectives:
1. Quantify the alongshore uniform and non-uniform bar morphology from video im-
ages.
2. Quantify typical sequences in alongshore uniform and non-uniform bar behaviour
and the associated temporal and spatial scales.
3. Determine the relative importance of alongshore uniform and non-uniform bar be-
haviour.
4. Evaluate existing modelling approaches for alongshore uniform and non-uniform bar
behaviour.
The analysis uses video data (ARGUS system) of the nearshore at Noordwijk aan Zee,
Netherlands to quantify the nearshore bar morphology. The field site and the ARGUS video
system are introduced in Chapter 2. Algorithms to extract bar morphology from video
images of the nearshore are still under development. Chapter 3, therefore, focuses on
these algorithms and their accuracy. At the end of Chapter 3, a data set of cross-shore
bar crest locations as a function of alongshore distance and time is constructed, fulfilling
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the first objective. Morphological parameters describing the alongshore uniform and non-
uniform bar behaviour are extracted from this data set in Chapters 4 and 5. Chapter 4 deals
with alongshore uniform behaviour, which concerns cross-shore bar migration. Chapter 5,
subsequently, deals with alongshore non-uniform behaviour, which concerns changes in
alongshore and cross-shore dimensions of non-linear features, such as crescentic bars, and
their alongshore migration. Emphasis is placed on the representativeness of this behaviour,
and on the associated temporal and spatial scales, thus fulfilling the second objective. In
Chapter 6, the common assumption that alongshore uniform behaviour dominates over
non-uniform behaviour is tested by determining the importance of alongshore uniform and
non-uniform bar behaviour as a function of time scale (third objective). Chapter 7, finally,
deals with the fourth objective. The first part of this chapter focuses on alongshore uniform
bar behaviour, which is generally modelled using process-based cross-shore profile mod-
els. The question is addressed for which time scales such profile models may be sensibly
applied to predict bar migration given the uncertainties in free model parameters, such as
bed roughness. The second part of Chapter 7 focuses on alongshore non-uniform bar be-
haviour. Here, various template and self-organisation models reported in the literature are
summarised with emphasis on the underlying assumptions and the morphological charac-
teristics of the predicted features. Subsequently, the different approaches are evaluated by
comparing the assumptions and characteristics to the present data set. Thus, Chapters 6 and
7 use the phenomenlogical knowledge acquired in Chapters 4 and 5 to evaluate approaches
in the modelling of nearshore bar behaviour.
23

2 Field site and ARGUS video system
2.1 Introduction
The present chapter serves as an introduction to the field site Noordwijk aan Zee, Nether-
lands and to the ARGUS video system. The morphological and hydrodynamic character-
istics of the field site are briefly summarised from the existing literature and from data
sets of nearshore bathymetry and offshore wave and water level parameters (Section 2.2).
The main part of this chapter is dedicated to the introduction of the ARGUS video system
(Section 2.3). A short historical overview of the ARGUS system at Noordwijk is presented,
followed by a description of the image processing procedures and the resulting image ac-
curacy. At the end of this chapter, a subset is selected from the continuously growing AR-
GUS database to be used for the analysis of daily to yearly bar behaviour in the remainder
of this thesis.
2.2 Field site
Noordwijk aan Zee is located at the central Dutch coast, also known as the Holland coast,
which is an inlet-free, sandy coast of about 120 km length facing the semi-enclosed North
Sea (Figure 2.1). The sediment consists of fine to medium sand with a median grain size of
150–250 µm. Analysis of annual bathymetric surveys collected since 1964 (JARKUS data-
set, see Wijnberg & Terwindt (1995) for more details) has revealed the presence of two
well-developed shore-parallel subtidal bars on a gently sloping profile with a mean slope
of 1:150. These bars have multi-annual lifetimes, during which they pass through three
stages, namely (1) generation close to the shore, (2) net seaward migration, and (3) de-
generation at the outer margin of the bar zone (Wijnberg & Terwindt, 1995). In about 4
years, the inner bar shifts to the outer bar location, the outer bar disappears and a new in-
ner bar develops (Figure 2.2). Over long periods (decades) and large alongshore distances
(kilometres), this behaviour is rather uniform, both in time and in the alongshore direc-
tion. However, locally and temporally, offshore bar migration may lag behind (Wijnberg &
Wolf, 1994). As a result, bars may break up and attach to landward located bars, a process
known as bar switching (Shand et al., in press). During bar switching, bars may have a
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Figure 2.1. Map of the field site, showing the Holland coast, the Noordwijk section (beachpole
79–85), the offshore stations MPN and YM06 and the location of the ARGUS system. Note that the
beachpole numbering corresponds to the distance in km from Den Helder.
forked shape (Figure 2.3), similar to bifurcations in ripple patterns (Collinson & Thomp-
son, 1989). Analoguous to ripple patterns, these features are here referred to as bifurcations
(cf. Davidson-Arnott & Pember, 1980). Another name for these features in the literature is
alternating attachements (Wijnberg & Wolf, 1994).
Wijnberg (1995) characterised the wave climate off the Holland coast based on offshore
wave data collected on a 10-minute basis by Rijkswaterstaat. For Noordwijk, the data from
Meetpost Noordwijk (MPN) and the offshore wave buoy at IJmuiden (YM06) are most
relevant. MPN is located directly off the coast of Noordwijk in 18 m depth, whereas YM06
is located about 26 km further north in 21 m depth (Figure 2.1). Waves at Noordwijk have
an average offshore significant wave height H13 of 1 m and a corresponding period T13 of
6 s. The monthly averaged wave height varies on a seasonal scale with larger values in fall
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Figure 2.2. Cross-shore profiles at Noordwijk
from 1979 to 1987, showing cyclic bar be-
haviour with a recurrence interval of about 4
year. The profile depth (vertical scale) ranges
from about 0 m to 6 m. Profiles are alongshore
averaged over the section between beachpole
79 and 85. Bar crest locations are determined
as the maximum perturbation points with re-
spect to a barless profile (computed as the av-
erage profile for km 79 to 85 over the period
1964 to 1997).
and winter (October – March, mean H13  1.2-1.3 m) than in spring and summer (April
– September, mean H13  0.8-0.9 m). Waves are mainly obliquely incident, either from
approximately NNW or from SW directions (corresponding to 45Æ and -70Æ from shore
normal, respectively). Storms (H13  15 m) typically approach from SW to NW. The
wave climate is dominated by sea. Swell is only present about 20% of time and arrives
from a narrow range of approximately NW directions.
The tidal water level fluctuations and wind setup near Noordwijk were determined from
measured and (astronomically) predicted water levels at MPN, collected at a 10-minute
interval. The tide is semidiurnal with a mean tidal range of 1.4 m at neap tide and of 1.8 m
at spring tide. Strong winds may increase or decrease the offshore water level by up to 1 m.
The majority of the wind setup, however, remains between -0.5 and 0.5 m.
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BifurcationOuter bar
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Figure 2.3. Example of bar bifurcations. The nearshore bar morphology is reflected by the white
areas in this plan view time-averaged video image (of 11 November 1996, area around beachpole
84). Alongshore length is 2 km, cross-shore length is 0.75 km.
2.3 ARGUS video system
2.3.1 Background
Remote monitoring of nearshore bar morphology using video images is based on the pre-
ferred breaking of waves at shallow areas such as nearshore bars. The individual breaking
waves are clearly visible as high-intensity areas in instantaneous snap shots of the nearshore
zone (Figure 2.4a). The precise location of wave breaking largely varies over a time scale
of O(min), as a result of natural variations in wave height within a wave group. This vari-
ation is removed by averaging a series of snapshots over a 10-minute interval, resulting in
time-exposure images (Figure 2.4b), which show well-defined breaker zones. Typically, an
ARGUS video system takes one snap-shot and one time-exposure per hour (daylight permit-
(a) (b)
Figure 2.4. Example of (a) snap shot and (b) time-exposure at Noordwijk, Netherlands
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ting). These images are stored on a computer, which also controls the image sampling and
the daily transfer to the ARGUS database at the Coastal Imaging Laboratory, Oregon State
University, USA.
2.3.2 History of the Noordwijk system
In March 1995, two black and white digital video cameras were installed on the roof of
hotel ”Huis ter Duin” in Noordwijk aan Zee, Netherlands (near beachpole 82, Figure 2.1).
The cameras look obliquely along the shore, one approximately southward (c1) and the
other northward (c2). In September 1998, the system was updated. The two black and
white cameras were replaced by five full colour cameras, which span the full 180 degrees
field of view seaward of the hotel.
In general, the ARGUS system functioned well, although computer or camera problems
occasionally resulted in significant data losses. Data were absent from 15 April 1996 to 4
May 1996 (20 days) and from 17 July 1996 to 8 September 1996 (54 days), due to computer
problems. In the summer of 1997, the images of the northfacing camera (c2) were often
completely white, but this never lasted longer than a few days, and thus did not cause
extensive data loss. The lens was replaced on 3 July 1997, to solve these problems. The
new lens, which had slight focusing problems, got loose on 12 October 1997, resulting in
images that could not be used for further analysis. After 26 days, on 7 November 1997, the
camera and lens were replaced. Since then, the system has worked properly.
2.3.3 Image processing
To quantify the morphological information in the images, the relation between world and
image coordinates is determined (camera calibration) and, using this information, the im-
ages are transformed to geometrically correct plan views (image rectification) on a local
coordinate system. Both image processing steps are described below. The coordinate sys-
tem had beachpole 82 as origin, with the x-axis cross-shore and positive in the offshore
direction, and the y-axis alongshore through the beach poles and positive to the south.
The relation between world and image coordinates is defined by the camera location
xcyczc, the effective focal length f , and the camera orientation, which is defined by three
angles, namely the tilt τ , the azimuth or aim direction φ and the roll σ (Figure 2.5). Here,
τ , φ and δ represent the angles to the vertical z-axis, the orientation in the xy-plane and
the rotation around the aim direction (i.e. orientation of focal plane relative to horizon),
respectively. The transformation of world to image coordinates is thus a rotation about three
successive angles (τφ σ ) and can be expressed by the linearised version of the collinearity
equations, following standard photogrammetric procedures,
u 
L1xL2yL3zL4
L9xL10yL11z1
(2.1a)
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Figure 2.5. Relation between world and image coordinates
and
v 
L5xL6yL7zL8
L9xL10yL11z1
 (2.1b)
The coefficients L1  L11 are linear functions of the camera orientation (τ , φ , σ ), the
camera position (xcyczc) and the effective focal length ( f ) (Appendix A). Using image
(uv) and world (xyz) coordinates of known points (ground control points, gcps), the
camera orientation angles (τ , φ , σ ) and the field of view (δ ), which is a function of the
focal length, are iteratively solved from Eq. 2.1. The camera position (xcyczc) can be
determined during this procedure as well, but Holland et al. (1997) found that more accurate
results for xyz were obtained by constraining the camera position to the surveyed values.
When the camera position is constrained, only two gcps are needed to solve the problem.
More gcps lead to an overdetermined system, in which the unknowns can be solved in a
least square sense. A non-linear least squares solving algorithm was used in the present
work.
Sofar, the ideal camera calibration model was described, which is valid for a distortion-
free lens and for square image pixels. In practice, however, the lens is subject to radial
distortion, as expressed by radially changing deviations between the observed (distorted)
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Figure 2.6. Examples of (a) radial distortion and (b) the corresponding best fit polynomial used in
the distortion correction.
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Table 2.1. Overview of intrinsic parameters per camera-lens-IP configuration at Noordwijk
Camera Name Lens λu λv k1108 k2 u0 v0
Black and white cameras (Sony XC-75), Dipix IP-system
S c1 12.5-mm 0.9804 -1 9217 0.0065 320 240
N c2 12.5-mm 0.9804 -1 9217 0.0065 320 240
Full colour cameras (Sony SSC-DC50), SGI IP-system
S c1 12.5-mm 1.0065 -1 9217 0.0065 320 240
N c2 12.5-mm 1.0065 -1 9217 0.0065 320 240
SW c3 9-mm 1.0065 -1 2515 0.0179 320 240
W c4 6-mm 1.0065 -1 4128 0.0279 320 240
NW c5 9-mm 1.0065 -1 2515 0.0179 320 240
and predicted (using Eq. 2.1; i.e. undistorted) image coordinates (Figure 2.6a). In addition,
the 640  480 elements in the CCD (Charge Coupled Device) array, which collects a
complete image every 1/30 second, do not necessarily correspond exactly to the pixels in
the image frame buffer, where the image processing (IP) system stores the video signal,
owing to differences in sampling frequency between the camera and image acquisition
hardware. Usually, the number of image frame buffer rows equals 480, while the number
of columns deviates from 640. Before solving Eq. 2.1, the digital image must be translated
to an image of 480  640 pixels and the image coordinates must be corrected for lens
distortion. To do so, a horizontal and vertical scale factor (λu and λv) and several distortion
parameters (k1, k2, u0 and v0) are defined. Here, k1 and k2 are the coefficients in the odd-
order polynomial describing the deviation between the distorted and undistorted image
coordinates ∆r as a function of the distance r to the image centre u0v0 (Figure 2.6b),
∆r  k1r
3
 k2r (2.2)
where
r 

uu0
2
v v0
2
 (2.3)
Note that the image centre not necessarily equals the frame buffer centre. Estimation of the
scaling and distortion parameters requires a large number of accurately measured control
points, instead of a minimum of 2 gcps in the field calibration of the extrinsic parameters
(τ , φ , σ and δ ) described above. Therefore, the intrinsic parameters (k1, k2, u0, v0, λu
and λv) are iteratively solved in a least squares sense from an extensive set of distorted and
undistorted coordinates determined in a laboratory setting (see Holland et al., 1997).
The scaling and distortion parameters depend on the IP-system and the lens, respec-
tively, and were, therefore, determined only once per camera-lens-IP configuration (see
Table 2.1 for the Noordwijk values). Subsequently, approximately weekly field calibra-
32
tions were performed on the scale and distortion corrected images, to solve all changes in
camera orientation.
Once the camera model (Eq. 2.1) is solved, the inverse equation,

L1L9u L2L10u L3L11u
L5L9v L6L10v L7L11v



x
y
z




uL4
vL8

(2.4)
is used to rectify the images, which actually is a transformation of all two-dimensional
image pixel coordinates (u,v) to three-dimensional world coordinates (x,y,z). As Eq. 2.4 is
under-determined, one coordinate must be known to transform image to world coordinates.
Usually, the vertical coordinate (z) is considered to be constant and equal to the measured
(offshore) water level. Basically, this means that the horizontal (x,y) coordinates are pro-
jected on a vertical plane through the measured water level, which may introduce errors in
the x and y coordinates, where z deviates from this plane.
2.3.4 Image accuracy
The rectified images form the basis for all subsequent descriptions of bar morphology.
Their accuracy thus limits the accuracy of all extracted bar parameters and is investigated
here. The rectification accuracy depends on the calibration accuracy, and on the validity
of the z coordinate of the chosen horizontal projection plane. Basically, the latter is a
projection error. Both the calibration and the projection errors are estimated below.
The calibration accuracy is expressed by an image space error. This is the pixel distance
between measured (i.e., pointed in the image) and predicted (using Eq. 2.1 and the surveyed
world coordinates) image coordinates, and is computed for each gcp. Using the described
calibration procedure, image space errors were generally smaller than 1–2 pixels (Holland
et al., 1997). The rectifications appear to be most sensitive to variations in the tilt τ and least
sensitive to variations in the azimuth φ (Appendix B). The pixel errors may be transformed
to metric errors, using the footprint dimensions of individual pixels. The pixel footprint has
a nearly rectangular shape with a larger length l than width w. Here, w is a function of the
distance to the camera R (Figure 2.5) and the field of view δ (in radians),
w  Rδ640 (2.5)
l additionally depends on the tilt τ , and is computed as,
l  tanτRδ640 (2.6)
Generally, the pixel footprint is oriented obliquely to the shoreline. Thus, w and l devi-
ate from the cross-shore and the alongshore resolution, which are usually of interest for
coastal applications. Using the angle between the azimuth and the shoreline, w and l are
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Figure 2.7. Cross-shore and alongshore pixel footprint dimensions (in m) for typical camera layouts
at Noordwijk: (a) two-camera setup, (b) five-camera setup.
transformed to cross-shore and alongshore dimensions. Figure 2.7 shows these dimen-
sions for typical camera layouts at Noordwijk, both for the two- and the five-camera setup.
Basically, the cross-shore dimensions display a cross-shore trend, whereas the alongshore
dimensions vary in the alongshore direction. The cross-shore dimensions roughly increase
from O(1 m) in the inner bar region (x  100 350 m) to O(10 m) in the outer bar re-
gion (x  350600 m). The alongshore dimensions are generally larger and increase from
O(1 m) close to the cameras (y  500 m) to O(10-100 m) at 3000 m from the cameras.
The projection errors in xy-coordinates were estimated for typical differences between
real and chosen z-coordinates. The real z-coordinate may differ substantially from the off-
shore water level η0 at times of considerable wave setup. Local differences in z-coordinate
occur at the wave crests and troughs, and on the beach. Wave setup, which, in contrast to
the wind setup, is not measured by an offshore water level station, may increase the water
level in the bar area by about 0.2 m under high-energetic conditions (Battjes & Stive, 1985).
Although the wave height variation is averaged out over the duration of a time-exposure,
the local increase in water level at the wave crest by half the wave height may be important,
because breaker-induced foam, which makes the bars visible, partially rides on the wave
crest. Consequently, breaker lines may be projected too far offshore. The beach level only
causes deviations on the sub-aerial beach, which is not investiated here. Typical differences
between real and chosen z-coordinates are thus 0.2 m for missing the wave setup and 2 m
for foam staying on the crest of a high wave. To estimate the corresponding errors in cross-
shore and alongshore coordinates, a single image was projected on four horizontal planes,
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Figure 2.8. Cross-shore and alongshore projection errors caused by (a) a 0.2-m, and (b) a 2.0-m
error in the vertical coordinate of the horizontal projection plane
of which the first two differ 0.2 m in z-coordinate and the last two 2.0 m. For both tests, the
positional errors were computed as the the difference in cross-shore and alongshore coor-
dinates between the individual projections (Figure 2.8). The positional errors (Figure 2.8)
were much smaller than the pixel footprint dimensions (Figure 2.7) in the 0.2 m test and
were comparable to the pixel footprint dimensions (Figure 2.7) in the 2.0 m test. Thus,
projection errors do typically not significantly deteriorate the image accuracy.
Summarising, image errors are of pixel magnitude and mainly result from random cali-
bration errors. Thus, the location of the breaker areas in the nearshore bar area can be mea-
sured with an alongshore accuracy of 10–100 m and a cross-shore accuracy of 1–20 m. The
random nature of these errors may cause apparent morphological variability. Two consec-
utive observations of an unchanged bar may differ in alongshore and cross-shore location,
when the consecutive images are rectified with different, although both accurate, geome-
tries. To reduce this apparent variability, the time series of τ , φ , σ and δ , obtained with a
temporal resolution of 1 to 2 estimates per week, were low-pass filtered (Appendix C). The
filtered angles were subsequently transformed back to the geometry coefficients L1 L11.
This is equivalent to averaging repeated geometry solutions (say 20 per image), but less
time-consuming. In this way, the geometry-to-geometry variability is reduced, while all
gradual and abrupt real changes in geometry are still resolved. All ARGUS images used in
the present thesis are rectified with low-pass filtered geometries.
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2.4 Data set selection
The ARGUS data set is a continuously growing source of nearshore information. For prac-
tical reasons, a temporally and spatially bounded subset must be selected. The present
thesis focuses on normal daily to yearly bar behaviour under natural conditions, or the au-
tonomous behaviour (Chapter 1). Therefore, bifurcations, which are temporal and spatial
disturbances to the alongshore uniform yearly bar behaviour, are excluded from the data
set. In practice this means that only the data north of beachpole 82 (c2-images) are anal-
ysed. Furthermore, periods and areas affected by human interactions in the system, such
as nourishments, are ignored. Human interaction at Noordwijk since 1995 is restricted to
a shoreface nourishment. From February to March 1998, 125 106 m3 of sediment was
dumped in the area bounded by the 5 and 8-m depth contours and by beachpoles 80.5 and
83.5, building a new outer bar. This area is just out of view of the black and white cam-
eras, which were operational at that time. To exclude data affected by the nourishment, the
data set was restricted in time to the period before 17 September 1998, when the full color
cameras were installed. In this way, the nourished area itself is automatically excluded. Be-
sides, neighbouring alongshore sections were probably not yet affected by the nourishment
at that time (confirmed by preliminary analysis of the ARGUS images of March–September
1998).
For the selected period (15 March 1995 to 16 September 1998), the data set was reduced
to a single image per day, because hourly changes in bar morphology are presumably rather
small (e.g., average cross-shore migration rates are O(1 m/day), see Gallagher et al. (1998)
and Ruessink et al. (2000)) compared to the pixel footprint dimensions (Figure 2.7). More-
over, no systematic daily changes in bar morphology are expected, because bars typically
do not respond to high-frequency fluctuations in water level during a tidal cycle (Carter &
Kitcher, 1979). Besides, changes in offshore wave height associated with high-energetic
wave events mainly change the bar morphology over periods longer than a single day. Such
changes are still resolved with daily observations, although maximum rates may be slightly
underestimated. For each day, the low-tide image was selected for analysis, because this
generally provides most information, as wave breaking is then most pronounced. Only
when rain, fog or haze blurred the patterns in the image, another good quality image was
selected. Images that did not contain alongshore continuous wave breaking over the bars
were excluded from the analysis.
In conclusion, the data set is restricted to the low-tide images of the north facing cam-
era (c2) over the period from 15 March 1995 to 16 September 1998, spanning 3.4 years.
This data set contains daily to yearly bar behaviour under natural conditions (autonomous
behaviour). Characteristics of bifurcations and morphological effects of shoreface nourish-
ments are thus excluded, as these are beyond the scope of the present research. All selected
images were rectified on a 55 m grid. In the next chapter, the bar morphology is extracted
from the rectified images.
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3 Extracting bar morphology from
video images
3.1 Introduction
Visual observations of coasts have traditionally been an important source of morphologi-
cal information for nearshore bars (King & Williams, 1949; Zenkovich, 1967; Sonu, 1973;
Wright & Short, 1984). Intuitively, the clearly visible white breaker lines were interpreted
as bar crests, thus providing information about cross-shore bar crest location and along-
shore bar crest shape. The automation of visual observations by means of digital video
imagery, such as the introduction of the ARGUS system (Lippmann & Holman, 1989), initi-
ated more quantitative morphological analyses. In the previous chapter, the ARGUS system
at Noordwijk was introduced and the accuracy of the collected video images was discussed
in terms of the cross-shore and alongshore pixel footprints. This chapter details the ex-
traction of morphological information from rectified ARGUS images, thereby focusing on
the first objective of this thesis, viz. to quantify alongshore uniform and non-uniform bar
morphology from video images.
Currently, different approaches to quantify the morphological information from video
imagery are under development. These approaches are reviewed in Section 3.2.1, and based
on their operationality the most suitable method is selected and developed further. In this
method, the video images are reduced to alongshore lines describing the bar crest location.
These lines are referred to as barlines and represent the plan view bar morphology. Their
representativeness of total bar morphology (i.e. including cross-shore profile parameters
like bar height as well) is discussed using the bathymetric JARKUS data set, following
earlier analyses by Ruessink & Kroon (1994). The accuracy of the video-based estimates
of bar crest location depends on the relation between the bar morphology and the visible
breaker patterns, which is obviously influenced by parameters that control wave breaking,
in particular the offshore wave height, the offshore water level and the bathymetry itself.
The effect of these parameters on videoed bar crest position is analysed in Section 3.3.
The hydrodynamic parameters cause a time varying offset between the actual and videoed
bar crest position. The time-varying nature results in apparent bar migration, unrelated to
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Figure 3.1. Example of (a) image in-
tensity and (b) depth (with respect to
mean sea level) versus cross-shore dis-
tance. Data are from Egmond and are dis-
cussed further in Section 3.3.2.
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actual bar migration, and must be removed from the data set before any further analysis.
This is further discussed in Section 3.4.
3.2 Extracting bar morphology
3.2.1 Overview of algorithms
Existing algorithms to extract bar morphology from video images can be divided in to
techniques that yield a proxy of bar crest location only, and those that attempt to construct
the entire cross-shore depth profile. The former is the simplest technique and uses the
cross-shore location of the maximum image intensity xi as measure for the bar crest lo-
cation (Lippmann & Holman, 1989). This is principally based on the correspondence in
cross-shore location between the image intensity maxima and the bar crests, an example
of which is shown in Figure 3.1. The second, more advanced group of techniques trans-
form wave properties estimated from video imagery to water depths using inverse wave
modelling. Sofar, two wave parameters have been used, and the associated methods are
summarised below. Aarninkhof et al. (1997) proposed to use the roller energy, divided by
the wave speed squared. This ratio was then related to the cross-shore distribution of the
time-averaged image intensities, after appropriate scaling to account for intensity changes
unrelated to wave breaking (e.g., related to weather conditions). When applied to the sin-
gle barred beach at Duck, North Carolina (USA) the model predicted cross-shore depth
profiles with typical errors of 0.1–0.4 m across the bar. The errors were generally smallest
around the bar crest. However, for multiple barred systems, like Noordwijk, the roller-
energy method failed to scale the intensities such that each image intensity peak matched
well with the associated peak in the wave parameter. New scaling algorithms are currently
under development (Aarninkhof & Ruessink, 2001). Stockdon & Holman (2000) proposed
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to use the wave phase speed across the surfzone, which they computed from instantaneous
(2 Hz) time series of image intensities sampled along one cross-shore array and multiple
alongshore arrays. The water depth was subsequently inferred from linear wave theory’s
dispersion relationship. Using this concept, the bathymetry could be estimated with a root
mean square error of 0.7 m. The water depth was generally overpredicted in shallow wa-
ter and underpredicted in deep water. Consequently, the bar crest location was predicted
O(10 m) too far offshore.
At the moment, the advanced techniques are generally less useful than the simple tech-
niques. First, the roller-energy method is not yet operational for double barred systems,
like the Noordwijk coast. The phase-speed method, on the other hand, has not yet been
tested on a double barred beach. Second, the application of the wave-speed method is lim-
ited by the availability of pixel time series, which are not standardly sampled, because they
need considerable amounts of disk space to be stored. For Noordijk, no pixel time series
have been collected over the considered period. Finally, the bathymetric profiles computed
from the video images are less accurate than those measured with conventional techniques
as bathymetric soundings (error of 0.15–0.25 m, Wijnberg & Terwindt, 1995), especially
for the phase-speed method. In conclusion, simple techniques that sample the intensity
maximum as a measure for the bar crest location are currently the most suitable way to
quantify bar morphology from video images. At the same time, the data are reduced to a
manageable number of relevant parameters, which usually is the first step in long term data
analysis (De Vriend et al., 1993). The bar crest sampling technique is outlined further in
the next subsection.
3.2.2 Sampling barlines
For each bar, the bar crest locations were sampled alongshore from the rectified images in
the following way. First, a 100-m wide segment of the cross-shore intensity profiles was se-
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Figure 3.2. Unfiltered (dots) and fil-
tered (drawn line) cross-shore intensity
profiles over the outer bar illustrating
the definition of xi (Æ), and the effect of
cross-shore noise. Profiles are extracted
at y  1850 m from the image of 21
March 1997, 9 hr GMT (see Figure 3.4).
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Figure 3.3. Unfiltered (drawn line) and filtered (dotted line) barline (outer bar, 21 March 1997, 9
hr GMT; see Figure 3.4) illustrating effect of alongshore noise.
lected at each alongshore location y centered around an initial guess of cross-shore bar loca-
tion (visually selected or based on a previous computation). This selection ensured that the
bar crest sampling was performed for the same bar at all alongshore locations, and did not
jump to another more seaward or landward located bar. These intensities were smoothed
in the cross-shore direction using a running mean over 15 m to reduce cross-shore noise
(Figure 3.2). Subsequently, the location of the intensity maximum in the smoothed profile
was taken as the cross-shore bar location xiy (Figure 3.2). These steps were repeated for
all alongshore locations, producing alongshore bar crest lines. These lines are referred to
as barlines and represent the plan view morphology. The whole procedure is performed for
all visible subtidal bars and for all selected images (see Section 2.4). Summarising, each
bar is described by a single alongshore line, quantifying the bar crest location xi at time t
as a function of the alongshore location y.
Usually, the barlines smoothly followed the alongshore shape of the breaker patterns,
especially when the breaker area was well-defined in the cross-shore with narrow steep
intensity peaks. When the intensity peaks were broader, the location of the maximum often
varied alongshore by O(1-10) m following a sawtooth shape (Figure 3.3). This alongshore
variation is related to the cross-shore dimension and the oblique orientation of the pixel
footprint. To reduce this alongshore varying noise, the inner and outer barlines were low-
(a) (b)
Figure 3.4. Examples of rectified ARGUS images with sampled barlines: (a) 21 March 1997, 9 hr
GMT, (b) 30 September 1995, 14 hr GMT. Alongshore scale is 3000 m, cross-shore scale is 1200 m.
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pass filtered using a 50-m and 350-m wide Hanning window, respectively. This implies that
alongshore inner-bar structures smaller than 50 m and outer-bar structures smaller than 350
m cannot be resolved, but these lengths have never been reported for Noordwijk, not even
from aerial photographs which have a high spatial resolution (e.g. Short, 1992). The filtered
barlines accurately follow the alongshore shape of the breaker patterns (Figure 3.4).
The barline sampling algorithm used here is comparable to the shoreline algorithm
developed by Plant & Holman (1997) and extended by Madsen & Plant (2001). Essentially,
both methods differ only slightly in the cross-shore and alongshore noise-reduction steps.
To reduce cross-shore noise, Plant & Holman (1997) fitted a quadratic polynomial to the
cross-shore intensity profile, whereas the present methods adopted a running mean. To
reduce alongshore noise, Madsen & Plant (2001) averaged the cross-shore intensity profiles
over a certain alongshore distance (25 m for the shoreline) before computing the cross-
shore intensity maximum location. They thus incorporated the alongshore smoothing in
the sampling algorithm itself, instead of performing it as a separate step.
In total, the inner bar was sampled 632 times over 2300 m, whereas the outer bar was
sampled 391 times over 2000 m. The results are stored in two seperate barline matrices
Xy t, one for the outer and one for the inner bar. On average, the inner bar was measured
every other day, whereas the outer bar was measured approximately once every 3 days.
However, the time interval between subsequent observations was irregular, with long in-
tervals during low-energetic periods without wave breaking. Generally, the intervals were
smaller than 10 days. Technical problems (Section 2.3.2) accounted for three data gaps of
more than 20 days.
3.2.3 Representativeness of barlines
Bars do not only change in plan view characteristics, such as cross-shore location and
alongshore shape, but also in profile parameters, like bar volume Vb, bar height hb and
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Figure 3.5. Definition of cross-shore bar pa-
rameters: bar crest location xc, bar crest
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Figure 3.6. Plots of (a) bar crest depth dc, (b) bar height hb, (c) bar volume Vb, (d) total bar width
Wb, and (e) bar shape Sb as a function of bar crest position xc
bar width Wb (Larson & Kraus, 1992; Ruessink & Kroon, 1994). In general, bar crest
location xc provides the most compact representation of bar behaviour (Plant et al., 2001).
Therefore, most researchers concentrate on bar crest position (e.g. Lippmann et al., 1993)
and changes therein, i.e. bar migration (e.g. Birkemeier, 1984; Gallagher et al., 1998).
Besides, other morphometric bar parameters are often statistically related to the bar crest
location (Ruessink & Kroon, 1994; Pruszak et al., 1997; Sabatier & Provansal, 2000).
For Noordwijk, the existence of such relations were investigated from the annual bathy-
metric profiles of the JARKUS data set over the period 1964–1997. Cross-shore bar parame-
ters were computed from the alongshore averaged profiles over km 79 to km 85, as outlined
in Figure 3.5 (see also Ruessink & Kroon, 1994). Here, bars were defined as perturbations
to an underlying smooth profile, computed as the mean cross-shore profile over the 1964–
1997 period. The bar crest position xc was thus determined as the location of the maximum
perturbation, and the value of the maximum perturbation itself is referred to as hb. The
mean depth (with respect to mean sea level) at xc is denoted dc. The bar volume Vb and
bar width Wb were computed as the cross-sectional area and the cross-shore width of the
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positive perturbations. Following Ruessink & Kroon (1994), a bar shape parameter Sb was
defined as the ratio between the width of the seaward side of the bar Wbs and the total bar
width Wb (Figure 3.5). Relationships between xc and the other morphometric parameters
are shown in Figure 3.6. When a bar moves offshore, typically, the water depth over the bar
crest dc increases, and the bar grows in height hb, volume Vb and width Wb (Figures 3.6a–
d). In addition, the bar shape Sb changes from landward skewed (Sb  05, i.e. shorter
landward side) to seaward skewed (Sb  05) (Figure 3.6e).
Concluding, the existing literature and the JARKUS data for Noordwijk show that bar
crest position is largely representative of total cross-sectional bar morphology. In the re-
mainder of the thesis, plan view bar parameters determined from alongshore lines of bar
crest location (viz. the cross-shore bar position and the alongshore bar shape) will be used
to describe nearshore bar morphology and to analyse its behaviour.
3.3 Effect of hydrodynamics and bathymetry on videoed
cross-shore bar position
3.3.1 Introduction
The ARGUS video system visualises the underlying bar morphology through wave break-
ing, causing xi to be located close to the actual bar crest position xc (e.g., Figure 3.1).
Typically, xi deviates from xc by a distance ∆x,
∆x  xi xc (3.1)
∆x is of O(10 m) and varies in time and alongshore distance with the offshore wave height
H0, water level η and the bathymetry itself,
∆x  f H0ηbathymetry (3.2)
This dependence is intuitively attractive as H0, η and the bathymetry determine the wave
breaking location at a bar. The bathymetric parameters may have a local and a non-local
nature. Local bathymetric parameters refer to the bar considered and include cross-shore
bar shape and mean (i.e. with respect to mean sea level) water depth at that bar, whereas
non-local parameters mainly concern the bathymetry of farther seaward located bars.
Eq. 3.2 cannot be investigated with the Noordwijk data because simultaneous observa-
tion of xi and xc are lacking. Such a data set was, however, collected at Egmond aan Zee,
located about 40 km north of Noordwijk and also characterised by a double bar system. As
will be shown in Section 3.3.2 the observed bathymetric changes were rather small com-
pared to interannual changes, whereas the offshore hydrodynamics covered a wide range
of conditions. Eq. 3.2 can thus be reduced to
∆x  f H0η (3.3)
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Figure 3.7. Map of Egmond field site, showing the WESP survey area and the ARGUS tower.
for the Egmond data set. This equation isolates the hydrodynamic influences and is used
to investigate the effect of H0 and η on ∆x (Section 3.3.3). ∆x was determined both from
the field measurements of xi and xc, and from model predictions of xi assuming that the
image intensity behaves similarly to the energy of the breaking-wave roller, the aerated
mass of water riding on the breaking-wave front (see also Section 3.2.1). The model, being
the roller model of (Stive & De Vriend, 1994), is described in Appendix D. As the model
was found to reproduce xi (and thus ∆x) well, it was subsequently used to explore the
bathymetric effects on ∆x (Section 3.3.4).
3.3.2 Egmond data
The morphological data, comprising time exposure video images and bathymetric surveys,
were collected along a 500-m stretch of coast near Egmond aan Zee, Netherlands (Fig-
ure 3.7) during a six-week field experiment in October and November 1998. During the
experiment, offshore wave conditions (root-mean-square wave heights Hrms0, significant
zero-downcrossing period T0, and energy-weighted mean wave angle θ0) were measured
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with a directional wave buoy in 15 m depth. Missing data, which occurred during 20% of
time, were replaced by values from an identical buoy located approximately 15 km to the
north, near Petten in the same depth. Overlapping Egmond and Petten data were virtually
identical (r2  096). Offshore water levels η (with respect to mean sea level) were mea-
sured at the tidal stations ‘Petten Zuid’ and ‘IJmuiden Buitenhaven’, located about 15 km
north and south of Egmond, respectively. As Egmond is about midway between the two
tidal stations, η at the field site was computed as the average of η at IJmuiden and Petten,
resulting in maximum η errors of 0.1 m.
Time exposure video images of the field site were recorded hourly by two digital video
cameras from the top of a 48-m high tower placed at the dune foot 1500 m south of the mid
of the field site (Figure 3.7). Camera c1 had a 9-mm lens covering the region from the beach
to seaward of the outer bar, whereas camera c2 was equipped with a 25-mm lens zooming
in on the inner bar. The outer bar was visible only in the c1 images, which have a spatial
resolution in the outer bar area of 10-20 m in the cross-shore and 30-60 m in the alongshore
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direction. The zoom lens locally improved the spatial resolution in the inner bar region to
2-4 m in the cross-shore and 12-25 m in the alongshore direction. Therefore, the inner
bar location was extracted from the zoomed (c2) images, while the outer bar location was
extracted from the c1 images. All images were rectified to geometrically correct plan views
on a 25 25 m grid (Holland et al., 1997, Section 2.3.3) with the alongshore coordinate
positive to the south and the cross-shore coordinate positive in the seaward direction. The
location of the intensity maximum xi was computed as outlined in Section 3.2.2. To best
study the variability in ∆x, barlines were sampled from all available ARGUS images (that is
not just from the low-tide images). In total, 159 continuous series of xi were sampled along
the 500-m wide experiment area for the inner bar, and 86 for the outer bar (Figures 3.8a-b).
The spatial series of xi were smoothed in the alongshore direction using a 50-m running
mean to remove pixel resolution related noise.
The nearshore bathymetry in the experiment area was measured along 11 cross-shore
profiles at 50-m spacing using a 15-m high amphibious vehicle (WESP) (Ruessink et al.,
2000). In total, 21 surveys were performed, of which 11 cover the inner bar only, because a
combination of high waves and storm surge levels prevented to survey the outer bar as well
(Figure 3.8). The depth d is estimated to have an error of less than 15 cm, not accounting for
unresolved bed forms having lengths less than O(1 m) and amplitudes less than O(10 cm).
The survey data were interpolated to a rectangular grid with a cross-shore and alongshore
spacing of 2 and 25 m, respectively (see Ruessink et al. (2000) for more details).
At this stage it is not clear how the actual bar crest position xc should be defined from
the bathymetric surveys. Two approaches are found in the literature, namely the position of
minimum depth xd and the position of maximum perturbation x p (as used in Section 3.2.3).
Both were determined for the inner and outer bar at Egmond (Figures 3.8a–b), using the
temporally averaged JARKUS profile as the smooth underlying profile. Similar to the spatial
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Figure 3.9. Plots of (a) xi versus xd (b) xi versus xp at the inner bar. The drawn line in each plot is
the line of equality. Results of a regression analysis between xi and xp, and xi and xd can be found
in Table 3.1.
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Table 3.1. Results of regression analysis
Y X m b r2
Outer Bar
xi xp η0 591 1472 0.21
xi xp Hrms0 473 1003 0.02
xEr (residuals) η0 457 152 0.50
xEr xp η0 149 428 0.03
Inner Bar
xi xp 074 4360 0.45
xi xd 047 10730 0.17
xi xp η0 1461 838 0.72
xi xp Hrms0 280 819 0.01
xEr (residuals) η0 886 246 0.63
xEr xp η0 918 234 0.54
xEr xp (platform) η0 1045 3000 0.73
Here Y  mX  b. Correlation coefficients squared r2 not significant at the 99% confidence level
are shown in italics.
series of xi, the spatial series of xp and xd were smoothed over 50 m alongshore, reducing
noise related to survey and interpolation inaccuracies. For the outer bar xp  xd (Fig-
ure 3.8b) which is related to its Gaussian shape (see Figure 3.1 for an example). However,
for the inner bar, xd was located landward of xp by 20 m, increasing to 50 m at the end
of the campaign, when the bar developed a platform shape. The correlation between xi and
xp was better than the correlation between xi and xd (Figure 3.9; Table 3.1). This suggests
that ARGUS video intensities reflect the location of maximum perturbation rather than that
of minimum depth.
Using Eq. 3.1 with xp as the bar position xc, ∆x was computed for every ARGUS obser-
vation of all days on which a WESP survey was performed. As several ARGUS observations
and only one WESP survey may be present for a single day, the surveyed xpy was sub-
tracted from all videoed xiy of that day. In this way, any real morphological changes
within a day were neglected, which is justified by the rather small daily bar migration rates
observed (on average 2.5 m/day with a standard deviation of 2.8 m/day). For the outer bar,
∆x was occasionally computed with xp of the previous or next day, because bathymetric
surveys generally coincided with weak or no wave breaking. In total, ∆x was computed for
71 inner and 33 outer bar observations.
The bathymetric surveys and video images were obtained under a wide range of off-
shore conditions. During the first 600 hours, Hrms0 never dropped below 0.5 m and reached
maximum values of 3.5 m (Figure 3.8c). The next 350 hours, in contrast, were less ener-
getic with Hrms0 only once reaching 1.5 m (Figure 3.8c). Ts0 ranged between 4 and 10 s with
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Table 3.2. Statistics (in m) of the bar morphology
Entire data set t  600 hours
Mean St.dev. Min. Max. Mean St.dev. Min. Max.
Outer bar
xp 4807 186 452 522 4729 128 456 506
xp xd 14 17 2 12 16 17 0 8
dc 286 033 226 347 274 026 232 339
hb 246 029 189 289 256 029 194 294
Inner bar
xp 2141 189 164 254 2086 137 166 234
xp xd 300 237 2 108 176 135 2 76
dc 171 047 083 283 157 028 091 218
hb 133 020 080 185 138 014 080 185
the longer periods occuring during more energetic conditions. The waves mainly arrived
from the SW (θ0  45Æ) and NW (θ0  -45Æ) direction. η clearly varied on a semidiurnal
scale caused by the tide with a spring (neap) range of about 1.8 (1.3) m (Figure 3.8d). In
addition, storm surge levels occasionally raised η by up to 1.5 m (e.g., t = 350 hr, where
t is time; Figure 3.8d). ∆x was observed for Hrms0 ranging from 0.5 to 2 m and η varying
between -0.8 and +1.5 m. However, ∆x was not evenly distributed over these conditions,
especially at the outer bar, where the observed ∆x were clustered around Hrms0  12 m
and the full η range. The bathymetric variability during the field period was characterised
by statistics of the bar crest location xp, the bar crest shape expressed by xp  xd , the
bar crest depth dc and the bar height hb. Overall, the bathymetric variability was small
(Table 3.2), especially when compared to the interannual bar behaviour along the Dutch
coast (e.g. Ruessink & Kroon, 1994; Wijnberg & Terwindt, 1995). Only the variability in
inner bar crest shape was large, ranging from flat platform-shaped bar crests (xp  xd 
100 m) to more common Gaussian-shaped bars (xp xd  0 m). This large variability was
mainly caused by the development of a rip channel during the second half of the field period
(Ruessink et al., 2000), when only 10% of the ARGUS lines were collected (Figure 3.8). For
t  1600 hr, the standard deviation of xpxd was nearly halve of that for the entire field
period (see Table 3.2). In conclusion, the observed ∆x span a period with rather constant
bathymetry, and variable Hrms0 and η , implying that the observed ∆x  f Hrms0η.
3.3.3 Hydrodynamic effects on ∆x
Field observations
At both the outer and inner bar, no significant linear or second-order relation between ∆x
and Hrms0 was observed at the 99% confidence level (Figures 3.10a-b; Table 3.1). For the
outer bar, this was not surprising as about 70% of ∆x corresponded to a restricted Hrms0
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Figure 3.10. Observed alongshore averaged ∆x at the (a) outer and (b) inner bar as a function of
Hrms0; (c) and (d) show ∆x as a function of η at the outer and inner bar, respectively. The sloping
lines in (c) and (d) are the best-fit linear lines (see Table 3.1).
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Figure 3.11. Observed alongshore averaged ∆x at the (a) outer and (b) inner bar as a function of
Hrms0 and η .
range (roughly between 1 and 1.5 m). As a result, any Hrms0 trend within this range is
probably completely obscured by the scatter due to the variability in η . For the inner bar,
a transition in ∆x appeared to be present near Hrms0 = 1 m, with xi on average further
landward of xp (i.e. larger negative ∆x) for Hrms0  1 m than for Hrms0  1 m, indicating
that xi moved seaward as Hrms0 increased (Figure 3.10b). Only the few points at Hrms0 
1.5 m did not support this trend. In addition to the tentative nonlinear Hrms0 dependence, a
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significant (at 99% confidence level) linear relation between ∆x and η was observed, with
more negative ∆x (i.e. xi further landward) as η increases (Figures 3.10c-d; Table 3.1).
This dependence was two to three times stronger at the inner than at the outer bar (compare
regression slopes m in Table 3.1), which may result from the difference in water depth over
the outer and inner bar (see Section 3.3.4). Changes in η explained 72% of the ∆x variance
at the inner bar and 21% at the outer bar (Table 3.1). Changes in Hrms0 contributed to the
scatter around the linear regression lines in Figures 3.10c-d. The combined influence of
Hrms0 and η on ∆x is displayed in Figure 3.11, where ∆x is plotted as a function of both
Hrms0 and η . At both bars, the observed ∆x mainly responded to changes in η , visualised
by a vertical change in grayscale. Only for Hrms0  1 m, the inner-bar ∆x depended on both
η and Hrms0, indicated by the slightly downward bending isolines.
Model results
Because the high intensities seen in the video images correspond to the aerated water at the
wave front, or roller (e.g., Aarninkhof & Holman, 1999), xi is approximated by the location
of the roller-energy Er maximum, xEr (as aforementioned, the cross-shore modelling of Er
is described in Appendix D). Thus, for the model studies, (Eq.3.1) is rewritten as (and
replacing xc by xp)
∆x  xEr xp (3.4)
The model dependence of ∆x on Hrms0 and η was investigated by running the roller
model over the barred cross-shore profile shown in Figure 3.12 using the observed Hrms0,
T0, θ0, and η as input. At the outer bar, xEr was generally predicted to be 5 to 15 m landward
of xp (Figure 3.13a). Only during the highest energy conditions (e.g., t = 50, 250, 325–475
and 625 hr), Er peaked near or slightly seaward ( 5 m) of xp. At the inner bar, xEr was
located between 10 m seaward and 20 m landward of xp (Figure 3.13b). An approximately
12-hr variation of 10 to 25 m is readily visible, especially at the inner bar, with a more
seaward location of xEr at low than at high tide.
The time series of xEr were smoothed with a 13-hr running mean to remove the semi-
diurnal η dependence. The smoothed xEr display a clear Hrms0 dependence, whereas the
residuals between the unsmoothed and smoothed xEr are related to η (Figure 3.14). The
Figure 3.12. Cross-shore profile used as input
in the wave model to determine the hydrody-
namic effect on ∆x.
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Figure 3.13. Time series of the predicted cross-shore position of maximum roller energy xEr at the
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xEr predictions confirmed the dependence of ∆x on Hrms0 which was tentatively determined
from the observations (Figures 3.10b and 3.11b). At each bar, xEr was displaced in the
seaward direction with increasing Hrms0 up to a certain maximum close to xp (Figures 3.14a
and 3.14b). Further increases in Hrms0 did not result in a further seaward shift of xEr. (Note
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Figure 3.15. Modeled ∆x as a function of Hrms0 and η at the (a) outer and (b) inner bar.
that for the inner bar a further growth in Hrms0 resulted in a small onshore displacement of
xEr toward xd (Figure 3.14b). This is likely an η dependence of xEr, as large (say  2 m)
Hrms0 are positively related to η because of storm surges. The storm-surge variability in
η was obviously not removed with the 13-hr running mean.) The change in slope of the
Hrms0 dependence of xEr was approximately located at Hrms0 = 2.0 and Hrms0 = 1.0 m at the
outer and inner bar, respectively. Closer inspection of the predicted cross-shore variation
in Hrms showed that above these Hrms0 the local short-wave field was saturated, that is, an
increase in Hrms0 did not result in a growth in local Hrms. The predicted η induced changes
(Figures 3.14c and 3.14d) were similar to the observed changes (Figures 3.10c and 3.10d),
consisting of a landward displacement for increasing η . The combined effect of Hrms0
and η on ∆x is summarised in Figure 3.15. Under nonsaturated conditions, both changes
in Hrms0 and η influenced ∆x, whereas under saturated conditions the Hrms0 dependence
disappeared and only the η dependence remained. The transition, indicated by the change
from upward sloping to horizontal isolines, occured at lower Hrms0 at low-tide than at high-
tide.
From the probability density function (pdf) of the 13-hr smoothed time series of xEr,
the difference between the 95th and 5th percentile was computed as a measure of the Hrms0
induced range in xEr. Similarly, the range in η related variations was calculated from the
95th and 5th percentile of the pdf of the residuals between the unsmoothed and smoothed
xEr. The ratio S between the two defined ranges was used to quantify the relative importance
of Hrms0 and η to the temporal ∆x variability, with S  1 for Hrms0 dominance and S  1
for η dominance. At the outer and inner bar, S amounted to 1.02 and 0.54, respectively,
implying that Hrms0 and η were of approximately equal importance to ∆x at the outer bar,
whereas the largest part of the variations in xEr across the inner bar was due to η .
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Model-data comparison
As can be deduced from the preceding, observed and predicted xi were generally located
landward of xp and depended in a similar way on η and Hrms0. This supports the assumption
that the roller energy can be used as a proxy of image intensity. In detail, however, xEr was
located  6-10 m landward of xi, as demonstrated by the different intercepts of the best-fit
lines of xi  xp and xEr  xp versus η (Table 3.1). In addition, the η related variations in
∆x were underpredicted by the model by  40%, as shown by the difference in the slopes
m of the best-fit lines (Table 3.1). Furthermore, the predicted Hrms0 dependence of ∆x
was not observed in the outer bar data, probably because of the limited Hrms0 range of the
observations. Improvement of the model predictions, however, is beyond the scope of the
present work. On the whole, the model predictions were largely consistent with the data. In
the next section, the model is therefore applied to examine the effect of local and non-local
bathymetry on ∆x.
3.3.4 Bathymetric effects on ∆x
Local bathymetry
Here, the effect of the cross-shore bar shape (Gaussian versus platform-shaped) and the bar
crest depth dc on ∆x are investigated. Locally, changes in dc are analogous to changes in
bar height hb, a parameter suggested by Plant & Holman (1998) to affect ∆x. However,
from a wave-breaking point of view, dc is a more logical choice than hb. Furthermore, the
local relationship with smaller (larger) dc over high(low) bars does not necessarily hold
non-locally. For instance, the outer bar at Egmond had a larger height, but also a larger
crest depth than the inner bar (Table 3.2). Therefore hb is not used here.
First, the effect of distinct changes in cross-shore bar shape on ∆x was investigated. To
this end, the roller model was run over a cross-shore profile with a platform inner bar profile
(Figure 3.16), using the 1000-hr time series of measured Hrms0, Ts0, θ0, and η as input. The
maximum in Er was either located between 20 to 40 m landward of xp (xp cluster) or
within 10 to 15 m from xd (xd cluster; Figure 3.17). Hardly any intermediate positions
(xEr  190 m) were predicted. The xp cluster was related to the more energetic conditions
(Hrms0  115 m). For Hrms0  0515 m, xEr often jumped from  220 m at low tide
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Figure 3.16. Cross-shore profile used as in-
put in the wave model to test the influence
of bar shape on ∆x. Inner bar has a platform
shape, whereas the outer bar is equal to that
in Figure 3.12.
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Figure 3.17. xEr as a function of Hrms0 for
the platform shaped inner bar.
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Figure 3.18. Modeled ∆x at the (a) Gaussian and (b) platform inner bar as a function of Hrms0; (c)
and (d) show ∆x as a function of η at the Gaussian and platform inner bar, respectively. The sloping
lines in (c) and (d) are the best-fit linear lines (see Table 3.1).
to  175 m at high tide. As hardly any complete ARGUS lines were observed under the
conditions that xEr peaks in the xd cluster (cf. Figure 3.9b), only the Hrms0 and η influence
in the xp cluster were studied. Because of the jumps, the Hrms0 and η influence on ∆x could
not be isolated with a 13-hr running mean, as in Section 3.3.3. Therefore, the η and Hrms0
influence for both the Gaussian (model run Section 3.3.3) and platform-shaped bar were
estimated by regression analysis, similar to the field data analysis. Both the Hrms0 and η
dependence were essentially unaffected by the change in bar shape (Figure 3.18). For both
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Figure 3.19. Cross-shore profiles applied in
the model runs to test the influence of lo-
cal and non-local changes in bar crest depth
on ∆x. The profile used in Section 3.3.3
is shown with the thick line. The bar crest
depths dc amount to 2.2 (upper drawn line),
2.7 (thick line), 3.2 (dotted line), 3.7 (dashed
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profiles, a significant linear relation between η and ∆x was observed, with approximately
equal regression slopes (Table 3.1). The mean values of ∆x, however, differed considerably,
as xEr was, on average, located about 30 m further landward of xp on the platform-shaped
bar than on the Gaussian-shaped bar. In summary, changes in cross-shore bar shape only
affect the mean value of ∆x and not the Hrms0 and η induced variability.
Second, the effect of dc on ∆x was examined. A different slope in the best-fit linear line
between η and ∆x at the outer and inner bar was already noted from both field and model
results (Table 3.1). The effect of dc on ∆x was investigated by performing 4 additional
model runs in which dc of the outer bar was changed from 2.2 to 4.2 m (Figure 3.19),
consistent with changes in dc during interannual bar behaviour (e.g., Ruessink & Kroon,
1994). Again, the 1000-hr time series of measured Hrms0, Ts0, ¯θ0 and η were used as
input into the model. The Hrms0 and η related range in xEr, computed as in Section 3.3.3,
decreased when dc increased to 4.2 m (Figures 3.20a-b). The decrease in the η related range
confirmed the suggestion in Section 3.3.3 that the observed η influence mainly depends
on dc. As a result of the simultaneous and comparable changes in both the Hrms0 and
η related ∆x variability, the relative importance of Hrms0 increased only slightly with dc
(Figure 3.20c). In addition, the mean value of xEr shifted landward with respect to xp as dc
increased (Figure 3.20d), consistent with the dependence of ∆x on hb observed by Plant &
Holman (1998).
Non-local bathymetry
The most obvious non-local parameter influencing the response of ∆x is the crest depth dc
of a seaward located bar, because this determines whether waves dissipate before arriving
in the inner surfzone. Using the model runs described in the previous paragraph, the mean
∆x and its variability at the inner (instead of outer) bar are now investigated. When dc
at the outer bar increased, the Hrms0 and η induced ∆x range increased at the inner bar
(Figures 3.21a-b). The increase in Hrms0 related variability agrees with the expected filter
function of the outer bar: a lower outer bar allows higher waves to arrive at the inner
bar, thus increasing the Hrms0 influence there. The relative importance of Hrms0 versus
η to the ∆x variability changed only slightly in favor of Hrms0, although the η influence
remained dominant (Figure 3.21c; S  1). Besides, the average value of ∆x, representing
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Figure 3.21. Range in (a) Hrms0 and η induced
∆x variability at the inner bar as a function of
the outer bar crest depth dc. (c) shows the ratio
S of Hrms0 to η induced variability as a func-
tion of dc and (d) presents the mean value of
∆x as a function of dc.
the mean offset of the video estimates, decreased from about 10 m landward to near 0 m as
dc increased from 2.2 to 4.2 m (Figure 3.21d).
3.3.5 Conclusions
In general, the location of the intensity maximum xi corresponds to the location of maxi-
mum perturbation with respect to a barless underlying profile xp, and can be predicted well
assuming that image intensity is related to roller energy. Observed and predicted xi differ
from xp by a time-varying distance ∆x, which is O(10 m) and depends on Hrms0, η and the
local as well as non-local bathymetry.
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When the wave field near the bar crest is nonsaturated, xi is observed and predicted to
move in the seaward direction as either the offshore water level η decreases or the offshore
wave height Hrms0 increases. In a saturated wave field, on the contrary, xi only responds
to η changes. The model predictions were largely consistent with the observations, except
for a 40% underestimation of the predicted η induced ∆x variability and a 6–10 m seaward
offset of the predicted xi. The strength of the η response depends on the local bar crest
depth dc, with smaller ∆x variability for increasing dc. Changes in dc at the outer bar do
not only influence ∆x locally, but also over any landward located bar. As dc at the outer bar
increases, both the Hrms0 and η induced ∆x variability at the inner bar increase. When a
bar changes from Gaussian to platform-shaped, the difference between xi and xp increases,
whereas the temporal ∆x variability remains the same.
3.4 Removing hydrodynamically induced noise
Essentially, the observed ∆x variability (Section 3.3) represents apparent bar migration that
obscures real bar migration, and must be removed before a timeseries of remotely sensed
bar crest position can be analysed. Recall that the Noordwijk barlines were based on low-
tide images only, as opposed to the hourly selected Egmond images. Although the low-
tide selection does remove the semi-diurnal variability in ∆x, the time series of alongshore
averaged bar position Xy (Figure 3.22) still contain high-frequency variations of O(10 m),
which are larger than typical daily bar migration (e.g., Gallagher et al., 1998, Section 4.4).
The majority of these high-frequeny fluctuations is probably related to the remaining η
variability. For the selected Noordwijk images, η varied between -1.15 and 0.66 m, mainly
related to neap-spring tidal variations and storm surge variability. Thus, ∆x removal is still
warranted. The ∆x variability may be reduced using model predictions (e.g., Figure 3.15)
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Figure 3.22. Time series of alongshore averaged bar location before (dots) and after (solid line)
low-pass filtering with a 5th order Hanning window with a width of 10 observations
57
or empirical predictions of ∆x (e.g., Figure 3.10; Table 3.1). The perfomances of such
corrections is illustrated for the Egmond data set in Van Enckevort & Ruessink (2001).
Besides, various other ∆x correction methods have been presented in the literature. For
instance, Kingston et al. (2000) developed an artificial neural network based on the Egmond
data set (Section 3.3.2), which was capable of reducing ∆x is to less than 5 m. Ruessink
et al. (submitted) further pursued the capabilities of the roller model to predict and hence
correct ∆x. All these correction methods, however, require some a priori knowledge of the
bathymetry, either to re-determine the empirical relations (best-fit lines, neural network)
or to use as input into the model. Often insufficient bathymetric data are available. At
Noordwijk, only one survey was conducted per year, while dc may change 0.5–1.0 m in
one year, thus significantly altering the ∆x variability between two surveys (Figures 3.20
and 3.21). Besides, the surveys are usually conducted during extensive calm periods with
limited xi observations to compute ∆x. In conclusion, empirical or model ∆x corrections
are impossible for the present data set.
In case sufficient bathymetric surveys are lacking, the remaining ∆x variability, after
low-tide image selection, must be removed in another way. Here, a method is proposed
based on the observation that the position of subtidal bars typically does not respond to
changes in η (Carter & Kitcher, 1979). Before further ∆x reduction, the changes in bar
position ∆Xy, computed from subsequent observations, were significantly (at the 95%
level) linearly related to the changes in water level ∆η (slope s  126 with r  03 for
the outer bar, and s  175 with r  056 for the inner bar). This relation suggests that
bar position does change on a tidal time scale. Here, it was assumed that this relation re-
flects apparent instead of real bar migration. Thus, the presence of a significant relation
between ∆Xy and ∆η may be used as an objective measure for the presence of unwanted
∆x variability causing apparent bar migration. The time series of Xy were low-pass fil-
tered using a Hanning window. The optimal width w of this window is the width at which
the relation between ∆Xy and ∆η just disappeared. Here, w was varied between 0 and
Figure 3.23. Slope s of best-fit linear line
between ∆Xy and ∆η as a function of
the width w of the Hanning window used
for low-pass filtering Xy at the inner (+)
and the outer bar (Æ).
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30 observations. For each w, the slope s of the best-fit linear line between ∆Xy and ∆η
was computed. In this way, it was found that the apparent migration vanished for w  10
observations (s  0; Figure 3.23). Applying w  10 strongly reduced the point-to-point
variability of O(10 m) in the time series of Xy as shown in Figure 3.22.
3.5 Conclusions
Plan view bar morphology, which is largely representative of total (i.e. cross-sectional and
plan view) bar morphology, may be extracted easily from video images of the nearshore
by sampling the location of the image intensity maximum alongshore. Here, the inner bar
was sampled on 632 days over 2300 m, whereas the outer bar was sampled on 391 days
over 2000 m. After alongshore smoothing over 50 m (inner bar) or 350 m (outer bar), the
barlines accurately described the alongshore shape of the bar, but their alongshore aver-
aged cross-shore bar position deviated from the real bar crest location by a distance ∆x of
O(10 m). ∆x varies in time as a result of the on/offshore shift of the breakerzone with re-
spect to the underlying bathymetry in response to changes in Hrms0, η , and the bathymetry
itself. Essentially, this ∆x variability represents apparent bar migration that obscures real
changes, and must be removed before a time series of remotely sensed bar crest position can
be analysed. To remove the ∆x variability, the inner and outer barline matrices Xy t were
temporally low-pass filtered with a Hanning window of 10 observations. The alongshore
smoothed and temporally low-pass filtered inner and outer barline matrices are analysed in
the following chapters.
Section 3.3 was based on ”Effect of hydrodynamics and bathymetry on video
estimates of nearshore sandbar position” by I.M.J. van Enckevort and B.G.
Ruessink, Journal of Geophysical Research, 106, pp. 16969–16980. This work
was part of the COAST3D project funded by the European Commission’s re-
search program MAST under Contract Number MAS3-CT97-0086. Logistical
support and background data for the Egmond site were provided by the Nether-
lands Rijkswaterstaat as part of the KUST*2000 research program.
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4 Alongshore uniform bar behaviour
4.1 Introduction
In the previous chapter, bar crest lines were extracted from the rectified ARGUS images for
both the outer and the inner bar at Noordwijk. The barlines quantify the plan view bar mor-
phology and were found to be largely representative of the entire nearshore morphology.
In this chapter, alongshore uniform (or two-dimensional, 2–D) bar behaviour is analysed
from the barline data sets Xy t. This chapter thus partly fulfills the second objective of
this thesis, viz. to quantify typical sequences in alongshore uniform and non-uniform bar
behaviour and the associated temporal and spatial scales. The other part of this objective,
concerning the alongshore non-uniform bar behaviour, is considered in Chapter 5.
Alongshore uniform bar behaviour concerns changes in cross-shore bar crest position,
or on/offshore bar migration. The existing literature on cross-shore bar migration is re-
viewed in Section 4.2. The current knowledge is mainly based on short-term (weeks) field
experiments, or on extensive long-term (years – decades) monitoring programs. Presently,
little is known about bar migration at monthly time scales. Consequently, the represen-
tativeness of weekly bar migration rates is unknown. Besides, it is unknown which time
scales dominate the variability in bar crest position. The 3.4-year Noordwijk barline data
(Chapter 3) are used to fill in these gaps. Time series of cross-shore bar crest position,
describing the bar state, are extracted from the data set in Section 4.3. Subsequently, the
cross-shore bar migration is computed and analysed statistically, considering the represen-
tativeness of the observed rates (Section 4.4). The dominant time scales for cross-shore bar
migration are investigated in Section 4.5. In Section 4.6, the observed migration rates are
linked to hydrodynamic forcing conditions, to improve the understanding of the responsible
mechanisms for cross-shore bar evolution.
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4.2 Literature review bar migration
4.2.1 Daily to weekly time scales
Alongshore uniform on/offshore bar migration has been studied extensively, especially on
daily to weekly scales, revealing that bars, in general, migrate rapidly offshore during
storms and slowly onshore during calm weather (Sallenger et al., 1985; Gallagher et al.,
1998). Thus, wave height is an important parameter controlling cross-shore bar migra-
tion rate. Based on bimonthly bathymetric surveys at Duck (North Carolina, USA) Plant
et al. (1999) described the bar migration rate by a non-linear function of wave height, con-
sisting of four subsequent phases with increasing wave height: (1) an increase in onshore
migration, (2) a decrease in onshore migration, (3) a change from onshore to offshore mi-
gration, and (4) an increase in offshore migration. Thus depending on the wave height,
the migration rates may differ in magnitude and direction. Bar migration rates have been
quantified frequently, although usually by just a few values concentrated at storm events,
instead of statistics for a sequence of multiple high-wave events alternating with low-wave
periods. An overview of reported on/offshore migration rates for various sites is given in
Table 4.1. This table is by no means an exhaustive list, but gives a clear idea of the consid-
erable variability in migration rates. Offshore migration rates ranged from approximately
1 m/day to over 50 m/day, whereas onshore migration rates ranged from less than 1 m/day
to 29 m/day. Given the poor statistics, it is difficult to draw general conclusions from these
values, for instance, about onshore versus offshore, and about inner versus outer bar mi-
gration rates. This is even further complicated by the widely varying sampling frequencies,
which roughly varied between 8 observations per day and 1-2 observations per month.
Rapid bar migration rates during storms may be considerably underestimated by weekly to
monthly surveys, resulting in much slower migration rates than based on hourly to daily
surveys. Besides, all daily to weekly values in Table 4.1 are based on single cross-shore
profiles, and may thus be influenced by the evolution of alongshore non-uniform features.
Nevertheless, a few tentative conclusions may be drawn from the most extensive data sets
collected at a single site. Onshore migration rates appear to be smaller than offshore rates
(Gallagher et al., 1998). Bars probably migrate faster offshore when the seaward located
bars are less well developed or absent (Lippmann et al., 1993). However, migration rates
at different sites are still difficult to compare. Site-specific parameters, concerning geo-
morphological and hydrodynamical characteristics, such as the setting (e.g., open ocean
versus semi-enclosed sea), beach slope, grain size (Sunamura & Takeda, 1984), tidal range
(Van Rijn et al., 1999; Masselink & Short, 1993) and wave climate, may cause inter-site
differences in migration rate, but their role is difficult to extract from the data in Table 4.1.
Moreover, these parameters may be partly interrelated: for example, ocean facing beaches
receiving both sea and swell waves are generally steeper and consist of coarser sediment
(Komar, 1998).
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4.2.2 Monthly time scales
The succession of storm and fair weather events may cause nearshore variability on time
scales larger than that of the individual events, e.g., months to years. Monthly changes in
nearshore morphology have often been linked to seasonal variations in the wave climate.
This started with the observation of so-called summer and winter profiles along the Pacific
ocean coast of the USA (e.g., Winant et al., 1975; Aubrey, 1979; Aubrey & Ross, 1985).
The winter profile is characterised by a subtidal bar and a gently sloping beach. During the
summer, the bar moves onshore until it welds to the beach, resulting in a barless summer
profile with a well-developed berm. Whether such seasonal variability is also important
along other coasts has long been a subject of debate. Aubrey (1983) performed eigenfunc-
tion analysis on bathymetric data of seven sites in the U.S. ranging from open ocean coasts
to partly sheltered coasts, thus strongly differing in wave climate. For all sites, except the
most sheltered one which lacked seasonality in the wave climate, significant seasonal varia-
tions in beach profile were observed. Thus, seasonal variations seem to be a general aspect
of nearshore behaviour, although the degree of seasonality varies widely. Besides, seasonal
behaviour is not everywhere expressed by changes from summer to winter profiles. Along
many coasts, nearshore bars are permanent features that do not disappear during summer.
Seasonal behaviour then consists of seasonal variations in on/offshore bar migration (Birke-
meier, 1984; Ostrowski et al., 1990) and a seasonal shift of sediment from the inner to the
outer nearshore and vice versa (Birkemeier, 1984). So far, monthly bar migration rates
have hardly been quantified. Usually, seasonal bar behaviour has been quantified by sea-
sonal variations in profile shape determined by eigenfunction analysis (Birkemeier, 1984)
or seasonal profile averaging (Larson & Kraus, 1994). An exception is Plant et al. (1999),
who computed monthly on/offshore bar migration rates of up to 1 m/day (Table 4.1) based
on bimonthly bathymetric surveys at Duck (North Carolina, USA).
4.2.3 Yearly time scales
Along several coasts, the offshore migration during the high-energetic winter is larger than
the onshore migration during the low-energetic summer, resulting in net offshore bar mi-
gration over years to decades (Lippmann et al., 1993; Ruessink & Kroon, 1994; Wijnberg
& Terwindt, 1995; Shand & Bailey, 1999). After its generation close to the shoreline, each
bar moves in a net offshore direction with yearly rates varying between 0.04 m/day (i.e.,
15 m/year) and 0.55 m/day (i.e., 200 m/year) (Table 4.1). Yearly rates appear to be larger
for further seaward located bars. This offshore migration stops when the bar degenerates at
the outer bar zone by a net onshore transport under non or weakly breaking wave conditions
(Wijnberg, 1996; Ruessink & Terwindt, 2000). This cycle, consisting of initial bar genera-
tion, subsequent offshore migration and final bar degeneration, is not related to changes in
offshore forcing, as the wave climate lacks cyclicity on the same time scale as the bar cycle
64
(Wijnberg, 1995). Instead, the outer bar crest depth seems to control its own degeneration
and the offshore migration of landward bars, pointing to the importance of local (referring
to the morphology of the bar itself) and non-local (referring to the morphology of seaward
located bars) feedback mechanisms, respectively (Ruessink & Terwindt, 2000).
4.2.4 Research questions
Alongshore uniform bar behaviour is generally quantified by cross-shore bar migration.
Cross-shore bar migration has been studied on time scales ranging from hours to decades,
with emphasis on daily to weekly and on yearly to decadal scales. Presently, the link be-
tween weekly and yearly bar behaviour is, however, largely unknown. This has several
reasons. First, monthly bar migration has hardly been quantified. Second, daily to weekly
migration rates were usually computed for isolated storm events, ignoring the representa-
tiveness of these values over longer time spans with multiple high-wave events alternating
with low-wave periods. Third, bar migration has never been quantified for a single site
over a range of time scales. Finally, it is unknown, which temporal scale dominates the
variability in bar crest position.
To fill in these gaps, cross-shore bar crest positions (describing the bar state) were com-
puted for the 3.4-year Noordwijk barline data (Chapter 3), which spans a range of time
scales (Section 4.3). From these time series, the bar migration (i.e., bar change) was com-
puted over weekly, monthly and yearly time scales (Section 4.4). Emphasis is placed on the
statistics (e.g., mean, variation, representativeness) of bar migration instead of on the indi-
vidual values. In this way, the link between weekly and yearly bar migration is resolved.
Subsequently, the relative contribution of each scale to total bar change is determined as
a function of the length of the time series, revealing which time scales dominate bar crest
variability and over which periods (Section 4.5). Finally, the observed cross-shore migra-
tion rates are linked to the offshore forcing (Section 4.6).
4.3 Bar state
The alongshore uniform bar crest morphology was described by the alongshore averaged
bar crest position Xy, where y denotes averaging over y. Each outer and inner barline
was averaged over its entire alongshore length (2000 m for the outer and 2300 m for the
inner bar, Section 3.2.2). The resulting time series of Xy are shown in Figure 4.1. Clearly,
Xy varied over a range of time scales. Both bars migrated net offshore, with superimposed
monthly and weekly fluctuations. Spectra of Xy were computed to investigate which
time scales dominate the variability in Xy. The spectra of Xy were red and showed no
significant peaks (Figure 4.2), indicating that the variability in Xy was dominated by a
wide range of long time scales.
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Figure 4.1. Time series of the alongshore averaged cross-shore position Xy for the (a) outer and
(b) inner bar
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Figure 4.2. Spectra of linearly detrended bar position time series for the outer (drawn line) and
inner bar (dotted line). (a) shows the spectra for frequencies between 0 and 1/2 day1, which spans
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observations.
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Figure 4.3. Time series of cross-shore bar position and the yearly, monthly and weekly component
for the outer and inner bar.
The time series of Xy were low-pass filtered in two steps with a Hanning window of
365 and 91 days, respectively, to investigate how Xy responded on weekly (i.e., event),
monthly (e.g., seasonal) and yearly (or interannual) scales. Low-pass filtering Xy over
365 days isolates the yearly behaviour Xyear, while subsequent filtering the remainder over
91 days splits the monthly Xmonth and weekly Xweek behaviour. (Note that monthly and
weekly indicate variations in the order of months and weeks, respectively. The variations
may thus have periods longer than a single month or week.) The filtered time series are
shown in Figure 4.3. The yearly bar crest position was characterised by a slightly in-
creasing offshore trend in time. After 3.4 years the outer bar was located about 100 m
further offshore and the inner bar about 60 m. Thus, the offshore trend was stronger for
the outer than for the inner bar, increasing the distance between both bars. On a monthly
scale, the bar crest position fluctuated quasi-periodically, with an approximately one-year
period. Consequently, Xmonth described a seasonal variation in bar crest position with fur-
thest seaward locations (relative to the yearly offshore trend) in late winter to early spring
(February-May) and furthest landward locations in summer (July-October). The seasonal
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Table 4.2. Statistics of cross-shore bar migration rates
Offshore migration (m/day) Onshore migration (m/day)
Weekly Monthly Yearly Weekly Monthly Yearly
Outer bar
Mean 157 016 007 121 011 000
St. dev. 180 009 005 127 007 000
Max. 1012 053 015 673 053 000
Inner bar
Mean 117 009 004 104 005 000
St. dev. 134 007 002 113 004 000
Max. 998 039 008 748 029 001
fluctuations had an average amplitude of 13.5 m at the outer bar and of 5.6 m at inner
bar. The event behaviour consisted of quasi-periodic fluctuations with an average period
of 57(46) days and an average amplitude of 7.7(6.8) m at the outer(inner) bar. In total,
91% of the variance in Xy at the outer bar was described by the yearly trend, whereas
the monthly and weekly fluctuations explained only 6% and 3%, respectively. At the inner
bar, these fractions were 86%, 7% and 7% for the yearly, monthly and weekly components,
respectively.
4.4 Bar evolution
Weekly, monthly and yearly bar migration rates ∆Xy∆t were computed as the temporal
derivative of time series of alongshore averaged bar crest position. For the weekly rates,
the instantaneous time series were used, whereas for the monthly and yearly rates, the time
series of Xy were low-pass filtered with a 91 and 365 day Hanning window, respectively.
The yearly migration rate thus equals the derivative of the yearly component, while the
monthly migration rate equals the derivative of the summed yearly and monthly component
(Figure 4.3). (Note that the derivative of only the monthly component would give monthly
Figure 4.4. Histograms of the onshore and
offshore weekly bar migration rate for the
outer (drawn line) and inner (dashed line)
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Figure 4.5. Histograms of the absolute onshore (dashed line) and offshore (drawn line) weekly bar
migration rate for (a) the outer and (b) inner bar.
migration rates with respect to the yearly rates. These deviate from the real migration and
would most notably overestimate the onshore migration rates.)
4.4.1 Weekly cross-shore bar migration
The weekly migration rates varied between 0 and 8 m/day in the onshore and 0 and 10 m/day
in the offshore direction, with a peak at small (1–2 m/day) on/offshore migration rates
(Figure 4.4 and Table 4.2). The offshore migration rates were, on average, 1.6 m/day at the
outer and 1.2 m/day at the inner bar, whereas the onshore migration rates were on average
1.2 m/day at the outer and 1.0 m/day at the inner bar (Table 4.2). The onshore and offshore
migration rates at the inner bar were generally smaller than at the outer bar (Figure 4.4).
Offshore migration rates were typically larger than onshore rates, especially at the outer
bar (Figure 4.5).
4.4.2 Monthly cross-shore bar migration
The bars generally migrated onshore during spring and summer and offshore during fall and
winter. Monthly migration rates varied between 0 and 0.53 m/day in both the onshore and
the offshore direction (Table 4.2). On average, the offshore migration rates were 0.09 m/day
at the outer and 0.07 m/day at the inner bar, whereas the onshore migration rates were
0.07 m/day at the outer and 0.04 m/day at the inner bar (Table 4.2). Again, offshore rates
were typically larger than onshore rates, and the outer bar migrated faster than the inner
bar.
4.4.3 Yearly cross-shore bar migration
Yearly migration rates were directed offshore and were smaller than 0.15 m/day at the outer
bar and smaller than 0.08 m/day at the inner bar (Table 4.2). On average, the outer bar
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migrated offshore with a yearly rate of 0.07 m/day, while the inner bar migrated offshore
at a yearly rate of 0.04 m/day.
4.5 Dominant time scales
4.5.1 Method
In the previous subsection, alongshore uniform cross-shore bar migration was quantified on
weekly, monthly and yearly scales. Here, the question is addressed which time scale dom-
inates this migration. Explained variances showed that bar crest change was dominated by
yearly trends over the entire 3.4 year period. However, over shorter time spans, the yearly
trend may explain less variance than the weekly or monthly fluctuations. To determine
the relative contribution of weekly, monthly and yearly changes to total cross-shore bar
migration as a function of the length of the data set, the total variance and the variances
explained by each of the three components were computed for subsets of the data set with
length τ . For each subset, the total 2-D bar crest change was first quantified as the variance
of Xyt in time span τ
Sallτ 
1
Nt
t1τ∑
tt1

XytXy
	2
(4.1)
where Nt is the number of observations in time span τ and the overbar represents aver-
aging over τ . The 2-D bar crest change associated with the yearly, monthly and weekly
component displayed in Figure 4.3 are computed as
Syearτ 
1
Nt
t1τ∑
tt1


Xyeart ¯Xyear
2 (4.2)
Smonthτ 
1
Nt
t1τ∑
tt1


Xmontht ¯Xmonth
2 (4.3)
Sweekτ 
1
Nt
t1τ∑
tt1


Xweekt ¯Xweek
2 (4.4)
The relative contributions F of the yearly, monthly and weekly component to the total 2-D
bar crest change were determined as
Fyearτ 
Syearτ
Sallτ
(4.5)
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Figure 4.6. Absolute (S) and relative (F) contribution of yearly (drawn line), monthly (dashed line)
and weekly (dotted line) components to total alongshore uniform bar crest change as a function of
the time span τ for the outer and the inner bar.
Fmonthτ 
Smonthτ
Sallτ
(4.6)
Fweekτ 
Sweekτ
Sallτ
(4.7)
The computations were performed for τ  102030    1200 days.
4.5.2 Results
Both at the outer and the inner bar, Sweek and Smonth increase with τ for τ  50-100 days
and τ  300 days, respectively, and remain about constant at larger τ (Figures 4.6a-
b). In contrast, Syear increases with τ at all computed time spans (Figures 4.6a-b). As
a result, Fyear continuously increases with τ , although the increase levels off at τ  800
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Figure 4.7. Ratios of outer to inner bar es-
timates of total, yearly, monthly and weekly
alongshore uniform bar crest change as a func-
tion of the time span τ .
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Figure 4.8. Ratios of outer to inner bar es-
timates of the relative contribution of yearly,
monthly and weekly alongshore uniform bar
crest change as a function of the time span τ .
days (Figures 4.6c-d). Fweek decreases with τ and this decrease is strongest at τ  200
days (Figures 4.6c-d). Fmonth increases with τ up to τ  300 days, and decreases as τ
further increases (Figures 4.6c-d). At the outer bar, Xweek dominates (i.e. Fweek  Fmonth
and Fweek  Fyear) at τ  200 days, Xmonth at τ between 200 and 400 days, and Xyear at τ 
400 days (figure 4.6c). At the inner bar, Xweek is dominant at τ  400 days and Xyear at
τ  400 days (Figures 4.6d). Xmonth never dominates bar change at the inner bar, because
Xmonth describes a smaller fraction of the variability in Xy.
Both Sweek, Smonth and Syear are larger at the outer than at the inner bar, but the difference
is smallest (factor 1.4, on average) for Sweek (Figure 4.7). This confirms the larger bar
migration rates at all scales observed for the outer bar (Section 4.4). Relatively, Xyear and
Xmonth are more important at the outer bar than at the inner bar (F outeryear F inneryear  11 and
FoutermonthF
inner
month  14 on average), whereas Xweek is relatively more important at the inner
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bar (Fouterweek F innerweek  07 on average; Figure 4.8).
4.6 Offshore wave forcing
Generally, offshore bar migration is attributed to high-wave conditions, whereas onshore
bar migration is attributed to low-wave conditions, implying a direct coupling between
cross-shore bar migration and wave height (Sallenger et al., 1985; Gallagher et al., 1998).
Thus, the cross-shore bar migration rate ∆X∆t may be expressed as a function of the wave
height, which is here represented by an estimate of the root mean square (rms) wave height
at breaking Hb (cf. Plant et al., 1999),
∆X
∆t  f Hb (4.8)
Using linear wave theory and assuming that Hb is proportional to the water depth d (Hb 
γd, with γ  04; Thornton & Guza, 1982), Hb is computed as
Hb 

H2rms0cg0 cosθ0
	04
γ
g
02
(4.9)
where Hrms0 is the measured offshore rms wave height (= H13

2), cg0 is the deep water
wave group velocity, θ0 is the measured offshore wave angle, and g is the gravitational
acceleration. cg0 is a function of the offshore wave period T0. Time series of Hrms0, T0
(represented by the significant zero-downcrossing period) and θ0 (represented the energy-
weighted mean wave angle) measured at the offshore station IJmuiden06 (YM06, see Fig-
ure 2.1) were used. In this way, a time series of Hb was constructed.
Presumably, the effect of offshore wave forcing on cross-shore bar migration as ex-
pressed in Eq. 4.8 depends on the time span. In earlier research, monthly bar migration
rates were coupled to monthly averaged Hb(Plant et al., 1999), whereas yearly bar mi-
gration rates were found to vary independently of the yearly averaged wave climate. For
example, net yearly offshore bar migration rate change during the lifetime of a bar, while
the yearly averaged wave climate remains virtually constant (Wijnberg, 1995; Ruessink &
Kroon, 1994). In this case, no relation between time span averaged ∆X∆t and Hb exists,
suggesting that the yearly offshore bar migration rate is essentially controlled by local (re-
ferring to the morphology of the bar itself) and non-local (referring to the morphology of
seaward located bars) morphological feedback mechanisms (Wijnberg, 1995; Ruessink &
Terwindt, 2000). It is, however, largely unknown at which time scale the effect of direct
wave forcing becomes subordinate to the effect of feedback mechanisms. Besides, the rela-
tion between ∆X∆t and Hb has seldomly been quantified. Therefore, the effect of offshore
wave forcing on cross-shore bar migration is quantified over a range of time spans, using
time series of ∆X∆t and Hb.
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Figure 4.9. Relation between bar migra-
tion and wave height for a 60-day time
span. Drawn line is the best-fit linear line,
r=0.61.
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The bar migration rate ∆Xy∆t over time span τ was computed from time series of
averaged bar position Xy. Xyt was divided in 50% overlapping subsets of length τ .
Subsequently, the data in each subset were averaged. From the time series of temporally
averaged bar position Xy, the average bar migration ∆Xy∆t was computed as
∆Xy
∆t ti 
XytiXyti1
ti ti1
(4.10)
where i indicates the subset number, going from 1 to the number of subsets with length τ .
The time series of Hb were averaged in a similar way as the time series of Xy, producing
time series of average wave forcing Hb. Then, the relation between ∆Xy∆t(t) and Hb
was determined by correlating the averaged values. This whole procedure was performed
for τ  102030    510 days (for these time spans, at least three subsets were available,
which were needed to compute the migration rate at least twice).
As expected, onshore ∆Xy∆t were found under low-wave conditions and offshore
∆Xy∆t under high-wave conditions, an example of which is shown in Figure 4.9. Ac-
cording to Plant et al. (1999), Eq. 4.8 is a non-linear function (see Section 4.2). For the
present data set, which typically (depending on τ) contains information for 03  H b 
12 m, however, the relation between ∆Xy∆t and Hb expressed in Eq. 4.8 can statisti-
cally be approximated by a linear function, although, a non-linear description is physically
better founded. Largest deviations from a linear function are expected for near zero Hb,
when waves are not breaking over the bars and, consequently, ARGUS is unable to estimate
the bar crest location. Thus, the best-fit linear line between ∆Xy∆t and Hb, and the
corresponding correlation coefficient r were computed for each τ .
At the outer bar, significant (at the 95% level) relations were found for τ between 20
and 180 days, whereas, at the inner bar, significant relations were only present for τ of 10
and 60 days. Onshore migration rates were found for Hb smaller than  0.6 m, whereas
for larger Hb bar migration was directed offshore (Figure 4.10). The slope s of the best-fit
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Figure 4.10. Linear regression lines describing the relation between bar migration and wave height
for a range of time spans at (a) the outer and (b) the inner bar. Drawn lines are significant, whereas
dotted lines are insignificant at the 95% level.
linear lines between ∆Xy∆t and Hb tended to increase for τ  100 days, and to decrease
for larger τ , but the regression lines were not significantly different. For equal Hb, the
migration rates at the inner bar were smaller than at the outer bar (different s, Figure 4.10).
Besides, the inner bar relations were less significant. The weaker relations and the smaller
migration rates at the inner bar are likely caused by wave breaking over the outer bar,
which reduces the wave height at the inner bar, especially under high-energetic conditions.
This detoriates the relation between ∆Xy∆t and Hb, because Hb is based on deep water
measurements and does not account for wave breaking at the outer bar. The outer bar thus
filters the incoming wave field. The relation between ∆Xy∆t and Hb fully disappears
when the wave field is locally saturated. Under these conditions, the local wave height is
independent of the deep water wave height and thus of Hb. Model predictions of the wave
height across a profile performed in Section 3.3.3 showed that local saturation is a common
situation at the inner bar.
4.7 Discussion and conclusion
Cross-shore migration at Noordwijk was characterised by a gradual yearly offshore trend
with superimposed monthly (seasonal) and weekly variations. Observed cross-shore mi-
gration rates were 0 to 8 m/day in the onshore and 0-10 m/day in the offshore direction.
These values are comparable to those at other sites (see Table 4.1). Only the values for the
single bar situation at Duck (Sallenger et al., 1985; Howd & Birkemeier, 1987) and those
for the sub- to intertidal bar at Nags Head (Sonu, 1968) and at Ventura Coast (Orme, 1985)
are considerably larger. Maximum migration rates may be slightly underestimated by AR-
GUS observations, because the ARGUS bar crest position is based on smoothed observations
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with an average frequency of once per 2-3 days. The bars generally migrated onshore dur-
ing spring and summer and offshore during fall and winter. Monthly migration rates varied
between 0 and 0.53 m/day, which is slightly smaller than the monthly rates reported by
Plant et al. (1999). Yearly migration rates were 0.08 m/day at maximum for the inner bar
and 0.15 m/day for the outer bar and were directed offshore. These rates are smaller than
the yearly offshore migration rates at Duck, Wanganui, Hasaki and Terschelling (see Ta-
ble 4.1). At all time scales, the positional variability was larger at the outer than at the inner
bar, and offshore migration rates were typically larger than onshore migration rates.
At the inner bar, weekly fluctuations dominated the temporal variability in bar crest
position over time spans shorter than 400 days, while yearly trends dominated the vari-
ability over time spans larger than 400 days. At the outer bar, yearly trends dominated
over time spans longer than 400 days as well, however, over shorter time spans, not only
weekly but also seasonal fluctuations dominated, each over a restricted range of time spans.
Weekly fluctuations dominated the variability in outer bar crest position over time spans up
to 200 days, whereas monthly fluctuations dominated over time spans between 200 and
400 days. The yearly, seasonal and weekly components were larger at the outer bar than
at the inner bar. However, relatively, weekly fluctuations were most important at the inner
bar.
As expected, both bars migrated onshore under low-wave conditions and offshore under
high-wave conditions. This relation could well be described by a linear function, although
no data were available at very low Hb. The transition from onshore to offshore migration
was found to take place around Hb= 0.6 m. This transition value is smaller than the tran-
sition value of Hb= 1-1.3 m found by Plant et al. (1999) for monthly averaged values at
Duck. This difference presumably depends on site-specific parameters controlling the sed-
iment transport direction, such as wave period and bar crest depth. Direct offshore wave
forcing, generally, controlled the outer bar migration rates for time spans between 20 and
180 days. In contrast, direct offshore wave forcing was of subordinate importance for the
inner bar migration rate at virtually all time scales. The absence of significant wave forcing
relations at the outer bar for small time spans (τ=10 days) suggests that the onshore mi-
gration between two subsequent storms is negligible. Thus, the bar migration responds to
sequences of storms rather than to individual storm events. The absence of fluctuations in
bar position corresponding to individual events may be partly an artefact of the smoothing
using a Hanning window (Section 3.4. However, the Egmond data shown in Figure 3.8 also
show hat the bar position changes at a longer time scale than the wave height, confirming
the conclusion that the bar position responds to sequences of storms rather than to individ-
ual events. The absence of a significant relation between offshore bar migration and off-
shore wave forcing at time spans larger than 180 days suggests that morphological feedback
mechanisms become important over these time spans. The observed minimum time span
for feedback dominance of 180 days is smaller than the lower boundary of 12–24 months
found by Southgate & Mo¨ller (2000) for Duck, NC USA, based on fractal analysis. Elgar
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(2001), however, showed that the results of Southgate & Mo¨ller (2000) are not necessarily
indicative of non-linear self-organised behaviour (which is dominated by feedback), but
may also result from a linear Gaussian random process with a periodic component.
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5 Alongshore non-uniform bar
behaviour
5.1 Introduction
Nearshore bars do not only change in cross-shore bar position, as described in the previous
chapter, but also in alongshore shape. Changes in alongshore bar shape include changes in
the alongshore and cross-shore dimensions of non-linear features, such as crescentic bars,
and their alongshore migration. Such changes are referred to as alongshore non-uniform (or
three-dimensional, 3-D) bar behaviour, and are described in the present chapter. This chap-
ter thus further fulfills the second objective of this thesis, viz. to quantify typical sequences
in alongshore uniform and non-uniform bar behaviour and the associated temporal and spa-
tial scales. The first part of this objective, concerning the alongshore uniform behaviour,
was considered in Chapter 4.
The existing literature on alongshore non-uniform bar behaviour is reviewed in Sec-
tion 5.2, highlighting key morphological parameters commonly used to quantify the along-
shore bar shape (bar state) and its behaviour (bar evolution), and indicating the main de-
ficiencies in the present knowledge. Currently, the alongshore non-uniform bar behaviour
has hardly been quantified. Consequently, the representativeness of the quantitative litera-
ture findings on the longer term, and the precise evolution of non-linear (or 3-D) features
are unknown. The 3.4-year Noordwijk barline data (Chapter 3) are used to fill in these gaps.
First, the 3-D features are described qualitatively by categorising bars into discrete states
(Section 5.3). Each 3-D feature is, subsequently, described quantitatively (Section 5.4). Bar
state parameters are extracted from the data using statistical techniques. Time series of bar
state parameters are then used to quantify the bar evolution. Emphasis is on the time scales
of bar evolution, and on the representativeness of both bar state and bar evolution parame-
ters. Finally, the observed evolution is linked to the hydrodynamic forcing (Section 5.5) to
improve the understanding of the responsible mechanisms for alongshore non-uniform bar
evolution.
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Figure 5.1. Definitions of (a) the alongshore rip spacing L and of (b) the alongshore length L and
the cross-shore amplitude A of a crescentic bar. Image in (a) is from Noordwijk, Netherlands, 30
September 1995. The beach is at the bottom and waves break over the inner (interrupted by rips)
and outer bar. Total cross-shore extent is 500 m, alongshore extent is 1500 m. Image in (b) is from
Duck, NC, USA, 4 September 1998 (courtesy Dr. Nathaniel Plant). The beach is at the bottom and
waves break at the shore and over the inner (crescentic) bar. Total cross-shore extent is 200 m,
alongshore extent is 1200 m.
5.2 Literature review 3-D morphology
5.2.1 Qualitative descriptions
Analyses of 3-D bar morphology have mainly been based on visual observations, aerial
photography and partly on bathymetric surveys. Traditionally, 3-D features have been de-
scribed qualitatively by categorising bars into discrete states, such as linear and crescentic
(or rhythmic; e.g., Figure 5.1) bars (e.g. Wright & Short, 1984; Lippmann & Holman,
1990). This revealed typical sequences of 3-D features in response to the offshore con-
ditions and provided estimates of the associated time scales. Besides, it provided insight
in the persistence of individual 3-D features. Generally, bars were observed to straighten
during storms, and to develop 3-D features during low-energetic conditions (Wright &
Short, 1984; Lippmann & Holman, 1990). Straightening of the bar usually occurred in-
stantaneously, whereas 5–7 days (Lippmann & Holman, 1990) to 7 weeks (Short, 1978;
Goldsmith et al., 1982) of low-energetic conditions were required to develop mature 3-D
features. The development of 3-D features had a Markovian character, meaning that the
morphological developments did not only depend on the offshore wave conditions, but also
on the antecedent morphology. Once developed, 3-D features usually remained present for
a considerable time. For instance, Lippmann & Holman (1990) observed residence times
for crescentic bars in the order of weeks (mean of 11 days, standard deviation of 13 days)
based on a 2-year data set of daily video images.
5.2.2 Quantitative descriptions
Quantitative descriptions of 3-D features are required to resolve changes in the cross-shore
and alongshore dimensions of 3-D features and their alongshore migration. Sofar, quanti-
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tative descriptions of 3-D features have usually been limited to one or a few isolated 3-D
features instead of sequences of 3-D features, and mainly focussed on regular crescentic
bars and rips (see Table 5.1 for an extensive although not exhaustive overview). Rip mor-
phologies, here referred to as rips, are linked to seaward flowing rip currents which breach
the bar and may deposit a lobe of sediment seaward of the bar. Rips are usually visible as
narrow seaward displacements of the breaker line (Figure5.1a), whereas crescentic bars are
more gentle, almost sinusoidal features (Figure5.1b). The main difference between rips and
crescentic bars is thus the narrowness of the seaward protrusion. Note that there is some
confusion in the literature about the distinction between rips and crescentic bars, because
rip currents may be present in the seaward protrusions of crescentic bars. Therefore, some
researchers (e.g. Wright & Short, 1984; Short, 1992) use the term rips to refer to crescentic
bars as well. In the present work, however, sinusoidal patterns like the ones in Figure 5.1b
are always referred to as crescentic bars.
Generally, rips and crescentic bars are considered to be regularly spaced alongshore and
symmetrically shaped, although the spacing may vary alongshore and the crescents may be
skewed (Homma & Sonu, 1962; Greenwood & Davidson-Arnott, 1975; Ranasinghe et al.,
1999). Neglecting these irregularities, rips are uniquely defined by the alongshore spacing
L, whereas crescentic bars are adequately described by the alongshore length L and the
cross-shore amplitude A (Figure 5.1). Reported values for L and A are summarized in
Table 5.1 and give a clear idea of the variability in these 3-D parameters.
Rip spacing is O(100 m) and has been found to increase with increasing wave height
and surfzone width (Huntley & Short, 1992; Short & Brander, 1999). Short & Brander
(1999) hypothesized rip spacing to be a function of the wave climate, with largest L on high-
energetic swell dominated coasts and smallest L for low-energetic sheltered seas. However,
the dependence on wave period is only weak (Short & Brander, 1999), and thus the dis-
tinction swell versus sea may not be essential. Supposedly, the rip spacing depends on the
sediment size as well (Short, 1985). Somewhat unexpected given the aforementioned de-
pendence on surfzone width, no dependence of L on nearshore slope has been found (Short
& Brander, 1999).
For crescentic bars, L varies between O(10 m) and O(1000 m), but is usually O(100 m).
A is only occasionally reported, but may be as large as 68 m (Greenwood & Davidson-
Arnott, 1975). Crescentic bars have been observed under strongly differing tidal ranges and
in sand to gravel sized sediments (Sonu, 1973, Table 5.1), and are thought to predominate
on gentle slopes (Sonu, 1973; Greenwood & Davidson-Arnott, 1975). Both inner and outer
bars may develop crescentic shapes. Typically, L is smaller at the inner than at the outer
bar, and inner bar features are more variable in time (Sonu, 1973; Carter & Kitcher, 1979).
Inner bar crescents are often coupled to shoreline features. The inner bar crescents may
mirror the shoreline (i.e., in phase coupling) or be out of phase with the shoreline (Sonu,
1973).
Frequently, crescentic bars and rips have been observed to migrate alongshore (Sonu,
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1968; Ranasinghe et al., 1999; Ruessink et al., 2000). Comparing alongshore migration
rates cm for crescentic bars and shorelines from various sources, Sonu (1968) concluded
that the migration rate is inversely proportional to L,
cm  4103L1 (5.1)
This relation, however, has no physical foundation, or it must be that larger features contain
more sand (implying that A is larger as well) and that, consequently, more sediment has to
be transported for an equal alongshore displacement. Assuming that the alongshore current
is the driving force behind alongshore migration, Ruessink et al. (2000) coupled cm to the
alongshore component of the offshore wave power Py0, which is a proxy of the alongshore
current. The crescents were found to migrate in the direction of the alongshore current,
with cm increasing linearly with Py0.
5.2.3 Research questions
Sofar, long-term data sets with a high temporal resolution were analysed qualitatively (i.e.,
description in terms of states), while quantitative analyses (in terms of L, A and cm) were
mainly restricted to data sets with a short temporal extent or a coarse temporal resolu-
tion. Currently, little is known about the precise evolution of individual 3-D features,
because qualitative analyses are, per definition, unable to resolve changes in alongshore
and cross-shore dimensions. Besides, the dimensions were usually quantified only once
per 3-D feature, partly because the data contained only one observation of each 3-D fea-
ture. Furthermore, the representativeness of the computed dimensions is unclear, as these
were based on observations of individual 3-D features, instead of on temporal sequences of
several 3-D features.
In Section 5.3, the 3.4-year Noordwijk barline data are analysed qualitatively by cate-
gorising bars into discrete states. Each 3-D feature is, subsequently, analysed quantitatively
using complex empirical orthogonal function (CEOF) analysis (Section 5.4). Temporal se-
quences of 3-D features are then used to determine the representativeness of individual
estimates of 3-D bar dimensions. Besides, individual 3-D features are followed in time, re-
vealing their evolution. Finally, the observed changes are linked to the offshore forcing to
evaluate the importance of direct forcing (Section 5.5). Expectedly, the detailed quantita-
tive description of 3-D bar evolution will reveal facts that, together with the importance of
direct forcing, may be used to evaluate existing models for the generation of 3-D features
like crescentic bars. This is explored further in Chapter 7.
5.3 Qualitative descriptions
The alongshore non-uniform bar crest morphology is expressed by the deviations from the
alongshore averaged bar crest position Dy t  Xy tXyt. The deviation lines are
83
deviation (m)
landward seaward
−20 −15 −10 −5 0 5 10 15 20
Alongshore distance (m)
Ti
m
e 
(ob
se
rva
tio
ns
)
1
← G
2
← G
3
← A
4
−2900 −2400 −1900 −1400 −900
50
100
150
200
250
300
350
Figure 5.2. Time stack of alongshore deviation lines for the outer bar. The numbers 1–4 correspond
to the numbering of the 3-D features listed in Table 5.2. Arrows indicate class transitions. Class
transitions marked with ‘A’ are abrupt, whereas those marked with ‘G’ are gradual. For further
explanation see text.
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Figure 5.3. Time stack of alongshore deviation lines for the inner bar. The numbers 1–13 corre-
spond to the numbering of the 3-D features listed in Table 5.2. Arrows indicate class transitions.
Class transitions marked with ‘A’ are abrupt, whereas those marked with ‘G’ are gradual. For further
explanation see text.
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shown in Figures 5.2 and 5.3 for the outer and inner bar, respectively. In these figures, the
deviation lines are vertically stacked with warm (cold) colours corresponding to seaward
(landward) deviations. Thus, 3-D features like crescentic bars are displayed by a horizontal
alternations of warm and cold colours, and alongshore migration is reflected by a vertical
displacement in the location of the colour bands. Although the main focus in this chapter
is on a quantitative description of the inner and outer bar Dy t, a brief qualitative descrip-
tion will be given first, basically to identify the 3-D features that make up Figures 5.2 and
5.3. Traditional classification (e.g., Lippmann & Holman, 1990) was used to describe the
deviation lines qualitatively. The following classes were distinguished: crescentic, undu-
lating, irregular and rips (Figure 5.4). All classes contain alongshore non-uniformities, but
these mainly differ in alongshore length scale and regularity. Undulating features, defined
as gentle features with a length scale larger than 2000 m, are the largest features (Fig-
ure 5.4a). Irregular features (Figure 5.4b) typically have lengths comparable to crescentic
bars (Figure 5.4c), but differ by their non-sinusoidal shape. Although rips may be remark-
ably regular, their distinguishing characteristic is not their alongshore regularity, but the
narrowness of the seaward protrusion (Figure 5.4d). Linear bars were not classified sepa-
rately, because bars are rarely completely linear, and the linearity is already expressed by
the amplitude, with near-zero amplitudes for approximately linear features.
Using these characteristics, all observations of the inner and the outer bar, as visible
in the rectified video images, were classified into one (or two, when superimposed) of the
four classes. Usually the same class was observed for several subsequent observations.
Each temporally continuous group bounded by class transitions contains the evolution of
a single 3-D feature. For the inner bar, a sequence of thirteen 3-D features was observed,
varying between between undulating, crescentic, irregular and rips. Occasionally, rips and
(a)
(c)
(b)
(d)
Figure 5.4. Examples of 3-D features (a) undulating (b) irregular, (c) crescentic and (d) rips. Hor-
izontal distance is 2300 m, vertical scale is about 20 times exaggerated. All features are displayed
on the same scale.
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Table 5.2. Classification 3-D bar shape
Start date End date Alongshore shape T
(day-month-year) (day-month-year) (days)
Outer bar
1 15-03-1995 29-03-1995 undulating with crescentic 14
2 30-03-1995 24-04-1995 undulating 25
3 25-04-1995 28-08-1995 crescentic 125
4 29-08-1995 16-09-1998 undulating 1114
Inner bar
1 15-03-1995 17-05-1995 undulating with rips 63
2 18-05-1995 28-08-1995 crescentic 102
3 29-08-1995 02-11-1995 rips 65
4 03-11-1995 13-02-1996 irregular 102
5 14-02-1996 16-07-1996 undulating with crescentic 153
6 11-09-1996 09-11-1996 undulating with rips 59
7 14-11-1996 08-02-1997 irregular 86
8 09-02-1997 11-10-1997 irregular with crescentic 244
9 07-11-1997 01-02-1998 undulating with crescentic 86
10 02-02-1998 09-03-1998 crescentic 35
11 10-03-1998 02-05-1998 irregular 53
12 04-05-1998 12-07-1998 crescentic 69
13 13-07-1998 16-09-1998 irregular 65
Averages for outer and inner bar data set
undulating 216
irregular 110
crescentic 104
rips 62
crescentic features were superimposed on larger scale irregular or undulating features. For
the outer bar, a sequence of four 3-D features was observed, varying between undulating
and crescentic. Once, a crescentic feature was superimposed on a larger scale undulating
feature. Typical rip morphologies were never observed in the outer bar. Each 3-D feature
is numbered and listed in Table 5.2. The numbers are also shown on the righthand side of
Figures 5.2 and 5.3, to aid the interpretation of these figures.
Most class transitions were rather gradual (transitions indicated with G on the righthand
side of Figures 5.2 and 5.3). Usually, some seaward protrusions grew, whereas others
disappeared, an example of which is shown in Figure 5.5. In this way, the alongshore
length scale or the alongshore regularity may change gradually, eventually resulting in
another class. Other class transitions were rather abrupt (transitions indicated with A on
the righthand side of Figures 5.2 and 5.3). In these cases, existing protrusions disappeared
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Figure 5.5. Sequence of barlines showing gradual change in L. Time increases from top to bottom.
Protrusion indicated with + grow in time, whereas protrusion indicated with  gradually disappear.
Maximum cross-shore amplitudes are  30 m.
from one observation to the other. Subsequently, a completely new set of seaward and
landward protrusions developed, with another shape or another alongshore scale.
Residence times T were computed from start and end dates of each 3-D feature, and
are presented in Table 5.2. The residence times varied between 14 and 1114 days ( 0.5–
37 months) for the outer bar and between 35 and 244 days ( 1–8 months) for the inner
bar (Table 5.2). The alongshore bar shape thus changes on a monthly time scale. These
changes, however, have no seasonal character, in contrast to the monthly changes in cross-
shore bar position (Section 4.3).
5.4 Quantitative descriptions
5.4.1 Complex empirical orthogonal function analysis
The key morphological parameters for 3-D bar state and evolution (A, L and cm) were ex-
tracted from Dy t using complex empirical orthogonal function (CEOF) analysis. Simi-
lar to its non-complex counterpart (EOF), CEOF is a useful technique to extract dominant,
linearly independent patterns from a data set. In contrast to EOF, CEOF is capable of
detecting propagating features, whereas EOF is limited to standing features (Horel, 1984).
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Following its extensive use in climate research (e.g., Rasmusson et al., 1981; Barnett, 1983;
Horel, 1984) CEOF has recently been applied to coastal data as well (Liang & Seymour,
1991; Liang et al., 1992; Ruessink et al., 2000). Ruessink et al. (2000) successfully de-
scribed the evolution of a crescentic bar during a six-week period, using CEOF analysis on
bar crest lines. Below, the CEOF analysis is described, and the interpretation of the results
is illustrated with an example. A more extensive description of the technique can be found
in Horel (1984) and Von Storch & Zwiers (1999).
First, the data matrix Dy t is transformed into a complex data matrix Dcy t as
Dcy t  Dy t iDy t (5.2)
where the real part is the original deviation matrix and the imaginary part is the Hilbert
transform of the deviation matrix. This step distinguishes CEOF analysis from EOF, and
makes it possible to detect propagating features, such as alongshore moving crescentic
features. The Hilbert transform is performed on each deviation line using a Fourier method:
the amplitude of each spectral component is unchanged, but each component’s phase is
advanced by π2. Then, the complex covariance matrix R is computed as
R 
Dcy tDcy t
Nt
(5.3)
where  denotes the complex conjugate transpose and Nt is the number of deviation lines
(i.e., 391 for the outer bar and 632 for the inner bar). R is subsequently decomposed into ny
real eigenvalues λn and spatial complex non-dimensional eigenvectors Eny. Here, ny is
the number of alongshore locations at which the deviation is sampled (i.e., 401 for the outer
and 461 for the inner bar). The subscript n is an integer indicating the number of the ordered
eigenvectors. The order is based on the amount of explained variance, expressed by the
eigenvalue, with the first mode E1y explaining most of the variance. The corresponding
dimensional weightings wnt are obtained as
wnt  Dcy tEny (5.4)
With the decomposition of Dy t into the spatial pattern Eny and temporal weightings
wnt, the key morphological parameters identified in Section 5.2 (L, A and cm) can now be
obtained. The alongshore wave length L is computed from the spatial phase θny
θny  arctan
ℑEny	
ℜEny	

 (5.5)
which provides relative phase information on all spatial locations where Dy t is known.
In Eq. 5.5, ℑ 	 and ℜ 	 denote the imaginary and real part, respectively. The alongshore
length L of the feature described by the nth eigenfunction is computed from the alongshore
gradient in the unwrapped spatial phase ∆θn∆y as
Ln  2π
∆y
∆θn
 (5.6)
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∆θn∆y is computed from the best-fit linear line between θn and y, implicitly assuming
an approximately sinusoidal alongshore shape. The corresponding correlation coefficient
r provides a measure of the validity of this assumption. For a perfectly sinusoidal shape,
∆θn∆y is constant and r thus equal 1. Time series of the cross-shore amplitude A of the
feature described by the nth eigenfunction are computed from wnt as
Ant  wntwnt12 (5.7)
The alongshore migration rate cm is computed from combined spatial and temporal infor-
mation, provided by Ln and the temporal phase ψn, given by
ψnx  arctan
ℑwnt	
ℜwnt	

 (5.8)
A positive (negative) phase ramp implies that the feature described by the nth mode is
propagating in the positive (negative) y direction. Time series of the alongshore migration
rate cm are then computed as
cmt 
Ln
2π
∆ψnt
∆t  (5.9)
where ∆t is the time step between two consecutive observations and ∆ψn is the correspond-
ing temporal phase difference.
The interpretation of the CEOF results is illustrated with an synthetic example that
consists of a sinusoidal feature with a length of 300 m, a time-varying alongshore migration
rate and a time-varying amplitude:
Dy t  Atsin

2πy
300
ψt

 (5.10)
where 1 
 y 
 600 (m), 0 
 t 
 300 (days), At is the time-varying amplitude and ψt
is the time-varying phase. In this example, At  10  5sin2πt60 and ψt  10
sin2πt100. At thus varies between 5 and 15 m over a period of 60 days (Figure 5.6a).
ψt causes alongshore migration with a periodically varying rate expressed by
cmt 
L
2π
dψ
dt  01Lcos

2πt
100

(5.11)
The feature thus migrates alternately in positive and negative direction over a period of
100 days, with rates between -30 and 30 m/day (Figure 5.6b).
The temporal and spatial variability in the example Dy t was completely described
by the first complex mode (explained variance = 100%). The real and imaginary parts of
the first eigenfunction varied sinusoidally around the horizontal axis (Figure 5.7a). The
corresponding spatial phase, θ1y, increased with a constant slope and passed through
two complete 2π cycles over 600 m (Figure 5.7b), implying that the described feature is
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Figure 5.6. Time series of A and cm for the example data set described by Eq. 5.10.
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Figure 5.7. CEOF results for the example data set described by Eq. 5.10.
sinusoidal (r  1) and has an alongshore length L of 300 m. The temporal evolution of
this feature is expressed by time series of the amplitude and alongshore migration rate.
A1t varied periodically between 5 and 15 m, completing five full cycles within 300 days.
Both the variation in A1t and the corresponding period of 60 days are consistent with
the example At (compare Figure 5.6a with Figure 5.7b). cmt, computed for the first
mode, varied periodically around the horizontal axis, representing alternating positive and
negative migration, with identical values to the example cmt (compare Figure 5.6b with
Figure 5.7d). In conclusion, CEOF easily identified all descriptive characteristics of the
example data set.
Preliminary analysis showed that applying CEOF to the entire Noordwijk data set
Dy t did not result in an adequate description of the 3-D features, as CEOF tends to
describe domain-wide features (Merrifield & Guza, 1990). The entire data set, however,
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contains several features that are present only part of the time. To overcome this problem,
CEOF was applied to subsets of the data containing the evolution of a single 3-D feature, or
two superimposed 3-D features. The subsets were defined by the classification described
in Section 5.3 (Table 5.2). It is realised that this classification is to some extent subjec-
tive. Subjectivity mainly effects the start and end dates, especially in case of gradual class
transitions (Section 5.3). But the effect on the further quantification will be limited, as the
changes usually took place within several days to a few weeks, whereas the features subse-
quentlly remained present for several months. Applying CEOF to slightly different subsets
did not result in significantly (given the spatial accuracy of the data, see Section 2.3.4)
different morphological parameters (L, A, and cm).
5.4.2 Bar state
The 3-D features were accurately described by the first complex eigenfunction, which ex-
plained 46-84% of the total variance in the subsets. When present, superimposed 3-D
features were well described by the second complex eigenfunction, which explained an
additional 18-28% of the variance in the subsets.
Each feature was subsequently characterised by the alongshore length L (Eq. 5.6; Ta-
ble 5.3). The correlation coefficient between unwrapped θ1 (or θ2) and y was 0.94 at
minimum, implying that the deviations of irregular features from sinusoidal shapes were
generally weak. L varied between 380 m and 2760 m. Rips typically were the smallest
features with an average spacing of 430 m, followed by crescentic features with an average
length of 990 m (Table 5.3). Irregular and undulating features had larger average lengths
of 1850 and 2320 m, respectively (Table 5.3).
For each feature the cross-shore dimension, i.e. the cross-shore amplitude A (Eq. 5.7),
changed in time. Here, A1t (and A2t were averaged per subset to further characterise
each feature (Table 5.3). (For the moment, the temporal evolution of A is ignored, but this is
investigated in the Section 5.4.3). Time-averaged A were around 10 m. Features with larger
lengths typically had larger amplitudes as well, except for undulating features, which were
characterised by small amplitudes in combination with large lengths. On average, outer
bar features were more persistent in time than inner bar features and the 3-D outer bar
dimensions were larger than those of the inner bar.
The 3-D features were thus rather persistent, which contrasts strongly with mean res-
idence times of days up to a few weeks reported for the inner bar at Duck, NC, USA
(Lippmann & Holman, 1990). However, MacMahan et al. (2000) showed that rips at Duck
were quasi-relict features that recur at the same location for several months, suggesting
that residence times at Duck may be O(months) as well. Their alongshore lengths were
rather large compared to typical values in the literature of 100–1000 m (e.g. Sonu, 1973,
Table 5.1), although lengths of 1-3 km have been reported as well (e.g., Ruessink, 1992;
Wijnberg & Terwindt, 1995). Their cross-shore amplitudes, in contrast, were rather small,
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Table 5.3. Overview 3-D state parameters
Alongshore shape L (m) A (m)
Outer bar
1 undulating with crescentic 2250 (1130) 20.2 (7.5)
2 undulating 2730 14.8
3 crescentic 970 14.9
4 undulating 2230 13.0
Inner bar
1 undulating with rips 2760 (390) 8.8 (4.7)
2 crescentic 960 9.2
3 rips 380 8.6
4 irregular 2370 13.9
5 undulating with crescentic 2690 (870) 7.4 (5.7)
6 undulating with rips 2460 (540) 9.0 (4.2)
7 irregular 980 12.0
8 irregular with crescentic 2140 (710) 13.5 (7.4)
9 undulating with crescentic 2350 (850) 7.0 (4.7)
10 crescentic 1070 14.0
11 irregular 1210 18.3
12 crescentic 1360 16.1
13 irregular 2560 14.6
Averages for outer and inner bar data set
undulating 2500 11.5
irregular 1850 14.4
crescentic 990 9.9
rips 430 5.8
Values between brackets refer to superimposed features
compared to occasionally reported amplitudes of up to 68 m (Table 5.1).
5.4.3 Bar evolution
The evolution of each 3D-feature was quantified by temporal changes in the alongshore and
cross-shore dimensions, and by the alongshore migration. All these changes are described
below.
Changes in alongshore length
The dominant alongshore lengths per subset (Table 5.3) show that L changed O(100–
1000 m) on a monthly time scale during class transitions. In addition to these long term
changes in L associated with class transitions, L may change during the lifetime of a feature
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as well. By applying CEOF to subsets of Dy t, however, only changes in the dominant
L between subsets are detected. Gradual changes during the lifetime of a 3-D feature (i.e.
within a subset), for example changes associated with the initial development or the final
disappearence of 3-D features, are not resolved. Such changes are, therefore, described
directly from the data set (see Figures 5.2 and 5.3). In fact, L hardly changes during the
lifetime of a 3-D feature, except for the initial and final stage of the feature. Two types of
class transitions have been observed, namely gradual and abrupt (see Section 5.3). During
gradual class transitions, L changed O(100 m) on a weekly scale by differential grow in
amplitude (see Figure 5.5). Abrupt changes were already completely resolved by applying
CEOF to subsets of the data. During abrupt changes, L suddenly changed O(100–1000 m)
from one dominant L to the subsequent dominant L, implying a reset of the system. In
summary, L mainly varied O(100–1000 m) on a monthly time scale during class transi-
tions. In addition, L changes O(100 m) on a weekly time scale, associated with alongshore
differential grow in cross-shore amplitude.
Changes in cross-shore amplitude
Time series of A were computed from the weightings on the first two eigenfunctions using
Eq. 5.7, and are displayed in Figures 5.8 and 5.9 for the outer and inner bar, respectively.
At both bars, A varied between 1 m, representing approximately linear bars, and 30 m
(Figures 5.8 and 5.9). The larger changes in A mainly occurred on a monthly time scale
and are partially bounded by class transitions. When bounded by class transitions, A was
usually smallest near the class transition and largest between subsequent class transitions
(e.g., inner bar feature 2), although the opposite pattern was observed as well (e.g., inner
bar feature 5). Temporal minima in A during class transitions were mainly associated with
abrupt class transitions (see Section 5.3). This drop in A may be interpreted as a morpho-
logical reset; i.e., the existing features disappear causing a decrease in A. Subsequently,
new features developed causing A to increase again. Not all monthly changes were, how-
ever, associated with class transitions. Occasionally, A dropped momentarily to near-zero
values in the middle of the feature’s lifetime (e.g., inner bar feature 8). In addition to all
monthly variations, A changed on a weekly time scale. The amplitudes of the main and
superimposed features often changed simultaneously, although they may change indepen-
dently as well. For example, in the beginning of 1997, the amplitude of the main feature
increased, while the amplitude of the superimposed feature remained constant.
For A1, a yearly, monthly and weekly component were computed in the same way as
the yearly, monthly and weekly component of Xy. At the outer bar, these components
explained 39%, 25% and 36% of the variance in A1, respectively. At the inner bar, the
percentages were 37%, 39% and 24%. Compared to the variations in cross-shore bar posi-
tion (Section 4.3), the variations in A were much more dominated by weekly and monthly
fluctuations and less by yearly trends.
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Figure 5.8. Time series of the cross-shore amplitude for the outer bar based on the (a) first and (b)
second eigenfunction. The numbers 1–4 correspond to the numbering of the 3-D features listed in
Table 5.2. Vertical dotted lines indicate the class transitions. Class transitions marked with ‘A’ are
abrupt, whereas those marked with ‘G’ are gradual.
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Figure 5.9. Time series of the cross-shore amplitude for the inner bar based on the (a) first and (b)
second eigenfunction. The numbers 1–13 correspond to the numbering of the 3-D features listed in
Table 5.2. Vertical dotted lines indicate the class transitions. Class transitions marked with ‘A’ are
abrupt, whereas those marked with ‘G’ are gradual.
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Figure 5.10. Time series of the alongshore migration rate for the outer bar based on the (a) first and
(b) second eigenfunction. The numbers 1–4 correspond to the numbering of the 3-D features listed
in Table 5.2. Vertical dotted lines indicate the class transitions.
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Figure 5.11. Time series of the alongshore migration rate for the inner bar based on the (a) first and
(b) second eigenfunction. The numbers 1–13 correspond to the numbering of the 3-D features listed
in Table 5.2. Vertical dotted lines indicate the class transitions.
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Table 5.4. Statistics of alongshore bar migration rates
Northward migration (m/day) Southward migration (m/day)
Mean St. dev. Max N Mean St. dev. Max N
Outer bar 35 45 285 193 21 26 170 220
Inner bar 21 24 156 485 16 19 104 497
Undulating 31 40 285 282 21 24 170 280
Irregular 20 24 141 156 17 20 104 125
Crescentic 23 25 179 125 14 14 70 242
Rips 16 19 69 71 18 26 97 70
N is number of observations
Alongshore migration
Time series of cm were computed from the temporal phase of the first two eigenfunctions
using Eq. 5.9, and are displayed in Figures 5.10 and 5.11 for the outer and inner bar, re-
spectively. No systematic monthly changes in cm were observed that were related to class
transitions. Instead, cm varied largely on a weekly scale between 0 and 285 m/day in the
northward and 0 and 170 m/day in the southward direction (Figures 5.10 and 5.11). Typ-
ically, cm was O(10 m/day) in either northward or southward direction, with maximum
rates around 150 m/day (Figure 5.12). The migration rates at the inner bar were generally
smaller than those at the outer bar (Figure 5.12). Northward migration rates were typically
larger than southward rates (Figure 5.13), but occurred less frequently (Table 5.4). How-
ever, both the differences in magnitude and in frequency were small. The differences in
migration rate for the different features were small (Table 5.4). Undulating features tended
to migrate slightly faster than irregular features, crescentic bars and rips. The rip migra-
tion rates seemed to be smaller than those for undulating, irregular and crescentic features,
particularly the maximum rates (Table 5.4).
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Figure 5.12. Histograms of the northward
and southward bar migration rate for the
outer (drawn line) and inner (dashed line)
bar.
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Figure 5.13. Histograms of the absolute northward (dashed line) and southward (drawn line) bar
migration rate for (a) the outer and (b) the inner bar.
5.5 Offshore wave forcing
5.5.1 Alongshore length
Although the presence of 3-D features has generally been associated with low-energetic
wave conditions, their alongshore length and changes therein have hardly been coupled to
hydrodynamic conditions. First, the relation between L and the breaker wave height Hb was
explored, where Hb was computed using Eq. 4.9. The analysis concentrated on monthly
changes in L, as these were dominant (Section 5.4.3). Therefore, the average and standard
deviation of Hb were computed for each 3-D feature. As can be seen in Figure 5.14, no
relation between L and Hb was observed.
Second, the coupling between changes in alongshore length associated with class tran-
sitions and offshore wave conditions was explored. The disappearence of 3-D features
has generally been related to high-energetic conditions (e.g. Lippmann & Holman, 1990).
Here, the breaker wave height Hb, computed using Eq. 4.9, and the alongshore component
of the offshore wave power Py0 were used as measures for the wave energy. According to
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Figure 5.14. Breaker wave height versus alongshore wave length for both the outer and the inner
bar. Circles indicate the mean value, whereas bars represent  the standard deviation.
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Figure 5.15. Time series of (a) Hb and (b) Py0, including the class transitions at the outer bar. The
numbers 1–4 correspond to the numbering of 3-D features listed in Table 5.2. Vertical dotted lines
indicate the class transitions. Class transitions marked with ‘A’ are abrupt, whereas those marked
with ‘G’ are gradual.
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Figure 5.16. Time series of (a) Hb and (b) Py0, including the class transitions at the inner bar. The
numbers 1–13 correspond to the numbering of 3-D features listed in Table 5.2. Vertical dotted lines
indicate the class transitions. Class transitions marked with ‘A’ are abrupt, whereas those marked
with ‘G’ are gradual.
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Komar (1998), Py0 was computed as
Py0 
ρg2
32π H
2
rms0T0 sinθ0 cosθ0 (5.12)
where ρ is the sea water density (= 1025 kgm3). Time series of Hrms0, T0 (represented by
the significant zero-downcrossing period) and θ0 (represented the energy-weighted mean
wave angle) measured at the offshore station IJmuiden06 (YM06, see Figure 2.1) were
used. Hb and Py0 both increase with Hrms0, but Py0 additionally reflects the angle of wave
incidence with high values for obliquely incident waves. In the present data, some class
transitions were clearly associated with exceptionally high-energetic (e.g. Hb 2 m, or Py 
2 104 Watt/m) periods (e.g., inner bar transitions 2–3 and 6–7, Figures 5.15 and 5.16).
However, similar conditions occurred without class transition. Besides, class transitions
were also observed during less extreme conditions (e.g., inner bar transition 1–2). No
difference between abrupt and gradual transitions was observed. In conclusion, no direct
link between Hb or Py0 and changes in L was observed, suggesting that the influence of
direct wave forcing is limited.
5.5.2 Cross-shore amplitude
In the literature, linear bars have usually been associated with high-energetic conditions,
whereas non-linear bars have been associated with low-energetic conditions (Lippmann &
Holman, 1990), suggesting that
A  f Hb (5.13)
where Hb was computed using Eq. 4.9. In this subsection, the existence and form of the
relation expressed by Eq. 5.13 was investigated from scatterplots between A and Hb for
each of the observed 3-D features. For each A, the corresponding Hb was computed from
hourly time series as the average over the time interval since the previous observation of A.
For some 3-D features, A was found to decrease with increasing wave height (Fig-
ure 5.17a), confirming the aforementioned literature observation. However, opposite rela-
tions, i.e. increasing A with increasing wave height, were observed as well (Figure 5.17b).
In general, the relations could be well described by the linear best-fit line between A and
Hb. Significant relations were found for undulating features, irregular features and cres-
centic bars (Figure 5.18). No significant relations were observed for rip morphologies. The
relations were generally strongest for the undulating features (r2 between 0.14 and 0.42),
followed by crescentic bars (r2 between 0.05 and 0.26). Although strongest, the relations
for undulating features were not consistent; the amplitude was observed to increase as well
as to decrease with increasing wave height (Figure 5.18a). For crescentic bars, the ampli-
tude decreased with increasing wave height (Figure 5.18b), whereas for irregular features
the amplitude increased with increasing wave height (Figure 5.18c). The positive relations
100
0 0.5 1 1.5 2 2.5
0
5
10
15
20
Hb (m)
(b)
0 0.5 1 1.5 2 2.5
0
5
10
15
20
Hb (m)
A 
(m
)
(a)
Figure 5.17. Examples of the relation between cross-shore amplitude and wave height. Drawn line
is the best-fit linear line. The relation in (a) is based on observations of inner bar feature 3 (cres-
centic; r 051). The relation in (b) is based on observations of inner bar feature 2 (undulating;
r  065). Both relations are significant at the 95% level.
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Figure 5.18. Linear regression lines describing the relation between cross-shore amplitude and
wave height for (a) undulating features (b) irregular features (c) crescentic bars and (d) rip mor-
phologies. Drawn lines are significant, whereas dotted lines are insignificant at the 95% level.
were statistically different from the negative relations, but individual positive (or negative)
relations were not statistically different at the 95% level. On the whole, the relation be-
tween A and Hb is unclear and inconsistent.
5.5.3 Alongshore migration
Alongshore currents are often assumed to be the driving force behind the alongshore mi-
gration of crescentic bars and rips (Ranasinghe et al., 1999; Ruessink et al., 2000). In
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absence of current information, Ranasinghe et al. (1999) and Ruessink et al. (2000) linked
the alongshore migration to the angle of wave incidence θ0 and to the alongshore com-
ponent of the offshore wave power Py0, respectively. Intuitively, Py0 is a better proxy of
the alongshore current than θ0, as it includes wave height in addition to wave direction.
Here, the alongshore migration is linked to the alongshore component of the offshore wave
power,
cm  f Py0 (5.14)
The existence and form of the relation expressed by Eq. 5.14 was investigated from scat-
terplots between cm and Py0, computed using Eq. 5.12, for each of the observed features.
Generally, 3-D features were found to migrate in the direction of Py0, and the magni-
tude of cm was found to increase linearly with the magnitude of Py0 (Figure 5.19). For each
feature, the relation between cm and Py0 (Eq. 5.14) was described by the best-fit linear line
between cm and Py0. Significant relations were found for all types of alongshore features.
The relations were generally weakest for undulating features (r2 between 0.04 and 0.17)
and strongest for crescentic bars (r2 between 0.06 and 0.34) and rips (r2=0.36). Most rela-
tions were consistent and were in favour of the assumption that the alongshore migration is
forced by the alongshore current. Only two undulating features were observed to migrate
against the direction of Py0. The relations for rips and irregular features are not statistically
different from the relations for crescentic bars.
The observed relations for the alongshore migration of crescentic bars are consistent
with the relation found by Ruessink et al. (2000) (Figure 5.20). The present relations tend
to have smaller slopes, although the steepest slopes are not statistically different from the
slope observed by Ruessink et al. (2000). Besides, gentler slopes may be expected for the
present data set, because the temporal resolution of the data is slightly coarser. Conse-
quently, migration rates may be somewhat reduced. The present data, however, did not
−2 −1 0 1 2
x 104
−20
−10
0
10
20
Py0 (Watt/m)
c m
 
(m
/da
y)
(a)
−2 −1 0 1 2
x 104
−100
−50
0
50
100
Py0 (Watt/m)
(b)
Figure 5.19. Examples of the relation between alongshore migration cm and the alongshore compo-
nent of the offshore wave power Py0. Drawn lines are the best-fit linear lines. The relation in (a) is
based on observations of rips in the inner bar in September–October 1995 (r  060). The relation
in (b) is based on observations of the crescentic inner bar in May–July 1998 (r  055).
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Figure 5.20. Linear regression lines de-
scribing the relation between alongshore
migration and the alongshore component
of the offshore wave power for crescen-
tic bars. Thin lines are based on the
present Noordwijk data set. Thick line
displays the relation found by Ruessink
et al. (2000). All lines are significant at
the 95% level.
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Figure 5.21. Scatterplot of the subset av-
eraged absolute migration rate versus the
alongshore length of the feature. Drawn
line displays the relation between cm and
L found by Sonu (1973) (see Eq. 5.1).
support the relation proposed by Sonu (1973), i.e. Eq. 5.1. For each feature, the absolute
migration rate was averaged and plotted as a function of the alongshore length of the fea-
ture. The averaged cm were much larger than predicted by Eq. 5.1 and did not show a
dependence on L. However, Sonu’s relation was largely based on 3-D shoreline features
(and not on 3-D bar features as in the present work), which were, in addition, sampled on a
monthly to yearly basis, possibly explaining the discrepancy between the present data and
Eq. 5.1.
5.6 Conclusions
In this chapter, the alongshore shape of the inner and outer nearshore bar at Noordwijk
(Netherlands) were quantified over a 3.4-year period, with the objective to quantify typical
sequences in alongshore non-uniform bar behaviour and the associated temporal and spa-
tial scales. The alongshore bar shape varied between undulating, crescentic, irregular and
rips, with alongshore lengths of 380–2760 m. The class transitions were mostly gradual,
resulting from differential growth in amplitude, and only occasionally abrupt, expressing a
morphological reset. The 3-D features were rather persistent with lifetimes of 1–8 months
for inner-bar features and 0.5–37 months for outer-bar features. During their lifetime, the
3-D features changed in amplitude between 0 and 30 m on a weekly to monthly scale. In
addition, the 3-D features migrated back and forth along the shore with typical rates of
103
O(10 m/day) on weekly time scales. All 3-D features were characterised by some along-
shore irregularity. For example, the crescents may be skewed or their length may change
alongshore.
The influence of the breaker wave height and of the alongshore component of the off-
shore wave power on the alongshore length and changes therein is limited. Furthermore, no
consistent relation between cross-shore amplitude and breaker wave height was observed.
For part of the 3-D features, the amplitude decreased with increasing wave height, whereas
for others the amplitude increased. The absence of a consistent relation is not unexpected,
as most changes in amplitude were related to class transitions. These mainly occurred on
monthly time scales, whereas the wave height largely changed on a weekly scale. Gener-
ally, a consistent relation between the alongshore migration rate and the alongshore compo-
nent of the wave power was observed, suggesting that the 3-D features migrate alongshore
under direct influence of the alongshore current.
Overall, the 3-D features are rather persistent, the morphology changes mainly gradu-
ally, and the effect of direct hydrodynamic forcing on the evolution is limited. Together,
this suggests that the evolution of 3-D features largely depends on the antecedent morphol-
ogy. The role of hydrodynamic forcing versus morphological feedback is further explored
in Chapter 7, where different modelling approaches for the generation of 3-D features are
evaluated.
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6 The importance of alongshore
uniform and non-uniform
nearshore bar behaviour
6.1 Introduction
Since the early days of coastal research, scientists have been aware of the three-dimensional
nature of shore-parallel nearshore bars, expressed for example by crescentic plan bar shapes
or interrupting rip channels (e.g., King & Williams, 1949; Homma & Sonu, 1962). The ma-
jority of nearshore research, however, has focused on alongshore uniform bar behaviour,
mainly because morphological data over extensive (say  500 m) alongshore stretches are
scarce. This focus, which is common in field data analyses (e.g., Wolf, 1994; Gallagher
et al., 1998) and in process-based model studies of nearshore morphology (e.g., Roelvink
& Brøker, 1993), assumes that alongshore non-uniform bar change is of subordinate impor-
tance to alongshore uniform change. To what degree this assumption is justified, is poorly
understood.
In contrast to previous research, both alongshore uniform and non-uniform nearshore
bar behaviour have been quantified in the present thesis, for a 3.4-year data set of videoed
bar crest lines at Noordwijk, Netherlands (see Chapters 4 and 5). Consequently, the relative
importance of alongshore uniform and non-uniform bar behaviour can be determined, ful-
filling the third objective of this thesis. The acquired information on the relative importance
of both components of bar behaviour is subsequently used to evaluate the assumption that
alongshore non-uniform bar change is of subordinate importance to alongshore uniform
change.
Alongshore uniform bar crest changes were characterised by yearly trends with super-
imposed weekly and monthly fluctuations (Chapter 4). Alongshore non-uniform changes,
in contrast, mainly occurred on weekly to monthly time scales, and virtually not on yearly
time scales (Chapter 5). This suggests that the alongshore uniform bar crest variability con-
tinuously increases with increasing time span (at least for time spans shorter than 3.4 years),
while the alongshore non-uniform bar crest variability only increases for time spans up to
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several months, and remains constant for further increasing time spans. Thus, the relative
importance of alongshore uniform bar behaviour increases with increasing time span, and,
reversely, the relative importance of alongshore uniform bar behaviour decreases with in-
creasing time span. The precise change in the relative importance of the alongshore uniform
and non-uniform component of bar crest change as a function of the time span is, however,
still unknown. Consequently, it is unknown at which time spans either of the components
dominates. Sofar, the literature showed that alongshore non-uniform behaviour dominates
over daily to weekly time spans (Sonu & Russell, 1966; Ruessink et al., 2000), and that
alongshore uniform behaviour dominates over yearly time spans (Lippmann & Holman,
1990), but the transition time span has never been resolved. Besides, it is unknown whether
the relative importance of alongshore uniform and non-uniform bar crest change depends
on the cross-shore bar crest location.
In this chapter, the precise time span dependence of the relative importance of along-
shore uniform and non-uniform bar crest change, as well as any cross-shore variations
therein, are determined for the 3.4-year data set of the inner and outer bar crest lines at No-
ordwijk. The relative importance of the alongshore uniform and non-uniform component
is quantified using a net and gross method based on the mean sum of squares of alongshore
uniform and non-uniform bar crest change. These methods are described in Section 6.2, and
the results are presented in Section 6.3, considering both the temporal and spatial relations.
The accuracy of the estimates depends on the alongshore and the cross-shore accuracy of
the barline data set (see Chapter 3), and is, subsequently, estimated in Section 6.4. Here, the
representativeness of the results is discussed as well by comparing the fractions to existing
literature values for specific time spans. Furthermore, the implications of the results for
modeling nearshore bar behaviour are discussed. Finally, the conclusions are summarised
in Section 6.5.
6.2 Method
The barline data sets Xy t for the inner and outer bar were used to quantify the rela-
tive importance of 2-D (alongshore uniform) and 3-D (alongshore non-uniform) bar crest
change in two different ways, namely by computing the importance of net changes over a
time span τ and of gross changes within that time span. The net values thus indicate the rel-
ative importance of trends in 2-D and 3-D bar crest change, irrespective of what happened
within the time span, whereas the gross values reflect both the short term variability within
the time span and the trends over that time span. Here, short term variations represent bar
changes over several days to a few weeks, given the nearly daily average temporal resolu-
tion and the subsequent temporal filtering (Section 3.4). In the remainder, these variations
are referred to as day-to-day changes. Both methods are described below.
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6.2.1 Net method
The bar state matrix Xy t was transformed to a bar change matrix ∆X nety tτ by sub-
tracting all barlines that were observed τ days apart,
∆Xnety tτ  Xy t τXy t (6.1)
Then the total (i.e. both 2-D and 3-D) bar crest change Snettot for time span τ was computed
as the mean sum of squares of ∆X nety tτ
Snettot τ 
1
NyNt
yn∑
yy1
tn∑
tt1
∆Xnety tτ2 (6.2)
where Ny is the number of y-coordinates at which each barline is sampled and Nt is the
number of barline pairs that were used to compute ∆X nety tτ. The alongshore uniform
change Snet2-D was quantified by alongshore averaging ∆X nety tτ before computing the
mean sum of squares
Snet2-Dτ 
1
Nt
tn∑
tt1
∆Xnetytτ2 (6.3)
The non-uniform component Snet3-D is then computed as the difference between Snettot and Snet2-D,
which equals the mean sum of squares of ∆X net∆Xnety. The net fractions F of 2-D and
3-D to total change are
Fnet2-Dτ 
Snet2-Dτ
Snettot τ
(6.4)
and
Fnet3-Dτ 
Snet3-Dτ
Snettot τ
 (6.5)
To determine the τ dependence, this procedure was performed for τ  102030    1200
days.
6.2.2 Gross method
Basically, the gross method differs from the net method in the definition of the bar change
matrix, which should not only reflect the trends over the time span τ , but also the short
term variability within τ . In the gross approach, the data set was first divided into N 50%
overlapping subsets of length τ . This overlap provides the best compromise between im-
proving the representativeness of the estimate (by increasing the number of individual es-
timates, i.e. the number of subsets N) and limiting the statistical dependency between the
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subsets (by limiting the amount of overlapping points), conform common practise in spec-
tral analysis. For each subset, the corresponding part of the bar state matrix Xy t was
subsequently transformed to a gross bar change matrix ∆X grossy tτ by subtracting the
time-span-averaged barline Xτy from Xy t,
∆Xgrossy tτ  Xy tXτy (6.6)
By subtracting a single reference barline instead of subtracting consecutive barlines, the
bar change matrix contained both short term fluctuations within τ and trends over τ . The
time-span-averaged barline Xty was preferred over other alternatives, like the first or
last barline within the time span, because Xty is representative of all barlines within the
entire time span. Similar to Eq.(6.2), Sgrosstot τ was computed as the mean sum of squares
of ∆Xgrossy t
Sgrosstot τ 
1
NyNt
yn∑
yy1
t1τ∑
tt1
∆Xgrossy tτ2 (6.7)
where Nt is the number of bar change lines within the time span. Again, the alongshore
uniform component Sgross2-D τ was computed as the mean sum of squares of the alongshore
averaged data,
Sgross2-D τ 
1
Nt
t1τ∑
tt1
∆Xgrossytτ2 (6.8)
and the non-uniform component Sgross3-D τ was quantified by the remaining part of S
gross
tot τ.
The gross fractions of 2-D and 3-D to total change, denoted by F gross2-D and F
gross
3-D , respec-
tively, were subsequently determined for each of the N subsets as
Fgross2-D τN 
Sgross2-D τN
Sgrosstot τN
(6.9)
and
Fgross3-D τN 
Sgross3-D τN
Sgrosstot τN
 (6.10)
To determine the dependence on the time span, the gross computations were performed for
τ  102030    1200 days.
6.2.3 Example case
The performance of the net and gross methods, and the main difference between both meth-
ods are illustrated with an example data set:
Xy t  XytDy t (6.11)
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Figure 6.1. Time series of (a) Xy, (b) A, (c) φ for the example barline data set.
where 1
 y
 600 (m), 0
 t 
 300 (days), Xyt is the time-varying alongshore averaged
bar position and Dy t are the deviation data. Thus, Xyt and Dy t describe the 2-D
and 3-D component of the bar crest morphology, respectively. Here, Xyt consists of a
linear offshore trend expressed by Xy  100 01t and Dy t is given by Eq. 5.10, the
example data set used in Section 5.4.1. The 2-D and 3-D bar state parameters for this data
set are shown in Figure 6.1. The bar, which has a sinusoidal shape, migrated gradually
offshore over a total distance of 30 m (Figure 6.1a). In addition, the amplitude of the
sinusoid At varies periodically between 5 and 15 m over 60 days (Figure 6.1b). Besides,
the shape migrates alternately in the positive (increasing φ ) and negative (decreasing φ )
direction over a period of 100 days (Figure 6.1c). At t  300 days, the alongshore shape of
the bar was exactly the same as at t  0 days, i.e. A1  A300 and φ1  φ300. In
summary, there is considerable 3-D variability within the data set, but only a net offshore
migration after 300 days. The gross method indicates that 59% of the positional variability
in the example data set is alongshore uniform, whereas 41% is alongshore non-uniform at
τ  300 days. However, the net fractions indicate purely alongshore uniform bar behaviour
at τ  300 days (Fnet2-D 100% and Fnet3-D 0%). This may seem contradictionary at first,
but in fact highlights the difference between the two methods. The gross method considers
all changes within the time span τ (hence, non zero F gross3-D value), whereas the net method
only considers the net changes over the time span τ which was 2-D only (hence, zero F net3-D
value).
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6.3 Results
6.3.1 Temporal relations
Both at the inner and at the outer bar, Snet2-D increased 1–2 orders of magnitude from τ 
10 days to τ  1200 days, whereas Snet3-D remained almost constant (Figures 6.2a and 6.2b).
Consequently, Fnet2-D increased rapidly with time span, from  0.4 at τ  10 days to  0.95
at τ  1200 days (Figures 6.2c and 6.2d). This confirms the expectation of short term 3-D
dominance turning into 2-D dominance for longer time spans (Section 6.1). The transition
took place at τ  50 days for the outer and τ  130 days for the inner bar (F net2-D  05, Snet3-D 
Snet2-D, Figure 6.2). The rapid increase of Fnet2-D with τ is not surprising, as the cross-shore bar
crest position showed clear interannual trends (Chapter 4), whereas the alongshore bar
shape mainly changed on weekly to monthly scales (Chapter 5).
In contrast to the net method, the gross method yielded N fraction estimates for each
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Figure 6.2. Net mean sums of squares of 2-D (Æ) and 3-D (+) bar change Snet2-D and Snet3-D (upper row),
and net fractions alongshore uniform bar behaviour Fnet2-D (lower row) as a function of the time span
τ at the outer (left column) and inner bar (right column).
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Figure 6.3. Gross fractions alongshore uniform behaviour Fgross2-D as a function of the time span τ at
(a) the outer bar and (b) the inner bar. Circles are mean values and vertical bars are  one standard
deviation (see text for further explanation)
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Figure 6.4. Ratio between the net and gross
fractions 2-D behaviour Fnet2-D and Fgross2-D at the
inner (+) and the outer (Æ) bar.
τ , which were averaged to give a single representative value. The corresponding standard
deviations were used to provide confidence intervals around the means. Similar to F net2-D,
Fgross2-D increased with time span (Figure 6.3). The values for Fgross2-D , however, were on
average 25% smaller than Fnet2-D, independent of τ (ratio Fgross2-D Fnet2-D  075, Figure 6.4).
Consequently, the time span at which alongshore uniform behaviour started to dominate
was larger for gross behaviour, namely τ  140 and τ  400 days at the outer and inner
bar, respectively (Figure 6.3), as opposed to 50 and 130 days for net barline change (Figure
6.2). The larger transition time spans imply that day-to-day changes, which are included in
the gross method, are mainly 3-D instead of 2-D.
6.3.2 Spatial relations
In addition to the temporal trends, any spatial changes in F gross2-D were investigated. To this
end, the individual Fgross2-D estimates, which were averaged in Figure 6.3 to get represen-
tative estimates as a function of time span, were now analysed as a function of the mean
cross-shore bar location. No significant spatial trends in F gross2-D were found. Comparing
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Figure 6.5. Ratio between Fgross2-D at the outer
and Fgross2-D at the inner bar versus τ .
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Figure 6.6. Ratio between (a) Sgross2-D at the outer and Sgross2-D at the inner bar versus τ . (b) shows the
corresponding ratio for S3-D.
Fgross2-D at the outer and the inner bar, however, showed a systematic difference in F
gross
2-D at
both bars. Regardless of time span, Fgross2-D was about 20% larger at the outer than at the
inner bar (average ratio Fouter2-D F inner2-D  12, Figure 6.5). This difference was further inves-
tigated by comparing the outer and inner bar values of Sgross2-D and S
gross
3-D (hereafter referred
to with superscripts outer and inner instead of gross). At τ  30 days, Sgross2-D was almost
equal at both bars, but the relative importance of Souter2-D , expressed by the ratio Souter2-D Sinner2-D ,
rapidly increased to about 2.5 at τ  300 days (Figure 6.6a). At most time spans, Sgross3-D was
larger at the outer bar as well, but the difference between Souter3-D and Sinner3-D was smaller, with
Souter3-D Sinner3-D  14 on average (Figure 6.6b). In summary, the relatively larger importance
of Fgross2-D at the outer compared to the inner bar resulted from an increase in S
gross
2-D from the
inner to the outer bar, partially undone by a concurrent increase in Sgross3-D .
The increase in Sgross2-D from the inner to the outer bar results from the larger cross-
shore migration rates at all time scales at the outer bar, as observed in Section 4.4. The
larger importance of Sgross3-D at the outer bar contrasts with the common idea that the outer
bar is less variable than the inner bar (Greenwood & Davidson-Arnott, 1975). This idea is
largely based on the observation that the residence times are larger for outer-bar 3-D feature
compared to inner-bar ones, which is also the case for Noordwijk (Section 5.3). However,
changes in cross-shore amplitude (A), and in alongshore migration rate (cm) contribute to
the alongshore non-uniform variability as well. The changes in A were comparable at both
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bars, whereas the alongshore migration rates were larger at the outer bar (Section 5.4.3). In
conclusion, the larger relative importance of Sgross3-D at the outer bar did not result from more
class transitions in time, but was caused by the larger alongshore mobility.
6.4 Discussion
6.4.1 Fraction sensitivity
The results presented above may have been affected by the two filtering operations on
Xy t outlined in Chapter 3, viz. the alongshore smoothing of each crest line and the re-
moval of η-induced variability in cross-shore bar crest position. Both filtering operations
0 200 400 600 800 1000 1200
0
0.2
0.4
0.6
0.8
1
F 2
−D
n
e
t
(a)
Outer bar
0 200 400 600 800 1000 1200
0
0.2
0.4
0.6
0.8
1
F 2
−Dgr
os
s
τ (days)
(b)
0 200 400 600 800 1000 1200
0
0.2
0.4
0.6
0.8
1
Inner bar
(c)
0 200 400 600 800 1000 1200
0
0.2
0.4
0.6
0.8
1
τ (days)
(d)
Figure 6.7. Fractions alongshore uniform bar behaviour F2-D at the outer (left column) and the inner
bar (right column) based on the net (upper row) and the gross method (lower row). Dotted line: 2-D
and 3-D noise removed; solid line: with 2-D noise, but 3-D noise removed; dashed line: with 3-D
noise, but 2-D noise removed. Note that in (c) and (d) the dotted and dashed lines overlap almost
perfectly.
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were necessary to remove noise inherent in videoed Xy t, namely the alongshore varying
pixel-related errors (‘3-D noise’, Section 3.2.2) and the temporally varying η-induced off-
set between the videoed and actual bar crest location (‘2-D noise’, Section 3.3). The effect
of the 3-D noise on Fnet2-D and Fgross2-D was, however, small, since net and gross F2-D values
based on Xy t without alongshore smoothing of the crest lines were virtually identical to
those based on Xy t including alongshore smoothing (Figures 6.7a and b). In contrast,
keeping 2-D noise in Xy t resulted in considerable (20% on average) overestimation of
Fnet2-D and Fgross2-D , especially over intra-annual time spans, thus obscuring the increase in F2-D
with τ . This highlights the importance of removing 2-D η-induced noise from videoed bar
crest data before any further analysis.
6.4.2 Comparison to the literature
The results clearly showed that the relative importance of alongshore uniform bar behaviour
increases with time span, confirming the suggestion by Ruessink et al. (2000). Existing lit-
erature values on the importance of 2-D bar crest change were based on (complex) eigen-
function analysis, which yields fractions analogous to F gross2-D , because eigenfunction anal-
ysis considers both day-to-day variability and trends. Although the values reported for
the inner bar at Egmond, Netherlands (Ruessink et al., 2000), and at Duck, N.C., U.S.A.
(Lippmann & Holman, 1990) are not exactly equal to the gross fractions for the inner bar
at Noordwijk, they lie close to once the standard deviation around the mean (Figure 6.8).
This close resemblance is fascinating, as the sites differ in the amount of morphological
change. Generally, the inner bar at Duck is more mobile, both 2-D and 3-D, judging from
the faster cross-shore bar migration rates (e.g., Gallagher et al., 1998) and the shorter res-
idence times of non-linear structures (Lippmann & Holman, 1990). The two Dutch sites
also differ in rates of change, with faster offshore migration rates at Noordwijk than at
Egmond (Wijnberg & Terwindt, 1995). However, more observations are needed to further
Figure 6.8. Overview of the gross frac-
tions alongshore uniform bar behaviour
Fgross2-D as a function of time span τ for in-
ner bars, based on present work at Noord-
wijk (Æ) and eigenfunction-based values
at Egmond (Ruessink et al., 2000, ) and
Duck (Lippmann & Holman, 1990, ).
Vertical bars represent  one standard de-
viation (see Figure 6.3).
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validate the correspondence in the fractions alongshore uniform behaviour as a function
of the time span at Duck, Egmond and Noordwijk. Besides, the generality of this relation
has still to be explored. Maybe, the correspondence in the time span dependence and even
the presence of a time span dependence is only valid for sites characterised by net offshore
bar migration, such as Duck, Egmond and Noordwijk (e.g., Wijnberg & Terwindt, 1995;
Plant et al., 1999; Ruessink et al., 2001). The availability of more and more long term
data sets around the world revealed that net offshore bar migration occurs at other coasts as
well. Recently, net offshore bar migration has been described for Wanganui, New Zealand
(Shand & Bailey, 1999) and Hasaki, Japan (Kuriyama & Lee, 2001). Further testing of
the generality of the observed time span dependence is anticipated in the near future, using
data collected at other ARGUS sites.
The fractions Fnet2-D and Fgross2-D were found to be independent of cross-shore location, sim-
ilar to the findings of Plant & Holman (1998) at Duck, although the outer bar crest change
was slightly more alongshore uniform than the inner bar crest change. This suggests that
the relative importance of 2-D and 3-D bar crest change is influenced by the nature of the
bar (outer versus inner), instead of the cross-shore location. Lippmann et al. (1993) showed
that, for similar offshore wave conditions, the landward bar at Duck migrated further off-
shore without the presence of a seaward bar, thus showing larger 2-D bar crest variability.
This points to the ability of the outer bar to filter the incoming wave energy, thereby re-
ducing the 2-D mobility of the inner bar, conform earlier suggestions by Lippmann et al.
(1993) and Ruessink & Terwindt (2000).
6.4.3 Implications
Despite common practice, the application of profile models to predict cross-shore bar
change does not appear to be straightforward, given the observed importance of along-
shore uniform to total bar crest change over weekly to monthly time spans. Alongshore
non-uniform bar crest change will cause the sediment budget of individual profiles to be
non-closed (Sonu & Russell, 1966), thereby violating the key assumption of profile models.
Van Rijn (2000) suggested that profile models can still be applied to an alongshore aver-
aged cross-shore profile, provided that the averaging is performed over a sufficient wide
area to remove all alongshore bathymetric variability. Another approach may be area mod-
elling (e.g., Elias et al., 2000), although area models are yet not as sophisticated as profile
models. Nonetheless, it is clear that alongshore bathymetric variability cannot be simply
ignored, neither from field nor from model studies.
6.5 Summary and conclusions
The relative importance of alongshore uniform and non-uniform bar crest change were
computed from a 3.4-year videoed data set of 391 (632) alongshore outer (inner) bar crest
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lines at Noordwijk using a net and gross technique based on the mean sum of squares of
alongshore uniform and non-uniform bar crest change. The net method only considers
trends in bar crest change over a specific time span, whereas the gross method also re-
flects the variability within that time span. The relative importance of alongshore uniform
bar crest change increased with the time span. For time spans smaller than  50 days for
the outer and  130 days for the inner bar, net bar crest changes were mainly alongshore
non-uniform (Fnet2-D  05), whereas for larger time spans alongshore uniform changes domi-
nated (Fnet2-D  05). Gross fractions showed slightly more (25% on average) 3-D behaviour,
or reversely less 2-D behaviour, because day-to-day bar crest changes were mainly 3-D.
Generally, 2-D bar crest change was considerably larger (factor 2.5) at the outer than at
the inner bar, except for the weekly changes which were about equal. In combination with
3-D bar crest change, which was slightly larger (factor 1.4) at the outer bar for all time
spans, this resulted in a larger relative importance of 2-D bar crest change at the outer bar.
This increase, however, did not depend on the cross-shore bar position itself, but suppos-
edly reflects the nature of the bar (outer or inner). Intriguingly, the gross fractions found
for Noordwijk are similar to equivalent eigenfunction-based fractions reported for Egmond
and Duck, suggesting that the relative importance of 2-D and 3-D bar crest change is site-
independent, regardless of the absolute amount of bar crest change. The dominance of 3-D
behaviour for time spans smaller than 50 days casts doubt on the common use of process-
based cross-shore profile models to compute bar behaviour at weekly time scales. In the
next chapter, the predictive capabilities of process-based cross-shore profile models are fur-
ther tested, focusing on the accuracy of the predictions over a range of time scales given
the present uncertainties in free model parameters, such as bed roughness.
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7 Testing modelling approaches for
nearshore bar behaviour
7.1 Introduction
Chapters 4 and 5 provided phenomenological knowledge on 2-D and 3-D bar behaviour,
such as typical temporal and spatial scales and typical sequences in bar evolution. This
knowledge is used here to evaluate existing modelling approaches for 2-D and 3-D bar
behaviour, thereby fullfiling the last objective of this thesis. Section 7.2 concentrates on
2-D bar behaviour, while Section 7.3 deals with 3-D bar behaviour.
7.2 Models for 2-D bar behaviour
7.2.1 Introduction
Process-based cross-shore profile models have become standard tools to compute 2-D bar
behaviour (e.g., Roelvink & Stive, 1989; Nairn & Southgate, 1993; Southgate & Nairn,
1993; Soulsby, 1998; Grasmeijer et al., 2000). They aim to predict morphological change
from short-term hydrodynamical processes, such as wave asymmetry and undertow, and as-
sociated sediment transport. Despite the significant improvements in process-knowledge in
the last decades, existing process-based models are generally not believed to produce sen-
sible results over long time scales, such as years or decades (Stive et al., 1995; De Vriend,
1997). One reason is the significant built-up of numerical errors when the number of time
steps becomes large. Ultimately, this will lead to unrealistic results. Another reason is the
uncertainty in the values of the free model parameters, such as the bed roughness, which are
used to fit the model results to observations. Model calibration against laboratory experi-
ments and short (few weeks maximum) field campaigns have narrowed-down the values of
the free parameters to specific ranges. Nonetheless, it can be expected that the outcome of
a process-based model in terms of bar position may still vary considerably for fixed initial
and offshore input conditions, when the model is run with slightly different, but still realis-
tic free parameter settings. These variations can be considered as a bandwidth around the
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predictions of the most likely parameter settings and thus represent inherent model inac-
curacy because of uncertainties in the values of the free model parameters. In this section,
the bandwidths around the bar position predicted by a state-of-the-art process-based profile
model are compared to the observed 2-D bar dynamics discussed in Chapter 4. This pro-
vides insight in the predictive capabilities of the model. Ideally, the computed bandwidth
should be less than the natural dynamics.
The applied model is the CROSMOR model (version 1.3, e.g., Van Rijn, 1998a; Gras-
meijer & Van Rijn, 1998), developed at Utrecht University. The model is briefly introduced
in Section 7.2.2. Then, an overview of the free model parameters is given (Section 7.2.3).
The effect of the variability in the free model parameters on bar migration, and the band-
width in predicted bar crest position are described in Section 7.2.4. Finally, the capabilities
of CROSMOR, and the generality of the present findings are discussed in Section 7.2.5.
7.2.2 Crosmor
CROSMOR is a process-based morphodynamic cross-shore profile model and thus includes
the interaction between hydrodynamic conditions, sediment transport and bed profile evo-
lution (see Figure 1.2). This means that the hydrodynamics (waves and currents) adjust to
the changing bed morphology, which in turn develops as a function of the hydrodynamics
and the sediment transport. CROSMOR thus consists of three main modules, the hydrody-
namics, the sediment transport and the bed profile evolution. Each of them will be briefly
described below.
Hydrodynamics
The hydrodynamics module consists of various submodules, predicting the cross-shore
wave transformation, and the cross-shore evolution of wave orbital velocities and of mean
(averaged over many wave periods) cross-shore and alongshore velocities. The wave sub-
module, described extensively in Van Rijn & Wijnberg (1996), is based on a wave-by-wave
approach, which implies that the propagation, transformation (shoaling) and breaking of
individual waves are described by a probabilistic model. The individual waves shoal until
an empirical criterion for wave breaking is satisfied. Wave height decay due to bottom fric-
tion and breaking is modelled using an energy dissipation method. Wave-induced set-up
and set-down are computed from the cross-shore momentum balance. The near-bed orbital
velocities of the high-frequency ( 005Hz) waves are described by the method of Isobe &
Horikawa (1982), which was modified by Grasmeijer & Van Rijn (1998) to be used with
local wave conditions. Low-frequency wave effects are neglected. The depth-averaged
alongshore current velocity is obtained from the depth-integrated and time-averaged along-
shore momentum balance between wave, wind and tidal forcing, and bottom stress and lat-
eral mixing. Lateral mixing is included as a diffusion term (Longuet-Higgins, 1970) with a
cross-shore constant and time-independent horizontal eddy viscosity. The depth-averaged
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return current under the wave trough of each individual wave (undertow) is derived from
linear mass transport. Streaming in the wave boundary layer due to viscous and turbulent
diffusion of fluid momentum is also taken into account.
Sediment transport
The sediment transport rate is modelled for each wave class based on the computed wave
height, the orbital velocities, and the depth-averaged cross-shore and alongshore currents.
The net total sediment transport rate is obtained as the sum of the net bed load (qb) and
the net suspended load (qs) transport rates. The net bed-load transport rate is computed by
time-averaging (over the wave period) of the instantaneous transport rate using
qb  05
D50 ρs
D03

τbcw τcr
τcr

τbcw
ρs
(7.1)
where D50 is the median grain size, ρs is the sediment density (=2650 kg/m3), D is the
particle parameter (Van Rijn, 1993), τbcw is the bed shear stress due to currents and waves
and τcr is the critical bed shear stress. The net suspended load transport is obtained as
the sum of the current-related (qsc) and the wave-related (qsw) transport components. The
current-related suspended load transport is defined as the transport of sediment particles by
the time-averaged current velocities
qsc 
 h
a
cudz (7.2)
where c is the time-averaged concentration, u is the time-averaged current velocity, z is the
height above the bed, a is the reference height, and h is the still water depth. The time-
averaged concentration distribution is computed from the classical convection-diffusion
equation, see Grasmeijer et al. (1999) for further details. The wave-related suspended
sediment transport is defined as the transport of sediment particles by the oscillating fluid
components (Grasmeijer et al., 1999),
qsw  kas
U4onU4off
U3on U3off
 h
a
cdz (7.3)
where kas is a dimensionless asymmetry factor and Uon and Uoff are the peak onshore and
offshore orbital velocity, respectively. The asymmetry factor was introduced by Houwman
& Ruessink (1996) and can be considered as a measure for the coherence and phase lag
between the velocity and sediment concentration signal.
Bed evolution
Bed level changes follow from the mass-conservation balance,
dz
dt 
µ
ρs
dq
dx  (7.4)
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Figure 7.1. Cross-shore profile used in model runs. Measured JARKUS profiles along section 79.000
and 79.250 of 1996 were averaged.
where µ accounts for the porosity ν of the bed (µ  1ν1, with ν  04).
7.2.3 Model runs
Input conditions
The input into the model consists of the initial cross-shore profile and time series of offshore
wave parameters (height, period, direction) and water level. The initial profile, shown
in Figure 7.1, contains two bars, located at  200 m and  370 m, respectively. The
applied cross-shore grid fined in the onshore direction from 100 m at the offshore boundary,
located in 15-m depth, to 2 m near the shoreline. Initially, it was intended to run the
model for a year of measured hydrodynamic conditions, thus covering weekly, monthly
and yearly scales (see Chapter 4). However, most models runs already became unstable
after three months (see Table 7.1). Therefore, only the results for the first three months are
discussed here. The used time series of Hrms, T13 and θ over these three months are shown
in Figure 7.2. The wave parameters were measured at IJmuiden (Chapter 2), and Hrms
and θ were transformed to 15-m depth using linear wave theory accounting for shoaling
and refraction. Missing IJmuiden data were replaced by data from Meetpost Noordwijk
(Chapter 2) also transformed to 15-m depth. As expected for the end of October to the
beginning of January, low-wave conditions occurred less frequently than typical within an
entire year, whereas high wave conditions occurred more frequently (Figure 7.3, compare
dotted line and drawn lines). The 1-year period was largely representative of the long term
(compare thin and thick lines in Figure 7.3). Offshore water levels measured at Meetpost
Noordwijk were used. The computational time step was adjusted to the offshore Hrms,
ranging from 1 hour for Hrms  05m to 100 s for Hrms  35m.
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Figure 7.2. Time series of (a) Hrms, (b) T13 and (c) θ used for model runs. Time starts at 25 October
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Figure 7.3. Histograms of Hrms based on
(a) the 3-month period shown in Figure 7.2
(dotted line), (b) the intended 1-year pe-
riod (thin line; 25 October 1996 - 25 Oc-
tober 1997), and (c) a 5-year period (thick
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Free model parameters
Based on earlier sensitivity tests of the CROSMOR model, Van Rijn (1998a) concluded that
the model output is most sensitive to the bed roughness, the strength of the undertow, the
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Table 7.1. Overview CROSMOR runs
Run rc rw krip kas Nw D50 Run time
(m) (m) µm (months)
1 0.04 0.02 1.0 0.1 6 200 8.1
2 0.03 0.01 1.0 0.1 6 200 3.8
3 0.05 0.03 1.0 0.1 6 200 1.1
4 0.04 0.04 1.0 0.1 6 200 1.1
5 0.02 0.02 1.0 0.1 6 200 1.1
6 0.04 0.02 0.8 0.1 6 200 3.5
7 0.04 0.02 1.2 0.1 6 200 5.0
8 0.04 0.02 1.0 0 6 200 3.5
9 0.04 0.02 1.0 0.05 6 200 1.5
10 0.04 0.02 1.0 0.2 6 200 5.4
11 0.04 0.02 1.0 0.1 6 150 1.1
12 0.04 0.02 1.0 0.1 6 175 3.5
13 0.04 0.02 1.0 0.1 6 250 3.5
asymmetry of the orbital velocities and sediment characteristics. The effect of the these
factors on the model accuracy may be estimated by changing the following free model
parameters within realistic ranges:
 The current-related and wave-related bed roughness rc and rw: The current- and
wave-related bed roughness belong to the most common fit parameters in process-
based models (Walstra, 2000). They influence several hydrodynamic processes, which
makes it difficult to predict their effect on bar migration a priori. rc mainly effects the
strength of the mean currents, whereas rw effects the wave height and the steepness
of the concentration profile (Grasmeijer & Van Rijn, 2001). The optimum values and
realistic ranges vary from model to model, but in general both roughness height are
O(cm). Typically, the value for rc is larger than the value for rw, because the bottom
boundary layer for currents is larger than for waves (Walstra, 2000). Here, rc was
varied between 0.02 m and 0.05 m, and rw was varied between 0.01 m and 0.03 m.
 The rip factor, krip (Grasmeijer et al., 2000): Changing the rip-factor artificially in-
creases or decreases the predicted undertow. Initially, the rip factor was introduced
to account for the effect of rip currents, but it may also be used to test the model
sensitivity to slight errors in the computation of the undertow. Here, krip was varied
between 0.8 and 1.2, corresponding to a 20% underestimation and a 20% overesti-
mation of the undertow, respectively.
 The asymmetry factor, kas: Field and laboratory experiments have indicated that the
asymmetry factor lies in the range between 0 and 0.3 (Houwman & Ruessink, 1996;
Grasmeijer et al., 1999). Here, kas was varied between 0 and 0.2.
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 The median grain size, D50: Although the grain size varies spatially and temporally,
this variation is usually insufficiently known to be incorporated in the model. There-
fore, a constant value was chosen. The resulting error is estimated by varying D50
between 150 and 250 µm, which is comparable to the observed variability at Noord-
wijk (Section 2.2).
In total, 13 runs were performed, which are summarised in Table 7.1. The first run is the
base run (shown in bold), i.e. the run with default or optimum values for all parameters
based on earlier calibrations of CROSMOR on laboratory and field data. In the base run, rw
is 0.02 m, conform the optimum value found by Grasmeijer et al. (2000) based on measured
concentration profiles, and rc is 0.04 m, conform Walstra (2000). Further, krip  1 meaning
that the undertow is not artificially increased or decreased. By default, kas is set at an
intermediate value of 0.1. The default D50 was set to 200 µm, corresponding to the mid
of the typical observed range at Noordwijk. In the subsequent runs, one of the above
mentioned free parameters is varied (indicated in italics), the other parameters are kept at
their default values (only rc and rw are occasionally varied simultaneously). Preliminary
sensitivity tests showed that the number of wave classes should be between 3 to 6 to produce
accurate results (conform Van Rijn, 1998a). More than 6 classes yield almost identical bar
positions (but increases the computation time proportionally), whereas less than 3 classes
quickly results in unstable model predictions. Accordingly, an optimum of 6 classes was
used in all runs. The horizontal eddy viscosity was set to 1 m2/s in all 13 runs.
7.2.4 Results
Generally, the profile evolution was characterised by coherent bars that moved onshore or
offshore. Only occasionally, one of the bars split up into two parts which subsequently
behaved independently. The coherent profile evolution allows to concentrate on the bar
crest position only, computed as the position of the maximum perturbation, which was
reflected by the ARGUS intensity peaks as well (see Section 3.3.2). Time series of predicted
inner and outer bar crest position as a function of variations in rc, rw, krip, kas and D50 are
shown in Figures 7.4–7.7. In all plots the base run is shown with the thick drawn line.
The effect of changes in rw and in rc vary widely, and systematic trends are hard to
detect. The bars seem to migrate faster offshore for smaller bed roughness heights (e.g.,
compare thin and thick drawn lines in Figure 7.4a). However, faster migration rates are
also observed for larger bed roughness heights (e.g., compare thin and thick drawn lines
in Figure 7.4b). The bed roughness heights largely influence the stability of the model for
long term runs. The combination of rc  004 m and rw  002 m is by far the most stable
configuration. In this case the model runs without instabilities for a simulation time of about
8 months, whereas the model already crashes after a simulation time of about 1 month for
other combinations of rc and rw (runs 3–5, Table 7.1). The effects of variations in krip and
kas are shown in Figures 7.5 and 7.6, respectively. Obviously, krip and kas directly influence
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Figure 7.4. Effect of rw and rc on predicted inner and outer bar crest position.
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Figure 7.6. Effect of kas on predicted inner
and outer bar crest position.
the cross-shore bar migration rate; krip controls the undertow and thus the offshore directed
transport, whereas, kas determines the onshore asymmetry transport. A 20%-increase of
the undertow has approximately the same effect on the profile evolution as ignoring the
asymmetry transport (i.e., kas  0; compare Figures 7.5 and 7.6). Both a 20%-decrease in
the undertow and an increase in the efficiency factor for the asymmetry transport result in
small landward migration rates (Figures 7.5 and 7.6). The effect of variations in D50 on the
profile evolution is of the same magnitude as predicted for the range in krip and kas. The
offshore bar migration rate rapidly increases, as D50 decreases (Figure 7.7).
Time series of sand bar position for all model runs show that the variability in the model
predictions is rather large (Figure 7.8). For each time t, a wide range of bar positions is
predicted, generally scattered around the observed bar position, indicated with the large
dots in Figure 7.8. Despite the large variability between the individual runs, most predicted
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Figure 7.7. Effect of D50 on predicted inner
and outer bar crest position.
time series reproduce the main characteristics of the observed time series, namely the net
offshore-directed trends and the main jumps in bar location, associated with groups of
storms. Overall, the base run closely resembles the observed bar position.
To compare the variability in bar crest position between the model runs with the ob-
served variability, the most shoreward xmmin and the most seaward predicted bar location
xmmax were determined for each t (Figure 7.9a). The variability in the model runs, Sm,
is subsequently quantified by the difference between xmmin and xmmax (Figure 7.9b). The
natural variability ∆X1t is quantified from the observed net change in bar position since
day 1, i.e.
∆X1t  Xt X1 (7.5)
where Xt is the observed bar location at time t and X1 is the observed bar location at day 1
(Figure 7.9b).
First, the results for Sm and ∆X1t are investigated as a function of t to determine for
which time scales the observed variability in bar position is larger than the variability be-
tween the model runs. Both for the outer and for the inner bar, Sm increase with t (Fig-
ures 7.10a-b). The increase is rapid for the first  20 days, coinciding with a large group
storms in the beginning of the simulation period (see Figure 7.2a). Around t  35 days,
Sm suddenly drops about 20 m, because the run with the most seaward bar location (run 5)
is terminated and Sm is forced to follow another run (run 6). After this drop, Sm remains
 50 m at the outer bar, whereas Sm gradually increases from  20 m to  40 m at the
inner bar. Furthermore, Sm is larger for the outer than for the inner bar, indicating that the
outer bar is most sensitive to uncertainties in the values of the free model parameters. The
initial rapid increase in the model variability is, however, smaller than or comparable to the
observed variability in bar position during the first 10 days (Figures 7.10a-b).
Second, the direction of the model predictions is compared to the direction of the ob-
served bar changes to determine for which time scales the bar position is always predicted
correctly. Both bars migrate in a net offshore direction during the entire 3-month period
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Figure 7.8. Time series of bar position based on the observations (large dots) and model predictions
(dotted and drawn lines). Drawn line corresponds to the base run. The maximum perturbation outer
and inner bar positions in the inital profile (Figure 7.1) are located 38 m and 26 m seaward of the
initial ARGUS-based bar positions, respectively. This offset (see equation 3.1 in Section 3.3.1) is
removed from all model based bar positions.
(Figures 7.10c-d). The range of model predictions, bounded by xmmin and xmmax, show
net offshore migration as well during the first 10 days for the outer bar and during the
first 25 days for the inner bar (Figures 7.10c-d). Afterwards, the most landward model
predictions are landward instead of seaward of the initial bar location.
7.2.5 Discussion and conclusion
CROSMOR was found to be able to make sensible predictions of the bar migration over
time scales up to 10 days, i.e. on the lower range of the weekly time scales as defined in
Chapter 4. At these time scales, however, only a small part of the variability is alongshore
uniform (see Chapter 6). At longer time scales, the variability in the model predictions is
much larger than the natural variability, and even the direction of the net migration is not
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Figure 7.9. Definition of the model and natural variability.
necessarily predicted correctly. In the present state, the model is unable to compute the
profile evolution over monthly to yearly time scales for most combinations of free model
parameter values, because the model becomes numerically unstable. The present findings
are, however, based on a single realisation of hydrodynamic input conditions using a single
model. Below, the representativeness of the used hydrodynamic time series and of the used
cross-shore profile model are discussed.
The model variability Sm was observed to increase mainly during the high-energetic
period at the beginning of the used time series. Had the time series started with a low-
energetic period, the model might have been applicable over time scales longer than 10 days.
However, events with Hrms  3 m are observed throughout the year (probability of oc-
curence 3%). The model variability thus likely becomes larger than the observed variability
within three months. Moreover, process-based profile models are essentially designed and
tuned to be storm-response models (Sutherland, 2001).
It is difficult to say to what extent the present findings are valid for other process-
based profile models, because inter-comparisons of several models, using the same input
conditions are scarce. Existing model comparisons (Roelvink & Brøker, 1993; Van Rijn
et al., 2001) show that different models vary slightly in the predicted hydrodynamics and
morphology, but perform equally well compared to measurements. Expectedly, the model
uncertainties are comparable as well. Generally, the model uncertainties depend on the ex-
act model formulations, and on the free parameters, which may vary between the models.
However, most models contain the same free parameters, and the bandwidths of individual
parameters largely overlap, both suggesting comparable model uncertainties. In conclu-
sion, the correspondence in model performance and in model uncertainties imply that the
present findings may be valid for other models as well.
At this stage, the question rises whether improving the model and refining the cali-
bration of the free model parameters may increase the range of time scales over which
sensible predictions can be made. It should be noted that optimum values for the short term
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Figure 7.10. Natural and model variability as a function of time for (a) the outer and (b) the inner
bar. Modeled and observed bar position for (c) the outer and (d) the inner bar.
not necessarily equal optimum values for the long term. For example, actual bed rough-
ness heights may vary in time as bed form dimensions change. As a result, the optimum
value for a short high-energetic period may differ from the optimum value for a longer
period with alternating high- and low-energetic periods, meaning that the free model pa-
rameters are time scale dependent. Predictions of bed roughness heights based on predicted
bed forms may theoretically account for such temporal variations. However, in practice,
constant bed roughness heights usually give the best results, see als Houwman & Van Rijn
(1999). Besides, the model appears to be very sensitive to the sediment grain size, D50. The
value for D50 is based on direct measurements, but the actual value may vary considerably
in space and time (Guille´n & Hoekstra, 1996, 1997). Knowledge of the spatial sediment
distribution, and incorporating selective sediment transport may reduce the uncertainty in
the grain size. Although the used version of CROSMOR can already deal with selective
sediment transport by using multiple fractions (Van Rijn, 1998a), the present computations
were based on a single grain size. Besides, cross-shore variations in grain size were not
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included. Nevertheless, uncertainties in free model parameters remain, even for improved
models. Consequently, process-based profile models still should be used on time spans
for which they are calibrated, i.e. weekly time scales at the moment. As 3-D behaviour
dominates on weekly time scales (Chapter 6), process-based cross-shore profile models
should either be used in an alongshore averaged sense (see Section 6.4.3), or be calibrated
on larger, i.e. monthly time scales. ARGUS data may be used to calibrate process-based
profile models on monthly time scales, for instance, through means of data assimilation.
7.3 Models for 3-D bar behaviour
7.3.1 Introduction
Process-based area models, such as those described in Roelvink & Van Banning (1994)
and Walstra et al. (2001), are the 3-D counterparts of process-based profile models and
may be used to predict the development and evolution of 3-D features in bathymetry. At
the moment, these area models are in their infancy (at least compared to profile models)
and field validation has started only recently (Elias et al., 2000; Walstra et al., 2001). Be-
sides, the underlying mechanisms for the development and evolution of 3-D features are
not well understood, and as a consequence, their prediction by existing area models is
generally poor (Reniers et al., 2001). Apart from the process-based area models, a broad
range of simplified area models has been proposed to simulate the generation of 3-D fea-
tures. Most of these models are designed for rhythmic features like crescentic features or
rips, which received most attention because of their striking regularity, but some models
may produce irregular features as well. Generally, rhythmic bar models are categorised
as either template or self-organisation models. This distinction is based on fundamentally
different views on the coastal system underlying these models. In template models, a 3-D
pattern in the hydrodynamics (i.e., ’the template’) forces the generation of a 3-D pattern
in the morphology; there is no feedback between the hydrodynamics and the morphology.
In contrast, hydrodynamic templates are neglected in self-organisation models. Instead,
3-D features may be formed through a positive feedback between the hydrodynamics (and
sediment transport) and the morphology. Both template and self-organisation models are
reviewed here (Section 7.3.2). Subsequently, the characteristics of 3-D bar behaviour are
summarised based on the Noordwijk analyses presented in Chapter 5 and additional anal-
ysis of a crescentic morphology at Duck, N.C, U.S.A. (Section 7.3.3). Finally, the existing
template and self-organisation models are evaluated by comparing the field characteristics
to the models (Section 7.3.4).
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7.3.2 Review models for 3-D bar features
In this section, template and self-organisation models for the generation of rhythmic bar
morphology are described based on the literature, focusing on the model characteristics, the
generation mechanism and the predicted morphology. The model characteristics, including
the input conditions and the processes, and the essential requirements for the generation
mechanism are summarized in the upper part of Table 7.2. The lower part of this table
gives an overview of the characteristics of the predicted morphology.
Template models
Motivated by the similarity in alongshore length scale of infragravity waves (waves with
typical frequencies of 0.005–0.05 Hz) and rhythmic bar features, Bowen & Inman (1971)
investigated the theoretical effect of low-mode, monochromatic alongshore standing edge
waves on the sediment transport on a plane sloping beach, where edge waves are waves
bound to the coast by reflection and refraction. Bowen & Inman (1971) showed that such
edge waves produce a pattern of residual (or drift) velocities just above the bottom bound-
ary layer, which may rearrange the sediment into a crescentic bar with an alongshore wave
length equal to half the edge wave length. Holman & Bowen (1982) extended upon the
ideas of Bowen & Inman (1971) by coupling the drift velocities patterns to a simple sus-
pended load transport model. In this model, short waves stir the sediment which is subse-
quently redistributed by the edge wave drift velocities. This implies that the generation of
rhythmic topography is likely to take place seaward of a narrow surf zone, as within the
surf zone other transporting mechanisms may dominate over the edge wave drift veloci-
ties (Holman & Bowen, 1982). As expected, Holman & Bowen (1982)’s model confirms
the generation of crescentic bars in response to the drift velocity pattern generated by two
low-mode edge waves of the same frequency, but travelling in the opposite direction (i.e.,
producing an alongshore standing edge wave). In addition, their model shows that rhyth-
mic bar development may occur for any combination of two or more edge waves of the
same or different modal number, provided they have the same frequency and possess a
non-random phase coupling. Usually, alongshore regular rhythmic patterns are produced.
In case of more than two phase-coupled edge waves an alongshore irregular pattern devel-
ops, although this pattern is still rhythmic over long distances. The effect of the evolving
3-D features on the edge waves is not considered, although the 3-D features reach finite
amplitude in the model. Later theoretical work by Chen & Guza (1998) has shown that
a low-mode edge wave progressive over a pre-existing rhythmic morphology may scatter
a significant amount of incident low-mode edge wave energy in the same or opposite di-
rection of the incident edge wave. The effect hereof on the pre-existing morphology is,
however, unknown.
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Self-organisation models
The development of ripples under influence of a steady current suggests that sediment may
also be organised into regular patterns without any external spatial pattern in the hydrody-
namics. This formation of regular patterns without a hydrodynamic forcing is known as
self-organisation. A wide range of self-organisation models have been developed to de-
scribe the generation and, partially, the evolution of 3-D features in nearshore bars. The
models include linear stability models, full-scale non-linear models and abstracted models.
All three approaches are described below.
Linear stability models
Linear stability models are morphodynamic models and thus consist of three main interre-
lated modules, containing the equations to describe the hydrodynamics (both currents and
waves), the sediment transport and the morphology. Linear stability analysis is performed
using a perturbation method and is carried out along the following steps. First, the model
equations are solved in the steady state, resulting in the so-called basic state (i.e., the initial
bed profile). Most models start from a planar profile (Hino, 1974; Christensen et al., 1994;
Vittori et al., 1999; Falques et al., 2000; Ribas et al., 2000), whereas only Deigaard et al.
(1999) start from a single-barred profile. Second, small periodic perturbations are superim-
posed on the basic state, affecting the hydrodynamics. The model equations are reformu-
lated for the perturbed hydrodynamics, thereby omitting all terms of higher order than one
(i.e., linearization). This procedure is repeated for a range of periodic perturbations differ-
ing in alongshore length. For each perturbation, the growth rate and the phase speed (i.e.,
a measure for the alongshore migration rate) are computed. Neglecting non-linear effects
may be justified as long as the amplitude of the features is still small compared to the depth
(small amplitude assumption). Linear analysis is thus restricted to the initial development
of 3-D features. The final amplitude cannot be estimated. It is generally assumed that
the periodictity with the fastest growth rate corresponds to the final configuration observed
in nature (and developing if the coast was given a random perturbation). The predicted
alongshore lengths are O102m and are usually assumed to scale with the surfzone width,
which equals the distance shoreline-bar in case of a single barred profile. Based on sensi-
tivity tests, Deigaard et al. (1999) suggest an increase in alongshore length with increasing
volume of water in the shoreward located trough. In the model by Vittori et al. (1999), the
alongshore length scales with the alongshore length of an edge wave with the same period
as the incident waves (i.e., synchronuous) excited by the bed perturbations.
Below, an overview is given of the formulation of the hydrodynamics and sediment
transport, with emphasis on the similarities and dissimilarities between the individual mod-
els. In all models, the flow is described by the depth integrated equations for mass and
momentum conservation. The models differ widely in the description of the wave motion.
Part of the models are formulated for monochromatic waves, and wave breaking is included
using the saturated surf zone hypothesis (H  γh, where H is the wave height, h is the water
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depth and γ is a constant of O(1)) (e.g., Falques et al., 2000; Ribas et al., 2000). In other
models (Christensen et al., 1994; Deigaard et al., 1999), a parametric wave model, like the
Battjes & Janssen (1978), model is applied to compute wave breaking. In contrast, Vit-
tori et al. (1999) neglect wave breaking, as their model is developed for rhythmic patterns
well outside the surf zone. Besides, the models differ in the constraints on the angle of
incidence, while some can cope with oblique wave incidence, others can handle normally
incident waves only (see Table 7.2). Furthermore, not all models include wave refraction
on the evolving bathymetry. In addition to the variability in the description of the wave
field and wave processes, the models differ in the formulation for the sediment transport.
In most models, the sediment transport qxy is formulated as the product of a cross-shore
proportionality factor αx and the time-averaged mean flow uxy,
qxy  αx uxy (7.6)
where αx may be considered as a measure for wave stirring. Hino (1974) and Christensen
et al. (1994) assumed αx to be a cross-shore constant, whereas Falques et al. (2000) ap-
plied a spatially varying αx. Falques et al. (2000) found that crescentic bars formed only
when αx inside the surf zone increased faster than the water depth, and remained constant
or decayed in the seaward direction outside the surf zone. Often, a diffusion term is added
to the right-hand-side of Eq. 7.6, which accounts for smoothing of the perturbations when
reinforcing positive feedback mechanisms are lacking. Deigaard et al. (1999) calculated
the sediment transport as the sum of the bed load and the suspended load transport, thereby
taking into account the full concentration and velocity profile. Interestingly, these sediment
transport formulations, although more sophisticated, produce similar cross-shore changes
in sediment transport rates as the parametrisations by Falques et al. (2000).
Linear stability models rely on a positive feedback mechanism between the hydrody-
namics, sediment transport and the evolving bathymetry which reinforces the initial per-
turbation. The exact physical mechanism causing this feedback differs slightly between
the models depending on the description of the hydrodynamic and sediment transport pro-
cesses. Generally, the smaller water depth at the positive perturbations locally reinforces
wave breaking, generating an onshore flow over the perturbation to balance the cross-shore
gradient in the radiation stress. Owing to the intensified wave breaking at the perturbation,
the water level setup landward of the perturbation is larger than elsewhere. The resulting
alongshore water level gradient generates an alongshore flow away from the perturbation,
and where the alongshore flows meet, i.e. halfway between two perturbations, the water is
pushed offshore. The perturbation thus causes a wave-driven circulation current with on-
shore flow over the positive perturbations and offshore flow over the negative perturbations.
In combination with offshore increasing sediment transport rates (Falques et al., 2000), this
circulation produces the following erosion deposition patterns: positive perturbations, as-
sociated with onshore flow, grow into shoals or horns, while negative perturbations, asso-
ciated with offshore flow, erode producing pools or bays. The alongshore alternation of
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pools and shoals is characteristic of a crescentic bar with an alongshore varying bar crest
location. The effect of the perturbation on the wave-driven circulation is essentially the
same for oblique wave incidence, but the circulation is superimposed on a mean wave-
driven alongshore current, resulting in an meandering alongshore current (Deigaard et al.,
1999). The meandering may be slightly out of phase with the bed perturbation owing to the
inertia of the water particles, causing alongshore migration of the rhythmic morphology in
addition to its growth (Deigaard et al., 1999).
Full-scale non-linear models
To predict the amplitude development, non-linear analyses are needed, for example using
full-scale non-linear models. Often, a perturbation method is used, similar to the approach
in linear stability analysis, but the model is not linearized (Caballeria et al., submitted). By
including the non-linear terms, the model can predict the time evolution of the growth rate.
After some time, negative feedback mechanisms retard and eventually stop the growth.
Consequently a finite amplitude will be reached. Besides, the final alongshore length does
not necessarily equal the length of the initially fastest growing mode. Other modes may
take over after a while, resulting in merging or separation of individual perturbations (e.g.
Caballeria et al., submitted). Thus, while linear models can only predict alongshore regu-
lar and temporally constant alongshore lengths, non-linear models can cope with spatial as
well as temporal variability. Again, the alongshore lengths are O102m and are assumed
to scale with the surfzone width. The equations for the hydrodynamics and sediment trans-
port are comparable to those described for the linear stability analyses. Also, the physical
mechanism causing the development of crescentic bar morphology is the same. Caballeria
et al. (submitted) investigated the effect of topographic refraction on the mechanism and
found that topographic wave refraction may even further intensify wave breaking at the
perturbation, as it traps waves at the shoals. When the wave refraction is very strong the
shoals even become attached to the shoreline, generating transverse instead of crescentic
bars (Caballeria et al., submitted).
Abstracted models
The third approach discussed here is a class of models that describe the morphology and the
relevant physical processes in an abstracted way. A well-known example of an abstracted
model in nearshore research is the Werner & Fink (1993) model for beach cusps. Here,
the swash flow on the beach is not described using the shallow water equations, but has
been abstracted considering a discrete number of water particles that move under influence
of gravity. Currently, an abstracted model for crescentic bars is under development (Coco
et al., 2000b), in which the cross-shore bar shape has been abstracted into a triangular
shape and relevant processes like onshore and offshore sediment transport due to the wave
asymmetry and undertow have been abstracted into a non-linear relation between bar crest
depth and net sediment flux. The process abstraction is a way to focus on a single time
scale; the dynamics of that time scale are abstractions of the dynamics at shorter time
134
scales (Werner, 1999). The morphology is also considered at a corresponding larger spatial
scale by slaving the individual sand grains to the bar as an entity.
The abstracted model of Coco et al. (2000b) starts from an a triangular shaped bar on
a sloping profile. To start the simulations, random alongshore variations are imposed in
cross-shore bar position and in bar height. The model subsequently predicts onshore bar
migration where the depth over the bar is smaller than average. The onshore bar migration
is implemented as a rule, which can be considered to reflect the wave-driven flows de-
scribed for the linear stability mechanisms. During onshore migration, the depth becomes
even smaller, so the bar moves further onshore (i.e., positive feedback). Oppositely, the bar
migrates offshore where the depth is larger than average. The bar height decreases during
onshore migration and increases during offshore migration, however, it is essential that the
change in bar height is slower than the change in overall depth (requires critical slope, see
Table 7.2). Diffusion is included as a sort of alongshore flux over the bar crest to account
for spatial coherence in the behaviour. The bars will organize at a spacing such that, to-
gether with the diffusive fluxes, bar migration is minimized. Generally, the spacing of the
rhythmic features scales with the distance between the bar and the shore. The combination
of random variations and diffusion allows for separation and merging of the evolving bar
rhythmicities. Consequently, separation and merging are even essential characteristics of
rhythmic bar development in the Coco et al. (2000b) model.
7.3.3 Field observations
The characteristics of 3-D bar behaviour are summarized based on the Noordwijk analy-
ses, presented in Chapter 5 and additional analysis of a crescentic morphology at Duck,
North Carolina, USA. The Noordwijk data display a sequence of subsequent 3-D shapes.
Consequently, the data not only reveal the temporal and spatial characteristics of single 3-D
shapes, but also give information about the transition of one 3-D shape to another. However,
the observed length scales are large compared to the alongshore coverage of the data. Typ-
ically, only 1–2 full 3-D structures are resolved in the alongshore direction. Consequently,
the statistics about alongshore regularity are rather poor. To increase the knowledge about
the alongshore regularity, additional data from Duck were analysed, showing the generation
and initial development of a crescentic bar with an alongshore length scale of O(100 m).
Noordwijk, Netherlands
At Noordwijk, 3-D features changed in shape between undulating, irregular, crescentic and
intersected by rips. All 3-D features were persistent, with residence times in the order
of months. The alongshore length scales varied between 380 and 2760 m. During their
lifetime, the 3-D features changed in amplitude between 0 and 30 m on a weekly to monthly
time scale. On a weekly time scale, the features were found to migrate back and forth
along the coast with typical rates of O(10 m/day). All 3-D features were characterised
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by some alongshore irregularity. For example, the crescents could be skewed, or their
length changed alongshore. Most class transitions were gradual, resulting from differential
growth in amplitude. Some protrusions grew in amplitude, whereas others decayed, causing
gradual changes in alongshore length on a monthly time scale. A reset of the system (abrupt
class transition) was observed only occasionally, during which the cross-shore amplitude
dropped and a new set of seaward and landward protrusions developed independently of
the previous configuration.
The direct influence of wave forcing on changes in alongshore shape seems to be lim-
ited. Class transitions were observed under a range of conditions which were not unique,
meaning that similar conditions were also observed without class transitions. The type and
wave length of the 3-D features seems to be independent of the wave conditions as well.
The alongshore migration is significantly coupled to the alongshore component of the wave
power, suggesting that the alongshore current moves the features back and forth along the
shore.
Duck, North Carolina, USA
The Duck data set consists of hourly video images of a single shore-parallel bar along a
4-km stretch of coast, centered around the pier at the Field Research Facility (FRF) of
US Army Corps of Engineers (Birkemeier & Holland, 2001) near Duck, North Carolina.
The images, collected hourly from 27 August to 9 September 1998, show the formation
and subsequent evolution of crescentic features (Figure 7.11), following the landfall of
hurricane Bonnie at the FRF. The root-mean-square wave height, measured in 16-m depth
was about 4 m during landfall on 27 August and varied between 0.5 and 2 m during the
remaining period (Figure 7.13a). The images, rectified on a 2550 m grid, have a spatial
resolution of 1–10 m in the cross-shore and 1–60 m in the alongshore direction. From the
rectified images, a barline matrix Xy t was constructed as described in Section 3.2.2. The
first 20 observations did not yet contain crescentic features. Instead, the barlines followed
the large scale (km), gentle shoreline curvature, attributed to geological constraints (Plant
& Holman, 1996), see Figure 7.12a. This curvature, together with the alongshore-averaged
position of each barline (Figure 7.13b) were removed from Xy t to yield the deviation
data set Dy t. This data set contains the generation and evolution of crescentic features,
analysed in the remainder of this subsection.
The deviation lines Dy t are shown in Figure 7.12b. Here, seaward deviations are
displayed by warm colours, whereas cold colours represent landward deviations. Crescen-
tic bars are thus reflected by an alongshore alternation of warm and cold colours. After
a few days (about 20 to 30 observations), crescentic features started to develop with an
alongshore scale of about 300 m in the northern part (negative y) and about 400 m in the
southern part (positive y) (see also Figure 7.11b). The crescentic bars gradually grew in
cross-shore amplitude, as expressed by the increase in alongshore standard deviation σX
136
Figure 7.11. Examples of crescentic bars near Duck. From top to bottom, rectified ARGUS images
of 28 August 1998, 10 hr GMT, 30 August 1998, 22 hr GMT, 2 September 1998, 19 hr GMT and 6
September 1998, 19 hr GMT. Total alongshore distance is 4000 m, and total cross-shore distance is
250 m.
of the deviation lines in time (Figure 7.13c). The crescents migrated along the shore in
alternately northward and southward direction at rates of O(10 m/day) (Figure 7.12b).
The evolution of the crescentic features, in terms of alongshore wave length and regu-
larity therein, was investigated with spectral analysis. From the energy density spectrum of
each deviation line Dy, the spectral peakedness Qp and the location of the spectral peak
were computed. Analogous to Coco et al. (2000a), Qp was computed as
Qp  2
m0
2

∞
0
kSk2dk (7.7)
where m0 is the zero order spectral density moment, k is the alongshore wave number and
Sk is the spectral density. Thus, Qp is a measure for the alongshore regularity of the
crescentic bar length, with high Qp values corresponding to a peaked spectrum, or in other
words to a small alongshore variation in k.
On 30 August, Qp started to increase indicating that crescentic bars started to develop,
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Figure 7.12. Barline data at Duck displayed by (a) mean cross-shore bar position µX , determined
from the first 20 barlines, which did not yet contain crescentic features, and (b) the deviations data.
Warm colours correspond to seaward deviations and cold colours correspond to landward deviations.
generating a regular alongshore length scale (Figure 7.13d). Around 2 September, one of
the crescents separated, generating a new crescent (point A, Figure 7.12b and Figure 7.14),
which did, however, not result in a change in Qp. A few days later, around 5 September, two
other cresents merged (point B, Figure 7.12b) and Figure 7.15), causing Qp to drop from
about 1.3 to 0.8 (Figure 7.13d). The spectral peak shifted from L  300 m on 1 September
to L  400 m on 9 September (Figure 7.13e). This change, however, did not result from a
gradual change in alongshore wave length, but rather from a differential change in cross-
shore amplitude in the southern and northern part of the study area. In the beginning,
the northern crescents with L  300 m had the largest amplitudes and thus dominated the
spectrum. The amplitude of the southern crescents, however, increased faster than that of
the northern crescents. In the end, the southern crescents with L  400 m dominated the
spectrum, resulting in the observed shift in the location of the spectral peak.
138
01
2
3
4
(a)
H r
m
s 
(m
)
150
160
170
180
190
(b)
µ X
 
(m
)
0
5
10
15
20
(c)
σ
X 
(m
)
0
0.5
1
1.5
(d)
Q p
2000 4000 6000 8000 10000 12000
08/27 08/29 08/31 09/02 09/04 09/06 09/08 09/10
200
400
600
S (m2)
(e)
t (month/day)
L 
(m
)
Figure 7.13. Time series of hydrodynamic and morphological parameters at Duck: (a) Hrms, (b)
the alongshore averaged cross-shore position µX , (c) the alongshore standard deviation σX , (d) the
spectral peakedness factor Qp, and (e) spectra of the deviation lines. The semidiurnal variations in
µX visible in (b) are related to tidal water level fluctuations, with more landward locations at high
tide than at low tide, and thus reflect apparent rather than real bar migration (see Section 3.3). In (e),
high spectral densities are displayed by warm colours, whereas low spectral densities are displayed
by cold colours.
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Figure 7.14. Example of separation. Upper
image is of 1 September 1998, 11 hr GMT,
whereas lower image is of 3 September, 1998,
14 hr, GMT. Alongshore scale is 1000 m,
cross-shore scale is 250 m.
Figure 7.15. Example of merging. Upper
image is of 4 September 1998, 14 hr GMT,
whereas lower image is of 5 September, 1998,
17 hr, GMT. Alongshore scale is 1000 m,
cross-shore scale is 250 m.
Summary
Based on the Noordwijk and Duck analyses, the following characteristics are essential for
rhythmic morphology:
 Alongshore length scales of O(100–1000 m).
 Irregular alongshore shape expressed by skewed crescents or alongshore varying
length scales.
 Persistent alongshore shape, with residence times in the order of months.
 Transitions from one rhythmic morphology to another rhythmic morphology are usu-
ally gradually. These gradual changes include separation and merging.
 Direct influence of wave forcing on changes in alongshore shape seems to be limited.
 Changes in amplitude are O(1–10 m) and mainly take place on weekly to monthly
time scales.
 Rhythmic features migrate back and forth along the shore with typical rates of O
(10 m/day), likely forced by the alongshore current.
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7.3.4 Evaluation of models for 3-D bar features
The template and self-organisation models may be tested by comparing the hydrodynamic
requirements and the morphological characteristics, summarized in Section 7.3.2, to hydro-
dynamic and morphological field observations. The hydrodynamic requirements are often
so specific that testing them would require detailed hydrodynamic measurements. As such
measurements are lacking for Noordwijk, the validity of the hydrodynamic requirements
is discussed based on the literature. Essential morphological characteristics of rhythmic
morphology were listed in Section 7.3.3 based on ARGUS field observations.
Hydrodynamic validation
Template models
According to the edge wave model, the rhythmic bars are essentially forced by a template
in the hydrodynamics, consisting of drift velocities caused by edge waves. As this model
was already proposed about 3 decades ago (Bowen & Inman, 1971), considerable effort
has been put in validating this mechanism using hydrodynamic field data. In 1971, edge
waves had not been identified in the field, and Bowen & Inman inferred their existence
from the common presence of rhythmic features. Later field measurements of the surfzone
velocity field showed the presence of edge waves beyond doubt (e.g. Huntley et al., 1981;
Howd et al., 1991). Two equal-frequency edge waves produce a rhythmic bar only when
they dominate the infragravity wave field and are phase coupled. Random phase coupling
or the absence of a dominant edge wave frequency results in a linear bar (e.g., Holman &
Bowen, 1982). It is not known to what degree a particular frequency should dominate the
infragravity field, but it is commonly assumed that there should at least be a significant
peak at this frequency in an energy density spectrum. Huntley (1980) observed such a peak
corresponding to alongshore standing edge waves with wave lengths twice the alongshore
length of the observed rhythmic bars. However, the infragravity peak may have been an
artefact of the measurement position in the surf zone relative to the standing wave struc-
ture. Bauer & Greenwood (1990) found some evidence for an alongshore standing edge
wave with an alongshore wave length matching the developing rhythmic morphology, using
measurements at multiple surf zone locations. However, in inferring the alongshore edge
wave structure, Bauer & Greenwood (1990) used analytical solutions, which are valid for a
plane sloping beach, but may give incorrect results for a barred beach (Holman & Bowen,
1979). Later, the presence of a dominant spectral peak has mainly been investigated from
swash measurements, because all edge waves have an antinode at the shoreline. Some re-
searchers indeed found a dominant spectral peak, although at low confidence levels and for
a restricted data set only (Aagaard, 1990). More extensive swash analyses on barred sites
(Holman & Sallanger, 1993; Ruessink et al., 1998; Holland & Holman, 1999), where 3-D
features are often observed, did not resolve any dominant spectral peak, causing doubt on
the edge wave model. The presence of a whole range of edge wave frequencies and modal
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numbers (i.e., white shoreline spectra) is qualitatively consistent with theoretical consider-
ations based on a random wave field with some directional spread (Gallagher, 1971; Bowen
& Guza, 1978; Lippmann et al., 1997). Huntley (1988) and Haines & Bowen (1988) pro-
vided some field evidence for phase coupling between edge waves of different mode and
equal frequency. However, such phase coupling is not likely to be common, particularly on
unbounded coasts where there are no obvious longshore boundaries to reflect progressive
edge waves (Sonu, 1973). In summary, hydrodynamic field evidence suggests that the main
assumptions of the template model (single frequency and phase coupling) are not generally
met and thus that edge waves are unlikely to be responsible for the formation of rhythmic
bars on long straight sandy beaches.
Self-organisation models
Hydrodynamic validation of self-organisation models should focus on the essential model
requirements listed in Table 7.2. In general, these requirements were revealed by model
sensitivity tests reported in the literature. Some models (Hino, 1974; Christensen et al.,
1994) have hardly been explored, so the essential requirements are unclear. These models
are not considered here. A first requirement concerns wave breaking; some models re-
quire wave breaking (full-scale non-linear model; Coco et al., 2000b), whereas others are
valid outside the surf zone only (Vittori et al., 1999). The nature of the ARGUS data (i.e.,
visualising wave breaker lines) suggest that 3-D features are surf zone features and thus re-
quire wave breaking. Another requirement concerns the cross-shore sediment distribution.
Falques et al. (2000) showed that the development of 3-D features depends strongly on the
cross-shore distribution of the wave stirring coefficient α , Eq. 7.6. Crescentic bar devel-
opement was predicted when α remained constant or slightly increased shoreward outside
the surf zone, and decreased strongly inside the surf zone. Using Bagnold (1963), α can be
writen as a non-linear function of the wave orbital velocity (Falques et al., 2000). α thus
varies in the cross-shore direction with the wave orbital velocity. Ignoring the bars, the
wave orbital velocity generally increases slowly outside the surfzone as the waves shoal,
and rapidly decreases inside the surf zone as the waves break. This corresponds to the
required distribution, thus indicating that the wave stirring assumptions are realistic.
Morphological validation
Template models
For realistic low-mode infragravity edge wave frequencies, L values were predicted to be
in the same range as the observations of L. Despite this correspondence in scaling, the
edge wave predictions of rhythmic features lack the essential aspects of the observations
in several ways. Typically, edge wave models predict alongshore regular shapes, whereas
irregularities in alongshore shape were found to be common rather than an exception. Be-
sides, edge wave models assume direct hydrodynamic forcing, which is inconsistent with
the high observed persistency of the alongshore shapes. Instead, edge wave models would
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suggest that the alongshore shape changes at the same time scale as the wave height, i.e. at
weekly scales. Gradual changes in alongshore shape, including separation and merging are
impossible to explain using edge wave models given the rapid changes in wave height.
Self-organisation models
Similar to the edge wave models, self-organisation models predict values for L in the same
range as the observations. In addition, all self-organisation models except for the linear
approaches can cope with alongshore and temporal variabilty in L. For the abstracted
model, changes in L due to merging and separation are even essential characteristics of
the predicted morphology. Besides, all self-organisation models rely on morphological
feedback, which is consistent with the high observed persistency and the gradual changes
in alongshore shape. Moreover, this confirms the limited direct influence of wave forcing
on changes in alongshore shape.
7.3.5 Discussion and conclusion
Modelling approaches for the generation of rhythmic features have been evaluated using
hydrodynamic field evidence reported in the literature and morphological observations de-
scribed in Chapter 5 and Section 7.3.3. Extensive testing of the hydrodynamic assumptions
for edge wave template model did not provide support for this model. Self-organisation
models requiring that waves are not breaking, such as the Vittori et al. (1999) model, may
also be unrealistic. Most self-organisation models are, however, developed for the surf
zone and require a specific cross-shore distribution of the wave stirring coefficient. The
required distribution of shoreward increasing wave stirring outside the surf zone and shore-
ward decreasing wave stirring inside the surf zone, are consistent with observations of the
orbital wave velocity. However, no direct and extensive testing of the wave stirring has
been performed. Specific field data are needed to do this.
Based on the morphological validation, self-organisation models are more plausible
than edge wave template models. Especially the alongshore irregularities in shape and the
temporal evolution, characterised by high persitence and gradual changes, favoured the
self-organisation approaches. Further morphological testing of the models may be per-
formed by analysing the shoreline behaviour, or by testing bar interaction in models. The
models differ largely in the shoreline description. Most models fix the shoreline location,
but in some models the shoreline can develop freely and is often found to mirror the bar.
The self-organisation models have never been used to predict the behaviour of a multiple
barred system. Differences between inner and outer bar evolution, and the possible influ-
ence of the outer bar on the evolution of the inner bar may be used to further test the model
approaches.
In conclusion, the edge wave model and the Vittori et al. (1999) model can be dis-
carded as primary mechanisms, based on the hydrodynamic validation. The morphological
validation cannot definitely discard individual models, but obviously favours non-linear
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self-organisation models. Some researchers suggest that mechanisms may act together in
reality (Huntley, 1980; Reniers et al., 2000). For example, edge waves may initially trigger
the system, which further evolves through feedback mechanisms.
7.4 Summary and conclusions
Phenomenological knowledge of 2-D and 3-D bar behaviour (Chapters 4 and 5) was used to
test model approaches for 2-D and 3-D bar behaviour. The 2-D case focused on the question
on which time scales process-based profile models are suitable to predict cross-shore bar
migration, given the uncertainties in free model parameters. Generally, profile models
are able to make sensible predictions of cross-shore bar migration over single events. At
larger time scales, the model uncertainties become larger than the natural variability and
even the migration direction is not always predicted correctly. To increase the applicability
of process-based profile models, such models should be calibrated on the time scale of
interest, for example using ARGUS data.
The 3-D case focused on the validity of generation models for 3-D bar features. Gen-
erally, two approaches exist, namely template models, characterised by direct hydrody-
namic forcing, and self-organisation models, characterised by morphological feedback.
The model approaches were evaluated using hydrodynamic field evidence reported in the
literature and morphological observations for Noordwijk (Chapter 5) and Duck (Section
7.3.3). Based on the hydrodynamic validation, the template edge wave model was dis-
carded as a primary mechanism. The morphological validation could not definitively dis-
card individual models, but obviously favoured non-linear self-organisation models. Fur-
ther morphological validation is anticipated in the near future.
The work presented in Section 7.3 was conducted in co-operation with Dr. Gio-
vanni Coco working at the Scripps Institution of Oceanography in San Diego
(California, USA). The rectified Duck images were provided by Dr. Nathaniel
Plant working at the Naval Research Laboratory, Stennis Space Center (Mis-
sissippi, USA).
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Summary – Daily to yearly nearshore bar
behaviour
Central aim and research objectives
The central objective of the present research was to improve the understanding of nearshore
bar behaviour over time scales ranging from days to years, using a 3.4-year data set of
ARGUS video images of the double barred nearshore zone at Noordwijk, Netherlands. A
phenomenological approach was adopted, considering the following research objectives:
1. Quantify the alongshore uniform and non-uniform bar morphology from video im-
ages (Chapter 3).
2. Quantify typical sequences in alongshore uniform and non-uniform bar behaviour
and the associated temporal and spatial scales (Chapters 4 and 5).
3. Determine the relative importance of alongshore uniform and non-uniform bar be-
haviour (Chapter 6).
4. Evaluate existing model approaches for alongshore uniform and non-uniform bar
behaviour (Chapter 7).
Noordwijk
The used ARGUS video data set was collected at Noordwijk, located at the inlet-free sandy
Holland coast, from 15 March 1995 to 16 September 1998. On the gently sloping pro-
file, two shore-parallel subtidal bars are present, which have multi-annual lifetimes, during
which they migrate in a net offshore direction until they degenerate at the outer margin of
the bar zone (Wijnberg & Terwindt, 1995). The tide is semidiurnal with a mean tidal range
of 1.6 m. The wave climate is dominated by sea waves which are mainly obliquely incident
and have an average significant wave height of 1 m and a corresponding period of 6 s.
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Quantification bar morphology from video images
Wave breaking patterns, which are clearly visible in ARGUS video images as high-intensity
(i.e., white) areas, indirectly reveal the nearshore bar morphology. For each breaker zone,
the bar crest location xc was quantified by sampling the cross-shore location of the max-
imum image intensity xi. In total, the outer bar crest was sampled 391 times over an
alongshore length of 2000 m, and the inner bar crest was sampled 632 times over over
an alongshore length of 2300 m. These lines are referred to as barlines and describe both
the cross-shore bar crest location and the alongshore bar shape. The alongshore accuracy
of the barlines is mainly influenced by the alongshore pixel footprint dimension, which is
O(1–100 m) and increases with distance from the camera. The cross-shore accuracy of the
barlines mainly depends on the precise location of wave breaking relative to the bar crest.
In general, the ARGUS-based bar crest location (xi) was located close to the actual bar crest
(xc), although xi deviates from xc by a time-varying distance ∆x of O(10 m). The distance
∆x depends on the offshore wave height, the water level and the bathymetry, specifically
the bar shape (platform versus Gaussian shaped) and the bar crest depth, because these
parameters all influence wave breaking. Essentially, the ∆x variability represents apparent
bar migration that obscures real bar migration, and must be removed before a time series
of remotely sensed bar crest position can be analysed. For the present data set, the ∆x vari-
ability was largely removed by selecting low-tide images only. The variability was further
reduced by low-pass filtering the time series of xi with a 10-point Hanning window.
Alongshore uniform bar behaviour
Alongshore uniform (or two-dimensional, 2-D) bar behaviour was quantified by the cross-
shore bar migration rates on weekly ( 91 days), monthly ( 365 days) and yearly (
365 days) scales. Cross-shore bar migration has been extensively studied in the literature on
time scales ranging from hours to decades. However, emphasis has been on daily to weekly
and on yearly to decadal time scales. Little is known about the link between weekly and
yearly bar migration, because monthly migration rates have hardly been quantified, and the
representativeness of single events (e.g., storms) on yearly scales has largely been ignored.
Both the inner and the outer bar at Noordwijk migrated in a net offshore direction over the
3.4-year period with superimposed monthly and weekly fluctuations. The bar migration
rates varied between O(0.01 m/day) on yearly time scales and O(1 m/day) on weekly time
scales. The bar migration rates were larger at the outer than at the inner bar at all time
scales. In addition, offshore migration rates were typically larger than onshore miration
rates. The monthly fluctuations had a seasonal character related to seasonal fluctuations in
the offshore wave climate. The relative importance of the seasonal fluctuations was larger
at the outer than at the inner bar.
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Alongshore non-uniform bar behaviour
Alongshore non-uniform (or three-dimensional, 3-D) bar behaviour, including changes in
the alongshore and cross-shore dimensions of 3-D features such as crescentic bars and their
alongshore migration, has hardly been quantified in the literature sofar. Here, the along-
shore uniform bar morphology is not only described qualitatively by categorising bars into
discrete classes, but also quantitatively using complex orthogonal eigenfunction analysis.
For Noordwijk, 3-D features were found to be common phenomena. Bars were hardly
ever completely linear, but generally changed between undulating, irregular, crescentic and
intersected by rips. All 3-D features were rather persistent, with residence times in the
order of months. The alongshore length scales varied between 380 and 2760 m. During
their lifetime, the 3-D features changed in amplitude between 0 and 30 m on a weekly to
monthly scale. In addition, the 3-D features migrated back and forth along the shore with
typical rates of O(10 m/day) on weekly time scales. All 3-D features were characterised
by some alongshore irregularity. For example, the crescents may be skewed or their length
may change alongshore. Most class transitions were gradual, resulting form differential
growth in amplitude, meaning that some protrusions grew in amplitude, whereas others de-
cayed. Only occasionally, a reset of the system was observed, during which the cross-shore
amplitude dropped and a new set of seaward and landward protrusions developed indepen-
dently of the previous configuration. The direct influence of wave forcing on changes in the
alongshore shape and cross-shore amplitude seems to be limited. The alongshore migration
was significantly coupled to the alongshore component of the wave power, suggesting that
the alongshore current moves the features back and forth along the shore.
The importance of alongshore uniform and non-uniform
bar behaviour
The majority of nearshore research has focused on alongshore uniform bar behaviour,
mainly because morphological data over extensive alongshore stretches are scarce. This
focus implicitly assumes that alongshore non-uniform bar change is of subordinate impor-
tance to alongshore uniform change. This assumption has been proven to be invalid over
short time spans. Besides, it has been argued that the relative importance of alongshore
uniform and non-uniform bar behaviour have a time scale dependence. However, this de-
pendence has never been investigated sofar. Here, the relative importance of alongshore
uniform and non-uniform bar crest change were computed from the mean sums of squares
of alongshore uniform and non-uniform bar crest change as a function of the time span. The
relative importance of alongshore uniform bar crest change was indeed found to increase
with the time span. Over weekly to monthly time spans bar crest changes were mainly
alongshore non-uniform, whereas over yearly time spans bar crest changes were mainly
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alongshore uniform. Both the alongshore uniform and non-uniform bar crest variability
were larger at the outer bar. The differences were largest for alongshore uniform bar be-
haviour, resulting in a larger relative importance of alongshore uniform bar behaviour at the
outer bar. The dominance of alongshore non-uniform bar behaviour on weekly time spans
casts doubt on the common use of process-based cross-shore profile models to compute bar
behaviour at daily to weekly time scales. However, cross-shore profile models may still be
applied in an alongshore averaged sense.
Evaluation of existing model approaches for bar behaviour
Phenomenological knowledge of alongshore uniform and alongshore non-uniform bar be-
haviour was used to test model approaches for 2-D and 3-D bar behaviour. The 2-D case
focuses on the question on which time scales process-based cross-shore profile models
are suitable to predict cross-shore bar migration, given the uncertainty in free model pa-
rameters, such as the bed roughness. Here, CROSMOR, a state-of-the-art process-based
cross-shore profile model, was used. CROSMOR was found to be able to make sensible pre-
dictions of cross-shore bar migration over single events. At larger time scales, the model
uncertainties become larger than the natural variability and even the migration direction
is not always predicted correctly. To increase the applicability of process-based profile
models, such models should be calibrated on the time scale of interest, for example using
ARGUS data.
The 3-D case focused on the validity of generation models for 3-D bar features. Gen-
erally, two approaches exist, namely template models, characterised by direct hydrody-
namic forcing, and self-organisation models, characterised by morphological feedback.
The model approaches were evaluated using hydrodynamic field evidence reported in the
literature and morphological observations for Noordwijk (Netherlands) and Duck (North
Carolina, USA). Based on the hydrodynamic validation, the template edge wave model
was discarded as a primary mechanism. The morphological validation could not defini-
tively discard individual models, but especially the alongshore irregularities in shape and
the temporal evolution characterised by high persistence and gradual changes favoured
non-linear self-organisation models. Further validation is anticipated in the near future.
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Samenvatting - Het gedrag van kustnabije
banken op tijdschalen van dagen tot jaren
Langs een groot deel van de Nederlandse kust liggen een aantal evenwijdig aan de kust
geo¨rienteerde zandbanken op waterdieptes tot ongeveer zes meter. Deze zogenaamde kust-
nabije banken vormen een natuurlijke verdedigingslinie tegen kustafslag, doordat ze leiden
tot dissipatie van de de binnenkomende golfenergie. Sinds maart 1995 is het gedrag van
deze banken voor de kust van Noordwijk dagelijks vastgelegd met behulp van het AR-
GUS video systeem, ontwikkeld op de Oregon State University in de Verenigde Staten.
De video camera’s van het ARGUS systeem maken elk uur een tijdsgemiddeld beeld van de
kustnabije zone. Deze beelden bevatten witte banen waar golven breken en waaruit de kust-
langse vorm en de kustdwarse locatie van de kustnabije banken afgeleid kan worden. In dit
proefschrift zijn de video beelden van maart 1995 tot en met september 1998 geanalyseerd
vanuit de volgende onderzoeksdoelen:
1. Het kwantificeren van de kustdwarse locatie (kustlangs uniforme morfologie) en
de kustlangse vorm (kustlangs niet-uniforme morfologie) van kustnabije banken uit
video beelden (Hoofdstuk 3).
2. Het kwantificeren van typische sequenties in de kustlangs uniforme en niet-uniforme
bank morfologie en van de bijbehorende tijd- en ruimteschalen (Hoofdstuk 4 en 5).
3. Het bepalen van het relatieve belang van kustlangs uniforme en niet-uniforme veran-
deringen in bank morfologie (Hoofdstuk 6).
4. Het evalueren van bestaande modellen voor kustlangs uniforme en niet-uniforme ver-
anderingen in bank morfologie (Hoofdstuk 7).
Met name het bepalen van de morfologische veranderingen (zowel kustlangs uniform
als niet-uniform) over een reeks aan tijdschalen en het kwantificeren van de kustlangse
vorm was voorheen onmogelijk met standaard monitoringstechnieken, zoals dieptepeiling-
en vanaf een schip. Uiteindelijk moet de opgedane kennis bijdragen aan een beter begrip
van het lange termijn gedrag van kustnabije banken, hetgeen essentieel is om bestaande
methoden voor kustverdediging te optimaliseren.
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Noordwijk
Voor de kust van Noordwijk zijn twee kustnabije banken aanwezig op een flauw hellend
profiel. Deze banken hebben een levensduur van enkele jaren, gedurende welke ze netto
zeewaarts migreren totdat ze verdwijnen aan de zeewaartse grens van de bankenzone (Wijn-
berg & Terwindt, 1995). Het getij is tweedagelijks met een gemiddelde getijverschil van
1.6 m. De golven hebben een langjarig gemiddelde golfhoogte van 1 m en een bijbehorende
periode van 6 s en naderen de kust hoofdzakelijk met een grote hoek ten opzichte van de
kustnormaal.
Het kwantificeren van bank morfologie uit video beelden
De witte banen (hoge beeldintensiteit) in de ARGUS video beelden ten gevolge van golf-
breking zijn gebruikt om de morfologie van de kustnabije banken te kwantificeren. De
kustdwarse locatie van de maximale beeld intensiteit xi is bepaald als maat voor de lo-
catie van de banktop xc. Voor elk beeld zijn de ligging van de binnenste en buitenste bank
bepaald over een kustlangse lengte van respectievelijk 2300 m en 2000 m. Deze kustlangse
lijnen over de bank worden banklijnen genoemd en beschrijven zowel de kustlangse vorm
als de kustdwarse locatie van de bank. De kustlangse nauwkeurigheid van de banklijnen
is hoofdzakelijk afhankelijk van de kustlangse pixel afmetingen, welke toenemen met af-
stand tot de camera van orde 1 m tot orde 100 m op 3000 m van de camera. De kustdwarse
nauwkeurigheid van de banklijnen hangt met name af van de precieze locatie van golfbre-
king relatief ten opzichte van de banktop. In het algemeen ligt de ARGUS banktop 0–30 m
landwaarts van de werkelijke banktop. Het verschil met de werkelijke banktop hangt af van
golfhoogte op diep water, de waterstand, de vorm van de bank en de diepte van de bank-
top. Genoemde parameters beı¨nvloeden namelijk allemaal de golfbreking. Door variaties
in deze parameters kan de video bankpositie varie¨ren, terwijl de bank in werkelijkheid op
dezelfde plaats blijft. De resulterende schijnmigratie kan grotendeels gereduceerd worden
door alleen laag water beelden te selecteren.
Kustlangs uniform bankgedrag
Kustlangs uniforme (of twee-dimensionale, 2-D) veranderingen in bank morfologie op
wekelijkse ( 91 dagen), maandelijkse ( 365 dagen) en jaarlijkse ( 365 dagen) tijd-
schalen zijn bepaald uit de tijdseries van de kustlangs gemiddelde bankpositie. Deze
gegevens zijn gebruikt om de koppeling tussen wekelijkse en jaarlijkse bankmigratie te
achterhalen. Op wekelijkse tijdschalen migreren de kustnabije banken afwisselend zee-
waarts en landwaarts. Ten gevolge van seizoensvariaties in het golfklimaat overheerst
de zeewaartse migratie tijdens de herfst en winter, terwijl de landwaartse migratie over-
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heerst tijdens het voorjaar en de zomer. Dit seizoenseffect is sterker op de buitenste dan
op de binnenste bank. Over het algemeen is de landwaartse migratie geringer dan de zee-
waartse zodat de banken zich geleidelijk zeewaarts verplaatsen op jaarlijkse tijdschalen. De
kustdwarse migratie snelheden varie¨ren van orde 0.01 m/dag op jaarlijkse schaal tot orde
1 m/dag op wekelijkse tijdschaal.
Kustlangs niet-uniform bankgedrag
Kustlangs niet-uniforme (of drie-dimensionale, 3-D) veranderingen in bank morfologie
bestaan met name uit veranderingen in de kustlangse en kustdwarse dimensies van 3-D
structuren, zoals maanvormige banken, en uit de kustlangse migratie van deze structuren.
De waargenomen 3-D structuren zijn niet alleen kwalitatief beschreven door de klassificatie
van de bank vorm, maar ook kwantitatief met behulp van complexe eigenfunctie analyse.
Hieruit is gebleken dat er meestal 3-D structuren aanwezig zijn in de kustnabije banken
met kustlangse lengte schalen tussen 380 m en 2760 m. Deze 3-D structuren zijn over het
algemeen erg persistent. Elke 3-D structuur was gewoonlijk enkele maanden te vervolgen,
al varieerde de kustdwarse amplitude tussen 0 en 30 m. Tevens migreerden de 3-D struc-
turen kustlangs met snelheden in de orde van 10 m/dag. De 3-D structuren zijn zelden
perfect sinusvormig, maar worden daarentegen juist gekenmerkt door enige mate van kust-
langse onregelmatigheid. Overgangen van de ene 3-D structuur naar de andere verlopen
geleidelijk doordat op sommige plaatsen de amplitude groeit, terwijl op andere plaatsen de
amplitude afneemt. Slechts af en toe vindt een ‘reset’ van het systeem plaats, gedurende
welke de bestaande 3-D structuur volledig verdwijnt alvorens een nieuwe 3-D structuur
zich ontwikkelt. De directe invloed van golven op de veranderingen in kustlangse lengte en
kustdwarse amplitude lijkt gering. De kustlangse migratie van de aanwezige 3-D structuren
daarentegen lijkt gestuurd te worden door de kustlangse golfgedreven stroming.
Het relatieve belang van kustlangs uniform en niet-uniform
bank gedrag
Tot nu toe is de meeste aandacht besteed aan kustlangs uniform bank gedrag, met name
omdat morfologische gegevens meestal beperkt waren tot een enkel kustdwars profiel. Zo-
doende wordt er vaak impliciet aangenomen dat kustlangs niet-uniforme veranderingen van
ondergeschikt belang zijn ten opzichte van kustlangs uniforme veranderingen. Er bestaan
echter literatuur aanwijzingen dat deze aanname slechts voor beperkte tijdschalen geldig
is. Het relatieve belang van kustlangs uniforme en niet-uniforme veranderingen in de posi-
tie van de bank top is hier onderzocht voor tijdschalen van weken tot jaren. Het relatieve
belang van kustlangs uniforme veranderingen blijkt toe te nemen met de tijdschaal. Op
wekelijkse tot maandelijkse tijdschalen overheersen niet-uniforme veranderingen, terwijl
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uniforme veranderingen dominant zijn op jaarlijkse tijdschalen. Deze bevindingen hebben
implicaties voor het berekenen van morfologische veranderingen met behulp van proces-
georie¨nteerde kustdwarse profiel modellen. Dergelijke modellen concentreren zich op kust-
langse uniforme veranderingen en worden vaak gebruikt voor dagelijkse tot wekelijkse ti-
jdschalen. Echter op deze tijdschalen domineren kustlangs niet-uniforme morfologische
veranderingen. Het lijkt derhalve beter deze modellen toe te passen op kustlangs gemid-
delde profielen of over te gaan op gebiedsmodellen.
Evaluatie van bestaande modellen voor bankgedrag
De verkregen kennis over kustlangs uniform en niet-uniform bankgedrag is gebruikt om
bestaande modellen voor 2-D en 3-D bankgedrag te evalueren. Voor 2-D veranderingen
is gekeken op welke tijdschalen proces-georie¨nteerde kustdwarse profiel modellen in staat
zijn de kustdwarse bankmigratie accuraat te voorspellen. Daartoe is de variatie in de voor-
spellingen ten gevolge van onzekerheden in de vrije model parameters vergeleken met de
waargenomen natuurlijke variabiliteit in de morfologie. De model berekeningen zijn uit-
gevoerd met CROSMOR voor wekelijkse tot maandelijkse tijdschalen. CROSMOR blijkt de
kustdwarse bankmigratie gedurende individuele stormen accuraat te kunnen voorspellen.
Op langere tijdschalen zijn de onzekerheden in de model voorspellingen echter groter dan
de natuurlijke variabiliteit en wordt zelfs de netto migratie richting niet altijd correct voor-
speld. De voorspel capaciteiten van de modellen zouden verbeterd kunnen worden door
de modellen te calibreren op de tijdschaal waarover de voorspellingen gedaan worden, bij-
voorbeeld met behulp van ARGUS gegevens.
De evaluatie van 3-D modellen concentreerde zich op de generatie modellen voor 3-D
structuren. Deze modellen zijn onder te verdelen in twee typen. Het eerste type modellen
gaat ervan uit dat er een patroon is in de waterbeweging, die een gelijkvormig patroon
in de morfologie veroorzaakt. Deze modellen gaan dus uit van een directe hydrodynami-
sche forcering en zijn gebaseerd op de overeenkomst in kustlangse lengte schaal van 3-D
structuren en bepaalde lang-periodische kustlangse golfbewegingen, zogeheten randgol-
ven. Het tweede type modellen gaat ervan uit dat kleine verstoringen in de morfologie door
morfologische terugkoppeling met de waterbeweging zodanig versterkt kunnen worden dat
deze verstoringen uit kunnen groeien tot 3-D structuren. Er is dus sprake van een interne
zelf-organisatie. Beide model aanpakken zijn gevalideerd met hydrodynamische waarne-
mingen beschreven in de literatuur en morfologische waarnemingen voor Noordwijk en
Duck (VS). Hieruit komt naar voren dat zelf-organisatie modellen aannemelijker lijken
dan randgolf modellen. Vooral de kustlangse onregelmatigheden in bank vorm en de tem-
porele ontwikkeling van 3-D structuren gekenmerkt door grote persistentie en geleidelijke
veranderingen wijzen in de richting van niet-lineaire zelf-organisatie modellen.
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A Camera calibration coefficients
The transformation of world to image coordinates is a rotation about three successive an-
gles (τφ σ ) and can be expressed by the linearized version of the collinearity equations
(Eq. 2.1), following standard photogrammetric procedures (Holland et al., 1997). The
collinearity equations contain 11 coefficients L1L11, which are described as
L  xcm31  ycm32  zcm33
L1 
u0m31  f m11
λuL
L2 
u0m32  f m12
λuL
L3 
u0m33  f m13
λuL
L4  L1xc L2yc L3zc
L5 
v0m31  f m21
λvL
L6 
v0m32  f m22
λvL
L7 
v0m33  f m23
λvL
L8  L8xc L9yc L10zc
L9 
m31
L
L10 
m32
L
L11 
m33
L
(A.1)
Here xc, yc and zc are the camera xyz-coordinates, u0 and v0 are the image centre uv-
coodinates, f is the effective focal length and λu and λv are the horizontal and vertical
scale factors. The m-coefficients describe the successive rotations about the azimuth (φ ),
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tilt (τ) and roll (σ ),
m11  cosφ cosσ  sinφ cosτ sinσ
m12  sinφ cosσ  cosφ cosτ sinσ
m13  sinτ sinσ
m21  cosφ sinσ  sinφ cosτ cosσ
m22  sinφ sinσ  cosφ cosτ cosσ
m23  sinτ cosσ
m31  sinφ sinτ
m32  cosφ sinτ
m33  cosτ (A.2)
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B Calibration accuracy
In this appendix the calibration accuracy is further investigated. First, the accuracy of the
individual geometry angles (φ , δ , τ , σ ) is estimated, and the sensitivity of image recti-
fication to variations in each of these angles is determined. Second, the implications for
rectification accuracy are discussed.
The non-linear least squares solution of the camera calibration provides 95% confidence
intervals around the computed geometry angles (φ , δ , τ , σ ). Statistics (mean and 95th per-
centile) of the confidence intervals of all geometry solutions are used as a measure of the
calibration errors of the individual angles. The errors are generally smaller than  02Æ for
τ and φ , and within  1Æ for δ and σ (Table B.1). Comparison of these errors suggests
that the total calibration accuracy mainly depends on σ and negligibly on τ . However, the
effects on the rectification accuracy may differ per angle. For example, small errors in τ
may result in large rectification errors, whereas much larger errors in σ may produce only
small rectification errors. To investigate these effects, two series of sensitivity test were
conducted. In the first series, the angles were varied seperately by values comparable to
the maximum errors (expressed by the 95th percentile of the confidence intervals). In the
second series, the variations were 0.2Æ per angle. For each angle variation (e.g., variation
of 0.2Æ in the tilt), a new geometry was comuputed. Subsequently, the new geometry was
used to rectify an image. The variability in world coordinates for each image pixel then
represents the sensitivity to inaccuracies in that angle. The variability is expressed by the
difference between the minimum and maximum coordinates. This difference is computed
for both the alongshore and the cross-shore coordinate and plotted on an xy-grid corre-
sponding to the base geometry (i.e., the geometry before variations in one of the angles).
Table B.1. Angle accuracy and sensitivity tests
Confidence interval Sensitivity test 1 Sensitivity test 2
Mean 95th percentile Variation (Æ) Sensitivity Variation (Æ) Sensitivity
φ 0.11 0.26 0.2 1 (least) 0.2 1 (least)
δ 0.44 1.03 1.0 2 0.2 2
σ 0.60 1.10 1.0 3 0.2 3
τ 0.09 0.20 0.2 4 (most) 0.2 4 (most)
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Figure B.1. Cross-shore and alongshore errors for the following sensitivity tests: (a) dφ=0.2, (b)
dδ=1.0, (c) dσ=1.0, (d) dτ=0.2, (e) dδ=0.2, (f) dσ=0.2, (g) a sequence of 10 geometries with
maximum variations of dφ=0.16, dδ=0.38, dσ=0.31 and dτ=0.07.
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The variations in world coordinates, or the positional errors, are shown in Figure B.1
for all sensitivity tests. First, the results of test 1 are discussed (Figure B.1a-d), concerning
the sensitivity to the observed angle errors, which are not necessarily equal for all angles.
Apparently, the rectifications were least sensitive to the azimuth, which was also the param-
eter that could be determined most accurately. Variations in azimuth of 0.2Æ only caused
alongshore and cross-shore positional errors of 0–10 m (Figure B.1a), which are a factor
10 smaller than the pixel footprint. Also the positional errors caused by errors in the field
of view were small, although the errors in the field of view itself were large. Positional
errors related to the field of view were typically smaller than 200 m or roughly 2 times the
pixel footprint (compare Figure 2.7 and Figure B.1b). In contrast, small errors in the tilt
cause large positional errors, namely up to 600 m, which is about 5 times the pixel footprint
(Figure B.1c). The estimated errors in the roll cause positional errors equal to those related
to the tilt, but with a different spatial distribution. The positional errors related to the roll
generally increase with distance from the principal line (Figure B.1d). Consequently, the
positional errors are minimal in the bar area, which is close to the principal line. When
all angles are varied by equal amounts (test 2), the order of sensitivity remains unchanged
(Table B.1). Reducing the applied variation in the field of view and the roll by a factor five
leads to positional errors which are five times smaller as well (Figures B.1e-f).
Especially the tilt related positional errors look dramatic. Fortunately, positional errors
resulting from angular errors in one angle are compensated by positional erros associated
with other angles. This is illustrated by a map of the variability in world coordinates for a
sequence of 10 geometries with a sequence-averaged root mean square image space error
of 0.7 pixels (Figure B.1g). As suggested by the image space error, the total positional
error is slightly smaller than the pixel footprint, although the positional errors associated
with variations in the individual angles (dφ=0.16, dδ=0.38, dσ=0.31 and dτ=0.07) may be
larger than the pixel footprint.
Concluding, the rectifications in the bar area are most sensitive to variations in the tilt,
and far less sensitive to variations in the azimuth, field of view and roll. This suggests
that even small (i.e., 0.1-0.2Æ) real changes in the tilt must be resolved, whereas equal or
slightly larger (i.e.,  05Æ) changes in the azimuth and roll may be neglected. (Note that
the field of view is a lens characteristic and does not change for a fixed iris lens. For an
auto-iris lens, the lens aperture may change slightly in response to the amount of incoming
light, thus affecting the field of view.)
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C Geometries
In this appendix the geometry solutions used for image rectification are presented. The un-
filtered time series of τ , φ , σ and δ show high-frequency fluctuations (Figure C.1), which
mainly represent different estimates of the same geometry, instead of real changes in ge-
ometry. These high-frequency variations may cause apparent variability in the alongshore
and cross-shore coordinates of rectified objects (Section 2.3.4). To reduce this apparent
variability, the time series of τ , φ , σ and δ , with a temporal resolution of 1-2 estimates
per week, were low-pass filtered, using linear regeression or a 5th order butterworth filter
(Figure C.1). Filtering was adopted between abrupt changes in geometry only.
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Figure C.1. Filtered and unfiltered timeseries of the tilt, azimuth, field of view and roll.
159

D Wave model
The cross-shore distribution of Er is modeled from two coupled differential equations de-
scribing the time-averaged (over many wave periods) wave energy and roller balances.
With the assumption that the wave field is narrow-banded in frequency and direction, the
wave energy balance is
d
dx

1
8
ρgH2rmscg cosθ

DbrDbf (D.1)
where ρ is the water density, g is the acceleration due to gravity, cg is the group velocity, and
Dbr and Dbf are breaking-wave dissipation and bottom friction and are modeled according
to Battjes & Janssen (1978) and Nielsen (1983), respectively. Standard parameter values
are used throughout (α  1, γ  05 04tanh33s0 (Battjes & Stive, 1985), where α is
a dissiption parameter, γ is related to the maximum wave height and s0 is the deep-water
wave steepness). Bottom friction is not important in the surfzone where wave breaking
dominates the dissipation. The energy balance for rollers is (Stive & De Vriend, 1994)
d
dx 2Erccosθ 
2gEr sinβ
c
Dbr (D.2)
where c is the phase speed and β is the wave-front slope, set to 0.1 (Reniers & Battjes,
1997). Linear wave theory is used to calculate cg and c, and Snell’s law is used to determine
θx. The model is solved with a standard forward stepping scheme and is initialized
with bathymetry and observed offshore Hrms, Ts, θ and water level. Er is set to zero at
the offshore boundary. A more extensive description of the wave model can be found in
Reniers & Battjes (1997)
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