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Предговор
Присутан свуда око нас, софтвер представља важан саставни део свакод-
невног живота. Софтвер нам пружа могућност удобног руковања различитим
уређаjима, олакшава нам и поjедностављуjе различите животне ситуациjе. Ме-
ђутим, понекад осетимо фрустрациjу зато што наш мобилни телефон не функ-
ционише како треба, или чуjемо катастрофалну вест о паду авиона. Ове ситу-
ациjе често су последице грешака у софтверу.
Неисправан софтвер кошта светску економиjу милиjарде долара годишње.
Међутим, суштинска важност исправности софтвера не мери се новцем jер не-
исправан софтвер може да узрокуjе материjално несагледиве последице. То
чини питање испитивања исправности софтвера, односно верификациjе софт-
вера, посебно важним и мотивисало ме jе за рад и истраживање у овоj области.
У томе ми jе изузетно помогао ментор, професор Душан Тошић, коме овом
приликом желим посебно да захвалим. Поред драгоценог научног усмеравања,
многих коментара и савета захваљуjући коjима jе теза попримила постоjећи
облик, неизмерно сам му захвална и на подршци и разумевању коjе ми jе ука-
зао у току рада на тези. Такође, захвална сам му и на свему што сам од њега
научила током многих година: у гимназиjи, на основним студиjама, на после-
дипломским студиjама, током рада на магистратури и током рада на овоj тези.
Велику захвалност дугуjем и професору Виктору Кунчаку коjи jе активно уче-
ствовао у истраживањима у оквиру тезе и дао многе кључне идеjе, савете и
увиде засноване на наjновиjим научним резултатима. Веома сам захвална и
доценту Филипу Марићу на многим корисним саветима и дискусиjама, пажљи-
вом читању прелиминарних верзиjа радова и детаљним коментарима на тезу.
Захвална сам и колеги Младену Николићу на сарадњи у истраживањима на
тему аутоматске евалуациjе студентских радова.
Своjоj породици дугуjем захвалност на љубави, разумевању и подршци коjа
ми jе пружена у току рада на тези. Наjвећу захвалност, свакако, дугуjем своjоj
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Паралелно са развоjом нових технологиjа, а у циљу пружања нових квали-
тета и удобности у раду, програми коjи пружаjу корисницима различите услуге,
као и програми коjи контролишу уређаjе присутне свуда око нас, постаjу све
сложениjи. Сложеност програма неминовно повлачи и већи простор за пра-
вљење грешака. Ове грешке, у зависности од намене самог програма, могу да
буду неприjатне по поjединца, али могу да имаjу и фаталне последице по животе
и здравље људи. На пример, грешке у софтверу мобилних телефона, Интер-
нет прегледача и музичких уређаjа немаjу исту тежину као грешке у софтверу
аутомобила, банака, авиона, свемирских летилица, апарата у здравству и ну-
клеарних електрана. Због тога се у процесу развоjа софтвера посебна пажња
поклања верификациjи софтвера, односно испитивању исправности софтвера.
Исправност софтвера може се испитивати приликом његовог извршавања.
За то се користе технике динамичке анализе, наjчешће технике тестирања. С
друге стране, исправност софтвера jе могуће проверавати и без његовог изврша-
вања, само на основу анализе изворног кода, коришћењем техника статичке ана-
лизе. Анализа се може извршити прегледом кода од стране програмера, може
бити полу-аутоматизована (програмер уз помоћ специjализованих алата про-
верава исправност софтвера) или може бити потпуно аутоматизована. Сваки
од претходних приступа има своjе предности, али и своjе мане. Динамичком
анализом може се утврдити исправност софтвера само за оне параметре за коjе
jе програм покренут. Прегледање кода наjчешће ниjе довољно поуздан начин
откривања грешака. Полу-аутоматски приступи могу да буду веома временски
захтевни и исцрпљуjући по програмера.
За аутоматске приступе постоjи важно теориjско ограничење: неодлучивост.
То значи да ниjе могуће конструисати алгоритам коjи у коначном времену ау-
томатски утврђуjе исправност прозвољног програма потпуно прецизно. Поред
Увод
овог фундаменталног ограничења, постоjе и практична ограничења коjа се од-
носе на постоjање коначних ресурса: коначне мемориjе и ограниченог времена
за анализу исправности. То значи да, чак и за програме коjи имаjу коначан
простор могућих стања и за коjе jе проблем испитивања исправности теориj-
ски одлучив, оваj простор може да буде превелик и да, услед ограничености
ресурса, теориjско решење проблема ниjе практично употребљиво.
Мотивациjа и циљ тезе
Због важности проблема верификациjе, а услед поменутих теориjских и
практичних ограничења, развиjаjу се разнородне технике и приступи засновани
на статичком аутоматском испитавању исправности софтвера. Ове технике ра-
зликуjу се по ефикасности и прецизности, а њихова практична примена зависи
од програмског jезика и врсте грешака коjе имаjу за циљ да откриjу.
Основне технике статичке анализе су проверавање модела, апстрактна ин-
терпретациjа и симболичко извршавање (о овим техникама биће више речи у
одељку 2.1.2). Техника симболичког извршавања одавно jе позната, а послед-
њих година постаjе све популарниjа. Симболичким извшавањем се конструишу
симболички изрази коjи описуjу одређене путање кроз програм. Симболички
изрази омогућаваjу испитивање исправности програма за све могуће вредности
на путањи коjа се анализира. Ова анализа веома jе прецизна, а њоме се оства-
руjе велика предност у односу на технике динамичког тестирања, где се jедним
тест примером проверава само исправност програма за фиксиране вредности.
Основни проблем овог приступа jавља се у програмима у коjима постоjи огро-
ман броj путања при извршавању, као што jе то илустровано у одељку 4.2.1.
С друге стране, техника ограниченог проверавања модела jе такође веома пре-
цизна, а компактниjе моделуjе могуће путање кроз програм. Међутим, овом
техником могу да се анализираjу само они програми у коjима постоjи огра-
ничен броj могућих стања, што се првенствено односи на постоjање горњих
ограничења за броj пролазака кроз петље у програму. То значи да jе на оваj
начин могуће верификовати програме у коjима постоjи горње ограничење за
петље у програму. Уколико такво ограничење не постоjи, програм jе могуће
анализирати само парциjално. Парциjална анализа оставља простор за неот-
кривене грешке. Анализа програма, коjи садржи петље за коjе не постоjи горње
ограничење, могућа jе техникама апстрактне интерпретациjе, али са значаjно
смањеном прецизношћу.
Различити програмски jезици омогућаваjу прављење различитих врста гре-
шака у програмима. Због тога, анализа исправности значаjно зависи од jезика
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на коjем jе софтвер написан и постоjи велики броj алата коjи су специjали-
зовани за проналажење грешака у програмима одабраног програмског jезика.
Међутим, постоjе и грешке коjе су заjедничке за више програмских jезика, као и
грешке коjе су заjедничке за jезике коjи припадаjу истоj програмскоj парадигми.
Постоjање засебних алата за проналажење ових заjедничких грешака последица
jе тога што jе сваки програм потребно наjпре трансформисати у облик погодан
за анализу, а ова трансформациjа зависи од синтаксе и могућности програмског
jезика. Превазилажење проблема трансформациjе кода, развоjем система коjи
анализира коˆд међуjезика ниског нивоа, омогућило би примену верификациj-
ског система на разнородне програмске jезике.
Основни циљ ове тезе jе развоj хибридног система за верификациjу и ау-
томатско откривање грешака у софтверу процедуралних програмских jезика,
коjи jе у стању да превазиђе неке од слабости поjединачних метода коjе ком-
бинуjе.
Доприноси тезе
У оквиру рада на тези, осмишљен jе нови верификациjски систем, реализо-
вана jе његова имплементациjа, експериментално jе потврђена ефикасност пре-
дложеног система, а систем jе и успешно примењен за проналажење грешака у
студентским програмима. У наставку текста наброjани су основни доприноси
тезе.
• Развиjен jе систем LAV коjи на нов начин комбинуjе постоjеће технике
верификациjе и коjи уводи новине у моделовање контроле тока програма
(глава 3). Систем се заснива на анализи кода ниског нивоа па га jе могуће
применити на различите програмске jезике.
• Развиjена jе имплементациjа предложеног система (глава 4). Експери-
ментални резултати поређења имплементациjе система и сродних алата
показуjу да jе предложени систем упоредив по ефикасности са постоjећим
сродним техникама, као и да jе примењив на класу програма коjи су ван
домашаjа техника симболичког извршавања. Развиjен систем, имплемен-
тациjа и експериментална евалуациjа представљени су на конфернециjи
Verified Software: Theories, Tools, and Experiments1 [168].
1Ову конференциjу jе засновао Тони Хор (енг. Tony Hoare) 2005. године у оквиру проjекта
Grand Challenge. Оваj проjекат има за циљ обjедињавање напора истраживача из целог




• Имплементациjа предложеног система, алат LAV, отвореног jе кода и
jавно jе доступна са адресе: http://argo.matf.bg.ac.rs/?content=lav.
• Алат LAV успешно jе примењен у домену образовања (глава 5). Овом при-
меном показано jе да у студентским радовима постоjи велики броj грешака
коjе верификациjски алат може ефикасно да пронађе, да верификациjски
алати могу да допринесу проналажењу грешака коjе су ван домашаjа тех-
ника коjе се тренутно доминантно користе у овом контексту, као и да
верификациjски алат може значаjно да унапреди аутоматску евалуациjу
студентских радова. Ови резултати обjављени су у часопису Information
and Software Technologies [170].
Организациjа тезе
У оквиру тезе приказани су основни поjмови коjи су потребни за разуме-
вање приступа верификациjи (глава 2), описан jе предложен систем (глава 3),
његова имплементациjа и експериментална евалуациjа (глава 4), jедна прак-
тична примена (глава 5), закључци и могући правци даљег рада (глава 6), као
и употреба самог система (додатак A). У наставку текста дат jе прецизниjи опис
организациjе тезе.
Основе (глава 2) — У оквиру ове главе приказани су наjважниjи поjмови и
технике коjе се користе у остатку тезе. Статичке технике верификациjе
софтвера (одељак 2.1) могу да користе различите теориjе за моделовање
понашања програма (одељак 2.2). Анализа програма обично се врши над
кодом коjи jе претходно трансформисан (одељак 2.3).
Опис система LAV (глава 3) — У оквиру ове главе дат jе детаљан опис пре-
дложеног система LAV. Систем LAV комуницира са окружењем (одељак
3.1), комбинуjе различите технике моделовања основних градивних jеди-
ница програма (одељак 3.2) и контроле тока програма (одељак 3.3). Да
би проверио да ли нека наредба може да доведе до грешке у програму, си-
стем гради формуле коjе представљаjу услове исправности наредби (оде-
љак 3.4) и коjе припадаjу изабраноj комбинациjи предложених теориjа
(одељак 3.5). Услови исправности се провераваjу одговараjућим решава-
чем на основу чиjих резултата се генерише извештаj о статусу наредби у
програму (одељак 3.6). Апроксимациjе коjе се уводе приликом прављења
модела програма или приликом трансформациjе модела програма у фор-
мулу на jезику изабране теориjе, доводе до могућих неоткривених грешака
и/или лажних упозорења (одељак 3.7).
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Имплементациjа и евалуациjа система LAV (глава 4) — У оквиру ове
главе детаљно jе приказана имплементациjа и евалуациjа предложеног
система. Имплементациjа алата (одељак 4.1) прати општи опис система.
Резултати експерименталног поређења показуjу да jе алат LAV упоредив
са сродним системима, као и да за неке примере даjе значаjно боље резул-
тате (одељак 4.2).
Примена система LAV (глава 5) — У оквиру ове глава описана jе примена
система LAV у аутоматскоj евалуациjи студентских радова. Постоjе многе
користи од аутоматске евалуациjе студентских програма (одељак 5.1). Ве-
ћина постоjећих алата за аутоматску евалуациjу студентских програма се
заснива на аутоматском тестирању (одељак 5.2). Верификациjски алати
могу да пронађу мноштво грешака у студентским програмима (одељак
5.3). Увођење софтверске верификациjе у аутоматску евалуациjу студент-
ских програма, поставља нове изазове пред верификациjске алате (одељак
5.4), али такође значаjно доприноси квалитету генерисаних података о ре-
зултатима рада студента (одељак 5.5). Резултати верификациjе могу се
користити за прецизно аутоматско оцењивање студентских радова увод-
них курсева програмирања (одељак 5.6). Постоjе различити сродни алати
за аутоматску евалуациjу студентских радова (одељак 5.7).
Закључци и даљи рад (глава 6) — У оквиру ове главе сумираjу се резул-
тати тезе и дискутуjе се о могућим правцима даљих истраживања.
Употреба система LAV — (додатак A) У оквиру ове главе описана jе упо-
треба система LAV, тj. инсталациja система (одељак A.1), подешавањe
улазних параметара коjи одређуjу начин моделовања програма, преци-
зност анализе и избор и начин коришћења решавача (одељак A.2), као и
извештаj коjи систем LAV генерише (одељак A.3).
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У овоj глави укратко су описани поjмови и технике коjи се користе у остатку
тезе: општи приступи верификациjи софтвера, наjчешће коришћене теориjе за
моделовање понашања и услова исправности програма, решавачи коjи се за
ове теориjе користе и међуjезици коjи се користе за трансформациjу и анализу
програма.
2.1 Верификациjа софтвера
Испитивање исправности софтвера jедан jе од кључних проблема у развоjу
софтвера. Грешке у софтверу коштаjу светску економиjу милиjарде долара
годишње [158]. Неке софтверске грешке могу имати и материjално немерљиве
последице као, на пример, грешке у функционисању софтвера нуклеарних елек-
трана или грешке у функционисању софтвера уређаjа коjи се користе у здрав-
ству.
Да би се испитивала исправност софтвера, наjпре jе потребно прецизно де-
финисати његово жељено понашање [99]. Жељено понашање софтвера задаjе
се спецификациjом. Спецификациjа даjе опис шта софтвер треба да ради. На
пример, спецификациjа функциjе наjчешће садржи аргументе и повратну вред-
ност функциjе, спољашње променљиве коjима функциjа приступа, предуслов
и постуслов функциjе. Предуслов функциjе (енг. precondition) чини скуп за-
хтева коjе улазне вредности функциjе треба да задовољаваjу. Улаз jе испра-
ван (или валидан) уколико задовољава задате предуслове. Постуслов функциjе
(енг. postcondition) представља жељену везу између исправних улазних вредно-
сти и излазних вредности. Уколико улазне вредности функциjе нису исправне,
онда то резултуjе недефинисаним понашањем (енг. undefined behaviour) функ-
циjе. Недефинисано понашање функциjе, у зависности од програмског jезика,
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може да доведе до генерисања изузетка, до краха програма или до израчуна-
вања бесмислених резултата.
Верификациjа jе поступак доказивања да jе програм исправан, односно да
задовољава спецификациjу [99]. Спецификациjа ниjе испуњена уколико постоjе
грешке у програму коjе нарушаваjу функционалне и нефункционалне жељене
особине софтвера [7]. Функционалне особине софтвера дефинишу жељене из-
лазе за задате улазе, док нефункционалне особине софтвера дефинишу време
одзива, перформансе и ефикасност. Посебну класу грешака коjе могу да на-
руше функционалне особине софтвера чине грешке коjе су независне од намене
програма, а коjе се односе на испуњавање безбедносних захтева (енг. safety
requirements), тj. да програм не сме да крахира, да се блокира, успорава рад
током времена и слично [7]. Грешке коjе могу да наруше безбедносне захтеве су,
на пример, покушаj дељења нулом, читање садржаjа ван граница резервисане
мемориjе, покушаj дереференцирања NULL показивача и присуство кружних
блокада (енг. dead-lock). Неке грешке коjе нарушаваjу безбедносне захтеве су
специфичне за програмски jезик у коjем jе софтвер имплементиран. Тако, на
пример, за програмске jезике С и С++ постоjе специфичне грешаке коjе су ве-
ома важне због високе поплуларности ових програмских jезика [143, 77, 30]. То
су грешке цурења мемориjе, коjе могу значаjно да утичу на перформансе про-
грама коjи се извршава, као и грешке дереференцирања неинициjализованог
показивача или показивача на већ ослобођену мемориjу, коjе могу да доведу до
краха програма, али и до неочекиваног и неисправног тока извршавања про-
грама (уписивањем или читањем садржаjа из непредвидивог дела мемориjе).
Писање ван граница резервисане мемориjе у овим jезицима посебно jе честа
и опасна грешка и назива се прекорачење или препуњење бафера (енг. buffer
overflow, buffer overrun) [138, 166, 167]. Под бафером се, у овом контексту, под-
разумева блок мемориjе резервисан статички или динамички за привремено
складиштење података.1 Прекорачење бафера може да има за последицу нео-
чекивано и неисправно понашање програма, може да доведе до краха програма,
али додатно jе посебно опасно зато што постоjи велики броj начина за сигурно-
сне нападе и злоупотребе програма са овом грешком [164, 4, 95, 166, 167].
Два основна приступа верификациjи су динамички и статички [99], и они ће
бити детаљниjе описани у наставку текста. За утврђивање исправности софт-
вера и за проналажење (неких од) претходно описаних грешака у софтверу
постоjе разни алати коjи се засниваjу на овим приступима.
1Термин прихватник веома jе добар превод за енглеску реч buffer, али како jош ниjе зажи-





Динамичка верификациjа софтвера односи се на проверу исправности софт-
вера у фази извршавања, наjчешће путем тестирања. Тестирањем се не може
доказати одсуство грешака у програму, али се може показати њихово присуство.
Због тога, циљ тестирања заправо ниjе доказ исправности већ проналажење
грешака у програму [122, 23].
Простор могућих улаза програма обично jе превелик па ниjе могуће покре-
тање и провера програма са свим могућим улазима. Тестирање се састоjи од
покретања програма са репрезентативним скупом улазних података и поређење
добиjених резултата са очекиваним резултатима. Метод одређивања репрезен-
тативног скупа података, над коjим ће се вршити тестирање, назива се страте-
гиjа тестирања (енг. testing strategy) [99]. Стратегиjа тестирања треба да води
избору скупа података коjи: (1) има висок потенциjал откривања грешака, (2)
реалтивно jе мале величине, (3) води до високог поверења у поузданост софт-
вера након што софтвер успешно прође све тест примере. Постоjе два основна
извора тестова: спецификациjа програма и кoˆд програма.
Стратегиjе генерисања тестова на основу спецификациjе, односно без разма-
трања интерне структуре кода, називаjу се стратегиjама тестирања црне кутиjе
(енг. black-box testing) [24]. У оквиру ових стратегиjа, издваjа се тестирање
функционалних и нефункционалних особина софтвера, као и регресионо те-
стирање [96, 55] — тестирање да ли софтвер задржава своjе понашање и након
извесних измена.
Стратегиjе генерисања тестова на основу кода програма називаjу се стра-
тегиjама структурног тестирања или тестирања беле кутиjе (енг. structural
testing, white-box testing) [122, 136, 92, 55]. Наjчешћи тип структурног тести-
рања су jединични тестови (енг. unit tests) коjима се проверава исправност
кода приликом писања сваке основне градивне jединице програма (на пример,
функциjе или класе). Структурно тестирање користи се и за проналажење
безбедносних пропуста у софтверу [74]. Основне стратегиjе структурног те-
стирања засниваjу се на критериjуму покривености кода (енг. code coverage).
Покривеност кода може се рачунати према броjу извршених путања кроз про-
грам (енг. path coverage), према броjу извршених инструкциjа (енг. instruction
coverage) или према броjу извршених грана након сваке инструкциjе гранања
(енг. branch coverage) или комбинациjом претходних метода [99, 128].
Мешовите стратегиjе генерисања тестова, коjе укључуjу и коришћење специ-
фикациjе и увид у коˆд програма, називаjу се стратегиjе тестирања сиве кутиjе
(енг. gray-box testing) [136, 55].
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Аутоматизациjа процеса генерисања тест примера и провере резултата те-
стирања посебно jе важна jер олакшава и убрзава процес тестирања [136, 75].
Пример технике коjу jе могуће потпуно аутоматизовати jе расплинуто тести-
рање (енг. fuzz testing) [157, 155]. Овом техником генеришу се неисправни, не-
очекивани и случаjни улази за коjе се затим прати ток извршавања програма
са циљем детектовања неочекиваних крахова, подизања изузетака, цурења ме-
мориjе и других безбедносних слабости. Тест пример са коjим се започиње
тестирање може бити случаjно генерисан или улаз обезбеђен од стране програ-
мера. Сваки наредни тест пример генерише се на основу претходно генерисаних
тест примера, праћења тока извршавања програма и утицаjа промене улазних
параметара на извршавање нових, неистражених путања кроз програм. Ра-
сплинуто тестирање jе широко распрострањено [59]. Може се користити и као
стратегиjа структурног тестирања [74, 73, 150] и као стратегиjа тестирања црне
кутиjе [118].
2.1.2 Статичка верификациjа
Статичка верификациjа jе испитивање исправности програма без његовог
извршавања, анализом кода. Анализа кода може бити ручна, и односи се на
људске провере и прегледе кода, или може бити аутоматизована. У оквиру ау-
томатизоване провере исправности издваjаjу се формалне методе верификациjе
у коjима се услови исправности софтвера исказуjу у терминима математичких
тврђења на стриктно дефинисаном формалном jезику изабране математичке
теориjе [7].
Због неодлучивости халтинг проблема (енг. halting problem), не постоjи оп-
шти аутоматизован начин за проверавање да ли jе нека наредба програма до-
стижна [162], па тиме ни да ли jе исправна, односно да ли jе саˆм програм испра-
ван. То значи да ниjе могуће направити програм коjи би потпуно аутоматски,
у коначном времену, користећи коначне ресурсе, могао да утврди исправност
прозвољног програма потпуно прецизно, тj. без лажних упозорења (енг. false
positives) или пропуштених грешака (енг. false negatives). Лажно упозорење jе
извештаj да програм има грешку коjа заправо не постоjи. Пропуштена грешка
jе грешка коjа ниjе откривена приликом испитивања исправности програма.
У складу са неодлучивошћу проблема испитивања исправности програма,
особине полазног система могу се верно описати адекватним неодлучивим те-
ориjама, али онда, због неодлучивости изабраних теориjа, процес доказивања
ниjе могуће потпуно аутоматизовати. Зато се за доказивање комплексних осо-
бина софтвера дефинисаних у изражаjним неодлучивим логикама користе ин-
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терактивни доказивачи теорема (енг. interactive theorem provers) [175]. Ови
системи служе за поуздано интерактивно доказивање исправности програма.
Провером доказа обезбеђуjе се наjвиши степен поузданости и сигурности у до-
каз исправности, па тиме и у коˆд коjи се верификуjе, jер се провером доказа
искључуjе могућност постоjања грешке у самом доказу исправности. Такви
системи су, на пример, системи Isabelle [132] и Coq [25].
С друге стране, описивање полазног система одлучивим теориjама омогу-
ћава потпуну аутоматизациjу процеса верификациjе, али само под претпостав-
ком неограниченог времена, што у пракси често ниjе случаj. Поред тога, у
општем случаjу, сваки коначан опис у оквиру одлучиве теориjе нужно jе само
апроксимациjа понашања полазног система, што доводи до [47]:
• непрецизне анализе, односно увођења разних апроксимациjа због коjих
опис полазног система ниjе веран, па направљене апроксимациjе могу да
доведу до лажних упозорења или да неке грешке не буду уочене;
• анализе коjу, за неке програме, ниjе могуће завршити услед недостатка
потребних ресурса или ниjе могуће завршити у коначном времену.
Ради добиjања прецизниjих резултата у коначном времену и са коначним ре-
сурсима, квалитет анализe се може побољшати додавањем обележjа (енг. an-
notations) [22]. У програм коjи се анализира, обележjима се додаjу информа-
циjе коjе jе тешко или немогуће аутоматски извести. Обележjа се додаjу и за
информациjе коjе се могу аутоматски извести уколико се додавањем обележjа
може уштедети време потребно за анализу. Обележjима се наjчешће задаjу ин-
вариjанте петљи и предуслови и постуслови функциjа, jер су анализа петљи,
анализа ефекта позива функциjе за коjу ниjе доступан изворни кoˆд и анализа
рекурзивних позива функциjа наjчешћи узроци прављења апроксимациjа при-
ликом анализе. Обележjа коjа се односе на ефекат позива функциjе називаjу
се и уговори функциjа (енг. contracts).
У потпуно аутоматизоване приступе верификациjи програма спадаjу методе
проверавања модела, апстрактне интерпретациjе и симболичко извршавање.
Проверавање модела
Проверавање модела (енг. model checking) метод jе верификациjе у коjем се
систем (хардверски или софтверски), коjи jе потребно верификовати, описуjе
коначним аутоматом (енг. finite state machine), а спецификациjа се задаjе у тер-
минима темпоралне логике [44]. Доступна стања модела се затим систематски
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обилазе са циљем да се докажу услови задати спецификациjом. У случаjу да
доказ не успе, генерише се контрапример коjи нарушава услове спецификациjе.
Основни проблем метода проверавања модела jе његова скалабилност — скуп
могућих стања експоненциjално расте са повећањем броjа променљивих. Ме-
тод проверавања ограничених модела (енг. bounded model checking) заснива се на
ограничавању дужине путање стања коjа се проверава [28]. Уколико се грешка
не пронађе за фиксирану вредност дужине путање стања k, тада се k повећава
све док се не пронађе грешка, док модел не постане превелик за анализу или
док се не достигне вредност коjа jе горња граница дужине могућих путањи
кроз систем (чиме jе модел верификован). Проверавање модела за расуђивање
о испуњавању услова исправности обично користи диjаграме бинарних одлука
(енг. binary decision diagrams) док проверавање ограничених модела обично ко-
ристи SAT или SMT решаваче (коjи су описани у секциjи 2.2.2) [28, 8]. У кон-
тексту софтвера, због великог простора стања коjи jе потребно систематски
претражити, проверавање (ограничених) модела се наjчешће користи за про-
налажење грешака у систему, као допуна тестирању програма, а не као метод
потпуне верификациjе програма. Софтверске грешке коjе се наjчешће траже
проверавањем модела су: присуство кружних блокада, присуство неадекватног
рада са мемориjом и показивачима, односно присуство стања коjа доводе до
краха система.
Неки од верификациjских алата коjи се засниваjу на проверавању ограни-
чених модела су CBMC, ESBMC и LLBMC.
CBMC [43] jе jавно доступан алат првенствено намењен анализи ANSI-C и
C++ програма за уграђене системе (енг. embedded software). Оваj алат
врши провере прекорачења бафера, безбедности у раду са показивачима
и изузецима, као и услова задатих од стране корисника. CBMC кори-
сти компилатор goto-cc [133] коjи преводи С или С++ програм у GOTO
програм (тj. у граф контроле тока) над коjима врши анализу. Анализа
програма се врши размотавањем петљи у програму и прослеђивањем фор-
мула коjе одговараjу условима исправности одговараjућоj процедури одлу-
чивања. Основна верзиjа алата користи исказну логику и SAT решавач
MiniSAT2, али постоjи и подршка за рад са SMT решавачима Boolector
[36], MathSAT [38] и Z3 [54]2.
ESBMC [46] jе jавно доступан алат намењен анализи ANSI-C и C++ про-
грама за уграђене системе. Оваj алат проверава присуство поткорачења
2SMT подршка jе jош увек у експерименталноj фази.
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и прекорачења у аритметичким изразима, безбедност у раду са покази-
вачима, цурење мемориjе, прекорачење бафера и грешке специфичне за
вишенитни софтвер (енг. multi-threaded software), као што су присуство
кружних блокада и истовремени приступи истоj мемориjи од стране више
ниˆти, при чему бар jедна врши уписивање новог садржаjа у мемориjу
(енг. data race). ESBMC користи приступну компоненту (енг. front-end)
алата CBMC, тако да врши анализу над GOTO програмима. ESBMC фор-
мулише услове исправности користећи теориjу линеарне аритметике, тео-
риjу неинтерпретираних функциjа, теориjу низова и теориjу бит-вектора
(о овим теориjама ће бити више речи у секциjи 2.2.1), и за проверавање
услова исправности користи SMT решаваче Z3 [54] и Boolector [36].
LLBMC [117] jе алат за проверавање ограничених модела C и C++ програма.
Оваj алат врши провере грешака дељења нулом, прекорачења у арит-
метичким изразима, грешке прекорачења бафера, неисправног ослоба-
ђања мемориjе, двоструког ослобађања мемориjе, као и услова задатих
од стране корисника. LLBMC врши анализу над LLVM кодом (о LLVM
систему ће бити више речи у секциjи 2.3.2). За проверавање услова ис-
правности алат може да користи SMT решаваче STP [71] и Boolector [36].
Алат jе jавно доступан само за академске сврхе.
Апстрактна интерпретациjа
Апстрактна интерпретациjа (енг. abstract interpretation) техника jе апро-
ксимациjе формалне семантике програма, тj. математичког модела могућих по-
нашања програма [48]. Семантика програма може се описати конкретним доме-
ном Dc и релациjама над овим доменом. Ове релациjе се могу мењати током из-
вршавања наредби програма. За велике програме, испитивање да ли неко своj-
ство важи над доменом Dc отежано jе због величине самог домена, због вели-
ког броjа могућих путањи кроз програм као и због неодлучивости коjа се jавља
у разним контекстима. Jедан начин превазилажења ових потешкоћа jе апро-
ксимациjа конкретног домена Dc апстрактним доменом Da, односно конкретан
домен вредности замењуjе се апстрактним доменом описа ових вредности. На
пример, бесконачни домен скупа целих броjева може се заменити апстрактим
доменом коjи садржи вредности знакова броjева, тj. скупом {+,−, 0}. Иако
апстрактни домен ниjе тако прецизан као конкретан домен, он може у неким
ситуациjама да даˆ одговоре о важењу неких своjства. На пример, за рачунање
знака резултата множења, довољно jе знати само знаке операнада. Апстра-
ховањем се могу изгубити важне информациjе, тако, на пример, за рачунање
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знака резултата сабирања, знаци операнада нису увек довољни. Бирање аде-
кватне апроксимациjе домена ослања се на теориjу мрежа (енг. lattice theory),
на рачунање фиксних тачака парциjално уређених скупова и на Галоаове везе
(енг. Galois connections).
Апстрактна интерпретациjа има низ могућих примена, али се наjчешће ко-
ристи за анализу програма у оквиру компилатора како би се одлучило да ли jе
могуће применити неке оптимизациjе или трансформациjе програма, као и са
циљем проналажења извесних класа грешака у програму (нпр. дељење нулом
или дерефернцирање NULL показивача) [47]. Апстрактна интерпретациjа се
може користити и као техника аутоматског одређивања инвариjанти петљи у
програму [102].
Технике апстрактне интерпретациjе могу се применити и на велике програме
(реда величине и од неколико стотина хиљада линиjа кода) [47, 65]. Скалабил-
ност ових техника последица jе губљења прецизности приликом моделовања,
што често резултуjе великим броjем лажних упозорења.
Неки од верификациjских алата коjи се засниваjу на апстрактноj интерпре-
тациjи су Astre´e, Polyspace, Coverity SAVE и PAGAI.
Astre´e [32] jе комерциjални алат намењен првенствено анализи програма за
софтвер у уграђеним системима чиjа jе безбедност критична (енг. safety-
critical embedded software). Алат анализира програме написане у подjе-
зику програмског jезика С коjи не садржи динамичку алокациjу мемориjе
и рекурзивне позиве функциjа. Оваj алат проверава услове задате од
стране корисника и грешке коjе могу да доведу до краха софтвера.
Polyspace [56] jе комерциjални алат за статичку анализу програма написаних
у програмским jезицима С, С++ и Ada. Алат проналази грешке као што
су аритметичка прекорачења, прекорачења бафера и дељење нулом. Алат
такође користи метрике за оцењивање квалитета кода и проверава да ли
jе коˆд писан по одговараjућим стандардима.
Coverity SAVE [26] jе комерциjални алат за анализу C, C++, C# и Java про-
грама. Поред апстрактне интерпретациjе, алат користи и друге технике
статичке анализе како би анализа кода била што прецизниjа. Оваj алат
карактерише изузетна скалабилност: може да анализира коˆд од више ми-
лиона линиjа.
PAGAI [79] jе jавно доступан алат отвореног кода коjи се дистрибуира под
мањом GNU општом jавном лиценцом (енг. GNU Lesser General Public
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License) [106]. PAGAI аутоматски генерише нумеричке инвариjанте петљи
LLVM кода коришћењем техника апстрактне интерпретациjе. Генерисане
инвариjанте алат уписуjе у виду коментара у анализирани коˆд. Алат може
да проверава и кориснички задате услове.
Симболичко извршавање
Симболичко извршавање се односи на анализу програма праћењем симбо-
личких уместо конкретних вредности променљивих [93]. На оваj начин кон-
струишу се симболички изрази коjи описуjу одређене путање кроз програм и
омогућава се истовремено расуђивање о свим улазима коjи прате исту путању
кроз програм.
Уколико се симболичким извршавањем одређене путање у програму покаже
да она задовољава услове исправности програма, онда се таj закључак може
пренети на све могуће улазе коjи прате ту путању кроз програм. Тиме се зна-
чаjно добиjа на ефикасности у односу на технике динамичке анализе програма
где се анализа врши само за конкретне вредности улазних параметара. Међу-
тим, броj могућих путања кроз програм често jе превелик да би се могао систе-
матски потпуно претражити. Због тога се симболичко извршавање наjчешће
користи за проналажење грешака у програму, а не и за потпуну верификациjу
програма.
Време потребно за проналажење грешке у програму може значаjно да за-
виси од путање у коjоj се дата грешка испољава [168]. На пример, уколико се
грешка испољава у путањи програма коjа се симболичким извршавањем прва
анализира, онда jе време проналажења грешке минимално. Међутим, уколико
се грешка испољава у путањи програма коjа се симболичким извршавањем по-
следња анализира, тада, уколико постоjи велики броj могућих путања кроз
програм, постоjи опасност да се грешка у програму не пронађе (услед истека
времена предвиђеног за анализу). Оваj проблем ће бити детаљниjе анализиран
у одељку 4.2.1.
Неки од верификациjских алата коjи се засниваjу на симболичком изврша-
вању су KLEE, PEX и Calysto.
KLEE [39] jе jавно доступан алат коjи се дистрибуира под лиценцом NCSA
отвореног кода Универзитета Илиноис (енг. The University of Illinois/NCSA
Open Source License) [107], а служи за симболичко извршавање С програма
и за аутоматско генерисање тест примера. Алат проверава грешке преко-
рачења бафера, грешке у раду са показивачима и грешке дељења нулом.
KLEE врши анализу над LLVM кодом и користи SMT решавач STP [71]
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за проверавање услова исправности коjе генерише. KLEE користи не-
колико оптимизациjа и хеуристика за побољшавање покривености кода
приликом симболичког извршавања. Оваj алат користи се и као саставни
део система за верификациjу, на пример у оквиру S2E платформе [42] за
развиjање нових алата за анализу програма.
PEX [160] jе Маjкрософтов jавно доступан алат за аутоматско генерисање тест
примера и проналажење грешака у програмима. PEX се може користити
за све jезике .NET платформе. За проверавање услова исправности PEX
користи SMT решавач Z3 [54].
Calysto [11] jе истраживачки прототип алата коjи ради над LLVM кодом. Оваj
алат проверава безбедност рада са показивачима и услове задате од стране
корисника. Алат користи решавач за теориjу бит-вектора Spear [12]. Алат
ниjе jавно доступан.
2.2 Моделовање понашања и услова исправности
програма
У оквиру тезе, подразумеваће се познавање основних логичких поjмова [116,
97, 114].
Да би се процес верификациjе потпуно аутоматизовао, потребно jе задати
опис услова исправности програма у оквиру неке одлучиве теориjе за коjу по-
стоjе ефикасне процедуре одлучивања. У наставку текста, термин моделовање
програма обухватаће и моделовање понашања програма и моделовање услова
исправности програма.
2.2.1 Теориjе за моделовање програма
У овоj секциjи наведене су неке од теориjа коjе се често користе за модело-
вање понашања и услова исправности програма [21]. Ове теориjе су, погодности
ради, задате семантички (навођењем модела), сем теориjе низова коjа jе задата
синтаксно (аксиоматски). Теориjе су описане у оквиру вишесортне логике пр-
вог реда са jеднакошћу3. Поред ових теориjа, за моделовање програма може се
користити и исказна логика.
3Сва ограничења коjе сорте (типови) уводе могу се представити одговараjућим унарним
предикатима у оквиру логике првог реда, тако да се за дефинисање ових теориjа може кори-
стити и логика првог реда без сорти.
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Линеарна аритметика
Целоброjна линеарна аритметика (енг. Linear Integer Arithmetic, скраћено
LIA) теориjа jе логике првог реда у коjоj се користе функциjски симболи:
• 0 и 1, арности 0,
• −, арности 1,
• +, арности 2
и предикатски симбол ≤ арности 2. Додавањем функциjских симбола за нове
нумерале или за симболе <, >, ≥ и 6=, не мења се изражаjна моћ теориjе. Ради
jедноставности, ови симболи нису укључени у саму дефинициjу теориjе.
Теориjа целоброjне линеарне аритметике се може семантички описати на
следећи начин: скуп њених теорема jе скуп свих формула без слободних про-
менљивих коjе су тачне у природноj интерпретациjи у структури (Z,+). Уни-
верзално квантификовани фрагмент ове теориjе jе одлучив, при чему jе про-
блем задовољивости у универзално квантификованом фрагменту ове теориjе
NP-комплетан [135].
Реална линеарна аритметика (енг. Linear Real Arithmetic, скраћено LRA)
се описуjе на аналогни начин: скуп њених теорема jе скуп свих формула без
слободних променљивих коjе су тачне у природноj интерпретациjи у структури
(R,+). Универзално квантификовани фрагмент ове теориjе jе одлучив, и за
оваj фрагмент постоjи процедура одлучивања чиjа jе временска сложеност по-
линомска [91]. У пракси се, због добрих резултата, наjчешће користе симплекс
и Фуриjе-Моцкинов алгоритм [60, 149], иако они у наjгорем случаjу имаjу ек-
споненциjалну сложеност.
Скуп теорема рационалне линеарне аритметике (енг. Linear Rational Arith-
metic, скраћено LQA) скуп jе свих формула без слободних променљивих коjе
су тачне у природноj интерпретациjи у структури (Q,+). Ова теориjа jе одлу-
чива [114]. Уколико се утврди да jе формула задовољива у оквиру рационалне
линеарне аритметике, онда се таj закључак може пренети и на задовољивост у
оквиру реалне линеарне аритметике jер jе сваки модел над рационалним доме-
ном истовремено и модел над реалним доменом.
У оквиру линеарне аритметике често се користе разне синтаксне скраћенице
у запису формула (на пример, израз 3x jе скраћеница за израз x + x + x) тако
да су терми линеарне аритметике линеарни полиноми облика:
a1x1 + a2x2 + ...+ anxn ./ b,
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при чему су a1, a2, ..., an и b цели (или рационални) броjеви, x1, x2, ..., xn цело-
броjне, рационалне или реалне променљиве, а ./ неки од постоjећих предикат-
ских симбола.
Пример 2.1 Пример формуле линеарне аритметике jе:
(x+ x+ x+ y + y + z ≤ 1) ∧ (x+ (−y) ≤ 0)
Претходна формула, коришћењем скраћеница, записуjе се на следећи начин:
(3x+ 2y + z ≤ 1) ∧ (x− y ≤ 0)
Ова формула jе задовољива у оквиру целоброjне линеарне аритметике (па
тиме и у оквиру реалне и рационалне линеарне аритметике). Jедан њен модел
jе x = −1, y = 0 и z = 0.
Аритметика бит-вектора за целе броjеве и броjеве у покретном зарезу
Различите дефинициjе теориjе бит-вектора за целе броjеве (енг. Bit-vector
Arithmetic, скраћено BVA) су присутне у литератури [49, 119, 20, 31, 85]. Ова
теориjа мотивисана jе правилима коjа су присутна у целоброjним израчунава-
њима коjе врши процесор над низовима битова. Обично се подразумева да су
бит-вектори коначни низови нула и jединица (при чему се наjчешће користе
дужине бит-вектора 8, 16, 32 и 64) и да се користи запис означених броjева у
потпуном комплементу. Теориjа аритметике бит-вектора за целе броjеве може
се семантички описати на следећи начин: скуп њених теорема jе скуп свих фор-
мула без слободних променљивих коjе су тачне у природноj интерпретациjи у
структури бит-вектора са уобичаjним операциjама и релациjама над њима. Oва
теориjа jе одлучива, а проблем задовољивости у универзално квантификованом
фрагменту ове теориjе jе NP-комплетан [21].
Аритметика бит-вектора за броjеве у покретном зарезу (енг. Floating-
Point Arithmetic, скраћено FPA) мотивисана jе правилима коjа су присутна
у израчунавања коjа врши процесор над броjевима у покретном зарезу по стан-
дарду IEEE 754 [144]. Ова теориjа се може семантички описати на аналогни
начин: скуп њених теорема jе скуп свих формула без слободних променљивих
коjе су тачне у природноj интерпретациjи у структури бит-вектора у покрет-
ном зарезу са уобичаjним операциjама и релациjама над њима. Oва теориjа jе
одлучива.
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Пример 2.2 Пример формуле теориjе бит-вектора jе:
((x/s2) <s (x+ y)) ∧ (y = (x 2))
при чему су +, /s и  редом ознаке за операциjе сабирања, означеног дељења и
померања у лево у складу са одговараjућим операциjама коjе врши процесор над
низовима битова, док jе <s оператор означеног поређења у складу са поређењем
означених броjева коjе врши процесор. Ова формула jе задовољива и jедан њен
модел jе x = 2 и y = 8.
Теориjа неинтерпретираних функциjа
Теориjе обично ограничаваjу интерпретациjу постоjећих функциjских и пре-
дикатских симбола. Теориjа коjа не задаjе никаква ограничења за функциjске
симболе (и код коjе jе скуп аксиома празан) назива се теориjа неинтерпрети-
раних функциjа (енг. theory of Equality with Uninterpreted Functions, скраћено
ЕUF). Универзално квантификовани фрагмент ове теориjе jе одлучив и за оваj
фрагмент постоjи процедура одлучивања чиjа jе временска сложеност поли-
номска [125, 13]. Jедна процедура одлучивања за ову теориjу заснива се на
конструкциjи константног конгруентног затворења алгоритмом Нелсон-Опена
(енг. Nelson-Oppen algorithm) [126].
Пример 2.3 Наредне две формуле су формуле теориjе неинтерпретираних
функциjа (за функциjске симболе f и g):
f(a) = a ∧ ¬(f(f(a)) = f(a))
g(a) = c ∧ (¬((f(g(a)) = f(c)) ∨ g(a) = d) ∧ ¬(c = d)
Обе формуле су незадовољиве.
Теориjа низова
Теориjа низова (енг. Тheory of Аrrays, скраћено ARR) уводи тернарни функ-
циjски симбол store и бинарни функциjски симбол select.
Функциjа store врши измену вредности на одговараjућем месту у низу и има
три аргумента:
(i) низ,
(ii) позициjу (индекс) у низу на коjу се смешта вредност,
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(iii) вредност коjа се смешта у низ.
За задати низ a, целоброjну вредност i и вредност v типа над коjим jе низ
дефинисан, терм store(a, i, v) означава низ коjи jе идентичан са низом a,
осим што jе вредност на позициjи i jеднака v.
Функциjа select врши читање вредности са одговараjућег места у низу и има
два аргумента:
(i) низ,
(ii) позициjу (индекс) у низу са коjе се чита вредност.
За задати низ a и целоброjну вредност i, терм select(a, i) означава вредност
на позициjи i низа a.
Теориjа низова jе теориjа коjа има следеће две аксиоме:
∀a ∀i ∀v (select(store(a, i, v), i) = v) (A1)
∀a ∀i ∀j ∀v (i 6= j ⇒ select(store(a, i, v), j) = select(a, j)) (A2)
Универзално кватнификовани фрагмент ове теориjе jе одлучив и проблем
задовољивости у овом фрагменту теориjе jе NP-комплетан [156, 154, 35, 134].
Поред претходне две аксиоме, понекад се додаjе и аксиома проширивања
(енг. extensionality)
∀a ∀b ((∀i (read(a, i) = read(b, i))⇒ a = b) (A3)
Пример 2.4 Наредна формула jе пример задовољиве формуле теориjе низова:
b = store(a, 5, select(a, 3)) ∧ select(a, 3) = select(b, 5).
Пример 2.5 Наредна формула jе пример незадовољиве формуле теориjе ни-
зова:
store(a, i, x) 6= b ∧ select(b, i) = y ∧ select(store(b, i, x), j) = y
∧ a = b ∧ i = j.
Да би се доказала незадовољивост ове формуле, потребно jе користити и ак-
сиому (A3).
19
2.2 Моделовање понашања и услова исправности програма
2.2.2 Решавачи
Приликом аутоматске анализе исправности програма обично се генеришу
услови исправности чиjу jе ваљаност, у оквиру изабране теориjе, потребно про-
верити адекватним системом. У наставку текста, под поjмом ваљаност под-
разумеваће се ваљаност у оквиру изабране теориjе. Систем за проверавање
ваљаности може бити саставни део верификациjског алата, тj. специjализован
за услове исправности коjе верификациjски алат генерише или независан од
верификациjског алата. Као екстерни системи за проверавање ваљаности че-
сто се користе SAT и SMT решавачи. Испитивање ваљаности тада се своди на
дуалан проблем испитивања задовољивости негиране формуле.
SAT решавачи
Проблем задовољивости (енг. Satisfiability problem, скраћено SAT) проблем
jе одлучивања да ли за исказну формулу у конjунктивноj нормалноj форми
постоjи валуациjа у коjоj су све њене клаузе тачне. Постоjи велики броj SAT
решавача и велики броj проблема коjи се могу решити свођењем на SAT [29].
За ефикасно утврђивање задовољивости исказних формула наjчешће се ко-
ристе вариjациjе Деjвис-Патнам-Лонгман-Ловеландовог алгортима (енг. Davis-
Putnam-Longman-Loveland algorithm, скраћено DPLL) [52, 53].
У верификациjи, програм и услови исправности програма, могу се модело-
вати исказним формулама за чиjе се проверавање користи SAT решавач. Оваj
приступ се користи, на пример, у техникама проверавања ограничених модела
[28]. Познати SAT решавачи су zChaff [112], MiniSAT [63] и PicoSAT [27].
SMT решавачи
Задовољивост у односу на теориjу (енг. Satisfiability Modulo Theory, скра-
ћено SMT) проблем jе одлучивања задовољивости у односу на основну теориjу
T описану у класичноj логици првог реда са jеднакошћу [19]. Теориjе коjе су од
посебног интереса су теориjе описане у секциjи 2.2.1. Решавачи за оваj проблем
називаjу се SMT решавачи.
Модерни SMT решавачи засниваjу се на DPLL(T ) архитектури [129, 169] и
у великоj мери користе исказно расуђивање и технике уведене модерним SAT
решавачима [140]. SMT-lib инициjатива има за циљ стварање библиотеке SMT
тест примера и свих пратећих стандарда и нотациjских конвенциjа [139, 18].
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SMT решавачи имаjу многе примене, посебно у верификациjи хардвера и
софтвера. Неки од наjпознатиjих SMT решавача су Z3 [54], Yices [61], MathSAT
[38], STP [71] и Boolector [36].
2.3 Међуjезици у верификациjи
Анализа изворног кода програма написаног на вишем програмском jезику
додатно jе отежана разним факторима, на пример, присуством сложених из-
раза, имплицитних конверзиjа типова и бочних ефеката. Због тога се анализа
програма обично изводи над кодом коjи се добиjа трансформациjом оригинал-
ног кода у облик коjи jе погодан за анализу [99].
2.3.1 Трансформациjа кода
Анализа кода се наjчешће врши над апстрактним синтаксним стаблом
(енг. abstract syntax tree), обележеним графом контроле тока (енг. labeled
flowgraphs), упрошћеним кодом на истом програмском jезику, или над кодом
међуjезика коjи одваjа концепте и семантику вишег програмског jезика од jе-
зика коjи одговара конкретноj машини на коjоj се програм извршава.
Примери платформи коjе врше трансформациjу програма у међуjезик пого-
дан за анализу су LLVM и .NET. Ове платформе имаjу приступне компоненте
(енг. front-ends) за различите програмске jезике.
У оквиру .NET платформе развиjена jе библиотека Code Contracts. Ова
библиотека пружа подршку jединственом начину назначавања спецификациjе
програма у оквиру кода [15]. Писање спецификациjе у оквиру програма омогу-
ћава аутоматску проверу да ли jе спецификациjа задовољена. За реализациjу
ове провере користи се верификациjски међуjезик и алат Boogie [16]. Верифи-
кациjски међуjезик има улогу да раздвоjи семантику дефинисану програмским
jезиком од генерисања формула за решавач. Boogie повезуjе jединствени вер-
фикацjски алат у оквиру платформе са библитеком Code Contracts тако што
трансформише компилирани коˆд у верификациjски међуjезик и на основу ме-
ђуjезика гради услове исправности програма. Постоjе и други верификациjски
алати коjи користе архитектуру у чиjоj се основи налази верификациjски ме-
ђуjезик [67, 40].
Трансформациjа кода у облик погодан за верификациjу посебно jе важна
за програме написане на програмском jезику С, па постоjе многи специjализо-
вани трансформатори за С програме [124]. У наставку текста биће детаљниjе
приказана LLVM платформа и LLVM репрезентациjа кода.
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2.3.2 LLVM
Почетна верзиjа LLVM проjекта имала jе за циљ да обезбеди подршку за
компилациjу произвољног програмског jезика [100, 101]. Временом jе таj проjе-
кат прерастао у низ различитих потпроjеката коjи се широко користе у оквиру
комерциjалне производње софтвера, проjеката отвореног кода, као и у истра-
живачке сврхе4. У верификациjи софтвера, LLVM се користи, на пример, у
оквиру алата KLEE [39], Calysto [11], S2E [42], LLBMC [117] и SAFECode [57].
Коˆд LLVM проjекта дистрибуира се под лиценцом NCSA отвореног кода Уни-
верзитета Илиноис [107].
Основни LLVM потпроjекат чине библиотеке коjе омогућаваjу разне врсте
трансформациjа, анализе и оптимизациjа програма независно од изворног кода
и циљне архитектуре, као и библиотеке коjе омогућаваjу генерисање извршног
кода за многе популарне архитектуре микропроцесора. Ове библиотеке раде над
jезиком коjи се зове LLVM међуjезик (енг. LLVM intermediate representation).
LLVM има развиjене приситупне компоненте за програмске jезике C, C++, Ada
и Fortran. Постоjе разни спољни проjекти коjи преводе друге програмске jезике
(на пример, програмске jезике Python [111], Ruby [14], Haskell [78], Java [165], D
[51], Pure [108], Scala [141] и Lua [110]) у LLVM међуjезик.
LLVM међуjезик има jедноставне инструкциjе коjе су налик на асемблер-
ске RISC инструкциjе али, за разлику од асемблерских инструкциjа, садрже
и информациjе о типовима података операнада инструкциjа као и о њиховоj
употреби у програму. Инструкциjе LLVM међуjезика су у форми статички
jединствене доделе (енг. Static Single Assignment, скраћено SSA) [50]. Инфор-
мациjе о типовима, SSA форма и постоjећа библиотечка подршка чине LLVM
међуjезик погодним за развиjање нових врста трансформациjа, анализа и оп-
тимизациjа.
Свака функциjа програма на LLVM међуjезику састоjи се од блокова. Сваки
блок jе низ инструкциjа за коjи извршавање може да почне само у улазноj тачки
блока, односно кроз прву инструкциjу блока, а извршавање блока може да се
заврши само кроз излазну тачку блока, односно кроз последњу инструкциjу. За
сваки блок, познати су његови претходници и следбеници, и за сваку функциjу
познат jе граф контроле тока функциjе. Пример 2.6 илуструjе структуру и неке
основне инструкциjе LLVM кода.
4LLVM проjекат jе добио престижну награду ACM System Software Award за 2012. го-
дину. Ова награда се сваке године додељуjе jедном изузетном софтверском систему, а рани-
jих година, добили су jе и системи Eclipse, VMware, Make, Java, Apache, TCP/IP, PostScript,
SMALLTALK, TeX и UNIX.
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if(b<min) min = b;
printf("Najmanji broj je %d\n", min);
return 0;
}
генерише се LLVM коˆд приказан на слици 2.1. Следи кратко обjашњење основ-
них елемената LLVM кода коjи су присутни у овом примеру.
Коментари се у оквиру LLVM кода записуjу иза ознаке ; и садрже додатне
информациjе о самим LLVM наредбама, као што су тип променљиве над коjом
jе извршена додела вредности, броj коришћења променљиве у наставку кода,
или имена блокова претходника датог блока. У оквиру main функциjе постоjе
четири блока: entry, bb, bb1 и return. На почетку улазног блока, тj. блока
entry, алоцирана jе мемориjа за све локалне променљиве функциjе main ин-
струкциjом alloca. Локалне променљиве функциjе садрже префикс %. Про-
менљиве коjе служе за складиштење привремених резултата (да би програм
био у форми статички jединствене доделе) уместо именима означаваjу се бро-
jевима. Kоˆд садржи инструкциje за учитавање и уписивање садржаjа у мемо-
риjу, тj. инструкциjе load и store, инструкциjу целоброjног аритметичког
поређења icmp slt и инструкциjу позива функциjе call. Сваки блок, сем из-
лазног блока return, завршава се инструкциjом br условног (блок entry) или
безусловног скока (блокови bb и bb1) коjа одређуjе коjим се блоком наставља
извршавање програма.
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; ModuleID = ’minimum.o’
target datalayout = "e-p:32:32:32-i1:8:8-i8:8:8-i16:16:16-i32:32:32-i64:32:64-
f32:32:32-f64:32:64-v64:64:64-v128:128:128-a0:0:64-f80:32:32"
target triple = "i386-pc-linux-gnu"
@.str = internal constant [16 x i8] c"Unesi dva broja\00" ; <[16 x i8]*> [#uses=1]
@.str1 = internal constant [5 x i8] c"%d%d\00" ; <[5 x i8]*> [#uses=1]
@.str2 = internal constant [21 x i8] c"Najmanji broj je %d\0A\00" ; <[21 x i8]*> [#uses=1]
define i32 @main() nounwind {
entry:
%retval = alloca i32 ; <i32*> [#uses=2]
%min = alloca i32 ; <i32*> [#uses=4]
%b = alloca i32 ; <i32*> [#uses=3]
%a = alloca i32 ; <i32*> [#uses=2]
%0 = alloca i32 ; <i32*> [#uses=2]
%"alloca point" = bitcast i32 0 to i32 ; <i32> [#uses=0]
%1 = call i32 @puts(i8* getelementptr ([16 x i8]* @.str, i32 0, i32 0)) nounwind
; <i32> [#uses=0]
%2 = call i32 (i8*, ...)* @scanf(i8* noalias getelementptr ([5 x i8]* @.str1,
i32 0, i32 0), i32* %a, i32* %b) nounwind
; <i32> [#uses=0]
%3 = load i32* %a, align 4 ; <i32> [#uses=1]
store i32 %3, i32* %min, align 4
%4 = load i32* %b, align 4 ; <i32> [#uses=1]
%5 = load i32* %min, align 4 ; <i32> [#uses=1]
%6 = icmp slt i32 %4, %5 ; <i1> [#uses=1]
br i1 %6, label %bb, label %bb1
bb: ; preds = %entry
%7 = load i32* %b, align 4 ; <i32> [#uses=1]
store i32 %7, i32* %min, align 4
br label %bb1
bb1: ; preds = %bb, %entry
%8 = load i32* %min, align 4 ; <i32> [#uses=1]
%9 = call i32 (i8*, ...)* @printf(i8* noalias getelementptr ([21 x i8]* @.str2,
i32 0, i32 0), i32 %8) nounwind
; <i32> [#uses=0]
store i32 0, i32* %0, align 4
%10 = load i32* %0, align 4 ; <i32> [#uses=1]
store i32 %10, i32* %retval, align 4
br label %return
return: ; preds = %bb1




declare i32 @scanf(i8* noalias, ...) nounwind
declare i32 @printf(i8* noalias, ...) nounwind




У овоj глави биће описан систем LAV — систем за статичку анализу, генери-
сање и проверу услова исправности императивних програма [168]. Систем кому-
ницира са другим системима у окружењу ради трансформисања кода у форму
коjа jе погодна за анализу и ради добиjања информациjа о ваљаности генериса-
них формула. Систем обухвата моделовање понашања програма, конструкциjу
услова исправности програма, трансформисање конструисаних услова у фор-
муле одговараjућих теориjа, испитивање ваљаности формула у оквиру изабране
теориjе и генерисање одговараjућег извештаjа за корисника.
У оквиру система LAV, испитивање исправности програма своди се на ис-
питивање да ли у задатоj тачки програма:
(1) неки израз може да има неку (недозвољену) вредност;
(2) нека адреса не припада границама резервисане мемориjе придружене од-
говараjућем показивачу.
Према томе, грешке коjе могу да буду обухваћене конкретном имплементаци-
jом система су грешке коjе се могу дефинисати на jедан од претходна два на-
чина. Такве су, на пример, грешке дељења нулом, дереференцирања NULL
показивача, прекорачење бафера и неиспуњавање предуслова функциjе за коjу
jе познат уговор у виду аритметичко-логичког израза.
Испитивање функционалне исправности програма може бити вршено на опи-
сани начин. То се може постићи додавањем позива специjалне функциjе assert
у тачки изворног програма за коjу желимо да проверимо важење неког услова.
Аргумент ове функциjе треба да одговара услову за коjи се врши провера. Про-
веравање исправности програма може се олакшати додавањем услова за коjи се
претпоставља да важи у некоj тачки изворног програма, навођењем жељеног
услова у оквиру позива специjалне функциjе assume.
3.1 Окружење
3.1 Окружење
Систем LAV анализира програм за коjи се претпоставља да се састоjи од
блокова инструкциjа, при чему извршавање блока може да почне само у ула-
зноj тачки блока, а може да се заврши само кроз последњу инструкциjу блока.
Такође, претпоставља се да инструкциjе користе само jедан оператор или позив
функциjе (поред, евентуално, оператора доделе), као и да се на основу последње
инструкциjе блока може закључити коjим блоковима у програму jе могуће на-
стављање извршавања програма. Овакав облик улазног програма може да се
добиjе, на пример, трансформисањем програма на императивном програмском
jезику у LLVM коˆд и имплементациjа система LAV као улазне програме кори-
сти управо LLVM програме. У наставку ће, за илустрациjу примене система,
поред LLVM кода, jедноставности ради, бити коришћен коˆд на програмском jе-
зику С и, тамо где jе то погодно, поjедностављени LLVM коˆд. Поjедностављени
LLVM коˆд, коjи jе уведен за потребе овог текста, неформално апстрахуjе неке
детаље jезика LLVM како би се олакшало праћење кода коjи се анализира. На
пример, уместо префиксних аритметичко-логичких инструкциjа користе се од-
говараjући инфиксни С оператори, подаци о типовима операнада се не наводе,
а уместо LLVM инструкциjа load и store учитавање и уписивање у мемориjу
се врши наредбама доделе.
Систем LAV гради модел извршавања програма и генерише услове исправ-
ности програма. Модел извршавања програма и услови исправности се исказуjу
на jезику вишесортне логике првог реда теориjе коjа одговара семантици про-
грамског jезка. Оваj jезик и одговараjућа теориjа неће бити експлицитно опи-
сивани. LAV трансформише изграђене формуле у формуле изабране одлучиве
теориjе логике првог реда за коjе постоjи проверавач ваљаности. Избор теориjе
у коjу LAV трансформише изграђене формуле може се извршити на основу ана-
лизираног кода, али и на основу жељених критериjума за прецизност резултата
и ефикасност расуђивања. На основу комуникациjе са проверавачем ваљано-
сти, LAV генерише извештаj о безбедности наредби у оригиналном програму.
Утицаj избора теориjе на генерисање резултата анализе детаљно jе описан у
одељку 3.5.
Комуникациjе система LAV са окружењем приказана jе на слици 3.1.
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Слика 3.1: Комуникациjа система LAV са окружењем.
3.2 Моделовање основних градивних jединица
програма
Да би се конструисале формуле коjе одговараjу току извршавања програма
и условима исправности програма, неопходно jе наjпре моделовати основне гра-
дивне jединице програма: променљиве (локалне, показивачке и глобалне), ти-
пове података (основне и сложене), инструкциjе, блокове инструкциjа и позиве
функциjа. Моделовање променљивих, типова података, инструкциjа и блокова
инструкциjа описано jе у овом одељку, док jе ефекaт позива функциje описан
у одељку о моделовању контроле тока (секциjа о интерпроцедуралноj анализи
3.3.2).
3.2.1 Променљиве и основни типови података
Променљиве основних типова података програма моделуjу се променљивама
вишесортне логике првог реда. Различитим типовима података програмског
jезика (целоброjном, реалном и показивачком типу) придружуjу се различите
сорте у логици. И истоврсним типовима података (на пример целоброjним)
за чиjе се складиштење користе различите дужине у баjтовима, придружуjу се
различите сорте. Променљиве сложених типова података, као што су структуре
и униjе, дискутоване су у секциjи 3.2.4.
Да би се омогућило превођење типова података у одговараjуће сорте, претпо-
ставља се да трансформатор може да разреши недоречености стандарда jезика
С по питању дужина целоброjних типова у складу са машином на коjоj се из-
вршава или на неки други начин. LLVM ово питање разрешава у складу са
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архитектуром рачунара на коjоj jе програм трансформисан у LLVM међуjезик.
На оваj начин, анализа програма се спроводи само за ту конкретну архитек-
туру и постоjи могућност да се нека грешка, коjа се на овоj архитектури не
испољава, може испољити на некоj другоj архитектури.
Пример 3.1 Jеднобаjтном целоброjном типу char придружуjе се jедна сорта,
назовимо jе τ1, а четворобаjтном целоброjном типу int придружуjе се друга
сорта, назовимо jе τ4. Jеднобаjтним целоброjним променљивама a и b, коjе су
декларисане у програму са char a, b; придружуjу се променљиве a и b сорте
τ1. Четворобаjтним целоброjним променљивама c и d коjе су декларисане у
програму са unsigned int c; signed int d; придружуjу се променљиве c и d
сорте τ4. Приметимо да jе променљивама c и d придружена иста сорта τ4
иако jе променљива c неозначеног, а променљива d означеног целоброjног типа.
Своjства оваквог моделовања биће дискутована у одељку 3.5.
У даљем тексту ће се подразумевати да се под логиком првог реда мисли
на вишесортну логику првог реда. Такође, сорту променљиве у формули коjа
моделуjе програм зваћемо и типом променљиве. Ради jедноставниjег записа, у
наставку текста, у формулама неће бити навођене сорте променљивих.
3.2.2 Основне инструкциjе и блокови
Систем LAV користи складиште за праћење вредности променљивих у ок-
виру блокова програма. Складиште (енг. store) скуп jе променљивих блока b
коjем jе придружено пресликавање складиштењe Sb. Ово пресликавање доде-
љуjе вредност свакоj променљивоj складишта, при чему су могуће вредности
променљиве одређене типом променљиве. Променљиве чиjе су вредности реле-
вантне у различитим блоковима функциjе припадаjу сваком складишту блока
функциjе и називаjу се сталне променљиве. Променљиве чиjе су вредности
релевантне искључиво у оквиру jедног блока, припадаjу само складишту блока
у коjем су настале и називаjу се привремене променљиве.
Пример 3.2 У jедноставном програму коjи jе приказан на слици 3.2, издваjа
се пет блокова. Први блок (entry) чине инструкциjе коjе су настале превoђе-
њем наредби С програма у линиjама 3, 4, 51; други блок (bb) чине инструкциjе
коjе су настале превoђењем наредбе С програма у линиjи 6; трећи блок (bb1)
чине инструкциjе коjе су настале превoђењем наредбе С програма у линиjи 8;
1Линиjе 5, 6, 7 и 8 заправо чине jедну С наредбу коjу LLVM разбиjа на неколико инструк-
циjа коjе припадаjу различитим блоковима.
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четврти блок (bb2) чине инструкциjе коjе су настале превoђењем наредбе С
програма у линиjи 9; последњи блок (return) завршава рад функциjе. Склади-
штима сваког блока припадаjу променљиве a, b и c коjе су целоброjног четво-
робаjтног типа. Складишту блока bb припадаjу и две привремене променљиве
(r5 и r6), чиjе се вредности користе само у оквиру овог блока.
Свака инструкциjа блока може да утиче на складиште блока и може да
дода ограничења над скупом променљивих. Симболичким извршавањем, коjе
jе описано у секциjи 2.1.2 се на основу инструкциjе кода конструише израз
логике првог реда над текућим вредностима променљивих у складишту. Оваj
израз постаjе нова вредност одговараjуће променљиве складишта (уколико jе
присутна инструкциjа доделе) или се додаjе у скуп додатних ограничења (о
чему ће бити више речи у наставку текста).
Пример 3.3 За наредбу сабирања c=a+b; и текуће вредности одговараjућих
променљивих у складишту a, b и c, симболичким извршавањем конструише се
израз a+ b коjи, због оператора доделе, постаjе нова вредност променљиве c.
Означимо са sb(v) вредност променљиве v у улазноj тачки блока b, а са eb(v)
вредност променљиве v у излазноj тачки2. Све инструкциjе блока се редом
симболички извршаваjу.
Пример 3.4 У табели 3.1 приказана jе измена функциjе Sbb складиштења
блока bb са слике 3.2 након симболичког извршавања сваке инструкциjе. На
уласку у блок, сталне променљиве складишта пресликаваjу се у своjе иници-
jалне вредности. Вредности привремених променљивих у овом тренутку нису
дефинисане. Након симболичког извршавања прве инструкциjе блока bb, вред-
ност променљиве r5 поставља се на текућу вредност променљиве a. Након
симболичког извршавања друге инструкциjе, дефинише се вредност за промен-
љиву r6, а након симболичког извршавања треће инструкциjе, мења се вред-
ност променљиве a.
Табела 3.1: Вредности променљивих складишта блока bb са слике 3.2 након
симболичког извршавања сваке инструкциjе.
наредба a b c r5 r6
bb: sbb(a) sbb(b) sbb(c) — —
r5 = a; sbb(a) sbb(b) sbb(c) sbb(a) —
r6 = r5+1; sbb(a) sbb(b) sbb(c) sbb(a) sbb(a) + 1
a = r6; sbb(a) + 1 sbb(b) sbb(c) sbb(a) sbb(a) + 1
2sb(v) jе скраћеница за startb(v), док jе eb(v) скраћеница за endb(v).
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r4 = (b>c) ? 1:0;
br r4 ? bb : bb1;
bb:
r5 = a;

















; ModuleID = ’1.c’
target datalayout = "e-p:32:32:32-i1:8:8-i8:8:8
-i16:16:16-i32:32:32-i64:32:64-f32:32:32
-f64:32:64-v64:64:64-v128:128:128-a0:0:64-f80:32:32"
target triple = "i386-pc-linux-gnu"
@.str = internal constant [5 x i8] c"%d%d\00"
; <[5 x i8]*> [#uses=1]
@.str1 = internal constant [4 x i8] c"%d\0A\00"
; <[4 x i8]*> [#uses=1]
define i32 @main() nounwind {
entry:
%retval = alloca i32 ; <i32*> [#uses=2]
%c = alloca i32 ; <i32*> [#uses=2]
%b = alloca i32 ; <i32*> [#uses=3]
%a = alloca i32 ; <i32*> [#uses=5]
%0 = alloca i32 ; <i32*> [#uses=2]
%"alloca point" = bitcast i32 0 to i32 ; <i32> [#uses=0]
%1 = call i32 (i8*, ...)* @scanf(i8* noalias
getelementptr ([5 x i8]* @.str, i32 0, i32 0),
i32* %b, i32* %c) nounwind ; <i32> [#uses=0]
%2 = load i32* %b, align 4 ; <i32> [#uses=1]
%3 = load i32* %c, align 4 ; <i32> [#uses=1]
%4 = icmp sgt i32 %2, %3 ; <i1> [#uses=1]
br i1 %4, label %bb, label %bb1
bb: ; preds = %entry
%5 = load i32* %a, align 4 ; <i32> [#uses=1]
%6 = add i32 %5, 1 ; <i32> [#uses=1]
store i32 %6, i32* %a, align 4
br label %bb2
bb1: ; preds = %entry
%7 = load i32* %a, align 4 ; <i32> [#uses=1]
%8 = sub i32 %7, 1 ; <i32> [#uses=1]
store i32 %8, i32* %a, align 4
br label %bb2
bb2: ; preds = %bb1, %bb
%9 = load i32* %b, align 4 ; <i32> [#uses=1]
%10 = load i32* %a, align 4 ; <i32> [#uses=1]
%11 = sdiv i32 %9, %10 ; <i32> [#uses=1]
%12 = call i32 (i8*, ...)* @printf(i8* noalias
getelementptr ([4 x i8]* @.str1, i32 0, i32 0),
i32 %11) nounwind ; <i32> [#uses=0]
store i32 0, i32* %0, align 4
%13 = load i32* %0, align 4 ; <i32> [#uses=1]
store i32 %13, i32* %retval, align 4
br label %return
return: ; preds = %bb2
%retval3 = load i32* %retval ; <i32> [#uses=1]
ret i32 %retval3
}
declare i32 @scanf(i8* noalias, ...) nounwind
declare i32 @printf(i8* noalias, ...) nounwind
Слика 3.2: Jедноставан С кoˆд (са леве стране, горе), одговараjући LLVM кoˆд
(са десне стране), поjедностављени LLVM кoˆд (са леве стране, доле).
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Након што се свака инструкциjа блока функциjе f симболички изврши,
конструише се формула Transformation(b). Ова формула конструише се ко-









• Vf скуп сталних променљивих (променљивих заjедничких за сва склади-
шта функциjе f);
• ev вредност променљиве v на излазу из блока, ова вредност jе изражена у
терминима:
– инициjалних вредности sb(v), за v ∈ Vf ,
– константи,
– новоуведених променљивих (коjе су настале као резултат апрокси-
мациjе симболичког извршавања) и над коjима су евентуално задата
некаква ограничења;
• AdditionalConstraints(b) формула коjа садржи додатна ограничења коjа
се користе за моделовање поjединих операциjа (као што ће бити описано
у наставку ове главе).
Формула Transformation(b) jе имплицитно универзално квантификована.
Пример 3.5 За пример са слике 3.2, симболичко извршавање блока bb прика-
зано jе у табели 3.1. Трансформациjа за блок bb jе задата формулом:
Transformation(bb) = (ebb(a) = sbb(a) + 1)
∧(ebb(b) = sbb(b))
∧(ebb(c) = sbb(c))
У овом примеру, скуп додатних ограничења jе празан.
Формула Transformation(b, i) се дефинише аналогно, али узимаjући у обзир
само првих i инструкциjа блока b.
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Табела 3.2: Вредности променљивих складишта блока entry са слике 3.2 након
извршавања сваке наредбе.
наредба a b c r2 r3 r4
entry: sentry(a) sentry(b) sentry(c) — — —
scanf("%d%d", &b,&c) sentry(a) b1 c1 — — —
r2=b; sentry(a) b1 c1 b1 — —
r3=c; sentry(a) b1 c1 b1 c1 —
r4=(b>c); sentry(a) b1 c1 b1 c1 (b1 > c1)
Пример 3.6 За пример са слике 3.2, симболичко извршавање блока bb прика-
зано jе у табели 3.1. Формула Transformation(bb, 2) описуjе трансформациjу
за блок bb узимаjући у обзир само прве 2 инструкциjе:
Transformation(bb, 2) = (ebb(a) = sbb(a))
∧(ebb(b) = sbb(b))
∧(ebb(c) = sbb(c))
И у овом примеру, скуп додатних ограничења jе празан.
3.2.3 Инструкциjа гранања
Инструкциjа гранања задаjе излазна правила за блок b. Излазна правила
(c1, b1), (c2, b2), . . ., (ck, bk) одређуjу коjим блоком ће се наставити извршавање
програма након блока b. Уколико jе испуњен излазни услов ci, тада jе следећи
блок коjи ће се извршити блок bi. Ови услови могу да се изразе у терминима
почетних вредности променљивих блока, константи и новоуведених променљи-
вих, на аналоган начин као што се изражаваjу услови у израчунавању вредно-
сти променљивих коjе учествуjу у формули Transformation(b). Истинитосне
вредности излазних услова блока b означаваћемо са eb(ci).
Пример 3.7 За пример са слике 3.2, симболичко извршавање блока entry при-
казано jе у табели 3.2.
Трансформациjа за блок entry jе задата формулом:
Transformation(entry) = (eentry(a) = sentry(a))
∧(eentry(b) = b1)
∧(eentry(c) = c1)
при чему су b1 и c1 новоуведене променљиве над коjима нису задата никаква
ограничења и стога представљаjу произвољне вредности (што одговара ефекту
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позива функциjе scanf). Ефекат позива произвољне функциjе биће разjашњен
у секциjи 3.3.2. Излазна правила су
• (r4, bb) — уколико jе испуњен излазни услов r4, извршавање програма се
наставља у блоку bb;
• (¬r4, bb1) — уколико jе испуњен излазни услов ¬r4, извршавање програма
се наставља у блоку bb1.
Вредности излазних услова су
eentry(r4) = (b1 > c1)
eentry(¬r4) = ¬(b1 > c1)
3.2.4 Показивачи, бафери и сложени типови података
Прекорачење бафера и дереференцирање неисправних показивача су важни
верификациjски проблеми, као што jе то описано у одељку 2.1. Да би се омо-
гућило детектовање ових грешака, посебна пажња у моделовању програма се
поклања показивачима и простору коjи jе за њих алоциран. Приметимо да се
сложени типови података виших програмских jезика, као што су то, на пример,
структуре и униjе у програмском jезику С, приликом трансформациjе кода,
могу превести у бафере коjима се такође приступа уз помоћ вредности покази-
вача и помераjа у односу на таj показивач. Према томе, третирање сложених
типова података може да се сведе на моделовање и рад са баферима.
Да би се пратила безбедност приступа мемориjи у оквиру бафера и открило
потенциjално прекорачење бафера, вредностима показивача, коjи се третираjу
као и остале променљиве и прате у оквиру складишта података, придружене су
и одговараjуће величине алоциране мемориjе. За праћење величине алоцира-
ног простора коjем се приступа уз помоћ показивача p, уводе се две функциjе:
left(p) и right(p). Вредност n функциjе left(p) казуjе да се први резервисан баjт
за показивач p налази на месту у мемориjи p+n, док вредност функциjе right(p)
казуjе да се последњи резервисан баjт за показивач p налази на месту у мемо-
риjи p + n. Подразумева се да jе сав простор између краjњег левог и краjњег
десног алоцираног баjта такође алоциран. Вредности ових функциjа могу бити
и негативни броjеви и нула. Специjално, уколико су обе ове вредности jеднаке
нули, онда то значи да jе реч о показивачу за коjи ниjе алоцирана мемориjа.
То може да буде случаj за неинициjализовани показивач, NULL показивач или
показивач за коjи jе мемориjа већ ослобођена.
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Пример 3.8 За низ a, за коjи jе алоцирана мемориjа наредбом char a[10];
функциjа left(a) има вредност 0, а функциjа right(a) има вредност 10.
Након наредбе char* p=a+3; важи да jе left(p) = −3 и right(p) = 7.
За char* p1=a+20; важи да jе left(p1) = −20 и right(p1) = −10. За
char* p2=a-10; важи да jе left(p2) = 10 и right(p2) = 20.
Пример 3.9 Наредба
*(p+i)
где jе p показивач на целоброjну вредност, а i целоброjни помераj, доводи до
прекорачења бафера ако и само ако наредни услов ниjе задовољен:
left(p) ≤ i · sizeof(int) < right(p)
Функциjа sizeof (коjа jе уведена по угледу на оператор sizeof програмског
jезика С), у наведеним примерима, разрешава проблем недоречености С стан-
дарда по питању величина основних типова података. Ову недореченост у
оквиру самог система LAV разрешава трансформатор кода, односно LLVM, о
чему jе било речи у секциjи 3.2.1.
Приликом сваке алокациjе мемориjе (било да jе у питању статичка или дина-
мичка алокациjа мемориjе) у скуп додатних ограничења за блок b коjем наредба
алокациjе припада, тj. у формулу AdditionalConstraints(b), додаjе се конjунк-
циjа услова за алоцирани простор у терминима функциjа left и right. Пре-
цизниjе, вредност функциjе left за показивач за коjи се алоцира мемориjа се
поставља на 0, док се вредност функциjе right поставља на одговараjућу пози-
тивну вредност броjа резервисаних баjтова. За показивач за коjи ниjе алоцирана
мемориjа, оба ова броjа се постављаjу на нулу.
Пример 3.10 Алокациjом мемориjе наредбом char a[10]; у формулу Addi-
tionalConstraints додаjе се конjункциjа left(a) = 0 ∧ right(a) = 10.
Пример 3.11 Декларациjом показивача char* p; не алоцира се простор за
показивач p тако да се у формулу AdditionalConstraints додаjе конjункциjа
left(p) = 0 ∧ right(p) = 0.
Особине показивача дозвољаваjу да се вредност показивача p1 дефинише
у терминима другог показивача p и целоброjног помераjа n у односу на таj
показивач (целоброjни помераj може да буде константа или произвољан цело-
броjни израз). Тада jе, на основу расположивих информациja за показивач p,
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потребно одредити алоциран простор за показивач p1 = p + n. Односно, по-
требно jе одредити вредности функциjа left(p1) и right(p1), како би се могла
проверити безбедност приступа мемориjи преко овог показивача. Треба уочити
да увек важи:
left(p+ n) = left(p)− n (а1)
right(p+ n) = right(p)− n (а2)
Ове jеднакости могу се сматрати аксиомама. Уместо увођења аксиома (као
универзално квантификованих формула) у генерисану формулу, додаjу се само
релевантне инстанце ових формула у скуп додатних ограничења блока. Пре-
цизниjе, за сваку формулу у коjоj учествуjе израз облика left(p+ n), додаjе се
одговараjућа jеднакост left(p+n) = left(p)−n, а за сваку формулу у коjоj уче-
ствуjе израз облика right(p+n), додаjе се jеднакост right(p+n) = right(p)−n.




вредности променљивих складишта и генерисана додатна ограничења дата су
у наредноj табели:
наредба a p AdditionaConstraints
char a[10]; a1 — left(a1) = 0 ∧ right(a1) = 10
char* p; a1 p1 left(p1) = 0 ∧ right(p1) = 0
p=a+3; a1 a1 + 3 —
Након претходне три наредбе, броjу баjтова резервисане мемориjе показивача
p са његове десне стране одговара формула right(a1+3), jер jе a1+3 текућа вред-
ност показивача p. Коришћењем аксиоме (а2) и ограничења додатог приликом
резервисања мемориjе за показивач a, може се израчунати ова вредност:
right(p) = right(a1 + 3) = right(a1)− 3 = 10− 3 = 7
Слично се може израчунати и броj баjтова резервисане мемориjе показивача
p са његове леве стране:
left(p) = left(a1 + 3) = left(a1)− 3 = 0− 3 = −3
На оваj начин се за сваки показивач може одредити броj баjтова резервисане
мемориjе бафера на коjи показивач указуjе, што се користи код проверавања
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услова исправности наредби (услови исправности наредби описани су у одељку
3.4).
3.2.5 Мемориjске локациjе на коjе указуjу показивачи
Систем LAV прати вредности променљивих коjе се чуваjу на стеку кори-
шћењем складишта, осим за оне променљиве над коjима се користи оператор
референцирања и чиjим вредностима jе могућ приступ и уз помоћ неког по-
казивача. Такве променљиве, као и локациjе коjима се приступа искључиво уз
помоћ показивача (динамички алоцирана мемориjа на хипу), прате се коришће-
њем посебног мемориjског модела.
Ради jедноставности и прецизности (а по цену ефикасности), систем LAV
користи раван мемориjски модел (енг. flat memory model). У оквиру овог мемо-
риjског модела, читава мемориjа се третира као jединствени низ мемориjских
локациjа mem. Вредност променљиве mem прати се такође кроз складиште и
она се мења приликом симболичког извршавања, изменом мемориjских лока-
циjа у низу. За моделовање наредби, коjе приступаjу мемориjи преко покази-
вача или приступаjу вредности променљиве коjа се не прати преко складишта,
тj. за приступ елементима низа mem, користе се функциjе store и select. Функ-
циjа store користи се за уписивање вредности на одговараjуће место у низ, а
функциjа select користи се за читање вредности са одговараjућег места у низу.
Семантика ових функциjа дефинисана jе у духу стандардне теориjе низова (опи-
сане у секциjи 2.2.1), узимаjући у обзир да ће се у фази решавања користити
баш теориjа низова.
Пример 3.13 Након наредбе p[i+3]=5; где jе p показивач на целоброjну вред-
ност, а i целоброjни помераj, вредност низа коjи моделуjе мемориjу, измењена
jе и броj 5 jе уписан на позициjу коjа се израчунава као збир вредности пока-
зивача p и помераjа i+3. Формула коjа ово описуjе jе:
mem′ = store(mem, p+ (i+ 3) · sizeof(int), 5)
при чему jе mem′ нова, измењена вредност променљиве коjа моделуjе мемориjу,
a коjа jе пре наредбе доделе имала вредност mem. У складишту се измена
мемориjе може пратити на два начина, коришћењем нове променљиве mem′
или коришћењем израза store(mem, p + (i + 3) · sizeof(int), 5), о чему ће бити
више речи у наставку текста.
Пример 3.14 Вредност коjа се додељуjе променљивоj v целоброjног типа на-
кон доделе v=p[i+3]; где jе p показивач на целоброjну вредност, а i целоброjни
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помераj, вредност jе у мемориjи коjа се налази на позициjи коjа се израчунава
као збир вредности показивача p и помераjа i+3. Формула коjа ово описуjе jе:
v = select(mem, p+ (i+ 3) · sizeof(int)),
при чему променљива mem означава тренутну вредност низа коjи моделуjе
мемориjу.
Пример 3.15 Претпоставимо да jе извршавање наредби p[i+3]=5; v=p[i+3];
безбедно (односно да jе за показивач p приступ p[i+3] у оквиру резервисане
мемориjе бафера на коjи показивач указуjе). Извршавање ових наредби описуjе
се формулама (c1) и (c2):
p[i+3]=5;
v=p[i+3];
mem′ = store(mem, p+ (i+ 3) · sizeof(int), 5) (c1)
v = select(mem′, p+ (i+ 3) · sizeof(int)) (c2)
при чему jе вредност променљиве, коjа моделуjе мемориjу пре извршавања прве
наредбе, jеднака mem.
Заменом вредности променљиве mem′ на основу формуле (c1) у формули
(c2) добиjа се формула
v = select(store(mem, p+ (i+ 3) · sizeof(int), 5), p+ (i+ 3) · sizeof(int))
из коjе, на основу аксиоме (A1) теориjе низова (секциjа 2.2.1), закључуjемо да
jе v = 5, што одговара семантици извршавања ове две наредбе.
Вредност променљиве mem у складишту може се пратити на два начина.
1. Нова вредност променљиве mem формира се применом функциjе store на
текућу вредност променљиве mem. На оваj начин се вредност мемориjе
прати кроз формулу коjа садржи узастопну примену store функциjа коjе
дефинишу тренутни садржаj мемориjе.
2. Нова вредност променљиве mem обележава се увођењем нове променљиве
mem′ чиjа се вредност прецизира додавањем израза коjи у себи садржи
примену функциjе store на текућу вредност променљиве mem у скуп до-
датних ограничења. На оваj начин се вредност мемориjе у складишту увек
описуjе променљивом над коjом су ограничења задата у скупу додатних
ограничења.
Оба ова присупа могу водити до ефикасниjег рада система у различитим окол-
ностима. Добра страна првог приступа jе што у неким ситуациjама омогућава
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ефикасниjе одређивање садржаjа мемориjе, док jе добра страна другог при-
ступа што избегава формирање гломазних израза коjи описуjу мемориjу и коjи
могу значаjно да успоре рад система.
Као што jе већ поменуто, уколико се користи оператор референцирања над
неком локалном променљивом у оквиру функциjе, онда се вредност те промен-
љиве не прати кроз складиште, као за остале променљиве, већ се прати кроз
садржаj мемориjе. Вредност адресе променљиве a (коjа jе резултат референци-
рања променљиве a, тj. вредност &a), се описуjе променљивом addr_a.
Пример 3.16 Ако се над променљивом a користи оператор референцирања,
када се променљивоj a додељуjе нека вредност, рецимо v, то се моделуjе тако
што се са store(mem, addr_a, v), замењуjе вредност променљиве коjа моделуjе
мемориjу и коjа jе до тог тренутка имала вредност mem. С друге стране,
ако се чита вредност променљиве a, тада се чита вредност из мемориjе са
select(mem, addr_a) (уколико претпоставимо да jе mem тренутна вредност
променљиве коjа моделуjе мемориjу).
За време реалног извршавања програма, свим активним променљивама и
динамичким обjектима додељуjу се непреклапаjућа места у мемориjи. То се
у оквиру система LAV може моделовати додавањем услова облика p 6= q за
сваки пар (p, q) адреса променљивих или динамичких обjеката. Уколико су p
и q бафери, тада jе за њихово непреклапање потребно додати и услове коjи
гарантуjу да се адресе разликуjу за одговараjући простор потребан за склади-
штење ових бафера. Како би на оваj начин било потребно додати велики броj
ограничења (квадратног реда по броjу променљивих), користи се ефикасниjи
приступ: свакоj адреси p се додељуjе jединствен фиксиран броj (или магични
броj) [176]. На оваj начин се имплицитно моделуjе правило да се динамичким
обjектима додељуjу непреклапаjућа места у мемориjи, а избегава се додавање
великог броjа ограничења у формулу. Да би ови броjеви били jединствени,
они се додељуjу тек у оквиру формула коjе одговараjу условима исправности
(коjе су дефинисане у одељку 3.4). Овакво моделовање добро описуjе реално
извршавање програма. Апроксимациjа се врши само након динамичког резер-
висања мемориjе за коjу ниjе позната величина резервисаног простора. Тада
се наредна потребна адреса поставља на броj коjи се у односу на претходну
адресу разликуjе за некакву унапред дефинисану фиксирану вредност, што у
специjалним ситуациjама може да доведе до преклапања простора потребних
за складиштење бафера. Могућност преклапања стека и хипа се не моделуjе
jер се претпоставља да до овакве грешке у раду програма неће доћи.
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3.2.6 Глобалне променљиве
Глобалне променљиве су променљиве за коjе се простор резервише унутар
сегмента података и коjима се може приступати у оквиру свих функциjа про-
грама (и, према томе, у оквиру сваког блока). За моделовање глобалних про-
менљивих, тj. за праћење њихових вредности у оквиру система LAV, могу се
користити складиште блокова и мемориjски низ.
Складишта блокова — овакво моделовање се може користити у ситуациjама
када се над глобалним променљивама нe користи оператор референци-
рања и погодно jе онда када постоjи пуно измена глобалних променљивих.
У овом случаjу, глобалне променљиве припадаjу складишту сваког блока
у свакоj функциjи и потребно jе пратити њихове вредности кроз блокове
(о чему ће бити речи у секциjи о интрапроцедуралноj анализи 3.3.1), а по-
требно jе и пратити њихове вредности приликом позива функциjа (о чему
ће бити речи у секциjи о интерпроцедуралноj анализи 3.3.2).
Мемориjски низ mem — овакво моделовање jе опште моделовање коjе се
може увек применити. Расуђивање коjе укључуjе теориjу низова може
да буде временски захтевно, али уколико нема много измена глобалних
променљивих, оваj модел може да буде подесниjи jер се складишта бло-
кова не оптерећуjу додавањем нових променљивих.
Пример 3.17 Уколико се глобалне променљиве прате преко низа mem, тада
се за глобалну променљиву int a; додела a=v; моделуjе формулом
mem′ = store(mem, addr_a, v)
при чему важи: (i) mem′ jе нова вредност за променљиву коjа означава ме-
мориjу, а коjа jе до тог тренутка имала вредност mem, (ii) addr_a jе адреса
променљиве a.
3.3 Моделовање контроле тока
Блокови програма се представљаjу формулама Transformation(b) логике
првог реда коjе су конструисане коришћењем симболичког израчунавања (као
што jе описано у секциjи 3.2.2). Везе између блокова описуjу контролу тока
програма и описуjу се формулама исказне логике3, што jе описано у наставку
одељка.
3Прецизниjе, уместо исказних променљивих користе се предикатски симболи арности нула,
али ћемо jедноставности ради њих у даљем тексту звати исказним променљивама.
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pred1 pred2 ... predn
bb
(c1, ..., cm)
succ1 succ2 ... succn
Слика 3.3: Блок са своjим претходницима и следбеницима — излазни услови
(c1, c2, . . . , cm) одређуjу коjим блоком ће се наставити извршавање програма
након блока bb (ако jе испуњен услов ci, онда jе следећи блок коjи ће се извршити
блок succi).
3.3.1 Интрапроцедурална контрола тока
У општем случаjу, блок може да буде доступан из више других блокова и,
такође, може да води, у зависности од испуњења различитих услова, у више дру-
гих блокова, као што jе то приказано на слици 3.3. Блокови и прелази између
њих чине усмерени граф контроле тока функциjе: блокови су чворови графа, a
прелази су гране графа. Постоjи тачно jедан улазни блок функциjе (блок коjим
почиње извршавање функциjе и коjи нема улазних грана) и jедан излазни блок
функциjе (блок коjим се завршава рад функциjе и коjи нема излазних грана).4
Претпоставимо, за почетак, да граф контроле тока функциjе у себи не са-
држи петље. Путања кроз оваj граф jе онда одређена низом чворова и грана
(и нема циклуса). За сваки блок и за сваки прелаз уводи се по jедна исказна
променљива коjа jе тачна уколико су одговараjући чвор и прелаз у путањи.
Формула F , коjа обjедињуjе описе свих блокова генерисане на оваj начин, опи-
суjе истовремено све могуће проласке кроз функциjу, при чему ће сваки њен
модел одговарати неком извршавању функциjе. Подразумева се да jе током
сваког извршавања функциjе у сваком тренутку активан неки блок, да се до
њега дошло из неког блока (сем ако jе он почетни) и да се из њега прешло у
неки други (сем уколико jе он завршни). Услови коjи мораjу бити задовољени у
тренутку када неки блок постаjе активан и услови коjи мораjу бити задовољени
у тренутку када неки блок престаjе бити активан описуjу се формулама коjе
улазе у састав описа блока.
4Ово се може обезбедити трансформациjом кода.
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Активни блокови и преласци између блокова
Исказне променљиве коjе описуjу активне блокове и преласке између бло-
кова обележавамо са activeb и transitionbb′ . Оне имаjу наредно значење.
• activeb означава да jе чвор b у путањи, или, интуитивно, да jе блок b
достигнут (активан). Ова исказна променљива ће бити тачна у свим мо-
делима формуле F коjи одговараjу извршавањима програма у коjима се
долази до блока b.
• transitionbb′ означава да jе грана из чвора b до чвора b′ у путањи или,
интуитивно, да се у блок b′ дошло из блока b. Ова исказна променљива ће
бити тачна у свим моделима формуле F коjи одговараjу извршавањима
програма у коjима се из блока b прелази у блок b′.
Улазни и излазни услови
Претпоставимо да jе у програму коjи се анализира блок b директно достижан
из блокова pred1, pred2, . . ., predn и да су блокови succ1, succ2, . . ., succm5
директно достижни из блока b (слика 3.3).
Могуће путање кроз граф контоле тока се описуjу коришћењем улазних
услова за дати блок, коjи су представљени формулом EntryCond(b) и кори-
шћењем излазних услова коjи су представљени формулом ExitCond(b). Улазни
услови мораjу да важе у улазним тачкама блока b, а излазни услови мораjу
да важе у излазним тачкама блока b. Наредне формуле прецизно описуjу ове
услове.
EntryCond(b) се дефинише као:
activating(b) ∧ initialize(b)
Формула activating(b) указуjе да постоjи прелаз из неког претходника
блока b до блока b ако и само ако jе блок b био активан. Ова формула се




5Може се претпоставити да су сви succi различити блокови и да су сви predi различити
блокови, jер се то може обезбедити трансформациjом програма.
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Ако блок нема предходнике (на пример ако jе у питању улазни блок функ-
циjе), онда jе activating(b) дефинисанa као activeb. На оваj начин се функ-
циjа анализира претпостављаjући да она може да буде достижна из неке
тачке у програму.
Ако jе блок b достигнут из блока pred, тада су инициjалне вредности про-
менљивих блока b вредности променљивих на излазу из блока pred. Ово







Ако блок нема предходника, онда jе initialize(b) дефинисано као >.
Приметимо да формула activating(b) садржи дисjункциjу могућих прелаза
из претходника блока b у блок b, иако се, реалним извршавањем програма,
у блок b може стићи само из тачно jедног претходника, а не и из више њих
истовремено (што дисjункциjа дозвољава). Коришћење ексклузивне дис-
jункциjе у овоj формули дефинисало би прецизниjе односе између блокова,
али би и значаjно повећало сложеност формуле. Додатно, коришћење ек-
склузивне дисjункциjе ниjе неопходно jер формула initialize(b) регулише
да не може да буде присутно више од jедног прелаза из претходника блока
b у блок b, осим у ретким ситуациjама када су све излазне вредности свих
променљивих блокова претходника predk1 , ..., predkm jеднаке. Дакле, само
уколико су све излазне вредности свих променљивих блокова претходника
predk1 , ..., predkm jеднаке, формула допушта да jе више од jедног прелаза
могуће, при чему то значи да су, заправо, улазне вредности за блок b исте
из ма ког од блокова претходника predk1 , ..., predkm да се стигло у оваj блок.
Моделу формуле у коjоj jе више од jедног прелаза могуће, одговарало би
неколико (у зависности од броjа допуштених прелаза) различитих извр-
шавања програма. Међутим, излазни услови (коjи се описуjу у наставку
текста) обезбеђуjу да за сваки блок постоjи само jедан следбеник што, уко-
лико се анализа врши од jедне полазне тачке, гарантуjе да модел описуjе
само jедну путању од полазне тачке до тачке коjа се анализира.
ExitCond(b) се дефинише као
jump(b) ∧ leaving(b)
Ако jе блок b био активан и ако jе услов изласка ci блока b био задово-
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љен, тада jе контрола тока пребачена на блок succi, и обратно. Ово се
дефинише формулом jump(b) на следећи начин:∧
succi∈{succ1,succ2,...,succm}
(
(activeb ∧ eb(ci))⇔ transitionbsucci
)
Ако блок има само jедног следбеника, онда се jump(b) дефинише на сле-
дећи начин:
activeb ⇔ transitionbsucc
Ако блок нема следбеника, онда се jump(b) дефинише као >.
Формула leaving(b) описуjе да jе блок b био активан ако и само ако jе
водио до неког другог блока (или до излаза из функциjе). Оваj услов се





Ако блок нема следбеника, тада се leaving(b) дефинише као >.
Приметимо да формула leaving(b) садржи дисjункциjу могућих прелаза из
блока b у следбенике блока b иако се, реалним извршавањем програма, из блока
b може стићи само до jедног следбеника, а не и у више њих истовремено (што
дисjункциjа дозвољава). Коришћење ексклузивне дисjункциjе у овоj формули
би, као и код формуле activating(b), дефинисало прецизниjе односе између бло-
кова, али би такође и значаjно повећало сложеност формуле. И у овом случаjу,
коришћење ексклузивне дисjункциjе ниjе неопходно: формула jump(b) регу-
лише да jе само jедан прелаз могућ тиме што за сваки блок увек може да буде
испуњено само jедно излазно правило.
Коначно, формула Description(b) комплетно описуjе блок b и дефинише се
као конjункциjа улазних услова, трансформациjе складишта и излазних услова
блока:
EntryCond(b) ∧ Transformation(b) ∧ ExitCond(b)
Пример 3.18 За пример са слике 3.2, симболичко извршавање блока bb2 при-
казано jе у табели 3.3.
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Табела 3.3: Вредности променљивих складишта блока bb2 са слике 3.2 након
сваке наредбе.
наредба a b c r9 r10 r11
bb2: sbb2(a) sbb2(b) sbb2(c) — — —
r9=b; sbb2(a) sbb2(b) sbb2(c) sbb2(b) — —
r10=a; sbb2(a) sbb2(b) sbb2(c) sbb2(b) sbb2(a) —
r11=r9/r10; sbb2(a) sbb2(b) sbb2(c) sbb2(b) sbb2(a) sbb2(b)/
sbb2(a)
printf("%d\n", r11); sbb2(a) sbb2(b) sbb2(c) sbb2(b) sbb2(a) sbb2(b)/
sbb2(a)
Трансформациjа за блок bb2 jе задата формулом:
Transformation(bb2) = (ebb2(a) = sbb2(a))
∧(ebb2(b) = sbb2(b))
∧(ebb2(c) = sbb2(c))












ExitCond(bb2) = activebb2 ⇔ transitionbb2return
Опис блока bb2 задаjе се формулом:
Description(bb2) = EntryCond(bb2) ∧ Transformation(bb2) ∧ ExitCond(bb2)
Петље
Претходно описан поступак моделовања тока извршавања може се приме-
нити на произвољан коˆд коjи у себи не садржи петље. Моделовање петљи пред-
ставља посебан изазов у верификациjи. У оквиру статичке анализе, ниjе могуће
направити модел коjи jе потпуно прецизан и заустављаjући. Стога, моделовање
петљи захтева некакву апроксимациjу полазног кода.
У оквиру система LAV могуће jе применити две врсте апроксимациjе пола-
зног кода, у зависности од начина моделовања петљи:
• сужавање опсега полазног кода (енг. underapproximation) и
• уопштење полазног кода (енг. overapproximation).
У оба случаjа, петље се елиминишу размотавањем (енг. unwinding, unrolling)
али на различите начине. Aпроксимирани коˆд након примене размотавања у
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i=0;
if(i<k) {
{...} //prvi prolazak kroz petlju
i++;
for(i=0;i<k;i++) if(i<k) {
{...} {...} //drugi prolazak kroz petlju
i++;
if(i<k) {





Слика 3.4: Размотавањем петље, приказане са леве стране, три пута, добиjа
се кoˆд приказан са десне стране.
себи не садржи петље, па се може применити основни механизам генерисања
формула коjе описуjу контролу тока програма.
У случаjу сужавања опсега полазног кода, петље се размотаваjу фиксиран
броj пута n, као у техникама проверавања ограничених модела (као што jе то
описано у секциjи 2.1.2). Ако се у коду у коjем су петље размотане на оваj
начин не пронађу грешке, то значи да и оригинални коˆд нема грешака за n или
мање пролазака кроз петљу. Међутим, постоjи могућност да грешка у програму
ниjе откривена jер jе за њено испољавање потребан већи броj пролазака кроз
петљу. С друге стране, ако се у коду пронађе грешка, пошто jе за употребљени
броj размотавања моделовање прецизно, то значи да та грешка ниjе лажно
упозорење.
Пример 3.19 Пример броjачке петље и њено размотавање фиксиран броj
пута дат jе на слици 3.4.
У случаjу уопштења полазног кода, размотани кoˆд симулара првих n и по-
следњих m пролазака кроз петљу, при чему су n и m параметри коjи се могу
конфигурисати. Да би се реализовало овакво размотавање петље, потребно jе
уметнути блок кода коjи симулира извршавање произвољне итерациjе петље.
Произвољна итерациjа петље се симулира изменом свих вредности коjима се
приступа у оквиру петље (постоjе и други приступи коjи користе сличне тех-
нике [17]). Измена ових вредности може да проузрокуjе губљење прецизности
и да због тога уведе лажна упозорења.6 Уколико се у коду, у коjем су петље
размотане на оваj начин, не пронађу грешке, онда то значи да ни оригинални
коˆд нема грешака, односно, грешка не може да прође неопажено.
6Да би се избегао оваj проблем, потребно jе имати инвариjанте петљи обележене у оквиру
кода програма, или користити технике коjе аутоматски изводе инвариjанте петљи у неким
случаjевима (као што jе то описано у секциjи 2.1.2).
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Пример 3.20 Пример броjачке петље и њено размотавање симулациjом пр-




{...} //prvi prolazak kroz petlju
i++;
if(i<k) {






//(i) izmenu svih promenljivih





{...} //pretposlednji prolazak kroz petlju
i++;
if(i<k) {






Слика 3.5: Размотавањем петље, приказане са леве стране, симулациjом пр-
вих n и последњих m пролазака кроз петљу, за n = 2 и m = 2, добиjа се кoˆд
приказан са десне стране.
3.3.2 Интерпроцедурална контрола тока
Интерпроцедурална контрола тока обухвата моделовање ефекта позива
функциjе у зависности од расположивих информациjа о функциjи. Могућа
су три случаjа:
• позната jе дефинициjа функциjе (нпр. кориснички дефинисана функциjа
за коjу jе расположив изворни коˆд);
• познат jе уговор функциjе (ниjе расположив изворни коˆд али су располо-
живе извесне информациjе о функциjи у форми уговора, нпр. функциjа
стандардне библиотеке);
• за функциjу нема расположивих информациjа (нпр. библиотечка функ-
циjа за коjу ниjе расположив изворни коˆд и нису расположиве информа-
циjе у форми уговора).
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У наредном тексту описуjе се моделовање ефекта позива функциjе за сваки од
претходна три случаjа.
Моделовање функциjа
Уколико jе за функциjу позната њена дефинициjа (тj. у питању jе кори-
снички дефинисана функциjа чиjи jе коˆд доступан у оквиру програма коjи се
анализира) тада се дефинициjа функциjе користи за конструисање формуле
коjа описуjе рад функциjе.
Формула помоћу коjе се описуjе извршавање функциjе креира се коришће-
њем формула коjе описуjу блокове. Формуле коjе описуjу блокове су основне
градивне jединице сложениjих формула. Формула коjа описуjе блок у себи са-
држи информациjе о трансформациjи коjу блок извршава, али и о повезаности
блока са осталим блоковима у функциjи. Због тога, конjункциjа свих формула
коjе одговараjу блоковима jедне функциjе садржи информациjе о трансформа-
циjама и о свим могућим путањама кроз функциjу и представља компактан и
прецизан опис функциjе.
Рекурзивни позиви функциjа се могу разматрати на сличан начин као и пе-
тље, размотавањем позива до одређене дубине или општиjим апроксимирањем
позива функциjе.
Конструисана формула коjом се описуjе извршавање функциjе се користи
за моделовање ефекта позива функциjе на сваком месту у програму где постоjи
наредба коjом се ова функциjа позива. Позив функциjе се моделуjе коришће-
њем формуле описа функциjе коjа се умеће у скуп додатних ограничења за
блок у коjем jе функциjа позвана. Да би се формула, коjа одговара опису
функциjе, повезала са контекстом у коjем jе функциjа позвана, потребно jе по-
везати улазне и излазне параметре функциjе са формулом коjа описуjе дату
функциjу. Под улазним параметрима функциjе подразумевамо вредности ар-
гумената функциjе, вредност низа mem и вредности глобалних променљивих
у улазном блоку функциjе. Повезивање са улазним параметрима се постиже
додавањем низа jеднакости у формулу AdditionalConstraints:
• вредности аргумената функциjе постављаjу се на конкретне вредности из
контекста у коjем jе функциjа позвана;
• вредност низа mem за позвану функциjу поставља се на вредност из кон-
текста у коjем jе функциjа позвана;
• вредности глобалних променљивих коjе позвана функциjа користи поста-
вљаjу се на вредности глобалних променљивих из контекста у коjем jе
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функциjа позвана (само уколико се глобалне променљиве прате преко
складишта).
Под излазним параметрима функциjе подразумевамо повратну вредност функ-
циjе (уколико постоjи), вредност низа mem и вредност глобалних променљивих
у излазном блоку функциjе. Повезивање са излазним параметрима функциjе
се постиже изменама складишта блока у коjем jе наредба позива функциjе:
• повратна вредност функциjе користи се за ажурирање одговраjуће про-
менљиве складишта;
• вредност мемориjе у излазном блоку функциjе користи се за ажурирање
мемориjске променљиве складишта;
• вредности глобалних променљивих у излазном блоку функциjе користе
се за ажурирање вредности глобалних променљивих у складишту (само
уколико се глобалне променљиве прате преко складишта).
Пример 3.21 Опис следеће jедноставне функциjе




return_value = n · n,
при чему ћемо, у овом примеру, jедноставности ради, занемарити садржаj
мемориjе и глобалних променљивих.
Уколико у коду постоjи позив ове функциjе, на пример,
a=kvadrat(3);
тада се у скуп додатних ограничења додаjе формула коjа описуjе ефекат позива
функциjе kvadrat. Под претпоставком да jе ово први позив функциjе kvadrat,
контекст у коjем се функциjа позива може се означити броjем 1,7 па се у
скуп додатних ограничења блока додаjе формула:
return_valuecontext1 = ncontext1 · ncontext1
7Додавање редног броjа контекста jе важно jер у оквиру jедног блока може постоjати више
позива исте функциjе.
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Такође, додаjе се и формула коjа врши повезивање вредности аругмената функ-
циjе са конкретним вредностима контекста у коjем jе функциjа позвана:
ncontext1 = 3
Услед постоjања доделе, вредност променљиве a у складишту се ажурира,
тj. за нову вредност променљиве a поставља се повратна вредност функциjе
са редним броjем контекста у коjем jе функциjа позвана: return_valuecontext1.
Уговори
Уговор функциjе садржи опис ефекта функциjе на промељиве у програму
(постуслов функциjе) и опис услова коjи мораjу да буду испуњени да би функ-
циjа могла да се безбедно изврши (предуслов функциjе). Уговори се могу ко-
ристити за моделовање ефекта функциjа стандардне библиотеке или било коjе
функциjе за коjу изворни кoˆд ниjе доступан.
Пример 3.22 Уговор C функциjе стандардне библиотеке
void * malloc ( size_t size );
може да се зада наредном формулом:
left(return_value) = 0
∧
((return_value = 0 ∧ right(return_value) = 0) ∨
(return_value 6= 0 ∧ right(return_value) = size))
коjа описуjе постуслов функциjе, при чему return_value означава повратну
вредност фукнциjе malloc. Овако дефинисан уговор прецизно моделуjе пона-
шање функциjе malloc: претходна формула покрива случаj када jе алокациjа
мемориjе успела, али и случаj када алокациjа мемориjе ниjе успела и када jе
повратна вредност функциjе 0. Како се функциjа malloc увек може безбедно
позвати, то се предуслов ове функциjе може дефинисати са >.
Ако jе познат уговор функциjе, онда се вредности променљивих у складишту
ажурираjу и додаjу се додатна ограничења у формулу AdditionalConstraints у
складу са уговором функциjе.
Пример 3.23 Уколико у програму постоjи наредба:
p = (int*)malloc(sizeof(int));
49
3.3 Моделовање контроле тока
тада се у складиште за променљиву p поставља њена нова вредност p′ коjа
се описуjе додавањем додатних ограничења у формулу AdditionalConstraints
генерисаних на основу уговора функциjе:
left(p′) = 0
∧
((p′ = 0 ∧ right(p′) = 0) ∨ (p′ 6= 0 ∧ right(p′) = sizeof(int)))
Непознате функциjе
Kада се користи позив функциjе из неке библиотеке чиjи изворни коˆд ниjе
доступан (те ниjе могућа интерпроцедурална анализа) и за коjу не постоjи уна-
пред дефинисан уговор у оквиру система LAV (те ниjе могућа симулациjа по-
зива функциjе њеним уговором), тада за анализу програма ефекат функциjе
ниjе познат и потребно га jе моделовати на начин коjи осликава позив прои-
звољне функциjе.
У реалном окружењу, позивом произвољне функциjе не могу се изменити
локалне вредности променљивих функциjе позиваоца, осим уз помоћ покази-
вача или преко повратне вредности функциjе. Уколико се то преслика на мо-
деловање коjе користи систем LAV, то значи да вредности коjе чува складиште
програма не могу бити измењене, сем преко повратне вредности функциjе, док
се вредности коjе се прате преко мемориjске променљиве могу изменити на не-
познати начин. Зато се позив функциjе у овом случаjу моделуjе комплетном
променом садржаjа мемориjе, односно тренутни низ mem се поставља на новоу-
ведену променљиву за коjу се не додаjу никаква ограничења, чиме новоуведена
променљива симулира стање мемориjе о коjоj не постоjе никакве информациjе.
Такође, повратна вредност функциjе се моделуjе као новоуведена променљива о
коjоj не постоjе никакве информациjе. Ова новоуведена променљива се уписуjе
као нова вредност у складишту за одговараjућу променљиву. Оваквим модело-
вањем се губи на прецизности, што може да буде узрок лажних упозорења, али
се обезбеђуjе да не може бити пропуштених грешака.
Пример 3.24 Уколико у програму постоjи позив непознате функциjе, одно-
сно функциjе за коjу ниjе познат ни њен уговор, нити постоjи дефинициjа
функциjе, нпр. p=unknown(a,b); тада jе ефекат позива ове функциjе измена
вредности променљиве p новом вредношћу p′ као и измена вредности промен-




Да би се проверило да ли нека наредба може да доведе до грешке, граде
се две формуле: прва одговара услову исправности наредбе, а друга одговара
услову неисправности наредбе. Тиме се испитивање да ли може доћи до грешке
своди се на испитивање ваљаности генерисаних формула. Ваљаност генериса-
них формула проверава се у оквиру изабране теориjе. Избор могућих теориjа
и утицаj избора теориjе на ефикасност и прецизност резултата анализе описан
jе у одељку 3.5.
3.4.1 Генерисање формула исправности
Услову исправности одговара формула коjа jе универзално квантификована
(при чему се квантификатори подразумеваjу и нећемо их писати)
K ⇒ safe(c)
док услову неисправности одговара наредна формула (коjа jе такође универ-
зално квантификована)
K ⇒ ¬safe(c)
У овим формулама, K зовемо контекст у коjем се услов (не)исправности раз-
матра, а safe(c) зовемо услов безбедности наредбе.
Контекст
Контекст дефинише информациjе из околине наредбе коjе ће бити узете у
разматрање приликом расуђивања о наредби. Постоjе различити могући кон-
тексти.
• Празан контекст — у овом случаjу испитуjе се сама наредба и K има
вредност >.
• Контекст блока — у овом случаjу испитуjе се наредба укључуjући ин-
формациjе о вредностима променљивих коjе су доступне у оквиру блока
коjем она припада; K тада има вредност:
Transformation(b, i− 1)
при чему jе наредба коjа се испитуjе i-та наредба у блоку b.
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• Контекст функциjе — у овом случаjу испитуjе се наредба укључуjући
све информациjе о вредностима променљивих коjе су доступне у оквиру







при чему jе наредба коjа се испитуjе i-та наредба у блоку b, а скуп F
садржи све блокове b′ коjи у датоj функциjи претходе блоку b.
• Контекст у коjем jе функциjа позвана — у овом случаjу контекст укљу-
чуjе информациjе контекста функциjе, али и шире информациjе, односно
информациjе о контексту у коjем jе дата функциjа позвана. На пример,
уколико jе функциjа f позвана као i-та наредба блока bf ′ функциjе f ′, и
ако се испитуjе услов исправности за наредбу c за коjу jе контекст функ-







Transformation(bf ′ , i− 1)
∧
Kf
при чему F ′ садржи све блокове b′f ′ коjи у функциjи f ′ претходе блоку bf ′ .
Оваj контекст ниjе увек применљив — ниjе применљив за наредбе коjе се
налазе у функциjи од коjе почиње извршавање програма. С друге стране,
уколико имамо већи броj позива функциjа унутар других функциjа, на
оваj начин контекст се може и даље проширивати.
Испитивање исправности наредбе увек се започиње са испитивањем у празном
контексту, а шири8 контексти се укључуjу у зависности од добиjених резултата,
што ће бити детаљниjе описано у секциjи 3.4.2.
Услов безбедности наредбе
Услов безбедности наредбе, safe(c), одређен jе наредбом за коjу се (не)ис-
правност испитуjе. За њено дефинисање може се користити jедно од следећег:
• дефинициjа грешке — дељење нулом, прекорачење бафера, дереференци-
рање null показивача и слично;
8Шири контекст у односу на K jе сваки контекст K ′ коjи укључуjе информациjе контекста
K, али и неке додатне информациjе. На пример, контекст блока jе шири од празног контекста,
док jе контекст функциjе шири и од контекста блока и од празног контекста.
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• логички израз у оквиру assert наредбе;
• предуслов функциjе (за позив функциjе за коjу jе познат уговор).
Пример 3.25 За наредбу x/y, формула safe(x/y) може да се дефинише са
y 6= 0.
Пример 3.26 За наредбу a[i] = x, формула safe(a[i] = x) може да се дефи-
нише са (left(a) ≤ i) ∧ (i < right(a)).
Пример 3.27 За позив функциjе assert(a!=b), формула услова безбедности,
safe(assert(a! = b)), може да се дефинише са a 6= b.
Пример 3.28 Уколико jе за функциjу int f(int n) познат предуслов, на при-
мер n > 0, тада за позив функциjе f(a) формула safe(f(a)) може да се дефи-
нише са a > 0.
Пример 3.29 Предуслов C функциjе стандардне библиотеке
char * strcpy ( char * destination, const char * source );
не може се jедноставно и прецизно описати коришћењем постоjећег модело-
вања. Наиме, да би позив ове функциjе био безбедан, потребно jе да jе иско-
ришћеност бафера source мања од алоцираног простора за бафер destination,
при чему jе за искоришћеност бафера потребно пратити стање мемориjе и
позициjу терминираjуће нуле. Међутим, уместо прецизног моделовања, пред-
услов функциjе може се апроксимирати формулом:
right(destination) ≥ 0 ∧
right(source) ≥ 0 ∧
right(destination) ≥ right(source)
Jасно jе да претходна формула може да уведе лажна упозорења у ситуациjи
када jе алоциран простор за изворну ниску већи него за одредишну ниску, али
jе искоришћени простор изворне ниске мањи од алоцираног простора одреди-
шне ниске. Такође, претходна формула може да доведе и до пропуштених
грешака у ситуациjи када су њени услови испуњени, али када jе изворна ниска
инициjализована тако да не садржи терминираjућу нулу у оквиру алоцираног
простора. Па ипак, и овако jедноставно моделовања може да буде корисно за
проналажење грешака у програму.
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Према томе, за позив функциjе strcpy(dest, src) формула
safe(strcpy(dest, src))
може да се дефинише са
right(dest) ≥ 0 ∧ right(src) ≥ 0 ∧ right(dest) ≥ right(src).
3.4.2 Статус наредбе
Сваки услов исправности разматра се у неком контексту. За фиксиран кон-
текст, наредба може да има статус:
• безбеднa (енг. safe) — наредба приликом извршавања програма никада
неће довести до грешке;
• неисправнa (енг. flawed) — наредба приликом извршавања програма увек
ће довести до грешке;
• небезбеднa (енг. unsafe) — наредба приликом извршавања програма може,
али и не мора да доведе до грешке (у зависности од путање и вредности
улазних променљивих);
• недостижнa (енг. unreachable) — наредба неће никада бити извршена.
LAV придружуjе статус наредби у зависности од ваљаности (у оквиру изабране
теориjе) формула исправности и неисправности за разматрани контекст. Пре-
цизниjе:
• уколико jе формула услова исправности ваљана, а формула услова не-
исправности ниjе ваљана, тада се наредби придружуjе статус безбедне
наредбе у контексту за коjи jе разматрана;
• уколико jе формула услова неисправности ваљана, а формула услова ис-
правности ниjе ваљана, тада се наредби придружуjе статус неисправне
наредбе у контексту за коjи jе разматрана;
• уколико формуле услова исправности и услова несправности нису ваљане,
тада се наредби придружуjе статус небезбедне наредбе у контексту за коjи
jе разматрана;
• уколико су формуле услова исправности и несправности ваљане, тада jе
контекст у коjем су услови разматрани неконзистентан и наредби се при-
дружуjе статус недостижне наредбе у контексту за коjи jе разматрана.
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У даљем тексту ће се, ради краткоће, под тврдњом да jе нека наредба исправна,
мислити на то да LAV у разматраном контексту тоj наредби придружуjе статус
исправне наредбе, и слично за остале статусе наредби.
Приметимо да чак и ако jе нека наредба безбедна, неисправна или небезбедна
у неком контексту, то и даље не значи да jе та наредба достижна у ширем
контексту, jер додавање нових информациjа може да уведе неконзистентност у
контекст. Следи однос закључака донетих за jедан контекст са одговараjућим
ширим контекстима.
• Уколико се за неку наредбу покаже да jе безбедна у неком контексту K,
тада jе та наредба у ширем контексту и даље безбедна, или jе недостижна.
На основу дефинициjе безбедне наредбе, формула услова исправности
K ⇒ safe(c) jе ваљана, а формула услова неисправности K ⇒ ¬safe(c)
то ниjе. Како jе формула K ⇒ safe(c) ваљана формула, онда jе ваљана
и формула (K0 ∧K) ⇒ safe(c) (при чему jе K0 формула коjа прошируjе
дати контекстK), што jе последица своjства монотоности класичне логике
првог реда. С друге стране, како формула K ⇒ ¬safe(c) ниjе ваљана,
то значи да проширивањем контекста K формула (K0 ∧ K) ⇒ ¬safe(c)
може и не мора да буде ваљана формула, што зависи од формуле K0. На
основу дефинициjа статуса наредби, следи да jе у ширем контексту на-
редба безбедна (уколико формула (K0 ∧K)⇒ ¬safe(c) ниjе ваљана) или
недостижна (уколико jе формула (K0 ∧K)⇒ ¬safe(c) ваљана).
• Уколико се за неку наредбу покаже да jе неисправна у неком контексту K,
тада jе та наредба у ширем контексту и даље неисправна, или jе недости-
жна. На основу дефинициjе неисправне наредбе, формула услова исправ-
ности K ⇒ safe(c) ниjе ваљана формула, а формула услова неисправно-
сти K ⇒ ¬safe(c) jе ваљана формула. Како формула K ⇒ safe(c) ниjе
ваљана, то значи да проширивањем контекста K формулом K0, формула
(K0 ∧K)⇒ safe(c) може и не мора да буде ваљана формула, што зависи
од саме формуле K0. С друге стране, како jе формула K ⇒ ¬safe(c) ва-
љана формула, онда jе ваљана и формула (K0 ∧ K) ⇒ ¬safe(c), што jе
последица своjства монотоности класичне логике првог реда. Према томе,
на основу дефинициjа статуса наредби, следи да jе у ширем контексту на-
редба неисправна (уколико формула (K0∧K)⇒ safe(c) ниjе ваљана) или
недостижна (уколико jе формула (K0 ∧K)⇒ safe(c) ваљана).
• Уколико се за неку наредбу покаже да jе недостижна у неком контексту
K, тада jе та наредба у произвољном ширем контексту такође недости-
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жна. На основу дефинициjе недостижне наредбе, и формула услова ис-
правности K ⇒ safe(c) и формула услова неисправности K ⇒ ¬safe(c)
су ваљане формуле. Проширивањем контекста K формулом K0, формуле
(K0 ∧ K) ⇒ safe(c) и (K0 ∧ K) ⇒ ¬safe(c) су такође ваљане формуле
уоквиру изабране теориjе (што jе последица своjства монотоности логике
првог реда), па jе, на основу дефинициjе недостижне наредбе, ова наредба
недостижна и у ширем контексту.
• За наредбу за коjу се покаже да jе у неком контексту K небезбедна, до-
давање ширег контекста (односно додавање нових информациjа) може да
промени статус наредбе. На основу дефинициjе небезбедне наредбе, обе
формуле, тj. формула услова исправности K ⇒ safe(c) и формула услова
неисправности K ⇒ ¬safe(c), нису ваљане формуле. Проширивањем кон-
текста K формулом K0, формула (K0 ∧K) ⇒ safe(c) може и не мора да
буде ваљана формула, а исто важи и за формулу (K0 ∧ K) ⇒ ¬safe(c).
Уколико проширивањем контекста обе ове формуле нису ваљане, статус
наредбе у проширеном контексту остаjе исти. Уколико jе само формула
услова исправности проширеног контекста ваљана, тада jе статус наредбе
у проширеном контексту безбедан. Уколико jе само формула услова неи-
справности проширеног контекста ваљана, тада jе статус наредбе у про-
ширеном контексту неисправан. Уколико су обе формуле ваљане, тада jе
статус наредбе у проширеном контексту недостижан.
Закључивање на основу наjширег могућег контекста jе наjпрецизниjе, али
обухвата конструисање формуле са наjвећим броjем информациjа чиjа jе про-
вера ваљаности и наjскупља. Такође, уколико jе за наредбу c функциjе f по-
требно проверити услов исправности, при чему jе функциjа f позвана n пута,
тада jе, укључивањем наjширег контекста, потребно бар n провера за ову на-
редбу. Ако се за наредбу већ на основу празног контекста, контекста блока
или контекста функциjе може закључити да jе безбедна, значаjно се добиjа на
ефикасности jер се тиме елиминише потреба за n скупих и непотребних провера.
Да би се броj скупих и непотребних провера што више смањио, за сваку
наредбу наjпре се разматра празан контекст, а шири контексти се разматраjу
по потреби. Статуси се одређуjу на следећи начин:
• уколико се за наредбу покаже да jе безбедна или недостижна у оквиру не-
ког контекста, онда jе таj статус коначан (тj. не испитуjе се статус наредбе




• уколико се за наредбу покаже да jе неисправна, онда се проверава њена
достижност у оквиру контекста функциjе (достижност се проверава ради
искључивања могућности приjављивања лажних упозорења) и уколико jе
наредба достижна, статус неисправности jе коначан, уколико jе наредба
недостижна, онда jе статус недостижности коначан;
• уколико се за наредбу покаже да jе небезбедна у оквиру неког контекста,
тада се та наредба даље разматра у оквиру ширег контекста (уколико
такав контекст постоjи).
Овакав приступ може да обезбеди ефикасниjу анализу и мањи броj скупих про-
вера, али може да се деси да има за последицу и низ неуспешних провера (про-
вера у коjима се не може одредити коначни статус) све до краjње провере коjа
укључуjе и наjшири могући контекст.
Пример 3.30 Нека jе дат наредни кoˆд:
1. a = b/3;
2. c = 5;
3. a = b/c;
4. if(a>0)
5. a = b/c;
6. a = b/d;
Разматраjмо формуле исправности коjе се генеришу за претходни коˆд у те-
ориjи бит-векторске аритметике. Да би се проверио услов исправности за
наредбу у линиjи броj 1, довољан jе празан контекст, jер jе формула > ⇒ 3 6= 0
ваљана у теориjи бит-векторске аритметике, док то не важи за формулу
> ⇒ ¬(3 6= 0) коjа одговара услову неисправности наредбе.
За проверу услова исправности наредбе у линиjи броj 3, ниjе довољан празан
контекст jер формула > ⇒ c 6= 0 ниjе ваљана, а исто важи и за формулу > ⇒
¬(c 6= 0) коjа одговара услову неисправности наредбе. Према томе, потребно
jе разматрати шири контекст. Уколико се користи контекст блока у коjем
се наредба налази, тада услов исправности укључуjе и вредност променљиве c
(a = b/3 ∧ c = 5)⇒ c 6= 0
што jе ваљана формула, па уз разматрање одговараjуће формуле неисправно-
сти наредбе може да се закључи да jе формула у овом контексту безбедна.
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За утврђивање безбедности наредбе у линиjи броj 5, нису довољни ни празан
контекст ни контекст блока jер jе вредност променљиве c у оба ова контек-
ста непозната. Уколико се у формули користи контекст функциjе, тада се
може утврдити да jе и ова наредба безбедна.
За наредбу у линиjи броj 6, ниjе могуће доказати безбедност на нивоу кон-
текста функциjе у коjоj се наредба налази, под претпоставком да су a, b и c
локалне променљиве, а да jе d аргумент функциjе f у коjоj се оваj коˆд налази.
Безбедност ове наредбе неопходно jе разматрати у ширем контексту, односно
у контексту позива функциjе f .
Пример 3.31 За кoˆд приказан на слици 3.2 услов безбедности наредбе у ли-
ниjи броj 9 одговара услову безбедности за наредбу r11=r9/r10 поjедноставље-
ног LLVM кoˆда:
safe(r11 = r9/r10) = (r10 6= 0)
Формула коjа одговара услову исправности ове наредбе, у контексту функциjе
у коjоj се налази, гради се на основу формула коjе описуjу блокове и коjе су
дате на слици 3.6 и формуле Transformation(bb2, 3):
Transformation(bb2, 3) = (ebb2(a) = sbb2(a)) ∧ (ebb2(b) = sbb2(b))
∧(ebb2(c) = sbb2(c)) ∧ (ebb2(r9) = sbb2(b))
∧(ebb2(r10) = sbb2(a))
На основу тога, формула коjа одговара услову исправности наредбе jе (у кон-








Transformation(bb2, 3))⇒ (ebb2(r10) 6= 0).
Расписивањем вредности за формуле Description(entry), Description(bb), Des-
cription(bb1), EntryCond(bb2) и Transformation(bb2, 3) добиjа се формула при-
казана на слици 3.7. Ова формула ниjе ваљана у оквиру теориjе бит-вектора,
што значи да jе, у зависности од ваљаности формуле коjа одговара услову
неисправности, ова наредба небезбедна или неисправна.
На основу овог jедноставног примера може се уочити да се у оквиру фор-
мула поjављуjе велики броj jеднакости облика eb(v) = sb′(v). Међутим, при-
суство ових jеднакости у формули ниjе увек неопходно. На пример, уколико




Transformation(entry) = (eentry(a) = sentry(a)) ∧ (eentry(b) = b1) ∧ (eentry(c) = c1)
ExitCond(entry) =
(
(acitveentry ∧ (b1 > c1))⇔ transitionentrybb
)
∧(
(acitveentry ∧ ¬(b1 > c1))⇔ transitionentrybb1
)
Description(entry) = EntryCond(entry) ∧ Transformation(entry)
∧ ExitCond(entry)
EntryCond(bb) = (transitionentrybb ⇔ activebb) ∧
(transitionentrybb ⇒
((eentry(a) = sbb(a)) ∧ (eentry(b) = sbb(b))
∧ (eentry(c) = sbb(c))))
Transformation(bb) = (ebb(a) = sbb(a) + 1) ∧ (ebb(b) = sbb(b)) ∧ (ebb(c) = sbb(c))
ExitCond(bb) = activebb ⇔ transitionbbbb2
Description(bb) = EntryCond(bb) ∧ Transformation(bb) ∧ ExitCond(bb)
EntryCond(bb1) = (transitionentrybb1 ⇔ activebb1) ∧
(transitionentrybb1 ⇒
((eentry(a) = sbb1(a)) ∧ (eentry(b) = sbb1(b))
∧ (eentry(c) = sbb1(c))))
Transformation(bb1) = (ebb1(a) = sbb1(a)− 1) ∧ (ebb1(b) = sbb1(b)) ∧ (ebb1(c) = sbb1(c))
ExitCond(bb1) = activebb1 ⇔ transitionbb1bb2












Transformation(bb2) = (ebb2(a) = sbb2(a)) ∧ (ebb2(b) = sbb2(b)) ∧ (ebb2(c) = sbb2(c))
ExitCond(bb2) = activebb2 ⇔ transitionbb2return
Description(bb2) = EntryCond(bb2) ∧ Transformation(bb2) ∧ ExitCond(bb2)
EntryCond(return) = (transitionbb2return ⇔ activereturn) ∧
(transitionbb2return ⇒
((ebb2(a) = sreturn(a)) ∧ (ebb2(b) = sreturn(b))
∧ (ebb2(c) = sreturn(c))))
Transformation(return) = (ereturn(a) = sreturn(a)) ∧ (ereturn(b) = sreturn(b))
∧(ereturn(c) = sreturn(c))
ExitCond(return) = >
Description(return) = EntryCond(return) ∧ Transformation(return)
∧ ExitCond(return)
Слика 3.6: Описи блокова за кoˆд приказан на слици 3.2.
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(activeentry∧
(eentry(a) = sentry(a)) ∧ (eentry(b) = b1) ∧ (eentry(c) = c1)∧ (




(acitveentry ∧ ¬(b1 > c1))⇔ transitionentrybb1
)
∧
(transitionentrybb ⇔ activebb) ∧
(transitionentrybb ⇒
((eentry(a) = sbb(a)) ∧ (eentry(b) = sbb(b)) ∧ (eentry(c) = sbb(c))))∧
(ebb(a) = sbb(a) + 1) ∧ (ebb(b) = sbb(b)) ∧ (ebb(c) = sbb(c))∧
activebb ⇔ transitionbbbb2∧
(transitionentrybb1 ⇔ activebb1) ∧
(transitionentrybb1 ⇒
((eentry(a) = sbb1(a)) ∧ (eentry(b) = sbb1(b)) ∧ (eentry(c) = sbb1(c))))∧
(ebb1(a) = sbb1(a)− 1) ∧ (ebb1(b) = sbb1(b)) ∧ (ebb1(c) = sbb1(c))∧











(ebb2(a) = sbb2(a)) ∧ (ebb2(b) = sbb2(b)) ∧ (ebb2(c) = sbb2(c))
∧(ebb2(r9) = sbb2(b)) ∧ (ebb2(r10) = sbb2(a)))
⇒ ebb2(r10) 6= 0
Слика 3.7: Формула коjа представља услов исправности наредбе у линиjи броj
9 кода приказаног на слици 3.2.
ност неке променљиве jеднака без обзира на блок претходник из коjег се до-
шло, тада се уместо додавања jеднакости може извршити инициjализациjа
почетне вредности променљиве блока краjњом вредношћу променљиве блока
претходника. Тиме се значаjно смањуjе формула и поправља ефикасност. Ова
оптимизациjа детаљно jе описана и разматрано у оквиру секциjе 4.1.2.
3.5 Теориjе за моделовање програма
Универзално квантификована формула вишесортне логике првог реда, коjа
моделуjе програм, обично укључуjе аритметику, логичке и релационе опера-
торе, али и функциjе као што су left, right, select и store. Генерисану фор-
мулу потребно jе трансформисати у формулу на jезику изабране теориjе (или
комбинациjе теориjа) како би се омогућило коришћење решавача за дату тео-
риjу (комбинациjу теориjа). Избор теориjа може да буде вођен прецизношћу
жељених резултата или ефикасношћу расуђивања. Трансформациjа формуле
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у формулу на jезику изабраних теориjа, у општем случаjу, не мора верно да
сачува своjства полазне формуле. У овом одељку биће описане комбинациjе те-
ориjа коjе се могу користити за моделовање програма као и последице њиховог
коришћења по ефикасност и прецизност анализе.
3.5.1 Променљиве и операциjе над њима
Целоброjне вредности и операциjе над њима се могу моделовати броjевима
коначне прецизности (енг. finite-precision numbers) и одговараjућим операци-
jама коришћењем аритметике бит-вектора или се могу моделовати броjевима
произвољне прецизности (енг. arbitrary-precision numbers) и одговараjућим опе-
рациjама коришћењем целоброjне или реалне линеарне аритметике. Модело-
вање коришћењем аритметике бит-вектора у потпуности верно осликава арит-
метику коjа се користи у реалним извршавањима програма, али расуђивање
у оквиру теориjе бит-вектора може бити временски захтевно. С друге стране,
расуђивање у оквиру теориjа реалне или целоброjне линеарне аритметике jе
значаjно ефикасниjе, али не осликава верно аритметику коjа се користи у ре-
алним извршавањима програма. Наиме, ове теориjе имаjу подршку само за
сабирање, одузимање, множење константном вредношћу и релационе опера-
торе, док jе за моделовање других оператора коjи се користе у програму (на
пример, за моделовање множења, дељења и битских оператора) потребно кори-
стити додатне технике коjе уносе непрецизности. Такође, коришћење броjева
произвољне прецизности не одговара реалним извршавањима програма, па jе
чак и за подржане операторе и познате вредности коjе учествуjу у аритметич-
ком изразу могуће добити неодговараjући резултат (на пример, броj коjи jе
превелик да би могао да стане у одговараjући тип података предвиђен за дату
променљиву). Расуђивање у оквиру реалне линеарне аритметике jе ефикасниjе
од расуђивања у оквриру целоброjне линеарне аритметике, али за моделовање
целоброjних вредности уводи додатне непрецизности допуштањем модела коjи
имаjу реалне уместо целоброjне вредности. Уколико у коду не постоjи инфор-
мациjа о томе да ли jе нека променљива означеног или неозначеног типа (као
што jе то случаj са кодом коjи генерише LLVM), онда се информациjа о томе
не може пренети формули у линерноj аритметици, што представља jош jедан
извор непрецизности. Претходно описане непрецизности, коjе се jављаjу услед
моделовања теориjом коjа не осликава верно аритметику реалних извршавања
програма, могу да доведу до поjаве лажних упозорења и пропуштених грешака.
Вредности у покретном зарезу и операциjе над њима могу се моделовати
апроксимациjом одговараjућим целоброjним вредностима и коришћењем цело-
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броjне аритметике бит-вектора или коришћењем броjева произвољне прецизно-
сти и одговараjућим операциjама у оквиру реалне линеарне аритметике. Оба
ова моделовања уводе непрецизности коjе могу да доведу до лажних упозорења
или до непронађених грешака, слично као код моделовања целоброjних вредно-
сти теориjом линеарне аритметике. Моделовање вредности у покретном зарезу
и операциjа над њима броjевима коначне прецизности и одговараjућим опе-
рациjама коришћењем аритметике бит-вектора за броjеве у покретном зарезу,
jедино jе потпуно прецизно моделовање броjева у покретном зарезу. Међутим,
расуђивање у оквиру аритметике бит-вектора за броjеве у покретном зарезу jе
веома захтевно и jош увек не постоjе ефикасни имплементирани решавачи за
ову теориjу.
3.5.2 Функциjе left и right
За функциjе left и right може се користити теориjа неинтерпретираних
функциjа при чему сe све релевантне инстанце њихових специфичних особина
(left(p+n) = left(p)−n и right(p+n) = right(p)−n) додатно наводе у условима
исправности.
Уместо теориjе неинтерпретираних функциjа може се користити и акерма-
низациjа9 [1]. Акерманизациjом се, на основу формуле φ, формира нова фор-
мула φ′ коjа jе еквизадовољива са формулом φ, а коjа не садржи симболе неин-
терпретираних функциjа. Елиминациjа симбола неинтерпретираних фунцкиjа
из формуле φ, врши се увођењем нових променљивих тако што се свака при-
мена функциjе f(x1, ..., xn) замењуjе новом променљивом vf(x1,...,xn). Додатно, за
сваки пар различитих примена f(x1, ..., xn) и f(y1, ..., yn) исте функциjе, у фор-
мулу се додаjу ограничења у чиjем формирању учествуjе фунцкиjа ack. Ова
функциjа пресликава сваку примену функциjе g(z1, ..., zm) у одговараjућу про-
менљиву vg(z1,...,zm), сваку променљиву у саму себе, а хомоморфна jе у односу




ack(xi) = ack(yi))⇒ vf(x1,...,xn) = vf(y1,...,yn)
при чему се атом ack(xi) = ack(yi) не додаjе уколико су обе стране jеднакости
синтаксно идентичне.
9Термин акерманизациjа изведен jе из имена математичара Вилхелма Акермана (енг. Wil-
helm Ackermann).
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Пример 3.32 Акерманизациjом формуле
right(a) + 3 = n ∧ right(b)− 2 = m ∧ left(a) + 3 = 0 ∧ left(b) = 0
добиjа се формула
(ra + 3 = n) ∧ (rb − 2 = m) ∧ (la + 3 = 0) ∧ (lb = 0)
∧ (a = b⇒ ra = rb) ∧ (a = b⇒ la = lb)
Оба ова приступа (неинтерпретиране функциjе и акерманизациjа) jеднако пре-
цизно моделуjу програм, али ефикасност расуђивања може да буде различита,
у зависности од конкретних формула [37].
3.5.3 Функциjе select и store
Функциjе select и store, могу природно да се моделуjу теориjом низова. Мо-
деловање садржаjа мемориjе коришћењем теориjе низова може да буде времен-
ски захтевно. Jедна алтернатива моделовању теориjом низова може да буде и
игнорисање садржаjа мемориjе. Сваки пут када jе потребно прочитати садржаj
мемориjе са неке локациjе, уместо повратне вредности функциjе select, може се
користити новоуведена променљива (променљива за коjу заправо немамо ника-
кве информациjе о њеном садржаjу), док се упис садржаjа у мемориjу може у
потпуности игнорисати. На таj начин се заправо губе све информациjе о вред-
ностима променљивих коjе се не прате преко складишта и тиме формула губи
на прецизности. То може да доведе до временски ефикасниjег расуђивања, али
и до лажних упозорења.
3.5.4 Могуће комбинациjе теориjа
На основу претходних разматрања, модел програма у оквиру система LAV
обухвата:
• аритметику бит-вектора или линеарну аритметику;
• теориjу неинтерпретираних функциjа или акерманизациjу;
• теориjу низова (опционо).
Постоjе разноврсни системи коjи обезбеђуjу подршку за испитивање ваљано-





Уколико формула коjа одговара услову исправности за неку наредбу ниjе
ваљана, тада jе та наредба небезбедна или неисправна и постоjи контрамодел у
коjем услов исправности ниjе тачан. Уколико систем за проверавање ваљаности
за формуле коjе нису ваљане може да генерише такав контрамодел, онда се он
може искористити за реконструисање вредности променљивих и путање кроз
програм коjе воде до грешке. Ове информациjе корисне су за лакше разумевање
узрока пронађене грешке у програму.
За реконструкциjу путање, за коjу услов исправности ниjе тачан, користе се
исказне променљиве activeb и transitionbibj . Сви блокови b за коjе jе activeb тачно
у контрамоделу, припадаjу траженоj путањи, као и сви прелази између блокова
bi и bj за коjе jе transitionbibj тачно у контрамоделу. Како анализа програма
почиње од jедне почетне тачке (од улазног блока функциjе коjа се анализира),
то контрамодел коjи би укључио више различитих путања кроз програм ниjе
могућ, што jе дискутовано у секциjи 3.3.2.
За разумевање узрока пронађене грешке у програму, посебно су важне вред-
ности променљивих у тренутку извршавања наредбе за коjу се испитуjе услов
исправности, као и вредности променљивих блока од коjег почиње извршавање
за задати контекст. Вредности променљивих на изласку из сваког блока, коjи
припада путањи, могу послужити као додатне информациjе за разумевање и
праћење тока извршавања програма. Све ове вредности могу се jедноставно
генерисати, на основу контрамодела, коришћењем излазних вредности промен-









eentry(a) = sentry(a) = sbb(a) = sbb1(a) = −1,
eentry(b) = b1 = sbb(b) = ebb(b) = sbb1(b) = ebb1(b) = sbb2(b) = ebb2(b) = ebb2(r9) = 5,
eentry(c) = c1 = sbb(c) = ebb(c) = sbb1(c) = ebb1(c) = sbb2(c) = ebb2(c) = 3,
ebb(a) = sbb2(a) = ebb2(a) = ebb2(r10) = 0,
ebb1(a) = −2
Слика 3.8: Jедан контрамодел за коjу формула са слике 3.7 ниjе тачна.
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Пример 3.33 Формула коjа одговара услову исправности из примера 3.31 ниjе
ваљана у теориjи бит-векторске аритметике, што значи да у наредби линиjе
9 програма са слике 3.2 може да дође до дељења нулом. Jедан контрамодел за
формулу коjа одговара услову исправности приказан jе на слици 3.8. На основу
овог контрамодела можемо да генеришемо извештаj приказан на слици 3.9.
Извештаj се генерише коришћењем наредних запажања. Блокови коjи се
извршаваjу су блокови entry, bb и bb2, jер су вредности исказник променљивих
activeentry, activebb и activebb2 у котнрамоделу >. Прелаз из блока entry у блок
bb одређен jе тиме што jе вредност transitionentrybb у контрамоделу jеднака >,
а прелаз из блока bb у блок bb2 одређен jе тиме што jе вредност transitionbbbb2
у контрамоделу jеднака >. Вредности променљивих на краjу почетног блока
су вредности променљивих eentry(a), eentry(b) и eentry(c) коjе су у контрамоделу,
редом, jеднаке -1, 5 и 3. Вредности променљивих на краjу блока bb су вредности
променљивих ebb(a), ebb(b) и ebb(c) коjе су у контрамоделу, редом, jеднаке 0, 5
и 3. Вредности променљивих у тренутку извршавања наредбе су вредности
променљивих ebb2(a), ebb2(b) и ebb2(c) коjе су у контрамоделу, редом, jеднаке 0,
5 и 3.
Грешка дељење нулом може да настане за наредно
извршавање програма:
1. Извршаваjу се блокови entry, bb и bb2, при чему
се из блока entry прелази у блок bb, а из блока
bb прелази у блок bb2.
2. Вредности променљивих на краjу почетног блока су
a = −1, b = 5 и c = 3.
3. Вредности променљивих на краjу блока bb су
a = 0, b = 5 и c = 3.
4. Вредности променљивих у тренутку извршавања
наредбе су a = 0, b = 5 и c = 3.
Слика 3.9: Извештаj генерисан на основу jедног контрамоделу формуле коjа
одговара услову исправности из примера 3.31.
Везе између инструкциjа у блоковима и оригиналних наредби могу се искори-
стити за генерисање извештаjа у коjем се користе броjеви линиjа оригиналног
кода уместо имена блокова међукода.
Пример 3.34 Како су познате наредбe оригиналног кода од коjих су настали
блокови трансформисаног кода, то се уместо извештаjа са слике 3.9 може ге-
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нерисати извештаj, приказан на слици 3.10, коjи садржи информациjе у тер-
минима оригиналног кода.
Грешка дељење нулом може да настане у линиjи 9, за
извршавање програма у коjем:
1. Након извршавања линиjе 5, вредности променљивих
су a = −1, b = 5 и c = 3.
2. Након извршавања линиjе 6, вредности променљивих
су a = 0, b = 5 и c = 3.
3. У линиjи 9, вредности променљивих
су a = 0, b = 5 и c = 3.
Слика 3.10: Извештаj генерисан на основу jедног контрамодела формуле коjа
одговара услову исправности из примера 3.31, формулисан у терминима ори-
гиналног кода.
Извештаj коjи садржи линиjе оригиналног кода може се употпунити наво-
ђењем LLVM инструкциjе коjа доводи до грешке. Ово може да буде корисно у
ситуациjама када jе у оквиру jедне линиjе кода задато више наредби или ако, на
пример, у оквиру jедног сложеног израза ниjе очигледно коjи део израза води
до грешке.
3.7 Своjства генерисаних формула
Комбиновање формула коjе одговараjу описима блокова води на интуитиван
начин до формула коjе осликаваjу различита извршавања програма. Међутим,
ове формуле не осликаваjу у потпуности верно сва могућа извршавања про-
грама. Може се десити да нека могућа извршавања програма нису описана
формулом, или се може десити да су нека немогућа извршавања програма до-
пуштена формулом. Разлог за ово су апроксимациjе коjе су увођене приликом
прављења модела програма или приликом трансформациjе модела програма у
формулу на jезику изабране теориjе.
Елиминациja петљи и рекурзивних позива — Трансформациjом програ-
ма у програм без петљи новодобиjени коˆд jе уопштење полазног кода или
сужење опсега полазног кода, у зависности од апроксимациjе коjа се при-
мењуjе приликом трансформациjе. Ове апроксимациjе су детаљно описане
у секциjи 3.3.1. На сличан начин, програм се трансформише у програм
без рекурзивних позива, као што jе описано у секциjи 3.3.2.
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Позиви функциjа — Позиви функциjа за коjе нису познате дефинициjе и
нису расположиви уговори, уводе непрецизност у праћењу садржаjа ме-
мориjе. Ова апроксимациjа jе описана у секциjи 3.3.2.
Апроксимациjе неодговараjућом теориjом — Елементарни типови пода-
така и елементарне операциjе могу бити моделоване неодговараjућом те-
ориjом (на пример, ради добиjања на ефикасности, линеарном аритме-
тиком), или се праћење вредности променљивих преко мемориjског низа
може игнорисати (такође зарад добиjања на ефикасности). Ове апрокси-
мациjе су описане у одељку 3.5.
Наведена ограничења, или макар нека од њих, су заjедничка за све при-
ступе верификациjи софтвера. Наиме, питање исправности програма укључуjе
питање заустављања па, из чињенице да jе халтинг проблем неодлучив, произи-
лази да не постоjи општи начин за проверавање да ли jе нека наредба програма
достижна, па тиме ни да ли jе исправна. Ипак, и поред наведених ограни-
чења, може се доћи до практично употребљивог верификациjског алата коjи
може да откриjе нетривиjалне грешке или да утврди њихово одсуство у многим
ситуациjама.
У случаjу система LAV, генерисана формула верно описуjе израчунавања у
програму и вредности променљивих у случаjевима када ниjе потребно приме-
нити наведене апроксимациjе. Прецизниjе, уколико се LAV користи над про-
грамом коjи:
1. не садржи променљиве реалног типа,
2. не садржи динамичку алокациjу мемориjе,
3. не садржи петље (или, аналогно, програмом у коjем су све петље размо-
тане одговараjући максимални броj пута),
4. не садржи рекурзивне позиве функциjа (или, аналогно, програмом у коjем
су сви рекурзивни позиви размотани одговараjући максимални броj пута),
5. не садржи позив функциjе за коjу ниjе позната дефинициjа,
и уколико се за моделовање програма користе теориjа бит-вектора, теориjа
неинтерпретираних функциjа и теориjа низова, и уколико се разматра само
наjшири могући контекст, тада су извештаjи коjе LAV генерише несумњиви:
грешке коjе LAV приjављуjе сигурно jесу грешке, а наредбе за коjе LAV не при-
jављуjе да могу да доведу до грешке сигурно то и не могу (у смислу грешака
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коjе jе LAV у могућности да пронађе). Ово jе последица прецизног моделовања
могућих путања кроз програм коjи не садржи петље (исказним променљивама
transition и active), прецизног моделовања резултата рада инструкциjа сим-
боличким извршавањем, прецизног генерисања услова исправности програма
(услови обухватаjу наjшири могући контекст) и прецизног трансформирања
услова исправности програма у одговараjуће теориjе. У овом тексту неће бити
строго формулисано нити доказивано претходно своjство. Исправност моде-
ловања коjе LAV користи биће потврђена само емпириjски, експерименталним
путем.
У случаjу да jе примењена нека од наведених апроксимациjа, могуће су
неоткривене грешке и/или лажна упозорења, као што jе то већ дискутовано на
одговараjућим местима у претходном тексту. Као и сви други верификациjски
приступи, и оваj приступ jе дизаjниран са циљем да се смањи броj неоткривених
грешака и броj лажних упозорења. То jе и постигнуто у одређеноj мери, што
ће показати експериментални резултати као и резултати поређења са другим




Систем LAV je имплементиран у програмском jезику С++, отвореног jе кода
и jавно jе доступан са адресе: http://argo.matf.bg.ac.rs/?content=lav. Коˆд се
дистрибуира под лиценцом NCSA отвореног кода Универзитета Илиноис [107].
Имплементациjа, без интерфеjса ка решавачима и помоћних класа за рад са
дељеним изразима, садржи око 10 000 линиjа кода. У наставку текста описана
jе укратко имплементациjа система и приказани су експериментални резултати
поређења система LAV са сродним алатима.
4.1 Конкретизациjа општег алгоритма
Имплементациjа алата прати општи опис система LAV (глава 3). Глобални
алгоритам имплементациjе илустрован jе на слици 4.1, док jе детаљниjи алгори-
там имплементациjе приказан на слици 4.2. Основне фазе алгоритма су фаза
трансформациjе изворног кода, фаза анализе кода и комуникациjа са реша-
вачем. Као улазни коˆд, LAV очекуjе датотеку добиjену превођењем изворног
улазног програма вишег програмског jезика у LLVM међуjезик. LAV транс-
формише оваj коˆд и врши анализу над њим користећи функциjе из LLVM ин-
терфеjса за програмирање (енг. application programming interface, API). Током
анализе кода, LAV генерише услове исправности коjе проверава путем интер-
феjса за програмирање одабраног спољашњег SMT решавача.
У наредном тексту описане су специфичности имплементациjе (тj. конкре-
тизациjа општег описа из главе 3), као и наjважниjе класе и функциjе коjе чине
имплементациjу система.





































Слика 4.1: Имплементациjа система LAV.
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4.1 Конкретизациjа општег алгоритма
4.1.1 Трансформациjа кода
LAV jе развиjан првенствено за анализу програма добиjених трансформаци-
jом из програма написаних у програмском jезику С, али, захваљуjући универ-
залности LLVM система, може да се примени и за анализу програма добиjених
трансформациjом из других процедуралних програмских jезика (на пример,
програмског jезика Fortran). Анализа програма добиjених трансформациjом из
програма написаних на обjектно ориjентисаним програмским jезицима захтева
извесне додатке тренутноj имплеметациjи система.
Превођење изворног кода у коˆд LLVM међуjезика, коришћењем одговараjуће
приступне компоненте, ниjе интегрисано у сам систем, већ jе ово превођење по-
требно урадити независно. Превођење у LLVM међукод може се извршити у
режиму за проналажење грешака (енг. debug mode) и у режиму за извршавање
програма (енг. release mode). Превођење у LLVM међукод у режиму за пронала-
жење грешака омогућава успостављање везе између пронађених грешака LLVM
међукода и изворног кода. Захваљуjући томе, извештаj коjи LAV производи са-
држи детаљне информациjе у терминима броjева линиjа и наредби изворног
кода. У случаjу да jе превођење у LLVM међукод остварено у режиму за извр-
шавање програма, тада извештаj коjи LAV генерише садржи информациjе само
у терминима инструкциjа LLVM међукода.
Пре анализе кода врши се трансформациjа LLVM међукода тако да се добиjе
LLVM међукод коjи не садржи петље (моделовање петљи описано jе у секциjи
3.3.1). Избор врсте и параметара трансформациjе петљи задаjу се приликом
покретања алата (употреба система описана jе у одељку A.2). Да би се добио
коˆд коjи не садржи петље, пре размотавања петљи, за коjе jе одговорна класа
LAV алата LLoopUnroll1, врши се трансформациjа петљи у њихову канонску
форму, за шта се користе основне трансформациjе LLVM система (користе се
трансформациjе LoopSimplifyPass, LoopRotatePass и LCSSAPass). Након раз-
мотавања петљи, елиминишу се и неки делови LLVM кода коjи нису релевантни
за даљу верификациjску анализу. За ову трансформациjу одговорна jе класа
LCFGSimplifyPass.
4.1.2 Анализа кода
У првоj фази анализе кода врши се одређивање сталних променљивих
складишта одабране функциjе улазног програма2, као и њихова инициjали-
1Префикс L у именима класа означава да jе класа из система LAV.
2Ова функциjа се задаjе као аргумент приликом покретања алата или, уколико се функциjа
не зада, подразумева се да jе то main функциjа.
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зациjа вредностима над коjима нису задата ограничења. Складиште (коjе
jе описано у секциjи 3.2.2) представљено jе класом LBlockStore коjа омогу-
ћава приступ, инициjализациjу, измену и читање симболичких или конкрет-
них вредности складишта. Променљиве су унутар складишта описане класом
LVariableInfo, коjа за сваку променљиву памти релевантне неоходне податке.
Вредности променљивих у оквиру класе LVariableInfo описуjу се изразима
класе Expression3. Над изразима jе дефинисан низ функциjа коjе врше упро-
шћавања и израчунавања вредности симболичких израза, коjем jе централна
функциjа LSimplifyExpression (нека имплементирана упрошћавања израза
описана су у наставку текста). Класа LVariableInfo обезбеђуjе да су вред-
ности променљивих у складишту увек упрошћени изрази.
Симболичко извршавање започиње извршавањем улазног блока функциjе,
након чега се симболички извршаваjу други блокови функциjе пратећи граф
контроле тока функциjе. Основна класа за рад са блоковима jе класа LBlock.
Задатак ове класе jе:
• конструисање формуле коjа представља компактан опис блока (на начин
иписан у секциjи 3.3.1) и
• формирање услова безбедности за наредбе коjе припадаjу блоку (услови
безедности дефинисани су у секциjи 3.4.1).
За конструисање описа блока, ова класа користи класу LState, као и информа-
циjе о блоковима претходницима и блоковима следбеницима (услов преласка у
нови блок и одговараjући блок следбеник описуjу се посебном класом LJump).
Класа LState jе одговорна за симболичко извршавање инструкциjа блока, од-
носно, ова класа:
• дефинише ефекте поjединачних инструкциjа на складиште блока,
• чува информциjе о додатним ограничењима над променљивама склади-
шта (коjа су описана класом LConstraints),
• формира услове безбедности за оне инструкциjе за коjе jе то потребно
• генерише формулу коjа описуjе трансформациjу променљивих складишта
извршеним инструкциjама блока.
Класа LBlock за поjединачне инструкциjе, коjе припадаjу блоку, користи
класу LInstruction, коjа за приступ информациjама везаним за изворни
3Класе за рад са дељеним изразима делом су преузете од Филипа Марића из система
ArgoLib и прилагођене су за потребе система LAV.
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коˆд користи класе InstructionInfo, InstructionInfoTable и Instruction-
ToLineAnnotator4.
Услови безбедности блока описуjу се класом LLocalCondition коjа, осим о
самом услову безбедности, води рачуна и о статусу услова, инструкциjи ко-
jоj услов одговара, као и о врсти грешке до коjе ће доћи уколико одговара-
jући услов исправности ниjе испуњен. За генерисане услове безбедности класа
LBlock врши позиве решавача за празан контекст и контекст блока.
Приликом симболичког извршавања блокова врши се више оптимизациjа
коjе доприносе генерисању формула мање сложености и коjе омогућаваjу пре-
цизниjе закључивање коришћењем ужег контекста.
• Пре почетка симболичког извршавања блока, провераваjу се излазне вред-
ности складишта блокова претходника. Уколико блок има само jед-
ног претходника, онда се излазне вредности променљивих складишта
блока претходника постављаjу као почетне вредности променљивих теку-
ћег блока. Уколико блок има више претходника, онда се проверава да ли
постоjе променљиве коjе у сваком блоку претходнику имаjу исту излазну
вредност. За такве променљиве, излазна вредност у блоковима претход-
ницима уписуjе се као почетна вредност променљиве текућег блока. Овим
се елиминише потреба за додавањем jеднакости за вредности тих промен-
љивих у формули initalize(b), а постављене вредности променљивих на
уласку у блок могу да омогуће и да се услови безбедности наредби могу
закључити коришћењем празног или блоковског контекста (тj. без кори-
шћења ширег контекста).
• Уколико блок има више од jедног следбеника, провераваjу се услови изла-
ска из блока. Ови услови се провераваjу позивом решавача коришћењем
информациjа коjе су доступне у блоку. Уколико се за неки услов закључи
да не може бити испуњен, онда се ажурира списак могућих блокова след-
беника текућег блока, а за блок следбеник, коjи се овом приликом искљу-
чуjе, ажурира се списак могућих блокова претходника. На оваj начин се
смањуjе резултуjућа формула коjа описуjе извршавање функциjе смањи-
вањем броjа могућих путања кроз програм. Такође, на оваj начин може
се закључити да су неки блокови недостижни и тиме се смањити броj бло-
кова коjи се симболички извршаваjу и за чиjе се инструкциjе провераваjу
услови исправности. Уколико на оваj начин настану узастопни блокови
4Ове три класе су делом преузете из кода алата KLEE и прилагођене за потребе система
LAV.
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коjи имаjу само jедног претходника и само jедног следбеника, онда се њи-
хово извршавање врши коришћењем истог складишта (за шта jе одговорна
класа LMerge).
• Приликом симболичког извршавања врше се упрошћавања израза како би
резултуjуће формуле биле мање сложености. На пример, изрази чиjе су
вредности константе се одмах израчунаваjу (на пример, 5+3 се замењуjе
са 8), логичке конjункциjе у коjима учествуjе константа ⊥ и логичке дис-
jункциjе у коjима учествуjе константа > се замењуjу константама ⊥ и >,
негациjе релациjских оператора замењуjу се одговараjућим релациjским
операторима (на пример, ¬(a > b) се замењуjе са a ≤ b), асоциjативност и
комутативност оператора + се примењуjе за груписање константних вред-
ности и израчунавање вредности подизраза (на пример, израз (a + 1) + 1
се замењуjе са a+ 2, а израз (a+ 2) + (b− 1) са (a+ b) + 1).
• Приликом провера исправности наредби у оквиру блоковског контекста,
додаjу се и информациjе о статички алоцираном простору за локалне про-
менљивие функциjе и глобалне променљиве програма. Додавање ових
информациjа може да буде довољно за прецизно одређивање статуса ис-
правности наредбе у многим ситуациjама. На пример, за утврђивање ис-
правности приступа у оквиру низа за коjи jе простор алоциран статички
наредбом int a[10]; потребно jе користити само информациjу о статички
алоцираном простору за оваj низ. Ова информациjа се, у LLVM коду, на-
лази у почетном блоку функциjе. Издваjањем и додавањем информациjа
о статички алоцираном простору се избегава скупа провера услова исправ-
ности коjа укључуjе целокупни контекст функциjе у ситуациjама када су
потребне само информациjе о статички алоцираном простору за покази-
ваче.
• Користи се комбиновани приступ за праћење стања мемориjе. Теориjа
низова jе за проверавање ваљаности временски захтевна, па се уместо
два основна начина праћења стања мемориjе (коjа су описана у секциjи
3.2.5), тренутно стање мемориjе прати комбинациjом коjа користи добре
стране оба приступа. Први приступ користи се приликом уписа садржаjа
мемориjе на познату локациjу (локациjу коjа се задаjе константном вред-
ношћу, на пример, за наредбу a[i]=j; при чему jе вредност променљиве
i позната и jеднака некоj константи), а други приступ користи се при-
ликом уписа садржаjа мемориjе на непознату локациjу (локациjу коjа се
задаjе променљивом вредношћу, на пример, за наредбу a[i]=j; при чему
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вредност променљиве i ниjе позната у тренутку симболичког извршавања
инструкциjе).
Редослед симболичког извршавања блокова прати граф контроле тока функ-
циjе. Уколико jе у блоку присутна инструкциjа позива функциjе f, за коjу
постоjи дефинициjа у програму, али за коjу до тог тренутка ниjе извршена ана-
лиза исправности, онда се симболичко извршавање текућег блока привремено
прекида и започиње се анализа ове функциjе. Тек након комплетне анализе
функциjе f, наставља се симболичко извршавање текућег блока. Овакав ток
анализе jе могућ само уколико у оквиру програма нема посредно или непо-
средно рекурзивних функциjа. Рекурзивни позиви функциjа могу се елими-
нисати у фази трансформациjе кода (што jе описано у секциjи 3.3.2), али ова
трансформациjа у текућоj имплементациjи ниjе подржана.
Завршетак симболичког извршавања свих блокова функциjе омогућава про-
веру услова исправности у контексту функциjе (што jе описано у секциjи 3.4.1)
и конструисање формуле коjа представља опис функциjе (на начин описан у
секциjи 3.3.2). Ове задатке обавља класа LFunction. Анализа програма, одно-
сно анализа различитих функциjа пратећи граф контроле тока програма врши
се у оквиру класа LModule.
4.1.3 Комуникациjа са решавачима
Ваљаност услова исправности наредбе и ваљаност услова изласка из блока
проверава се SMT решавачем (коjи су описани у секциjи 2.2.2). Провера ваља-
ности формуле (у оквиру изабране теориjе) SMT решавачем врши се испитива-
њем задовољивости негиране формуле: уколико jе негациjа формуле незадово-
љива, формула jе ваљана; уколико jе негациjа формуле задовољива, формула
ниjе ваљана. Избор теориjе у коjоj се моделуjе програм (одељак 3.5) и избор
одговараjућег конкретног решавача за проверавање услова исправности, врши
се приликом покретања система LAV (покретање и улазни параметри система
описани су у одељку A.2).
Позиви решавача врше се коришћењем класе LSolver. Ова класа обезбеђуjе
и припрему формуле превођењем у формулу одговараjуће теориjе, а по потреби
комуницира са класом LAckermannization коjа омогућава ефикасну акермани-
зациjу формуле (коjа jе описана у секциjи 3.5.2). Такође, ова класа jе одговорна
и за ефикасно коришћење инкременталног приступа позива решавача (инкре-
ментални приступ описан jе у наставку текста). Приступ конкретном решавачу
класа LSolver остваруjе путем интерфеjса коjи апстрахуjе приступ подржаним
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1. Трансформисати LLVM коˆд у коˆд без петљи.
2. Елиминисати делове LLVM кода коjи нису релевантни за анализу.
3. Одредити глобалне променљиве чиjе се вредности прате коришћењем скла-
дишта блокова.
4. Одабрати функциjу од коjе почиње анализа.
5. Припремити складишта блокова за ову функциjу:
(5.1) одредити локалне променљиве коjе припадаjу складиштима блокова;
(5.2) додати складиштима блокова одговараjуће глобалне променљиве;
(5.3) додати складиштима блокова променљиву mem коjа служи за праћење
стања мемориjе;
(5.4) извршити инициjализациjу променљивих за свако складиште.
6. Изабрати улазни блок функциjе.
7. Симболички извршити изабрани блок:
(7.1) пре почетка симболичког извршавања блока, проверити излазне вред-
ности променљивих блокова претходника и по потреби ажурирати ини-
циjализоване вредности;
(7.2) симболички извршавати редом инструкциjе блока:
(7.2.1) уколико jе инструкциjа позив функциjе за коjу постоjи дефинициjа
али за коjу jош увек ниjе извршена анализа, вратити се на корак
5, тj. започети анализу ове функциjе;
(7.2.2) у зависности од наредбе, формирати одговараjући услов безбедно-
сти и проверити га у празном контексту и контексту блока (у зави-
сности од параметра покретања система, детектовање неисправне
наредбе може да води директно на корак 12);
(7.2.3) формирати одговараjући симболички израз и приликом форми-
рања извршити његово упрошћавање;
(7.3) уколико блок има више од jедног следбеника, проверити услове изласка
из блока и по потреби ажурирати списак блокова следбеника односно
списак њихових могућих претходника.
8. На основу графа контроле тока функциjе, изабрати блок функциjе коjи ниjе
симболички извршен и вратити се на корак 7. Уколико су сви блокови функ-
циjе симболички извршени, прећи на корак 9.
9. За сваки блок за коjи постоjи наредба за коjу ниjе утврђен коначан статус
исправности:
(9.1) за сваки блок претходник направити формулу коjа одговара опису блока
(уколико таква формула ниjе већ направљена);
(9.2) послати решавачу оне описе блокова претходника коjи нису били раниjе
послати решавачу;
(9.3) коришћењем инкременталног приступа проверавати исправност на-
редби (у зависности од параметра покретања система, детектовање не-
исправне наредбе може да води директно на корак 12).
10. Конструисати ефекат позива фунцкиjе.
11. У зависности од параметра покретања система, изабрати функциjу коjа ниjе
анализирана и вратити се на корак 5 или прећи на корак 12.
12. Генерисати текстуални и по потреби HTML извештаj.
Слика 4.2: Алгоритам коjи се користи у имплементациjи система LAV.
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поjединачним SMT решавачима5. Приступ конкретном решавачу остваруjе се
кроз његов интерфеjс за програмирање. LAV има подршку за рад са наредним
SMT решавачима и теориjама:
• Boolector — за теориjу бит-вектора и теориjу низова;
• Mathsat — за теориjу линеране аритметике, теориjу бит-вектора и теориjу
неинтерпретираних функциjа;
• Yices — за теориjу линеране аритметике, теориjу бит-вектора и теориjу
неинтерпретираних функциjа;
• Z3 — за теориjу линеране аритметике, теориjу бит-вектора, теориjу неин-
терпретираних функциjа и теориjу низова.
Време потребно решавачу да утврди задовољивост формуле зависи од комплек-
сности формуле и начина коришћења решавача. Ово време значаjно утиче на
ефикасност целог система. Због тога се врше наредне оптимизациjе у кори-
шћењу решавача.
• Оптимизуjе се броj провера коjе решавач извршава — наjпре се утврђуjе
задовољивост негираног услова исправности наредбе. Уколико jе ова фор-
мула незадовољива, то значи да jе услов исправности наредбе ваљана фор-
мула па jе према правилима утврђивања статуса наредбе (коjа су описана
у секциjи 3.4.2) наредба безбедна или недостижна. У оба случаjа, та на-
редба ниjе критична за безбедност кода па даље провере нису неопходне.
Уколико jе негиран услов исправности наредбе задовољива формула то
значи да jе наредба небезбедна или неисправна. У зависности од пре-
цизности анализе коjа се изводи (прецизност анализе се задаjе приликом
покретања системa), LAV проверава и услов неисправности наредбе чиме
се прецизно утврђуjе да ли jе наредба небезбедна или неисправна.
• Користи се инкременталан приступ — када се испитуjу различити услови
(не)исправности у оквиру jедне функциjе, формуле коjе одговараjу не-
потребним, али већ разматраним блоковима, могу се задржати у оквиру
формуле коjа се испитуjе захваљуjући своjству дедуктивне монотоности
(енг. deductive monotonicity). Ово омогућава инкрементални приступ по-
годан за коришћење SMT решавача коjи су обично у могућности да иско-
ристе резултате коjе су научили из претходних покушаjа решавања [19].
5Хиjерархиjа класа за коришћење различитих решавача преузета jе од Филипа Марића из
система UrsaMajor и прилагођена за потребе система. Такође, додата jе комплетна подршка
за коришћење решавача Z3.
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4.1.4 Тестови
Паралелно са развоjем самог алата, развиjен jе и скуп тестова коjи провера-
ваjу различите функционалне и нефункционалне аспекте извршавања система.
Тестирање jе аутоматизовано и подељено у скупове тестова различите преци-
зности и временске захтевности. Ови тестови су саставни део дистрибуциjе
система LAV.
4.2 Евалуациjа система LAV
У наставку текста приказани су резултати поређења система LAV са сродним
софтверским алатима. Симболичко извршавање и проверавање ограничених
модела су технике коjе LAV користи па jе експериментално поређење извршено
са алатима за класично симболичко извршавање (алат KLEE6) и са алатима за
проверавање ограничених модела (алати CMBC и ESBMC).
Табела 4.1: Технике коjе алат користи (ПОМ — проверавање ограничених мо-
дела, СИ — симболичко извршавање), приступне компоненте коjе алат кори-
сти за трансформациjу улазног кода, подржане теориjе и решавачи коjе алат
користи.
Алат LAV CBMC ESBMC LLBMC KLEE Calysto PEX
Технике ПОМ ПОМ ПОМ ПОМ - - -
СИ - - - СИ СИ СИ
Трансфор-
мациjа
улазног LLVM goto-cc goto-cc LLVM LLVM LLVM .NET
кода
- исказна - - - - -
логика
Теориjе LA - LA - - - LA
BV BV BV BV BV BV BV
EUF EUF EUF - - - EUF
ARRAYS ARRAYS ARRAYS ARRAYS ARRAYS - ARRAYS
- MiniSAT2 - - - - -
Yices - CVC - - Spear -
Решавачи - - - STP STP - -
Boolector Boolector Boolector Boolector - - -
Z3 Z3 Z3 Z3 - - Z3
MathSAT MathSAT - - - - -
6Само jедан алат заснован на симболичком извршавању jе укључен у поређење jер алат
PEX може да анализира само jезике .NET платформе (и не може да анализира програме
написане у програмском jезику С), док алат Calysto ниjе jавно доступан.
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У табели 4.1 упоредно су приказани алати коjи се засниваjу на техникама
проверавања ограничених модела и на техникама симболичког извршавања,
приступне компоненте коjа ови алати користе за трансформациjу улазног кода,
теориjе коjе користе за моделовање и решавачи за коjе имаjу подршку. На
основу табеле можемо да приметимо да су наjпопуларниjи решавачи Boolector
и Z3 са теориjама бит-вектора и низова.
4.2.1 Однос са симболичким извршавањем
Симболичко извршавање програма (коjе jе описано у секциjи 2.1.2) обухвата
анализу могућих путања кроз програм поjединачно. Проналажење грешке сим-
боличким извршавањем зависи од путање у коjоj се грешка испољава. На при-
мер, симболичко извршавање кода коjи jе приказан на слици 4.3 обухвата ана-
лизу четири могуће путање кроз програм.
0: int main()
1: {
2: int a, b, k, div = 1;
...
3: if(a>0)
4: a = 1;
5: else
6: a = -1;
7: if(b>0)
8: b = 1;
9: else
10: b = -1;
11: div = a + b + 2;
12: k = 1/div;
13: return 0;
14: }
Слика 4.3: Пример С програма са четири различите путање.
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• Прва путања:
– услов a > 0 важи у линиjи броj 3, након чега се извршава наредба
a=1; у линиjи броj 4,
– услов b > 0 важи у линиjи броj 7, након чега се извршава наредба
b=1; у линиjи броj 8,
– променљива div добиjа вредност a+ b+ 2 у линиjи броj 11, а промен-
љива k добиjа вредност 1/div у линиjи броj 12.
Дељење у линиjи броj 12 за ову путању jе безбедно jер се, на основу ин-
формациjа генерисаних приликом симболичког извршавања ове путање,
може закључити да jе вредност променљиве div, приликом извршавања
ове наредбе, jеднака 4.
• Друга путања:
– услов a < 0 важи у линиjи броj 3, након чега се извршава наредба
a=-1; у линиjи броj 6,
– услов b > 0 важи у линиjи броj 7, након чега се извршава наредба
b=1; у линиjи броj 8,
– променљива div добиjа вредност a+ b+ 2 у линиjи броj 11, а промен-
љива k добиjа вредност 1/div у линиjи броj 12.
Дељење у линиjи броj 12 за ову путању jе безбедно jер се, на основу ин-
формациjа генерисаних приликом симболичког извршавања ове путање,
може закључити да jе вредност променљиве div, приликом извршавања
ове наредбе, jеднака 2.
• Трећа путања:
– услов a > 0 важи у линиjи броj 3, након чега се извршава наредба
a=1; у линиjи броj 4,
– услов b < 0 важи у линиjи броj 7, након чега се извршава наредба
b=-1; у линиjи броj 10,
– променљива div добиjа вредност a+ b+ 2 у линиjи броj 11, а промен-
љива k добиjа вредност 1/div у линиjи броj 12.
Дељење у линиjи броj 12 за ову путању jе безбедно jер се, на основу ин-
формациjа генерисаних приликом симболичког извршавања ове путање,
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може закључити да jе вредност променљиве div, приликом извршавања
ове наредбе, jеднака 2.
• Четврта путања:
– услов a < 0 важи у линиjи броj 3, након чега се извршава наредба
a=-1; у линиjи броj 6,
– услов b < 0 важи у линиjи броj 7, након чега се извршава наредба
b=-1; у линиjи броj 10,
– променљива div добиjа вредност a+ b+ 2 у линиjи броj 11, а промен-
љива k добиjа вредност 1/div у линиjи броj 12.
Дељење у линиjи броj 12 за ову путању ниjе безбедно jер се, на основу ин-
формациjа генерисаних приликом симболичког извршавања ове путање,
може закључити да jе вредност променљиве div, приликом извршавања
ове наредбе, jеднака 0.
На основу претходне анализе, може се закључити да постоjи путања коjа води
до грешке у извршавању програма. За оваj коˆд и овакав редослед претражи-
вања путањи, грешка се открива тек анализом последње путање кроз програм,
мада, за нешто другачиjи коˆд или за другачиjи редослед претраживања путањи,
грешка може да буде откривена и у првоj путањи за коjу се врши анализа.
Аналогни програм, коjи има 20 променљивих и 20 if наредби, садржи
220 = 1 048 576 различитих путањи кроз програм и jасно jе да у овом случаjу
обилазак свих путања кроз програм захтева незанемарљиво време. На пример,
ако претпоставимо да jе за анализу jедне путање потребна jедна милисекунда,
онда jе за анализу свих путања у овом случаjу потребно око 18 минута. Према
томе, време проналажења грешке у таквом програму може да варира од jедне
милисекунде до 18 минута, у зависности од редоследа анализе путањи.
Повећавањем броjа променљивих и броjа if наредби, броj путања експонен-
циjално расте. Тако већ за 30 променљивих и 30 if наредби програм садржи
1 073 741 824 различитих путања за чиjу би комплетну анализу било потребно
око две године (под истом претпоставком да се анализа jедне путање може ура-
дити за jедну милисекунду). Очигледно jе да jе анализа аналогног програма са
100 променљивих и 100 if наредби ван домашаjа алата за симболичко изврша-
вање.
Програми са оваквом контролном структуром нису нереални. Многе функ-
циjе из стварних програма, као што су лексички анализатори и парсери, садрже
велики броj наредби гранања [68].
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Резултати поређења система LAV са алатом KLEE, коjи врши симболичку
анализу кода, на претходно описаним програмима различитих величина (тj. са
различитим броjем променљивих и различитим броjем if наредби), приказани
су у табели 4.2. Резултати показуjу да LAV може ефикасно да анализира про-
граме коjи су ван домашаjа симболичког извршавања. Такође, резултати пока-
зуjу да код система LAV време потребно за анализу програма не зависи значаjно
од путање у коjоj се грешка налази.
Табела 4.2: Приказан jе броj if наредби и броj променљивих, броj путања кроз
програм и време потребно систему LAV и симболичком извршавању алатом
KLEE уколико jе грешка у првоj путањи, последњоj путањи или уколико нема
грешке. Времена су дата у секундама. Стрелица↗ означава да jе максимално
време предвиђено за анализу (10 минута) истекло.
броj if LAV KLEE
наредби
и броj броj грешка грешка у грешка грешка у
промен- путања у првоj последњоj без у првоj последњоj без
љивих путањи путањи грешака путањи путањи грешака
2 4 0.07 0.07 0.07 < 1 0.05 0.05
5 32 0.18 0.19 0.18 < 1 0.55 0.55
10 1 024 0.41 0.46 0.38 < 1 45.00 45.00
11 2 048 0.42 0.54 0.43 < 1 107.00 107.00
12 4 096 0.50 0.67 0.50 < 1 268.00 268.00
20 1 048 576 0.73 1.82 0.72 < 1 ↗ ↗
30 1 073 741 824 1.09 2.95 1.10 < 1 ↗ ↗
40 1 099 511 627 776 1.64 10.00 1.70 < 1 ↗ ↗
50 250 23.00 26.00 2.68 ≈ 1 ↗ ↗
60 260 25.00 39.00 4.18 ≈ 1 ↗ ↗
70 270 69.00 210.00 6.92 ≈ 1 ↗ ↗
80 280 70.00 88.00 8.10 ≈ 1 ↗ ↗
90 290 154.00 108.00 11.00 ≈ 1 ↗ ↗
100 2100 153.00 111.00 15.00 ≈ 1 ↗ ↗
4.2.2 Експериментално поређење
Експериментално поређење система LAV извршено jе са алатима CBMC и
ESBMC коjи се засниваjу на техникама проверавања ограничених модела и са
алатом за симболичко извршавање KLEE. Поређење jе извршено на корпусу
коjи jе специjализован за евалуациjу алата коjи врше статичку анализу про-
грама. Резултати поређења показуjу да LAV и по прецизности и по ефикасно-
сти даjе сличне, а у неким ситуациjама и боље резултате у односу на сродне
алате.
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Опис корпуса
Америчка лабораториjа NEC (енг. NEC Laboratories America, Inc.) развила
jе различите jавно доступне корпусе коjи се могу користити за евалуациjу алата
за верификациjу хардвера и софтвера [147]. У оквиру ових корпуса налази се
и корпус специjализован за евалуациjу алата за статичку анализу програма:
NECLA корпус за статичку анализу (енг. NECLA static analysis benchmarks).
Оваj корпус се састоjи од малих С програма коjи садрже уобичаjне ситуациjе
и грешке коjе се jављаjу у реалним програмима. Неки програми из корпуса
садрже грешке док неки не садрже грешке. Могућност алата да покаже да су
одговараjући програми исправни (односно неисправни) демонстрира предности
и мане алата.
У евалуациjу jе укључено 44 од 57 програма из корпуса. Укључени су сви
ANSI C програми осим програма коjи садрже рекурзивне позиве функциjа,
програма коjи користе функциjе из библиотеке за рад са нискама и програма
коjи садрже израчунавања са броjевима у покретном зарезу.7
Опис експеримента
Алати CBMC, ESBMC, KLEE и LAV су у програмима из корпуса провера-
вали:
• присуство грешaка у раду са показвачима,
• прекорачења бафера,
• дељење нулом,
• кориснички задате услове.
Рад са показивачима присутан jе у 80% програма, при чему jе у 63% програма
мемориjа за показиваче резервисана статички, а у 25% програма мемориjа за
показиваче резервисана jе динамички (у неким програмима присутна jе и ста-
тичка и динамичка алокациjа мемориjе). Оператор дељења се користи у свега
7% програма, а кориснички задати услови у 32% програма. Кориснички за-
дати услови наjчешће су нумеричке релациjе коjе укључуjу односе вредности
променљивих у програму. Сваки од алата jе исправно завршавао рад генери-
сањем одговараjућег извештаjа када би пронашао прву грешку у програму или
када би утврдио да грешака у програму нема. Под нерегуларним завршетком
рада сматра се генерисање неисправног излаза као што jе:
• порука да jе дошло до грешке приликом извршавања алата,
7Поред алата LAV, грешке у овим програмима не могу да пронађу ни други разматрани
алати.
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• лажно упозорење,
• истек времена предвиђеног за анализу.
Алат CBMC, иако има подршку за SMT решаваче, наjстаблиниjе ради са SAT
решавачем, па jе на таj начин алат и коришћен у експерименту. Алат KLEE за
моделовање програма користи само теориjу бит-вектора и теориjу низова, па су
зато и LAV и ESBMC подешени да користе ове теориjе. Алати ESBMC и LAV
имаjу подршку за рад са решавачима Z3 и Boolector, па су оба алата покретана
по два пута, први пут тако да користе Boolector решавач, а други пут тако да
користе Z3 решавач. Алат KLEE jе покретан само са подразумеваним параме-
трима, jер због природе алата њему ниjе могуће ограничити броj размотавања
петљи. Остали алати су покретани на следећи начин.
1. Сваки алат jе наjпре покретан коришћењем своjих подразумеваних пара-
метара.
2. Уколико би неки алат за своjе подразумеване вредности произвео неиспра-
ван излаз, онда су алати покретани са постављеном горњом границом за
размотавање петљи (уколико таква граница постоjи).
3. Уколико покретање алата са прецизираном горњом границом размотава-
ња петљи произведе неисправан излаз за неки алат или уколико горња
граница размотавања петље не постоjи, тада jе коришћена мања горња
граница за размотавање петљи (обично три размотавања).
Експеримент jе извршен на Ubuntu систему са Intel процесором на 1.6GHz и
са 1GB RAM мемориjе. Максимално време извршавања алата постављено jе
на десет минута. Алати су покретани из командне линиjе, а време jе мерено
системским програмом time.
Резултати
Резултати експеримента су приказани у табели 4.3. Табела садржи име од-
говараjућег програма из корпуса, броj линиjа кода у програму, границу размо-
тавања петљи, да ли програм има грешку, име алата и, за алате LAV и ESBMC,
коjи jе решавач коришћен (уколико jе неки решавач коришћен — постоjе си-
туациjе у коjима алати упрошћавањем формула исправности одреде статус без
коришћења решавача). У оквиру табеле, наjбоља времена су дата подебљано,
а користе се наредне ознаке:
! — програм садржи грешку,
84
4.2 Евалуациjа система LAV
¡ — програм садржи грешку коjа jе недостижна,
∼! — лажно упозорење,
X — програм не садржи грешке,
∼X — грешка ниjе пронађена,
def — подразумеване вредности приликом покретања алата,
↓ — крахирање алата или приjава грешке у раду,
↗ — време предвиђено за анализу jе истекло,
— — ниjе применљиво и
* — решавач ниjе коришћен.
Табела 4.3: Експериментални резултати алата LAV, CBMC, ESBMC и KLEE
на NECLA корпусу за статичку анализу.
броj броj Ре- LAV CBMC ESBMC KLEE
име ли- размо- зул- Bool- Z3 Bool- Z3
ниjа тавања тат ector ector
ex1 21 def X ∼! ∼! 5.02* 5.02* 5.02* 0.19
513 X ↗ ↗ 5.02* 5.02* 5.02* —
3 X 0.90 0.35 0.14* 0.14* 0.14* —
ex2 40 def X 0.63 0.54 ↗ ↗ ↗ ↓
1024 X ↗ ↗ ↓ Z3 67.48 —
3 X 1.03 0.47 ↓ Z3 0.27 —
ex3 24 def ! 0.04 0.06 0.08 0.09 0.09 0.04
ex4 16 def ! 0.13 0.24 0.14 0.15 0.18 0.02
ex5 18 - X 0.02 0.02 0.06* 0.06* 0.06* 0.02
ex6 21 - X 0.07 0.11 0.07 Z3 0.07 0.03
ex7 28 def X 0.22 0.22 ↗ ↗ ↗ ↓
3 X 0.21 0.15 ↓ Z3-∼! ∼! —
ex8 20 def ! 0.13 0.15 ↗ ↗ ↗ ↓
3 ! 0.14 0.14 ∼! ↓ ↓ —
ex9 43 def X 1.34 0.85 ↗ ↗ ↗ ↓
1024 X ↗ ↗ ↓ Z3-↗ ↗ —
3 X 2.93 0.62 ↓ Z3-∼! ∼! —
ex10 72 def ! 1.32 0.59 ↗ ↗ ↗ 0.03
17 ! ↗ 10.47 0.31 ∼X ∼X —
3 ! 4.02 1.14 0.13 ∼X ∼X —
ex11 25 def X ∼! ∼! ↗ ↗ ↗ ↗
3 X 0.05 0.08 0.06* 0.06* 0.06* —
ex12 24 def ! 0.12 0.16 0.12 0.10 0.10 0.03
ex13 10 - ! 0.03 0.44 0.07 0.06 0.13 ↗
ex14 16 def X 0.10 0.13 0.08* 0.08* 0.08* 0.03
ex15 35 - X 0.56 0.34 ∼! Z3 0.09 0.03
ex16 35 def ¡ 0.09! 0.10! ↗ ↗ ↗ ↗
2 ¡ 0.08! 0.09! 0.08*X 0.08*X 0.08*X —
ex17 45 def X 1.56 0.68 0.34* 0.24* 0.24* 0.02
ex18 30 def X ∼! ∼! ↗ ↗ ↗ ↓
100 X ↗ ↗ ↓ ↓ ↓ —
10 X 1.30 3.0 ↓ ↓ ↓ —
Наставак на наредноj страни
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Табела 4.3 – наставак са претходне стране
броj броj Ре- LAV CBMC ESBMC KLEE
име лини- размо- зул- Bool- Z3 Bool- Z3
jа тавања тат ector ector
ex19 29 def X ∼! ∼! ↗ ↗ ↗ ↗
3 X 0.14 0.08 0.10 0.08 0.09 —
ex20 33 def ! ∼! ∼! ↗ ↗ ↗ 0.12
1024 ! 455 ↗ 40.98 40.0 206 —
3 ! 0.21 0.32 0.25 0.09 0.11 —
ex21 26 def X 0.45 0.36 ∼! Z3 1.68 0.02
ex22 39 def X 12.22 4.1 0.64 Z3 0.81 0.06
ex23 26 def X ∼! ∼! 16.49 0.16 0.18 0.69
36 X 25.14 6.46 16.49 0.16 0.18 —
ex25 27 def X 0.26 0.27 ↗ ↗ ↗ ↗
3 X 0.21 0.20 0.10* 0.08* 0.08* —
ex26 30 def ! 1.88 0.62 6.42 Z3 4.79 ∼X
ex27 40 def ! 25.34 5.28 3.40 Z3 3.24 0.09
ex30 44 def ! 0.15 0.24 ↗ ↗ ↗ ↓
100 ! ↗ ↗ ↓ Z3-∼X ∼X —
ex31 14 def X ∼! ∼! ↗ 0.08* 0.08* 0.02
7 X 1.38 5.62 0.57 0.08* 0.08* —
ex32 27 def X 0.78 0.5 2.30* Z3 4.11 0.18
ex34 25 - X 0.08 0.24 0.10 0.12 0.14 0.16
ex37 30 - ! 0.16 0.20 ∼! Z3-∼X ∼X ↓
ex39 27 def ! 0.06 0.08 ↗ ↗ ↗ ↓
3 ! 0.07 0.07 ∼X 0.09 0.09 —
ex40 20 def X 0.09 0.12 ↗ ↗ ↗ 0.02
3 X 0.08 0.10 0.12 0.08 0.08 —
ex41 23 def ! 0.25 0.25 ↗ ↗ ↗ 17
3 ! 0.49 0.44 0.25 0.07 0.10 —
ex43 113 def ! 28.56 17.91 ∼! Z3 25.15 0.06
ex46 38 def ! 6.57 5.75 ↗ ↗ ↗ ↓
2 ! 37.43 ↗ ∼! Z3-∼! ∼! —
ex47 35 def ! 3.71 2.32 ↗ ↗ ↗ ↓
2 ! 4.40 1.38 ∼! Z3-∼! ∼! —
ex49 16 def ! 0.18 0.11 ↗ ↗ ↗ ↗
3 X 0.06 0.08 0.08 0.07 0.08 —
inf1 36 - ! 0.12 0.22 0.18 ∼X 0.15 0.13
inf2 63 - ! 4.84 1.25 ∼! Z3-∼! ∼! ∼X
inf4 62 - ! 0.23 0.38 0.11 0.12 0.19 0.40
inf5 62 - ! 0.09 0.15 0.11 0.12 0.15 0.06
inf6 43 - X 0.29 0.12 0.41 Z3 0.40 0.06
inf8 44 - X 0.16 0.19 0.11 ∼! 0.12 0.06
Збирни резултати експеримента, коjи укључуjу проценте наjбољих времена
за различите параметре покретања алата као и проценте временских преко-
рачења, лажних упозорења, неоткривених грешака и крахирања за сваки од
алата, дати су у табели 4.4.
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Табела 4.4: Збирни резултати. За неке програме из корпуса ни jедан алат ниjе
дао одговараjуће резултате за параметре из прве и друге врсте, па jе збир у
овим врстама мањи од 100%. За неке програме из корпуса више алата jе дало
одговараjуће резултате за исто време за параметре из треће врсте, па jе збир
у овоj врсти већи од 100%. Проценти у последње четири врсте рачунати су
у односу на броj покретања алата.
Алат LAV CBMC ESBMC KLEE
Наjбоља времена са
1. подразумеваним 45% 2% 0 47%
параметрима
Наjбоља времена за
2. горњу границу 0% 22% 56% —
размотавања
Наjбоља времена за
3. нижу границу 66% 17% 44% —
размотавања
4. Временска прекорачења 11% 26% 26% 13%
5. Лажна упозорења 9% 11% 8% 0%
6. Неоткривене грешке 0% 1% 7% 4%
7. Грешке у раду алата 0% 11% 4% 23%
Анализа резултата
У оквиру анализе резултата биће приказане предности и мане алата коjи су
учествовали у евалуациjи, као и њихов однос са системом LAV.
CBMC Лажна упозорења и грешке коjе CBMC ниjе открио могу се обjаснити
начином на коjи оваj алат моделуjе мемориjу и контролу тока програма.8 На
пример, CBMC претпоставља да ће свака динамичка алокациjа успети. Како
ово ниjе ваљана претпоставка, то резултира неким непронађеним грешкама
(примери ex8, ex37, ex43, ex46, ex47, inf2). Такође, CBMC не моделуjе прецизно
мемориjу, коjа се додељуjе глобалним низовима и показивачима на показиваче,
што доводи до неких лажних упозорења (примери ex15, ex21). LAV прецизно
моделуjе мемориjу и нема непронађених грешака и лажних упозорења ове врсте.
Размотавање петљи представља основну непрецизност у моделовању кон-
троле тока програма алата CBMC. Ако алат не може да утврди да jе петља
размотана одговараjући броj пута, онда одбацуjе све информациjе о претходном
извршавању програма, укључуjући и информациjе о мемориjи коjа jе алоцирана
8У примерима ex8, ex37, ex43, ex46, ex47, inf2 алат CBMC приjављуjе места у програму
коjа нису погрешна и не приjављуjе праве и очекиване грешке. Зато су ови примери означени
у табели као лажна упозорења. Ови примери се могу сврстати и у лажна упозорења и у
непронађене грешке, али су у збирноj табели броjани само у категориjи лажних упозорења.
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(статички или динамички) за низове у програму. Како CBMC приjављуjе само
оне грешке за коjе jе сигуран да су грешке (не и наредбе за коjе не може да
утврди да ли су безбедне), ово може да води до неоткривених грешака (на при-
мер, уколико би пример ех17 био незнатно измењен да садржи грешку, CBMC
не би био у стању ту грешку да откриjе). LAV, за разлику од алата CBMC, не
одбацуjе информациjе о претходном извршавању програма и приjављуjе и по-
грешне и небезбедне наредбе програма. Добра страна и предност алата CBMC
jе што у неким случаjевима може саˆм, аутоматски, да одреди максимални броj
размотавања петљи у програму, што LAV не може. CBMC не проверава коˆд
коjи jе недостижан па према томе не може да приjави ни грешке коjе се у таквом
коду могу наћи. То може да буде проблем у ситуациjи када jе грешка дости-
жна за велики броj размотавања, а ниjе достижна уколико се користи мањи
броj размотавања коjи jе алат у могућности да провери (пример ех39.с). LAV
овакве грешке може да пронађе коришћењем уопштавања полазног кода.
ESBMC Алат ESBMC користи приступну компоненту алата CBMC за пре-
процесирање и почетну анализу програма. Тако се за анализу неких примера
(примери ех1, ех5, ех11 и ех14) оваj алат у потпуности ослања на приступну
компоненту алата CBMC, коjа, захваљуjући разним поjедностављивањима, омо-
гућава утврђивање исправности програма без позива решавача. Због тога, у
овим примерима, алати CBMC и ESBMC даjу исте резултате. ESBMC моде-
луjе програме на сличан начин као алат CBMC, али уводи и нека побољшања.
ESBMC моделуjе мемориjу прецизниjе и има мањи броj лажних упозорења у
односу на CBMC. ESBMC, као и LAV, врши моделовање предвиђаjући да ди-
намичка алокациjа мемориjе не мора да успе, али и поред тога, за разлику
од алата LAV, може да не пронађе неке грешке дереференцирања неисправног
или NULL показивача (примери ех10, ех30 и ех37). ESBMC има подршку за
рад са решавачима Z3 и Boolector. Међутим, оваj алат користи Z3 решавач
увек када jе потребно да користи теориjу неинтерпретираних функциjа (при-
мери ех2, ех7, ех9, ех21, ех22, ех30, ех37, ех43, ех44, ех47, inf2 и inf6). То jе зато
што решавач Boolector нема подршку за теориjу неинтерпретираних функциjа,
а ESBMC, за разлику од алата LAV, нема уграђену подршку за акерманизациjу.
Такође, ESBMC има извесну грешку у коришћењу решавача, jер даjе различите
резултате када се користе различити решавачи за исту теориjу и исти проблем
(пример inf1). На основу табеле 4.4, може се закључити да ESBMC има наjвећи
броj временских прекорачења и непронађених грешака, као и да са подразу-
меваним параметрима, ESBMC ниjе био наjефикасниjи ни за jедан програм из
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корпуса, али са горњом границом размотавања петљи ESBMC има наjвећи броj
наjбољих времена.
KLEE Употреба алата KLEE се разликуjе од употребе алата LAV, CBMC и
ESBMC. У програме коjе KLEE анализира потребно jе додати обележjа коjа
говоре коjе променљиве у програму треба да се прате као симболичке, док се
код осталих алата подразумева да се све вредности прате симболички. Та-
кође, KLEE, за разлику од осталих алата, не дозвољава динамичку алокациjу
мемориjе у величини коjа jе симболичка вредност, тако да KLEE не може да
анализира неке програме из корпуса (примери ех2, ех7, ех8, ех9, ех18, ех30,
ех37, ех46, ех47). Алат KLEE не може да анализира ни програм у коjем се
симулира недетерминистички избор као услов уласка у петљу (пример ех39).
KLEE не може да се подеси да се заустави када пронађе прву грешку (као што
jе то могуће са другим алатима). Ипак, ово понашање не утиче на наjбоља
времена коjа се приjављуjу у табели. Пошто jе у питању алат за симболичко
извршавање, броj размотавања петљи не може да се зада као параметар алату,
али може броj различитих стања коjе алат разматра. Како ове две мере нису
упоредиве, KLEE jе поређен са осталим алатима само за подразумеване пара-
метриме. KLEE jе шест пута прекорачио време предвиђено за анализу, десет
пута jе приjавио грешаке у функционисању, два пута ниjе успео да пронађе
грешку, ниjе имао лажних упозорења и имао jе наjвећи броj наjбољих времена.
KLEE jе био наjефикасниjи на примерима где постоjи само jедна могућа пу-
тања кроз програм. То jе зато што алат успе ефикасно да пронађе ту путању
и симболичко извршавање у овим случаjевима траjе тек нешто више од правог
извршавања. Остали алати, због другачиjе природе моделовања програма, не
могу да искористе то што постоjи само jедна путања кроз коˆд. Ипак, у практич-
ним апликациjама, постоjање само jедне могуће путање кроз програм jе редак
случаj.
LAV Наjвећи броj наjбољих времена са подразумеваним параметрима оства-
рио jе алат KLEE, док LAV има приближно исти броj наjбољих времена за
подразумеване параметре. LAV има наjвећи броj наjбољих времена за нижу
границу размотавања петљи и наjмањи броj временских прекорачења. LAV
нема временска прекорачења када се програми корпуса покрену са подразуме-
ваним параметрима. Међутим, како подразумевани параметри за LAV значе
уопштавање полазног кода, сва лажна упозорења коjа jе LAV генерисао резул-
тат су рада алата са подразумеваним параметрима. За више од пола програма
за коjе jе LAV приjавио лажна упозорења, остали алати су имали прекорачење
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времена, па, према томе, ниjедан алат ниjе показао жељено понашање. Што се
тиче прекорачења времена, LAV има прекорачења времена наjчешће у ситуаци-
jама када jе коˆд било потребно размотати велики броj пута. У већини случаjева,
покретање са подразумеваним параметрима jе већ дало добре резултате тако да
покретање са горњом границом размотавања петљи не би ни било неопходно.
LAV нема неоткривених грешака и нема лажних упозорења за фиксиран броj
размотавања. Такође, приликом анализе примера у корпусу LAV, за разлику од
осталих алата, ниjедном ниjе крахирао. Уколико поредимо рад алата са разли-
читим решавачима, видимо да jе ефикасност алата LAV са решавачем Boolector
веома слична ефикасности коjа се остваруjе са решавачем Z3. Суштинске ра-
злике у ефикасности jављаjу се само у примерима ex20, ex46 (у овим примерима
jе Z3 прекорачио дозвољено време извршавања, а Boolector ниjе) и ex10 (у овом
примеру jе Boolector прекорачио дозвољено време извршавања, а Z3 ниjе).
Закључак Експериментални резултати показуjу да LAV даjе добре резултате
у поређењу са сродним алатима, посебно када се користи са подразумеваним
вредностима параметара и када се користи са малим броjем размотавања петљи
у програму. Такође, LAV нема ни jедну непронађену грешку што показуjу да
LAV веома прецизно моделуjе услове исправности и понашање програма.
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Верификациjа софтвера може да има различите области примене. Типична
примена верификациjских алата jе у оквиру провера исправности програма код
коjих jе безбедност изразито важна (енг. safety-critical computer programs). С
друге стране, верификациjски алати могу да буду корисни и за провере про-
грама код коjих безбедност ниjе изразито важна, на пример, за провере про-
грама коjе развиjаjу студенти у оквиру курсева програмирања. У овом контек-
сту, верификациjски алат би могао да помогне студентима указуjући на грешке
у програму у ситуациjама када наставник ниjе у близини (што jе наjчешће
случаj), док би за наставнике верификациjски алат могао да буде корисан у
оцењивању студентских радова. У овоj глави, описуjу се доприноси примене
верификациjског алата у аутоматскоj евалуациjи студентских радова.
5.1 Предности и недостаци аутоматске евалуа-
циjе студентских програма
Аутоматска евалуациjа програма важна jе и за наставнике и за студенте
[137, 170]. За наставнике, аутоматско оцењивање тестова и испита корисно jе
jер им омогућава да имаjу више времена за остале активности са студентима. За
студенте, аутоматска евалуациjа омогућава брзо добиjање података о резулта-
тима рада, што jе веома важно за процес учења. Постоjе студиjе о различитим
приступима аутоматскоj евалуациjи студентских програма [3, 88].
Брзо добиjање података о резултатима рада jе нарочито корисно студен-
тима уводних курсева програмирања. На овим курсевима, програмирање пред-
ставља посебно тежак изазов [131]. Студенти имаjу мало или нимало знања о
основним алгоритамским и програмским темама, а често имаjу и дубоке заблуде
5.2 Аутоматско тестирање студентских радова
[171]. С друге стране, аутоматско оцењивање студентских радова уводних кур-
сева програмирања jе веома важно за наставнике због великог броjа студената
коjи ове курсеве похађаjу.
Користи од аутоматске евалуациjе програма су jош значаjниjи у контексту
учења уз помоћ рачунара. Велики броj светских, водећих универзитета нуди
броjне курсеве коjи се могу пратити преко Интернета. Броj студената коjи
прате ове курсеве jе у порасту и мери се у милионима [6]. У оваквим курсевима,
процес подучавања преузима рачунар, контакт са наставником jе минималан,
па су брзи и квалитетни подаци о резултатима рада студента посебно пожељни.
Аутоматска евалуациjа студентских радова, поред поменутих предности,
може имати и мане. Мане се, пре свега, односе на ситуациjе у коjима би си-
стем оценио рад неадекватно, давањем мањег или већег броjа поена у односу
на заслужени броj поена. Због тога jе важно да, у ситуациjама када jе лична
комуникациjа са наствником могућа, правила аутоматског оцењивања студен-
тима буду jасна, како би могли да уоче и приjаве евентуалне неправилнсоти.
Међутим, давање неадекватног броjа поена могуће jе и у наставничкм оцењи-
вању.
5.2 Аутоматско тестирање студентских радова
Постоjећи алати за аутоматску евалуациjу студентских програма наjчешће
се засниваjу на аутоматском тестирању [58]. Код ових алата, тестирање се кори-
сти за проверавање да ли студентски програми показуjу жељено понашање на
изабраном скупу улаза. Постоjе и приступи коjи користе тестирање за анализу
других особина софтвера [2]. Наjинтересантниjе такве особине, у образовном
контексту, су:
• ефикасност (обично се разматра профилирањем на изабраном скупу тест
примера) и
• присуство безбедносних грешака (тj. пропуста у кодирању коjи могу да до-
веду до неочекиваног тока извршавања програма или до краха програма).
На евалуациjу, засновану на аутоматском тестирању, значаjно утиче избор
тест примера. Тест примери могу да буду oсмишљени од стране наставника
и/или aутоматски генерисани. За проверавање функционалне исправности про-
грама наjчешће се користи комбинациjа наставничких тест примера и ауто-
матски генерисаних тест примера техником случаjног тестирања (eng. random
testing) [113]. Наставничким тест примерима се проверава да ли студентски
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програми показуjу жељено понашање на изабраном скупу улаза, док се слу-
чаjно генерисаним тест примерима проверава одсуство безбедносних грешака у
програму. Тестирање, без обзира на начин генерисања тест примера, не може
да гарантуjе функционалну исправност програма.
Наставнички тест примери смишљаjу се према очекиваном решењу и на-
ставник не може да предвиди све важне путање кроз студентско решење.
Поред тога, за тестирање ниjе довољно да тест примери покриjу све важне
путање кроз програм. Неопходно jе и пажљиво одабрати вредности про-
менљивих за сваку путању: за неке вредности студентски пропуст може
да буде откривен, док за неке друге вредности, иако на истоj путањи,
студентски пропуст може да остане неоткривен.
Случаjно генерисани тест примери могу да откриjу jедноставне, пре свега
безбедносне, грешке веома ефикасно. Међутим, за дубље грешке, односно
грешке коjе су у компликованим путањама програма за коjе су потребне
специфичне вредности улазних параметара, постоjи веома мала вероват-
ноћа да ће бити откривене на оваj начин [109, 74]. Чак и ако неки тест
пример успе да изазове грешку у понашању студентског решења (на при-
мер, прекорачење бафера у С програму), ово не мора нужно да води до
нежељеног понашања програма. То значи да грешка (тj. пропуст у коди-
рању) у оваквоj ситуациjи може да остане неоткривена, што jе илустровано
примером 5.1.
Пример 5.1 Функциjа приказана на слици 5.1 са леве стране jе издвоjена из
студентског програма написаног на испиту. Приказана функциjа рачуна мак-
сималне вредности врста матрице и те вредности уписуjе у низ. Ова функ-
циjа се користи у контексту где jе мемориjа за матрицу статички алоцирана
и броj врста и колона jе мањи или jеднак алоцираном простору за матрицу.
Ипак, у линиjи 11 постоjи могуће прекорачење бафера, jер i + 1 може да пре-
маши алоциран простор за врсте матрице. Могуће jе да ова грешка неће ути-
цати на излаз програма и да неће уништити никакве податке, али у мало
измењеном и другачиjем контексту ова грешка може да буде опасна. Зато
студент треба да буде упозорен на ову грешку. Оваква грешка не може лако
да се откриjе тестирањем, али се може открити верификациjским алатом
као што jе LAV.
Када се са тест примером откриjе грешка у програму, уколико та гре-
шка узрокуjе крах програма (на пример, у програмском jезику С са поруком
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0: #define max_size 50
1: void matrix_maximum(int a[][max_size], int rows, int columns, int b[])
2: {
3: int i, j, max=a[0][0]; int i, j, max;
4: for(i=0; i<rows; i++) for(i=0; i<rows; i++)
5: { {
6: max = a[i][0];
7: for(j=0; j<columns; j++) for(j=0; j<columns; j++)
8: if(max < a[i][j]) if(max < a[i][j])
9: max = a[i][j]; max = a[i][j];





Слика 5.1: Прекорачење бафера у коду са леве стране (коjи рачуна максималну
вредност сваке врсте матрице) не може да се откриjе тестирањем. Исправно
решење, без прекорачења бафера, приказано jе са десне стране.
Segmentation fault), то ниjе ситуациjа коjу студент, а посебно неко ко jе нов у
програмирању, може лако да разуме и користи за отклањање узрока грешке.
Додатно, у контексту аутоматског оцењивања, оваj резултат не може jедно-
ставно да се користи jер може имати различите узроке.
5.3 Студентски програми и аутоматско откри-
вање грешака
Да би се утврдило да ли верификациjски алат може ефикасно да пронађе
грешке у студентским програмима, коjа jе природа тих грешака и колико их
има, за анализу корпуса студентских програма употребљен jе систем LAV. Оваj
корпус се састоjи од 157 студентских програма1 коjи су писани на тестовима
и завршним испитима уводног курса програмирања у програмском jезику С
[168]. Броj линиjа кода по програму из корпуса варира од 30 до 60, при чему jе
просечан броj линиjа кода 42. У оквиру корпуса налазе се решења различитих
задатака коjи се могу поделити у три групе:
1. решења проблема коjа укључуjу целоброjна израчунавања и рад са аргу-
ментима командне линиjе;
2. решења проблема коjи укључуjу рад са низовима и матрицама;
3. решења проблема коjи укључуjу рад са нискама и слоговима.
1Оваj корпус jе jавно доступан са LAV стране: http://argo.matf.bg.ac.rs/?content=lav.
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Корпус укључуjе сва студентска решења коjа не садрже синтаксне грешке, при
чему неки програми у оквиру корпуса не задовољаваjу спецификациjу задатог
проблема. У оквиру овог експеримента, разматрано jе само постоjање безбедно-
сних грешака2, не и функционална коректност програма. LAV jе коришћен са
своjим подразумеваним параметрима и време коjе jе LAV провео анализираjући
ове програме jе занемарљиво.
LAV jе у оквиру корпуса пронашао 423 грешке у 121 програму и имао jе 32
лажна упозорења у 8 програма. Просечан броj грешака коjе jе LAV пронашао по
решењу jе 2.69, а просечан броj лажних упозорења по решењу jе 0.20. Табела
5.1 садржи податке о анализираном корпусу и податке о броjу приjављених
грешака и лажних упозорења.
Табела 5.1: Броj решења коjа су разматрана за дати проблем, просечан броj ли-
ниjа кода по решењу, просечан броj приjављених грешака по решењу и просечан
броj лажних упозорења по решењу.
Група Броj Просечан Просечан Просечан




и аргументи 60 30 0.82 0.05
ком. линиjе
низови и матрице 71 46 4.20 0
ниске и слогови 26 60 2.92 1.11
Укупно 157 42 2.69 0.20
Табела 5.2 садржи податке о наjчешћим грешкама у корпусу: могуће преко-
рачење бафера jе наjчешћа грешка у програмима (240 грешака у 111 програма).
У прве две групе, наjвећи броj грешака су могућа прекорачења бафера (225 гре-
шака jе откривено у 81 програму), док jе друга наjчешћа грешка дељење нулом
(22 грешке у 22 програма). У трећоj групи, наjвећи броj грешака су могућа
дереференцирања NULL показивача (46 грешака у 15 програма) док jе друга
наjчешћа грешка прекорачење бафера (30 грешака у 15 програма).
2Разматране су грешке у раду са мемориjом и показивачима, као и грешке дељења нулом.
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Табела 5.2: Наjчешће грешке у програмима.
Израчунавања Ниске и слогови
Низови и матрице
Наjчешћа грешка Прекорачење бафера Дереференцирање NULL
показивача
Броj програма 81 46
са грешкама
Броj грешака 225 15
Друга наjчешћа Дељење нулом Прекорачење бафера
грешка
Броj програма 22 15
са грешкама
Броj грешака 22 30
Детаљним прегледом и анализом студентских радова, може се уочити да jе
наjвећи броj студентских грешака (90%) последица погрешних очекивања, на
пример:
• улазни параметри програма задовољаваjу некаква ограничења (71%);
• програм ће увек бити покренут са одговараjућим броjем аргумената ко-
мандне линиjе (10%);
• алокациjа мемориjе ће увек успети (8%).
Jедан студентски превид често изазива неколико грешака у остатку програма —
у 73% програма са грешкама, недостатак jедне провере у програму узрокуjе две
до десет грешака у остатку програма. На пример, недостатак адекватне про-
вере да ли jе програм покренут са одговараjућим броjем аргумената командне
линиjе, доводи до две или три грешке прекорачења бафера у разматраном коду
(на сваком месту где се аргументи командне линиjе користе). Други пример jе
недостатак провере да ли jе алокациjа мемориjе успела — оваj пропуст води до
могућег дереференцирања NULL показивача на сваком месту где се показивач
користи и уводи четири до десет приjављених грешака по решењу. Ово де-
лом обjашњава велики броj грешака пронађених у корпусу — додавањем jедне
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неопходне провере се обично елиминиште неколико грешака у програму. Ове
резултате можемо тумачити и на следећи начин: исти студентски превид може
да резултира различитим броjем грешака у програму (на пример, недостатак
провере да ли jе алокациjа мемориjе успела у jедном решењу узрокуjе четири, а
у другом десет приjављених грешака). Због тога броj пронађених грешака ниjе
поуздан индикатор квалитета програма.
Поред поменутих извора грешака, у корпусу постоjи свега неколико грешака
коjе су имале другачиjе узроке (као што jе коришћење неинициjализованих про-
менљивих, или приступ мемориjи коjа ниjе алоцирана). Што се тиче лажних
упозорења, она су последица уопштавања кода апроксимациjом петљи или од-
суства подршке у оквиру алата за неке функциjе стандардне библиотеке. У
корпусу нису ручно анотиране све грешке тако да ниjе познат броj грешака
коjе LAV ниjе успео да пронађе.
Поjедностављен студентски програм из корпуса jе приказан на слици 5.2.
Оваj пример илуструjе неколико студентских грешака: линиjе 18 и 19 — два
могућа прекорачења бафера (услед неодстатка провере да ли jе програм покре-
нут са одговараjућим броjем аргумената командне линиjе) и линиjа 12 — могуће
дељење нулом. Излаз такође показуjе да jе линиjа 12 небезбедна и у контексту
позива функциjе get_digit из линиjе 20. Излаз коjи LAV генерише (приказан
са десне стране слике) може да помогне у исправљању ових грешака jер при-
казуjе вредности релевантних променљивих коjе доводе до грешке. Приметимо
да би у овом примеру и свака вредност променљиве d већа од 32 довела до исте
грешке дељења нулом (на системима код коjих су целоброjне вредности четво-
робаjтне), али да jе генерисан излаз у коjем jе ова вредност 1073741824. Такође,
у оквиру излаза приказана jе и потенциjална вредност показивача argv коjа у
овом случаjу ниjе релевантна.
Претходни резултати показуjу да постоjи велики броj грешака у студентским
радовима коjе верификациjски алат може ефикасно да пронађе. Постоjање ве-
ликог броjа грешака значи да студентима треба помоћ да би писали исправне
програме. Предсулов писању исправних програма jе свест студента о грешкама
коjе могу да се направе. Ова свест се може подстаћи путем прецизно дефи-
нисаних излаза за различите улазе (коjи помажу студентима да боље разумеjу
шта се од њих очекуjе), као и прецизно дефинисаним задацима (коjи дефинишу
понашање програма и за граничне случаjеве). Могућност система LAV да ефи-
касно пронађе грешке у студентским програмима показуjе да верификациjски
алати могу да помогну студентима да пишу исправне програме, jер ови алати
могу да скрену пажњу на проблематичне делове кода.
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line 12: UNSAFE
1: #include<stdio.h> line 18: UNSAFE
2: #include<stdlib.h> line 19: UNSAFE
3: int power(int n) line 20: 12: UNSAFE
4: {
5: int i, pow; function: get_digit
6: for(i=0, pow=1; i<n; i++, pow*=10); error: division_by_zero
7: return pow; line 12: d == 1073741824,
8: }
9: function: main
10: int get_digit(int n, int d) error: buffer_overflow
11: { line 18: argc == 1, argv == 1
12: return (n/power(d))%10;
13: } function: main
14: error: buffer_overflow
15: int main(int argc, char** argv) line 19: argc == 2, argv == 1
16: {
17: int n, d; function: main
18: n = atoi(argv[1]); error: division_by_zero
19: d = atoi(argv[2]); line 20: 12: argc == 512,
20: printf("%d\n", get_digit(n, d)); argv == 1,
21: } d == 1073741824, n == 0
Слика 5.2: Поjедностављен пример студентског програма из корпуса (прика-
зан са леве стране) и излаз коjи LAV генерише (приказан са десне стране).
5.4 Верификациjа софтвера у образовном кон-
тексту
Грешке у студентским радовима, описане у одељку 5.3, сугеришу потребу
коришћења верификациjских алата у аутоматскоj евалуациjи студентских ра-
дова. Контекст образовања намеће нове изазове верификациjским алатима.
5.4.1 Избор верификациjских параметара
Ниjедан алат за верификациjу софтвера не може да у коначном времену
приjави све грешке у програму без лажних упозорења (као што jе то обjашњено
у секциjи 2.1.2). Лажна упозорења се jављаjу као последице апроксимациjа
коjе су неопходне у моделовању програма. Избор одговараjућих апроксимациjа
утиче на ефикасност и прецизност верификациjског система. Без обзира на
ефикасност изабране апроксимациjе, често jе потребно користити и додатна
временска ограничења.
Апроксимациjе
Наjважниjа апроксимациjа у моделовању програма се односи на апроксима-
циjу петљи. Апроксимациjа петљи утиче на ефикасност и прецизност анализе.
Потпуно прецизна анализа петљи може да се не зауставља у коначном времену.
Сужавање полазног кода веома jе прецизна техника коjа ниjе ефикасна за ве-
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лике програмe и за програме у коjима jе потребно петље размотавати велики
броj пута. Уопштавање петље ниjе прецизна техника али jе ефикасна и може
се применити и на веће програме. У образовном контексту, потребно jе па-
жљиво направити одговараjући компромис између ефикасности и прецизности.
Пожељно jе да систем буде што ефикасниjи, али ипак не и по цену увођења
лажних упозорења.
У развоjу софтвера, лажна упозорења су непожељна, али ипак нису кри-
тична — програмер може да поправи проблем или да утврди да приjављени
проблем ниjе права грешка (обе ове ситуациjе програмер може да очекуjе и
разуме). Међутим, лажна упозорења у оцењивању студентских радова су кри-
тична и мораjу бити елиминисана. За наставнике, лажна упозорења jе потребно
елиминисати jер процес евалуациjе треба да буде потпуно аутоматизован и по-
уздан. За студенте, лажна упозорења jе потребно елиминисати, jер би студенти
били збуњени извештаjем да jе грешка нешто што заправо ниjе грешка, и изгу-
били би поверење у систем коjи врши евалуациjу. Елиминациjа лажних упозо-
рења значи да, у неким ситуациjама, може да се деси да систем не зауставља
рад у коначном времену или да систем пропусти да пронађе неке грешке. У
евалуациjи студентских радова избор другог приступа има више смисла: алат
мора да се зауставља у коначном времену и не сме да уводи лажна упозорења,
макар и по цену неких не пронађених грешака.
Временска ограничења
И поред великог напретка у развоjу технологиjе софтверске верификациjе,
верификациjски алати и даље могу да захтеваjу више времена него што jе то
адекватно за удобан интерактивни рад. Због тога, у реалним применама у
образовању, мораjу да се користе временска ограничења. Могу да постоjе ра-
зличите политике за коришћење временских ограничења. На пример, уколико
верификациjски алат достигне временско ограничење:
• приjавити да програм има грешке (у циљу избегавања непронађених гре-
шака);
• приjавити да програм нема грешке (у циљу избегавања лажних упозо-
рења);
• уколико алат има подршку за рад са више различитих решавача, може се
програм проверити користећи исте параметре, али са другим решавачем
(са коjим, потенциjално, алат неће достигнути временско ограничење). На
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оваj начин се, у неким ситуациjама, може побољшати прецизност резул-
тата рада алата.
У општем случаjу, могу се користити различита временска ограничења за на-
ставнике и студенте: дужи рад за наставнике, када се врши неинтерактивно
аутоматско оцењивање студентских радова, и краћи рад приликом интерактив-
ног коришћња алата од стране студената.
5.4.2 Употреба система LAV
LAV има велики броj опциjа коjе се могу прилагодити потребама тренутне
примене. За примене у образовању, већина ових опциjа може да буде поста-
вљена на подразумеване вредности.
Наjважниjи избор у коришћењу система jе начин на коjи LAV размотава
петље. LAV има подршку и за сужавање и за уопштавање модела полазног
кода (ове две технике су ретко присутне у истом алату). Уколико се користи
сужавање модела полазног кода, онда постављање горње границе размотавања
петљи зависи од проблема коjи се решава. Потребно jе да наставник ову границу
постави за сваки проблем независно.
Пратећи претходно описане принципе компромиса ефикасности и прецизно-
сти, LAV се може користити на следећи начин. Прво покретање система jе са
подразумеваним параметрима, односно са размотавањем петљи уопштавањем
модела програма. Ова техника jе ефикасна и, уколико нема пронађених гре-
шака на оваj начин, то значи да у програму нема грешака и да даље анализе
нису потребне. Међутим, ова техника може да доведе до лажних упозорења.
Због тога, уколико се потенциjална грешка пронађе у програму, алат се по-
ново покреће, али овога пута са фиксираним параметром размотавања. Ако
jе грешка и даље присутна, онда се она приjављуjе; уколико ниjе, претходно
откривена потенциjална грешка се сматра лажним упозорењем и не приjављуjе
се.
У развоjу софтвера, свака грешка коjа се откриjе верификациjским алатом
jе важна и треба да буде приjављена. Међутим, неке грешке могу да збуне
студенте коjи тек уче да програмираjу, на пример, грешка приказана на слици
5.3. У овом коду, у линиjи 11, може да дође до прекорачења бафера. На пример,
за n = 0x80000001 и sizeof(unsigned) = 4 само 4 баjта ће бити алоцирана за
показивач array због прекорачења у рачунању целоброjне вредности израза
n ∗ sizeof(unsigned)3. Ово jе безбедносна грешка коjу ће LAV у нормалним
3Постоjе аналогни примери и за остале могуће вредности величине типа unsigned.
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1: unsigned i, n;
2: unsigned *arr;
3: scanf("%u", &n);
4: array = malloc(n*sizeof(unsigned));
5: if(array == NULL)
6: {
7: fprintf(stderr, "Unsuccessful allocation\n");
8: exit(EXIT_FAILURE);
9: }
10: for(i=0; i<n; i++)
11: array[i] = i;
Слика 5.3: Прекорачење бафера у овом коду jе безбедносна грешка, али настав-
ник може да одлучи да се ова врста грешке не разматра у аутоматскоj ева-
луациjи.
околностима да приjави, али наставник може да одлучи да не разматра такве
врсте грешака. За ову намену LAV може да буде покренут у режиму за студенте
(тако да се грешка као што jе ова, коjа обухвата целоброjно прекорачење у
алокациjи мемориjе, не приjављуjе). У овом режиму, поред стандардних порука
о грешци, генеришу се и путања у програму коjа води до грешке и упутства
студенту о врсти и потенциjалном начину исправљања грешке.
5.4.3 Експеримантална евалуациjа
Тестирање не може да гарантуjе функционалну коректност програма, тj,
програми коjи успешно прођу тестирање могу и даље садржати грешке. Међу-
тим, поставља се питање да ли jе оваj проблем и практично важан за студентске
програме уводног курса програмирања, с обзиром на мали обим и комплексност
ових програма. Да би се добио одговор на претходно питање, LAV jе анализирао
нови корпус студентских радова.
Корпус
За експерименталну евалуациjу, у наставку овог одељка, коришћен jе корпус
студентских програма писаних на испитима и тестовима уводног курса програ-
мирања. Програми су написани у програмском jезику С. Корпус се састоjи само
од програма коjи су успешно прошли тестирање тест примерима коjе jе осми-
слио наставник курса. Корпус укључуjе 266 решења 15 различитих проблема
и jавно jе доступан4. Ови проблеми укључуjу целоброjна израчунавања, рад
са низовима и матрицама, рад са нискама и слоговима. Следе кратки описи
4http://argo.matf.bg.ac.rs/?content=lav
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проблема.
1. (a) Написати програм коjи проверава да ли су цифре датог четвороцифреног броjа
уређене у растућем претку.
(b) Написати програм коjи рачуна производ парних цифара четвороцифреног броjа.
2. (a) Написати функциjу коjа рачуна максималну вредност датог низа. Написати
функцjу коjа рачуна аритметичку средину датог низа. Написати програм коjи
користи претходне две функциjе да одреди да ли jе максимална вредност низа
бар два пута већа од аритметичке средине низа.
(b) Написати функциjу коjа израчунава индекс минималног елемента у низу. Напи-
сати функциjу коjа израчунава индекс максималног елемента у низу. Написати
програм коjи користи претходне две функциjе и израчунава да ли jе индекс мак-
сималног елемента у низу већи од индекса минималног елемента у низу.
3. (a) Написати функциjу коjа конвертуjе сва мала слова, коjа су на парним позициjама
у нисци, у одговараjућа велика слова, а сва велика слова на непарним позици-
jама дате ниске, у одговараjућа мала слова. Написати програм коjи користи ову
функциjу. Улазна ниска ниjе дужа од 20 карактера.
(b) Написати функциjу коjа конвертуjе сва мала слова задате ниске, коjа су на по-
зициjама коjе су дељиве са три, у одговараjућа велика слова, а сва велика слова
коjа су на позициjама коjе при дељењу са три даjу остатак jедан, у одговараjућа
мала слова. Написати програм коjи користи ову функциjу. Улазна ниска ниjе
дужа од 20 карактера.
4. Написати функциjу коjа рачуна низ максималних елемената врста дате матрице. На-
писати програм коjи користи ову функциjу.
5. (a) Написати функцjу коjа брише карактере са позициjе k у задатоj нисци. Написати
програм коjи користи ову функциjу. Улазна ниска ниjе дужа од 20 карактера.
(b) Написати функциjу коjа дуплира карактер на позициjи k задате ниске. Написати
програм коjи користи ову функциjу. Улазна ниска ниjе дужа од 20 карактера.
6. (a) Написати функциjу коjа рачуна суму свих елемената коjе су изнад споредне ди-
jагонале дате матрице. Написати програм коjи користи ову функциjу.
(b) Написати функциjу коjа рачуна суму елемената коjе су испод споредне диjагонале
дате матрице. Написати програм коjи користи ову функциjу.
7. Написати програм коjи рачуна максимум два реална броjа.
8. Написати функциjу int strcspn(char* s, char* t) коjа рачуна позициjу првог поjа-
вљивања карактера ниске t у нисци s. Написати програм коjи користи ову функциjу.
Улазна ниска ниjе дужа од 20 карактера.
9. Дефинисати структуру података razlomak. Написати функциjу коjа пореди два раз-
ломка. Написати функциjу коjа рачуна минимални разломак у задатом низу. Написати
програм коjи користи ове функциjе.
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11. Написати програм коjи рачуна детерминанту матрице димензиjе 2× 2.
12. Написати програм коjи рачуна максималну вредност три задата броjа.
13. Написати програм коjи штампа вредности косинуса функциjе у десет еквидистантних
тачака интервала [a, b].
14. Написати програм коjи рачуна броj секунди до наредног поднева.
15. Написати програм коjи за броj n штампа броjеве из интервала [1, n− 1], затим броjеве
из интервала [2, n− 2], [3, n− 3] и тако редом.
Експериментални резултати
За сваки проблем, LAV jе покретан са подразумеваним вредностима. Ана-
лиза jе прекидана проналажењем прве потенциjалне грешке у програму. Про-
грами код коjих jе уочена потенциjална грешка проверавани су додатно са фик-
сираним параметром размотавања петљи5. Резултати су приказани у табели 5.3.
На систему са Intel процесором i7 са 8 GB RAM мемориjе, коjи користи опера-
тивни систем Ubuntu, LAV jе у просеку потрошио 2.8 секунди за анализу jедног
програма.
LAV jе открио 35 грешака у 35 програма коjи су успешно прошли тестирање.
При томе, за jедан програм LAV ниjе успео да пронађе грешку коjа jе откривена
ручним прегледањем, а за jедан програм LAV jе пронашао грешку коjа ниjе била
откривена ручним прегледањем. Грешка, коjа ниjе пронађена ручним прегле-
дањем, налази се у програму коjи jе приказан на слици 5.1. Грешка коjу LAV
ниjе успео да пронађе последица jе ниске горње границе параметра размота-
вања петљи. Коришћењем подразумеваних вредности, LAV jе имао само два
лажна упозорења коjа су успешно елиминисана наредним покретањем алата са
фиксираним броjем размотавања петљи. Према томе, у завршном извештаjу
LAV ниjе имао лажних упозорења.
Представљени резултати показуjу да и у корпусу студентских радова, коjи
су успешно прошли тестирање, постоjе грешке, као и да те грешке LAV може
ефикасно да пронађе. То значо да верификациjски алат може да унапреди
аутоматску евалуациjу студентских радова коjа се заснива на тестирању тест
примерима коjе jе осмислио наставник.
5За анализу решења три проблема (3, 5 и 8), само фиксиран броj размотавања петљи jе
коришћен. Ово jе последица формулациjе задатка коjа jе дата студентима. Наиме, форму-
лациjа проблема садржи додатне претпоставке о улазним параметрима коjе повлаче да неке
потенциjалне грешке не треба да се разматраjу.
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Табела 5.3: Пронађене грешке у корпусу: друга колона приказуjе броj студент-
ских решења за дати проблем, трећа колона приказуjе просечан броj линиjа
кода по решењу, четврта и пета колона приказуjу броj грешака детектованих
ручним прегледањем и алатом LAV, шеста колона приказуjе броj програма за
коjе jе LAV показао да су без грешке коришћењем уопштавања петљи полазног
кода (подразумевани параметри алата, обележени са 1.) и, када jе то било не-
опходно, коришћењем фиксираног размотавања петљи (обележено са 2.), седма
колана приказуjе броjеве лажних упозорења за подразумеване параметре (1.)
и, када jе примењиво, за коришћење фиксираног размотавања петљи (2.).
проблем броj просечан програми програми програми лажна
решења броj са са без упозорења
линиjа грешкама грешкама грешака
ручна LAV LAV LAV
провера 1. 2. 1. 2.
1. 44 29 0 0 44 - 0 -
2. 32 55 11 11 20 1 1 0
3. 7 30 2 2 - 5 - 0
4. 5 43 0 1 3 1 1 0
5. 12 39 3 2 - 10 - 0
6. 7 35 0 0 6 1 1 0
7. 33 14 0 0 33 - 0 -
8. 31 29 11 11 - 20 - 0
9. 10 83 6 6 4 0 0 0
10. 14 36 2 2 12 0 0 0
11. 31 13 0 0 31 - 0 -
12. 18 16 0 0 18 - 0 -
13. 3 20 0 0 3 - 0 -
14. 7 28 0 0 7 - 0 -
15. 12 21 0 0 12 - 0 -
укупно 266 30 35 35 193 38 2 0
5.5 Однос верификациjе и расплинутог тести-
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У евалуациjи студентских радова могу се користити различите врсте тест
примера. Поред наставнички осмишљених тест примера, за оцењивање сту-
дентских радова наjчешће се користе алати за генерисање случаjних тест при-
мера [113]. Ови алати имаjу за циљ проналажење истих класа грешака коjе
проналазе и верификациjски алати. Зато jе потребно размотрити да ли вери-
фикациjски алати могу да допринесу прецизниjоj и квалитетниjоj аутоматскоj
евалуациjи студентских програма и да ли постоjе предности коjе верификациj-
ски алат може да понуди у овом контексту у односу на алате за генерисање
случаjних тест примера.
Алат Bunny [178] jе алат за случаjно тестирање С програма заснован на
стратегиjама расплинутог тестирања црне кутиjе. Алат jе jавно доступан, отво-
реног кода и дистрибуира се под лиценцом Апач 2.0 (енг. Apache License) [105].
Bunny прати процес извршавања програма и податке о извршавању користи
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за измену улазних података на начин коjи омогућава високу покривеност кода.
Као и остали алати за расплинуто тестирање, оваj алат користи се за откривање
грешака коjе доводе до краха или блокирања програма и не може се користити
за откривање других врста грешака у програму.
5.5.1 Експериментални резултати
Да би се извршило поређење са резултатима коjе jе остварио LAV, Bunny jе
анализирао програме из истог корпуса. Сви тест примери коjе jе алат генерисао
су затим ручно проверавани. Тест примери коjе jе Bunny генерисао указуjу на
свега 12 од 35 грешака коjе jе LAV пронашао у програмима коjи су прошли
основно тестирање. За анализу корпуса, Bunny jе потрошио значаjно више
времена у односу на LAV.
Bunny ниjе открио 16 грешака прекорачења бафера (укључуjући и грешку
из примера 5.1). Како су ове грешке углавном прекорачења бафера за jедно ме-
сто у мемориjи, а с обзиром на то да не узрокуjу крах програма, њих вероватно
не би могао да пронађе ни jедан алат коjи се заснива на расплинутом тести-
рању стратегиjама црне кутиjе. Да би се пронашле овакве грешке динамичком
анализом кода неопходно jе користити технике коjе прецизно прате стање ме-
мориjе. На пример, алати CRED [145], CCured [45] и Valgrind [127] детаљно
прате стање мемориjе са циљем детектовања прекорачења бафера. Међутим,
ови алати имаjу значаjно дуже време извршавања [177, 145, 166] и не генеришу
тест примере аутоматски. Преосталих 7 грешака, коjе Bunny ниjе пронашао, су
такве да постоjи мала вероватноћа да би биле откривене неким другим алатом
коjи врши случаjно тестирање, што jе чест проблем са овом врстом алата [74].
За решења проблема 3, 5 и 8 (укупно 49 програма) Bunny jе произвео тест
примере коjи указуjу на нерелевантне грешкe. Ове грешке нису релевантне због
ограничења задатих формулациjама задатка коjа дефинишу могуће вредности
улазних параметара програма. Ова ограничења не могу да се задаjу алату
Bunny, jер jе он неосетљив на ограничења улазних параметара (енг. protocol-
blind fuzzer). За 26 програма, Bunny jе генерисао лажна упозорења: Bunny jе
приjављивао да се програм заглавио у ситуациjама када jе програм био заузет
штампањем великих количина коректних података на стандардни излаз. За 5
програма Bunny jе генерисао тест примере коjи нису представљали усправне
улазне податке (на пример, први броj на улазу одређуjе броj улазних података
коjе програм треба да прочита, док се тест примером не обезбеђуjе довољна ко-
личина улазних података). Ови тест примери откриваjу безбедносне пропусте
(недостатак провере да ли jе функциjа scanf успешно извршила учитавање са
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стандардног улаза). Међутим, у контексту студентских задатака овакви про-
пусти нису релевантни.
Као и код алата за верификациjу, где броj пронађених грешака ниjе добар
индикатор квалитета програма, тако и код алата као што jе Bunny, броj гене-
рисаних тест примера не може да се користи као мера квалитета програма коjи
се анализира:
• броj генерисаних тест примера може драстично да се разликуjе за про-
граме коjи представљаjу решења истог проблема и садрже исте грешке,
на пример, оваj броj на анализираном корпусу варира од 1 до 228 за ре-
шења истог проблема;
• велики броj тест примера генерисаних за jедан програм може да одговара
истоj грешци у програму;
• неки тест примери могу да одговараjу лажним упозорењима.
Коришћење само првог генерисаног тест примера (као што jе LAV коришћен
да извештава само за прву пронађену грешку) ниjе добар избор jер оваj први
тест пример може да буде лажно упозорење.
Слични резултати могу се очекивати и од других алата за расплинуто те-
стирање стратегиjом црне кутиjе, jер ови алати не могу да пронађу грешке коjе
не узрокуjу крах програма и нису добри за проналажење дубоких грешака у
коду. Случаjно тестирање унапређуjе резултате тестирања тест примерима коjе
састави наставник, jер може да пронађе нове грешке у програмима. Међутим,
у поређењу са верифкациjским алатима, случаjно тестирање даjе лошиjе ре-
зултате: мањи броj пронађених грешака, већи броj лажних упозорења и мању
временску ефикасност.
5.5.2 Информациjе о грешкама у програму
Тест пример, коjи се генерише алатом за расплинуто тестирање, садржи ула-
зне вредности са коjима jе потребно покренути програм да би дошло до краха
програма. Тест пример не садржи информациjе о врсти грешке и линиjи кода
у коjоj се грешка налази, нити о вредностима променљивих у тренутку када
дође до грешке. С друге стране, коришћење алата LAV омогућава добиjање
смислених и разумљивих информациjа о грешци у програму. Ове информациjе
укључуjу линиjу кода, врсту грешке, путању коjа доводи до грешке и вредности
променљивих на тоj путањи. То може да буде од користи студентима да уна-




1: #include<stdio.h> line 7: UNSAFE
2: #include<stdlib.h>
3: int get_digit(int n, int d); function: main
4: int main(int argc, char** argv) error: buffer_overflow
5: { in line 7: counterexample:
6: int n, d; argc == 1, argv == 1
7: n = atoi(argv[1]);
8: d = atoi(argv[2]); HINT:
9: printf("%d\n", get_digit(n, d)); A buffer overflow error occurs when
10: return 0; trying to read or write outside the
11: } reserved memory for a buffer/array.
Check the boundaries of the array!
Слика 5.4: Поjедностављен студентски програм писан на испиту (са леве
стране) и излаз коjи LAV генерише (са десне стране).
коjа подсећа студента да дода у програм одговараjуће провере коjе недостаjу.
Пример приказан на слици 5.4 jе поjедностављен пример студентског кода пи-
саног на испиту. Оваj пример показуjе пронађену грешку и излаз коjи LAV за
њу генерише.
Са наставничке стране, поузданост информациjе коjу LAV генерише о посто-
jању грешке у програму, омогућава коришћење алата LAV у оцењивању про-
грама. Такође, ова информациjа може да се узме у обзир у оквиру ширег
интегрисаног оквира за аутоматско оцењивање, коjи jе описан у одељку 5.6.
5.6 Аутоматско оцењивање
Аутоматско оцењивање студентских програма jе посебно битно за уводне
курсеве програмирања jер ове курсеве похађа наjвећи броj студената. Ауто-
матским оцењивањем се смањуjу наставничке обавезе прегледања студентских
радова, чиме се ствара више времена за активности са студентима коjе рачунар
не може да одмени.
Функционална коректност програма, о чиjем jе утврђивању до сада било
речи, важна jе компонента оцене студентског програма. Програм коjи ниjе
функционално коректан свакако не може да освоjи максималан предвиђен броj
поена. Међутим, и функционално коректан програм не мора обавезно да освоjи
максималан предвиђен броj поена. На пример, максималан броj поена не може
се остварити уколико програм не задовољава друге важне аспекте оцењивања
као што су одговараjући дизаjн и модуларност (адекватна декомпозициjа кода
на функциjе). Слика 5.5 показуjе фрагменте студентских програма коjи пред-
стављаjу решења истих проблема, али коjи су различите модуларности и струк-
туре. Тестирање и верификациjа не могу да се користе да би се оценили ови
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Проблем Прво решење Друго решење
if(a<b) n = a; n = min(a, b);
else n = b;
1. if(c<d) m = c; m = min(c, d);
else m = d;
for(i=0; i<n; i++) for(i=0; i<n; i++)
for(j=0; j<n; j++) m[i][i] = 1;
2. if(i==j)
m[i][j] = 1;
Слика 5.5: Примери издвоjени из студентских радова коjи илуструjу струк-
турне разлике решења истог проблема.
аспекти програма.
Обично се дизаjн и модуларност аутоматски процењуjу поређењем слично-
сти студентског програма са решењем коjе jе дао наставник. Да би се прове-
рила сличност, могу се анализирати фреквенциjе кључних речи, броj линиjа
кода и броj променљивих. Нешто прецизниjи приступ евалуациjи студентских
програма може се реализовати мерењем сличности графова коjи одговараjу
програмима [173, 123].
У овоj секциjи биће приказан оквир за аутоматску евалуациjу студентсих
програма. Циљ jе аутоматско оцењивање малих студентских програма уводних
курсева програмирања [170]. Приступ се заснива на комбиновању информациjа
из три различите методе евалуациjе студентских програма:
1. аутоматско тестирање (наставничким тест примерима);
2. верификациjа софтвера (тj. аутоматско проналажење грешака);
3. мерење сличности графа контроле тока програма.
Заjедничка употреба претходне три методе побољшава квалитет и прецизност
аутоматске евалуациjе превазилажењем индивидуалних слабости сваког од при-
ступа, а мотивисана jе следећим запажањима.
• Аутоматским тестирањем не могу се пронаћи све грешке у програму. То
jе илустровано примером 5.1, а експериментима на корпусу студентских
радова коjи су успешно прошли тестирање показано jе да jе оваj проблем
и практично важан. Утврђивање сличности са очекиваним решењем не
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може да помогне у проналажењу грешака у програму jер исправна и не-
исправна решења могу да буду веома слична (што се може илустровати
примером са слике 5.1).
• Тестирањем и верификациjом не могу се проценити аспекти модуларности
и дизаjна програма, што jе илустровано примерима кода са слике 5.5.
• Утврђивањем сличности студентског решења са наставничким програмом,
без коришћења тестирања и верификациjе [173, 123], не може се одредити
функционална коректност програма, што jе илустровано примером 5.2.
Пример 5.2 Jедноставан пример студентског кода, приказан на слици 5.6,
покушаj jе рачунања максимума низа броjева. Ово решење jе веома слично
очекиваном решењу: не садржи грешаке у раду са мемориjом нити грешке коjе
би могле да доведу до краха програма. Међутим, решење ниjе функционално
коректано, jер не даjе коректан резултат уколико су сви броjеви низа нега-
тивни. Овакав пропуст се може утврдити тестирањем.
max = 0; max = a[0];
for(i=0; i<n; i++) for(i=1; i<n; i++)
if(a[i] > max) if(a[i] > max)
max = a[i]; max = a[i];
Слика 5.6: Студентски коˆд (са леве стране) и очекивано решење (са десне
стране). Студентско решење не садржи безбедносне грешке, веома jе слично
очекиваном решењу, али не приказуjе жељено понашање што се може лако
утврдити тестирањем.
Како су у претходним секциjама детаљно разматрани аспекти тестирања
и верификациjе у аутоматскоj евалуациjи студентских програма, у наставку
текста биће укратко описана техника мерења сличности програма и експери-
ментални резултати коjи показуjу да предложени приступ води оцењивању коjе
jе у високоj корелациjи са ручним оцењивањем.
5.6.1 Мерење сличности програма
Да би се евалуирале структурне особине програма, студентско решење се
пореди са решењем коjе предлаже наставник. Студентско решење се сма-
тра добрим уколико jе слично неком од предложених наставничких решења
[159, 173, 123]. Ова претпоставка не може да се направи за програме великих
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студентских проjеката у коjима постоjи пуно различитих начина решавања про-
блема коjи не могу да се унапред предвиде. Међутим, за програме коjи се пишу
на уводним курсевима програмирања, не постоjи много смислених решења коjа
су суштински различита или коjа имаjу суштински различиту структуру. Нова
и непредвидива решења су увек могућа, али у овом контексту ретка. Према
томе, реалан ризик jе да студент напише програм коjи jе комплексниjи него
што jе потребно, што се поређењем са наставничким решењем може утврдити.
Ова претпоставка jе разумна и оправдана добрим експерименталним резулта-
тима (коjи су дати у секциjи 5.6.2).
Мерење сличности програма може да се врши на основу графа контроле тока
програма (енг. control flow graph). Граф контроле тока програма jе усмерени
граф коjи осликава све могуће путање програма за време његовог извршавања
[5]. Сваки чвор овог графа jе основни блок коjи се састоjи од низа наредби
коjе у себи не садрже скокове, петље или условне изразе. Граф контроле тока
раздваjа структуру програма и његов садржаj и представља погодно средство
за структурно поређење програма. Граф контроле тока може се направити ко-
ришћењем различитих програма, укључуjући и систем LLVM. Да би се мерила
сличност програма, потребно jе узети у обзир и структуру графа и сличност
самих чворова.
Постоjе различите мере сличности графова [94, 81, 33, 130]. Мера сличности
графова коjа се користи у предложеном приступу зове се упаривање суседа и
заснива се на интуитивноj идеjи сличности: два чвора i и j графова A и B се
сматраjу сличним уколико се суседни чворови чвора i могу упарити са сличним
суседима чвора j [130]. Ова мера, коjа мери структурну сличност програма,
допуњена jе тако да се узима у обзир и сличност самих чворова [170]. Сличност
чворова, чиjи jе садржаj низ наредби, рачуна се на основу едит растоjања6
ових наредби [103]. Мера сличности графова, коjа се користи у предложеном
приступу, може да узима вредности из интервала [0, 1] и експериментално jе
показано да добро осликава интуитивну сличност програма [170].
Сличност графова се може користити за аутоматско генерисање коначне
оцене, али и као самосталан податак о томе колико jе студентско решење бли-
ско очекиваном решењу. Ово може бити корисно студентима док пишу своjе
програме.
6Едит растоjање jе наjмањи броj операциjа убацивања, брисања и замена коjе jе потребно




Могу постоjати различити типови оцењивања у зависности од курса и ци-
љева наставника. Jедна од стандардних поставки оцењивања се користи у ок-
виру уводног курса програмског jезика С на Математичком факултету Уни-
верзитета у Београду. У оквиру овог курса испит се полаже за рачунаром и
очекуjе се од студената да напишу исправне програме коjи су решења задатих
проблема. Да би се помогло студентима да остваре оваj циљ, уз поставку за-
датка студент добиjа и неколико тест примера коjи илуструjу жељено понашање
очекиваног решења проблема. Студенти имаjу одговараjуће ограничено време
за решавање добиjених проблема. Уколико студент не успе да напише програм
коjи ради исправно за виђене тест примере, њено/његово решење се не бодуjе.
У супротном, програм се тестира додатним тест примерима (коjе студенти нису
били у могућности да виде и коjи су генерисани од стране наставника). У за-
висности од броjа тест примера за коjе програм исправно ради, програму се
додељуjе одговараjући (пропорционалан) броj поена. У ситуациjи када сви тест
примери успешно прођу тестирање, програм се даље ручно проверава и до-
датни поени се додаjу у зависности од осталих особина решења (ефикасност,
модуларност, jедноставност, одсуство грешака у раду са мемориjом и слично).
Пратећи претходно описану поставку рада и оцењивања, настао jе корпус
студенских радова коjи jе описан и коришћен у секциjи 5.4.3. Корпус се са-
стоjи од програма коjи су успешно прошли тестирање jер су такви програми и
основни циљ аутоматске евалуциjе (ручно оцењивање jе примењивано само у
овом случаjу). Ови програми освоjили су барем 80% максималне оцене (jер су
успешно прошли све тест примере). У зависности од квалитета програма коjи jе
установљен ручном провером, овим програмима jе додат одговараjући удео од
преосталих 20%. Оцењивање jе вршено на скали од 0 до 10. Оцене придружене
програмима корпуса су jавно доступне заjедно са самим корпусом7.
5.6.3 Експериментални резултати
Аутоматски генерисана оцена може се описати jедноставним моделом коjи
укључуjе линеарну комбинациjу предложених фактора (тестирање, верифика-
циjа и сличност) са одговараjућим тежинским коефициjентима:





• yˆ jе аутоматски генерисана оцена,
• x1 jе резултат коjи се добиjа аутоматским тестирањем и чиjа jе вредност
у интервалу [0, 1],8
• x2 jе 1 уколико jе студентско решење коректно на основу верификациjског
алата, 0 иначе,9
• x3 jе максимална вредност сличности између студентског решења и пре-
дложених наставничких решења (вредност из интервала [0, 1]).
Могући су различити избори коефициjената αi, за i = 1, 2, 3. У случаjу
описаног корпуса, jедноставан избор би могао да буде α1 = 8, α2 = 1 и α3 = 1,
jер су сви програми из корпуса освоjили 80% укупне оцене захваљуjући успеху
у фази тестирања.
Међутим, ниjе увек jасно како наставнички интуитивни критериjум може
бити преточен у аутоматски мерљиве величине. Наставници не мораjу да имаjу
интуитивни осећаj за величине коjе су укључене у формули за аутоматско рачу-
нање оцене. На пример, понашање сваке од постоjећих мера сличности (укљу-
чуjући и упаривање суседа) [173, 123, 130] ниjе очигледно из њихових дефи-
нициjа. Због тога, може бити неjасно како треба изабрати тежинске факторе
за различите променљиве или да ли нека од ових променљивих треба да буде
нелинеарно трансформисана са циљем да буде корисна за оцењивање.
Природан избор вредности тежинских фактора jе аутоматско подешавање
коефициjената αi, за i = 1, 2, 3, тако да понашање модела за предвиђање од-
говара наставничком стилу оцењивања. У ту сврху, коефициjенти се могу ау-
томатски одредити коришћењем линеарне регресиjе (техником наjмањих ква-
драта) [76] на основу корпуса наставнички оцењених програма.
Ради подешавања тежинских фактора и провере квалитета добиjеног мо-
дела, програми из корпуса су подељени у два скупа.
1. На основу програма из тренинг скупа (енг. training set) одређуjу се коефи-
циjенти линеарног модела. Оваj скуп се састоjи од две трећине програма
из корпуса коjи су решења осам различитих проблема.
2. На основу програма из тест скупа (енг. test set) вршена jе евалуациjа
добиjеног модела. Оваj скуп се састоjи од jедне трећине програма корпуса
8За све програме из корпуса важи да jе x1 = 1, jер су сви програми успешно прошли
тестирање.
9Броj пронађених грешака се не користи као параметар у оцењивању, већ само да ли
грешка у програму постоjи или не. То jе зато што броj грешака у програму не одговара
квалитету решења (што jе дистукутовано у одељку 5.3).
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коjи су решења преосталих седам различитих проблема. Тренинг и тест
скуп немаjу заjедничких елемената.
Оптималне вредности коефициjената αi, i = 1, 2, 3, су одређене коришће-
њем метода наjмањих квадрата линеарне регресиjе на основу тренинг скупа.
Добиjена jе формула
yˆ = 6.058 · x1 + 1.014 · x2 + 2.919 · x3
Ова формула за аутоматско предвиђање оцене на први поглед не изгледа инту-
итивно, с обзиром да jе минимална оцена у корпусу 8 и да важи да jе x1 = 1
за све инстанце (па би било логично очекивати да jе α1 ≈ 8). Оваj раскорак jе
последица чињенице да jе минимална вредност за x3 за сва решења у корпусу
jеднака 0.68. У корпусу не постоjи програм са ниском вредношћу сличности jер
су сва решења у корпусу релативно добра (сва су успешно прошла тестирање).
Уколико се ово узме у обзир, претходна формула може да се запише на следећи
начин
yˆ = 8.043 · x1 + 1.014 · x2 + 0.934 · x′3
при чему jе x′3 =
x3−0.68
1−0.68 , тако да променљива x
′
3 узима вредности из интервала
[0, 1]. Ово значи да када се опсег променљивих x2 и x3 скалира на интервал
[0, 1], њихов допринос оцени на посматраном корпусу jе веома сличан.
Модел yˆ, коjи jе комбинациjа евалуационих техника подешених на тренинг
скупу у односу на наставнички стил оцењивања, упоређен jе са моделом коjем
су унапред дефинисане вредности тежинских фактора аутоматског оцењивања
и са техникама индивидуалне евалуациjе програма (модели коjи не обухватаjу
све поменуте параметре):
• модел yˆ1 = 8 · x1 + x2 + x3 има унапред дефинисане параметре,
• модел yˆ2 има унапред дефинисан параметар за тестирање (α1 = 8, jер
су сви програми из корпуса добили наjмање 8 поена на основу резултата
тестирања), а трениран jе са информациjама о резултатима верификациjе
и сличности,
• модел yˆ3 jе трениран само са информациjама о резултату верификациjе x2
(без коришћења мере сличности),




Резултати поређења модела дати су у табели 5.4. Ова табела приказуjе ко-
ефициjент корелациjе наставничке оцене и аутоматски предвиђене оцене на
програмима из тест скупа, p-вредност као индикатор статистичке значаjности
резултата10 и релативну грешку аутоматски предвиђене оцене у односу на на-
ставничку оцену11. Резултати показуjу да модел yˆ има наjбоље перформансе:
наjвиши степен корелациjе са наставничким оценама (0.842), наjмању рела-
тивну грешку (10.1%), као и да су добиjени резултати статистички значаjни
(р-вредност<0.001). Нешто слабиjи резултати добиjени су за моделе yˆ1 и yˆ2,
док модели коjи не укључуjу све три компоненте евалуациjе даjу значаjно ло-
шиjе резултате.
Табела 5.4: Особине модела предвиђања оцена на тест скупу. За сваки мо-
дел се наводи да ли узима у обзир све понуђене променљиве и да ли су коефи-
циjенти унапред дефинисани или су рачунати прилагођавањем у о односу на
тренинг скуп. У табели су приказани: коефициjент корелациjе, p-вредност и
релативна грешка.
Параметри/ Коефициjент p-вредност Релативна
Одређивање кореалциjе грешка
yˆ сви/ 0.842 <0.001 10.1%
прилагођени
yˆ1 сви/ 0.730 <0.001 12.8%
предефинисани
yˆ2 сви/
прилагођени 0.727 <0.001 13.9%
(предефинисано α1)
yˆ3 без сличности/ 0.620 <0.001 16.7%
прилагођени
yˆ4 без верификациjе/ 0.457 <0.001 17.7%
прилагођени
Резултати показуjу да су приступи, коjи користe информациjе о тестирању,
верификациjи и сличности, квалитетниjи у односу на приступе коjи уз тести-
10р-вредност jе резултат статистичког теста у односу на нулту хипотезу, тj. да не постоjи
корелациjа између предвиђене оцене и оцене коjу jе дао наставник. Ниска р-вреднсот означава
да су добиjени резултати статистички значаjни.
11Релативна грешка jе просечна грешка подељена дужином интервала на коjем су даване
оцене (коjи jе од 8 до 10 у случаjу разматраног корпуса).
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рање користе само jедну од претходне две информациjе, као и да аутоматски
подешени коефициjенти модела обезбеђуjу боље предвиђање оцена, него уко-
лико се коефициjенти унапред (у потпуности или делимично) одреде. Такође,
на основу резултата може да се закључи да постоjи jака и стабилна веза између
оцена коjе jе дао наставник и променљивих xi, што значи да модел yˆ омогућава
поуздано предвиђање оцене.
5.7 Сродни приступи и алати
Постоjе различити приступи и алати за евалуациjу студентских програма.
Основна и наjстариjа евалуациjа jе наставничко оцењивање. Модерни приступи
користе алате за аутоматско тестирање, алате коjи процењуjу дизаjн програма
и алате коjи користе верификациjске технике за проналажење грешака у сту-
дентским програмима. У наставку текста биће укратко описани алати коjи
одговараjу овим приступима. Алати коjи се описуjу се не користе у експери-
менталном поређењу са предложеним моделом оцењивања jер:
• неки од поменутих алата не генеришу аутоматски оцену већ само пружаjу
помоћ у аутоматизациjи процеса евалуациjе;
• неки од поменутих алата за евалуациjу користе само аутоматско тести-
рање (па поређење са таквим алатима нема много смисла);
• већина поменутих алата ниjе jавно доступна нити jе отвореног кода;
• ниjедан jавно доступан алат не генерише аутоматски оцене коришћењем
комбинациjе различитих техника аутоматске евалуациjе.
5.7.1 Наставничко оцењивање
Током година подучавања програмирања, развиле су се различите технике
и приступи оцењивању студентских радова. У овим приступима, основна ствар,
коjа обично ниjе формализована већ се прати интуитивно, приписивање jе ра-
зличитих тежинских фактора одређеним аспектима студентских решења (као
што су ефикасност, дизаjн, коректност и стил). На пример, постоjи систем оце-
њивања у коjем се 25% максималне оцене додељуjе на основу дизаjна програма,
20% за испуњавање спецификациjе програма, 20% за могућност извршавања
програма, 15% за стил програмирања, 10% за постоjање одговараjућих комен-
тара и 10% за креативност [84]. Оваква расподела jе често индивидуална или
зависи од курса, тако да jе веома корисно да систем, коjи врши аутоматизациjу
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процеса евалуациjе, може да прихвати стил оцењивања конкретног наставника.
Предложени модел оцењивања дозвољава коришћење тежинских фактра за ра-
зличите аспекте оцењивања, а описани приступ дозвољава и рачунање специ-
фичних фактора коjи одговараjу стилу оцењивања натавника (на основу већ
оцењених примера).
5.7.2 Алати засновани на аутоматском тестирању
Аутоматско тестирање jе наjчешћи начин еваулациjе студентски програма
[58]. Тест примере обично саставља наставник и/или се аутоматски генеришу
техникама случаjног тестирања [113]. Основни проблем аутоматског тестирања
jе то што систем може да погреши у давању оцене уколико студент не произведе
жељени излаз у очекиваном формату.
Постоjи велики броj алата заснованих на аутоматском тестирању програма
различитих програмских jезика. То су, на пример, алати PSGE [80], Automark
[69] (за fortran 77), Kassandra [115] (за Maple и Matlab коˆд, за курсеве научног
израчунавања), Schemerobo [146] (функционално програмирање у оквиру про-
грамског jезика Scheme), TRY [142] (Pascal), HoGG [120] (Java), BAGS [121],
JEWL [66] (аутоматско оцењивање програма са графичким интерфеjсом у про-
грамском jезику JAVA) и JUnit [174] (тестирање модула у програмском jезику
Java). Сви претходни алати користе само аутоматско тестирање и не узимаjу у
обзир дизаjн програма и алгоритам коjи се користи (за разлику од предложеног
модела оцењивања коjи то узима у обзир индиректно, преко мере сличности).
Због овог ограничења, ради прецизниjих резултата евалуациjе, аутоматско те-
стирање се често комбинуjе са наставничким оцењивањем.
Аутоматско тестирање се користи као компонента броjних система за пре-
давање и евалуациjу радова преко мреже (енг. web-based system). Примери
оваквих система су систем Online Judge [41] за тестирање програма на так-
мичењима у програмирању, комерциjални алат WebToTeach [9] са подршком
за различите врсте вежбања програмирања, сервер Quiver [64] за прављење,
одржавање и администрирање квизова, систем Praktomat [180] коjи дозвољава
студентима да читаjу, прегледаjу и приступаjу међусобним решењима истог
проблема (са циљем побољшавања квалитета и стила програмирања), систем
Web-CAT [62] коjи охрабруjе студенте да пишу своjе сопствене тест примере (са
циљем да науче важност тестирања и утицаj тестирања на квалитет софтвера
[86]) и систем Marmoset [153] за предавање и евалуациjу радова преко мреже,
са подршком за аутоматско тестирање и скупљање различитих верзиjа кода. У
оквиру система Marmoset, коjи jе jавно доступан и отвореног кода, a дистри-
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буира се под лиценцом Апач 2.0 (енг. Apache License) [105], подаци о резултату
рада се засниваjу само на тестирању, док коначно оцењивање ради инструктор
након истека одговараjућег рока за писање задатка. За разлику од овог си-
стема, предложени приступ има за циљ аутоматско оцењивање коjе омогућава
тренутно добиjање завршне оцене, што jе веома важно за интерактивно учење.
Marmoset jе систем коjи аутоматизуjе процес тестирања проjеката различитих
величина и комплексности, док се предложени приступ оцењивања фокусира
на мале проблеме типичне за уводне курсеве програмирања.
Поред поменутих система, постоjе и алати за праћење курса (енг. course
management tools). Ови алати омогућаваjу наставнику да прати освоjене по-
ене студената у претходним активностима и помажу у оцењивању текућих ра-
дова подршком за аутоматско тестирање. Такви су, на пример, алати Assyst
[89], BOSS [90], CourseMarker [82] и GAME [34]. Алати BOSS, CourseMarker
и GAME, у оквиру механизама за подршку оцењивању, поред аутоматског те-
стирања користе и опште метрике коjе процењуjу квалитет и стил програма
коjи се оцењуjе. Ове метрике не могу да процене начин на коjи jе проблем ре-
шен, тj. дизаjн решења и алгоритам коjи се користи [173]. Предложени модел
оцењивања би могао да буде корисна компонента оваквих система.
5.7.3 Верификациjа у аутоматском оцењивању
Верификациjски алати нису често заступљени у аутоматскоj евалуациjи про-
грама. Постоjе кратки прикази о коришћењу алата Java PathFinder за аутомат-
ско генерисање тест примера у образовању [87]. Алат Ceasar [72] има интегри-
сану подршку за аутоматско тестирање и верификациjу, али ниjе намењен при-
менама у образовању. За програме писане у програмском jезику Java, систем
Marmoset користи алат FindBugs [10] коjи статичком анализом кода покушава
да нађе грешке у студентским програмима. Marmoset не приjављуjе све грешке
коjе оваj алат генерише, али и поред тога може да приjави лажна упозорења.
5.7.4 Оцењивање дизаjна студентског решења
Да би се оценио дизаjн решења, неопходно jе извршити поређење студентског
решења са наставничким решењем (или решењима). Алат PASS [159] тестира-
њем проналази еквивалентне функциjе студентског и наставничког решења и на
основу еквивалентних функциjа процењуjе дизаjн програма. Алат MOSS [148]
одређуjе сличност два програма упаривањем подниски. На оваj начин jе могуће
пронаћи сличне делове кода, али ниjе могуће одредити сличност повезаности
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тих делова (што се може постићи када се за поређење користе графови контроле
тока). Постоjе и приступи коjи пореде два програма коришћењем различитих
метрика, као, на пример, алати ELP [161] и WAGS [179]. Ови приступи имаjу
за циљ евалуациjу задатака коjи се засниваjу на допуњавању кратких недоста-
jућих делова кода (енг. fill in the gap exercises) [172].
Новиjи алати [173, 123, 104] уводе аутоматско оцењивање С програма коjе
се заснива на сличности графова зависности (eng. dependence graph) [83]. Фор-
мирању графова зависности претходе трансофрмациjе кода коjе имаjу за циљ
стандардизациjу репрезентациjе С програма. Алат AutoLEP [172] има подршку
за предавање радова, за добиjање података о грешкама приликом компилирања
и тестирања, као и за добиjање информациjа о сличности студентског и настав-
ничког решења. Ниjедан од претходних алата ниjе jавно доступан. Детаљниjе
поређење ових приступа са предложеним начином оцењивања се може наћи у
литератури [170].
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У оквиру тезе, представљен jе нови верификациjски систем LAV за про-
налажење грешака и проверавање услова исправности програма. Приказана
jе имплементациjа и експериментална евалуациjа система као и примена си-
стема за унапређивање аутоматске евалуациjе студентских програма. Даљи
рад може укључивати унапређивање прецизности моделовања и ефикасности
самог система, као и развоj одговараjућег окружења за аутоматску евалуациjу
студентских програма.
Моделовање програма
Систем LAV генерише компактан и прецизан опис услова исправости про-
грама. Формула коjа описуjе понашање програма садржи информациjе о свим
могућим путањама кроз програм, чиме се омогућава истовремено расуђивање
о свим путањама. Тиме се постиже значаjна предност у односу на алате коjи
се засниваjу на симболичком извршавању. LAV може успешно да анализира и
програме коjи су у потпуности ван домета ових алата.
Могућа су разноврсна унапређења моделовања програма у оквиру система
LAV. Ова унапређења би се заснивала на закључцима донетим на основу оства-
рених резултата.
• За испитивање услова исправности, LAV користи празан контекст, кон-
текст блока, контекст функциjе и шире контексте. Коришћење различи-
тих контекаста доприноси ефикасности система jер jе често закључке о
безбедности наредби могуће донети већ на основу празног контекста или
контекста блока. Додавање новог контекста (или више њих), коjи би укљу-
чио само неколико блокова претходника, могло би позитивно да утиче на
ефикасност система. Ово jе мотивисано идеjом да се важне провере, коjе
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утичу на исправност неке наредбе, налазе наjчешће у близини те наредбе,
па ниjе потребно узимати у обзир све блокове коjи претходе датом блоку
у функциjи, већ jе довољно разматрати само неколико њих.
• Уопштавање модела полазног кода омогућава ефикасно расуђивање о без-
бедности наредби у програму, али омогућава и увођење лажних упозо-
рења. Унапређење прецизности расуђивања алата уопштавањем модела
полазног кода, може се постићи коришћењем инвариjанти петљи. На при-
мер, систем PAGAI [79] аутоматски изводи инвариjанте петљи у LLVM
коду користећи технике апстрактне интерпретациjе, па jе могуће повези-
вање овог система и система LAV.
• Ручно задавање горње границе размотавања петљи може да буде напорно
и оптерећуjуће. Постоjе ситуациjе када jе горњу границу размотавања мо-
гуће аутоматски одредити. Додавање подршке за аутоматско одређивање
горње границе размотавања петљи (онда када jе то могуће) олакшало би
употребу система. Оваква подршка jе присутна код алата коjи су засно-
вани на техникама проверавања ограничених модела.
• У процесу испитивања исправности програма, наjвише времена троши
SMT решавач. То значи да приликом генерисања формула исправности
треба радити на њиховом поjедностављивању, како би одређивање задо-
вољивости формуле одузимало мање времена.
• У оквиру система ниjе развиjено прецизно моделовање функциjа библио-
теке за рад са нискама. Ове функциjе су чести узроци грешака у програ-
мима. Због тога jе важан развоj одговараjућег моделовања (или интегра-
циjа неког постоjећег система) коjе би омогућило праћење дужине ниски и
тиме прецизно дефинисање предуслова и постуслова функциjа библиотеке
за рад са нискама.
Имплементациjа система
Поред унапређења коjа се засниваjу на изменама или допунама основног
приступа моделовању програма, постоjи простор и за унапређења имплемен-
тациjе система. Ова унапређења утицала би на ефикасност и употребљивост
алата. Идеjе за унапређивање имплементациjе система проистичу из сагледа-
них могућности система и практичних ограничења коjа не зависе од начина
моделовања програма.
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• Алгоритам, коjи LAV имплементира, заснива се на генерисању формула
коjе описуjу услове исправности и на испитивању задовољивости ових
формула. Испитивање задовољивости формуле наjчешће траjе дуже од
генерисања, при чему време испитивања задовољивости формуле може
веома да варира. На пример, могуће jе да испитивање задовољивости пр-
вих неколико формула траjе кратко, да затим испитивање задовољивости
неке наредне формуле траjе значаjно дуже, а да након ње поново следе
формуле за коjе испитивање задовољивости траjе кратко. У оваквоj ситуа-
циjи, тешка формула, за чиjе jе испитивање задовољивости потребно више
времена, блокира цео систем, тj. систем наставља са радом тек након што
се разреши статус те формуле. Да би се добило на ефикасности система,
могу се искористи могућности вишепроцесорског хардвера тако што би
jедан процес (коjи би се извршавао на jедном процесору) генерисао фор-
муле коjе описуjу услове исправности, док би други процеси (на другим
процесорима) паралелно испитивали задовољивост ових формула. Пара-
лелним испитивањем задовољивости формула избегла би се ситуациjа у
коjоj, због jедне формуле за коjу jе тешко испитати задовољивост, стоjи
читав систем. Оваква имплементациjа би довела до тога да се грешке
у програму не откриваjу редом у коjем се поjављуjу током извршавања
програма.
• У оквиру имплементациjе система, постоjи простор за побољшавање ро-
бустности самог система и корисничког интерфеjса. Ова два фактора су
кључна за практичну употребљивост система.
• Пожељна jе и експериментална евалуациjа на другим корпусима (на при-
мер, [181] и [98]), како би се боље сагледале могућности система и правци
даљег развоjа. Такође, укључивање неких постоjећих LLVM трансформа-
циjа, коjе би утицале на поjедностављивање кода пре почетка саме ана-
лизе, могло би да допринесе ефикасности система.
Примена у образовању
Коришћење верификациjског алата у аутоматскоj евалуациjи студентских
програма доприноси прецизниjем и ефикасниjем проналажењу грешака у сту-
дентским радовима. Такође, верификациjа доноси и могућност генерисања ква-
литетних и разумљивих података о резултатима рада студента, што jе кључно
за помоћ и подршку у учењу програмирања.
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Да би се омогућила свакодневна примена система LAV у образовању, по-
требно jе интегрисати модул за рачунање сличности графова контроле тока
програма и LAV у систем коjи подржава предавање радова преко мреже, ком-
пилирање, аутоматско тестирање, профилирање и откривање плагиjаторства
студентских програма. Поред тога, могућа су и додатна унапређења предложе-
ног система за евалуациjу.
• У оквиру подршке аутоматском тестирању, као допуна наставничким тест
примерима, може се користити и алат KLEE [39] за аутоматско генери-
сање тест примера симболичким извршавањем. Тест примере овим алатом
могуће jе генерисати на основу наставничког решења. Ти тест примери би
били додати у скуп тест примера са коjима се тестира свако студентско ре-
шење и употпунили би скуп тест примера коjе jе осмислио наставник и на
основу коjих се проверава да ли студентски програм даjе жељене излазе за
задате улазе. Поред тога, могуће jе генерисати и додатне тест примере на
основу студентског решења и проверавати еквивалентност наставничког
и студентског решења. На оваj начин би тестирањем биле покривене, не
само важне путање кроз наставничко решење, већ и важне путање кроз
студентско решење. Ови тест примери би се генерисали посебно за свако
студентско решење и не би улазили у општи скуп тест примера. Тестирање
на оваj начин би требало да буде свеобухватниjе од техника аутоматског
тестирања коjе се доминантно примењуjу.
• Тестирањем се не може доказати функционална коректност програма.
Због важности функционалне коректности програма за примене у обра-
зовању, планира се истраживање коришћења система LAV за доказивање
функционалне коректности студентских програма. Оваj задатак поста-
вља нове изазове. Тестирање, профилирање, проналажење грешака и ме-
рење сличности се користе над оригиналним студентским програмима, па
jе аутоматизациjа ових процеса jедноставна. За верификациjу функцио-
налне коректности, наставник би морао да дефинише услове исправности
(обично у терминима имплементираних функциjа) и да убаци одговара-
jуће услове на права места у студентским програмима. То се може ауто-
матизовати у неким случаjевима, али ниjе тривиjално у општем случаjу.
• Како укупан броj пронађених грешака у раду ниjе добра мера квали-
тета програма, за аутоматско оцењивање коришћена jе само чињеница
да ли програм садржи грешку или не. Прецизност оцењивања могла би
се побољшати откривањем независних грешака у програму. Ово се може
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остварити додавањем нових ограничења у формуле коjе описуjу понашање
програма. Прецизниjе, након откривања наредбе коjа доводи до грешке у
програму, у формулу коjа oписуjе блок коjоj неисправна наредба припада,
може се додати ограничење коje гарантуjе да jе услов безбедности наредбе
испуњен. На оваj начин може се делимично елиминисати приjављивање
грешака коjе имаjу исти основни узрок.
• Генерисање квалитетног извештаjа о грешци веома jе важно за студенте
jер им омогућава да лакше сагледаjу пропусте у своjим програмима. Из-
вештаj о грешци може се, на основу генерисаног контрамодела, додатно
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У наредном тексту биће укратко описана инсталациjа система, подешавања
улазних параметара коjи одређуjу начин моделовања програма, прецизност ана-
лизе и избор и начин коришћења решавача, као и извештаj коjи систем LAV
генерише.
A.1 Инсталациjа
LAV jе развиjан у стандардном С++ jезику као апликациjа командне линиjе.
Иако jе превођење алата независно од оперативног система, LAV jе развиjан и
тестиран под Linux оперативним системом коришћењем компилатора GNU gcc
[70]. Компилациjа система LAV захтева претходно инсталирање LLVM алата
као и бар jедног од подржаних SMT решавача. LAV користи систем за ауто-
матско конфигурисање и подешавање параметара проjекта GNU Autoconf [152],
као и систем за превoђење GNU Make [151], чиме се максимално олакшава и
аутоматизуjе конфигурисање и превођење система LAV.
У оквиру дистрибуциjе система LAV дата су детаљна упутства за његову
инсталациjу. Приликом инсталациjе система постоjи могућност генерисања од-
говараjуће документациjе система коришћењем алата Doxygen [163].
A.2 Улазни параметри
LAV се покреће из командне линиjе. Приликом његовог покретања, могу се
задати различити параметри коjима се прецизираjу начин размотавања петљи,
провере коjе LAV извршава, рад решавача, форма и начин генерисања изве-
штаjа и општи аспекти система.
• Начин размотавања петљи:
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-loop-unroll-begin=<uint> — броj размотавања у односу на почетак
петље (подразумевана вредност jе 2);
-loop-unroll-end=<uint> — броj размотавања у односу на краj петље
(подразумевана вредност jе 1, уколико се ова вредност постави на 0,
онда то одговара размотавању петље фиксиран броj пута).
• Провере коjе LAV извршава:
-check-assert — проверавати assert услове задате у оквиру програма коjи
се анализира;
-check-div-zero — проверавати грешке дељења нулом;
-check-pointers — проверавати исправност рада са показивачима;
-skip-inside-loop — провере услова исправности вршити само за први и
последњи пролазак кроз петљу; ова опциjа може се користити само
када jе извршен фиксиран броj размотавања петље (односно када jе
задато -loop-unroll-end=0).
LAV подразумевано извршава све наведене провере (да би се искључила
нека провера потребно jе навести да jе вредност одговараjуће опциjе jед-
нака false).
• Рад решавача:
-solver=<string> — могуће су наредне вредности параметра коjе се од-
носе на избор решавача и теориjа:
Boolector-BV-ARR-ACK — избор решавача Boolector, теориje бит-
вектора, теориjе низова и акерманизациjе;
Z3-LA-ARR-EUF — избор решавача Z3, теориjе линеарне аритме-
тике, теориjе низова и теориjе неинтерпретираних функциjа;
Z3-LA-ARR-ACK — избор решавача Z3, теориjе линеарне аритме-
тике, теориjе низова и акерманизациjе;
Z3-BV-ARR-EUF — избор решавача Z3, теориjе бит-вектора, тео-
риjе низова и теориjе неинтерпретираних функциjа;
Z3-BV-ARR-ACK — избор решавача Z3, теориjе бит-вектора, тео-
риjе низова и акерманизациjе;
MS-LA-EUF — избор решавача MathSAT, теориjе линеарне аритме-
тике и теориjе неинтерпретираних функциjа;
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MS-LA-ACK — избор решавача MathSAT, теориjе линеарне аритме-
тике и акерманизациjе;
MS-BV-EUF — избор решавача MathSAT, теориjе бит-вектора и те-
ориjе неинтерпретираних функциjа;
MS-BV-ACK — избор решавача MathSAT, теориjе бит-вектора и
акерманизациjе;
Yices-LA-EUF — избор решавача Yices, теориjе линеарне аритме-
тике и теориjе неинтерпретираних функциjа;
Yices-LA-ACK — избор решавача Yices, теориjе линеарне аритме-
тике и акерманизациjе;
Yices-BV-EUF — избор решавача Yices, теориjе бит-вектора и тео-
риjе неинтерпретираних функциjа;
Yices-BV-ACK — избор решавача Yices, теориjе бит-вектора и акер-
манизациjе;
-light — одређивање статуса наредби свести само на утврђивање безбед-
них и небезбедних наредби (тj. не правити разлику између безбедних
и недоступних наредби, нити између небезбедних и неисправних на-
редби);
-track-unreachable — приликом одређивања статуса наредби, утврдити
да ли jе наредба безбедна или недоступна;
LAV подразумевано користи решавач Boolector, теориjу бит-вектора, тео-
риjу низова и акерманизациjу, прави разлику између небезбедних и неи-
справних наредби, али не и између безбедних и недоступних наредби.
• Форма и начин генерисања извештаjа:
-model — генерисање извештаjа коjи укључуjе вредности променљивих и
путању кроз програм коjа доводи до грешке;
-find-first-flawed — генерисање извештаjа и прекид анализе након про-
наласке прве сигурне грешке у програму;
-output-folder=<string> — задавање имена излазног директориjума у
коjи ће бити уписан извештаj;
-print-html — генерисање извештаjа у HTML формату.
LAV подразумевано не генерише модел, врши анализу целокупног кода
(тj. не зауставља се када пронађе прву грешку), име излазног директори-




-help — одштампати све могуће параметре покретања алата и обjашњења
њихових значења;
input — име датотеке коjа садржи улазни коˆд коjи се анализира, уколико
се не наведе, очекуjе се унос кода са стандардног улаза;
-memory-flag — пратити стање мемориjе коришћењем оптимизованог
комбинованог приступа описаног у секциjи 4.1.2; уколико jе ова вред-
ност постављена на false за праћење мемориjе се користи други при-
ступ описан у секциjи 3.2.5;
-timeout=<int> — зауставити рад система LAV након одговараjућег
броjа секунди;
-starting-function=<string> — експлицитно задавање имена функциjе
од коjе се почиње анализа;
-track-pointers — пратити стање мемориjе коjоj се приступа уз помоћ
показивача;
-students-mode — односи се на неприjављивање неких грешака и на
форму извештаjа (о чему ће бити више речи у глави 5).
LAV подразумевано пратити стање мемориjе коришћењем оптимизова-
ног комбинованог приступа, нема ограничено време извршавања, анализу
кода почиње од функциjе main, уколико функциjа са тим именом постоjи,
иначе почиње од произвољне функциjе, прати стање мемориjе коjоj се
приступа уз помоћ показивача и не користи студентски режим.
A.3 Извештаj
У зависности од опциjа коjе се задаjу приликом покретања система, извештаj
коjи LAV генерише (одељак 3.6) може бити текстуални и/или HTML документ.











8: n_copy = n;
9: max = n%10;
10:while(n){
11: d = n%10;
12: if(max<d)
13: max=d;
14: n = n/10;
15:}
16:if(arr[max]>n_copy)
17: printf("it is bigger\n");






16: d = -3, max = -3, n = 0, n_copy = -34859,
10: d = -3, max = -3, n = 0, n_copy = -34859,
10: d = -3, max = -3, n = 0, n_copy = -34859,
14: d = -3, max = -3, n = 0, n_copy = -34859,
13: d = -3, max = -3, n = -3, n_copy = -34859,
12: d = -3, max = -4, n = -3, n_copy = -34859,
10: d = -4, max = -4, n = -3, n_copy = -34859,
14: d = -4, max = -4, n = -3, n_copy = -34859,
13: d = -4, max = -4, n = -34, n_copy = -34859,
12: d = -4, max = -5, n = -34, n_copy = -34859,
10: d = -8, max = -5, n = -34, n_copy = -34859,
14: d = -8, max = -5, n = -34, n_copy = -34859,
12: d = -8, max = -5, n = -348, n_copy = -34859,
10: d = -5, max = -5, n = -348, n_copy = -34859,
14: d = -5, max = -5, n = -348, n_copy = -34859,
13: d = -5, max = -5, n = -3485, n_copy = -34859,
12: d = -5, max = -9, n = -3485, n_copy = -34859,
10: d = -9, max = -9, n = -3485, n_copy = -34859,
14: d = -9, max = -9, n = -3485, n_copy = -34859,
12: d = -9, max = -9, n = -34859, n_copy = -34859,
10: d = -9, max = -9, n = -3485, n_copy = -34859,
10: d = 0, max = -9, n = -34859, n_copy = -34859,
Слика A.1: За коˆд приказан горе лево, текстуални извештаj са путањом про-
грама коjа доводи до грешке, као и вредности променљивих на тоj путањи
приказан jе горе десно. Oдговараjући HTML извештаj са увећаним делом коjи
указуjе на грешку, приказан je у доњем делу слике.
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саопштавање дела, без промена, преобликовања или употребе дела у свом делу, 
ако се наведе име аутора на начин одређен од стране аутора или даваоца 
лиценце. Ова лиценца дозвољава комерцијалну употребу дела. 
6. Ауторство - делити под истим условима. Дозвољавате умножавање, 
дистрибуцију и јавно саопштавање дела, и прераде, ако се наведе име аутора на 
начин одређен од стране аутора или даваоца лиценце и ако се прерада 
дистрибуира под истом или сличном лиценцом. Ова лиценца дозвољава 
комерцијалну употребу дела и прерада. Слична је софтверским лиценцама, 
односно лиценцама отвореног кода. 
 
 
 
 
 
 
