We introduce a framework for probabilistic modelling of timefrequency energy distributions based on correlated Gamma and inverse Gamma random variables. One advantage of the approach is that the resulting class of models are conjugate which makes inference easier. Moreover, both positivity and additivity follow naturally in this framework. We illustrate how generic models (applicable to a broad class of signals) and more specialised models can be designed to model harmonicity, spectral continuity and/or changepoints. We show simulation results that illustrate the potential of the approach on a large spectrum of audio processing applications such as denoising, source separation and transcription.
INTRODUCTION
Time-Frequency energy distributions are of central importance in analysis of nonstationary processes, and in particular for audio and acoustical signal analysis. The Gabor transform and STFT (short time Fourier transform) or the MDCT (modified discrete cosine transform) are undoubtly among the most widely used approaches [1, 2, 3] . In all these representations, the signal y = (y1, . . . , yn, . . . yN ) is represented by a linear combination yn = P ν,τ φ (ν,τ ) n sν,τ where the set of basis functions φ are windowed sinusoidals indexed by the frequency ν and time shift τ . The very popular and visually appealing spectrogram representation is obtained by viewing the log-magnitude of the expansion coefficients 1 2 log s 2 ν,τ as a function of frequencies ν and time indices τ . However, in many applications, the spectrogram is typically viewed as a preprocessing or a feature extraction step.
In recent years, there has been a growing interest in modelling time-frequency energy distributions. One implicit modelling approach has focused on non-negativity of the spectrogram S = {s 2 ν,τ } and enforcing a factorisation as S = W R where both W and R are matrices with positive entries [4, 5] . These have a rough interpretation as a codebook of templates and R is the matrix of activations, somewhat analogous to a musical score. The primary advantage of these methods is computational attractiveness due to fast converging iterative matrix factorization techniques. However, lacking an explicit signal model, it is hard to incorporate prior knowledge and one may have to resort to heuristics, since the construction of the dictionary is entirely data driven. Moreover, this representation is physically unrealistic, since the energy is a quadratic quantity; in general for two sources s1 and s2 we have (s1 + s2) 2 = s1 2 + s2 2 . At the other extreme of the spectrum are the dynamical system models which explicitly model the time evolution of the phases, amplitudes and discontinuities [6, 7, 8] . While these class of models are quite powerful and close to reality from a generative perspective, the computational requirements have somewhat limited their use in data intensive applications.
An alternative and often effective approach is to model sources directly in a transform domain. In audio processing, the energy content of a signal is typically time-varying hence it is natural to model audio with a process with a time varying power spectral density on a time frequency plane using switches [9, 2, 10] , a histogram [11] or source filter models in cepstral domain [12] .
In this paper, we follow a transform domain modelling approach and focus on the following hierarchical source model
where s = s1:W,1:T are the collection of transform coefficients sν,τ and v = v1:W,1:T are the associated variances . To lighten the notation, we will denote each time-frequency atom by k ≡ (ν, τ ) and write 1 : K ≡ (1 : W, 1 : T ). In particular, we will assume that the expansion coefficients s k are conditionally Gaussian and the variances v k are nonnegative random variables assumed to be distributed by an inverse-Gamma distribution 1 :
where v −k is the collection of all v excluding v k . I d is an identity matrix that is taken 1 × 1 for MDCT (real coefficients) and 2 × 2 for a STFT representation (real and complex coefficients). The inverse-Gamma distribution is the conjugate prior for the variance v of a Gaussian distribution 2 . This fact is the consequence of a simple algebraic observation: when the prior p(v) is inverseGamma, the posterior distribution p(v|s) can be represented as an inverse-Gamma distribution since the logarithm of a Gaussian is a polynomial in v −1 and log v −1 . Such a model is useful as a building block for many different audio processing applications such as denoising, transcription and source separation. For example, in single channel source separation, we write the observed signal y k as a superposition of J source models y k = P J j=1 s k,j . If all the latent variances vj for j = 1 . . . J would have been known, by straightforward application of the Bayes theorem, the source coefficients can be reconstructed in closed form by
where κ k,j = v k,j /( P j v k,j ) and f (s) denotes the expectation of the function f (s) under the posterior distribution p(s|y, v).
Note that κ k,j are nonnegative such that P j κ k,j = 1 for all k. Intuitively, this means that each reconstructed source s k,j gets a fraction κ k,j of the observation y k . We name κ as responsibilities (also know as Wiener filter factors). In reality, of course, the variances v k,j are unknown but we can postulate realistic prior structures by considering physical properties such as harmonicity, damping e.t.c. Another appealing property of this approach is that if we integrate out the unknown expansion coefficients s analytically, we obtain a model that is additive in variances as
Denoising is a special case of the above model: we just assign one source (e.g. j = J) to be the "noise". For example, when the noise is additive and the stationary Gaussian we have v k = v for all k where v is the noise variance to be estimated. Similarly, transcription can be formulated by postulating additional indicator variables r ≡ r1:T upper layers in the hierarchy p(v1:W,1:
where each rτ is a discrete variable that selects a prior structure. By computing the marginal MAP configuration arg maxr R dv p(x|v) p(v|r)p(r), we can find the most likely score, e.t.c.
In all these applications, the main modelling issue is finding appropriate prior structures on variances and this is the focus of this paper.
GAMMA MODELS FOR VARIANCES
One possible approach for defining a prior distribution over variances is to define a Gaussian process {lτ }τ=1,2,..., e.g. a random walk, in the log domain as
It is easy to see that vτ will be strictly positive, the distribution of p(vτ |lτ+1, lτ−1) will be log-normal and vτ and vτ−1 will be marginally positively correlated. However, the joint distribution will have non-convex terms such as log 2 vτ that will render inference harder and it will be necessary to resort to generic Monte Carlo integration techniques. While this is in principle not an obstacle, it is desirable to construct a model that retains some form of conjugacy for fast inference since in audio applications that we are interested in, K will be very large and p(v) will be typically embedded into a hierarchical model.
It is possible to define a Markov chain on inverse-Gamma random variables in a straightforward way by vτ |vτ−1 ∼ IG (vτ ; a, vτ−1/a). The full conditional distribution p(vτ |vτ−1, vτ+1) is conjugate, i.e. it is also inverse-Gamma. However, by this construction it is not possible to attain positive correlation between vτ and vτ−1. The basic idea is to introduce latent auxiliary variables zτ between vτ and vτ−1 such that when zτ are integrated out we restore positive correlation between vτ and vτ−1 while retaining conjugacy [13] . We define an Inverse-Gamma Markov chain (IGMC) for k = 1 . . . K as follows vτ |zτ ∼ IG(vτ ; a, zτ /a) zτ+1|vτ ∼ IG(zτ+1; az, vτ /az)
Here, zτ are auxiliary variables that ensure the full conditionals p(vτ |zτ , zτ+1) and p(zτ |vτ , vτ−1) are inverse-Gamma. An equivalent "mixed" construction is obtained by letting λτ = 1/vτ λτ |zτ ∼ G(λτ ; a, zτ /a) zτ+1|λτ ∼ IG(zτ+1; az, 1/(azλτ )) where G is a Gamma distribution 3 . By integrating out over the auxiliary variable zτ we obtain the effective transition kernel of the Markov chain, p(vτ |vτ−1), which has positive correlation for various shape parameters az and a. The absolute value of az and a control the strength of the correlation and the ratio az/a controls the skewness. For az/a < 1 ( az/a > 1), the probability mass is shifted towards the interval vτ < vτ−1 ( vτ > vτ−1) hence, typical trajectories from a IGMC will exhibit a systematic negative (positive) drift. The chain structure can be generalised in a straightforward manner to 2-D random fields with arbitrary connection topology [13] .
Positive correlations between variances can be used for modelling harmonic continuity observed for many acoustical sources. Using this strategy, we can design generic prior structures that are potentially useful for a broad class of audio signals. For example, we can tie the energies in a time-frequency plane across time (to model harmonic continuity) or across frequency (to model impulsive sources) or both.
The drift property can be exploited to model damping effects and onsets. This path of modelling can lead to specific prior structures. We first extend the chain to a changepoint model as follows: We introduce latent discrete variables o and let λτ |zτ , oτ ∼ j G(λτ ; a, zτ /a) oτ = onset G(λτ ; a, b0/a) oτ = onset (1) when an onset occurs, the chain is reinitialized from a prior. Given λτ as a decaying positive process with occasional reinitializations, we can interpret it as an average energy. Conditioned on λ, we can define a model for time varying spectral energy for each timefrequency bin vν,τ |rτ , λτ ∼ IG(vν,τ ; a/2, 2/(λτ σ(ν; rτ )a))
Here, σ(ν; r) is a positive spectral template function which represents the expected distribution of energy among frequency bins ν and r is an index variable. For transcription, we can choose r to correspond to individual pitch or chord labels. An application of this model to score following is reported elsewhere [14] . A spectral template for a pitched instrument and a typical sample generated from the model is shown in Figure 1 .
INFERENCE
Exact inference in Gamma chains is difficult since the marginals have complicated closed form expressions. Fortunately, various powerful numerical integration methods can be employed, notably based on sampling (Monte Carlo-stochastic) or analytic approximation (Variational-deterministic). Here, we focus on sampling based methods, in particular sequential Monte Carlo [15] and the Gibbs sampler (e.g., see [16] ). Algorithmically similar variational methods to Gibbs sampling, notably variational Bayes [17] , can be derived easily by exploiting conjugacy [13] . The Gibbs sampler [16] is a particular Monte Carlo method that relies on generating samples {ξ (t) }t=1,2,... via simulation of a Markov chain with the desired target density p(ξ). The algorithm proceeds by sampling each random variable i ∈ V from the full conditional distribution p(ξi|ξ
) where −i ≡ V \ i. For a Gamma chain, the expressions are particularly simple; due to the local connectivity structure, for each i, the conditional distribution depends only on immediate neighbours of i. Moreover, since the model is conjugate, this expression is readily available in closed form as ξ One problem with the Gibbs sampler is convergence speed. In practice, the chain takes a prohibitively long time to converge and occasionally becomes trapped in local maxima. To speed up convergence, special strategies, such as tempering (gradually changing the target density) or blocking (grouping random variables) need to be employed [16] . Additionally, for time series models the algorithm is inherently a batch processing method. An alternative set of methods, known as sequential Monte Carlo (SMC) [15] are based on sequential importance sampling (also known as particle filtering) have proved to be quite powerful, especially for time series models. SMC methods have the advantage that they are inherently online, simple to implement and quite flexible. In many applications, by merely increasing the amount of computation, the estimation results tend to improve.
Sequential Monte Carlo methods [15] approximate a target density (often the posterior of a time series model) p(x0:K|y0:K ) of a hidden Markov process x0:K as a set of N particle trajectories {x (i) 0:K , i = 1, . . . , N} which are drawn from a importance function π, which allows the normalised importance weightsw
, where
to be computed sequentially. The particle trajectories x
are constructed sequentially by sampling the importance function:
To keep the approximation accurate over time (by keeping the variance of the importance weights bounded), periodical resampling steps are applied. Here, particles are drawn according to a distribution based on the importance weights and the importance weights are set to 1/N . The bootstrap filter [15] is the simplest SMC method, where the importance function is simply the prior, i.e. π(x0:K|y0:K) = p(x0:K) and resampling is carried out at every iteration by copying each particle N dimension high, it can quickly become ineffective. To render the SMC approach feasible many improvements are needed. One such improvement is "Rao-Blackwellisation", i.e. exploiting model structure for reducing the sampling dimension by analytically integrating out some of the variables, conditioned on some others. The model described in equations (1) and (2) is a such one; given λ, we can integrate out the variances v analytically so only indicators o, indices r and scale variables λ need to be sampled.
RESULTS
In this section we present results with generic models for denoising and single channel separation. We illustrate specific models, that aim to model details of harmonic structure and onsets for transcription and chord recognition. The audio extracts will be available online at http://www-sigproc.eng.cam.ac.uk/ ∼ php23/ publications/WASPAA. In denoising simulations, 5 audio clips are used. Independent white Gaussian noise with variance r ∼ IG(r; ar, br) is added onto the MDCT source coefficients (s true (ν,τ ) ) and x (ν,τ ) are obtained. The noise has the same characteristics in time domain, because MDCT is an orthonormal linear transform. Four IGMC topologies are used as priors: vertical (energies tied across frequency), horizontal (tied across time), grid (both) and band (an auxiliary variable for each frequency bin). The SNR results are presented in Figure 2 .
We have used IGMCs for a single channel source separation as explained in Section 2. We used a vertical and a horizontal IGMC If the variances are drawn according to the specific model (2) for all times τ , then we obtain an exact expression for the likelihood of the transform coefficients in frame τ as a Student-T distribution by integrating over v, see [14] for details. If we directly observe the transform coefficients, for instance for a monophonic music extract when we have only a single source J = 1, then the inference of the filtering density over the unknown variables p(rτ , λτ |sτ ) can be obtained by SMC. Figure 4 demonstrates the performance of the bootstrap filter with N = 500 particles.
These templates are also useful for guided source separation. Figure 5 shows the performance of Gibbs' sampler when jointly infering the energy distribution of 30 simultaneous sources at different note pitches, for a single piano chord with no changepoints. When changepoints are included, needed in a polyphonic transcription application for instance, Gibbs' sampler becomes trapped in local maxima, and more elaborate inference schemes, which will form the basis of future work, are necessary.
CONCLUSIONS
We introduce a framework for probabilistic modelling of timefrequency energy distributions based on correlated Gamma and inverse Gamma random variables. The approach is quite flexible in modelling a range of phenomena known to be present in general audio, such as harmonicity, spectral continuity, onsets e.t.c. Both positivity and additivity follow naturally in this framework and resulting models turn out to be conjugate, a technical condition which when satisfied renders inference easier. Both generic and more specific models can be designed. Using standard inference techniques such as sequential Monte Carlo, Gibbs sampling or variational Bayes, we show simulation results that illustrate the potential of the approach on denoising, source separation and transcription. Future work will include detailed testing the viability of this approach in terms of quality and computational cost in comparison to alternative approaches.
