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QUENCHED INVARIANCE PRINCIPLE FOR SIMPLE RANDOM
WALK ON DISCRETE POINT PROCESSES
NAOKI KUBOTA
Abstract. We consider the simple random walk on random graphs generated by
discrete point processes. This random walk moves on graphs whose vertex set is a
random subset of a cubic lattice and whose edges are lines between any consecutive
vertices on lines parallel to each coordinate axis. Under the assumption that the
discrete point processes are finitely dependent and stationary, we prove that the
quenched invariance principle holds, i.e., for almost every configuration of the
point process, the path distribution of the walk converges weakly to that of a
Brownian motion.
1. Introduction
Random walk in random environment constitutes one of the basic models of ran-
dom motion in random media. The validity of the quenched invariance principle
(IP for short) for random walk in random media has been intensively investigated in
recent years. In dimensions greater than two, Berger and Zeitouni [6] proved it for
ballistic random walk in random environment, and Rassoul-Agha and Seppa¨la¨inen
[14] also proved it using different techniques from [6]. On the other hand, [2, 7, 12, 15]
are recent papers on the quenched IP for random walk among random conductances.
The fourth paper treats random conductances which are bounded from both above
and below. Furthermore, the second and third papers only assume that random
conductances are bounded from above, and the first paper deals with unbounded
random conductances from above. In particular, the quenched IP for simple random
walk on percolation clusters is treated in [3, 13, 15].
Models in references listed above treat random walks with bounded jumps and
i.i.d. configurations. Our interest is now the quenched IP for models where random
walks have unbounded jumps and configurations are not independent. We consider a
simple random walk on discrete point processes on Zd, i.e., a simple random walk on
graphs whose vertex set is a random subset of Zd and whose edges are lines between
any consecutive vertices on lines parallel to each coordinate axis. This model was
introduced in [5], and its law of large numbers and quenched central limit theorem
(CLT for short) are shown there. It is open that the quenched IP is valid for this
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model, see [5, Section 11]. The aim of this paper is to prove the quenched IP when
the point process is finitely dependent and stationary.
We now describe the setting in more detail. Let Ω := {0, 1}Zd and denote an
element of Ω by ω = (ω(x))x∈Zd. The space Ω is equipped with the canonical product
σ-field G, the canonical shift Tyω(x) := ω(x + y) for x, y ∈ Zd and a probability
measure Q. Let Ωx := {ω ∈ Ω;ω(x) = 1} for x ∈ Zd and we shall assume throughout
the paper that Q satisfies the following assumptions:
(A1) 0 < Q(Ω0) < 1 holds,
(A2) There is a positive constant ℓ such that if A, B ⊂ Zd satisfy inf{|x− y|; x ∈
A, y ∈ B} ≥ ℓ then σ(ω(x); x ∈ A) and σ(ω(x); x ∈ B) are independent,
(A3) Q is stationary with respect to canonical shifts (Tx)x∈Zd.
Then we can define the probability measure P on Ω0 as follows:
P(A) := Q(A|Ω0), A ∈ G.
Denote the expectation with respect to Q and P by EQ and E, respectively. Let
ω ∈ Ω and set P(ω) := {x ∈ Zd;ω(x) = 1}. It is clear from assumptions (A1)-(A3)
that γe(ω) := inf{k ≥ 1;ω(ke) = 1} has all moments under Q for all e ∈ Zd with
|e| = 1. In particular, γe is finite Q-a.s., thus let Nx(ω) be 2d nearest neighbors of
x ∈ P(ω), i.e., Nx(ω) :=
{
x + γe(Txω)e; |e| = 1
}
. We call a path (xk)
n
k=0 P(ω)-
nearest neighbor path if x0 ∈ P(ω) and xk ∈ Nxk−1 holds for every k ∈ [1, n].
For each ω ∈ Ω, the simple random walk on the discrete point process (RWDPP for
short) is the Markov chain ((Xn)
∞
n=0, (P
x
ω )x∈P(ω)) with the state space P(ω) defined
by the following: for each x ∈ P(ω), P xω (X0 = x) = 1 and
P xω (Xn+1 = z|Xn = y) =
{
0 , z 6∈ Ny(ω),
1
2d
, z ∈ Ny(ω).
(1.1)
We call P xω the quenched law and denote the expectation with respect to P
x
ω by E
x
ω.
Our main result is that, P-a.s., the linear interpolation of (Xn)
∞
n=0
Bn(t) :=
1√
n
{
X⌊tn⌋ + (tn− ⌊tn⌋)(X⌊tn⌋+1 −X⌊tn⌋)
}
, t ≥ 0(1.2)
converges weakly to a Brownian motion. Fix T > 0 and let (C[0, T ],WT ) be the
space of continuous functions f : [0, T ] → R equipped with the σ-field WT of
Borel sets relative to the topology introduced by the supremum norm. The precise
statement of our main result is as follows:
Theorem 1.1. For all T > 0 and for P-a.e. ω, the law of (Bn(t))0≤t≤T on (C[0, T ],WT )
converges, as n→∞, weakly to the law of a Brownian motion (Bt)0≤t≤T with a dif-
fusion matrix D that is independent of ω.
Comments on the proof. For the proof of the theorem, we mainly follow the
strategy of [5]. We write down a corrector, add it to the walk, and obtain a mar-
tingale. Then, the Lindeberg–Feller (functional) CLT for martingales holds. After
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that, all we need to do is to show that the corrector is sublinear. In this paper,
we discuss two type of sublinearities, i.e., sublinearity on average and pointwise
sublinearity. (Pointwise sublinearity is stronger than the other, see Proposition 2.2
below.) One of the main results in [5] is the quenched CLT, and for this end it suf-
fices to show sublinearity on average of the corrector. However, this is not enough
to establish the quenched IP. There is an extra ingredient that is necessary. We
should either (i) show tightness of the scaled walk or (ii) prove that the corrector
has pointwise sublinearity. The first approach is taken in the papers [3, 12, 15] to
prove the quenched IP for random walk among bounded random conductances. For
the proof of tightness of the scaled walk, heat kernel estimates are used there, al-
though such estimates fail to hold if the conductance law has sufficiently heavy tails
at zero, cf. [4]. The aforementioned fact leads to a natural question. In the absence
of heat kernel estimates, does the quenched IP still hold? In [7], this question was
affirmatively answered by using the second approach above, i.e., establishing point-
wise sublinearity of the corrector. To prove it, they gave a sufficient condition that
is easier to verify than heat kernel estimates used in [3, 12, 15]. In this paper, we
take the second approach above, and follow the footsteps of Biskup and Prescott
[7] who have used this technique to prove the quenched IP for random walk among
random conductances. In our model, heat kernel estimates have not been proved
yet, and we think that these estimates hold under the finite dependence condition.
In the future, we would like to show the quenched IP under more general condi-
tions as in [5], i.e., stationary ergodic configurations and some moment condition
for γe(ω). However, heart kernel estimates on general ergodic configurations are not
progressed well even in random walk among random conductances, see [2, Section
6]. Fortunately, our goal in the present work is the quenched IP, and we take the
second approach, which also prepares us for more general cases.
Organization of the paper. Let us now describe how the present article is orga-
nized. Section 2 recalls the corrector, which was introduced in [10] by using spectral
calculus. After that, Berger and Biskup [3] adapted the construction presented there
to simple random walk on the (unique) infinite cluster of supercritical bond perco-
lation in Zd. Its properties were analyzed in more detail by Biskup and Prescott
[7]. Proposition 2.2 provides a sufficient condition for sublinearity of the corrector
in our model.
In Section 3 we give the proof of Theorem 1.1. We adopt the approach in [7]
and therefore it suffices to prove pointwise sublinearity of the corrector. Therefore,
the proof of Theorem 1.1 is just a sketch, and we concentrate our effort on proving
pointwise sublinearity. Propositions 3.1, 3.2, 3.4 and 3.6 guarantee that a sufficient
condition for pointwise sublinearity of the corrector is satisfied in our model.
We close this section with some general notation. Let us denote |x|∞ := max1≤i≤d |xi|
for x = (x1, . . . , xd) ∈ Zd and define B∞(x, n) := {y ∈ Zd; |x−y|∞ ≤ n}. The L2(P)-
norm for random variables is denoted by || · ||2 and the canonical unit vectors of Rd
are e1, . . . , ed.
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2. Corrector
In this section, we introduce the corrector, which plays a key role in the proof of
the quenched IP. Let us first state the following proposition. For the proof of this
proposition we refer the reader to [5, Sections 7 and 9].
Proposition 2.1. There exists a function χ : Zd×Ω0 → Rd such that the following
properties hold:
(i) (Shift invariance) For P-a.e. ω, we have
χ(x, ω)− χ(y, ω) = χ(x− y, Tyω), x, y ∈ P(ω).
(ii) (Harmonicity) For P-a.e. ω, the function
x 7−→ χ(x, ω) + x
is harmonic on P(ω) with respect to the transition probability (1.1), i.e., for
every x ∈ P(ω),
1
2d
∑
y∈Nx(ω)
(y + χ(y, ω)) = x+ χ(x, ω).
(iii) (Square integrability) There exists a positive constant c1 such that∑
y∈Zd
||(χ(x, ·)− χ(y, ·))1{x∈P}1{y∈Nx}||22 ≤ c1
holds for all x ∈ Zd.
(iv) (Sublinearity on average) Let ǫ be an arbitrary positive number. Then, for
P-a.e. ω,
lim
n→∞
1
nd
∑
x∈P(ω)
|x|≤n
1{|χ(x,ω)|≥ǫn} = 0.
We call the above function χ the corrector. It is easy to check from (ii) of Propo-
sition 2.1 that Xn is decomposed into the difference between a P
0
ω-martingale Mn
and χ(Xn), i.e., for n ≥ 0,
M (ω)n := Xn + χ(Xn, ω).(2.1)
For this reason, to show the quenched IP for (Xn)
∞
n=0 we adopt the method which
consists of using the Lindeberg–Feller (functional) CLT for martingale (Mn)
∞
n=0 and
an estimate on the corrector χ.
Here, we explain the historical context of the above approach. This approach
was applied by Sidoravicius and Sznitman [15] to prove the quenched IP for simple
random walk on percolation clusters in dimensions greater than three and random
walk among bounded random conductances. They showed tightness of the scaled
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walk by using heat kernel estimates. Then, the quenched IP for the random walk
(Xn)
∞
n=0 follows from tightness if we have that for almost every ω and for all t > 0,
lim
n→∞
χ(X⌊tn⌋, ω)√
n
= 0 in P 0ω-probability.
On the other hand, Berger and Biskup [3] successfully implemented the proof of
the quenched IP for simple random walk on percolation clusters in two dimensions.
They proved pointwise sublinearity only in two dimensions, which is stronger than
sublinearity on average (see Proposition 2.2 below). Using this instead of tightness
plus sublinearity on average, we can see that heat kernel estimates are not necessary
for establishing the quenched IP. However, in higher dimensions, they took the same
approach as in [15]. Thus, they conjectured that the strategy taken in dimensions
two is true in all dimensions. Biskup and Prescott [7] affirmatively answered this
problem for random walk among bounded random conductances, which contains
simple random walk on percolation clusters as a special case, for all dimensions
bigger than one. One of the main results of their paper is to give a sufficient condition
for pointwise sublinearity, which is, roughly speaking, sublinearity on average plus
some estimates weaker than the heat kernel estimates.
Let us now turn to our model. As we see above, it is sufficient to show pointwise
sublinearity of the corrector χ:
lim
n→∞
max
x∈P(ω)
|x|≤n
|χ(x, ω)|
n
= 0, for P-æω.
The following proposition gives a sufficient condition for pointwise sublinearity of
the corrector χ. In [11, Theorem 7.15], a similar statement is shown for random
walk among i.i.d. random conductances and C∞,α in [11] plays the role of P(ω). Its
proof is valid in the stationary and ergodic setting, since the argument is done for
each configuration satisfying suitable conditions and we only use basic properties of
martingales and Markov processes. We thereby omit the proof and refer the reader
to the proof of [11, Theorem 7.15].
Let (Nt)t≥0 be the standard Poisson process with parameter one and we consider
the continuous-time Markov chain (Yt := XNt)t≥0.
Proposition 2.2. Suppose that a function ψ(·, ω) : P(ω)→ Rd satisfies the follow-
ing conditions (i)-(v) for P-a.e. ω:
(i) (Harmonicity) The function
x 7−→ ψ(x, ω) + x
is harmonic on P(ω) with respect to the transition probability (1.1).
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(ii) (Sublinearity on average) We have for every ǫ > 0,
lim
n→∞
1
nd
∑
x∈P(ω)
|x|≤n
1{|ψ(x,ω)|≥ǫn} = 0.
(iii) (Polynomial growth) We have
lim
n→∞
max
x∈P(ω)
|x|≤n
|ψ(x, ω)|
nθ
= 0
for some deterministic θ > 0.
(iv) (Diffusive upper bounds) We have for a deterministic sequence bn = o(n
2),
sup
n≥1
max
x∈P(ω)
|x|≤n
sup
t≥bn
td/2P xω (Yt = x) <∞,(2.2)
sup
n≥1
max
x∈P(ω)
|x|≤n
sup
t≥bn
Exω[|Yt − x|]√
t
<∞.(2.3)
(v) (Control of big jumps) Let τn := inf{t ≥ 0; |Yt − Y0| ≥ n}. There exist
c2 = c2(ω) ≥ 1 and N = N(ω) ≥ 1 such that we have for all t > 0 and
n ≥ N ,
max
x∈P(ω)
|x|≤n
P xω (|Yt∧τn − x| > c2n) = 0.
Under these conditions, the function ψ satisfies the pointwise sublinearity
lim
n→∞
max
x∈P(ω)
|x|≤n
|ψ(x, ω)|
n
= 0 for P-a.e. ω.(2.4)
3. Proof of main result
The aim of this section is to prove Theorem 1.1. Let us first give the sketch of
the proof, see [3, Sections 6.1 and 6.2] or [7, Theorem 2.1] for more details. We now
suppose the conditions
(S) The corrector χ satisfies the pointwise sublinearity (2.4),
(B) For P-æω and each n ≥ 0 there exists a positive constant K(ω, n) such that
Xn ≤ K(ω, n) holds P 0ω-a.s.
Let (M
(ω)
n )∞n=0 be a martingale in (2.1) and set Fk := σ(X0, . . . , Xk). Fix a vector
a ∈ Rd. (M (ω)n )∞n=0 is an L2(P 0ω)-martingale since condition (B) implies that Xn and
χ(Xn, ω) are bounded under P
0
ω . We can define the random variable
V (ω)n,m(ǫ) :=
1
n
m∑
k=0
E0ω
[
(a · (M (ω)k+1 −M (ω)k ))2 1{|a·(M (ω)
k+1−M
(ω)
k
)|≥ǫ√n}
∣∣∣Fk]
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for ǫ > 0 and m ≤ n. Denoting
fK(ω) := E
0
ω
[
(a ·M (ω)1 )2 1{|a·M (ω)1 |≥K}
]
for K ≥ 0, then we may write from [3, Lemma 6.1],
V (ω)n,m(ǫ) :=
1
n
m∑
k=0
fǫ√n ◦ TXk(ω).
The Markov chain on environments, n→ TXnω is ergodic, see [3, Theorem 3.2], thus
the conditions of the Lindeberg–Feller (functional) CLT for martingale hold, see [9,
Theorem 7.7.3]. Thereby we conclude that the random continuous function
t 7→ 1√
n
{
a ·M (ω)⌊nt⌋ + (nt− ⌊nt⌋)a · (M (ω)⌊nt⌋+1 −M (ω)⌊nt⌋)
}
converges weakly to Brownian motion with mean zero and covariance
E[f0] = E[E
0
ω[(a ·M (ω)1 )2]],
which is finite from (iii) of Proposition 2.1. This can be written as a ·Da where D
is the matrix with coefficients
Dij := E[E
0
ω[(ei ·M (ω)1 )(ej ·M (ω)1 )]].
Applying the Crame´r-Wold device, see [9, Theorem 2.9.5], we conclude that the lin-
ear interpolation of the map t 7→ M (ω)⌊nt⌋/
√
n scales to d-dimensional Brownian mo-
tion with covariance matrix D. Condition (S) implies that M
(ω)
n −Xn = χ(Xn, ω) =
o(
√
n), see [3, page 110] for more detailed calculations. The same conclusion hence
applies to t 7→ Bn(t) in (1.2).
For the completeness of the proof of Theorem 1.1, we have to show that conditions
(S) and (B) are satisfied. Thanks to (ii) and (iv) of Proposition 2.1, for the proof
of (S) it is enough to check conditions (iii), (iv) and (v) of Proposition 2.2. Let us
first prove conditions (B) and (v) of Proposition 2.2.
Proposition 3.1. Conditions (B) and (v) of Proposition 2.2 hold.
Proof. Let us first construct a set Ω̂1 ⊂ Ω0 of full P-measure such that the following
holds for ω ∈ Ω̂1: there is a positive integer M(ω) such that γe(Txω) ≤ n holds for
all n ≥ M(ω) and for all x ∈ P(ω), e ∈ Zd with |x|∞ = n, |e| = 1. For n ≥ 1, we
define a subset An of Ω0 by
An := {γe ◦ Tx > n for some x ∈ P, e ∈ Zd with |x|∞ = n, |e| = 1}.
Note that there exists a constant c3 = c3(d) such that #{x ∈ Zd; |x|∞ = n} ≤ c3nd−1
for n ≥ 1. Chebyshev’s inequality then implies that for n ≥ 1 and ǫ > 0,
P(An) ≤
∑
|x|∞=n
∑
|e|=1
P(x ∈ P, γe ◦ Tx > n)
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≤
∑
|x|∞=n
∑
|e|=1
Q(Ω0)
−1Q(γe > n, ω(0) = 1)
≤ c3nd−1
∑
|e|=1
P(γe > n)
≤ c3n
d−1
nd+ǫ
∑
|e|=1
E[γd+ǫe ].
It follows that the sequence (P(An))
∞
n=0 is summable, and then we can construct the
desired set Ω̂1 from the Borel–Cantelli lemma.
Next we shall check condition (v) of Proposition 2.2. Let ω ∈ Ω̂1 and define a
positive integer N(ω) by
N(ω) := M(ω) + max{γe(Txω); x ∈ B(0,M(ω)), e ∈ Zd with |e| = 1}.
Then the following holds for ω ∈ Ω̂1: Ny(ω) ⊂ B∞(x, 3n) for all n ≥ N(ω) and all
x ∈ P(ω) ∩ B∞(0, n), y ∈ P(ω) ∩ B∞(x, n). This ensures that we have for P-æω,
max
x∈P(ω)
|x|∞≤n
P xω (|Yt∧τn − Y0|∞ > 3n) = 0, t > 0, n ≥ N(ω).
Replacing | · |∞ by | · |, we find that condition (v) of Proposition 2.2 is satisfied.
Finally, let us prove condition (B). For fixed ω ∈ Ω̂1 and n ≥ 0, we consider
a P(ω)-nearest neighbor path (0 = x0, x1, . . . , xn) starting at the origin of length
n. It is clear by the choice of N(ω) that |x1|∞ ≤ N(ω) holds. Thanks to the
choice of N(ω), |x2|∞ has to be less than 2N(ω). By induction on the steps of
(0 = x0, x1, . . . , xn) we can see that for 2 ≤ i ≤ n, |xi| ≤ 2i−2N(ω). We hence have
the following rough upper bound on the | · |∞-norm of xn:
|xn|∞ ≤ N(ω)
(
1 +
n∑
i=2
2i−2
)
= 2n−1N(ω),
which verifies condition (B). 
We next prove bound (2.2) in condition (iv) of Proposition 2.2.
Proposition 3.2. Bound (2.2) in condition (iv) of Proposition 2.2 holds.
Proof. From [5, Claim 5.6], there exist positive constants c′3 and c
′
4 depending only
on d such that the following holds P-a.s.: there exists a positive integer N such that
for all n ≥ N and all x, y ∈ P,
P xω (Xn = y) ≤
c′3
(n− c′4)d/2
.
The estimate above is the corresponding bound for the discrete-time version of
(Yt)t≥0, and hence we finish the proof by using a similar argument below the end of
the proof of bound (6.10) in [7]. 
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For (2.3) in condition (iv) of Proposition 2.2, let us introduce some notation
and state a lemma. We denote the graph distance on P(ω) by dω(x, y). Note
that the random walk (Yt)t≥0 has unbounded jumps under the Euclidean distance,
however it has bounded jumps under the graph distance dω. In addition, our model
satisfies the following regularity condition of volume growth. Let D(x, r) := {y ∈
P(ω); dω(x, y) < r}. There exists a positive constant C such that∑
y∈D(x,r)
∑
z∈Zd
1{z∈Ny} ≤ Crd
for all x ∈ P(ω) and r ≥ 1. Indeed, the number of points in P(ω) with the graph
distance less than r ≥ 1 is bounded by 2ddrd. Therefore, using the same strategy as
in [1, Proposition 3.4] or [7, Proposition 6.2], we obtain
sup
z∈Zd
sup
t≥1
Ezω[dω(z, Yt)]√
t
<∞.(3.1)
For this reason, if dω(x, y) is comparable with the Euclidean distance |x− y|, then
we can get the corresponding bound for the Euclidean distance version.
Lemma 3.3. There exist positive constants ρ, c5, and c6 depending only on d such
that
Q(0, x ∈ P, dω(0, x) ≤ ρ|x|) ≤ c5 exp{−c6|x|}.
Proof. We consider boxes BL(x) := x + {−L, . . . , L − 1}d, L ∈ N, x ∈ Zd. We
call BL(x) blocked if the following holds: for all 1 ≤ i ∈ [1, d], j ∈ [1, d] \ {i} and
kj ∈ [−L, L), there exists mi ∈ [−L, L) such that
ω(x+ k1e1 + · · ·+miei + · · ·+ kded) = 1.
If BL(x) is not blocked, then we call it unblocked. From assumptions (A1)-(A3), we
can see that pL := Q(BL(0) is unblocked) converges to zero as L → ∞. For L ∈ N
we set CL(0) := {BL(x); x ∈ 4LZd} and then let us introduce for k ∈ [1, d] and
distinct unit vectors v1, . . . , vk ∈ {e1, . . . , ed},
CL(v1, . . . , vk) := {BL(x); x ∈ 2L(v1 + · · ·+ vk) + 4LZd}.
To simplify notation, let C(i)L (1 ≤ i ≤ 2d) be an enumeration of CL(0) and CL(v1, . . . , vk)’s.
In addition, we define IL :=
⋃2d
i=1 C(i)L . Choose δ := 1/2d+1 and fix integers L ≥ ℓ (re-
call that ℓ appears in the finite dependence condition (A2)) and n ≥ 0. Let An be a
lattice animal on 2LZd of size n, which is a connected subset of 2LZd of n vertices and
containing 0. The event Γ(x,An) is then defined as follows: dω(0, x) < δ|x|∞/(2L)
and a P(ω)-nearest neighbor path realizing dω(0, x), which is chosen by a determin-
istic algorithm, contains n elements of IL and is included in
⋃
y∈An BL(y). Further-
more, for k ∈ [n/2d, n] and i ∈ [1, 2d] we define the event G(k, i,An) as follows:⋃
y∈An BL(y) contains exactly k elements of C
(i)
L and at least δn of its k elements
of C(i)L are unblocked. Note that some C(i0)L has at least n/2d elements included in
10 N. KUBOTA⋃
y∈An BL(y), and P(ω)-nearest neighbor paths realizing dω(0, x) intersect at least
|x|∞/(2L) elements of IL. If at most δn these elements of C(i0)L are unblocked, then
the realizing path passes through at least n/2d − δn = δn ≥ δ|x|∞/(2L) blocked
boxes in C(i0)L . Therefore, one has
Γ(x,An) ⊂
⋃
n/2d≤k≤n
2d⋃
i=1
G(k, i,An).
On the other hand, for each i ∈ [1, 2d], the events {C is unblocked} for C ∈ C(i)L ⊂
{BL(y); y ∈ An} are independent and have the same probability pL. Set δ′(L) :=
δ − pL and
x
0
An
Figure 1. A P(ω)-nearest neighbor path realizing dω(0, x) and a lat-
tice animal An. The crosses stand for sites on a P(ω)-nearest neighbor
path.
α(L) := (pL + δ
′(L)) log
pL + δ
′(L)
pL
+ (1− pL − δ′(L)) log
1− pL − δ′(L)
1− pL .
The Chernoff bound yields
Q(G(k, i,An)) ≤ exp{−α(L)k}.
This ensures that
Q({0, x ∈ P} ∩ Γ(x,An)) ≤
∑
n/2d≤k≤n
2d∑
i=1
Q(G(k, i,An))
≤ 2dn exp{−α(L)δn}.
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Since α(L)→∞ as L→∞, we can find L satisfying
(2d)2n2dn exp{−α(L)δn} ≤ 2dne−2n, n ≥ 1.
Recall that the number of lattice animals on 2LZd, of size n, containing the origin,
is roughly bounded from above by (2d)2n, see [8, Lemma 1]. It follows that we get
Q(0, x ∈ P, dω(0, x) < δ|x|∞/(2L))
≤
∑
n≥|x|∞/(2L)
(2d)2n2dn exp{−α(L)δn}
≤ 2d
∑
n≥|x|∞/(2L)
exp{−n}
≤ 2
d
1− e−1/2 exp{−|x|∞/(2L)}.
Therefore, Lemma 3.3 follows. 
After the preparation above, let us show (2.3) in (iv) of Proposition 2.2.
Proposition 3.4. Bound (2.3) in (iv) of Proposition 2.2 holds.
Proof. We first show that there is a positive constant c7 depending only on d and
Ω̂2 ⊂ Ω of full Q-measure such that the following holds for ω ∈ Ω̂2: there exists a
positive integer N(ω) such that dω(z, y) ≥ ρ|z − y| holds for all n ≥ N(ω) and all
z, y ∈ P(ω) with |z| ≤ n, |z− y| ≥ c7 log n. Set c7 := 2(d+2)/c6. From Lemma 3.3,
we have for some positive constant c8 depending only on d and for all sufficiently
large N ,
∞∑
n=N
∑
z,y∈Zd
|z|≤n
|z−y|≥c7 logn
Q(0, y − z ∈ P, dω(0, y − z) < ρ|z − y|)
≤
∞∑
n=N
∑
z,y∈Zd
|z|≤n
|z−y|≥c7 logn
c5 exp{−c6|z − y|}
≤
∞∑
n=N
∑
|z|≤n
∑
K≥c7 logn
c8K
d−1 exp{−c6K}.
It is easy to see that this sum converges. By the Borel–Cantelli lemma the assertion
stated in the beginning of the proof is verified.
Fix ω ∈ Ω̂2. We then obtain for all n ≥ N(ω), |z| ≤ n and t ≥ n,
Ezω[|z − Yt|]√
t
≤ 1√
t
(
ρ−1Ezω[dω(z, Yt)] + c7 log n
)
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≤ ρ−1E
z
ω[dω(z, Yt)]√
t
+ c7
log n
n
,
which proves bound (2.3) in (iv) of Proposition 2.2. 
Finally, we will prove that the corrector χ satisfies condition (iii) of Proposition
2.2. To do this, let us introduce some notation and state a lemma. Denote by Eθ,n
the event that for any y ∈ P ∩ [−n, n]d, there exists a P-nearest neighbor path
(0 = z0, z1, . . . , zm = y) from 0 to y such that max0≤k≤m |zk|∞ ≤ nθ.
Lemma 3.5. Suppose that the following condition (C) holds:
(C) For some θ > 0 the sequence (P(Ecθ,n))
∞
n=1 is summable.
Then, condition (iii) of Proposition 2.2 holds.
Proof. For ω ∈ Ω0 let
Rn(ω) := max
x∈P(ω)
|x|∞≤n
|χ(x, ω)|.
From (iii) of Proposition 2.1, we have
E[R2n1Eθ,n]
≤ (4λn)2
∑
|x|∞≤nθ
∑
y∈Zd
E[|χ(x+ y, ·)− χ(x, ·)|21{x∈P}1{y∈Nx}]
≤ c9nθ+2
for every n ≥ 1 and some constant c9 = c9(θ). Applying Chebyshev’s inequality, we
obtain for θ′ > 0,
P(Rn1Eθ,n ≥ nθ
′
) ≤ c9n−2θ′+θ+2.
Condition (C) thereby yields that for θ′ > (θ + 3)/2,
∞∑
n=0
P(Rn ≥ nθ′) ≤
∞∑
n=0
P(Rn1Eθ,n ≥ nθ
′
) +
∞∑
n=0
P(Ecθ,n)
≤ 1 + c9
∞∑
n=1
n−2θ
′+θ+2 +
∞∑
n=0
P(Ecθ,n) <∞,
which proves condition (iii) of Proposition 2.2 by the Borel–Cantelli lemma. 
Due to Lemma 3.5, for the proof of condition (iii) of Proposition 2.2 it suffices
to check condition (C). For x = (x1, . . . , xd) ∈ Zd and 2 ≤ i ≤ d, let us denote
by Fi,n(x) the event that for any y ∈ P ∩ [−n, n]i × {(xi+1, . . . , xd)}, there exists a
P-nearest neighbor self-avoiding path (x = r0, r1, . . . , rm = y) from x to y such that
rk ∈ [−n, n]i×{(xi+1, . . . , xd)}, 1 ≤ k ≤ m. In addition, let Gi,n(x) be the version of
Fi,n(x) with [−n, n]i×{(xi+1, . . . , xd)} replaced by {x1}× [−n, n]i×{(xi+2, . . . , xd)},
i.e., Gi,n(x) is the event that for any y ∈ P∩{x1}× [−n, n]i×{(xi+2, . . . , xd)}, there
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exists a P-nearest neighbor self-avoiding path (x = r0, r1, . . . , rm = y) from x to y
such that rk ∈ {x1} × [−n, n]i × {(xi+2, . . . , xd)}, 1 ≤ k ≤ m.
Proposition 3.6. Condition (C) is satisfied, and therefore condition (iii) of Propo-
sition 2.2 holds.
Proof. Let ρ := 1−Q(Ω0). Suppose that for some i ∈ [2, d− 1] there exist positive
constants C
(i)
1 , C
(i)
2 such that for all n large enough and all x = x1e1 + · · ·+ xiei ∈
Zd ∩ [−n, n]d,
Q(Fi,n(x)
c ∩ Ωx) +Q(Gi,n(x)c ∩ Ωx) ≤ C(i)1 ρC
(i)
2 n.(3.2)
Denote by Hi,n(z) the event that for all −n ≤ k ≤ n there is a site w = ke1 +
w2e2 + · · · + wiei + zi+1ei+1 such that w ∈ P and −n ≤ wj ≤ n for 2 ≤ j ≤ i. A
straightforward calculation then shows that we get, for z = z1e1 + · · ·+ zi+1ei+1 ∈
Zd ∩ [−n, n]d,
Q(Fi+1,n(z)
c ∩ Ωz) ≤ Q(Fi,n(z)c ∩ Ωz) +Q(Hi,n(z)c)
+Q(Fi+1,n(z)
c ∩ Ωz ∩ Fi,n(z) ∩Hi,n(z)).(3.3)
By (3.2) the first term of the right-hand side of (3.3) is less than C
(i)
1 ρ
C
(i)
2 n. More-
over, it is easy to see that there are positive constants c10 and c11 such that for all
sufficiently large n, the second term of the right-hand side of (3.3) is bounded from
above by c10ρ
c11n. Let us estimate the third term of the right-hand side of (3.3). On
the event Hi,n(z), there are sites uk ∈ P, −n ≤ k ≤ n such that
uk ∈ U(i, n, k) := {ke1 + v2e2 + · · ·+ viei + zi+1ei+1;−n ≤ v2, . . . , vi ≤ n}.
Note that, on the event
Ii,n(z) := Ωz ∩ Fi,n(z) ∩Hi,n(z) ∩
n⋂
k=−n
(Gi,n(uk) ∩ Ωuk),
for each y = y1e1 + · · ·+ yi+1ei+1 ∈ [−n, n]d ∩ P the site uy1 is connected to y by a
P-nearest neighbor path included in {y1} × [−n, n]i × {0}d−i−1 and is connected to
z by a P-nearest neighbor path included in [−n, n]i × {0}d−i. For this reason, the
event Fi+1,n(z) occurs on the event Ii,n(z). We hence obtain
Q(Fi+1,n(z)
c ∩ Ωz ∩ Fi,n(z) ∩Hi,n(z))
≤
∑
(u−n,...,un)
∈U(i,n,−n)×···×U(i,n,n)
Q
(
Fi+1,n(z)
c ∩ Ωz ∩ Fi,n(z) ∩Hi,n(z) ∩
n⋂
k=−n
Ωuk
)
≤
∑
(u−n,...,un)
∈U(i,n,−n)×···×U(i,n,n)
(
Q(Fi+1,n(z)
c ∩ Ii,n(z)) +
n∑
j=−n
Q(Gi,n(uj)
c ∩ Ωuj )
)
≤ C(i)1 (2n+ 1)i+1ρC
(i)
2 n,
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and therefore
Q(Fi+1,n(z)
c ∩ Ωz) ≤ C(i)1 ρC
(i)
2 n + c10ρ
c11n + C
(i)
1 (2n+ 1)
i+1ρC
(i)
2 n
is shown. By the same argument as above, we can estimate Q(Gi+1,n(z)
c ∩ Ωz), so
there are some positive constants C
(i+1)
1 and C
(i+1)
2 such that for all n large enough
and all z = z1e1 + · · ·+ zi+1ei+1 ∈ Zd ∩ [−n, n]d,
Q(Fi+1,n(z)
c ∩ Ωz) +Q(Gi+1,n(z)c ∩ Ωz) ≤ C(i+1)1 ρC
(i+1)
2 n.
By induction on i, it is enough to show (3.2) in the case i = 2. To simplify
notation, let d = 2. We treat only the estimate for Q(F2,n(x)
c ∩ Ωx), x = x1e1 +
x2e2 ∈ Z2 ∩ [−n, n]2, since an analogous statement with Q(G2,n(x)c ∩Ωx) instead of
Q(F2,n(x)
c∩Ωx) can be derived similarly. Without loss of generality we can assume
x2 ≥ 0. To this end, for n ≥ 1, u ∈ [0, n] ∩ Z, 0 < δ < 1 and L ≥ 1 let us introduce
the events
Λ0(u, L) := {(u− j)e2 ∈ P for some 1 ≤ j ≤ L},
Λ1(u, δ, L, n) :=
{
1
2n+ 1
n∑
i=−n
1Λ0(u,L) ◦ Tie1 > 1− δ
}
,
and Λ2(u, L, n) defined as follows: for all ℓ ≤ j ≤ L, there is an 0 ≤ ij ≤ n such
that
ω(ije1) = ω(ije1 + (u− j)e2) = 1,
and for all 0 ≤ m ≤ ℓ− 1, there is km ∈ [0, n] such that
ω(kme1 + (u−m)e2) = ω(kme1 + (u− (m+ ℓ))e2) = 1.
The event Λ1(u, δ, L, n) means that almost all vertical lines are blocked in the slab
[−n, n]× [u−L, u] and the event Λ2(u, L, n) means that all lines in the slab [−n, n]×
[u − L, u] are connected by P-nearest neighbor paths included in [−n, n]2. We will
estimate Q(Λ1(u, δ, L, n)
c). Let 0 < δ < Q(Ω0) and we choose 0 < δ1 < δ. Note
that if
n >
1
2
(
(1− δ1)ℓ
δ − δ1
− 1
)
,(3.4)
then
2n+ 1
⌊(2n+ 1)/ℓ⌋
1− δ
ℓ
< 1− δ1.
Let Ik := {−n + k +mℓ; 0 ≤ m ≤ ⌊(2n + 1)/ℓ⌋ − 1} for 0 ≤ k ≤ ℓ− 1. We get for
any n satisfying (3.4),
Q(Λ1(u, δ, L, n)
c)
≤ Q
(
1
2n+ 1
ℓ−1∑
k=0
∑
i∈Ik
1Λ0(u,L) ◦ Tie1 ≤ 1− δ
)
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≤
ℓ−1∑
k=0
Q
(
1
2n+ 1
∑
i∈Ik
1Λ0(u,L) ◦ Tie1 ≤
1− δ
ℓ
)
≤ ℓQ
(
1
⌊(2n + 1)/ℓ⌋
∑
i∈I0
1Λ0(x,L) ◦ Tie1 ≤
2n+ 1
⌊(2n+ 1)/ℓ⌋
1− δ
ℓ
)
≤ ℓQ
(
1
⌊(2n + 1)/ℓ⌋
∑
i∈I0
1Λ0(u,L) ◦ Tie1 < 1− δ1
)
.
It is clear from (A2) and (A3) that we can take numbers 0 < δ2 < 1 and L ≥ 2ℓ− 1
with 1− δ1 ≤ (1− δ2)Q(Λ0(0, L)). Thus, Q(Λ1(u, δ, L, n)c) is smaller than
ℓQ
(
1
⌊(2n+ 1)/ℓ⌋
∑
i∈I0
1Λ0(u,L) ◦ Tie1 < (1− δ2)Q(Λ0(0, L))
)
.(3.5)
Using the Chernoff bound, we estimate (3.5) from above by
ℓ exp
{
−δ
2
2 Q(Λ0(0, L))
2
⌊
2n+ 1
ℓ
⌋}
.
It follows that
Q(Λ1(u, δ, L, n)
c) ≤ ℓ exp
{
−δ
2
2 Q(Λ0(0, L))
2
⌊
2n+ 1
ℓ
⌋}
.(3.6)
holds for all n satisfying (3.4).
Let us next estimateQ(Λ2(x, L, n)
c). Noting that by assumption (A2) ω(kℓe1), k ≥
0 are independent under Q, we have for n ≥ ℓ,
Q(Λ2(u, L, n)
c)
≤
L∑
j=ℓ
Q
(
for every 0 ≤ i ≤ n/ℓ,
ω(iℓe1) = ω(iℓe1 + (u− j)e2) = 1 fails
)
+
ℓ−1∑
m=0
Q
(
for every 0 ≤ k ≤ n/ℓ, ω(kℓe1 + (u−m)e2)
= ω(kℓe1 + (u− (m+ ℓ))e2) = 1 fails
)
≤ (L− ℓ+ 1)(1−Q(Ω0)2)n/ℓ + ℓ(1−Q(Ω0)2)n/ℓ
= (L+ 1)(1−Q(Ω0)2)n/ℓ.
(3.7)
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x
y
L
x1
x2
n−n−n
n
Figure 2. The event E1,n(x)
c ∩ Ωx ∩ Λ1(x2, δ, L, n) ∩ Λ2(x2, L, n).
The crosses standing for L horizontal lines are connected to x by
P (ω)-nearest neighbor paths included in [−n, n]2. There exists some
site y ∈ P(ω)∩ [−n, n]2 such that the site y is not connected to x and
solid vertical lines cannot have points in the slab [−n, n]× [x2−L, x2].
We shall estimate the left-hand side of (3.2). Bounds (3.6) and (3.7) ensure that
Q(E1,n(x)
c ∩ Ωx)
≤ Q(Λ1(x2, δ, L, n)c) +Q(Λ2(x2, L, n)c)
+Q(E1,n(x)
c ∩ Ωx ∩ Λ1(x2, δ, L, n) ∩ Λ2(x2, L, n))
≤ exp
{
−δ
2
2 Q(Λ0(L))
2
⌊
n+ 1
ℓ
⌋}
+ L(1−Q(Ω0)2)n/ℓ
+Q(E1,n(x)
c ∩ Ωx ∩ Λ1(x2, δ, L, n) ∩ Λ2(x2, L, n)).
(3.8)
holds for x = x1e1 + x2e2 ∈ Z2 ∩ [−n, n]2. We now prove that there is y1e1 + y2e2 ∈
P ∩ [−n, n]2 such that
n∑
i=−n
1{ω(ie1+y2e2)=1} < δ(2n+ 1)(3.9)
holds on the event E1,n(x)
c ∩Ωx ∩Λ1(x2, δ, L, n)∩Λ2(x2, L, n). We suppose that on
the event Ωx ∩ Λ1(x2, δ, L, n) ∩ Λ2(x2, L, n), bound (3.9) fails for all y1e1 + y2e2 ∈
P ∩ [−n, n]2. On the event Ωx ∩ Λ1(x2, δ, L, n), there exist at least ⌈(1 − δ)(2n +
1)⌉ vertical lines contained in [−n, n]2 such that each of these vertical lines has
a site in P standing for the slab [−n, n] × [x2 − L, x2]. Moreover, on the event
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Ωx ∩ Λ2(x2, L, n), all lines in the slab [−n, n] × [x2 − L, x2] are connected to x
by P-nearest neighbor paths included in [−n, n]2. It follows that on the event
Ωx ∩ Λ1(x2, δ, L, n) ∩ Λ2(x2, L, n), at least ⌈(1− δ)(2n+ 1)⌉ vertical lines contained
in [−n, n]2 are connected to x by P-nearest neighbor paths. On the other hand,
on the event Ωx ∩ Λ1(x2, δ, L, n) ∩ Λ2(x2, L, n) there is a horizontal line contained
in [−n, n]2 such that it does not have sites connected to x by a P-nearest neighbor
path included in [−n, n]2 and this horizontal line has at least ⌈δ(2n + 1)⌉ sites in
P. This means that the number of vertical lines contained in the box [−n, n]2 has
to be strictly greater than (1 − δ)(2n + 1) + δ(2n + 1) = 2n + 1, which contradicts
that the number of vertical lines contained in the box [−n, n]2 is equal to 2n + 1.
Therefore, on the event Ωx∩Λ1(x2, δ, L, n)∩Λ2(x2, L, n), bound (3.9) holds for some
y1e1 + y2e2 ∈ P ∩ [−n, n]2.
The same argument as in the proof of (3.6) implies
Q(E1,n(x)
c ∩ Ωx ∩ Λ1(x2, δ, L, n) ∩ Λ2(x2, L, n))
≤ (2n+ 1)2Q
( n∑
i=−n
1{ω(ie1)=1} < δ(2n+ 1)
)
≤ ℓ(2n+ 1)2 exp
{
−δ
2
3 Q(Ω0)
2
⌊
2n + 1
ℓ
⌋}(3.10)
for all sufficient large n and some 0 < δ3 < 1. According to (3.8) and (3.10), bound
(3.2) holds for i = 2. 
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