Abstract. This paper presents theoretical, computational, and experimental aspects of the instability development in the flow of thin fluid films. The theoretical part involves basic fluid mechanics and presents derivation of the thin film equation using lubrication approximation. A simplified version of this equation is then analyzed analytically using linear stability analysis, and also numerically. The results are then compared directly to experiments. The experimental part outlines the setup, as well as data acquisition and analysis. This immediate comparison to experiments is very useful for gaining better insight into the interpretation of various theoretical and computational results.
Introduction.
Most traditional programs in applied mathematics, engineering, or physics include classes such as ordinary and partial differential equations, at least one class in programming and numerical methods, and introductory physics, to name just a few. Very often, however, there is no time for students to develop deeper understanding of some particular problem that would allow them to apply their acquired knowledge. Further, most of the typical classwork is individual, while the skills that are needed in "real-life" surroundings include group work and a significant amount of interaction between the members of a team.
One way to help students bridge the gap between their common classwork and more involved problems, as well as to round off their undergraduate education, is to offer a class that (i) is interdisciplinary, (ii) is related to some problem of practical relevance and/or close to the forefront of current scientific research, and (iii) unifies many different (and often disjoint) aspects of the classes they have already taken. Satisfying all these requirements is not easy. At the same time, formulating an appropriate project is extremely gratifying, since working on a new and not yet completely understood problem provides significant motivation and interest.
The project presented here was carried out at the Department of Mathematical Sciences of NJIT during the Spring 2001 semester. It contains theoretical, computational, and experimental components, and includes some aspects of data analysis and image processing, as well as more classical methods related to ordinary and partial
these equations are as follows:
where u is the fluid velocity, ρ is the density, and µ is the viscosity, which effectively introduces "friction" into the problem. The last term is due to the normal component of gravity, and the next to last stands for the downhill component. The coordinate frame is as shown in Figure 2 . In section 2.3.1 and Appendix D, I discuss two important aspects of the typical fluid profile, namely, the formation of a ridge just behind the front and thinning of the fluid far behind.
The N-S equations are to be coupled with the appropriate initial and boundary conditions (BCs). Initial conditions are relatively simple: one just needs to prescribe an initial fluid shape. BCs are more involved, since they reflect the interaction of the fluid film with the solid, and also with the air at the free surface (see Figure 2 ). At the fluid-solid interface, one usually uses the so-called no-slip BC, that specifies that the tangential component of the fluid velocity vanishes there [2] . The BC at the free surface is that there is a jump of pressure across the interface. The size of this jump is proportional to surface tension. This is a material parameter that is responsible, e.g., for keeping liquid drops together; essentially it tends to decrease the surface to volume ratio. If the interface is flat, the jump in the pressure is zero. If the interface is curved, this jump is a linear function of the curvature, κ, of the free surface [2] .
Reduction of Navier-Stokes to Thin Film Equations.
Equations (2), combined with the outlined BCs, are very complicated and difficult to address by either analytical or numerical means. There is, however, one property of all thin film flows that can be used for significant simplification. The film is thin; hence, the ratio of the film thickness, h, and any in-plane length-scale, L, becomes a small parameter, . In Appendix A we show how the smallness of simplifies the formulation. In particular, by averaging over the fluid thickness, we effectively reduce the number of relevant spatial dimensions. This helps tremendously in both theoretical and computational analysis.
The reduction of N-S equations (often called lubrication, or long-wave approximation) leads to the following PDE for the fluid thickness, h(x, y, t) (see Appendix A),
where now ∇ = (∂ x , ∂ y ). The fourth-order term results from surface tension (which tends to flatten the free surface), and the last two terms are due to gravity. Note that (3) is strongly nonlinear, requiring care in finding the solution(s) and understanding of their properties.
Considering only the highest order term, (3) is a fourth-order diffusion equation and has a number of interesting properties. One of them is the lack of maximum principle, satisfied by the (usual) second-order diffusion. A consequence is that the solutions of (3) are not bounded from either above or below. Therefore, even if the initial condition is nonzero everywhere (i.e., the fluid completely covers the domain), there is no guarantee that a solution will satisfy this property for all times. Closer inspection of (3) reveals also that it is degenerate, meaning that the coefficient of the highest order terms (h 3 ) vanishes as h → 0. This and other properties of the equations such as (3) are outlined in accessible manner in [4] . An alternative derivation of the lubrication approximation, as well as an overview of a variety of problems involving thin films, can be found in [14] .
Nondimensionalization and Basic Properties of Thin Film Equations.
The first step in solving (3) is to put it in a nondimensional form. To do this, we scale the fluid height, h, by the thickness far behind the front, h c . Next, we rescale the in-plane coordinates, and time, by defining (x,ȳ,t) = (x/x c , y/x c , t/t c ). Balancing the capillary (surface tension) term with the gravity ones specifies the appropriate choice for x c . The requirement that the time derivative term is of the same order as the terms on the right-hand side (RHS) of (3) yields the time scale, t c :
The quantity a = γ/ρg is called the capillary length; this is the length-scale at which the capillary effects become important relative to gravitational ones. The velocity scale is chosen naturally as U = x c /t c . It is also appropriate to define the capillary number Ca = µU/γ; this quantity measures the importance of the viscous forces relative to those resulting from surface tension. Using this nondimensionalization, we obtain that (3), forh = h/h c , is given by (dropping the bars)
where the single dimensionless parameter D(α) = (3Ca) 1/3 cot(α) measures the size of the normal component of gravity.
It should be noted that the lubrication approximation requires not only that the direction normal to the plane be much shorter than any in-plane dimension, but also that the slope of the free surface be small. The reader may want to check that this requirement leads to [(h c /a) sin α)] 2/3 1 (assuming slopes of O(1) expressed in terms of the nondimensional quantities). Therefore, the maximum thickness of the film that still satisfies the assumptions of lubrication approximation depends on α; for small α's, this condition is always fulfilled; however, for large α's, it is valid only for very thin films. By specifying the parameters defining the fluid, it is easy to determine whether lubrication approximation is appropriate for a given h c . Furthermore, after we obtain a solution of (5), we need to check that the gradients of the solution are not too large (see Exercise 2.2).
Before we proceed any further, we need to clarify one more point. There is an obvious contradiction between the use of a no-slip boundary condition that requires the parallel component of fluid velocity at the fluid-solid interface to vanish, and the motion of the fluid front. In the literature this is called "contact line paradox." Although one can find a number of ways (some outlined below) around this issue, it is worth emphasizing that this problem is not yet resolved; i.e., the fluid behavior close to the contact line is not completely understood. Some of the possible approaches are (i) inclusion of intermolecular (van der Waals) forces explicitly into the governing equations, (ii) allowing for a fluid to slip at the boundary, or (iii) assuming that the surface is already prewetted by a very thin fluid layer, called precursor film. This last approach (used in this paper) is appropriate even when the surface itself is dry but the fluid is completely wetting, such as silicon oil spreading on glass shown in Figure 1 . The interested reader can find a more complete description of the contact line problem in, e.g., [7] and the references therein; in particular, [8] provides a detailed overview of this issue.
Two-Dimensional Equation and
Traveling Waves. Equation (5) is much simpler than the original N-S formulation (2) . However, it is still a strongly nonlinear PDE. To gain basic understanding of some of its solutions, it is useful to simplify it even further. One simplification is to assume that h is y-independent, meaning that the film flows without developing any structure in the transverse direction. This assumption reduces (5) to the following PDE with one space variable:
One possible choice for the BCs is
where L x is the domain size and b is the precursor film thickness, b
1. The idea behind (7) is that both far behind and far in front of the contact line, h does not change (the fluid is flat) and the thickness is fixed. This assumption is not exactly satisfied whenever we have a fixed volume of fluid spreading, since the film thins with time. However, both experiments and theory show that this thinning typically happens on a much longer time scale than the development of instability (see Appendix D). Correspondingly, it is a reasonably good approximation to assume that h is fixed at x = 0, L x . These BCs lead to a traveling wave solution for h(x, t). That is, one can define a function h 0 (ξ) = h(x, t), where ξ = x − Ut, that satisfies (6) and the BCs (7). Plug h 0 (ξ) into (6) and integrate once to obtain this ODE:
The BCs (7) 
In the limit b → 0 we obtain U → 1, independently of α; this is one of the reasons for choosing the scaling (4). One can think of (8) as an equation for the fluid profile in the reference frame moving with velocity U down an incline; in that frame the fluid profile does not change with time.
To summarize, we have significantly simplified the problem from a system of nonlinear PDEs (2) to a single ODE (8) . This ODE is, of course, not sufficient to completely understand the instability problem we are set to explore; it is, however, a very good starting point. This equation can be solved numerically using, i.e., the nonlinear shooting method. However, it turns out that it is actually easier to solve the PDE (6) directly. The numerical solution of that equation is outlined below.
Numerical Results.
The computational codes needed for efficient and accurate solutions of high-order PDEs in more than one space dimension (such as (5)) are often very elaborate. However, simple equations of the form (6) are relatively easy to solve. Appendix B presents the details of an appropriate numerical procedure; some results are given below. Use of commercial software, such as MATLAB, may be also appropriate. Figure 3 shows the evolution of the fluid profile where the initial condition is a smooth curve connecting two flat regions via a transitional part about the initial front position, chosen at x f = 5. The results that follow are independent of L x , or of the details of the initial condition. The snapshots of the fluid profiles show that, after initial transients, the flow develops a traveling wave profile, as outlined above, traveling with the speed equal to v f = 1 + b + b 2 . Note that computations can also be performed in the traveling frame, moving with v f (i.e., in terms of the ξ coordinate instead of x). In that frame, the film profile is steady after initial transients.
The main feature of the profile h(x, t) is the presence of a bump (capillary ridge) near the contact line. This bump is much larger for D = 0, shown in Figure 3a , than for D = 1, Figure 3b . In what follows, we will see that the height of the bump is important in order to understand the stability of the flow with respect to perturbations in the transverse direction. This bump can be seen by the naked eye in the physical experiments outlined in section 3 (or simply by observing the flow of paint down a wall).
Remark. In experiments, the BCs are typically slightly different, since there is a fixed volume of the fluid supplied, and therefore the BC h(0) = 1 is not satisfied. The numerical simulation can be easily modified to account for this difference by replacing h(0) = 1 with h xxx (0) = 0. The resulting profile can then be compared to the similarity solution outlined in Appendix D.
Three-Dimensional Flow and Linear Stability Analysis.
The main question that we want to answer is whether the contact line is stable (straight) or not. Figure 1 and Table 1 .
If not, can we understand the mechanism which governs the characteristics of the emerging patterns, such as their growth, or the distance between them? In order to reach the answers, it is necessary to include the third, transverse, direction. Before proceeding to three-dimensional (3D) geometry, it is useful to recall the typical experimental results (see section 3). After the fluid is released, for some time it flows down uniformly, without developing any structure in the y direction (see Figure 1a ). During this initial time period, the solution of (8) (or, equivalently, of (6)), describes realistically the dynamics of the fluid film. For longer times, patterns start growing on top of this "base" solution. This scenario suggests that some insight into instability can be obtained by superimposing a small perturbation on the base solution, and following its time evolution. More precisely, consider (5) in the moving frame defined by (ξ, y), and assume a solution in the form
where 1 and h 1 (in some norm) is of O(1). Next, plug this ansatz into (5) and keep only terms to O( ). This approach reduces the original problem (5) to a linear problem for the correction, h 1 . Since linear problems are much easier to solve, we expect to obtain h 1 with less effort than the full solution, h. The time evolution of h 1 will give us some insight into the initial development of instability. If h 1 becomes large, this approach is no longer valid, since h 1 could become comparable to h 0 . The full derivation of the equation for the correction, h 1 , is given in Appendix C.
To simplify the problem, use the fact that the y-dependence of the solution, h 1 (ξ, y, t), can be expressed as a continuous superposition of Fourier modes,
Here q is a wavenumber, which is related to the spatial period of the perturbation, λ, by q = 2π/λ. For convenience, consider a semi-infinite domain, −∞ ≤ ξ ≤ 0. The function g satisfies the linear equation (34), given in Appendix C (for simplicity of notation, the dependence of g (and of σ below) on q is not stated). The next step is to realize that the explicit time dependence of g has to be exponential due to the fact that it satisfies the homogeneous equation (34). Hence
The quantity σ, called the growth rate, determines the time evolution: if σ is positive, any small perturbation (possibly due to microscopic noise) grows and develops patterns; if σ is negative, a perturbation disappears. Equation (34), while linear, involves the solution, h 0 , of the base problem (8), which is not known analytically. Then (34) has to be solved numerically as well. Some insight, however, can be reached without resorting to numerics.
Let us consider the limit of small q, i.e., of very long wavelengths. Simple but rather tedious computation shows (see Appendix C) that, for small q (and letting
For larger q's, there is an additional term proportional to q 4 . That term produces a negative contribution to σ(q), since it involves surface tension, which always stabilizes short wavelengths. Therefore, the only possibility for σ to be positive is if the integrand in (12) is positive. Hence, h 0 has to be larger than 1 for a considerable part of the domain if the flow is to be unstable. Now we can understand why the capillary ridge of the solution is important. According to the just presented results, only the fluid film that develops a sufficiently large capillary ridge can become unstable. Therefore, if we can solve the two-dimensional (2D) problem and obtain h 0 , we can then calculate the integral, (12) , and obtain σ. This gives the answer to one of the questions, regarding stability of the flow.
What we still do not know is, if the flow is unstable, how to determine the distance between the emerging patterns. To answer that question, we need to determine σ(q) for all q's. There are many ways to achieve this goal. One of them is to solve the linear PDE (34); an alternative is to use (11) to formulate (and solve) an eigenvalue problem for φ(ξ) (see Appendix C). The results presented here are obtained using the first approach (see Appendix C.2); the second method is explained in some detail in [17] . Figure 3c is typical: for small q's, the resulting σ is positive, but for large q's, it is always negative. Within the band of unstable modes, there are some q's which are characterized by the largest growth rates (about q ≈ 0.5 in Figure 3c ). Recalling now that large positive σ implies exponential growth with time, we immediately conclude that these modes are the ones that grow in physical experiments. Hence, we can proceed to make a meaningful comparison between theoretical, computational, and experimental results, and test the validity of our theory. The procedure outlined here is called linear stability analysis (LSA). It is very commonly used in a variety of problems. Its most important aspect is that it reduces nonlinear problems to linear ones and allows for the use of the superposition principle and other methods appropriate to linear problems. This approach is valid as long as the size of the perturbation is O(1), as assumed above; if the perturbation itself is large, then LSA is not valid any more. In that case, one needs to resort to full numerical solution of the corresponding nonlinear problem. However, even in that case, the results of LSA are indispensable for the purpose of verifying the computational results.
Exercise 2.1. Use (3) and the definition of scales, (4), to derive the nondimensional thin film equation, (5).
Exercise 2.2. Recall that the lubrication approximation requires that the gradients of the solution be small. Estimate the maximum gradients shown in Figures 3a and 3b , and find the relation between the dimensional fluid variables and the angle α necessary for the lubrication approximation to hold (see also the discussion in section 2.1 and Appendix A).
Experimental Techniques.
Immediate comparison of theoretical and experimental results is a very attractive feature of the presented problem. In this section, we will first overview the experimental apparatus, and then review the data acquisition techniques and the comparison to theoretical results. Figure 4 shows a simple setup which is used at NJIT. It consists of a wooden frame of dimensions of 100 × 50 cm, arranged in such a way that the angle of the plane can easily be modified. A piece of glass of the same dimension as the frame is attached, and the fluid is released close to the top of the plane using a simple mechanical "dam" consisting of a piece of rubber fixed to a metal frame. After the release, the fluid flow is recorded using a digital camcorder. The movie is then stored on a computer and later used for data analysis.
Experimental Apparatus.
The fluid itself is polydimethylsiloxane (PDMS) (AlfaAesar Ward Hill, MA), also known as silicon oil (viscosity: 50 cSt; surface tension: 21 dyn/cm; density: 0.96 g/cm 3 ). The fluid is cleaned off after an experiment is performed using soap and water. The goal of the cleaning is not to take off the oil, but to achieve a reproducible experimental environment by removing macroscopic sources of noise, such as pieces of dust. Typically, 25 grams of PDMS are used per experiment. I note that a squeegee is useful for demonstration purposes; one can use it to push the fluid up, and let it flow down again.
Before proceeding with data analysis, it should be noted that experiments can be performed using other, commonly available fluids such as vegetable oil or glycerin, or using other surfaces, such as plexiglas. Different fluid/solid combinations, however, have different wetting properties, which are known to influence the shape of the emerging patterns (see, e.g., [11] ). The issue of the pattern shape is, however, complicated by the fact that the inclination angle also influences the shape, as can easily be verified in experiments; see also [1] for computational results. On a more relaxed note, readers can perform a simple experiment in their free time by gently shaking some red wine in a glass. A rim forms above the surface, which then becomes unstable in a similar manner to the flow analyzed here. Interestingly enough, this setup leads to a secondary instability of evaporative origins; details can be found in [9] and the references therein.
Data Analysis and Comparison to Theoretical
Results. There are a number of experimental results that can be measured and compared to theoretical ones. The most obvious one is the distance between the developing patterns (see Figure 1) , which should be comparable to the wavelength of maximum growth obtained from LSA (see Figure 3c) , when expressed in terms of physical units. Careful inspection of (4) shows that the needed scales involve the unknown film thickness far behind the contact line, h c (the other quantities are material parameters). We recall that the theoretical analysis assumes constant thickness of the fluid, while in the experiments the fluid thins far behind the front. One common approximation is to use the fluid thickness at the time when instability first starts developing. To determine this quantity, assume for a moment that the fluid of volume V is of rectangular solid shape characterized by width, W , length, x f , and thickness, h c . Take W = 50 cm, and approximate the distance the fluid spreads before it becomes unstable by x f . This distance is typically about 5-10 cm, depending on the value of α. Then, h c = V/(W x f ) ≈ 0.5 − 1 mm. A more precise approach is outlined in Appendix D, where the approximate shape of the fluid before the onset of instability is derived. That approach gives h c = 3V/(2W x f ), which is the value used to determine the scales in what follows. Table 1 shows the experimental and theoretical/computational distances between the patterns. The theoretical results are obtained from the plots similar to Figure 3c calculated for different α's. We see that the experimental and theoretical results follow the same trend as α is changed, although there is a relatively large scatter of the results. Exercise 3.1 mentions some sources of error. Figure 5 shows the lengths of typical patterns, obtained from the experimental movies. First, still photos (such as those shown in Figure 1 ) are extracted. Then the positions of a few representative tips and roots are recorded at selected time intervals. This procedure is rather time consuming, and it can be avoided by using one of the available commercial software packages, if so desired. However, working directly with data provides very useful experience with movie and image analysis, extraction of information through both mechanical and automated means, and processing of large quantities of data. Figure 5 shows that for very early times, the length versus time curve can be very well fitted by a straight line, as predicted by LSA. The slope of this line can then be compared directly to the theoretical values for the growth rate. These values, given in Table 1 , are extracted from results such as those shown in Figure 3c . Similarly to the distance between the patterns, the precise comparison between theory and experiments is difficult. Both theory and experiment, however, consistently predict an increase of the growth rates as the inclination angle is increased.
For late times the growth of the pattern length is not exponential any more. In order to compare experiment and theory, we note that for long times the surface tension is relevant only in a small part of the domain (close to the fronts). Therefore, it is reasonable to ignore the surface tension altogether. This approximation allows for the formulation of an asymptotic solution, presented in Appendix D, valid for very long times. The asymptotic approach concentrates on 2D situations, hence it does not include instability and neglects the surface tension, as well as the normal component of gravity. With all these simplifications, one obtains that the position of the fluid front should vary with time according to x f (t) ∝ t 1/3 . Figure 6 shows the data for the positions of the tips and the roots on a loglog plot; these are the same data as in Figure 5 . In order to make a comparison with experimental results, let us assume that in the experiments x f (t) ∝ t β , and compare the value of β to 1/3. In experiments, the fluid becomes unstable and the tips and the roots propagate according to different β's (different slopes of the solid lines in Figure 6 ). In general, one expects that for the tips, β is slightly larger, and for the roots, it is slightly smaller than 1/3. By simply estimating the slope of the experimental lines in Figure 6 , one can obtain the exponents and readily verify that the prediction of the asymptotic solution is correct.
Exercise 3.1. Discuss possible sources of error responsible for the differences between theoretical and experimental results for the distance between the patterns. Consider both theoretical and experimental sources of inaccuracy. In particular, discuss the influence of the (unknown) precursor film thickness. 
Conclusion.
At NJIT, the project outlined here was carried out during one semester by a group of six, mostly senior students. The students built the experimental apparatus and then spent some time learning how to perform the experiment and obtain reproducible results. In parallel, about three weeks were dedicated to learning the basics of fluid mechanics, as well as the reduction of N-S to the thin film equation. After this period, the students were ready to address the issues related to linear stability analysis and performed this analysis in the limit of the small wavenumber of a perturbation. The computational effort consisted of developing a C++ code that solved the governing equation (6) in two space dimensions, mostly following the approach outlined in Appendix B. My experience was that use of a (simpler) explicit method was appropriate, taking into account the computational difficulties involved in implicit schemes.
Generally, the project was very well accepted by the students. While some aspects (e.g., linear stability analysis) were rather difficult, and some other ones (e.g., the data analysis) rather time consuming, everybody, including the instructor, was curious and interested to reach a good agreement between the experiment and the theory. Most of the work was done in groups, each of which concentrated on one aspect of the problem (theory, numerics, data analysis), with everybody participating in performing the experiment. These groups were encouraged to communicate and discuss their results, with the main goal for all of them being to develop a complete picture of the problem. At the end of the semester, the students presented their results at a public seminar, and also submitted a joint report [1] .
Appendix A. Lubrication Approximation. Let us start from the N-S equations (2) . Denote the fluid velocity as u = (v, w), where w stands for the z component and v for the in-plane components. Define L and h c as the x − y and z direction lengthscales, respectively. Also, use U as a velocity scale (to be specified later), and let the time scale be defined by L/U . Next, define the Reynolds number which measures the relative importance of the inertial forces (left-hand side of (2)) and the viscous forces by Re = U Lρ/µ. It is easy to show that if Re 1, then the inertial terms can be ignored. Later we will need to verify that this assumption holds.
The second derivatives of the in-plane velocity components are rewritten as
where holds since h c L. Therefore, the in-plane derivatives can be ignored. Next, based on the incompressibility relation, ∇ · u = 0, we can also safely neglect the normal component of velocity, w |v|. These simplifications reduce (2) to
where ∇ 2 = (∂ x , ∂ y ). The last equation can be trivially integrated, and p calculated up to some function of (x, y). This function follows from the so-called Laplace-Young boundary condition, which states that at the interface, z = h(x, y), the pressure is p(h) = −γκ + p 0 , where κ is the curvature of the boundary, γ is the surface tension, and p 0 is the atmospheric pressure in the air phase. We obtain
Next, integrate (13) twice with respect to z, and use (15) . Define P = ρgh cos α − γκ to obtain
where A and B are vector constants.
To proceed, we need BCs. At z = 0, specify the no-slip BC, |v| = 0, yielding B = 0. At the fluid-air boundary, z = h(x, y), the requirement that stresses are continuous leads to ∂v/∂z| z=h(x,y) = 0 (since the air phase is assumed to be inviscid [2] ). This condition allows us to calculate A, reducing (16) to
The next step is crucial. Average over the short direction to remove the z-dependence of v, which would be difficult to measure anyway. Define this average by
where (17) is used. From this point on, write ∇ for ∇ 2 . Conservation of mass requires
Instead of the v in (19), use v . Also recall the definition of P , and approximate the curvature κ ≈ ∇ 2 h (see Exercise A.2). The resulting form of (19) is
This is the so-called thin film equation (also given in section 2) that is used instead of the N-S equations to analyze the behavior of thin fluid films.
Exercise A.1. Show that the Reynolds number is indeed a small quantity. Use the definition of scales (4) to obtain U , the typical experimental distance between patterns to estimate L (see Figure 1) , and the fluid parameters as given in section 3.
Exercise A.2. Derive the exact expression for the surface curvature. Find the conditions under which the approximation κ ≈ ∇ 2 h holds.
Appendix B. Numerical Methods. In order to obtain complete solution of the governing equations, one has to resort to numerical techniques. In this appendix, I outline a finite-difference-based computational technique that can be used to solve the base problem (6) . Some directions for solving the more complicated linearized problem (34) are given later in Appendix C.2. The full 3D problem can be approached by similar computational techniques as well; the interested reader can find some details in [12] , plots and animations in [1] , and a general introduction to numerical methods for PDEs in, e.g., [13] .
B.1. Space Discretization.
The computational domain is defined by 0 ≤ x ≤ L x , and discretized by the node points
Let y i (t) denote a discrete approximation to h(x i , t), specified by (6) . We need to formulate ODEs for dy i /dt at each i. These equations can be written in the form
where f i is a discretization of the RHS of (6). The BCs give y 0 = 1,
The values of f i involve y j at the grid points adjacent to the point i and depend on how we calculate the required derivatives. Special care is needed due to the high order of the governing equation. It is easy to check that a naive use of, e.g., central differences can lead to a large computational stencil (i.e., there would be many neighbor points involved in calculating f at a given node i). The reader can easily check that the fourth-order term would lead to a seven-point stencil, with j = i − 3, i − 2, i − 1, i, i + 1, i + 2, i + 3 involved (see Exercise B.1). Below I present a simpler discretization, involving only five points, but still second-order correct. Using a smaller stencil is important not only due to computational simplicity and performance, but also since a larger stencil would involve a number of extra points at the boundaries.
B.1.1. Discretization of the Fourth-Order Term. Consider the general equation
in our case g(h) = h 3 . Define forward and backward differences by
Equation (22) can be now discretized as
where a(s 1 , s 2 ) is some approximation to g(h). It can easily be verified that (i) this scheme leads to a five-point stencil; i.e., two neighbor points on each side of the given point i are used; and (ii) the scheme is second-order correct, as long as a is a secondorder correct approximation to g. The only remaining question is the choice of a. One could use, for example,
Remark. Some recent works have shown that there are particular a's that have some special properties. For example, there is a choice that leads to the so-called positivity-preserving scheme, meaning that if one starts from strictly positive data for h, the scheme will help preserving this property. The interested reader is refered to [4] and the references therein concerning the details.
B.1.2. Discretization of Lower Order Terms.
The performance of a scheme is usually determined by the discretization of the highest order term, so that discretization of the lower order terms is not so important, as long as it is second-order correct. The reader may want to experiment with different kinds of discretizations and compare the convergence properties of the resulting schemes. One simple possibility is to discretize the second term in the RHS of (6) as
while the last term can be discretized as
B.2. Time Discretization. There are different schemes that can be used to solve the system of coupled ODEs (21). The simpler ones are explicit schemes, which use the values of f i in (21) at time t to calculate the time derivative. The simplest possibility is the forward Euler scheme, where one discretizes as
and then solves this system of equations for y i (t + ∆t), i = 1, . . . , N x − 1.
This scheme, while simplest to use, suffers from two problems. One is lack of accuracy; as one could easily check, it is only first order in time. This problem can be removed by using more accurate schemes, such as second-or fourth-order RungeKutta methods. A more problematic issue is the well-known fact that explicit schemes may become unstable if a time step is too large. For (21), the stability requirement is that ∆t < C [∆x] 4 , where C is a constant (the fourth power is related to the fourth order of (6)). For reasonably small ∆x, this requires rather small ∆t. This issue can be remedied by using implicit schemes, outlined below.
Remark. It is worth noticing that, despite their shortcomings, explicit methods have been successfully used for the problem [1] . Therefore, it is not necessary to invoke more elaborate implicit methods for the 2D problem, which we address here. For 3D problems, on the other hand, implicit schemes are much more relevant; see [6, 12] . B.2.1. Implicit Schemes. Implicit schemes use the values of f in (21) not only at time t, but also at time t + ∆t (there are also so-called multilevel schemes that use the values from other time levels; see [13] ). A rather standard method is the θ-scheme, which is formulated as follows:
where 0 ≤ θ ≤ 1. Here, θ = 0 leads to the forward Euler scheme, θ = 1 to the (implicit) backward Euler scheme, and θ = 1/2 to the implicit second-order Crank-Nicholson scheme. Any θ = 0 specifies a system of N x − 1 nonlinear algebraic equations for y i (t + ∆t), i = 1, . . . , N x − 1. One commonly used approach to solving this kind of equation is a variation of Newton's method. Basically, one linearizes (29) about a guess for the solution, and then solves the resulting linear system for the correction. The guess is then updated and this iterative procedure repeated until the convergence criterion is met. More precisely, the solution of (29) at time t n+1 is written as
where y * i is a guess and q i is the correction. As a guess, one can use, e.g., the solution from the previous time step, y 
where the superscript * indicates that f i is calculated using y * j . Equations (29) become
where δ i,j is the Kronecker delta, and F i,j = ∂f i /∂q j is the Jacobian matrix. The RHS of this linear system is
The correction q i is then obtained by solving the linear algebraic system (30); this completes one Newton iteration. Next, one checks whether q i is sufficiently small (in some norm). If yes, the procedure is finished, and y * i + q i , i = 1, . . . , N x − 1, becomes the solution at time t n+1 . If not, one uses y * i + q i as a new guess and repeats the procedure until the norm of q i is sufficiently small. The linear system itself can be solved using any standard method, such as Gaussian elimination. Of course, use of iterative methods, such as SOR or biconjugate gradient, is appropriate as well [13] .
Exercise B.1. Apply central difference formulae directly to (22), without using forward/backward difference formulae (23). Show that you obtain a seven-point formula; i.e., three points on each side of a given point (plus the point itself) are needed to calculate the fourth derivative. Then, show that the discretization defined by (24) leads to a five-point computational stencil. Next, use Taylor series to show that if a is a second-order correct approximation to g, then the scheme (24) is itself of second order.
Exercise B.2. Use (24), (26), and (27) to reduce the continuous equation (6) to its continuous time, discrete space version, (21). Write down explicitly the expressions for f in (21) that result if either of the interpolations specified by (25) is used.
Appendix C. Linear Stability Analysis (LSA).
The basic ideas behind LSA are introduced in section 2. Here I provide some details; the reader should also consult [3, 5, 15, 16, 18] , where this problem is presented in complementary ways, including an introduction to various concepts, such as the superposition principle, normal mode expansion, eigenvalue problems, etc. The presentation here is simplified considerably in order to concentrate only on the most relevant questions. One simplification is to let b → 0. Furthermore, the origin of the coordinate system is positioned at the unperturbed contact line, and for convenience we will assume a semi-infinite [−∞, 0] domain.
In section 2, I explained the motivation for expanding the solution in the moving reference frame, traveling with velocity U . In this reference frame, we have
where ξ = x − Ut and ∇ = (∂ ξ , ∂ y ). Write down a solution in the form
where 1, and substitute this expansion into (31). The leading order terms (O( 0 )) give the 2D equation (8) . The first-order terms (O( 1 )) yield
where f ξ stands for ∂f /∂ξ. The next step is to replace the solution, h 1 , by its Fourier integral in y; see (10) . The superposition principle tells us that we can consider each q separately, due to linearity of (33). Therefore, for a given q, we substitute (10) into (33) to obtain the following equation for g (see Exercise C.1):
where the linear operator, L, is given by
The homogeneity of (34) implies exponential time dependence of g = φ(ξ)e σt (11) . The growth rate, σ, determines the temporal evolution of h 1 . Using (11), (34) can be rewritten as
The last equation is an eigenvalue problem for the linear operator L; the values of σ satisfying this equation are eigenvalues, and the corresponding φ's are eigenfunctions. Since σ = σ(q), the perturbations characterized by different wavelengths λ = 2π/q behave differently. Figure 3c shows an example where there is a range of q's for which σ is positive; these perturbations grow with time. Outside of this range, σ is negative, and these perturbations decay exponentially.
To obtain the results shown in Figure 3c , one needs to solve (36). In general, this can be done only numerically (see Appendix C.2). However, an analytic solution can be obtained in the limiting case of very small q's, as explained below. In Exercise C.2 below one shows that the term in the square brackets vanishes, leading to σ 0 = 0. Therefore, the Fourier mode characterized by the zero wavenumber (translation) is "marginally stable"; it does not evolve in time. This is a consequence of the translational invariance in the ξ direction: we can always move the film up or down the incline without changing its properties. Following the same approach, one can also derive the result for nonzero b [5, 16] :
C.2. LSA for Arbitrary Wavenumber.
If q is not small, one needs to solve either (36) or (34) numerically and extract the growth rate for all q's. It turns out that solving (36) is a nontrivial task; the interested reader is refered to [17] . Solving (34) is, however, easier, and the results can be obtained by the following procedure (an alternative approach can be found in [3] ):
