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Typographic Conventions
The typographic conventions from table 1 have been used in this work. However in rare
occasions, either when the readability is affected or when customarily other fonts are used,
these typographic conventions are dropped in favour of readability or in favour of the
familiar fonts.
Typeface Description Meaning Examples
abcxyz lower case italic
roman
scalar values the polynom ax+ by + c = 0
αβγµν lower case italic
greek
scalar values the angle α
xyz lower case bold
italic roman
vectors in R2 or P2 projective image point x
XYZ upper case bold
italic roman
vectors in R3 or P3 homogenous world point X
abcxyz lower case bold
roman
vector of arbitrary length,
not representing geomet-
ric entities
vector of Lagrange multipli-
ers u
ABP upper case bold
roman
matrices projection matrix P
T O upper case cali-
graphic
tensors with more than
2 dimensions and vector
fields
trifocal tensor T , optical flow
field O
Table 1: Typographic conventions
Lower case roman or greek italic letters are used to represent scalar value. Bold italic
lower case roman letters symbolise vectors representing geometric entities in 2D: Either
in Euclidean representation (R2) or in projective representation (P2). Bold italic upper
case roman letters symbolise geometric entities in 3D: Again either in their Euclidean
representation (R3) or in projective representation (P3). Matrices are represented with
symbols in upper case roman bold letters and lower case bold roman letters represent
vectors of arbitrary dimension which do not represent geometric entities. Tensors and
vector fields are represented by upper case caligraphic letters.
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Chapter 1
Introduction
1.1 Motivation
An important part of modern automobiles are driver assistant systems. These systems,
which support the driver in various situations, generally aim at improving traffic safety or,
alternatively, at increasing the driving comfort. A number of simpler assistant systems are
available for a long time and some of them became quasi standard. Examples for assis-
tant systems aiming at traffic safety include well-known systems like the anti-lock braking
system (ABS) or the electronic stability program (ESP), and a number of simpler sys-
tems which sometimes require user interaction (i.e. overspeed warning or speed delimiters
with manually set limits). Comfort increasing assistant systems include for example cruise
control systems or automatic window wiper interval control. These early systems rely on
sensor information about the car and its state and require no information about the car
environment.
The next generation of advanced driver assistant systems incorporate information about
the car environment into the assistant function. Some of these systems are already on the
market for some time (e.g. parking aids, lane departure warning systems, emergency
braking systems) and have found their way to medium class cars, while others are still
only available in luxury class automobiles or in professional vehicles like trucks and busses
(e.g. adaptive cruise control, night vision, congestion assistant). These systems rely on
environment information which can easily be processed. The emergency braking assistant,
for example, only needs to assess the empty space in front of the car together with inertial
information like speed, acceleration and steering angle.
Current development is on the border to yet another level of assistant systems. These
systems are characterised by their ability to interpret complex data from sensors capturing
the car environment. Examples for these systems are: (i) traffic sign detection and its
applications (e.g. automatic overspeed warning, automatic overspeed delimiters, stop sign
detection). (ii) Camera based pedestrian and cyclist detection aims at identifying especially
vulnerable road users and incorporates this information in pre-crash scenario decisions
and (iii) blind spot monitoring based on video, radar or lidar information is used to feed
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complex models of the car environment including position and velocity of all neighbouring
road users. These models are used for example for lane change assistants.
An important category of third level driver assistant systems are intersection assistant
systems. 28 percent of all traffic accidents in Germany happen in complex intersection
situations, and the majority of these accidents involve two or more road users. The avail-
ablility of a system assisting the driver in cross traffic situations would hence be a major
achievement for traffic safety. A system which supports the driver in complex intersec-
tions is currently still missing, even though first prototypes for specialised scenarios exists
(e.g. traffic light detection, turning assistant, intersection navigation assistant). This the-
sis investigates an important and obligatory aspect of intersection assistant systems: The
detection of independently moving objects. While static objects are relatively harmless
and can easily be avoided, moving objects are potentially dangerous, and thus a fast and
reliable detection is vital. An overall intersection assistant system can only function when
information about each individual road user and about his motion is available to the sys-
tem. Other road users must be detected at rather close distances (approximately up to
50m), with high accuracy and within a large field of view (≈ 180◦). Information about
moving objects can be gathered using a number of different sensors, for example radar,
laser range scanner, lidar, sonar or cameras. The decision for visual input as a basis for such
a system was mainly inspired by two facts: (i) Human drivers gather information about
their environment to a large extent with their eyes and consequently, mimicking nature,
image sensors are a natural choice. (ii) Cameras are inexpensive and already available in
recent car models, which reduces the barrier to introduce techniques based on cameras to
the market.
However, the observation of complex car environments, e.g. road intersections, with
camera sensors presents a difficult problem. The sensor must be able to focus and track
moving objects like pedestrians and cars. Using the human head as an inspiration, cameras
mounted on pan-tilt units are used for this task. The usage of pan-tilt units enlarges the
field of view of the camera, and in particular when combined with a digital map, the
camera system can in anticipation be directed towards the intersecting road and detect
motion at an early stage. Small and light weight sensors are necessary for this application
in order to enable fast camera movements. Due to this requirement, heavy stereo rigs
are not suitable, and the use of a small monocular camera system is necessary. In the
absence of stereo information, alternative algorithms have to be used to investigate the car
environment. It is a simple task for a human driver to distinguish for example between a
parked car and a moving car from visual input only. However, anyone who has tried to
distinguish between a moving and a non-moving car with one eye closed while at the same
time moving himself, will confirm that this is a challenging exercise.
A driver assistant system for intersection situations operating on image sequences is
suggested in this thesis. The primary goal of this attention guidance system is to alert the
driver to moving objects. It operates on image sequences captured by a single camera and
on the associated measurements from inertial sensors. The analysis of optical flow fields
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gathered from a single camera is a straightforward approach avoiding heavy and sensitive
stereo rigs. This work investigates two important aspects of a visual detection system for
independent motion.
The first important aspect is the computation of the egomotion of the camera. The
inertial sensors used in this thesis are not sufficiently accurate for egomotion computation
and hence visual cues are used. When the egomotion is known, classification of the scene
into static background and independent motion is greatly simplified.
The second important aspect of the system is the detection of independent motion
from monocular image sequences with known observer motion. It can be broken down
into detection of independent motion using only two views and temporal integration of the
results. A stochastic approach to detection and integration is suggested.
Contributions
This thesis contains five major contributions to research:
• Practical comparison of different egomotion estimation algorithms based on visual
input.
• Theoretical and practical evaluation of point-based classifiers for the detection of
independent motion.
• A novel Bayesian framework for detection of independent motion based on the direc-
tion classifier using occupation probability maps.1
• An algorithm boosting the occupation probability map. The algorithm is inspired
by the particle filter and aims at denser sampling of the occupation probability map
in interesting regions while at the same time maintaining real-time capabilities.2
• The prototype of a complete intersection assistant system has been implemented and
was integrated into a real world demonstrator.3
1.2 Overview
The remaining part of this thesis is structured as follows:
Chapter 2 summarises basic knowledge about projective geometry, perspective cameras,
multiview geometry and optical flow.
An in depth review of previous work on multibody structure and motion and on the au-
tomatic detection of independent motion (chapter 3) precedes the two chapters containing
the main contributions of this work.
1An early version of this work has been published in Woelk et al. (2005).
2An early version of this work has been published in Woelk and Koch (2004).
3This has been published in Woelk et al. (2004); Woelk and Koch (2004); Woelk et al. (2005).
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Precise and fast egomotion estimation is essential for the detection task. The underlying
algorithms for the detection of image features, for the estimation of image correspondences
and a comparison of different egomotion estimation algorithms are presented in chapter 4.
The second contribution of this work, which consists of the evaluation of different classi-
fiers for independent motion, opens chapter 5. A novel Bayesian framework for independent
motion detection based on the most promising classifier is suggested. It constitutes the
third contribution. The framework results in an occupation probability map. The final
contribution of this work describes a method boosting this probability map. The chapter
is closed by the description of the system integration and experimental validation of the
complete system.
The final conclusions, which include a summary as well as suggestions for future work,
are given in chapter 6.
Chapter 2
Theoretical Background
After a brief introduction of projective geometry, the perspective camera model is de-
scribed. The mathematical description of the imaging process using the projective camera
model prefaces the section about multi-view geometry. It further describes the geometric
configuration of two and three cameras viewing the same scene. Finally, the notion of
optical flow is introduced.
2.1 Projective Geometry
This section gives a very short introduction of projective geometry, only touching the
issues necessary for the comprehension of this thesis. A good and detailed introduction to
projective geometry can be found in Hartley and Zissermann (2004).
2.1.1 Points and Lines
The projective space Pn is generated from the Euclidean space Rn by extending it about
one dimension. The two-dimensional Euclidean space R2 can be regarded as a plane and
each point in this space is uniquely identified - with respect to a certain reference frame
- by a tuple (i.e. by a vector) containing its two Euclidean coordinates (x, y). The same
point in projective coordinates P2 can be represented by the triplet (λx, λy, λ) for any
λ 6= 0. A representation of a point in projective space is called a projective point, and
its representation is given in homogeneous coordinates. The different representation, with
the different λ, form an equivalence class of coordinate triplets. This directly leads to the
equivalence relation for two homogeneous vectors x and y
x
.
= y ⇐⇒ x = λy, λ ∈ R/0 (2.1)
stating that two homogeneous vectors are equal if they are related by a common scale factor
λ 6= 0. This concept is not restricted to two dimensions and can directly be transferred to
higher dimensions, i.e. points from P3 are represented in homogeneous coordinates using
a quadruplet.
5
6 CHAPTER 2. THEORETICAL BACKGROUND
Any 2D-line is defined by the equation ax+ by + c = 0, and it can be identified by the
triplet l = (a, b, c). Multiplying the triplet by an arbitrary scale factor λ 6= 0, however,
does not alter the line. The representation of a 2D-line by the above triplet is called
a homogeneous line or the projective representation of a 2D-line. Lines follow the same
projective equality relation as points (eq. 2.1).
A 2D-line l is constructed from two points x and y using the cross product
l
.
= [x]×y
.
= [y]×x (2.2)
A point x is located on the line l iff
lTx = xT l = 0 (2.3)
2.1.2 Infinity
The Euclidean coordinates can always be recovered from the projective coordinates by
dividing through its last component. However, when the last component is zero, division
is formally not allowed. This leads to a possibility to express points at infinity simply by
setting their last component to zero. Because expressions for entities at infinity can be
used, some nice simplifications to traditional geometry can be made. For example, in P2
two lines do always intersect and hence always define a point. If the lines are parallel, the
point may however be at infinity. In Euclidean geometry, two lines intersect iff they are
not parallel.
2.1.3 Coordinate Transformations
The representation of entities in the projective space has the additional advantage that
any transformation (i.e. Euclidean, similarity, affine or projective) can be expressed using
simple matrix multiplication. An Euclidean point transformation Te in P
2, for example,
can be expressed using the following 3× 3 matrix
Te =
[
R c
0T 1
]
(2.4)
with an orthogonal 2 × 2 rotation matrix R and a 2D Euclidean translation vector c. A
homogeneous point is transformed by multiplication with the matrix from the left x′ = Tx.
Given a point transformation T, the associated transformation for a line is given by the
inverse transposed matrix l′ = T−T l.
2.2 Coordinate Systems and Cameras
2.2.1 Coordinate Systems
Each geometric entity can be described in different coordinate systems. All coordinate sys-
tems in this work are right-handed. Entities in each coordinate system can be expressed
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using either the Euclidean or the projective representation. The different coordinate sys-
tems are defined next:
World Coordinate System: The world coordinate system is any arbitrary Euclidean
metric system. It has 3 degrees of freedom and is fixed relative to the earth. The position
of the camera at the time of the first image is often used to fix the origin and orientation of
the world coordinate system in this work, but other methods can also be used. The world
coordinate system remains fixed during an image sequence.
Camera Centric Coordinate System: The camera centric coordinate system has also
3 degrees of freedom and is rigidly coupled with the camera. Its origin is fixed at the centre
of projection of the camera. The positive z-axis points from the centre of projection towards
the object and is parallel to the optical axis of the camera. The x- and y-axes are aligned
with the image borders. The positive y-axis points downwards, and the positive x-axis
points to the right. The camera centric coordinate system has the same scale as the world
coordinate system. It is also called camera coordinate system. The camera coordinate
system is related to the world coordinate system via an Euclidean transformation. Using
projective space, the transformation of a point X can be expressed by a 4 × 4 matrix
containing the rotation matrix R describing the orientation of the camera in the world
coordinate system and the Euclidean position of the camera centre C
Xcam =
[
RT −RTC
0T 1
]
Xworld Xworld =
[
R C
0T 1
]
Xcam (2.5)
Normalised Image Coordinate System: The normalised image coordinate system
has 2 degrees of freedom and is rigidly coupled to the camera. Its origin is located at
the principal point, i.e. the intersection of the optical axis and image plane, and its axes
are aligned with the image borders. The x-axis is aligned with the horizontal border
and the y-axis is aligned with the vertical axis. The positive y-axis points downwards.
The normalised image coordinate system does not impose constraints on the norm of the
vectors. The name is merely used to indicate the difference in scale and origin compared
to the pixel coordinate system.
Pixel Coordinate System: The pixel coordinate system has 2 degrees of freedom and
its origin is located at the upper left corner of the image. It has a fixed scale such that
one unit equals the size of a pixel. The positive y-axis points downwards, and the positive
x-axis points to the right.
2.2.2 Orthographic Camera
The orthographic projection is also called parallel projection. All viewing rays in an ortho-
graphic camera are orthogonal to the image plane and hence parallel. Figure 2.1 illustrates
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X
x
C
I
Figure 2.1: Orthographic camera projecting 3D-points X resulting in 2D-points x. All viewing
rays are perpendicular to the image plane I. The centre of projection C defines the origin of the
camera centric coordinate system.
an orthographic camera. The orthographic camera can be modelled in Euclidean space
x =
[
1 0 0
0 1 0
] [
RT −RTC] (X
1
)
(2.6)
with the 3D-point X and its 2D-projection x. The camera orientation is given by the
3D-rotation matrix R, and the camera position is given by C. One important property of
the orthographic camera is that the image only depends on the orientation of the camera.
Translation of the camera just shifts the internal reference frame and does not alter the
image when all points stay in front of the camera. The orthographic projection is mainly
of theoretic interest and is often used to approximate perspective cameras with very large
focal lengths or to approximate perspective projection when only a very small image patch
is of interest.
2.2.3 Perspective Camera
O
C
f
I
Figure 2.2: Pinhole camera. The distance
between the image plane I and the centre
of projection C is called the focal length f .
The optical axis is denoted with O.
O
If
C
Figure 2.3: Schematic sketch of a pinhole
camera. The distance between the image
plane I and the centre of projection C is
called the focal length f . The optical axis
is denoted with O. This schematic sketch
has the advantage of neglecting the mirror
effect of the true pinhole camera.
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The most simple perspective camera model is the pinhole camera (fig. 2.2). Using the
pinhole camera model, each viewing ray passes through an infinitesimally small hole at the
centre of projection C before intersecting the image plane I at distance f from the camera
centre C. The focal length f of a pinhole camera is given by the distance between the
centre of projection (the pinhole) and the image plane. Often the image plane is drawn in
front of the centre of projection (fig. 2.3), circumventing the fact that the image is mirrored
in the pinhole camera. The camera obscura is a technical realisation of the pinhole camera
with a very small hole (typically in the range of mm).
Fixing the coordinate system such that the origin coincides with the centre of projection
C, the positive z-axis is perpendicular to the image plane and the x- and y-axes are parallel
to the borders of the rectangular image, a ray through the point X = (x, y, z)T intersects
the image plane at x.
x =

xy
z

 f
z
=

xfzy f
z
f

 (2.7)
When the coordinate system is further defined such that f = 1, the projection of a point
on the image plane can computed by simply dividing by its z component.
Projection Matrix P
Using projective space, perspective projection can be linearly modelled by a projection
matrix P ∈ R3×4
x
.
= PX (2.8)
with the sign for the projective equality from eq. 2.1. Apart from the 3D-rotation matrixR
describing the camera orientation and the camera centre C, the projection matrix contains
the calibration matrix K. The calibration matrix K ∈ R3×3 describes the transformation
between the normalised image coordinate and pixel coordinate system of an ideal pinhole
camera
K =

f s cx0 af cy
0 0 1

 (2.9)
with focal length f , aspect ratio a, skew s and principal point c = (cx, cy)
T . A homogeneous
point ximg in image coordinate system is related to its projective representation in pixel
coordinate system xpixel by
xpixel = K · ximg (2.10)
K can be analytically inverted:
K−1 =


1
f
− s
af2
scy
af2
− cx
f
0 1
af
− cy
af
0 0 1

 (2.11)
And hence
ximg = K
−1 · xpixel (2.12)
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Perspective projection of a 3D-point given in projective camera coordinates can be ex-
pressed by a 3 × 4 identity matrix and results in the 2D-projection onto the image plane
given in projective image coordinates.
ximg =

1 0 0 00 1 0 0
0 0 1 0

Xcam (2.13)
The projection matrix captures all coordinate system transformations (world to camera to
image to pixel) in one matrix. It can be composed as follows
P = K

1 0 0 00 1 0 0
0 0 1 0

[RT −RTC
0T 1
]
= K [RT | −RTC ] (2.14)
Using a perspective camera model, a point in normalised image coordinates in its
projective representation (P2) can also be interpreted as a vector indicating the direction
of the corresponding viewing ray in 3D Euclidean space and vice versa: Each 3D-point
given in its representation in Euclidean camera coordinate system can be interpreted as
the projective representation of its 2D-projection.
2.2.4 Lens Distortion
Real cameras usually differ from an ideal (e.g. pinhole) camera because of physical effects
like for example lens distortion, spherical aberration, colour dispersion (chromatic aberra-
tion), astigmatism, etc. (Tippler, 1994; McGlone, 2004). In particular the effect of the lens
distortion cannot be neglected for real cameras with a wide aperture angle or cheap lenses.
This section describes a model for the description of the lens distortion. The correction of
the lens distortion is an important part of many algorithms and an important step in this
thesis.
One of the first closed form solutions to the calibration problem can be found in Tsai
(1987). This chapter is however based on the lens distortion model from J. Heikkilae
(1997). An implementation of the calibration can be found at Bouguet (1998).
The focal length of a real lens is dependent of the distance from the centre of distortion
cD = (x, y)
T . Because of the distance between the aperture and the lens in real cameras,
this fact causes curvilinear lens distortion. The curvilinear lens distortion can be described
by the distortion function L(r2)
xr = L(r
2)x. (2.15)
with the distorted image point xr and the ideal image point x = (xx, xy)
T as it would have
been imaged by an ideal pinhole camera. The distortion function L(r2) only depends on
the square distance r2 = (xx− x)2+ (xy − y)2 from the centre of distortion cD = (x, y). A
common assumption is that the principal point c = (cx, cy)
T and the centre of distortion
cD coincide. The distortion function is approximated by a polynomial
L(r2) = 1 + κ1r
2 + κ2r
4 + κ3r
6 + . . . (2.16)
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Only the first three coefficients of the polynomial κ1, . . . , κ3 are used in this model.
Another possible distortion is the tangential distortion. It is caused by the fact that the
centres of curvatures of lens surfaces are not always strictly collinear (J. Heikkilae, 1997).
Mathematically this can be modelled as
xt = x+
(
2κ4xxxy + κ5(r
2 + 2x2x)
κ4(r
2 + 2x2y) + 2κ5xxxy
)
(2.17)
with the tangential distortion coefficients κ4 and κ5.
Combining both distortion models, a point x in an ideal pinhole camera is distorted to
the point xd in the real camera
xd = (1 + κ1r
2 + κ2r
4 + κ3r
6)
(
xx
xy
)
+
(
2κ4xxxy + κ5(r
2 + 2x2x)
κ4(r
2 + 2x2y) + 2κ5xxxy
)
(2.18)
The image point x must be given in the camera coordinate system. The distortion model
describes the disturbance of a pinhole camera by real lens systems. In practise, the inverse
distortion function is required to correct the lens distortion and compute the ideal image
point x.
Correction of Lens Distortion
(a) (b) (c)
Figure 2.4: Displacement maps for lens distortion correction. Light pixel mean positive dis-
placement, dark pixel mean negative displacement, medium pixel mean no displacement. The
horizontal displacement for correction of lens distortion can be seen in image (a), the vertical
displacement for correction of lens distortion can be seen in image (b). The magnitude of the
displacement is visualised in image (c). The displacement maps have been generated using real
camera parameter and distortion coefficients (fx = 839.675, fy = afx = 840.567, cx = 314.05, cy =
247.43, κ1 = −0.1005250, κ2 = 0.1003916, κ3 = 0.0000000, κ4 = 0.0023025, κ5 = −0.0022120)
The inverse distortion function is needed to compensate the lens distortion. Because
the distortion function (eq. 2.18) cannot be inverted analytically, the inversion is computed
iteratively. The approximate inverse distortion function (equation 2.19) is computed until
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the computation converges, i.e. until the update between two iteration steps |xi − xi+1|
falls below a certain threshold t:
xi+1 =
(
xx,i+1
xy,i+1
)
=
1
(1 + κ1r2i + κ2r
4
i + κ3r
6
i )
(xd −
(
2κ4xx,ixy,i + κ5(r
2
i + 2x
2
x,i)
κ4(r
2
i + 2x
2
y,i) + 2κ5xx,ixy,i
)
) (2.19)
with the squared distance from the centre of distortion (i.e. from the principal point)
r2i = x
2
x,i + x
2
y,i. The iteration is initialised with x = xd. The displacement map can
be computed oﬄine using this algorithm. Fast correction of lens distortion computation
can be realised by a simple look up and bi-linear interpolation in the displacement maps.
Figure 2.4 visualises the look up maps.
2.3 Multi-View Geometry
2.3.1 Two-View Geometry
Figure 2.5: Two-view geometry. A point in space (red) is seen by two cameras (yellow). The
epipolar plane (grey) is defined by the two camera centres and the point in space. The epipolar
lines (green) are given by the intersection of the epipolar plane with the image planes. The
epipoles (blue) are given by the projections of the other camera centre.
Epipole e and Epipolar Line
The two-view geometry is shown in figure 2.5. Two cameras see the same point in space
(red). If the scene is static, two images taken with the same moving camera at two different
times represent exactly the same geometric configuration. The epipoles are given by the
intersections of the line (blue) between the two camera centres with the image planes. The
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epipolar plane (grey) is defined by the point in space and the two camera centres. The
epipolar lines (green) are the intersections of the epipolar plane with the image planes.
Fundamental Matrix F
The fundamental matrix F12 describes the relation between two images taken with uncal-
ibrated cameras. It has 7 degrees of freedom and can be constructed from the epipole eˆ
and a homography mapping H12. When the calibrations of the cameras are known, the
homography can be computed as H12 = K2R
−1
2 R1K
−1
1
F12 = [eˆ2]×H12 (2.20)
F12 is a 3× 3 matrix mapping one image point xˆ1 to its corresponding epipolar line lˆ2 in
the other image.
lˆ2 = F12xˆ1 (2.21)
The right and left nullspaces of F are the epipoles
eˆT2F12 = 0 F12eˆ1 = 0 eˆ
T
1F21 = 0 F21eˆ2 = 0 (2.22)
The fundamental matrix between image 2 and 1 is the transpose of the fundamental matrix
between image 1 and 2 (Hartley and Zissermann, 2004)
F12 = F
T
21 (2.23)
A pair of corresponding image points xˆ1 and xˆ2 obeys the fundamental constraint
0 = xˆT1F21xˆ2 = xˆ
T
1 lˆ1 (2.24)
Degeneracies: When the camera centres coincide, and thus the cameras are related by
a pure rotation, the fundamental matrix is not defined. In this case, the point correspon-
dences can be described by a simpler model called homography (Hartley and Zissermann,
2004).
As long as the two camera centres are distinct, the fundamental matrix is uniquely
defined. It is however impossible to compute a unique fundamental matrix when the set of
3D-points, from which the 2D-point correspondences are created, are located on a specific
geometric configuration:
• When all 3D-points and the camera centres are located on a ruled quadric (Hartley
and Zissermann, 2004), three possible solutions exist. Hence the ruled quadric is a
critical surface for fundamental matrix estimation.
• When all 3D-points are coplanar, they are located on a degenerate quadric consisting
of two planes. In this case, the point correspondences can also be described by a
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Essential Matrix E
With known calibration matrix K, it is possible to do all calculations in normalised image
coordinates x = K−1xˆ. The essential matrix E is the analogue to the fundamental matrix
in this case. It is a rank 2 matrix with 5 degrees of freedom (2 for the epipole and 3 for
the rotation). For known camera motion it can be composed from the epipole e and the
relative rotation between the two views R:
E12 = [e2]×R12 (2.25)
The essential constraint is the equivalent to the fundamental constraint for a point corre-
spondence in normalised image coordinates xˆ1 and xˆ2. It is given by
xT2E12x1 = 0 (2.26)
Because the essential matrix has rank 2, its determinant vanishes
det(E) = 0 (2.27)
The internal structure of the essential matrix can be enforced by additionally ensuring the
decomposability conditions (Kanatani, 2005)
||E|| =
√
2 ||EET || =
√
2 (2.28)
Alternatively, the internal structure of the essential matrix can be expressed using the
following constraint (Niste´r, 2004; Philip, 1996)
EETE− 1
2
trace(EET )E = 0 (2.29)
Given an essential matrix E, the relative orientation R and the epipole e can be ex-
tracted as follows (Kanatani, 2005):
1. The epipole - up the sign - e is the unit norm eigenvector corresponding to the
smallest eigenvalue of EET .
2. The sign of the epipole can be estimated by ensuring∑
i
(e× xi)TEx′i > 0 (2.30)
for the point correspondences between xi and x
′
i.
3. The orientation R can be computed using the singular value decomposition (SVD)
of the matrix −[e]×E = USVT
R = V diag(1, 1, det(VUT ))UT (2.31)
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When the essential matrix is decomposable (i.e. if its eigenvalues are 1, 1, and 0), a more
efficient step can be used to replace the computation of the relative orientation (Kanatani,
2005). If column vectors of the essential matrix E and rotation matrix R are given by
E = (e1, e2, e3) and R = (r1, r2, r3)
ri = ei × e+ ei+1 × ei+2 (2.32)
Hartley and Zissermann (2004) suggest a slightly different approach on the decompo-
sition of the essential matrix. Given the matrices
W =

 0 1 0−1 0 0
0 0 1

 (2.33)
and
Z =

0 −1 01 0 0
0 0 0

 (2.34)
and the SVD of E = USVT , the epipole (up to its sign) is given by
[e]× = UZU
T (2.35)
and the relative orientation is given either by
R = UWVT or R = UWTVT (2.36)
resulting in four possible solutions. The true solution can be extracted by ensuring that
the triangulations of point correspondences result in 3D-points located in front of both
cameras. The baseline can be fixed to an arbitrary value 6= 0 for the triangulation. This
approach has the advantage that it works also when the essential matrix is not strictly
decomposable, i.e. its singular values are not necessarily 1, 1 and 0, because the singular
values are not used in this approach.
Degeneracies: With distinct camera centres, a unique solution can be computed from
2D-correspondences even if the generating 3D-points are located on a plane. A critical
configuration for the five point algorithm from Philip (1998) is when four or five 3D-points
generating the 2D-point correspondences are sitting on a straight line (Philip, 1998).
Decomposition Degeneracies: When the internal calibration of the camera is known,
two solutions exist when all 3D-points are located on a plane and when the baseline is not
perpendicular to the plane. However, the cheirality constraint1 can be used to resolve
the twofold ambiguity (Niste´r, 2004). When the baseline is perpendicular to the plane, a
unique solution exists.
1The cheirality constraint states that all scene points must be in front of the cameras.
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2.3.2 Three-View Geometry
Trifocal Tensor T
The trifocal tensor is the three-view analogy to the fundamental matrix in two views.
The trifocal tensor completely describes the relation between three images. It can be seen
as a collection of three 3 × 3 matrices Ti or, alternatively, as a three-dimensional tensor
of size 3 × 3 × 3 with real entries.2 The trifocal tensor has 27 real entries but only 18
degrees of freedom (DOF) (Hartley and Zissermann, 2004). If the internal calibrations Ki
of the cameras are known, the trifocal tensor has only 11 DOF. There are 6 DOF for the
relative orientations between the cameras and 6 DOF for the relative translations of the
cameras. An overall scale factor remains undetermined resulting in an overall of 11 degrees
of freedom.
When the calibrations of the cameras are known, the trifocal tensor can be computed
from the positions and orientations of three cameras. Without the loss of generality, the
extrinsics of the cameras can be described in the camera coordinate system of the first
camera. Let RT12 = [a1|a2|a3] and RT13 = [b1|b2|b3] be the relative orientations and t12 and
t13 be the relative translations in camera coordinate system of the first camera. If a4 and
b4 are defined as follows
a4 = −RT12 · t12 b4 = −RT13 · t13 (2.37)
the tensor matrices Ti can the be constructed by (Hartley and Zissermann, 2004)
Ti = aibT4 − a4bTi (2.38)
The equivalent to the fundamental constraint in three views is the trilinear relation for
point-point-point correspondences
[x′]×(
∑
i
xiTi)[x′′]× = 0 (2.39)
with the point correspondence between x = (x1, x2, x3)
T , x′ and x′′ and the 3×3 zero matrix
0. Trilinear relations for other geometric entities also exist (Hartley and Zissermann, 2004).
2.4 Optical Flow
Optical flow is the projection of a 3D motion field. Consider a static camera observing
a moving scene. The motion of each 3D-point in the scene between two frames can be
expressed using a 3D motion vector. The projection of these motion vectors into the image
is the optical flow field. It is a 2D-vector field indicating the apparent motion of each
2D-point in the image.
2A three-dimensional tensor can be seen as an three-dimensional collection of numbers. In this case a
cube with edges of length 3 and a real number in each cell.
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(a) (b)
(c)
FOE
(d)
Figure 2.6: Theoretical flow field for a simple scene. The 3D-scene is shown in (a). The scene
consists of 3 blocks with different distance from the cameras. The camera, displayed as small
pyramids, translates towards the scene while rotating around the vertical axis. The flow field O
as induced by this movement is shown in (b). Its rotational component Or (c) and translational
component Ot (d) with the Focus of Expansion (FOE) are shown in the bottom row.
Consider the optical flow induced by the translational velocity Vc of a camera observing
a rigid static scene. Changing the frame of reference using a Galilean transformation
(Tippler, 1994) does not alter the imaging process, and hence the same flow field arises
from a camera moving with V′c = Vc + Va viewing the same rigid scene moving with
V′s = Va. Only the relative velocity Vr = V
′
c − V′s = Vc between camera and object
determines the optical flow field. Similar considerations lead to the fact that only the
relative rotation between camera and object is relevant for the optical flow field. In the
following, all considered motions and rotations are relative.
Obviously, the notion of optical flow can be applied independently to any relative
motion between a camera and an observed object. Assuming a rigid and static scene and
one or more rigid objects moving in the scene, observed by a moving camera, it is therefore
feasible to apply the notion of optical flow independently to both the observed scene and
the observed objects.
18 CHAPTER 2. THEORETICAL BACKGROUND
2.4.1 Composition of Optical Flow
An arbitrary rigid motion can always be described by a rotationR followed by a translation
t. Hence the optical flow field O induced by the motion is the superposition of the optical
flow field Or resulting from the rotation R and the optical flow field Ot resulting from the
translation t (see fig. 2.6). Optical flow resulting from a rotation is independent of the
scene geometry and can be computed directly if the rotation is known. A flow field induced
by pure translation has simple geometric properties: All flow vectors point radially away
from the focus of expansion (FOE) and radially towards the focus of contraction (FOC).
The locations of the FOE and FOC are determined by the camera translation and do not
necessarily lie in the image. The length of each flow vector depends on the distance of the
projected object from the camera centre and is hence scene-dependent. See for example
fig. 2.6(d), the FOE is located in the image centre.
Mathematically, both parts of the flow field can be distinguished using the notions of
curl and divergence from vector analysis. The curl of the translational part of the optical
flow vanishes
curl(Ot) = 0 curl(Or) 6= 0 (2.40)
with the curl of a vector field X
curl(X) = curl

xy
z

 =


∂z
∂ey
− ∂y
∂ez
∂x
∂ez
− ∂z
∂ex
∂y
∂ex
− ∂x
∂ey

 (2.41)
given in Cartesian coordinates with basis of unit vectors ex, ey, ez. Or, in slightly abusive
notation, curl(X) = ∇×X with the nabla operator ∇ defined as usual:
∇ =


∂
∂ex
∂
∂ey
∂
∂ez

 (2.42)
The divergence of the rotational part of the optical flow field vanishes
div(Or) = 0 (2.43)
with divergence of a vector field X
div(X) = div

xy
z

 = ∂x
∂ex
+
∂y
∂ey
+
∂z
∂ez
(2.44)
given in Cartesian coordinates with basis of unit vectors ex, ey, ez or, in slightly abusive
notation div(X) = ∇TX.
Note that the divergence of the translational part of the vector field does not necessarily
exist. When, for example, the camera moves parallel to the image plane, all flow vectors
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are exactly parallel to each other and hence the divergence of the translational part of the
optical flow field vanishes.
When the field of view (FOV) of a camera is narrow, the distinction between rotation
around any axis perpendicular to the optical axis of the camera and translation becomes
ambiguous. When the camera is rotating around an axis Ar perpendicular to the optical
axis O, the rotational field is approximately constant in the image and thus resembles the
translational flow field induced by translation parallel to the vector O×Ar while viewing
a scene with constant depth. The rotation around the optical axis is however not affected
by this ambiguity.
2.4.2 Parameter Estimation and Error Model
The estimation of the underlying parameters θ of a process is called parameter estimation.
Often the parameters are hidden and cannot be measured directly. Input to parameter esti-
mation algorithms are a number of measurements y which are connected to the parameters
by a measurement function f
y = f(θ) (2.45)
Typically, the measurement process f cannot be modelled in all details, and hence a simpler
approximation fˆ of the measurement process is used
y = fˆ(θ) + ν (2.46)
leading to an error ν. The errors resulting from the simplified measurement model can
be described as a random variable with some underlying distribution. In many cases, the
normal distribution is a good approximation. The distribution of ν is generally unknown
and can be estimated from the data.
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Figure 2.7: Measurement of a scalar value θ = 2.0. The measurement process of the inlier can be
described by a normal distribution with mean 2.0 and standard deviation 0.3. The measurement
at 4.2 cannot be explained by the measurement model and is hence called an outlier.
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Outlier: The occurrence of gross measurement errors is a common problem encountered
in parameter estimation practise. Gross measurement errors cannot be explained by
equation 2.46. These errors occur, for example, when underlying assumptions about
the measurement process are not fulfilled. Measurements which can be explained by
equation 2.46 are called inlier and measurements corrupted by gross errors are called
outlier. Figure 2.7 illustrates the histogram of measurements of a scalar value x.
Most measurements can be modelled by a normal distribution with mean at 2.0 and
standard deviation σ = 0.3. The measurement at θ = 4.2 cannot be easily explained
by the above noise model and is hence declared to be an outlier. The occurrence of a
significant number of outliers is typical for computer vision applications. Examples
include correspondences between 2D image points or correspondences between 3D-
points and their projections onto the image plane.
Leverage Point: A leverage point is an outlier with a large effect on the estimated pa-
rameters. The difference between common outlier and a leverage point is illustrated
in figure 2.8. The parameters of a line are estimated from 5 points which include
one outlier. The points and the final line are drawn, the true position of the outlier
is indicated by a circle. The estimate of the line is not influenced by the outlier in
figure 2.8(a). The outlier in figure 2.8(b) on the right side acts as a leverage point.
It has a large effect on the estimated parameters and actually tilts the inclination of
the line.
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Figure 2.8: (a) Robustness of L1 regression with respect to an outlier in y direction and (b)
sensitivity of L1 regression to a leverage point. Similar illustrations can be found in Rousseeuw
and Leroy (1987)
Robust Estimators are algorithms capable of dealing with outliers in measurements.
An overview over robust parameter estimation methods working in the presence of outliers
is given in appendix C.1.
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Breakdown Point: The breakdown point of an estimator is an important commonly
used concept for the evaluation of a robust estimator: Given an estimator T and a sample
Z, the breakdown point is “... the smallest fraction of (arbitrary) contamination (in Z)
that can cause the estimator T to take on values arbitrarily far from T (Z).” (Rousseeuw
and Leroy, 1987). From this definition follows the breakdown point of 1
N
(which is equal
to one datum) for a least squares estimator with N data points.
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Chapter 3
Previous Work on Detection of
Independent Motion
Detection of independently moving objects from visual cues has been subject to many
research efforts. Grouping of the research can be based on the hardware setup: Stationary
cameras, stereo cameras and monocular freely moving cameras have been used for the
task. The subject of this thesis is the detection of independent motion with a monocular,
freely moving camera, and hence the main focus in this summary of previous work is laid
on literature using such a hardware setup. A short overview for stationary cameras and
stereo cameras is given nonetheless.
3.1 Stationary Camera
Stationary cameras are popular for example in surveillance and video conferencing systems.
Sometimes the cameras are mounted on pan-tilt units.
The case of a single stationary rotating camera is also important for intersection as-
sistant systems. The situation of a stationary camera occurs when the car is stopped, for
example in front of a traffic light or in front of a stop sign. The assistant system must be
able to cope with this situation and incorporate the information gained with a stationary
camera into the decision process.
When using a single stationary and possibly rotating camera, background subtraction
techniques are often used, for example in Evers-Senne et al. (2002). Some authors have
used Bayesian approaches for online background model generation (Hayman and Eklundh,
2003).
The approach suggested in this thesis is, however, not based on background subtraction
techniques. The algorithm uses a common approach for stationary and freely moving
cameras based on the flow length. One advantage of this unifying approach is the smooth
transition between the two states (stationary and moving) of the camera.
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3.2 Stereo Camera Systems
Stereo camera setups resemble the human perception system with its two eyes and seem
the natural approach for visual perception. In comparison to single camera systems, they
have the distinctive advantage of being able to estimate 3D-geometry independent from
the observer or object motion. This advantage comes, however, at the cost of a higher
sensitivity to calibration, a higher price and bigger space requirement. Therefore, the
usability of monocular cameras for visual intersection systems is investigated in this thesis.
A short summary of existing stereo systems for detection of independent motion is given
nonetheless.
Heinrich (2002) formulated the flow-depth constraint for the detection of independent
motion using a stereo camera setup. Given a standard stereo rig with focal length f ,
baseline b, the disparity d of a 3D-point (X, Y, Z)T is given by
d =
fb
Z
(3.1)
When the camera is translating along its optical axis with velocity Z˙, the optical flow
vector x = (x˙, y˙)T of the same 3D-point is constrained by
x˙
x
=
Z˙
Z
y˙
y
=
Z˙
Z
(3.2)
The flow-depth constraints are derived from equation 3.1 and 3.2
x˙
d
=
Z˙
bf
x
y˙
d
=
Z˙
bf
y (3.3)
A threshold tfd on the error of the quotients is derived from the known accuracies of the
flow and disparity measurements, and independent motion is detected when the equalities
of equations 3.3 violated by more than tfd. The authors suggest compensation of camera
rotation using a matched filter method enabling operation on real image sequences with
camera rotation.
In 2006 Franke et al. approached the problem from a slightly different angle. They
estimate the 3D-position and velocity of a point by integrating subsequent measurements
of the 2D-and 3D-point position over time using multiple Kalman filters (Kalman, 1960;
Welch and Bishop, 2001). Because the state space of the Kalman filters consists of the
3D-point position plus the 3D-velocity vector, they name this approach 6D-vision. Rapid
convergence to the true state of nature is achieved by using multiple Kalman filters with
different initialisations. The normalised innovation squared (NIS) is used to identify the
optimal Kalman filter. The NIS is given by the Mahalanobis distance between the mea-
surement and the predicted measurement. The uncertainty of this difference is given by
the innovation covariance matrix. The authors state that the accuracy of the inertial sen-
sors of the car provides sufficient information about egomotion and do not compensate for
rotation. The proposed system runs comfortably in real time.
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Argyros and Orphanoudakis (1997) detect independent motion as outliers in a robust
estimation process using the least median of squares technique (Rousseeuw and Leroy,
1987). They estimate the external calibration of a stereo setup and the motion parameters
using normal flow measurements as input. Normal flow denotes the projection of the
optical flow vector on the direction of the image gradient. A local voting process smooths
the resulting classification map and fills gaps in positions with insufficient spatial structure
for estimation of optical flow.
An interesting generalisation to the standard stereo approach is presented in Sturm
(2002). The stereo setup is unconstrained such that its internal calibration is neither
known nor fixed, reducing stereo to two time-synchronous views of a 3D-scene. The work
also focuses on multiple motions under the constraint that each motion lies in one of a
pencil of planes.
Very good practical results have been presented particularly by the research group from
DaimlerChrysler. Their algorithms are able to detect moving objects reliably and track
them through time with high frame rates. One disadvantage of these algorithms is that
they rely on expensive and sensitive stereo camera systems. This thesis investigates the
possibility to avoid stereo camera systems and detect independently moving objects using
a single monocular camera.
3.3 Monocular Freely Moving Camera
Algorithms for visual detection of independent motion with a monocular moving camera
can be grouped in purely correspondence based algorithms and algorithms incorporating
context information. The majority of scientific work focuses on the former group. Three
major subclasses of correspondence based algorithms for the detection of independent
motion can be identified:
Embedding into high dimensional polynomial spaces is used to get a linear description
of the multibody structure and motion problem.
Factorisation approaches are based on the factorisation of a huge matrix containing
point correspondences from many images.
Recursive algorithms typically alternate between robust motion estimation and classifi-
cation of correspondences in inlier and outlier.
While early work often (but not exclusively) belongs to the class of algorithms either
alternating between or recursively applying clustering and motion estimation (for example
Torr 1998), recent research efforts focused on the two “direct” estimates of multibody
structure and motion: Factorisation and embedding. Factorisation algorithms are based
on the work by Costeira and Kanade (1998) and recover structure and (multiple) motions by
factorising a large matrix constructed from all correspondences into structure and motion.
Embedding approaches are based on the work of Wolf and Shashua (2001) and linearise
the problem by embedding it into high dimensional polynomial spaces.
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The detection of independent motion from monocular image sequences captured by a
moving camera is closely related to egomotion estimation. Egomotion is the relative motion
between camera and background. If, however, the camera moves and the background is
static or if the background moves and the camera is static, is merely a question of the
viewpoint and does neither change the image sequence nor does it have any effect on
the algorithms. Taking the viewpoint of static camera annihilates the distinction of the
background motion (egomotion) from other motions. It is hence common to drop the
notion of egomotion and simply speak of multiple motions. In many cases the dominant
motion is caused by the relative motion between camera and background. When all motions
are generated by rigid objects with diffuse reflecting surfaces, the problem of independent
motion detection can be solved by multibody structure and motion. In addition to simple
detection of independent motion, multibody structure and motion estimates the parameters
of the independent motion. While recovery of structure and motion is well understood in
the case when only a single rigid motion is visible in the images, even in the case of noisy
image measurements, dealing with multiple motions is still subject to many recent research
efforts.
After a short introduction into the three main groups of algorithms, a brief review
of early estimation algorithms including recursive algorithms follows. The two groups of
direct algorithms are reviewed in detail. Finally a summary of work using contextual
information is given.
3.3.1 State of the Art
A brief overview over the state of art in detection of independent motion respective multi-
body structure and motion is given in this section. For the finer details of the algorithms
refer to the following sections.
State of the art approaches to independent motion detection can be categorised in three
major groups. All algorithms in these groups recover the structure (i.e. the 3D-points)
and the motions from a set of corresponding image points. The first group works on two
images and approaches the problem by embedding it in high dimensional polynomial spaces
which results in linear solutions. The second group uses correspondences over many views
for the creation of the trajectory matrix which is block-wise factorised into structure and
motion. The third group approaches the problem recursively and is the most pragmatical:
The dominant motion is computed from the pool of correspondences over two or three
views. Correspondences consistent with this motion are removed from the pool and the
process is repeated revealing the second most dominant motion. This is repeated until too
little correspondences remain for further detection.
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Figure 3.1: Multibody structure and motion by embedding in high dimensional polynomial
space. See text for description.
Embedding
One approach to the multibody structure and motion is to linearise the problem by embed-
ding in a high dimensional space1 (Ma et al., 2004). Similar to the fact that perspective
projection becomes linear in the projective space, the estimation of the multibody fun-
damental matrix becomes linear in the correct Veronese embedding. The choice of the
embedding depends on the number of independent motions. The number of motions can
be determined by subsequently trying different embeddings until a rank constraint on the
resulting linear system is satisfied. The multibody fundamental matrix is computed and
a number of multibody epipolar lines can be determined using a number of basis vectors.
Factorisation extracts the corresponding epipolar lines. Embedding these lines again, using
1A simple example for linearisation by embedding is given for explanation: Let, for example, the
nonlinear equation be given by the polynomial ax2 + bx+ c = 0 of degree 2 in x with coefficients a, b and
c. When lifting the scalar x into two-dimensional polynomial space whose axes are given by x and x2, the
polynomial becomes linear in the two unknowns x2 and x: (ab)(x2x)T = −c.
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the Veronese map, results in a linear equation system for the unknown multibody epipole.
The individual epipoles can be extracted by factorisation from the multibody epipole. The
individual essential matrices can be computed using the epipoles and epipolar lines. The
complete process is visualised in figure 3.1.
Advantages:
• Direct, algebraic solution for less
than 5 motions, numeric solution
for more than 5 motions.
• No clustering necessary.
• Instantaneous estimation on two
views.
• Statistic nonlinear optimisation is
possible.
Disadvantages:
• No special motions (e.g. pure rota-
tions or homographies).
• Only for distinct epipoles.
• Many correspondences needed.
• No experiences with noisy data.
• Only rigid body motion.
Factorisation
Figure 3.2: Multibody structure and motion by factorisation of trajectory matrix. See text for
description.
Factorisation approaches (Costeira and Kanade, 1998) typically use correspondences
over many views (e.g. the complete sequence) and transform them into the trajectory
matrix. Assuming orthogonal projection, a factorisation of the motion matrix exists where
the left factor represents the motion parameters and the right part represents the shape.
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When the correspondences are sorted according to their motion, the shape matrix takes on
block diagonal form. The shape interaction matrix is computed using the first r columns of
the right orthogonal matrix of the singular value decomposition2 (SVD) of the trajectory
matrix with rank of the shape interaction matrix r. Permuting columns and rows, the
shape interaction matrix is brought into block diagonal form and the resulting permutation
is applied to the trajectory matrix which is afterwards again decomposed using SVD.
The factorisation by SVD is not unique, however knowledge about the expected internal
structure of the motion matrix can be used to calculate the invertible transformation A
between the current factorisation and the final motion and the final shape matrix.
Advantages:
• Direct solutions for an arbitrary
number of motions.
• Special motions possible.
Disadvantages:
• Direct solution only for linear pro-
jection models
• Difficult permutation problem.
• Only rigid body motion.
• Operates on complete sequence.
Recursive
Figure 3.3: Multibody structure and motion by recursively applying robust egomotion estima-
tion methods. See text for description.
The oldest and most simple approach to multibody structure and motion respective
detection of independent motion is a recursive process (Torr and Murray, 1993): First, ro-
bust estimation of the motion parameters is performed. This results in the parameters of
the egomotion under the assumption that the majority of the correspondences are located
2The SVD is a numerical method for decomposition of a matrixB = USV into two orthogonal matrices
U and V and a diagonal matrix S containing the singular values of B on the main diagonal.
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on the background. Afterwards, the correspondences are classified into inliers and outliers.
When enough correspondences are classified as outliers, robust estimation of the motion
parameters can be performed with these outliers, yielding the parameters of the predom-
inant independent motion. This process can recursively be repeated until the parameters
of all motions are recovered. A model selection stage can be incorporated into the process
allowing the estimation of degenerate motions.
Advantages:
• Robust estimation is well under-
stood.
• Operates on two views.
• Little correspondences needed.
Disadvantages:
• Clustering only with rigid body
motion.
3.3.2 Early Work on Detection of Independent Motion
Man representatives of early work on detection of independent motion either placed re-
strictions on the camera movement (Clarke and Zisserman, 1996; Torr and Murray, 1993;
Enkelmann, 1990; Sinclair and Boufama, 1994; Carlsson and Eklundh, 1990), or classified
the flow fields into a small number of basic camera movements (Nelson, 1991). The mo-
tion of a camera mounted in an automobile is generally not restricted, and hence these
approaches are not investigated in detail.
Another sort of algorithm uses image constraints to detect independent motion. Smith
(1995), for example, clusters points based on the similarity of their optical flow vectors in
the image. This approach results in cluster boundaries at depth discontinuities. The 3D-
geometry is neglected and the algorithm is hence condemned to failure in many non-trivial
cases.
Torr (1995) was the first scientist suggesting the usage of 3D-geometry for visual point-
based detection of independent motion. Under the assumption of rigid objects, he suggested
clustering points based on the fundamental matrix using two views or based on the trifocal
tensor using three views. He further pointed out that separate consideration of outliers
and degeneracy leads to suboptimal results in the estimate of the fundamental matrix
resp. trifocal tensor and hence in classification of the points. Torr suggested a robust
algorithm for the joint detection of outliers and degeneracy dubbed PLUNDER (Pick Least
UNDEgenerate Randomly). He suggested two algorithms for the detection of independent
motion: A Bayesian approach and the recursive application of the PLUNDER algorithm.
The Bayesian approach initialises 500 candidate clusters based on fundamental matrices
and assigns correspondences to them. Clusters with too few correspondences are pruned.
The segmentation is obtained using multiple hypothesis testing maximising the posterior
likelihood. A special cluster containing all outliers is always present in the final set and
contributes to the segmentation likelihood. Segmentation with less clusters are favoured
by introducing a penalty term for the number of clusters.
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The recursive application of PLUNDER works in a greedy way. The predominant
and possibly degenerate motion is computed using the PLUNDER algorithm. The set of
correspondences consistent with this motion are removed from the pool of correspondences
if the set is big enough. This process is repeated until the number of correspondences that
can be assigned to a cluster drops below a threshold.
MacLean (1996) suggested the use of the EM algorithm on mixture models for detection
of independent motion. The EM algorithm alternating estimates segmentation and the
motion parameter. A basic difficulty of the EM algorithm is that prior knowledge about
the number of nodes is required. The author circumvents this difficulty by spawning new
motion processes when an object enters or leaves the field of view.
Algorithms Using Projections of Flow Fields: In the 90s, one big problem was the
limited computational resources, and therefore algorithms reducing the dimensionality of
the problem have been developed. This was achieved by investigating projections of optical
flow fields (Fejes and Davis, 1998, 1997a,b). The simple geometric properties exhibited
by restricted projections of flow fields allow the either partial or complete decoupling of
structure and motion. By investigating projections of flow fields, the problem of outlier
detection could be reduced to robust line fitting.
An arbitrary projection direction p is chosen and all flow vectors are projected onto
it. The parallel restriction is given by 1D-sampling of the projected flow field along a
line through the FOE parallel to the projection direction p. The orthogonal restriction
is computed by 1D-sampling of the projected flow field along a line through the FOE
orthogonal to p. Plotting the length of the projected flow vectors vs. their position on the
respective lines results in two scatter plots (see figure 3.4(c) and 3.4(d)).
When the field of view (FOV) is small, the parallel restriction exhibits the divergence
property and the orthogonal restriction exhibits the linear property. These properties are
directly related to the translational and rotational part of the flow field: The orthogonal
restriction is independent of the translational flow field and its slope only depends on the
rotation around the camera axis. When no rotation around the optical axis occurs and
when the FOV is small, the rotational part of the flow field is approximately constant
in the image. The parallel restriction is independent of the rotation around the camera
axis, and hence the rotational flow field only shows as a constant offset in the restriction.
However, the scene structure (i.e. the scene depth) leads to the divergence of the parallel
restriction.
Early work uses the linear property for projection directions passing through the image
centre and estimate the rotation, while at the same time constraining the position of the
FOE (Daniilidis and Thomas, 1996; Fermu¨ller and Aloimonos, 1995; Silva and Satos-Victor,
1996).
An algorithm for the computation of the motion parameters for the case of cameras with
small FOV and FOE location inside the image was developed by Fejes and Davis (1997b).
The parallel restrictions stemming from multiple hypothesis about the FOE positions were
investigated and the best fit was chosen. This can also be interpreted as minimising the
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points with negative depth (Fejes and Davis, 1997b). The partial FOE position can be
recovered from the best fitting parallel restriction, and hence the appropriate orthogonal
restriction can be constructed. From this orthogonal restriction the unknown part of the
FOE position is recovered. The rotation parameters were also extracted from the parallel
and orthogonal restrictions.
p
FOE
(a)
p
FOE
(b)
pos
rp
(c)
pos
or
(d)
Figure 3.4: Parallel and orthogonal restriction of projections of the flow field on an arbitrary
projection direction p. The positions in the image where flow measurements are evaluated are
restricted to a line through the focus of expansion parallel (a) and orthogonal (b) to the projection
direction p. The magnitude of the resulting projections of the flow vectors is plotted versus the
position on the respective line for the parallel restriction (c) and for the orthogonal restriction
(d).
When the rotational flow component is not small compared to the translational part
or when the FOV is big, the erroneous estimate of the rotational component of the optical
flow can be used to correct (de-rotate) the flow field, and the algorithm can be used as
described above.
The projections of the flow fields can either be used to extract the motion parameters
or to detect independent motion. The detection of independent motion can in this case be
reduced to the detection of outliers in a robust line fitting procedure.
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When FOE is not located inside the image, its exact position cannot be estimated. Only
a qualitative estimate of the FOE can be guessed. The authors argue, that the qualitative
estimate is sufficient for some structure and motion algorithms (Fejes and Davis, 1997b).
Even though the suggested algorithms may be very fast, the basic assumptions stem
from a very restricted setup (narrow FOV and FOE location inside the image) and the
extension to the general case either requires iterative procedures (wide FOV) or is even
not possible (FOE outside the image).
3.3.3 Factorisation Methods
Factorisation methods aim at recovering structure and motion from a set of point corre-
spondences over many views. After a brief overview over the factorisation methods, their
first application to the task of independent motion detection of is reviewed in detail.
Factorisation methods for static scenes recover structure and motion by decomposing
a large matrix containing correspondences from many images and many points into one
matrix describing the structure of the scene and one matrix describing the camera motion.
The methods were initially suggested by Kanade’s group (Poelman and Kanade, 1993;
Tomasi and Kanade, 1991b, 1992). This work was still restricted to linear camera models
(scaled orthographic, paraperspective or affine). Contributions from other authors relaxed
the constraint of linear projection models for the factorisation approach (Yu et al., 1996;
Christy and Horaud, 1996; Han and Kanade, 1999b) or recovered shape and motion linearly
in the projective space (Han and Kanade, 2003). Later Han and Kanade (2001, 2003, 1999a)
used assumptions of linear motions to enable reconstruction of the trajectory when only
few points are located on each object.
Basis of all factorisation approaches is the singular value decomposition of very large
matrices, a computationally heavy burden. Information from the complete image sequence
is used to construct these large matrices. Morita and Kanade (1994) suggested an sequential
approach recursively estimating shape and motion at each frame overcoming this limitation.
In 1998 Costeira and Kanade extended the factorisation methods for static scenes to
multiple motions. Assuming an orthographic camera model, Costeira and Kanade (1998)
presented a factorisation algorithm recovering shape and motion without any prior assump-
tions about the number of objects or clustering of the 2D-feature point correspondences.
The factorisation method can be easily extended to any linear projection model. The algo-
rithm is claimed to be tolerant against moderate perspective projection. Formulating the
orthographic projection of a homogeneous 3D-point Xi in the camera centric coordinate
system to an Euclidean 2D-point xfi results in
xfi =
(
ufi
vfi
)
=
(
1 0 0 0
0 1 0 0
)(
Rf tf
0T 1
)
Xi (3.4)
with rotation Rf and translation tf dependent on the frame f . Building a single matrix
for multiple features for a single rigid motion results in the matrix W = [U
V
] which was
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later denoted trajectory matrix by Irani (2002)
W =


u11 . . . u1N
...
...
uF1 . . . uFN
v11 . . . v1N
...
...
vF1 . . . vFN


=


iT1 tx1
...
...
iTF txF
jT1 ty1
...
...
jTF tyF


(
X1 . . . XN
)
=MS (3.5)
The trajectory matrix can be factorised into the motion matrix M and the shape matrix
S. The motion matrix M consists of the first two rows iTk and j
T
k of each rotation matrix
Rk and the first two entries of each translation vector txk and tyk. Using the singular value
decomposition of W = UΣVT results in such a decomposition by defining Mˆ = UΣ1/2
and Sˆ = Σ1/2VT . This decomposition is however not unique because for any invertible
4×4 matrix A,W = (MˆA)(A−1Sˆ) =M′S′ also represents a valid solution. Using internal
structure of the motion matrixM (i.e. the orthogonality between ii and ji), an appropriate
matrix A for the recovery of structure and motion can be found.
When multiple motions are present and when the features are sorted, the shape matrix
S takes on block diagonal form
W∗ =
(
M1 M2
)(S1 0
0 S2
)
(3.6)
The algorithm boils down to find a column permutation of W determining the canonical
form of the measurement matrix W∗. The canonical form W∗ can be factorised into the
block diagonal shape matrix S∗ and the motion matrix M∗. The shape interaction matrix
Q = VVT is introduced for this purpose. When the W has not full rank (i.e. when one
of the motion system is over-constrained3), only the first r = rank(W) columns of V are
used for computation of Q. The canonical form W∗ can be found permuting columns of
the trajectory matrix W, and hence the factorisation of the canonical form V∗T results
from applying the same set of permutations to VT . It is shown that by bringing Q in
block diagonal form permuting columns and rows, the canonical form V∗T can be found
by applying the same permutations to VT . Using a single block from V∗T at a time, the
recovery of shape and motion proceeds as in the case of a single motion.
The shape interaction matrix Q is invariant to object motion, image scale, change in
reference frame ,and its structure is invariant to the number of objects. A greedy hill-
climbing algorithm sorting Q into canonical form is presented, and block detection is done
using a noise model for the image correspondences.
Gear (1998) suggested a combined rank estimation and factorisation based on the re-
duced row echelon form of the trajectory matrixW. The reduced row echelon form ofW is
3For example when more than 4 points are present on a full 3D-object, more than 3 point on a planar
3D-object, or more than 2 points on a linear 3D-object.
3.3. MONOCULAR FREELY MOVING CAMERA 35
computed using QR decomposition with column pivoting followed by Gauss Jordan elim-
ination on the upper triangular matrix R. The matrix has now the reduced row echelon
form 

1 0 · · · 0 f1,r+1 · · · f1,n
0 1 · · · 0 f2,r+1 · · · f2,n
...
. . . · · ·
0 0 · · · 1 fr,r+1 · · · fr,n

 (3.7)
with the rank r of the original motion matrix M build using n frames. The columns of
the reduced row echelon form correspond to 3D-points. When the correspondence data
is exact, linear independence between points and thereby the grouping into independent
subspaces is easily established by looking for zero elements in the entries of the column
vectors of fr,n. Column vectors having non-zero elements in the same row correspond to
the same subspace and hence to the same rigid object. When the correspondence data is
corrupted by noise, motion matrix has in general full rank. The rows of the reduced row
echelon form matrix are represented using a bipartite graph and a probabilistic algorithm
selecting most likely rank, and the most likely partition from a number of candidate ranks
and partitions is suggested.
Kanatani (2001) reformulated the factorisation method from Costeira and Kanade
(1998) in a purely mathematical fashion. He gave mathematical proof for the block struc-
ture of the shape interaction matrix and used a process which he called dimension correction
while permuting columns and rows of the shape interaction matrix. Dimension correction
works as follows: After clustering more than d points4 together, an optimal subspace is
fitted to them, and the points are replaced by their projections onto the subspace. This
techniques reduces the noise if the clustering is correct. Afterwards, model selection (i.e.
geometric AIC) is used to fuse multiple groups. To get rid of possibly misclassified points
in these groups, least median of squares techniques are used rejecting outlying data. The
resulting algorithms outperforms previous approaches with respect to accuracy and reaches
an accuracy near a globally derived bound on synthetic data. It is claimed to be robust.
Irani (2002) suggested the employment of factorisation methods to constrain the 2D-
correspondence estimation process itself. The displacement field matrix [U|V] is introduced
for this purpose, complementing the trajectory matrix W = [U
V
] from Tomasi and Kanade
(1991b). Using the image brightness constancy constraint, or alternatively the KLT equa-
tion, the trajectory matrix can be constructed using image brightness and derivatives
thereof only. Another distinction between displacement and trajectory matrix is that the
displacement matrix contains an entry for every pixel in the image, while the original
trajectory matrix only contains the trajectories of carefully computed 2D-feature points.
Afterwards, factorisation methods similar to Gear (1998) and Tomasi and Kanade (1991b)
are used to compute the optical flow field using both trajectory and displacement matrix.
Anadan and Irani (2002) found out that it is possible to incorporate uncertainty informa-
tion into the factorisation process. The proposed method only works with either linear
4The minimal number of points depends on the motion model: Planar d = 3 or full 3D d = 4.
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camera models or is restricted to instantaneous motion model5 for perspective cameras.
However, a workaround for perspective rotating and zooming cameras is given when a
dominant plane is visible in the images. It basically works by using homography corrected
images in which big rotations and big zoom changes are compensated. This workaround
belongs to a group of algorithms called plane + parallax.
The above work from Irani (2002) and Anadan and Irani (2002) has been extended
to the multibody case by Zelnik-Manor et al. (2006). The proposed algorithm gives new
insights into motion segmentation, because it clusters points having a consistent temporal
behaviour rather than points belonging to the same rigid motion model. This makes
it feasible to cluster points belonging to non rigid motion as well as connected objects
whose single parts move with different rigid motions. To achieve such a clustering, the
multibody segmentation algorithm from Costeira and Kanade (1998) is applied to the
displacement field matrix [U |V ]. In doing so ,information about directional uncertainty can
be incorporated into the factorisation process by transforming the raw data into covariance
weighted data space. This process resembles the transformation used in the Mahalanobis
distance. One further advantage is that clustering is conducted per pixel, rather than on
distinctive feature points.
Estimation techniques using uncalibrated cameras are without question the most chal-
lenging, because no restrictions at all are placed on the images or image sequences. None-
theless, interesting results can be achieved using factorisation approaches on uncalibrated
sequences. For example, it has been shown that the presence of multiple motions stabilises
the self calibration process (Fitzgibbon and Zimmerman, 2000).
Yan and Pollefeys (2006) also work on the motion matrix M, but only extract a clus-
tering of the trajectories from it. After rank correction and normalisation of the column
vectors of M, linear subspaces are estimated using local sampling. The affinity between
two points is defined as the principal angle between their local subspaces. An affinity ma-
trix is computed for all trajectories. Spectral clustering based on this matrix is performed
resulting in the final segmentation. The authors claim that the algorithm is robust to a
moderate number of outliers and argue that outliers only affect the estimate locally. Outlier
detection is done after segmentation. Their algorithm is independent on the motion type
and works with independent, articulated, rigid, non-rigid, degenerate and non-degenerate
motions.
3.3.4 Linearisation by Embedding in Higher Dimensional Spaces
Recent research approaches the problem of multiple motion estimation by embedding the
problem in high dimensional spaces. The algorithms investigate two views of a static scene
containing one or more rigidly and independently moving objects. Each of these motions
can be explained by either a fundamental or an essential matrix. The ultimate goal of the
5The instantaneous motion model for perspective cameras is valid for small rotations and small field
of views.
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algorithms is the estimation of the number of different motions, their parameters and the
segmentation.
In 2001 Wolf and Shashua introduced the 2-body multi-linear constraint which is valid
for two rigid motions in two views. Each point correspondence p1, p2 in this setup must
obey the 2-body multi-linear constraint
(pT1F1p2)(p
T
1F2p2) = 0 (3.8)
Each projective point p = [x, y, w]T can be “lifted” onto a 6-dimensional projective space
resulting in pˆ = [x2, xy, y2, xw, yw, w2]T . Note that the symmetric matrix ppT consists of
the same entries as the lifted vector pˆ. The segmentation matrix S ∈ R6×6 is defined such
that
pˆT1 Spˆ2 = 0 (3.9)
A linear equation system can be set up using DLT (direct linear transform) techniques,
and the entries of the segmentation matrix can be computed when at least 35 point corre-
spondences are given. Note that Spˆ represents a degenerate conic (consisting of two lines)
defined by the two epipolar lines F1p and F2p. Wolf and Shashua (2001) show that the
segmentation matrix exhibits similar properties as the fundamental matrix. For example,
the lifted epipoles eˆ1 and eˆ2 are in the right nullspace of the segmentation matrix
Seˆ1 = 0 and Seˆ2 = 0 (3.10)
The rank of the segmentation matrix can be used to differ between coinciding epipoles and
distinct epipoles of the two motions. When the epipoles of the two motions are distinct,
the segmentation matrix has rank 4. Otherwise it has only rank 3. An algorithm for the
recovery of the fundamental matrices and the epipoles from the segmentation matrix is
given. When the epipoles of the two motions are distinct, they can be recovered directly,
otherwise the fundamental matrices must be computed, and the epipoles are afterwards
extracted from the fundamental matrices.
The epipoles lie in the nullspace of S, and hence they are given by a linear combination
of the nullspace vectors nˆ1 and nˆ2. This can also be expressed using the (symmetric)
matrix representation N1 = nˆ1nˆ
T
1 and N2 = nˆ2nˆ
T
2 of the null vectors nˆ1 and nˆ2
E1 = N1 + λ1N2 = e1e
T
1 and E2 = N1 + λ2N2 = e2e
T
2 (3.11)
with the symmetric matrices E1 = eˆ1eˆ
T
1 and E2 = eˆ2eˆ
T
2 representation of the epipoles e1
and e2 “lifted” onto the 6-dimensional projective space eˆ1 and eˆ2. E1 and E2 both have
rank 1, and hence their determinants vanish (det(E1) = 0 and det(E2) = 0). Furthermore,
the determinants of arbitrary minors M1 and M2 of E1 and E2 must also vanish resulting
in the constraint
det(M1 + λ1M2) = 0 and det(M1 + λ2M2) = 0 (3.12)
The resulting 9 second order polynomials all share the same roots. The epipoles can be
extracted by computing the norm of the polynomials (viewing the coefficients as a vector)
and use the mean of polynomials above a certain threshold.
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When the two motions share the epipole, the fundamental matrices must be recovered
from the segmentation matrix in order to get the epipoles. The fundamental matrices
are recovered column-wise. The special point px = [1, 0, 0]
T and its corresponding lifted
entity are used for the extraction of the first columns pˆx = [1, 0, 0, 0, 0, 0]
T from S. The
degenerate conic
D = Spˆx (3.13)
consists of the union of the two epipolar lines l1 = F1px and l2 = F2px. At the same time,
the two lines l1 and l2 are the first columns of F1 and F2. The second and third columns
can be recovered in a similar fashion.
Problems arise with the labelling and the relative scale of the columns. Up to now,
it is not clear which column belongs to which fundamental matrix and - because of the
projective nature of the equations - the relative scale of the columns is also unclear. The
scale problem can be solved by recovering the first row of the fundamental matrix using
the transpose of equation 3.13. The labelling problem can only be solved by computing the
eight different candidate solutions and their corresponding segmentation matrices. Either
the candidate solution with the biggest similarity to the measured segmentation matrix S
can be chosen or the best solution is determined by applying the candidate segmentation
matrix S′ and the measured segmentation matrix S to a set of randomly generated points
and to measure similarity between resulting fundamental lines.
Segmentation of the points can be done as follows: Given a point pˆ, compute the
corresponding conic D = Spˆ and extract the epipolar lines from it. Segmentation is done
by checking on which epipolar line the corresponding point p2 is located in the second
image.
Starting in 2002, Vidal and his colleagues generalised the 2-body multi-linear constraint
(equation 3.8) to an arbitrary number of rigid motions resulting in the multibody epipolar
constraint Vidal et al. (2002, 2006)
Πni=1(x
T
1Fix2) = 0 (3.14)
with n fundamental matrices Fi for the n different rigidly moving objects and the point
correspondence between x1 and x2. Note that the above expression is a polynomial of
degree n in x. It can also be expressed in bilinear form (in Mn =
(
n+2
2
)
-dimensional space)
νn(x2)
TFmνn(x1) = 0 (3.15)
where Fm is the multibody fundamental matrix and νx(x) : P
2 → PMn−1 is the so called
Veronese map of degree n embedding a vector x in n-dimensional polynomial space. Equa-
tion 3.15 can be rewritten as linear problem
Lif =


[νi(x
1
2)
T ⊗ νi(x11)]T
[νi(x
2
2)
T ⊗ νi(x21)]T
...
[νi(x
N
2 )
T ⊗ νi(xN1 )]T

 f = 0 (3.16)
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with the vector f ∈ RM2n consisting of the stacked columns of the multibody fundamental
matrix Fm, the matrix Li ∈ RN×M2n and the Kronecker product ⊗. A rank constraint on the
matrix Li allows the estimation of the number of different motions simply by subsequently
constructing candidate matrices Li and checking their rank. The rank constraint is given
by
rank(Li) = M
2
n − 1 (3.17)
Equivalent to Wolf and Shashua (2001), the linear estimation of the multibody fundamental
matrix is possible when enough point correspondences are given (see table 3.1).
# motions n # required point correspondences N
1 8
2 35
3 99
4 225
Table 3.1: Minimum required number of point correspondences N for the linear estimation of
the multibody fundamental matrix depending on the number of different motions n
The author notes the limitations imposed by the very large number of required corre-
spondences and suggests three different strategies to overcome these difficulties in future
work:
• Obviously the number of points could also be reduced when the internal structure of
the multibody fundamental matrix is considered during its estimation equivalently
to the fact that the 8 point algorithm for the fundamental matrix can be reduced to
the seven point algorithm when the internal constraint det(F) is used.
• Under the assumption of constant motions, more than two views can be used for the
estimation process.
• When the rotations are very small and the motions are hence approximately pure
translations, the number of required correspondences is also greatly reduced.
In Vidal and Sastry (2003), the estimation of the fundamental matrices is reformulated
as a simple nonlinear optimisation problem. By estimating the number of motions in
advance using the rank constraint on Li and by the usage of a single objective function
for multiple motions, the typical estimation scheme iterating between grouping of the
points and estimation of the individual fundamental matrices can be circumvented. The
estimation of the multiple fundamental matrices is reformulated as a nonlinear optimisation
problem minimising a single objective function. It is shown that the objective function is
identical to the optimal objective function as given by Ma et al. (2001) in the case of a
single motion.
Lately, the multibody estimation procedures from Wolf and Shashua (2001) and Vidal
et al. (2002) were expanded by a model selection stage (Schindler and Suter, 2005; Schindler
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et al., 2006). A common problem of structure from motion algorithms is the occurrence
of degenerate cases, for example, when all 3D-points are located on a planar surface. The
fundamental matrix is not defined in this case, and all correspondences can be described
by a model with less degrees of freedom, the homography H. Model selection aims at
automatic determination of the correct model for the given data, i.e. it tries to decide
whether a homography is sufficient to describe the data or if a fundamental matrix is
needed.
Using two views of several rigidly moving objects, Schindler and Suter (2005) generate
several thousand candidate models (i.e. F and H matrices). Only candidate models with
a mean error smaller than 4 pixels are passed to the model selection stage, where the
number of independently moving objects and the intrinsic dimension (fundamental matrix
vs. homography) of the model describing a particular motion are automatically determined.
The model selection stage is based on the GRIC (Torr, 2002) criterion.
This approach is generalised in Schindler et al. (2006) to more than two views. In
contrast to Schindler and Suter (2005), calibrated cameras are used and the candidate
motions are computed using the algorithms from Niste´r (2004). The spatial coherence of
points is exploited using a heuristic local sampling scheme, and inlier sets are computed for
each candidate motion. Candidate motions computed for two frames are clustered based
on their inlier set: Inliers are specified using a Boolean vector whose length corresponds to
the number of tracks. The Hamming distance between these vectors is used as similarity
measure for clustering. Afterwards, clusters are replaced by their “means” which are
computed from all inliers belonging to more than 50% of all cluster members. Typically
less than 10 candidate motions remain after clustering, and these are linked throughout
the sequence based on their inlier set leading to a large number of candidate motion chains.
A MDL (minimum description length) like approach selecting the best motion chain from
the candidate motions precedes a specialised multi-branch optimisation for determination
of the motion chain with the minimal description length. Motion segementation is now
reduced to the problem of disambiguating points over time.
3.3.5 Work Using Contextual Information
Another class of algorithms uses contextual information, Smith et al. (2000), for example,
computes the segmentation under the assumption of layered motion and visible edges at
motion boundaries by tracking edges along their normals. An expectation maximisation
(EM) algorithm (Dellaert, 2002) is used to iteratively estimate two motions and group
the edges to one of the two models. When the EM is near convergence, the dependency
between neighbouring edge points is modelled using a Markov chain model. The final
solution is computed using simulated annealing. The label of each edge is flipped and
the label likelihood is computed. The algorithm is applied to a sequence of images, and
probabilities are temporally integrated.
In Ogale et al. (2005) segmentation is computed using dense flow fields and informa-
tion about occluded regions. Three distinct possibilities for the detection of independent
motions are characterised:
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• Motion direction conflict: Flow direction is different from expectation.
• Ordinal depth conflict: Occlusion indicates that object 1 is closer to the camera than
object 2 while flow indicates opposite (i.e. flow of object 2 is longer than flow of
object 1).
• Cardinal depth conflict: No detection possible without addition knowledge (e.g.
stereo, 3D-geometry, etc.).
In order to determine the depth order of regions, occlusions must be merged to one of
their neighbouring regions. It is important to know who occluded what instead of what was
occluded. To achieve this, three frames are used for merging occluded regions to one of its
neighbouring regions using logical reasoning and temporal consistency.
3.4 Summary and Relation to this Thesis
Detection of independent motion from a single freely moving camera is a wide field of
research. A lot of different camera models, both calibrated and uncalibrated, have been
used for this task. Recently, two approaches for direct estimation of the number of objects
and the underlying motions and structures came into the focus of the research community:
Factorisation approaches and algorithms based on embedding the basic equations in high
dimensional spaces.
Factorisation approaches suffer from their computational complexity which significantly
hinders their usage in real time systems. Their need for many views of the scene would
introduce an undesired latency into the detection process. Their algorithmic complexity
makes it difficult to cope with outliers in the process.
Embedding approaches require many correspondences for the estimation of indepen-
dent motion. The number of required correspondences is a major disadvantage of these
approaches.
Even though both approaches seem very promising, real time implementations on data
heavily corrupted by noise are still missing. Further on, the detection of non-rigid objects
cannot be achieved by both groups of algorithms, with the notable exception of the work
from Zelnik-Manor et al. (2006). For the above stated reasons, the direct approaches are
not used in this work, and a simple algorithm based on the essential constraint is suggested.
Relation between Torr’s work and this Thesis: The algorithm proposed in this
thesis is similar to the algorithms in the group recursive approaches. It is in particular
closely related to the work in Torr (1995). The main differences are:
Camera Calibration The basic difference of the proposed algorithm to the work of Torr
is that in this thesis a calibrated camera is used. One important implication thereof
is that less degenerate cases exist. When using uncalibrated cameras, configurations,
e.g. where all 3D-points are located on a plane, are degenerate. With a calibrated
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camera, the only degenerate case consists of a purely rotational relative camera mo-
tion. This case can easily be detected for the egomotion of the camera using the car
inertial sensors. Purely rotational relative motion between camera and independently
moving objects is highly unlikely in traffic scenarios, especially when the egomotion
of the camera itself is translating. In the only possible configuration, camera and
object move with identical velocities in the same direction on parallel trajectories,
and one object rotates around its centre. Because degenerate cases are unlikely, the
simple recursive application of robust estimation algorithms for the essential matrix
is sufficient, and model selection needs not be pursued in this thesis.
Motion Model Torr’s work focuses on the segmentation using rigid motions only, while
this work does not constrain the type of independent motion. It could hence be used
as a preliminary stage resulting in prior information for Torr’s algorithms.
Boosting the Measurements The novel approach boosting the measurements results
in many correspondences on independent motion and thus avoids the problems from
Torr’s thesis with motions where too few correspondences are measured.
Chapter 4
Egomotion Estimation
The system for the detection of independently moving objects, which is presented in this
thesis, is based on image point correspondences. The correspondences are classified as
either belonging to the static background or as independently moving based on information
about the relative motion between static background and the camera. Fast and sound
computation of (i) correspondences and (ii) the egomotion is hence essential for successful
detection of independent motion. An algorithm for image point correspondence estimation
is chosen in the following section. Afterwards the computation of egomotion is described
in section 4.2.
4.1 Correspondence Estimation
Image-based detection of independent motion requires the knowledge about 2D-correspon-
dences, i.e. correspondences between points in the image which are projections of the
same 3D-points at different times. A lot of methods for the determination of such corre-
spondences exist. A basic difference between the algorithms can be made regarding the
density of the estimates. Optical flow algorithms aim at dense correspondence estimation,
i.e. a correspondence is given for every pixel in the image apart from regions which are
occluded in one of the images (Barron et al., 1994; Stein, 2004). Tracking algorithms aim
at estimation of correspondences for a set of prominent image features only. The algorithm
for detection of independent motion does not rely on a specific algorithm but on a set of
corresponding points. For speed reasons, a tracking algorithm is chosen for correspondence
estimation.
First, the correspondence estimation method is described, and afterwards algorithms
for the detection of prominent point features are presented.
4.1.1 Gradient-Based Minimisation of Intensity Difference
The iterative image registration algorithm from Lucas and Kanade (1981) is described in
this section. Correspondence estimation in image sequences is also called feature tracking.
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The algorithm operates on small patches in temporal sequences of images. Each patch is
assumed to be the projection of a rigid object with diffuse reflecting surface in a scene with
constant illumination. Because small patches, i.e. 11×11 pixel, are used, perspective effects
are small and the projection can be approximated by an orthographic camera model. When
changes in camera orientation are small, the image intensities in two subsequent images
are approximately related by a pure translation d. The image intensity I is a function of
the position x and the time t, and the intensities between two subsequent images at time
t and t+ dt are related by
I(x, t) = I(x− d, t+ dt) ⇐⇒ dI
dt
= 0 (4.1)
This leads to the “Image-Brightness-Constancy-Equation”
dI
dt
=
∂I
∂x
∂x
∂t
+
∂I
∂t
= ∇Id+∆I = 0 (4.2)
with the displacement vector d = ∂x
∂t
= (dx
dt
, dy
dt
)T , the spatial gradient ∇I = ( ∂I
∂x
, ∂I
∂y
)T and
the intensity difference ∆I = I(x, t = 1)− I(x, t = 0).1
Equation 4.2 has two unknowns and hence cannot be solved using only a single mea-
surement. Assuming that neighbouring points in a support window W obey the same
displacement results in the following equation system
A d− b =


gx,0 gy,0
gx,1 gy,1
gx,2 gy,2
...
...

 d−


−∆I0
−∆I1
−∆I2
...

 = 0 (4.4)
The usage of the support window has a second positive effect: It enlarges the convergence
radius of the minimisation. Multiplying by AT from the left leads to the normal equation
ATAd = ATb( ∑
W g
2
x
∑
W gxgy∑
W gxgy
∑
W g
2
y
)
d =
(∑
W ∆Igx∑
W ∆Igy
)
(4.5)
A unique solution exists if the matrix ATA is invertible. It can be given in closed form
d = (ATA)−1 ATb =
( ∑
W g
2
x
∑
W gxgy∑
W gxgy
∑
W g
2
y
)−1(∑
W ∆Igx∑
W ∆Igy
)
(4.6)
1For small displacement vectors d equation 4.2 can also be derived using the linear part of a Taylor
series
I(x, t = 0) = I(x− d, t = 1) ≈ I(x, t = 1) + dI
dx
d (4.3)
.
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The matrix ATA is also called structure tensor M
M = ATA =
( ∑
W g
2
x
∑
W gxgy∑
W gxgy
∑
W g
2
y
)
(4.7)
The image brightness function is generally not linear, and hence the solution from equation
4.6 is only approximately true. It can be refined by using the algorithm iteratively until it
converges (i.e. the displacement converges against 0).
Big displacements cannot be determined using this approach because the image bright-
ness function is generally not linear and hence the algorithm is used on a Gaussian pyramid
of the images. First, the displacement is guessed on the smallest image of the pyramid.
The result is used as initial guess on the next bigger image and so forth.
Several modifications and enhancements have been suggested to the algorithm, amongst
others the use of an affine similarity function for quality monitoring of feature tracks
(Shi and Tomasi, 1994) and the usage of an robust outlier rejection criterion called X84
(Tommasini et al., 1998).
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Figure 4.1: One-dimensional intensity function at two different times k (blue) and k + 1 (ma-
genta) as it is seen by a slit camera. The displacement d can be computed using equation 4.6. The
spatial derivative ∂I/∂x and the temporal derivative ∂I/∂t are used to compute the displacement
d. The displacement is not necessarily equal to the true displacement because of the linearisation
of the intensity function.
The algorithm can be visualised for the one-dimensional case (i.e. a slit camera). The
1D-intensity function I is drawn for t = k in blue and t = k + 1 in magenta in figure 4.1.
The spatial location is given on the abscissa, and the intensity is given on the ordinate.
The intensity functions at the two times k and k + 1 only differ by a displacement. The
displacement d is computed using the spatial intensity gradient and the temporal intensity
difference. For nonlinear intensity functions the computed displacement d (equation 4.6) is
generally not equal to the true displacement, and hence the algorithm is applied iteratively
until it converges.
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Covariance Approximation
When the structure tensor is invertible, the covariance of the displacement vector d can
be approximated using the approximation from section C.2
Σdd ≈ rˆ
T rˆ
w − 2− 1(A
TA)−1 (4.8)
with the number of equations w in each support window W , the residual error vector
rˆ ≈ Adˆ − b and the structure tensor ATA. The covariance matrix of the point in the
current image Σx1x1 is given by the sum of the covariance matrix of the displacement vector
Σdd and the covariance matrix of the point in the previous image Σx0x0
Σx1x1 = Σx0x0 + Σdd (4.9)
Because the new feature position x1 is given by simple addition of the old position and
the displacement, equation 4.9 simply states the error propagation for linear functions (see
appendix D.3).
The Aperture Problem
(a)
?
(b)
Figure 4.2: Visualisation of the aperture problem: Computation of the displacement vector of
a 2D-line segment. The line is drawn in blue at time t and in red at time t + dt. (a) If the
complete line including the endpoints is used, a human can easily guess the displacement vector.
(b) If however only a small support window (black) is used when computing the displacement, a
unique solution cannot be determined.
When using point-based methods for correspondence estimation, the aperture problem
cannot be neglected. The estimation method requires an invertible structure tensor M.
The structure tensor becomes singular (and hence non invertible) when either no structure
is visible or when all points in the support window have the same gradient direction.
For visualisation purposes the displacement of a line segment is investigated. Figure 4.2
shows the line at time t (blue) and at time t+ dt (red). The true displacement (green) is
obvious when looking at the complete line segment (a). The algorithm only uses a small
support window (black, b). When only information from this support window is used,
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a displacement cannot be determined uniquely. A family of possible displacements exist
(green arrows, b). This is called the aperture problem.
4.1.2 Feature Detection
Feature detection identifies salient features in the image. Image features are for example
corners, edges, regions, blobs, ridges, etc. In this work features are used for the identifi-
cation of promising regions for correspondence computation. Spatial structure is essential
for reliable correspondence computation, and hence a natural decision for structure-based
features is made ruling out blobs and regions. Contrary to edges and ridges, corner features
circumvent the aperture problem described in section 4.1.1. They are hence chosen for the
tracking task.
Different approaches exist in the literature for the estimation process. They can be
roughly separated into two classes: Algorithms based on the structure tensor and other
algorithms. In the following, a short overview summarising existing corner detection algo-
rithms is presented, and afterwards the choice of a specific algorithm is motivated.
Non Structure-Tensor-Based Corner Detection
SUSAN Corner Detector: The Smallest Univalue Segment Assimilating Nucleus (SU-
SAN) corner detector (Smith and Brady, 1995) investigates image structure without
considering the structure tensor. Pixel in a circular region whose intensity values are
similar to the intensity at the centre of the region are identified. A corner is found
when three conditions are fulfilled: Firstly, the number of identified pixels must be
below a threshold. Secondly, the centroid of the identified pixels must be far from
the centre of the region, and thirdly, all pixels on the line connecting the centre and
the centroid must be identified.
FAST Corner Detector: The Feature from Accelerated Segment Test (FAST) corner
detector (Rosten and Drummond, 2005, 2006) investigates pixel on a circle around
the centre. A corner is found when at least n contiguous pixel on the circle differ by
at least t from the centre. The contiguous pixel on the circle must have either all
bigger intensity values or all smaller intensity values when the centre is located on a
corner.
Wang and Brady Corner Detector: The corner detector of Wang and Brady (1995)
computes a cornerness measure by regarding the intensity as a surface and computing
the curvature along an image edge.
Structure Tensor Based Corner Detection
Several structure tensor based methods for corner detection exist. The computation of a
“cornerness” measure using the structure tensor M for each pixel is common to all these
methods. Afterwards, a non maximum suppression extracts the corners from the cornerness
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function. Subpixel accuracy can be achieved for example by using a parabola approxima-
tion of the cornerness around the location in question and computing the maximum of the
parabola.
Harris Corner Detector: The Harris corner detector (Harris and Stephens, 1988) com-
putes the cornerness cH as
cH = det(M)− κ trace(M)2 (4.10)
Fo¨rstner Corner Detector: The Fo¨rstner corner detector (Fo¨rstner, 1986) computes
the cornerness cF as
cF =
det(M)
trace(M)
(4.11)
KLT Corner Detector: In 1981 Lucas and Kanade suggested an iterative gradient-based
tracking algorithm (Lucas and Kanade, 1981) neglecting the question of feature se-
lection. The resulting algorithm has been explained in detail in section 4.1.1. In
1991 Tomasi and Kanade (1991a) derived an optimal solution for the feature selec-
tion problem based on the tracking algorithm from Lucas and Kanade (1981). The
bundle of feature selection and image registration is called the KLT (Kanade Lucas
Tomasi) algorithm.
The KLT corner detector (Tomasi and Kanade, 1991a) computes the cornerness cK
as the smaller of the two eigenvalues λ1 and λ2 of the structure tensor
cK = min(λ1, λ2) (4.12)
The structure tensor M is a symmetric real 2× 2 matrix
M =
(
gxx gxy
gxy gyy
)
(4.13)
with the abbreviations gxx =
∑
W (
∂I
∂x
)2, gyy =
∑
W (
∂I
∂y
)2 and gxy =
∑
W
∂I
∂x
∂I
∂y
sum-
ming first order spatial derivatives over a support window W . Sometimes weights
depending on the location in the support window are used in the sum. The eigen-
values λ1,2 of the structure tensor can be computed by solving for the roots of the
characteristic polynomial explicitly
λ1,2 =
gxx + gyy
2
± 1
2
√
(gxx + gyy)2
4
− g2xy (4.14)
The support window can be classified based on the two eigenvalues: Two small
eigenvalues correspond to approximately uniform regions without significant spatial
structure, a large and a small eigenvalue correspond to regions with a dominant
linear structure and two small eigenvalues correspond to regions rich in texture, e.g.
corners, salt and pepper textures.
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Ko¨thes Improvements to Structure Tensor Computation: Ko¨the (2003) showed
that Shannon’s sampling theorem is violated when the structure tensor is computed using
the original image resolution2. He suggests that the structure tensor must be computed
using an image with higher resolution than the original image to avoid aliasing. Secondly,
anisotropic filtering is used to enhance the localisation accuracy of corners. Hourglass-
shaped filters with orientation according to the gradient are used for this task. Thirdly,
an algorithm for integrated junction/corner and edge detection is proposed. The structure
tensor is decomposed into two parts, one part representing the intrinsic 1D-properties
(corner information) at the current location and the other part representing the intrinsic
2D-properties (edge information).
Selection of Feature Detection Algorithm
The KLT corner detector is selected for the final system, because it is based on the tracking
equations and hence optimally collaborates with the chosen tracking algorithm. Even
though the sampling theorem is theoretically violated by structure tensor computation,
the practical effect is small and leads only to a small error in the initial position of the
corner. Because only relative correspondences are of concern for the estimation of the
essential matrix and because upsampling of the image imposes a significant computational
cost, this improvement suggested by Ko¨the is not used in this thesis.
4.1.3 Conclusions
The selected tracking algorithm Lucas and Kanade (1981) and the corner detector Tomasi
and Kanade (1991a) constitute an optimally integrated feature tracking system. Because
the original idea is rather old, a large number of additional improvements have been sug-
gested for the original tracking algorithm, including for example affine motion models and
compensation of illumination changes. However, since only very small image patches of
15× 15 pixels are used in this work, none of these improvements is necessary.
2The gradient of an image is usually computed by convolution with two derivative filters, for example
spatial derivatives of a 2D-Gaussian can be used as convolution mask. The gradient tensor is defined as
the outer product of the gradient vector with itself. The structure tensor can be seen as the averaged
gradient tensor, i.e. a convolution of the gradient tensor image with a low pass filter mask, for example
a Gaussian mask or a box filter. When the original image was properly sampled at Nyquist rate, the
original signal was bandlimited, and hence the derivatives are still bandlimited. However, multiplying two
bandlimited signals doubles the bandwidth and hence the resulting signal (i.e. the structure tensor) must
be represented at half the sampling frequency to avoid aliasing. The image can also be represented at the
double sampling frequency alternatively.
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4.2 Egomotion Estimation
The detection of independent motion requires knowledge about the camera motion. The
objective is to compute the vehicle motion between two successive images of a sequence.
First the computation of the camera motion using vehicle inertial sensors is described
in section 4.2.1. It is, however, not sufficient, because important sensors, e.g providing
information about roll movement, are missing. Egomotion from car inertial sensor data
can nonetheless be used as initial guess to speed up the image-based egomotion estimation.
The computation of the essential matrix E from point correspondences is described in
section 4.2.2.
4.2.1 Vehicle Inertial Sensors
Because the camera is mounted in an automobile, vehicle inertial sensors measuring
• speed v,
• steering angle δA,
• yaw rate α˙,
• lateral acceleration al,
• longitudinal acceleration a,
• time t and
• DGPS position and speed data
can be used to estimate the egomotion of the camera relative to the static scene. The
accuracy of the speed sensor is assumed to be 0.13 m/s. The accuracy of the steering angle
sensor is given by 0.14◦, the accuracy of the yaw rate sensor is given as 0.3◦/s, and the
accuracy of the longitudinal and lateral acceleration sensors are assumed to be 0.01 m/s2.
The timestamps are assumed to have an accuracy of 3 ms, and the DGPS position data is
assumed to be 1.1 m. See section 5.5.1 for a detailed description of the inertial sensors.
It is necessary to compute the egomotion of the vehicle for the computation of the
egomotion of the camera. The derivation of the camera motion from the vehicle motion is
described first.
Because of the lack of information about vertical motion, it is assumed that the vehicle is
moving in the x-z-plane. The vehicle coordinate system is defined such that the positive z-
axis coincides with the forward direction of the vehicle and the positive x-axis coincides with
the “right” direction of the vehicle. In this section, the world coordinate system is defined
using the vehicle coordinate system at the time of the first frame. The transformation from
vehicle to world coordinate system is given by the Euclidean transformation
TCW =
(
RCW (t) C(t)
0T 1
)
(4.15)
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with the rotation matrix RCW (t) ∈ R3×3 given by the orientation and the position of the
vehicle in the world coordinate system C(t) ∈ R3. Obviously, both the orientation of the
vehicle and the position of the vehicle change with time and hence need to be updated
after every new vehicle motion estimation.
In this work three simple algorithms have been used to estimate the egomotion of the
vehicle. The computation of the vehicle motion using the steering angle or yaw rate and
the computation from differential GPS data are described next.
Steering angle
The demonstrator which has been used in this thesis is called urban traffic assistant (UTA)3.
It is equipped with an steering angle sensor. The steering angle is directly measured with
an accuracy of ≈ 0.14◦. However, the zero position is determined manually introducing a
constant but unknown offset in the measurement. The vehicle dynamics can be modelled
β0
δA
R
lh
v
v
v
SP l
δA
Figure 4.3: Geometry of simple vehicle model for circular driving under static conditions. The
steering angle δA can be used to compute the radius R via the side slip angle β0. The vehicle
has a wheelbase l, and the barycentre SP is located at a distance lh from the rear axis. (Figure
similar to Zomotor (1991))
using a simple single track model. When the lateral acceleration is very small, the lateral
slip on the wheels can safely be neglected. For experiments with low speed and therefore
with low lateral acceleration, it is sufficient to use this simple vehicle model for circular
driving under static conditions (Zomotor, 1991). Figure 4.3 shows the geometry of the
simple vehicle model.
The steering angle δA (also called Ackermannwinkel) can be used to compute the side
slip angle β0 if the wheelbase of the vehicle l and the distance of the barycentre from the
3For a detailed description refer to section 5.5.1.
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rear axis lh are known (Zomotor, 1991)
β0 ≈ lh
R
≈ δA lh
l
(4.16)
Hereby the magnitude of the angles δA and β0 are assumed to be small, and hence the
usual linearisation approximations for trigonometric functions hold (i.e. sin(δA) ≈ δA and
cos(δA) ≈ 1). Re-arranging terms results in the radius of the circular motion R
R ≈ l
δA
(4.17)
Without the linearisation of the trigonometric functions the side slip angle becomes
β0 = tan
(
lh tan(δA)
l
)
(4.18)
and the radius is given by
R = sgn(δA)
√
R2ν + l
2
h (4.19)
with Rν =
lh
tan(β0)
.
Assuming constant longitudinal acceleration a, the distance d that the vehicle moved
between the two images can be computed using the velocity v and the time interval ∆t
between two images as
d = v∆t+
1
2
a(∆t)2 (4.20)
The angle α of the circle segment on which the vehicle is moving is given by
α =
d
R
(4.21)
In the vehicle coordinate system, the new position of the vehicle BC is given by
BC = R

cos(α)− 10
sin(α)

 (4.22)
Equation 4.22 has a singularity at α = 0. For small angles δA the trigonometric functions
are approximated by their Taylor series up to the quadratic term resulting in the new
position of the vehicle
BC =
d
α

1− α
2
2
− 1
0
α

 = d

− sgn(α)α20
1

 (4.23)
The transformation into the world coordinate system is given by equation 4.15.
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The impact of the linearisation (equations 4.17 and 4.23) are however small. This has
been empirically tested by computing the vehicle position on a closed sequence of 745
measurements twice, once using the linearisation and once using the exact equations. The
total range covered in the vehicle in the test sequence is approximately 720 m, and the
vehicle speed ranges from 4.5 to 11.3 m/s. The difference of the final positions of the exact
and the linearised approach is only 1.5 m, and hence the linearisation can safely be used
with speed ranges up to ≈ 10 m/s.
Yaw Rate
The yaw rate sensor installed in UTA has an accuracy of ≈ 0.3◦/s. During the experiments
the yaw rate sensor exhibited however sensitivity to changes in temperature resulting in
significant drift. The drift could be minimised by ensuring approximately constant tem-
perature during operation.
The yaw rate α˙ can be used directly to compute the angular motion of the vehicle using
the time between two images ∆t. The angle α is given by
α = α˙∆t (4.24)
The distance d that the vehicle has moved can be computed using equation 4.20 and the
radius of the circle segment is given by
R =
d
α
(4.25)
For the computation of the new position of the vehicle in the vehicle coordinate system
equation 4.22 can be used. The transformation into the world coordinate system is given
by equation 4.15. Equation 4.25 has a singularity at α = 0. For small angles α the
trigonometric function are approximated by their Taylor series up to the quadratic term
resulting in the new position of the vehicle
BC =
d
α

1− α
2
2
− 1
0
α

 = d

− sgn(α)α20
1

 (4.26)
Global Positioning System (GPS)
The GPS system works by computing the distance to three or more satellites by measuring
the signal transmission times. When the positions of the satellites are known, the own
position can be computed.
A differential GPS system (DGPS) is available in the demonstrator vehicle. It is based
on the ordinary GPS system and a network of ground based reference stations broadcasting
the difference between the position as indicated by the satellite system and the known
position of the station. A DGPS receiver corrects the satellite based measurements by the
error from the nearest broadcast station.
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Additionally to the position, the velocity of the receiver can also be computed using
the Doppler frequency shift.
The differential GPS system can achieve accuracies of less than a meter near a broadcast
station. The error grows with distance to the broadcast station approximately by 0.2 m
per 100 km distance to the station (Monteiro et al., 2004). The closest broadcast station
has a distance of ≈ 50 km the site where the following experiment was conducted, resulting
in an error estimate for the DGPS method of 1.1 m. In theory the DGPS method measures
of the absolute position of the vehicle and hence the error estimate is independent of the
history.
DGPS Measurements are available with approximately 1 Hertz. The raw DGPS mea-
surements are not used because of the low sample rate and the low relative accuracy for
example. Instead, the absolute position of the vehicle is computed from all vehicle inertial
sensors using a Kalman filter (Gern, 2000).
Computing the Camera Motion from Vehicle Motion
The previous sections describe the estimation of the motion of the barycentre of the vehicle.
The camera is however not located at the barycentre. It has a known offset tCC and
orientation RCC relative to the vehicle. The transformation between vehicle and camera
coordinate system is given by
TCC =
(
RCC(t) tCC(t)
0T 1
)
(4.27)
When the camera is mounted on a pan-tilt unit, the offset RCC and orientation tCC may
change with time, but in this thesis it is assumed to be known and constant.
Temporal Alignment of Vehicle Inertial Sensors and Images: The measurements
from the vehicle inertial sensors and image capturing is an asynchronous process. Therefore
it is necessary to align the data temporarily. Fortunately, both the images and the vehicle
sensor data are marked with time stamps. A very simple approach is used: The vehicle
inertial sensor data are linearly interpolated to obtain approximate values synchronous
with the image frames.
Comparison of Methods Using Vehicle Inertial Sensors
The different methods (see above) of vehicle egomotion computation are compared on the
closed “Zollberg” sequence (i.e. the camera position at the last frame of the sequence is
approximately the same as at the first frame). The speed in this sequence ranges from
4.5 to 11.3 m/s. Figure 4.4 shows some images from the “Zollberg” sequence. Figure 4.5
shows a bird’s-eye view on the tracks computed using the different methods. The position
uncertainties for the last positions of the different methods are indicated by covariance
ellipsoids. The uncertainties are derived using the unscented transform (section D.3) from
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Figure 4.4: Some selected frames from the closed loop “Zollberg” sequence.
the known accuracies of the inertial sensors. Only the GPS gives absolute position infor-
mation. The motion information from all other inertial sensors is only relative, and hence
the uncertainties are accumulated over the sequence.
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Figure 4.5: Comparison of the different methods for egomotion computation using vehicle
inertial sensors. The DGPS method is given in red, the steering angle method is drawn blue and
the yaw rate method is drawn green. A bird’s-eye view on the positions as computed from the
“Zollberg” sequence is shown.
Only the GPS method achieves global consistency and hence a closed track. This
can be explained by the fact, that in contrast to the other methods the DGPS method
measures absolute positions. The steering angle method overestimates the yaw rotation.
This could be explained by the fact that the slip of the wheels cannot be neglected in
the speed ranges used in this sequence. The manual determination of the zero steering
angle introduces a further significant uncertainty into the estimation process. The yaw
rate method underestimates the yaw rotation. This could be explained by an offset in
the yaw rate measurements. The specification indicates that the offset is in the range of
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±3◦. The overall time which passed between first and last frame of the sequence was 74.5s
resulting in a maximum angular error of 223◦. Obviously the offset was much smaller in
the case observed here.
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Figure 4.6: Comparison of the different methods for egomotion computation using vehicle
inertial sensors. The DGPS method is given in red, the steering angle method is drawn blue
and the yaw rate method is drawn green. The heading angle of the car is plotted vs. the frame
number. The heading angle is computed using the difference vector of the subsequent positions.
Global consistency is however not the main application of the car inertial data in this
thesis, and hence the local consistency of the estimators must be investigated. The heading
angle is computed from two subsequent position measurements and plotted vs. the frame
number (figure 4.6). There are no abrupt direction changes and because of the moments
of inertia, the car motion is smooth in the examined sequence “Zollberg”. The steering
angle and yaw rate methods exhibit superior performance over the DGPS method when
the primary aim is to obtain local consistent positions. A significant difference between
the steering angle method and the yaw rate method could not be identified. The yaw rate
algorithm has been chosen for the final system.
Two problems arise when using the car inertial sensors for the visual detection of
independent motion. Firstly, images and inertial sensors are not synchronised and hence
the sensor measurements are not sufficiently accurate for prediction of optical flow with
a precision of a tenth of a pixel. And secondly, information about roll and pitch axes is
not provided by inertial sensors. It is therefore obligatory to use image information for the
refinement of the egomotion. Different algorithms for image-based egomotion estimation
are compared next.
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4.2.2 Essential Matrix Estimation
The essential matrix only contains the minimal necessary motion information for detection
of independently moving objects: The motion direction (i.e. the epipole) and the rela-
tive rotation. This information is generally sufficient for detection of independent motion,
however in the case when the absolute camera position is needed, the information from
the essential matrix can be augmented by the distance computed from integrated velocity
measurements. The computation of the essential matrix from image point correspondences
is described in this section. Basis for all algorithms is a number of N point correspondences
xi = (xix, xiy, xiw)
T and x
′
i = (x
′
ix, x
′
iy, x
′
iw)
T between the two images. A number of different
approaches of essential matrix computation are empirically compared regarding accuracy
and computational requirements. Two direct methods, the linear 8 point algorithm (Hart-
ley and Zissermann, 2004) and the 5 point algorithm from Niste´r (2003a), are compared
with four nonlinear algorithms. The Levenberg-Marquardt (LM) algorithm (Hartley and
Zissermann, 2004) is used to minimise three different objective functions: The geometric
error, an angle-based objective function and the Mahalanobis distance between point and
corresponding epipolar line. Another minimisation algorithm, the Gauss-Helmert model
(McGlone, 2004), is used to minimise the algebraic error. The Gauss-Helmert model has
the advantage that internal constraints between the parameters, e.g. the unit-norm con-
straint on a quaternion describing a rotation, can be directly enforced during estimation.
Linear: Following Hartley and Zissermann (2004), the linear algorithm is based on the
linear estimation of a fundamental matrix F. The resulting linear system has 8 unknowns
and hence 8 point correspondences are required for the estimation process. Afterwards the
intrinsic constraints of essential matrices are enforced using singular value decomposition
(SVD). An essential matrix has two identical eigenvalues and the third eigenvalue is zero
(Hartley and Zissermann, 2004)4. Given the decomposition of the fundamental matrix
F = USVT , the nearest essential matrix E to F in Frobenius norm is computed by
replacing the two nonzero eigenvalues in the diagonal matrix S by their mean. The resulting
diagonal matrix S′ is used to construct the essential matrix E = US′VT (Hartley and
Zissermann, 2004).
5 Point Algorithm: The 5 point algorithm described next was invented by Niste´r
(2003a). Its main advantage is that it works even if all point correspondences are stemming
from 3D-points located on a plane. First the essential constraint is used to compute the 4
4In fact, Kanatani (2005) claims that an essential matrix E can only be decomposed into a unit vector
e and a rotation matrixR such that E = [e]×R if and only if its singular values are 1, 1 and zero. However,
this decomposability constraint is not enforced in this algorithm.
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vectors spanning the solution space by rewriting x′TEx = 0 (equation 2.26) as

x˜T1
x˜T2
x˜T3
x˜T4
x˜T5

 E˜ = 0 (4.28)
with the vector
E˜ = (E11, E12, E13, E21, E22, E23, E31, E32, E33)
T
consisting of the stacked columns of the essential matrix and the vector
x˜ = (xxx
′
x, xyx
′
x, xwx
′
x, xxx
′
y, xyx
′
y, xwx
′
y, xxx
′
w, xyx
′
w, xwx
′
w)
T
consisting of combinations of the elements of point correspondence x and x′. The solution
space is spanned by the four vectors X˜, Y˜, Z˜ and W˜, and hence the essential matrix is a
linear combination of the four corresponding matrices X, Y, Z and W
E = xX + yY + zZ + wW (4.29)
Because the essential matrix is only defined up to scale, the last coefficient w is – without
the loss of generality – assumed to be 1. Inserting equation 4.29 into the cubic constraints
(2.27)
det(E) = 0
and (2.29)
EETE− 1
2
trace(EET )E = 0
and performing Gauss-Jordan elimination with partial pivoting results in the equation
system


< a >
< b >
< c >
< d >
< e >
< f >
< g >
< h >
< i >
< j >




x3
y3
x2y
xy2
x2z
x2
y2z
y2
xyz
xy
x
y
1


=


1 . . . . . . . . . [2] [2] [3]
1 . . . . . . . . [2] [2] [3]
1 . . . . . . . [2] [2] [3]
1 . . . . . . [2] [2] [3]
1 [2] [2] [3]
1 [2] [2] [3]
1 [2] [2] [3]
1 [2] [2] [3]
1 [2] [2] [3]
1 [2] [2] [3]




x3
y3
x2y
xy2
x2z
x2
y2z
y2
xyz
xy
x
y
1


= 0 (4.30)
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with scalar values denoted by a dot (.), polynomials of degree N in z denoted by [N ]. The
rows of the equation system are named from < a > to < j >. Subtracting rows from
equation system 4.30 results in
B

xy
1

 =

< e > −z < f >< g > −z < h >
< i > −z < j >



xy
1

 =

[3] [3] [4][3] [3] [4]
[3] [3] [4]



xy
1

 = 0 (4.31)
where polynomials in z of degree N are again denoted by [N ]. A solution exists iff
det(B) 6= 0 (4.32)
resulting in a polynomial of degree 10 in z. The real roots of this polynomial are computed
numerically, and for each root the accompanying values of x and y are computed using
equation 4.31. The resulting essential matrices are obtained, and the relative orientation
and the epipole can be extracted as described in section 2.3.1.
Geometric Error: The distances of the feature points xi1 = (xi1,x, xi1,y, xi1,w)
T and
xi2 = (xi2,x, xi2,y, xi2,w)
T from the corresponding epipolar lines in the images are minimised
in this algorithm leading to the objective function
E(eα, q) = arg mineα,q
N∑
i=1
xTi1li1
(l2i1,x + l
2
i1,y)x
2
i1,w
+
xTi2li2
(l2i2,x + l
2
i2,y)x
2
i2,w
(4.33)
where the epipolar lines lik = (li1,x, li1,y, li1,w)
T are given by li1 = E21(eα, q)xi2 and li2 =
E12(eα, q)xi1. Equation 4.33 is solved iteratively using the Levenberg Marquardt algorithm.
The essential matrix is parametrised as a quaternion q describing the rotation and sphere
angles eα describing the epipole. Numerical techniques are used for the minimisation of
equation 4.33, and hence an initial guess sufficiently close to the solution must be provided
to the algorithm. Contrary to the other estimation algorithms, a robust cost function is
employed in the iteration process, resulting in better convergence even if a minor percentage
of outlying data is still present in the correspondences. The Huber cost function is used
(cf. appendix C.1).
Angles: Two angles are minimised in this objective function:
1. The homogeneous representation of a 2D-point in projective space is a 3-dimensional
vector. It can also be interpreted as a line through the origin in 3D Euclidean space.
The homogeneous representation of a 2D-line in projective space also is a 3D-vector.
It can be interpreted as the normal vector to a plane through the origin. Each
homogeneous vector is only defined up to scale, and hence unit length 3D-vectors are
used in the computation. The normalisation to length 1 is dropped for the sake of
clarity in the following. The scalar product between projective point and projective
line l2 = Ex1 is equal to the cosine of the angle between the two vectors when unit
length vectors are used. In this case the angle α between Euclidean line x2 and
Euclidean plane with normal l2 is given by α2 = π/2− acos(xT2 l2) = asin(xT2 l2).
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2. The 2D-projective line t representing the translational part of each correspondence
vector is given by t2 = [x2]×Rx1. The angle between the epipolar line l2 and t2 is
given by β2 = acos(l
T
2 t2). This angle is only well defined when the translational flow
has not length zero. The length of the translational part of the correspondence is
given by ι2 = |x2 −RTx1|. It is used as a weight for β2 in the objective function.
The objective function is given by
E(eα, q) = arg mineα,q
[
N∑
i=1
α21 + α
2
2 + ι
2
1β
2
1 + ι
2
2β
2
2
]
(4.34)
The complementary angles α1 and β1 are computed by interchanging the roles of the
points x1 and x2. Note that all points and lines must be normalised to length 1 for the
computation of the angles.
The parametrisation of the essential matrix is again given by a quaternion q describing
the rotation and sphere angles eα describing the epipole. N is the number of point corre-
spondences used in the estimation process. Equation 4.34 is solved using the Levenberg-
Marquardt algorithm.
Mahalanobis Distance: A covariance matrix can be obtained for every interest point in
the images (see sections 4.1.1 and 4.1.2). The knowledge about these uncertainties can be
incorporated into the estimation process by minimising the Mahalanobis distances between
the points and the respective epipolar lines.
Given a point correspondence x1 and x2 in projective space and a fixed essential matrix
E12, the corresponding epipolar line to x1 in image 2, l2 is given by
l2 = E12x1 (4.35)
The construction process is linear in the point x1 and the covariance matrix of the line Σll
can be computed rigorously using Gaussian error propagation (section D.3)
Σl2l2 = E12Σx1x1E
T
12 (4.36)
The algebraic distance da between the point x2 and the line l2 is given by
d2a(x2, l2) = l
T
2 x2 = x
T
2 l2 (4.37)
The algebraic distance da can be seen as a function with arguments x2 and l2. The Jacobian
J(da) of the distance function is given by
J(da) = [x
T
2 |lT2 ] (4.38)
If the line l2 and the point x2 are uncorrelated, the joint covariance of line and point Σxlxl
has block diagonal form
Σxlxl =
(
Σx2x2 0
0 Σl2l2
)
(4.39)
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The covariance matrix5 of the algebraic distance σda can again be computed rigorously
using Gaussian error propagation
σ2da = J(da)ΣxlxlJ(da)
T (4.40)
Hence the Mahalanobis distance d2m2 (see section D.4) between line l2 and point x2 is given
by
d2m2 =
d2a
σ2da
(4.41)
Using the fact that E21 = E
T
12, the Mahalanobis distance d
2
m1 between the line l1 and the
point x1 can also be computed, resulting in two error measures for every point correspon-
dence. The Levenberg-Marquardt algorithm is applied to compute the essential matrix
using these error measures. Because the essential matrix has only five degrees of free-
dom (section 2.3.1), a appropriate parametrisation has to be chosen for good results. The
epipole is parametrised using the two sphere angles, and the orientation is parametrised
using a unit quaternion (see section A.2). Following Fo¨rstner (2005), it is very important
to use normalised vectors to avoid numerical problems. The normalisation of a vector x
xˆ =
1
|x|x (4.42)
has an influence on its covariance matrix and its Jacobian Jnorm is given by (Fo¨rstner,
2005)
Jnorm =
1
|x|
(
I− xx
T
xTx
)
(4.43)
Hence the covariance matrix of the normalised vector can be approximated by
Σxˆxˆ = JnormΣxxJ
T
norm (4.44)
Algebraic Error: The essential matrix is computed by minimisation of the algebraic er-
ror using the Gauss-Helmert model (McGlone, 2004). The essential matrix is parametrised
as a unit vector describing the epipole and a unit quaternion describing the relative orien-
tation. Two constraints among the unknowns are directly required by this parametrisation:
The epipole and the quaternion both must have length one
h(p) = h(e, q) =
(
eTe− 1
qTq− 1
)
= 0 (4.45)
The functional relationships between the observed image point correspondences and the
parameters are given by the essential constraint (equation 2.26)
g(p, l) = g(e, q, xi,1, xi,2, . . .) =


xT1,2E(e, q)x1,1
...
xTn,2E(e, q)xn,1

 = 0 (4.46)
5The covariance matrix boils down to a variance in this case, because the algebraic distance has exactly
one dimension.
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These relationships are also called algebraic error. Equations 4.45 and 4.46 are nonlinear
and hence the solution is computed iteratively starting from the initial guess of the param-
eters pˆ(0) and the approximate observations lˆ(0). The corrections to the parameters ∆pˆ(ν)
and the fitted observations lˆ(ν) = lˆ(0) + vˆ in the ν-th iteration step can be derived using
the technique of Lagrange multipliers u resulting in (McGlone, 2004)[
AT (BTΣllB)
−1A H
HT 0
] [
∆pˆ
u
]
=
[
AT (BTΣllB)
−1rg
rh
]
(4.47)
and
vˆ = ΣllB(B
TΣllB)
−1(cg −A∆pˆ) (4.48)
with the Jacobians
A =
∂g(p, l)
∂p
B =
(∂g(p, l)
∂l
)T
H =
(∂h(p)
∂p
)T
(4.49)
and the residual vectors
rg = −g(pˆ(0), lˆ(0))−BT (l− lˆ(0)) rh = −h(pˆ(0)) (4.50)
The Jacobians A and B are computed using the analytic expressions given in appendix
C.3 and the Jacobian H
∂h(p)
∂p
= 2
(
ex ey ez 0 0 0 0
0 0 0 qw qx qy qz
)
(4.51)
with the epipole e = (ex, ey, ez)
T and the quaternion q = (qw, qx, qy, qz)
T . When the obser-
vations are samples from a normal distribution with covariance matrix Σll, the resulting
estimate is the maximum likelihood estimate.
Robust Estimation of Essential Matrix
All of the above methods are least squares estimators. Least squares estimators however
have a breakdown point of 1 (cf. appendix C.1). Outliers frequently occur in the correspon-
dence generation process using real images, and thus a robust estimation technique must be
used. The RANSAC algorithm (cf. appendix C.1) can be used in this case. However, with
a significant portion of outliers the RANSAC algorithm becomes very slow, because lots
of samples need to be investigated. The slowness of the RANSAC algorithm results from
the fact that samples are investigated depth first, i.e. samples are drawn subsequently,
and each sample is scored against all measurements before the next sample is drawn. Tra-
ditionally the score in the RANSAC algorithm is the inlier count, even though robust
functions like for example the log likelihood is also used (Torr and Zisserman, 1996) (See
appendix C.1 for a detailed review of random sampling algorithms and score functions.).
Here the log likelihood is chosen as score function. Lately Niste´r (2003b) suggested the
preemptive RANSAC algorithm which uses a breadth first search for the solution. In this
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algorithm a sample consists of 6 points out of which 5 points are used for the computation
of the solutions using the 5 point algorithm from Niste´r (2003a). The 6th point is used for
solution verification. This can be seen as a very simple form of preemption.
A fixed number of d samples are randomly generated, and the Tc,d test is used to reject
unlikely solutions. The Tc,d test rejects solutions when less than c out of d data points are
inliers. The investigations of Niste´r (2003b) reveal values of d = 8 and c = 1 to be optimal
with respect to computation time for the relative pose problem.
Afterwards all remaining poses are subsequently scored against the next correspon-
dence. When the number of scored correspondences is a multiple of M = 100 correspon-
dences, the remaining solutions are sorted according to their score and the worse half of
the solutions is rejected. When all correspondences have been used for scoring, the best
remaining hypothesis is returned.
It is important to randomly select the order in which point correspondences are scored.
Otherwise, when samples were for example spatially ordered, it would become increasingly
possible that a solution is rejected because of the occurrence of an independently moving
object in the image.
A slightly adopted scheme of the preemptive RANSAC is used in this thesis:
Figure 4.7: Illustration of the leverage problem (Beder, 2007): Point line incidence is used as
an example. The line (solid) and its confidence region (dashed) is shown. Even though the bigger
point at the left is located inside the confidence region, it still acts as a leverage point which
would change the line significantly when it would be included in least squares estimation of the
line from the points. This problem can be avoided by ensuring that points which are tested for
incidence lie inside or close to the convex hull of the point from which the line was computed
originally.
• Only 5 points are randomly chosen for each sample, and hence only the Tc,d test -
and not a 6th sample - is used for initial hypothesis rejection.
• For sample generation five points are chosen randomly such that the convex hull of the
2D-points in the image is large. The solution used to score all other correspondences
has thus a valid region covering the complete image, and the leverage problem is
avoided. Figure 4.7 illustrates the leverage problem.
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• The solutions are evaluated block-wise. The maximum number of evaluated solutions
is split into blocks with a minimum number of solutions. The first block is evaluated
as in the original preemptive RANSAC algorithm. When a certain score is achieved
by the best solution, further evaluation is aborted, and the best solution is returned.
When the minimum score is not met, the next block of solutions is evaluated until a
maximal number of overall evaluated solutions is reached.
• The car inertial sensors and their uncertainties are used to compute an initial guess
of the camera egomotion. This egomotion and its uncertainties are used to reject
solutions even before the Tc,d test is used. For this purpose the Mahalanobis distance
between the solution from the car inertial sensors and the solutions from the 5 sam-
ples is computed. When the Mahalanobis distance exceeds a certain threshold, the
solution is rejected.
Model Selection
The essential matrix is only defined when the camera centres are distinct. When the camera
centres coincide, the estimation of the essential matrix becomes unstable and should no
longer be used. In this case it is necessary to use the simpler model of pure camera rotation.
With additional sensor measurements of the camera motion, the case of pure camera
rotation can easily be detected and dealt with. When no auxiliary information about the
camera motion is present, the pure rotational case must be detected from the data and
treated separately. The detection of the pure rotational case in the absence of auxiliary
information is conducted by model selection.
Model selection aims at identifying the model which best fits the data while at the same
time avoiding overfitting. When data is fitted using a complicated model even if it could
also be fitted by a simpler model without loss of accuracy, the data is overfitted. A lot of
different algorithms for model selection have been given in the literature. Examples are
the Akaike Information Criterion (AIC), the Bayesian Information Criterion (BIC), the
Minimum Description Length (MDL) and the Geometric Robust Information Criterion
(GRIC).
Comparison of Essential Matrix Estimation Algorithms
The algorithms described in the previous section are compared regarding accuracy and
speed on a synthetic image sequence (fig. 4.8). The preemptive RANSAC algorithm is
applied to compute an initial solution which is used to remove outlier from the correspon-
dences using the incidence test (see appendix D.4). Afterwards, the remaining correspon-
dences are used for the computation of a refined solution. Each algorithm is started with
exactly the same initial guess on exactly the same set of correspondences.
Error measures: When comparing two essential matrices E = [e]×R and E
′ = [e′]×R
′,
e.g. an estimated essential matrix and the ground truth essential matrix, two error mea-
sures are specified in this thesis. The first error measure is the direction difference of the
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Figure 4.8: Some selected frames from the synthetic image sequence.
two epipoles ∆e
∆e = acos
((
e
|e|
)T
e′
|e′|
)
(4.52)
where the epipoles e and e′ are given as 3D-vectors. The second error measure ∆R relates
to the difference in the relative orientations given by the rotation matrices R and R′.
∆R = ‖ acos
(
1
2
trace(RTR′)− 1
2
)
‖ (4.53)
The rotation matrix RTR′ describes the difference between the two relative orientation
changes R andR′. This difference in rotation (given byRTR′) can be expressed as rotation
axis and rotation angle. The rotation angle α is related to the matrix by trace
(
RTR′
)
=
1 + 2 cosα (McGlone, 2004), and hence the absolute rotation angle ‖α‖ is specified by
equation 4.53.
Accuracy: The different estimation methods are compared using a sequence of synthetic
generated images. The camera moves in a direction which is approximately 40 degrees ro-
tated around a vertical axis with respect to the optical axis. Figure 4.8 shows some selected
frames from the synthetic sequence. The scene consists of 124 frames and resembles an
inner city intersection situation. Some cars are parked on the right side at the kerbside
and a red car comes down an intersecting road from the right. The image point correspon-
dences are computed using the KLT algorithm (section 4.1.1). The preemptive RANSAC
algorithm (section 4.2.2) is applied to compute an initial solution which is used as an initial
guess and for the elimination of outliers from the correspondences. The initial guess of the
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(a) Linear estimator
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(b) 5 point
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(c) Geometric error (LM, Huber cost function)
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(d) Angles (LM)
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(e) Algebraic Error (Gauss-Helmert)
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(f) Mahalanobis distance (LM)
Figure 4.9: Comparison of essential matrix estimation algorithms.
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essential matrix and the remaining inliers are fed into the different estimation algorithms.
The error is computed with respect to known ground truth data. The two errors (eqs. 4.52
and 4.53) are plotted over the sequence for each estimator in figure 4.9. The two direct
methods, i.e. the 5 point algorithms and the linear algorithm, do not perform as reliable
as the other, nonlinear algorithms. The angle estimation algorithm does also not seem to
be very promising. The remaining 3 nonlinear algorithms give similar results with minor
differences.
Estimation Method t[ms]
Linear 16
5 point 19
Geometric error (LM, robust cost function) 10
Angles (LM) 55
Algebraic error (Gauss-Helmert) 137
Mahalanobis distance (LM) 118
Table 4.1: Average computation time t of the different estimation algorithms using 300 synthet-
ically generated point correspondences. The time measurements were conducted on a Pentium 4
with 3.2 GHz.
Computational Requirements: To investigate the computational requirements, the
different algorithms are run using 300 synthetically generated point correspondences with
normally distributed noise in both images. The computational requirements of the dif-
ferent algorithms are given in table 4.1. The algorithms using the covariance matrices
(i.e. Algebraic error and Mahalanobis distance) are an order of magnitude slower than the
other algorithms. The fastest algorithm is the nonlinear LM estimation using the geomet-
ric error. It also gives consistent results over the sequence and thus is chosen for the final
algorithm.
4.2.3 Influence of Camera Calibration Errors
The camera calibration data is not exactly known because it stems from an estimation
process. The influences of errors in the camera calibration data are investigated in this
section. First the Jacobians for the error propagation are derived theoretically, afterwards
the influence of calibration errors is investigated empirically.
Propagation of Calibration Errors
The projection rays in the camera coordinate system are used for the image-based estima-
tion of the essential matrix. The projection of a world point into the image is described
in chapter 2. The inverse function is of interest in this section, i.e. the estimation of the
viewing rays in the camera coordinate system to every observed image point in the pixel
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coordinate system. Let the undistortion function be denoted by u(xPixelCoo). The undis-
tortion function describing the computation of the projection ray in camera coordinates
xCamCoo from the pixel coordinates xPixelCoo can be split in two parts.
xCamCoo = u(κ1, κ2, f, a, c, xPixelCoo) = L
−1(κ1, κ2, k
−1(f, a, c, xPixelCoo)) (4.54)
The inner function, k−1 = K−1xPixelCoo, is the multiplication of the point in pixel coordi-
nates with the inverse calibration matrix K−1. This is a linear operation and accounts for
the camera model. The calibration matrix K depends on the focal length f , the aspect
ration a, the principal point c = (cx, cy)
T , and the skew s. It is multiplied with the point
coordinates xPixelCoo = (xx, xy, xw)
T . Typically, the skew is zero in modern cameras and is
hence neglected in the following derivation.
The outer function, the inverse distortion function L−1, models the nonlinearities in
the lens (see section 2.2.4). The distortion function L (equation 2.16) depends on the coef-
ficients of the polynomial describing the radial distortion κ1 and κ2 and on xCamCooIdeal =
(xxi, xyi, 1)
T . Because L cannot be inverted analytically, it is approximated by
Lˆ
−1
(κ1, κ2, xxi, xyi) ≈ 1
1 + κ1r2 + κ2r4

xxixyi
1

 with r2 = x2xi + x2yi (4.55)
To study the undistortion function, its derivatives with respect to the distortion pa-
rameters κ1, κ2 and with respect to the projection parameters f, a and c are investigated.
The derivatives are the entries of the Jacobian of u which in turn can be used for linear
error propagation. Using the chain role for vector valued functions results in the Jacobian
J(u) =
∂u
∂κ1, κ2, f, a, cx, cy, xx, xy
=
[ ∂Lˆ−1
∂κ1, κ2
|∂Lˆ
−1
∂k−1
∂k−1
∂f, a, cx, cy, xx, xy
]
(4.56)
with
∂Lˆ
−1
∂κ1, κ2
=
( 1
1 + κ1r2 + κ2r4
)2−xxir2 −xxir4−xyir2 −xyir4
−r2 −r4

 (4.57)
,
∂Lˆ
−1
∂k−1
=
( 1
1 + κ1r2 + κ2r4
)2 11+κ1r2+κ2r4 − x2xiυ −xxixyiυ−xxixyiυ 11+κ1r2+κ2r4 − x2yiυ−xxiυ −xyiυ

 (4.58)
with υ = (2κ1 + 4κ2r
2) and
∂k−1
∂f, a, cx, cy, xx, xy
=


cxxw−xx
f2
0 − 1
f
0 1
f
0
cyxw−xy
af2
cy−xy
a2f
0 − 1
af
0 1
af
0 0 0 0 0 0

 (4.59)
When the uncertainty of the calibration data is known, linear error propagation can
be used to compute the uncertainty of the point position in camera coordinates. Because
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the uncertainty in the camera calibration data is independent of the point correspondence
uncertainty, the joint covariance matrix Σcxcx of the point and the camera calibration data
takes on a block diagonal form
Σcxcx =
(
Σcc 0
0 Σxx
)
(4.60)
The covariance matrix of a projection ray in the camera coordinate system Σcc is given by
Σcc ≈ J(u)ΣcxcxJ(u)T (4.61)
The uncertainties of the calibration parameters are however unknown and are hence
not used. The sensitivity of the essential matrix estimation algorithms to errors in the
calibration parameters are investigated in the next section.
Empirical Investigation
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Figure 4.10: Sensitivity of essential matrix estimation to calibration errors using a general
motion with relative translation vector (0.1,−0.05, 0.08) and relative orientation around the axes
of the coordinate system about (1.7◦, 0.6◦, −1.7◦). The influence of calibration errors to (a)
the accuracy of the estimated direction of the epipole ∆e and (b) the accuracy of the estimated
relative rotation ∆R is plotted.
In this section errors resulting from inaccurately known camera calibration data are in-
vestigated empirically using synthetic data. 100 3D-points are generated randomly in the
common viewing frustum of two cameras. The distance of the points from the cameras is
chosen between 5 and 30 units. The camera calibration parameters of the virtual cameras
are chosen identical to the real camera used in the car, i.e. image size 640×480 pixel, focal
length f = 837.5 pixel, aspect ration a = 1.0, principal point c = (319.53, 244.84)T and dis-
tortion parameters κ1 = −0.0889658, κ2 = 0.0194259, κ4 = 0.0015841 and κ5 = 0.0002699.
The 3D-points are projected into the images. Afterwards, the 3D-viewing rays are com-
puted from 2D-point positions using modified calibration parameters. Modification of
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±10% of the original value of the calibration parameters are investigated. These viewing
rays are fed to the essential matrix estimation algorithm and the results are compared to
the known ground truth data. The comparison uses the same two error measures from
equations 4.52 and 4.53. The different essential matrix estimation algorithms did not show
qualitativly different behaviour, and hence only the results from the non-linear estimator
using the geometric errors are shown exemplarily. Four different camera motions are in-
vestigated. The sensivity of the essential matrix estimation to errors in the calibration
parameters for a general motion with relative translation vector (0.1,−0.05, 0.08) and rela-
tive orientation (1.7◦, 0.6◦,−1.7◦) in Euler angles are shown in figure 4.10. The tangential
distortion parameters κ4 and κ5 are very small and therefore had no influence on the es-
timation. For the sake of clarity, the sensivity of essential matrix estimation to κ4 and κ5
is not shown in the following figures. Focal length, aspect ratio and principal point have
the biggest influence on the estimation accuracy. The influence of the radial lens distor-
tion parameters can safely be neglected. Only κ1 has a minor influence on the orientation
accuracy.
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Figure 4.11: Sensitivity of essential matrix estimation to calibration errors using a pure trans-
lation in the x-z plane. The influence of calibration errors to (a) the accuracy of the estimated
direction of the epipole ∆e and (b) the accuracy of the estimated relative rotation ∆R is plotted.
The second motion is a pure translation in the x-z plane with relative translation
vector (−0.129, 0, 0.153)T and zero relative rotation. This motion has been chosen because
it resembles the scenario where a car travels straight ahead and the camera attached to
the car is rotated around 40◦ to one side. The results are shown in figure 4.11. Again
focal length, aspect ratio and principal point have the biggest influence on the estimation
accuracy.
The case where the camera translation is parallel to the optical axes of the cameras is
shown in figure 4.12. As one would expect, focal length and aspect ratio have no significant
influence on the accuracy of the estimation process. Only the principal point influences
the estimation accuracy.
With lateral translation (figure 4.13), mainly the horizontal position of the principal
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Figure 4.12: Sensitivity of essential matrix estimation to calibration errors for a forward transla-
tion about (0, 0, 0.1)T and zero rotation. The influence of calibration errors to (a) the accuracy of
the estimated direction of the epipole ∆e and (b) the accuracy of the estimated relative rotation
∆R is plotted.
point and the focal length are relevant to the estimation accuracy of the essential matrix.
4.3 Summary
The computation of the two mandatory inputs, i.e. image point correspondences and
egomotion of the camera, to the detection system has been investigated in this section.
The detection of independent motion is based on image point correspondences and
hence a fast and reliable algorithm for the computation of such correspondences has been
chosen. It works by first identifying promising regions for correspondence estimation using
a corner detector and secondly estimating the correspondences by gradient-based minimisa-
tion of the image intensity differences. Even though a specific algorithm for correspondence
estimation has been chosen, the detection algorithm is independent of this choice and can
operate on correspondence data from any algorithm.
The relative motion between camera and static background, the egomotion, can be
computed using either vehicle inertial sensor data or image information. Three different
methods using different car inertial sensors were investigated. None of them provided full
egomotion information, because for example roll and pitch sensors are missing in the car.
The egomotion computation from sensor data is, however, very fast and can be used as
prior knowledge for the image-based egomotion estimation. This prior information firstly
speeds up the image-based estimation process and secondly makes the estimation process
more reliable.
Six different estimation algorithms for egomotion computation from image point corre-
spondences have been compared in this thesis. They are based on different error measures,
and the best algorithm for the given purpose was identified. The best algorithm qualifies
by speed and robustness against outliers in the input data. It computes egomotion non-
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Figure 4.13: Sensitivity of essential matrix estimation to calibration errors for a lateral transla-
tion about (0.1, 0, 0)T and zero rotation. The influence of calibration errors to (a) the accuracy of
the estimated direction of the epipole ∆e and (b) the accuracy of the estimated relative rotation
∆R is plotted.
linearily using the Levenberg-Marquardt approach and is based on a robust cost function
of the geometric error.
Each point correspondence which is located on a moving object is an outlier to the
detection system, and hence the presence of a significant fraction of outliers must be
anticipated. Even though the best algorithm is based on a robust cost function, it fails in
the presence of many outliers, and therefore a random sampling scheme (i.e. the preemptive
RANSAC) is used to identify the majority of the outliers and only feed the remaining
inliers to the chosen estimation algorithm. The final image-based estimation algorithm for
egomotion is fast and very robust even with a significant fraction of correlated outliers in
the correspondences.
All image-based egomotion estimation algorithms make use of the internal calibration
of the camera. The internal parameters (i.e. focal length, aspect ratio, principal point and
radial distortion) are estimated in advance using a special calibration pattern. Because
these internal calibration parameters are estimated values themselves, they may also be
corrupted by noise. The influence of errors in the internal calibration parameters to the
egomotion estimation has been investigated, and the focal length and the principal point
have been identified as the main influential parameters for the given setup. Particular
accuracy is hence suggested in the computation of these parameters.
The detection of independent motion is based on the results of the two algorithms
described in this section: (i) Image point correspondences and (ii) egomotion. The next
chapter suggests a novel framework for point-based detection of independent motion.
Chapter 5
Detection of Independent Motion
All independently moving objects are potentially dangerous in traffic situations and hence
their detection should be aimed at. Examples include many different object classes, for
example pets, pedestrians, cyclists and cars, but also small objects like the child’s toy ball
rolling onto the street from behind a parked car. Obviously, the ball itself is not dangerous
but it should be detected nonetheless to alert the driver to the possibility of the child
running inattentively behind the ball. The warning system should be able to detect any
moving object regardless of the class to which it belongs, and thus the ideal warning system
should not include any assumptions about the object class.
Independent Motion
Generic Detection of 
Clustering of
Classification of
Independently Moving Objects
Independently Moving Points
Figure 5.1: Generic warning system operat-
ing in three stages. See text for details.
Furthermore, an optimal warning system
should be able to operate in real-time, regard-
less of the environment in which the vehicle
is moving, whether on a flat surface or on
a bumpy road, going up- or downhill, going
straight or turning, with static obstacles or
with clear view of the surrounding area. The
design of the warning system should therefore
include no assumption about the environment.
A generic warning system could consist of
three stages, the first stage detecting indepen-
dent motion in arbitrary environment without
any model assumption. The second stage clus-
ters points belonging to the same object, and
finally the third stage classifies the objects and
their motions into harmless, dangerous and
unknown (see figure 5.1).
The first stage of such a system is described
in sections 5.1 and 5.2. Different model-less,
point-based detection methods for indepen-
dent motion are evaluated in section 5.1. Af-
terwards a Bayesian framework for the pro-
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posed point-based detection method is formulated in section 5.2 including a novel approach
boosting the point-based estimation results and times. A simple approach for the cluster-
ing stage is suggested in section 5.3. Object classification is a highly complex area and is
thus excluded in this thesis. Investigations about the trajectories of independently moving
objects are presented in section 5.4.
5.1 Comparison of Point-Based Detection Methods
Given knowledge about the egomotion of the camera, the discriminative power of different
point-based criteria for detection of independent motion is investigated. For the investiga-
tion, each criterion is regarded as a classifier1 discriminating between points belonging to a
certain motion model and points which do not belong to such a motion model. Each point is
classified separately based solely on its correspondence(s) to the preceding frame(s). First,
the notion of classifier and the detection rates are introduced more formally in section
5.1.1. The different classifiers (i.e. the detection criteria) are explained in section 5.1.2,
and a detailed comparison based on ROC curves (Receiver Operating Characteristics) is
conducted in section 5.1.3.
5.1.1 Classifier
The traditional task of a classifier h(x) is the discrimination between two classes A and
B. This usually incorporates the calculation of some value f(x) from the data x and the
adjacent classification into one class by the use of a threshold θ and a parity p ∈ {1,−1}:
hp,θ(x) =
{
class A if f(x) · p < θ · p
class B otherwise
(5.1)
Often, the meaning of class B is equivalent to “not belonging to class A”.
Let’s assume an amount of n data xi whereof m belong to class A, while k = n −m
do not belong to class A. The classifier hp,θ(x) only discriminates between “belonging to
A” and “not belonging to A”. Four major rates describe the performance of the classifier
hp,θ(x):
The detection rate or true positive rate Rtp of a classifier h is the ratio between the
number of data mh correctly classified by hp,θ(x) into class A and the true number
of data m belonging to A:
Rtp =
mh
m
(5.2)
1Note the difference to the classifier in the third stage of the generic warning system. The classifier
from the third stage classifies objects consisting of multiple points into harmless, dangerous and unknown.
The classifier in this section classifies a single point correspondence into independently moving or static
background.
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The false positive rate Rfp is the ratio between the number of data kh falsely classified
by hp,θ(x) into class A and the true number of data n−m not belonging to A:
Rfp =
kh
n−m (5.3)
The false negative rate Rfn is the ratio between the number of data mˆh falsely classified
by hp,θ(x) not into class A and the true number of data m belonging to A:
Rfn =
mˆh
m
= 1.0− Rtp (5.4)
The true negative rate Rtn is the ratio between the number of data kˆh correctly classi-
fied by hp,θ(x) not into class A and the true number of data n−m not belonging to
A:
Rtn =
kˆh
n−m = 1.0−Rfp (5.5)
5.1.2 Detection Methods
In this section the different detection methods for independent motion are explained in de-
tail. Each detection method can be regarded as a classifier and hence consists of a function
f , a parity p and a threshold θ according to the definition of a classifier from the previous
section (equation 5.1). In this case, the different functions f(x1, x2, x3,C12,C23,R12,R23)
compute a scalar value from the point correspondences between x1, x2 and x3 using the
known relative camera poses given by the relative translations C12 and C23 and the relative
orientation changes R12 and R23. Different versions of the function f are described and
compared next. Note that not all versions of f need point correspondences and relative
pose changes between three views.
It is assumed that the intrinsics of the camera are known and fixed. The extrinsics of
the cameras and the derived values (i.e. the relative orientation and the epipole or the
relative translation) are also known, even though these values result from an estimation
process and hence may be corrupted by some noise. The image correspondences are also
measured values and may hence be corrupted by noise. A point correspondence is tested
by computing a scalar value using a version of the function f and comparing this value to
an expected value from an underlying model (i.e. the model that the point belongs to a
specific relative motion). The expected value is zero in all cases in this thesis. Thresholding
the difference between the expected value and the outcome of f results in the classification
result. Five different functions f for the computation of the scalar value are introduced
next.
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epipolar
plane
x
image
C
l
Figure 5.2: The epipolar line l (red) and the camera centre C define the epipolar plane in
projective space. The scalar product between the normal vector on the epipolar plane and the
2D-point is called the algebraic error. The algebraic error is not directly related to the angle
between the two vectors because either vector can have an arbitrary length.
Algebraic Error
The fundamental constraint holds for all point correspondences x1 and x2 between image
1 and 2
xˆT2F12xˆ1 = 0 (5.6)
With known camera calibration, the essential matrix E can be used instead of the funda-
mental matrix
xT2E12x1 = 0 with xi = K
−1xˆi (5.7)
When the extrinsics and hence E or correspondences are contaminated by noise, equation
5.7 no longer vanishes, but instead results in a scalar value d2ia = x
T
2E12x1 6= 0. The
residual dia is also called the algebraic error. dia is, however, not the distance of the point
from the epipolar line l = Ex in the image. Its relation to the distance between point and
epipolar line is given in equation 5.9. The geometric relations between point and epipolar
line leading to the algebraic error are illustrated in figure 5.2.
Geometric Error
The geometric error is the distance of the point from the corresponding epipolar line
in the image plane. The epipolar lines l1 and l2 for a point correspondence between
x1 = (x1x, x1y, x1w)
T and x2 = (x2x, x2y, x2w)
T are given by l1 = (l1x, l1y, l1z)
T = E21x2
and l2 = (l2x, l2y, l2z)
T = E12x1. The distance dig of the point xi to the epipolar line li in
the image plane can be computed by (Hartley and Zissermann, 2004)
d2ig =
xTi li
(l2ix + l
2
iy)x
2
iw
(5.8)
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l x
dg
Figure 5.3: The geometric error is given by the Euclidean distance dg between the point x and
the corresponding epipolar line l.
In contrast to the fundamental constraint, the distance of the point from the epipolar line
is always measured in the image plane. The distance dig is also called the geometric error.
Assuming homogenised points (i.e. x1w = x2w = 1), the algebraic error dia is related to
the geometric error dig by a scale factor λi
dia = λidig =
√
l2ix + l
2
iydig (5.9)
with λi =
√
l2ix + l
2
iy. For a given essential matrix E, the epipolar line l belonging to a
point is different for every point, and hence the scale factor λi is also different for every
point.
Correspondence direction
t f
f r
−f
f
r
Figure 5.4: Rotation compensation (de-rotation) of a single correspondence vector f. fr is
the rotational component as calculated from the known camera rotation and the position in the
image, and ft is the translational correspondence component.
A flow vector f ∈ R2 can be computed from each image correspondence x1, x2
f = x2 − x1 (5.10)
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Each optical flow vector f is composed of two parts: On part resulting from the relative
translation ft between camera and 3D-point and the other part resulting from the relative
rotation fr between camera and 3D-point. Under the assumption that the 3D-point belongs
to the static background, there are two approaches for the computation of the translational
part of the optical flow, when the camera motion relative to the static background is known:
1. Since the rotational component of the flow field at the image position x2 is indepen-
dent of the 3D-scene structure, it can be calculated analytically. Using projective
space, the point x2 ∈ P2 can be rotated using a homography2 H resulting in the
rotation corrected point x′2 = Hx2 = R
T
12x2. The rotational component of the flow
field can be computed using again the Euclidean representations of the point x2 and
the rotation corrected point x′2
fr(x2) = x2 − x′2 (5.11)
The translational component of the flow field can then be computed from the flow
measured in the images f and the rotational component fr recovered from the known
relative camera rotation
ft = f− fr (5.12)
The process is called de-rotation or rotation correction of the correspondence (see fig.
5.4).
2. The direction of the translational part can also be computed using only the known
camera translation, because pure translational flow fields exhibit simple geometric
properties (see also section 2.4). Each flow vector (correspondence vector) points
radially away from the focus of expansion (FOE) or radially towards the focus of
contraction (FOC). The epipole e is either the FOE or the FOC, depending on the
motion direction. The predicted correspondence direction vector fp can easily be
computed for each image location when the epipole is known
fp(x) = ± (x− e) (5.13)
with the sign depending on the fact if the epipole is the focus of expansion or the
focus of contraction. Note that fp only contains information about the direction of
the translational flow, not about its magnitude. fp is called the predicted direction of
the translational flow.
Comparing the directions of the two vectors ft and fp, for example by using the angle
between the vectors, yields points where the underlying assumption (i.e. known relative
motion between camera and 3D-point) is violated. In practise, a threshold t over the angle
2The homography H simply consists of the rotation matrix describing the relative orientation change
between the two images, because normalised image coordinates are used to describe the point correspon-
dence.
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Figure 5.5: The difference in direction between predicted translational flow fp and rotation
compensated measured flow ft can be used to detect independent motion. The predicted direction
can be computed using the position of the focus of expansion (FOE), the point position and the
relative rotation between the two images.
between the flow vector and the predicted direction is used as a criterion for the detection
of independently moving objects. This is illustrated in figure 5.5. The angle α between
the expected direction of the translational correspondence component fp and the measured
direction of the translational correspondence component ft is given by
cos(α) =
fTp ft
|fp||ft|
(5.14)
Reprojection Error
C1 C 2
Figure 5.6: A 3D-point is seen by two cameras C1 and C2. Generally, the viewing rays of the
corresponding 2D-points in the images (black) do not intersect in space. Optimal triangulation
determines the 3D-point (red). The 3D-point is projected into the images resulting in slightly
different 2D-points (blue). The sum of distances between the blue 2D-points and the original
2D-points (black) is the reprojection error.
The gold standard error measure for the computation of the fundamental matrix (Hart-
ley and Zissermann, 2004) can also be used for detection of independent motion:
• Instantiate two projection matrices P1 = [I|0] and P2 = [RT12|e2] from the parametri-
sation of the essential matrix
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• Triangulate a 3D-point X for the point correspondence using the optimal triangula-
tion method described in Hartley and Zissermann (2004).
• Compute sum d of the reprojection errors in the image plane
d = |P1(X)− x1|+ |P2(X)− x2| (5.15)
with the reprojected image points Pi(X) ∈ R2 and the original image points xi ∈ R2.
The reprojection error d vanishes for correspondences affiliated with the motion model of
the camera and hence classification can be striven for by thresholding the reprojection
error d.
Trifocal Tensor
The trilinear relation for point-point-point correspondences (equation 2.39) results in a
zero 3 by 3 matrix D for ideal point correspondences consistent with the trifocal tensor
belonging to the underlying model. Two different detection methods were investigated:
1. Thresholding the biggest absolute element of the matrixD results in the first classifier
and
2. thresholding the square Frobenius norm ||D||2F of the matrix D results in the second
classifier. The square Frobenius norm is given by the sum of the squared elements of
the matrix.
Both detection methods gave comparable results, and hence only the classifier using the
maximum entry as threshold is shown for the sake of clarity.
5.1.3 Experimental Comparison of Detection Methods
As explained above, each detection method from the previous section is basis for a classi-
fier. These different classifiers are compared next. First the criterion for the comparison,
the ROC curve, is introduced and afterwards the generation of synthetic image point cor-
respondences, which are used for the comparison, is described.
Receiver Operating Characteristics (ROC) Curves
Receiver operating characteristics (ROC) are a way of describing the performance of a
classifier (Langdon, 2003). The ROC consists of a graph in which the true positive rate is
plotted against the false positive rate (see fig. 5.7). This curve can be obtained by varying
the threshold of the classifier θ. The points (0, 0) and (1, 1) always belong to the ROC curve.
The point (0, 0) represents the working point θ0 where no positives are detected, and the
point (1, 1) represents the working point θa where no negatives are detected. The random
guessing classifier represents a straight line, which is also called the no-discrimination line,
between the points (0, 0) and (1, 1). Three different ways to summarise ROC curves exist:
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Figure 5.7: (a) Example for receiver operating characteristics (ROC) curve. The detection
rate of a classifier based on the geometric error is plotted against the false positive rate. The
no-discriminating line is equivalent to a purely random classifier. (b) The false positive rate is
sometimes also shown on a logarithmic scale.
• The area between the no-discrimination line and the ROC curve or, alternatively, the
area under the ROC curve can be used as summary. A value of 1.0 represents the
optimal classifier, and a value of 0.5 represents the randomly guessing classifier when
the area under the ROC curve is chosen.
• The discriminability index d-prime d′ is based on the assumption of normally dis-
tributed populations of the two classes A and B with identical variance σ2 and means
xA and xB. Each instance of a class is represented by a vector, and the distribution
of all members of a certain class can be described by these multivariate Gaussian
distribution. Then d′ is defined as (Heeger, 1998)
d′ =
|xA − xB|
σ
(5.16)
d′ can also be calculated from the false positive rate Rfp,0.5 corresponding to the
detection rate 0.5. When the detection rate is 0.5, the threshold is exactly given by
the mean of the positives, and the corresponding false positive rate can be expressed
using of the cumulative distribution function of the normal distribution
F (x) = Rfp,0.5 =
1
σ
√
2π
−d∫
−∞
e−
ν2
2σ2 dν (5.17)
with the distance d between the mean of the positives xA and the mean of the
negatives xB. Substituting ν by
νˆ
σ
results in
Rfp,0.5 =
1√
2π
−d′∫
−∞
e−
νˆ2
2 dνˆ (5.18)
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with the unknown discriminability index d′. Equation 5.18 cannot be solved analyt-
ically and must therefore be approximated numerically.
• The intercept of the ROC curve with the line between the points (0, 1) and (1, 0)
can be used as a summary. It is sufficient to consider only the false positive rate of
the intercept, since the true positive rate is unambiguously determined by the false
positive rate. Smaller false positive rates of the intercept indicate better classifiers.
The underlying distributions are unknown and not necessarily Gaussian, and hence the
discriminability index d′ cannot be used. The intercept of the ROC curve with the line
between (0, 1) and (1, 0) does not fully capture the appearance of the ROC curve and
therefore the area under the ROC curve is chosen for the following comparison.
Generation of Synthetic Correspondences
(a) (b)
Figure 5.8: (a) Synthetic point correspondences in an image of 640 × 480 pixels and (b) a
3D-view of the scene used for generation of the 2D-2D-correspondences. The correspondences
from points belonging to the static background scene are drawn in green, the correspondences
resulting from the moving object are drawn in red. The 3D-geometry of the scene for the first
image is shown on the right (b). The cameras are indicated by blue pyramids, the moving points
are drawn in red and the static points are drawn in green. The epipole is located at the left side
outside the image. The camera rotates around the vertical axis. Because of the special geometric
configuration of cameras and moving object, flow vectors from the background have a dominant
flow direction to the right, and flow vectors on the moving object have a dominant flow direction
to the left.
Synthetic image correspondences are generated from two sets of 3D-points. The first
set of 3D-points Xi ∈ Ps is assumed to be static in space, and the second set of 3D-points
X′i(t) ∈ Pm(t) is assumed to be rigidly moving, i.e.
X′i(t) = T(t) X
′
i(0) (5.19)
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with the Euclidean transformation T(t) dependent of time t. The static points in Ps are
uniformly distributed in the intersection of the viewing frustums of the cameras. They are
hence seen in all images, and near and far points are clipped such that the distances of
the remaining points to the cameras are all in the range between 1 and 30 length units.
The points on the moving object in the set Pm(0) are generated randomly according to
a uniform distribution in a user-given bounding box in space. The points in Ps and the
points in Pm(0) remain fixed over the sequence.
A moving camera with user-supplied, fixed intrinsics P(t) projects the 3D-points of the
two sets into the image points xi(t) and x
′
i(t). The camera motion is also supplied by the
user. The static image points are given by
xi(t) = P(t) Xi (5.20)
and the projected points of the moving object are given by
x′i(t) = P(t) T(t) X
′
i(0) (5.21)
The intrinsics of the camera are chosen such that they resemble the intrinsic of the camera
in the demonstrator (image size 640 × 480 pixel, focal length 840 pixel, zero skew and
principal point at (320, 240)) without modelling the lens distortion effects. A random
variable ni drawn from a 2D normal distribution N (ni|0, σ2i I) with diagonal covariance
matrix and user-supplied variance σ2i is added to all 2D image point positions. The 2D
random variable ni models the noise in the 2D-point correspondences resulting from limited
accuracy of the feature tracking algorithm and the influence of image intensity noise.
In the algorithm suggested in this thesis, the camera extrinsics are either computed us-
ing sensors or estimated using one of the algorithms in section 4.2 and are hence corrupted
by noise. The influence of the limited accuracy of this estimation process can be investi-
gated by adding the rotational error of user controlled magnitude αr around a randomly
chosen axis ar. The epipole direction can also be artificially corrupted by rotating around
an axis with random direction perpendicular to the epipole direction ae. The magnitude
of the epipole αe error can again be varied. The errors are applied such that the rela-
tive quantities (i.e. the epipole and the relative orientation) can be corrupted by specific
magnitudes. The final noisy point correspondences are generated as follows
xi(t) = P(t,P(t− 1),ar, αr,ae, αe) Xi + ni(σ2i ) (5.22)
and
x′i(t) = P(t,P(t− 1),ar, αr,ae, αe) T(t) X′i(0) + ni(σ2i ) (5.23)
with the noisy projection matrices P(t,P(t − 1),ar, αr,ae, αe) and the additional noise
ni(σ
2
i ). Figure 5.8 shows an exemplary image visualising the synthetic point correspon-
dences and a 3D-view of the generating synthetic scene.
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(a) Sensitivity of classifiers to epipole errors.
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(b) Sensitivity of classifiers to orientation errors.
Figure 5.9: Sensitivity of the different classifiers to errors in the underlying model. The angular
error of the (a) epipole and (b) orientation axis is given on the abscissa. The mean area under
ROC curve is given on the ordinate. The mean area is computed using 30 runs with different
direction of the epipole error and (b) different orientation error axis, the magnitude of the error
however remained constant. The std. deviation of the area under the ROC curve is indicated
using error bars. See paragraph 5.1.3 for detailed description of the underlying error model.
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Comparison
A scene with synthetic correspondences where the configuration of the 3D-entities resembles
a real intersection situation is used for the comparison. The car with the camera is moving
straight ahead with 0.5 units per image frame. The camera is oriented around the yaw axis
about approximately 29◦ with respect to the car and points to the right. This geometric
setup corresponds to an epipole position at approximately (−139, 240)T in pixel coordinates
(neglecting camera position noise). A second car coming down an intersecting street from
the right is on an intersecting trajectory with the first car. The second car is initially
located 15 units in lateral direction and 20 units in longitudinal direction from the first
car with the camera. The second car moves with 1 length unit per frame in a direction
perpendicular to the trajectory of the first car towards the trajectory. Figure 5.8 shows
the configuration. There are 200 points belonging to the static scene and 100 points on
the moving object. The points are easy to classify in this scenario, because the direction
of the optical flow from the moving object is roughly opposite (from right to left) to the
direction of the flow from the static background (from left to right).
The classifiers based on the detection functions f from the previous section (5.1.2) are
compared under a variety of error conditions using the synthetic scene described above.
All results are generated by averaging over 30 randomly generated scenes with the same
configuration, but with different error directions ar and ae. The mean area under the
ROC curve is used as a quality measure. Because all classification algorithms depend on
the correctness of the underlying motion model, the sensitivity of the classifiers to errors
in this motion model is analysed by disturbing the motion model (namely the epipole
direction and relative rotation) and investigating the performance of the classifiers. Figure
5.9(a) compares the sensitivity of the different classifiers to errors in epipole direction of
the underlying model. Figure 5.9(b) compares the sensitivity of the different classifiers to
errors in relative rotation of the underlying model. The classifiers based on the angular
error show a superior performance compared to the other classifiers.
To understand this result, visualise an simple example: A purely translating camera
moves forwards along its optical axis. If the camera sees a static scene, all flow vectors
point away from the epipole (the epipole is a FOE in this case). If however the camera
looks at a second object which moves on a parallel trajectory but faster than the camera,
the relative motion between camera and moving object results in the same epipole position
as from the camera motion. The relative distance between object and camera grows and
the epipole of the moving object is a FOC: All flow vectors on the object point towards
the epipole. This situation is visualised in figure 5.10.
As long as there is no correspondence noise and no uncertainty in the motions, the
fundamental constraint based on the camera motion is precisely fulfilled even for the flow
vector from the moving object, because all flow vectors stay on their corresponding epipolar
lines. The classifier based on the correspondence direction is able to distinguish between
the two classes, while the other classifiers are not. The classifier based on the reprojection
error could separate between the two classes by checking if the triangulated point is located
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IMO
e
Figure 5.10: The camera motion and the relative motion between camera and independently
moving object (IMO) share the same epipole e. Camera and IMO are moving on parallel trajec-
tories in the same direction and do not rotate. The IMO is faster than the camera and hence the
epipole of the IMO is a focus of contraction (FOC), and the epipole of the camera is a focus of
expansion (FOE).
in front of the camera. The classifiers based on trifocal tensor, geometric and algebraic
error cannot discriminate between the two classes.
A second source for errors stems from the limited accuracy of the correspondence es-
timation. This is approximated by adding 2D normally distributed errors to the point
correspondences. The performance of the classifiers is analysed under a variety of different
noise levels. Figure 5.11 compares results. The classifiers based on the angular error show
again superior performance compared the other classifiers.
Investigations about the sensitivity of the classifiers to variations in all three sources
for errors at the same time were also conducted. The results of these investigations did,
however, not reveal qualitatively new results and are hence not shown.
Computation Time: The average computation time of the proposed detection method
per 300 point correspondences is given in table 5.1. The computation times were not
dependent on the noise levels. The exemplary computation times used in the table were
measured with zero noise.
Discussion
The angular based classifier performed superior on the chosen sequence. The discriminative
capacity of the angular classifiers remained very good, even when the underlying model was
corrupted by noise. One could argue, that the geometric setup is somewhat ideal for the
angular classifiers because the correspondence vectors on the moving object point nearly
in the opposite direction as the correspondence vectors of the static scene. This geometric
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Figure 5.11: Sensitivity of the different classifiers to errors in the correspondence estimation.
The std. deviation of the position error is given on the abscissa. The mean area under ROC
curve is given on the ordinate. The mean area is computed using 30 runs. The std. deviation
of the area under the ROC curve is indicated using error bars. See paragraph 5.1.3 for detailed
description of the underlying error model.
setup is however very common in real traffic situations, and hence the chosen synthetic
scene is of relevance.
A second geometric setup is also investigated in which the only difference to the previous
setup is that the intersecting car has a slower velocity (i.e. with 0.25 units per frame) and
hence the correspondences from this car have “flipped” their direction compared to the
first scenario. The results from this setup are shown in figure 5.12. The angular classifiers
no longer perform significantly better than the other classifiers. The trifocal-tensor-based
classifiers are slightly superior to the other classifiers in this setup. However, the differences
between the classifiers are not as pronounced as in the first setup.
To summarise, the angular classification algorithm is less sensitive to errors in the
underlying model and in the correspondences in particular in the special geometric con-
figuration when the correspondence vectors on the moving object have approximately the
opposite direction of the correspondence vectors of the static scene. In general, the sensi-
tivity of the angular based classification algorithm is comparable to or even slightly better
than the other algorithms using only two images. The trifocal tensor based algorithms are
generally less sensitive than the algorithms based on geometric, algebraic and reprojection
error, but on the other hand they need more computation time. The angular classification
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Detection Method t[µs] σt
Angle 121 3.5
Geometric Error 22.0 0.8
Algebraic Error 14.5 1.1
Reprojection Error 26648.6 379.3
TriFocalMax 825.6 23.3
Table 5.1: Computation time t of the different classification methods per 300 point correspon-
dences. The timings are averages over 1200 classifications of 300 point correspondences. The
time measurements were conducted on a Pentium 4 with 3.2 GHz. The standard deviation σt of
the time measurements is given in the third column.
algorithm has been chosen for the final system.
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Figure 5.12: Comparison of classifiers on second scenario. (a) Exemplary correspondences for
the second scenario. (b) Investigation of the sensitivity of the different classifiers to errors in the
correspondence estimation and (c,d) errors in the underlying model. The std. deviation of the
area under the ROC curve is indicated using error bars. For a detailed description refer to figures
5.8, 5.11, 5.9(b) and 5.9(a)
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Degenerate Cases: A number of degenerate cases, where the detection of independent
motion fails even theoretically without further knowledge, are identified next. Because of
their slow performance, trifocal tensor based algorithms are excluded from the following
considerations. Since every motion has its own FOE, an additional FOE exists for every
motion between the camera and an independently moving object. Three cases exist where
the detection of an independently moving object fails:
• If the FOE of the camera motion and the FOE of the relative motion between the
camera and the moving object coincide, the predicted directions of the translational
flow fields are the same, and hence the object is not detectable as independently
moving. A scenario for this setup is a frontal collision trajectory between the camera
and the moving object, another scenario would be any motion parallel to the camera
with a velocity less than the camera velocity (overtaking).
• Collinearity: If the object and the two FOEs are collinear and the object is not located
between the two FOEs, the predicted directions of the translational flow fields are the
same, and hence the object is not detectable as independently moving. This scenario
is strictly true for infinitesimal small objects. As soon as the object extends beyond
the line connecting the foci of expansion, the collinearity does no longer hold for the
complete object. This fact is illustrated in figure 5.13. Even though the collinearity
condition holds for point B, point A on the same moving object could theoretically
be detected.
• If there is no relative motion and no relative orientation change between the camera
and the moving object, there is no optical flow, and the object is hence not detectable
as independently moving by means of investigating the optical flow. An obvious
scenario is an object moving with the same velocity parallel to the camera path.
This scenario is generally of little importance because no collision danger exists.
These degenerate cases are independent of the classification algorithm.
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FOE S
A, detection
IMO
image
B, no detectionFOE M
Figure 5.13: Collinearity: The point A on the independently moving object (IMO) is not
collinear with the two foci of expansion (FOEs) and can be detected. The point B is collinear
with the two FOEs, and hence no detection is possible.
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5.2 Bayesian Framework for Independent Motion De-
tection
The previous section compared classifiers for detection of independent motion. A binary
decision is made by the classifiers based on a single image point correspondence: The cor-
respondence is classified as either being the projection of an independently moving object
(IMO) or as being the projection of a static background object. Both states are mutu-
ally exclusive. In this aspect the classifiers directly model the underlying state of nature
s: The object, of which the pixel is the projection, either moves or belongs to the static
background (SBG). Contrary to the previous section, this section focuses on temporal and
spatial integration of information. The objective of this section is the maintenance of an
occupation map filled with sequentially captured information about independent motion
from multiple image point correspondences. At first glance this seems straightforward, at
closer inspection there are, however, a number of open questions concerning this approach:
1. What about locations where no correspondence has been measured? Which state of
nature should be recorded in these positions?
2. Each classifier from the previous section is based on a certain threshold. One problem
with the classification is that the choice of this threshold is, however, non-trivial.
What is the best choice for the threshold?
3. Another open question is temporal integration, which seems to be an essential part of
human perception (Sekuler et al., 2004): Image correspondences are measured, and
each new image correspondence leads to new information about the same underlying
state of nature. What is the best way to combine these pieces of information in a
consistent manner? If, for example, the correspondence from the last frame indicates
independent motion and the correspondence from the current frame indicates static
background, which correspondence is more reliable?
Probability theory, and in particular Bayes law, provides a consistent approach dealing
with these questions. It allows prediction of the state of nature, temporal integration of
measurements, and postpones the decision about the threshold until it is needed. Locations
where no correspondence is measured, can be filled with the prediction from the last time
step when it is available or with a global prior. Probability theory transforms the question
of the threshold of the classifiers to the more descriptive domain of probabilities and so
eases the choice of the threshold for the user. Bayes law in combination with the Chapman-
Kolmogorov prediction equation provides a consistent and simple approach for temporal
integration.
Bayesian Approach: The previous section revealed that the classifier which is best
suited for the detection of independent motion is based on the direction difference between
predicted and measured translational flow α. When the camera is static, for example when
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the car waits in front of a traffic light, the length of the optical flow l is an appropriate
measurement for the detection of independent motion. A probabilistic Bayesian framework
for detection of independent motion based on these two different cues is suggested. It aims
at maintaining an occupation probability map. Each pixel in the occupation probability
map3 represents the conditional probability p(s = IMO|α, l) that the pixel position is
the projection of an independently moving object based on α and l. The entries in the
occupation probability image are conditioned on the two cues:
1. The direction difference α between expected and measured translational flow
2. The flow length l
The probability that the pixel belongs to the static background is given by the complement
of the entries in the occupation probability map
p(s = SBG|α, l) = 1− p(s = IMO|α, l) (5.24)
It is very hard to find a plausible model for the conditional probability p(s|α, l) and hence,
as usual, Bayes law (see appendix D.1) is used to derive this probability from the associated
likelihood function p(α, l|s) and the prior p(s)
p(s|α, l) = p(α, l|s)p(s)
p(α, l)
(5.25)
Or, in nomenclature of statistics: The posterior p(s|α, l) is computed using the likelihood
function p(α, l|s), the prior p(s) and the normalisation p(α, l) = ∑s p(α, l|s)p(s). See
appendix D for a brief introduction to statistics.
The likelihood function represents the “inverse” probability, i.e. the probability of a
certain direction difference and a certain flow length p(α, l|s) given knowledge about the
state of nature s (i.e. pixel is projection of IMO or SBG). Two different state of natures
exist, and hence two different likelihood models are suggested: One under the assump-
tion that the point belongs to the static background p(α, l|s = SBG), and one under the
assumption that the point belongs to independent motion p(α, l|s = IMO). Both mod-
els are needed, for example for the normalisation p(α, l) =
∑
s p(α, l|s)p(s) in Bayes law.
Combined likelihood functions are difficult to model, and the most simple approach is to
assume independence between α and l. This is equivalent to the independence assump-
tion in the so-called “naive” ore simple Bayes classifier. Even though the independence
assumption is very often violated in practise, naive Bayes classification gives remarkably
good results (Elkan, 1997), and hence the independence assumption is adopted for this
3Note that the occupation probability map does not constitute a probability density function because
it does not necessarily integrate to one. The occupation probability does not integrate to one because
there is no restriction, (i) that the projection of each IMO covers only a single pixel and (ii) that only a
single independently moving object exists. Normalisation to one would not be a valid operation because
multiple pixels are allowed to be projections of moving objects.
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case. When both variables are independent, the combined likelihood function is given by
p(α, l|s) = p(α|s)p(l|s) and the posterior becomes
p(s|α, l) = p(α|s)p(l|s)p(s)
p(α, l)
(5.26)
with the normalisation
p(α, l) = p(α|s = IMO)p(l|s = IMO)p(s = IMO) +
p(α|s = SBG)p(l|s = SBG)p(s = SBG) (5.27)
The prior p(s) describes external knowledge about the system state (i.e. IMO or SBG)
and can be used for temporal integration.
The two likelihood models are described in the next sections, and the usage of the prior
for temporal integration is described in section 5.2.4.
5.2.1 Likelihood Models Conditioned on Independent Motion
Direction Difference
When a point is located on a moving object and when no further knowledge about the
object motion is present, no information about the flow direction can be made, and hence
a uniform distribution in the interval between −π and π is chosen. The likelihood for
a certain direction difference α between the predicted and the measured translation flow
direction, given the fact that the point correspondence is a projection of an independently
moving object (IMO), is hence modelled as
p(α|s = IMO) = 1
2π
(5.28)
Flow Length
Without further knowledge about the relative motion between object and camera, no
information about the flow length can be made, and hence the likelihood of the flow length
conditioned on the fact that the point is a projection of an independently moving object
p(l|s = IMO) is modelled as a uniform distribution in the interval between zero and the
maximal measurable flow length lmax
p(l|s = IMO) = 1
lmax
(5.29)
The maximal measurable flow length lmax depends on the algorithm used for correspondence
estimation (e.g. 40 pixel).
5.2. BAYESIAN FRAMEWORK 95
Combination
The combined likelihood model for direction difference and flow length, conditioned on the
fact that the point is the projection of independent motion, is given by
p(α, l|s = IMO) = p(α|s = IMO)p(l|s = IMO) = 1
2πlmax
(5.30)
5.2.2 Likelihood Model for Direction Difference for Static
Background
The likelihood model for a certain direction difference between the expected translational
flow and the measured translational flow, conditioned on the fact that the point is a
projection of static background, is described in this section. Basic parameters of the model
are the direction difference α and its uncertainty σα. After the description of the likelihood
model, the derivation of the direction difference α and the associated uncertainty σα is
explained.
Likelihood Model
When the 3D-point is located on the static background and when the camera motion
relative to the background is known, the direction of the associated translational flow can
be predicted. Nonetheless, the measured direction can be different from the predicted
direction even though the underlying assumption (i.e. point is SBG) is not violated. This
difference in direction results for example from inaccuracies in the 2D-correspondences or
from noise in the relative camera motions. The uncertainties of the correspondences and
the uncertainties of the relative camera poses can be modelled by normal distributions, and
it is straight forward to model the likelihood for a certain direction difference also using
a normal distribution. There is, however, a problem with this approach: The direction
difference is bound to lie in the interval between −π and π, and a normal distribution
would result in a non-zero likelihood for values outside of this interval. This does clearly
not model the reality since the probability for a direction difference of more than π is zero.
For this reason, the likelihood function is modelled using the beta distribution, which is
only defined on an interval and hence better approximates the reality.
Under the assumption that the point correspondence stems from the static background
(SBG), the likelihood function for the direction difference α is modelled as
p(α|s = SBG) = tc
2π
B
(
α
2π
+
1
2
| a, a
)
+
1− tc
2π
(5.31)
with the confidence in the correctness of the correspondences tc ∈ [0, 1] and the beta
distribution B(x|a, b) (see appendix D.2 for detailed description of beta function). The
confidence in the correspondence correctness remains a parameter of the final algorithm
and is set by the user (e.g. to 0.9). Note that the direction difference α is scaled and shifted
before fed to the beta distribution. This is necessary because the beta distribution is only
96 CHAPTER 5. DETECTION OF INDEPENDENT MOTION
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
-3 -2 -1  0  1  2  3
p(α
|s=
sb
g)
α
Likelihood Function
tc = 0.8
σα = 10˚
σα = 20˚
σα = 90˚
σα = 45˚
σα = 70˚
σα = 135˚
(a)
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
-3 -2 -1  0  1  2  3
p(α
|s=
sb
g)
α
Likelihood Function
σα = 15.0˚
tc = 0.9
tc = 0.7
tc = 0.5
tc = 0.2
tc = 0.0
(b)
Figure 5.14: Likelihood function p(α|s = SBG) for direction difference α under the assumption
that the correspondence stems from a point on the static background. (a) Likelihood functions
with different uncertainty of the direction difference σα are shown on the left. (b) Likelihood
functions with different confidence in the correspondence measurements tc are shown on the
right.
defined in the interval [0, 1] of the parameter x while the direction difference is bound to
the interval [π,−π). The parameter a of the beta distribution is chosen depending on the
variance of the direction difference measurement σ2α as
a =
{
4pi2
8σ2α
− 1
2
if 4pi
2
8σ2α
− 1
2
>= 1
1 otherwise
(5.32)
The variance of the beta distribution B(x|a, b) is given by (Figueiredo, 2004)
σ2B(x|a,b) =
ab
(a+ b)2(a+ b+ 1)
(5.33)
The choice of a and b thus results in a variance of the beta distribution
σ2B(x|a,a) =
σ2α
4π2
(5.34)
and hence the standard deviation of the “scaled” beta distribution B( α
2pi
|a, a) is σα. Figure
5.14 illustrates the likelihood function p(α|SBG) for different choices of tc and σα. Note
that σα is computed from the data. The computation of α and σα are explained next.
Parameters of the Likelihood Model
Computation of Direction Difference: Given a correspondence x1, x2 ∈ R2 between
the projections of a 3D-point in two images and the relative orientation of both images,
the correspondence can be de-rotated (see section 5.1.2). The relative orientation is an
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estimated value and hence aﬄicted with uncertainty. This uncertainty is incorporated into
the de-rotation process using the unscented transform (see appendix D.3). De-rotation of
x2 results in the point xˆ2 and the associated covariance matrix Σxˆ2xˆ2 . The direction of the
translational flow vector df is given by
df =
(
dfx
dfy
)
=
xˆ2 − x1
|xˆ2 − x1| (5.35)
when the magnitude of the translational flow is not zero. When it is zero, a direction
difference cannot be established, and the likelihood p(α|s = SBG) is set to 1
2pi
resulting in
a posterior which is independent of α. The direction is expressed as an orientation angle
αf
αf = atan
(
dfy
dfx
)
(5.36)
When the signums of the components of the direction vector df are used, a unique direction
αf ∈ [−π, π) can be determined. The direction angle is the angle between df and the x-axis.
The vector containing the predicted direction dp for the point x1 can be computed when
the epipole e ∈ R2 is known and when the distance between the point x1 and the epipole
is not zero
dp =
(
dpx
dpy
)
=
x1 − e
|x1 − e| (5.37)
When the distance between point and epipole is zero, a direction difference cannot be
predicted, and the likelihood function p(α|s = SBG) is set to 1
2pi
resulting in a posterior
which is independent of α. The direction is again expressed as an orientation angle αp
αp = atan
(
dpy
dpx
)
(5.38)
The direction difference α between the expected translational flow and measured trans-
lational flow is given by
α = αp − αf (5.39)
Obviously, α can only take values between −π and π. Of course the direction difference
could also be computed using the scalar product between df and dp. The computation of
the associated direction uncertainty σα is described next.
Uncertainty of Direction Difference: The computation of uncertainty of direc-
tion difference σα is a nonlinear problem. Three different approaches to this problem are
compared. Common to all approaches is the computation of the uncertainty of the two
difference vectors df and dp (equations 5.35 and 5.37). The uncertainties, given by the
covariance matrices Σdfdf and Σdpdp , are computed using Gaussian error propagation
Σdfdf = Σx1x1 +Σxˆ2xˆ2 Σdpdp = Σx1x1 +Σee (5.40)
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The three algorithms differ in the derivation of the uncertainties σαf and σαp of the two ori-
entation angles αf and αp. The final computation of the uncertainty in direction difference
σα is again based on Gaussian error propagation and common to all three approaches
σ2α = σ
2
αp + σ
2
αf
(5.41)
The three different approaches for the computation of the uncertainty σαo of a direction
angle αo from a vector do = (dx, dy)
T and the associated covariance matrix Σdodo are
described and compared next. The subscript o is used as a placeholder for either f , in case
of measured translational flow, or p, in case of predicted translational flow.
1. Linear Error Propagation: According to equations 5.36 and 5.38 the computation
of the orientation angle has the form
αo = atan
(
dy
dx
)
(5.42)
Using Gaussian error propagation, the variance of the angular direction is given by
σ2αo = JαoΣdodoJ
T
αo (5.43)
with the Jacobian of equation 5.42
Jαo =
1
1 +
d2y
d2x
(
−dy
d2x
1
dx
)
(5.44)
When the uncertainty of the direction vector Σdodo is large compared to the length
of the direction vector, the errors induced by the linearisation from the Gaussian error
propagation can no longer be neglected. This situation occurs for example for points with
very small flow vectors or points very close to the epipole.
2. Geometric Error Propagation: The second approach to error propagation is
based on geometric relations between the vector do and its uncertainty ellipsoid Σdodo .
The uncertainty ellipsoid is defined by its half axes, which are given by the eigenvectors
of the covariance matrix scaled such that their lengths are equal to the square root of
the corresponding eigenvalues4. The angular uncertainties σ+αo and σ
−
αo resulting from
uncertainty of the vector Σdodo can be derived as follows: The tangents to the uncertainty
ellipsoid going through the origin O and the vector do span the angular uncertainties
(see figure 5.15). Two different algorithms, a numeric and an analytic algorithm, for the
computation of the tangent points t+ and t− are described in appendix A.4. For a given
tangent point t±, the angle σ±αo spanned by t
±, the origin and do, can be computed by
σ±αo = acos
(
dTo t
±
|ti||do|
)
(5.45)
4When the errors in x and y are independent (i.e. when the axes of the ellipsoid are aligned with the
coordinate system), the covariance matrix is diagonal with entries σ2xx and σ
2
yy, and the half axes have the
length of the standard deviations σxx and σyy.
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Figure 5.15: Geometric derivation of the angular uncertainties σ+α and σ
−
α from the vector do
and its associated uncertainty Σdodo.
3. Approximate Error Propagation: Let the uncertainty ellipsoid be again defined
as in the previous approach. Using the worst case assumption that the longer half axis
hl of the uncertainty ellipsoid Σdodo is perpendicular to the tangent through the origin O,
results in the approximate angular uncertainty (see figure 5.16)
Σ
od do
σα
d
o
Oo
h l
Figure 5.16: Approximating the angular uncertainty σαo using the worst case assumption that
the longer half axis hl of the ellipsoid Σdodo is perpendicular to the tangent through the origin.
σαo ≈ asin
( |hl|
|do|
)
(5.46)
Comparison: Two different scenarios are chosen to investigate the properties of the
different error propagation algorithms.
1. Fixed covariance matrix: The covariance matrix is held fixed in the first scenario.
It is inclined by 45◦ to the coordinate system and its half axes have lengths 1 and 0.5
units. The length d of the translational flow vector do is varied. This is illustrated in
figure 5.17(a). Figure 5.18 shows the results of the comparison in form of the left and right
angular uncertainties σ±αo for different lengths of do. The “approximate” algorithm gives
an approximated upper bound for the error.
2. Fixed vector: In the second scenario the length of the flow vector is fixed at 5
units and the inclination angle of the covariance matrix changes. The half axes of the
covariance matrix are the same as in the first scenario. This scenario is illustrated in figure
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Figure 5.17: Visualisation of the two scenarios for comparison of error propagation algorithms
for uncertainty of direction of translational flow. (a) The influence of the length d of the trans-
lational flow is investigated. The covariance matrix of the flow Σdd is held fixed in this scenario.
(b) The influence of covariance matrix orientation is investigated with this scenario. The length
of the translational flow d is fixed.
5.17(b). Figure 5.19 shows the results of the comparison. Note the differences between
linear error propagation and geometric error propagation. The linear error propagation
results in a symmetric uncertainty while the geometric error propagation captures the
geometric nonlinearities of the transformation.
Algorithm time [µs]
Linear 2.2
Geometric (analytic) 10.9
Geometric (numeric) 4.8
Approximate 2.1
Table 5.2: Computational requirements of error propagation algorithms. The time measure-
ments were conducted on a Pentium M with 1.5 GHz.
The computational requirements of the 4 different algorithms for error propagation are
summarised in table 5.2. The numeric geometric algorithm is chosen for the error propa-
gation in the final algorithm, because it is relatively fast and deals with the nonlinearities.
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Figure 5.18: Comparison of error propagation algorithms. The covariance matrix of the point
is held fixed with an inclination of 45◦ to the coordinate system, while the length d of the flow
vector do varies. See text for detailed explanation.
5.2.3 Likelihood Model for Flow Length for Static Background
The flow length l can also be used as a cue for independent motion. When a minimum
distance of the objects from the camera is given, for example by the bonnet, a maximum
length for the translational part of the optical flow can be computed from the known camera
motion under the assumption that the correspondence belongs to the static background.
First the likelihood model and afterwards the derivation of the parameters of the models
lSBG and σl is explained.
Likelihood Model
Given a minimum distance of the camera from all scene points, a maximum length lSBG
of the optical flow for points belonging to the static background can be derived. The
probability that a flow vector belongs to the static background is significantly lower for
flow vectors longer than this boundary than for flow vectors shorter than this boundary.
Without further knowledge about the scene geometry, no further information is available,
and hence all flow vectors shorter than the boundary should share the same probability.
For the same reason, all flow vectors longer than the boundary should also share the same
probability. Due to uncertainties in 2D-correspondences and camera poses, the boundary
is also uncertain.
The logistic function (see appendix B.2) models these facts and it is hence chosen to
model the likelihood for flow length p(l|s = SBG) under the assumption that the image
point is a projection of the static background. The logistic function can be interpreted
as a uniform distribution for an interval between 0 and a “soft” boundary at lSBG. The
“softness” of the boundary is determined by the uncertainty σl of the difference between
lSBG and l. The maximal flow length lSBG of background points and the uncertainty σl of
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Figure 5.19: Comparison of error propagation algorithms. The length of the flow vector is fixed
at 5 units and the orientation of the covariance matrix varies. See text for detailed explanation.
the difference between the measured flow length and lSBG are parameters of the likelihood
function
p(l|s = SBG) = tc 1
n
1
1 + exp
(
l−lSBG
σl
) + (1− tc) 1
lmax
(5.47)
with the confidence in the flow measurements tc ∈ [0, 1] (e.g. tc = 0.9) and the normali-
sation constant n
n =
lmax∫
0
1
1 + exp
(
l−lSBG
σl
)dl = lmax − σl
[
ln
(
1 + e
lmax−lSBG
σl
)
− ln
(
1 + e
−lSBG
σl
)]
(5.48)
The normalisation constant accounts for the fact that a probability distribution must
integrate to one over the interval between 0 and lmax. Figure 5.20 visualises the likelihood
function for different values of σl and tc.
Parameters of the Likelihood Model
Computation of Maximal Translational Flow Length: The maximal theoretic
possible flow length lSBG is computed for a specific image point x1. It depends on the
position of the image point and on the camera positions and orientations given by the
projection matrices P1 = [R
T
1 | − RT1 C1] and P2 = [RT2 | − RT2 C2]. The camera poses
and uncertainties can be extracted from the known essential matrix and the car inertial
sensor data, namely velocity and time. Using the minimal distance dmin of the scene from
the camera, a hypothetically closest 3D-point to the cameras Xh is generated, such that
it projects onto the image point x1 and has distance dmin from centre of camera 1 and a
bigger distance to the centre of camera 2. If this constraint cannot be fulfilled, the role of
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Figure 5.20: Likelihood function p(l|s = SBG) for flow length l under the assumption that
the correspondence stems from a point on the static background. The maximal flow length of
background points lSBG is 20 in the graphs. (a) Likelihood functions with different uncertainties
of maximal flow length from static background σl are shown on the left. (b) Likelihood functions
with different confidences in the correspondence measurements tc are shown on the right.
both cameras and the role of both 2D-points must be exchanged.
|Xh −C1| = dmin
|Xh −C2| ≥ dmin
P1(Xh) = x1
(5.49)
Using the projections of Xh, the maximum flow length for static background lSBG is given
by
lSBG = |P1(Xh)−P2(Xh)| (5.50)
with the projections P1(Xh) ∈ R2 and P2(Xh) ∈ R2 of the 3D-point .
Uncertainty of Maximal Translational Flow Length: The uncertainty of the max-
imal flow length for points from the static background depends on the uncertainties from
the camera poses (i.e. the uncertainties in the camera positions and in the camera orien-
tations). Again the unscented transform (see appendix D.3), is used for error propagation
resulting in σlSBG .
A second source for uncertainty is the covariance matrix of the translational flow vector
Σdfdf (see equation 5.40). Using linear error propagation (appendix D.3) the uncertainty
σllength of length of df is given by
σ2llength = JnormΣdfdfJ
T
norm (5.51)
with the Jacobian Jnorm of the vector norm
∣∣(dx, dy)T ∣∣ =√d2x + d2y
Jnorm =
1√
d2x + d
2
y
(
dx dy
)
(5.52)
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The uncertainty σl of the difference between the maximal flow length of static back-
ground objects lSBG and the actual flow length l is computed using again linear error
propagation. It has uncertainty σ2l = σ
2
lSBG
+ σ2llength . This uncertainty is used in the
likelihood model (equation 5.47).
5.2.4 Temporal Integration
Temporal integration seems to be an essential part of human perception (Sekuler et al.,
2004). This is consistent with the fact that the distinction between moving object and
static background is usually valid for a relatively long period of a time. It is certainly
possible that a moving object stops and becomes part of the static scene or that a static
object starts moving, but these events are rather rare in typical traffic situations. When the
distinction between moving and non-moving is valid for several frames, it is advantageous
to capture as much information as possible to come to a well-founded decision about
each pixel. Temporal integration combines information about a single object from several
frames in a consistent manner and thus provides an easy way of enhancing the reliability
of information.
Spatial smoothing could be considered as an alternative to temporal integration. It is,
however, more complicated to model: What should be the scale of the spatial smoothing? If
the scale on one hand is too small, it has no effect, especially when only sparse information
is present. If on the other hand the scale is too large, small objects like for example the
children’s toy ball, might not be detected. When fixing a scale of the smoothing, implicit
assumptions about the expected size of the images of moving objects are made. Apart
from the size of the object itself, the size of its image depends on the distance, the focal
length and other parameters, and these parameters are subject to change even within a
rather short period of time. Temporal smoothing is easier to model. The only question to
answer concerns the probability that the state of an object changes. Therefore temporal
integration is favoured in this thesis.
Let the state of the system at time t be denoted by st and let the measurements at
time t be denoted by αt and lt. When the system is modelled as a Markov process, the
transition probability p(st+1|s0, s1, . . . , st) = p(st+1|st) only depends on the current state
and not on the history. The transition probability models the chance of a change in the
state of the system, i.e. the probability that a moving object stops, or the probability that
a object starts to move.
Temporal integration aims at accumulating the information from each time step by
replacing the prior p(st) in Bayes law with the prediction of the state p(st|αt−1, lt−1) from
the last time step. This is done using the well-known Chapman-Kolmogorov prediction
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equation (Doucet et al., 2001)
p(st|αt−1, lt−1) =
∫
p(st|st−1)p(st−1|αt−1, lt−1) dst−1
= p(st|st−1 = IMO)p(st−1 = IMO|αt−1, lt−1)+
p(st|st−1 = SBG)p(st−1 = SBG|αt−1, lt−1)
(5.53)
Replacing the prior in 5.26 by equation 5.53 results in the update equation
p(st|αt, lt) = p(αt, lt|st)p(st|αt−1, lt−1)∑
st
p(αt, lt|st)p(st|αt−1, lt−1) (5.54)
The transition probability p(st|st−1) is modelled as
p(st|st−1) =
{
λ if st = st−1
1− λ if st 6= st−1
(5.55)
with the transition probability λ ∈ [0, 1]. λ can be interpreted as a memory factor: When λ
is 0.5, the predicted occupation probability is non-informative (i.e. p(st|αt−1, lt−1) = 0.5),
resulting in a posterior which is independent on the history. In this case the system has
no memory, and the occupation probability depends solely on the current measurements.
When λ is 1.0, the system does not forget anything and the prior is given by the
occupation probability from the last time step. The resulting posterior is given by the
Bayesian combination with the occupation probability based on the current measurements.
λ = 0.0 indicates that the system has definitely changed its state since the last time
step. The system has also a memory, and it is assumed that the prior is given by one
minus the occupation probability from the last time step. The resulting posterior is then
given by the Bayesian combination with the occupation probability based on the current
measurements.
Reasonable values for λ for the given application are in the range between 0.5 and 1.0.
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5.2.5 Estimation of Occupation Probability
Since determining highly accurate correspondences with subpixel precision is a compu-
tationally expensive operation, the number of correspondence measurements has to be
restricted in real-time environments. Therefore the occupation probability map is only
very sparsely populated.
However, when computing correspondences at sparse locations, one would like to cap-
ture as much information about independently moving objects as possible. A novel algo-
rithm boosting the density of the occupation probability map is suggested. It is inspired by
the particle filter algorithm and results in adaptive sampling of the occupation probability
function such that the sampling rate is higher in positions where the occupation proba-
bility is high. Positions where correspondences are measured are determined partly using
a vector of random variables, which are distributed according to the cornerness function,
partly by propagating positions from the last time step using a particle filter style approach
and partly using stable features on the static background.
First the general idea of the particle filter is reviewed and afterwards its adaptation to
the problem at hand is described.
Particle Filter
The idea of the particle filter has been first published in 1949 by Metropolis and Ulam.
Since then it has been only sporadically mentioned in the literature up to the rediscovery in
1993 by Gordon et al. A large variety of papers on particle filters has been written since. A
good introduction can be found in Doucet et al. (2001). In 1998 Isard and Blake (1998a,b)
introduced this technique under the name of CONDENSATION (CONditional DENSity
propagATION) into the field of computer vision for tracking tasks. Lately a lot of effort
went into improvements of particle filters to overcome certain limitations and problems
(Hue et al., 2002; Khan et al., 2004; Isard and McCormick, 2001; Vermaak et al., 2003).
However, only little work has been done in the field of using such probabilistic techniques
for the investigation and interpretation of optical flow fields: In Black and Fleet (1999)
motion discontinuities are tracked using optical flow and the CONDENSATION algorithm,
and in 2002 Zelek used a particle filter to predict and therefore speedup a correlation based
optical flow algorithm.
In this subsection the general concept of the particle filter algorithm is summarised.
The particle filter algorithm is designed to handle the task of propagating any probability
density function (pdf) over time by representing it by a set of weighted samples.
Bayesian Filtering: Let θt denote the unobserved state of the system at the discrete
time t ∈ N. The a priori probability density distribution is given by p(θt). Let further
denote yt the observation of our system at time t. Given a likelihood function p(yt|θt),
modelling the observation process, the posterior distribution can be computed using Bayes’
law
p(θt|yt) = p(yt|θt)p(θt)∫
p(yt|θt)p(θt) dθ (5.56)
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where the marginalisation p(yt) =
∫
p(yt|θt)p(θt) dθ can be seen as a normalisation factor.
Temporal Propagation: Modelling the system as a Markov process results in the
conditional transition probability p(θt+1|θ0, θ1, . . . , θt) = p(θt+1|θt). In other words: The
state of the system in the next time step only depends on the current state of the system
and not on the history. Since p(θt) is at no time known exactly (it is unobserved), the
best estimate for p(θt) can be calculated by using the estimate from the last time step
p(θt−1|yt−1) and the transition probability p(θt|θt−1) resulting in the Chapman-Kolmogorov
prediction equation (Doucet et al., 2001)
p(θt|yt−1) =
∫
p(θt|θt−1)p(θt−1|yt−1) dθ (5.57)
Plugging this estimate into Bayes’ law (equation 5.56) results in the update equation
p(θt|yt) = p(yt|θt)p(θt|yt−1)∫
p(yt|θt)p(θt|yt−1) dθ (5.58)
Generally the prediction and update equations cannot be computed in closed form since
they require the evaluation of complex and possibly multidimensional integrals.
probability distribution
pdf
state θ
Figure 5.21: Representation of multimodal, one-dimensional probability density function
through a set of weighted samples. The centres of the blobs represent the position and the
size of the blobs represent the weight of the samples s(n). (Illustration is similar to Isard and
Blake (1998a))
Particle Filter Algorithm: One way of circumventing the computation of the possibly
highly complex integrals in equations 5.57 and 5.58 is to apply Monte Carlo techniques.
This leads to the particle filter algorithm where the distributions are approximated by a
set of N particles θ(i) and their weights w(i). The approximation of a one-dimensional
distribution by a set of particles is illustrated in figure 5.21. A theoretical description of
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• Initialise (t=0):
Generate N independent identical distributed (iid) samples θ
(i)
0 , i ∈ {1, . . . , N}
from the user given initial distribution p(θ0).
• Iterate:
1. Predict θ
(i)
t+1 by sampling from p(θt+1|θ(i)t )
2. Evaluate weights w
(i)
t+1 = p(yt+1|θ(i)t+1)
3. Normalise the weights.
4. Resample N times with replacement from the samples θ
(i)
t+1 according to the
weight w
(i)
t+1.
5. Set t = t+ 1 and repeat iteration (goto 1).
Figure 5.22: Theoretical description of the particle filter algorithm following Doucet et al.
(2001).
the particle filter algorithm is given in figure 5.22. Practically the propagation of pdfs over
time using their representation as a set of weighted particles reduces to the construction
of the “new” sample set {θ(n)t , w(n)t , n = 1, . . . , N} at time t from the “old” sample set
{θ(n)t−1, w(n)t−1, n = 1, . . . , N} at time t− 1 . The conditional transition probability p(θt+1|θt)
is usually given by a motion model function f(θ) plus diffusion.
1. Select sample θ
(n)
t with probability w
(n)
t−1 and assign it to the new sample θ
′(n)
t . Select
N new samples θ
′(n)
t . Samples can be selected several times.
2. Predict the new position of the sample in the state space by applying the motion
model f(θ) to each sample θ
′′(n)
t = f(θ
′(n)
t ).
3. Diffuse by adding noise to each sample θ
(n)
t = s
′′(n)
t + ν
(n)
t .,where ν
(n)
t is a vector of
normally distributed random variables with covariance matrix B.
4. Weight each sample by making a measurement (i.e. evaluate the likelihood function)
at its position θ
(n)
t = p(yt|θt = θ(n)t ).
5. Normalise the weights such that their sum equals one.
To reduce the degeneracy problem5 (Marchetti et al., 2006) and to allow reinitialisation if
the object is lost, the sample selection step in the iteration process can be modified such
that a fraction of the samples are chosen by sampling from an importance distribution
g(θ) (Doucet et al., 2001). The weights of these importance samples w
(i)
imp,t must then be
5The degeneracy problem describes the fact that after a few iterations all but very few samples have
a negligible weight and hence the diversity of the sample population is greatly reduced.
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corrected to achieve a consistent representation of the posterior density (Isard and Blake,
1998b)
w
(i)
imp,t+1 =
p(yt+1|θ(i)t+1)
g(θ)
(5.59)
Fig. 5.23 shows a graphical representation of one iteration step in the particle filter with
the modified resampling step. Note the clustering effect of the particle filter: Particles are
denser in regions with high probability density. For a thorough discussion of particle filters
see (Doucet et al., 2001).
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samples
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+ importance
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probability
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density p(  ) = θ
Figure 5.23: Graphical representation of a particle filter cycle with importance sampling. The
one-dimensional state space is given on the horizontal axis. The vertical axis represents the time.
The new samples are selected from the samples of the last time step (top) according to their weight
(size of blobs). After applying the motion model, diffusion is added. These two steps represent
the prediction step. The importance samples are added and weights are calculated by evaluating
the observation density at the sample positions (update). The weights of the importance samples
are corrected according to eq. 5.59 in this step. The resulting samples are used as input to the
next time step. (Figure similar to (Doucet et al., 2001)). The “clustering effect” of the particle
filter can be observed.
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5.2.6 Boosting the Occupation Probability Image
The particle filter algorithm is used to propagate pdfs over time and usually only the first
and second moments of the posterior pdf are of interest. However, in this case only the
clustering property of the particle filter algorithm is desired. Primary goal of the algorithm
is to boost the knowledge about independent motion by measuring more correspondences
on independently moving objects. Points where correspondence measurements are made
stem from three separate pools:
1. Stable features on the static background: These points are needed for the compu-
tation of the camera motion with respect to the static scene. They are determined
using a corner detector and have some user given minimum distance between each
other. Points are kept in this pool when their flow vector is consistent with the cam-
era motion and rejected from this pool when it is not. Stable points can build long
correspondence chains over several images.
2. Particle filter determined positions: These positions are purely determined by sam-
pling from the occupation probability for independent motion. Because of the re-
sampling, only correspondence chains between maximal two images are established.
3. Initialisation positions: These positions are chosen by sampling from the cornerness
image. They are chosen independently in each new image and give a chance for
initialisation of new objects or rediscovery when the object has been lost (e.g. by
occlusion).
The number of positions in each pool is user chosen and remains fixed. Figure 5.24 il-
lustrates the boosting effect of the particle filter. Positions from the particle filter and
initialisation pool are marked red. They cluster on the moving pedestrian.
Detailed descriptions of the generation of positions where correspondences are measured
follow next.
Initialisation Positions: The initialisation positions are generated as follows: An in-
tegral cornerness vector is computed starting at the top left and progressing row major
towards the bottom of the image. Each entry contains the sum of all preceding cornerness
and the current position coordinates. Positions where the cornerness is below a certain
threshold are neglected, because a minimal cornerness is needed for successful correspon-
dence computation. The final vector is automatically sorted according to the cornerness
sum. A uniform distributed random number between zero and the sum of cornerness value
of the last entry in the vector is generated. The position from the entry of the vector corre-
sponding to this random number determines the initialisation position. This is equivalent
to (thresholded) sampling of the cornerness function.
Particle Filter Positions: Each sample lives in a two-dimensional state space repre-
senting a position in the image. The new particle positions are determined sequentially as
follows:
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(a) (b) (c)
(d) (e) (f)
Figure 5.24: Clustering effect of the particle filter algorithm. Point positions are chosen by
sampling from the occupation probability image for independent motion and do hence cluster
on the independently moving pedestrian. The original images are shown in the top row, the
corresponding images with the particle positions marked in red are shown in the bottom row.
Only positions from the particle filter pool and the initialisation pool are marked.
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• Compute weights for each sample by first computing the 2D correspondence at the
sample position and afterwards evaluating the occupation likelihood function (equa-
tion 5.26). Weights are computed for positions from all three pools. Obviously the
pool with positions determined by the particle filter is initially empty.
• Generate new sample positions by sampling from old positions according to their
weight such that samples with higher weight are chosen with higher probability.
Samples from the three pools have equal rights in the sampling process.
• Predicting the new position is easy. It is the end point of the measured correspon-
dence and therefore no motion model is necessary.
• Add normally distributed random diffusion to the new position. The new position is
only accepted
1. when the cornerness at the new sample position is above a certain threshold
and
2. when the new position has a minimum distance from already determined posi-
tions.
Point 1 enhances the success rate of the correspondence measurements at the next
time step, and point 2 avoids double correspondence computations. When the new
position is rejected, a new diffusion is randomly generated and the conditions are
checked again. This is repeated up to a maximum number of tries. When the
maximum number of tries is reached, the particle is rejected. This is important to
have an upper bound on execution time.
Temporal Integration
The advantage of the adapted particle filter algorithm is the enhanced measurement density
on independently moving objects. One disadvantage is the temporal incoherency of the
correspondence measurements. The maximum length of a correspondence chain in the
particle filter pool is two frames. Longer correspondence chains are only produced by
chance. Obviously this poses a problem for the Bayesian sequential estimation of the
occupation probability as suggested in section 5.2.4. One way of circumventing this problem
is described next.
Correspondences are estimated using a support window of a certain size (typically 7×7
pixel on the biggest pyramid level) and one underlying assumption of the correspondence
estimation process is, that all pixels in the support window have the same displacement
vector. With the same assumption, the estimated occupation likelihood would be valid
for each pixel in the support window. This assumption is certainly not strictly true, in
particular for regions with depth discontinuities. As a trade-off, an exponentially decaying
influence function v(σv, d) = e
−d2/σ2v has been chosen. It has parameter σv and decays
exponentially with the distance d to the centre point where the correspondence and the
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occupation likelihood has been measured. The occupation likelihood in the vicinity of the
centre point where it have been measured is given by
p(s, d, σv) = v(σv, d)(p(s|α, l)− 1
2
) +
1
2
(5.60)
with the measured occupation probability p(s|α, l) for independent motion, and occupation
probability p(s, d, σv) for independent motion at distance d. In theory the influence function
has a non-zero value even at infinite distance to the centre, in practise the influence is set
to zero once the influence function falls below a certain threshold.
By using the influence function, the occupation probability map contains a small circle
instead of a single pixel for each correspondence measurement. As long as the particle
filter determines the position of the next measurement to be inside the circle, temporal
integration is possible, even over more than two frames. However, the further the next
particle is located from the centre point, the smaller is the temporal integration because
of the decay of the influence function.
5.2.7 Algorithm Summary
Figure 5.25 illustrates the suggested framework for sequential Bayesian estimation of the
occupation probability map for independent motion. It is explained top to bottom. A
corner detector is run on the image resulting in the cornerness image and the positions for
the pool of stable features (top right). Initialisation positions are generated by randomly
sampling the thresholded cornerness function. Image correspondences are measured at
the given positions from all three position pools using the next image. The preemptive
RANSAC algorithm is used to estimate the relative camera motion parameters E with re-
spect to the static background using only correspondences from the pool of stable features.
The likelihood function is evaluated for each correspondence resulting in weights for each
position and the occupation likelihood map. Now two feedback loops are implemented:
• The first consisting of the adopted particle filter algorithm determining the positions
where correspondences will be measured in the next time step and
• the second consisting of the Bayesian integration of the occupation probability map.
Figure 5.26 shows the final probability occupation map for independent motion.
Challenging Correspondence Data Regions where repeatedly incorrect correspon-
dence measurements occur are incorrectly marked with a high occupation probability. This
happens, e.g. when a correspondence is measured at intersections of two high gradient edges
at different depths. The lamp post in the left region of figure 5.26(c) is an example for
such an “imaginary corner”. A magnification of the challenging region around the lamp
post is shown in figure 5.27 on the left.
Reflective surfaces violate the rigidity constraint on the static scene. When a part of
the rigid background is observed by means of a reflection on a surface, it moves apparently
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independent from the part of the background scene, which is observed directly. This
phenomenon has geometric reasons. It can for example be observed on the right side of
the figure 5.26(c). The parked car on the right side is very clean and reflects parts of
the sky, a tree and a house. The correspondences measured on the reflecting surface of
the car are not consistent with the relative motion from the directly observed background
scene. These correspondences are hence marked as independently moving. Fortunately the
reflection is not very clear, and hence not a lot of correspondences were measured on the
car resulting in a rather low occupation probability for independent motion.
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Figure 5.25: Schematic illustration of the Bayesian framework for the computation of the
occupation probability map. See text for details.
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(a) (b)
0.5
1.0
0.0
(c) (d)
0.5
1.0
0.0
Figure 5.26: Final occupation probability maps for independent motion. The corresponding
input image is shown on the left (a and c), the occupation probability map is shown on the right
(b and d). Red indicates high and green indicates low probability for independent motion.
5.2. BAYESIAN FRAMEWORK 117
Figure 5.27: Magnification of two challenging regions for correspondence estimation. The lamp
post at the left and the roof at the centre of the image 5.26(c). ”Imaginary corners” are found at
the intersection of high gradient edges at different depth leading to wrong image correspondences.
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5.3 Clustering
Generally multiple correspondence measurements are made on each independently moving
object. Clustering of measurements can on the one hand improve the reliability of the
detection and on the other hand allow predictions about the “if” and “when” of a collision
under certain assumptions.
After a brief review of existing methods, an algorithm connecting multiple independent
detections of independently moving points to a single moving object is presented.
5.3.1 Previous Work
Figure 5.28: A frame of the well-known “flower
garden” sequence (courtesy of Michael J. Black).
Clustering algorithms can be sorted in two
major groups: One group is geometry-
based and the other group is appearance-
based. Appearance-based clustering exploit
the appearance properties and hence works
on the images directly. It can involve mo-
tion, texture, gradient and other clues. A
vast number of research on appearance-
based clustering is available, for exam-
ple Cremers and Soatto (2003); Wong and
Spetsakis (2004); Wong et al. (2004). Ap-
pearance-based clustering does not neces-
sarily cluster points belonging to a rigid mo-
tion. For example the well-known “flower
garden” sequence (figure 5.28) is usually
segmented in for and background, even though the sequence is generated by a single rigid
motion. Because of this undesired property, appearance-based approaches are not investi-
gated in this work. 3D-geometry is usually not recovered, with the exception of Torr et al.
(2001) who approximates the scene by planar object in 3D-space.
Geometry-based clustering algorithms on the other hand operate on correspondences
and exploit their geometric coherence, for example Torr and Murray (1993); Costeira and
Kanade (1998); Wolf and Shashua (2001); Fejes and Davis (1998). These approaches have
been described in detail in chapter 3. Since all of these approaches are either slow, require
knowledge of the complete sequence or do only work with rigid objects and thus exclude
important object classes like pedestrians or cyclists, a different approach using spatial
coherency is used in this work.
5.3.2 Clustering Using Spatial Coherence6
In order to transform the pixel-wise probability representation to few moving objects,
a clustering algorithm is used. Thresholding the occupation probability map leads to a
6This section has been previously published in Woelk et al. (2005).
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binary image. After running a dilation algorithm for connecting regions close to each other,
a labelling algorithm is applied. The labelling algorithm identifies and labels connected
regions by processing the image pixel per pixel and looking at the neighbours of the current
pixel. The bounding boxes are extracted for each of the regions. Relevant characterisation
is computed for every region, namely position, size, number of correspondences in it, mean
probability and weighted mean motion. Position, size and number of correspondences N
in every region can be extracted straight forward from the bounding boxes. The mean
probability and the mean motion are calculated using only the correspondences in the
region. Let di = xi,t − xi,t−1 denote the motion given by a point correspondence between
xi,t−1 and xi,t and pi denote the corresponding entry in the probability image from time t
at position xi,t. The weighted mean motion d is calculated by
d =
∑N
i=1 pidi∑N
i=1 pi
(5.61)
and the mean probability p is calculated by
p =
∑N
i=1 pi
N
(5.62)
Kalman Tracking of Clusters: The idea behind this algorithm is that a separate
Kalman filter (Kalman, 1960) is assigned to every moving object. The 2D-position and the
velocity of the moving object in the image are used as system state in the Kalman filters.
The list of regions from the clustering algorithm is used as measurements. Since multiple
measurements and Kalman filters might be involved, each region must be assigned to a
specific Kalman filter instance from the list of all Kalman filters. This list is obtained in
the following manner in every time step:
1. The prediction step is performed for every Kalman filter in the list.
2. For every Kalman filter the closest region to its current position is searched. If this
region is closer than either three times the Kalman filter variance or closer than a
certain distance (e.g. 7 pixel), it is used as measurement for the update step. If the
region is at a further distance, no update step is performed.
3. Kalman filters which have not been updated in the first three subsequent time steps
of their lifetime are removed. Kalman filters which have not been updated for the
last 3 cycles are also deleted.
4. A new Kalman filter is added to the list for every region which has not been assigned
to an already existing Kalman filter.
5. If two Kalman filters adopt positions closer than a certain distance (e.g. 7 pixels) to
each other, the younger Kalman filter is deleted.
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The details of the Kalman filter implementation are presented in the subsequent para-
graphs.
The Kalman filter (Kalman, 1960) is a set of mathematical equations that provides an
efficient solution to the discrete-data linear filtering problem. For the algorithm presented
here, the notation convention of Welch and Bishop (2001) is used, where the basic filter
equations can also be found.
System Description: Since only image coordinates (no 3D-information) for indepen-
dently moving clusters are available, the cluster centres are estimated in image coordinates.
Approximating the system by a simple point mass model (as often used in physics) the x-
and y-motion are independent, yielding two independent Kalman filters per cluster. The
main advantage of two independent Kalman filters per cluster is the computational speed.
The following states are estimated
xx =
[
x vx ax
]T
, xy =
[
y vy ay
]T
(5.63)
where x, vx, and ax are position, velocity, and acceleration of the cluster (analogous for
y). Measurements are the cluster positions and the average optical flow of the contributing
flow vectors as cluster velocity.
zx =
[
xcluster
vx,cluster
]
, zy =
[
ycluster
vy,cluster
]
(5.64)
For the simple filter used in this work, the control vector describing external system input
is 0.
Process description: The connection between measurements and system variables is
straightforward:
x˙ = vx, v˙x = ax, a˙x = 0, (5.65)
The same equations apply for the y direction.
Measurement Description: The measurement update step incorporates the new mea-
surements. The measurements xcluster and vx,cluster can be easily expressed in terms of state
variables:
h(~x)x =
[
xcluster
vx,cluster
]
=
[
x
vx
]
. (5.66)
Again, the same equations apply for the y direction. These equations and their derivatives
w.r.t. the state vector are the input to the Kalman filter. Time update is performed at
each time step. Measurement update steps are performed whenever new measurements are
available.
Measurement variances are estimated to be 7 pixels for the cluster position due to the
uncertainties in detecting different parts of the object in different frames. The uncertainty
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of the cluster velocity is obtained from optical flow measurements with an conservatively
estimated uncertainty of 2 pixels. The system uncertainties are estimated with 2 pixels,
and the initial covariances are conservatively set to 7 pixels and 7 pixels/s, respectively.
The acceleration state is not considered at this point, but could be estimated if needed.
5.3.3 Estimation of Independent Motion
t=2
t=1
E
?
Figure 5.29: Impossibility of trajectory extraction from image point correspondences in the
general case: A moving camera (black) with known motion parameters sees the red object at times
t = 1 and t = 2. When the object is rigid, the essential matrix E, describing the relative motion
between the red object and the camera, can be extracted from the image point correspondences.
However, the essential matrix does not capture the magnitude of the relative translation, but only
the direction of the relative translation. The blue object, which differs from the red object only by
its scale, moves according to the same essential matrix and both objects result in the same image
points. Using only the images, it is hence impossible to determine the scale of the viewed object,
and without the correct scale, the extraction of the trajectory of the object remains impossible.
This ambiguity subsists when more images are available.
It is generally impossible to compute the trajectory of a single moving object using a
sequence of images from a single camera without further knowledge or assumptions (Avidan
and Shashua, 2000; Han and Kanade, 2000, 2003). This is illustrated in figure 5.29. The
red and the blue objects both result in exactly the same images, and hence size and velocity
of the object cannot be determined. This impossibility is independent of the number of
views. Note that the direction of the motion vector can be recovered when the object is
rigid and when enough point correspondences on the object are measured, i.e. when an
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essential matrix for the relative motion between object and camera can be estimated: The
relative motion direction is given by the epipole.
The above stated problem is equivalent to the well-known scale problem of scene re-
construction using a calibrated camera: Without further knowledge about the scene or
camera motion, structure and motion algorithms reconstruct scene and camera path only
up to scale. Only the relative motion of object and camera is of concern for the recon-
struction. When both, the object and the camera, move in a static scene, this relative
motion is unknown, even if the camera motion is known with respect to the static scene,
e.g. from inertial sensors. Hence, without further knowledge or assumptions about either
scene geometry or camera motion, the geometry of scene and camera positions can only
be reconstructed up to scale.
Common assumptions used to circumvent this problem are for example the object size
or a common ground plane (Sturm, 2002). In certain special geometric configurations
occlusion information can be used for reasoning about the object position relative to the
static scene (Ogale et al., 2005). Avidan and Shashua (2000) investigate the possibility to
recover the trajectory when the shape of the trajectory is known. Solutions for straight line
trajectories and trajectories from the family of planar conic intersections are presented.
This approach and in particular the solution for straight lines seems promising at first
glance, however, when taking a closer look it turns out that the solution degenerates when
the motion of the camera is also linear and when both trajectories live in the surface of the
same ruled quadric. A common example for this situation is given when the camera and
the point trajectories are coplanar. In this case the nullspace to the problem describes the
common plane, and thus every line on the plane represents a valid solution. The authors
state that using multiple points moving on parallel lines would not contribute significantly
to the solution when the points are close to each other.
Even though the question about the exact location of the independently moving object
in space cannot be answered in general, two important statements about the relation
between observer and object can be made: Under certain assumptions it can be predicted
if the camera and the object will collide and when the collision will occur in this case. This
is explained in detail in the next sections.
5.4 Collision Detection
A very simple collision test is presented first. Afterwards, estimation of the time to contact
is presented.
5.4.1 Constant Bearing
A collision detection which is known since centuries as the sailor’s test for collision (or
constant bearing) is described next. It is illustrated in figure 5.30. If the angle α, under
which an object B is seen from an object A, remains constant over time (α = α′) and the
apparent object size is growing, then a collision will take place. This is equivalent to the
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Figure 5.30: Sailor’s test for collision: If the angle α, under which an object B is seen from an
object A, moving itself, remains constant over time (α = α′), a collision will take place. This is
also called a constant bearing.
fact that the FOE of the relative motion between the camera and the moving object lies
within the growing picture of an object in the image. Note that the prediction is only valid
with constant velocities and linear movements. An interesting fact is that the prediction
is correct, even if the objects are constantly accelerating or decelerating in the direction of
their translation vector as long as the objects do not come to a complete halt before the
point of impact.
5.4.2 Time to Contact
Objects on a collision course create a characteristic looming spatio-temporal expanding
pattern on the observer’s retina (Sekuler et al., 2004). If the object is static and the
observer is moving or if the observer is static and the object is moving, just depends on
the choice of the reference frame as long as the motions are not accelerated. Animals of
such different species as fiddler crabs, chicks, monkeys as well as newborn human infants
try to avoid artificially created expanding patterns (Sekuler et al., 2004). The reaction
of newborn children who have never encountered this stimulus before indicates that their
reaction is based on instinct rather than learnt behaviour. With constant motions, the
time until an object reaches the observer is given by the ratio between the distance and
the relative directional velocity. However, information about distance and relative velocity
is generally not available to the observer, and in the 1980s the exploitation of the dynamic
changes of the images of the object was suggested. The time to contact τ was originally
introduced by Lee in 1980 as the ratio between the size of the image of the object and the
rate of change of the image size (Sekuler et al., 2004). τ denotes the expected remaining
time until an object reaches the observer. The time to contact (TTC) is positive when two
objects approach each other, and negative when the two objects are retreating. Time to
contact has also been denoted as time to collision, time to crash or time to impact (van
Leeuwen, 2002; Meyer and Bouthemy, 1992; Colombo and del Bimbo, 1999).
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The exact definition of the time when an object reaches the observer differs slightly in
the literature. It is always defined as the time when the trajectory of the object intersects
a plane through the centre of projection of the camera. The normal to the plane and with
it its orientation is given either by the optical axis, by the motion vector of the camera or
by the difference vector between object and camera (van Leeuwen, 2002; Colombo and del
Bimbo, 1999).
Time to contact estimates can be based on dense optical flow fields (Meyer and Bou-
themy, 1992), sparse point correspondences, areas (Cipolla and Blake, 1992), contours
(Colombo and del Bimbo, 1999; Cipolla and Blake, 1992) and surfaces. Two approaches
using sparse point correspondences are explained next.
1. Derivative
Given the coordinates of 3D-point X = (X, Y, Z)T and a simple perspective camera model
with focal length f , the 2D-coordinates of the projection of the 3D-point onto the image
plane x = (x, y)T are determined by
fX − xZ = 0 and fY − yZ = 0 (5.67)
Computing the second derivatives with respect to time under the assumption of purely
translational motions leads to
fX¨ − x˙Z˙ − xZ¨ − x¨Z − x˙Z˙ = 0 and fY¨ − y˙Z˙ − yZ¨ − y¨Z − y˙Z˙ = 0 (5.68)
where first temporal derivatives are denoted by a dot, e.g. x˙ = dx
dt
, and second temporal
derivatives denoted by two dots, e.g. x¨ = d
2x
dt2
. Assuming constant 3D-velocity, equations
5.68 simplify to
−x¨Z − 2x˙Z˙ = 0 and − y¨Z − 2y˙Z˙ = 0 (5.69)
Using equations 5.69, the time to collision τ is given by
τ =
Z
Z˙
= −2 x˙
x¨
= −2 y˙
y¨
(5.70)
Note that only the ratio of image velocity (optical flow) and image acceleration (i.e. optical
acceleration) is needed to compute the time to contact. Knowledge about focal length or
scene geometry is not necessary. Investigations about the accuracy of TTC estimates are
presented next.
Assuming a certain accuracy σx˙ of the correspondence estimation process, the accuracy
of the optical acceleration is given by
σ2x¨ = 2σ
2
x˙ (5.71)
Using linear error propagation, the variance of the time to contact can be approximated
by
σ2τ ≈ σ2x˙
[(
∂tc
∂x˙
)2
+ 2
(
∂tc
∂x¨
)2]
= σ2x˙
[(
2
x¨
)2
+ 2
(−2x˙
x¨2
)2]
(5.72)
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Figure 5.31: Theoretic bound on accuracy for time to contact estimation. (a) The TTC and
the associated standard deviation are plotted vs. the distance of the objects from the camera.
(b) The standard deviation of time to contact is plotted against the object size. (c) Standard
deviation of TTC vs. accuracy of flow measurement and (d) standard deviation of TTC vs. frame
rate. See text for details.
Figure 5.31 illustrates theoretic accuracy στ of the TTC estimate depending on different
variables.
The estimates of τ and its standard deviation στ are plotted versus the distance of the
object from the camera in figure 5.31(a). The camera with a focal length identical to the
camera in the car (≈ 840 pixel) translates with 30 m/s along its optical axis while capturing
images at 10 Hz. The camera is initially located at the origin and the point in question is
located at (0.5, 0, 30). The standard deviation is computed using the assumption that the
correspondences can be measured with an accuracy of 0.05 pixel (i.e. σx¨ = 0.05 pixel).
The standard deviation of TTC is plotted versus the object diameter in figure 5.31(b).
The initial distance of the object from the camera is 15 m, the point in question is located
at the border of the object, and frame rate and accuracy of flow measurement are again
10 Hz and 0.05 pixel.
The standard deviation of TTC is plotted versus the accuracy of the flow measurements
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in figure 5.31(c). The frame rate is again 10 Hz, the object size is fixed at 2 m and the initial
distance between object and camera is 15 m. The standard deviation of TTC is plotted
versus the frame rate in figure 5.31(d). The object size is again fixed at 2 m, the initial
distance between object and camera is 10 m, and the accuracy of the flow measurements
is 0.05 pixel.
To summarise: Big object images, large displacements and high accuracy of the corre-
spondence estimate favour the accuracy of the TTC estimate. The derivation of τ using a
different approach is described next.
2. Global
Given time dependent coordinates of a 3D-point X = (X + tX˙, Y + tY˙ , Z + tZ˙)T and a
simple perspective camera model with focal length f , the 2D-coordinates of the projection
of the 3D-point onto the image plane x = (x, y)T are determined by
f(X + tX˙)− x(Z + tZ˙) = 0 and f(Y + tY˙ )− y(Z + tZ˙) = 0 (5.73)
Dividing by Z˙ results in an equation in the three unknowns X
Z˙
, X˙
Z˙
and Z
Z˙
f
X
Z˙
+ t
X˙
Z˙
− xZ
Z˙
− x = 0 f Y
Z˙
+ t
Y˙
Z˙
− yZ
Z˙
− y = 0 (5.74)
with time dependent projections of the 3D-point x = x(t) = xt and y = y(t) = yt.
Assuming again constant velocity, a linear equation system can be constructed using mea-
surements at three different times t = −1, 0, 1. Eliminating X
Z˙
and X˙
Z˙
, the TTC is given
by
τ =
Z
Z˙
=
x1 − x−1
x1 − 2x0 + x−1 =
y1 − y−1
y1 − 2y0 + y−1 (5.75)
Assuming a certain accuracy σx˙ of the correspondence estimation process, the uncer-
tainty of the point x0 is zero and the standard deviation of the points x−1 and x1 is given
by σx˙. Using again linear error propagation, the variance σ
2
τ of the TTC estimate is given
by
σ2τ ≈ σ2x˙
[((x1 − 2x0 + x−1)− (x1 − x−1)
(x1 − 2x0 + x−1)2
)2
+
(−(x1 − 2x0 + x−1) + (x1 − x−1)
(x1 − 2x0 + x−1)2
)2]
(5.76)
Obviously both approximations (equation 5.72 and 5.76) of the variance of the TTC exhibit
the same qualitative behaviour. The influence of optical acceleration is inverse quadratic,
and the influence of the optical flow is linear.
Relaxing the Constraints
The TTC estimate implies purely translational relative motion between camera and moving
object. In general, the relative motion includes a rotational part. When the independently
5.4. COLLISION DETECTION 127
moving object is rigid and when enough point correspondences are measured, the essential
matrix for the relative motion between object and camera can be estimated. The relative
orientation change can be extracted from the essential matrix and the correspondences can
be de-rotated resulting in the translational part of the flow. This translational part can be
used for time to contact estimation.
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5.5 System Integration
First a comprehensive system description is given, afterwards the results from the inte-
grated system are presented. Finally, the live demonstration of the system within the final
presentation of the INVENT project (German: Intelligenter Verkehr und Nutzergerechte
Technik - intelligent traffic and user friendly technology) is described.
5.5.1 System Description
(a) (b)
Figure 5.32: The UTA (Urban Traffic Assistant) demonstrator from Daimler Chrysler AG (a).
Only one of the two PTU mounted cameras is used in this work. A closeup view of the pan-tilt
unit mounted camera (b) (courtesy of S. Gehrig).
The system has been tested using the Urban Traffic Assistant (UTA) demonstrator from
Daimler Chrysler AG. The setup of UTA includes a digital camera mounted on a pan-tilt
unit (PTU), GPS, map data, internal velocity and yaw rate sensors, etc. For a detailed
description of UTA refer to (Gehrig et al., 2003). Pictures of the cameras used in UTA
are shown in figure 5.32. The fusion of GPS and map data can be used to announce the
geometry of an approaching intersection to the vision system. The camera then focuses
on the intersection. Using the known egomotion of the camera, independently moving
objects are detected and the driver’s attention can be directed towards them. A schematic
illustration of the system topology is given in figure 5.33. In the following the important
components of the demonstrator are described.
Inertial Sensors
The Demonstrator is equipped with standard inertial sensors:
Velocity UTA is equipped with a standard digital speed sensor which functions by mea-
suring distance units per time interval. A distance unit is 1
48
th of the diameter of the
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Figure 5.33: Schematic illustration of the systems used in the UTA demonstrator from Daim-
lerChrysler AG. Only one camera of the stereo system (10) is used in this thesis (courtesy of
Gehrig et al. (2003)).
wheels resulting in approximately 4 cm when the perimeter of the wheel is assumed
to be 2 m. The time interval is not exactly known, however a value of 20 ms (10
Hz) seems plausible7. From these values the upper bound for the error of the speed
sensor is estimated as ±0.4 m/s. Assuming normal distribution of the measurements,
this corresponds to a standard deviation of ≈ 0.13 m/s.
Longitudinal Acceleration The longitudinal acceleration is not measured but computed
by the integrated control unit as the derivative of the velocity. Only an internally
filtered longitudinal acceleration value is available. When simple numeric derivation
would be used for the computation of the longitudinal acceleration, its upper error
bound would be given by twice the accuracy of the velocity measurement divided
by the time interval resulting in 0.08 m/s2 with the above assumptions. However,
filtering improves the accuracy (at least in steady state conditions) and hence the
standard deviation is assumed to be 0.01 m/s2.
Lateral Acceleration Standard lateral accelerometers are present in the demonstrator.
This sensors are also used for the ESP (German: Elektronisches Stabilita¨tsprogramm)
system. The accuracy of the lateral acceleration sensor is approximated by 0.01 m/s2.
Steering Angle The steering angle is measured at the steering wheel. The ratio between
steering wheel angle and steering angle is constant and can hence be directly con-
verted. UTA is equipped with a high performance incremental sensor in addition
7A clock frequency of 10 Hz results in a minimum possible velocity measurement of ≈ 0.4 m/s ≈ 1.5
km/h.
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to the standard steering wheel angle sensor. Its zero position is however manually
determined resulting in a possible bias in the measurements. The accuracy of the
steering angle is given by ≈ 0.14◦.
The inertial sensors are available via the vehicle computer (see Figure 5.33 (1)).
Yaw rate sensor
A yaw rate sensor of type DRS-MMS 1.0 from Bosch (Fetzer, 1998) is installed in the
UTA demonstrator. It is assembled on an attenuation board. Its resolution is specified as
0.3◦/s. The offset specifications are separately given for the first 10 minutes of operation
and after 10 minutes of operation:
t < 10min t > 10min
Offset ±2◦/s ±3◦/s
Offset change ±0.1◦/s/min ±0.2◦/s/min
The yaw rate sensor is available via the vehicle computer (see Figure 5.33 (1)).
DGPS
A differential GPS system (figure 5.33 (6)) is integrated in the vehicle. Its measurements
are available with approximately 1 Hertz. The raw DGPS measurements are fused with
the measurements from the other inertial sensors of the car using a Kalman filter, and
results of this fusion are available at higher frequencies (Gern, 2000).
Digital Camera
A digital camera (figure 5.33 (10)) of type PixelFly from PCO is used in the demonstrator.
It offers a dynamic range of 65.5 dB which can be captured in 12 bit. The ICX074AL
charge coupled device (CCD) chip from Sony has a resolution of 640 × 480 pixels. A
Cinegon 1.4/8 lens from Schneider Kreuznach with a nominal focal length of 8.1 mm is
used in the experiments. The calibration of the camera as described in section 2.2.4 resulted
in the internal camera parameters given in table 5.3.
Pan-Tilt Unit
The camera is mounted on a pan-tilt unit (figure 5.33 (10)) PTU-46-70 from Directed
Perception Inc. It has a maximum speed of 60◦/s and a resolution of 0.012857◦. The
PTU is rigidly coupled with the dashboard of the car. It is connected to the controlling
computer using a standard RS232 interface.
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parameter symbol value
focal length f 839.435 px
skew s 0.0
aspect ratio a 1.0054
principal point cx 319.53 px
cy 244.84 px
radial lens distortion κ1 −0.0889658
κ2 0.0194259
tangential lens distortion κ4 0.0015841
κ5 0.0002699
Table 5.3: Internal calibration parameters for the camera lens combination in the UTA demon-
strator.
Computers
A standard desktop PC (figure 5.33 (3)) is fitted into the boot of the demonstrator. It
is equipped with a 3.2 GHz Pentium 4 CPU with hyper threading technology and 2 MB
of cache. This PC is used for the image processing computation loop. It controls the
PTU and grabs the images from the camera. The car inertial sensors are connected to an
integrated, embedded vehicle communication computer (figure 5.33 (1)) whose sole purpose
is the communication with the electronic system of the car using the CAN bus. It reads
out the inertial sensors and can be used to trigger for example the horn or the brake. Both
computers are connected via standard ethernet. For the integration of the DGPS sensor,
an extra GPS computer (figure 5.33 (2)) is used. It integrates the car inertial sensors with
the DGPS measurements and provides the resulting position for further usage.
5.5.2 Live Demonstration
In this section, results from this early prototype are presented. The early prototype mainly
differed in three ways from the final system described in this thesis:
Temporal Integration: A simple heuristic temporal integration was used in the proto-
type. It basically consisted of a spatial and a temporal low pass filter.
Robust Algorithm: An ordinary RANSAC algorithm instead of the preemptive RAN-
SAC was used in the integrated system.
Car Inertial Sensors: The car inertial sensors are used to compute an initial guess for
the camera motion. This guess is the first solution which is evaluated in RANSAC
algorithm.
The early prototype delivered promising results despite the simple temporal integration. In
the majority of the frames, the prediction of the camera motion by the car inertial sensors
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was good and no further robust computation of the egomotion was necessary. When
the prediction of the camera motion was less accurate, for example at big longitudinal
accelerations, the system slowed notably down due to the longer computation time of the
ordinary RANSAC.
Live Demonstration
The integrated detection system in the UTA demonstrator from DaimlerChrysler AG was
chosen to be part of the final presentation of the results of the German INVENT project. It
represented the FUE subproject (German: Fahrumgebungserfassung und Interpretation –
English: car environment capture and interpretation). The final presentation took place on
the private test area of MAN company in Dachau in April 2005. A typical traffic scenario
was demonstrated where an inattentive pedestrian crosses the road on which the demon-
strator travels. The pedestrian is temporarily partially occluded by a car parked along
the curbside. The system detects and tracks the pedestrian. For demonstration purposes
the detection system triggered the horn and the electronic brake of the demonstrator once
a stable cluster was tracked over 7 frames and a collision was detected. The system was
presented in over 200 live runs to representatives from politics and industry including the
German minister for education and science at that time Mrs. Edelgard Bulmahn. During
these runs, no false alarms and no missed detections occurred.
5.5.3 Real World Sequences
In the following, screenshots from the system on three real world sequences are presented.
The ability of the system to react to different classes of objects such as cars, pedestrians
and bicycles is demonstrated exemplary using these sequences.
Figures 5.34 and 5.35 show the results on a sequence with a pedestrian crossing the
road. Four selected original images of the sequence are shown in the left column of figure
5.34 and in 5.35 (a). The images in the right column are the corresponding occupation
probability maps. The magnifications in figure 5.34 (c-f) illustrate the bounding box of a
tracked cluster of high occupation probability pixels for the selected images.
Figures 5.36 and 5.37 show the results of the system on an intersection sequence with an
approaching car. Again four selected original images are shown in the left column of 5.36
and in 5.37 (a). The corresponding images in the right column illustrate the associated
occupation probability maps. Figure 5.37 (c-f) shows the resulting bounding box of the
cluster of high occupation probability pixels which has been tracked with a Kalman filter.
Finally the images in figs. 5.38 and 5.39 show the results of the system on a real
world sequence with an intersecting cyclist. Four selected original images are shown in the
left column of 5.38 and in 5.39 (a). The images in the right column show the associated
occupation probability maps. Figure 5.39 (c-f) demonstrates again the bounding box of a
cluster of high occupation probability. The cluster has been tracked using a Kalman filter
as described in section 5.3.2.
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Timing
The mean computation time of the prototype in the demonstrator was 80 ± 13 ms per
frame for the real world sequence with the intersecting car (Figs. 5.36 and 5.37). These
timings were measured on a standard 3.0 GHz Pentium IV PC with an overall number of
500 correspondence measurements. The image size was originally 640× 480 pixels, but all
computations are conducted using downsampled images of 320 × 240 pixels. The optical
flow was computed on a pyramid of size 2 and a support window size of 7 × 7 pixels was
used for feature point tracking.
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(a) t=5, input image (b) t=5, occupation probability map
0.5
1.0
0.0
(c) t=20, input image (d) t=20, occupation probability map
0.5
1.0
0.0
(e) t=23, input image (f) t=23, occupation probability map
0.5
1.0
0.0
Figure 5.34: Real world sequence with crossing pedestrian (part 1). The original images are
shown in the left column (a, c, e) and the occupation probability maps are shown in the right
column (b, d, f).
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(a) t=37, input image (b) t=37, occupation probability map
0.5
1.0
0.0
(c) t=5, magnification of point cluster (d) t=20, magnification of point cluster
(e) t=23, magnification of point cluster (f) t=37, magnification of point cluster
Figure 5.35: Real world sequence with crossing pedestrian (part 2). The last original image is
shown at the top left (a) and the associated occupation probability map is shown at the top right
column (b). Magnifications are shown in images (c-f) to illustrate the clustering and Kalman
filtering of the clusters. A warning is issued in image (e).
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(a) t=19, input image (b) t=19, occupation probability map
0.5
1.0
0.0
(c) t=30, input image (d) t=30, occupation probability map
0.5
1.0
0.0
(e) t=51, input image (f) t=51, occupation probability map
0.5
1.0
0.0
Figure 5.36: Real world intersection sequence with crossing car (part 1). The original images
are shown in the left column (a, c, e) and the occupation probability maps are shown in the right
column (b, d, f).
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(a) t=73, input image (b) t=73, occupation probability map
0.5
1.0
0.0
(c) t=19, magnification of point cluster (d) t=30, magnification of point cluster
(e) t=51, magnification of point cluster (f) t=73, magnification of point cluster
Figure 5.37: Real world intersection sequence with crossing car (part 2). The last original
image is shown at the top left (a) and the associated occupation probability map is shown at the
top right column (b). Magnifications are shown in images (c-f) to illustrate the clustering and
Kalman filtering of the clusters. A warning is issued in image (d).
138 CHAPTER 5. DETECTION OF INDEPENDENT MOTION
(a) t=23, input image (b) t=23, occupation probability map
0.5
1.0
0.0
(c) t=38, input image (d) t=38, occupation probability map
0.5
1.0
0.0
(e) t=48, input image (f) t=48, occupation probability map
0.5
1.0
0.0
Figure 5.38: Real world intersection sequence with crossing cyclist (part 1). The original images
are shown in the left column (a, c, e) and the occupation probability maps are shown in the right
column (b, d, f).
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(a) t=63, input image (b) t=63, occupation probability map
0.5
1.0
0.0
(c) t=23, magnification of point cluster (d) t=38, magnification of point cluster
(e) t=48, magnification of point cluster (f) t=63, magnification of point cluster
Figure 5.39: Real world intersection sequence with crossing cyclist (part 2). The last original
image is shown at the top left (a) and the associated occupation probability map is shown at the
top right column (b). Magnifications are shown in images (c-f) to illustrate the clustering and
Kalman filtering of the clusters.
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Chapter 6
Conclusions
6.1 Summary
The development of a driver assistant system supporting drivers in complex intersection
situations would be a major achievement for traffic safety, since many traffic accidents
happen in such situations. While this is a highly complex task, which is still not accom-
plished, this thesis focused on one important and obligatory aspect of such systems: The
visual detection of independently moving objects. Information about moving objects can,
for example, be used in an attention guidance system, which is a central component of any
complete intersection assistant system.
The decision to base such a system on visual input had two reasons: (i) Humans gather
their information to a large extent visually and (ii) cameras are inexpensive and already
widely used in luxury and professional vehicles for specific applications. Mimicking the
articulated human head and eyes, agile camera systems are desirable. To avoid heavy
and sensitive stereo rigs, a small and lightweight monocular camera system mounted on a
pan-tilt unit has been chosen as input device.
In this thesis information about moving objects has been used to develop a prototype
of an attention guidance system. It is based on the analysis of sequences from a single
freely moving camera and on measurements from inertial sensors rigidly coupled with the
camera system. The system comprises three major parts:
1. The estimation of egomotion of the camera relative to the static scene. Knowledge
about the egomotion is essential for the detection task, and its computation must be
reliable and fast.
2. The detection of independent motion based on image point correspondences.
3. A Bayesian framework to integrate the measurements in a consistent way. Temporal
integration is an essential part of human perception and has been incorporated into
the framework. The number of measurements on independently moving objects is
boosted using an adaptive sampling scheme.
141
142 CHAPTER 6. CONCLUSIONS
Both, the egomotion estimation methods and the detection algorithms for independent mo-
tion operate on correspondences between points in images. An algorithm for the detection
and tracking of such feature points has been chosen. These correspondences are computed
using an algorithm which iteratively minimises the intensity differences in a small support
window (Kanade-Lucas-Tomasi feature tracking). Correspondence computation is only
unambiguous if enough structure is present in the support window, and hence a corner
detector is used to identify promising regions for correspondence estimation. Even though
both algorithms (i.e. egomotion and detection) are independent of the particular method
used for feature point tracking, the chosen tracking algorithm must be able to deal with
the aperture problem and must result in full correspondences.
Egomotion:
The system determines the egomotion of the camera using a combination of car inertial
sensors and image-based methods:
First a comparative study of different algorithms for egomotion computation using iner-
tial sensors revealed the best sensors - the yawrate sensor or the steering wheel angle - and
the best computation method. However, the car inertial sensors are not very accurate and
do not provide information about pitch and roll motions. Therefore the full egomotion of
the camera must be computed using image-based algorithms. The egomotion computation
from the inertial sensors is, however, not in vain, since it can be used as prior knowledge
helping to make image-based egomotion estimation faster and more robust.
Image-based egomotion estimation often suffered from the presence of highly erroneous
correspondence measurements. A fast and robust algorithm, the preemptive RANSAC, has
been adopted to solve this problem. The egomotion computed from the inertial sensors
is used to initially reject wrong candidate solutions and thereby speed up the estimation
process. The best solution and a number of correspondences which are consistent with this
solution are the results of the robust estimation. All these consistent correspondences are
used to refine the solution. Six different algorithms for the refinement were compared and
the best algorithm (with respect to consistency, accuracy and computational requirements)
was selected. It works by nonlinearily minimising the geometric error in combination with
a robust cost function (Huber cost function).
The influence of camera calibration errors on the egomotion estimation was investigated
and critical calibration parameters (i.e. the focal length and the principal point) for the
given setup have been identified.
Detection:
Five different algorithms for detection of independent motion based on known egomotion
are compared with respect to their performance and computational efficiency. The com-
parison was based on the area under the ROC (receiver operating characteristics) curves
and revealed superior performance of the algorithm based on the direction of the trans-
lational flow: Each correspondence measurement can be decomposed in a part resulting
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from camera rotation and a part resulting from camera translation. The rotational part
is independent of the scene geometry and can be computed from the egomotion. The
direction of the translational part can be (i) predicted solely from the known egomotion
of the camera and (ii) measured by subtracting the rotational part from the measured
correspondence. Comparing both directions reveals independent motion. The theoretical
limits of this method have been explored and degenerate cases for this detection method
have been identified.
Bayesian Framework:
A novel Bayesian framework for the detection of independent motion has been developed
based on the directional detection method. It sequentially updates an occupation proba-
bility map in which the probability for independent motion is maintained in every pixel.
The algorithm deduces many parameters from the data itself by means of statistical error
propagation and thereby reduces the dimension of the parameter space.
Because of the real time constraints, only a relatively small number of correspondence
measurements are made leading to sparse probability measurements. However, when com-
puting correspondences at sparse locations, one would like to capture as much information
about independently moving objects as possible. This is achieved by placing as many cor-
respondence measurements as possible on moving objects. A novel algorithm boosting the
correspondence density (and with it the information density) on independent motion was
developed and integrated into the framework. The improvement of the correspondence
density on moving objects is accomplished using an adaptive sampling approach. The al-
gorithm is based on the clustering property of the particle filter and works by sequentially
placing samples primarily in regions which had a high probability in the last time step.
Image correspondences are measured at each sample position and the new probabilities
are derived from the correspondences. The motion of the samples between two images is
described by the associated correspondence vector, and the new probability is entered at
the corresponding location in the occupation probability map. This approach results in a
high measurements density on moving objects.
Temporal integration of the measurements is done by modelling the state of each sample
(i.e. whether it is located on a moving object or not) as a Markov process. The probability
for independent motion in the next time step can be predicted for each sample, due to the
simple transition properties of Markov systems1. The motion of the sample in the image
is accounted for using the correspondence measurement vector and temporal integration is
conducted using Bayes law.
A prototype was build with the detection system extended by a simple spatial clustering
of points belonging to a single object. Objects are tracked over time using a Kalman filter,
and finally a warning is triggered when an object on a collision course is detected. The
prototype of the attention guidance system has been integrated into the UTA (Urban
1The transition of a Markov system does only depend on its current state (which in this case is known)
and not on its history (which in this case is unknown).
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Traffic Assistant) demonstrator from the DaimlerChrysler AG. The prototype has been
presented in over 200 successful live runs to representatives from politics and industry
including the minister of education and science at that time Mrs. Edelgard Bulmahn.
6.2 Future Work
• Even though model-free detection of independent motion is important, it is not a
sufficient base for a decision. The combination of classification and model-free detec-
tion system constitutes a very promising system and should be further investigated.
Particularly the classification into dangerous and non-dangerous objects is still un-
solved and can in my opinion only be achieved by analysis of shape and motion of
the independently moving object.
• The investigation of the possibility to integrate other sensors like radar, lidar, laser
range scanner etc. into the framework to enhance accuracy and reliability could be
subject to further research.
• The probability for independent motion conditioned on the flow length and the di-
rection difference p(IMO|l, α) is an estimated value itself. In further studies, the
distribution of this conditional probability could be modelled using a beta function.
The two parameters a and b of the beta function could then be used to encode the
probability itself and a confidence in the probability. The author is convinced, that
this can be done such that the probability is given by the expectation of the beta
distribution and the confidence is given by the variance of the beta distribution. Par-
ticularly the temporal integration could be very nicely done using a Kalman filter
style approach. When the beta function from the last time step is used as a prior and
the likelihood function is also modelled as a beta function, the posterior is then again
a beta distribution because the beta distribution itself belongs to the family of con-
jugate priors for the beta distribution. The likelihood function could be theoretically
derived from the measurements of the direction difference and the flow length.
Appendix
A Geometry
A.1 Cross Product and Skew Symmetric Matrix
Given 2 vectors a = (ax, ay, az)
T and b = (bx, by, bz)
T , the cross product of the two vectors
can be written as
a× b = [a]×b =

 0 −az ayaz 0 −ax
−ay ax 0

 b =

aybz − azbyazbx − axbz
axby − aybx

 = (aT [b]×)T (A.1)
The matrix [a]× is a 3× 3 skew symmetric matrix and hence
[a]T× = −[a]× (A.2)
A.2 3D-Rotation Parametrisation
Many different parametrisations for 3D-rotations exist. An overview is for example given in
McGlone (2004). The parametrisations range from the simplest form using the nine entries
of a rotation matrix over the minimal parametrisation using 3 Euler angles to more sophis-
ticated parametrisations such as quaternions. Some parametrisations and their advantages
and disadvantages are listed next. The quaternion has been chosen for parametrisation of
rotations in this thesis because it has no singularities and combines easy concatenation and
vector rotation with a relatively simple internal constraint (i.e. its norm must be one).
Rotation Matrix
3D-rotations can be given as an orthonormal 3 × 3 rotation matrix R. It has nine real
entries, and the rotation of a vector x is computed using simply the matrix vector product
Rx. Multiplication of a vector with R preserves the norm of the vector, i.e. ||Rx|| = ||x||.
The 3 eigenvalues of rotation matrices are given by 1, e+iω, and e−iω, and its determinant
is always equal to 1.
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Advantages:
• Linear equations
Disadvantages:
• Over-parametrisation
• Difficult to enforce orthonormality
• Difficult to interpret
Euler Angles
A minimal parametrisation of a 3D-rotation are the 3 rotation angles around the axes of
the coordinate system. These angles are called Euler angles. The rotation matrices around
the axes of the coordinate system Rx, Ry and Rz are given as
Rx =

1 0 00 cos(ωx) − sin(ωx)
0 sin(ωx) cos(ωx)

 Ry =

 cos(ωy) 0 sin(ωy)0 1 0
− sin(ωy) 0 cos(ωy)

 (A.3)
Rz =

cos(ωz) − sin(ωz) 0sin(ωz) cos(ωz) 0
0 0 1


Because matrix multiplication is not commutative, the rotation order is of importance:
RxRyRz 6= RzRyRx
The rotation R = RxRyRz can be interpreted as
1. rotation around fixed axes with order 1. z, 2. y, 3. x or
2. rotation around rotated axes with order 1. x, 2. y, 3. z.
Tn this case “fixed” means that the axes of the initial coordinate system are used, and
“rotated” indicates that the rotated axes are used. When the multiplication order of the
individual rotation matrices is inverted, i.e. R = RzRyRx, the interpretation is given by
1. rotation around rotated axes with order 1. z, 2. y, 3. x or
2. rotation around fixed axes with order 1. x, 2. y, 3. z
The Gimbal lock describes the loss of one degree of freedom. This happens when the axes
of the first and the third rotation are aligned as caused by a rotation of plus or minus 90◦
around the second axis. Only the sum of the first and third angle determines the rotation in
this case. In these cases it is impossible to express certain rotations. The Gimbal lock does
only occur with big rotation angles and can safely be neglected when only small rotation
changes ≪ pi
2
are estimated.
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Advantages:
• Minimal parametrisation
• Easy to read and visualise
Disadvantages:
• Singularity
• Gimbal Lock
• Ambiguity of rotation order
• Determination of rotation angles
from matrix may not be unique and
unstable (McGlone, 2004)
Axis and Angle
Another parametrisation of 3D-rotations is to choose the normalised rotation axis w and
the angle ω (McGlone, 2004). Derivation of axis and angle from rotation matrix can be
done using eigenvalues and eigenvectors. The axis is given by the eigenvector corresponding
to the eigenvalue 1, and the angle ω can be computed using the phase angle of the two
complex eigenvalues e+iω and e−iω (Schmidt and Niemann, 2001)
Advantages:
• Linear equations
Disadvantages:
• Over-parametrisation
• Ambiguity of axis at ω = 0
Gibb’s Vector
Another minimal parametrisation of a 3D-rotation is the Gibb’s vector which is given by
the rotation axis w with norm one multiplied by the tangent of half the rotation angle ω
(Horn, 2000)
w tan(ω/2) (A.4)
Advantages:
• Minimal parametrisation
Disadvantages:
• Singularity at ω = π
• Ambiguity of axis at ω = 0
Axis times Angle
Multiplying the normalised rotation axis w directly with the rotation angle ω leads to
another minimal parametrisation of 3D-rotation.
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Advantages:
• Minimal parametrisation
Disadvantages:
• Singularity at ω = 2π (Hartley and
Zissermann, 2004)
• Ambiguity of axis at ω = 0
Quaternion
A widespread parametrisation of 3D-rotations are quaternions. A unit quaternion q =
(q, q) with vector part q = sin(ω
2
)w and scalar part q = cos(ω
2
) describes a 3D-rotation.
Quaternion rotations can be concatenated by quaternion multiplication
p = qr = (p,p) = (qr − qTr, rq+ qr+ [q]×r) (A.5)
with the quaternions p = (p,p), q = (q, q) and r = (r, r). The inverse of a unit quaternion
is computed by multiplying the vector part with −1. Left and right multiplication with a
quaternion q and its inverse q−1 rotates the vector part of the p
qpq−1 (A.6)
and hence rotation of an arbitrary vector x using quaternions can be conducted by con-
structing a quaternion whose vector part is x.
Advantages:
• No singularities
• Easy concatenation
Disadvantages:
• Norm 1 constraint
• Complicated to read and visualise
Comparison
Schmidt and Niemann (2001) compare the “axis times angle” representation versus a local
parametrisation related to quaternions. The local parametrisation is given by the hyper-
plane to the unit sphere in R4 at the operating point q0. Unconstrained optimisation can
be used because only incremental changes to the rotation are estimated. These changes
are parametrised by the basis vector of the hyperplane. Bundle adjustment for structure
and motion is used to compare both parametrisations. No significant differences between
the two compared parametrisations could be detected.
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A.3 Conic and Dual Conic
A general point conic is given by the equation (Hartley and Zissermann, 2004)
ax2 + bxy + cy2 + dx+ ey + f = 0 (A.7)
Equation A.7 can also be represented using matrix C and vector x = (x, y, 1)T
0 = xT ·C · x = (x y 1)

a b2 d2b
2
c e
2
d
2
e
2
f



xy
1

 (A.8)
Obviously the conic has 6 degrees of freedom and is a homogeneous entity. Multiplying
the conic by an arbitrary real factor λ results in the same geometric entity. The tangent l
to the conic C at x is given by l = Cx.
The associated dual or line conic is given by the adjoint matrix C∗. When the conic
in its matrix representation is not singular, the adjoint equals the inverse (up to scale)
C∗ = C−1.
A conic describing an ellipse around the origin with half axes aligned with the reference
frame and lengths λ1 and λ2 is given by
Cc =


1
λ21
0 0
0 1
λ22
0
0 0 −1

 (A.9)
Any conic describing an ellipse can be brought into its canonical form (equation A.9) by a
congruency transformation (Kanatani, 2005).
Under a point transformation A the conic transforms as A−TCA−1 (Hartley and Zis-
sermann, 2004).
Connection to Covariance Matrix
The isoprobability lines of a 2D normal distribution are given by ellipses whose centre co-
incides with the mean of the distribution. A single ellipse is hence sufficient to parametrise
the complete distribution and traditionally the isoprobability line where the density has
dropped to the half of its value at the peek is chosen. The half axes of the ellipse are
given by the eigenvectors of the covariance matrix scaled with their associated squared
eigenvalues. The position of the centre of the ellipse marks the mean of the distribution.
Each ellipse thus describes a normal distribution and since ellipses are conics, each conic
describing an ellipse can be interpreted as a parametrisation of the normal distribution.
The construction of a conic C from mean x and covariance Σxx of a distribution is
given by:
C =
(
Σ−1xx −Σ−1xx x
−xTΣ−1xx xTΣ−1xx x− 1
)
(A.10)
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Proof: Under a point transformation A the conic transforms as A−TCA−1 (Hartley and
Zissermann, 2004). A specific similarity transformation A aligning the half axes of the
covariance ellipse and the coordinate frame and bringing the mean into the origin can
always be found
A =
(
RT −RTx
0T 1
)
(A.11)
where the rotation matrix R ∈ R2×2 is chosen such that it aligns the covariance ellipse
with the reference frame: RΣxxR
T = diag(λ21, λ
2
2). λ
2
1 and λ
2
2 are the eigenvalues of the
covariance matrix.
Applying the transformation A (eq. A.11) to the conic C results in a conic C′
C′ = A−TCA−1
=
(
RT 0
xT 1
)(
Σ−1xx −Σ−1xx x
−xTΣ−1xx xTΣ−1xx x− 1
)(
R x
0T 1
)
=
(
RTΣ−1xxR 0
0T −1
)
=


1
λ21
0 0
0 1
λ22
0
0 0 −1


(A.12)
C′ is an ellipse conic in its canonical form (equation A.9). The canonical form of an ellipse
conic describes an ellipse around the origin with half axes of lengths λ1 and λ2 aligned with
the reference frame Kanatani (2005). The similarity transform A represents a change of
reference frame, C is thus the description of an ellipse around the point x with covariance
matrix Σxx. 
Pole and Polar
l
x
C
Figure A.1: Pole x and polar l to the conic C
The line l = Cx is the polar of the point x with respect to the conic C and the point
x is the pole of l with respect to C. The polar of x intersects the conic at the points of
tangency of lines from x (Hartley and Zissermann, 2004). This is visualised in figure A.1.
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A.4 Tangents to Ellipse through Point
The computation of the tangent points t1/2 on a given 2D-ellipse (e.g. a covariance ellipse),
whose tangents meet in a given point x, is described in this section. This situation is
illustrated in figure 5.15. Two methods, an analytic approach and a numeric approach, are
described next:
Analytic Approach
The covariance matrix can be represented by a conic C (see appendix A.3). The tangent
points through the point x are given by the intersection of the polar of x with respect to
C (see appendix A.3). The polar lp is given by
lp = Cx (A.13)
The degenerate line conic C∗ consisting of the two tangent points t1 and t2 is given by
(Hartley and Zissermann, 2004)
C∗ = [lp]× ·C · [lp]× (A.14)
The matrix C∗ is a projective representation of a line conic and can hence be multiplied
by an arbitrary scale factor 6= 0. Unless the bottom right entry is zero, the scale factor
can be chosen such that the bottom right entry equals 2 after multiplication. When the
bottom right entry is zero, the mean of the covariance matrix has a Mahalanobis distance
of 1 to the origin, and another reference frame must be used.
C∗ =

a b db c e
d e 2

 (A.15)
A dual conic C∗p consisting of 2 points x = (x1, x2, 1)
T and y = (y1, y2, 1)
T is given by
(Hartley and Zissermann, 2004)
C∗p = xy
T + yxT =

 2x1y1 x1y2 + x2y1 x1 + y1x1y2 + x2y1 2x2y2 x2 + y2
x1 + y1 x2 + y2 2

 (A.16)
Setting A.15 and A.16 equal results in five equations with the 4 unknowns x1, x2, y1, y2
e = x2 + y2 → x2 = e− y2 (A.17)
d = x1 + y1 → x1 = d− y1 (A.18)
c = 2x2y2 (A.19)
b = x1y2 + x2y1 (A.20)
a = 2x1y1 (A.21)
Using equation A.17 in A.19 and equation A.18 in A.21 results in two square equations.
The two solutions for each equation can be combined to 4 possible solutions. Equation
A.20 is used to find the correct combination of solutions.
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Numeric Approach
Alternatively, the tangent points can also be recovered numerically. This task is easier to
solve, if the ellipse is located at the origin and if its half axes are aligned with the axes
of the coordinate system. A coordinate transform resulting in such a configuration can
always be found (Kanatani, 2005). An arbitrary point t on an ellipse with half axes la and
lb is given by
t = (la cos(β), lb sin(β))
T (A.22)
with parameter β. The normal to the point t on the ellipse is given by
n = (lb cos(β), la sin(β))
T (A.23)
The scalar product between the normal n and t − x1 must be zero at the tangent point,
leading to
0 = (lb cos(β))(x1x − la cos(β)) + (lasin(β))(x1y − lb sin(β))
= x1xlb cos(β) + x1yla sin(β)− lalb(cos2(β) + sin2(β))
= x1xlb cos(β) + x1yla sin(β)− lalb
(A.24)
Newton’s gradient descent is used to find the minimum of equation A.24. Two different
minima are computed using two different initialisations for β. The tangent points can be
computed from the solutions βˆ1/2.
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B Calculus
B.1 Gamma Function
The gamma function (Sto¨cker, 1993) is defined as
Γ(x) =
∞∫
0
tx−1e−tdt (B.1)
B.2 Logistic Function
The logistic function (Jordan, 1995) is defined as
p(x) = α
1 +me−x/τ
1 + ne−x/τ
(B.2)
The standard logistic function or sigmoid function is a special case of the logistic function
with α = 1, m = 0, n = 1 and τ = 1
p(x) =
1
1 + e−x
(B.3)
Figure B.1 shows the sigmoid function.
 0
 0.25
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p(x
)
x
standard logistic function
Figure B.1: The sigmoid function
Relation to Bayes law: Using Bayesian probability propagation, the posterior for a
binary state of nature s can be expressed using the standard logistic function (Jordan,
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1995)
p(s = 0|x) = p(x|s = 0)p(s = 0)
p(x|s = 0)p(s = 0) + p(x|s = 1)p(s = 1)
=
1
1 + e− log
p(x|s=0)
p(x|s=1)
−log p(s=0)
p(s=1)
=
1
1 + eζ
(B.4)
where the exponent ζ depends on the logarithmic ratio of the likelihood functions and on
the logarithmic ratio of the priors.
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C Parameter Estimation
C.1 Robust Parameter Estimation Methods
The algorithms for robust parameter estimation can be classified into 4 different categories,
namely:
1. Algorithms using clustering techniques.
2. M-Estimators use an iterative re-weighting technique to achieve robustness, while
processing all available data.
3. Case deletion diagnostic algorithms try to identify outliers and reject them from the
computation. They are based on the measurement of the influence of a single datum
on the result.
4. Algorithms using random sampling techniques to achieve a solution with a minimal
data set.
Clustering
A conventional approach to robust estimation is clustering in the parameter space. A
famous application of this method is the Hough transform for line detection.
The parameter space is discretised in several bins, according to the desired accuracy.
For each minimal data set needed for parameter calculation, the parameters are determined
and the according bin in the discretised parameter space is increased. After calculating
a large number of subsets, the highest peak in the parameter space represents the best
supported solution. This method is well suited when a large number of data supports the
solution.
In cases with several independent solutions (e.g. several lines appear in one image),
the problem concerning the number of clusters and the correlation of the points in the
parameter space to them remains.
how many clusters are present and which points in parameter space belong to which
cluster remains. It can be solved using the fuzzy c mean algorithm (Bezdek et al., 1999).
The clustering technique is rarely used when the dimension of the parameter space is
bigger than three, because size of the accumulator increases with the dimension and the
required accuracy (Zhang, 1997). Even the evaluation of a parameter vector from a five-
dimensional parameter space with a coarse discretisation of 10 cells per dimension would
result in 105 bins overall.
M-Estimators
In the traditional least squares estimator (LSE), the sum of the squared residuals is min-
imised in order to find the best solution to a parameter vector:
min
∑
i
r2i (C.1)
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where ri is the residual of the ith datum. The underlying assumption behind the least
squares estimator is that the noise is independent at each datum, Gaussian distributed
with the same variance σ2 at every datum and has zero mean. Under these conditions the
LSE is a maximum likelihood estimator. In the presence of gross errors the assumptions
about the error model are however violated, and the LSE may fail even with as little as one
outlier. Other positive definite symmetric error functions ρ(ri) with a unique minimum
at zero can be used instead of the squared residual, resulting in a so called M-estimator
(Zhang, 1996):
min
∑
i
ρ(ri) (C.2)
The idea of this approach is to reduce the weight of outlying data and thereby approx-
imate a kind of maximum likelihood estimator for non Gaussian error conditions. The
M-Estimator can be implemented as an iterative re-weighted LSE:
A solution to eq. C.2 can be found by setting the partial derivative with respect to the
parameter vector P = (p1, ..., pm)
T to zero, and solving for pj:
∑
i
∂ρ(ri)
∂ri
∂ri
∂pj
= 0 for j = 1, . . . , m (C.3)
Calling Ψ(r) = dρ(r)
dr
the influence function and defining the weight function ω(r) = Ψ(r)
r
leads to ∑
i
ω(ri)ri
∂ri
∂pj
= 0 (C.4)
Integrating with respect to the parameters pj leads to an iterative least squares estimator
(Zhang, 1997)
min
∑
i
ω(ri,k−1)r
2
i (C.5)
using the weight depending on the residuals of the last iteration rk−1i in the estimation
process. Several of these error functions have been investigated in the literature (see Zhang
(1997, 1996) for a brief survey). Fig. C.1 gives an overview over some commonly used error
functions and the according influence and weight functions. The graphic representation of
these functions is shown in fig. C.2.
Case Deletion Diagnostics
Case deletion diagnostic algorithms try to identify outliers and reject them from the com-
putation. They are based on the measurement of the influence of a single datum on the
result. For instance, the question is: How would the parameters change, if we exclude the
i-th datum from the calculation (Torr and Murray, 1996; Chatterjee and Hadi, 1988).
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Figure C.1: Several commonly used M-Estimators with the according error, influence and weight
functions (Images courtesy of Z. Zhang (Zhang, 1997, 1996)).
158 APPENDIX
Figure C.2: Graphical representation of error, influence and weight functions of several com-
monly used M-Estimators (Images courtesy of Z. Zhang (Zhang, 1997, 1996)).
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Random Sampling Algorithms
RANSAC: The RANSAC algorithm (Fischler and Bolles, 1981) is robust in the case of
data heavily corrupted with outliers. Given that there are m data and a minimum of n of
them is needed to estimate the parameter vector. The approach is very simple and works
as follows:
• Randomly select a minimum set of n data and extract the parameters x from them.
• Calculate the number k of data from the overall set supporting the parameters x
with respect to a given threshold t.
• If k is bigger than a given fraction, calculate the least squares solution from all data
supporting x and exit with success.
• Repeat the above steps L times.
• Either use the parameters with the biggest support k, calculate the least squares
solution and exit with success, or exit with failure.
This is in fact the search of a solution that minimises the cost function (Torr and Zisserman,
1996)
C =
∑
i
ρ(ri) (C.6)
with
ρ(ri) =
{
0 r2i < t
2
const. r2i ≥ t2
(C.7)
The number of trials L needed to ensure at least one outlier-free set of data with probability
z can be calculated by
L =
log(1− z)
log(1− pn) , (C.8)
where p is the expected outlier fraction in the data (Fischler and Bolles, 1981).
MSAC: In the RANSAC algorithm, the penalty for gross errors is constant regardless of
the actual residuum associated with the datum. This undesirable situation can be avoided
with no extra cost by replacing ρ(ri) by
ρ2(ri) =
{
r2i r
2
i < t
2
const. r2i ≥ t2
(C.9)
in the cost function (eq. C.6) of the RANSAC algorithm (Torr and Zisserman, 1996). The
resulting algorithm is called M-estimator SAmple Consensus (MSAC) (Torr and Zisserman,
1996).
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MLESAC: In the case of a simple Gaussian error model, the probability density function
in the state space around the true system state x is given by
p(x) = Πi=1...m(
1√
2πσ
)e−||xi−xi||
2
2/(2σ
2) (C.10)
where ||x||2 denotes the L2 norm of the parameter vector x and σ denotes the variance of
x. The maximum likelihood estimate of x can hence be found by minimising the negative
log likelihood
−
m∑
i=1
log(p(x)) =
m∑
i=1
||xi − xi||22 (C.11)
In the presence of gross errors, the assumption of a Gaussian error model does not hold
and a more appropriate substitution for eq. C.10 would be (Torr and Zisserman, 1996)
p(x) = γ
1√
2πσ
e−||xi−xi||
2
2/(2σ
2) + (1− γ)1
v
(C.12)
with the mixing parameter γ and the constant v representing a uniform distribution of the
gross errors. The resulting negative log likelihood is
−L = −
∑
i
log
(
γ(
1√
2πσ
)e−||xi−xi||
2
2/(2σ
2) + (1− γ)1
v
)
(C.13)
Since the mixture parameter γ cannot be observed directly, an iterative one-dimensional
search for it is done (Torr and Zisserman, 1996). However, Tordoff and Murray (2002) sug-
gested the use of γ = 0.5 since the re-evaluation of the mixture parameter with every sample
is unfair. The mixture parameter does not depend on the parameters estimated from the
actual sample set, but instead is a constant prior. Extensive testing using fundamental
matrix estimation revealed that better hypotheses result in higher maximum likelihood
scores, regardless of the mixture parameter. Further on, Tordoff and Murray (2002) sug-
gested the use of additional information (e.g. the correlation between two matches) to
guide the sample process and thereby reduce the number of samples needed to finish the
maximum likelihood estimation sample consensus (MLESAC) algorithm.
MAPSAC: The Maximum A Posteriori SAmple Consesus (MAPSAC) is the Bayesian
extension of the MLESAC, incorporating a prior (Torr, 2002). The MAPSAC is similar to
the MSAC algorithm. It can be approximated by maximising
ρ3(
r2i
σ2
) =
{
r2i
σ2
r2i
σ2
< T
T
r2i
σ2
≥ T (C.14)
with
T = 2 log
( γ
1− γ
)
+ (D − d) log
( U2
2πσ2
)
(C.15)
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where γ is the user given mixture parameter as defined in eq. C.12, D − d is the co-
dimension of the algebraic manifold (in the case of two view fundamental matrix estimation
is D − d = 2) and U is some measure of the area in which outliers may be detected,
assuming uniform pdf for the outlier distribution (Torr, 2002). With a slight increase in
computational cost, γ can be calculated, too.
LMedS and LTS: Replacing the sum in eq. C.1 with a median leads to the least median
of squares estimator (LMedS) (Rousseeuw and Leroy, 1987):
min medi r
2
i (C.16)
Unfortunately the LMedS can neither be solved in close form nor can it be reduced to
an iteratively re-weighted least squares problem. Therefore, either a complete search in
parameter space must be conducted or an investigation of random subsets of the parameter
space must suffice.
To resolve this problem, Rousseeuw and Leroy (1987) introduced the least trimmed
squares estimator (LTS):
min
h∑
i=1
(r2)i:n (C.17)
where (r2)1:n ≤ . . . ≤ (r2)n:n are the ordered squared residuals and h = [n/2] + 1.
Both estimators achieve a breakdown point of 50%. The LTS estimator is fast in
comparison to the LMedS estimator, because there is no exhaustive search in the parameter
space involved. Often the LMedS estimator is used together with a random search in the
parameter space similar to the random search in the RANSAC algorithm.
MINPRAN: The MINimise the Probability of RANdomness (MINPRAN) algorithm
(Stewart, 1995) is only based on a known outlier probability density function po. Given a
set of parameter Φ describing a model, it is possible to calculate the probability pr,k that
k outlier fall within Φ± r from the known outlier pdf po. This is used as follows: Given a
parameter set Φ and a threshold r, the number of inliers with respect to Φ and r is given
by j. It is now possible to calculate the possibility pr,j that j data points within Φ± r are
only based on the outlier pdf po. pr,k is hence closely related to the probability that Φ is
not the correct model (i.e. it is solely based on outliers). The “probability of randomness”
pΦ is now defined as the minimum of pr,k over all possible r. Note that k is the number of
inliers according to the model Φ and the threshold r. Hence k depends on r and on the
model Φ. In summary:
• Randomly select a minimum set of n data and extract the parameters Φ from them.
• Calculate the “probability of randomness” pΦ by calculating for every data point i:
– the residuum rΦ,i,
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– the number of data points kΦ,i which would be inliers to Φ with respect to the
threshold rΦ,i,
– the probability prΦ,i,kΦ,i that kΦ,i points fall within Φ± rΦ,i from the outlier pdf
po .
The “probability of randomness” pΦ is the minimal prΦ,i,kΦ,i.
• If the “probability of randomness” pΦ is smaller than certain exit threshold pΦ,0, exit
with success.
• Repeat the above steps L times.
• Either use the parameters Φ with the smallest “probability of randomness”, calculate
the least squares solution and exit with success or exit with failure.
An exit threshold pΦ,0 is calculated in advance from a user-given hallucinate probability
ph. The calculation of the pΦ,0 is computationally complex and therefore done oﬄine and
stored in a look-up table. A similar but slightly more complex expression as eq. C.8 for
the number of necessary repetitions is also derived in Stewart (1995).
NAPSAC: The N Adjacent Points Sample Consensus (NAPSAC) (Myatt et al., 2002)
differs from the RANSAC algorithm in the selection method for the minimal data set
needed to calculate a solution. In the RANSAC algorithm each of the n data points from
the whole set of m data points is selected with probability 1
m
. Myatt et al. (2002) stated,
that a significantly higher possibility of choosing a set of inliers exists, if the members of
this set lie in the vicinity of each other.
IMPSAC: In Torr and Davidson (2003) the basic idea of the MAPSAC algorithm is
extended to a multi scale approach. Specifically the fundamental matrix estimation is
conducted using an image pyramid and a feature matcher capable of handling rotations.
The information gathered from a coarse pyramid level is transferred to the next finer level
using a particle system. This allows the propagation of multimodal probability distribu-
tions from pyramid level to pyramid level. In this way the chance of ending up in a local
extremum is significantly reduced. They dubbed this approach IMPSAC. It is a synthesis
of IMPortance sampling and RANdom SAmple Consensus.
C.2 Covariance Approximation of an Estimated Vector
Given a overdetermined system of m equations fi(x) with n unknowns xi
f(x) = c (C.18)
with the parameter vector x = (x1, x2, . . . , xn)
T , the measurement vector c and the m-
dimensional function f(x) = (f1(x), f2(x), . . . , fm(x))
T . Solving equation C.18 results in
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the solution vector xˆ and the residual error vector rˆ = f(xˆ) − c. Usually the regression
model
f(xˆ) = f(x0) + r0 (C.19)
with the true solution vector x0 and the estimation error vector r0 is used. Note the
difference between the residual error vector rˆ = f(xˆ) − c and the estimation error r0 =
f(xˆ) − f(x0). The estimation error vector r0 is in particular unknown, because the true
solution x0 is unknown.
The estimation error vector r0 = (r1, r2, . . . , rm)
T is usually assumed to consist of
iid (independent identically distributed) entries ri ∈ N (r|0, σ2r)) when using an unbiased
estimator. In this case, the expectation of the estimation error vector vanishes E[r0] = 0
and the expectation of r0r
T
0 is the identity matrix scaled by the variance of the estimation
error E[r0r
T
0 ] = σ
2
eI.
The covariance of the solution Σxˆxˆ is the expectation of the squared distances from the
mean
Σxˆxˆ = E[(xˆ− E(xˆ))(xˆ− E(xˆ))T ] (C.20)
When using an unbiased estimator (E[xˆ] = x0) equation C.20 simplifies to
Σxˆxˆ = E[xˆxˆ
T ]− x0xT0 (C.21)
Two different methods for the determination of the solution covariance are described
next.
Backward Propagation of Covariance
Given the covariance matrix of the measurements Σcc and a function f(x) = c mapping
the parameters x to the measurements c. The covariance matrix of the parameters Σxx as
computed by a maximum likelihood estimator is approximated by (Hartley and Zissermann,
2004)
Σxx ≈ (JTΣ−1cc J)−1 (C.22)
with the Jacobian J = J(f)|xˆ of the function f at xˆ. When the function f is linear, equation
C.22 holds exactly. However, equation C.22 only holds for the non-over-parametrised case
(i.e. m = n). When the parametrisation is redundant, the matrix (JTΣ−1cc J)
−1 is not
invertible and equation C.22 cannot be used. Instead the pseudo inverse of (JTΣ−1cc J)
could be used
Σxx ≈ (JTΣ−1cc J)− (C.23)
The pseudo inverse can be computed using the SVD of the matrix (JTΣ−1cc J).
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Linear Systems
For linear systems equation C.18 simplifies to
Fx = c (C.24)
with coefficient matrix F and the measurement vector c. When (FTF) is invertible, a
solution in a least square sense is given by
xˆ = (FTF)−1FTc (C.25)
and the covariance of the solution can be derived as follows:
Σxx = E[xˆxˆ
T ]− x0xT0
= E
[(
(FTF)−1FTc
)(
(FTF)−1FTc
)T ]− x0xT0
= E
[(
(FTF)−1FTc
)(
cTF(FTF)−1
)]− x0xT0
= (FTF)−1FTE[ccT ]F(FTF)−1 − x0xT0
= (FTF)−1FTE
[(
Fx0 − r0
)(
Fx0 − r0
)T ]
F(FTF)−1 − x0xT0
= (FTF)−1FTE
[
Fx0x
T
0F
T − r0xT0FT − Fx0rT0 + r0rT0
]
F(FTF)−1 − x0xT0
= x0x
T
0 − (FTF)−1FTE[r0rT0 ]F(FTF)−1 − x0xT0
= σ2e(F
TF)−1
(C.26)
The variance of the estimation error vector σe is however generally unknown and particu-
larly not equal to the variance of the residual error vector. For example, in case a minimum
number of measurements is made, the residual error vector is always the zero vector even
though the estimation error does not vanish when the measurements are corrupted by
noise.
With redundant measurements, the variance of the estimation error σ2e can, however,
be estimated using the residual error vector rˆ (McGlone, 2004)
σˆ2e =
rˆTΣ−1cc rˆ
R
R = m− n (C.27)
with the covariance matrix of the observations Σcc and the redundancy R. The redundancy
is given by the number of observations m minus the number of unknows (parameters) n.
C.3 Jacobians for Essential Matrix Estimation
Parameter estimation often relies on Jacobians of the function f . The specific case of
essential matrix estimation is investigated here. The essential matrix is parametrised by
a unit vector and a orientation quaternion. If the parametrisation of the essential matrix
is given by a unit vector e = (ex, ey, ez)
T describing the epipole and a unit quaternion
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q = (qw, qx, qy, qz)
T describing the relative orientation and if x1 = (x1, y1, w1)
T and x2 =
(x2, y2, w2)
T is a pair of corresponding 2D image points, the Jacobians of the essential
constraint g(e, q, x1, x2) = x
T
2 [e]×R(q)x1 = 0 are given by:
∂g
∂x1
= xT2 [e]×R(q)
∂g
∂x2
= ([e]×R(q)x1)
T (C.28)
∂g
∂e
=
(
xT2 [(1, 0, 0)
T ]×R(q)x1 x
T
2 [(0, 1, 0)
T ]×R(q)x1 x
T
2 [(0, 0, 1)
T ]×R(q)x1
)
(C.29)
∂g
∂q
= 2xT2 [e]×B (C.30)
with the matrix B
B =
(
b1 b2 b3 b4
)
(C.31)
consisting of the column vectors
b1 =

qwx1 − qzy1 + qyz1qzx1 + qwy1 − qxz1
qxy1 − qyx1 + qwz1

 b2 =

qxx1 + qyy1 + qzz1qyx1 − qxy1 − qwz1
qzx1 + qwy1 − qxz1


b3 =

qxy1 − qyx1 + qwz1qxx1 + qyy1 + qzz1
qzy1 − qwx1 − qyz1

 b4 =

qxz1 − qwy1 − qzx1qwx1 − qzy1 + qyz1
qxx1 + qyy1 + qzz1


(C.32)
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D Probability Theory
Only continuous random variables are considered in this section.
D.1 Basics
Cumulative Distribution Function
For a continuous random variable x, the cumulative distribution function (cdf) Px(ν) rep-
resents the probability that x takes on a value less or equal to ν. The cdf is continuous,
monotonically increasing and the limits at ±∞ are given by
lim
ν→−∞
Px(ν) = 0.0 and lim
ν→∞
Px(ν) = 1.0 (D.1)
When the cdf is continuously differentiable, its derivative is the probability density function.
However, not every cdf has an associated probability density function. For example, the
infinite decimal number whose digits are generated by a dice with six sides has a cumulative
distribution function, but no associated probability density function exists, because of the
missing digits 7, 8, 9 and 0.
Probability Density Function
A probability density function (pdf) p(x) describes the probability distribution of a ran-
dom variable x. The connection between a continuously differentiable cdf P (X) and the
associated pdf p(x) is given by
x∫
−∞
p(ν)dν = P (x) or p(x) =
dP (x)
dx
(D.2)
The integral of any pdf must be one
∞∫
−∞
p(x)dx = 1.0 (D.3)
Expectation Value
The expectation value of a random variable x with pdf p(x) is given by
E[x] =
∞∫
∞
xp(x)dx (D.4)
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The expectation value of a function g(x) is given by
E[g(x)] =
∞∫
−∞
p(x)g(x)dx (D.5)
The expectation operator is a linear operator
E[ax+ by] = aE[x] + bE[y]
with constants a, b ∈ R and random variables x, y. The expectation of a constant c is the
constant c itself
E[c] = c
and hence
E[E[x]] = E[x]
Momentum:
The nth momentum of a random variable x with pdf p(x) is given as
E[xn] =
∞∫
−∞
p(x)xndx (D.6)
Therefore the first momentum of a random variable is its mean.
x = E[x] (D.7)
Central Momentum:
The nth central momentum of a random variable x with pdf p(x) is given by
E[(x− x)n] ==
∞∫
−∞
p(x)(x− x)ndx (D.8)
Therefore the second central momentum of a random variable is its covariance matrix
Σxx = E[(x− x)T (x− x)]
= E[xTx− xTx− xTx+ xTx]
= E[xTx− xTE[x]− E[x]Tx+ E[x]TE[x]]
= E[xTx]− E[x]TE[x]− E[x]TE[x] + E[x]TE[x]
= E[xTx]− E[x]TE[x]
(D.9)
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Conditional Probability
The conditional probability p(x|y) is the probability of x under the condition that y holds
or the probability of x given y. It can be calculated as follows:
p(x|y) = p(x ∧ y)
p(y)
(D.10)
where p(x ∧ y) or p(x, y) is the joint probability of x and y and p(x ∧ y) = p(x, y) =
p(x and y).
Margin
The margin p(x) of a joint distribution p(x, y) describes the probability of the outcome of
x independent of y and can be calculated as follows:
p(x) =
∫
p(x, y)dy =
∫
p(x|y)p(y)dy (D.11)
The variables x and y can also be vectors. In this case the integral must be replaced by a
multidimensional integral. In the discrete case the integrals turn into sums.
Bayes Law
Bayes’ Law states the following:
p(x|y) = p(y|x)p(x)
p(y)
(D.12)
It can be derived as follows:
p(x ∧ y) = p(y ∧ x)
⇐⇒ p(x|y)p(y) = p(y|x)p(x)
⇒ p(x|y) = p(y|x)p(x)
p(y)
⇒ p(x|y) = p(y|x)p(x)∫
p(y|x)p(x)dx
(D.13)
Quantile
The α-quantile q of a probability distribution p(x) has the following property: If a value is
chosen randomly according to the distribution, the probability to get a value lower than q
is α%. Figure D.1 illustrates this relation.
α =
q∫
−∞
p(x)dx (D.14)
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p(x
)
x
α-Quantile q
q
α%
(100-α)%
Figure D.1: Visualisation of the α-quantile q of a normal distribution. The area of the proba-
bility distribution function p(x) between minus infinity and q is given by α.
and hence the α-quantile q is given by the inverse the cumulative distribution function
P (x) at α
q = P−1(α) α = P (q) (D.15)
The 0.5-quantile (50%-quantile) is also called median.
D.2 Important Probability Distributions
Uniform Distribution
The uniform distribution assigns the same probability density to each point. Because of
the norm-one characteristic of each pdf, a uniform distribution can only be defined over
a restricted interval. Hence, the uniform distribution is mainly used for random variables
describing physical states which are naturally bound to an interval, e.g. angles. Figure
D.2 illustrates the pdf of uniformly distributed random variable describing an angle.
 0
 0.25
-4 -2  0  2  4
p(x
)
x
uniform distribution
Figure D.2: Probability density function of a uniformly distributed random variable used to
describe an angle between two vectors.
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Normal Distribution
The probability density function (pdf) of the normal distribution is given by (Figueiredo,
2004)
p(x) =
1√
2πσ2
e−
(x−µ)2
2σ2 (D.16)
The normal distribution is completely determined by its first two moments, namely the
mean µ and the variance σ2. The pdf p(x) of the one-dimensional normal distribution with
mean µ and variance σ2 is abbreviated by N (x|µ, σ2).
The pdf of the n-dimensional normally distributed vector x = (x1, x2, . . . , xn)
T is given
by (Figueiredo, 2004)
p(x) =
1√
(2π)n det(Σxx)
e−
1
2
(x−x)TΣ−1xx (x−x) (D.17)
It is also determined by its mean x = (x1, x2, . . . , xn)
T and covariance matrix Σxx. The
pdf is abbreviated by N (x |x,Σxx). The covariance matrix Σxx consists of the variances
σ2xixi and covariances σ
2
xixj
of the vector entries xi
Σxx =


σ2x1x1 · · · σ2x1xn
σ2x2x1 · · · σ2x2xn
...
. . .
...
σ2xnx1 · · · σ2xnxn

 (D.18)
Each covariance matrix has real entries, is symmetric and positive definite and thus has
positive eigenvalues. When the vector entries xi are statistically independent (i.e. σ
2
xixj
=
0 ∀ i 6= j), the covariance matrix is a diagonal matrix.
Beta Distribution
The beta distribution B(x|α, β) with parameters α and β is defined as (Figueiredo, 2004)
B(x|α, β) = Γ(α + β)
Γ(α)Γ(β)
xα−1(1− x)β−1 (D.19)
Its mean x and variance σ2 are given by (Figueiredo, 2004)
x =
α
α + β
(D.20)
and
σ2 =
αβ
(α + β)2(α+ β + 1)
(D.21)
The beta distribution can be used to model the probabilities in bounded intervals and is
a conjugate prior for Bernoulli distributions in Bayesian estimation theory (Figueiredo,
2004). It is hence also a conjugate prior for itself. Figure D.3 shows the beta distribution
for different parameters α and β.
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Figure D.3: Beta distribution for different parameters α and β
χ2 Distribution
Given k independent normally distributed random variables Yi ∈ N (Yi|0, 1), the χ2 distri-
bution is the probability density function of the sum of the squared Yi
x =
k∑
i=1
Y 2i (D.22)
The χ2 (chi square) distribution (Kreyszig, 1965) with k degrees of freedom is defined as
pχ2(x|k) = x
k/2−1e−x/2
Γ(k/2)2k/2
(D.23)
The mean of the χ2 distribution is k and the variance is given by 2k. The density takes
its maximum at k− 2 (Kanatani, 2005). Figure D.4 shows the χ2 distribution for different
degrees of freedom k.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  2  4  6  8  10
χ2 distribution
k=1
k=2
k=3
k=5
k=7
Figure D.4: Chi square distribution for different degrees of freedom k
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D.3 Error Propagation
Given a possibly nonlinear and multidimensional function y = f(x) and an input vector x
with known probability distribution p(x), the question about the probability distribution
of y arises immediately. Three different approaches for the propagation of the probability
distribution p(x) through f(x) are introduced next.
Gauss The Gaussian error propagation holds rigorously for linear functions f(x) = Fx. It
propagates the first two moments of a distribution (i.e. the mean and the variance)
and thus holds rigorously for normal distributions p(x) = N (x|x,Σxx). It is, how-
ever, commonly used as an approximation for nonlinear functions and/or non-normal
distributions.
Unscented Transform The unscented transform (UT) describes the distribution using a
set of sigma points such that the first two moments of the distribution are preserved.
It imposes no restrictions on the functions, but only propagates the first two moments
of the distribution while some flavours of the UT at the same time minimise third
order moments (skew).
Monte Carlo Monte Carlo propagation represents the pdf by a large number of samples
drawn from it. It imposes neither restrictions on the distribution nor on the function.
The computational burden of this method is very high due to the large number of
samples required for accurate propagation.
Gaussian Error Propagation:
The function f(x) can be approximated by the linear parts of a Taylor series developed
around the mean x
f(x + e) = f(x) + J(f)|x e+O(e2) ≈ f(x) + J(f)|x e (D.24)
with the Jacobian J(f)|x of the function f developed around the mean x and a small
error vector e. If e is drawn from a zero mean normal distribution e ∈ N (e|0,Σxx), the
expectation E[e] vanishes and the expectation E[eeT ] is given by Σxx. Computing the
mean of the function y = f(x) using the approximation of eq. D.24 results in
y = f(x) = E
[
f(x)
]
≈ E[f(x) + J(f)|x e]
= E
[
f(x)
]
+ J(f)|x E
[
e
]
= E
[
f(x)
]
= f(x)
(D.25)
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The covariance matrix of the result Σyy can be approximated by
Σyy = E
[(
f(x)− y)(f(x)− y)T ]
≈ E[(f(x)− f(x))(f(x)− f(x))T ]
= E
[(
J(f)|x e
)(
J(f)|x e
)T ]
= J(f)|x E
[
eeT
]
J(f)|Tx
= J(f)|x Σxx J(f)|Tx
(D.26)
When the function f is linear, the error in the approximation of the function by the Taylor
series vanishes and the equations D.25 and D.26 hold rigorously.
Unscented Transform:
The unscented transform (UT) is based on the following intuition: “With a fixed number
of parameters it should be easier to approximate a Gaussian distribution than it is to
approximate an arbitrary nonlinear function” (Julier et al., 1995). The source distribution
is represented by a set of sigma points. Each sigma point is propagated through the
nonlinear system function f , and characteristics of the target distribution can be computed
using these transformed sigma points. The main advantages of the unscented transform
are: (i) Easy implementation, because the nontrivial derivation of the Jacobians, which
are necessary for linear error propagation, is circumvented, and (ii) no linearisation of the
system function f .
The symmetric unscented transform (Julier et al., 1995) uses a set of 2n + 1 sigma
points xi with associated weights wi to represent the n-dimensional distribution p(x). The
sigma points are chosen such that they share the mean and the second central moment
(i.e. the covariance matrix) Σxx with p(x). The sigma points can be computed using
the positive and negative columns (or rows) si of the square roots of the input covariance
matrix
√
(n+ κ)Σxx = (s1, s2, . . .).
xi =


x if i = 0
x+ si if i 6= 0 ∧ i ≤ n
x− si−n if i 6= 0 ∧ i > n
with weights wi =
{
κ
n+κ
if i = 0
1
2(n+κ)
otherwise
(D.27)
where κ copies of the mean x can be included in the sigma points. Any of the infinite
number of the matrix square roots can be chosen. If the orthogonal matrix square root
is chosen, the sigma points lie in the direction of the eigenvectors of Σxx from x. Each
sigma point is transformed separately yi = f(xi), and the approximation of mean y and
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covariance matrix Σyy of y are given by
y =
2n∑
i=0
wiyi (D.28)
Σyy =
2n∑
i=0
wi(yi − y)(yi − y)T (D.29)
If f can be expressed using a Taylor series, it can be shown that the propagation is correct
up to the fourth term of the Taylor series (Julier et al., 1995).
Example: Triangulation Using the Symmetric Unscented Transform: Let two
2D-points x1 ∈ R2 and x2 ∈ R2 and the associated camera poses p1 and p2 be given. The
camera poses are given as parameter vectors, e.g. by the concatenation of the orientation
quaternion q and the Euclidean centre of projection C, and are hence from R7. Let the
uncertainties of the points be given by Σx1x1 and Σx2x2 and the uncertainties of the camera
poses be given by Σp1p1 and Σp2p2 . Let the concatenation of x1, x2, p1 and p2 be denoted
by ain ∈ R18
ain =


x1
x2
p1
p2

 (D.30)
Under the assumption that the points and camera poses are independently distributed, the
covariance matrix Σainain of ain is given by
Σainain =


Σx1x1 0 0 0
0 Σx2x2 0 0
0 0 Σp1p1 0
0 0 0 Σp2p2

 (D.31)
37 sigma points ai are computed using the square roots of Σainain as described by equation
D.27. Each of these sigma points can be decomposed into two 2D-points (using the first 4
entries) and two camera matrices (using the last 14 entries). The two 2D-points and the
two camera poses are used to triangulate a 3D-point Xi, resulting in an overall number
of 37 3D-points. A weight is assigned to each Xi according to equation D.27. Mean and
covariance matrix are computed from the 3D-points Xi and their weight, resulting in the
final 3D-point and the associated covariance matrix (equations D.28 and D.29). 
The simplex unscented transform reduces the number of sigma points to a minimum
of n + 1 to match mean and covariance of the input distribution while at the same time
minimising higher order moments (Julier and Uhlmann, 2002a). The choice of the simplex
sigma points guarantees, that the skew of the distribution which they represent, is zero.
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This leads to the fact, that the simplex sigma points are distributed non-symmetrically.
The minimal skew set of simplex sigma points is recursively defined: The set of simplex
sigma points xni in dimension n is based on the set of simplex sigma points in dimension
n− 1. In one dimension, a simplex set of sigma points x1i for the standard (i.e. x = 0 and
σxx = 1) normal distribution
2 is given by
x10 = 0 x
1
1 = −
1
2
√
w1
x12 = +
1
2
√
w1
(D.32)
with the weights
w1 =
1− w0
2
w2 =
1− w0
2
(D.33)
where w0 is a free parameter which can be exploited in the scaled unscented transform.
The set of simplex sigma points xn+1i in (n + 1)-dimensional space can be computed as
follows:
1. Choose w0
2. Compute weight sequence
wi =


1−w0
2n
if i = 1
w1 if i = 2
2i−1w1 for i = 3, . . . , n+ 1
(D.34)
3. Initialise vector sequence (see equation D.32)
4. Expand vector sequence for j = 2, . . . , n according to
xj+1i =


[
xj0
0
]
if i = 0[
xji
− 1√
2wj
]
for i = 1, . . . , j
[
0
1√
2wj
]
if i = j + 1
(D.35)
The scaled unscented transform deals with non-continuous functions using the simplex
unscented transform. As can be seen from equation D.35, the radius of the bounding
sphere of all sigma points scales linearly with the input space dimension n, leading to
2A random variable z′ with mean 0 and covariance I can be transformed to a random variable z with
mean x and covariance Σxx using the linear transformation z = x+
√
Σxx z
′ with the matrix square root√
Σxx .
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difficulties for many kind of nonlinearities. Julier and Uhlmann (2002b) suggested the
scaled unscented transform which enables the restriction of the bounding sphere of the
simplex sigma points by using an arbitrary scale factor α. The scaled unscented transform
can, however, also be used based on the symmetric set of sigma points. The computational
complexity of the unscented transform is not affected by the scaling. The scaled sigma
points x′i can be computed using the original sigma points xi and the scale factor α
x′i = x0 + α (xi − x0) (D.36)
The weights w′i of the scaled sigma points must be adopted using the original weights wi
w′i =
{
w0
α2
+
(
1− 1
α2
)
if i = 0
wi
α2
otherwise
(D.37)
resulting in a slightly adopted computation of the moments of the target distribution from
the p sigma points
y =
p∑
i=0
wiyi (D.38)
Σyy = (1 + β − α2)(y0 − y)(y0 − y)T +
p∑
i=0
wi(yi − y)(yi − y)T (D.39)
where β is an additional factor, which is used to incorporate higher order information.
When the pdfs are Gaussian, β = 2 minimises the error in higher order terms.
Monte Carlo Propagation:
Monte Carlo techniques represent the uncertainty of the input vector by a very large
number N of samples xi drawn from the input distribution. Each of these samples is
propagated through the function yi = f(xi), and the target distribution is represented by
these propagated samples. The moments of the target distribution can be approximated
using the target samples yi. The approximation of the mean and the covariance of the
target distribution are given exemplarily
y =
N∑
i=1
yi (D.40)
Σyy =
N∑
i=1
(yi − y)(yi − y)T (D.41)
The accuracy of the distribution representation increases with the number of samples used
for representation. The large number of samples required for accurate representation results
in a poor computational performance.
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Interestingly, it is not strictly necessary to use random numbers for Monte Carlo uncer-
tainty propagation. Sequences of so called quasi-random numbers are sufficient for Monte
Carlo sampling methods. These sequences are also called low discrepancy sequences. They
do not consist of random numbers but have useful properties similar to random numbers,
i.e. a sequence of quasi-random numbers x1, . . . , xn is almost uniformly distributed. They
have the property that each sub-sequence x1, . . . , xm with m < n is also almost uniformly
distributed and the expanded sequence x1, . . . , xn+1 is also almost uniformly distributed.
Using sequences of quasi-random numbers, for example for Monte Carlo integration, even
yields a better convergence performance (Morokoff and Caflisch, 1995) than using true
random numbers.
D.4 Statistical Testing
In this section uncertainty is always represented by the first two moments of the underlying
distributions. An important question is the problem of incidence, e.g. the incidence of a
point and a line.
Mahalanobis Distance
TheMahalanobis distance of a random vector x with covariance matrixΣxx from the origin
is given by (Hartley and Zissermann, 2004; Kanatani, 2005)
||x||Σ = xTΣ−1x (D.42)
If the covariance matrix is singular, the pseudo norm can be defined
||x||Σ = xTΣ−x (D.43)
with the (Moore-Penrose) generalised (or pseudo) inverse Σ−. The pseudo inverse equals
the inverse when Σ has full rank.
Given two normally distributed vectors x1 ∈ N (x1|x1,Σx1x1) and x2 ∈ N (x2|x2,Σx2x2),
their difference d is also normally distributed with mean d = x1 − x2 and covariance ma-
trix Σdd = Σx1x1 +Σx2x2 . The Mahalanobis distance between two vectors x1 and x2 with
associated covariance matrices Σx1x1 and Σx2x2 can hence be defined as
||x1 − x2||Σ = (x1 − x2)T (Σx1x1 +Σx2x2)−(x1 − x2) (D.44)
The Mahalanobis distance is invariant to scale changes and translations. It is the same as
the squared Euclidean distance when the sum of the covariance matrices Σx1x1 +Σx2x2 is
the identity matrix. The Mahalanobis distance can be used as common distance measure
for points with individual covariance matrices.
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Incident Test or χ2 Test
If x is a random variable with pdf N (x|0,Σxx), the quadratic form
r = xTΣ−xxx (D.45)
is a χ2 distributed variable with k degrees of freedom (Kanatani, 2005), where k equals the
rank of the covariance matrix Σxx. Hence the Mahalanobis distance between two vectors
(equation D.44) is χ2 distributed providing a simple method for hypothesis testing. The
probability p that a random variable vector x with zero mean and covariance Σxx satisfies
xTΣ−xxx < t (D.46)
for t > 0 is given by
p =
t∫
0
pχ2(s|k)ds (D.47)
An important task is testing the incidence hypothesis, in other words the decision if a
random variable vector x1−x2 has zero mean based on a single observation of Mahalanobis
distance from the origin.
Fixing a significance level α, a threshold t(α, k) for the Mahalanobis distance can be
defined such that
α =
∞∫
t(α,k)
pχ2,k(s)ds (D.48)
The threshold t is given by the (1−α)-quantile of the distribution and can hence be com-
puted using the inverse of the cumulative distribution function Pχ2,k of the χ
2 distribution
t(α, k) = P−1χ2,k(1− α) (D.49)
The hypothesis is rejected when the Mahalanobis distance is greater than t(α, k) and
accepted otherwise. The significance α provides the probability of false negatives, i.e. the
probability that two vectors are declared non incident even though they are incident.
In the nomenclature of statistical testing theory: The H0 hypothesis (vectors are inci-
dent: x1 − x2 = 0) is tested against the alternate hypothesis Ha (points are not incident:
x1 − x2 6= 0) where the threshold t is given by the (1-α)-quantile of the distribution.
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