Abstract. In this paper we consider linear ordinary elliptic differential operators with smooth coefficients on finite quantum graphs. We discuss criteria for the operator to be self-adjoint. This involves conditions on matrices representative of the boundary conditions at each vertex. The main point is the development of a Maple application to test these conditions.
Introduction
The question addressed in this paper is that of deciding via a Maple application whether a system of elliptic ordinary differential operators on a quantum graph subject to given coupling conditions at the vertices is self-adjoint.
Quantum graphs are used in studying wave propagation in branching media, electron propagation in multiply connected media, and many other problems in the disciplines of mathematics, biology, chemistry, physics, and engineering. The survey article [6] gives an excellent account of quantum graph models with examples from different areas of application. Many of the problems require or assume self-adjoint operators. An application such as ours can be used to verify self-adjointness so that the conditions of the problem are met.
Furthermore, our application may serve as an educational tool to explore the notion of self-adjointness of differential operators (subject to boundary conditions). Standard methods to find solutions to partial differential equations such as separation of variables and Fourier series that are presented in undergraduate partial differential equations classes fundamentally rely on self-adjointness of the problem. Those methods work, after all, because of the Spectral Theorem, which (over the reals) holds precisely for self-adjoint operators. In fact, the vast majority of spectral theory is concerned with, and is limited to, self-adjoint operators. These operators constitute the most important class that appears in models, and it may possibly be surprising for a student to see how unstable this class actually is. Perturbations, however small, in the coefficients of the operator and the boundary conditions may turn a self-adjoint operator into a non self-adjoint one, and therefore many familiar techniques to attack problems (such as separation of variables) become unavailable.
Quantum graphs are particularly suitable objects for students to explore the interplay between the analysis of geometric differential operators (like the Laplace or the Dirac operator) and the topology of the underlying space. Quantum graphs in general can have non-trivial topology, and yet they are 1-dimensional and therefore methods from undergraduate linear algebra and differential equations are applicable. For example, to illustrate that interplay in the context of our work, consider a graph with a single edge and on it the Dirac operator D x = −i d dx . If the graph has two vertices connected by that edge, then it is impossible to impose (local) boundary conditions at each vertex to make D x self-adjoint. However, if the graph is a loop (so has only one vertex), then D x is self-adjoint with periodic (or transmission) boundary conditions and thus represents the Dirac operator on a circle -its spectral family is historically the first and still the principal example of a Fourier basis. Note that the circle is topologically non-trivial, while the interval (2-vertex graph) is homotopic to a point. This example also shows that it may be impossible to associate self-adjoint (local) vertex conditions for an operator on a quantum graph. Our Maple application not only tests given vertex conditions, but is also capable of analyzing whether a system of differential operators on a quantum graph allows self-adjoint vertex conditions at all.
While the notion of self-adjointness is conceptually not hard to grasp, it can be a considerable computational challenge to actually verify it. For example, consider a quantum graph with vertices where many edges meet, and impose vertex conditions that have a high degree of coupling. Verification of self-adjointness in such a situation is computationally extremely involved. A systematic approach aided by computer algebra software is desirable, and our Maple application provides just that.
The paper is organized in three parts. In the first part we recall the most important definitions and specify the setting of the problem.
The second part deals with an algebraic approach to analyze self-adjointness that is based on symplectic linear algebra [2, 3] . We discuss results that allow us to determine suitable algebraic conditions to analyze the problem. Furthermore, some simple examples are presented.
The first two parts provide the necessary foundation for the Maple application that we propose in the third part of the paper. This section includes a thorough explanation and discussion of the implementation. The code itself is available on the internet at http://math.aa.psu.edu/∼summerschool Section 3.2 provides detailed information about accessing the files and the usage of the Maple application. The code can also be found in the appendix.
Quantum Graphs.
A graph Γ is defined as a set of vertices V = {V p } along with a set of edges E = {e i }, with each edge e i connecting a pair of vertices. We will consider the case only when the sets V and E contain finitely many elements. Let |V| and |E| denote the total number of vertices and edges, respectively.
When we consider each edge as an interval, we can view a graph as a collection of disjoint intervals where the vertices are formed by the gluing together of endpoints of different intervals. We will consider without loss of generality the case when each interval (edge) e i of the graph Γ is of unit length, e i = [0, 1] for i = 1, 2, . . .. The space of measurable and square integrable functions along an edge e i is denoted by
The sum of the L 2 spaces of each edge creates the L 2 space for the entire graph,
The application of a differential operator A i to each edge e i turns the graph into a quantum graph. 
where
) and a n (x) = 0 everywhere on [0, 1]. We assume that A is formally self-adjoint or symmetric, i.e. A = A # where A # is the formal adjoint of A and denotes the differential operator given by
Here C ∞ c (0, 1) denotes the set of all C ∞ -smooth functions that have compact support contained in (0, 1). The operator A = D n x for every n = 1, 2, 3, . . . is an example that satisfies these conditions, where
We furthermore define D max and D min to be the maximal and minimal L 2 domains of A as follows:
satisfies the condition in (1.4) . This definition gives rise to the maximal extension A max :
, which implies that A max is well-defined. It is custom to drop the subscript from A max and simply write A. We will use both notations in the sequel and leave the subscript where we believe that greater clarity is warranted.
The minimal L 2 -domain of A can then be defined as
In addition we call the operator . By Proposition 1.7 further below, these are precisely the ones that are obtained from imposing boundary conditions. These extensions are frequently referred to also as realizations of the operator A (subject to boundary conditions).
We consider the differential operator A on a closed interval
We define the left endpoint space to be
where ω l ∈ C ∞ (I) denotes a left cut-off function such that ω l ≡ 1 near the left endpoint and ω l ≡ 0 near the right endpoint. The right endpoint space E r (A) is defined analogously with a cut-off function ω r that vanishes at the left endpoint. Then the following holds:
We thus have the following proposition:
The mapT l is onto, and its kernel is E r (A). Consequently,T l induces an isomorphism E l (A) ∼ = C n . An analogous statement holds for the right endpoint space. The inverse map is given byT
where ω is a C ∞ -function on [0, 1] such that
We refer to the monographs [1, 2, 7, 8] for background on the above.
Symplectic Form.
The primary focus will be on self-adjointness of extensions of operators. To this end, we will utilize the symplectic formalism as discussed, e.g., in [2] . The precise context is elaborated in greater detail in Section 2 below. At this point, we recall some of the basics of the symplectic formalism, especially in the context of quantum graphs.
A complex symplectic vector space is a complex vector space V equipped with a complex symplectic form
that satisfies for all u, v, w ∈ V and λ ∈ C the following conditions:
That is to say, the symplectic form is conjugate bilinear and skew-Hermitian. We call the form non-degenerate if it satisfies
Under our standing assumptions on the formally self-adjoint operator A on the interval [0, 1] as stated at the beginning of Section 1.2, we obtain that the Hermitian inner product (1.3) gives rise to the skew-Hermitian form
which translates into a nondegenerate complex symplectic form
where in this case V denotes the quotient space
The direct sum in (1.6) is in fact a symplectic orthogonal direct sum. This means that, in addition to the sum being direct, we have [u l , u r ] A = 0 for all u l ∈ E l (A) and u r ∈ E r (A).
1.4. Symplectic Spaces on Quantum Graphs. Now, consider a finite quantum graph Γ with the operator A = {A i }, where each A i is defined on the edge e i , is formally self-adjoint, and elliptic. The quotient space D max (A i )/D min (A i ) associated with every operator A i is a symplectic vector space when equipped with the form (1.10) that is induced by (1.9). The maximal and minimal domains of A on the graph are by definition the direct sum of the maximal and minimal domains of each A i .
, analogously to the single interval case discussed above. V carries a symplectic form which is induced by the symplectic forms on the quotient spaces of each edge. This symplectic form will also be denoted by [·, ·] A . Thus, V is the symplectic orthogonal direct sum of the left and right endpoint spaces of the operator A i on each edge e i :
( 1.11) 1.5. Vertex conditions. Let A = {A i } be an operator on the graph Γ as above, and consider a linear map
In particular, B induces a mapB :
With such a map B we can associate an abstract boundary value problem (BVP) as follows:
Then there is an obvious relation between (BVP) and some extension
and (1.12) is equivalent to the problem
In view of our ellipticity assumptions on the operators A i and Proposition 1.7, we conclude that B (orB) expresses in fact linear relations between the values of functions (and their derivatives) that are defined on Γ at the vertices. Thus, every abstract boundary value problem is in fact a boundary value problem in the classical sense. In this general setup, values of functions at different vertices could be subjected to linear relations byB. If this is not the case, B (orB) is said to determine local vertex conditions as defined below. Definition 1.13. For every vertex p of the graph Γ define the vertex space
The symplectic vector space D max (A)/D min (A) on Γ can be represented as the symplectic orthogonal direct sum of the vertex spaces:
(1.14)
Note that in case of local vertex conditions, we impose linear relations on the collection of boundary values of the respective functions on Γ involving only the endpoints of edges that meet at every single vertex. We will restrict our discussion to these local conditions since the non-local case can be reduced to the local one [6] .
Algebraic Interpretation of Self-Adjointness
We begin this section by defining the adjoint of an operator A = {A i } on Γ. Our standing assumption is that each A i is elliptic and formally self-adjoint. Since we assume A to be formally self-adjoint, we obtain the following from the definitions of D min and D max :
In this paper, we will deal with the following issues:
(1) Does A admit a self-adjoint extension at all? (2) Does A admit self-adjoint extensions subject to local vertex conditions on Γ? (3) How can one effectively recognize self-adjoint extensions? 2.1. Conditions for Self-Adjointness. In this section we will discover that the existence of self-adjoint extensions A D requires the selection of a domain D where D min ⊂ D ⊂ D max , and U = D/D min is a maximally isotropic subspace of the symplectic vector space V = D max /D min . However, self-adjointness is actually even stronger than that. Furthermore, we will find a condition which guarantees that a maximally isotropic subspace U yields a self-adjoint extension. The arguments are largely based on [2] . Definition 2.2. For a subspace U ⊆ V we define the symplectic orthogonal U * of U by
Theorem 2.3. Let U ⊆ V and U * its symplectic orthogonal. Then the following holds:
We now observe a connection between the adjoint operator and isotropic subspaces:
We remark here that if A allows a self-adjoint extension, it is a necessary condition for V to be even-dimensional.
We will now discuss isotropic subspaces of a general complex symplectic vector space (W, [·, ·]) equipped with a non-degenerate symplectic form [·, ·]. Note that whenever U is isotropic we have that dim(U ) ≤ min{p(W ), q(W )}.
Equality holds for maximally isotropic subspaces (see e.g. [2] ).
We can discover the symplectic invariants in the following manner. Let n = dim(W ) and select a basis {v 1 , . . . , v n } of W . Then we can express any u, w ∈ W as
Writing these into the symplectic form we have that
gives us that H is a skew-Hermitian matrix, which implies H is normal and thus diagonalizable. Since the symplectic form is assumed to be non-degenerate, we can find an invertible matrix Q such that
Proof. Let {w 1 , . . . , w n } be the basis of W as determined by the transformation matrix Q such that ([w i , w j ] A ) 1≤i,j≤n is the matrix (2.7). Let U = span{w 1 , . . . , wp}. Then we have that ∀u ∈ U \{0} , [u, u] ≥ 0 (2.9) and so p(W ) ≥p. Now take U = span{wp +1 , . . . , w n }. Obviously dim U =q and for any subspaceW of W where the condition (2.9) is met for w ∈W we have that W ∩ U = {0}. Thus dimW ≤ n −q =p. Since U is one suchW we have exactly that p(W ) =p, and we have similar proof for the statement thatq = q(W ).
This allows us to state the following corollary which we will make use of later on.
Corollary 2.10. If W = W 1 ⊕ W 2 is a symplectic orthogonal direct sum, then p(W ) = p(W 1 ) + p(W 2 ) and q(W ) = q(W 1 ) + q(W 2 ).
We are thus prepared to state a theorem (see [2] ) that provides a set of conditions that can be checked to allow for a self-adjoint extension of an operator. Due to Corollary 2.10 we can make another point here for quantum graphs. If each single-interval operator A i has equal symplectic invariants, the operator A on a graph admits self-adjoint extensions, but those extensions are not necessarily ones that are subject to local vertex conditions. Local vertex conditions require the domain D/D min to be a direct sum of subspaces U p (where p denotes a vertex) and each U p has to satisfy U p = U * p . This gives rise to the following result. Theorem 2.13. Self-adjoint extensions subject to local vertex conditions exist if and only if the symplectic invariants of each vertex space are equal. The symplectic invariants of each vertex space are the sums of the symplectic invariants of all the endpoint spaces forming the vertex space.
In the following we will provide verifiable criteria to check whether a subspace U of V is maximally isotropic.
We now consider V to be of even dimension 2n and dim U = n as well as p(V ) = q(V ). This assumption on the symplectic invariants is necessarily required to hold for the quotient space V .
Let {v 1 , . . . , v 2n } be a basis of V and {u 1 , . . . , u n } a basis of U . Since U ⊆ V , the basis vectors can be written as
It is enough test the condition of isotropy (Definition 2.2) for each of the basis elements. We have for 1
We can perform a basis transformation as explained earlier in this paper such that H is without loss of generality of the form
In this case we calculate
If we write (a ij ) 1≤i≤n,1≤j≤2n = C D with two n × n matrices C and D, this gives us exactly the relation
So U is isotropic under this condition and indeed maximally isotropic if the dimension of U is the maximal possible one, which is exactly the case if C D is of full rank (n). In order to be able to compare with other results, we will need the representation of H with respect to a so called standard canonical symplectic basis, i.e., {v 1 , . . . , v 2n } is such that H is of the form
A symplectic vector space has such a basis if and only if the symplectic invariants are equal ( [2] ). Thus, we are left with the following relationship between the coefficients a ij :
Following the same method as above, we obtain in this case that
2.2. Application to Quantum Graphs. We can now utilize the result of Section 2.1 and apply it to a finite quantum graph in order to determine whether the given set of differential operators and boundary conditions give rise to a self-adjoint extension. Since V is representable as the symplectic orthogonal direct sum of the vertex spaces, a domain D as determined by local vertex conditions gives rise to a subspace U ⊆ D max (A)/D min (A) that is a symplectic orthogonal direct sum of subspaces U p ⊂ V p of the vertex spaces V p .
Self-adjointness means that U * p = U p for all p. This entails that the conditions for self-adjointness can be checked in terms of matrices representative of the local vertex conditions of each vertex alone, rather than the matrix representative of the conditions on the entire graph.
To begin, let us see how the subspace U p is determined by the local vertex conditions. Let the operators A i be of order n i , thus each endpoint space is n idimensional and the vertex conditions concerning the endpoints of e i can only consist of the function values up to the (n i − 1) st derivative, see Proposition 1.7. If d endpoints are connected at a vertex p, let n p = {n i |f i meets at p} represent the total dimension of this vertex space V p . In order to discuss self-adjointness subject to local vertex conditions, each n p must necessarily be even. The local homogeneous boundary conditions can then be represented by the linear system T p f p = 0, where T p is a n p /2 × n p -matrix of maximal rank n p /2 and f p is a vector whose entries consist of the boundary values of each function f i at the endpoint k i ∈ {0, 1} of the edge e i meeting at the vertex p. Enumerating the functions 1, . . . , d (thereby allowing each function to be represented at most twice since we allow both interval endpoints to be connected to the same vertex), we have the representation
Thus, the subspace U p ⊂ V p of dimension n p /2 is defined by the system
We let T denote the matrix representative of the direct sum of each of the matrices T p . Relation (2.15) requires V p to be even dimensional, so as already said we require that n p be even, and hence n p /2 will be integer valued.
With this theoretical background we can now collect all conditions needed for self-adjoint extensions and formulate this theorem: Theorem 2.18. Let A be an elliptic formally self-adjoint operator on a quantum graph. A choice of domain D min ⊂ D ⊂ D max for A gives rise to a self-adjoint extension for A subject to local vertex conditions if and only if U = D/D min is a direct sum of spaces U p ⊂ V p that satisfy U * p = U p for each vertex p , where the symplectic orthogonal U * p is taken within the symplectic vector space V p for each p. The key to utilizing matrix algebra to verify the conditions stated in this theorem is a basis transformation to diagonalize the matrix representing the symplectic form on V p , see (2.7) and (2.14), and then checking (2.15) for the matrix representing the vertex condition in the new basis. See Section 3 (explanation of the algorithm) for further details.
Common Vertex Conditions.
Whenever A is the one dimensional Laplacian,
dx 2 , acting on every edge, there are three common types of local vertex conditions that result in self-adjoint realizations of an operator A on a graph Γ. As described in [6] , they are as follows.
2.3.1. Kirchhoff Conditions. The Kirchhoff Conditions require that f is continuous on the entire graph, meaning that at each vertex the function values are equal, and at each vertex the sum of the outgoing derivative values (i.e. taken in a direction away from the vertex) vanish. That is to say, 
Maple Implementation
A Maple application was written to determine if an operator A = {A i } on a quantum graph subject to vertex conditions is self-adjoint, or to determine if it allows self-adjoint vertex conditions at all. The application was developed in Maple 14 and is available online at http://math.aa.psu.edu/∼summerschool 3.1. Algorithm. By Theorem 2.18, in order to check for self-adjointness of an operator A on a graph, we must verify the following conditions:
(1) Each A i is elliptic and formally self-adjoint. (2) dim U = n p /2 for all vertices p. To test that the operator is formally self-adjoint, we test the following equality
These are the only global procedures in the application. All other operations are performed separately for each vertex. Each vertex is processed in the order in which it is input. For condition (3) the matrix representationH of the symplectic form is generated for a vertex p by plugging in a basis of each endpoint space into the symplectic form. We use the Taylor basis 1, x, x 2 /2, . . . (or 1, (x − 1), (x − 1) 2 /2, . . ., respectively) multiplied by (left or right) cut-off functions here. More specificallyH is assembled from diagonal blocks, where each block corresponds to the symplectic form computed for each operator A i at the endpoint joined to p.
Then we compute the eigenvalues und eigenvectors ofH via Maple; so the matrix Q 1 of all eigenvectors diagonalizesH. To ensure that the resulting matrix is of the form (2.14) the matrix Q 2 normalizes the coefficients of the diagonal entries. Thus, we obtain QHQ * = H where Q := Q 2 · Q 1 is an invertible matrix and H is the matrix (2.14). The algorithm checks at this point if the symplectic invariants are equal at each vertex.
The matrix T p , as discussed in Section 2.2, is computed from the boundary conditions input by the user. Each row of T p corresponds to a given condition. For each endpoint k of edge i meeting p, a block of columns is generated by the coefficients of f i (k), f i (k), . . . , f (ni−1) i (k). The blocks are then assembled to form the matrix. This is best illustrated through an example. Suppose three endpoints, both endpoints 0 and 1 from one interval and the endpoint 0 from a second interval, form a vertex p with the given condition
The 3 × 6 matrix T p has the form
We verify that T p has full rank, and determine the matrix N whose columns are the basis of ker(T ). At this point, we are prepared to compute the matrixT , which is the transformation of the vertex conditions into the basis appropriate to test Theorem 2.18, especially condition (3) as stated above, by taking
where C, D are n × n-matrices. Self-adjointness is checked by verifying that
3.2. Usage. Currently there are three files available for download:
QG.mla Maple library file, the application module graph-sa.mw Maple workbook file, application source code graph-examples.mw Maple workbook file, several examples of quantum graphs
The direct link to the file QG.mla is http://math.aa.psu.edu/∼summerschool/projects/QG.mla and likewise for the other files with QG.mla at the end replaced by the corresponding file name.
At the very least, the QG.mla file is needed to run the application. To get started, where "." can be replaced with the path to QG.mla, from within Maple type:
libname := "./QG.mla", libname; with(QuantumGraphs); The module contains two functions:
qgraphsa Determines whether a quantum graph coupled with a set of local vertex conditions gives rise to a self-adjoint extension of the operator. qginvariants Provides the same functionality as qgraphsa but does not check the vertex conditions.
Both functions return a boolean value, either true or false as to whether a selfadjoint extension is possible or determined by the given vertex conditions. If false is returned, the condition and the violating vertex are returned. If multiple vertices violate the condition, the first offending vertex is returned. The input for a graph Γ of n edges and p vertices is a Maple list Here F is a list identifying the endpoint space present at the vertex V i and BC is a list representing the homogeneous boundary conditions at the vertex. A sample input is provided in Appendix B.
3.3. Examples.
3.3.1. Example 1. We first consider the three interval system pictured in Figure 1 with the one dimensional Laplacian, −∆, acting upon each edge. Our algorithm correctly labeled the system as self-adjoint when either the Kirchhoff, δ, or δ conditions were met. When the conditions were not met, the algorithm correctly identified the system as being not self-adjoint and identified the offending vertex causing this to be the case. The input and output is provided in Appendix B. 3.3.2. Example 2. We next consider the system pictured in Figure 2 under the conditions where f is continuous and the first derivatives at both endpoints of the loop sum to 0. Note that the left loop consists of −i d dx and i d dx , the same operator with only a sign change. If both operators were of the same sign, the symplectic invariants would be (1, 0) and (0, 1), respectively. If this were the case, our algorithm would report that a self-adjoint extension is not possible. 
Conclusions
The ultimate result of this work was the development of a Maple application capable of validating the conditions of Theorem 2.18 for a given quantum graph. We hope that the application will be of benefit to those with interest in the field. Not only can our application serve as a validation step in problem solving, it can also be used in a more stand-alone nature for studying the effect that boundary conditions and graph structure have on self-adjointness. It would be of great use to develop a visual front-end for the application, including means of exploring the spectral properties for a given graph.
