We present the approach developed at the Faculty of Engineering of the University of Porto to participate in FinTOC-2019 Financial Document Structure Extraction -Detection of titles sub-task. Several financial documents are produced in machine-readable format. Due to the poor structure of these documents, it is an arduous task to retrieve the desired information from them. The aim of this sub-task is to detect titles in this kind of documents. We propose a supervised learning approach making use of linguistic, semantic and morphological features to classify a text block as title or non title. The proposed methodology got a F1 score of 97.01%.
Introduction
Several financial documents are produced, every day, for different financial applications. Some of these documents are mandatory by law, however they are not created following the same standard and sometimes have a poor structure, making it difficult to retrieve the desired information. These documents are usually published in machine-readable format (such as Portable Document Format (PDF) files) but unfortunately, they remain untagged -they have no tags for identifying layout items such as paragraphs, columns, or tables. Document structuring has clear benefits to users, enabling them to gain direct access to the relevant part of the document (which can be lengthy), improving also search performance.
Financial Prospectuses are financial documents where investment funds are described, and have a non-standard content format. These documents need to be consulted by distinct persons and fast retrievals of data are desired.
A lot of effort has already been put to label the structure of documents. Some known projects are the Million Book project (Linke, 2003) , the Open Content Alliance (OCA) (Suber, 2005) , or the digitisation of Google (Coyle, 2006) (Doucet et al., 2011) . Projects that have aim at automatically recognizing document structure take, as input, a document in PDF format, or its content obtained via Optical Character Recognition (OCR). Document structure extraction is a well studied problem in document analysis, and has been applied in distinct types of documents and in different domains. Works on this matter go from scientific articles (Klampfl et al., 2014) (Bast and Korzen, 2017) to books (Linke, 2003) . Rangoni et al. (Rangoni et al., 2012 ) make use of three types of features: geometrical (width, height, X position, among others), morphological (the font and other characteristics, such as italics, bold, and so on) and semantic (language, is numeric, and so on). Bitew (Bitew, 2018) also includes three distinct categories: textual features (similar to semantic), markup features (similar to morphological) and linguistic (related with Part of Speech). As described, some authors groups features in categories; however, some studies use only one category, including Kim et al. (Kim et al., 2017) , who make use of morphological elements only for logical structured extraction.
The methodologies used to address this problem include rule-based and machine learning approaches (Klampfl and Kern, 2013) (He, 2017) .
In this paper we present a supervised approach to automatically classify a text block as title or non title (a binary classification problem), making use of linguistic, semantic and morphological features. In Section 2, we describe the FinTOC Sub-Task on title detection, and in Section 3 we analyze the provided data. In Section 4 we present our approach, followed by the experimental setup in Section 5. Results are discussed in Section 6. In Section 7 we conclude. The task addressed in this work concerns the detection of titles in financial prospectuses (Rémi Juge, 2019) . Given a set of text blocks, the goal is to classify each given text block as a 'title' or 'non-title'. As shown in Figure 1 1 , titles can have different layouts (marked with red and green boxes), and they have to be distinguished from regular text ('non-title' marked with grey boxes).
The evaluation metric used in the task is the F1 metric.
Dataset
FinTOC organizers provide an excel file with text blocks information. Each line represents one text block and each column their characteristics:
• text blocks: text block textual content;
• begins with numbering: 1 if the text block begins with a numbering such as 1., A/, b), III., etc. . . .; 0 otherwise;
• is bold: 1 if the text block appears in bold in the PDF document; 0 otherwise;
• is italic: 1 if the text block is in italic in the pdf document; 0 otherwise; • is all caps: 1 if the text block is all composed of capital letters; 0 otherwise;
• begins with cap: 1 if the text block begins with a capital letter; 0 otherwise;
• xmlfile: the xmlfile from which the above features have been derived;
• page nb: the page number in the PDF where the text bock appears;
• label: 1 if text block is a title, 0 otherwise.
The test set has the same format as the training set, but without information in the last column of the CSV file. This column is meant to be filled in by systems participating in the task.
The training set contains 44 distinct documents, not standardized. The CSV file used as training set contains 75625 annotated rows. More details about the training set are included on Table 1 and  Table 2 .
The test set is composed of 7 PDF files (whose length ranges from 35 to 134 pages, with an average of 64 pages). The CSV file is composed of 14816 non-annotated rows.
4 Proposed approach
Features
Text blocks are provided with some characteristics, such as: (Fe1) begins with numbering; (Fe2) is bold; (Fe3) is italic; (Fe4) is all caps; and (Fe5) begins with cap. These elements are described in Section 3.
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Classification Algorithms
Supervised learning techniques create a model that predicts the value of a target variable based on a set of input variables. One challenge is to select the most appropriate algorithm for the task of classifying as 'title' or 'non-title' a given text block. We have compared the following algorithms: Decision Tree (DT), Extra-tree classifier (EXT), and Gradient Boosting (GBC).
As shown in Table 3 , different configurations were attempted for each algorithm. Implementations of these algorithms are provided by the 
x Fe14 x Python library scikit-learn library 2 .
Experimental Setup
The set of features used in each experimental setup is shown in Table 4 . Experiment 5 (E 5) is our baseline, as this setup includes all the features available in the dataset. We combine all the available features with all extracted by us in Experiment 2 (E 2). We create a model based on E 2 and select all the features with an importance above 0.03 to compose Experiment 3 (E 3) and above 0.07 to include in Experiment 4 (E 4). Experiment 1 (E 1) was based in our analysis regarding text blocks number of characters categories distribution, such as presented in Table 2 .
Experimental Evaluation
Several combinations of features (Table 4 ) and algorithms (Table 3) were applied to solve the title classification problem. The results obtained are shown in Table 5 . Table 5 : Results E 5 is the experiment that has as feature set all the features available upfront with the dataset. This experiment got similar results using distinct supervised learning algorithms. The results obtained indicate that this set of features are not enough to classify block text titles, showing a high number of false negatives and a low number of true positives.
The DT 1 and DTC 1 algorithms have distinct configurations, however they presented the same results when exposed to the same feature set. The GBC 1 algorithm configuration was more sensible when exposed to a specific feature set -in E 1, this algorithm has shown the higher number of false positives obtained in our experiments. GBC 2 was the worst configuration algorithm used in this classification, having the lowest value of true positives.
The feature set used in E 1 includes all features provided by the competition organizers. Other features were added, some of them related to how the text appears in the text block (such as number of characters or sentences), and also language dependent features (such as the case of F11). Except for GBC 1, all other algorithm configurations reached their best result. EXT 1 got the best performance in the task of title classification.
FinTOC-2019 received two submissions for each participant, on which we achieved F1 score of 97.01% on E 1 with EXT 1 reaching the fifth position and the sixth position with F1 score of 96.84% on E 1 with DT 1.
Conclusion
It is difficult to retrieve the desired information from lengthy documents when the Table Of Content (TOC) is missing. TOC helps the reader to identify what is written in each section, enabling an oriented reading. The aim of this study is to classify each text block into title or non-title, a step towards identifying each section in a document.
In this work we propose a supervised learning strategy to classify text blocks. We also proposed an extension of the provided feature set based on recognizing new characteristics of text blocks (related with the text block composition and the use of linguistic resources). The dataset available in this competition was composed by five features. We experimented the use of these features but the results obtained point out that these are not enough to the envisaged classification task.
We recognize more features in text blocks, some of them related with the text composition and others related with linguistic resources. Not all of these features have shown to be essential for title classification.
Title detection got an high performance using Extra-Tree classifier with the following features: the five ones available on the dataset (begings with numbering, is bold, is italic, is all caps, begin with cap) and six more (number of characters, first sentence character, last sentence character, number of tokens, number of sentences, Part of speech of the first sentence element).
