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Abstract
In this paper we develop monitoring schemes for detecting structural changes
in nonlinear autoregressive models. We approximate the regression function by a
single layer feedforward neural network. We show that CUSUM-type tests based
on cumulative sums of estimated residuals, that have been intensively studied
for linear regression in both an oﬄine as well as online setting, can be extended
to this model. The proposed monitoring schemes reject (asymptotically) the null
hypothesis only with a given probability but will detect a large class of alternatives
with probability one. In order to construct these sequential size α tests the limit
distribution under the null hypothesis is obtained.
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1 Introduction
In recent years an increasing number of data sets are collected automatically or without
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financial data sets e.g. in risk management (Andreou and Ghysels [1]) or CAPM models
(Aue et al. [2]) as well as medical data sets e.g. monitoring intensive care patients (Fried
and Imhoff [5]). More applications can be found in different areas of applied statistics.
The consideration of such data sets leads to sequential statistical analysis, which is also
called online monitoring.
With each new observation the question arises whether the model is still capable of
explaining the data. If this is not the case an alarm needs to be raised, for example the
financial models might not be appropriate anymore or the condition of the patient in
intensive medical care might have changed.
In this paper we focus on nonlinear autoregressive time series, where we model the au-
toregression function by a neural network. Due to its universal approximation property,
a large class of functions can be approximated by a neural network to any degree of
accuracy (confer e.g. White [18] or Franke et al. [4] and some of the references therein).
Therefore, this setup is very general and able to model many real-life time series while
– at the same time – being mathematical feasible and computationally easier to handle
due to its parametric nature.
Stockis et al. [17] use these time series as building blocks in a regime-switching model,
so called CHARME-models, in the context of financial time series. In their model the
duration time in each regime is random and given by a hidden Markov model, while in
classical change-point analysis the duration time is usually fixed and deterministic.
Motivated by these time series Kirch and Tadjuidje-Kamgaing [11] developed oﬄine or a-
posteriori change-point tests in such a setup for at-most-one deterministic change-point.
In the spirit of CHARME-models, where a new change occurs from time to time, it is
of great importance to use monitoring schemes in order to be able to react to such a
change as fast as possible after it occurs. This is also important in view of financial
data sets, which have recently been argued to be well modeled by σtXt with piecewise
constant volatility σt and an autoregressive error process Xt. After a log-transformation
this model fits nicely into our context.
In this paper we address the development of sequential change-point tests where the in-
control process follows is can be approximated by an autoregressive process with a neural
network as regression function. Asymptotics are derived under correct specification,
where the regression function is indeed given by a neural network as well as under
misspecification, where the time series has a different structure.
Our monitoring schemes are related to sequential tests first introduced by Chu et al. [3]
and further investigated by Horva´th et al. [6] both to detect changes in linear regression
models.
For θ = (ν0, . . . , νH ,α1, . . . ,αH , β1, . . . , βH), αj = (αj1, . . . , αjp),
f(x, θ) = ν0 +
H∑
h=1
νhψ(< αh,x > +βh), (1.1)
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denotes a one layer feedforward neural network with H hidden neurons, <,> is the
classical scalar product on Rp. In this paper we assume that ψ is twice continuously
differentiable and belongs to the class of sigmoid activation functions that satisfy
lim
x→−∞
ψ(x) = 0, lim
x→∞
ψ(x) = 1, ψ(x) + ψ(−x) = 1. (1.2)
A popular example is the logistic function ψ(x) = (1 + e−x)−1.
The autoregressive time series model with neural network regression function is then
given by
Zt = f (Zt−1, θ0) + εt, (1.3)
where Zt−1 = (Zt−1, . . . , Zt−p), θ0 is fixed but unknown, εt independent of Ft−1 =
σ{Zu, u ≤ t− 1} the σ-algebra generated by the observations up to time t− 1. Further-
more, {εt : 1 6 t 6 n} are centered independent identically distributed random residuals
having a positive variance. For the theory below we consider general stationary and er-
godic time series {Zt} fulfilling certain assumptions such as the existence of a unique
parameter θ˜0 such that
θ˜0 = arg min
θ∈Θ
E(Z1 − f(Z0, θ))2. (1.4)
In the correctly specified case one has under weak assumptions that θ˜0 = θ0. The
theory shows that the tests also have correct size under misspecification if one uses a
different variance estimator. Furthermore, the tests have asymptotic power one under
certain conditions on the type of alternatives. Naturally, the condition depends on the
approximation of Xt by the parametric model (1.3).
The setup of the monitoring procedure is as follows. We assume we have a historic data
set of length m where no change occurred, i.e.
Xt = Zt, 1 6 t 6 m. (1.5)
This is called the ’non-contamination assumption’ by Chu et al. [3]. Practically this
corresponds to the data set (with no change) based on which we decide for a model,
which in turn is used for statistical inference such as prediction. In financial applications
this is the data set based on which we estimate model parameters such as the volatility.
If later a model change occurs this statistical inference is meaningless. Therefore, it is
very important to detect changes as soon as it becomes clear the model parameters do
not represent the present data anymore.
Hence, we are interested in monitoring the future incoming observations for a change in
the conditional mean, i.e. we want to test the null hypothesis
H0 : Xt = Zt t > m,
against the alternative
H1 : There exists k
∗ > 0 such that
Xt =
{
Zt m < t 6 m+ k∗,
Yt, t > m+ k
∗,
where the distribution of {Yt} is different from that of {Xt}.
3
1 Introduction
The time k∗ where the change occurs is unknown and may depend on m and is called
the change-point.
We consider a sequential monitoring scheme based on cumulative sums of estimated
residuals similarly as discussed by Chu et al. [3] and Horva´th et al. [6] for the linear
regression case. Let
Γ(m, k) =
m+k∑
t=m+1
ε̂t =
m+k∑
t=m+1
(Xt − f(Xt−1, θ̂m)),
where θ̂m is the nonlinear least squares estimator for θ˜0 based only on the historic data
set X1, . . . , Xm
θ̂m = arg min
θ∈Θ
m∑
t=p+1
(Xt − f(Xt−1, θ) )2 (1.6)
for a suitable compact set Θ.
The first time it holds
|Γ(m, k)| > cσ̂mg(m, k), (1.7)
we stop the monitoring and reject the null hypothesis. Otherwise we continue monitor-
ing.
Here, c is a critical value and g(m, k) is a suitable boundary function, σ̂2m is a consistent
estimator of σ2 = var ε1 in the correctly specified model and for the long-run variance
of ηt = Zt − f(Zt−1, θ˜0) in the misspecified case. The boundary function is needed in
order to obtain a well defined asymptotic distribution of maxk
|Γ(m,k)|
g(m,k)
, where the max is
possibly taken over all integers.
In the correctly specified model, a typical estimator of σ2 is given by
σ̂2m =
1
m− (H(p+ 2) + 1)
n∑
j=m+1
(Xt − f(Xt−1, θ̂m))2, (1.8)
which is a consistent estimator in our setup (cf. Lemma 2.1). In simulations this still
yields reasonable results for Zt = g(Zt−1) + εt with a regression function g that is not
a neural network. This is not surprising if the approximation is good enough so that
the modeling errors ηt = Zt − f(Zt−1, θ˜0) are at least approximately i.i.d. Otherwise an
estimator for the long-run variance of ηt is needed.
We distinguish between open-end procedures, where we continue monitoring possibly
to infinity, and closed-end procedures where we stop monitoring after a fixed number
of observations N(m) if the null hypothesis has not been rejected by then.
Consider the stopping time
τ(m) =
inf{1 6 k < N(m) : Γ(m, k) > c σ̂m g(m, k)},∞, if Γ(m, k) < c σ̂m g(m, k), for all 1 6 k < N(m),
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where N(m) = ∞ in case of an open-end procedure and N(m) = Nm + 1, N > 0,
for the closed-end procedure. Here, τ(m) = ∞ means that we did not reject the null
hypothesis during the observation period. If it is finite, it tells us at what time during
the observation period the null hypothesis was rejected and the procedure stopped.
In case of the open-end procedure we use a boundary function in the following class
g(m, k) = h(m, k, γ) = m1/2
(
1 +
k
m
)(
k
m+ k
)γ
, 0 6 γ < 1
2
. (1.9)
The parameter γ is a tuning parameter, where a γ close to 1/2 rather detects changes
early after the monitoring starts. The motivation behind this specific boundary function
is that it leads to a nice asymptotic distribution of supk>1
|Γ(m,k)|
g(m,k)
.
In case of the closed-end procedure the boundary function is in the following class
g(m, k) =
√
mρ
(
k
m
)
, (1.10)
where
ρ(t) > 0 continuous on (0, N ],
such that there exists 0 6 γ < 1
2
, lim
t→0
t−γρ(t) > 0.
In particular the conditions are fulfilled for all continuous and positive ρ on [0, N ] as
well as for g(m, k) = h(m, k, γ), k 6 Nm, with h as in the open-end procedure. As in
classical statistics our aim is to control the α-error, i.e.
lim
m→∞
PH0 (τ(m) <∞) = α. (1.11)
Unlike in classical statistics the sample size is random and possibly infinite so that it is
not suitable for asymptotics. In this setting, the solution proposed by Chu et al. [3] is to
use asymptotics with respect to the length m of the historic data set. Since the historic
data set is used for the parameter estimation of our model, this means in particular that
this parameter estimation becomes better and better (θ̂m
P−→ θ˜0).
Theorem 2.1 shows how to choose the critical value c such that (1.11) holds, i.e. such
that the procedure has asymptotic size α. Theorem 2.2 proves that this monitoring
procedure detects a large class of alternatives with probability 1 asymptotically, i.e.
lim
m→∞
PH1 (τ(m) <∞) = 1. (1.12)
The paper is organized as follows: In Section 2 the null asymptotics of the above sequen-
tial tests are given in Theorem 2.1 and the power behavior is obtained in Theorem 2.2.
The proofs can be found in Section 3.
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We will now derive the asymptotics of the monitoring procedures under certain assump-
tions.
N. 1. Let {Zt : t ∈ Z} be a stationary and ergodic process with E|Z1|ν < ∞, for some
ν > 2.
N. 2. Assume that the parameter set Θ ⊆ RH(p+2)+1 is compact.
N. 3. Let the unique minimizer θ˜0 of E(Z1 − f(Z0, θ))2 be an interior point of of Θ.
In the correctly specified model (1.3) the true parameter θ0 minimizes E(Z1− f(Z0, θ))2
if Eε21 < ∞. To obtain uniqueness the parameter space has to be chosen in such a
way that the network is identifiable. More details on identifiability conditions of neural
networks can be found in Kirch and Tadjuidje-Kamgaing [11] as well as Hwang and
Ding [9]. In practice this does not play an important role.
N. 4. For θ̂m as in (1.6) and θ˜0 as in (1.4) it holds
√
m
(
θ̂m − θ˜0
)
= OP (1) .
Kirch and Tadjuidje-Kamgaing [11], Theorem 2.2, give conditions on {Z(t)} under which
N.4 is fulfilled including a large class of mixing time series.
N. 5. The modeling errors ηt = Zt − f(Zt−1, θ˜0) fulfill a strong invariance principle, i.e.
there exists a Wiener process {W (t)} (possibly after enlarging the probability space)
and ζ > 0, κ > 0 such that
k∑
i=1
(ηi − Eη1)− κW (k) = O
(
k−1/2−ζ
)
a.s.
In case of a correctly specified model (1.3) ηi = εi, hence the condition is fulfilled by
the classical strong invariance principle with κ2 = var ε1 for i.i.d. random variables if
E|ε1|ν <∞ for some ν > 2 (cf. Komlo´s et al. and Major [12, 13, 15]).
In the misspecified but well-approximated case the modeling errors {ηi} can be expected
to exhibit only a weak dependency, so that it is reasonable that the assertion still holds.
In fact, for strong mixing sequences with E|η1|ν < ∞ for some ν > 2 and mixing rate
O(n−c) for some c > ν/(ν − 2), Kuelbs and Philipp [14], Theorem 4, prove the above
result. More recently, invariance principles for different dependence concepts have been
obtained (cf. e.g. Wu [19]).
In fact, the assertions of Theorems 2.1 and 2.2 can also be derived under the weaker
assumption that {ηi} fulfills a central limit theorem and for γ > 0 additionally some
Ha´je´k-Renyi-type inequality holds. However, proofs become much more technical and
involved.
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We are now ready to turn to the main results, namely the derivation of the asymptotic
null distribution as well as asymptotic power of the sequential tests. The next theorem
gives the null asymptotics for the sequential test statistic. It enables us to choose an
asymptotic critical value c in such a way that under H0
lim
m→∞
PH0(τ(m) <∞) = α.
Theorem 2.2 shows that the corresponding tests have asymptotic power one for a large
class of alternatives.
Theorem 2.1. Assume that N.1 – N.5 and H0 holds, κ is as in N.5. Then,
a) for the open-end procedure,
lim
m→∞
P
1
κ
sup
16k<∞
∣∣∣∑m+kt=m+1 ε̂t∣∣∣
h(m, k, γ)
6 c
 = P ( sup
0<t<1
|W (t)|
tγ
6 c
)
,
where {W (t) : t > 0} denotes a Wiener process,
b) for the closed-end procedure,
lim
m→∞
P
1
κ
sup
16k<∞
∣∣∣∑m+kt=m+1 ε̂t∣∣∣√
mρ
(
k
m
) 6 c
 = P ( sup
0<t6N
|W1(t)− tW2(1)|
ρ(t)
6 c
)
,
where {W1(t) : t > 0} and {W2(t) : t > 0} are independent Wiener processes.
Note that if
√
mρ(k/m) = h(m, k, γ) the limit in b) converges to the limit in a) for
N → ∞ (cf. Horva´th et al. [6]). This is the main reason for this choice of boundary
function for the open-end procedure. Simulations suggest that the two distributions
become very close for N > 10 (cf. Horva´th et al. [6], Kirch [10]).
From the above theorem it becomes clear that a consistent estimator for κ is needed to
obtain an asymptotic size α test. In the correctly specified case (1.3), it holds ηi = εi,
κ2 = var ε1. In this case, Lemma 2.1 shows consistency of the variance estimator (1.8).
Otherwise κ is equal to the long-run variance of ηi and is more difficult to estimate.
For a discussion of estimators for the long-run variance in the context of change-point
analysis we refer to Husˇkova´ and Kirch [7].
If the time series is misspecified but well-approximated by the neural network model,
then the ηi will be almost i.i.d. and the error from using the estimator σ̂m may be
smaller than the error due to the small sample size.
Lemma 2.1. Let N.1 – N.5 hold with 2 < ν < 4 in N.1. Then, for the correctly specified
model (1.3) and under H0 it holds
σ̂2m =
1
m− (H(p+ 2) + 1)
m∑
j=p+1
ε̂2j = σ
2 + op
(
m(ν−2)/ν
)
.
If ν > 4, then we get the stronger rate OP (m−1/2).
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Proof. The proof is analogous to the proof of Lemma 3.1 in Kirch and Tadjuidje-
Kamgaing [11].
Under the following alternatives the sequential tests have asymptotic power one, i.e.
lim
m→∞
PH1(τ(m) <∞) = 1.
A. 1. Assume that {Yj : j > 1} is stationary and ergodic with E|Y1| <∞.
A. 2. It holds∣∣∣EY0 − Ef(Yp, θ˜0)∣∣∣ > 0.
The conditions essentially says that the expectation of the process after the change is
different from the expectation of f(Yp, θ˜0), which is the neural network best approximat-
ing the time series {Zt} before the change. It becomes clear that even in the correctly
specified case detectability goes along with mean changes. This is also confirmed by the
simulations although a change from a process to a different process with the same mean
are frequently at least unbiased.This is typical in situations, where the statistic is based
on sums of estimated residuals and is even true in a simple linear regression situation
(cf. Husˇkova´ and Koubkova [8]). A larger class of alternatives can usually be detected
by using vector-weighted sums of residuals. However, the theory as well as computations
necessary become much more involved.
In case of the trivial neural network, where H = 0, the condition reduces to EY1−EZ1 6=
0. In this special case, our procedure reduces to θ̂m = f(x, θm) = X¯m, θ˜0 = EZ1 and will
detect a change to {Yt} if EY1 6= EZ1 as long as {Y (·)} and {Z(·)} are stationary and
ergodic sequences as stated above.
Theorem 2.2. Assume that N.1 – N.5 holds for the autoregressive process before the
change-point as well as A.1 and A.2 for the process after the change-point. For the
closed-end procedure additionally assume that k∗ = bλNmc, for some 0 6 λ < 1, i.e.
the change-point happens before we stop monitoring.
Then, under the alternative, it holds for all c > 0
lim
m→∞
P
 sup
16k<N(m)
∣∣∣∑m+kt=m+1 ε̂t∣∣∣
g(m, k)
> c
 = 1.
for the open-end procedure as well as closed-end procedure.
3 Proofs
The following lemma is needed in order to prove the main theorems.
8
3 Proofs
Lemma 3.1. a) Assume that N.1 – N.4 and H0 hold. Then, as m→∞,
sup
16k<N(m)
∣∣∣∑m+ki=m+1 ε̂i − (∑m+kj=m+1 ηj − km−p∑mj=p+1 ηj)∣∣∣
g(m, k)
= oP (1) ,
where ηt = Zt − f(Zt−1, θ˜0).
b) If additionally N.5 holds, we get
sup
16k<N(m)
∣∣∣(∑m+kj=m+1 ηj − km−p∑mj=p+1 ηj)− (W1,m(k)− km−pW2,m(m− p))∣∣∣
g(m, k)
= oP (1) ,
where {W1,m(·)} and {W2,m(·)} are independent Wiener processes.
Proof. We start with the proof of a). By N.3 and N.4 θ̂m is eventually in the interior
of Θ. Hence with probability converging to one it holds
∂
∂θ
(
m∑
t=p+1
(Xt − f(Xt−1, θ))2
)∣∣∣
θ=θ̂m
= 0,
which implies for m large enough
m∑
t=p+1
ε̂t = 0. (3.1)
From this we can conclude
m+k∑
t=m+1
ε̂t −
(
m+k∑
i=m+1
ηi − k
m− p
m∑
i=p+1
ηi
)
=
m+k∑
t=m+1
(ε̂t − ηt)− k
m− p
m∑
t=p+1
(ε̂t − ηt)
=
m+k∑
t=m+1
(f(Zt−1, θ˜0)− f(Zt−1, θ̂m))− kE∇f(Zp, θ˜0)T (θ˜0 − θ̂m)
− k
m− p
m∑
t=p+1
(f(Zt−1, θ˜0)− f(Zt−1, θ̂m)) + kE∇f(Zp, θ˜0)T (θ˜0 − θ̂m)
=: D1(m, k)−D2(m, k).
A Taylor expansion of f yields
f(Zt−1, θ̂m)− f(Zt−1, θ˜0)
= ∇f(Zt−1, θ˜0)T (θ̂m − θ˜0) + 1
2
(θ̂m − θ˜0)T∇2f(Zt−1, ξ)(θ̂m − θ˜0), (3.2)
where ∇f(Zt−1, θ) is the gradient with respect to θ and ∇2f(Zt−1, θ) is the Hessian
matrix, ξ is between θ˜0 and θ̂m elementwise. Furthermore the Hessian matrix is by
Assumption N.2 and the twice continuous differentiability of f uniformly bounded by
9
3 Proofs
O(1) max16i6p max16j6p |Zt−iZt−j|, the gradient by O(1) max16j6p |Zt−j|. By a uniform
law of large numbers for stationary and ergodic processes (cf. Ranga Rao [16], Theorem
6.5)
sup
ξ∈K
sup
p<k6n
1
k
k∑
t=p+1
‖∇2f(Zt−1, ξ)‖∞ = OP (1),
where ‖(αi,j)‖∞ = maxi,j |αi,j|. Together with (3.2) this yields uniformly in k
k∑
t=p+1
(f(Zt−1, θ̂m)− f(Zt−1, θ˜0))
=
k∑
t=p+1
∇f(Zt−1, θ˜0)T (θ̂m − θ˜0) +OP
(
k‖θ̂m − θ˜0‖2
)
. (3.3)
An application of the ergodic theorem yields
1
l
l∑
t=p+1
(∇f(Zt−1, θ˜0)T − E∇f(Zt−1, θ˜0)T ) = o(1) a.s. (l→∞). (3.4)
Note that for some C > 0
h(m, k, γ) >
{
Cm1/2−γ kγ, k 6 m,
Cm−1/2 k, k > m.
(3.5)
This together with (3.3), (3.4) and N.4 yields (as m→∞)
sup
k>1
|D1(m, k)|
h(m, k, γ)
= OP (1) sup
k6√m
(
k
m
)1−γ
+oP (1) sup√
m<k6m
(
k
m
)1−γ
+oP (1) = oP (1). (3.6)
Similarly
sup
k>1
|D2(m, k)|
h(m, k, γ)
= oP (1). (3.7)
The assertion in a) follows from (3.6) and (3.7) for the open-end procedure, similar
arguments lead to the assertion for the closed-end procedure.
Concerning b) let 1 > ξ > max(0, 1 − ζ/γ) for γ 6= 0 and 0 < ξ < 1 for γ = 0.
Furthermore η˜i = ηi − Eη1. By (3.5) and N.5 we obtain
sup
k>m
∣∣∣∑m+ki=m+1 η˜i − κ (W (m+ k)−W (m))∣∣∣
h(m, k, γ)
= OP (1) sup
k>m
m1/2(m+ k)1/2−ζ
k
= OP
(
m−ζ
)
= oP (1). (3.8)
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Similarly
sup
mξ6k6m
∣∣∣∑m+ki=m+1 η˜i − κ (W (m+ k)−W (m))∣∣∣
h(m, k, γ)
= OP (1) sup
mξ6k6m
mγ(m+ k)1/2−ζ
m1/2kγ
= OP
(
m−(ζ−γ+ξγ)
)
= oP (1), (3.9)
as by definition of ξ it holds ζ − γ + ξγ > 0. For k < mξ first note that by the law of
iterated logarithm
W (m+ k)−W (m) D= W (k) = OP (
√
k log log k)
as well as
m+k∑
i=m+1
η˜i
D
=
k∑
i=1
η˜i = OP (k
1/2−ζ) + κW (k) = OP (
√
k log log k).
From this we can conclude by (3.5) as ξ < 1, γ < 1/2
sup
16k<mξ
∣∣∣∑m+ki=m+1 η˜i − κ (W (m+ k)−W (m))∣∣∣
h(m, k, γ)
= OP (1) sup
16k<mξ
(k log log k)1/2mγ
m1/2kγ
= OP (1)m
(ξ−1)(1/2−γ) log logm = oP (1). (3.10)
Similar arguments yield
sup
k>1
k
mh(m, k, γ)
∣∣∣∣∣
m∑
i=p+1
η˜i − κW (m)
∣∣∣∣∣ = OP (m−ζ) = oP (1). (3.11)
Putting together (3.8) – (3.11) yields the assertion for the open-end procedure noting
that W1,m(t) = W (m + t) − W (m), t > 0, and W2,m(t), 0 6 t 6 m, are independent
Wiener processes. The arguments for the closed-end procedure are similar.
We can now easily deduce the assertion of Theorem 2.1.
Proof of Theorem 2.1. The assertion follows from Lemma 3.1 in the same way as
Theorem 2.1 in Horva´th et al. [6] is derived from their Lemma 5.3. There, the assertion is
proven for the open-end procedure only. However, the proof remains true for closed-end
procedures with a boundary function as given here.
Finally we prove Theorem 2.2.
Proof of Theorem 2.2. For k˜ > k∗ it holds
m+k˜∑
j=p+1
ε̂j
=
m+k∗∑
j=1
(
Zj − f(Zj−1, θ̂m)
)
+
m+k∗+p∑
j=m+k∗+1
(Yj − f(Xj−1, θ̂m))
+
m+k˜∑
j=m+k∗+p+1
(
f(Yj−1, θ˜0)− f(Yj−1, θ̂m)
)
+
m+k˜∑
j=m+k∗+p+1
(
Yj − f(Yj−1, θ˜0)
)
=: D3(m, k
∗) +D4(m, k∗) +D5(m, k∗, k˜) +D6(m, k∗, k˜). (3.12)
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By Theorem 2.1 it holds
max
16k<N(m)
D3(m, k)
g(m, k)
= OP (1). (3.13)
For the open-end procedure let k˜ = k∗ + max(k∗,m). By the compactness assumption
of Θ and the boundedness of the network function ψ it holds
sup
θ∈Θ
sup
x∈Rp
|f(x, θ)| 6 C <∞. (3.14)
Hence
∑m+k∗+p
j=m+k∗+1 f(Xj−1, θ̂m) 6 Cp and by the stationarity of {Y (·)} it holds
∑m+k∗+p
j=m+k∗+1 Yj
D
=∑p
j=1 Yj = OP (1), hence by (3.5)
D4(m, k
∗, k˜)
h(m, k˜, γ)
= OP (1)
1
h(m, k˜, γ)
= OP
(
1√
m
)
. (3.15)
By (3.3), (3.4) and N.4
D5(m, k
∗, k˜)
h(m, k˜, γ)
= OP
(
k˜ − k∗
k˜
)
= OP (1). (3.16)
{Yt−f(Yt, θ˜0); t} is stationary and ergodic with E|Yt−f(Yt, θ˜0)| <∞ by (3.14). Hence,
the ergodic theorem yields
D6(m, k
∗, k˜) = (k˜ − k∗)(EY0 − Ef(Yp, θ˜0)) + oP
(
k˜ − k∗
)
(3.17)
and by (3.5)
k˜ − k∗
h(m, k˜, γ)
= O(
√
m).
Since
h(m, k˜, γ) 6 2 k˜√
m
,
we can conclude
D6(m, k˜)
h(m, k˜, γ)
> (k˜ − k
∗)
√
m
2k˜
(EY0 − Ef(Yp, θ˜0)) + oP
(√
m
)
>
√
m
4
(EY0 − Ef(Yp, θ˜0)) + oP
(√
m
)
. (3.18)
Putting together (3.12) –(3.18) and Assumption A.2 yields
sup
16k<∞
∣∣∣∑m+ki=m+1 ε̂i∣∣∣
h(m, k, γ)
>
√
m
4
(EY0 − Ef(Yp, θ˜0)) + oP
(√
m
) P−→∞, (3.19)
which concludes the proof for the open-end procedure. Similar arguments using k˜ = Nm
yield the assertion for the closed-end procedure.
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