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In this paper, we introduce a class of completely generalized strongly nonlinear
quasivariational inequalities and construct a new iterative algorithm, which in-
cludes many known algorithms as special cases to solve variational inequalities and
quasivariational inequalities. Further, we prove the convergence of the iterative
sequences generated by this algorithm. Our results are the extension and improve-
ments of the earlier and recent results in this field. Q 1996 Academic Press, Inc.
1. INTRODUCTION
It is well known that variational inequality theory and complementarity
theory play an important and fundamental role in mechanics, optimization,
and control problems, operations research, management sciences, and
other branches of mathematical and engineering sciences, and have be-
come a rich source of inspiration for scientists and engineers. It has been
w xshown by Karamardian 5 that if the convex set involved in a variational
inequality problem and a complementarity problem is a convex cone, then
both problems are equivalent.
An important and useful generalization of variational inequality prob-
lems is the generalized variational inequality problem introduced and
w x w x w x w xstudied by Browder 2 , Rockafellar 11 , Saigal 12 , Fang and Peterson 4 ,
w x w xSiddiqi and Ansari 13 , and Ding 3 , where the mapping involved in the
formulation of a variational inequality is replaced by a multivalued map-
ping. On the other hand, one new class known as the strongly nonlinear
 .variational quasivariational inequality problem was introduced and stud-
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w x w xied by Noor 7, 9 and Siddiqi and Ansari 14 , and another new class
 .known as the general strongly nonlinear variational quasivariational
w xinequality problem was introduced and studied by Siddiqi and Ansari 15
w xand Zeng Luchuan 16 .
In this paper, we first introduce a class of completely generalized
strongly nonlinear quasivariational inequalities. Motivated and inspired by
w xthe iterative method of Ishikawa 19 , we construct a new iterative algo-
rithm, which includes many known algorithms as special cases to solve
variational inequalities and quasivariational inequalities. Further, we prove
the convergence of the iterative sequences generated by this algorithm.
Our main results extend and improve the earlier and recent results
w x w xincluding the corresponding results of Fang and Peterson 4 , Noor 7, 9 ,
w x w xSiddiqi and Ansari 13]15 , and Ding 3, 17 .
2. PRELIMINARIES
Let H be a Hilbert space with its dual H* whose norm and inner
5 5  .product are denoted by ? and ?, ? , respectively. The pairing between
 :H* and H is denoted by ? , ? . Let L be a canonical isomorphism for H*
onto H defined by
 :u , x s Lu , x for all x g H and u g H*. .
5 5 5 y1 5Then L s L s 1.H * H
Now let K be a nonempty closed convex subset of H, and T , A:
H ª 2 H * be two multivalued mappings. Let g be a continuous mapping
 .from H into itself; then we consider a problem of finding x g H, u g T x ,
 .  .and ¨ g A x such that g x g K and
 :u y ¨ , y y g x G 0 for all y g K 2.1 .  .
which we shall call the completely generalized strongly nonlinear varia-
  ..tional inequality problem CGSNVIP T , A; K .
If both T and A are single valued mappings and g is the identity
 .  .  .mapping, i.e., g x s x for each x g H, CGSNVIP T , A; K 2.1 reduces
 w x.to the strongly nonlinear variational problem see Noor 7 .
 .If A s 0 and g is the identity mapping, the problem 2.1 reduces to the
w xgeneralized variational problem, considered by Fang and Peterson 4 ,
w x w xSiddiqi and Ansari 13 , and Ding 3 .
 .If both T and A are single valued mappings then the problem 2.1 is
called the general strongly nonlinear variational inequality problem, con-
w x w xsidered by Siddiqi and Ansari 15 and Zeng Luchuan 16 .
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 .If g is the identity mapping, then the problem 2.1 is called the
generalized strongly nonlinear variational inequality problem, considered
w xby Ding 17 .
 .If K depends on the solution x, then the problem 2.1 is called the
completely generalized strongly nonlinear quasivariational inequality prob-
   ...lem CGSNQVIP T , A; K x . More precisely, given a mapping K : H ª
H   ..  .  .2 , the CGSNQVIP T , A; K x is to find x g H, u g T x , and ¨ g A x
 .  .such that g x g K x and
 :u y ¨ , y y g x G 0 for all y g K x . 2.2 .  .  .
 .Particularly, if g is the identity mapping, then the problem 2.2 is said
to be the generalized strongly nonlinear quasivariational inequality prob-
w xlem, considered by Ding 17 . If both T and A are single valued mappings,
 .the problem 2.2 is called the general strongly nonlinear quasivariational
w xinequality problem, considered by Siddiqi and Ansari 15 and Zeng
w xLuchuan 16 .
  ..Related to the CGSNQVIP T , A; K x , we consider and study a new
class of complementarity problems. For given multivalued mappings T , A:
H *  .H ª 2 , we consider the problem of finding x g H, u g T x , and
 .  .  .¨ g A x such that g x g K x and
 :u y ¨ g K* x and u y ¨ , g x y m x s 0, 2.3 .  .  .  .
 .  .where m: H ª H and K* x is a polar cone of the convex cone K x , i.e.,
 :K* x s w g H*: w , z G 0 for all z g K x . 4 .  .
This type of problem is called a completely generalized strongly nonlinear
   ...quasicomplementarity problem CGSNQCP T , A; K x .
 .If g is the identity mapping, the problem 2.3 is said to be the genera-
 lized strongly nonlinear quasicomplementarity problem GSNQCP T , A;
 ...K x .
 .In many important applications K x has the form
K x s m x q K . 2.4 .  .  .
 .   . .  .In this case K* x s m x q K * s m* x l K*.
 .We note that if the mapping m is zero, the problem 2.3 is reduced to
 .  .  .finding x g H, u g T x , and ¨ g A x such that g x g K and
 :u y ¨ g K* and u y ¨ , g x s 0, 2.5 .  .
  : 4where K* s w g H*: w, z G 0 for all z g K .
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 .The problem of type 2.5 is called the completely generalized strongly
  ..nonlinear complementarity problem CGSNCP T , A; K .
If both T and A are single valued mappings, A is replaced by yA, and
 .g is the identity mapping, the problem of type 2.5 is considered by Noor
w x9 . For the mathematical and physical formulations of such problems, see
w xNoor 10 .
Let K be a closed convex subset of a Hilbert space H. We recall that if
 .P denotes the projection onto K, that is, for each x g H, P x is theK K
unique element satisfying
5 5x y P x s min x y y , .K
xgK
then we have the following known results.
w x  .  .LEMMA 2.1 8 . If K x is of type 2.4 , then for any x, y g H,
P y s m x q P y y m x . .  .  . .K  x . K
w xLEMMA 2.2 6 . Let K be a con¨ex subset of H. Then, gi¨ en z g H, we
 .  .ha¨e x s P z if and only if x y z, y y x G 0 for all y g K.K
w xLEMMA 2.3 6 . P : H ª K is nonexpansi¨ e, i.e.,K
5 5P x y P y F x y y for all x , y g H . .  .K K
 . xLet X, d be a metric space, 2 be the family of all nonempty subsets of
X. For any A, B g 2 x, define
d9 A , B s sup d x , y : x g A , y g B . 4 .  .
  . 4Let P s d x, y : x, y g X , P denotes the closure of P. A mapping F:
X ª 2 x is said to be the w-contraction mapping if
d9 F x , F y F w d x , y for all x , y g X , .  .  . .  .
w .  .  4where w : P ª 0, ` satisfies w t - t for t g P _ 0 .
By a careful analysis of the proof of Theorems 1 and 2 of Boyd and
w x w xWong 1 , Ding 17 gave the following theorem which is a generalization of
w xTheorem 3.1 of 13 .
 .THEOREM 2.1. Let X, d be a complete metrically con¨ex metric space
and F: X ª 2 x be a w-contraction mapping. Then, F has a fixed point and
 .  4for any x g X, x g F x , n G 1, x con¨erges to a fixed point of F0 n ny1 n
in X.
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DEFINITION 2.1. An operator g : H ª H is said to be
 .i strongly monotone if there exists a constant a ) 0 such that
5 5 2g u y g ¨ , u y ¨ G a u y ¨ for all u , ¨ g H ; .  . .
 .ii Lipschitz continuous if there exists a constant b ) 0 such that
5 5g u y g ¨ F b u y ¨ for all u , ¨ g H . .  .
Remark 2.1. If g : H ª H is a strongly monotone and Lipschitz contin-
uous operator, then it is obvious that a F b.
DEFINITION 2.2. Let D be a nonempty subset of H, T : D ª 2 H * and
w . w .F, C: 0, ` ª 0, ` . We call
 .1 T is F-Lipschitzian continuous, if
5 5 5 5d9 Tx , Ty F x y y F x y y for all x , y g D ; .  .
 .2 T is C-strongly monotone, if
 : 5 5 2 5 5u y ¨ , x y y G x y y C x y y .
 .  .for all x, y g D, u g T x , and ¨ g T y .
3. EXISTENCE OF SOLUTIONS
w xBy the careful analysis of the proofs of Theorems 3.1]3.3 of Ding 17 ,
we can obtain the following results, i.e., Theorems 3.1]3.4 in this paper.
 .THEOREM 3.1. Let K be a closed con¨ex cone of H. Then, x*, u*, ¨* is
  ..  .  .a solution of CGSNQVIP T , A, K x 2.2 if and only if x*, u*, ¨* is also
  ..  .a solution of CGSNQCP T , A, K x 2.3 .
Remark 3.1. In the sense of Theorem 3.1, we say that the
  ..  .   ..  .CGSNQVIP T , A; K x 2.2 and the CGSNQCP T , A; K x 2.3 are
 .  .equivalent. If g x s x and m x s 0 for each x g H, then, Theorem 3.1
w xreduces to Theorem 3.1 of Ding 17 .
THEOREM 3.2. Suppose K is a nonempty closed con¨ex subset of H. Then,
  ..  .CGSNQVIP T , A; K x 2.2 has a solution if and only if , for some gi¨ en
r ) 0, the mapping F: H ª 2 H defined by
F x s x y g x q m x q P g x .  .  .  .D D K
 .  .ugT x ¨gA x
yrL u y ¨ y m x .  . .
has a fixed point.
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Remark 3.2. If g is the identity mapping, then Theorem 3.2 reduces to
w xTheorem 3.2 of Ding 17 and is a set-valued version of Lemma 3.1 of
w xSiddiqi and Ansari 15 .
THEOREM 3.3. Let K be a closed con¨ex subset of H, T : H ª 2 H * be
F-Lipschitz continuous and C-strongly monotone, A: H ª 2 H * be G-
Lipschitz continuous, g : H ª H be Lipschitz continuous and strongly mono-
tone, and m: H ª H be Lipschitz continuous. Suppose there exists a constant
 . w .r ) 0 such that rG t - 1 y k and for all t g 0, ` ,
12 2 2 21 y 1 y k q rG t q r F t rr - 2C t - q rF t .  .  .  . . 5
r
and
2’k s 2 1 y 2d q s q 2m - 1,
where s is a strong monotonicity constant of g and s and m are Lipschitz
  ..  .constants of g and m, respecti¨ ely. Then, CGSNQVIP T , A; K x 2.2 has
a solution.
 .  .Remark 3.3. If g x s x and m x s 0 for each x in H, Theorem 3.3
w xreduces to Theorem 3.3 of Ding 17 .
THEOREM 3.4. Let K be a closed con¨ex subset of H, T : H ª 2 H * be
F-Lipschitz continuous and C-strongly monotone, A: H ª 2 H * be G-
Lipschitz continuous, g, m: H ª H be Lipschitz continuous, and g y m be
 .strongly monotone. Suppose there exists a constant r ) 0 such that rG t -
w .1 y k and for all t g 0, ` ,
1 12 2 2 2? 1 y 1 y k q rG t q r F t - 2C t - q rF t .  .  .  . . 5
r r
and
2 2’k s 2 1 y 2d q s q m q 2sm - 1,
 .where d is a strong monotonicity constant of g y m and s and m are
  ..Lipschitz constant of g and m, respecti¨ ely. Then, CGSNQVIP T, A; K x
 .2.2 has a solution.
 .Remark 3.4. Mapping g y m is defined by
g y m x s g x y m x for each x in H . .  .  .  .
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4. ITERATIVE ALGORITHM AND CONVERGENCE
Algorithm 4.1. Let K be a closed convex subset of H, m: H ª H, g :
H ª H, T : H ª 2 H *, and A: H ª 2 H *. For any x g H, the iterative0
scheme is defined by
u g T y , ¨ g A y , u g T x , ¨ g A x , .  .  .  .n n n n n n n n
x s 1 y a x q a y y g y q m y .  .  .nq1 n n n n n n
qP g y y rL u y ¨ y m y .  .  . .K n n n n
and
y s 1 y b x q b x y g x q m x .  .  .n n n n n n n
qP g x y rL u y ¨ y m x , n s 0, 1, 2, . . . , .  . . .K n n n n
 4  4where the sequences a and b satisfy the condition thatn n
`
0 F a , b F 1 for each n G 0 and a diverges.n n n
ns0
THEOREM 4.1. Let K be a closed con¨ex subset of H, T : H ª 2 H * be
F-Lipschitz continuous and C-strongly monotone, A: H ª 2 H * be G-
Lipschitz continuous, g : H ª H be Lipschitz continuous and strongly mono-
tone, and m: H ª H be Lipschitz continuous. Suppose that there exist r ) 0
w . w .and h g 0, 1 such that for all t g 0, ` ,
1r22 20 - 1 y 2 rC t q r C t F h y k y rG t , .  .  .
lim F t / `, lim G t / `, 4.1 .  .  .
q tª0*tª0
and
2’k s 2 1 y 2d q s q 2m - h ,
where d is a strong monotonicity constant of g and s and m are Lipschitz
 4  4constants of g and m, respecti¨ ely. Then, the iterati¨ e sequences x , u ,n n
 4  4and ¨ generated by Algorithm 4.1 satisfy that x con¨erges to x* stronglyn n
 4  4in H, u and ¨ con¨erge to u* and ¨* strongly in H*, respecti¨ ely, andn n
 .   ..  .x*, u*, ¨* is a solution of CGSNQVIP T , A; K x 2.2 .
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 . w .Proof. By the assumption 4.1 , for each t g 0, ` , we have
12 2 2 21 y 1 y k q rG t q r F t rr - 2C t - q rF t .  .  .  . . 5
r
and
rG t F h y k - 1 yk . .
  ..  .By Theorem 3.3, the CGSNQVIP T , A; K x 2.2 has a solution
 .x*, u*, ¨* and
g x* s P g x* y rL u* y ¨* .  .  . .K  x*.
s m x* q P g x* y rL u* y ¨* y m x* , .  .  .  . .K
 .  .u* g T x* and ¨* g A x* . Hence by Lemma 2.3 and the G-Lipschitz
continuity of A, we have
P g y y rL u y ¨ y m y .  .  . .K n n n n
yP g x* y rL u* y ¨* y m x* .  .  . .K
F y y x* y g y y g x* q m y y m x* .  .  .  . .n n n
q y y x* y rL u y u* q r L ¨ y ¨* .  .n n n
F y y x* y g y y g x* q m y y m x* .  .  .  . .n n n
5 5 5 5q y y x* y rL u y u* q r y y x* G y y x* . 4.2 .  . .n n n n
w xBy using the method of Ding 17 and F-Lipschitz continuity and C-strong
monotonicity of T , we have
y y x* y rL u y u* .n n
5 5 5 5 2 5 5F y y x* y 2 r y y x* C y y x* .n n n
2 5 5 2 2 5 5q r y y x* F y y x* .n n
22 25 5 5 5 5 5s 1 y 2 rC y y x* q r F y y x* y y x* . 4.3 . .  .n n n
w xBy using the method of Noor 18 , the Lipschitz continuity of g and m, and
the strong monotonicity of g, we easily see that
y y x* y g y y g x* q m y y m x* .  .  .  . .n n n
F y y x* y g y y g x* q m y y m x* .  .  .  . .n n n
2’ 5 5F 1 y 2d q s q m y y x* . 4.4 . . n
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 .  .From 4.2 ] 4.4 , it follows that
5 5x y x*nq1
s 1 y a x q a y y g y q m y q P g y .  .  .  .n n n n n n K n
y rL u y ¨ y m y .  . .n n n
y 1 y a x* q rL x* y g x* q m x* .  .  .n
q P g x* y rL u* y ¨* y m x* .  .  . .K
5 5F 1 y a x y x* .n n
q a y y g y q m y q P g y y rL u y ¨ ym y .  .  .  .  . . .n n n n K n n n n
y x* y g x* q m x* q P g x* y rL u* y ¨* y m x* .  .  .  .  . . K
5 5F 1 y a x y x* .n n
5 5q a y y x* y g y y g x* q m y y m x*  .  .  .  . .n n n n
q P g y y rL u y ¨ y m y .  .  . .K n n n n
4yP g x* y rL u* y ¨* y m x* .  .  . .K
5 5F 1 y a x y x* .n n
q a 2 y y x* y g y y g x* q m y y m x* .  .  .  .  .n n n n
q y y x* y rL u y u* q rL ¨ y ¨* .  . 4n n n
5 5F 1 y a x y x* .n n
1r22 25 5 5 5q a k q 1 y 2 rC y y x* q r C y y x* .  .n n n
5 5 5 5qrL y y x* y y x* . 5n n
5 5 5 5F 1 y a x y x* q a h y y x* . .n n n 1 n
 .By the condition 4.1 , we obtain
1r22 25 5 5 5 5 5h s k q 1 y 2 rC y y x* q r C y y x* q rG y y x* .  .  .1 n n n
F h - 1.
Similarly, we can get
5 5 5 5 5 5y y x* F 1 y b x y x* q b h x y x* , .n n n n 2 n
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where
1r22 25 5 5 5 5 5h s k q 1 y 2 rC x y x* q r F x y x* q rG x y x* .  .  .2 n n n
F h - 1.
Therefore, we deduce
5 5 5 5 5 5x y x* F 1 y a x y x* q a h y y x* .nq1 n n n 1 n
5 5 5 5F 1 y a x y x* q a h 1 y b q b h x y x* .  .n n n 1 n n 2 n
5 5F 1 y a q a h x y x* .n n 1 n
n
5 5F 1 y 1 y h a x y x* . . 1 j n
js0
`
Since a diverges and 1 y h G 1 y h ) 0, we have j 1
js0
`
1 y 1 y h a s 0. . 1 j
js0
 4  .Hence, x converges to x* strongly in H as n ª `. Since u g T y ,n n n
 .  .  .¨ g A y , u* g T x* , ¨* g A x* , T is F-Lipschitz continuous and An n
is G-Lipschitz continuous, we derive
5 5u y u* F d9 T y , T x* .  . .n n
5 5 5 5F F y y x* y y x* .n n
5 5 5 5F F x y x* x y x* .n n
and
5 5¨ y ¨* F d9 A y , A x* .  . .n n
5 5 5 5F G y y x* y y x* .n n
5 5 5 5F G x y x* x y x* . .n n
 4  4Hence u and ¨ converge to u* and ¨* strongly in H*, respectively.n n
This completes the proof.
 .  .  .Remark 4.1. In the case when A x s 0, m x s 0, and g x s x
for each x g H and b s 0 for each n G 0, Theorem 4.1 reduces ton
w x n  .  .Theorem 3.2 of Ding 3 . When H s R , C t s a , F t s b for all
w .  .  .  .t g 0, ` , a s 1, b s 0 for all n G 0, A x s 0, m x s 0, and g x s xn n
for each x g H, Theorem 4.1 reduces to Theorem 4.1 of Siddiqi and
w xAnsari 13 and, in turn, generalizes the corresponding result of Fang and
w xPeterson 4, p. 382 . If both T and A are single valued mappings, A is
 .  .replaced by yA, g x s x, m x s 0 for each x g H, a s 0 and b s 0n n
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w xfor all n G 0. Algorithm 4.1 reduces to Algorithm 2.1 of Noor 9 . If
 .  .g x s x and m x s 0 for all x g H, b s 0 for each n G 0 and othern
conditions in Theorem 4.1 are not changed, then Theorem 4.1 reduces to
w xTheorem 3.4 of Ding 17 . Thus, by Theorem 3.1, Theorem 4.1 improves
w xand generalizes Theorem 3.2 of Noor 9 in many ways and extends
w xTheorem 3.4 of Ding 17 .
THEOREM 4.2. Let K be a closed con¨ex subset of H, T : H ª 2 H * be
F-Lipschitz continuous and C-strongly monotone, A: H ª 2 H * be G-
 .Lipschitz continuous, g, m: H ª H be Lipschitz continuous and g y m be
w .strongly monotone. Suppose there exist constants r ) 0 and h g 0, 1 such
that for all t G 0,
1r22 20 - 1 y 2 rC t q r C t F h y k y rG t , .  .  .
lim F t / `, lim G t / `, .  .
q qtª0 tª0
and
2 2’k s 2 1 y 2d q s q m q 2sm - h ,
 .where d is a strong monotonicity constant of g y m , and s and m are
 4Lipschitz constants of g and m, respecti¨ ely. Then, the iterati¨ e sequences x ,n
 4  4  4u , and ¨ generated by Algorithm 4.1 satisfy that x con¨erges to x*n n n
 4  4strongly in H, and u and ¨ con¨erge to u* and ¨* strongly in H*,n n
 .   ..  .respecti¨ ely, and x*, u*, ¨* is a solution of CGSNQVIP T , A; K x 2.2 .
Remark 4.2. The proof of Theorem 4.2 is similar to that of
Theorem 4.1.
THEOREM 4.3. Let K be a closed con¨ex subset of H, T : H ª 2 H * be
a-Lipschitz continuous and b-strongly monotone, A: H ª 2 H * be l-Lipschitz
continuous, g : H ª H be Lipschitz continuous and strongly monotone, and
 .m: H ª H be Lipschitz continuous. Suppose x*, u*, ¨* is a solution of
  ..  .  4  4CGSNQVIP T , A; K x 2.2 . Then, the iterati¨ e sequences x , u , andn n
 4  4¨ generated by Algorithm 4.1 satisfy that x con¨erges to x* strongly in H,n n
 4  4and u and ¨ con¨erge to u* and ¨* strongly in H*, respecti¨ ely, wheren n
2 2 2’b q l k y 1 b q l k y 1 y a y l k 2 y k .  .  .  . .
r y - ,2 2 2 2a y l a y l
2 2’b ) l 1 y k q a y l k 2 y k , l 1 y k - a , .  .  .  .
2’k s 2 1 y 2d q s q 2m - 1,
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d is a strong monotonicity constant of g, and s and m are Lipschitz constants
of g and m, respecti¨ ely.
 .   ..  .Proof. Since x*, u*, ¨* is a solution of CGSNQVIP T , A; K x 2.2 ,
we can easily see that
g x* g K x* , u* g T x* , ¨* g A x* , .  .  .  .
and
g x* s m x* q P g x* y rL u* y ¨* y m x* . .  .  .  .  . .K
By Lemma 2.3 and G-Lipschitz continuity of A, we have
P g y y rL u y ¨ y m y .  .  . .K n n n n
yP g x* y rL u* y ¨* y m x* .  .  . .K
F y y x* y g y y g x* q m y y m x* .  .  .  . .n n n
5 5q y y x* y rL u y u* q rl y y x* . 4.5 .  .n n n
Using a-Lipschitz continuity and b-strong monotonicity of T , we can get
2 22 2 5 5y y x* y rL u y u* F 1 y 2 rb q r a y y x* . 4.6 .  .n n n
w xBy the method of Noor 18 , the Lipschitz continuity of g and m, and the
strong monotonicity of g, we easily see that
y y x* y g y y g x* q m y y m x* .  .  .  . .n n n
2’ 5 5F 1 y 2d q s q m y y x* . 4.7 . . n
 .  .It follows from 4.5 ] 4.7 that
5 5x y x* s 1 y a x q a y y g y q m y q P g y .  .  .  .nq1 n n n n n n K n
y rL u y ¨ y m y .  . .n n n
y 1 y a x* q a x* y g x* q m x*  .  .  .n n
q P g x* y rL u* y ¨* y m x* .  .  . 4 .K
5 5 5F 1 y a x y x* q a 2 y y x* y g y y g x* .  .  . .n n n n n
5 5 5q m y y m x* q y y x* y rL u y u* .  .  .n n n
5 5q rl y y x* 4n
5 5 5 5F 1 y a x y x* q a k q t r q rl y y x* , 4 .  .n n n n
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2 2 2’  . ’where k s 2 1 y 2d q s q 2m and t r s 1 y 2br q a r . Hence
5 5 5 5 5 5x y x* F a x y x* q 1 y a u y y x* , .nq1 n n n n
 .where u s k q t r q rl.
Now we have to show that u - 1. For this, we assume that the minimum
2 2 2 1r2 .  .  .value of t r at r s bra with t r s 1 y b ra .
 .For r s r, k q t r q rl - 1 implies that k - 1 and
2 2’b ) l 1 y k q a y l k 2 y k . .  .  .
 .Thus, it follows that u s k q t r q rl - 1 for all r with
2 2 2’b q l k y 1 b q l k y 1 y a y l k 2 y k .  .  .  . .
r y - ,2 2 2 2a y l a y l
2 2’b ) l 1 y k q a y l k 2 y k , l 1 y k - a , .  .  .  .
and k - 1. Similarly, we can imply
5 5 5 5 5 5y y x* F 1 y b x y x* q b u y x* . . nn n n n
Therefore, we deduce
5 5 5 5 5 5x y x* F 1 y a x y x* q a u y y x* .nq1 n n n n
5 5 5 5F 1 y a x y x* q a u 1 y b q b u x y x* .  .n n n n n n
5 5F 1 y a q a u x y x* .n n n
n
5 5F 1 y 1 y u a x y x* . . j 0
js0
`
Since a diverges and 1 y u ) 0, we have j
js0
`
1 y 1 y u a s 0. . j
js0
 .  .Hence x ª x* strongly in H as n ª `. Since u g T y , ¨ g A y ,nq1 n n n n
 .  .u* g T x* , ¨* g A x* , T is a-Lipschitz continuous and A is l-Lipschitz
continuous, we imply
5 5 5 5 5 5u y u* F d9 T y , T x* F a y y x* F a x y x* .  . .n n n n
and
5 5 5 5 5 5¨ y ¨* F d9 A y , A x* F l y y x* F l x y x* . .  . .n n n n
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 4  4Hence, u and ¨ converge to u* and ¨* strongly in H*, respectively.n n
This completes the proof.
Remark 4.3. If both T and A are single valued mappings, a andns1
b s 0 for each n G 0, then Theorem 4.3 reduces to Theorem 3.1 of Siddiqin
w xand Ansari 15 .
THEOREM 4.4. Let K be a closed con¨ex subset of H, T : H ª 2 H * be
a-Lipschitz continuous and b-strongly monotone, A: H ª 2 H * be l-Lipschitz
 .continuous, g, m: H ª H be Lipschitz continuous, and g y m be strongly
 .   ..monotone. Suppose x*, u*, ¨* is a solution of CGSNQVIP T , A; K x
 .  4  4  42.2 . Then, the iterati¨ e sequences x , u , and ¨ generated by Algorithmn n n
 4  4  44.1 satisfy that x con¨erges to x* strongly in H, and u and ¨ con¨ergen n n
to u* and ¨* strongly in H*, respecti¨ ely, where
2 2 2’b q l k y 1 b q l k y 1 y a y l k 2 y k .  .  .  . .
r y - ,2 2 2 2a y l a y l
2 2’b ) l 1 y k q a y l k 2 y k , l 1 y k - a , .  .  .  .
2 2’k s 2 1 y 2d q s q m q 2sm - 1,
 .d is a strong monotonicity constant of g y m and s and m are Lipschitz
constants of g and m, respecti¨ ely.
Remark 4.4. The proof of Theorem 4.4 is similar to that of Theo-
rem 4.3.
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