Cascading chains of events are a salient feature of many real-world social, biological, and financial networks. In social networks, social reciprocity accounts for retaliations in gang interactions, proxy wars in nation-state conflicts, or Internet memes shared via social media. Neuron spikes stimulate or inhibit spike activity in other neurons. Stock market shocks can trigger a contagion of volatility throughout a financial network. In these and other examples, only individual events associated with network nodes are observed, usually without knowledge of the underlying dynamic relationships between nodes. This paper addresses the challenge of tracking how events within such networks stimulate or influence future events. The proposed approach is an online learning framework well-suited to streaming data, using a multivariate Hawkes point process model to encapsulate autoregressive features of observed events within the social network. Recent work on online learning in dynamic environments is leveraged not only to exploit the dynamics within the underlying network, but also to track the network structure as it evolves. Regret bounds and experimental results demonstrate that the proposed method performs nearly as well as an oracle or batch algorithm.
I. INTRODUCTION
In a variety of settings, we observe a series of events associated with a group of actors whose interactions trigger future events. The interactions between these actors can be modeled using a network. For example:
• Social networks: we observe events such as people meeting, corresponding, voting, or sharing information [1] , [2] , [3] , [4] , [5] ; • Biological neural networks: spiking action potentials can trigger or inhibit spikes in neighboring neurons according to time-varying functional networks [6] , [7] , [8] , [9] , [10] , [11] , [12] .
• Financial networks: stock market shocks can trigger jumps across the global network of financial instruments and indices [13] , [14] , [15] ; • Epidemiological networks: as a contagion spreads through a community, observations of symptoms in one person are strong predictors of future symptoms among that person's neighbors [16] ; and • Seismological networks: substantial seismic activity is often predicated by foreshocks and followed by aftershocks, with the epicenter of these shock events determined by the local geography and plate tectonics [17] , [18] , [19] . In all the above settings, the interactions between actors are critical to a fundamental understanding of the underlying network structure and accurate predictions of likely future events.
We can model these interactions between nodes using a network or graph, where directed edge weights correspond to the degree to which one node's activity stimulates activity in another node. For instance, the network structure may indicate who is influencing whom within a social network, or the connectivity of neurons. In these and other contexts the underlying network structure may be changing over time, for instance as people's relationships evolve or as a function of the activity in which the brain is engaged. In many cases, we are interested in both the rates at which different nodes or actors participate in events and the underlying network structure.
Our goal is to filter and track such processes. We present methods and associated theoretical performance bounds in two settings: (a) where the underlying network structure is known and (b) where the underlying network structure is unknown. Our approach incorporates concepts and tools from multivariate Hawkes models of point processes [20] , [21] , [22] and online convex optimization methods for dynamic environments [23] , [24] . In particular, the multivariate Hawkes process is akin to an autoregressive model for point processes, where events up to time t dictate the rate at which events are anticipated after time t.
Estimating the parameters associated with these processes is the subject of much current research, but existing methods typically assume that the underlying network parameters are static rather than changing with time, and require computationally-prohibitive batch processing algorithms. Specifically, there has been substantial work in estimating parameters of the system through methods which seek to estimate both the "parent event" of each event, and then use this information to learn the parameters of the influence function and/or the network [25] using either EM-type algorithms or Bayesian techniques [19] , [26] , [27] , [28] , [29] . The difficulty with using this approach in the online setting is that in order to accurately estimate parent events, we need a potentially large buffer of stored event times, and do processing that scales poorly with the number of previously observed events. The work closest to ours is [30] , which uses a Bayesian framework to learn the parameters of a discretized version of the Hawkes process, which is computationally more efficient with regards to the number of events observed. However, they still require at least mini-batches and having access to data more than once, which is not a truly streaming setting. Additionally, all of these methods require the data to exactly follow the Hawkes model, and have no guarantees for performance in the case of misspecified influence functions or generative model, whereas our results both theoretically and empirically offer protection against such model mismatch.
In the the cascading point process described above, we face several key challenges: (a) the underlying networks are dynamic, (b) we receive either a large volume of data or data that is streaming at a high velocity, necessitating sequential processing, and (c) we seek performance guarantees that are robust to model mismatch (i.e. perform well even when the data was not truly generated by the Hawkes model). Our proposed method will simultaneously track the time-varying rates at which events are expected and the underlying time-varying network structure. In contrast, most methods assume that the rates are a known, closed-form function of the observed data and the network structure, and focus solely on estimating the network; we will see that this approach is more fragile with respect to modeling errors. Additionally, due to the streaming nature of our algorithms, we are in a regime where we can easily do forecasting, which is valuable for the financial, epidemiological, seismological and other networks. Our algorithms create an estimate of the process rates at every time before seeing the actual events at that time. Therefore, the online framework allows us to do one step ahead forecasting. This would be much harder to do using previous methods which learn networks in Hawkes processes, because to do prediction all the previous data would have to be processed, which is computationally intensive, and then projected forward to new time points. These methods would either have to be run at every time point, which is computationally infeasible, or would only be run a few times and not be able to track short term changes in the network.
The remainder of the paper is organized as follows: Section II introduces the basics of the Hawkes process and a mathematical description of our learning objective. Section III covers some of the basics for online learning with dynamics in a general setting for generic loss functions. Section IV then describes the time discretized loss function and dynamical model which corresponds to the Hawkes process which are needed for our online learning framework. Section V introduces our two proposed online algorithms for tracking these processes, one which assumes the network is known and one which attempts to learn both the time varying-rates as well as the network simultaneously. Section VI has a brief discussion on the computational complexity of the methods. Finally Section VII shows how our methods perform in practice on synthetic data both when the generative model is known and when it is misspecified, as well as experiments performed on the Memetracker data set. Proofs and a notation legend are placed in the appendix.
II. PROBLEM FORMULATION
We monitor p actors in a network, and record the identities of the actor and time of each event. An actor and event may represent a person "liking" a photo or article shared by another person in a social network, a neuron firing in the brain, or the incidence of disease. That is, we observe a time series of the form {(k n , τ n )} n , where k n ∈ {1, 2, ..., p} is the actor involved in the n th event and τ n ∈ R + is the time at which it occurs. With each new event, we wish to accurately predict which future events are most likely in the immediate future and the underlying network of influence. We define τ 0 0.
We wish to track the time-varying likelihood of each of the p actors acting. To do so, we adopt a multivariate Hawkes process model [20] , [21] , [22] and track the parameters of this model over time. In particular, for each actor k we have a point process with time-varying rate function µ k (τ ). Let N k,τ denote the number of recorded events for actor k up to and including time τ , and let N τ p k=1 N k,τ denote the total number of events (across all actors) up to and including time τ . The likelihood of actor k participating in an event between times t 1 and t 2 is controlled by the integral τ2 τ1 µ k (τ )dτ . More formally, the collection of all observed events up to time T can be denoted
. The log likelihood of observing H T given the p rate functions µ k (t) for k ∈ {1, .., , p} is then [31] log p(
Thus far, everything explained is common to a wide class of point processes. The multivariate Hawkes processes considered in this paper are essentially an autoregressive point process, where each rate function µ k (τ ) depends on the history of past events, H τ . In particular, a multivariate Hawkes process assumes the rate functions can each be expressed as
Hereμ k is a baseline rate representing the nonzero likelihood of actor k acting even without having been influenced by any previous actions, withμ [μ 1 , ...,μ p ] . Furthermore, we have p 2 functions of the form h k1,k2 (τ ) which describe how events associated with actor k 2 will impact the likelihood of events associated with actor k 1 . In order to assure causality we assume h k1,k2 (τ ) = 0 if τ ≤ 0 for all k 1 , k 2 ∈ {1, ..., p}. These functions depend on the underlying network connectivity; if actors k 1 and k 2 are unconnected, the corresponding function h k1,k2 should be identically zero for all τ . One of the main challenges in statistical estimation for multivariate Hawkes processes is the estimation of these p 2 functions. In general, this problem is highly underdetermined and challenging. Recent work has attempted to mitigate these challenges using low-rank and sparse models [31] , [32] , [33] . In this paper, we make the common (cf. [5] , [34] ) simplifying assumption that these interactions all have the same functional form but different (and often zero-valued) amplitudes, so that
where h(τ ) is known but the amplitude matrix W = [W k1,k2 ] k1,k2∈{1,..,p} may be unknown. We will refer to h(τ ) as the influence function, as it depicts how an action's influence on an actor will vary in time.
The matrix W indicates the strength of influence between actors; from a graph theory perspective, W acts like the weighted adjacency matrix of a graph representation of the network. Our goal is to obtain an estimate for µ(t) as it evolves and to infer W online from streaming network data. Furthermore, we seek methods with performance guarantees that hold even when the observed data is not generated strictly in accordance with the above Hawkes model. That is, while we use the Hawkes model to measure how well estimates fit the data, we recognize that the model will never be perfectly accurate (e.g., we may have errors in our estimate of the influence function h(τ ) or the linear model in (2) may not reflect nonlinearities present in real data) and wish performance guarantees even in the face of these uncertainties. The proposed method is an application of online optimization in dynamic environments, which requires a loss function and a dynamical model. On the highest level, the method takes a current estimate of the rate and then slightly adjusts it based on the most recently observed data. In classical online learning settings, this innovation step is based solely on gradient of the chosen loss function, which will be related to the negative log-likelihood of the Hawkes process. Our approach adds a second main step of the algorithm, which is to then update the rate by incorporating the Hawkes dynamical model that certain nodes in the system will stimulate actions from other nodes.
III. ONLINE LEARNING
As described above, we wish to estimate the rate functions µ k (τ ) for k = 1, . . . , p and the corresponding likelihood of future events, based solely on previous events and the (possibly learned) network structure. In this section, we describe several key ideas from the field of online learning which we will leverage in our problem. First we describe the traditional online learning paradigm, then we describe methods which incorporate dynamical models into the learning process, which allow one to adapt to a time varying environment.
A. Online Learning in non-Dynamic Environments
Online learning techniques are generally based on the following paradigm: at every time point t we make a prediction, receive some data, and then do a few computationally inexpensive calculations to improve our previous prediction. In the setting of autoregressive event tracking, this means we would have an estimate about each actor's likelihood of acting and then see who does act. Using the previous prediction, the current action, and information about the network itself, we update our belief of who is most likely to act next. Unlike traditional online learning techniques, there are strong dynamics involved in the evolution of the system that must be incorporated.
More formally, a generic version of an online method proceeds as follows. We let X denote the domain of our observations, and Λ denote a bounded, closed, convex feasible set of the parameter of interest. Given sequentially arriving observations x ∈ X ∞ , we wish to construct a sequence of predictionŝ λ = (λ 1 ,λ 2 , . . .) ∈ Λ ∞ , whereλ t may depend only on the currently available observations x t−1 = (x 1 , . . . , x t−1 ). The problem is posed as a repeated sequence of predictions given by a Learner and the truth being revealed by an oblivious (non-adaptive) Environment. At time t, the Learner computes a prediction,λ t and the Environment generates the observation x t . The Learner then experiences the loss t (λ t ), where t (·) is a convex cost function measuring the accuracy of the predictionλ t with respect to the data x t . The task facing the Learner is to create a new predictionλ t+1 based on the previous prediction and the new observation, with the goal of minimizing loss at the next time step.
We characterize the efficacy of λ T (λ 1 ,λ 2 , . . . ,λ T ) ∈ Λ T relative to a comparator sequence λ T (λ 1 , λ 2 , . . . , λ T ) ∈ Λ T as follows:
The comparator series can be thought of as the predictions from either an oracle with knowledge of future data or a batch algorithm with access to all the data. Therefore, the regret characterizes the amount of excess loss suffered from the online algorithm. Previous work proposed algorithms which yielded regret of O( √ T ) for static comparators λ t , where λ t = λ for all t (cf. [35] , [36] , [37] ). Basically, these methods can only perform well if the comparator is a single point or changes either very slowly or very infrequently. It is this characteristic that causes most existing methods to be poorly-suited to the autoregressive nature of interactions within a network.
B. Online Learning in Dynamic Environments
More recent work has explored the impact of dynamical models within the context of online learning (cf. [38] , [23] ). In particular, the Dynamic Mirror Descent method proposed in [23] incorporates a known dynamical model into online learning, leading to significant improvements in performance in dynamic environments. In the context of multivariate Hawkes processes, a known dynamical model amounts to knowing the exact weighted adjacency structure of the network. In many practical contexts the network structure may be unavailable and will need to be estimated simultaneously with the rates. This will be discussed further in Section V-B Before defining an optimization routine specifically for multivariate Hawkes data, we briefly describe a simplified version of the Dynamic Mirror Descent (DMD) method [24] . Let Φ t : Λ × W → Λ denote a sequence of known dynamical models that takes as input a value in our decision space and some side information, and setλ
where η t is a step size parameter which controls how far we should step in the direction of the new data. By including Φ t in the process, we effectively search for a predictor which (a) attempts to minimize the loss and (b) which is close toλ t+1 under the transformation of Φ t with side information W . In our setting W will correspond to the known or estimated values of the network. This is similar to a stochastic filter which alternates between using a dynamical model to update the "state", and then uses this state to perform the filtering action. However, we make no assumptions about Φ t 's relationship to the true underlying parameters. It has been shown, under mild conditions on the sequence {Φ t } t>0 , that the regret of this algorithm obeys the following:
for some C > 0 independent of T . This bound scales with the comparator sequence's deviation from the sequence of dynamical models {Φ t } t>0 -a stark contrast to previous tracking regret bounds which are only sublinear in T for comparators which change slowly with time or at a small number of distinct time instances. In order to use this framework to learn the rates and network of a Hawkes process we need to derive two key ingredients, the loss function and the dynamical model to be used in Equations 4a and 4b. These ingredients will take us from the general setup presented in this section, to the specific application being studied. These functions will be derived in the next section. Once these have been derived, we can use and expand upon the existing theory for online learning, and finally present a method to learn the rates and the underlying network simultaneously.
IV. LOSS FUNCTION AND DYNAMIC MODEL
In order to analyze and make estimates of our point process network data, we use the Hawkes model described in Section II to define a loss function, dynamical models, and other ingredients of the online learning framework described in Section III.
A. Time discretized loss function
We discretize time into intervals of length δ > 0, where δ is small enough that it is very infrequent that the same actor acts multiple times in the same time window. (For simplicity, we assume the total sensing time, T , is selected such that T /δ is an integer.) We let t = 1, 2, . . . , T /δ index these intervals, and note N k,tδ is the number of events observed in the k th process (i.e. by the k th actor) up to the end of the t th interval, ((t − 1)δ, tδ], with N k,0 0.
The value x t,k = N k,tδ − N k,t(δ−1) denotes how many times actor k acted during the t th interval, which will mostly be either zero or one for an appropriately chosen δ. The vector x t [x t,1 , ..., x t,p ] will be our data vector at each time point. Using the negative log likelihood of the Hawkes process up to time δt, we can formulate appropriate loss functions to apply to an online setting. We introduce an approximation of the time varying rate function in the Hawkes process, λ t = [λ t,1 , ..., λ t,p ] ∈ R p + . To do this we define a new set of times {τ n } n which are the ends of the discrete time intervals that the events occur. These times are defined byτ n = τn δ δ. Here and for the rest of the paper, we denote the summation over a set of events {n :τ n < δt} by simply saying we sum overτ n < δt.
Equation 5 acts the same way as the original Hawkes process, but we do not immediately update the rates with the events as they occur but instead push them to integer multiples of δ. Notice that although we wait untilτ n to include the event in the rate, we update it with the full knowledge of when the event actually occurred i.e. we use h(τ − τ n ) instead of h(τ −τ n ). Equation 5 suggests a loss function with analogous changes to the original, continuous time log likelihood. We define L T (µ) to be the negative log likelihood of the Hawkes process at time T , and L
(δ)
T (λ) to be the discrete time equivalent.
This new loss function is based on replacing the integral term with a summation and replacing µ kn (τ n ) with λ kn,τn/δ . Both of these substitutions become closer to the truth as δ → 0. In Lemma 1 we characterize the difference between the two functions.
and data with a maximum activity rate of x max events per actor per unit time, the negative log likelihood of the true Hawkes Process, given in Equation 1, and the approximate negative log likelihood for the discrete time rate, given in Equation 6 , both generated by the same matrix W and vectorμ with all elements 0 ≤ W i,j ≤ W max and 0 ≤ µ min ≤ µ i < ∞ respectively, there exists a constant C > 0 depending on x max , p, W max , µ min and α such that
For a general influence function h(τ ) which is Lipschitz on (0, T ], a similar proof gives a slightly higher bound of C(T N T δ + N T log(1 + N T δ)). As we focus mostly on h(τ ) = α τ 1 [τ >0] , we show the bound for this specific function.
This Lemma says that if δ is set small enough, the discrete approximation can be used in a learning algorithm, without many errors coming from the discretization approximation. However, the smaller δ is the more frequently the rates will have to be updated, leading to a higher computational burden.
Thus the approximation justifies the proposed method using the instantaneous loss function:
Here and for the remainder of the paper, log and exp of a vector are assumed to be taken element-wise. Notice that L (δ)
T (λ) = T /δ t=1 t (λ t ) + x t , log δ , and thus the total cumulative loss is summation of instantaneous losses and a term which is independent of the rate estimate.
B. Dynamical models
In order to use the DMD framework, we model the autoregressive nature of the Hawkes process using a series of data-dependent dynamical models, Φ t , which update a rate parameter λ given a weighted adjacency matrix W and the previously observed data H t . We can model this dependence using the dynamical model
for λ, y t , c t ∈ R p , A t ∈ R p×p , and W ∈ R p×p + . If we let A t = βI for some β ∈ (0, 1), where I is the identity matrix, it suggests that our dynamical model causes the rates in λ to decay at a rate depending on β in the absence of other effects. The term W y t allows us to model autoregressive effects. In particular, the matrix W could correspond to a weighted adjacency matrix associated with the network of interest, and y t could contain information about previous events as specified below. More generally, we might replace the term W y t with m−1 r=0 W y t−r for an m th -order process if we thought there should be some latency in the response times for pairs of actors.
Recall that the influence functions h(τ ) describe how the causal influence between actors varies over time. Dynamical models for various forms of h(τ ) can be developed for the time discretized multivariate Hawkes process described in Equation 5 . First, a general function h(τ ) is considered, with some mild assumptions, and then is used to derive models for some specific choices of h(τ ).
• General influence functions: We assume h(τ ) is a continuous, non-negative function on τ > 0.
Additionally, we assume there is a B such that h(τ ) > 0 for 0 < τ ≤ B and h(τ ) = 0 otherwise. Finally, let e kn ∈ R p be a vector of all zeros, with a single 1 in the k th n entry indicating the actor involved in the n th action. Then we derive the following dynamical model:
In the above we have used the following values a t,n , A t and y t :
Thus, we have the dynamics in the desired form.
Notice that in general A t may be a function of W .
• Rectangular influence functions: Using the above framework, dynamical models can be worked out for the specific instance when h(τ ) = 1 [0<τ <B] for some positive B > δ. We first show the values a t,n .
This leads to the following form of A t,k .
Notice that the elements of A t , are the weighted ratio of how many events influence the current rate compared to how many events influence the rate at the previous time point. Importantly, notice that A t,k ≤ 1.
• Exponential influence functions: Here we consider influence functions of the form
for α ∈ (0, 1). We then have
• Delayed exponential influence functions: The exponential decay might be a reasonable influence function, however reactions might not always be able to take place immediately. To model this we
for some positive delay D ≥ δ. In this scenario, a similar dynamical model can be derived as with the exponential decay, but with slight change in the additive W y t term:
This takes the same basic form as the non-delayed exponential, but with a slightly different term y t instead of y t . Also, notice that when D is equal to δ these equations become equivalent to the Observe x t and incur loss t (λ t ) = 1, δλ t − x t , log(δλ t )
4:
Set λ t+1 = Φ t (λ t+1 , W ) 6: end for non-delayed version, suggesting that the time discretization is creating estimation error on the order of a slight delay in the influence function. In the general setting, the dynamical model is written in the form
for some linear operator A t , a vector y t which is a known function of h and previously observed data, and a known constant c t . In the following, we assume a generic dynamical model of the form (8) .
The first method we present will depend on the ease of computation of the matrix A t , and if many observations need to be held in memory to compute A t , then the method could be quite slow. However, if the influence function is the exponential decay or the delayed exponential decay, then A t is constant in time thus we only need to compute it once. Another important feature of both the exponential decay and delayed exponential decay functions is that the linear operator A t does not depend on the values of the matrix W . It is this separation that will allow simultaneously estimation of the rates, λ and the values of W .
V. PROPOSED ALGORITHMS
Our main contribution is to propose two algorithms, depending on whether or not the weighted adjacency matrix W is known, and we show relevant regret bounds for both.
A. Proposed algorithm -W Known
We first present Algorithm 1, a method for tracking the rate vector λ t from streaming observations x t for t = 1, 2, ...T /δ. The basic idea is the following: at time t we start with the current rate estimate λ t . We then observe x t and incur the loss t (λ t ). Based on this incurred loss, we update our previous prediction in the valueλ t+1 , which can be thought of as an a posteriori estimate of the rate at time t, given all the data up to and including t. From here, we make our prediction of the rate at the next time by applying our dynamic model, Φ t .
Algorithm 1 admits the following result, which bounds the amount of excess error of the output sequence generated by the algorithm compared to any comparator sequence. The proof of Theorem 1 assumes that the decision space Λ [λ min , λ max ] p for some λ min > 0 and λ max < ∞ and that there's a maximum amount of times any actor can act per unit time, denoted by x max and therefore every element of the data vector takes values in the range [0, δx max ]. We also assume the sequence of dynamical models is contractive with respect to a given Bregman divergence. We say that a dynamical model, Φ t is contractive with respect to the Bregman divergence D * on the set Λ if for any λ 1 , λ 2 ∈ Λ we have:
This is a condition which works to ensure some amount of stability in the output sequence by preventing small estimation errors at any one time step from getting worse and worse as the algorithm continues. Lemma 2 proves sufficient conditions on the function Φ t to ensure that it is contractive with respect to the needed Bregman divergence.
Lemma 2. If the dynamical model Φ t (λ, W ) = A t λ+b t , where A t is a diagonal matrix with all elements in the range [0, 1] for all t and b t 0, then Φ t is contractive with respect to the Bregman divergence induced by the function λ, log λ − 1, λ on Λ = [λ min , λ max ] p .
All the dynamical models we have proposed satisfy the conditions that A t is diagonal. Additionally, b t 0 as long as all elements of W andμ are non-negative and h(t) ≥ 0. The most restrictive assumption that this lemma makes is that the elements of A t are upper bounded by one, which is true if h(t) is non-increasing after the initial impulse.
Theorem 1 (Tracking regret of Algorithm 1). Using a sequence of contractive dynamical models Φ t (λ, W ) for all t, if we choose η t proportional to either 1/ √ t or 1/ T /δ, then there exists a constant C > 0 depending on δ, p, x max , λ max and λ min such that the regret of λ 1 , λ 2 , ..., λ T /δ generated by Algorithm 1 for any data sequence x 1 , x 2 , ..., x T /δ ∈ [0, x max ] p with respect to a comparator sequence
This algorithm takes as input known parameters h(τ ), W andμ. With these known parameters and the data stream, one could simply calculate the rate at any given time directly by using Equation 5 . This would be equivalent to Algorithm 1 with parameter η t = 0. However, this strategy would be very fragile and susceptible to model mismatch. For instance, if the true influence function h(τ ) has a shorter support in time than the estimate we use for direct calculations, then the predicted rates will depend on events too far in the past and will consistently over estimate the likelihood of events happening. In contrast, by adapting our estimate of λ t with a non-zero η t and dynamical models, we can mitigate this effect, thus incurring lower overall loss. Therefore we have gained robustness to model mismatch by not simply using a direct calculation method. These effects are demonstrated by a few important details of the regret bound. The first is that if the complexity measure of the comparator sequence relative to the dynamics Φ t is low, then the algorithm has √ T regret, which is sublinear as desired. Secondly, no assumptions have been made about how the comparator sequence λ was actually generated. Instead we simply measure how well the comparator is approximated by a Hawkes process with dynamics dictated by Φ t .
Therefore, if the true process acts like a Hawkes process, there will be low regret, but if the sequence is not generated this way or is generated as a Hawkes process with different parameters such as a different W matrix, or a different influence function, we have an understanding about how much this will influence the performance of the algorithm.
B. Proposed algorithm -W Unknown
When the influence function h(t) was a decaying exponential function, the dynamical model used had the form Φ t (λ, W ) = A t λ + W y t + (I − A t )μ, where A t = α δ I was independent of the value of W . This fact paired with the additional assumption that the solution to line 4 of Algorithm 1 is a point on the interior of Λ, allows for a method of tracking both the rates λ 1 , .., λ T as well as the matrix W . We denote λ W t as the estimate at time t of Algorithm 1 using matrix W in line 5. When the solutionλ t+1 is on the interior of the set Λ, the value of λ W t+1 takes the form:
It is this closed form solution that leads to Lemma 3. It would seem that the assumption thatλ t+1 ∈ Int(Λ) would be very restrictive. However, under very mild assumptions this will be true. For instance, since we are already assuming that there is a maximum amount of times any actor can act per unit time of x max , setting λ max ≥ x max , insures the conditionλ t+1 ≤ λ max . Therefore, our space Λ would be a bounded region, but the solution of line 4 would always be on the interior of this feasible set under the same assumptions as Theorem 1.
Lemma 3. If Algorithm 1 is run separately for W 1 and W 2 producing estimates λ W1 t and λ W2 t respectively at time t, with the dynamical model Φ t (λ, W ) = α δ λ + W y t + (1 − α δ )μ, and assuming that the valuẽ λ t+1 is always in the interior of Λ, then at any given point in time the predictions of the algorithms corresponding to W 1 and W 2 will be related in the following way:
Remark 1. In this section, we assume we still have knowledge ofμ and are trying to learn the time varying rates, λ t , and the network structure, W . However, the exact same algorithm and analysis could be used to learnμ using the following technique. Consider appendingμ as an extra column of the matrix W and also appending 1 − α δ to the y vector. This would have a corresponding change in the dynamical model
Using this form and the technique of Lemma 3 we could simultaneously learn W andμ, but for clarity of exposition we focus solely on learning W .
Using this lemma, the losses that would have been incurred with a different weighted adjacency matrix W can be calculated and used to update W t using gradient descent, yielding W t+1 , as described in Algorithm 2. To do this, a convex feasible set of influence matrices, denoted W, must be defined. For instance, we might consider families of sparse W
or even W with partially known support (i.e., prior knowledge of a subset of the elements of W that are zero-valued). First, the prediction λ t+1 is updated using the previous estimate of the network, W t . Then the estimate of W is updated, and the transformation described in Lemma 3 is applied. The next result establishes tracking regret bounds for Algorithm 2:
Theorem 2 (Tracking regret of Algorithm 2). Let Φ t (λ, W ) = α δ λ+W y t +(1−α δ )μ with 0 < α < 1 for all W and t = 1, 2, . . . , T /δ. Additionally, let the sequence λ 1 , λ 2 , ..., λ T be the output of Algorithm 2, and let λ 1 , λ 2 , ..., λ T be an arbitrary sequence in [λ min , λ max ] p . If we set η t and ρ t both proportional
Observe x t and incur loss t ( λ t ) = 1, δ λ t − x t , log δ λ t 4:
Define y t τn=δt e kn h(δ(t + 1) − τ n ) 6 :
This theorem is proved in Appendix G. This bound says that using Algorithm 2 achieves an average per-round loss which is nearly as low as what would have been achieved with access to all data to choose the optimal time-varying rate vectors with a batch method. The gap between the losses of the proposed method and the losses accrued with a batch method scale with how closely the batch output (i.e., comparator sequence) follows the dynamical model associated with the best estimate of the network structure as encapsulated by W . For instance, imagine that there existed a true, fixed W representing a network, and an oracle used this W to estimate a sequence of rate vectors which followed the model in (8) exactly and, subject to that constraint, minimized the sum of losses. For that oracle, the variation
Clearly such an estimator is not practical because we do not know W and are operating in an online setting. Despite these disadvantages, the difference of the average per-round losses of Algorithm 2 and the oracle estimator scales like 1/ √ T , so that as T → ∞, the performance gap between the two methods vanishes.
These bounds do not rely on any assumptions about the data actually being generated by a multivariate Hawkes process or even being stochastic (which would be a fallacy in any real-world application). Rather, the ideas underlying the multivariate Hawkes model are used to generate a loss function and dynamical model. These values are used to characterize how well our methods perform tracking in an online setting relative to how well any other method might perform on the same set of observations. Further, the comparator sequence against which performance is measured might be computed in batch (rather than online) or using significantly more computational and memory resources than are required by Algorithm 2.
The intuition behind why this method is robust to model mismatch can be seen in the algorithm itself and in the regret bound. Notice in line 4 of the algorithm, we are directly adjusting our estimate of the rate, prior to adjusting the network weights. Because we are adjusting not only our estimate of the network weights and directly calculating the resulting rate, our sequence of estimates is allowed to deviate from a pure Hawkes process. This amount of deviation can allow us to be more flexible to combat the errors due to model mismatch. Additionally, the form of the regret bound tells us that the method will perform competitively against any set of comparators that nearly follows the dynamical model. Therefore if the generative model is similar, although not exactly a Hawkes process, then this variation term will still be low, and result in low overall loss. To see how Algorithm 2 adds robustness to the estimation of W , consider two contrasting approaches. In the first, which is detailed in Appendix H and considered in our experimental results, we estimate W by performing online gradient descent on W with a loss function corresponding to the Hawkes negative log likelihood (which may contain incorrectly estimated model parameters). In the second approach, corresponding to Algorithm 2, we again estimate W via online gradient descent, but this time with a loss function based the accuracy of predictions from Algorithm 1. While Algorithm 1 may also depend on incorrectly estimated model parameters, it is much more robust to model mismatch than simply using the Hawkes generative model as in the first approach. This robustness is thus inherited by Algorithm 1.
VI. COMPUTATIONAL COMPLEXITY
One important feature of the proposed method is the low computational cost per iteration. Algorithm 2 performs the tasks of estimating both the current intensity λ t ∈ R p and the network relationships W t ∈ R p×p + . A brief examination of lines 3 -6 of the algorithm shows mostly vector operations on length p vectors, requiring O(p) operations. The main computational burden of the algorithm comes in line 7, with the matrix multiplications requiring O(p 2 ) operations and in line 8 projecting onto the space W. Without the projection step, this leaves the algorithm at an overall complexity of O(p 2 ) to estimate p 2 + p values. Depending on the space W, the algorithm may be slower. For instance, a reasonable space would be the space of matrices with a bounded nuclear norm, which requires computing a singular value decomposition at each step requiring O(p 3 ) operations. Projecting onto other spaces, such as an 1 ball with some radius, would only require O(p 2 ) operations, maintaining our baseline complexity.
VII. EXPERIMENTAL RESULTS
In this section we present several experiments to demonstrate salient features of the proposed algorithms. We first focus on the scenario where the network influence matrix, W , is known. In this scenario the important observation is that our method is more robust to model mismatch than just calculating the rate directly from the observations, assumed influence function and matrix W . The next set of experiments demonstrates Algorithm 2 for unknown W on synthetic data and demonstrates how it can be used to learn both rates and the network of interest. Finally, we use Algorithm 2 to analyze six months of Memetracker data corresponding to posts by a selection of well known news websites to try to determine what relationships exist amongst these organizations.
Throughout this section, we compare our method to the classical online learning algorithm Online Gradient Descent (OGD) used to learn the network W . This method is described formally in Appendix H. One alternative algorithm to learn the network would be to simply count all the times one process has an event immediately after another process had an event, with larger counts corresponding to larger influence. OGD uses a current estimate of the network, and then uses the loss function and the assumed influence function, to update the network estimate in the direction of the most recent data point. Therefore the estimate is a weighted average of previously seen data, with more weight put on more recent data. In this way OGD is basically the same as the counting process but with more information put into the system. We compare against this method and show in several ways that our method performs comparatively Tracking the rate instead of just calculating it from known network values and the assumed influence function leads to better overall performance. The error bars on the left side of (a) may be overlapping, but if we look at the difference of individual trials we can see that the learning the rates gives consistently better performance than direct calculation on a per trial basis. The plot in (c) shows the percentile information of the difference between direct calculation and Algorithm 1, showing that our method adds robustness to the estimation procedure in over 95% of the cases across time and data realizations.
when both methods know the correct influence function, but our method performs better when model information is misspecified. One challenge of online methods is the tuning of the step-size parameters, in our case η and ρ. In all of our experiments, we measure the effectiveness of step-size candidates based solely on accumulated loss on a small subset of the data. For instance, given a new dataset, we could run the method several times on the first 5% of the data with a range of step-size parameters, observe the total accumulated loss, and choose the parameters which minimize the loss over that time empirically. The basic setup of online learning protects us from over-fitting because setting step-sizes too large would push our estimates very close to the immediately preceding observation, which would cause large loss on the next observation. Conversely, very small step-sizes would not adapt or learn the parameters at all, also causing high accumulated loss.
Throughout this section we plot several curves of interest to demonstrate the efficacy of our methods. The first metric is cumulative loss as defined at time t as t τ =1 t (λ t ), for an estimator λ t . This value will be plotted for values of t = 1 to T . Additionally, we plot a moving average curve of instantaneous loss, defined at time t as δ D D/δ−1 i=0 t−i (λ t−i ), for a time window of width D. This curve gives an idea of the instantaneous loss, while not being so susceptible to noise as to be indecipherable.
A. Model mismatch, W known
For the first experiment, data points were generated in a two-actor network (p = 2), with W an identity matrix scaled by 3/4, the influence function h(t) = e −t 1 [t>0] andμ was [. 005 .005] for a time horizon of 20000, using the method of [34] . The data was then processed in several ways. The first was to calculate the discrete time rates using an incorrect influence function,h(t) = (2e) −t 1 [t>0] , without doing any learning. In other words, a rate is estimated by plugging observed event times into Equation 5 using the assumed W ,h(·), andμ. We will call this method direct calculation. However, we expect suboptimal performance due to the fact thath(t) = h(t). This method is compared to the output of Algorithm 1 with the same, incorrecth(t) function, with δ = 0.1 and η t = 10/ T /δ, to show that robustness to model mismatch has been added. This overall setup was run separately on 100 different data realization, and the results are shown in Figure 1 . Another experiment was run on the same data, generated using h(t) = e −t 1 [t>0] , and the same true W matrix, but this time the influence function used to estimate the rates wash(t) = 1 [0<t<5] and all other parameters are kept the same. These results are shown in Figure 2 . Again, learning the rates instead of performing direct calculations using an incorrect influence function has added more robustness to model mismatch. In both Figures 1 and 2 plots (a) and (b) show that the proposed method accrues less loss on average than the direct calculation and is much closer to the loss incurred by the true rate. The plots (c) show that the difference between the loss incurred by direct calculation is not only higher on average than our method, but also is higher in almost every individual case, as the 5th percentile of the difference between direct calculation and our method is above zero.
B. Learning W
In the next set of experiments, the ability of Algorithm 2 to learn the network structure and rates from just event timing data is tested. Networks of 100 actors (p = 100) is used with a true underlying network Finally, each matrix was normalized such that it had a maximum singular value of 0.8 for stability. 100 such networks were generated, and one data realization was created for each network with a time horizon of T = 100000. The value ofμ was uniformly generated on [0.001, .01] p , and the influence function used was h(t) = e −t 1 [t>0] and δ = .01. Algorithm 2 was then run with η t = 10/ T /δ and ρ = .01/ T /δ. Additionally, the estimates of the network were regularized with the element-wise 1 norm with regularization parameter .001 to encourage sparsity in the estimated networks. Figure 4 shows the results for Algorithm 1 where the value of W used was the generating value, and where W was all 0s. We compare these two to the result of Algorithm 2 and estimating W using OGD with step size ρ t , averaged over 100 data realizations. The important feature of Figure 4 is that the results of Algorithm 2 start poorly when the estimate of W is bad, but as more and more data are revealed, the loss approaches the loss of the algorithm with full knowledge of the true matrix W as predicted by Theorem 2. Additionally, the performance of Algorithm 2 very closely mirrors the performance of using OGD to estimate W directly and using that to get an estimate of the instantaneous rate using Equation 5 . This shows again that in the case where the influence function is known precisely, little is lost by tracking both rates and the network. Figure 4 , plot (b), shows that the OGD algorithm almost always is incurring less loss than our method, but the gap is relatively small, on the order of 10 −3 averaged over 500 time units.
Using the same set of event times, another set of trials was run, this time using a mismatched influence functionh(t) = .9 t 1 [t>0] , and otherwise all the same parameters. The results of these trials are shown in Figure 5 . In these results, the performance is not as accurate as when the ground truth influence function was known, but Algorithm 2 steadily outperforms directly estimating W using OGD, again demonstrating that our method has added robustness to poorly specified parameters. This time Figure 5 (b) shows that our method almost always is out-performing OGD, with an average gain on the order of 10 −1 , thus the amount we have lost when the influence function is known is much less than the amount we have gained in the case of model mismatch.
Additionally, how well the networks have been estimated can be examined, both with the correct and incorrect influence function. The final estimates of the networks for one data realization are shown in Figure 6 . The estimates recover the block diagonal nature of the true network. When the influence function is known correctly these structures are more pronounced, and the networks produced by Algorithm 2 and OGD on W are very similar. However, when the influence function is misspecified, our method still recovers the strong clusters in the network whereas directly performing OGD on W does not as obviously reveal the structure. We also observe how well the significant elements of the network are recovered by setting various thresholds and declaring all elements of the estimate above this threshold as significant relationships in the network. These relationships are then compared with the true, non-zero elements of the network to generate ROC curves for each method. This curve is computed both for the full W matrix and just the largest 10% elements of W as baselines. We choose to also focus on these largest edge weights as they represent the most important influences in the network. These ROCs are shown in Figure 7 , which show our method's increased ability to find the important relations in the network compared to OGD.
As a final test of how well we are learning the matrix W , instantaneous estimates, W t , are used to compute the total loss of the entire data using this matrix as in Equation 6 . As more data are revealed, each estimate is produced with an increasing amount of training data and then tested on the full data set. Each estimate approaches the cumulative loss of directly calculating the rates with the true matrix W . These batch losses were all calculated using the true influence function, and are shown in Figure  8 . Our online method is decreasing the overall loss and approaches the same performance of knowing the true network. Additionally, the estimation with the generative influence function is very similar for Algorithm 2 and OGD on W , but our method performs better than OGD when the influence function is misspecified.
C. Memetracker Data
For the final set of experiments, we used the raw phrases Memetracker [39] data set (http://www.memetracker.org/data.html) and extracted every post from websites analyzed by the authors as reporting a high percentage of important news (http://www.memetracker.org/lag.html). These 217 distinct websites made up our network of interest. We extracted the posts from these websites for a six month The first trial experiment was to compare the performance of our online algorithm, to the estimator created using a batch estimate, in both predictive performance and computational speed. In order to do this the first 100,000 event times were used and SpaRSA [40] was used to find the matrix W which minimized the time averaged empirical loss plus an 1 regularization term, using α = .99 and a constantμ = 2×10 −5 , with regularization parameter equal to 1 × 10 −3 . SpaRSA was run for a total of 60 outer iterations, with a line search inner step which performed 15 function evaluations in an inner loop. Algorithm 2 was run with the same 1 regularization parameter, and step-sizes η t = . Each function evaluation in the batch setting took approximately 1.51 seconds and every gradient evaluation about 57.13 seconds, for an overall run time of approximately 80 minutes. In comparison the entire online method took 398.94 seconds due to only having to compute instantaneous losses with respect to a single second's worth of events, and only passing over each event one time. The experiments were performed using MATLAB 2015a on a laptop running Mac OSX v10.10.5 with an Intel i7 2.5 GHz processor with 16 GB of memory. Therefore the online method took only 8.3% of the time as the computationally intensive batch method.
The comparison of the results of the experiment using our method and the batch method are show in Figure 9 . Both the cumulative loss and moving average loss plots depict the predictive power of the online algorithm starting poorly, in relation to the batch estimate, but as more data are revealed the online As more data are revealed each method's performance improves. When the influence function is known precisely our method and OGD on W both perform well. When the influence function is misspecified our method outperforms OGD.
algorithm approaches the performance of the batch estimate using only a fraction of the computational time. This is especially apparent in the moving average plot, which shows the initial performance of the online algorithm being close to assuming that there was no influence in the system (W = 0) and by the end of the trial, only have a small difference from the batch estimate. Algorithm 2 was then run on the entire six months of data to learn influences within the network and validated with the delays discovered in the lag time of stories being reported. Running a batch method on this much data would be computationally intractable due to the poor time scaling of calculating the loss and gradient with increasing numbers of events. We used the data from the first half of the first month as a test set to tune parameters and found that α = .995, η = 6.1 × 10 −4 =, ρ = 6.1 × 10 −10 andμ = 2 × 10 −5 accumulated relatively low loss. Using α = .995, which corresponds to a reaction's "half-life" being about 2 minutes and 20 seconds, is long enough time window for meaningful reactions to take place, but not long enough for many significantly different topics to be published. It is worth noting this performance focuses on immediate dependencies, and thus we work on the scale of minutes, whereas the average lag times are reported on the scale of hours, and thus we are more likely to discover which organizations publish content faster, rather than finding websites which are likely using others as references. The websites were ordered based on their average lag time described on the Memetracker results, from smallest to largest. Therefore, we expected many of the significant relationships to be beneath the diagonal. Recall W i,j reflects influence of actor j on actor i. Because the actors are ordered from smallest to largest lag time, we expect larger elements W i,j to have i > j, which corresponds to more significant relationships being beneath the diagonal. Relationships are declared "significant" when W i,j is above a threshold. Figure 10 shows the number of significant relationships across a range of thresholds. For most choices of threshold, more significant relationships are below the diagonal.
We found that among the 20 most influential websites were dailyherald.com, washingtonpost.com, post-gazette.com, denverpost.com, news.bbc.co.uk, and cnn.com. All of these are either local news organizations in major metropolitan areas or important national news organizations. Among the top dependencies were apnews.myway.com reacting to dailyherald.com, elections.foxnews.com reacting to washingtonpost.com and mcclatchydc.com reacting to washingtonpost.com . The first two pairs are examples of large national organizations being slower to respond than local sources. Alternatively, the third pair is an example of two local news sources, where the organization with more journalists is able to publish faster than a competitor with less journalists. 
VIII. CONCLUSION
In many real world applications, such as social, neural and financial networks, actions by actors at one point in time will influence the future actions of others in the network. In these applications it is beneficial to estimate the likelihood of each actor acting at any given point in time, given only timing information about previous occurrences. This task is particularly challenging when data are streaming at a rate that precludes traditional batch processing methods. We have proposed two online methods for tracking the time varying rates at which actors participate in events; one method for when the underlying network is known and the other for when it is unknown. Relevant regret bounds for both methods scale with the deviation of a comparator series of point process rate or intensity functions, with no assumptions on the actual generative model of the data. These methods were tested using both synthetic and real data to show that they successfully track the intensities of interest, can recover the underlying network structure, and are robust to model mismatch.
APPENDIX A LEMMA 4
The proof of Lemma 1, which compares the loss of the continuous time and discrete time autoregressive rates, relies on the following relationship.
Lemma 4. For 0 < α < 1 and δ > 0 the following inequalities hold:
Proof: The proof starts with the following observations:
Because all three terms in Equation 10 are equal when δ = 0, showing that the derivative of δα δ 1−α δ with respect to δ is between − 1 2 and 0 suffices to prove the Lemma. The upper bound stems from the following inequality:
The proof of the lower bound requires the analysis of another function, α δ − α −δ .
Because this function is concave for δ > 0, the following inequality holds:
which simply says that for δ > 0 the function lies below its tangent line at δ = 0. This inequality can be used to derive the desired lower bound.
Therefore, the derivative of given an excitation matrix W , differs by a factor proportional to δ from the discretized version (Equation 6).
The two absolute value terms will be bounded separately. We start with the first term, involving the integral of the true rate, and the approximation to it.
These lines evaluate the value of the integral and the approximation to them using a geometric sum to get a closed form for their difference. From this point, the use of Lemma 4 allows us to find an upper bound
We can similarly use Lemma 4 to find the lower bound.
Combining these upper and lower bounds gives an overall bound on the integral approximation:
This shows that the integral terms deviate by no more than a linear factor of δ and can be controlled by setting δ small. Next the difference involving the log terms must be bounded. We make the following observation:
This says that instead of going from time step to time step and incurring loss at every point, we just step through every event and incur loss at the following discrete time pointτ n . Now the log terms can be compared as
In order to bound this, we make the distinction between two classes of events. The first set of events, A n = {i|τ i < τ n ,τ i <τ n }, are events that happen before the n th event and are not in the same time window. The second set, B n = {i|τ i < τ n ,τ i =τ n }, are events that happen before the n th event but in the same time window.
This term needs to be upper and lower bounded to get the final result. Because every element of W ≥ 0 and α > 0, all the terms are positive so the terms in set B n can be dropped, to get the following upper bound:
In Equation 13a positive terms have been removed from the denominator and in 13b the fact thatτ n ≥ τ n and therefore ατ n ≤ α τn . Next, we lower bound T 1 .
Equation 14a comes from ατ n −δ ≥ α τn , Equation 14b uses α −δ > 1 and cancels out like terms from the numerator and denominator, Equation 14c bounds the number of events in B n by px max δ which is the maximum number of events each actor can participate in a δ length time window, times the number of actors, and finally Equation 14d uses log(x + a) ≤ x a + log(a) for a > 0 which is a consequence of the concavity of the log function. The upper and lower bound gives
which when combined with Equation 12 gives the result:
APPENDIX C DUAL PARAMETERIZATION
We introduce a change of variables which will allow us to more easily bound the regret of the proposed algorithms. Definine θ t = [θ t,1 , ..., θ t,p ] log(δλ t ). Using this change of variable gives a loss function in terms of θ.˜
It is important to note that this is a one-to-one relationship between λ t and θ t , and thus we may operate in either the λ or θ space. Notice that Equation 15 corresponds to the negative log-likelihood of an exponential family distribution of the form
where we omit factors depending only on x t and not θ, and where Z(θ) log exp{ θ, x }dx is the so-called log-partition function. Important to our analysis is the dual of the log-partition function, Z * (δλ) sup θ∈θ { δλ, θ − Z(θ)}. In our multivariate Hawkes setting, we have Z(θ) = exp(θ), 1 .
Performing online optimization in the θ parameter space allows us to exploit several properties of exponential families, as described in general settings in [1] and in our specific context in Section V-B.
In particular, we will use the following facts:
An equivalent dynamical model from the λ space can be defined in the θ parameter space as
which essentially converts the dual (δλ) to the primal (θ), applies the dynamics, then converts back. Using the dual parameterization, we have the following equivalent to Algorithm 1, which uses the function
which is the Bregman divergence induced by Z(θ).
We list some important properties of the loss function˜ t (θ) that will be used in the proof of the regret bounds, in section V.
• We assume a convex set of possible rate functions λ ∈ [λ min , λ max ] p = Λ with λ min > 0 and therefore the corresponding dual space Θ = [log(δλ min ), log(δλ max )] . Observe x t and incur loss˜ t ( θ t ) = 1 exp( θ t ) − x t , θ t
4:
Set θ t+1 = arg min
Set θ t+1 =Φ t ( θ t+1 , W ) 6: end for
• Because we assume that there is a maximum number of times each actor can act per unit time,
x max , and the observations space X is simply [0, δx max ] p , we additionally have that on the set Θ:
• The function Z(θ) = 1, exp(θ) is strongly convex on Θ with strong convexity parameter δλ min with respect to the 2 norm. Therefore the Bregman divergence induced by Z obeys the following:
• The Bregman divergence induced by Z(θ) = 1, exp(θ) is always non-negative and can be upper bounded for any θ 1 , θ 2 ∈ Θ:
• A property of Bregman divergences and dual functions says the following:
Therefore,Φ is contractive with respect to D if and only if Φ is contractive with respect to D * .
We prove the lemma by proving the result in the θ space described in the previous section, and by the properties of duals of Bregman divergences, the result holds for the λ space as well. We start the proof with the following important observation about the Bregman divergence in question:
Above, θ 1,k and θ 2,k denote the k th element of vectors θ 1 and θ 2 respectively, and d is the scalar Bregman divergence induced by exp(θ). This shows that the p-dimensional Bregman divergence can be broken into the sum of p terms. We will prove bounds for the one dimensional version and then combine them to show that overall the dynamics are contractive. Because Φ t (λ, W ) = A t λ + b t , we therefore have Φ(θ, W ) = log(A t exp(θ) + δb t ).
We start by showing the result for when the k th diagonal element of the matrix A t , denoted by A t,k is 0. We denote the k th element of the vector after the application of the dynamics as [Φ t (θ)] k and the k th element of b t as b t,k .
When A t,k = b t,k = 0 we define log( 0 0 ) 0. Next, we show the result for the case when A t,k > 0 and b t,k = 0:
Finally, we show that the one dimensional Bregman is non-increasing in b t,k for A t,k > 0.
The final inequality comes from the fact that 1 − x ≤ − log x. The result of this is that we have shown that when b t,k > 0 the one dimensional Bregman divergence is less than if b t,k = 0. Combining all the results with the assumption that all the elements of the diagonal matrix A t are upper bounded by one, gives the conclusion that these dynamics are contractive.
The proof of Theorem 1 is based on the proof of Theorem 3 of [23] , specialized to the Hawkes process. The strategy is to bound the excess loss at any given moment, and then add all of these bounds from t = 1 to T /δ. Importantly we use the fact that t ( λ t ) =˜ t ( θ t ) and t (λ t ) =˜ t (θ t ). We start with some important properties. The first is the first order optimality condition of line 4 of Algorithm 3, which states, for any θ ∈ Θ we have:
By rearranging terms we get the form that is used.
The second important fact is that a Bregman divergence induced by a function Z takes on the form D(a b) = Z(a) − Z(b) − ∇Z(b), a − b , and therefore we have the following:
Using these key facts, we start by bounding the excess loss at a single time point.
is due the convexity of the function˜ t , Equation 22b uses Equation 20 , and Equation 22c is the application of Equation 21 . We add and subtract necessary Bregman divergences, and bound differences separately.˜
We will bound each of these lines separately. To get the final bound, we must add these terms over the entire length of the optimization process from t = 1, ..., T /δ. To do this, we first show how the telescoping of the Bregman divergence terms happens.
In the following lines, we use the assumption that η t is positive and non-increasing in t as well as the upper bound on the Bregman divergence from Equation 19 .
Using this, we combine all the terms to get the final bound. Both of these are order √ T proving the result.
APPENDIX F PROOF OF LEMMA 3
The proof is a simple inductive argument. We start with the base scenario, at t = 1. Since Algorithm 1 begins withλ 1 =μ, we have Here we assumed that λ W1 t = λ W2 t + (W 1 − W 2 )K t and then proved that the next step holds true for K t+1 = (1 − η t )α δ K t + y t , as the Lemma states.
APPENDIX G PROOF OF THEOREM 2
In order to bound the regret of this algorithm, we split the regret into two separate difference terms and bound them individually. 
APPENDIX H ONLINE GRADIENT DESCENT
As a comparison to our methods, we describe an implementation of Online Gradient Descent (OGD) that can be used to learn the network weights, W . In order to do this, we will take the rate,λ t to be a direct function of the network estimate W t using the exponential influence function of Section IV and use the loss function described in Equation 7. g t (W ) = δλ t (W ), 1 − log(δλ t (W )), x t ∇g t (W ) =δ1K
Using these values as a framework, we can derive an Online Gradient Descent algorithm for the learning the network in a Hawkes process. Observe x t and incur loss g t (W ) = 1, δ W t K t − x t , log δ(μ + W t K t )
4:
Set ∇g t (W ) = δ1K t − Diag( λ Set K t+1 = α δ K t + y t 8: end for Comparing Algorithms 2 and 4, we can see how our proposed algorithm, is actually a generalization of OGD, in which instead of learning just the network weights and plugging them into the equation for the current rate, we are also allowed to slightly alter the value of the rate to deviate from the direct computation. Additionally, comparing the two shows how OGD is simply our algorithm with the parameter η t = 0 for all time steps t. 
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