Independent component analysis (ICA) is a data-driven method that has been increasingly used for analyzing functional Magnetic Resonance Imaging (fMRI) data. However, generalizing ICA to multi-subject studies is nontrivial due to the high-dimensionality of the data, the complexity of the underlying neuronal processes, the presence of various noise sources, and inter-subject variability. Current group ICA based approaches typically use several forms of the Principal Component Analysis (PCA) method to extend ICA for generating group inferences. However, linear dimensionality reduction techniques have serious limitations including the fact that the underlying BOLD signal is a complex function of several nonlinear processes. In this paper, we propose an effective nonlinear ICA-based model for extracting group-level spatial maps from multi-subject fMRI datasets. We use a nonlinear dimensionality reduction algorithm based on Laplacian eigenmaps to identify a manifold subspace common to the group, such that this mapping preserves the correlation among voxels' time series as much as possible. These eigenmaps are modeled as linear mixtures of a set of group-level spatial features, which are then extracted using ICA. The resulting algorithm is called LEICA (Laplacian Eigenmaps for group ICA decomposition). We introduce a number of methods to evaluate LEICA using 100-subject resting state and 100-subject working memory task fMRI datasets from the Human Connectome Project (HCP). The test results show that the extracted spatial maps from LEICA are meaningful functional networks similar to those produced by some of the best known methods. Importantly, relative to state-of-the-art methods, our algorithm compares favorably in terms of the functional cohesiveness of the spatial maps generated, as well as in terms of the reproducibility of the results.
Introduction
Functional magnetic resonance imaging (fMRI) studies have shed light on the overall functional organization of the brain. For example, resting state studies have revealed the existence of a number of intrinsic functional networks, including the "default mode" and "salience" networks Biswal et al. (1995) ; Cole et al. (2014) ; Greicius et al. (2003) . These studies have also led to the discovery of specific patterns related to brain disorders Jafri et al. (2008) ; Greicius et al. (2004) ; Garrity et al. (2007) , age Damoiseaux et al. (2008) , and gender Weissman-Fogel et al. (2010) .
The determination of large-scale patterns of brain activity is a challenging problem due to several factors, including the highdimensionality of the data, various noise sources, and inter-subject variability. The most widely used approach to capture group-level functional connectivity is based on Independent Component Analysis (ICA) McKeown et al. (1998) , which is a data-driven approach that assumes the existence of statistically independent latent features, called sources, which can generate the data through linear mixtures. However, ICA does not naturally provide a suitable method for drawing inferences about groups of subjects Erhardt et al. (2011) , which has led to the development of several multi-subject approaches that are partly based on ICA. These approaches revolve around a few strategies. One method is to concatenate the data from multiple subjects along the temporal dimension Calhoun et al. (2001) followed by the use of Principal Component Analysis (PCA) Jolliffe (2002) to reduce the dimensionality of the data, and ending with the application of ICA to extract spatial features common at the group level. The tensorial extension to ICA Beckmann and Smith (2005) uses a three-dimensional tensor to estimate shared spatial patterns and time courses between subjects, and subject-specific loadings of the components to capture the multidimensional structure of the data. In Guo and Pagnoni (2008) , a general framework is proposed for using the expectation maximization algorithm to estimate an unconstrained mixing matrix for the group-level independent components. Finally, canonical ICA Varoquaux et al. (2010) uses Canonical Correlation Analysis (CCA) to find components that maximize cross-correlation before applying the ICA step.
Two methods involving temporal concatenation of the data include GIFT Calhoun et al. (2001) (http://icatb.sourceforge.net/) and MELODIC Beckmann and Smith (2004) (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/ MELODIC/). GIFT approximates the PCA of the group temporally concatenated data by first reducing each subject's dataset to dimension m, and then running the PCA on the concatenation of the principal components across all subjects to further reduce temporal dimensionality. MELODIC, however, uses an incremental approach called ME-LODIC's Incremental Group PCA (MIGP) Smith et al. (2014) to implement the approximation. Although MELODIC and GIFT have been broadly used for group level fMRI analysis, they are not without limitations as will be explained next.
These ICA-based strategies involve the use of PCA to reduce the dimensionality of the data. PCA is basically a linear projection of the original data onto a low-dimensional subspace in such a way as to retain most of the variance of the data. However, PCA does not distinguish between variance due to noise versus variance due to inherent underlying signal variations. Moreover, there is no principled justification for using the variance as the basis for data reduction based solely on a linear transformation. The BOLD signal is a complex function of neural activity, oxygen metabolism, cerebral blood volume, cerebral blood flow, and other physiological parameters Wang et al. (2003) . The dynamics underlying neural activity and hemodynamic physiology involve multiple nonlinearities Birn et al. (2001) ; Miller et al. (2001) ; Xie et al. (2008) , a fact that has motivated the exploration of nonlinear approaches for fMRI analysis Thirion and Faugeras (2004) ; Mannfolk et al. (2010) . To the best of our knowledge, nonlinear models have not been proposed to extract common spatial patterns for multi-subject fMRI analysis.
Several nonlinear dimensionality reduction approaches have been successfully used to address a wide range of applications Van Der Maaten et al. (2009) . Kernel PCA Sch€ olkopf et al. (1998) maps data to a feature space using a nonlinear transformation (kernel) and performs linear PCA in the feature space. Isomap Tenenbaum et al. (2000) is based on computing a low dimensional representation that tries to preserve the pairwise geodesic distances, which are approximated by the pairwise shortest paths between corresponding points. Maximum variance unfolding (MVU) Weinberger and Saul (2006) computes a low-dimensional manifold such that local distances and angles are preserved. Locally linear embedding (LLE) Roweis and Saul (2000) is based on the geometric intuition of local linearity, which assumes that each point and its neighbors lie on an approximately linear patch of a low-dimensional manifold. The mapping is computed by trying to preserve linearity locally, such that each point has the same neighborhood structure as in the high-dimensional space. A technique of a different flavor is the t-distributed stochastic neighbor embedding (t-SNE) Maaten and Hinton (2008) , which captures similarities between pairs of high-dimensional points through a probability distribution, followed by determining a mapping to a lower-dimensional space that achieves a similar distribution. Laplacian eigenmaps Belkin and Niyogi (2003) project data into a low dimensional Euclidean space such that local proximity relations are preserved as much as possible, mapping close points in the original space to close points in the low-dimensional space. Of these techniques, Laplacian eigenmaps appear to be the most suitable for fMRI data since its overall objective function can be expressed as minimizing
where y i ; y j are the low-dimensional vectors corresponding to points i; j in the original space, and W ij is a proximity measure of points i and j in the original space. If we choose W ij to be the zero-thresholded correlation between voxels i and j in the original space, this nonlinear projection maps voxels with strong correlations to nearby points in the lowdimensional Euclidean space. Correlations between voxels in fMRI data reveal functional relationships and hence contain the information that can be used to construct functional networks. We note that Laplacian eigenmaps have been successfully used in analyzing fMRI data Marquand et al. (2017) ; Haak et al. (2016) . Our approach differs from earlier studies in that they are ROI-based methods focusing on specific networks using prior brain-related knowledge, while our framework makes use of ICA to extract intrinsic networks for general fMRI datasets.
In this paper, we propose a group-level model that uses Laplacian eigenmaps as the main data reduction step, which preserves the correlation information in the original data as best as possible. The nonlinear map is robust relative to noise in the data and to inter-subject variability. After the Laplacian eigenmaps transformation, ICA is applied to the reduced data to estimate spatial features, followed by thresholding to extract group-level independent spatial maps. We call our algorithm LEICA (Laplacian Eigenmaps for group ICA decomposition).
The rest of the paper is organized as follows. In section 2, we present the details of our algorithm and inference method, and describe several tests used to validate our method and compare the results with state-ofthe-art methods. In section 3, we show the corresponding test results on both resting state and working memory task fMRI datasets for 100 subjects from the Human Connectome Project. Finally, in section 4, we discuss our results.
Materials and methods

Group ICA model
Spatial ICA assumes that the observed fMRI data are generated by a linear mixture of spatially independent components. The underlying model can be expressed as:
where X is the observation matrix whose columns represent the time series corresponding to the voxels, A consists of the corresponding independent sources, and M is the mixing matrix. We note that (2) does not include a noise model, but fMRI data is inevitably confounded by noise. Moreover, as stated, the model is not suitable for multi-subject fMRI analysis. Noisy group level ICA models have been proposed in the literature. Let fX n ; n ¼ 1; 2; …; Ng be the fMRI data of N subjects with n being the subject index. X n has dimensionality T Â V, where V is the number of voxels and T is the number of time frames. To handle noise, group ICA models have the following form:
where
T is the NT Â V data matrix formed by temporally concatenating data across N individuals, A consists of the grouplevel independent sources, U is the group mixing matrix, and E is the noise. Existing methods differ in the assumptions and procedures used to estimate the group mixing matrix U and the noise E. In temporal concatenation ICA Calhoun et al. (2001) ; Smith et al. (2004) , the group mixing matrix has form U ¼ PM and the group model becomes
where P is estimated by PCA on the concatenated group data matrix and MA consists of the group-level principal components, which are assumed to be a linear subspace of the sources. Low variance components are considered as noise. The classic noise-free ICA is then used to estimate the mixing matrix M and the independent sources A.
In the tensor ICA approach Beckmann and Smith (2005) , the group mixing matrix is defined to have the Khatri-Rao product structure U ¼ Mj jR where M is the subject-specific loading of the group components and R is the time course associated with the independent components. The group model can now be expressed as
where the data are modeled as a trilinear product of group-level independent sources A, associated with common time courses R and subjectspecific loadings contained in M, corrupted with additional noise E. In the unified framework Guo and Pagnoni (2008) , no assumption about the structure of U is made but instead it is estimated using the expectation maximization algorithm that maximizes the expected likelihood that the observed data is generated by this model. The noise is modeled by a zero-mean multivariate Gaussian distribution.
Canonical ICA Varoquaux et al. (2010) tries to handle noise in a hierarchical fashion in the sense that individual observation noise and subject variability noise are estimated successively. The group mixing matrix has the form:
where the P i 's are the loading matrices for individual principal components estimated by PCA, and the Q i 's are the loading matrices for the common group principal components estimated by CCA, which determines components that maximize cross-correlation. We propose in this work a new model, called LEICA, based on the assumption that the linear mixture of independent sources lies in a lowdimensional manifold that cannot be captured by linear models. We do not make explicit assumptions about the group mixing matrix either, but address the noise problem through the construction of a similarity graph. Our overall model can be expressed as:
where ϕ is a nonlinear embedding. We propose to use the Laplacian eigenmaps algorithm to learn this embedding as explained next.
Dimensionality reduction using Laplacian eigenmaps
Laplacian eigenmaps constitute a nonlinear dimensionality reduction technique that is based on determining a low dimensional representation of a high dimensional dataset, which preserves locality information as much as possible. It maps similar data points to nearby points in Euclidean space.
We start by normalizing the data of each subject. Then we let
NT is the concatenated time series for voxel v across the subjects. The procedure of using Laplacian eigenmaps to derive a d-dimensional embedding of the voxels is as follows.
First we construct a group-level weighted similarity graph G ¼ ðV; EÞ with the nodes V representing the voxels and the weights of the edges E are pairwise similarities chosen to be the Pearson's correlation coefficient
where x i ; x j are the sample means of x i ; x j and σ i ; σ j are the sample standard deviations of x i ; x j . To avoid explicitly considering the groupconcatenated data, the group-level correlation matrix is computed by averaging the subject-level correlation matrices, as the data of each subject have already been normalized. For each voxel v 2 ½1; …; V, we determine the k nearest neighbors set NN ðvÞ of v consisting of the k voxels with the largest correlations with v. We then compute the following weight function
where r ij is the Pearson's correlation coefficient of voxel i and j. By considering only positive correlations r ij , negative correlations are not included in a voxel's k nearest graph, which also reflects the intuition that anti-correlated voxels are less likely to participate in the same network Fox et al. (2005) . The choice of k needs to be carefully considered. If k is chosen to be too small, the graph will not contain sufficient local connectivity strengths for all voxels, and thus the low-dimensional embedding will not capture enough information. In contrast, if k is too large, many weak connections will be included in the graph and the graph will be more subjective to noise and inter-subject variation. Picking a suitable k is a trade-off between connectivity information and noise, and the best value depends on the data. We will describe our approach later, which always leads to a sparse graph.
Once the graph G is constructed, we compute the normalized graph Laplacian
where D is diagonal degree matrix whose entries are defined by 
Group-level spatial maps
After embedding the data into a lower dimensional manifold, we obtain a d Â V matrix Y ¼ ½y 1 y 2 … y V in which each row corresponds to an eigenvector as described in the previous section. We now model this matrix Y as a linear mixture of a number of spatial independent features as indicated in equation (7). The common independent spatial features A can be extracted by applying ICA.
The overall LEICA workflow is illustrated in Fig. 1 . The resulting spatial components extracted by the ICA are continuous values at each voxel, and hence some form of thresholding is employed to determine the final spatial maps. Group t-test based and mixture-model based thresholding methods have been proposed in the literature and used in GIFT and MELODIC; these methods are applicable to our model as well. But it has been shown that a simple thresholding approach based on the absolute values of the voxels also works well Varoquaux et al. (2010) and is consistent with the FastICA algorithm that we use. Therefore our thresholding procedure consists of converting the spatial components to Z-scores (zero mean and unit variance) and then thresholding based on absolute Z values.
Evaluation strategies
In this section, we introduce a number of approaches to evaluate our model, which will be applied to resting state and working memory data sets of the Human Connectome project Van Essen et al. (2013) . Given the extracted group-level spatial maps, we show that thresholded spatial maps capture important qualitative properties of resting-state networks, as well as functional organization compatible with working memory task execution. Furthermore, the results are comparable to those obtained with state-of-the-art methods. Next, we show that our model is able to extract more functionally cohesive and stable spatial components than other methods, and exhibits better generalizability from smaller subgroups.
Similarity with other methods
The current state-of-the-art and most widely used tools to tackle the problem addressed here are GIFT and MELODIC. The two toolboxes implement the same concatenated ICA model with slight variations on how the group-level PCA estimation and thresholding are conducted. While their results are comparable, MELODIC seems to have better reproducibility due to the instability of GIFT's t-test based thresholding Varoquaux et al. (2010) . Hence, we focus our comparison with MELODIC (but also show results for GIFT). Our model employs different estimation and inferencing procedures than MELODIC. In addition, the final values of the spatial maps in our model are Z-scores based on the absolute strengths of the ICA components, while the values in MELODIC are Z-statistics based on mixture modeling Beckmann and Smith (2004) . Thus, we compare thresholded maps which are positive with different magnitude ranges in the two models. We use the cosine similarity measure to compare the corresponding thresholded maps, a commonly used similarity measure in high-dimensional positive spaces.
Specifically, after generating the spatial maps from both models, we apply the corresponding thresholding procedures (the threshold values are adjusted such that the spatial maps have approximately the same number of voxels on average). Let a 1 , a 2 be the two thresholded spatial maps from the two models; the cosine similarity is defined as:
Functional connectivity structure Functional MRI data have been used to capture large-scale functional connectivity structure in the brain. Voxels in the same intrinsic functional network are expected to have similar activity patterns, which translates into correlated voxel time series. In fact, most seed-based analysis Yeo et al. (2011) and clustering approaches Craddock et al. (2012) are based on this assumption. We develop an approach to capture the functional connectivity profile of each spatial map as follows.
Let the rows of the matrix A be a set of thresholded spatial maps, and let W be the full correlation matrix of all pairs of voxels, averaged over all subjects. The i-th row (or column) of W is the correlation between voxel i and the rest of the voxels. We define the correlation maps corresponding to the given thresholded spatial maps by:
The i-th row of A s defines in a certain sense the correlation profile of the i-th spatial map in A. That is, each component of this profile is the weighted sum of the correlations of all the voxels for the spatial component, weighted by the magnitude of the corresponding voxel. Note that our approach differs from commonly used measures such as the average correlation of the voxels in a region of interest (ROI) Di Martino et al. (2008); Jiang et al. (2004) . Note also that the magnitude of a voxel in a spatial component indicates the importance of this voxel for this component. This weighted sum provides a normalized correlation map for each spatial component over all voxels. It should be pointed out, however, that using average and weighted average correlations generates very similar results.
After generating A s , we can threshold A s to maintain only the strongest correlations, followed by comparing the thresholded correlation map A s with A. If A represents inherent functional connectivity networks of the brain, we expect the voxels in each spatial component to be highly correlated with the voxels in the same component, and we expect the correlations with the rest of the voxels to be relatively weak. Therefore, the thresholded correlation map A s should be very similar to A. If A s is not similar with A, this would indicate that there are voxels outside the component that are very correlated with the voxels in the component. Finally, the similarity measure we use to compare A s and A is the average cosine similarity over all the corresponding pairs of spatial maps between A s and A.
Reproducibility and consistency
We introduce two tests to evaluate the reproducibility and consistency of our method. Similar tests have been proposed in Varoquaux et al. (2010) . Let A 1 , A 2 be the matrices defining d extracted spatial maps using two different sets of subjects from the same dataset ("population"). Each row corresponds to a non-thresholded spatial map that has been converted to zero mean and unit norm. We define the cross correlation of the spatial maps to be the matrix C ¼ A 1 A T 2 . Each element C ij is the Pearson correlation coefficient of the i-th row of A 1 and the j-th row of A 2 ; hence, C ij ¼ 1 if and only if the two components are identical. As in Varoquaux et al. (2010) , we use the the parameter to estimate the overlap of the two subspaces spanned by the rows of A 1 and A 2 . The value of p quantifies how similar the two subspaces are, although the individual spatial maps may differ significantly even when the two subspaces are similar. Fig. 1 . Processing steps used by LEICA. The correlation matrices corresponding to individual subjects (1 through N) are computed first, followed by averaging across subjects, and constructing the group-level k nearest neighbors (kNN) correlation matrix (the latter is always a sparse matrix). This matrix is used to compute normalized Laplacian eigenmaps followed by the application of the ICA algorithm.
Another measure corresponds to the one-to-one matching of the components. Let A 1 , A 2 be two matrices such that each row is a thresholded or non-thresholded spatial component with zero mean and unit norm, andÃ 1 ,Ã 2 be respectively row permutations of A 1 and A 2 . We define the average one-to-one matching score to be corresponding to all possible row permutations of the two matrices. In this case, we are matching the rows of A 1 and the rows of A 2 such that the overall correlation score is maximized.
To evaluate our model, we evaluate the p and q measures for several scenarios. Let S be the complete dataset with N subjects, and let S 1 , S 2 be two sets of subjects selected at random from the complete dataset. We run our algorithm and both MELODIC and GIFT on the two groups S 1 and S 2 . We then compute the p scores on the non-thresholded spatial components and the q scores on both thresholded and non-thresholded spatial components. The two groups are selected as follows.
1. S 1 , S 2 are two subgroups randomly selected from S each with fN=5; 3N=10; 2N=5; N=2g subjects. 2. S 1 is a subgroup randomly selected from S with fN=5; 3N=10; 2N=5; N=2g subjects, S 2 ¼ S.
Both experiments are repeated with random selection of subgroups and the averaged scores are reported. Test results from 1) illustrate how reproducible the model is, with varying number of available subjects. Results from 2) illustrate the consistency between a small subgroup and the whole group.
fMRI datasets
We use two fMRI datasets to evaluate the methods described above: a resting state fMRI dataset and a working memory task fMRI dataset.
Resting state fMRI dataset
The resting state fMRI dataset we use is the 100 healthy unrelated subject dataset from the WU-Minn Human Connectome Project Van Essen et al. (2013) . Each subject was involved in four 15-minute runs with TR ¼ 0.72 s totaling 1200 frames per run. All frames were sampled into 91,282 grayordinates (a combination of cortex vertices and subcortical voxels). The data was then temporally preprocessed and de-noised using the FIX approach Griffanti et al. (2014) ; Salimi-Khorshidi et al. (2014) . The resulting images were then aligned using MSM registration Robinson et al. (2014) . Full details of this dataset can be found in publications from the project Van Essen et al. (2013); Smith et al. (2013) . Each voxel's time series was normalized for each run. Note that, out of the 91,282 grayordinates in the resting state fMRI data, we employed cortical data only (59,412 vertices of the left and right hemispheres).
Working memory task fMRI dataset
We employed the working memory task dataset of the 100 healthy unrelated subjects from the WU-Minn Human Connectome Project Van Essen et al. (2013) . Participants were presented with blocks of trials that consisted of pictures of places, tools, faces and body parts. Within each run, the 4 different stimulus types were presented in separate blocks such that half the blocks used a 2-back memory task and half used a 0-back memory task. Individual subject data includes 2 runs of 405 frames each, preprocessed using FEAT Woolrich et al. (2001) . Full details of this dataset can be found in Van Essen et al. (2013) ; Smith et al. (2013) . Here, we analyzed only data from 2-back memory blocks as follows. To account for head motion, motion parameters were regressed out of the time series with AFNI's Cox (1996) 3dDeconvolve, which was also used to removed slow baseline drifts. Subsequently, time series data were z scored. To account for the cue stimulus indicating block type at the beginning of each block, data corresponding to the first 12 s of each block were removed. The remaining data segment of the block, plus 2 s due to hemodynamic lag, were considered to reflect working memory related data. In this way, 25 frames for each block were used, totaling 200 frames once the data were concatenated. Each voxel's time series was normalized for each run.
Model parameters choice
Choosing an appropriate model order d (the number of non-constant eigenvectors; see equation (11)) depends on the data. Since model order selection is not the main focus of this paper, we use an empirical value. In Smith et al. (2013) a model order of 30 was used to conduct group analysis on both cortical and subcortical data; 23 of the extracted spatial maps were suggested to be meaningful based on visual inspection of the maps. As we are only using cortical data, a model order of d ¼ 20 was employed here.
The determination of the number k of nearest neighbors used in constructing the similarity graph (see equation (9)) should also be based on the data. The value of k needs to be large enough to include the vertices that are closely correlated with a reference voxel, but not so large as to include too many weak correlations in which case the model becomes noisier. The nearest neighbors of a voxel v are those voxels that are strongly correlated with it. To select a consistent threshold cut-off, we Zscored the correlations and utilized a threshold of Z > 2. Specifically, for each voxel, its correlation values with all other voxels (corresponding to a single row or column of the group-level correlation matrix) were converted to Z-scores and thresholded. This procedure selects the neighbors that are the most functionally coupled to the voxel in question. In this manner, we determine the number of nonzero values obtained after thresholding for each voxel, and average this count across all voxels. This average value is then taken as the value of k.
Results
Resting state dataset
Group-level spatial maps
As described in section 2.6, an important parameter that is estimated from the data by the model is the number k of nearest neighbors used in constructing the similarity graph. Based on the resting state dataset, k ¼ 1742. Fig. 2 shows the 20 group-level thresholded spatial maps extracted by LEICA on the resting state dataset. The extracted independent spatial components were converted to Z scores and thresholded at jZj > 2.
Similarity score
We first visually compared the spatial maps from LEICA and MELODIC. Subsequently, we computed the similarity scores of pairs putatively capturing the same brain networks. Out of the 20 LEICA spatial maps, 18 of them exhibited good matches with the corresponding MELODIC spatial maps. The cosine similarity scores are presented in Table 1 .
In Fig. 3 we show sample pairs with varying similarity scores. In all cases, the pairs are visually very similar, and even the least similar pair (c ¼ 0:53, Fig. 3(f) ), shows good correspondence. Furthermore, LEICA spatial maps are qualitatively smoother than those produced by MELODIC.
Two LEICA components (1 and 14) did not match components generated by MELODIC. Nevertheless, the two maps appear to be related to meaningful functional networks. We tentatively identify spatial map 1 to be related to the auditory network, and spatial map 14 to be related to the fronto-parietal network important for attention and executive function.
Next, we describe a quantitative comparison between LEICA and both MELODIC and GIFT.
Recovery of functional connectivity structure
We start with an example to illustrate the validation strategy described in section 2.4.2. In Fig. 4 we show two spatial maps (left in each frame) and the corresponding correlation maps (right). In (a), to generate an artificial map, a sphere with a geodesic radius of 40 mm was generated around a vertex near the motor network and weighted by a Gaussian kernel. In (b), the spatial map corresponded to a motor-related network generated by LEICA. In both cases, correlation maps were created by computing the weighted sum of the correlation maps for each individual vertex (in the spatial maps), as described in section 2.4.2. When a spatial map does not closely correspond to a meaningful intrinsic network, such as the case in (a), the similarity score was low (c ¼ 0:42), and its correlation map is relatively poor (in (a), compare the two leftmost and the rightmost surfaces). When a spatial map better captures an intrinsic network, such as the case in (b), both images matched well and the cosine similarity score was high (c ¼ 0:84).
To evaluate the model, we followed the approach above and compared the individual spatial maps generated by LEICA, MELODIC, and GIFT with the corresponding correlation maps (Table 2) , just as done in Fig. 4 (b) . LEICA exhibited cosine similarity scores (between component maps and correlation maps) that were similar or higher than the two other algorithms, indicating that the method uncovered meaningful component maps that represent intrinsic functional networks. Fig. 2 . Twenty group spatial maps generated by LEICA on the 100-subject HCP preprocessed resting state fMRI dataset. Spatial maps were thresholded at jZj > 2.
Table 1
Cosine similarity scores for MELODIC and LEICA spatial maps (SM) for the resting state dataset. The numbering of the spatial maps is the same as in Fig. 2 
Reproducibility results
We first describe how the results for GIFT and MELODIC were generated. For GIFT, the subject-level dimensionality was first reduced to m ¼ 150 using PCA, followed by the temporal concatenation across all reduced data. As stated in Calhoun et al. (2001) ; Smith et al. (2014) the subject-specific PCA should not over-reduce the data (m > d); usually the larger the m the better, and we chose m to be large for best performance.
PCA was then applied on the concatenated data to reduce the dimensionality to d ¼ 20, followed by ICA to extract the independent components. For MELODIC, the temporal concatenation PCA was implemented using the MIGP algorithm to compute group-level principal components with dimension of 4500, as used in the original paper Smith et al. (2014) for the same dataset. The MELODIC toolbox was then used to extract 20 independent components.
The reproducibility results generated by cross validating a pair of subgroups and by cross validating one subgroup relative to the complete group are shown in Table 3 . Overall LEICA achieved the most reproducible and stable results among the models. From Table 3 (a), we see that given any pair of distinct subgroups, LEICA was able to extract a set of group spatial features that was most stable most often. These results are important because they indicate that the inter-subject variability was modeled better using Laplacian eigenmaps than PCA. In Table 3 (b), the values from LEICA are also significantly higher, which indicates that LEICA was able to extract more consistent group spatial features when fewer subjects are used.
Working memory dataset
Group-level spatial maps
The method estimated the number of nearest neighbors used in constructing the similarity graph to be k ¼ 938 for the working memory dataset. Fig. 5 shows the 20 group-level independent thresholded spatial maps extracted by LEICA on the 2-back working memory fMRI dataset. The extracted spatial components were also converted to Z-scores and thresholded at jZj > 2.
Similarity score
Out of the 20 LEICA spatial maps, 18 exhibited relatively good matches with those from MELODIC (cosine similarity scores are Fig. 3 . Six sample pairs of spatial maps with different cosine similarity scores c. In each frame, the spatial maps on the left are generated by LEICA and those on the right are generated by MELODIC. Both models appear to capture the same components (even in the case with least similarity, c ¼ 0:53). The components from our model appear to be smoother than those by MELODIC.
Table 2
Cosine similarity between 20 spatial maps generated by LEICA, MELODIC, and GIFT and their correlation maps for the resting state dataset. The numbering of spatial maps (SM #) applies to LEICA; the values for MELODIC and GIFT are sorted in decreasing order. Table 4 ). Thus, the two models captured similar sets of components.
SM
Recovery of functional connectivity structure
As in the case of the resting state dataset, we compared spatial maps obtained by LEICA, MELODIC, and GIFT with the corresponding correlation maps (Table 5) . For the task dataset, LEICA exhibited cosine similarity scores (between component maps and correlation maps) that were consistently higher than the two other algorithms, indicating that the method better uncovered functional networks during working memory performance.
Reproducibility results
Along the same lines of section 3.1.4, we chose the subject-level PCA dimension m ¼ 90 for GIFT, and a dimension of 200 for MIGP in MELODIC. The reproducibility results for the three models are shown in Table 6 . Compared with the results for resting state (Table 3) , all reproducibility scores dropped considerably, reflecting the rather limited amount of task data (200 frames per subject vs. 4800 frames per subject). However, the performance of LEICA did not decline as much as observed for the other two models, highlighting the advantage of the method when more limited data are available, as is typical in most fMRI research.
Discussion
In the present paper, we propose a nonlinear ICA-based model for extracting group-level spatial maps from multi-subject fMRI datasets. There are two key elements to our method. The first element is the construction of a k-nearest neighbor graph based on the group-average correlation matrix, which makes the final results less noisy and captures intrinsic functional connectivity. The second element is the use of a nonlinear dimensionality reduction stage based on Laplacian eigenmaps, which seeks to identify a manifold subspace common to the group. The mapping is such that it preserves the correlation structure among the voxels as much as possible, which we propose is important to capture functional brain networks during resting and task states.
Model flexibility
LEICA has more parameters than traditional PCA-ICA models. In particular, the construction of the similarity graph requires the specification of the edge weights and the number k of nearest neighbors. A number of techniques exist for specifying edge weights, including Pearson's correlation coefficient, the heat kernel, and binarized weights. As noted before, we believe that the thresholded Pearson's correlation coefficient is appropriate for our application. The number k of nearest neighbors needs to be determined, as we illustrated earlier. Also, the final similarity graph can be fine tuned. In this paper, we have provided practical and simple ways to select the parameters that are particular to our model. These methods seem to work well in practice and may offer more flexibility than found in other models.
Number of nearest neighbors k
LEICA provides a principled method for determining the value of k based on z scoring, which produces good results on both the resting state and working memory datasets. However, we note that the model is not very sensitive to the exact value of k. Fig. 6 shows motor-related networks extracted by the method applied to resting state data with different values of k. When k is rather small, say k ¼ 50 or even k ¼ 200, the resulting motor networks do not represent the true network well. For k ¼ 1000, the motor networks are accurately extracted but the left and right hemispheres are separated. When k ¼ 2500, the results are nearly identical to what was extracted automatically (Fig. 2) . For k ¼ 5000, which we consider as "large" (nearly three times the value of k ¼ 1742 obtained by the method), the motor network becomes somewhat noisy . Twenty group spatial maps generated by LEICA on the 100-subject HCP preprocessed working memory task dataset. Spatial maps were thresholded at jZj > 2. but the result is still quite reasonable. We note that for the range k 2 ½1200; 2500 there seems to be no appreciable differences in the results obtained by the method.
Model order d
The general problem of estimating the model order (here, the number of components) amounts to estimating the intrinsic dimensionality of a nonlinear manifold from a given data sample, a notoriously difficult problem Camastra and Staiano (2016) . Moreover, in the context of our application, we note that it is not clear that there is a single "correct" value that is needed. A technique used to estimate the number of components for fMRI data is based on Akaikes information criterion (AIC) and the minimum description length (MDL), both of which make significant technical assumptions about the model Wax and Kailath (1985) . For fMRI datasets, MELODIC and GIFT use this technique for their model parameter estimation but the accuracy is not guaranteed Varoquaux et al. (2010) . Another technique is based on a statistical shape model Varoquaux et al. (2010) . In the present investigation, we decided against using such techniques due to their considerable assumptions. Previous empirical results for fMRI data indicate that the appropriate model parameter lies between 20 and 100, depending on the dataset. Here, we found that the model order of 20 was adequate for the two datasets investigated, as shown by the high quality of the spatial components generated, but we note that the exploration of methods to estimate model order was beyond the scope of the paper.
Computational complexity and execution time
When the number of subjects is very large, it becomes computationally difficult to concatenate the data across all subjects along the temporal dimension to perform the typical estimation procedures (such as PCA) due to memory limitations. This issue is handled in GIFT by using successive PCAs to reduce the dimensionality of each individual's data before concatenation across subjects, which is then followed by running PCA again on the concatenated data. In MELODIC, a recently proposed algorithm called MIGP is used to compute an approximation of PCA on the temporally concatenated data. In contrast, LEICA computes the correlation matrix of each individual subject, followed by averaging these correlation matrices over the subjects. We then build a k-nearest neighbor graph based on the resulting correlation matrix. This is followed by computing the Laplacian eigenmaps on the sparse correlation matrix, which includes a sparse eigenvector decomposition that has a fast implementation, and can be easily boosted by GPU platforms as shown in Jin and Jaja (2016) .
The execution times of MELODIC, GIFT, and our model on the 100 subject HCP resting state and working memory datasets are shown in Table 7 . All programs were run on the same machine with Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz CPU. Overall, LEICA ran much faster than both algorithms on the resting state dataset, and slower than MELODIC and faster than GIFT on the working memory dataset. This can be explained by the fact that the execution time of MELODIC is dominated by the MIGP step, which is quadratic in terms of the length T of the time series, while the execution time of LEICA is linear in T (T ¼ 4800 for the resting state dataset and T ¼ 200 for the working memory dataset). The MIGP step of MELODIC was implemented in MATLAB (we used the scripts provided by HCP) and the ICA step was from the MELODIC toolbox. Both GIFT and our model were implemented in Python (as the original GIFT toolbox is not compatible with CIFTI data format used by HCP, we implemented the model in Python).
Conclusion
In this paper, we present a novel model -called LEICA -involving a non-linear dimensionality reduction procedure followed by ICA to identify group-level spatial features from multi-subject fMRI datasets, and applied it to resting state and working memory data. The spatial maps extracted by our model were shown to be related to meaningful functional networks, and are comparable or better than those generated by one of the current state-of-the-art models (MELODIC). Evaluation of the functional connectivity structure of spatial component maps revealed that LEICA detects functionally cohesive maps. Moreover, LEICA spatial maps are at least as functionally cohesive or better than those detected by MELODIC and GIFT for resting state data, and more functionally cohesive than by MELODIC and GIFT for working memory data. Tests of reproducibility showed that LEICA is at least as stable as MELODIC and GIFT when ample data are available (resting state dataset), and more stable than these methods when more limited data are available (working memory dataset). Finally, our method is computationally efficient. Our software is available at https://github.com/liuchihuang/LEICA.
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