Background and aims: To explore the most influential variables of fasting blood sugar (FBS) with three regression methods, to identify the existence chance of type 2 diabetes based on influential variables with logistic regression (LR), and to compare the three regression methods according to Mean Squared Error (MSE) value. Material and Methods: In this cross-sectional study, 270 patients suffering from type 2 diabetes for at least 6 months and 380 healthy people were participated. The Linear regression, Ridge regression, and Least Absolute Shrinkage and Selection Operator (Lasso) regression were used to find influential variables for FBS.Results: Among 15 variables (8 metabolic, 7 characteristic), Lasso regression selected HbA1c, Urea, age, BMI, heredity, and gender, Ridge regression selected HbA1c, heredity, gender, smoking status, and drug use, and Linear regression selected HbA1c as the most effective predictors for FBS. Conclusion: HbA1c is the most influential predictor of FBS among 15 variables according to the result of three regression methods. Controlling the variation of HbA1c leads to a more stable FBS. Beside FBS that should be checked before breakfast, maybe HbA1c could be helpful in diagnosis of Type 2 diabetes.
In most, especially obese people, inability to utilize/clear glucose that has been ingested leads to type 2 diabetes [8] . One of the methods for diagnosis of type 2 diabetes is performing FBS level test. The patients with symptoms of type 2 diabetes are referred to clinical laboratories for FBS checking, where if the level of FBS is above 126 mg/dl , the FBS test must be repeated for certainty [9] . Type 2 diabetes should be managed through regular blood sugar tests. The blood metabolic variables including glycosylated hemoglobin (HbA1c), cholesterol (CHOL), triglycerides (TG), low-density lipoprotein cholesterol (LDL-C), high-density lipoprotein cholesterol (HDL-C), thyroid-stimulating hormone (TSH), creatinine (Cr), and carbamide (Urea) may affect the value of FBS [10] . So it needs to be tackled to prevent the progression. There are several studies on assessing the positive effect of physical activities on diabetes treatment [11, 12] , but investigating the effect of blood metabolic variables on FBS which are routinely reported in blood tests was rarely done.
One of the most widely used statistical methods in prediction and exploration is the regression methods [13] . Linear regression model examines the effect of a number of explanatory (predictor) variables on a dependent (response) variable [14] . In clinical researches usually predictor variables are strongly correlated, and this correlation must be considered. New regression methods have recently been introduced, which could better manage the multicollinearity (correlations between predictor variables) and lead to better predictors selection [15] .
As mentioned earlier, type 2 diabetes is primarily diagnosed based on FBS value, where there are many metabolic variables which may influence the FBS value. The aim of the present study is first to find the most influential blood metabolic variables (and characteristic variables) that affect FBS value in patients with type 2 diabetes based on three different regression methods (Linear regression, Lasso regression, Ridge regression), second to calculate the chance of catching type 2 diabetes based on these variables with LR regression, and third to compare the three regression methods according to MSE value.
Material and Methods

Data Collection and Preparation
The data of this cross-sectional study were collected from October 2017 to April 2018. The study population consisted of 270 type 2 diabetic patients over 18 years of age who had been referred to Besat laboratory (the main laboratory of diabetics patients), in the center of Kerman province, southeastern Iran. The metabolic variables affecting FBS including HbA1c, TG, Urea, Cr, CHOL, HDL-C, LDL-C, and TSH were collected from these individuals' blood tests under the supervision of an endocrinologist. The characteristic variables (inclusive age, gender, smoking status, drug use, and heredity) were also collected by self-report. In addition, BP and BMI were collected as two other effective predictors of FBS. BP was measured by Cuff in sitting manner twice (first, on blood test day and the second on the next day, when they came to get the test result). The participants under the age of 18 and pregnant women as well as patients with other chronic diseases (type 1 diabetes, kidney disorder), were excluded from the study (8 patients). There were also 380 healthy people who did not have any chronic diseases and came only to check their annual blood test, and they completely match with patients group based on characteristic variables and were participated for LR regression. Ethical approval was granted by the Ethics Committee of Kerman University (reference number: IR.KMU.REC.1397.174). This study was conducted in compliance with the Helsinki Declaration. All the participants gave their informed consent.
Linear Regression
The most conventional regression method widely used across all kinds of research is linear regression. Basically, this method involves evaluating the relationship and the effect of some predictor variables on a quantitative response variable. This method was introduced to statistics by Sir Francis Galton in the late 19 th century [16] . All regression methods have similar equation as follows:
Where, Y i represents the response variable, B i is the coefficient of, X i which shows the rate of X effects on Y variable.
Lasso Regression
Lasso is a regression analysis method which performs penalized estimation in order to enhance the prediction accuracy and interpretability via the best predictor selection. This method was first proposed by Tibshirani in 1996 [17] . Lasso regression has great performance and efficiency when the number of predictors are greater than observations. This method yields some non-significant coefficients toward zero and provides a desirable subset of predictor variables [18] . In fact, this method completely eliminates unimportant predictors.
Ridge Regression
Another penalized regression method proposed by Hoerl and Kennard in 1970 is Ridge regression. The goal of this method is to select predictor variables when there is multicollinearity (severe correlation between predictors) between them [19]. This method does not eliminate any of the predictor variables from the model. The result of Ridge estimation method is bias parameters, but with minimal variance [20] .
The difference between Lasso and Ridge is that in Lasso regression, some insignificant coefficients can become zero and be eliminated from the final model, but in Ridge method all coefficients remain in the model even if they are not influential. The researchers of the present study compared the above three methods according to their MSE values. The MSE measures the average squared difference between the estimated values and what is estimated. Low MSE values in regression models could be used as goodness of fit index. The variance inflation factor (VIF) is an index for assessing the multicollinearity. If the VIF value exceeds 10, it can be assumed that the regression coefficients have been poorly estimated due to multicollinearity [16] .
Logistic Regression
Logistic regression is a type of prediction regression model in which the dependent (response) variable is not continuous. In fact the main usage of logistic regression is to predict the dichotomous (the variable that have two values) variable by the other independent variables [16] .
The analysis of this study was performed using software R version 4.3.3 with MASS and glmnet packages. Table 1 compares blood metabolic and characteristics variables between diabetic and healthy people. This table reveals that there were statistically significant differences between diabetic and healthy people in terms of FBS, HbA1c, and age. FBS and HbA1c are significantly higher in diabetic patients than healthy people (P < 0.001).
Results
As shown in Table 1 , from all 650 people who referred to the laboratory, the mean age of 270 diabetic patients (52.7 years) were significantly higher than 380 healthy people (43.6 years) (P=0.014). The mean BMI value of all the people (27.7) was higher than normal range relative to their age, but the mean BMI value of diabetic patients was not significantly higher than healthy people. Table 2 presents the VIF values for all the 15 (8 metabolic and 7 characteristics) predictors.
The VIF values were above 10 for CHOL and LDL-C, confirming the existence of high multicollinearity.
The results of three regression coefficients are provided in Table 3 , with MSE employed for comparison. As it can be observed, Ridge regression keeps all variables even if they are not very important, but Lasso deletes insignificant predictors. Lasso regression keeps HbA1c, urea, age, BMI, heredity, and gender as the most influential variables for FBS. According to the results of Ridge regression, HbA1c, heredity, gender, smoking status and drug use are the most effective predictors for FBS, respectively. HbA1c has been selected in linear regression. Having a family history of diabetes in all the models has a positive effect on FBS. Lasso regression had the lowest MSE value among three models. Table 4 shows the results of LR regression. As it is observed, increasing one unit (mmol/mol) in HbA1c increases the chance of Type 2 diabetes more than fifty times. The odds ratio (OR) of gender and heredity are 6.264 and 4.457 respectively, but their effects are not statistically significant. The other variables (BMI, urea, gender, age) did not have significant effects. 
Discussion
According to the researchers' knowledge, investigating the effect of metabolic variables that were routinely reported in blood tests on FBS with three different regression models is rarely done. This investigation could confirm the role of predictors in controlling the variation of FBS and also diabetes disease. The result of Lasso regression shows that HbA1c had a high positive effect on FBS. So, it seems essential to control HbA1c in order to stabilize FBS variation. Other studies also confirmed that high HbA1c could be a main risk factor of type 2 diabetes [21, 22] . The age variable has a positive effect on FBS. This result was expectable because an increase in age leads to an increase in the chance of catching all diseases [23] . BMI has positive effect on FBS. This result is in line with the result of a previous study which showed BMI as the only significant predictor of diabetes. In that study diabetic patients had a higher mean BMI than healthy people [24] .
Ridge and Lasso regression models confirmed the effect of gender simultaneously. They showed that men had significantly higher FBS levels relative to women. This result is completely in accordance with the result of previous study [25] . In the present study; smoking status and drug use have positive effect on FBS. Therefore, Active smoking is associated with an increased risk of type 2 diabetes. There is evidence that smokers (especially heavy smokers) tend to have higher BMIs than lighter smokers and even some nonsmokers [26] , and increasing the BMI leads to an increase in the chance of type 2 diabetes.
Note that as a main total result, three models jointly introduced HbA1c as the most effective predictor of FBS, which is in line with the result of previous study [27] . Using HbA1c as an influential predictor of FBS could be helpful in diagnosis of type 2 diabetes. In fact it could be used instead of FBS in order to diagnose type 2 diabetes. The WHO consultation concluded that HbA1c can be used as a diagnostic test for diabetes [28] . High value of HbA1c shows the danger of type 2 diabetes, like the high value of FBS. This metabolic variable does not have the problem of day-to-day variability of glucose values. Checking HbA1c also does not need to be fasting and to have preceding dietary preparations [29] .
This study compared three regression models based on MSE values. The lowest value of MSE represented the better model. The results of this study indicated that linear regression is not acceptable, especially in the existence of multicollinearity. As it can be observed, this model has the biggest MSE compared to other models. Lasso regression model had the lowest MSE compare to others. This result is completely in accordance with the results of previous studies that performed simulation to compare Lasso regression with three types of Ridge regression. Using the MSE criterion, they found that Lasso regression performs better than Generalized Ridge Regression (GRR) and Jackknifed Ridge Regression (JRR) [30] . In another study, LASSO method was proposed as a novel method to predict financial market behavior, and the results indicate that the proposed model outperforms the ridge linear regression model [31] .
The evidence presented in this study confirmed the usage of Lasso regressions, especially for the clinical researchers. As we know, clinical variables usually show severe correlation. Therefore, the usage of lasso regression is preferred, especially in the existence of many predictors.
The results of the present study indicated that apart from age and gender which are out of our control, people should have structured exercise training that is associated with HbA1c and FBS reduction in patients with type 2 diabetes in order to prevent it [32] . Finally, as we know, diagnosis is more important than remedy, and finding the influential predictors is important in diagnosis. HbA1c is an important predictor of FBS and also type 2 diabetes and sometimes it may work better than other predictors in diagnosis of Type 2 disease.
This study has some limitations. As the main purpose of this study was investigating the effect of metabolic variables, the effect of stress, alcohol consumption, nutrient intakes, and workrelated physical activity were not assessed. These factors may have effects on FBS which can be investigated in future researches. This study was a cross-sectional study; therefore, a temporal relationship between predictor variables and diabetes cannot be inferred from these results.
Conclusion
HbA1c has a high role in the variation of FBS. This role is more than many other metabolic variables. HbA1c testing can be performed at any time of the day and without special patient preparation. This advantage makes it more valuable. Considerable caution should be warranted when using linear regression, especially in clinical researches. In clinical research, the Lasso regression is preferred because of multicollinearity.
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