The authors examine the impacts of quality of institutions, border and transport efficiency, physical and communication infrastructure on overall and intra-Africa trade covering 44 African countries and their 173 trade partners for the periods 2000-2014. Aggregate indicators are derived for the quality of economic institutions, border and transport efficiency, physical and communication infrastructure using principal component analysis. The findings disclose that intra-Africa and overall Africa's trade robustly determined by the quality of institutions, border and transport efficiency, physical and communication infrastructure. The estimates also indicate that the marginal effect of the quality of institutions, physical and communication infrastructure on trade flow appears to be increasing in GDP per capita. In contrast, the marginal effect of border and transport efficiency on trade decreases in GDP per capita. The authors compute the simulation of improving each indicator to the best performer in the sample. Their findings are robust to estimation method conducted to account for potential endogeneity. Economics: The Open-Access, Open-Assessment E-Journal 13 (2019-10) www.economics-ejournal.org 2
Introduction
In contemporary economics literature international trade is considered as one of the major factors positively contributing for economic growth and development (Andersen and Babula, 2008; Matthias and Jens, 2012; Mercan et al., 2013) . In this path, however, African countries have traditionally lagged the rest of the world (Portugal-Perez and Wilson, 2008; Assane and Chiang, 2014) .African countries are among those having the least trade share compared to other regions in the world market (Assane and Chiang, 2014) . Its share of global trade is also limited to 3.2% (United Nations Economic Commission for Africa, 2012) . Similarly, intra-Africa trade is relatively the lowest compared to other regions. According to the World Bank statistics it was 11% of the continent's total trade between 2007 and 2011 compared to that of other developing regions such as intra-Latin America trade that amounts more than 20% and trade within Asian developing countries that represent 48% (Ancharaz et al., 2011) . Furthermore, based on WTO (2017) report trade within the European Union (EU), North American Free Trade Agreement ((NAFTA), Association of South Asian Nations (ASEAN) and South Common Market (MERCOSUR) was represented by 63%, 50%, 24% and 14%, respectively. Among regional economic community in Africa, East African Community (EAC) has a relatively higher share of intra-trade registering 19.52% in 2013. In addition, South African Development Community (SADC), West African Economic and Monetary Union (WAEMU), Common Market for Eastern and Southern Africa (COMESA) and Economic Community of West African States (ECOWAS) have registered 18%, 14.73%, 9.42% and 9.32% intra-regional trade, respectively (Geda and Seid, 2015) . Therefore, compared to other regions Africa's regional economic communities have relatively low performance in intraregional trade andover 80% of Africa's exports are still destined for markets outside Africa (Geda and Seid, 2015) .
Some literature indicates that tariff and non-tariff barriers are responsible for the high cost of trade and the lower performance of developing countries in the world trade (OECD, 2005; Linders et al., 2008) . However, recently non-tariff barriers have relatively higher impacts on trade performance of countries because tariffs on international trade are generally becoming lower as countries have been progressively liberalized joining World Trade Organization (WTO), and regional and bilateral trade agreements (United Nations Conference on Trade and Development, 2013; WTO, 2012) .
In most African countries transport cost incidence for exports is five times higher than tariff cost incidence (World Bank, 2001) . That is the effect of tariff cost is relatively becoming less important, while non-tariff factors, such as regulatory barriers, business environment, infrastructure, institutional quality, and economic freedom are becoming major determining factors of trade flow.
Recent empirical literature suggests that improvement in border and transport efficiency, institutional quality and infrastructure can have a robust effect on the trade performance of countries. For example, employing gravity model Francois and Manchin (2013) argue that infrastructure and institutional quality indicators affect the patterns of trade. However, they did not consider border and transport efficiency indicators in their specification and their study was also limited to time periods [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] . Similarly, using gravity estimation Portugal-Perez and Wilson (2012) find that the aggregate indicators of hard and soft infrastructure have an effect on The rest of this paper is organized as follows: Section 2 discusses the literature review. Section 3 explains the methodology of the study and data. Section 4 presents the results and findings of the study. Section 5 contains robustness check and counterfactual analysis. Section 6 presents conclusion and policy implications based on the findings.
Literature review
A number of empirical literatureanalyze the impact of different factors on trade flow and integration of countries. They tried to look at the impact of trade reform policies, transaction costs, quality and efficiency of infrastructure, logistics performance, economic status, cultural and geographical distance and political and institutional quality of countries and they find that these factors have a significant effect on bilateral trade flow of different countries. For instance, Wilson et al. (2005) evaluate four measures of trade facilitation: port facilities, customs handling, the regulatory environment and the availability of service sector infrastructure. Their results show that improvements in all four measures would have material impacts on both exports and imports. Furthermore, Djankovet al. (2010) use gravity equation to analyze the effect of time delays on international trade for 146 countries in 2005. Their findings reveal that, on average, each additional day a product is delayed prior to being shipped reduces trade by at least 1%. Persson (2008) assesses the potential effects of trade facilitation in the form of the time required to export and import on trade flow for 22 European Union countries using a sample selection approach. The results suggest that time delays on the part of the exporter and the importer significantly decrease trade flows. The result also reveals that, on average, lowering border delays in the exporting country by one day from the sample mean would yield an export-increasing effect of about 1%. Similarly, Nordås et al. (2006) analyze the effect of time for exports and imports on international trade based on cross-sectional data for 140 countries in 2004 and find that time delays result in lower trade volumes and reduce the probability that firms will enter export markets for time-sensitive products. Iwanow and Kirkpatrick (2009) analyze the trade facilitation or reducing the transaction costs associated with the enforcement, regulation and administration of trade policies for a panel dataset of 124 developed and developing countries for the period 2003-04. Their results indicate that enhancing trade facilitation and other traderelated institutional constraints on manufacturing export performance could contribute to improving export performance in Africa.
Likewise, Djankov et al. (2010) use a difference gravity equation to solve the problem that most of the infrastructure variables do not have a bilateral dimension which is the variation in the data used to estimate gravity equations. They find that soft infrastructure does matter for international trade. An extra day on the number of days necessary to clear customs in the exporting country leads to a 1% reduction in exports. They also cleverly control for potential reverse causality. Indeed countries that rely more heavily on export markets may invest more on export infrastructure. In addition, Portugal-Perez and Wilson (2012) examine the impacts of hard and soft infrastructure on bilateral trade flows using gravity framework and controlling for different indices of physical, communication and transport efficiency infrastructure. Their results indicate that physical infrastructure is the most robust determinant of bilateral exports, whereas the impact of other variables often changed signs depending on specifications or the estimators they used. Ismail and Mahyideen (2015) analyze the effects of individual indicators of physical and soft infrastructure on the trade performance of Asian countries. This study quantifies the impacts of both hard and soft infrastructure on trade volume for exporters and importers in the region as well as on various economic growth indicators. Their results demonstrate that improvements in each transport infrastructure such as the road, air transport, railways, ports, and logistics enhance trade flow of Asian countries. Their results also show the impact of soft infrastructure on trade flows is robust.
Furthermore, the importance of information and communication infrastructure was also highlighted by some empirical studies. For example, the study by Bankole et al. (2015) examine the impact of information and communications technology infrastructure on intra-Africa trade using archival data from 28 African countries and find that information and communication infrastructure and institutional quality have a robust positive effect on intra-Africa trade. Their results suggest that institutional quality coupled with telecommunication infrastructure enhance efficiencies in intra-African trade flows. Also, a study by Ismail and Mahyideen (2015) show information and communications technology infrastructure has enhanced trade enhancement effect in Asian countries.
Using computable general equilibrium model Abe and Wilson (2008) conduct a study on the impact of improvement in institutional quality through reducing corruption and improving transparency to lower trade costs in the Asia Pacific Economic Cooperation region. Their findings infer that improvement in transparency and reducing corruption has a sound effect on trade flow and welfare gains for the region.
Furthermore, using a gravity model Francois and Manchin (2013) examine the impact of infrastructure and institutional quality on bilateral trade flows accounting zero valued trade observations as well as multilateral resistance term using the method proposed by Baier and Bergstrand (2009) . They used the lagged values of time-varying explanatory variables to control for endogeneity of infrastructure and institutional quality. They found that institutional quality is important determinants of bilateral trade flow among countries. Similarly, using a gravity model Seck (2017) examines the extent to which various elements of the trade cost landscape in subSaharan Africa may have contributed to shaping trade patterns both within the region and with the outside world using different trade facilitation measures such as border efficiency, physical infrastructure, regulatory environment, information and communication technology, and logistics performance for 2007 and 2012.
Literature mentioned above examined the impact of infrastructure and institutional quality on the trade flow of different countries. However, a few studies have been conducted a comprehensive analysis on the impact of physical and communication infrastructure, border and transport efficiency and domestic institutional quality indicators on trade flow of African countries and probability to participate in world trade. In addition, studies conducted so far, however, are not sufficient, not without limitations in terms of their coverage and econometrics specification. Therefore, our study fills the gap by examining the impacts of different components of infrastructure, border efficiency and domestic institutional quality on the trade performance of African countries using robust econometric model.
3
Data and methodology
Data
Our study covers trade flow from 44 African countries to 173 trade partners for the periods 2000-2014. The period and the sample of African countries are bounded by the availability of data for important control variables. The list, definition of variables, the sources of data and the list of sample African countries and their trade partners considered in this study are given in Appendix A. The summary statistics of major variables is spelt in Table 8 in Appendix B. Trade flow is taken from Direction of Trade Statistics (DOTS) of IMF. We use trade inflow from African countries to their trade partners as it is more suitable for gravity model approach. Facts of the explanatory variables of our interest are spelt out in the following part.
Quality of institutional indicator
The empirical analysis for this paper utilizes economic and governance institutions dataset of governance indicators of worldwide governance indicators (WGI) and economic freedom indicators of the Fraser Institute. Accordingly, the rule of law, absence of violence and instability, regulatory quality, government effectiveness, voice and accountability and control of corruption are used to capture the quality of governance institutions of African countries. The rule of law shows contract and property right protection and abilities of police and court to enhance private rights. Political stability and absence of violence represent the capacity of government in avoiding internal and external conflicts, and ethnic tensions and control of corruption indicates the position of countries in fighting against corruption. Regulatory quality captures perceptions of the ability of the government to formulate and implement sound policies and regulations that permit and promote private sector development. Government effectiveness captures perceptions of the quality of public services, the quality of the civil service and the degree of its independence from political pressures, the quality of policy formulation and implementation, and the credibility of the government's commitment to such policies. Voice and accountability catches view of the degree to which citizens can take an interest in selecting their government, opportunity of free expression and association, as well as a free media. Their values range approximately from -2.5 to 2.5 with higher values corresponding to better institutions. Furthermore, economic freedom indicators are used to proxy for economic institutions of African countries. It has six components namely: property right and legal protection, regulation, sound money, freedom to trade internationally, government size and investment freedom. The interesting thing here is that all variables used to develop the index come from the international country risk guide, the global competitiveness report, and the World Bank's doing business project so that the subjective judgments of the authors do not influence the index. Government size represents the extent of government consumption, tax rate, transfer and subsidy and government investment. Legal protection and property right shows the key ingredients of a legal system such as rule of law, security of property rights, an independent and unbiased judiciary, and impartial and effective enforcement of the law. Regulation represents labor and credit market and business regulation. In all cases, the values of these indicators vary from 0 to 10 with higher values corresponding to a better status.
Using indicators of institutional quality and economic freedom of African countries we derive a single composite indicator using principal component analysis. The results in Table 7 in Appendix B show that the eigenvalues of the first principal component of the quality of economic and governance institution is greater than 1 (4.61>1). However, none of the other components have eigenvalues more than 1. Since the first component explains 66% of the variation in the original variables, the study uses the eigenvectors of the first principal component as weights in constructing an institutional and governance index. Among the indicators rule of law, regulatory quality, government effectiveness and control of corruption have more contribution as they have a relatively larger magnitude of eigenvalues (see Table 7 in Appendix B.1).
Border and transport efficiency indicator
We add border and transport efficiency indicators into our analysis using four sets of transport and border efficiency indicators. These are time required to export, time required to import, documents required to export and documents required to import. The time required to export and import is measured by time recorded in calendar days. The time calculation for an export or import process starts from the moment it is started and runs until it is completed. All documents required per shipment to export or import goods are captured. This is based on the assumption that all contracts have already been agreed upon and signed by both parties. Documents needed for clearance by port and container terminal authorities, customs authorities, health and technical control agencies, banks and government ministries are taken into account. Similarly using principal component analysis, we find one aggregate indicator of border and transport efficiency index. From the results in Table 7 in Appendix B.1, the eigenvalues of the first two components of the border and transport efficiency are greater than 1 (2.62 and 1.03>1). The first principal component of border and transport efficiency has variance 2.62, explaining 66% of the total variance. Hence we include the first principal component of border and transport efficiency indicator to our specification. In this component time required to export and import is more important because the eigenvalues of time required to import and export have relatively larger values compared to documents required to import and export (see Table 7 in Appendix B.1). We hypothesize that there should be a negative relationship between border and transport efficiency indicators and trade flow as ease of cross-border trading activities promotes flow inflow.
Physical and communication infrastructure indicator
Physical and communication infrastructure shows the quality of airports, roads, railway infrastructure and level of communication infrastructure. We derive aggregate indicator for physical and communication infrastructure using road quality, railway quality, airports quality, internet subscription and telecommunication infrastructure. The eigenvalues of the first two components are greater than 1 (2.562 and 1.339>1). The first principal component has a variance of 2.562, explaining 51% of the total variance and the second one has a variance of 1.339, explaining 26.8%. The interaction of these components is used as it accounts for more than 77% (see Appendix B.1). The pair-wise correlation of individual indicators used to drive these indices is reported in in Appendix B.3.
Entry cost index
We control for entry cost index using three ease of doing business indicators such as cost to start business, procedure and time required to start the business in exporter countries using a similar procedure. In this index, the procedure to start business and time required to start business are more important because their contribution is relatively larger than the cost to start the business (see Appendix B.1).
Methods of analysis
This part is concerned with the description of the estimation method used in the study. We start by introducing an empirical gravity model that is used to investigate the effect of factors affecting bilateral trade patterns. Traditional gravity specification assumes that the gravitational force between two objects is positively dependent on the mass of the objects and negatively dependent on the physical distance between them (Isard, 1954) . Trade flow between countries is a function of the mass of the country of origin, the mass of the country of destination and the physical distance between the two countries (Linders et al., 2008) . It can be represented by (1):
where, Trade ij is trade probability or trade volume of countries; M i and M j are the mass of the origin and destination countries, respectively; TB ij is physical distance between origin and destination countries. β and χ represent parameters and constant, respectively. Equation (1) can be extended to include traditional gravity variables, institutional quality and infrastructure indicators. Transforming the gravity model in (1) and using OLS estimator results in loss of information because of dropping zero value observations in the trade data. Our sample has 30% zero valued observations. Hence this procedure reduces the efficiency of data and may lead to biased estimates since dropping zero value observations in the estimation results with selection bias (Gómez-Herrera, 2013) . Another method used by Baldwin and Di Nino (2006) to solve zero value observations in the data is the Tobit model to estimate the common currency effect on trade in new goods by applying the gravity model. However, this method is inefficient since it results with a loss of information and leads to biased results because of censuring zero trade values from the left.
Alternative methods commonly used in gravity model specification are (PPML) and Heckman selection models. PPML model by Santos Silva and Tenreyro (2006) is a preferred estimation method in the presence of heteroscedasticity. However, this method is not appropriate if the probability of trade among countries is correlated with unobserved characteristics of the pair of countries and severely biased when zeros are not random outcomes (Westerlund and Wilhelmsson, 2011) . In addition, it does not behave so well for an aggregated dataset in the presence of unobserved heterogeneity. Furthermore, there are various extensions of the PPML estimator that can be used in gravity estimation. Among these extended versions of PPML, negative binomial pseudo-maximum likelihood (NBPML) is a more general version that encompasses the broad family of pseudo-maximum likelihood. However, its binomial distribution relies on the assumption that the conditional variance is a linear combination of the conditional mean and its square. Furthermore, in many cases, it is inappropriate when dealing with continuous data and very scale-dependent and fail to recover the elasticities in the gravity equation (Bosquet and Boulhol, 2010; Xiong and Chen, 2014) .
Another alternative model robust to handle zero valued observations is a hurdle Poisson negative binomial model that distinguishes whether or not trade between countries occurs and, given that two countries are trading, how large a volume of trade takes place. Hurdle type with negative binomial will also haveconvergence problems and the complexity will make this model unreliable (Cantoni and Zedini, 2011; Baetschmann and Winkelmann, 2016) . Gómez-Herrera (2013) comparing different methods to estimate gravity models of bilateral trade for a dataset covering 80% of world trade showed that the best method to estimate a gravity model of bilateral trade is Heckman sample selection procedure. This study revealed that Heckman (1979) sample selection model is the estimator with the most desirable properties, confirming the existence of sample selection bias and the need to take into account the first step (probability of exporting) to avoid the inconsistent estimation of gravity parameters.
Therefore, in this study, we employ two-step Heckman (1979) sample selection procedure to estimate the gravity model of trade flow of African countries since there are zero value observations in our trade flow data. In addition, it allows for a two-stage decision process via estimating determinants of the probability to trade (extensive margin) simultaneously with estimating determinants of bilateral trade flow (intensive margin), avoiding any bias involved because of sample selection and omission of the extensive margin (Helpman et al., 2008) . Conceptually, this model consists of two parts: Outcome or observed counterpart (intensive margin) and selection part (extensive margin).
Therefore, based on the gravity specification in (1) the intensive and extensive margins of our estimation are defined in (2) and (4) below.
where, Trade ijt denotes bilateral trade flow between i and j countries; OV ijt represents other control variables such as GDP per capita of reporter, GDP per capita of partner, distance between capital of i and j countries, population density ofi and j countries, colonial relationship, common colony, common language, common currency, WTO membership, areal size of reporter and partners countries, RTA and access to sea; IV it represents border and transport efficiency, quality of economic institutions, physical and communication infrastructure of African countries and MR ijt is inverse Mills ratio. (2) is, therefore, conditional on trade occurring among reporter and partner countries in (4) (Xiong and Chen, 2014) . (4) where, Trade ijt denotes bilateral trade flow between i-reporter and j-partner countries; OV ijt represents other control variables such as GDP of i countries, GDP of j countries, distance between capital of i and j countries, RTA ijt , WTO membership, colonial relationship, common colony, common currency, common language, access to sea, population of both i and j countries and areal size of i and j countries; IV it represents border and transport efficiency, physical and communication infrastructure and quality of institutions of African countries. ECOST it denotesbusiness entry cost used as exclusion restriction. t η and U ijt are time fixed effect and stochastic term, respectively. Therefore, improvement in trade facilitation fosters trade flow either through inducing more countries to participate in the world market or through enlarging the size of pre-existing trade or both. Business entry cost is represented by index derived using cost to start business, procedure and time to start business and used as an exclusion restriction. It is excluded from the outcome equation and included in selection equation as it can affect the probability of trade between partners and reporting countries (Helpman et al., 2008 and Araujo et al., 2012) . The selection equation is used to calculate inverse Millis ratio which captures the probability of selection variables omitted from intensive margin (outcome equation) defined in (4).The selection equation is used to calculate inverse Millis ratio which captures the probability of selection variables omitted from intensive margin (outcome equation) defined in (2). Table  8 in Appendix B.2 and Table 9 in Appendix B.3). However, we account for them simultaneously and the signs of their coefficients are in line with literature and robustly significant (see Table 10 in Appendix B.2). Border and transport efficiency, quality of institutions, physical and communication infrastructure indices are rescaled and their values range in between 0 and 1. Therefore, the coefficients of these indicators are comparable. Market entry cost is considered as exclusion restriction variable and included in extensive margin defining the probability of trade among countries. It has negative effect on the probability of countries to participate in trade. Countries with high market entry cost have less probability to trade. Its coefficient is significant at 1% level of significance in all specifications. The results are vigorous because to find stable and robust results, exclusion restriction variables should have the coefficients that accord with intuition and statistically significant at conventional levels. The Mills ratio is statistically significant at 1% level of significance implying that there is an existence of sample selection bias and strongly supports using two-step Heckman (1979) sample selection procedure.
The estimated coefficients of all standard trade flow variables are significant and their signs are consistent with the predictions of the gravity model for both outcome and selection equations except for the colonial relationship between reporter and partner countries as its effect on extensive margin is significant and negative. The economic size represented by GDP per capita of the African countries and their trade partner countries significantly determine the trade flow of African countries and their probability to trade. Their effect is positive and significant at 1% level of significance. The geographical distance between African countries and their trade partners has a significant negative effect on both intensive and extensive margins indicating that physical distance discourages volume of trade and probability to trade. This result is consistent with the theory that the shorter the distance, the lower the transaction costs and the more the trade among countries. The population density of African countries and their trade partners have significantly positive effect on the trade flow of African countries. They have a robust effect on both intensive and extensive margins.
Furthermore, WTO membership for African countries has a significant positive effect on trade flow and the likelihood of trade in all specifications. This result is congruent with the view that WTO accurately promotes trade flow and enhances trade integration among member countries. The coefficient of common language is statistically significant and positive indicating that countries with common language have more trade flow compared to countries withdifferent languages. The coefficients of the common colony are robust positive showing that Notes: =1,…, 44 and =1,…,173 indicate the reporter and partner country, respectively. All specifications include time fixed effects and MRT corrections for bilateral trade cost variables. Standard errors are reported in parenthesis. ***, ** and * indicate significance at 1%, 5% and 10%, respectively. countries which have common colony trade more and participate in trade integration compared to countries which have no common colony. Similarly, the coefficient of colonial relationship has a positive effect on intensive margin implying that colonial relationship significantly affects the volume of trade. However, it has negative effect on extensive margin. The impact of common currency is robust and indicates countries which have common currency trade more compared to countries which use different currencies.
The other important traditional gravity variables significantly affecting the trade flow of African countries are access to sea and regional trade agreements. The coefficients of both access to sea and regional trade agreements are positive showing that countries which have access to sea and are members of regional trading blocs trade more and will have a higher probability to trade compared to countries which have no access to sea and are not the members of regional trading blocs. In addition, we repeat this exercise controlling for tariff imposed on trade by trade partner countries. However, because of a significant reduction in the sample size we have conducted the model separately and reported the result in Table 13 in Appendix C.
Turning to our explanatory variables of main interest, the border and transport efficiency indicator has a highly significant negative effect on the trade flow of African countries. It also has a robust effect on probability to trade. Its impact is significant at 1% level of significance indicating that improving border and transport efficiency will have significantly positive influence on trade volume and probability of trade for African countries. This result is reasonable because according to the world development indicator of World Bank database, most countries that require the highest number of documents to import and export and a relatively long time to trade are located in Africa. This finding is consistent with the results of Seck (2017) Similarly, the effect of quality of institutions on volume of trade is robust positive. It implies that improving the quality of economic and governance institutions enhances trade flow and positively contributes to the probability of countries to trade. This result tends to be consistent with the study by Francois and Manchin (2013) that concludes trade fellow of developing countries robustly depends on institutional quality.
We have repeated the exercise using border and transport efficiency, physical and communication infrastructure indicators separately. The results are reported in Table 11a and  Table 11b in Appendix C. The results using the variables measuring different aspects of the border and transport efficiency (time document to export and import) have a robust negative impact on trade flow and the likelihood of African countries to trade. The coefficients of all physical and communication infrastructure indicators are positive and significant at 1% level of significance indicating an improvement of each indicator of infrastructure has a robust effect on enhancing trade flow of African countries (see Table 11a and Table 11b in Appendix C).
In addition, we estimate an interaction term for the quality of institutions, border, and transport efficiency and physical and communication infrastructure with respect to GDP percapita of African countries. All interaction terms are statistically significant. The marginal effect of the quality of economic institutions, physical and communication infrastructure on trade flow seems to be increasing in GDP per capita. In contrast, the marginal effect of border and transport efficiency on trade decreases in GDP per capita (see Table 10 in Appendix C). Hence improvement in the quality of institutions and physical and communication infrastructure highly important for relatively richer African countries whereas improvement in border and transport efficiency is increasingly important to African countries with relatively lower GDP per capita income to enhance trade volume.
The impacts of border and transport efficiency, quality of institutions, physical and communication infrastructure on intra-Africa trade
Africa's trade is more dominated by extra-Africa trade. However, intra-Africa trade shares less than 12% of Africa's total trade which is extremely low compared to intra-regional trade in other parts of the world. We run separate estimation constraining trade flow to intra-Africa. As the coefficient of entry cost is robust negative, countries with high market entry cost have less probability to trade. This result is important because to find stable and robust results, exclusion restriction variables should have the coefficients that are statistically significant at conventional levels. The Mills ratio is also statistically significant implying that there is an existence of sample selection bias and strongly supports our exercise. Our results in Table 2 disclose that the coefficients of all standard trade flow variables are significant and their signs are consistent with the predictions of the gravity model for both outcome and selection equations. In addition, the coefficient of common religion is changed to positive and significant.
The coefficient of border and transport efficiency variable is negative and significant at 1% level of significance. Quality of institutions has also a robust positive effect on the volume of trade and probability to trade. Furthermore, improvement in physical and communication infrastructure enhances intra-Africa. However, its impact on extensive margin is insignificant. However, the magnitude of the coefficient of border and transport efficiency is the biggest compared to the quality of institutions, physical and communication infrastructure implying that improving border and transport efficiency contributes more to intra-regional trade flow than from improvement in physical and communication infrastructure and domestic institutions. Therefore, to advance intra-Africa trade improving infrastructure and institutional quality is worthwhile. Furthermore, it needs improvement in border and transport efficiency to facilitate intra-Africa trade. These results are tend to be aligned with the results of Geda and Seid (2015) that conclude any effort to advance regional integration through intra-Africa trade is challenged by weak infrastructure, productivity and trade facilitation.
5
Robustness check and counterfactual estimation
Robustness check
According to some literature, there will be reverse causality between infrastructure and trade.
The same problem will happen between institutional quality and trade. That is the efficiency of infrastructure and institutional quality will be driven by trade integration and trade integration can also be driven by good institutions and quality of infrastructure. However, the infrastructure and quality of institutions will have a more direct and immediate effect on the likelihood of trade and volume of trade. On the other hand, the impact of trade on improvement of institutional quality and infrastructure is less direct and sluggish to be recognized (PortugalPerez and Wilson, 2012) . Though the existence of reverse causality is less, examining the possibility that our results are driven by reverse causality is worthwhile. To address this problem we did three things. First, we aggregate infrastructure indicators by principal component analysis that partly reduces the endogeneity problem. Second, we run a model constraining to only intra-Africa trade that we spell out in Table 2 . Excluding these countries will limit the trade flow of African countries to only 12% of our sample. When extra-Africa trade partners are excluded, the correlation between infrastructure and trade should become weaker if there is reverse causality (Julian et al., 2015) . The underlying assumption is that Africa's trade with its major trade partners is relatively important to drive the demand for better infrastructure and, thus, provide relevant incentives to improve the countries' endowment with infrastructure and institutional quality. Our results in Table 2 prove to be robust to the exclusion of extra-Africa major trade partners or controlling only to intra-Africa trade. Almost all control variables are hardly affected when we exclude these countries suggesting our findings are unlikely to suffer from serious reverse causality problems. Finally, we conduct IV estimator to control for endogeneity. Physical and communication infrastructure, border and transport efficiency indicators are instrumented by civil liberty, government fractionalization, and checks and balance, respectively following works of Julian et al. (2015) and Lin (2015) who used these variables as an instrument for infrastructure and internet. Furthermore lagged values of time-varying explanatory variables are used as instruments. We add legal origin as an instrument for the indicator of institutional quality (Borrmann et al., 2006) . In our analysis, we consider countries with French legal origin have lower institutional quality and highly regulated business environment because the French legal origin is highly correlated with an excessive regulatory environment and may lead to lower quality institutions, particularly when the French legal system was implemented in developing countries (Djankov et al., 2002) . However, common law (English origin) provides the next highest quality of law enforcement and also the highest protection (La Porta et al., 1998) . Table  3 and Table 4 provide IV results for overall and intra-Africa trade. These results provide evidence that our baseline estimation results are robust. Furthermore, we check the consistency of the results reported in Table 1 using the PPML. In PPML, the dependent variable (trade flow) is introduced in levels instead of logarithms. The results are displayed in Table 12 in Appendix C. The findings show that the coefficients of two indicators of infrastructure and institutional quality variables have expected signs and are significant at a substantial level. However, the sign of transport and border efficiency indicator is changed to negative and statistically significant. We also find sign reversal for some traditional gravity variables such as population density of African countries, areal size of destination countries and common religion (lnpop it , lnarea i and comrelig ij ) that may be because of convergence problems of PPML estimator in Stata. Furthermore, the coefficients of some variables turned to be statistically insignificant. Notes: =1,…, 44 and =1,…,173 indicate the reporter and partner country, respectively. All specifications include time fixed effects. Standard errors are reported in parenthesis. Wald, F-statistic, Robust score χ2indicate overall model fit, the strength of instruments and endogeneity test results, respectively. ***, ** and * indicate significance at 1%, 5% and 10%, respectively. Notes: =1,…, 44 and =1,…, 44 indicate the reporter and partner country, respectively. All specifications include time fixed effects. Standard errors are reported in parenthesis. Wald, F-statistic, Robust score χ2 indicate overall model fit, strength of instruments and endogeneity test results, respectively. ***, ** and * indicate significance at 1%, 5% and 10%, respectively.
Counterfactual analysis
Based on our estimates in Table 1 we simulate the effects of border and transport efficiency, the quality of economic institutions and physical and communication infrastructure on trade flow to the best-performing country in the sample. This simulation indicates the percent of the average African economy would gain by improving these indicators to the best performer ( improve the transport efficiency of average African economies to Mauritius (the bestperforming country in border and transport efficiency), trade flow would be improved by 8.32%. This improvement in trade would be equivalent to a reduction of 13.94% or 986.98 km in distance. Similarly, improvement in the institutional quality of average African economies to Botswana (the best-performing country in quality of institutions), trade flow would be enhanced by 9.41% that is equivalent to a reduction of 15.33% and 1085.39 km in distance. The effect of physical and communication infrastructure is relatively the highest compared to the impact of quality of institutions and border and transport efficiency. A reform that results in the improvement of physical and communication infrastructure of African countries to South Africa, the trade would improve by 9.83%. This figure translates to a distance equivalence of 16.27% and 1151.95 km reduction. The results of distance equivalence imply that the gain from improvement in physical and communication infrastructure more robust for overall trade performance of African countries. 
Conclusions and policy implications
In this paper, we examine the impact of quality of institutions, border and transport efficiency, physical and communication infrastructure indicators on overall and intra-Africa trade for a dataset covering a wide range of Africa's trade partners. Our study covers 44 African countries as reporter and 173 trade partner countries. We use two-step Heckman (1979) sample selection procedure that allows for a two-stage decision process through estimating extensive and intensive margins simultaneously avoiding any bias involved because of sample selection and omission of the extensive margin. We also examine the impact of institutional quality and infrastructure restricting sample of trade flow to intra-Africa trade. In addition, we conduct robustness check for endogeneity using IV estimator. IV method is applied using check and balance, government fractionalization, Civil liberty and legal origin and lagged values of timevarying independent variables as instruments for physical and communication infrastructure, border and transport efficiency and institutional quality indicators and the level values. Furthermore, we check the consistency of our estimates using the pseudo-maximum-likelihood (PPML) estimator. These tests disclose that our results are proven to be robust. Controlling for different traditional gravity variables, we find that infrastructure, border efficiency and institutional quality variables are significant determinants not only of trade flow, but also of the probability of African countries to trade. Quality of physical and communication infrastructure has a robust positive effect on trade flow and the probability of African countries to trade. Hence improvement in efficiency of physical and communication infrastructure boosts trade performance of African countries. The results further indicate that both intensive and extensive margins are significantly affected by cross-border trade procedures and transport efficiency of African countries. These results are also supported by the results of disaggregated indicators of border and transport efficiency and infrastructure indicators. Our results also disclose that improvement in the quality of institutions is an important determinant of trade performance of African countries.
In addition, the marginal effect of the quality of institutions, physical and communication infrastructure on trade flow seems to be increasing in GDP per capita and the marginal effect of border and transport efficiency on trade volume decreases in GDP per capita. Our counterfactual analysis shows that improvements in the quality of institutions, border and transport efficiency, physical and communication infrastructure to the best-performing country in the sample can have a considerable effect on the trade flow of African economies.
To conclude, our results disclose that improvement in the efficiency of physical and communication infrastructure, border and transport efficiency and quality of institutions do not just influence the volume of trade for African countries, but also the probability that countries participate in trade. We can draw the following policy conclusion from our findings. To increase the volume of trade and integrate African countries with the rest of world and to facilitate intraAfrica trade, it is significantly important to improve quality of domestic institutions of African countries, physical and communication infrastructure, border and transport efficiency together because relying on investment of physical infrastructure without equally emphasizing on border and transport efficiency and institutional quality may not help reduce cost of trade in African countries and may not facilitate their trade performance. Appendix A. The information available in a group of variables is summed up by a number of mutually independent principal components. Each principal component is essentially the weighted average of the variables included. The eigenvalues and the components are given in Table 7 below. The eigenvalues are the variances of the principal components. The first principal component usually has the maximum variance for any of the combination. Similarly, in all cases the Kaiser-Meyer-Olkin Measure (KMO) of sampling adequacy is used to check for the appropriateness of the PCA, this is greater than the minimum KMO criteria of 0.50 for PCA analysis. Notes: Eco_instituionsit, border_transportit and physical_communicationit are rescaled to minimum 0 and maximum 1.
AppendixA: Data description

A.1 Source and definition of variables
B. 2 Summary of major variables
Economics: The Open-Access, Open-Assessment E-Journal 13 (2019-10) www.economics-ejournal.org 28 Notes: =1,…, 44 and =1,…,173 indicate the reporter and partner country, respectively. All specifications include time fixed effects and MRT corrections for bilateral trade cost variables. Standard errors are reported in parenthesis. ***, ** and * indicate significance at 1%, 5% and 10%, respectively. Notes: =1,…, 44 and =1,…,173 indicate the reporter and partner country, respectively. All specifications include time fixed effects and MRT corrections for bilateral trade cost variables. Standard errors are reported in parenthesis. ***, ** and * indicate significance at 1%, 5% and 10%, respectively. Notes: =1,…, 44 and =1,…,173 indicate the reporter and partner country, respectively. All specifications include time fixed effects and MRT corrections for bilateral trade cost variables. Standard errors are reported in parenthesis. ***, ** and * indicate significance at 1%, 5% and 10%, respectively.
B.3 Correlations
