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AN APPLICATION OF TOPOLOGICAL EQUIVALENCE TO
MORSE THEORY
LIZHEN QIN
Abstract. In a previous paper, under the assumption that the Riemannian
metric is special, the author proved some results about the moduli spaces and
CW structures arising from Morse theory. By virtue of topological equivalence,
this paper extends those results by dropping the assumption on the metric.
In particular, we give a strong solution to the following classical question:
Does a Morse function on a compact Riemannian manifold gives rise to a
CW decomposition that is homeomorphic to the manifold?
1. Introduction
In a previous paper [21], the author proved some results on moduli spaces and
CW structures arising from Morse theory in the CF case. By the CF case, we mean
the Morse function satisfies the Palais-Smale Condition (C) on a complete Hilbert-
Riemannian manifold and its critical points have finite indices (see [21, def. 2.6]).
Those results include the manifold structure of the compactified moduli spaces,
orientation formulas, and the CW structure on the underlying manifold. (See [21]
for a detailed description and a bibliography.)
Most results in [21] are based on the assumption of that the Riemmannian metric
(or the negative gradient vector field) is locally trivial (see Definition 2.3). This
means the vector field has the simplest form near each critical point.
In this paper, by virtue of topological equivalence (see Definition 2.8), we shall
extend those results by dropping the above assumption provided that the Morse
function is proper. Here the underlying manifold has to be finite dimensional but
not necessarily compact.
In order to apply topological equivalence, based on the idea outlined in the paper
by Newhouse and Peixoto [16], we shall prove the following main theorem stated
in Franks’ paper [7, prop. 1.6].
Theorem A. Suppose f is a Morse function on a compact manifold M . Sup-
pose X is a negative gradient-like field for f (see Definition 2.1), and X satisfies
transversality (see Definition 2.5). Then there is a regular path between X and Y
such that Y is also a negative gradient-like field for f . More importantly, Y is
locally trivial. In particular, there is a topological equivalence between X and Y .
In Theorem A, by a regular path, we mean a continuous path of negative
gradient-like vector fields in which each single vector field on the path satisfies
transversality. A precise version of Theorem A is Theorem 4.1.
Key words and phrases. Morse theory, negative gradient-like dynamical system, topological
equivalence, Moduli space, compactification, orientation formula, CW structure.
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2 LIZHEN QIN
The importance of Theorem A is that it can be combined with the results of
[21] to give an extension of those results to more general metrics. In particular, we
give a strong solution to the following classical question which had been considered
by Thom ([25]), Bott ([2, p. 104]) and Smale ([24, p. 197]): Does a Morse func-
tion on a compact Riemannian manifold gives rise to a CW decomposition that is
homeomorphic to the manifold such that its open cells are the unstable manifolds of
the negative gradient vector field? A corollary of Theorem 9.1 gives the following
answer which strengthens the work in [11] and [12] (see also Remark 9.1):
Theorem B. Suppose f , M and X are the same as those in Theorem A. Then
the compactified unstable manifolds of X give a CW decomposition that is home-
omorphic to M . The open cells of this CW complex are the unstable manifolds.
Furthermore, the characteristic maps have explicit formulas.
The following is the reason for making the extension of results in [21]. There
are at least two disadvantages of the locally trivial metric assumed in [21]. Firstly,
local triviality is not a generic property. Sometimes, especially in the infinite di-
mensional setting such as in Floer theory, it is not usually the case that one can
find a metric satisfying both the local triviality and transversality conditions. Sec-
ondly, the assumption of local triviality of the metric contradicts symmetry. Take
for example a homogeneous Riemannian manifold. If the metric is locally trivial,
then the curvature tensor must vanish near each critical point. Since the metric is
homogeneous, the curvature tensor must vanish globally. Thus only a tiny class of
homogeneous Riemannian manifolds have this type of metric.
Actually, the local triviality assumption on the metric was made in [21] exclu-
sively because of the techniques employed there. The theorems in [21, thm. 3.3, 3.4,
and 3.5] show that, under the assumption of a locally trivial metric, the compacti-
fied moduli spaces have smooth structures compatible with that of the underlying
manifold. However, the example in [21, example 3.1] shows that, if the metric is
not locally trivial, there is no such compatiblity (see also Remark 7.2). Thus the
case of a locally trivial metric has several distinct features from the general case.
In fact, the proofs of [21, thm. 3.7 and 3.8] rely heavily on the compatibility.
In this situation, it’s natural to pose the following strategy for obtaining results
about Morse moduli spaces in the case of a general metric. As a first step, we
implement the subtle and technical arguments in the special case. In the second
and final step, we try to convert the general case to the special case. The paper
[21] completes the first step. This paper achieves the second one.
Franks’ paper [7, prop. 1.6] proposes an excellent idea to reduce the general case
to the special case as follows. The proof of [16, lem. 2] claims that there exists
a regular path (i.e. each single vector field on the path satisfies transversality) as
the one stated in Theorem A. Since a negative gradient-like vector field satisfying
transversality is structurally stable, we get the topological equivalence in Theorem
A, which converts the general vector field X to the locally trivial Y . (The argument
in [7] also shows the power of Theorem A.)
However, there is a serious issue in the proof in [16]. It’s well known that, for
negative gradient-like vector fields, transversality is preserved under small C1 per-
turbations. However, the vector fields certainly change largely in the C1 topology
along the above path. How can we guarantee the transversality? Franks’ paper [7]
refers the proof to [16], and the latter outlines the construction of the path. Both [7]
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and [16] indicate that the λ-Lemma in [18] verifies the transversality. Unfortunately,
none of them explain why the λ-Lemma works in this setting.
The current paper supports the above idea in [16]. Precisely, following this idea,
we shall give a self-contained and detailed proof of Theorem 4.1. However, the
statement of Theorem 4.1 is slightly different from that in [16] such that it becomes
better in the setting of Morse theory. (Actually, the papers [16] and [7] emphasize
the setting of dynamical systems. However, our argument also proves the result in
[16]. See Remark 4.2.)
The main body of this paper consists of two parts. The first part, Sections 3-5,
consists of preparations for the application of topological equivalence. The main
theorems in it are Theorems 3.1 and 4.1, which may be of independent interest.
The second part consists of the subsequent sections and gives the application of
topological equivalence. Theorem 6.7 shows that the compactified moduli spaces
are invariants of topological equivalence, which is the base for our application. The
theorems in Sections 7-9 are extensions of those in [21].
2. Preliminaries
In this section, we give some definitions, notation and elementary results mostly
used throughout the paper.
Suppose M is a finite dimensional smooth manifold, and f is a proper Morse
function on M . Denote f−1([a, b]) by Ma,b. Denote f−1((−∞, a]) by Ma.
Definition 2.1. A vector X is a negative gradient-like field for f if Xf(x) < 0
when x is not a critical point, and, near each critical point p, X is the negative
gradient of f for some metric.
By Definition 2.1, every gradient vector field is obviously a gradient-like vector
field. On the contrary, Smale [23, remark after thm. B] gives the following fact (see
also [21, lem. 7.12]).
Lemma 2.2. Every negative gradient-like field of a Morse function f is actually a
negative gradient field of f for some metric.
By the Morse Lemma, there exists a local coordinate chart near a critical point
p such that p has the coordinate (0, 0), and the function has the form
(2.1) f(x1, x2) = f(p)− 1
2
〈x1, x1〉+ 1
2
〈x2, x2〉
in this chart. We call this chart a Morse chart.
Definition 2.3. We say the metric ofM is trivial near p if the metric ofM coincides
with the standard metric of a Morse chart near p. In other words, in this Morse
chart, −∇f has the simplest form −∇f(x1, x2) = (x1,−x2). Similarly, we say a
negative gradient-like field X is trivial near p if X(x1, x2) = (x1,−x2) in a Morse
chart. If the metric (or X) is trivial near each critical point, we say this metric (or
X) is locally trivial.
Remark 2.1. Some papers in the literature include the local triviality of X into the
definition of a gradient-like vector field. We follow the style of [23] and exclude it.
Definition 2.4. Let φt(x) be the flow generated by X with initial value x. Sup-
pose p is a critical point. Define the descending manifold of p as D(p) = {x ∈
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M | lim
t→−∞φt(x) = p}. Define the ascending manifold of p as A(p) = {x ∈ M |
lim
t→+∞φt(x) = p}. We call D(p) and A(p) the invariant manifolds of p. We also
denote D(p) by D(p;X) and denote A(p) by A(p;X) in order to indicate the vector
field X.
Clearly, D(p) is the unstable manifold of p with respect to X, and A(p) is the
stable manifold. They are smoothly embedded open disks in M . Furthermore,
dim(D(p)) = ind(p), where ind(p) is the Morse index of p.
Definition 2.5. We say thatX satisfies transversality ifD(p) andA(q) are transver-
sal for all critical points p and q. For critical points p and q, we say that p and q
are transversal if the invariant manifolds of p are transverse to those of q. Suppose
U is a subset of M , and these invariant manifolds meet transversally at each point
in U (this includes the case that they don’t meet at that point). We say that p and
q are transversal in U .
The following lemma is obvious.
Lemma 2.6. If p and q are transversal in f−1((a, b)) and p ∈ f−1((a, b)), then p
and q are transversal. If p and q are transversal in f−1(a) and f(q) < a < f(p),
then p and q are transversal.
Definition 2.7. Suppose p and q are critical points. Define q  p if there exists a
flow from p to q. Define q ≺ p if q  p and q 6= p.
If X satisfies transversality, then “” is a partial order on the set consisting of
all critical points (see [19, p. 85, cor. 1]).
Now we introduce the definitions of topological conjugacy and topological equiv-
alence in dynamical systems. The reader is to be forewarned that the definitions
appearing the literature are not uniform. We follow the terminology of [19, p. 26].
In this paper, a topological conjugacy is a relation strictly stronger than a topo-
logical equivalence. This is different from the definition in [7]. The “topological
conjugacy” in [7, p. 201] is actually the “topological equivalence” in this paper.
Although a topological equivalence is good enough for our application to Morse
theory, we still introduce the notion of topological conjugacy in order to make the
statement of Theorem 4.1 stronger.
Definition 2.8. Suppose Xi (i = 1, 2) is a vector field on Mi and φ
i
t is the flow
generated by Xi. Suppose h : M1 → M2 is a homeomorphism. If hφ1t = φ2th, then
we call h a topological conjugacy between X1 and X2. If h maps the orbits of X1
to the orbits of X2 and h preserves the directions of orbits, then we call h is a
topological equivalence between X1 and X2.
Remark 2.2. In dynamical systems, people usually consider the topological equiva-
lence (or conjugacy) of vector fields on one manifold M , i.e. M1 = M2 in Definition
2.8. However, it seems beneficial for topology to allow that M1 is not diffeomorphic
to M2. For example, choose a standard sphere S
n and an exotic sphere Σn. Let f1
and f2 be the height functions on S
n and Σn respectively. We can define a topolog-
ical conjugacy between −∇f1 and −∇f2 as follows. Choose a homeomorphism (or
even a diffeomorphism) h0 : S
n−1 → Σn−1, where Sn−1 and Σn−1 are the equators
of Sn and Σn respectively. Define h such that hφ1t (x) = φ
2
th0(x) for all x ∈ Sn−1,
and h maps the maximum (minimum) point to the maximum (minimum) point.
Clearly, this topological conjugacy h recovers the Alexander trick.
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3. A Strengthened Morse Lemma
In this section, we shall present a Strengthened Morse Lemma which is useful
for the proof of Theorem 4.1 (See Remarks 4.1 and 4.2).
Suppose H is a Hilbert space with inner product 〈·, ·〉, and U is an open subset
of H. Define a smooth Riemannian metric (or smooth metric for brevity) on U
in the usual sense. In other words, for each x ∈ U , assign a symmetric positive
definite linear operator A(x) such that A(x) is a smooth function of x. For any v
and w in TxU = H, define 〈v, w〉G(x) = 〈A(x)v, w〉.
Theorem 3.1 (Strengthened Morse Lemma). Suppose H is a Hilbert space, U
is an open neighborhood of 0 ∈ H. Suppose f is a smooth Morse function on
U with a critical point 0, and G is a smooth metric on U . Let −∇Gf be the
negative gradient of f with respect to G, and φt be the flow generated by −∇Gf .
Suppose H = H1 ⊕ H2, where H1 and H2 are the negative and positive spectral
spaces of ∇2Gf(0) respectively. Then there exist an open neighborhood V of 0 such
that V ⊆ U , B1 = {x1 ∈ H1 | ‖x1‖ < }, B2 = {x2 ∈ H2 | ‖x2‖ < }, and a
diffeomorphism h : B1 ×B2 → V such that the following holds. We have
(3.1) h∗f(x1, x2) = f(0)− 1
2
〈x1, x1〉+ 1
2
〈x2, x2〉,
h(B1) = DV (0;−∇Gf) = {x ∈ V | φ((−∞, 0], x) ⊆ V }
=
{
x ∈ V | φ((−∞, 0], x) ⊆ V, lim
t→−∞φ(t, x) = 0
}
,
and
h(B2) = AV (0;−∇Gf) = {x ∈ V | φ([0,+∞), x) ⊆ V }
=
{
x ∈ V | φ([0,+∞), x) ⊆ V, lim
t→+∞φ(t, x) = 0
}
.
Before proving it, we explain the statement of Theorem 3.1. In this theorem,
DV (0;−∇Gf) is the local unstable (descending) manifold of 0 in the neighborhood
V , and AV (0;−∇Gf) is the local stable (ascending) manifold. They certainly
depend on the metric. The classical Morse Lemma shows that, by a coordinate
transformation h, we get a new chart (we call it a Morse Chart) such that the
function has the form (3.1) in it. Theorem 3.1 tells us more: No matter what
the metric is, there exists a Morse chart such that the local invariant manifolds are
standard in it. (Figure 1 illustrates this strengthened Morse chart, where the arrows
indicate the directions of the flows.) This makes three objects, i.e. the function,
the local invariant manifolds, and the coordinate chart fit well. In short, Theorem
3.1 strengthens the classical Morse Lemma by taking the dynamical system into
account.
Proof of Theorem 3.1. We know that φ1 is a smooth map defined on U0 with a
hyperbolic fixed point 0, where U0 is a neighborhood of 0. By the Local Invariant
Manifold Theorem (see [8] and [9, thm. 28]), shrinking U0 suitably, there exists a
diffeomorphism h1 : B˜1 × B˜2 → U0 such that
h1(B˜1) = DU0(0;φ1) = {x ∈ U0 | ∀n ≤ 0, (φ1)n(x) ∈ U0}
=
{
x ∈ U0 | ∀n ≤ 0, (φ1)n(x) ∈ U0, lim
n→−∞(φ1)
n(x) = 0
}
,
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DV (0;−∇Gf)
AV (0;−∇Gf)
0
Figure 1. Strengthened Morse Chart
and h1(B˜2) = AU0(0;φ1). Here the definition of AU0(0;φ1) is similar to that of
DU0(0;φ1), and (0, 0) ∈ B˜1 × B˜2 ⊆ H1 ×H2.
Clearly, h∗1f |B˜1 and h∗1f |B˜2 are Morse functions on B˜1 and B˜2 respectively. By
the Morse Lemma, composing h1 with a diffeomorphism if necessary, we may assume
that
h∗1f |B˜1 = f(0)−
1
2
〈x1, x1〉, h∗1f |B˜2 = f(0) +
1
2
〈x2, x2〉.
Define
R(x) = h∗1f(x)−
(
f(0)− 1
2
〈x1, x1〉+ 1
2
〈x2, x2〉
)
.
Here x = (x1, x2). Denote the differential of R with order n by D
nR. Then
R(x1, 0) ≡ 0 and R(0, x2) ≡ 0. In addition, for any v1 ∈ H1 and v2 ∈ H2, we have
D2(h∗1f)(0)(v1, v2) = D
2f(Dh1 · v1, Dh1 · v2)
= 〈∇2Gf(0)Dh1 · v1, Dh1 · v2〉G(0).
We know that Dh1 · v1 ∈ H1, Dh1 · v2 ∈ H2, ∇2Gf(0) is symmetric with respect
to G(0), and H1 and H2 are negative and positive spectral spaces of ∇2Gf(0)
respectively. Thus D2(h∗1f)(0)(v1, v2) = 0. We infer D
2R(0)(v1, v2) = 0 and
D21,2R(0) = 0.
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Now we have
R(x1, x2)
= R(x1, 0) +
∫ 1
0
d
dt
R(x1, tx2)dt
=
∫ 1
0
D2R(x1, tx2)dt · x2 (because R(x1, 0) = 0)
=
∫ 1
0
[
D2R(0, tx2) +
∫ 1
0
d
ds
D2R(sx1, tx2)ds
]
dt · x2
=
∫ 1
0
∫ 1
0
D21,2R(sx1, tx2)dsdt(x1, x2) (because D2R(0, tx2) = 0)
=
∫ 1
0
∫ 1
0
[
D21,2R(0, 0) +
∫ 1
0
d
dτ
D21,2R(τsx1, τ tx2)dτ
]
dsdt(x1, x2)
=
∫ 1
0
∫ 1
0
∫ 1
0
sD31,1,2R(τsx1, τ tx2)dτdsdt(x1, x1, x2) (because D
2
1,2R(0) = 0)
+
∫ 1
0
∫ 1
0
∫ 1
0
tD31,2,2R(τsx1, τ tx2)dτdsdt(x1, x2, x2).
Since D3R is a symmetric multilinear form, there exists symmetric operators R1(x)
and R2(x) on H1 and H2 respectively such that, for any v1 and w1 in H1,∫ 1
0
∫ 1
0
∫ 1
0
sD31,1,2R(τsx1, τ tx2)dτdsdt(v1, w1, x2) =
1
2
〈R1(x1, x2)v1, w1〉;
and, for any v2 and w2 in H2,∫ 1
0
∫ 1
0
∫ 1
0
tD31,2,2R(τsx1, τ tx2)dτdsdt(x1, v2, w2) =
1
2
〈R2(x1, x2)v2, w2〉.
Here R1(x) and R2(x) are smooth with respect to x.
Clearly, R1(0) = 0, R2(0) = 0, and
h∗1f(x) = f(0)−
1
2
〈(I −R1)(x)x1, x1〉+ 1
2
〈(I +R2)(x)x2, x2〉.
Since I−R1 and I+R2 are symmetric, I−R1(0) = I and I−R2(0) = I, shrinking
B˜1 × B˜2 if necessary, we have I − R1(x) = C1(x)2 and I + R2(x) = C2(x)2. Here
C1(x) and C2(x) are symmetric and positive definite operators on H1 and H2
respectively, and they are smooth functions of x. Thus
h∗1f(x) = f(0)−
1
2
〈(C1(x)x1, C1(x)x1〉+ 1
2
〈C2(x)x2, C2(x)x2〉.
Define h2 : B˜1× B˜2 → H1×H2 by h2(x) = (C1(x)x1, C2(x)x2). Then h2(B˜1) ⊆ H1
and h2(B˜2) ⊆ H2. Since Dh2(0) = I, there exists B̂1 × B̂2 ⊆ H1 × H2 such that
h−12 exists and is smooth on B̂1 × B̂2. Then we get
(h−12 ◦ h1)∗f(x) = f(0)−
1
2
〈x1, x1〉+ 1
2
〈x2, x2〉.
Define B1 = {x1 ∈ H1 | ‖x1‖ < } ⊆ h−11 (B̂1), B2 = {x2 ∈ H2 | ‖x2‖ < } ⊆
h−11 (B̂2), h = h
−1
2 ◦ h1 and V = h(B1 ×B2).
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We see that h−1(DU0(0;φ1)) = B1 and h−1(AU0(0;φ1)) = B2. By the fact
that −∇Gf · f ≤ 0, it is straightforward to prove that h(B1) = DV (0;−∇Gf) and
h(B2) = AV (0;−∇Gf). 
4. A Regular Path
As mentioned in the Introduction, the purpose of this section is to present a
detailed proof of Theorem 4.1 in order to support an idea outlined in [16, lem. 2].
In this proof, Lemma 4.3 plays a key role.
Theorem 4.1 (Regular Path). Suppose f is a Morse function on a compact man-
ifold M . Suppose X is a negative gradient-like field for f , and X satisfies transver-
sality. Then there is a continuous path Y : [0, 1] → X∞(M) such that, for all
s ∈ [0, 1], Ys is a negative gradient-like field for f , Ys satisfies transversality,
Y0 = X and Y1 is locally trivial. In particular, there exists a topological conjugacy
h between X and Y1 such that h(p) = p for each critical point p. Here X∞(M) is
the set with the Whitney C∞ topology consisting of C∞ vector fields on M .
We call a continuous path of negative gradient-like vector fields Y : [a, b] →
X∞(M) a regular path if Ys satisfies transversality for all s.
We need the following classical Comparison Theorem for ODEs (see [26, p. 96]).
Theorem 4.2 (well-known). Suppose F (t, x) is a Lipschitz continuous function
defined on [t0, t1] × [a, b]. Let x(t) be the solution of the equation x˙ = F (t, x) with
x(t0) = x0. Suppose y(t) is a C
1 function defined on [t0, t1] with y(t0) = x0. Then
(1) if y˙ ≤ F (t, y), then y(t) ≤ x(t) on [t0, t1];
(2) if y˙ ≥ F (t, y), then y(t) ≥ x(t) on [t0, t1].
Suppose H = H1⊕H2 is a Hilbert space, v = (v1, v2) ∈ H, v1 6= 0, and λ = ‖v2‖‖v1‖ .
We call λ the inclination of v with respect to H1. Suppose L is a closed subspace
of H, and P : H → H1 is the projection. If P : L → P (L) is a topological linear
isomorphism, then there exists a bounded linear operator A : P (L)→ H2 such that
L is the graph of A, i.e., for any v ∈ L, we have v = (v1, Av1), where v1 ∈ P (L).
We call the supremum of the inclinations of all non-zero vectors in L the inclination
of L with respect to H1. Clearly, the inclination of L equals, ‖A‖, the norm of A.
Suppose H, H1 and H2 are Hilbert spaces as above. Suppose A0 and A1 are
linear operators on H1, and B is a linear operator on H2. There exist positive
numbers α0 > 0, α1 > 0 and β > 0 such that
(4.1) α0〈w,w〉 ≤ 〈Aiw,w〉 ≤ α1〈w,w〉 (i = 0, 1),
and
(4.2) β〈w,w〉 ≤ 〈Bw,w〉.
Let ρ be a smooth bump function on (−∞,+∞) such that 0 ≤ ρ ≤ 1, ρ(s) ≡ 1
when s ≤ 12 , and ρ(s) ≡ 0 when s ≥ 1. Define ρr(s) = ρ( sr ) for r > 0. For
convenience, we denote ρr(‖xi‖) by ρr(xi), where xi ∈ Hi.
Define a smooth vector field Xr on H by
Xr(x1, x2) = (ρr(x1)ρr(x2)A0x1 + [1− ρr(x1)ρr(x2)]A1x1,−Bx2).
Denote the flow generated by Xr by φt(x1, x2). For a fixed t, φt is a diffeomorphism,
thus Dφt acts on the tangent vectors at each point (x1, x2), where Dφt is the
differential of φt with respect to x = (x1, x2).
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Lemma 4.3. For any  > 0, there exists δ > 0 such that the following holds. For
any r > 0 and v ∈ H, if the inclination of v with respect to H1 is less than δ, then
we have the inclination of Dφt · v with respect to H1 is less than  for all t ≥ 0.
Here δ only depends on α0, α1, β and , and δ is independent of r.
Proof. The flow φt = (φ
1
t , φ
2
t ) satisfies the following ordinary differential equation{
φ˙1 = ρr(φ
1)ρr(φ
2)A0φ
1 + [1− ρr(φ1)ρr(φ2)]A1φ1,
φ˙2 = −Bφ2.
Denote ρr(φ
1)ρr(φ
2)A0 + [1− ρr(φ1)ρr(φ2)]A1 by A(φ1, φ2). We have
d
dt
〈φ1, φ1〉 = 2〈φ˙1, φ1〉 = 2〈A(φ1, φ2)φ1, φ1〉.
By (4.1), we have
0 ≤ 2α0〈φ1, φ1〉 ≤ d
dt
〈φ1, φ1〉 ≤ 2α1〈φ1, φ1〉.
Thus ‖φ1‖ is increasing, and by Theorem 4.2, we have
(4.3) eα0t‖φ10‖ ≤ ‖φ1t‖ ≤ eα1t‖φ10‖.
Similarly, ‖φ2‖ is decreasing, φ2t = e−Btφ20, and ‖φ2t‖ ≤ e−βt‖φ20‖.
Let D1(r) = {x1 ∈ H1 | ‖x1‖ < r}, and D2(r) = {x2 ∈ H2 | ‖x2‖ < r}.
Clearly, A(x1, x2)|H−(D1(r)×D2(r)) = A1, and A(x1, x2)|D1( r2 )×D2( r2 ) = A0. Denote
D1(r)× D2(r)− (D1( r2 )×D2( r2 )) by E(r). When φ([0, t], x) is out of E(r), we have
φ(t, x) = (eAitx1, e
−Btx2), and
Dφt =
(
eAit 0
0 e−Bt
)
.
Since ‖eAitw‖ ≥ ‖w‖ and ‖e−Btw‖ ≤ ‖w‖ for t ≥ 0, we have that the inclination of
Dφt · v is decreasing when t is increasing. Thus it suffices to control the variation
of the inclination when φt(x) passes through E(r).
Suppose t ≥ 0 and ‖φ1t‖ = 2‖φ10‖, then by (4.3), we have t ≤ ln 2α0 . Similarly, if
‖φ2t‖ = 12‖φ20‖, then t ≤ ln 2β . Since ‖φ1t‖ is increasing and ‖φ2t‖ is decreasing, we
infer that φt enters E(r) at most twice, and the time for it to stay in E(r) is no
more than
(4.4) T =
ln 2
α0
+
ln 2
β
.
Suppose φ([0, t], x) ⊂ E(r), we have 0 ≤ t ≤ T . Since φ2t (x) = e−Btx2, we have
(4.5) D1φ
2
t = 0, D2φ
2
t = e
−Bt, and ‖D2φ2t · w‖ ≤ ‖w‖.
Since
φ˙1 = A(φ1, e−Btx2)φ1,
we have
D1φ˙
1 · w = A(φ1, φ2)(D1φ1 · w) +Dρr(φ1)(D1φ1 · w)ρr(φ2)(A0 −A1)φ1.
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Thus
d
dt
〈D1φ1 · w,D1φ1 · w〉 = 2〈D1φ˙1 · w,D1φ1 · w〉
= 2〈A(φ1, φ2)(D1φ1 · w), D1φ1 · w〉
+2〈Dρr(φ1)(D1φ1 · w)ρr(φ2)(A0 −A1)φ1, D1φ1 · w〉.
Clearly, Dρr(φ
1) = O(r−1), and ‖φ1‖ ≤ r when Dρr(φ1) 6= 0. So there exists a
constant C1 > 0 which is independent of r such that
|〈Dρr(φ1)(D1φ1 · w)ρr(φ2)(A0 −A1)φ1, D1φ1 · w〉| ≤ C1‖D1φ1 · w‖2.
Combining the above inequality with (4.1), we get
−2C1〈D1φ1 · w,D1φ1 · w〉 ≤ d
dt
〈D1φ1 · w,D1φ1 · w〉.
Since D1φ
1
0 = I and ‖D1φ10 · w‖ = ‖w‖, by Theorem 4.2, we have
(4.6) ‖D1φ1t · w‖ ≥ e−C1t‖w‖ ≥ e−C1T ‖w‖.
Similarly, we have
d
dt
〈D2φ1 · w,D2φ1 · w〉 = 2〈A(φ1, φ2)(D2φ1 · w), D2φ1 · w〉
+2〈Dρr(φ1)(D2φ1 · w)ρr(φ2)(A0 −A1)φ1, D2φ1 · w〉
+2〈ρr(φ1)Dρr(φ2)e−Btw(A0 −A1)φ1, D2φ1 · w〉,
and
|〈Dρr(φ1)(D2φ1 · w)ρr(φ2)(A0 −A1)φ1, D2φ1 · w〉| ≤ C1‖D2φ1 · w‖2.
In addition, ρr(φ
1)Dρr(φ
2) = O(r−1), and ‖φ1‖ ≤ r when ρr(φ1)Dρr(φ1) 6= 0. So
there exists C2 > 0 which is independent of r such that
2|〈ρr(φ1)Dρr(φ2)e−Btw(A0 −A1)φ1, D2φ1 · w〉|
≤ 2C2‖D2φ1 · w‖‖w‖ ≤ C2‖D2φ1 · w‖2 + C2‖w‖2.
Thus by (4.1), we infer
d
dt
〈D2φ1 · w,D2φ1 · w〉 ≤ (2α1 + 2C1 + C2)〈D2φ1 · w,D2φ1 · w〉+ C2‖w‖2.
Since ‖D2φ10 · w‖ = 0, by Theorem 4.2 again, there exists a C3 > 0 which is
independent of r such that
(4.7) ‖D2φ1t · w‖ ≤
[
C2
C3
(eC3T − 1)
] 1
2
‖w‖.
By (4.4), (4.6) and (4.7), there exist K1 > 0 and K2 > 0, which are independent
of r, such that
(4.8) ‖D1φ1t · w‖ ≥ K1‖w‖, and ‖D2φ1t · w‖ ≤ K2‖w‖.
Suppose v = (v1, v2) ∈ H1 ⊕H2, and its inclination is λ0 = ‖v2‖‖v1‖ . By (4.5) and
(4.8), we have the inclination of Dφ1t · v is
λ1 =
‖D2φ2t · v2‖
‖D1φ1t · v1 +D2φ1t · v2‖
≤ ‖D2φ
2
t · v2‖
‖D1φ1t · v1‖ − ‖D2φ1t · v2‖
≤ ‖v2‖
K1‖v1‖ −K2‖v2‖ =
λ0
K1 −K2λ0 .
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Thus λ1 tends to 0 when λ0 tends to 0.
Since φt(x) enters E(r) at most twice, and K1 and K2 are independent of r, the
proof is completed. 
The following definition of filtration is a special case of that in hyperbolic dy-
namical systems (see [17, p. 1029]).
Definition 4.4. A compact submanifold M1 with boundary inside M is a filtration
for X if dim(M1) = dim(M), φt(M1) ⊆ IntM1 for t > 0, and X is transverse to
∂M1. Here IntM1 is the interior of M1, and φt is the flow generated by X.
Lemma 4.5. Suppose X satisfies transversality. If p and q are critical points such
that p  q, then there exists a filtration M1 such that p ∈M −M1 and q ∈ IntM1.
Lemma 4.5 can be proved as follows. The transversality implies “  ” is a partial
order. We have p  q1 if q1  q. Using [14, thm. 4.1] repeatedly, we can modify
f to be a Morse function g such that X is a negative gradient-like field for g and
g(q) < g(p). The proof is finished.
By Definition 2.1, we have the following obvious lemma.
Lemma 4.6. Suppose X1 and X2 are negative gradient-like fields of f . Suppose
σ1(x) and σ2(x) are nonnegative smooth functions on M such that σ1 + σ2 > 0.
Then σ1X1 + σ2X2 is also a negative gradient-like field for f .
Let p be a critical point. Suppose there exists a Morse chart near p (see (2.1)),
and X(x1, x2) = (Ax1,−Bx2), where A and B are symmetric positive definite
linear operators. Similarly to Lemma 4.3, define
Yr(x1, x2) = (ρr(x1)ρr(x2)x1 + [1− ρr(x1)ρr(x2)]Ax1,−Bx2)
in this Morse chart and Yr = X out of this Morse chart. For s ∈ [0, 1], define
Yr,s = (1− s)X + sYr.
By Lemma 4.6, for all s ∈ [0, 1], Yr,s is a negative gradient-like field for f .
Lemma 4.7. Suppose X satisfies transversality. Then when r is small enough, we
have the following conclusion.
Suppose q1 and q2 are two critical points which are not of the following two cases:
(1) q2 ≺ p ≺ q1; or (2) q1 ≺ p ≺ q2. Then we have that q1 and q2 are transversal
with respect to Yr,s for all s ∈ [0, 1]. Here “ ≺ ” is defined with respect to X.
Proof. Clearly, Yr,s differs from X only in a neighborhood Ur of p. When r tends
to 0, Ur shrinks to p.
We may assume that f(q) 6= f(p) for any critical point q such that q 6= p. If
this is not true, perturb f to be a Morse function f˜ such that X is a negative
gradient-like field for f˜ , and f˜(x) = f(x) + C in a neighborhood U of p. Let r be
small enough such that Ur ⊆ U . Then Yr,s is also a negative gradient-like field for
f˜ . For the rest of the proof we make the above assumption.
Suppose Ur ⊆ Ma,b and p is the unique singularity in Ma,b. As in Definition
2.4, we use notation D(∗; ∗) and A(∗; ∗) to indicate the vector fields.
It’s easy to see that D(p;Yr,s) = D(p;X). Suppose that q ∈ Ma. Since Yr,s is
identical to X in M −Ma,b, we have A(q;Yr,s) ∩Ma = A(q;X) ∩Ma. Since X
satisfies transversality, we infer that p and q are transversal in Ma with respect to
Yr,s. By Lemma 2.6, p and q are transversal globally. Similarly, if q ∈M −Ma, p
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and q are also transversal. As a result, p and q are transversal. It suffices to check
the case that q1 6= p and q2 6= p.
If p ⊀ q, by Lemma 4.5, there exists a filtration M1 such that q ∈ IntM1 and
p ∈ M − M1. Let r be small enough such that Ur ⊆ M − M1, then Yr,s is
identical to X on M1. So D(q;Yr,s) = D(q;X). Similarly, if q ⊀ p, we can get
A(q;Yr,s) = A(q;X) when r is small enough. Thus there exists r0 > 0 such that
the following holds. When r < r0, we have, for all s ∈ [0, 1], D(q;Yr,s) = D(q;X)
if p ⊀ q, and A(q;Yr,s) = A(q;X) if q ⊀ p.
In order to complete this proof, we only need to check the following three cases.
(1). Case 1: q1 and q2 are in M
a.
Since Yr,s is identical to X on Ma and X satisfies transversality, we have q1 and
q2 are transversal in M
a. By Lemma 2.6, they are transversal globally.
(2). Case 2: q1 and q2 are in M −Ma.
Similarly to Case (1), this case is also true.
(3). Case 3: one of q1 and q2 is in M −Ma and the other one is in Ma.
We may presume q1 ∈M −Ma and q2 ∈Ma. By the assumption of this lemma,
we have either p ⊀ q1 or q2 ⊀ p. Suppose p ⊀ q1. We have D(q1;Yr,s) = D(q1;X).
Since X satisfies transversality, we have q1 and q2 are transversal in M
a with respect
to Yr,s. By Lemma 2.6, they are transversal globally. Similarly, if q2 ⊀ p, this is
also true. Thus Case 3 is also verified. 
We shall strengthen Lemma 4.7 to get the transversality of Yr,s. Recall a classical
result on transversality at first.
Suppose U is a neighborhood of p such that U is identified with a neighborhood
of 0 in TpM = H1 ⊕ H2, and p is identified with 0, where H1 = TpD(p;X) and
H2 = TpA(p;X). Furthermore, suppose D(p;X) ∩ U ⊆ H1 and A(p;X) ∩ U ⊆ H2.
Then we have the following crucial fact: When U is small enough, there exists
Λ > 0 such that for any q1  p and any x ∈ D(q1;X) ∩ U , there exists a linear
space V dx ⊆ TxD(q1;X) such that dim(V dx ) = dim(H1) and the inclination of V dx
with respect to H1 is less than Λ. Similarly, for any q2  p and any x ∈ A(q2;X)∩U ,
there exists V ax ⊆ TxA(q2;X) such that dim(V ax ) = dim(H2) and the inclination
of V ax with respect to H2 is also less than Λ. In addition, Λ tends to 0 when U
shrinks to p. This fact follows from the transversality of X and the estimate of the
λ-Lemma. (Note: the λ-Lemma is also named the Inclination Lemma.) On the
contrary, we assume this fact holds but do not assume the transversality of X. If
Λ < 1, then, for any x ∈ D(q1;X) ∩ A(q2;X) ∩ U , we have
TxM = H1 ⊕H2 = V dx ⊕ V ax = TxD(q1;X) + TxA(q2;X).
So we infer that D(q1;X) and A(q2;X) are transversal in U . The above argument is
the key part of the proof of that, for Morse-Smale dynamical systems, transversality
is preserved under small C1 perturbations. All of these are addressed in [18, lem.
1.11 and thm. 3.5]. In the proof of the following lemma, we shall apply a similar
argument to large C1 perturbations of X.
Lemma 4.8. Suppose X satisfies transversality. When r is small enough, we have
Yr,s satisfies transversality for all s ∈ [0, 1].
Proof. By Lemma 4.7, it suffices to prove that D(q1;Yr,s) is transverse toA(q2;Yr,s)
if q2 ≺ p ≺ q1.
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Similarly to the proof of Lemma 4.7, we assume that p is the unique critical
point in Mf(p)−,f(p)+. Let U be the neighborhood of p in the argument before
this lemma. Let D be an open subset of f−1(f(p)+)∩U such that D ⊇ f−1(f(p)+
) ∩ A(p;X). Let U0 = [φ([0,+∞), D) ∪ D(p;X)] ∩Mf(p)−,f(p)+. Then U0 is a
neighborhood of p and is relatively open in Mf(p)−,f(p)+. When  tends to 0
and D shrinks, U0 shrinks to p. (In Figure 2, the shadowed part is U0, the arrows
indicate the the directions of the flows.) Denote the flow generated by Yr,s by φr,st .
f−1(f(p) + ²)
f−1(f(p)− ²)
f−1(f(p)− ²)
f−1(f(p) + ²)
p
A(p;X)
D(p;X)
Figure 2. Neighborhood U0
Both Mf(p)−,f(p)+ − U0 and U0 are unions of some complete orbits generated
by X in Mf(p)−,f(p)+. Let U0 be small enough such that U0 ⊆ U . Choose
U1 ⊆ U0 such that U1 is also a union of some complete orbits generated by X in
Mf(p)−,f(p)+, and U1 is a closed neighborhood of p. Let r be small enough such
that Yr,s is identical to X out of U1. We have Mf(p)−,f(p)+−U0 is still the union
of some complete orbits generated by Yr,s in Mf(p)−,f(p)+. Then so is U0. Thus,
for any x ∈ [f−1(f(p) + ) ∩ U0] − A(p;X), we have φr,s(t, x) ∈ f−1(f(p) − ) for
some t > 0 and φr,s([0, t]) ⊂ U0.
We know that
Yr,s(x1, x2) = (ρr(x1)ρr(x2)(sI + (1− s)A)x1 + [1− ρr(x1)ρr(x2)]Ax1,−Bx2),
and there exist α0 > 0, α1 > 0 and β > 0 such that, for any s ∈ [0, 1], we have
α0I ≤ sI + (1− s)A ≤ α1I, α0I ≤ A ≤ α1I, and βI ≤ B.
By Lemma 4.3, there exists δ > 0 such that the following holds. Suppose x ∈
D(q1;X) ∩ f−1(f(p) + ) ∩ U0, and V dx ⊆ TxD(q1;X) is the space described before
this lemma. If the inclination of V dx with respect to H1 is less than δ, then, in U0,
the inclination of φr,st (V
d
x ) with respect to H1 is less than 1. It’s necessary to point
out that δ is independent of r and s.
Clearly, D(q1;X)∩ f−1([f(p) + ,+∞)) = D(q1;Yr,s)∩ f−1([f(p) + ,+∞)) and
A(q2;X) ∩Mf(p)− = A(q2;Yr,s) ∩Mf(p)−. Since X satisfies transversality, by
the argument before this lemma, we can choose U0 be small enough such that the
following holds. For any x ∈ D(q1;X) ∩ f−1(f(p) + ) ∩ U0, the inclination of V dx
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with respect to H1 is less than δ, and, for any y ∈ A(q2;X) ∩ f−1(f(p) − ) ∩ U0,
the inclination of V ay with respect to H2 is less than 1. Here V
d
x ⊆ TxD(q1;X) =
TxD(q1;Yr,s) and V ay ⊆ TyA(q2;X) = TyA(q2;Yr,s). Thus, if φr,st (x) = y, then
the inclination of V dy = Dφ
r,s
t · V dx with respect to H1 is less than 1. Here V dy ⊆
TyD(q1;Yr,s). By the argument before this lemma again, we have TyM = V dy ⊕V ay .
So D(q1;Yr,s) and A(q2;Yr,s) are transversal in f−1(f(p)− ) ∩ U0.
Furthermore, D(q1;X)∩ (Mf(p)−,f(p)+−U1) = D(q1;Yr,s)∩ (Mf(p)−,f(p)+−
U1) and A(q2;X) ∩ (Mf(p)−,f(p)+ − U1) = A(q2;Yr,s) ∩ (Mf(p)−,f(p)+ − U1).
Thus D(q1;Yr,s) and A(q2;Yr,s) are transversal in Mf(p)−,f(p)+ − U1.
In summary, D(q1;Yr,s) and A(q2;Yr,s) are transversal in f−1(f(p) − ). By
Lemma 2.6, they are transversal globally. 
Proof of Theorem 4.1. First, we construct the regular path. It suffices to prove
that, for any critical point p, we can construct a regular path Y such that Y0 = X
and Y1 is locally trivial at p.
By Theorem 3.1, there exists a coordinate chart U near p such that p has coor-
dinate (0, 0),
f(x1, x2) = f(p)− 1
2
〈x1, x1〉+ 1
2
〈x2, x2〉,
D(p;X)∩U = {(x1, 0)} and A(p;X)∩U = {(0, x2)}. Clearly, D2X(p) = (A,−B),
where A and B are symmetric and positive definite. Furthermore, (Ax1,−Bx2) is
also a gradient-like vector field for f near p.
Let ρr be the bump function defined before. For convenience, for all x =
(x1, x2), denote ρr(‖x‖) by ρr(x). Let R(x) = X(x)− (Ax1,−Bx2). Then we have
‖ρr(x)R(x)‖ and ‖D[ρr(x)R(x)]‖ tend to 0 when r tends to 0. Since the transversal-
ity ofX is preserved under small C1 perturbations, we have Zs = X−sρrR is a regu-
lar path when r is small enough and s ∈ [0, 1]. Clearly, Z1(x) = (Ax1,−Bx2) near p.
By Lemma 4.8, we can construct a regular path Z[1,2] such that Z2(x) = (x1,−Bx2)
near p. Since −Z2 is a negative gradient-like field for −f , using Lemma 4.8 again,
we can construct a regular path Z[2,3] such that Z3(x) = (x1,−x2) near p. We get
the desired path by defining Ys = Z3s.
Second, we prove the existence of the conjugacy h.
By the proof in [20, thm. 5.2], we know that, for each Ys0 , there is a topological
equivalence hs0 between Ys0 and Ys such that hs0(p) = p for all critical points p
when s is close to s0 enough. In addition, since the flow generated by Ys0 has
no closed orbits, by the comment in [20, p. 231], we know that hs0 is actually a
conjugacy. Thus it’s easy to get the desired conjugacy h. 
Remark 4.1. In the proof of Theorem 4.1, we need to choose a Morse chart U ⊆
H1 ⊕H2 such that H1 and H2 are respectively the tangent spaces of D(p;X) and
A(p;X) at p. This is not granted because these tangent spaces depend on the
metric. Theorem 3.1 provides this.
Remark 4.2. The regular path in [16] consists of the Morse-Smale vector fields
without closed orbits. In this case, DX(p) = (A,−B) for singularities p, where
A and B are linear isomorphisms whose eigenvalues have positive real parts. The
paper [16] claims that there exists a regular path connecting X with Y such that
Y (x1, x2) = (2x1,−2x2) near each singularity. Thus, in the setting of dynamical
systems, this result is more general than Theorem 4.1. However, Theorem 4.1 has
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the advantage that its vector fields are negative gradient-like for f . This is the
reason that we need Theorem 3.1. Furthermore, the argument in this paper can
also be used to verify the result in [16]. This is because we can choose a metric
near each critical point, for example, by the real Jordan canonical form, such that
the above operators A and B satisfy (4.1) and (4.2).
5. A Reduction Lemma
In this paper, we shall prove theorems for noncompact manifolds with proper
Morse functions. However, the manifold in Theorem 4.1 is required to be compact.
The following lemma reduces the proper case to the compact case.
Lemma 5.1. Suppose M is a compact manifold with boundary ∂M = M1 unionsqM2.
Here Mi (i = 1, 2) may be empty. Suppose f is a Morse function on M such that
f |M1 ≡ a, f |M2 ≡ b, a and b are regular values of f , and a < b. Suppose X is a
negative gradient-like vector field for f , and X satisfies transversality. Then there
exist a compact manifold M˜ without boundary and a smooth embedding i : M ↪→ M˜
such that the following holds. There exist a Morse function f˜ and its negative
gradient-like like vector field X˜ on M˜ . They are extensions of f and X respectively,
and X˜ satisfies transversality. For any critical points p and q in M , we have
D(p; X˜) ∩ A(q; X˜) = D(p;X) ∩ A(q;X). Furthermore, D(p; X˜) = D(p;X) and
f˜ |
M˜−M > b if M1 = ∅; and A(p; X˜) = A(p;X) and f˜ |M˜−M < a if M2 = ∅.
Proof. If ∂M = ∅, let M˜ = M , the proof is finished. Now we assume ∂M 6= ∅.
Let M˜ be the double of M . Extend f to be f˜ such that a and b are its regular
values, and extend X to be X˜ which is a negative gradient-like field for f˜ . (Figure
3 illustrates the manifold M˜ , where the Morse function is the height function and
the shadowed part is M .) We shall modify X˜ such that it satisfies transversality.
The method of such a modification is Milnor’s sliding invariant (descending or
ascending) manifolds in [14, thm. 5.2]. Basically, there are two ways of sliding
invariant manifolds in order to get transversality. Method 1 is sliding the descending
manifolds one by one with the order from critical points with lower values to those
with higher values. On the contrary, Method 2 is sliding the ascending manifolds
one by one with the order from critical points with higher values to those with lower
values. Our method is a combination of the above two methods.
f˜−1(a)
f˜−1(b)
M
Figure 3. Manifold M˜
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In this proof, we say two critical points p˜ and q˜ of f˜ are transversal if they are
transversal with respect to X˜.
Step 1: we show the transversality between p ∈M and q ∈M . Since D(p; X˜) ⊆
M∪IntM˜a, we have D(p; X˜)∩M˜a,b = D(p; X˜)∩M = D(p;X). Similarly, A(p; X˜)∩
M˜a,b = A(p;X). Since X satisfies transversality, p and q are transversal in M˜a,b.
By Lemma 2.6, they are transversal globally. This shows the transversality between
p and q does not depend on the extension of X. So, no matter how X˜ is changed
outside of M , p and q are always transversal if they are in M .
Step 2: we modify X˜ in M˜a. We made modifications near each critical point p˜
in M˜a with the order from critical points with higher values to those with lower
values. Slide A(p˜; X˜) for each p˜ ∈ M˜a such that p˜ is transverse to each q˜ ∈M ∪M˜a
with f˜(q˜) > f˜(p˜). (Here, for all q˜ ∈ M , we have f˜(q˜) > f˜(p˜).) Thus, for all p˜ and
q˜ in M ∪ M˜a, they are transversal globally after these modifications. By Lemma
2.6 and Step 1, no matter how X˜ is changed outside of M ∪ M˜a, p˜ and q˜ are still
transversal globally because they are still transversal in M˜a.
Step 3: we modify X˜ in M˜ b − [M ∪ M˜a]. To do this, we slide the descending
manifolds with the order from critical points with lower values to those with higher
values. More precisely, slide D(p˜; X˜) for each p˜ ∈ M˜ b − [M ∪ M˜a] such that p˜
is transverse to all q˜ ∈ M˜ b − M with f˜(q˜) < f˜(p˜). (Here, for all q˜ ∈ M˜a, we
have f˜(q˜) < f˜(p˜).) We claim that, for all p˜ and q˜ in M˜ b, they are transversal. It
suffices to prove that, for each p ∈ M and q˜ ∈ M˜a,b −M , we have p and q˜ are
transversal. Clearly, D(q˜; X˜) ⊆ M˜ b −M , thus D(q˜; X˜) ∩ M˜a,b ⊆ M˜a,b −M . Since
A(p; X˜)∩M˜a,b ⊆M , we getD(q˜; X˜)∩A(p; X˜)∩M˜a,b = ∅. SoD(q˜; X˜)∩A(p; X˜) = ∅.
Similarly, A(q˜; X˜)∩D(p; X˜) = ∅. We infer that p and q˜ are transversal. The above
claim is proved. By Lemma 2.6 again, no matter how X˜ is changed outside of M˜ b,
all critical points in M˜ b are still mutually transverse.
Step 4: we modify X˜ on M˜ −M˜ b. Slide the descending manifolds with the order
from critical points with lower values to those with higher values. We eventually
get that X˜ satisfies transversality.
By the above argument, for all p and q inM , we haveD(p; X˜) ⊆M∪f˜−1((−∞, a)),
A(q; X˜) ⊆M ∪ f˜−1((b,+∞)), D(p; X˜)∩M = D(p;X) and A(q; X˜)∩M = A(q;X).
Thus
D(p; X˜) ∩ A(q; X˜) = (D(p; X˜) ∩M) ∩ (A(q; X˜) ∩M) = D(p;X) ∩ A(q;X).
Suppose M1 = ∅. Clearly, we can construct f˜ such that f˜ |M˜−M > b. Thus,
for any p ∈ M , we have D(p; X˜) ⊆ M and D(p; X˜) = D(p;X). Similarly, the
conclusion is true in the case of M2 = ∅. 
6. Moduli Spaces and Topological Equivalence
In this section, we shall review the definitions of moduli spaces and their com-
pactifications. These definitions are standard in the literature (see e.g. [3], [4], [5],
[13], [22] and [21]). There are several ways to define the topology of these spaces.
All of them result in the same topology. The definitions in this paper follow those
in [21, thms. 3.3, 3.4 and 3.5].
The paper [21] focuses on the negative gradient vector fields. This paper deals
with the negative gradient-like vector fields. By Lemma 2.2, there is no difference.
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After this review, we shall prove Theorem 6.7. This theorem shows that topo-
logically equivalent negative gradient-like fields have homeomorphic compactified
moduli spaces. In other words, the compactified moduli spaces are invariants of
topological equivalence. In this paper, the application of topological equivalence to
Morse theory is based on this theorem.
Let M be a finite dimensional manifold. Let f be a proper Morse function
on M and X be a negative gradient-like vector field for f . Assume X satisfies
transversality. Denote by φt(x) the flow generated by X with initial value x. Define
an equivalence relation on M by
x ∼ y ⇔ y = φt(x) for some t ∈ (−∞,+∞).
Then x ∼ y if and only if x and y lie on the same flow line. Suppose p and q are
critical points of f . Define W(p, q) = D(p) ∩ A(q). Then W(p, q) is a smoothly
embedded submanifold of M . DefineM(p, q) =W(p, q)/ ∼. We define the smooth
structure of M(p, q) as follows. Choose a regular value a ∈ (f(q), f(p)). Then
each flow line in W(p, q) intersects f−1(a) exactly at one point. This identifies
M(p, q) with W(p, q) ∩ f−1(a) naturally. We transfer the smooth structure of
W(p, q)∩ f−1(a) to M(p, q) by this identification. Clearly, this definition does not
depend on the choice of a. Furthermore, the natural projection from W(p, q) to
M(p, q) is a smooth submersion.
It’s well known that dim(W(p, q)) = ind(p)−ind(q) and dim(M(p, q)) = ind(p)−
ind(q)− 1.
We shall generalize the concept of flow lines. Suppose γ is a flow line. If it passes
through a singularity, it is a constant flow line. Otherwise, it is nonconstant. The
following definitions follow [21, sec. 2]
Definition 6.1. An ordered sequence of flow lines Γ = (γ1, · · · , γn), n ≥ 1, is a
generalized flow line if γi(+∞) = γi+1(−∞) and γi are constant or nonconstant
alternatively according to the order of their places in the sequence. We call γi a
component of Γ.
Definition 6.2. Suppose x and y are two points in M . A generalized flow line
(γ1, · · · , γn) connects x with y if there exist t1, t2 ∈ (−∞,+∞) such that γ1(t1) =
x and γn(t2) = y. A point z is a point on (γ1, · · · , γn) if there exists γi and
t ∈ (−∞,+∞) such that γi(t) = z.
Definition 6.3. An ordered set I = {r0, r1, · · · , rk+1} is a critical sequence if ri
(i = 0, · · · , k + 1) are critical points and r0  r1  · · ·  rk+1. We call r0 the head
of I, and rk+1 the tail of I. The length of I is |I| = k.
Suppose I = {r0, r1, · · · , rk+1} is a critical sequence. Define
MI =
k∏
i=0
M(ri, ri+1).
Define a space M(p, q) as
(6.1) M(p, q) =
⊔
I
MI ,
where the disjoint union is over all critical sequence with head p and tail q. As
mentioned before, “  ” is a partial order because of transversality.
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We can giveM(p, q) another equivalent definition which is sometimes more con-
venient. If α ∈ MI ⊆ M(p, q), then α = (γ0, · · · , γk), where γi ∈ M(ri, ri+1),
r0 = p and rk+1 = q. Denote the constant flow line passing through ri by β(ri).
We can identify α with the generalized flow line (β(r0), γ0, β(r1), · · · , γk, β(rk+1))
connecting p with q. Thus we get
M(p, q) = {Γ | Γ is a generalized flow line connecting p with q}.
Suppose the critical values of f divide [f(q), f(p)] into l + 1 intervals [ci+1, ci]
(i = 0, · · · , l), where c0 = f(p) and cl+1 = f(q). Choose a regular value ai ∈
(ci+1, ci). The generalized flow line Γ ∈ M(p, q) intersects with f−1(ai) at exactly
one point xi(Γ). There is an evaluation map E :M(p, q)→
∏l
i=0 f
−1(ai) which is
injective and is defined as
(6.2) E(Γ) = (x0(Γ), · · · , xl(Γ)).
Definition 6.4. Define the set M(p, q) as (6.1). Equip M(p, q) with the unique
topology such that the evaluation map E : M(p, q) → ∏li=0 f−1(ai) in (6.2) is a
topological embedding. We callM(p, q) the compactified moduli space ofM(p, q).
It’s easy to see that the definition of the topology of M(p, q) does not depend
on the choice of ai.
We compactify W(p, q) to be W(p, q) as follows.
Suppose I1 = (p, r1, · · · , rs) and I2 = (rs+1, · · · , rk, q) are critical sequences
such that rs  rs+1. Let (I, s) = (p, r1, · · · , q). Denote MI1 ×W(rs, rs+1)×MI2
by WI,s.
Define a space W(p, q) as
(6.3) W(p, q) =
⊔
(I,s)
WI,s,
where the disjoint union is over all (I, s) = (p, r1, · · · , rk, q) such that p  r1 
· · ·  rs  rs+1  · · ·  rk  q for all k.
Suppose (α1, x, α2) ∈ MI1 × W(rs, rs+1) × MI2 = WI,s. Then x is on the
generalized flow line Γ ∈M(p, q) such that α1 and α2 are components of Γ. Thus,
identify (α1, x, α2) with (Γ, x), we get
W(p, q) = {(Γ, x) ∈M(p, q)×M | Γ ∈M(p, q), x is on Γ}.
Definition 6.5. Define the set W(p, q) as (6.3). Define the topology of W(p, q) as
the restriction of that of M(p, q) ×M . We call W(p, q) the compactified space of
W(p, q).
Clearly, the map E˜ : W(p, q) → ∏li=0 f−1(ai) ×M is a topological embedding,
where
(6.4) E˜(Γ, x) = (E(Γ), x).
Thus the topology of W(p, q) in this paper is equivalent to that of [21, thm. 3.5].
Finally, we define the compactified space D(p) of D(p). Suppose f is bounded
below.
Suppose I = {p, r1, · · · , rk} is a critical sequence. Denote MI ×D(rk) by DI .
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Define a space D(p) as
(6.5) D(p) =
⊔
I
DI ,
where the disjoint union is over all critical sequences with head p.
Suppose (α, x) ∈ MI × D(rk) = DI . We can identify α with a generalized flow
line connecting p with rk. Adding the flow line passing through x to the above
generalized flow line, we get a generalized flow line connecting p with x. Thus we
get
D(p) = {(Γ, x) | Γ is a generalized flow line connecting p with x}.
The definition of the topology of D(p) is slightly complicated.
Suppose the critical values in (−∞, f(p)] are exactly cl < · · · < c0 = f(p). Define
U(i) ⊆ D(p) (i = 0, · · · , l) as
(6.6) U(i) = {(Γ, x) | ci+1 < f(x) < ci−1},
where cl+1 = −∞ and c−1 = +∞. Clearly, D(p) =
⋃
i U(i). We have the following
injection Ei : U(i)→
∏i−1
j=0 f
−1(aj)×M such that
Ei(Γ, x) = (x0(Γ), · · · , xi−1(Γ), x),
where xj(Γ) is the unique intersection point between Γ and f
−1(aj). Equip U(i)
the unique topology such that Ei is a topological embedding. The paper [21, thm.
3.4] shows that these U(i) have compatible smooth structures under the assumption
of the local triviality of the vector field. Follow that argument, we can prove that
the topologies of these U(i) are compatible even if we drop the local triviality. This
means that U(i) and U(j) share the same topology on U(i) ∩ U(j).
Definition 6.6. Define the setD(p) as (6.5). Define the topology ofD(p) = ⋃i U(i)
as the coherent topology such that each U(i) is an open subspace of D(p) (see (6.6)).
We call D(p) the compactified space of D(p).
Suppose f1 and f2 are Morse functions on M1 and M2. Suppose Xi is a negative
gradient-like field for fi, and Xi satisfies transversality. Suppose h : M1 → M2 is
a topological equivalence between X1 and X2. If p is a critical point of f1, then
h(p) is a critical point of f2. Furthermore, h(D(p)) = D(h(p)), h(A(p)) = A(h(p)),
and h(W(p, q)) = W(h(p), h(q)). Thus h naturally induces maps h∗ : M(p, q) →
M(h(p), h(q)), h∗ : W(p, q) → W(h(p), h(q)), and h∗ : D(p) → D(h(p)). Here,
if Γ ∈ M(h(p), h(q)), then h∗(Γ) = h(Γ); if (Γ, x) ∈ W(p, q) (or D(p)), then
h∗(Γ, x) = (h(Γ), h(x)). Clearly, h∗ is a bijection and (h∗)−1 = (h−1)∗.
Theorem 6.7. The maps h∗ : M(p, q) → M(h(p), h(q)), h∗ : D(p) → D(h(p)),
and h∗ :W(p, q)→W(h(p), h(q)) are homeomorphisms.
Proof. It suffices to prove that h∗ is continuous because this implies h−1∗ is also
continuous.
(1). We consider the case of h∗ :M(p, q)→M(h(p), h(q)).
By the definition,M(p, q) is identified with a topological subspace of∏li=0 f−11 (ai)
and M(h(p), h(q)) is identified with a topological subspace of ∏ki=0 f−12 (bi). By
this identification, for any Γ ∈ M(p, q), we have Γ = (x0(Γ), · · · , xl(Γ)) and
h∗(Γ) = (y0(h(Γ)), · · · , yk(h(Γ))). Suppose x0(Γ0) is on γ ∈ M(p, r) and γ is a
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component of Γ0, then h(x0(Γ0)) is on h(γ) ∈ M(h(p), h(r)). Suppose the regu-
lar values in [f2(h(r)), f2(h(p))] are b0, · · · , bs. Then h(γ) intersects with f−12 (bi)
(0 ≤ i ≤ s) at yi(h(Γ0)). When Γ converges to Γ0, we have h(x0(Γ)) converges
to h(x0(Γ0)). Thus, when Γ is close to Γ0 enough, the flow line passing through
h(x0(Γ)) intersects with f
−1
2 (bi) (0 ≤ i ≤ s) at yi(h(Γ)) and yi(h(Γ)) is continuous
with respect to Γ.
By an induction, we can prove that, for all 0 ≤ i ≤ k, yi(h(Γ)) is continuous
with respect to Γ. Thus h∗ is continuous.
(2). Since W(p, q) is a topological subspace of M(p, q) ×M1, by (1), we infer
that h∗ is continuous on W(p, q).
(3). We consider the case of h∗ : D(p)→ D(h(p)).
It suffices to check the continuity of h∗ on each U(i). Suppose (Γ0, z0) ∈ U(i) and
c˜s+1 < f2(h(z0)) < c˜s−1, where c˜j are critical values of f2. Then h∗(Γ0, z0) ∈ U˜(s),
where U˜(s) ⊆ D(h(p)) is defined similarly to U(i). Thus, when (Γ, z) is close to
(Γ0, z0) enough, we have h∗(Γ, z) ∈ U˜(s). Identify U˜(s) with a topological subspace
of
∏s−1
j=0 f
−1
2 (bj)×M2, we have h∗(Γ, z) = (y0(h(Γ)), · · · , ys−1(h(Γ)), h(z)). By an
argument similar to that in (1), we can prove that yj(h(Γ)) is continuous with
respect to Γ. Since h(z) is continuous with respect to z, we infer h∗ is continuous.

7. Properties of Moduli Spaces
In this section, we establish the relevant properties of the compactified moduli
spaces. Particularly, the manifold structures of these spaces will be emphasized.
When the metric is locally trivial, similar results can be found in the literature
(see e.g. [13], [3] and [21]). Our results are extensions of those results to the case of
a general metric provided that the Morse function f is proper. In this case, every
negative gradient-like vector field X for f satisfies the CF condition in [21, def.
2.6]. This extension needs Theorem 4.1, Lemma 5.1, and Theorem 6.7.
We introduce the concepts of manifolds with corners or faces. Our terminology
follows that in [6, p. 2], [10, sec. 1.1] and [21].
Definition 7.1. A smooth manifold with corners is a space defined in the same
way as a smooth manifold except that its atlases are open subsets of [0,+∞)n.
If L is a smooth manifold with corners, x ∈ L, a neighborhood of x is differo-
morphic to (0, )n−k × [0, )k, then define c(x) = k. Clearly, c(x) does not depend
on the choice of atlas.
Definition 7.2. Suppose L is a smooth manifold. We call {x ∈ L | c(x) = k} the
k-stratum of L. Denote it by ∂kL.
Clearly, ∂kL is a submanifold without corners inside L, its codimension is k.
Definition 7.3. A smooth manifold L with faces is a smooth manifold with corners
such that each x belongs to the closures of c(x) different components of ∂1L.
Consider first the special case when M is compact. By Theorem 4.1, we can
construct a negative gradient-like field Y for f such that Y is locally trivial and
satisfies transversality. In addition, there exists a topological equivalence between
X and Y such that h(p) = p for each critical point p. Thus, by Theorem 6.7, X
and Y have isomorphic compatified moduli spaces. Since the properties of these
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spaces for Y are proved in [21]. We deduce certain properties of these spaces for
X.
More generally, suppose that f is proper but M is not necessarily compact. For
any pair of critical points (p, q), choose regular values a and b such that Ma,b is
compact and contains p and q. By Lemma 5.1, we can embed Ma,b into M˜ , extend
f |Ma,b to be f˜ on M˜ , and extend X|Ma,b to be X˜ on M˜ . Furthermore,W(p, q;X) =
W(p, q; X˜). Thus we get M(p, q;X) = M(p, q; X˜) and W(p, q;X) = W(p, q; X˜).
If f is bounded below, we choose Ma such that p ∈ Ma. Do the above extension
again to get D(p;X) = D(p; X˜). Thus Lemma 5.1 reduces the proper case to the
compact case.
Before formulating the property of M(p, q), we introduce a map. Suppose
Γ1 ∈ M(p, r) is a generalized flow line connecting p with r and Γ2 ∈ M(r, q)
is a generalized flow line connecting r with q. Thus the combination of Γ1 and Γ2
gives a generalized flow line Γ connecting p with q. So we have the natural inclusion
i(p,r,q) :M(p, r)×M(r, q)→M(p, q).
Theorem 7.4. Suppose f is proper and X satisfies transversality. Then, for each
pair of critical points (p, q), the space M(p, q) = ⊔MI is defined as Definition 6.4.
It has the flowing properties.
(1). It is a compact topological manifold with boundary. Its interior is M(p, q).
(2). Its topology is compatible with those of MI , and the map i(p,r,q) :M(p, r)×
M(r, q)→M(p, q) is a topological embedding.
(3). The evaluation map E :M(p, q)→∏li=0 f−1(ai) is a topological embedding,
where E is defined in (6.2).
(4). There exists a topological embedding ι :M(p, q) → ∏li=0 f−1(ai) such that
ι(M(p, q)) is a smoothly embedded submanifold with faces inside ∏li=0 f−1(ai) and
the k-stratum of ι(M(p, q)) is ⊔|I|=k ι(MI).
In particular, if M is compact, then there exist homeomorphisms hi : f
−1(ai)→
f−1(ai) such that ι = (
∏l
i=0 hi) ◦ E in (4).
Theorem 7.5. Under the assumption of Theorem 7.4, each M(p, q) carries a
smooth structure compatible with its topology such thatM(p, q) is a compact smooth
manifold with faces and ∂kM(p, q) = ⊔|I|=kMI . In particular, suppose M is
compact, then i(p,r,q) :M(p, r)×M(r, q)→M(p, q) is a smooth embedding.
Remark 7.1. The (1) of Theorem 7.4 shows that we can add a boundary toM(p, q)
such that it becomes a compact manifold with boundary. The following theorems
show that this is also true for W(p, q) and D(p). Thus moduli spaces are special
open manifolds (if they are open) because there exists an obstruction of adding a
boundary to a general open manifold.
Remark 7.2. The paper [21, example 3.1] shows that, if the metric is not lo-
cally trivial, then E(M(p, q)) usually is even not a C1 embedded submanifold of∏l
i=0 f
−1(ai). Here E is the evaluation map in the (3) of Theorem 7.4. However,
the (4) of Theorem 7.4 shows that a suitable embedding ι makes the image good.
Proof of Theorem 7.4. Choose regular values a and b such that Ma,b is compact
and contains p and q. As described in the above, construct M˜ , f˜ and X˜. We have
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M(p, q;X) = M(p, q; X˜) and MI(X˜) = MI(X) for all critical sequences I with
head p and tail q. There exists a topological equivalence h : M˜ → M˜ which maps
the orbits of X˜ to those of Y , where Y is locally trivial.
(1). By [21, thm. 3.3], we know that M(p, q;Y ) is a compact smooth manifold
with faces whose k-stratum is
⊔
|I|=kMI(Y ). Thus M(p, q;Y ) is a compact topo-
logical manifold with boundary, and its interior isM(p, q;Y ). By Theorem 6.7, we
know that h induces a homeomorphism h∗ : M(p, q; X˜) → M(p, q;Y ) such that
h∗(MI(X˜)) =MI(Y ). This completes the proof of (1).
(2). The proof is easy and even does not need the comparison amongM(p, q;X),
M(p, q; X˜) andM(p, q;Y ). Similar details is also included in the proof of [21, thm.
3.3].
(3). This is the definition of the topology of M(p, q;X).
(4). Let EY : M(p, q;Y ) →
∏l
i=0 f˜
−1(ai) be the evaluation map. By [21,
thm. 3.3], we know EY is a smooth embedding. We shall prove that Im(EY ) ⊆∏l
i=0 f
−1(ai) ⊆
∏l
i=0 f˜
−1(ai). It suffices to prove that W(r1, r2;Y ) ⊆Ma,b for all
r1 and r2 in M
a,b.
Suppose γ is a flow line in M˜ such that γ(t0) ∈ Ma,b and γ(t1) /∈ Ma,b for
some t0 and t1. Then either f˜(γ(t1)) > b > f˜(r1) or f˜(γ(t1)) < a < f˜(r2). Thus
W(r1, r2;Y ) ⊆Ma,b.
Thus Im(EY ) ⊆
∏l
i=0 f
−1(ai) and ι = EY ◦ h∗ is the desired map.
Finally, we consider the special case when M is compact.
We construct Y on M . The topological equivalence h : M → M induces the
homeomorphism h∗ : M(p, q;X) →M(p, q;Y ). We consider the relation between
h(f−1(ai)) and f−1(ai). Denote by φ1t the flow generated by X and by φ
2
t the
flow generated by Y . For any x ∈ f−1(ai), we have φ1(−∞, x) = r1 for some
r1 ∈ M −Mai and φ1(+∞, x) = r2 for some r2 ∈ Mai . Since h is a topological
equivalence fixing r1 and r2, we know that φ
2(−∞, h(x)) = r1 and φ2(+∞, h(x)) =
r2. Thus φ
2(t, h(x)) ∈ f−1(ai) for some t ∈ (−∞,+∞). An isotopy along the flows
generated by Y gives a homeomorphism ψi : h(f
−1(ai)) → f−1(ai). We complete
the proof by defining hi = ψi ◦ h. 
The first half part of Theorem 7.5 is a corollary of Theorem 7.4. We can construct
the topological equivalence on M when M is compact. Thus the second half part
is also true because it is true in the special case.
Since we define W(p, r) as a subspace of M(r, q) ×M , we have the inclusion
i : W(p, r) → M(r, q) × M . If (Γ1, x) ∈ W(p, r) and Γ2 ∈ M(r, q), then the
combination of Γ1 and Γ2 gives an element in M(p, q) and x is on it. This defines
a natural inclusion i1(p,r,q) : W(p, r) ×M(r, q) → W(p, q). Similarly, we can define
a natural inclusion i2(p,r,q) :M(p, r)×W(r, q)→W(p, q).
Suppose f is bounded below. We define the evaluation map e : D(p) → M as
e(Γ, x) = x. Clearly, the restriction of e on DI = MI × D(rk) is the coordinate
projection onto D(rk) ⊆ M . If Γ1 ∈ M(p, r) and (Γ2, x) ∈ D(r), then the combi-
nation of Γ1 and Γ2 is a generalized flow line connecting p with x. This defines a
natural inclusion i(p,r) :M(p, r)×D(r)→ D(p).
By [21, thms. 3.4, 3.5 and 3.7], using an argument similar to the proof of Theorem
7.4, we can get the following results. The proof of Theorem 7.6 needs the fact that
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the map E˜ defined in (6.4) is a smooth embedding when the vector field X is locally
trivial. Although this fact is not stated in [21], its easy to see that it is true from
the proof of [21, thm. 3.5].
Theorem 7.6. Suppose f is proper and X satisfies transversality. Then, for each
pair of critical points (p, q), the space W(p, q) = ⊔(I,s)WI,s is defined as Definition
6.5. It has the flowing properties.
(1). It is a compact topological manifold with boundary. Its interior is W(p, q).
(2). Its topology is compatible with that of WI,s. The maps i1(p,r,q) : W(p, r) ×
M(r, q) → W(p, q) and i2(p,r,q) : M(p, r) ×W(r, q) → W(p, q) are topological em-
beddings.
(3). The inclusion i : W(p, r) → M(r, q) × M and the map E˜ : W(p, q) →∏l
i=0 f
−1(ai)×M are topological embeddings, where E˜ is defined in (6.4).
(4). There exists a topological embedding ι : W(p, q) → ∏li=0 f−1(ai)×M such
that ι(W(p, q)) is a smoothly embedded submanifold with faces inside ∏li=0 f−1(ai)×
M and the k-stratum of ι(W(p, q)) is ⊔(I,s) ι(WI,s), where (I, s) contains k + 2
components.
In particular, if M is compact, then there exist homeomorphisms hi : f
−1(ai)→
f−1(ai) such that ι = [(
∏l
i=0 hi)× h] ◦ E˜ in (4).
Corollary 7.7. Under the assumption of Theorem 7.6, W(p, q) carries a smooth
structure compatible with its topology such that W(p, q) is a compact smooth mani-
fold with faces and ∂kW(p, q) = ⊔(I,s)WI,s, where (I, s) contains k+2 components.
Theorem 7.8. Suppose f is proper and bounded below. Suppose X satisfies transver-
sality. Then, for each critical point p, D(p) = ⊔DI is defined as Definition 6.6. It
has the following properties.
(1). It is homeomorphic to a closed disc. Its interior is D(p).
(2). Its topology is compatible with those of DI . The map i(p,r) : M(p, r) ×
D(r)→ D(p) is a topological embedding.
(3). The evaluation map e : D(p) → M is continuous. The restriction of e
on DI = MI × D(rk) is the coordinate projection onto D(rk) ⊆ M , where I =
{p, r1, · · · , rk}.
(4). It carries a smooth structure compatible with its topology such that it is a
compact smooth manifold with faces and ∂kD(p) = ⊔|I|=k−1DI .
8. Orientation Formulas
In this section, we shall prove the following orientation formulas.
Theorem 8.1 (Orientation Formulas). Suppose f is proper and X satisfies transver-
sality. As oriented topological manifolds, we have
(1). ∂1M(p, q) =
⊔
prq
(−1)ind(p)−ind(r)M(p, r)×M(r, q);
(2). ∂1D(p) =
⊔
pr
M(p, r)×D(r), where f is bounded below;
(3). ∂1W(p, q) =
⊔
prq
(−1)ind(p)−ind(r)+1W(p, r) ×M(r, q) unionsq
⊔
prq
M(p, r) ×
W(r, q).
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In the above, ∂1 are equipped with boundary orientations, × are equipped
with product orientations, and ind(∗) is the Morse index of ∗.
In order to explain the concepts in Theorem 8.1, we need to review the definition
of orientation at first.
Suppose M is an n dimensional smooth manifold. In algebraic topology, the
orientation of M at x is a generator α ∈ Hn(M,M −{x}). In differential topology,
the orientation is an ordered base {e1, · · · , en} ⊆ TxM . These two definitions are
related as follows. Choose a smooth embedding ϕ : V →M such that ϕ(0) = x and
Dϕ(0) = Id, where V is a neighborhood of 0 in TxM . Then ϕ
∗α ∈ Hn(V, V −{0}) =
Hn(TxM,TxM − {0}) is a generator. Here ϕ∗α does not depend on the choice of
ϕ. Actually, if ϕ˜ is another such embedding, then there exists an isotopy between
ϕ and ϕ˜ in a smaller neighborhood of 0. Denote by α0 the preferred generator in
Hn(Rn,Rn − {0}) (see [15, p. 266]). The ordered base {e1, · · · , en} determines a
linear isomorphism A : TxM → Rn, then A∗α0 ∈ Hn(TxM,TxM − {0}) is also a
generator. We say that these two definitions give the same orientation if and only
if ϕ∗α = A∗α0.
Suppose L is a k dimensional embedded submanifold of M such that its normal
bundle is orientable. Choose a neighborhood U of L such that L is closed in
U . Choose a Thom class β ∈ Hn−k(U,U − L). The Thom class β defines the
normal orientation in the sense of algebraic topology. On the other hand, for any
x ∈ L, choose an ordered base {εk+1, · · · , εn} of the normal space Nx(L,M) =
TxM/TxL. This defines the normal orientation of L at x in the sense of differential
topology. These two definitions are related as follows. Let ϕ : V →M be a smooth
embedding such that ϕ(0) = x and P · Dϕ(0) = Id, where V is a neighborhood
of 0 in Nx(L,M) and P : TxM → TxM/TxL = Nx(L,M) is the projection. Then
ϕ∗β ∈ Hn−k(V, V − {0}) = Hn−k(Nx, Nx − {0}) is a generator. Here ϕ∗β does
not depend on the choice of ϕ. The ordered base determines an isomorphism
A : Nx → Rn−k. So A∗α0 is also a generator of Hn−k(Nx, Nx − {0}), where α0 is
the preferred generator of Hn−k(Rn−k,Rn−k−{0}). These two definitions coincide
if and only if ϕ∗β = A∗α0.
Suppose {e1, · · · , ek} ⊆ TxL represents the orientation of L and {ek+1, · · · , en} ⊆
TxM represents the normal orientation of L. We say the orientation {e1, · · · , en}
of M is defined by the orientation and the normal orientation of L. We have the
following lemma whose proof is in the Appendix.
Lemma 8.2. Suppose Mi (i = 1, 2) is a smooth orientable manifold, Li is a closed
orientable submanifold of Mi (which means Li is a closed subset). Suppose the
orientation and the normal orientation of Li define the orientation of Mi. Let
βi ∈ Hn−k(Mi,Mi − Li) be the Thom class representing the normal orientation of
Li. Let h : (M1, L1) → (M2, L2) be a homeomorphism such that h preserves the
orientation of Mi and h
∗β2 = β1. Then h preserves the orientation of Li.
Following [21], we define the orientations of D(p), W(p, q) and M(p, q). We
review the definition by means of differential topology in [21, p. 500] as follows (see
[21] for more details).
Assign an arbitrary orientation to D(p) for each critical point p. Since D(q) and
A(q) are transversal, the orientation of D(q) gives the normal bundle N(A(q),M) =
TA(q)M/TA(q) an orientation. Since D(p) is transverse to A(q) and W(p, q) =
D(p)∩A(q), the orientation ofN(A(q),M) gives the normal bundleN(W(p, q),D(p))
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an orientation. We choose the orientation of W(p, q) such that the orientation and
the normal orientation of W(p, q) define the orientation of D(p). Identify M(p, q)
with W(p, q) ∩ f−1(a) for some regular value a ∈ (f(q), f(p)). The orientation
of W(p, q) ∩ f−1(a) is defined by the direction of the flow and the orientation of
W(p, q). This defines the orientation of M(p, q). This definition does not depend
on the choice of a.
By Theorems 7.4, we know M(p, q) is a topological manifold with boundary,
whose interior is M(p, q). Thus the orientation of M(p, q) gives ∂M(p, q) the
boundary orientation in the usual sense. In other words, the combination of
the outward normal direction and the boundary orientation of the boundary gives
the orientation of the manifold. Also by Theorem 7.4, we know that ∂1M(p, q) =
unionsq
|I|=1
MI = unionsq
prqM(p, r)×M(r, q) is an open subset of ∂M(p, q). Thus ∂
1M(p, q)
has the boundary orientation. On the other hand, both M(p, r) and M(r, q) have
orientations. Thus M(p, r) × M(r, q) has the product orientation. We shall
consider the relation between these two orientations. Similarly, D(p) and M(p, q)
also have such issues. Theorem 8.1 indicates these relations.
Similarly to the previous section, by Lemma 5.1, we may assume that M is
compact. By Theorem 4.1, we can construct the locally trivial field Y and the
topological equivalence h mapping the orbits of X to those of Y .
However, since h is not assumed differentiable, we have to use the algebraic
method to describe the orientation of W(p, q;X) again. Choose an open tubular
neighborhood Uq of A(q;X) such that A(q;X) is closed in Uq. Suppose the index
ind(q) = s. We have the inclusion isomorphism
Hs(Uq, Uq −A(q;X))
∼= // Hs(Uq ∩ D(q;X), Uq ∩ D(q;X)− {q}),
where Hs(Uq ∩ D(q;X), Uq ∩ D(q;X)− {q}) = Hs(D(q;X),D(q;X)− {q}). Thus
the orientation of D(q;X), αq ∈ Hs(D(q;X),D(q;X) − {q}), determines a Thom
class βq ∈ Hs(Uq, Uq − A(q;X)). Let Up,q = D(p;X) ∩ Uq. Then Up,q is open in
D(p;X) and W(p, q;X) is closed in Up,q. By the inclusion monomorphism (it is an
isomorphism if and only if Up,q is connected)
Hs(Uq, Uq −A(q;X)) // Hs(Up,q, Up,q −W(p, q;X)),
we have that βq determines a Thom class βp,q ∈ Hs(Up,q, Up,q − W(p, q;X)).
Clearly, Up,q inherits the orientation from D(p;X). Thus βp,q and the orientation
of Up,q give W(p, q;X) the orientation.
Since h(D(p;X)) = D(p;Y ), we can define the orientation of D(p;Y ) as α′p =
(h−1)∗αp ∈ Hs(D(p;Y ),D(p;Y )−{p}) for each p. Then the orientations ofW(p, q;
Y ) are defined. We also have h(W(p, q;X)) =W(p, q;Y ).
Lemma 8.3. The topological equivalence h preserves the orientation ofW(p, q;X).
Proof. Choose the open tubular neighborhood Uq of A(q;X) and define Up,q =
D(p;X)∩Uq as the above. Define U ′q = h(Uq) and U ′p,q = h(Up,q). We may assume
Up,q is connected.
Suppose the orientation of D(q;Y ) defines the Thom class β′q ∈ Hs(U ′q, U ′q −
A(q;Y )) and the Thom class β′p,q ∈ Hs(U ′p,q, U ′p,q − W(p, q;Y )). We have the
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following commutative diagram.
Hs(U ′p,q, U
′
p,q −W(p, q;Y )) h
∗
// Hs(Up,q, Up,q −W(p, q;X))
Hs(U ′q, U
′
q −A(q;Y ))

OO
h∗ // Hs(Uq, Uq −A(q;X))

OO
Hs(U ′q ∩ D(q;Y ), U ′q ∩ D(q;Y )− {q}) h
∗
// Hs(Uq ∩ D(q;X), Uq ∩ D(q;X)− {q})
All of these maps are isomorphisms. The vertical maps are induced by inclusions.
Since h∗α′q = αq, we have h
∗β′q = βq. Thus we get h
∗β′p,q = βp,q.
We also know that h preserves the orientation of Up,q. By Lemma 8.2, the proof
is completed. 
As in Theorem 6.7, let h∗ : M(p, q;X) → M(p, q;Y ), h∗ : W(p, q;X) →
W(p, q;Y ) and h∗ : D(p;X) → M(p;Y ) be the maps induced by h. Since h
preserves the direction of flow, by Lemma 8.3, we get the following immediately.
Lemma 8.4. The map h∗ preserves the orientation of M(p, q;X).
Proof of Theorem 8.1. Consider the map h∗ defined in the above. Clearly, h∗ is
identical to h on D(p;X) and W(p, q;X).
By the definition of the orientation of D(p;Y ), we know h∗ preserves the orien-
tation of D(p;X). Combining this fact with Lemmas 8.3 and 8.4, we infer that h∗
preserves both the boundary orientations and the product orientations. Thus h∗
preserves the orientation relations. Since these formulas for Y are proved in [21,
thm. 3.6], we infer that the orientation formulas are valid for X. 
9. CW Structures
In this section, We shall prove the following three theorems on the CW structures.
Theorem 9.1. Suppose f is proper and bounded below. Suppose X satisfies transver-
sality. Suppose a is a regular value of f . Define Ka =
⊔
f(p)≤aD(p) with the topol-
ogy induced from M . Then Ka is a finite CW complex with characteristic maps
e : D(p)→ Ka, where e is defined in (3) of Theorem 7.8. The inclusion Ka ↪→Ma
is a simple homotopy equivalence. In fact, there is a CW decomposition of Ma such
that Ka expands to Ma by elementary expansions.
Theorem 9.2. Under the assumption of Theorem 9.1, define K =
⊔
p∈M D(p).
Define the topology of K as the direct limit of that of Ka when a tends to +∞.
Then K is a countable CW complex with characteristic maps e : D(p)→ K, where
e is defined in (3) of Theorem 7.8. Furthermore, the inclusion i : K ↪→ M is a
homotopy equivalence.
As mentioned before, dim(M(p, q)) = ind(p)− ind(q)−1. If ind(q) = ind(p)−1,
then M(p, q) is a 0 dimensional manifold. Actually, M(p, q) consists of finitely
many points because it is compact in this case.
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Theorem 9.3. Let Ka (or K) be the CW complex in Theorem 9.1 (or 9.2). Let
C∗(Ka) (or C∗(K)) be the associated cellular chain complex and [D(p)] be the base
element represented by the oriented D(p) in C∗(Ka) (or C∗(K)). Then
∂[D(p)] =
∑
ind(q)=ind(p)−1
#M(p, q)[D(q)],
where #M(p, q) is the sum of the orientations ±1 of all points in M(p, q) defined
in Theorem 8.1, and ind(∗) is the Morse index of ∗.
Remark 9.1. Consider the special case when M is compact. Theorem 9.1 shows
that the compactified descending manifolds give a bona fide CW decomposition of
M . Before the invention of the theory of Moduli spaces, this problem was addressed
in [11, thm. 1] and [12, rem. 3], which show the existence of the characteristic maps
under the assumption that the vector field is locally trivial. Besides the simple
homotopy type, Theorem 9.1 strengthens their solution in two ways. Firstly, the
characteristic maps here e : D(p) → M have the explicit formula defined in (3) of
Theorem 7.8. Secondly, we drop the assumption of the local triviality of the vector
field. In the case when f has only one critical point of index 0, the paper [1, lem.
2.15] also gives a answer similar to Theorem 9.1.
Remark 9.2. The above theorems show that C∗(K) computes the homology of M ,
and its boundary operator ∂ coincides with that of Morse homology. This shows
Morse homology arises from a cellular chain complex. For Morse homology, see [14,
cor. 7.3] and [22].
Proof of Theorem 9.1. By Theorem 7.8, D(p) is a closed disc and e is continuous.
Thus Ka is a finite CW complex with characteristic maps e.
We shall construct the desired CW decomposition of Ma.
Suppose M is not compact. By Lemma 5.1, we can embed Ma into M˜ and
extend f |Ma to be f˜ on M˜ such that f˜ |M˜−Ma > a. We get M˜a = Ma. As a result,
we may assume M is compact.
By Theorem 4.1, we can construct a locally trivial field Y on M and a topological
equivalence h which maps the orbits of Y to those of X. Clearly, h(D(p;Y )) =
D(p;X) and h(Ka(Y )) = Ka where Ka(Y ) = ⊔f(p)≤aD(p;Y ). By [21, thm.
3.8], there exists a CW decomposition of Ma such that Ka(Y ) expands to Ma by
elementary expansions. Thus it suffices to prove that there exists a homeomorphism
h˜ : Ma →Ma such that h˜ and h coincide on Ka(Y ).
Denote by φ1t the flow generated byX and by φ
2
t the flow generated by Y . For any
x ∈ f−1(a), we have φ2(−∞, x) = r1 for some r1 ∈ M −Ma and φ2(+∞, x) = r2
for some r2 ∈ Ma. Since h is a topological equivalence fixing r1 and r2, we have
φ1t (h(x)) is a flow line between r1 and r2. Thus, for any x ∈ h(f−1(a)), φ1(t(x), x) ∈
f−1(a) for some t(x) and t(x) is continuous on h(f−1(a)). Since h(f−1(a)) is
compact, there exists T > 0 such that T > −t(x) for all x ∈ h(f−1(a)). As a result,
φ1T (M
a) ⊆ Int[h(Ma)]. (This is illustrated by Figure 4, φ1T (Ma) is the shadowed
part, Ma is the part below f−1(a) and h(Ma) is the part below h(f−1(a)).) By an
isotopy along the flows generated by X, we can construct a homeomorphism ψ :
h(Ma)→Ma such that ψ|φ1T (Ma) = Id and ψ(h(Ma)−φ1T (Ma)) = Ma−φ1T (Ma).
Then h˜ = ψ ◦ h is the desired homeomorphism. 
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f−1(a)
h(f−1(a))
Figure 4. Construction of ψ
Proof of Theorem 9.2. The CW structure of K is obvious.
By Theorem 9.1, i : Ka ↪→ Ma is a homotopy equivalence for any regular
value a. Thus, it’s straightforward to check that i : K ↪→ M is a weak homotopy
equivalence, i.e. i induces the isomorphisms between homotopy groups. Since M
carries a triangulation, by Whitehead’s Theorem, i is a homotopy equivalence. 
Proof of Theorem 9.3. There are two proofs.
First, duplicate the proof of [21, thm. 3.9]. Certainly, the local triviality of
the vector field X is assumed in [21]. However, the only reason for making this
assumption is that the (2) of Theorem 8.1 was proved under this assumption in
[21]. In this paper, this orientation formula is true even if we drop this assumption.
Thus, the first proof is valid.
Second, reduce it to the case of a locally trivial vector field Y . The map h∗
in Theorem 6.7 induces an isomorphism between C∗(Ka(X)) and C∗(Ka(Y )). By
Lemma 8.4, h∗ preserves the orientation ofM(p, q;X). Since this statement is true
for C∗(Ka(Y )), the second proof is complete. 
Appendix A.
In this appendix, we shall prove Lemma 8.2.
Suppose M is an n dimensional manifold. Suppose L is a connected and closed
k dimensional submanifold of M . Let U be a closed tubular neighborhood of L
such that U is diffeomorphic to a closed disk bundle over L via the exponential
map. Let i : L ↪→ U be the inclusion and pi : U → L be the smooth projection.
Clearly, i and pi are proper. Thus pi∗ : HkC(L)→ HkC(U) and i∗ : HkC(U)→ HkC(L)
are isomorphisms and they are a pair of inverses, where H∗C is the cohomology with
compact support. Furthermore, HkC(L)
∼= Z, its generator is an orientation of L.
Define HnC(U,U −L) = lim−−−→
K⊆L
Hn(U,U −K), where K is compact. We can prove
the inclusion Hn(U,U − {x})→ HnC(U,U − L) is an isomorphism for any x ∈ L.
Suppose α ∈ HkC(L) and the Thom class β ∈ Hn−k(U,U − L) represent the
orientation and the normal orientation of L respectively. Suppose the orientation
and the normal orientation define the orientation of M .
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Lemma A.1. The following cup product homomorphism is an isomorphism.
HkC(U)⊗Hn−k(U,U − L) ∪∼= // H
n
C(U,U − L).
Furthermore, via the isomorphism Hn(U,U − {x})→ HnC(U,U −L), we get pi∗α∪
β ∈ HnC(U,U − L) represents the orientation of M in Hn(U,U − {x}).
Proof. For any x ∈ L, we have a commutative diagram
Hk(U,U − pi−1(x))⊗Hn−k(U,U − L)
∼=

// Hn(U,U − {x})
∼=

HkC(U)⊗Hn−k(U,U − L) // HnC(U,U − L) .
Here the vertical maps are induced by inclusions, and the horizontal ones are given
by cup product pairings. By excision and the basic property of Thom class, we
can localize the argument near x. However, the disk bundle near x has a product
structure. Now use the Ku¨nneth Formula to complete the proof. 
Proof of Lemma 8.2. It suffices to prove the special case of that Li is connected.
Let U2 be a closed tubular neighborhood of L2 with the smooth projection
pi2 : U2 → L2. Let α2 ∈ HkC(L2) be the orientation of L2, by the above lemma,
we have pi∗2α2 ∪ β2|U2 = γ2 ∈ HnC(U2, U2 − L2) represents the orientation of M2
on L2. Here β2|U2 is the image of β2 under the inclusion Hn−k(M2,M2 − L2) →
Hn−k(U2, U2 − L2). It is the restriction of β2 on U2.
Let U ′1 = h
−1(U2). Choose a closed tubular neighborhood U1 of L1 such that
U1 ⊆ IntU ′1 and pi1 : U1 → L1 is a smooth projection. By the above lemma again,
we have the following isomorphism
HkC(U1)⊗Hn−k(U1, U1 − L1) ∪∼= // H
n
C(U1, U1 − L1),
and
(A.1) pi∗1α1 ∪ β1|U1 = γ1
represents the orientation of M1 on L1, where β1|U1 is the restriction of β1 on U1.
Consider the following commutative diagram:
HkC(U2)
i∗2

h∗ // HkC(U
′
1)
j∗

ι∗ // HkC(U1)
i∗1yysss
sss
sss
s
HkC(L2) h∗
// HkC(L1) ,
where, i1, i2, j and ι are inclusions. Since h
∗pi∗2α2 ∪ h∗β2|U2 = h∗γ2, we have
ι∗h∗pi∗2α2 ∪ ι∗h∗β2|U2 = ι∗h∗γ2. Since h preserves the orientation of M1 and the
Thom class, we have ι∗h∗γ2 = γ1 and ι∗h∗β2|U2 = β1|U1 . Thus
(A.2) ι∗h∗pi∗2α2 ∪ β1|U1 = γ1.
Since the cup product pairing above is an isomorphism, by (A.1) and (A.2), we
infer ι∗h∗pi∗2α2 = pi
∗
1α1. So we have
α1 = i
∗
1pi
∗
1α1 = i
∗
1ι
∗h∗pi∗2α2 = h
∗i∗2pi
∗
2α2 = h
∗α2.
This completes the proof. 
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