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Abstract
The profusion of sensors embedded in modern mobile
devices collect an increasing amount of information about
the activities performed by a user. Leveraging the episodic
memory model defined by neuroscientists, Memo-it
exploits this information to create a multi-scale structured
representation of the user’s activities in a semi-automated
fashion, while preserving the privacy of the user’s data. In
addition to building a digital diary of the user, the
semantic approach taken by Memo-it is able to answer
multi-dimensional queries, and to enable the
inter-operability of memories between users.
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Introduction
The amount of user-centric information that can be
gathered by recent mobile devices is tremendous.
Furthermore, the cost in term of battery consumption to
acquire such information is getting lower with every new
generation of devices, while the APIs offered by
smartphone OSes make it fairly easy to collect this data.
Memo-it is a mobile application for Android based on the
ideas developed in MemorySense [1]. Following the
episodic model described by Tulving in 1983 and its
organization described by Conway more recently [4],
Memo-it performs sensor data fusion and activity
recognition to aggregate different sensors readings into
digital memories, with minimal intervention of the user.
Related work
Figure 1: Creation of a new EE.
Selection of a verb from the
ontology.
Figure 2: Manual aggregation of
the EE.
Collecting documents and information about a user while
offering aggregation and visualization capabilities over
such data is a well-explored area. In 1945, at the genesis
of the computer era, Vannevar envisioned Memex [3], a
hypothetical system in which users would store all the
documents related to their lives. In early 2000, Gordon
Bell implemented this vision with MyLifeBits [5]. This
system would allow not only to store different sources of
information, but also to search the database through full
text search, annotations and hyperlinks.
More recently, the increase in the number of available
data sources is leading to new opportunities for developing
more advanced methods [8] and systems [2]. In [7],
Rawassizadeh et al. present UbiqLog, a flexible life logging
system for mobile platforms. Memo-it improves upon the
data model of UbiqLog by exploiting the episodic memory
model of Conway, and semantically structuring it. This
improvement enables more powerful memory browsing
techniques. To the best of our knowledge, Memo-it is the
first system that leverages the episodic memory model of
the human brain in order to build a semantically enhanced
representation of the users’ activities.
Mobile sensing framework
The sensing framework of Memo-it is responsible for
gathering data from the sensors, and then building the
user memories with two primary goals in mind: 1) the
application must require as less interaction as possible
with the user, while 2) preserving the privacy of the user’s
data. Indeed, Memo-it aims at building the memories of
the user solely based on sensor data, after a learning phase
supervised by the user is performed in order to generate
the user activity models. Furthermore, Memo-it has full
rights on all the private data accessible by the phone. In
order to prevent that sensitive data is leaked to third
parties, all the computation and all the pre-processed data
is kept locally on the device. Therefore, in order to
process the data in a mobile environment, the use of
energy efficient algorithms is required.
In the episodic memory model defined by Conway,
Episodic Elements (EE) represent the atomic bricks of
memories. Multiple EEs can then be aggregated into
Simple Episodic Memories (SEM), which represent more
abstract memories, e.g., the EEs “going to the museum
with Alice”, “having a coffee with her” and “walking by
the lake” can be aggregated into the SEM “going on a
date with Alice”. Memo-it mimics this model by
generating episodic elements from sensor information, and
then reconstructing episodic memories from episodic
elements.
Generation of episodic elements
Raw sensor data is used to define episodic elements along
3 dimensions When? (The time at which the episode
happens) Where? (at which venue/location it occurs) and
What? (the episode description).
While When is trivially addressed using a timestamp
generated by the system, Where and What needs to be
defined in a structured fashion by the user, or generated
by the system automatically.
Where: to define the venue where an episodic element
happened, Memo-it detects the points of interest visited
by the user. Leveraging on geofencing and the raw GPS
coordinates acquired by the phone, Memo-it uses a finite
state machine to determine if the user spent more than 10
minutes in the same location.
Figure 3: Monthly overview.
Figure 4: Search based on
location.
This technique allows for noise removal by discarding
locations where the user just traveled by. In addition, the
usage of low accuracy GPS sensing to trigger more
accurate GPS sensing is energy efficient (i.e., opportunistic
sensing). Once a point of interest is detected, its location
is anonymously transmitted to the location-based service
Foursquare1 in order to get a list of nearby venues. A
recommender system using item-based filtering determines
then which of the venue should be used. The similarity
function used for the filtering is a weighted sum of both
the number of times the user visited each venue and the
distance of each venue to the actual GPS coordinates.
What: The activity description is composed of a verb and
a noun taken from the Wordnet database [6]. As shown in
Figure 1, the application auto-completes the user input.
Memo-it can infer both the activity description and the
location of the event automatically, based on the statistics
of the user. However, a training phase is required to build
these statistics during which the user has to manually
input the event description.
Creation of episodic memories
In order to match the Tulving’s episodic memory model,
EEs are aggregated into SEMs. Due to the unbounded
1http://www.foursquare.com/
amount of potential activities and given that the way a
complex activity is perceived and executed differs from
one user to another, it is not possible to build a
knowledge-base which would be exhaustive enough to
accommodate every user. Thus, Memo-it follows a
2-phase approach. First a personalized model for each
SEM is created based on the user manual input (as
displayed in figure 2). Then, when an initial model of a
SEM has been generated, Memo-it automatically detects
the occurrence of this SEM and, if necessary, updates its
model.
For the sake of flexibility and since activities are not
always performed in the same way, the models need to
allow reordering of the EE and deletion/insertion of a new
EE. Another constraint comes from the mobile
environment, in which computation power is precious. For
these reasons, the model generation needs to be
incremental and of low computational complexity.
At the time of writing, two approaches are being
evaluated to generate the models. The first approach uses
a finite state machine for each SEM, where EE are defined
as states and transition probability between states are
determined by the encountered instances. The second
approach is based on incremental association rules mining
(ARM). Since ARM does not support the notion of
ordering, two layers of rules are generated: one layer
focuses on the presence of specific EEs in the SEM, the
other one focuses on the presence of transitions in the
SEMs.
User interface
The episodic memories generated by the framework can
be offered to the users in different ways. The screenshot
displayed in figure 3 shows an overview of a month-worth
of user activities. This view allows the user to have, in a
glimpse, an idea of when she was active the most (size of
the circles) and for what kind of activity (life events,
social interactions, phone events).
Figure 5: Sharing memories
between users.
Search capabilities
The EEs and SEMs of the system are structured using
values coming from an emergent ontology. While this
approach restraints the degree of freedom of the user
when inputting new memories, it enables the system to
generate memories in a more structured fashion, as
compared to just free-text descriptions. A resulting
advantage of this approach is the possibility to efficiently
query the system, e.g., retrieving memories that match a
certain criteria. It is therefore possible to search along
each dimension (e.g., location, activity description, etc.)
or a conjunction of dimensions as described in figure 4.
Shared memories
A second feature of Memo-it is the possibility to share
memories among users. As displayed in figure 5, by
leveraging the low energy Bluetooth technology of recent
smartphones, users are able to share memories easily with
other users participating to the same event. Sharing
memories reduces the number of interactions between the
user and the application: in case the application did not
generate the memory automatically, only one of the two
users needs to input the details of the memory.
Conclusion
Memo-it is a digital diary that can learn from the user’s
regular pattern to automatically detect and generate her
everyday memories. A privacy preserving approach in
which all the computation is done on the mobile phone
ensures that no sensitive information is leaked to third
parties. Finally, the semantic approach used in the
application helps the user to browse more efficiently her
digital memories.
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