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1.1 研究の背景 
 
我が国の国内航空旅客数は2000年前半で頭打ちになり，以降は第3次石油危機やリーマン
ショックなどの経済情勢に合わせ推移してきた(図-1.1)。そして，そのような経済情勢によ
り航空旅客需要が低迷した際には，利益が見込めなくなった地方路線などで減便や撤廃が
相次いだ1)．しかし，今後は国内人口の減少と高齢化の進行や情報通信技術の発展による業
務の効率化など経済以外の要因によって国内航空旅客数は減少に転じることが予想されて
いる2) ． 
一方で，都市間交通における需要変動に関しては，都市内交通に比べ季節変動性が大き
く 3)，これに基づく便益評価が重要であることが奥村ら 4)で述べられている．また国内航空
需要においても，各路線における月別需要を視覚化すると，一定の季節的な変動パターン
に従っていることが確認される(図-1.2)．このことから，国内航空輸送の政策検討において
は，各路線における月別需要変動パターンを把握することが重要であると考えられる．  
 
 
  
図-1.1 国内航空需要の推移 18) 
図-1.2 平成 20年から平成25年の東京－那覇路線の月別需要推移 14) 
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1.2 既存研究 
 
国内航空に関係する研究では，旅客特性に関する研究と都市間交通における航空需要の
特性に関する研究が多い． 
旅客の個人属性に関するものとして，藤生ら 5)は，1987年から 2011年までの 25 年間の
航空旅客動態調査から国内全体の航空旅客の特性を経年変化とともに分析している．また，
奥村ら 2)では都市間交通の発生需要を分析するために，個人属性や旅行目的から宿泊旅行回
数を推定する手法を提案している．一方，旅客の行動特性に関する研究として，山口ら 6)
では，各ゾーンからの空港アクセス LOS を用いて，国内空港の機能が停止した際に利用客
は代替路線を用いるか，行き先を変更するか，旅行を取りやめるかの行動予測を行ってい
る．しかし，これらの研究は旅行者の個人特性や行動特性について述べたものであり，各
路線の特性注目した分析は行われていない． 
続いて，都市間交通における航空需要の特性について分析した研究について整理する．
佐々木ら 7)では階層ベイズモデルを用いて，航空旅客需要及び鉄道需要と地域特徴，LOS
の関係性を分析している．また，三室ら 8)では国内航空市場構造の分析モデル構築の一環と
して，貿易理論を応用し，環境税導入による航空事業者の行動変化と旅客需要の行動変化
の相互作用を記述可能とする新たなモデル構築を行っている．これらは国内航空全体の特
性に関する分析であり，個別路線単位での特徴分析を行ってはいない． 
これらの研究に対し，本研究により関連する個別路線単位で各路線の特徴を分析してい
るものを整理していく．白石ら 1)では 2005年から 2010 年の間に休廃止が行われた路線を抽
出し，当該路線に関係する旅客行動の変化や路線特性について分析している．宮崎ら 9)は能
登空港へのアクセス整備が及ぼす影響を分析する基礎的研究として，能登空港の利用者特
性分析を行っている．しかし，これらで行われた路線の特徴分析は，季節的な需要変動特
性を考慮したものではない． 
またこれ以外に，本研究に関連する都市間交通における季節変動を扱った研究について
整理する．磯野ら 10)では，観光政策分野などにおいてはピーク特性の実態を把握可能なデ
ータが求められていることから，需要の季節波動を考慮して全国幹線旅客純流動調査から
交通機関ごとの月別純流動データの作成を行っている．ただし，この分析において航空部
門に関する月別流動は航空輸送統計年報 14)を用いた按分を行っているのみで，推定結果に
関しても需要変動の数字を見るまで収まっており，ピーク特性や月別需要変動に関する詳
細な分析は行っていない．そして，この他に航空部門において季節変動を扱った研究は杉
村ら 3)や井上ら 11)のように月別航空需要の予測モデルを推定するための要因として扱うも
のが多い． 
さらに，国内航空の分類に関係する研究についても整理する．森地ら 12) では，行政によ
る長期的な空港整備計画の策定の材料として，旅客数の多い国内 30路線を国鉄との競合関
係から分類し，運賃や航空機事故，競合交通機関の参入などを各分類の年間需要の変動要
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因として，それぞれの影響力を分析している．また，清水ら 13)では航空需要予測の手法を
開発する初期段階として，国内路線を幹線・沖縄路線・東京－地方空港・４大都市－地方
空港・地方－地方空港の 5つに路線を分類し，第 2次産業人口・第 3次産業人口・Air-Rail
時間比を用いて，各分類の年間需要と社会経済の関係性を線形回帰モデルによって推定し
ている．これらは，限定的な条件を与えることによって路線を分類し，運賃設定や航空機
事故，社会経済など需要変動の要因に注目し，それらと年需要の変動の関係性について分
析を行っているが，月別需要変動を用いた国内航空路線の分類を行うものではない． 
このように，国内航空の研究では，各路線の月別需要変動の特徴分析を行う研究の蓄積
が少なく，また月別需要変動の特徴分析に DeepLearning を適用したものは未だ行われてい
ない．そこで本研究では季節的な需要変動に注目した各路線の特徴分析を行うために，月
別需要変動と DeepLearning を用いて分析を行った． 
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1.3 研究の目的 
 
 本研究では国内航空路線における月別需要変動パターンを把握するために，各路線の月
別需要変動に基づく路線分類を行う．しかし，需要変動特徴によって航空路線の分類を行
う場合には，次のような 2つの問題点が指摘される．第一に，需要変動特徴を表す特徴量
の選択によって結果が大きく変動してしまうこと．第二に，特徴の選択基準は分析者に委
ねられること．このことから，従来の特徴量を用いた分類分析においては，分析者が特徴
量の選択を行うことによる恣意性が課題とされた．これに対し，本研究では DeepLearning
を用いることで，研究対象データから特徴量を自動的に抽出する手法の確立を行うことと
した．これにより，分析者による特徴量の選択は行われず，前述の課題は改善される． 
よって，DeepLearning により各路線の月別需要データから特徴量を抽出し，これに基づい
て路線分類を行うことを研究目的とする． 
 
1.4 論文構成 
 
本論文は全5章から構成されており，以降以下の内容で進めていく． 
 
第1章：序論 
この章では，研究の背景を整理し既往研究を紹介した上で，本研究の意義・目的を示す． 
 
第2章：研究手法 
この章では，本研究で用いた分析手法の手順と詳細について示す． 
 
第3章：最適なネットワークと路線の特徴量 
この章では，本研究で用いたDeepLearningの最適パラメータの選択とその分析について示す． 
 
第 4章：年路線の分類結果 
この章では，第3章で得られた結果をもとに，国内航空路線を分類し，その結果に対する考
察について示す． 
 
第5章：結論 
この章では，本研究の結論について示す． 
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研究手法 
 
 
 
 
 
 
2 研究手法 
2.1 概要 
2.2 対象データの設定 
2.3 特徴量の抽出 
 2.3.1 データの前処理 
 2.3.2 ネットワークの枠組み 
 2.3.3 抽出ネットワークの学習方法 
 2.3.4 抽出ネットワークの性能比較 
2.4 分類手法 
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2.1 概要 
 
 本研究では，航空輸送統計年報から各路線における年別の月別需要データを取得し，こ
れを研究の対象となる年別路線別月変動データとした．続いて，DeepLearning 手法の１つで
あるオートエンコーダにより特徴量の抽出を行った．そして，得られた特徴量データを用
いて，階層クラスタリングによって国内航空路線を分類した．以上の 3 段階により路線の
分類が行われる．また，本研究では用いたネットワーク形状による再現性の違いに関する
考察および分類結果による考察を行っている．各段階における具体的な取り組みについて
は，次節より詳細に述べていく． 
 
2.2 対象データの設定 
 
航空輸送統計年報では，国内航空における各路線の月別旅客数が集計されている．なお，
この値は一部の期間を除き，当該路線における全運航会社の月別旅客数の合計として集計
され，また往路復路に関しても合計された値が扱われている．本研究ではこの値をもとに，
平成1年から平成25年までの期間における各路線の月別需要データを利用した．しかしなが
ら，当該期間においては路線毎に新規開通や運航休止，廃止などによって運航年数に差が
見られる．例えば，東京－那覇路線では月別需要の集計が25年分行われているのに対し，
関西国際空港は平成6年9月から供用開始したため，関西－那覇路線では月別需要の集計が
19年4ヶ月分となる．そのため，本研究では各路線の需要を1月から12月までの12ヶ月デー
タとなるように区切り，それぞれの年別路線別月変動を分析対象とした．これにより，1月
から12月まで月別需要に欠損がない計5240の年別路線別月変動データを本研究の研究対象
データとする． 
 
 
図-2.1 航空輸送統計年報の月別需要データ 
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2.3 DeepLearningによる特徴量の抽出 
  
 本研究ではDeepLearning手法の１つであるオートエンコーダを用いることで，各路線の月
別需要変動パターンを表す特徴量の抽出を試みた．本節の各項によって，詳細な手順と手
法の解説を行う． 
 
2.3.1 データの前処理 
  
 DeepLearningなどの機械学習手法を用いる際には，標準化によって利用する研究データの
標準偏差を1にすることで学習が行いやすくなる16)．いわゆる,前処理である． 
 一方で，本研究は需要規模の違いではなく需要変動パターンを重視しているため，標準
化は対象データ内で行うものとした．(2.1)式が本研究で使用した標準化式である． 
 
d𝑥
𝑛(𝐴)
=
D𝑥
𝑛(𝐴)
− D̅𝑛(𝐴)
σ𝑛(𝐴)
              ・・・(2.1) 
D𝑥
𝑛(𝐴)：A路線 平成𝑛年𝑥月の月需要 
D̅𝑛(𝐴)：A路線 平成𝑛年の平均月需要 
σ𝑛(𝐴)：A路線 平成𝑛年の月需要の母標準偏差 
d𝑥
𝑛(𝐴)：A路線 平成𝑛年𝑥月の標準化月需要 
 
 これによって算出された値は，各年別路線別月変動における割合的な月別需要を表し，
これを標準化月需要と定義する．そして，この標準化月需要をもとにオートエンコーダに
よって，各路線の特徴量を抽出する． 
 
2.3.2 抽出ネットワークの枠組み 
 
 本研究における特徴量データの抽出にはオートエンコーダを利用した(図-2.2)．オートエ
ンコーダは一般的にデータのノイズ処理や特徴量の抽出，DeepLearningにおけるネットワー
クのリンク重みの事前学習などに用いられる． 
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オートエンコーダの基本概念は次の2つである．第一に，利用するネットワークは入力層
から抽出層を算出し，抽出層から再現層を算出するものであること．第二に，再現層の値
は入力層の値とほぼ同一の値となるように学習を行うこと．そのため，入力層の値を分析
対象データするオートエンコーダを設計することで，分析対象データを表現することが可
能な値として，分析対象データから抽出層に特徴量が算出される．本研究では，標準化月
需要を入力値として，特徴量が抽出されるオートエンコーダの構築を行った． 
続いて，本研究におけるオートエンコーダによる各ノード値の算出方法を解説するため
に，まずはノード間で行われる順方向の計算について述べる． 
𝑥𝑛
𝑙 = 𝑓(𝑎𝑛
𝑙 )                                                                                              ・・・(2.2) 
𝑓(𝑎𝑛
𝑙 ) =
1
1 − 𝑒𝑥𝑝 (−𝑎𝑛
𝑙 )
 or 𝑎𝑛
𝑙 (※再現層の算出のみ) 
𝑎𝑛
𝑙 = [𝑥1
𝑙−1, 𝑥2
𝑙−1,⋯ , 𝑥𝑚
𝑙−1][𝑤1𝑛
𝑙−1, 𝑤2𝑛
𝑙−1,⋯ , 𝑤𝑚𝑛
𝑙−1]𝑡 + 𝑏𝑛
𝑙−1 
𝑥𝑛
𝑙 ∶第 𝑙 層 𝑛 番目のノード値 
𝑎𝑛
𝑙 ∶第 𝑙 層 𝑛 番目のノードに対する入力値 
𝑤𝑚𝑛
𝑙 ∶第 𝑙 − 1層 𝑚 番目のノードから第 𝑙 層 𝑛 番目のノードへの重み（リンク重み） 
𝑏𝑛
𝑙 ∶第 𝑙層 𝑛 番目のノードに対するバイアス 
 
 各ノードへの計算は，その前層のノード値行列とリンク重み行列の内積にバイアスを加
えたものを，シグモイド関数に代入することで行われる．ただし，入力値の範囲が0 ≤ 𝑥 ≤ 1
ではないため，再現層での出力のみ恒等関数にて行う．さらに，これを用いて前層から次
の層への計算を表現すると(2.3)式のようになる． 
 
 
 
図-2.2 オートエンコーダのネットワーク形状 
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𝑿𝒍 = [𝑥1
𝑙 , 𝑥2
𝑙 ,⋯ , 𝑥𝑛
𝑙 ] = 𝑓(𝑨𝑙)                                                                     ・・・(2.3) 
𝑓(𝑨𝑙) =
1
1 − 𝑒𝑥𝑝 (−𝑨𝑙)
 or 𝑨𝑙(※再現層の算出のみ) 
𝑨𝑙 = 𝑿𝒍−𝟏 𝑾𝒍−𝟏 + 𝑩𝒍−𝟏 
𝑿𝒍−𝟏 = [𝑥1
𝑙−1, 𝑥2
𝑙−1,⋯ , 𝑥𝑚
𝑙−1]  
𝑾𝒍−𝟏 = 
[
 
 
 
𝑾1
𝑙−1
𝑾2
𝑙−1
⋮
𝑾𝑛
𝑙−1]
 
 
 
𝑡
 =  
[
 
 
 
𝑤11
𝑙−1   𝑤21
𝑙−1 ⋯𝑤𝑚1
𝑙−1
𝑤12
𝑙−1   𝑤22
𝑙−1 ⋯𝑤𝑚2
𝑙−1
   ⋮           ⋮      ⋱    ⋮   
𝑤1𝑛
𝑙−1  𝑤2𝑛
𝑙−1,⋯𝑤𝑚𝑛
𝑙−1]
 
 
 
𝑡
 
 
𝑩𝒍 = [𝑏1
𝑙 , 𝑏2
𝑙 ,⋯ , 𝑏𝑛
𝑙 ]  
𝑿𝒍 ∶第 𝑙 層 のノード値行列 
𝑾𝑙 ∶第 𝑙 − 1層 から第 𝑙 層への重み行列 
𝑩𝒍 ∶第 𝑙 − 1 層 から第 𝑙 層 へのバイアス行列 
 
2.3.3 抽出ネットワークの学習手法 
 
前項に示すアルゴリズムによって，入力層から再現層までの全ノード値が算出されるネ
ットワークを用意し，再現層の値が入力層の値に近似するようにリンク重みを更新させる．
なお，学習を行う際は標準化月需要データを学習データ(計4000の標準化月需要)とテストデ
ータ(計1240の標準化月需要)にランダムで分割しており，学習データのみを用いてネットワ
ークの更新を行い，テストデータはネットワークの性能比較のために扱う． 
 本研究の学習アルゴリズムでは計算効率を考慮し，学習データをそれぞれが200の標準化
月需要データを持つ20組のミニバッチに分割し確率的勾配降下法により更新を行う，ミニ
バッチ学習を用いた．なお，このミニバッチ内部の標準化月需要データの組合せはリンク
重みの更新毎にランダムに変化する．誤差関数を(2.4)式，重みの更新式を(2.5)式と定義し，
誤差逆伝播法によって更新を行う．この収束更新によって誤差関数の極小解となる重みの
算出を行う． 
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𝐽(𝑤) =
1
2
∑(𝑿1 − 𝑿∗)  + 
𝜆
2
∑||𝑤||
𝟐
                                                                       ・・・(2.4) 
𝑤′ = 𝑤 − 𝜂 𝛻𝐽(𝑤)                                      ・・・(2.5) 
𝐽(𝑤) ∶誤差関数 
𝑿1 ∶入力層データ 
𝑿∗ ∶  再現層データ 
𝜆   ∶荷重減衰係数 
𝑤  ∶更新前の各リンク重み 
𝑤′ ∶更新後の各リンク重み 
𝜂   ∶  学習率 
  
本研究における誤差関数は誤差二乗和を基本とし，これに正則化項を加えることで過学
習を考慮したネットワークの更新が行われるものとなる．正則化項はリンク重みの絶対値
が大きくなると誤差関数の値が極小値から遠ざかることを意味しており，これによって過
学習が未然に防がれる．なお，これ以外に一般的なディープラーニングにおける過学習を
防ぐ手法としてドロップアウトも挙げられる．しかし，画像処理などに用いられる際の一
般的な入力層ノード数と比較すると，本研究ではこれが12と少ないためか，ドロップアウ
トを取り入れた学習を行う場合は，誤差関数の収束値が大きく増化する結果となり，テス
トデータ入力のおける誤差関数も同じく悪化した．そのため，本研究ではドロップアウト
は取り入れないものとした． 
また，本研究のオートエンコーダでは，中間層を組み込んだネットワークを使用してい
る．事前学習を組み込まずにディープなネットワークの学習を行う場合は，一般的に勾配
損失問題や学習効率の悪化などを発生するとされる．本研究においても事前学習を行わな
かった場合は，この勾配損失のように学習が上手く行えない挙動が見られた．そのため，
中間層を組み込んだネットワークでは必ず事前学習を行うものとした．第n層まであるネッ
トワークの事前学習は，ネットワークを順方向に見た時に，第1層-第2層-第n層，第2層-第3
層-第n-1層,…となるように単層のオートエンコーダに分割し，それぞれを学習させる．そし
て，この事前学習によって得られたリンク重みを，全体ネットワークの一致するリンク重
みに初期値として与え，更に全体ネットワークで学習を行うことで，より性能の高いネッ
トワークへと収束される． 
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図-2.3 事前学習用オートエンコーダのネットワーク形状 
 
2.3.4 抽出ネットワークの性能比較 
 
オートエンコーダにおける層の数やノード数などハイパーパラメータの設定によって抽
出される特徴量の値は異なる．そのため本研究では，ハイパーパラメータを変化させた数
パターンのネットワークから性能比較を行い，最適なものを選別している．オートエンコ
ーダにおいては，再現層と入力層の値の差がより小さい時ほど，その時の抽出層の値は入
力データをより良く表現するものと考えることができる．そのため性能比較を行う指標と
しては，テストデータを入力した時の入力層と再現層における誤差二乗平均を基本とした．
また，この他にテストデータ入力時の誤差二乗平均と学習データ入力時の誤差二乗平均の
差や入力層の値に対する再現層の値のプロット図，学習回数に対する誤差二乗平均の推移
なども確認している． 
 
2.4 分類手法 
 
最適なネットワークから得られた特徴量に対し，ユーグリッドの距離による群平均法を
用いて，路線の階層クラスタリングを行った．そして，この結果から月別需要変動パター
ンによる路線分類の把握や各路線における1年を通じた月別需要変動特徴パターンの安定
性の把握などを行っている． 
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路線の特徴量 
 
 
 
 
 
 
3.1 ネットワークにおけるハイパーパラメータの設定 
 3.1.1 学習率と荷重減衰係数の比較 
 3.1.2 ネットワーク形状の比較 
3.2 特徴量の抽出結果
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3.1 ネットワークにおけるパイパーパラメータの設定 
 
前節で示した通り，ハイパーパラメータを変化させた数パターンのネットワークの性能
比較を行い，より性能の高いネットワークの選別を行う． 
なお，ネットワークにおける抽出層のノード数を 3 以下に設定することで，各特徴量を
軸方向の値とした路線の特徴マップを作成することが可能となる．そのため，本研究では
抽出層ノード数は 3 または 2 を前提として，ネットワークの設計を行った．そして，その
中でより性能が高かったものを選択し，路線の特徴量を抽出する． 
本研究にて設定を行うパイパーパラメータとして，学習率，更新回数，層の数，各層の
ノード数，荷重減衰係数が挙げられる．しかしながら，各パラメータの全組合せを検証す
ることは非常に困難である．本研究の対象データでは層の数と各層のノード数による違い
が大きかったため，これに重点を置くことにした．その上で，それぞれのパラメータを段
階的に変化させることで，より適したパラメータ設定の模索を行っている． 
なお，本稿ではネットワーク形状を，[入力層ノード数-中間層ノード数-抽出層ノード数]と
いう表記方法にて記し，中間層を組み込まない場合は[入力層ノード数--抽出層ノード数]の
形で記す． 
 
3.1.1 学習率と荷重減衰係数の比較 
 
まず，最適なパラメータ設定の第 1段階として，学習率と荷重減衰係数の検討を行った．
本研究における最も基礎的なネットワークは[12-3]であるため，このネットワークに対して
4 通りの学習率を代入し，学習させた．その結果が表-3.1である． 
 
表-3.1 学習率に対する収束結果 
 
 
最も大きい学習率=0.5の学習では，更新回数が約 1000 回を上回ってから誤差関数が振動し
たため，この場合では極小値に収束することができないと考えられる．一方で，学習率=0.1
以下では，学習率=0.1 の時に最もテストデータに対する誤差二乗平均が小さくなった．同
様に，学習率=0.1 では誤差二乗平均の差も最も小さくなった．DeepLearning では学習が進
むほど過学習の傾向が大きくなるものだが，今回はそのような傾向が見られなかった． 
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そのため，本研究の場合は入力層のノード数が小さいことや本研究対象データの特性など
の要因で，過学習が起こりにくいことが検討される．一方で，学習率が大きいほど，リン
ク重みの絶対値が増加したことから過学習が起きていないと判断することも難しい．よっ
て，学習の大きな妨げにならず，一方でリンク重みの増大には有効的に働いた荷重減衰項
λ=0.0001の値をこの後の学習の基本とした． 
 
表-3.2 λ=0.0001 のときの収束結果 
 
 
また，この時の収束結果では学習率=0.1 と学習率=0.05 では，ほぼ同様の収束結果となり，
本研究では事前学習の学習率=0.1，全体ネットワークにおける学習率=0.05 と設定して学習
を行うことにした． 
図-3.1 学習率=0.5の誤差関数 
図-3.4 学習率=0.01 の誤差関数 
図-3.2 学習率=0.1の誤差関数 
図-3.3 学習率=0.05 の誤差関数 
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3.1.2 ネットワーク形状の比較 
 
続いて，最適なパラメータ設定の第 2 段階として，層の数と各層のノード数について検
討した．表-3.3 は，本研究で比較を行ったネットワーク形状と性能比較指標の結果を示す．
なお，ネットワーク形状が異なる場合はリンク数が変化しているため，リンク重みは性能
比較指標から外した． 
 
 
表-3.3 ネットワーク形状に対する収束結果 
 
この結果から，抽出層を 2 ノードと設定した場合は，抽出層を 3 ノードとした時よりもテ
ストデータの誤差二乗平均が約 1.2倍から 1.3倍ほどまで増大することが確認された．そし
て，抽出層が 2 ノードの中で，3 層構造の[12-3]と最もテストデータに対する誤差二乗平均
の小さかった[12-5-2]において，再現層の値と入力層の値をプロットしたものが，図-3.5，図
-3.6 になる．また，抽出層が 3 ノードの中で 3 層構造の[12-3]と最もテストデータに対する
誤差二乗平均の小さかった[12-5-3]において，再現層の値と入力層の値をプロットしたもの
が図-3.7，図 3.8 になる．なお，図上の赤線は再現層＝入力層となった場合にプロットされ
る 45度線を表す． 
抽出層が 2 ノードのネットワークにおける再現性のプロットでは，いずれも平行四辺形
状であった．これと比較すると，抽出層を 3 ノードとした場合では，再現性のプロットが
45 度線の値に近づいている．また，[12-3]に対して[12-5-3]では再現性のプロットが 45度線
に近づいている．また表-3.3及び図-3.5から図-3.8により，抽出ネットワークは 3層構造よ
り 5層構造の場合に再現性が向上することが確認された．  
なお，更に層を深くした場合に誤差二乗平均の値は更に小さくなるものの，計算時間が膨
大になり，また図-3.5 のように 45 度線から外れているサンプルのプロットに関してはあま
り改善が見られなかった．そのため，[12-5-3]のネットワークによって抽出される特徴量を，
路線の月別需要変動パターン特徴の値とした． 
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図-3.9 [12-8-5-3]における再現性 
図-3.7 [12-3]における再現性 図-3.8 [12-5-3]における再現性 
図-3.5 [12-2]における再現性 図-3.6 [12-5-2]における再現性 
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3.2 特徴量の抽出結果 
  
 前節までの性能比較により選別した[12-5-3]のネットワークに全路線の標準化月需要を入
力し，月別需要変動パターンの特徴量を抽出した．このときの各特徴量をそれぞれ 
[i1，i2，i3]と定義する．そして，路線に対するそれぞれの特徴量は付表にて示す． 
また，この各特徴量データから作成した各路線の特徴マップが図-3.10 である．これは，
それぞれの特徴量を軸方向の値としてプロットしたものである．これを利用することで年
による月別需要変動パターンの安定性や，路線間の月別需要変動パターンの特徴の違いが
視覚的に表現される． 
例えば，東京－新千歳，仙台－那覇，広島－那覇の 3 路線のプロットをそれぞれ色付け
すると図-3.11，図-3.12，図-3.13.になる．東京－新千歳，仙台－那覇はそれぞれがまとまっ
た位置にプロットされる．このことからこの 2 路線は月別需要変動パターンの特徴が安定
的であることがわかる．しかし，東京－新千歳では全年を通じて i1,i2 の値が小さく，i3 の
値が大きい傾向であるのに対して，仙台－那覇では i1,i2 の値が大きく，i3 の値が小さい傾
向であった．そのため，国内路線においてこの 2 路線は月別需要変動パターンの特徴が対
極的であることが分かる．また，この 2 つの路線に対して広島－那覇のプロットが分散し
ている．これによって，東京－新千歳や仙台－那覇に比べると，広島－那覇は月別需要変
動パターンの特徴が変化しやすい路線であることがわかる． 
更に，このような 3Dマップの示す視覚情報から，表-3.4から表-3.6 のように，それぞれ
特徴量の数値データを確認することで，これらの傾向を定量的に示すことができる．しか
し，3D マップを用いずに特徴量の数値データから傾向を確認する場合は，これらの結果を
ひと目で見つけ出すのは難しい．そのため，本研究で出力した路線の 3Dマップは各路線の
月別需要変動パターンの特徴を把握する上で有効なものである． 
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図-3.10 特徴量による全路線の 3D マップ 
 
 
図-3.11 東京－新千歳の 3Dマップ位置情報 
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図-3.12 仙台－那覇の 3D マップ位置情報 
 
図-3.13 広島－那覇の 3D マップ位置情報 
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表-3.4 東京－新千歳の特徴量推移 表-3.5 広島－那覇の特徴量推移 
表-3.6 仙台－那覇の特徴量推移 
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図-3.16 広島－那覇の標準化月需要の
平均値の月変動 
図-3.17 広島－那覇の標準化月需要の
箱ひげ図 
図-3.14 東京－新千歳の標準化月需要
の平均値の月変動 
図-3.15 東京－新千歳の標準化月需要
の箱ひげ図 
図-3.18 仙台－那覇の標準化月需要の
平均値の月変動 
図-3.19 仙台－那覇の標準化月需要の
箱ひげ図 
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4.1 デンドログラムの比較 
4.2 各分類の特徴 
4.3 路線のラベル推移と傾向 
 4.3.1 OD空港に対するラベル傾向 
 4.3.2 路線におけるラベルの安定性 
4.4 総括 
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 本研究では，前章にて得られた特徴量を用いて，階層クラスタリングにより路線を分類
した．また，この分類結果に対して，DeepLearning を用いて特徴量の抽出を行ったことによ
る路線分類への効果を確認するために，特徴量の抽出を行う前のデータ，すなわち標準化
月需要を用いた階層クラスタリングも行っている． 
 
4.1 デンドログラムの比較 
 
各値における階層クラスタリングのデンドログラムが図-4.1及び図-4.2となる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図-4.1 抽出された特徴量によるデンドログラム 
図-4.2 標準化月需要によるデンドログラム 
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図-4.2より，標準化月需要を用いた場合では，デンドログラムの上部から接点が密集してお
り，どこで分類しても分類間の違いが不明瞭となってしまうことが示される． 
一方で，図-4.1より，抽出された特徴量を用いた場合では，デンドログラムの接点から次の
接点までの相対的な距離が長くなり，分類間の違いが明確になることから，路線分類の検
討が容易になったことを示した． 
また，本研究では年別路線別データを 6つに分類した．表-4.1は，各ラベルに対する分類
データ数を示す．そして図-4.3は路線の 3D特徴マップを分類ラベル別に色付けしたもので
あり，表 4.2はこの時の分類ラベル間の特徴量における重心距離を表す． 
表-4.1 各分類ラベルに対する分類データ数 
図-4.3 分類ラベル別特徴マップ 
表-4.2 特徴量におけるラベル間の重心距離  
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4.2 各分類の特徴 
 
 続いて，各分類ラベルの特徴についてまとめていく． 
 まず，各分類ラベルに含まれる路線の特徴量の箱ひげ図及び標準化月需要の平均値の推
移を示したものが 図-4.4 及び図-4.5である． 
 
 
図-4.4 各ラベルに対する特徴量の箱ひげ図 
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図-4.5 各分類ラベルの割合的な需要推移 
 
図-4.4の示す通り，各分類ラベルによって特徴量の大きさや変動幅が異なっており，それ
ぞれが特有の月別需要変動パターンの特徴を持っていることがわかる． 
一方で，図-4.5 は横軸が各月，縦軸が各ラベルに振られた年別路線の標準化月需要の月別
平均を取った値であり，これによって各ラベルの割合的な月別需要変動パターンが明らか
となる．全ラベルを通じて，大きなピークは 3月か 8 月に訪れる傾向にある．3月に大きな
ピークとなるラベル 0は，1月から 3月と年の初めにピークを迎え，6，7，9月と夏場にオ
フピークを迎える．ラベル 1 は，3 月から 11 月にかけて前後の月需要における変動が激し
いラベルであり，3，8，10，11月に需要が高まり，1，2，6，12月に需要が低迷する．一転
して，ラベル 2 は夏場に向けて徐々に需要が高まり，冬場に向けて徐々に需要が低迷する
ラベルである．ラベル 3 は 8 月に極めて大きなピークがあり，3 月に小さなピーク，4，6
月に小さなオフピークを迎える．ラベル 4はオフピークが特徴的で，6月に大きなオフピー
クを迎え，その前後も需要は低迷しており，11月から 1月と冬場に需要が高まる．ラベル 5
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は 3，8 月に大きなピークを迎え，10月から 12月にかけて需要が一気に低迷していく． 
 以上が国内航空路線における代表的な 6 つの月別需要変動であり，各分類ラベルにおけ
る代表路線をまとめたものが表-4.3である． 
 
表-4.3 国内航空路線における月別需要変動ラベルのピーク・オフピークと代表路線 
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4.3 路線のラベル推移と傾向 
  
 分類結果を路線ごとに集計することで，路線の分類ラベルの年推移と分類の傾向を示す
ことができる．路線別分類ラベルの年推移は付表にて示す．本節では，その結果に対する
考察を行う． 
 
4.3.1 OD空港に対するラベル傾向 
 
 路線における OD空港が存在する地方に注目することで，以下のことが確認された． 
 まず，それぞれの路線において OD空港が存在する地域とラベルに一定の関連性がありそ
うなことが発見された．例えば，東京－新千歳，東京－函館，東京－釧路，東京－女満別
では，殆どの年がラベル 2で推移している． 
  
学修番号:16885409 
田中 寛人 
通し番号:8 
 
32 
 
 
表-4.4 東京－北海道路線におけるラベル推移 
 
表-4.5 東京－九州路線におけるラベル推移 
 
 
同様に，東京と九州地方を結ぶ路線では，多くがラベル 1 を基本に推移し，一方で東京－
鹿児島，東京－宮崎はラベル 3 を基本に推移している．特に宮崎空港を含む路線は全体的
にラベル 3 で推移するものが多く，宮崎空港を含む路線は他の九州地方を結ぶ路線とは異
なる，独自的な月別需要変動パターンを持っていることが考えられる． 
また，ラベルの乱変動が少ない大阪伊丹空港を ODに含む路線のうち，12/21の路線が H06
年にその前後両方の年とは違うラベルに変化している．H06 年には関西国際空港の供用が開
始しており，その影響を受けていることが考えられる．一方で，この H06 年を境にそれま
でにないラベルが長期的に表れているのは，大阪－新千歳路線のみであり，基本的には関
西国際空港の供用開始によって引き起こされる月別需要変動パターンの特徴の変化は一時
的なものになったと考えられる．また，H06 年のラベルが前後両方の年と同じであった路線
が 3/21 存在した．これらの路線は関西国際空港供用開始による影響を受けにくかった路線
だと考えられる．このように，ラベルの推移を確認することで，イベントに対する影響範
囲を検討する１つの材料になることが検討される． 
これらの結果から，OD 空港の地理的因子は路線の月別需要変動パターンを決定する１つ
の要因である可能性が示唆される． 
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4.3.2 路線におけるラベルの安定性 
 
また，路線における年別の分類結果を分類ラベルごとにカウントしていくと，全年を通
じて概ね 1 つのラベルを基本として推移しているものと，逆に多数のラベルを行き来して
いるものが明確になる．これらの傾向が顕著だったものを表-4.6及び表-4.7に記す．表の数
値は全年通じて，各ラベルに分類された回数を示す．表-4.6にある路線は月別需要変動パタ
ーンの特徴の年変動が小さく，季節変動特性が年単位で安定的な路線であることが分かる．
一方．表-4.7の路線は逆に月別需要変動パターンの特徴の年変動が大きく，季節変動特性が
年単位で不安定な路線であることが分かる． 
 
表-4.6 ラベル推移が安定的な路線 
 
表-4.7 ラベル推移が不安定な路線 
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4.4 総括 
 
本研究では，抽出した特徴量によって路線を分類したことで，国内航空における路線間
の月別需要変動パターンの特徴の違いが明確になり，また国内航空路線における代表的な
月別需要変動パターンとそれに所属する路線を示すことができた．また本研究で示した路
線別の分類ラベルの年推移は路線の月別需要変動パターンの安定性を示す 1 つの材料とな
るとともに，イベントに対する月別需要変動パターンへの影響を検討する材料にもなるこ
とが示唆された． 
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第 5章 
 
 
結論 
 
 
 
 
 
 
5.1 結論 
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5.1 結論 
 
本研究では，より表現力の高い特徴量を自動的に抽出する DeepLearning 手法を確立し，
特徴量による路線分類を行い，またその結果の考察を行った． 
 その結果，DeepLearning によって国内航空路線から特徴量を抽出する際に適したパラメー
タの設定，国内航空路線の 3D 特徴マップ，抽出された特徴量を用いることによる分類結果
への効果，国内航空路線における代表的な 6つの月別需要変動パターンなどが明らかにな
った． 
 
  
学修番号:16885409 
田中 寛人 
通し番号:8 
 
37 
 
 
参考文献 
 
1) 白石勇人，平田輝満：国内航空路線の休廃止が地方間移動に与える影響に関する分析，
土木計画学研究・講演集，vol.49，pp.173_1-9，2014. 
2) 奥村誠・山口裕通・大森一樹：都市間トリップ発生パターンの旅行目的間比較，土木
計画学研究・講演集，vol.49，pp.174_1-10，2014. 
3) 杉村佳寿・石倉智樹・広瀬宗一・山口高男：季節変動を考慮した時系列分析プログラ
ムの作成と航空関連需要分析への適用性について，国土技術政策総合研究資料，第 129
号，2003年 
4) 奥村誠・中川大・山口勝弘・土谷和之・奥村泰宏・日野智・塚井誠人：SS4 都市間交
通の分析と評価の課題，土木計画学研究・講演集，vol.25，CD-ROM，2002. 
5) 藤生慎・高田和幸：国内航空旅客の旅行特性の経年変化に関する分析，土木計画学研
究・講演集，vol.46，pp.140_1-4，2012. 
6) 山口裕通・奥村誠：Generalized Nested Logit Modelによる航空路線の新設・廃止に対
する旅客行動の推定，土木計画学研究・講演集，vol.52，pp.549-557，2015. 
7) 佐々木聖悟・大窪和明：階層ベイズモデルを用いた都市間交通需要構造の分析，土木
計画学研究・講演集，vol.52，pp.1105-1109，2015. 
8) 三室碧人・奥田隆明：独占的競争理論を応用した都市間旅客交通部門の分析手法の開
発～今後の環境税導入を見込んで～，土木学会論文集 D3(土木計画学)，vol.68，N0.5(土
木計画学研究・論文集第 29 巻)，1_1005-1_1012，2012. 
9) 宮崎耕輔・高山純一・中山晶一朗：航空旅客動態調査データを用いた能登空港の利用
者特性分析，土木計画学研究・講演集，vol.32，pp.281，2005. 
10) 磯野文暁・宮田亮・新倉淳史・内田景子：季節変動を考慮した月別全国幹線旅客純流
動データの推計，土木計画学研究・講演集，vol.39，pp.347_1-4，2009.  
11) 井上岳・丹生清輝：航空需要予測における計量時系列分析手法の適用性に関する研究
～季節変動自己回帰移動平均モデル及びベクトル誤差修正モデルの適用性～，国土技
術政策総合研究資料，第 652 号，2011年 
12) 森地茂・田村亨・河野俊郎：国内航空旅客需要の動向と影響要因分析，土木計画学研
究・講演集，vol.7，pp.279-286，1985. 
13) 清水浩一郎・吉川雅修・片谷教孝：国内航空旅客需要の社会経済要因との関連性の分
析，土木計画学研究・講演集，vol.7，pp.323-326，1995. 
14) 国土交通省：航空輸送統計調査（年報） 国内定期航空路線別区間別月別運航及び輸
送実績 平成元年～平成 25 年（http://www.mlit.go.jp/k-toukei/cgi-bin/search.cgi） 
15) 株式会社インプレス発行・Sebastian Raschka 著・株式会社クイープ訳・福島真太朗監
訳・発行者土田米一・高橋隆志編集：Python 機械学習プログラミング 達人データサ
イエンティストによる理論と実践，2016年 8月第 1版第 3刷 
学修番号:16885409 
田中 寛人 
通し番号:8 
 
38 
 
 
16) 株式会社オライリー・ジャパン発行・斎藤康毅著：ゼロから作る DeepLearning-Python
で学ぶディープラーニングの理論と実装-，2016 年初版第 1刷発行 
17) 株式会社オーム社発行・新納浩幸著・発行者村上和夫：Chainerによる実践深層学習，
平成 29年 1月第 1版第 4刷 
18) 一般財団法人 日本航空機関開発協会 H27年度版資料
http://www.jadc.jp/files/topics/38_ext_01_0.pdf 
  
学修番号:16885409 
田中 寛人 
通し番号:8 
 
39 
 
 
 
 
 
 
 
 
 
 
 
付表 
 
 
 
 
 
(1) ネットワーク条件別，更新回数に対する誤差二乗平均の関数グラフ 
(2) 年別路線別月需要データから抽出される特徴量一覧 
(3) 路線別分類ラベルの年推移 
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(1) ネットワーク条件別，更新回数に対する誤差二乗平均の関数グラフ 
 
以下は本稿で用いた学習回数 10000回，学習率 η =0.05，荷重減衰項 λ=0.05，事前学習にお
ける更新回数 3000回，事前学習における学習率 η =0.1，[12-5-3]形状のオートエンコーダ(①)
と，これにドロップアウト(ドロップアウト率=20%)を学習条件に含めたオートエンコーダ
(②)，事前学習を行わなかったオートエンコーダ(③)の学習の様子を，それぞれの更新回数
に対する入力層と再現層の誤差二乗平均関数のグラフにより比較した． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
図-1 本稿で選択したオートエンコーダ(①)による学習 
図-2 ドロップアウト率 20%のオートエンコーダ(②)による学習 
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図-4 ドロップアウト率 5%のオートエンコーダ(②)による学習 
図-3 ドロップアウト率 10%のオートエンコーダ(②)による学習 
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以上 5 つの学習を比較すると，まずドロップアウトを学習条件に含めるネットワークでは
巨視的には学習進んでいることが確認できるものの，更新毎に誤差二乗平均の値が大きく
乱変動し，またドロップアウトを含めない学習よりも大きくテストデータとの誤差二乗平
均が大きな値となっていることが分かる．ドロップアウトは学習データ以外のデータを入
力した際に，上手くデータを再現できないことを克服するために取り入れるものなので，
現状このような学習結果に至ってしまっては，ドロップアウトを利用する意味はないと考
えられる． 
また，事前学習を行わない場合では，初期のリンク重みが最適解よりも遠くの値である
ために，やはり学習が遅れているが分かる．また，本研究データでは学習率や荷重減衰項
など学習パラメータの取り方によっては学習が上手くいかない場合も見られ，事前学習を
行うデメリットがほぼ存在しないことから，ディープなネットワークの学習においては常
に事前学習を行った． 
 
  
図-5 事前学習なしのオートエンコーダ(③)による学習 
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(2) 年別路線別月需要データから抽出される特徴量一覧 
 
表-1 年別路線別月需要データに対する特徴量(1) 
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表-2 年別路線別月需要データに対する特徴量(2) 
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表-3 年別路線別月需要データに対する特徴量(3) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
 
46 
 
 
表-4 年別路線別月需要データに対する特徴量(4) 
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表-5 年別路線別月需要データに対する特徴量(5) 
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表-6 年別路線別月需要データに対する特徴量(6) 
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表-7 年別路線別月需要データに対する特徴量(7) 
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表-8 年別路線別月需要データに対する特徴量(8) 
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表-9 年別路線別月需要データに対する特徴量(9) 
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表-10 年別路線別月需要データに対する特徴量(10) 
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表-11 年別路線別月需要データに対する特徴量(11) 
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表-13 年別路線別月需要データに対する特徴量(13) 
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表-14 年別路線別月需要データに対する特徴量(14) 
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表-15 年別路線別月需要データに対する特徴量(15) 
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表-16 年別路線別月需要データに対する特徴量(16) 
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表-17 年別路線別月需要データに対する特徴量(17) 
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表-17 年別路線別月需要データに対する特徴量(17) 
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表-18 年別路線別月需要データに対する特徴量(18) 
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表-19 年別路線別月需要データに対する特徴量(19) 
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表-20 年別路線別月需要データに対する特徴量(20) 
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表-21 年別路線別月需要データに対する特徴量(21) 
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表-22 年別路線別月需要データに対する特徴量(22) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
 
65 
 
 
表-23 年別路線別月需要データに対する特徴量(23) 
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表-24 年別路線別月需要データに対する特徴量(24) 
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田中 寛人 
通し番号:8 
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表-25 年別路線別月需要データに対する特徴量(25) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-26 年別路線別月需要データに対する特徴量(26) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
 
69 
 
 
表-28 年別路線別月需要データに対する特徴量(28) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
 
70 
 
 
表-29 年別路線別月需要データに対する特徴量(29) 
 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-29 年別路線別月需要データに対する特徴量(29) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-30 年別路線別月需要データに対する特徴量(30) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-31 年別路線別月需要データに対する特徴量(31) 
 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-32 年別路線別月需要データに対する特徴量(32) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-33 年別路線別月需要データに対する特徴量(33) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-34 年別路線別月需要データに対する特徴量(34) 
 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-35 年別路線別月需要データに対する特徴量(35) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-36 年別路線別月需要データに対する特徴量(36) 
 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-37 年別路線別月需要データに対する特徴量(37) 
 
 
 
 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-38 年別路線別月需要データに対する特徴量(38) 
 
 
 
 
  
学修番号:16885409 
田中 寛人 
通し番号:8 
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(3) 路線別分類ラベルの年推移 
 
 本研究における階層クラスタリングの結果を路線別に集計し，各路線に対する分類ラベ
ルの年推移をまとめたものを以下に示す．また以下の表は分類ラベル別に色分けを行って
おり，分類ラベル 0を白，分類ラベル 1を青，分類ラベル 2を緑，分類ラベル 3を黃，分
類ラベル 4をオレンジ，分類ラベル 5を赤，運航を行っていない年を黒に区分している． 
  
学修番号:16885409 
田中 寛人 
通し番号:8 
 
82 
 
 
表-39 路線別分類ラベルの年推移(1) 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-40 路線別分類ラベルの年推移(2) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-41 路線別分類ラベルの年推移(3) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-42 路線別分類ラベルの年推移(4) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-43 路線別分類ラベルの年推移(5) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-44 路線別分類ラベルの年推移(6) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-45 路線別分類ラベルの年推移(7) 
 
学修番号:16885409 
田中 寛人 
通し番号:8 
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表-46 路線別分類ラベルの年推移(8) 
 
