form based on a regularization procedure, which allows to verWe introduce a robust algorithm for the qualification of tabu-ify the causality without numerical difficulties. In addition, erlated frequency data representing the port responses of a linear ror bounds in this verification process due to finite sampling subsystem. This algorithm is aimed at the verification that fre-frequency and bandwidth are explicitly computed and used to quency responses obtained via full-wave electromagnetic sim-unbias the causality check from systematic errors. Several test ulation or from direct measurement of some interconnect struc-cases are considered to illustrate that causality violations are ture are self-consistent and causal before they are used for the quite common in practical situations. We show that when no generation of macromodels for system-level analysis and design countermeasures are taken, serious inconsistencies may arise in purposes. The technique is based on an advanced formulation the macromodel generation and its further use for system-level of the Hilbert transform, leading to a direct check for causality analysis and design.
Introduction and motivations
The design of high-speed interconnect structures is usually with x(t) collecting the electrical variables assumed as inbased on systematic simulation at component, subsystem, and puts, y(t) the outputs, and h(t) being the system impulse resystem level. These simulations are based on suitable models sponse matrix. The corresponding frequency-domain representation involves the system transfer matrix H(jw), typically the for the various subparts of the system, which must represent all i relevant electromagnetic phenomena that have some influence imeac,ditneorsteigmtixcodngoth relevant eglectmagnei p hwenromena t h a l i t y . hesomerinflueneo adopted representation. Throughout this work we will present botheonsignaluctands power/gr,acoundcquality Considarin one ofit results that apply to any entry of the transfer matrix. Therefore, these substructures (e.g., a connector or a via array), the first wihulosfgeratyweilcnidraeeiccar step for the derivation of such a model is to perform some fulltrfutioneH(jw) we + jw)with U and Vcdetransfer function H ( w) = U (w) + XV(U), with U and V dewave electromagnetic simulation of the structure, in order to noting its real and imaginary parts as functions of frequency.
obtain a set of port responses in the form of frequency tables for Causality is a basic principle stating that any effect must the scattering, impedance, or admittance matrix. Alternatively, not precede its cause. This causality principle requires the these port responses can be obtained from direct measurement if the hardware is available.~system impulse response to be vanishing for negative times, h(t) = 0, t < 0. This condition, when expressed in freWhen frequency responses are available, several techniques quency domain, implies that the real and imaginary parts of the (e.g., the very popular Vector Fitting (VF) algorithm [1] ) can transfer matrix are not independent but are related by Hilbert be used for the derivation of macromodels that can be used for transform or, equivalently, satisfy the Kramers-Kr-nig dispertransient simulation in standard circuit-based solvers. However, sion relations a good model can only be derived from good data. The raw frequency responses may be affected by noise in case of diUi(f) wV() '(2a) rect measurement, or by frequency-dependent numerical errors 1 w -( when coming from full-wave simulations. Also, such data are
naturally available over a limited frequency range and with a 7WW /-limited number of discrete frequency samples. All these facts where all integrals are defined according to Cauchy principal may lead to failure of the macromodeling algorithm, which can value. Throughout this paper, unless explicitly noted, any intein some cases fail to converge or lead to inaccurate results. It is gral extends from -oc to +c. The following theorem [2, 3] often difficult to discriminate whether these difficulties are due s ee c noi to flaws and inconsistencies in the raw frequency responses or stiio,ntgvehr)tatcrceizacualytm to a poor performance/misuse of the macromodeling algorithm.
We propose in this paper a technique for the verification Of Theorem 1. Thefollowingfacts are equivalent: causality of raw frequency data. It is well-known that real and 
is known, with w1 = 0 and WK B defining the band-and n is the number of subtractions. These expressions are readwidth over which raw frequency responses are available. Due ily obtained by subtracting the n-th order Taylor polynomial to the symmetry of the spectrum of real signals, we can as-from H(jw), dividing the result by w n, and finally applying sume data available also for negative frequencies. The main the standard Hilbert transform. It can be shown that if H(jw) objective of this paper is to provide a robust verification for satisfies (5a) and (5b), the system is causal, i.e., these two genthe consistency of the available data points (3) with the disper-eralized dispersion relations are fully equivalent to (2a)-(2b). sion relations (2a)-(2b). This involves the reconstruction of the The two main advantages of this formulation are: (i) applicareal (imaginary) part of the data starting form the imaginary bility for arbitrary H(jw), including the case of no asymptotic (real) one using some discretized form of (2a)-(2b). If we de-decay; (ii) reduced sensitivity to the high-frequency behavior of note the reconstructed transfer function as H(jw), a frequency-H(jw). Unfortunately, their numerical evaluation requires the dependent consistency error may be defined as estimation of the n-th order Taylor polynomial, which becomes ill-conditioned in case of discrete data as in (3), since numerical
A causality violation will be detected when this error results We overcome this last difficulty as follows. High-order larger than some suitable threshold. The precise definition of derivatives are needed to compensate the strong singularity in this threshold is one of the main results of this paper and is w = 0 arising from the division by the polynomial wn Howgiven in the following.
ever, we can distribute the roots of this polynomial at different
The direct discretization of (2a)- (2b) Simpson rules).
It can be shown that T12(wv) remains bounded between any pair The causality check. Having identified the various sources of of subtraction points. Also, this error can be made arbitrary errors, we construct a worst-case frequency-dependent numerismall by increasing the number of subtractions n. An exam-cal error as ple is provided in Fig. 1 . This important result enables direct Et°t(w) =T12(w) + D(w) .
(11) accuracy-controlled causality check even for bandlimited data. tion is hardly visible. Bottom panel in Fig. 2 to the results depicted in the top panel of Fig. 3 . The presence of causality violations is evident from the portions of the raw data falling outside the allowed frequency-dependent interval sponses. As a final remark, we note that the proposed technique obtained by the error bound estimates. Bottom panel in Fig. 3 can be readily extended to more restrictive causality definitions reports the approximation error obtained by VF as a function accounting for propagation delay effects, e.g., for distributed of the number of poles used in the approximation. The origi-interconnects and transmission line structures. This extension nal dataset shows error stagnation, as a visible symptom of the will be documented in a future report. causality violations. We then used our Hilbert-transform tool to attempt a correction of these causality violations, by replac-Acknowledgments ing the flawed responses with the Hilbert-reconstructed ones. The Authors are grateful to E. Klink, D. Kaller, and C. SchusApplication of VF to this new "causality-corrected" responses ter (IBM) for providing the measured data that we used in one leads to better error convergence. The theoretical background of the numerical examples. for this behavior is provided by Theorem 1, which states that a References data, e.g. for the generation of a rational macromodel to be employed for analysis and design purposes. The proposed numerical technique is intended to provide a robust validation tool for the automatic qualification of measured/simulated frequency re-
