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Chapter 3 
Applications of Parallel GAMESS 
Kim K. Baldridge1, Mark S. Gordonz, Jan H. Jensenz, 
Nikita Matsunagaz, Michael W. Schmidtz, Theresa L Windus3, 
Jerry A. Boatz4, and Thomas R. Cundari5 
1San Diego Supercomputer Center, P.O. Box 85608, San Diego, CA 92186 
ZDepartment of Chemistry, Iowa State University, Ames, lA soon 
3Department of Chemistry, Northwestern University, Evanston, IL 60208 
4Phillips Laboratory, OIAC PI.IRKFE, 
Edwards Air Force Base, CA 93523 
5Department of Chemistry, University of Memphis, Memphis, TN 38152 
In this paper we discuss several recent applications that would have been 
difficult or impossible without the availability of the parallel 
implementation of the electronic structure code GAMESS. These 
applications include the study of highly strained rings, such as inorganic 
prismanes and bicyclobutanes, cage compounds such as cyclophanes and 
atranes, the neutral <-> zwitterion isomerization of glycine, transition 
metal-main group binding, and the implementation of parallel graphics. 
The previous paper presented an outline of the strategy used in converting the electronic 
structure code GAMESS to a general parallel code [1]. In this paper, we turn to a brief 
discussion of several applications of this code. The parallel capability of GAMESS has 
already been used to solve a broad spectrum of problems of importance to organic, 
inorganic, organometallic, and biochemistry that would otherwise have been impossible 
within a reasonable time frame. Indeed, the parallel capability allows us to perform 
calculations on relevant compounds within a time frame that is meaningful to 
experimental colleagues. Several of these applications are summarized in the 
following sections. 
I. Highly Strained Rings 
An important area of application for parallel GAMESS has been the design of 
metastable species that have potential as new high energy fuels or fuel additives. Two 
such endeavors have been the study of the potential energy surface of the BN analog of 
prismane and the tetrasila analog ofbicyclobutane. 
A. BN Prismanes 
An example of the performance (and the difficulties) of parallel SCF calculations is 
provided by the BN analog of prismane, 
0097--6156195/0592-0029$12.00/0 
© 1995 American Chemical Society 
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30 PARALLEL COMPUTING IN COMPUTATIONAL CHEMISTRY 
a high energy isomer of the benzene analog borazine. This relatively small example 
(169 basis functions) serves to illustrate some of the successes and potential bottlenecks 
that arise from parallel computations. The results are summarized in Table 1, where the 
speedups for an energy plus gradient run are presented as a function of the number of 
processors. The overall speedup (last column) is essentially perfect (1 00%) through 8 
processors, 92% through 16 processors, and slowly tails off as the number of processors 
increases to 256. Even at 256 processors there is a better than 25% speedup, and one 
expects that as the size of the problem is increased, the tailing off of efficiency will 
occur more slowly. The source of the loss in efficiency as the number of processors 
increases may be determined by analyzing the middle three columns ofthe table. While 
the two-electron gradients are essentially perfectly parallel, the efficiency of the Hartree-
Fock part of the calculation parallels that of the overall job. Further analysis reveals 
that, while the calculation is dominated by the (almost perfectly parallel) integrals plus 
gradients for small numbers of processors, the sequential Fock matrix diagonalization 
becomes a larger percentage of the calculation as the number of processors is increased. 
Since matrix diagonalizations are such an important part of electronic structure 
calculations, an effective treatment of this part of the calculation in parallel 
computations must be addressed. 
Table 1. Incremental Performance Advantage and Efficiency of BN Prismane" 
# Proc. int + RHF 1e· grad 2e· grad total 
8 
16 
32 
64 
128 
256 
1.0 1.0 1.0 1.0 
1.87(93.5) 1.89(94.5) 1.98(99.0) 1.84(92.0) 
3.26(81.5) 1.56(39.0) 3.91(97 .8) 3.09(77 .2) 
5.22(65.2) 1.59(19.9) 7.64(95.5) 4. 74(59.2) 
7.77(48.6) 3.19(19.9) 4.74(92.1) 6.74(42.1) 
10.02(31.3) 3.36(10.5) 27 .32(85.4) 8.35(26.1) 
'The values in parentheses are efficiencies. The calculations are carried out at the RHF/6-311G(2d,2p)/IRHF/SBK(d) 
level of theory (204 basis functions) on a 512-node Intel's Touchstone Delta (16Mb memory/node). 
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3. BALDRIDGE ET AL Applications of Parallel GAMESS 31 
The known potential energy surface for BN prismane is shown in Figure 1. At 
the MP2/SBK(d)/IRHF/SBK(d) level of theory, BN prismane is 161 kcal/mol higher in 
energy than the borazine global minimum [2]. Several other minima have been found 
on this surface, including a planar isomer of borazine that is itself 100 kcal/mol higher 
in energy than borazene. To date, no direct route from BN prismane to borazine has 
been found, and all routes leading from BN prismane appear to involve energy barriers 
in the range of30-40 kcal/mol. Of particular interest is the pair of three-membered rings 
shown at the right in the figure. Since these rings lie 40 kcal/mol above BN prismane, 
they may provide a synthetic route to this high energy species. Potential syntheses are 
being explored at Rockwell Science. 
B. Tetrasilabicyclobutanes 
The tetrasila-analog of bicyclobutane has been of interest for several years, since it is 
predicted [3] by electronic structure theory to exist as two isomers (Figure 2) that differ 
primarily in the length of the bridgehead Si-Si distance, a normal 2.35A in the short 
bond (SB) isomer and a much longer 2.9A in the long bond (LB) isomer. In the 
unsubstituted compound, the LB isomer is predicted to be lower in energy by about 10 
kcal/mol, at the GVB/6-31G(d) level of theory. The only analog that has been 
synthesized is highly substituted, with t-butyl groups replacing the hydrogens at both 
bridgehead positions and substituted phenyl rings at the peripheral positions. In contrast 
to the theoretical predictions, only the SB isomer is found for this substituted compound. 
This difference between theory and experiment is important to understand. The 
unsubstituted compound (which has not yet been synthesized), may be used as an 
additive to the most common propellant used in space launches: liquid oxygen 
(LOX)/liquid hydrogen (LH2) mixtures. Using 2.5 mole % of the unsubstituted 
compound in LOXILH2 is found to increase the specific impulse (I•P' the most common 
measure of fuel effectiveness, is proportional to the energy gain and inversely 
proportional to the mass of the combustion products) by 11 seconds. This translates into 
a savings of several million dollars per launch. Therefore, GVB/6-31 G( d) calculations 
were performed on the SB->LB isomerization as a function of the group R in the 
bridgehead positions. As shown in Table 2, increasing the size of the bridgehead 
substituents, destabilizes the LB isomer, relative to the SB isomer. This explains why 
only the SB isomer is found experimentally. Of particular interest is our prediction that 
the two isomers of the dimethyl analog are nearly isoenergetic, separated by about a 6 
kcal/mol barrier. This suggests that both isomers of the dimethyl compound may 
be synthesized. Note that the size of the basis set for the di-t-butyl species (nearly 200 
basis functions) necessitated the use of parallel GAMESS for the timely completion of 
the project. 
II. Cage Compounds 
We have recently been interested in a series of cage compounds that may be generally 
represented as 
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Figure 1. RHF/SBK(d) Potential Energy Surface ofBN Prismane. 
The values are in kca1/mol. The values in parentheses are of MP2 
relative energies. All ZPE1S are corrected by multiplying by 0.89. 
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R 
Y--l···•""y~ (JJ 
With the apex E atom= Si, P, Ti, etc., they are silatranes, phosphatranes, titanatranes, 
etc. The impact of the equatorial atoms Y attached toE (e.g., Y = N are aza-atranes) and 
the axial substituents R on the chemical and physical properties of the atranes is of 
considerable interest. Silatranes, for example, are precursors for new SiO materials, 
while the phosphatranes are strongly basic compunds with great potential as catalysts. 
When the base of the cage compounds is a benzene ring, with the three methylene 
strands attached at the 1 ,3,5 positions, these compounds are cyclophanes. 
A. Cyclophanes 
Pascal has synthesized the carbon cyclophane, with the bridgehead H pointing inside 
(ENDO) the cyclophane ring [4J. This unusual geometric arrangement prompted 
(unsuccessful) experimental efforts to synthesize the sila-analog. In an attempt to 
understand why (apparently) the ENDO structure is preferred in the carbon compound, 
whereas the EXO structure is preferred in the silicon compound, we performed a series 
of RHF/6-31G(d) calculations on both C and Si cyclophanes ·[5]. The ab initio 
calculations predict that the ENDO isomer is 13 kcal/mollower in energy than EXO, in 
agreement with Pascal's experiments. Replacing the apex carbon with a silicon results 
in a dramatic reversal of stability, with tl1e EXO structure now preferred by 43 kcal/mol! 
Again, this is consistent with the synthetic difficulties for this species. A simple 
explanation for this lies in tl1e bond dipoles of C-H vs. Si-H. Whereas tl1e former bond 
is polarized c· H+, the latter is polarized si•H· . So, in the carbon case one has a 
positively charged H pointing towards the negative benzene n cloud, whereas in the 
silicon compound it is a negative H that points toward tl1e n cloud. So, for C it is an 
attractive interaction, while for Si the interaction is repulsive. This assertion may be 
assessed in two ways. One might consider replacing the H at the bridgehead by a more 
electropositive element, such as Li. Doing so makes tl1e ENDO structure only slightly 
(3 kcal/mol) more favorable for the C case, but stabilizes the ENDO structure by 40 
kcal/mol for Si! One might also enlarge the cage from two to three carbons/strand, to 
alleviate tl1e repulsive interaction and the internal crowding. For the carbon compound, 
the larger cage favors the ENDO structure by 18 kcal/mol, as compared with 13 
kcal/mol for the smaller cage. For the silicon species, the larger cage favors EXO by 
only 2.5 kcal/mol, compared with 43 kcal/mol for the smaller cage. These extensive 
calculations, made possible by parallel electronic structure codes, therefore predict that 
it may be possible to synthesize tl1e ENDO structure by making the cage one carbon 
larger. 
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short bond 
isomer 
Figure 2. Bond Stretch Isomerism. 
H H 
I I 
·Si: · · · · · · · · · · · · ·Si • ,~:~1 
long bond 
isomer 
GVB/3-21G(d) ab initio calculations predict the long bond isomer 
to be more stable by 10 kcal/mol. 
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3. BALDRIDGE ET AI... Applications of ParaUel GAMESS 35 
Table 2. Relative Energies of RzSi4H4 Bond-Stretch Isomers 8 
R = H 
Level of theory SB TS LB 
GVB/3-21G*//GVB/3-21G* 0.0 2.1 -9.6 
(0.0) (2.0) (-9.7) 
GVB/6-31G(d)//GVB/3-21G * 0.0 1.1 -12.4 
(0.0) (1.0) (-12.5) 
SOCI/6-31G(d)//GVB/3-21G * 0.0 1.3 -10.1 
(0.0) (1.1) (-10.1) 
R = CH3 
SB TS LB 
GVB/3-21G*//GVB/3-21G* o.o 6.3 -1.9 
(0.0) (6.3) (-2.0) 
GVB/6-31G(d)//GVB/3-21G * 0.0 4.5 -4.5 
(0.0) (4.5) (-4.6) 
SOCI/6-31G(d)//GVB/3-21G* 0.0 5.1 -1.8 
(0.0) (5.1) (-1.9) 
R C(CH3l3 
SB TS LB 
GVB/3-21G*//GVB/3-21G* 0.0 7.2 4.9 
(0.0) (6.9) (4.6) 
GVB/6-31G(d)//GVB/3-21G * 0.0 6.0 2.5 
(0.0) (5.7) (2.2) 
SOCI/6-31G(d)//GVB/3-21G* 0.0 6.8 5.1 
(0.0) (6.5) (4.8) 
a Energies in kca1/mol. ZPE-corrected energies in parentheses. 
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36 PARALLEL COMPUTING IN COMPUTATIONAL CHEMISTRY 
B. Silatranes 
In the solid state, most silatrane trans-annular (SiNJ distances are 2.05 - 2.20A. This 
is considerably shorter than the sum of the van der Waals radii (3.5A), but much longer 
than typical SiN single bond lengths (1. 7-1.8A). These relatively weak SiN, bonds are 
even longer in the gas phase. The two gas phase structures (for R = F[6] and CH3[7]) 
reveal SiN, distances that are 0.28A longer than those in the corresponding crystals. The 
solution phase SiN1 distances appear to be intermediate between those in the gas phase 
and solid state [8]. This indicates that the SiN, bond is weak and easily deformed. 
The silatrane series (E = Si) has been studied as a function ofY (= 0, NH, NMe, 
CH2) and R (= H, F, OH, NH2, CH3, Cl, SH, PH2, SiH3) [9]. Key issues are the 
fundamental nature of the transannular SiN, interaction and the difference between gas 
and condensed phases. The geometry optimizations were performed at the SCF level 
of theory, mostly using the 6-31 G(d) basis set. The general approach has been to obtain 
starting structures with semi-empirical AMI [10] or PM3[ll] geometry optimizations 
and hessians. The ab initio calculation (run in direct mode) typically required 400-800 
minutes of time on 128 nodes of the Intel Touchstone Delta at CalTech. 
Because the SiN, bond is so weak, it is difficult to accurately reproduce the 
experimental distances. At the RHF /6-31 G( d) level of theory, the two known gas phase 
SiN, distances are over-estimated by more than 0.2A. Expanding the basis set to include 
two sets of d functions on Si and its five adjacent heavy atoms, plus a set of diffuse sp 
functions on the same six heavy atoms, decreases the SiN, distance in the R = F silatrane 
by 0.12A to 2.416A, bringing it into much closer agreement with the experimental value 
of2.32A. The remaining error is due to correlation and additional basis set effects. 
The softness of the SiN1 bond is dramatically illustrated by plotting the energy 
of the R = F silatrane as a function of the SiN, distance. When this distance is varied 
over a 0.5A range, the energy increases by only 4 kcal/mol! This means that crystal 
packing forces need not be larger than 1 kcal/mol to produce the observed 0.28A 
compression of the silatrane SiN, bond. The effect of condensed phase on the SiN, 
distance has been investigated by modeling the effect of solvent DMSO with a simple 
reaction field cavity model [12]. A cavity radius of 3.67A, derived from the 
experimental density of fluorosilatrane, and a dielectric constant of 45 were used in 
these simulations. Re-optimization of the geometry in the presence of solvent decreases 
the SiN, distance by 0.31A, essentially the difference between the experimental gas 
phase and crystal bond lengths! In addition to the softness of the SiN, surface already 
discussed, this large change in the SiN1 distance is also due to the large dipole moment 
in the silatranes which interact strongly with the solvent dielectric. 
Finally, Boys localized molecular orbitals (LMO's) [13] have been used to 
develop an understanding of the nature of the SiN, bond. These LMO's illustrate that 
the SiN, bonds are best described as nitrogen lone pairs, interacting only weakly with 
the transannular silicon atoms. This supports the interpretation of these bonds as dative 
in character, in agreement with the description put forth by Haaland [14]. 
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C. Phosphatranes 
The proton affinities of a series of azaphosphatranes (E = P, Y = N) have been studied 
to determine their relative base strengths and the effect of substitution and protonation 
on the transannular PN1 interaction [15]. As was the case for the silatranes discussed 
above the ab initio investigation of this large group of complex molecules (substituents 
Z on P = H+, r, Cl+, CH2, CH/, NH, NI-l/, 0, o+) would have been impractical without 
the availability of parallel electronic structure codes and parallel computers. These 
calculations were performed on the Intel Touchstone Delta, in a manner analogous to 
that described above for the silatranes, using similar basis sets at the SCF level of 
theory. Four molecules, with Z = CH2 or NH, have been found to be stronger bases than 
the parent compound, suggesting that these species are likely targets for new catalysts. 
Analysis of the PN, distances and electron density analyses show that there is clear 
evidence for transannular dative bonding in the cationic species. Protonation clearly 
results in a dramatic strengthening of this bond. The corresponding bond distances 
decrease by more than lA! The use of the reaction field model to simulate the solvent 
DMSO suggests that the basicity trends found for the gas phase compounds are not 
changed in solution. 
III. Glycine Isomerization 
It is well known that in solution antino acids exist primarily as zwitterions (Z), whereas 
in the gas phase only the neutral structure (N) is a minimtim on the potential energy 
surface (PES). It is not clear, however, what forces fundamentally operate to stabilize 
Z relative toN. One can, for example, simulate the bulk effects of aqueous solution 
using a simple reaction field model [16], and such calculations do predict the Z form to 
be more stable. However, such calculations do not address the role played by individual 
electronic interactions between water molecules from the solvent and the amino acid. 
To explore this question, we have employed ab initio quantum chemistry to explore the 
effects on the N <-> Z equilibrium of successively adding water molecules to the 
simplest amino acid glycine. The geometry optimizations and subsequent tracing of the 
minimum energy paths (MEP's) were performed at the SCF level of theory, on the 16 
node iPSC 860 Intel parallel computer, located at Kirtland AFB, using both the 6-
31G(d) [17] and Dunning DZP [18] basis sets. Additional single point calculations were 
performed at both the MP2 and MP4 levels of theory [19], using the aforementioned 
basis sets, as well as the Durnting correlation consistent basis sets [20]. 
Krogh-Jespersen has recently demonstrated tltat Z is not a minimum on the 
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38 PARALLEL COMPUTING IN COMPUTATIONAL CHEMISTRY 
isolated glycine PES [21], when adequate basis sets are used. The energetics for the 
isomerization of the glycine· H20 complex are summarized in Figure 3. At the SCF 
level of theory minima are found at both theN and Z structures; however, the transition 
state separating the two isomers, and therefore the Z minimum, disappears at correlated 
levels of theory. Note that the water molecule does not directly particpate in the proton 
transfer. Rather, it functions as an observor, so we refer to this process as intramolecular 
proton transfer. It is important to note that the use oflarger basis sets and higher levels 
of perturbation theory (i.e., MP4) have less than a 1 kcaVmol effect on the predicted 
energetics. The MP2/DZP++//SCF/DZP energy of the neutral glycine-water complex 
is 12.8 kcal/mol below that of the zwitterion when vibrational zero point (ZPE) 
corrections are included. The same Z structure shown in Figure 3 can transfer a proton 
through the water molecule (water-assisted proton transfer), via a different transition 
state. The energetics for this process are shown in Figure 4. Unlike the intramolecular 
proton transfer, the transition state for the water-assisted proton transfer still exists upon 
the addition of larger basis sets and correlation corrections. Addition of ZPE corrections 
does raise Z above the transition state, and the same Z structure is unstable to 
isomerization via the intramolecular route. However, these results suggest that the 
water-assisted proton transfer may be the more viable way to stabilize Z in cases for 
which more than one Z·nH20 isomer may exist. 
The energetics for the intramolecular and water-assisted proton transfer 
mechanisms for the glycine·2H20 complex are shown in Figures 5 and 6, respectively. 
The features of the potential energy curve for the intramolecular route are similar to 
those for the single water complex. This Z complex is found to be a minimum at the 
SCF level of theory, but the transition state again disappears at correlated levels of 
theory. Unlike the single water case, the water-assisted route for glycine·2H20 
originates from a different (essentially isoenergetic) Z isomer. This is important, 
because we find that the transition state for this route remains higher than both Z and N, 
even after the addition of correlation and ZPE corrections. It is also important that the 
Z isomer is found to be only 4.8 kcal/mol higher in energy than N, in the presence of 
two water mo1ecues. It is reasonable to consider that part of the PES that connect the 
two glycine·2H20 zwitterion structures, corresponding to the intramolecular and water-
assisted routes. The transition state that connects these two structures has been 
identified, and the barrier separating them is 8 kcal/mol at the MP2/DZP++ level of 
theory. So, the glycine·2H20 zwitterion appears to be a stable minimum on the PES. 
These results clearly demonstrate that electronic interactions between the amino acid 
and individual solvent molecules play a crucial role in the stabilization of the zwitterion 
species. 
IV. Transition Metal Complexes 
The transition metals (TMs) constitute a family of elements of importance in advanced 
materials, biochemistry, and catalysis.[22] The large size of many TM complexes and 
the demands of the methods needed to accurately describe their chemistry make parallel 
computing very attractive in this area. Our main algorithmic approach to the challenges 
of computational TM chemistry entails the design, testing and use of effective core 
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potentials (ECPs).[23] It is important to compare the efficiency of parallel ECP codes 
with traditional all-electron methods. The challenges which arise in applying quantum 
chemical methods to TMs have been discussed in more detail previously.[23, 24] A 
representative problem is chosen below to illustrate the possibilities for parallel code in 
TM chemistry. 
Recently there has been a great focus on complexes with multiple bonds between 
TMs and heavier main group (MG) elements.[25] Apart from a fundamental interest in 
multiple bonding involving heavier MG elements such complexes have been envisioned 
as precursors and intermediates in the synthesis of solid-state advanced materials.[25] 
An exciting series of TM=MG(heavy) complexes is provided by Parkin and 
Howard[25a,b], Cp'2M(E)py, 1 (Figure 7). Using the parallel version ofGAMESS[26] 
we can model the parent Cp2ME, 2, in conjunction with these experimental studies. 
Calculated ME bond lengths (in A) at the RHF level are (experiment in parentheses) 
ZrO = 1.76 (1.804(4) ), ZrS = 2.28 (2.334(2) ), ZrSe = 2.42 (2.480(1) ), ZrTe = 2.68 
(2.729 (1) ).[25a] The results are of equal quality for Hf analogues.[25b] The Ti-oxo 
bond length in Cp2Ti0 is 1.61 , in good accord with TiO = 1.665(3) in Cp*2Ti(0)(4-
phenyl-py) (Cp* = TJs_ CsMe5).[27] Uniformly good agreement between theory and 
experiment from the lightest (CP2Ti0) to heaviest (Cp2Hffe) member in the series is a 
powerful demonstration of the ability of parallel codes to open up all areas of the 
Periodic Table to computation. 
The example discussed above highlights two important points about the promise 
of parallel computing. On a standard workstation, geometry optimization and 
calculation of the energy hessian for a complex such as..2 can take several weeks, but 
just a few hours to a day on a parallel platform depending on the number of processors 
and their power. Vast reductions in wall clock time are thus realized through the use of 
parallel algorithms and architectures. A second related point is that parallel 
supercomputers make it possible to more closely model experimental systems. Making 
the model as close as possible to an experimental system has important scientific 
implications - errors between theory and experiment can be more confidently ascribed 
to deficiencies in the model or deductions based on experimental evidence. Although 
2 is not a perfect model of 1 it is significantly larger than is feasible to study without 
parallel computers; further improvements in methods and technologies will enable direct 
study of 1. With parallel computing more realistic model complexes with the bulky 
ligands that organometallic chemists use to engender kinetic and thermodynamic 
stability can be studied. In other words, the chemistry that occurs in the CPU more 
closely resembles that which occurs in the test tube. Thus, the promise of parallel 
computing lies in the more productive collaborations between theory and experiment it 
affords through the study of larger, more accurate models in a shorter period of time. 
This is an important consideration in meeting the grand challenges of computer-aided 
design in catalysis and advanced materials, where transition metals play a very 
important roles. 
V. Graphics for the Parallel World 
The detailed nature of chemical questions being asked and hence the degree of 
complexity in molecular blueprints are increasing at a rate only manageable by advanced 
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1 
2 
Figure 7. 1. Experimental Complex. 
2. Computational Model. 
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computing methods, as exemplified with the applications of parallel GAMESS given 
above. Despite the extraordinary abilities of modem hardware technology and coding 
methods to manipulate the raw data, the rate limiting step in harmonizing the intricacy 
and precision required to push forward these chemical frontiers ultimately comes down 
to the process of man-machine information transfer. Along this line, words are to scalar 
processing what images are to parallel processing, thus, the development of versatile and 
facile three-dimensional visualization tools is the key to any successful human interface 
in this endeavor. 
Quantum Mechanical View (QMView)[28] has been designed to provide the 
chemist with an expansive array of molecular perspectives. QMView is an integrated 
visualization package which capitalizes on the increased capabilities of new graphics 
systems to profile three-dimensional molecules not only by their common ball-and-stick 
or space-filling models, techniques which convey limited geometrical information, but 
also by molecular orbitals, electron densities (differential and absolute}, electrostatic · 
potential gradients, vibrational normal modes, regional hydro- or lipophilicity. Each 
profile can be adjusted, updated and presented three-dimensionally, fully colorized and 
in real time. 
Figure 8 shows the top level interface illustrating the various capabilities of 
QMView with the five icons: display of 1) structure, 2) vibrational modes, 3) electron 
properties, 4) molecular orbitals, and 5) special features. The special features include 
options to run in distributed mode, and special educational tutorials. Surface data (i.e., 
3 and 4) can be displayed in various manners, including options of two- or three-
dimensional pictures with choices of net, solid[29] or transparent surfaces. 
The second icon from the left in Figure 8 shows a static schematic of the 
imaginary vibrational mode for the bowl-to-bowl interconversion of corannulene, as 
calculated with local density functional theory (LDA)[30]. QMView displays 
vibrational motions in real time after selection of the particular mode frequency from 
a pull-down menu. There are mouse-driven buttons to choose the number of frames for 
which to display the vibration, and controls over the smoothness and amplitude of the 
motion. 
The third icon from the left in Figure 8 illustrates the total electron density of 
the anthracene photodimer, lepidopterene[31], in terms of a net surface, as calculated 
using GAMESS. This is one of the largest geometrical optimizations performed on the 
SDSC Intel Paragon to date, with 494 basis functions at the 6-31 G( d,p) level of theory 
on 32 (32 MB) nodes. 
Figure 9 depicts the highest occupied, bonding molecular orbital (HOMO) 
superimposed on a transparent electron density surface of the ~0 fullerene molecule, as 
calculated using the local density approximation [32]. Theoretical calculations have 
allowed researchers to asess the stability of this molecule relative to other isomers [33]. 
An added feature of QMView is an interface to run in a distributed mode with 
the parallel platfo.rms, specifically the Intel Paragon at SDSC. In distributed mode, 
parallel GAMESS, running on the Intel Paragon, computes the information that 
QMView displays in real time. The display includes the last configuration that has been 
calculated by GAMESS, along with (optionally) two inset x-y graphs, one of which 
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Figure 8. The first layer of the graphical user interface of QMVIEW. The icons 
represent a sampling of QMVIEW functions (chosen by picking with the mouse): 
Upper left: Depiction of the molecular structure of kuratowskaphane. 
Lower left: Depiction of the bowl-to-bowl vibrational motion in corannulene. 
Lower n:Jiddle: Depiction of the total electron density of lepidopterene. 
Lower right: Depiction of the molecular orbitals for water. 
Upper right: This icon allows one to view a) a depiction of a calculation 
as it is running on a supercomputer platform (e.g., CRA Y or Paragon), and b) 
various tutorials as mentioned in the text 
RESEARCH: This icon allows visualization of user-generated input 
Figure 9. Depiction of tbe highest occupied, bonding molecular orbital, superimposed 
on an electron density surface of the C20 fullerene molecule. 
Calculations were performed using the Local Density Approximation. 
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monitors the energetics as a function of the algorithmic iteration, and the other which 
monitors the root-mean-square of the minimization procedure with respect to geometry 
as a function of the algorithmic iteration. This feature allows one to monitor a long 
quantum chemical calculation to make sure it is proceeding correctly and efficiently. 
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