We consider bounds on the smallest possible root with a speci ed argument of a power series f(z) = 1 + P 1 n=1 a i z i with coe cients a i in the interval -g,g]. We describe the form that the extremal power series must take and hence give an algorithm for computing the optimal root when =2 is rational. When g 2 p 2 + 3 we show that the smallest disc containing two roots has radius ( p g +1) ?1 coinciding with the smallest double real root possible for such a series. It is clear from our computations that the behaviour is more complicated for smaller g. We give a similar procedure for computing the smallest circle with a real root and a pair of conjugate roots of a given argument. We conclude by brie y discussing variants of the beta-numbers (where the de ning integer sequence is generated by taking the nearest integer rather than the integer part). We show that the conjugates, , of these pseudo-beta-numbers either lie inside the unit circle or their reciprocals must be roots of ?1=2;1=2) power series; in particular we obtain the sharp inequality j j 3=2.
Introduction
We are interested in studying the shape of the zero-free region for power series with restricted coe cients by nding the smallest root of such a power series that can lie along a speci ed ray.
Given a g > 0 we let F g denote the set of ?g; g] power series For a given argument we let J g ( ) denote the set of positive real numbers such that e i is a root of a power series f in F g , and de ne r g ( ) to be the in mum of this set. Because of symmetry (u 7 ! u; u), we can restrict our attention to in 0; =2]. Solomyak (1994) has extensively studied the corresponding problem for the intervals 0,1] in connection with conjugates of beta-numbers; in several places we shall refer the reader to his excellent manuscript when the proof of the corresponding result requires only minor adaptations. We should remark that the related problem of zero-free regions for integer polynomials has been considered by Odlyzko & Poonen (1983) in the case of f0; 1g coe cients and by Yamamoto (1994) for norm-bounded polynomials; the regions they obtain clearly having a di erent, more fractal looking, appearance than ours.
We rst note the following sharp bounds on r g ( ):
Theorem 1.1. For all g > 0 and in 0; =2] 1 g + 1 r g ( ) 1
p g + 1 with equality achieved for = 0 and =2 respectively.
Of course the angle = 0 should really be regarded quite separately from the remaining arguments (0; =2] (since we are dealing with real power series and vanishing at a u thus entails vanishing at u it is readily seen that r g ( ) tends to a real double root and not r g (0)). Hence omitting zero we might hope to improve the lower bound slightly. For large g this is certainly true: For g < 2 p 2 + 3 the location of the smallest value r g ( ) (and hence the radius of the smallest disc containing two roots of a power series in F g ) will generally occur away from zero and seems much harder to determine.
A standard compactness argument shows that the in mum is always achieved. We next show that the series for the minimal root must take a very speci c form. Notice that if =2 is irrational then the corresponding series for r g ( )e i in F g is certainly unique (with at most one coe cient, namely a J where J must satisfy J = (mod ), not taking the value of an end-point g). If =2 = r=s is rational then (by the discreteness of the arguments n i ) we can assume that = J (mod ) for some J and the series will not be unique unless all the remaining a J+js = a J = g (and a J+s=2+js = ?a J if k is even).
However in the rational case = 2 r=s, setting l = s if s is odd and s=2 if s is even, we observe that by setting (1:1)
Henceforth we shall regard the periodic extremal series as being the canonical form when =2 is rational, and will use A j ( ) to denote its coe cients, and the coe cients of the unique optimal series when =2 is irrational.
We are often forced to single out a set of awkward angles ; For not in U g we shall de ne J( ) := minfj : A j ( ) 6 = gg (for in U g we can similarly de ne J( ) to be the smallest j such that j (mod 2 ) can be taken as the argument of the dividing line in Theorem 1.3; where J( ) is potentially 1 for some irrationals).
The Computations
Now for =2 = r=s rational, using the polynomial form (1.1), the above theorem provides us with an algorithm for computing r g ( ):
For a trial 1 J l one uses the real and imaginary parts to eliminate A J (as in the proof of Theorem 1.1), then de nes The graphs at the end of the paper illustrate the results for g = 1=2; 1; p 3; 2 p 2 + 3 and the corresponding values of J( ) and A J( ) for g = 1.
Some General Properties
Although r g (0) is necessarily a discontinuity we do otherwise have continuity in the value of r g ( ). The curve however is certainly not smooth, with maxima at all the in Q n U g . We state several such properties below (the proofs of Proposition 3.1 are readily reconstructed from the corresponding 0; 1] results of Solomyak (1994) and hence are omitted):
Proposition 3.1. (i) The function 7 ! r g ( ) is continuous on (0; ).
(ii) If is in Q n U g then r g ( ) is not smooth, more precisely there is a sector with vertex r g ( )e i and angle greater than outside of the curve.
(iii) If = is irrational, not in U g , and not a Liouville number, then the curve has a tangent at the point r g ( )e i .
Away from U g the behaviour of J( ) is quite predictable: Notice that (even if the value of J( ) remains constant in an interval about ) the value of A J( ) ( ) is discontinuous at rational ; observe also that the value of J( ) away from elements in U g remains constant around rationals if A J ( ) is in (?g(1 ? 2r g ( ) l ); g(1 ?
2r g ( ) l )) (i.e. far enough away from the endpoint g to absorb the necessary discontinuity). These discontinuities at the rationals are clearly visible in Figure 5 together with the necessary jump from J = 1 to 4 at =3. Notice that for rational =2 in addition to elements in U g we are forced also to avoid with A J ( ) = (1 ? 2r g ( ) ln ) for a non-negative integer n (for which potentially lim ! A J( ) ( ) = g). Similarly observe that if is in U g and =2 rational then cannot be the end point of interval with constant J (since (b) forces jA J 1 ( )j < g).
Three Roots on a Circle
For a given argument Theorem 1.3 gave us a way to characterize the radius r g ( ) of the smallest circle containing two roots re i ,re ?i . One natural extension would to be to ask for the radius of the smallest circler g ( ) containing the three roots r; re i ; re ?i . In this case there is a similar looking version of Theorem 1.3: (that is the polynomial that would result if I and J gave the correct 1 and 2 (mod 2 ) and we eliminated A I ; A J from the equationsp(r; ) = 0,p(re i ; ) = 0) for the real root x = r (0 < r < 1), changing I; J until one reaches a pair that, with However it is no longer clear that this necessarily leads us to the smallest disc containing three roots or what is the correct extension of this to four or more roots. Concerning R g (k), the radius of the smallest disc containing k roots, one may obtain the following bounds 1 + 1 k ?1=2 1 (g 2 k + 1) 1=2k R g (k) 1 (g + 1) 1=k ; the lower bound a consequence of Jensen's Theorem (see Beaucoup, Borwein, Boyd & Pinner, to appear), the upper bound arising from the power series 1 ? g P 1 i=1 x ik .
Alternatively one could ask for r g ( ; k) the smallest value of such that e i is a k-fold root of a series in F g . In Beaucoup, Borwein, Boyd & Pinner (to appear) we gave a procedure for computing r g (k; 0) and it is clear that r g (k; ) r g (k; 0). It is also easy to see that r g (k; =2) = p r g (k; 0), but it is not clear whether =2 remains the worst argument as when k = 1.
Other Intervals and Polynomial Versions
Although we have concentrated upon xed symmetric intervals many of the results can be easily extended to a broader class of power series (with varying intervals) and to polynomials (constructed from a given set of exponents):
Given a set S of exponents E S = f0 < n 1 < n 2 < g and intervals I i = u i ; v i ] each containing 0, we consider the power series this sequence can be thought of as giving us a \ --expansion of 1":
We shall call the number a -beta-number (respectively a simple -beta-number) if the sequence d is eventually periodic (respectively nite). The most natural cases to consider are of course = 0 (the traditional beta-numbers) and = 1=2 (the analogues where one takes the nearest integer rather than the integer part). conjugates of a 1/2-beta-number having argument . Solomyak (1994) has shown for = 0 that the set of zeroes of 0,1]-power series is in fact exactly the closure of the set of reciprocals of the conjugates of the standard beta-numbers. It is not clear to what extent this remains true for these more general pseudo-beta-numbers. However we still certainly obtain upper bounds on the conjugates from studying the roots of power series with appropriately restricted coe cients: and that this is plainly achieved for a con guration of the type given in the statement of the theorem and for no other. It remains to show that the extremal polynomial achieves this form (this is in fact already clear if there is an n I 2 S J with a n I 6 = u I or v I ; since if there was an a n L , n L 6 2 S J not in the claimed optimal position we could perturb a n L very slightly to reduce r at the cost of a new a n I still within the required interval). We shall need a couple of lemmas:
Lemma 7.1. We suppose that g(x) = 1 + P n i 2E S a i x n i in F S is a power series with a root at w = re i with r minimal, then g(x) has at least one non-zero coe cient at an endpoint a i = u i or v i .
F S contradicting the minimality of the root. If g(x) has in nitely many terms we let a I , a J denote the rst non-zero coe cients with sin(n I ? n J ) 6 = 0. Such coe cients must exist, since if sin(n i ? n j ) = 0 for all the non-zero a i ; a j then (for the real part of f to vanish) cos n i = 1 for all i and we can construct a power seriesg ( is now a polynomial in F S with a root at w and all its non-zero coe cients in (u i ; v i ) (in contradiction to the above).
Lemma 7.2. We suppose that f(x) = 1 + P n i 2E S a i x n i in F S is a power series with a root at the minimal w = re i . It remains to show that the series f r for r =r g ( ) must be of this form. A slight adjustment in Lemma 7.1 shows that an extremal series f r must always contain at least one a j = g.
The following variant of Lemma 7.2 then completes the proof (with 1 and 2 marking the point in the arguments j (mod 2 ) where a j rst changes from negative to positive and from positive to negative respectively). 
