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Abstract 
We consider a system of masses and springs, such that all springs have equal stiffness K, except those 
springs that possibly connect he boundary masses to earth, and such that all masses except the first and 
the last are equal to M. The eigenfrequencies of this four parameter system can be written in terms of the 
zeros of certain linear combinations of Chebyshev polynomials. The physical behaviour of the system suggests 
sufficient conditions for the parameters such that these zeros are all real. It will be shown by Sturm's theorem 
that under these conditions the eigenvalues of the matrix of the system are real and ~> 0, which implies the 
conjecture about the zeros. When some additional conditions for the parameters are satisfied, we even can 
conclude that all the zeros are located in the interval ( -1 ,  1). 
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1. Introduction 
In many fields of  engineering, such as mechanical, electrical, physical and chemical engineering, 
one-dimensional cascades of  capacitive and inductive elements are often used for modelling. For 
instance in mechanics cascades of  bodies and springs are studied as models for multistorey highrise 
buildings, trains, etc. In physics such cascades are considered in the context of  one-dimensional many- 
body problems with nearest neighbours interaction. In electrical engineering cascades of  capacitances 
and inductances are used for modelling electrical ines, chips, etc. 
The dynamic behaviour of  such cascades has been studied by many authors (see [3] for refer- 
ences). In [5] the connection between systems of  masses and springs and the properties of  some 
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Fig. 1. The mass-spring system. 
classes of matrices is dealt with. In [4, 6] mass-spring systems are linked with orthogonal polyno- 
mials and solutions for infinite chains are presented. 
In a recent paper [2] the pulse-responses of some finite and semi-infinite cascades of masses and 
springs are treated and solutions of the system of differential equations concerned are obtained by 
means of Laplace transformation. In a number of special cases the inverse Laplace transformation 
has been performed. In the general case, however, the solution in the Laplace variable s is given 
by a rational function in s (see (21)) and for the inverse Laplace transformation it is essential to 
know the location of the zeros of the denominator, which is a linear combination of Chebyshev 
polynomials of the second kind. 
It is the purpose of the present paper to determine the location of these zeros in all physically 
relevant cases. After describing the model and the solution of the system as used in [2], Theorem 1 
deals with the zeros in the most general case (a linear combination of five Chebyshev polynomials 
of the second kind of odd degree involving four parameters), whereas Theorems 3-5 treat some 
reduced cases with less parameters. 
In [1] cascades of masses and springs with free boundaries are used as models for trains and the 
propagation of waves in such systems is studied. The result of Theorem 3 is needed in this paper. 
2. Model 
We consider a chain of material points with mass Mj ( j  = 1, 2,... ,n) connected by springs with 
stiffness Kj (see Fig. 1 ). 
If the displacement of the mass Mj is denoted by y j, we have for j = 2, 3,. . . ,  n - 1, 
a4 jp j  = - y j _ , )  + K j (y j+,  - y j ) .  
In this model we assume that all springs have equal stiffness K, except those springs that possibly 
connect he boundary masses to earth, and that the mass of all the bodies except the first and the 
last are equal to M. Hence we take 
Kj=K>O, j= l ,  2 . . . . .  n - l ,  
Mj =M > 0, j =2 ,  3 , . . . ,n -  1. 
The masses M~ and M, may be chosen in an arbitrary way but > 0. The stiffnesses K0 and K, of 
the springs at the boundaries may be taken in an arbitrary way but ~> 0. If K0 = 0, the system has 
a free boundary at the left side, and if K, = 0, the system has a free boundary at the right side. 
H. Bavinckl Journal of Computational nd Applied Mathematics 65 (1995) 19-26 21 
We consider the response o f  this system to a step force F0 on the first mass. The equations o f  
motion are (t > 0): 
Mlf~l - Fo = -KoY l  +K(y2  - Yl), (1) 
Myj=K(y j _ , -2y j+y j+, ) ,  j=2 ,3 , . . . ,n -1 ,  (2) 
M~f~ n = -K(y~ - y~_,)  - Kny,,  (3) 
with initial conditions 
y j (0)  = 0, )?j(0) = 0, j = 1 ,2 , . . . ,n .  (4) 
In order to write the system in an appropriate form we introduce a dimensionless t ime scale 
"C=-- t 
and we put M/M1 = 1 - 7 and M/M~ = 1 - 3, 7 < 1, 6 < 1. Furthermore we write 
2=2-~-  1 1+ , 7+1)2 ,  
#=2-~ 1+ , 6+1/>/z .  
If aj denotes the acceleration of the jth mass, we obtain the following system of differential equations: 
a'((z) = (2 - 2)al + (1 - 7)a2, (5) 
= 
= 
Without loss 
a l (0)  = 1, 
a~(O) -- O, 
aj_ l (z )  - 2aj (z)  + aj+l(z), j = 2, 3 , . . . ,n  - 1, (6) 
(1 - 6)an- l (Z)  + (it - 2)a, (z) .  (7) 
o f  generality the force F0 can be chosen such that the initial conditions are: 
aj(O) = O, j =- 2, 3 , . . . ,n ,  (8) 
j = 1,2 . . . .  ,n. (9) 
3. Solution of the system 
By Laplace transformation system (5) - (7 )  with (8) and (9) turns into 
S2~l(S) - s = (2 - 2)~1(s) + (1 - 7)~2(s), 
s2-dj(s) = ~j - l ( s )  - 2~j(s) + ~j+l(s), j = 2, 3 , . . . ,n  - 1, 
sZ~,(s) = (1 - 6 )~, - l ( s )  + (it - 2)~,(s) .  
(lo) 
(11) 
(12) 
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Introducing the new variable 0{, 
- s+ v /~+4 2 
2 s + ~ '  
hence 
Sz0{ -1  --0{, 
Eqs. (10), (11) and (12) can be reformulated as 
(1 - 7)62 = (0{-2 + 0{2 _ 2)  61 - (0{-~ - 0{), (13)  
a/+1 = (0{-2 + 0{2) a / _  a/-i, j = 2, 3,. .... n - 1, (14) 
(1 - 6 )an_  1 = (0{ -2  ÷ 0{2 _ /2 )  a n. (15) 
It is obvious that for all functions C(0{) and D(0{), 
a/+l =C(0{)0{2/+D(0{)0{ -2j, j=0 ,  1 . . . .  ,n - I ,  (16) 
Eq. (14) is identically satisfied. Substitution of  (16) into (13) and (15) leads to 
(70{ 2 --  2 ÷ 0{-2)C(0{)  + (70{ -2  - 2 + 0{2)D(0{) = 0{-1 _ 0{, 
0{2n-2(60{-2 /~ + 0{2)C(0{) + 0{-2'+2(60{2 - / . t  + 0{-2)D(0{) = 0. 
Hence D(0{)= -C(0{ -1 ) and substitution in (16) yields 
(0{-1 _ 0{) [(60{2 _ ~ ÷ 0{-2)0{-2n+e+2j _ (60{-2 _/.t + 0{2)0{2n-2-2j] 
a j+ l  = 0~_2n+2(70{ 2 __ /~ ÷ 0{_2)(60{ 2 __ /'2 ÷ 0{-2) _ 0{2n-2(70{-2 _ /~ ÷ 0{2)(60{-2 __ /~ ÷ 0{2)" (17) 
The denominator can be written as follows: 
(0{--2n--2 __ 0{2n+2) __ (2  71- 1./)(0{--2n __ 0{2n) _~ (7 ~- ~5 -~ 2/~/)(0~ -2n+2 - -  0{2n--2) 
- (7# + 62)(0{ -2~+4 - 0{2,-4) + 76(0{-2,+6 _ 0{2,-6). (18) 
The zeros of  (18) represent the eigenfrequencies of the system. In order to express (17) in terms of  
the Laplace variable s, we put 
0{ = e i(:'+~/2), (19) 
where g may be complex. Then 
s = -2 i  cos g (20) 
and (n ~>3), 
a/+1 = s ( -1 ) / -1A  , (21) 
D 
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where 
A = Uz._zj_,(is/2) + #U2n_2j-3(is/2) + 8U2._2j_s(is/2), 
B = U2.+,(is/2) + (4 + #)U2._,(is/2) + (7 + 8 + 2#)U2._3(is/2) 
+ (7# + 82)U2._s(is/2) + 78U2._7(is/2), 
j = 0, 1 , . . . ,n -  1 and Urn(X) denotes the Chebyshev polynomial of the second kind and U_l(x) = O. 
Since in the inverse Laplace transformation nonreal zeros of  B will lead to exponential terms 
with positive real part, which in the physical situation of a mass-spring system is impossible, we 
formulate the following theorem. 
Theorem 1. (i) For 7 < 1, 8 < 1, ~ + 1 >>.2, 8 + 1 3# and n>~3 the polynomials 
U2,+~(z) + (4 + #)U2,_,(z) + (7 + 8 + 2#)U2n_3(z) + (7# + 82)U2,_s(z) + 78U2,_v(Z) (22) 
have (2n + 1) simple real zeros including z = O, except in the case that 7 + 1 = 2 and 8 + 1 = #, 
where z = 0 is a triple zero and the other (2n - 2) zeros are real and simple. 
(ii) I f  additionally we require 2 >>. - 7 - 1, # 3 - 8 - 1, then all the zeros are situated in ( -  1, 1 ) 
except in the case 2 = -7 -  1 and # = -8  - 1, where -1  and 1 are zeros of  (22) and the other 
zeros are situated in ( -1 ,  1). 
It follows from the system of equations (13)-(15) that for those values of ~ for which (18) 
vanishes, -cd  - ~-2 + 2 = -s  2 is an eigenvalue of  the (n x n)-matrix J = ]laikl]~ such that 
all = 2 -- 4, al2 = -1  + 7, an, n--1 = --1 + 8, ann = 2 -- #, 
a i i= 2, ai i+1 = ai, i -1 ~-  -1 ,  i = 2 , . . . ,n  -- 1, (23) 
aik = 0 if l i - k l  > 1. 
Hence if we put 2 = 1. ~IS, where 2 is a zero of (22), then 422 is an eigenvalue of the matrix (23). 
Therefore Theorem 1 can be reformulated as follows. 
Theorem 2. (i) For 7 < 1, ~5 < 1, 7+ 132,  8+ 1312 and n>>.3 the eigenvalues o f  the (n x n)- 
n 
matrix J = Ila,kll,, given by (23), are all real and greater than O, except in the case that 7+ i = 2 
and 6 + 1 = #, where one eigenvalue is 0 and the others are greater than O. 
(ii) I f  additionally we require 2>. - 7 -  1, #3 -8 -  1, then all the eigenvalues o f  J are less 
than 4, except in the case that 2 = -7 -  1 and # = -6 -  1, where one eigenvalue is 4 and the 
others are less than 4. 
Proofi (i) We put (see [5]) 
Do(x) = l, Dj(x) = det [[aik-xa~kll{, j = 1 . . . . .  n. 
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Dn(x) is the characteristic polynomial of  the matrix. The polynomials Dj(x) satisfy the recurrence 
relation 
Dj(x) = (ajj -- x)Dj_l(X) -- aj_l jaj j_,Dj_2(x), j = 2,. . . ,n,  
together with Do(x) = 1, D~(x) = 2 - 2 -x .  
We notice that for 7 < 1, 6 < 1 the coefficients aj_~ j and as. j - i  are all negative which implies 
that the polynomials 
D,(x),  D,_I(x), . . .  ,D,(x),  Do(x) (24) 
form a Sturmian sequence: 
(1) Do(x) always has the same sign. 
(2) When Dj(x) (0 < j < n) vanishes, the polynomials Dj_l(X) and Dj+l(x) are different from 
zero and have different sign. 
We consider the sequence (24) for x = 0. Under the conditions 7 < 1, 7+ 1/>2, D~(0)= 2 -  2 
> 0 and 
D2(0) = 2(2 - 2) - (1 - 7) j>D,(0) > 0. 
It follows by induction that Dj(0) = 2Oj_l(O)-Oj_2(O)>/Oj_l(O) > 0 for j = 2 . . . .  ,n -1 .  Equality 
only holds in the case 7 + 1 = 2. Finally 
D,(0)  = (2 - #)D,_ , (0)  - (1 - 6)D,_2(0), 
which shows that for 6 < 1, 6+1 ~>#, D,(0)~>0. Equality only holds in the case 7+1 = 2, 3+1 = #; 
then the matrix J is singular and one eigenvalue is 0. Since Dj(x) = ( -1)Sx J+ lower  powers of  x, 
we conclude that in the nonsingular case the sequence (24) has n changes in sign on the interval 
(0, cxD) and in the singular case n - 1 changes of  sign. By Sturm's theorem (see [7]) D,(x) has 
n resp. n -  1 zeros on (0, e~). Hence all the eigenvalues of  J are less than 0 except in the case 
7 + 1 = 2, 6 + 1 --- #, when one eigenvalue is 0. 
(ii) We consider the sequence (24) for x = 4. Under the conditions 7 < 1, 2~> -7 -  1, D1(4) = 
-2 -  2 < 0 and 
D2(4) = -2 ( -2  - 2) - (1 - 7)~> - D1(4) > 0. 
It follows by induction that 
( -1 )  j Dj(4) = 2( -1) J -1Dj_~(4)  - ( -1) J -2Dj_2(4)>~(-1) J -~Dj_ I (4)  > 0 
for j = 2 , . . . ,  n - 1. Equality only holds in the case 2 = -7  - 1. Finally 
( -  1)"Dn(4) = (2 + #) ( -  1)n-lDn_l(4) - (1 - 6) ( -1)" -2D,_2(4) ,  
which shows that for 6 < 1, #~> - 6 - 1, (-1)"Dn(4)~>0. Equality only holds in the special case 
2 = -7 -  1, # = -6 -  1; then one eigenvalue is 4. We conclude that in the general case the sequence 
(24) has n changes in sign on the interval (0,4) and in the special case n -  1 changes of  sign. By 
Sturm's theorem D,(x) has n resp. n - 1 zeros on (0,4). Hence all the eigenvalues of  J are less 
than 4 except in the case 2 = -7 -  1, # = -3 -  1, when one eigenvalue is 4. [] 
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Remark. After this paper was completed it turned out that Theorem 2 can be obtained as a special 
case of  [8, Corollary 5.1]. 
4. Special cases 
In a number of special cases, Eq. (21) reduces considerably. In [2] 16 elementary cases have 
been treated, where the pairs {2,~} and {/~,6} are both chosen from the set {{0,0} ,{1 ,0} ,{ -1 ,0} ,  
{0 , -  1 }}. In these cases (22) reduces to a Chebyshev polynomial of  the first or second kind, possibly 
multiplied by z and/or (z 2 - 1). Here we consider special cases with one or two parameters. 
4.1. The case T + l = 2, 6+1=# 
In this case the matrix (23) is singular. We may use the identity 
~2 _ 7 - 1 + ~-2 = (c¢-1 _ ct)(~-I _ ~)  
in (17) to obtain 
(~-2,,+~+2j + ~2,,-~-2j) _ 6(~-2,,+3+2j + ~2,,-3-2;) 
a j+ l  = (0~_2n _ o~2n ) _ (~ _]_ ~)(0~_2n+2 _ 0~2n_2) ~_ ~20(0~_2n+4 __ 0~2n_4) 
and 
~j+~ = i ( -  1)J U2n-2j-2(is/2) + 6Uz,_2j_a(is/2) 
U2,_,(is/2) + (7 + 6)U2,-3(is/2) + 76U2,-5(is/2)" (25) 
This equation has been used in [1] to describe a model of a train. We may conclude to the following 
theorem. 
Theorem 3. (i) For 7 < 1, 6 < 1, n~>3 the zeros of  the polynomials 
U2,_l(z) + (~ + 6)U2,_3(z) + 76U2,_5(z) (26) 
are all real and simple and situated symmetrically around O. 
(ii) I f  additionally we require 7>>. - 1, 6 )  - 1 then all the zeros are situated in ( -1 ,  1) except 
in the case 7 = -1  and 6 = -1 ,  where -1  and 1 are zeros of  (26) and the other zeros are situated 
/n ( -1 ,1 ) .  
Remark. An interesting phenomenon occurs when 7c5 = 1 and 7 < 0. Then (26) can be divided by 
4z 2 -2  + 7 + 7 -1 showing that the polynomials (26) for all n have a pair zeros, both in absolute 
value /> 1, in common. A similar thing happens when 7 = 6 = 0 and 2# = 1. 
4.2. The case 6=0,  2=0,  /x= 1 
Now (21) reduces to 
s ( -  1 )J-1Uz,_ zj_ z(is/2 )
~j+l = Uz,(is/2) + 7Uz,_4(is/2) 
with -1  ~< 7 < 1. We may conclude that the following theorem holds. 
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Theorem 4. For -1  < 7 < 1, n >~ 3 the zeros o f  the polynomials 
U2n(Z) --~ ~U2n_4(z) 
are all real and simple and situated symmetrically around 0 in the interval ( -1 ,  1); for  7 = -1  
z = 0 is a double zero and the other zeros are real and simple. 
4. 3. The case 6=0,2=0,7=-1  
Now (21) reduces to 
i ( -1) J [U2n_2j_ l ( i s /2)  + #U2n-2j-3(is/2 )] 
aj+, : 2[T2,(is/2) + #Tz,_z(is/2)] 
with # ~< 1. We may conclude: 
Theorem 5. (i) For # < 1 the zeros o f  the polynomials 
T2,(z) + #T2,_2(z) (27) 
are all real and simple and situated symmetrically around O; for  # = 1, z = 0 is a double zero 
and the other zeros are real and simple. 
(i i) For -1  < # < 1 all the zeros of (27)  are situated in the interval ( -1 ,1 ) ; fo r  # = -1 , -1  
and 1 are zeros of  (27) and the other zeros are situated in ( -1 ,  1). 
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