In traditional exemplar-based image inpainting algorithm, the confidence value will rapidly decrease to zero as the inpainting process progresses. As a consequence, it will lead to unreliable result of the priority calculation and wrong direction of the process. In addition, traditional methods usually use the sum of squared differences (SSD) criterion to search the optimal matching block. Since the matching criterion is single and the precision is limited, the process is easy to produce mismatch. In order to solve the above problems, an improved algorithm has been proposed in this paper. First, we proposed a new confidence update algorithm through replacing the previous linear function form by using a logarithmic function form, which can suppress the phenomenon that the confidence attenuation is too fast and improve the accuracy of guiding and inpainting direction. Then, we combine the physical distance between blocks and traditional SSD matching criterion to improve matching accuracy. The experimental results show that the algorithm overcomes the shortcomings of the traditional algorithm and provides higher quality image restoration effects and better visual effects.
INTRODUCTION
Digital image inpainting technology has broad application prospects and is a prerequisite for image compression, image enhancement, image recognition and other technologies [1] . First, it need to research and solve how to better detect the damaged part of the image. Then, image inpainting algorithm can automatically inpaint the image according to the known information around the damaged area. Therefore, the research and exploration of image inpainting technology is a subject including both theoretical and practical value [2] . In the time, the requirements for images and video quality around us become higher and higher [3] . Therefore, it is particularly important to research on digital image inpainting.
Recently, many researchers have proposed effective image inpainting models. According to the inpainting theories, they can be devided into two categories: geometry based approaches and exemplar-based approaches [5] . Image inpainting techniques based on non-texture structures are often used to inpaint images with small damaged areas, such as scratch repair and text contamination repair [6] . In 2000, Bertalmio et .al proposed BSCB model based on partial differential equation image inpainting [7] . The main idea of this model is to extending the isophote line of the damaged region's boundary and propagating it into the damaged area. Although the BSCB model has a good inpainting result, it is based on the diffusion and transmission of the inpainting process. Objectively, it is very difficult to carry out mathematical analysis. Chan and Shen proposed the total variational model (TV model) [8] and the curvature-driven diffusion model (CDD model) [9] based on the BSCS model. Then, Telea proposed a fast matching algorithm (FMM) [10] .
In 2004, Criminisi proposed the exemplar-based inpainting algorithm, which is on patch level [11] - [12] . Then, many exemplar-based image inpainting methods have emerged [13] and they have been widely used. In [14] , Barnes proposed a new image editing algorithm PatchMatch to find approximate nearest-neighbor patches from image patches. This interactive technique has been used by Adobe photoshop because of the flexibility, convenience and simplicity. In [15] , Liu used multiscale graph cuts in the process. In [16] , Komodakis used MRF-based global optimization method to solve the inpainting problem, which is known as priority belief propagation (p-BP). There are some other researchers do some work based on priority belief propagation [17] - [18] . Then, Ruzic introduced contextaware patch-based image inpainting, where candidate patches are searched over the entire source region based on contextual similarity [19] . The author found a new priority calculation in [20] and make up for the shortcomings in Criminisi method. In [21] , they used Pixel Inhomogeneity Factor (PIF) to replace the data term. In [22] , Huang use the planar structure guidance to solve the inpainting problems. In [23] , Deng separated the confidence term and data term, then he proposed an automatic algorithm to estimate steps of the new priority definition. This paper proposed a novel algorithm for exemplar-based inpainting method. The main improvement is to change the matching criteria and confidence update function. First, we propose an improved confidence update function to maximize the accuracy of the guided inpainting direction. Then, we combine the physical distance between blocks and traditional SSD matching criterion to search the best matching patch. Novel method overcomes the drawback of Criminisi algorithm in visual inconsistency. We compare the method with two methods in some structure and texture pictures.
II. RELATED WORK
In this section, we mainly introduce the exemplar based inpainting method [12] . First, the image is divided into two parts: the target region is defined as the area which is to be inpainted, {Correspending author: Weibin Liu, wbliu@bjtu.edu.cn} DOI reference number: 10.18293/SEKE2019-152 .
using Ω to represent. The left area is called source region Φ. Additionally, δΩ represents the boundary of the target region. The inpainting task is to fill in the target region Ω using the image information from the source region Φ. The inpainting process is shown in Fig.1 .
A. Deciding the filling order
This step is mainly aimed to determine the filling order of the patch in the target region. For each pixel along the target region's boundary, we set a square patch which is centered on the pixel. In our paper, we set the patch size with 9×9 pixels throughout the process. After computing the priorities of all pixels along the boundary, we choose the pixel with the highest priority as the center pixel, then the patch will be the target patch to be inpainted. In Criminisi method [12] , the filling priority is defined as follows:
( ) = ( ) ( ) (1) Where ( ) represents the confidence term and ( ) represents the data term and theyare calculated by the following equations: (2), Ω ̅ denotes the complementary set of target region Ω , | | represents the aere of the patch . During initialization, the function ( ) is set to ( ) = 0, ∀ ∈ Ω (4) ( ) = 1, ∀ ∈ Ω ̅ (5) For each pixel on the boundary of target region, the confidence term ( ) equals to the ratio between the sum of pixels confidence in ∩ Ω ̅ and the total number of nonzero elements in . The higher of ( ) , the more reliable information surrounding . The intention is that we can inpaint the patch with more reliable information firstly.
Similarly, is the unit vector orthogonal to the front δΩ in the pixel and ∇ ⊥ is the isophote vector (where ⊥ denotes the orthogonal operator). ( ) represents the strength of isophotes hitting the front δΩ at each iteration. Wherever, α is the normalization factor. Data term guarantees that the picture is inpainted following by the isophotes, which will make sure the linear structure is first filling. Fig. 2 show the details of ( ) .
B. Select the best matching patch
This step mainly does searching work whose aim is to find the best matching patch ̂ in the source region for the target patch whose priority is the highest. Equation (6) is the mearsurement of the similarity between each patch in the source region and the target patch :
The distance d(̂, ) is defined as the sum of squared differences (SSD) of the known pixels in the two patches. The details is shown in equation (7) where R, G and B represents the value of intensity of each color channel.
C. Inpaint the unknown area and update the confidence term
In this step, the algorithm fills the unknown area by putting the best matching patch ̂ to the target patch in the corresponding region. After that, we need to renew the boundary of the target region δΩ and update the confidence term using the following equation:
Then, just continue to run the above steps until the unknown region is fully inpainted.
III. PROPOSED METHOD
In this section, the new update function for confident term and a new searching method are proposed.
A. Confidence term updating
Updating confidence term is an important step in Criminisi algorithm. Once the patch is filled, the unknown pixel becomes a known point which will result the confidence value changing. Criminisi algorithm simply uses the best matching patch to inpaingting , and replace confidence term of the center pixel with the corresponding pixel's confidence. It is equivalent to using the function ( ) = , ∈ [0,1] to update the confidence value. Along with the iterative process progresses, the confidence value will rapidly decrease and tend to zero, which may result in an incorrect inpainting direction.
In order to suppress the decay of confidence term in traditional methods, this paper proposes a new confidence update function. We suppose the function ℎ( ) as the following: ℎ( ) = log 2 ( + 1) (9) Using the improved confidence function, the update equation used in the confidence update phase will be the following:
( ) = ℎ( ( )) = log 2 ( ( ) + 1) (10) Where ∀q ∈ ∩ Ω. 
B. The new matching method
The Criminisi algorithm uses SSD criteria in the matching processing to determine the similarity between sample blocks. Just calculate the sum of the squares difference of all known pixels in the block, and then select a target with the smallest error from the current repaired sample block as the best match in the source region. The matching formula is
Since the matching principle is too singular, and only the color feature is considered. When adopt the global search method, multiple optimal sample blocks may appear at a distance from the area to be repaired. Then the algorithm randomly selects one as the matching patch. Because the algorithm is a serial repair, the error copy of a patch will affect the subsequent match, which is easy to cause error accumulation and the quality of repair is degraded.
In an image, it can be divided into several regions according to different structural features. For a general candidate to be matched, the matching block should appear in the same or similar region as its own structure. And the probability that the matching block appears in other regions is small. Sometimes even if such a situation occurs, it may be a mismatch. This is because the information of the adjacent space is highly correlated, and the pixels that are far apart are less correlated, so the probability that the matching patch appears in the neighborhood is the largest. In order to minimize the probability of mismatching, we proposes an improved patch matching principle that incorporates the distance between the candidate patch center point and the target patch center point into the original similarity measure function.
When searching for matching patchs, we still choose global search. Because global search can overcome the shortcomings of local search's greedy character. So it can select the better matching patch to the greatest extent, and the target block inpaint can achieve global optimization. In the global search, we combine the SSD and physical distance for the calculation. The new matching formula is as follows:
In our new calculation method, we combine SSD and physical distance to find the optimal matching block. In order to avoid that the physical distance is zero, we use the exponential form of the physical distance to calculate. The experimental results show that the new matching criterion significantly reduces the false matching rate, and the repair results are more in line with the visual connectivity of the human eye.
IV. EXPERIMENT AND ANALYSIS
In the section, we test the proposed method on a few images with various background. Compared with the classical and stateof-art methods mentioned above, there are some improvements that can be seen from our results. Furth ermore, we set the same size for the square patch in the experiments for Criminisi's method, Deng's method and the proposed method for the fairness. Fig. 3 is the repair of a sky image. Obviously, a short line is emerged on the upper side of the curve in the result of Criminisi's method. Both Deng's algorithm and our algorithm avoid such mis-inpainting, and the results are more in line with real-life performance and human vision. The details of the inpainting results are shown in Fig. 4 , which is more vivid to observation. In detail of the results, our method is much smoother than Deng's in terms of visual effects. Fig. 5 is the image used in the Criminisi's paper. As can be seen from the results, the algorithm proposed by us has been greatly improved. Both competitive in terms of structure and texture. At the same time, we can see the effectiveness of the new algorithm in the subsequent of PSNR value. Fig. 6 is a target object removal for an image. The results are not clearly distinguishable. For this, we can use PSNR to judge. In the PSNR comparison in Table 1 , we can observe that their values have not much difference, but there are still some. It can be seen that our algorithm is relatively better. [12] (d)result made by [23] (e) result made by proposed method (a) (b) (c) Fig. 4 Inpainting details of Fig. 3 (a) result made by [12] (b)result made by [23] (c)result made by proposed method [12] (d)result made by [23] (e) result made by proposed method Fig. 7 is a representation of a seaside picture of a selected area. As can be seen from the results, the method we proposed on the repair of the coast is the best, and the results of the other two methods have spit out. Our results look smoother and more in line with real-life coastal conditions. Our method did not show particularly good results in the inpaint of the reef in the middle of the sea. In addition, in the three inpaint results, we are very clear to see the occurrence of fault phenomenon. This shows that we still have a lot of research space to solve the problem.
PSNR (peak signal-to-noise ratio) is an objective standard widely used for evaluating the quality of image processing. In order to evaluate the effect of the inpainted image, the PSNR value is usually used to measure the inpainting performance of the algorithm. The larger the PSNR value is, the smaller the degree of image distortion. Thus, the better the algorithm inpainting performance. PSNR is calculated as：
} (12) This paper also uses the PSNR to evaluate the effect of inpainting performance. Some PSNR values are shown in Table  1 . It can be seen from Table 1 that the image inpainting methods proposed in this paper can obtain better results for images of different demaged regions. Since the structure and texture of the area to be repaired in Fig. 7 are relatively simple, the PSNR values of their results are similar regardless of the method. For images with more complex textures, as shown in Fig 6 and 8 , the difference in PSNR values will be larger. Criminisi algorithm has difficulty in determining the confidence in the priority calculation and it is difficult to search for the best matching block, so that the PSNR value of the algorithm result is the lowest. Although Deng's algorithm improves the priority calculation, there is still problems in selection of the best matching block, which makes the PSNR value of the algorithm's result middle. Our method not only improves the confidence update, the selection of the best matching patch is strengthened. So, the PSNR value of our method gets the highest.
V. CONCLUSION
This paper proposes a new confidence update function and the new matching method. The new confidence update function can effectively reduce the phenomenon that the confidence attenuation is too fast, and improve the accuracy of the image guidance repair direction. At the same time, combining the physical distance between blocks and traditional SSD matching criterion as the new matching method effectively improves the matching accuracy. The proposed method obtains competitive results when handle pictures with strong structure or texture compared with other state-of-the-art inpainting methods. Nevertheless, our method performed not so well when the picture including both strong structure and texture. 
