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Both the interior of the Earth and near-Earth space contain a variety of interacting
magnetic field sources, which together make up the “geomagnetic field”. When a mag-
netic field measurement is made, either on Earth or in space, a superposition of these
sources is observed. In order to study each source in isolation, it is therefore necessary
to process these collected data to separate the superposed signals. Over the past two
decades, the volume of data available has increased tremendously, in particular due to a
number of satellite missions carrying high quality magnetometers. This has motivated
the development of new techniques to make greater use of the available data. This
thesis uses data from the contemporary European Space Agency mission, Swarm, to in-
vestigate sources primarily within the ionosphere and lithosphere, focusing on the polar
regions where their mutual contamination is most extreme. I also use data from older
missions: CHAMP, Magsat, and POGO.
Of the ionospheric field sources, the auroral electrojets are one of the strongest and
most variable. These are horizontal electric currents that flow within the auroral regions
(at high latitudes). Their magnetic signal is not only an important aspect of auroral
studies, but is also particularly difficult to separate from lithospheric field models de-
rived from satellite data. I use a combination of satellite field intensity measurements
from the past 50 years to examine their climatology, investigating their average be-
haviour in relation to solar wind, solar cycle, local time, and seasonal factors. I identify
inter-hemispheric asymmetries, solar cycle modulation, and a secular shift in their lo-
cation due to the variation of the core field. I also discover features which indicate
incomplete removal of the lithospheric signal, showing that studies of the weakest iono-
spheric currents are still contaminated by lithospheric sources. This can be remedied
by improved lithospheric models.
In the latter part of the thesis, I create a lithospheric field model with a new cor-
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rection technique to reduce the effect of ionospheric noise. As part of this process, I
demonstrate a bias field over the poles due to the noise introduced by the auroral oval.
The technique involves stacking signals onto two global icosahedral hexagonal grids,
one in geographic coordinates and one in local time coordinates, respectively organ-
ising lithospheric and ionospheric sources in their appropriate reference frames. The
signals on the ionospheric grid are then removed from the input data and the reduced
(stacked) data in geographic coordinates are inverted for a spherical harmonic model.
This is demonstrated with Swarm data and shows a beneficial effect, but more work is
needed to bring the model to the precision of the current state-of-the-art models.
These two studies are directed toward two different physical systems but the obser-
vations are derived from the same data. In each case, attempts are made to remove the
opposing “noise” from the target signal. In this way, the data are interrogated from both
perspectives, where that which is considered as “noise” in one case is used as “signal” in
the other.
Lay summary
Magnetic fields surround and permeate Earth, from the core and out into interplanetary
space. These fields arise from a wide array of processes: fluid motion and electric cur-
rents within the metallic outer core; magnetisation of rocks in the crust (more broadly,
the lithosphere); electric currents flowing through the upper layers of the atmosphere
(the ionosphere); great circulations of currents in space, in Earth’smagnetosphere, which
have a complex interaction with emissions from the Sun; and so on. Measurements of
these fields not only provide us with much scientific information about these sources,
but also are a vital tool for society, supporting navigational systems, for surveying and
exploitation of natural resources, and playing a key role towards understanding space
weather risks. For this reason, there is a network of permanent magnetic observatories
around Earth, as well as several space missions dedicated to making magnetic measure-
ments, the latest of which is the multi-satellite Swarm mission developed and operated
by the European Space Agency.
In order to access the wealth of information provided by magnetic fields, collected
data must first be processed to extract the constituent signals, separating them ac-
cording to the different physical sources from which they originate. This involves the
creation of empirical models which are able to predict the magnetic field vector at dif-
ferent locations and times. This thesis focuses on the usage of satellite data to address
this problem, mainly targeting the fields from the lithosphere and the ionosphere, whose
signals often overlap in the polar regions causing strong cross-contamination in models.
There are two main studies presented, each focusing on these two sources separately,
with connections drawn between them.
The first study is of the auroral electrojets. These are ionospheric electric currents
which flow around the magnetic poles and are associated with the aurora. They are both
a key component of space weather and also a large noise source within models of the
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lithospheric magnetic field. The second study is the development of a novel technique
for lithospheric field modelling which aims to account for the ionospheric contamination
by processing the data on spherical grids. I demonstrate asymmetries in ionospheric
behaviour between hemispheres, seasonal and longer-term variations, and a bias that
can leak into lithospheric models if not accounted for.
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Chapter 1
Introduction
Earth and its environment in space contain many magnetic field sources (see Figure 1.1),
which together represent the geomagnetic field. By far the strongest of these sources
originates in Earth’s fluid outer core through a process referred to as the geodynamo
(e.g. Roberts and King, 2013; Stevenson, 2008). This field dominates over the others,
influencing, and providing the setting for, a wide range of phenomena. When we make
magnetic measurements, we find a superposition of magnetic fields which vary over all
spatial and temporal scales, with each source occupying different but overlapping scales
according to their physical origins (Olsen et al., 2002; Olsen and Stolle, 2012). These
sources range from the remanent magnetism frozen into the rock of the lithosphere
(Purucker and Whaler, 2006; Thébault et al., 2010), to the fields produced from electric
currents flowing through Earth’s magnetosphere and ionosphere as they interact with
the solar wind (Keiling et al., 2018; Milan et al., 2017). These fields are rich and
complex, providing a fascinating way to probe geophysical processes, revealing both
Earth’s deep interior and its intimate connection with the Sun.
Magnetic measurements have proven very valuable, both scientifically and economi-
cally. They are a key tool for gathering remote information on inaccessible regions, below
and above ground, with a wide range of applications, including navigation (Chulliat et
al., 2015), geophysical exploration for natural resources (Purucker and Clark, 2011), in
monitoring and mitigating the effects of space weather (Eastwood, 2008; Lotko, 2017;
Mandea and Purucker, 2018), and links with Earth’s climate (Friis-Christensen, 2018).
This has motivated the growth of a global network of observatories and surveys span-
ning the previous few centuries, and in recent years supported by satellites (Chulliat
et al., 2016b). Permanent observatories provide high quality continuous measurements
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at fixed locations, while surveys (on ground, at sea, and by air) provide spatial coverage
though with less temporal information. A few satellites in Low Earth Orbit (LEO),
i.e. between 300 and 800 km altitude, have provided near global coverage during their
respective periods of operation (Olsen et al., 2010a), the latest of which are the (orig-
inally three, currently four) Swarm mission satellites developed and operated by the
European Space Agency (ESA) (Friis-Christensen et al., 2006; Olsen et al., 2013).
Dis-entangling the magnetic effects of different sources is a difficult and ongoing
task (Backus, 1970; Finlay et al., 2017; Gauss, 1838; Langel and Hinze, 1998), and the
separation of these signals and attribution to their respective sources is a necessary step
before they can be accurately studied. The lithospheric and ionospheric fields are very
hard to separate due to their often similar magnitudes and spatial scales (i.e. it is hard
to distinguish between them in any given measurement). This is particularly the case
in polar regions where even during geomagnetically quiet conditions, the ionospheric
field can be much stronger than the lithospheric field and is highly variable (Olsen and
Stolle, 2017). The usage of satellite data to understand and separate these fields in
polar regions is the main target of this thesis.
To more fully separate lithospheric and ionospheric signals, and hence derive less
mutually contaminated models of each, the main limiting factor is the need for a detailed
description of the polar ionospheric currents and their complex coupling with the solar
wind. I explore this coupling through a study of the auroral electrojets (Smith et
al., 2017), horizontal ionospheric electric currents which flow around Earth’s poles and
which are associated with the aurora. This study is in connection with recent research on
hemispheric asymmetries in ionospheric behaviour (e.g. Laundal et al., 2017; Østgaard
et al., 2016) and on seasonal and long term variations (e.g. Cnossen, 2017; Tsyganenko,
2019). I also develop a new method to derive global lithospheric field models, aiming
to remove the bias field which is otherwise introduced by the auroral electrojets. The
basis of this method can also be used to study solar wind-ionosphere coupling.
Chapter 2 reviews the physical origins of Earth’s magnetic field sources, and Chap-
ters 3 & 4 review measurement techniques and models used to study and describe these
sources. Chapter 5 contains the study of the auroral electrojets and Chapters 6 & 7
present the lithospheric modelling method, with a discussion of the connections between
these two studies and potential future research in Chapter 8.
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Figure 1.1: Sketch of some of the near-Earth magnetic field sources, from Olsen and Stolle
(2012)
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Chapter 2
The geomagnetic field
Before discussing the origins of the magnetic fields in and around Earth, it is useful to
define some of the terms we use to refer to regions of Earth and its environment:
• geospace: the space around Earth controlled by Earth’s magnetic and gravitational
fields
• inner core: the solid, predominantly iron, centre of Earth
• outer core: fluid, mainly iron and nickel, electrically conductive and convecting
• mantle: the solid bulk, composed of silicate minerals, unmagnetised and only
weakly conductive
• lithosphere: the rocky rigid outer layer, can be magnetised and conductive
• ionosphere: the upper part of the atmosphere between about 60km and 1000km
altitude, which is electrically conductive due to ionisation by sunlight and ener-
getic particle precipitation
• magnetosphere: the cavity around Earth created by Earth’s magnetic field de-
flecting the flow of the solar wind, bounded by the magnetopause at about 10RE
on the dayside and extending to about 100RE on the nightside (highly variable),
containing several plasma populations
• heliosphere: the Sun’s magnetosphere, extending well beyond the solar system
planets, to >100 A.U.
• solar wind : the material which defines the heliosphere, a collisionless plasma mov-
ing radially out from the Sun and carrying the so-called interplanetary magnetic
field which is tied to the Sun’s surface
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2.1 Internal fields and external fields
Figure 2.1: Schematic of the power spectra of field sources at satellite altitudes (300km), from
Olsen and Stolle (2012)
It is common to make a distinction between internal and external fields, e.g. Olsen
et al. (2010b), following the original analysis by Gauss (1838) (see a recent translation
by Glassmeier and Tsurutani, 2014). Internal fields, those originating from beneath the
Earth’s surface, are typically the realm of the geophysicist (e.g. Backus et al., 1996;
Parkinson, 1983). External fields are typically the realm of the ionospheric and space
physicist (e.g. Russell et al., 2016). Magnetic measurements contain both of these signals
and so “geomagnetism” spans these disciplines. The various sources and their spatial
extents and intensities are indicated in Figure 2.1.
Internal sources include the geodynamo, induced electric currents in the mantle,
lithosphere, and oceans, and remanent and induced magnetisation in the lithosphere.
External sources include electric currents that close within the ionosphere, largely con-
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trolled by insolation and atmospheric effects, and large current circuits within the mag-
netosphere, out to the magnetopause, which can close through the ionosphere or out
into interplanetary space, largely controlled by the solar wind (e.g. Baumjohann and
Nakamura, 2007).
2.2 Electromagnetism
2.2.1 Remanent and induced magnetisation
Magnetisation arises from the coherent orientation of electron spins, appearing in ma-
terials in three main forms: diamagnetism, paramagnetism, and ferromagnetism (and
similar flavours such as ferrimagnetism and antiferromagnetism), (e.g. Lowrie, 2007, Sec-
tion 5.2.6). Both diamagnetism and paramagnetism only produce magnetic fields when
an external magnetic field is applied, i.e. they are forms of induced magnetisation. Fer-
romagnetic materials retain their magnetism in the absence of external magnetic fields,
resulting in remanent magnetism. The most common naturally-occurring significantly
magnetic minerals are magnetite (ferrimagnetic) and haematite (antiferromagnetic),
(Dunlop and Özdemir, 2007, Section 5.08.3).
Remanent magnetism is where a material acquires a magnetic field related to that of
its environment and can happen through a number of processes (Dunlop and Özdemir,
2007, Section 5.08.6). The dominant process is thermoremanent magnetisation, which
occurs when a hot material drops below its Curie temperature, the temperature above
which the thermal energy disrupts the self-alignment of magnetic moments and rema-
nent magnetism is not present. The material acquires a magnetisation which is related
to the strength and direction of the magnetic field applied when it dropped below the
Curie temperature. In nature there are some additional ways that materials can gain
a remanent magnetisation, including detrital and chemical and isothermal remanent
magnetisation.
Materials can exhibit both remanent and induced magnetisation and so the magnetic
field of a material is the sum of both of these. This is further complicated when materials
are also electrically conductive, because electric currents will flow when a time-changing
magnetic field is applied, themselves producing an additional magnetic field.
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2.2.2 Magnetohydrodynamics
Magnetohydrodynamics is the description of processes occurring in magnetised fluids,
such as the tenuous plasma present in space, and the dense but fluid metal in Earth’s
outer core. It describes the interrelation of the motion and the magnetic field of such
fluids. Derivations and much more detail can be found in texts such as Baumjohann
and Treumann (1997), Russell et al. (2016), and Parkinson (1983), but some important
points are highlighted here.
Maxwell’s equations can be written as
∇ ·E = ρ
ε0
, (2.1)











where E and B are the electric and magnetic fields, ρ is the charge density, j is the
electric current density, and ε0 and µ0 are the electric permittivity and magnetic per-
meability of free space.
Ohm’s law can be written as
j = σE′, (2.5)
relating the current density, j, to the electrical conductivity, σ, and electric field, E′,
in the rest frame of the fluid.
From equations 2.3, 2.4, and 2.5, the “induction equation” can be derived:
∂B
∂t
= ∇× (u×B) + η∇2B (2.6)
where η = 1µ0σ and u is the velocity of the fluid. This describes how B changes with
time in response to a combination of two terms, ∇× (u×B) being the advective term
describing the joint movement of magnetic field and fluid, and η∇2B the diffusive term
describing the diffusion of magnetic field through the fluid. The relative influence of
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where L is the length scale being considered. When Rm  1, the advective term is
dominant and we are in the regime where flux is said to be “frozen-in” to the flow. This
is stated mathematically by Alfvén’s theorem as
∫
S
B · dS = constant, (2.8)
meaning that the magnetic flux passing through a surface within the fluid is conserved.
This means that either the magnetic field lines are dragged along by the motion of the
fluid, or that the magnetic field dictates the allowable movement of the fluid. This is the
basis of the behaviour we observe within the changing core magnetic field configuration
due to its fluid motion, within the solar wind flow transporting its magnetic field, and the
formation of the barrier provided by Earth’s magnetosphere. When Alfvén’s theorem
breaks down, a process called magnetic reconnection occurs, allowing the transport of
material and energy between two “frozen-out” regions. As shall be seen later, this is an
important process within the magnetosphere.
2.3 Internal fields
The field of internal origin largely comprises that from the core, and from the litho-
sphere. Our knowledge and understanding of these sources is driven primarily by the
collection of data from different sources, and the combination of these data to produce
empirical models (Hulot et al., 2007). The origins of the core field and the lithospheric
field are summarised here.
2.3.1 The core field
The core magnetic field, originating from the action of the geodynamo, is the largest
component of the geomagnetic field. It is responsible for the large-scale shape and
strength as the field extends out into space. It is predominantly dipolar, and, since
the higher order components decay away when viewed further from the source, can be
approximated very accurately as such when far from the Earth. However, the interaction
with the solar wind distorts the shape, as we shall see in section 2.4.1. The radial
magnetic field at the core surface and an example of the flow inferred from it is shown
in Figure 2.2.
Geodynamo theory was first proposed by Larmor (1919) and later developed by
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Figure 2.2: The radial magnetic field at the core surface in mT, from the CHAOS-6 magnetic
field model. Green lines are tracers of the core flow (average flow velocity is 20 km/year). Image
from Finlay et al., 2016
Parker (1955) and many others, also in relation to the solar dynamo (the source of the
Sun’s magnetic field and its activity cycle, see e.g. Jones et al., 2010). It describes how
electric currents and flow of material in the outer core act in such a way as to create a
self-sustaining dynamo (Cowling, 1976; Roberts and King, 2013) which we can remotely
observe through the magnetic field that it creates. Measurement of this magnetic field
therefore gives us information about the conditions and physical behaviour of the core.
This is one of the few tools we have to probe planetary cores, along with seismology,
geodesy, laboratory experiments, and computer simulations (Glatzmaier and Olson,
2005; Hardy and Wong, 2019; Whaler, 2007).
Various scenarios were initially considered for the origin of the field, but it is now
understood that the only possible source for such large magnetic field strength is from
electric currents in the outer core. This is a result of what is known of the properties
(such as density and conductivity) of the crust, mantle, and outer and inner core.
These electric currents are being sustained by a complicated convectional motion in the
fluid outer core controlled by magnetohydrodynamics and the rotation of the core, and
thermodynamic flow (Finlay et al., 2010). The combined effect is self-sustaining, in
that the presence of the magnetic field drives the dynamo which is then responsible for
creating new magnetic field sources. Observation of the so-called “secular variation”, the
long-term (months to years and longer) variation of the magnetic field, reveals the flows
on the surface of the outer core and their change over time (Beggan and Whaler, 2008;
2.3. INTERNAL FIELDS 11
Gillet et al., 2010). In practice, information is hidden from us because of shielding by the
slightly conductive mantle over the distance to the core from the surface (> 3000km),
as well as because of contamination by other magnetic sources. Our interpretations
are also limited by knowledge and assumptions of physical conditions in the core and
mantle.
Geodynamo theory allows us to describe, and even predict, the secular variation,
and allows for reversal of the dipole (being one of two quasi-stable states). However,
simulating and and understanding the details remains a great challenge as the dynamo
process is inherently complex. See e.g. Roberts and King (2013) for a recent review.
Our knowledge of the core magnetic field and support for core flow theories is built
upon a solid foundation of measurements from observatories, satellites, and palaeomag-
netism (Hulot et al., 2010). Recently, with the increased capabilities afforded with the
inclusion of new satellite measurements, there has been more focus on short-lived (such
as secular acceleration and jerks, e.g. Chulliat and Maus, 2014) and localised (such as
jets, e.g. Livermore et al., 2016) features. There has also been a renewed interest in
novel ways to exploit satellite data (such as the virtual observatory method, e.g. Mandea
and Olsen, 2006).
2.3.2 The lithospheric field
The magnetic field of the lithosphere has three main sources: from remanent and induced
magnetisation, and from electric currents. There are several natural origins of remanent
magnetism, the most dominant of which (when considering the large scale lithospheric
field) is thermoremanent magnetisation as discussed in Section 2.2.1, whereby grains in
igneous rocks acquire magnetic moments related to the strength and direction of the
ambient magnetic field (i.e. mostly the core field) when they cool below their Curie
temperature. By inspecting remanent magnetisations we are able to reconstruct the
past main magnetic field (palaeomagnetism, see. e.g. Chapter 5 of Lowrie, 2007). A
particularly important result from this is the knowledge of reversals of the field, most
prominent in the alternation of sea floor spreading features (as visible in Figure 2.3).
The variations in magnetic field across a region are also referred to as magnetic
anomalies. As well as providing a record of the past field, they help us to probe the
subsurface since different mineralogies exhibit different levels of magnetisation. Global
surveying of the lithospheric field is a particular driver for the Swarm mission and has
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Figure 2.3: Total field anomaly from the World Digital Magnetic Anomaly Map (WDMAM)
v2 (Lesur et al., 2016)
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its key contribution from magnetic LEO satellites in general (Langel and Hinze, 1998).
In addition to satellites, aeromagnetic and marine surveys provide localised information
(the shorter wavelength features) and are invaluable in geophysical exploration, with
the three approaches supplementing and complementing each other. Data are compiled
together to create global maps, such as the World Digital Magnetic Anomaly Map
(WDMAM v2, Lesur et al., 2016) as shown in Figure 2.3.
The magnetic field observable by large-scale surveys results from the integrated ef-
fect of rock magnetisations, with significant variations both laterally (from region to
region) and with depth. This inhomogeneity is caused by variation in lithospheric com-
position, structure, and heat flow, with the magnetic depth varying substantially across
Earth though not extending significantly in the mantle because here minerals are above
their Curie temperature (Wasilewski et al., 1979). The distribution of magnetisation
itself is a combination of both remanent and induced magnetisations. Total magneti-
sation is therefore dependent on the mineralogical compositions of rocks, their thermal
history and the history of the main field (giving rise to the remanent component), and
their magnetic susceptibilities and the current main field (giving rise to the induced
component). The relative strengths of these components is described by the Koenigs-
berger ratio, Q = |Mr|/|Mi|, for which representative values for different minerals can
be found in Clark (1997).
Determining magnetisation maps from magnetic field measurements is a very dif-
ficult inverse problem since a given magnetic field can arise from an infinite number
of different distributions of magnetisation, with some configurations producing no ex-
ternal magnetic field. Moreover, separating the contributions of remanent and induced
magnetisations is challenging. Nevertheless, such information is invaluable for geolog-
ical investigations so there are many techniques developed to tackle these problems to
deduce maps of the magnetisation and susceptibility (e.g. Vervelidou and Lesur, 2018,
and references therein).
Continental and oceanic crust are very different in composition and structure, yield-
ing very different magnetic properties (Hinze et al., 1991). The oceanic crust is denser,
younger, and thinner and composed mainly of mafic rock (igneous rocks rich in mag-
nesium and iron, such as basalt), whereas continental crust is generally much thicker
and more felsic (rocks containing more silicate minerals which are lighter, such as gran-
ite). The more mafic nature of oceanic crust results in a larger relative contribution
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from remanent rather than induced magnetisation (i.e. a high Koenigsberger ratio),
whereas continental crust often exhibits stronger induced magnetisation. These differ-
ences motivate different treatment of continental and oceanic regions when inferring
magnetisations from field measurements. For example, making the assumption that the
field originates fully from induced magnetisation is more reasonable over the continents
than over the oceans.
Purucker and Whaler (2006) and Thébault et al. (2010) provide reviews of crustal
magnetism, describing its utility, and methods to measure and model it. Langel and
Hinze (1998) give a more detailed review which focuses on the application of satellite
data, brought up to date by Thébault et al. (2017).
2.4 External fields
External field sources are electric currents in the ionosphere and magnetosphere, with
a complicated coupling between the two, and into the solid Earth. These cover a large
volume of space from just 65 km above the Earth’s surface (where the atmosphere be-
comes ionised enough to be electrically conducting), out to many Earth radii (Chapters
2 & 10 of Russell et al., 2016). They create magnetic disturbances over a range of time
scales, from rapid variations at the millisecond scale, to current systems that evolve over
a few hours or days (see Sections 4.4 to 4.6 of Parkinson (1983), and Baumjohann and
Nakamura (2007)). There are longer scale variations, in relation to the seasons, the 11-
year solar activity cycle, and even longer due to secular variation in solar output as well
as in the geomagnetic field shape and strength (Cnossen and Matzka, 2016; Lockwood
et al., 2018a). Magnetic fields measured by satellites are strongly influenced by these
external sources and so it is a challenge to separate out the external sources in order
to retrieve the internal field from satellite measurements. From another perspective,
satellites are an ideal platform with which we can study these external sources.
2.4.1 The solar wind and the magnetosphere
The solar wind is a fast (typically 400-800km/s) flow of plasma moving mostly radially
outwards from the Sun’s corona (Russell et al., 2016, Chapter 5), with structures within
it being twisted into the Parker spiral (after Parker, 1958) by the rotation of the Sun,
including the interplanetary magnetic field (IMF) which is frozen into the flow. This
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Figure 2.4: A cut-away diagram of the magnetosphere from Russell et al. (2016). The major
regions and persistent current systems are indicated.
flow changes constantly due to the chaotic processes at the Sun’s surface and within the
flow itself, and we quantify it in terms of its particle density, temperature, bulk velocity,
and magnetic field vector.
The solar wind is interrupted when it meets solar system bodies, magnetised or not
(Russell et al., 2016, Chapters 7 & 8), where a variety of complex interactions occur. In
the case of the Earth, the geomagnetic field creates a cavity in the solar wind (see Figure
2.4), compressed on the dayside to about 10RE and extended out into the magnetotail
on the nightside to about 100RE , held in an equilibrium between the dynamic pressure
of the flow and the internal (geo-)magnetic pressure. The IMF carried by the solar
wind cannot penetrate the geomagnetic field lines and the two regimes are said to be
“frozen-out”. Since this interaction distorts the overall shape of the geomagnetic field
lines, electric currents are flowing along the magnetopause (called “Chapman-Ferraro
currents” after Chapman and Ferraro (1931)). The magnetosphere shape has been
modelled empirically from analysis of spacecraft magnetopause crossings (e.g. Shue et
al., 1997; Tsyganenko, 1995).
Energy can enter the magnetosphere from the solar wind, in the form of parti-
cles crossing the magnetopause during magnetic reconnection events, feeding magneto-
spheric processes. Energy also enters at the polar cusps, effectively ‘gaps’ in the shield,
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where the field lines are practically vertical and extend out into the solar wind and po-
lar ionospheric processes can be driven directly by the solar wind, within the so-called
polar cap region. Solar wind conditions that are conducive to magnetic reconnection
are said to be “geoeffective” and there are a number of patterns within this behaviour
(Lockwood et al., 2016).
Plasma within the magnetosphere is divided into a number of different regions with
different densities and temperatures, which are controlled by the shape and strength of
the geomagnetic field (ranging from about 50µT at Earth’s surface down to 10nT in the
tail). The material is sourced from entry of the solar wind, and from evaporation from
the ionosphere (Chappell, 2015). The main regions are identified as the plasmasphere,
the Van Allen radiation belts, the plasma sheet, and themagnetotail lobes. Each region is
characterised by its different plasma properties and the way in which they are governed
by the geomagnetic field. Magnetospheric physics is a very active area of research with
some clear outstanding questions to be answered (Denton et al., 2016) and has motivated
several space missions as well as coordinated observations from ground (Lotko, 2017).
Motion of the plasma around the Earth can conspire to create electric currents which
we can observe from Earth by their magnetic fields. This is the case for the azimuthal
drift of radiation belt particles, where electrons and protons move in opposite directions,
creating the ring current. These fields are weak most of the time (as felt at Earth) com-
pared to the fields originating internally and from the ionosphere, usually contributing
only a few nT, but vary with geomagnetic activity. Ganushkina et al. (2018) give a con-
cise overview of the magnetospheric current systems for the geophysicist. Their effects
at LEO in relation to geomagnetic field modelling are reviewed by Lühr et al. (2017).
The complex interaction arising from solar wind energy input and eventually re-
sulting in ionospheric currents and even atmospheric phenomena is referred to as solar
wind-magnetosphere-ionosphere-atmosphere coupling. Explanations of electric currents
within geospace inevitably require understanding from all aspects of this system; Chap-
ter 9 of Russell et al. (2016), and Milan et al. (2017) give useful reviews of this coupling.
Consideration of the coupling between the solar wind and the geomagnetic field has
been fruitful for gaining knowledge of the long-term behaviour of the Sun. Historic
geomagnetic data have been used to reconstruct heliospheric conditions from before the
space era (Lockwood, 2013). Together with sunspot records and cosmogenic radionu-
clides, a surprisingly broad understanding of space climate has been achieved (Lockwood
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et al., 2017, 2018b).
2.4.2 The ionosphere
The base of the magnetosphere merges into the ionosphere, which is the transition
region between the fully ionised magnetospheric plasma and the neutral gas of the
atmosphere (Section 4.2 of Parkinson (1983) and Chapter 2 of Russell et al. (2016)).
Electron density and collision frequency vary with altitude, producing a vertical gradient
in conductivity. It so happens that conductivity peaks within what is called the E-layer
at around 110km, so electric currents are strongest here.. The electron/ion density is
mostly explained by the combined action of ionising solar radiation and deionisation
by collisional recombination. This results in a diurnal variation with ion densities, and
therefore currents, being generally higher on the day side.
Sq and the EEJ
There is a stable ionospheric current system, the solar quiet (Sq) variation, that follows
a diurnal oscillation that is stronger during the day, being modulated by the daily cycle
in atmospheric tides due to the Sun’s heating. It is driven by a dynamo where current-
driving electric fields are produced by winds moving ionised gas across the geomagnetic
field. This has been well studied since the late 19th century (Yamazaki and Maute,
2017). It takes the form of two circular current systems, one over each hemisphere
(on the day side), and also produces a strong eastward current along the equator, the
equatorial electrojet (EEJ). There are also other current systems driven by the pressure
and gravity gradients within the atmosphere - these are typically weaker (Alken et al.,
2016).
The auroral oval
Aside from the effect of insolation, the other significant source of ionisation is mag-
netospheric particle precipitation, which is most important at high latitudes where
magnetospheric electrons of a few keV are channelled in along the field lines. It is this
process that produces the aurorae, in both the Northern and Southern Hemispheres,
through collisions of the electrons with atmospheric particles pumping them to higher
energy levels, which subsequently relax and emit visible and UV radiation at particular
transition levels (Chapter 11 of Russell et al., 2016)). It is stronger during increased
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geomagnetic disturbance (when the magnetosphere has been driven by solar wind en-
ergy), typically giving brighter emission and extending to lower latitudes. The aurora
forms an oval around the magnetic pole with the lowest latitude and most intense part
over the night side, while the day-side aurora is weaker and closer to the pole. There is
also precipitation directly from the solar wind into the magnetic cusps over the poles,
within the “polar cap” (e.g. Friis-Christensen and Wilhjelm, 1975).
The aurora is associated with electric currents due to the conductivity provided
by the ionisation. These comprise the auroral electrojets (AEJ) running horizontally
(parallel to the Earth’s surface) and field-aligned currents (FAC) that source/sink these
currents in the magnetosphere (see Figure 2.6). These FACs are also referred to as
Birkeland currents, as they were first envisaged by Birkeland, 1908, and they are joined
by Hall currents (which are the electrojets) and Pederson currents (which are additional
weaker horizontal currents perpendicular to the Hall currents). The electrojets flow
within the E-layer and are modulated by geomagnetic disturbance and so cause varying
contributions to the magnetic field. The magnetic field variation from them is sometimes
called the disturbed polar (DP) variation and varies over a time scale of minutes to a
few hours (Nishida, 1968).
2.4.3 The Dungey cycle and magnetosphere-ionosphere coupling
Dungey (1961) laid the foundations of our modern understanding of the magnetosphere,
describing the origin of the auroral zones in terms of geomagnetic field lines open to the
solar wind which advect across the poles from the dayside to the nightside, following the
solar wind bulk motion. The field lines are opened and closed again respectively at the
dayside magnetopause and in the nightside magnetotail, through the process he coined
as magnetic reconnection. The newly closed magnetic field lines at the nightside are
then a source of magnetic pressure which causes a movement of lower latitude magnetic
flux back to the dayside. This repeating process has become known as the Dungey
cycle and the concept has been a very successful basis of more advanced theories in the
decades since (Lockwood, 2016; Southwood et al., 2015).
Magnetic reconnection occurs when a magnetic gradient becomes too high and the
frozen-in flux assumption breaks down. This happens when magnetic field lines are
oppositely oriented, which in the case of the dayside magnetopause is when the IMF
is southwards (compared to the northwards geomagnetic field lines there). It is indeed
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found that auroral activity is strongly correlated with southwards IMF, i.e. during
increased reconnection and thus driving of the Dungey cycle. The reconnection rates
at the front and the back of the Dungey cycle can be used to determine the energy
throughput of the magnetosphere (Milan et al., 2006), with energy input from the solar
wind ultimately either being dissipated through Joule heating in the ionosphere or lost
out the magnetotail.
The magnetic field line convection of the Dungey cycle has its ionospheric footprint
forming two cells over each pole, continuously driving electric currents around these cells.
The other major process providing energy to the auroral oval is the rapid unloading of
magnetospheric energy on the nightside through the auroral substorm (Akasofu, 1964).
In this way, energy transfer from the magnetosphere to the ionosphere, i.e. through
electric currents coupling them, can be characterised as originating through two types
of mechanism / current system: directly driven, and unloading (Akasofu, 2017).
Substorms and storms
Enhanced auroral activity usually follows some particular patterns that are part of the
process known as the auroral substorm, accompanied by its magnetic counterpart, the
magnetic substorm (Akasofu, 1964, 2017). Following a period of increased dayside re-
connection, the Dungey cycle produces a build up of flux on the nightside, resulting in
an expansion of the auroral oval (substorm growth phase). Excess energy is released
when reconnection occurs in the magnetotail, resulting in currents driven into the auro-
ral oval (substorm break-up), and contraction of the auroral oval. Described by Cowley
and Lockwood (1992), this is known as the expanding/contracting polar cap (ECPC)
paradigm, and can be considered as the dynamic extension to the original Dungey cycle
concept.
Substorms can be studied by observing the auroral processes they produce, and by
mapping out the electric currents that carry the energy transfer. The substorm current
system is classically envisaged as a loop of current flowing between the magnetosphere
and the ionosphere along the geomagnetic field lines (Horning et al., 1974; McPherron
et al., 1973). This substorm current wedge maps between magnetically conjugate loca-
tions in the magnetotail and the auroral oval. See Kepko et al. (2014) for more recent
advances.
Geomagnetic storms have been known about for more than two centuries (Lakhina
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and Tsurutani, 2016). These are the largest geomagnetic disturbances and their signa-
tures can be seen in observatories across the globe. This is because they are characterised
by a large increase in the ring current strength which can last for several days (Sandhu
et al., 2019). Storms are driven by intense periods of solar wind energy entry into
the magnetosphere, typically caused by more geoeffective solar wind structures such as
coronal mass ejections (Rostoker and Fälthammar, 1967; Tsurutani and Lakhina, 2014).
2.4.4 Field-aligned currents and auroral electrojets
Iijima and Potemra (1978) described the large scale structure of the field-aligned cur-
rents (FAC) in terms of two main regions, “region 1” and “region 2”, which differ
as to their magnetospheric origin and latitudinal footprint in the ionosphere. These
are indicated in Figure 2.5. This arrangement is the most important component of
magnetosphere-ionosphere coupling, which is joined by a complex system of currents
within the ionosphere as shown in Figure 2.6. The ionospheric footprint of each region
is a ring around the pole, with the region 1 being poleward of region 2, and both be-
ing stronger in the dusk and dawn sectors. Region 1 currents sink and source in the
ionosphere on the dawn and dusk sides respectively, whereas region 2 currents are the
opposite. Current closure is provided by Pedersen currents linking the region 1 and 2
currents, and by the Hall currents (the auroral electrojets, flowing anti-Sunwards due
to the Sunwards Dungey cycle return convection), both within the auroral region which
lies within the annulus of region 1 and 2. Some current closure also occurs through
weak Hall and Pedersen currents flowing across the polar cap.
The substorm current wedge forms in addition to the continual region 1 and 2 cur-
rents, which, due to more intense particle precipitation from magnetospheric unloading,
drives a more intense substorm electrojet across the midnight sector. There is also a
“region 0” FAC which flows on the dayside, around the magnetic cusp, with its polarity
dependent on the IMF direction.
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Figure 2.5: Geomagnetic field lines and magnetospheric currents, from Milan et al. (2017).
(a) “Open” and “closed” field lines as envisaged in the Dungey cycle; (b) Chapman-Ferraro
currents along the magnetopause surface, cross-tail currents across the magnetotail, and the
substorm current wedge; (c) region 1 and region 2 field-aligned currents (FACs), and the ring
current. Auroral electrojets can be sourced from the region 1 and 2 currents, the substorm
current wedge, and along the open field lines (“region 0” or cusp currents).
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Figure 2.6: A view over the Northern Hemisphere of the polar ionospheric currents, flowing
horizontally within a spherical cap over the pole, from Milan et al. (2017). The North pole is at
the centre, noon is at the top, dawn to the right, and dusk to the left. Grey shading indicates
more conductive regions. The black lines show the path of convection due to the Dungey cycle.
Coloured lines represent electric currents. Region 0 (pink), 1 (blue), 2 (red) FACs, and the
substorm current wedge (light blue) link radially (more accurately, along magnetic field lines)
out to the magnetosphere as shown in Figure 2.5. These magnetospherically-sourced/sinked
currents close horizontally within the ionosphere in the currents shown here in green and orange:
these produce the magnetic disturbances termed DP1, DP2, DPY. The purple circle shows the
open/closed field line boundary (OCB/PCB), the boundary between the field lines shown in
red and blue in Figure 2.5(a).
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2.4.5 Geomagnetic pulsations and other waves
As well as the current systems outlined above, the magnetosphere and atmosphere carry
many electromagnetic wave phenomena. Some of these lie within the ULF and VLF
bands, and have been observed since the 19th century (see reviews by McPherron (2005),
Pilipenko (1990), and Troitskaya and Gul’elmi (1967)). In magnetospheric physics, the
ULF band covers frequencies of 1mHz to 1Hz and VLF up to several kHz. ULF waves
are also termed (geo)magnetic pulsations or micropulsations, and are assigned a range
of categories according to waveform morphology and frequency: pulsations continuous,
Pc1-5, are quasi-sinusoidal, and pulsations irregular, Pi1-2, have more irregular wave-
forms. These waves have a range of origins, both from the solar wind and generated
internally within the magnetosphere, and affect and are affected by the current systems,
with the magnetosphere acting as a resonant cavity.
As well as pulsations, there are a number of other wave phenomena at higher fre-
quencies which propagate within the ionospheric wave cavity, including Schumann res-
onances, and whistlers, produced by lightning (Section 10.4.4 of Russell et al., 2016).
There are also waves of human origin, such as radio transmissions and powerline har-
monic radiation (Werner et al., 2005). The various external electromagnetic wave
sources, in addition to the magnetospheric and ionospheric current systems, can be
used to probe the conductivity in the interior of the Earth by measuring the induced re-
sponse in magnetotellurics (Unsworth, 2007). This is achieved by measuring the electric
and magnetic fields produced beneath the surface due to induction from the external
sources, i.e. measuring their response to the external sources and hence deducing the
conductivity. In addition to its effect on the magnetic field, the state of the ionosphere
is of particular commercial interest for communications as it affects radio wave propa-
gation. For the same reason, GNSS measurements are affected because the signal delay
time is a critical part of position determination.
2.5 Induced fields
Currents are induced within the Earth by time-changing magnetic fields which may be
internal, i.e. from the core, or external, i.e. from the ionosphere and magnetosphere.
This includes currents generated both within the mantle and the crust, and within
the oceans. Measurement of these currents in reaction to the natural magnetic field
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changes allows us to determine the conductivity structure within Earth’s interior (with
the earliest attempt by Schuster, 1889). It is possible to use a range of different external
sources for induction studies (Olsen, 2007). Similarly, it is also possible to extract the
oceans’ tides and currents (Sabaka et al., 2016; Tyler et al., 2003).
Chapter 3
Data and observation platforms
Geomagnetic observations have a long history and in some cases represent some of the
longest running geophysical time series that have been continuously measured. The
earliest magnetic observatories were established in the early 19th century, following the
legacy of Gauss (Garland, 1979). These observatories monitor and record the magnetic
field in one location and so measurements must be drawn from the global network of
observatories in order to study the global magnetic field. Initially, these observatories
were concentrated in Europe, but the network has since expanded to sample the field
across the planet (Macmillan, 2007a; Rasson et al., 2011). However, observatory data
are still limited by an uneven and sparse distribution, and so the advance of satellite
coverage strongly complements the ground network as well as extending the range of
phenomena that can be investigated (Chulliat et al., 2016b).
The evolution of magnetic measurements over the previous two centuries has driven
major innovations in our understanding of the Earth system and its environment in
space. This chapter highlights the key aspects upon which this thesis depends. First,
I describe the fundamentals of magnetic measurements and the instrumentation used,
in the context of ground observatories and satellite missions. This is followed by an
introduction to geomagnetic activity indices, solar wind data, and relevant coordinate
systems.
3.1 Ground observatories
Observatories are operated by many different organisations across many countries, using
different instruments and procedures. This variety introduces challenges in drawing to-
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gether the disparate data sources in an effective and consistent manner. Currently there
is a focus on bringing together observatories to a common standard (INTERMAGNET,
see e.g., Reay et al., 2011), and extending the network on land and even to the sea floor
(Rasson et al., 2011). There is also a drive to draw data sources together in a more
directly usable manner, e.g. SuperMAG (Gjerloev, 2012), which, as well as providing
data compiled into one location and format with new baseline corrections, is providing
added value through novel approaches such as network analysis to provide new activity
indicators. However, the SuperMAG network includes variometers that only provide
measurements of relative changes in the magnetic field, in contrast to observatories
which provide the absolute values at high precision over long time periods. This makes
observatory data crucial for secular variation and climatological studies.
Since the distribution of observatories is not uniform and spatial coverage is in-
complete, they are supplemented by ground measurements at other locations (repeat
stations). Measurements are also obtained from airborne and marine surveys (Hamoudi
et al., 2011), which provide high resolution lithospheric measurements over localised
regions. These are particularly driven by commercial interests in mineral and hydro-
carbon exploration. Since it is difficult to accurately orientate vector measurements on
these platforms, the measurements are almost exclusively of just the field intensity (i.e.
scalar measurements).
Measurements are made of several different vector field quantities (Figure 3.1).
These are declination (D), inclination (I), horizontal intensity (H), total intensity (F),
and the vector components, X (northwards), Y (eastwards), Z (downwards). Declina-
tion is the angle of the magnetic vector from geographic North in the horizontal plane
and inclination is its angle from the horizontal.
Modern observatories typically make continuous measurements of the field using two
instruments. The first is a triaxial fluxgate magnetometer, which measures variation of
the three components of the magnetic field vector. The second is one of several types
of absolute scalar magnetometer, relying on quantum mechanical properties such as
proton precession or the Overhauser effect to make highly sensitive measurements of
the absolute intensity of the field. The absolute magnetometer is necessary to perform
a baseline correction of the vector measurements which are subject to drift. Additional
calibration is performed by periodic manual observations, particularly of the declination
and inclination (Chulliat et al., 2016b) using a fluxgate theodolite, usually on a weekly
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Observatory records are supplemented by repeat stations, where an additional set of
locations are revisited every few years in order to provide a greater geographical cover-
age to better track secular variation. At these repeat stations, similar measurements are
carried out as at observatories, over a few hours, and external field contaminations (di-
urnal variation and storms) are corrected for (Macmillan, 2007b). Example observatory
data is shown in Figure 3.2
Figure 3.1: The conventional magnetic vector quantities, from Glassmeier et al. (2009)
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Figure 3.2: The Eastwards (Y) component measured at Eskdalemuir observatory during 2003
(hourly means). The horizontal line is the annual mean, so that the change in the shaded area
over the year shows the secular variation. The effect of the Sq system is visible as a daily
variation, and large jumps are produced by geomagnetic storms. The year is partitioned into
Bartels rotations (according to the rotation period of the Sun) so that cyclic disturbances due
to persistent coronal holes (active areas of the Sun) line up.
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3.2 Satellite missions
Operation Inc. Altitude Data
OGO-2 10/1965 - 09/1967 87° 410-1510 km Scalar
OGO-4 07/1967 - 01/1969 86° 410-910 km Scalar
OGO-6 06/1969 - 06/1971 82° 400-1100 km Scalar
Magsat 11/1979 - 05/1980 97° 325-550 km Vector
Ørsted 02/1999 - 01/2014 97° 650-850 km Vector
CHAMP 07/2000 - 09/2010 87° 260-450 km Vector
SAC-C 01/2001 - 12/2004 98° 698-705 km Scalar
Swarm (ABC) 11/2013 - 88° 530/<450 km Vector
Table 3.1: Summary of high precision LEO magnetic satellites (Olsen and Stolle, 2012)
Some of the earliest satellites started to provide geophysical information from mag-
netic measurements, but precision (preferably vector) magnetometers with global cov-
erage, as well as precise orbit and attitude information, are required for the purposes of
geomagnetic field modelling. The notable missions providing such platforms are listed
in Table 3.1. The first three of these, OGO-2, OGO-4, and OGO-6, were part of the
Polar Orbiting Geophysical Observatory (POGO) series which provided only scalar data
from elliptical orbits between 1965 and 1971. Magsat, launched in late 1979, was the
first satellite providing vector magnetic data and was able to map lithospheric anoma-
lies, motivated by the discoveries of the earlier POGO satellites. Unfortunately Magsat
was only in orbit for about half a year and was followed by a twenty-year absence of
high precision measurements in LEO. More information on these and other magnetic
satellites can be found in Langel and Hinze (1998, Chapter 3), and a later review by
Olsen et al. (2010a) which describes the relation of satellites to field modelling in the
lead-up to the launch of Swarm.
Between 1999 and 2001, Ørsted, CHAMP, and SAC-C were launched, providing a
decade of high precision coverage which inspired many new field models probing the
sources in greater detail. Their success provided a clear motivation for the Swarm
mission which was selected in 2004 as ESA’s 5th Earth Explorer (Friis-Christensen et
al., 2006). The Swarm spacecraft design is heavily based on the designs of Ørsted and
CHAMP.
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Figure 3.3: The Swarm spacecraft (ESA). The magnetic measurements are made by the
Absolute Scalar Magnetometer (ASM) and the Vector Field Magnetometer (VFM).
Figure 3.4: Altitude and local time of ascending node (LTAN) of the Swarm trio since launch
in 2013 until end of 2018
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3.2.1 Swarm
Swarm launched in November 2013 as a constellation of three identical satellites pro-
viding magnetic gradiometry measurements in LEO for the first time. Analogously
to ground observatories, measurements are made by a duo of the Vector Field Magne-
tometer (VFM) and the Absolute Scalar Magnetometer (ASM) - see Olsen et al. (2013).
These sensors are kept distant from the magnetic fields generated by the spacecraft by
being mounted on a boom (see Figure 3.3). As with other Earth observation missions,
precise orbit determination (accurate knowledge of the spacecraft position at the time
of each measurement) is provided by GNSS and a laser retroreflector.
The ASM (Fratter et al., 2016) is positioned furthest from the spacecraft body in
order to obtain the most pristine measurements of the scalar field, which is used for
in-flight calibration of the VFM data. This calibration procedure is based on experience
from previous missions (Olsen et al., 2003; Yin and Lühr, 2011). The orientation of the
vector measurements are derived from the star tracker (STR) orientation, and so the
VFM is colocated with the STR to minimise offsets, but distortions still occur because
of thermal effects. Rotations are applied to transform the vector measurements from the
VFM frame to the STR frame and to the geocentric frame, but accurately determining
the Euler angles is challenging and has previously been achieved by comparing with
independently determined geomagnetic main field models. For this reason, the Euler
angles are co-estimated with the core field models which are derived as part of the
Swarm mission processor chain. Corrections are also applied to the data to account
for stray fields introduced by the instrument and spacecraft setup, so for this reason
successively improved data versions are released as these fields are better characterised
as the mission progresses. The primary magnetic data product, SW_OPER_MAGx_LR_1B,
contains the vector and scalar measurements sampled at 1Hz (DTU, 2019).
The three original satellites of the Swarm mission (Alpha, Bravo, and Charlie) were
deployed together and manoeuvred into their current constellation configuration over a
few months until May 2014 (see Figure 3.4). From this point onward, Bravo orbits at
an altitude below 530 km, and Alpha and Charlie orbit almost side by side at below 480
km, separated by about 1.5° longitude at the equator. Altitude (above the reference
radius) varies over each orbit by about 20 km. The satellites sweep through all local
time sectors over about 4 months. The gradual separation in local time of the orbital
planes of A/C and B is such that they were perpendicular around 2018.0.
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Other spacecraft are being added under the umbrella of the Swarm mission. In
2018, the Canadian Space Agency’s CASSIOPE satellite and its instrument, e-POP,
were added as “Swarm Echo”, providing another sampling point primarily for space
weather research (ESA, 2018). The French space agency, CNES, is working on a new
nano-satellite with a miniaturised Swarm-like ASM that can also provide vector data
(Hulot et al., 2018). This is hoped to become “Swarm Delta”. Other missions are also
becoming involved, with synergies and potential future operational support from ESA
being explored. These include the Chinese National Space Agency’s “China Seismo-
Electromagnetic Satellite” (CSES) and other ESA missions, Cryosat and GOCE, and
NASA’s GRACE (Bouffard et al., 2019).
3.3 Geomagnetic indices
Geomagnetic activity levels are characterised by various indices which are derived from
observatory data. Each of the indices are designed to capture activity in different ex-
ternal current systems. This is achieved by careful algorithm design and application
to appropriate observatories according to their geographic location and ability to re-
spond to the current system in question. These indices are key parameters used in
solar-terrestrial research and space weather monitoring and are widely applied in many
studies, including geomagnetic internal field modelling (Kauristie et al., 2017). Some of
the most important ones are introduced here: “Kp”, “Dst”, and “AE”. For more details
see reviews by Mayaud (1980) and Menvielle et al. (2011).
The so-called K indices (for “Kennziffer”, meaning “reference number”) were intro-
duced by Bartels et al. (1939) and are regularly calculated at observatories. They are
based off the maximum deviation of magnetic D (declination) and H (horizontal inten-
sity) over a three-hour period after accounting for the quiet-time diurnal variation. The
calculation was later standardised by Bartels (1949) and an averaging of K indices from
13 chosen mid-latitude observatories used to define the Kp (planetary) index. The Kp
index is thus a three-hourly index representing the global disturbance.
The Dst index (disturbance, storm-time, Sugiura, 1964) is derived from the de-
viations of the H components measured at four near-equatorial observatories and is
calculated hourly . This measure responds strongly to the ring current because of its
geometry, and so Dst is a good index to track the evolution of geomagnetic storms
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due to to the characteristic pattern of energisation and subsequent decay of the ring
current. Because of difficulties in determining the absolute baseline of the Dst index,
more recently efforts have been made to derive indices which are better able to describe
the quiet-time ring current, such as the RC index (Olsen et al., 2014).
The AE index (auroral electrojet, Davis and Sugiura, 1966) is derived from H com-
ponent deviations at 12 observatories in the northern auroral oval. At each observatory,
the H deviations are calculated by subtracting a determined monthly baseline value.
These values from the 12 observatories are superposed and the largest and smallest
values at each given time are picked, defining upper (AU) and lower (AL) envelopes.
AE is then calculated as AU - AL, at 1-minute resolution. AU represents the strongest
current intensity of the eastward auroral electojet, and AL the westward, so AE aims
to represent the overall activity of both. The AE index has several deficiencies, as shall
be explored in Chapter 5, and so there are some recent developments to define better
indices to describe electrojet activity. One of these initiatives is the SME index, as part
of the SuperMAG project (Gjerloev, 2012; Newell and Gjerloev, 2011). Another is an
orbit-by-orbit measure of the strength and location of the auroral electrojets based on
Swarm data (Swarm DISC Invitation to Tender 1.2, SD-ITT-1.2), which will soon be
released as a Swarm mission product.
3.4 Solar wind data
Measurements of the solar wind are available from a small number of spacecraft lo-
cated upstream from Earth’s magnetosphere. These spacecraft carry magnetometers
and particle analysers, providing a typical array of plasma measurements: particle den-
sities and temperatures, the magnetic field vector (i.e. the IMF), and the bulk flow
velocity. These data are available as homogenised time series, time-shifted from the
spacecraft locations to the solar wind’s arrival time at the magnetosphere bow shock,
through NASA’s OMNI service (https://omniweb.gsfc.nasa.gov). In this thesis I
use the common convention that, when referring to IMF Bx,y,z, this refers to the IMF
components in the GSM frame (see next section), unless stated otherwise.
Related to these data are various measurements of the Sun. A measurement that is
commonly used in geomagnetism is the solar radio flux at the 10.7cm wavelength. This
is referred to as the F10.7 index and is indicative of the overall radiative output of the
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Sun, and is particularly useful due to its continuous availability and long record.
3.5 Coordinate systems
There are a number of coordinate systems relevant to geomagnetism (Hapgood, 1992;
Laundal and Richmond, 2017). The systems that are used in this thesis are introduced
here.
3.5.1 Geocentric and geodetic
As is common practice, I use “geocentric” (GEO) to refer to the Earth-centred Earth-
fixed coordinate system with its z axis along the rotation axis, and x axis pointing
to the intersection of the Greenwich meridian and the equator. GEO co-latitude and
longitude are spherical coordinates, θGEO and φGEO, which, together with the radial
distance from the geocentre, r, describe a position vector. If unspecified, θ and φ refer
to these coordinates in this thesis. This is not to be confused with geodetic coordinates
which are defined with respect to the ellipsoid surface (of e.g. the World Geodetic
System 1984 [WGS84]), accounting for the oblateness of the Earth.
A local Cartesian system is also used, called NEC (for North, East, Centre). These
are defined geocentrically, with C pointing to the geocentre. This is a natural reference
system for satellite measurements and is the principle system that the Swarm data are
provided in. Note that these are different from the X, Y, Z components described in
Section 3.1, which are defined geodetically, with Z pointing perpendicular to the local
surface of the ellipsoid. Later in this thesis, I refer to the “C” direction using either
“C” or “Z” but in these cases I am instead referring to the same geocentrically defined
direction.
3.5.2 Geocentric solar ecliptic (GSE) and Geocentric solar magneto-
spheric (GSM)
Both the Geocentric solar ecliptic (GSE) and Geocentric solar magnetospheric (GSM)
systems have their x axis pointing towards the Sun on the Earth-Sun line. The GSE z
axis points perpendicular to the ecliptic plane and the y axis therefore points retrograde
along Earth’s orbit (i.e. duskward). GSM is similar but it is rotated about the x axis
(the Earth-Sun line) such that the z axis points along the projection of the magnetic
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dipole in the plane perpendicular to the x axis (see Figure 3.5). GSM is therefore an
appropriate frame in which to consider solar wind-magnetosphere coupling, since at the
magnetosphere “nose” the geomagnetic field points in the zGSM direction.
Figure 3.5: Illustration of CD (red), GSM (green) and SM (blue) coordinate systems, from
Laundal and Richmond (2017). SM (solar magnetic) is often used to define magnetic local time
in the outer magnetosphere.
3.5.3 Centred dipole (CD) and Quasi-dipole (QD)
The centred dipole (CD) is often referred to simply as magnetic (MAG) coordinates. It
is Earth-fixed and its z axis points along the dipole. Its x axis is along the intersection
of the (dipole) magnetic equatorial plane and the plane containing the great circle that
passes through the northern geographic and geomagnetic poles.
Quasi-dipole (QD) is one of several non-orthogonal systems which account for more
of the complexity of the real geomagnetic field. Its coordinate axes are close to the
CD axes but vary across the Earth according to the shape of the main field as defined
by the full IGRF (see Figure 3.6). CD depends on the first order terms (i.e. the
dipole) of the IGRF which dominate at higher altitudes, so CD approximates QD at
large distances away from Earth’s surface. However, the higher order terms produce
significant structure at low altitudes and influence ionospheric activity, so QD is a more
appropriate coordinate system to describe ionospheric current systems. QD is one of
two magnetic apex systems (Emmert et al., 2010; Richmond, 1995) based on tracing
along IGRF field lines to their apex.
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Figure 3.6: Quasi-dipole (QD) coordinate grids, from Laundal and Richmond (2017). QD
grids for epochs 1985 (blue) 2015 (red). They are offset and distorted from geographic latitude
and longitude, and vary in time.
3.5.4 Magnetic local time (MLT)
Magnetic local time (MLT) organises measurements with respect to the local time of
day and the geomagnetic main field. There are several ways to define MLT (Laundal
and Richmond, 2017) but the one used here is based on QD longitude, φQD, and the
subsolar point:
MLT [hours] = (φQD − φCD,ŝ)/15 + 12, (3.1)
where φCD,ŝ is the CD longitude of the subsolar point, both in degrees (see Laundal
and Richmond (2017) for how to calculate these quantities). The factor of 15 converts
between degrees and hours (i.e. 360° being equivalent to 24 hours) and the offset of 12




There are many ways in which one can approach modelling geomagnetic field sources
so, naturally, many competing models have arisen, each with different advantages and
disadvantages as their focuses, and intended applications, differ. In this chapter, the
mathematical apparatus of spherical harmonic analysis is introduced and some of the
important models are summarised, including the Swarm mission products.
4.1 Spherical harmonics
Spherical harmonic analysis (SHA), as first developed by Gauss (1838), is the most
widely used method to produce and describe global magnetic field models. Spherical
harmonics have a number of useful properties that suit them to this purpose. One such
property is that they allow for a natural separation of internal and external magnetic
fields (see e.g. Garland, 1979; Olsen et al., 2010b). The fundamental assumption that is
required for the use of spherical harmonic analysis is that measurements are taken in a
region free of electric currents / magnetic sources. In this case, the magnetic field can be
simply expressed as the gradient of its scalar potential, B = −∇V , and, following from
Maxwell’s equations, the divergence of the magnetic field is zero, ∇·B = 0. Combining
these, we find that the potential must be a solution to ∇2V = 0 (Laplace’s equation).
It can be shown (e.g. Backus et al., 1996; Parkinson, 1983) that solutions of Laplace’s
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equation can be expressed as sums of spherical harmonic terms of the following form:


























Pml (cos θ) (4.1)
where RE is the reference radius for Earth, (r, θ, φ) are the spherical coordinates of radial
distance, geocentric colatitude, and longitude, Pml (cos θ) are the associated Schmidt
semi-normalised Legendre polynomials, and the coefficients (gml , h
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spherical harmonic coefficients (or Gauss coefficients) that describe the strength of the
magnetic field, usually in nanoTesla (nT). This elegant formulation is a summation of
ever-higher degree harmonics (as l increases) where higher degree terms (increasing l)
describe variation over smaller angular scales. In this way, the field is approximated by
the earlier terms in the summation, and is made more and more accurate by adding
more terms. The coefficients can be determined from data by, for example, least-
squares fitting. Theoretically the summation extends to infinity but practically must
be truncated at some maximum degree, N , which depends on the noise present in the
data.
The lower degree terms are dominated by the core field and the higher degree terms
are determined by the crustal field, while the external field contributions occur over a
range of scales. The global field (as far as the core and crustal sources are concerned) is
thus compactly described by the coefficients gml and h
m
l . Secular variation of the main







The more rapid time-varying components (external and induced fields), on the other
hand, must be described in a more complex manner which includes considerations of
local time and geomagnetic activity etc.
The internal and external contributions are described together in equation 4.1 where
internal sources, at r < RE , are separated from external sources, at r > RE , with
the first line (with gml and h
m




l ) representing the
internal and external contributions respectively. See, e.g. Parkinson, 1983, for more
details. This separation of internal and external sources holds true for measurements
taken within a shell at around RE devoid of sources, which presents an issue when
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interpreting measurements from satellites which in fact orbit above, and sometimes
within, ionospheric sources (e.g. Lowes, 2007).
A useful construction from spherical harmonics is the Mauersberger–Lowes power
spectrum (Lowes, 1974; Maus, 2008). This gives the mean squared field strength of
degree l (the amount of power contained within each degree), at a given radial distance
from the centre, r:
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2, (4.2)
(for internal fields) and thus provides a compact way to characterise and compare models
and field sources (see Figure 2.1). This can be defined similarly for the secular variation
and acceleration, to describe the change in power per degree.
4.2 Summary of current models
The geomagnetic field is complex and it is natural to think of it in terms of a sum of the
fields from different sources, each of which behaves differently as they originate from
different physics. For this reason, models often describe one of these fields in isolation
using parameterisations that make sense for each source. A more complex model that
describes multiple sources can be thought of as a collection of individual models that
have been prepared in some consistent way, such as by co-estimation. For example, an
internal field model representing the core and crustal field may be derived from a high
degree SHA which is split at a chosen degree (usually near l=15) with the lower degree
part being time dependent to represent the core field and the higher degree part being
a static crustal field contribution. In cases where ionospheric or magnetospheric fields
are modelled, the analysis is typically done in suitable reference systems that are not
Earth fixed (e.g. GSM, QD/MLT etc.).
Where models attempt to capture only a particular source in isolation, they must
aim to remove the effect of the other sources from the data being used to produce the
model. For example, for a regional crustal field survey, the main field can be subtracted
from the data using an existing main field model, each pass can be line-levelled to remove
the effect of long wavelength trends, and remaining noise assumed minimal or average
to zero. This can be referred to as the “sequential” approach. Other models describe
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more aspects of the field simultaneously, by parameterising the known sources sensibly
and co-estimating them: the “comprehensive” approach. In both cases, it is important
to consider the unmodelled fields and perhaps employ careful data selection to reduce
their effect. There are also choices to be made about the appropriate mathematics used
to describe the models, which depend on source field morphology, on the typical use
case for the model, and on the nature and quantity of the data used in constructing the
model.
























CM5 X X X X (Sabaka et al., 2014) [NASA]
CIY4 X X X X (Sabaka et al., 2018)
CHAOS-6 X X X (Finlay et al., 2016) [DTU]
POMME-11 X X X (Maus et al., 2010) [CIRES/NCEI]
MEME X X X (Hamilton et al., 2015; Thomson et al., 2010) [BGS]
IGRF12 X (Thébault et al., 2015) [IAGA]
WMM2015 X (Chulliat et al., 2015) [NOAA/BGS]
EMM2017 X X [NOAA]
GRIMM X (Lesur et al., 2008) [GFZ]
COV-OBS X (Gillet et al., 2015) [DTU]
gufm1 X (Jackson et al., 2000)
NGDC-720 X (Maus, 2010b) [CIRES/NCEI]
MF7 X (Maus et al., 2008) [CIRES/NCEI]
LCS-1 X (Olsen et al., 2017) [DTU]
DIFI-3 X (Chulliat et al., 2013) [CIRES/NCEI]
AMPS X (Laundal et al., 2018) [pyAMPS]
EMAG2v3* X [Global] (Meyer et al., 2017) [NOAA]
WDMAM* X [Global] (Lesur et al., 2016) [IAGA]
ADMAP-2* X [Antarctic] (Golynsky et al., 2018)
CAMP-M* X [Arctic] (Gaina et al., 2011)
Table 4.1: A selection of contemporary near-Earth magnetic field models. *These are grids
rather than models.
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4.2.1 Main field and joint models
The International Geomagnetic Reference Field
The International Geomagnetic Reference Field (IGRF; Macmillan and Finlay, 2011)
is a time-dependent model of the main field up to degree 13 (in recent years; older
versions do not go this high due to lack of data) and is updated every 5 years to provide
a definitive model for international standardisation, with its starting epoch at 1900.0.
It has been produced by the International Association of Geomagnetism and Aeronomy
(IAGA) since 1965, and its latest release is IGRF-12 (Thébault et al., 2015). It is
parameterised by a set of Gauss coefficients at each 5-yearly sample point, and the
prediction at intermediary times is given by a linear interpolation of these coefficients.
Similarly, a predictive secular variation for the upcoming 5-year interval is given in units
of nT/year.
Rather than being the most scientifically accurate model of the core field (since
such a goal is inevitably subjective, and different models may be deemed “accurate” for
different reasons), the goal of the IGRF is to be a consistent reference standard upon
which many scientific or operational systems are built. A typical example usage is as
the basis of magnetic coordinate systems. The IGRF is therefore built from a weighted
combination of a number of candidate models submitted by various modelling groups.
These candidate models are in turn built from various combinations of observatory,
repeat station, and satellite data. The World Magnetic Model (WMM, Chulliat et al.,
2015) has a similar role, being used in many navigation systems.
CHAOS models
The CHAOS series of models, of which the latest is CHAOS-6 (Finlay et al., 2016),
is named after the satellite missions which originally contributed data to it: CHAMP,
Ørsted, and SAC-C. Since CHAOS-5 (Finlay et al., 2015), these have been joined by
Swarm. Monthly means of observatory data are also used in the inversion, and ground
based activity indices are used for data selection to identify quiet times. CHAOS-6 cov-
ers the period from 1999.0 onward, being periodically extended as new data becomes
available, with the most recent available at the time of writing being CHAOS-6-x9 which
includes data up to the end of April 2019. The primary motivation is to represent the
core field at high time resolution. The contributing data are inverted for a spherical
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harmonic model using an iteratively reweighted least-squares algorithm which makes
use of Huber weights (Huber, 1964), attempting to fit fields resulting from the core,
lithosphere, and magnetosphere. The resulting model gives time-dependent Gauss co-
efficients for main field up to degree 20, and the (static) lithospheric field up to degree
110. The magnetospheric field (both external and induced) is given up to a maximum
of degree 2, parameterised by the RC index which is derived from observatory data as
part of the model production. For the core field over longer durations, the COV-OBS
(Gillet et al., 2015) and gufm1 (Jackson et al., 2000) models are available. COV-OBS
spans 1840 to 2010, and gufm1 spans 1590 to 1990.
Comprehensive Models
“Comprehensive Inversion” is the approach used by the series of “Comprehensive Mod-
els”, the latest of which are CM5 (Sabaka et al., 2014) and CIY4 (Sabaka et al., 2018),
and their derivatives as Swarm mission products. Their aim is to use as much of the
data as possible by parameterising the known field sources and solving for them si-
multaneously, rather than attempting to filter out the unmodelled fields as is the case
in other approaches. The parameterisation is necessarily complex, involving different
spatial and temporal resolutions for each source. Ionospheric fields and their induced
counterparts are described in the quasi-dipole frame. The model represents the best
attempt to account for all sources together in one inversion process, and so the complete
model probably reproduces the total geomagnetic field better than would be achieved
by adding together other models. However, imperfect separation of the sources means
that the individual components of CM5 are not generally the most accurate estimates
of the source fields.
4.2.2 Lithospheric models
Two recent satellite-derived lithospheric field models are MF7 (Maus et al., 2008; Maus,
2010b) and LCS-1 (Olsen et al., 2017). These are spherical harmonic models represent-
ing the static lithospheric field between degrees 16 and 133, and 16 and 185, respectively.
These both benefit from the final two years of CHAMP’s operation at low altitude, which
enabled higher sensitivity to the lithospheric features than with previous satellites. The
higher resolution achieved by LCS-1 is due to the addition of the hitherto unique Swarm
constellation data, even though they are gathered at a higher altitude than CHAMP.
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LCS-1 employs the along-track and cross-track sums and differences of measurements,
which provide a higher signal-to-noise ratio by being less sensitive to the large-scale ex-
ternal field “noise” while being more sensitive to the small-scale crustal features (Olsen
et al., 2017). A significant advantage here is that it enables modelling without the use of
orbit-by-orbit filtering of noise, of the kinds described by Thébault et al. (2017), which
tend to also remove some of the desired signal.
Higher resolution lithospheric models require the addition of marine, aeromagnetic
and ground magnetic surveys, the data from which are typically compiled on a grid. As
part of the compilation process, the longer wavelength components can be replaced with
satellite-derived models (as in e.g. Lesur et al., 2016). This is necessary because regional
surveys cannot resolve these because of their limited spatial extent. The compilation
of these measurements, and correction of them to a common reference field model,
is a complex process and the large regional and global compilations are the result of
large collaborations. Global grids include WDMAM (Lesur et al., 2016) and EMAG2v3
(Meyer et al., 2017). NGDC-720 (Maus, 2010a) is a degree 720 ellipsoidal harmonic
representation to allow prediction of the lithospheric magnetic field anywhere close to
and above the Earth’s surface. Other options include recent anomaly grids which focus
on the Arctic (CAMP-M, Gaina et al., 2011) and Antarctic (ADMAP-2, Golynsky et
al., 2018).
4.2.3 Ionospheric models
The ionospheric field is complex and is the result of many different processes with dif-
ferent drivers, and the current systems necessarily overlap and interact. This means
that it would be difficult to produce a single model describing all the aspects simul-
taneously with an accuracy and resolution (both spatial and temporal) suitable for all
applications. This situation has led to a number of models which are parameterised very
differently as they capture different current systems and have different applications.
Ionospheric fields are by their nature global (or at least very large scale) so satellite
data are invaluable for measuring them due to their global coverage, and understanding
these fields is crucial for making use of satellite data for other purposes. It is no
surprise then that some of the models I introduce here are being adopted as official
Swarm products, as will be described in the following section.
The daytime mid-latitude (i.e. below 55°) field is fairly predictable (i.e. the Sq
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system) and is a large and regular disturbance. In order to use data taken during the
daytime for lithospheric field surveys, it is necessary to account for this field. The
CM5 model (see above) is therefore popular for this purpose because it incorporates a
prediction of this field. As described by Sabaka et al. (2018), the field is parameterised in
spherical harmonics as a function of magnetic local time, season, and location in quasi-
dipole coordinates, as well as a scaling by the F10.7 solar radiation index to account for
insolation increasing the strength of the Sq system. The induced counterpart is based
on estimates of the mantle and ocean conductivity structure (Kuvshinov, 2008).
Complementing the models from the comprehensive approach, a similar model of the
ionospheric field has been produced using the sequential, or “dedicated”, approach: DIFI
(Dedicated Ionospheric Field Inversion; Chulliat et al., 2013; Chulliat et al., 2016a), and
the related EEF model (Equatorial Electric Field; Alken et al., 2013), both as Swarm
products.
The ionospheric field in polar regions is strongly driven by solar wind conditions,
so for this reason the AMPS model (Average Magnetic field and Polar current System;
Laundal et al., 2018) is based on Gauss coefficients which are dependent on the IMF
components, solar wind speed, and Earth’s dipole tilt.
The models above are derived from inversions of satellite data with suitable pa-
rameterisation in order to give global predictions given different input conditions, and
therefore represent the average response. This means that they do not necessarily well
represent the true field at any given moment, since they are inherently limited by the
unrealistic simplicity of their parameterisations and the occurrence of (currently) un-
predictable “noise”. Other models exist, particularly targeting the polar ionospheric
and field-aligned currents, which synthesise ground or satellite data during a given time
period to describe the current system at that time. Some of these are based on the
“Spherical Elementary Current Systems” (SECS) method developed by Amm (1997),
such as a study by Pulkkinen et al. (2003) using ground magnetometers, and by Juusola
et al. (2006) using CHAMP data. Juusola et al. (2016) provide a comparison of related
methods. Olsen (1996) described a method to determine the horizontal ionospheric cur-
rents flowing directly below a satellite as it passes overhead (the “line currents” method),
and this was subsequently developed by Aakjær et al. (2016) and will soon be released
as a Swarm mission product.
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4.3 Swarm mission magnetic field products
As well as the calibrated data releases from ESA (the “Level 1b” data), e.g. the magnetic
vector and scalar measurements, there are a number of “Level 2” (L2) products which
are produced by institutions which contribute to the Swarm Satellite Constellation Ap-
plication and Research Facility (SCARF; Olsen et al., 2013) and a larger group, DISC.
Many of these L2 products are magnetic field models, some of which are summarised in
Table 4.2. These products are categorised into three groups: Fast track (F), Dedicated
(D), and Comprehensive (C).
Fast track models are produced rapidly. In the case of the field aligned currents
(FAC_TMS_2F, Ritter et al., 2013) and magnetospheric models (MMA_SHA_2F, Hamilton,
2013), these are produced daily as soon as data are available, as the algorithms only
depend on relatively short windows of data to derive the models. The fast track core
field model (MCO_SHA_2F) is updated every three months.
Dedicated models include models of the core (MCO_SHA_2D, Rother et al., 2013),
ionosphere (MIO_SHA_2D, Chulliat et al., 2013; Chulliat et al., 2016a), and lithosphere
(MLI_SHA_2D, Thébault et al., 2013). These are updated yearly and are produced by
algorithms that are designed to isolate the field in question and model them in a robust
way (i.e. better than the fast track models). The fast track products are used to
derive some of the other products: for example MMA_SHA_2F is used in the production of
MCO_SHA_2F and the _2D models. The inter-relation of the models and their processing
chains is complex (see Olsen et al., 2013).
Comprehensive models are produced in the “Comprehensive Inversion” chain follow-
ing the method used in the CM series of models (Sabaka et al., 2013, 2018). The individ-
ual products are in actuality the different components of a larger parent model where
each source is co-estimated. These comprise MCO_SHA_2C, MLI_SHA_2C, MMA_SHA_2C,
MIO_SHA_2C, for the core, lithosphere, magnetosphere, and ionosphere respectively.
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4.4 Methods used to improve lithospheric models
I focus here on recent advances and possible directions in improving lithospheric field
models in particular. This inevitably involves aspects of modelling the other fields due
to the entwined nature of separating the field sources from measurements. The current
state of internal field modelling techniques and the growth in the amount and variety of
data available is such that knowledge of the external field “noise” sources, particularly in
the polar regions, is now the limiting factor (Finlay et al., 2017). Accurately modelling,
or otherwise accounting for, the quiet-time external field sources is a delicate process.
For example, something that has not been studied before is the effect of external field
variations due to secular variation of the main field (Cnossen, 2017).
4.4.1 Data selection
Models typically are derived from data that have been carefully selected according to
some set of criteria that minimise the presence of noise. Each modeller chooses selection
criteria according to prior knowledge of the noise behaviour and according to the quality
of the generated model (as compared to other models and to theoretical properties).
There are a variety of such criteria that have been used but they typically follow the
pattern of using data acquired on the Earth’s dark side and when below threshold
values of geomagnetic activity indices. Sometimes only scalar data are used in polar
regions in order to reduce the effect of FACs. Such strategies have worked well for
obtaining reasonable models of both the core and lithospheric fields (see Lesur et al.,
2011, for details on selection procedures used by CHAOS, GRIMM, and BGS models).
For lithospheric models, these criteria can be more stringent in order to remove as much
as possible the external field noise from the weak lithospheric signal, without concern
about the resultant sampling rate since the signal is constant in time.
Some of the quantities commonly used to identify geomagnetic active conditions are:
• Activity indices:
– Kp and am: globally disturbed periods (Mayaud, 1980)
– Dst and dDst/dt: ring current size and changes, or refined variants such as
RC and dRC/dt (Olsen et al., 2014)
– AE: auroral electrojet activity (Davis and Sugiura, 1966; Menvielle and
Marchaudon, 2007)
48 CHAPTER 4. GEOMAGNETIC FIELD MODELS
– PC: polar cap convection (Stauning, 2013; Troshichev and Andrezen, 1985)
• Solar wind conditions:
– IMF Bz, By
– dayside merging electric field (MEF) (Newell et al., 2007)
Kauristie et al. (2017) discuss in detail the usage of these activity indices in field mod-
elling, including the effect of baseline biases, observatory coverage, and generally the
ability of indices to capture the complexity of geomagnetic activity. Determining an
appropriate baseline for the Dst-like indices is a challenge because it requires separat-
ing out a dipole term into contributions from the core, and the magnetosphere and its
induced internal counterpart, but progress has been made on this with the RC index
and with other approaches. Mid-latitude activity can therefore be well removed on the
nightside, and even with some success on the dayside when the Sq system is accounted
for. However, it remains a greater challenge to select quiet periods in the polar regions,
and to adequately describe the remaining ever-present quiet-time external fields.
Another general issue is that most indices are derived from ground-based data and
don’t necessarily describe well the field as seen by satellites, which are instead above
the ionospheric sources rather than below. The combined action of the magnetic fields
produced by horizontal and radial currents produce a different observable equivalent
current system when viewed from below (the Fukushima theorem; Fukushima, 1976),
and satellites are flying through some of the current systems in question.
There are numerous issues with the usage of the AE index to describe quiet polar
conditions, associated with its design capturing only part of the electrojet system and
accuracy only in average conditions. Any single index will struggle with this because of
the complex structure and variability in polar currents. Merging electric field (MEF)
was designed by Kan and Lee (1979) to characterise the dayside magnetopause recon-
nection rate with the solar wind. A revised version by Newell et al. (2007) is used in
contemporary internal field modelling:









)1/2 is the transverse component
of IMF, and θ is the IMF clock angle, the angle between BT and the GSM z axis, i.e.
arctan (By/Bz) (see Figure 4.1). Appropriately time-averaged, it indicates the level of
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Figure 4.1: Illustration of the definition of IMF clock angle, with IMF in the GSM frame and
the direction of the geomagnetic field indicated as BE .
magnetospheric convection and driving of geomagnetic activity particularly over the
polar caps.
4.4.2 Filtering techniques
Several techniques have been used which process satellite data along the orbital tracks
to filter out the effect of external fields. Thébault et al. (2017) reviewed some recent
advances: Fourier filtering, polynomial filtering, high-pass spherical harmonics, singular
spectral analysis, and line-levelling. They showed that these techniques do indeed reduce
the level of external field power, but result in artefacts in the output data as well as
loss of some of the lithospheric signal. Nevertheless, the application of such techniques
has been successful in extending lithospheric field models to higher degree, albeit with
a lower power level than unfiltered models (e.g. Maus et al., 2008). However, Thébault
et al. (2017) point out that the stepwise application of complex correction techniques
means that it is difficult to cleanly assess their effectiveness and the accumulated error
budget.
4.4.3 Gradiometry and other techniques
Older field models were built using data from single-satellite missions that provide
only the vector field measurements. The Swarm constellation can measure cross-track
differences between Swarm A and C, effectively providing the East-West gradient. The
use of gradients rather than vector measurements provides better information content
for retrieving the lithospheric field (e.g Kotsiaros and Olsen, 2012; Kotsiaros, 2016).
This has led to the LCS-1 model (Olsen et al., 2017) which surpasses the resolution
of MF7 without need for any filtering. Gradiometry techniques will likely be improved
upon to make full use of Swarm, and is a clear motivation for a future mission that
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could retrieve the full magnetic tensor.
4.5 Summary of current state-of-the-art and direction of
this thesis
Satellite and ground magnetic data have some fundamental differences. With ground
data, separation of internal and external sources can in principle be performed naturally
by spherical harmonic analysis (SHA). Satellite data on the other hand are recorded
within a shell enclosing (most of) the ionospheric sources so SHA would see these
as “internal” and hence the determined internal field Gauss coefficients would contain
ionospheric signals. More problematically, currents exist within the shell where satellite
measurements are taken, violating the source-free assumption of SHA. Geometric factors
of the external current configurations also affect which parts of the currents are even
visible at ground or by satellite, as well as the different source-measurement distances
affecting relative signal levels of different sources. These issues mean that satellite and
ground data “see” different signals, complicating any comparisons or joint treatment.
To make better usage of satellite data for internal field modelling, new techniques are
needed to account for the external field contamination.
Many field modelling strategies have been developed to tackle the mutual contami-
nation of field sources, including data selection and filtering, subtraction of prior mod-
els (the “sequential” approach), and co-estimation of sources (the “comprehensive” ap-
proach). Subsequently, field models vary in effectiveness and cross-compatibility, de-
pending on the precise problem they are being applied to. A common defect among
all internal field modelling schemes is an overly simplistic treatment of polar currents,
typically handled by rejecting data deemed to be “noisy”, various forms of filtering, and
model regularisation. Consequently, there is not much evidence of what their remaining
effect is on models. To approach this problem, we need better descriptions of the polar
current systems themselves and their physical origins (Finlay et al., 2017).
The lithospheric field, being much weaker than the main field, is particularly hard to
retrieve from satellite data due to the low signal to noise ratio. Many techniques exist
that are able to build reasonable models of the lithospheric field, as well as filtering
techniques that can better isolate it from external field noise (Thébault et al., 2017).
Data selection routines to identify quiet times where data are least contaminated by
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external fields have also made incremental progress over recent years, but there are still
improvements to be made in polar regions (Kauristie et al., 2017). Progress in these
domains improves internal field modelling in general. However, handling polar regions
is continually a problem and remains extremely challenging. A particular challenge is to
accurately describe quiet-time current systems, i.e. the weak currents that are always
present and must have some seasonal and longer time scale variation, as well as small-
scale and weak currents that are currently impossible to isolate from the lithospheric
field.
In general, advances in internal field modelling are likely to come from more sophis-
ticated treatment of external fields, and so we need new types of studies into external
system behaviour specifically within this context. Most studies of the external systems
are made from the perspective of space physicists and so are focused on understand-
ing individual phenomena, characterised by single-event studies and simplified physical
models, while there are few studies into long-term trends and quiet-time currents. There
are hidden and unquantified effects on internal field models due to such externally-driven
biases. Conversely, measurements of the weakest external currents will be limited by
the accuracy of internal field models. These issues are emblematic of the difficulty of
magnetic source separation.
The rest of this thesis firstly investigates the behaviour of polar ionospheric currents,
whose severe effect on internal field modelling efforts is then demonstrated with an explo-
ration of lithospheric field modelling. I aim to first demonstrate some of the complexity
and variations (climatology) of the polar currents. This is achieved in Chapter 5 with a
study of the auroral electrojets, which are indicative of the overall behaviour of the po-
lar ionosphere, as well as being the strongest coherent signal that leaks into lithospheric
field models. The climatology is related to physical origins, to provide insight into both
the behaviour of this system and how it might be treated in the context of internal
field modelling. In Chapters 6 & 7 I outline a new technique to derive lithospheric field
models using some of the information from the auroral electrojet chapter.
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Chapter 5
Climatology of the auroral
electrojets
In this chapter, the behaviour of the auroral electrojets (AEJ) is studied, using data
from Swarm and its predecessors. The focus is on average responses and long-term
trends, hence the choice of the word “climatology”, where I analyse a large number of
events statistically without looking into the detail of individual events. This approach is
useful to identify and demonstrate statistical trends which may be otherwise neglected
in space weather research. In particular it uncovers weak tendencies which are also
intimately related to internal field studies, as shall be explored in the later chapters.
Among the various ionospheric and magnetospheric currents, the auroral electrojets
(AEJs) are perhaps the most troublesome to describe and predict. This reflects their
origin in the complex solar wind-magnetosphere interaction and subsequent magneto-
spheric unloading processes and coupling to varying ionospheric conductivity structure.
They are highly variable with several different types of drivers, from partly stochastic
variations in the solar wind, to seasonal effects caused by Earth’s orbit and its ro-
tational and magnetic axes, to the longer term modulation by the solar cycle. As a
key component of space weather, understanding them is important both in terms of
furthering space and geophysical research and for practical applications due to their
role in geomagnetically induced currents (GICs) in power grids, changes in ionospheric
total electron count (TEC) altering radio wave propagation and negatively affecting
GNSS, atmospheric heating increasing drag on satellites, and disturbances to magnetic
navigation systems (Gaunt, 2016; Pirjola, 2005).
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The AEJs, and the associated field-aligned currents (FACs) which feed them, are
challenging to deal with when modelling the internal fields (from the core and the
crust). This is because they represent a large disturbance field which is both highly
spatially and temporally variable and difficult to predict. This makes it difficult to
either reject periods of data contaminated by these external fields, or to model their
effect. As they introduce noise to core and crustal field models, Cnossen (2017) and
Finlay et al. (2017) point out that models of the core secular variation could be seriously
contaminated in the polar regions by time-varying biases in external fields, depending
on the data selection criteria used in building the models.
5.1 Physical origin of the auroral electrojets (AEJs)
It is well known that when the interplanetary magnetic field (IMF) is oriented south-
wards in the geocentric solar magnetospheric (GSM) reference frame, i.e. GSM IMF-
Bz < 0, it causes enhanced reconnection at the front of the magnetopause and so energy
entering and driving the magnetosphere, as first proposed by Dungey (1961). Although
southwards IMF is the strongest driver of reconnection, the transverse IMF component
(GSM By), and solar wind velocity and density also have an effect. This has led to the
development of “coupling functions” which aim to quantify the amount of energy transfer
into the magnetosphere in terms of solar wind parameters (Finch and Lockwood, 2007).
As well as affecting the amount of energy entering, the By component also has the effect
of twisting the magnetosphere such that magnetically conjugate points in each hemi-
sphere get displaced longitudinally relative to each other (Østgaard et al., 2011). This
has consequences for the release of energy from the magnetosphere to the ionosphere
and back-coupling through the spatial distribution of ionospheric conductivity.
In addition to these variations in solar wind-magnetosphere coupling, there are var-
ious lag times involved between the energy input and the ionospheric response. On the
day side there are more direct responses through energy entry along the magnetic cusps,
whereas on the dawn/dusk and night sides convection-driven and substorm currents will
lag due to the duration of energy build-up and unloading from the magnetotail. These
lag times can be affected by the direction of the IMF (e.g. Browett et al., 2017) as well
as its time history. Such issues complicate the local time pattern of the AEJs, which
are also being driven by daily cycles in insolation-dependent conductivity.
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The AEJs have seasonal patterns which are related both to the axial tilt providing
a yearly oscillation in the amount of insolation in each hemisphere, and to the effect,
identified by Russell and McPherron (1973), of the projection of the typical IMF direc-
tion into the GSM frame increasing the activity around the equinoxes. This, and other
issues arising from the behaviour of the solar wind, are reviewed by Lockwood et al.
(2016). There is also an approximately 11-year periodicity due to the solar cycle.
At high altitudes (above the ionosphere) the non-dipole components of the geomag-
netic field can often be ignored, but at ionospheric altitudes they remain important
and the interhemispheric differences (in terms of magnetic pole location, field intensity,
and field inclination) play a role in magnetosphere-ionosphere coupling. This can be
through several effects, including field intensity influencing ionospheric convection and
precipitating particles (associated with both current sources and ionisation), and dif-
ferent insolation patterns over magnetically conjugate regions. Issues of North-South
asymmetries due to the shape of Earth’s magnetic field are reviewed by Laundal et al.
(2017).
It is to be expected that the external current systems (in the magnetosphere and
ionosphere) have long-term trends which reflect changes in the core field over time, being
affected by its intensity and orientation, and by the different temporal variation across
Earth. Cnossen (2017) used theoretical considerations and simulations to derive scaling
relations for external current systems as the dipole moment changes, and reviewed how
changes in dipole orientation and the non-dipolar contributions could non-trivially affect
the current systems and how they relate to North-South differences.
5.2 Previous measurements of the AEJs
Ground-based magnetometers can be used to study the AEJs. This has been done exten-
sively by utilising the auroral electrojet (AE) activity index (Davis and Sugiura, 1966)
and other indices, which are useful for their long-term availability and continuity. More
complex usage of the data can be made from certain groupings of magnetometers (e.g.
Pulkkinen et al., 2003) which is better suited to detailed regional studies. Recent ad-
vances with the SuperMAG project (Newell and Gjerloev, 2011), and studies which use
this dataset, show promise in making better use of the data. However, these approaches
will ultimately be limited by spatial distribution of the ground stations with an uneven
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and incomplete coverage, particularly the bias towards the Northern Hemisphere. Satel-
lite data on the other hand provide us with almost complete global coverage (with the
exception of the polar gaps of about 3°) and good latitudinal resolution, although they
lose the advantage of continuous coverage that ground magnetometers have at given
locations.
The AEJs have been estimated from several satellite magnetic data missions: Olsen
(1996) using Magsat; Moretto et al. (2002) using Ørsted, CHAMP, and SAC-C; Ritter
et al. (2003), Juusola et al. (2009), and Vennerstrom and Moretto (2013) using CHAMP;
and Aakjær et al. (2016) using Swarm; among others. Vennerstrom and Moretto (2013)
developed a method which tracks the estimated activity of the AEJs orbit-by-orbit.
They applied it to five years of CHAMP data to produce statistical synthesis plots which
show the response of the AEJs to different levels of geomagnetic activity and seasonal
variation. However, in their analysis they combined the results from the Northern and
Southern Hemispheres, even though hemispheric differences are identifiable using their
method.
5.3 Methodology for monitoring the AEJs
The procedure I have adopted from Vennerstrom and Moretto (2013) is outlined here.
Following the previous approaches (Moretto et al., 2002; Olsen, 1996), I use just the
scalar magnetic field data, F = |B|, rather than the full vector field, B. The total
magnetic field at a point combines internal and external sources (perturbations), B =
Bint +Bext, with Bint ∼ 40, 000nT and Bext ∼ 100nT at altitudes of satellites in low
Earth orbit when above 50◦ latitude, as in this study. This means that by separating the
total field, B, into components parallel (B‖) and perpendicular (B⊥) to the internal
field, we get B⊥  B‖ and so B‖ can be approximated by the magnetic field total
intensity (scalar), F :












This means that perturbations to the parallel field component can be observed from the
scalar measurements, F . Of the two main perturbing fields, that which is produced by
the electrojet and that which is produced by the FAC, the FAC-field effect on F is much
smaller as it acts perpendicular to B. Perturbations to F are therefore due primarily to
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the electrojet. To isolate this perturbation, δF , an internal field model, Fint, must be
subtracted: δF = F −Fint, i.e. isolating the ionospheric field from the core and crustal
fields. As will now be discussed, I use the along-track gradient of F near the poles, to
which the large-scale magnetospheric field has only a minimal contribution, so it is not
necessary to subtract a model of this field.
r
δF = F - Fint
Satellite track, s Internal field, Bint
Field from
line current
B = μ0I / 2πr
dδF/ds
Figure 5.1: Summary of detection scheme. An internal field model is subtracted from the
observed scalar field, δF = F − Fint. The electrojet contribution then has the demonstrated
characteristic signature, with a maximum in dδFds near the electrojet latitude. This maximum
(either negative or positive) over each auroral region pass is picked as the electrojet latitude,
and the magnitude of the maximum is used to estimate the electrojet current modelled as an
infinite line current placed at that latitude.
As illustrated in Figure 5.1, the electrojet can be modelled as a single horizontal line
current perpendicular to the satellite track (aligning approximately with the contours of
magnetic latitude along which the currents flow since the satellite motion is essentially
North-South). Due to the motion of the satellite, the time derivative of δF , dδFdt , is
equivalent to the along track gradient, dδFds , where ds is the distance travelled by the
satellite during time dt. By assuming the electrojet remains static during a satellite
pass (∼ five minutes), the peak in dδFds therefore indicates the latitudinal location of the
current, with its sign depending on the direction of the current. The size of the peak is
used to calculate the strength of an equivalent infinite line current placed perpendicular
to the satellite track at a height of 110km (the peak of conductivity in the ionospheric
E-layer). I additionally include a small correction which accounts for the inclination of
the main field away from the vertical, shifting the location of the peak (see Vennerstrom
and Moretto, 2013).
It is important to note that the current estimated in this way really indicates the
location of peak intensity, and more accurately represents the true current when the
flow is concentrated in a narrow range in latitude compared to when the current system
is more complicated. The real magnetic signature is wider than that produced from an
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infinite line current, so this will underestimate the true current. There can also be false
positives and ambiguous situations when the magnetic signature does not conform to
the idealised “single line current” form (e.g. when there is more than one large peak
in dδFds , indicating multiple currents at different latitudes), leading to a wide range of
latitude and current estimates. To screen out other non-electrojet contributions at very
low current strengths, electrojet detections are only accepted above a minimum thresh-
old of 10kA (inferred AEJ current) for CHAMP and Swarm measurements, consistent
with Vennerstrom and Moretto (2013). A given detection alone does not represent the
full complexity of the electrojet but the method is sufficient to indicate the activity
statistically under different conditions when large numbers of detections are considered.
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Figure 5.2: Examples of detections from OGO-4, Magsat, CHAMP, and Swarm Alpha. The
blue line shows δF , the measured scalar field residual to the internal field model. The green
line shows dδFds and the red line shows it smoothed, except for Swarm where smoothing is not
applied. The vertical line marks the determined electrojet latitude and the estimated current
strength is indicated.
The method has been applied successfully to data from Swarm, CHAMP, Magsat,
and POGO. Examples of detections are shown in Figure 5.2 for one pass from each
satellite missions. In each case I show an ascending pass over the Northern Hemisphere,
from 50◦ quasi-dipole latitude (QDLAT) towards the pole. Smoothing is applied to
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dδF
ds as described in the following section. As already mentioned, the peak in
dδF
ds may
be negative or positive depending on the direction of the current. For the analysis
presented here, I do not distinguish between Eastward and Westward currents and only
use the current magnitude. Vennerstrom and Moretto (2013) demonstrated that this
electrojet estimate tracks well over consecutive orbits, showing latitudinal expansion
and contraction patterns associated with strengthening and weakening current strength
during geomagnetic activity, and a good correlation with the AE index.
The data are segregated into passes over the Northern and Southern auroral regions,
> |50◦| QDLAT, and further into the ascending and descending phases (toward and
away from the pole), and so up to four electrojet signals can be detected on each orbit,
as shown in Figure 5.3. A problem arises due to the offset of the geographic axis (the
orbital convergence region) from the magnetic poles (the centre of the auroral oval) and
the polar gap in coverage, leading to incomplete and biased sampling of the electrojets.
To help preserve the true oval shape within the collected detections (see Figure 5.4), a
criterion is employed that essentially excludes the region between the geographic and
magnetic poles, that is the polar passes are split (into the ascending and descending
phases) such that I exclude the section of the polar pass between the orbit’s maxima in
geographic (GLAT) and magnetic latitudes (QDLAT). The ascending phase begins at
50◦ MLAT and ends at the maximum of GLAT or MLAT, whichever the satellite arrives
at first. The descending phase begins where both GLAT and MLAT are decreasing again
and ends at 50◦ MLAT.
To adequately sample the AEJs, low-altitude (.600 km) polar-orbiting magnetic
satellite data are required. This requirement is satisfied by the POGO missions, OGO-
2, 4, and 6 (over parts of their orbits), Magsat, CHAMP, and Swarm. OGO-2 operated
from October 1965 to September 1967 at 413-1510 km altitude, OGO-4 from July 1967
to January 1969 at 412-908 km, and OGO-6 from June 1969 to July 1971 at 397-1098
km, each providing data at all local times. For POGO data, I use only those when the
satellites are below 600 km. OGO-2 is in a more elliptical orbit so only contributes a
relatively small amount of useful data. Magsat operated from November 1979 to May
1980 in a dawn/dusk orbit at 325-550 km, CHAMP from July 2000 to September 2010 at
454-270 km altitude. Swarm launched in November 2013 and is a trio of satellites: after
the three-month commissioning phase Alpha and Charlie flew side-by-side at ∼450 km
altitude, and Bravo at ∼530 km; they have increasing local time separation. I therefore
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Figure 5.3: Example demonstrating how four segments are extracted from each orbit. The
Northern Hemisphere segments are shown over five consecutive Swarm Alpha orbits, showing
the AEJ signal in two local time sectors, around 05:00 (left) and 17:00 (right).
use data from Alpha and Bravo (since Charlie detects the same electrojet signal as
Alpha with my method) up until the end of 2014 to match the end point of the internal
field model used.
In each case, I use 1 Hz scalar datasets where available, or resample the original
data to 1 Hz. I then apply a smoothing using a running average over a window of 30
seconds to filter out high frequency noise, except in the case of Swarm where the data
are of high enough quality that this is not necessary. CHAMP data are from the Level
3 reprocessed set and Swarm data are from version 0408 of the Level1b MAGx_LR set.
To isolate the ionospheric field from the measured magnetic field, the contribution
from the core and the crust is subtracted using a consistent field model for each date
period studied. For this I use a combination of the COV-OBSx1 core field model
(Gillet et al., 2015) up to degree 14 (which spans years 1940.0 to 2015.0) and a static
contribution from degrees 15-110 of CHAOS-6 (Finlay et al., 2016) respectively.
Values for the AE and Kp indices and the IMF conditions are drawn from the
hour-averaged and minute NASA OMNI 2 databases which draw data together from a
number of sources, with solar wind conditions time-shifted to the magnetosphere bow
shock. The SuperMAG auroral electrojet index (SME) was obtained on 18 April 2017
and is produced from many ground stations (Gjerloev, 2012).
I also make use of the quasi-dipole (QD) coordinate system which is the most appro-
5.4. APPLICATION TO SWARM, CHAMP, MAGSAT, AND POGO 61
priate for organising data representing ionospheric currents (Laundal and Richmond,
2017). I refer to QD latitude as QDLAT and magnetic local time (calculated from QD
longitude and the subsolar point) as MLT. To calculate QD coordinates I use a Python
library, apexpy, based on Emmert et al. (2010).
Figure 5.4: All detections collected from the CHAMP and Swarm-2014 data, coloured by
inferred current strength. The upper plot is for the Northern and the lower for the Southern
Hemisphere; the graticule is segmented by 10◦ in geographic latitude and 15◦ in longitude. The
total number of detections, N , is indicated.
Figure 5.4 shows the collection of all detections from CHAMP and Swarm Alpha
and Bravo together (using just the data from 2014 for compatibility with the COVOBS
model). Familiar features can already be seen. The auroral ovals are centred around the
magnetic poles, with a more elliptical form in the Northern Hemisphere following the
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horizontal intensity contours of the main magnetic field. Lower latitude signals tend to
have stronger current strengths, and a higher latitude inner ring can be seen separate
from the main oval which corresponds to detections on the dayside due to cusp currents.
I initially used only a core field model subtraction but in that case I observed clustering
of detections around known crustal magnetic features, motivating the inclusion of a high
degree crustal field model which resolved this issue. There still may be small issues of
crustal field contamination, particularly in the South where the crustal field is less well
known, but the results are not strongly dependent on the particular core and crustal
field models chosen.
Orbital effects produce uneven sampling. Orbital convergence produces a higher
density of detections close to the poles. The offset of the magnetic poles from the
geographic poles produces a longitudinal bias in the number of detections, which is
not significant in the North but is in the South due to the greater offset. However,
the effect of the longitudinal bias is reduced when I consider activity as a function of
MLT. The greater offset in the South also leads to a greater loss of detections over the
polar gap. This contributes to a lower number of detections overall in the South and
a bias towards lower latitudes (which would typically be of higher current strength).
The lower number of detections could also be partly due to hemispheric asymmetries in
the current strengths and fewer detections due to the current detection threshold (i.e.
very small currents are ignored). These issues make it difficult to directly compare the
average current strengths and positions between hemispheres, but comparisons between
different MLT sectors in the same hemisphere are not strongly affected.
5.5 Response to IMF direction and season
Figures 5.5 and 5.6 show the response of the AEJs as a function of MLT, separately
for each hemisphere for different IMF directions and different seasons, for CHAMP and
Swarm-2014 data. I use the hour-averaged IMF direction at the time of each detection,
with direction split into four quadrants according to the sign of Bz and By. I denote
Bz > 0 as B+z , Bz < 0 as B−z , and similarly for By. The detections are collected in bins
of 1 hour MLT and for each MLT sector, the mean and standard deviation of QDLAT are
indicated by the oval position and half width, and the mean current strength is indicated
by the colour. Well-known features are produced: stronger substorm- and convection-
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Figure 5.5: Collected detections from CHAMP and Swarm-2014 data in bins of 1 hour MLT.
The latitudinal position and half width of each bin mark the mean and standard deviation of
QDLAT, and the colour indicates the mean current strength. Data are split by hemisphere
and by IMF direction. NH: Northern Hemisphere, SH: Southern Hemisphere, B+/−z : Bz > 0
/ Bz < 0 etc. The mean current strength, µ, and mean of the standard deviations of current
strengths in each bin, σ, are indicated. The graticule is spaced by 10◦ in QDLAT. The numbers
of detections in each bin are indicated by the lengths of the lines in the centre, and are between
766 and 1371 in the NH, and 383 and 1302 in the SH.
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Figure 5.6: As for Figure 5.5, but data are instead split according to season. Each season
selection is composed from data taken 45 days each side of each solstice/equinox. The number
of detections in each bin is between 755 and 1476 in the NH, and 411 and 1202 in the SH.
associated currents on the nightside; high-latitude cusp currents on the dayside; stronger
response during southward IMF (B−z ); stronger response around the equinoxes due to
the Russell-McPherron effect (Russell and McPherron, 1973); stronger response dur-
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ing local summer compared to winter due to increased conductivity and cusp currents
(particularly on the dayside).
In Figure 5.5, all seasons are considered together so the seasonal effects are not
visible. Mean dayside currents are between 35 kA and 45 kA and do not vary much
between different IMF directions. The dawn currents are stronger than the dusk currents
in all cases. Both dawn and dusk currents are strongly increased by southwards IMF
(B−z ), increasing from 30-45 kA (B+z ) to 50-70 kA (B−z ). The nightside currents are yet
more strongly affected, increasing from 35-50 kA to 60-70+ kA.
There are also differences in the response to the sign of By. For the Northern
Hemisphere during B+z , the dayside, dawn, and nightside currents are slightly stronger
for B+y than for B−y , with an increase of the mean current around the full oval from 35
kA to 39 kA; during B−z , the dawn, dusk, and nightside currents are stronger for B+y ,
with an increase of the mean current from 54 kA to 58 kA. Conversely, in the Southern
Hemisphere, for B+z or B−z , the current strengths are more similar for each sign of By.
In Figure 5.6, all IMF directions are considered together so we can only see the
seasonal variations. The mean dayside currents are most strongly affected, varying
from 30 kA in winter to 55 kA in summer, for both hemispheres. The peak in current
strength during local summer is around 12 MLT for the Northern Hemisphere. For the
Southern Hemisphere, however, there are two peaks, one in the afternoon sector and
one around dawn, where the mean current strength increases to 60 kA. This gives rise
to a larger overall mean current strength of 53 kA in the Southern summer compared to
49 kA in the Northern summer. As in Figure 5.5, dawn currents are stronger than dusk
currents, and are not so strongly affected by season as the dayside currents. Outside
of local summer, similar nightside current strengths are observed which are slightly
stronger than during summer, and slightly stronger for the Northern Hemisphere than
the Southern.
Figure 5.7 compares the current strengths from the full oval for each hemisphere for
both varying IMF direction and season. This separates the effects of IMF direction and
season, since the effect of IMF direction is expected to be season-dependent. Response
to IMF is split according to the sign of Bz, and each further split according to the sign
of By and its magnitude, |By| < 3 nT or |By| > 3 nT. Box plots show the distribution
of current strengths in each bin. The number of samples in each is also indicated and
ranges from 1225 to 5331, typically being lower in the SH. In all seasons, currents
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Figure 5.7: Box plots of current strengths from all detections around the full oval in MLT,
from all the CHAMP and Swarm-2014 data, split according to hemisphere, season, and IMF
direction. Local summer/winter means 45 days either side of the June/December solstice,
depending on hemisphere. In each season, IMF conditions are split between Bz > 0 (indicated
by B+z ) and Bz < 0 (B−z ), and further divided by By > 3nT (y++), 0 < By < 3nT (y+),
−3nT< By < 0 (y−), By < −3nT (y−−). The Northern Hemisphere measures take blue boxes,
and the Southern Hemisphere red boxes. For each box, the median current strength is indicated
by the solid line with notches, the mean by the dashed line, the 25th and 75th percentiles by
the boundaries of the solid box, and the 5th and 95th percentiles by the vertical whiskers. The
number of detections contributing to each is indicated by the vertical line beside each box.
are stronger for Bz < 0, and stronger for |By| > 3nT than |By| < 3nT, indicating
the increased magnetopause reconnection for southwards IMF and for IMF of greater
magnitude. Current strengths in summer tend to be higher in the SH than the NH
for |By| < 3nT, for both signs of Bz, but are more similar in each hemisphere for
|By| > 3nT, which indicates the increased role of insolation rather than IMF driving
hemispheric asymmetry during summer. In winter, increasing magnitude of By shows
an asymmetry in the hemispheric response: currents are stronger in the NH for By > 0
than for By < 0, but stronger in the SH for By < 0 than for By > 0, for both signs
of Bz, with an increasing disparity at |By| > 3nT. This effect is unclear around the
equinoxes and during summer.
5.6 Response to solar cycle
Figure 5.8 shows the mean current strength and QDLAT in each hemisphere from
consecutive two-year periods. By combining data from two years, MLT and seasonal





















































































Figure 5.8: Mean current strengths for the full oval split according to the AE, SME, and Kp
indices at the time of each detection, and split into consecutive two-year periods, from CHAMP,
and for just 2014 from Swarm. Solid line: Northern Hemisphere, dashed line: Southern Hemi-
sphere. The effect of the solar cycle (decreasing activity from 2002 to 2010, and increased again
at 2014) is visible, even after grouping the data into similar levels of geomagnetic activity as
determined by ground-based measurements.
variation are similarly sampled between each two-year period, smoothing out the effect
of the variable solar wind geoeffectiveness that a particular individual year carries. Data
are split according to the AE (1 minute), SME (1 minute), and Kp (3 hour) indices at
the time of each detection. The mean latitudes for the Southern Hemisphere (SH) are
lower than the Northern (NH) due to the bias in the detections arising from the greater
polar gap. Selecting SH data from only the geographic longitude sector which is most
accurately sampled (∼ 105◦ − 160◦ ) reveals that this is the case, with very similar
mean |QDLAT| as the NH measure (not shown here). For all three indices, there is
the expected shift to higher current strengths for higher activity levels, but also a trend
which corresponds to the solar cycle maximum around 2002, minimum around 2008, and
increasing again at 2014. For the mean latitude, there appear to be similar but more
complicated trends related to the solar cycle. In each case, for the two higher activity
levels, there is a trend to higher latitudes at the solar minimum, while the trend is
reversed for the lowest activity level selection. The solar cycle trend has implications
for main field modelling, and also demonstrates the issue of variation associated with
the solar cycle (or even longer term trends in solar activity) facing measurement of
secular variation of the AEJs.
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Figure 5.9: Left panels: Contours of QDLAT for 1970 and 2015 over each hemisphere, with
divisions into two sectors of differing change (shifting to either higher or lower latitudes) coloured
red and blue. Other panels (top for Northern Hemisphere, bottom for Southern Hemisphere):
Each shows the latitudinal responses of the AEJs in different MLT sectors. Mean latitudes of
all detections are compared from OGO-2, 4, 6 (combined into one period marked 1970), Magsat
(marked 1980), CHAMP (split 2002-5 and 2006-9), and Swarm (2014). Data are split into the
two sectors marked in the maps (the red and blue colouring of lines indicate which sector they
refer to). Responses during low Kp (0-2) and high Kp (2-5) are shown. The arrows indicate
the poleward shift of the AEJs in the Northern Hemisphere sector coloured red (red lines) and
the equatorward shift for the sector coloured blue (blue lines).
As we have seen, there are several variations in the AEJs associated with different
physical drivers: MLT and seasonal responses due to Earth’s rotation and orientation
(affecting both insolation-driven conductivity and solar wind-magnetosphere coupling);
main field morphology and hemispheric asymmetries; responses to solar wind conditions
and the solar cycle. This makes it challenging to observe long term variation in the
electrojets. Such a variation would be in the form of a shift in position of the oval
due to shift of the magnetic poles (and more subtle change in the morphology), and
change in intensity (and latitudinal extent) due to variation both in the main field dipole
strength (and so the amount of solar wind energy entry) and in long term trends in solar
activity. Tsyganenko (2019) demonstrated how models predict such a change between
1965 and 2020.
In Figure 5.9 I attempt to identify variation in the electrojet position due to the
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main field secular variation over the period 1970-2015. Electrojet position estimates are
made from 7 satellites: collectively OGO-2,4,6 (∼1967-1971), Magsat (∼1980), CHAMP
(2002-2009), and Swarm Alpha and Bravo (2014). The results derived from POGO and
Magsat data, with plots analogous to Figures 5.4 to 5.6, can be found in Appendix A.
I select two sectors from each pole (coloured red and blue), according to the differing
main field variation in each sector as seen by the shift in contours of QDLAT, in order
to compare latitudinal variation of the electrojets in each sector separately. I further
split by MLT, roughly corresponding to electrojets with different origins: dawn/dusk
convection, dayside cusp currents, nightside convection and substorms. Mean latitudes
are compared for low and high Kp index. The reason for this separation by MLT and
Kp index is to attempt to account for variation of solar wind forcing, so that remaining
trends are isolated from this. For each satellite, I show the mean dipole latitudes (fixed
to the 2015 dipole) of the electrojets detected in each sector.
The data points for 1970 and 1980 are both close to solar maxima, whereas the
datapoints for 2004 and 2008 are for periods moving away from solar maximum (around
2000/2001), and 2014 is again solar maximum (albeit an atypically weak maximum).
Due to increased activity near solar maxima, we would expect AEJs at lower latitudes
at these times, which holds true more for periods during which Kp > 2, as in Figure
5.8. There is not a consistent trend in the datapoints to this effect so I do not believe
solar cycle effects are strongly influencing these results.
Although the earlier data are very noisy and there are many complicating factors (the
highly variable nature of the AEJs, varying data quality, varying biases introduced by
the satellites’ orbits), expected patterns are reproduced: dayside electrojets are at higher
latitudes; nightside electrojets (which include substorms) at lower latitudes; dawn/dusk
electrojets at intermediary latitudes; and higher levels of the Kp index are associated
with lower latitude electrojets. In the Northern Hemisphere sector coloured red we see
the largest variation in QDLAT, with a shift to higher latitudes over time from 1970 to
2015. The Northern Hemisphere sector coloured blue has a slightly smaller shift, but to
lower latitudes over time. Although certainly not conclusive, there are corresponding
trends in the measured electrojet positions for these sectors for all three MLT sectors,
while the sectors in the South are more constant.
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5.8 Discussion
The results presented are consistent with the previous results of Vennerstrom and
Moretto (2013): the AEJs increase in intensity and extend equatorwards with increas-
ing geomagnetic activity, are typically stronger in the dawn sector with a weaker peak
in the afternoon sector, and are stronger on the dayside during local summer. However,
with the application to more data and separation by hemisphere, I have shown that
there are subtle asymmetries in the way in which the AEJs in each hemisphere respond
to solar wind and seasonal drivers, as well as the longer term asymmetry associated
with core field change which is hidden by the use of QD coordinates.
The seasonal changes in the MLT patterns compare favourably with recent studies of
the FACs (e.g. Laundal et al., 2016a), driven by the variations in sunlight and particle
precipitation. In winter, currents are stronger on the nightside and weaker on the
dayside; in summer the dayside currents are stronger. The dusk sector has stronger
currents in the winter than the summer, which is consistent with stronger/weaker FACs
here measured by Laundal et al. (2016a), who attribute this to suppression of auroral
precipitation in sunlight (Newell et al., 2010). The same effect should also cause stronger
dawn currents in summer. However, I find stronger dawn currents in the winter for the
NH in the range 0-6 MLT, while in the SH dawn currents are stronger in winter for
0-2 MLT but stronger in summer for 2-6 MLT. This may be due to increased effect of
the substorm current in my measure, which is most noticeable during winter and the
equinoxes, while the SH may be more insolation-driven in the summer than the NH is.
Laundal et al. (2016a) also measured the horizontal equivalent currents, finding
that the overall summer-time currents are stronger in the South than in the North
(during conditions of Bz < −1nT) by 6% and that this is reversed in winter with
stronger currents in the North than the South by 16%. I find the same asymmetry, with
hemispheric differences of 8% and 7% in summer and winter respectively. Differences
in the values determined by each study arise because the measures are very different:
measurements of the full current distribution over the whole polar region, versus an
average of the individual AEJ estimates made at different positions and times. This is
in contrast with studies using the AMPERE dataset (e.g. Coxon et al., 2016) in which
the summer FACs are significantly stronger for the Northern Hemisphere. This may be
due to poorer AMPERE data quality since it is derived from magnetometers of much
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lower sensitivity.
The disparity between mean current strengths in summer compared to winter is
greater in the SH than in the NH (29% summer/winter difference in the SH compared
to 11% in the NH), with a different MLT pattern in intensity, and not strongly related to
IMF direction. I suggest that this may be a result of the different insolation pattern over
the Southern oval due to the increased geographic offset of the Southern magnetic pole.
The Southern oval experiences longer periods with more sunlight than the Northern,
but also periods with less sunlight (but these are shorter than the periods with more
sunlight). There is also an increase in insolation around January due to perihelion, which
is also a driver for stronger Southern summer currents. However, there is a systematic
bias towards stronger current strength measurements in the South due to the loss of
higher latitude detections (which are typically weaker) due to the polar gap in satellite
coverage. Conversely, there is potentially a greater underestimation of the true current
strength from each satellite pass in the South than the North because there is a greater
deviation of the QDLAT contours from the perpendicular to the satellite track along
which the model line current flows. Despite these issues, the comparison of current
strengths between different conditions for the same hemisphere is quite robust due to
the large number of detections considered in each case, and because the conditions are
unrelated to the sampling by the satellites.
I have been able to show seasonal tendencies because there is sufficient sampling
from ∼10 years of data which averages out contributions from the solar wind variation
between individual seasons. The seasonal variations are further complicated by hemi-
spheric differences in the reaction to solar wind conditions (and indeed in tendencies
of the IMF toward particular orientations). I have explored the seasonal response, in
each hemisphere, to the signs of the IMF Bz and By components. The observed in-
crease in current strength for By > 0 in the Northern Hemisphere winter agrees with
previous results from ground-based studies (Friis-Christensen and Wilhjelm, 1975; Friis-
Christensen et al., 2017; Laundal et al., 2016b). The asymmetric By response between
hemispheres is likely to be associated, on the dayside and dawn/dusk, with modification
of the polar convection cells (Tenfjord et al., 2015) and, on the nightside, to twisting of
the magnetotail (Østgaard et al., 2016).
The solar cycle’s appearance within the AEJs, even after grouping by similar levels
of geomagnetic activity, demonstrates an issue in main field modelling: although geo-
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magnetic activity may have been “accounted for” by index-based data selection, there
are likely still solar-cycle trends in external-field noise within data used for modelling.
This is confounded by the fact that more data will be used at solar minimum because
there are more periods of low activity. The solar-cycle trend appears in the satellite
data when contrasting with the ground data (in the case presented, with the AE, SME,
and Kp indices), indicating that satellite data contain trends not seen in ground data.
I therefore suggest that the geomagnetic index based data selection used in internal
field modelling (Kauristie et al., 2017) may be enhanced by the use of a satellite-based
index when selecting satellite data. The appearance of these trends in the along-track
gradient in polar regions is particularly pertinent as it represents one of the largest noise
sources in internal field modelling (Olsen and Stolle, 2017).
5.8.1 Application to space weather hazards
The climatological behaviour which I have shown is relevant to the development of
improved geomagnetic activity indices monitoring the AEJs. The underlying quiet-
time trends in activity, whether through seasonal or solar cycle drivers, need to be
accounted for. For a satellite-based activity index, these trends should be removed in
order to be comparable to the existing ground-based indices which remove these trends
by the monthly changing baseline. I have identified some of these trends but further
work is needed to properly quantify them. Such an index would be useful in conjunction
with the ground-based indices and could be deployed in near real time, subject to data
down-linking constraints, for space weather monitoring purposes.
The trends in the AEJ response to solar wind conditions, together with the seasonal
and longer term variations, will influence GICs and atmospheric heating. To assess
this influence, an empirical model of the AEJs would be useful which necessarily must
include these trends and a more realistic current distribution than that presented here.
By including these effects (long term behaviour and interhemispheric differences not
visible in the traditional activity indices) better understanding may be reached about
the cumulative effect that they have. For example, cumulative atmospheric heating
influences satellite lifetime through increasing drag, and the real baseline will affect
real-time predictions of drag. Likewise, GICs influence the lifetime of pipelines through
increased corrosion.
The location and intensity of the AEJs indicate levels of radiation entering the
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ionospheric polar cap. With the increase in the number of polar flights, radiation effects
on personnel and passengers need to be better quantified. High latitude directional
drilling is also affected by the AEJs due to reliance on magnetic navigation systems.
Both of these could benefit from better baseline data of the AEJs.
I investigated the effect of IMF clock angle (Bz and By), as the largest driver of
change, but not other solar wind parameters. To more fully parameterise the driving
of the AEJs, time-of-year and solar wind coupling functions could be used along with
appropriate MLT-dependent time averaging to account for the solar wind time history
and the different magnetospheric unloading processes. The ongoing Swarm mission will
be invaluable in providing data for this purpose.
5.9 Summary
By tracking peaks in the along-track field intensity gradient over each auroral region
satellite pass, after subtracting an internal field model, I have obtained practical es-
timates of the AEJ strength and location and have demonstrated the utility of this
approach for studying their behaviour in response to a number of drivers. I have used
it to show broadly the response of the system to drivers from IMF direction and sea-
son, within the context of hemispherical differences due to the core field asymmetry,
using the high quality data provided by CHAMP and Swarm (with reasonable results
obtainable from Swarm data without smoothing).
I found that, during local winter, AEJ currents are on average stronger in the North-
ern Hemisphere than the Southern Hemisphere for IMF By > 0 and stronger in the
Southern Hemisphere for By < 0. This asymmetry tends to disappear during summer,
and instead I see stronger average currents in the South regardless of IMF direction. I
attribute this partly to the increased role of insolation during summer and the different
Southern auroral oval insolation pattern due to the greater Southern geomagnetic pole
offset. I have also compared results with older satellites, POGO and Magsat, to show
the AEJ response to secular variation of the core field and validity of QD coordinates
for controlling the morphology the AEJs.
I highlighted the issue of separating the ionospheric field from the core and crustal
fields, finding that it was essential to remove the crustal field to obtain results that are
not obviously contaminated by crustal field signals. This is indicative of the mutual
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contamination of magnetic field measurements from the crust and from the ionosphere,
which often have similar magnitudes and scale lengths when measured from LEO satel-
lites. I also demonstrated some of the solar cycle related trends that presumably con-
taminate internal field models of the secular variation in as yet unknown ways, and that
should be considered for the development of AEJ activity indices or models.
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Chapter 6
Creating a lithospheric field model
The previous chapter showed that there are many patterns within the behaviour of the
auroral electrojets (AEJs). It is difficult to attribute any particular observed behaviour
to a particular driver because there are many interacting processes. This presents a
challenge both for understanding the full system, and how best to account for it when
attempting to use AEJ-affected data for other purposes, where the AEJ “signal” is
considered “noise”.
In this chapter, I use Swarm data to derive a lithospheric field model. I will show
how this process uses stringent data selection to reduce the effect of the highly vari-
able external field, models to remove other “known” fields, and a careful inspection of
remaining data to avoid biases due to other signals which have not been accounted for.
The appearance of AEJs and FACs within candidate data used to construct lithospheric
models will be made clear using a new technique I developed which stacks the signals
spatially. The motivation for this technique is firstly to provide a convenient way to
visualise the data, and secondly as a simple way to produce an effective model. It will
be elaborated on in the following chapter to further remove the effect of the AEJs.
The chapter proceeds first with an overall description of how to build a lithospheric
model, then an exploration of correcting data using various models of the core, mag-
netosphere, and ionosphere. This is followed by an explanation of my new technique
and how this is applied to data. Finally this is used to derive a spherical harmonic
lithospheric model, as well as a novel application to the (quasi) radial gradient of the
measured field.
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1. Swarm data
2. “Quiet time” selection Kp, RC,
IMF




6. Create lithospheric field model
Figure 6.1: Flow chart showing the overall procedure used to reduce Swarm data to create a
lithospheric field model
6.1 Overview of creating a lithospheric field model
The general process through which I extract a lithospheric field model from Swarm data
is outlined here. Details of each step are expanded upon in later sections. Figure 6.1
shows the steps in the procedure:
1. Swarm data: This is the Level 1b 1Hz VFM time series of the vector magnetic
field components, X, Y, Z (in the NEC frame), and ASM magnetic field intensity,
F.
2. “Quiet time” selection: The data are decimated to retain only those during geo-
magnetically quiet times (Kp≤3, |d(RC)dt | <3nT/hr, IMF-Bz>0, using a 20-minute
time average of IMF) and in darkness (the solar zenith angle is greater than 100°).
The data are now less noisy and describe the “quiet” state of the magnetic field,
with less contamination by the rapidly changing parts of the field.
3. Subtract core & magnetosphere: The smoothly varying strongest component
(from the core) and the large-scale magnetospheric component are subtracted
using existing models, which are relatively well-determined.
4. Residual field: The remaining data now contain signals predominantly from the
lithosphere but also from several sources which may be thought of as “noise”. In
order of decreasing contribution, these are:
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(a) “Quiet-time” ionospheric field:
i. Along the auroral oval and outside the polar cap:
A. Continual (convective) direct driving by the solar wind / IMF
B. Sporadic substorms by a lagged effect of solar wind / IMF through
magnetospheric loading/unloading
ii. Inside the polar cap: Direct driving by the IMF through the field lines
open to the solar wind
(b) Internal field:
i. Remaining contamination from the core field
ii. Long time scale induced fields from the unmodelled long term trends in
external fields (long wavelength, long duration, and deep), from tides
and from the ring current
iii. Induced counterparts of sporadic auroral activity (short duration and
shallow)
5. Apply gridding procedure to reduce the data to an equal-area grid. This is the
novel part of the procedure.
6. Create lithospheric field model: A spherical harmonic model is fitted to the data.
6.2 Removing the non-lithospheric contributions
6.2.1 Data residuals to the Swarm Comprehensive Inversion products
In this section I explore the usage of different field models (and combinations thereof) for
isolating the lithospheric field. In general we can isolate the contribution of a particular
component of the total geomagnetic field to the magnetic measurements by subtracting
models of the other components. That is, we obtain the data-model residual, which
contains the desired field contribution plus noise/contamination associated mainly with
the accuracy/completeness of the model(s) used.
There are many options of field models to use. First I investigate the usage of the
series from the comprehensive inversion (CI) Swarm product line (Sabaka et al., 2018),
i.e. Mx_SHA_2C where Mx = (MCO, MMA, MIO, MLI) for the core, magnetospheric, iono-
spheric, and lithospheric components respectively, as listed in section 4.3. The vector
residuals from a single pass from South pole to North pole are shown as a function of QD
latitude in Figure 6.2, for combinations of the models. The first line shows the residual
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to the core field model (MCO), the second line the residual to core field plus magne-
tospheric field (MCO+MMA) and so on, adding the ionospheric (MCO+MMA+MIO),
and lithospheric (MCO+MMA+MIO+MLI) fields. I include here the lithospheric field
as an ultimate goal would be to produce a combination of models to which the data
residuals fall to zero if we were able to eliminate all contamination. It also demonstrates
that the lithospheric field is typically much smaller than the other fields we are aiming
to remove, as it is not visible at this scale. The actual model values are shown in Figure
6.3.
Once the main field has been subtracted from the data, it becomes very clear that
the largest residuals are around the poles, in the auroral oval. The signal from the
magnetospheric Southwards-pointing dipole field is visible as a decrease in X around
the equator and a decrease/increase in Z in the Southern/Northern hemisphere (i.e.
a hemispheric bias). Much of this strong signal is removed by subtracting the MMA
model.
Subtracting the MIO model appears to reduce the effect of an Sq-like disturbance at
mid-latitudes in the Z component, but its effectiveness on different passes is likely not
always beneficial. This is because of the nature of the model as an averaged large-scale
response which does not necessarily provide a good match to any particular orbit. It
is also less accurate in the dark-side region we are interested in due to the difficulty in
fitting the much smaller scale dark-side field compared to the day-side. It is also not
at all accurate at high latitudes as the model is set up to reproduce the mid-latitude
field, and the high latitude field originates from different physical systems. For these
reasons, Thébault et al. (2017) do not include the MIO model (from either the dedicated
or comprehensive chain) in their analysis of the lithospheric field and prefer instead to
apply dedicated corrections to account for the ionospheric field. In contrast, Barrois
et al. (2018) do include an ionospheric field model correction (from CM4) when defining
their Virtual Observatories for core field studies, which they reason is a necessary though
imperfect procedure in the absence of any other type of correction for these fields.
In Figures 6.4 & 6.5, the residuals and model values for one day are shown, i.e.
∼ 15 orbits, along with their mean and interquartile range (IQR). The same patterns
described above are also visible, indicating that these are persistent features. The wide
spread in residuals at high latitudes shows how variable they are from one pass to the
next, and is suggestive of the complexity of modelling the field here. By including
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MMA, a large reduction in the spread of residuals is achieved in the X component.
This is because the ring current changed significantly during this day and MMA is able
to accurately account for its change.
In Figure 6.6, the residuals are collected from one year (2016), filtered for geomag-
netically quiet times (Kp ≤ 3), and the mean and spread shown as before. This is
shown separately for data taken during sunlight and during darkness. This shows that
during darkness a smaller spread is achieved and the mean is closer to zero, and using
a full year of data should help to average out seasonal effects. The Z residual is less
strongly contaminated than the X and Y residuals. If we describe the magnetic effect of
the auroral oval as the combination of the magnetic fields produced from the FACs (i.e.
close to vertical), the electrojets (horizontal, mostly East/West), then we can posit that
the FACs more strongly contaminate the Y component and the electrojets the X and Z
components. Because of the greater relative rotation of the geomagnetic and geographic
frames near the poles, the X component is also contaminated by the FACs similar to the
Y component. The Z component is thus the one with the smallest residuals, resulting
mainly from the electrojets and not the FACs. This is less true further away from the
poles, where the field lines are less radial, but here the effect of the FACs is lesser since
they are concentrated in the auroral oval (more so during quiet times). After electrojets,
the Z component is also contaminated by weaker cross-cap currents.
The residuals achievable are lower during darkness at mid latitudes because the
ionosphere has weaker electric currents flowing and is more stable than under insolation,
while the residuals are always large around the poles because of the complex auroral
activity. Subtracting the MIO model is able to correct much of the disturbance due
to the Sq system during sunlight, with just a small localised disturbance due to the
equatorial electrojet remaining. Figure 6.7 shows that subtracting the MIO model
tends to over-correct the ionospheric effect at mid latitudes during darkness.
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Figure 6.2: Vector residuals to combinations of the Comprehensive Inversion Swarm models
(Mx_SHA_2C), for half an orbit. Recall that (X, Y, Z) refer to (North, East, Centre) components
(Section 3.5).
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Figure 6.3: The model values from the same pass as Figure 6.2
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Figure 6.4: Vector residuals to combinations of the Comprehensive Inversion Swarm models,
for orbits from one day. The mean is shown in black, and the IQR is shown in grey.
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Figure 6.5: The model values from the same day as Figure 6.4
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Figure 6.6: Vector residuals to combinations of the Comprehensive Inversion Swarm models,
during Kp ≤ 3 from the year 2016. The mean and the IQR are shown separately for the data
taken during darkness (black) and during sunlight (orange).
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Figure 6.7: Closer view at the panels of Figure 6.6, showing the effect of including MIO during
darkness.
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6.3 Equal-area binning method (gridding)
As part of the process of separating the spatial and temporal components of the field,
I decided to reduce the residual data to a regular grid. The result of this approach is a
spherical shell of (mostly) equally spaced data points. This grid is initially in geographic
coordinates and is of a resolution such that it is similar to the scale of the lithospheric
field wavelengths that can be resolved at satellite altitude. The equidistribution of grid
points is described in this section.
The rationale behind the gridding approach is that it provides a natural way of
performing point-wise corrections to data to reduce the effect of external currents, in
contrast to the orbit-by-orbit along-track corrections which are more usual (as reviewed
by Thébault et al., 2017). These corrections can be agnostic of the particular orbit
which the data were collected from and instead related to their grid location in a relevant
coordinate system. It also simplifies the spherical harmonic inversion by reducing the
problem to a smaller set of evenly spaced “data” which have already been processed to
reduce noise.
Baumgardner and Frederickson (1985) describe how the surface of a sphere can be
discretised into a mesh of triangular faces whose edges are geodesics (see also Teanby,
2006). The dual of this shape is a mesh of hexagonal faces, which provide optimal
bins to which to assign data. The nodes of the mesh of triangles are the centroids of
the hexagonal bins, and these bin perimeters can be found by Delaunay triangulation
(Teanby, 2006). This “spherical triangular tesselation” is the same as that used by
Stockmann et al. (2009), but I only make use of the vertex locations (the hexagon
centres). To construct this shape, first, a regular icosahedron is set up with its vertices
on the surface of the sphere to be discretised (left of Figure 6.8). By definition, it has
twelve vertices and twenty equal area triangular faces bounded by thirty edges. The
vertices of this icosahedron are equally spaced and form the basis of the higher resolution
grid. To increase the resolution, the midpoints of all the edges of the icosahedron are
calculated and these form an additional set of vertices to be added to the original
set of vertices to form a higher resolution mesh. This can be alternatively stated as
subdividing each triangular face into four new triangles. I fixed the new vertices to the
face of the original bounding sphere by using the spherical linear interpolation (“slerp”;
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Shoemake, 1985) between the original vertices (p0 and p1) to be bisected:







where Ω is the angle between them at the origin, and t is a positional parameter 0 ≤
t ≤ 1 along the arc between them (which is in this case set to t = 0.5 for bisection).
This process of subdivision is repeated until the desired resolution is reached as shown in
Figure 6.8. The number of vertices produced by k iterations is given by V = 2+10(22k).
The resulting shape has icosahedral symmetry and can be referred to as a spherical grid
or an icosphere.
I use six iterations of the above procedure, which results in a set of 40,962 points.
These points are the centroids of bins in a spherical grid to which each magnetic mea-
surement is assigned, with the majority of the bins being identical hexagons except for
at the original 12 vertices where the bins are pentagonal. The resolution achieved with
this number of points gives bins of side length ∼ 110km and would theoretically allow a
spherical harmonic analysis up to degree L ∼ 200. The assignation of the measurements
to their grid locations is done with a nearest neighbour search that finds the nearest
grid location (bin centroid) for each data point, by making use of a k-d tree (in Python:
scipy.spatial.cKDTree). Each grid point, the distribution of which is illustrated in
Figure 6.9, is then associated with a number of data collected at different times as shown
in Figure 6.10.
Figure 6.8: Refining the icosphere. Left to right: the base icosahedron and repeated subdivi-
sions
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Figure 6.9: Orthographic views of the resulting grid points, after applying to Swarm data.
Note the polar gaps are present.
Figure 6.10: Examples of data that have been assigned to particular grid points. The hor-
izontal axes are latitude and longitude in degrees and the vertical axis is geocentric radius in
km.
6.4 Model choice and application of gridding
6.4.1 Application to the CI model residuals
The binning method was applied separately to each of the CI residual combinations as
in Figure 6.6, for the same quiet and dark conditions but extended to four years of data
from May 2014 to May 2018 from Swarm Alpha. For each field component, X, Y, Z,
the median value was calculated at each grid point, and these are shown in Figure 6.11.
This gives more detail to the observations made in section 6.2.1. In the second row, the
field produced by the Sq system (even during night) is quite pronounced in the X and
Z components. Subtracting the MIO field (the third row) successfully reduces its effect
at mid-latitudes, although it over-corrects for the hemispheric bias in the Z residual
(albeit reducing the absolute size of the bias). These figures still do not show the effect
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of the higher degree terms of the MIO model but they are likely to be unhelpful due
to them being less well-determined than the lower degree terms, even more so because
we are only considering the night-side. The remaining residuals after subtracting the
full CI model must be due to the incompleteness of the model, and their length scales
are troubling if we are to use the CI residuals for lithospheric field modelling as they
indicate contamination of the wavelengths we are seeking.
6.4.2 Application to the CHAOS model residuals
To compare with Figure 6.11 based on the CI models, Figure 6.12 shows the results
using the CHAOS-6 models instead. Similarly, I evaluate the residuals to the core
field part (I used degrees 1-14), the core field plus magnetospheric field, and the full
model (core + magnetosphere + lithosphere). We see notable differences from the CI
model residuals. Removing the core and magnetospheric components leaves relatively
little regional/hemispheric contamination compared to the same from the CI model.
This is due to the different approach to modelling used in the CI models, where the
attempt is made to separate all known fields into their physical origins. This means
that to describe the field, all components should be taken together, and the usage of
individual or combinations of components is not appropriate in some use cases as the
separation is imperfect. By contrast, the CHAOS core field model, and likely all models
that don’t follow the CI approach, will be contaminated by signals from the induced
part of the ionoospheric variations which the CI approach attempts to clean out (see the
discussion of this issue by Olsen et al., 2005). Taking the CHAOS core + magnetosphere
residual provides the best estimate of the lithospheric field, although there will still be
contamination from the ionospheric fields which depend on the data selection used.
Subtracting the full CHAOS model leaves some large scale residuals which I attribute
to using a different data selection than was used in the CHAOS model derivation, and
thus a different contamination from the external fields.
The residuals to the CHAOS (core + magnetosphere) model will be used in the
following sections, but it is noted that there are other options available.
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6.5 Investigation of the gridded dataset
Further details of the sampling provided with the reduced dataset are provided in Fig-
ures 6.13 through 6.16, respectively, the derived (X, Y, Z, F) median field components,
the standard deviation of input data contributing in each bin, the variation in sampling
density and altitude, and the sampling density as a function of time. I found that use of
the data at the original 1-second sampling rate, rather than a 10-second subsampling,
did not improve the results (in fact introducing more along track striping), so the results
presented in this chapter and the following one are based on 10s subsampling.
Figure 6.14 reveals the increased auroral oval contamination in the X and Y compo-
nents (due to FACs) is also much more variable than in the Z component (predominantly
due to the auroral electrojet), which makes it harder to model than the more steady
contamination in the Z component. This figure also reveals strong contamination from
particular satellite tracks, also visible as streaks in Figure 6.13. At mid latitudes, this
type of feature is likely due to poor removal of the magnetospheric field, so is more
prominent in the X component. At high latitudes, it is likely due to the effect of
substorms, or otherwise short-lived auroral oval activity, that is not captured by the
long-period activity indices that we use to filter the data. It would be advantageous to
remove these particular tracks.
Figure 6.15 shows both the sampling density and altitudes of measurements. The
altitudes are higher over the Northern Hemisphere, which may bias results in some way,
but should be taken care of by the spherical harmonic inversion. This figure highlights
the much higher density of sampling over the poles, which could justify more extreme
rejection of data in these regions if the remaining data are cleaner. It also shows
a smaller number of remaining data in the North, presumably due to higher levels of
geomagnetic activity during Northern winters as can be seen in Figure 6.16. It is notable
that the sampling of each hemisphere is not uniform through time, with significant data
gaps, which is particularly problematic for modelling time-varying fields such as from
the core. This should not cause too much trouble for retrieving the static lithospheric
contribution, although it could introduce biases due to the time-varying fields that are
not accounted for.
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Figure 6.15: As for Figures 6.13 and 6.14, but instead showing (left) the number of samples
and (right) median radius at each grid point. The lesser sampling of the Northern Hemisphere
(NH) is due to the coincidence of high geomagnetic activity, and thus rejection of data, during
Northern winter (see Figure 6.16). The perigee of the orbit occurs over the NH, meaning that
data are collected at ∼30 km lower altitude in the NH.
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Figure 6.16: Sampling through time for the input data. The top two panels show monthly-
binned histograms of the number of data contributing, split between each hemisphere and mid
latitudes. The lower panel shows monthly moving averages of the Kp and F10.7 indices.
6.6 Spherical harmonic analysis of the gridded data
The gridded residuals can be used to determine a spherical harmonic model. This
follows the standard procedure where data, d, and model, m, are related by the linear
equation,
d = Gm, (6.2)
where G is the design matrix which relates the Gauss coefficients stored in the vectorm
(i.e. {gmn , hmn }) to the magnetic field components stored in d. In this case, d contains the
reduced measurements (median values) made at each grid point - the angular position
is fixed at the grid cell centre and the radius fixed at the median radius of the data
within each cell. This means that the inverse problem is smaller than in many existing
models where the original measurements (usually sub-sampled) are used directly in the
inversion.
Denoting the magnetic field components (Br, Bθ, Bφ) = (−Z,−X,Y ) as Bi, which
are related to the potential as V = −∂iBi, and using equation 4.1, seeking internal
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sources only,
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Equation 6.3 can be compared to equation 6.2 to generate G, depending on which
magnetic field component measurements are to be used in the inversion.
As has been discussed, the magnetic field components, X, Y, Z, are contaminated
differently by the auroral oval noise. The Z component is most weakly affected, and
with less variation (low σ). It is therefore reasonable to construct a model from the Z
component alone, assuming the extra information added by X and Y is not particularly
valuable given their increased noise. Many previous models use just the scalar residual,
F, over the polar regions for this same reason, but also because the scalar data are less
noisy and more available, particularly with older missions than Swarm. However, using
only F is problematic as it introduces the Backus effect (Backus, 1970), and employing
different procedures over the polar region introduces edge effects.
Due to the resolution of the grid resulting in 40,962 “data” points, the maximum
degree model attainable before the problem becomes under-determined is at lmax =
N = 202 (the number of model parameters is N(N + 2)). However, due to the altitude
of Swarm measurements, it is not possible to resolve features of such small wavelength
and so degree N <≈ 100 is a reasonable target. The actual truncation level used is
decided depending on where noise starts to dominate the model coefficients so should
be lower than this.
Since we have evaluated the variances, σ2, of the original data contributing at each
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grid point, it is natural to weight the inversion by σ−2 so that more unstable points
contribute less. We can define a vector of weights, W σ, where each term is σ−2,
corresponding to terms in d. Minimising the L2 norm (see e.g. Chapter 6 of Gubbins,








This results in a model which begins to be dominated by noise above about degree
60, which is seen by comparing the power spectrum to other lithospheric field models.
To reduce this effect a damping parameter is introduced at high degrees, along with
an iterative re-weighting by the data-model residuals to reduce the effect of outliers.






The damping is introduced by a regularisation matrix which affects model coefficients







where Ĩ is a diagonal matrix matching the shape of G, having zeros up to l = ls and
linearly increasing with l from 0 at l = ls and 1 at l = lmax in order to ramp up
the damping effect at higher degrees. λ is a parameter chosen to set the strength of
the damping desired, and ls is chosen according to where noise starts to dominate the
model. The (i+ 1)-th model is then given by
mi+1 =
(





which is iterated until the residuals do not change significantly. This implements the
L1 norm (as in e.g. Farquharson and Oldenburg, 1998; Walker and Jackson, 2000). The
power spectra of the resulting models at each iteration, and for different λ, are shown
in Figure 6.17 in comparison to LCS-1.
The model resulting from the CHAOS residuals, with λ = 10 and 3 iterations,
is shown in Figure 6.18 (the radial component at ground level). Comparing to other
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Figure 6.17: Comparisons of power spectra of candidate lithospheric field models derived from
the Z residual. CHr denotes models derived from residuals to the CHAOS (core + MMA) model,
and CIr denotes models derived from residuals to the CI (MCO_2C + MMA_2C) model. mi
denotes successive iterations of the model following equation 6.10. The LCS-1 model is shown
for comparison. All models are truncated at degree 80.
lithospheric field models, this model clearly picks up the strongest lithospheric features,
but severely suffers from longitudinal banding in relation to the satellite orbits. This is
particularly noticeable over the oceans in the absence of the stronger continental signals.
Figure 6.19 shows the model residuals to the gridded data. It highlights that the model
struggles to fit the data in the auroral regions, where the granularity of the noise is
smaller than the smoothness of the spherical harmonics being fitted. Interestingly, this
appears to be much more the case in the Northern Hemisphere, perhaps because of
lower sampling resulting in poorer median values.
The model is derived from the gridded dataset from only Swarm Alpha. It was found
that using a combination of Swarm Alpha and Bravo data (i.e. a SHA of two grids of
data, each at a different altitude) did not result in a significantly different model (not
shown). This indicates that more work is necessary to improve the approach before
simply including more data. Swarm Charlie, being in essentially the same position as
Alpha for our purposes, is not useful except for marginally improving the statistics
of the data contributing to the “Alpha grid”. The generation of two grids of data at
different altitudes does however provide an interesting opportunity to look at the vertical
differences between them, as is explored next.
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Figure 6.18: The radial component at ground level evaluated from the final lithospheric field
model, c.f. “λ = 10, CHr:m3” in Figure 6.17. Generated from only Swarm Alpha data.
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Figure 6.19: Following Figure 6.18, showing the residual between the model values and the
gridded input data.
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6.7 Using the vertical gradient
Measurements from Swarm Alpha and Bravo are within different altitude ranges (see
Figure 6.16), resulting in two spherical grids of data with Bravo’s enclosing Alpha’s.
From these, we can get a rough estimate of the vertical gradient of the magnetic field
by looking at the difference between values at the corresponding grid points at the two
altitudes. This is of course with the caveats that the input data are actually gathered
across a range of altitudes, at different times, and with a large separation (50 km)
between the two sample points.
Again, the Z components of the gridded data are taken, this time derived on two
grids, one from Swarm Alpha and one from Swarm Bravo. The vertical gradient at the
radial midpoints between the two grids is estimated, by calculating ZB−ZA∆h at each grid
point, to give a grid of quasi-∂rBr values. It is then possible to perform a SHA of these
derived data, although strictly it only applies to actual gradient measurements.


















where {j, k} = {r, θ, φ}, γmn = gmn − ihmn , and Y
jk
nm are modified spherical harmonics
(using the more compact complex number formulation of spherical harmonics, with R
denoting the real component). I use just the radial-radial component, for which
Y rrnm = −(n+ 1)(n+ 2)eimφPmn (cos θ). (6.12)




The power spectrum and radial component of the model resulting from this proce-
dure is shown in Figures 6.20 and 6.21. Real physical features are picked up but the
model is rapidly dominated by noise. There is a large degree-1 noise signal.
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Figure 6.20: The power spectrum from the model resulting from the radial-radial differences.
Figure 6.21: The radial component of the model shown in Figure 6.20, calculated up to degree
40
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Chapter 7
Removing the ionospheric field from
the lithospheric model
In this chapter, the gridding procedure described in the previous chapter is extended to
also consider a grid in quasi-dipole latitude (QDLAT) and magnetic local time (MLT)
in place of geographic latitude and longitude. This organises the data into ionospheric
structures instead of lithospheric structures. With this new grid, the average ionospheric
field is described for the same data selection criteria as those used to derive the litho-
spheric field (quiet, night time). The bias that this field produces within the lithospheric
field model is thus demonstrated and accounted for in deriving a new lithospheric field
model.
7.1 Binning residuals by QDLAT and MLT
7.1.1 Medians and standard deviations
The geographic grid (abbreviated GEO) in the previous chapter is defined just by spheri-
cal coordinates, (θ, φ), so we can re-use this grid for the QDLAT/MLT grid (abbreviated
QDMLT). In the new grid, θ (originally colatitude) instead represents QD colatitude,
and φ (originally longitude) is mapped to MLT as φ (in degrees) = 15 ·MLT (in hours).
Roughly half the cells in the grid are empty since we only consider night side data, and
there is asymmetric coverage between hemispheres due to the different offsets of the
North and South magnetic poles. The input data are the same as before, but in this
instance the residuals are now calculated to the full CHAOS model (core + magneto-
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sphere + lithosphere), so that the residuals we are binning are an estimate of the polar
ionospheric field alone, with the lithospheric field removed. The resulting estimate of
this field is shown in Figure 7.1.
In the previous chapter we observed greater contamination of the lithospheric field
signal in the X and Y components than the Z. Here the source of this difference is
made clear, with a stronger and more variable pattern (as also indicated by larger
standard deviations, shown in Figure 7.2) visible in X and Y components in QDMLT,
reflecting the nature of FACs. This figure also shows a large scale contamination at mid
latitudes which is presumably due to not only weak ionospheric currents but also to the
far-field effect of Region 1/2 currents (as described by Olsen and Stolle, 2017), which
could be tested for by investigating the IMF dependence. The shape of the magnetic
perturbations is controlled by the geometry and typical positions of the current systems
during the quiet-time conditions that we select for, which, depending on the way in
which these contributions are collected within geographic coordinates, drive a bias in
the lithospheric field model.
7.1.2 Reaction to solar wind conditions
Figure 7.1 displays data which contain the gross average of the auroral oval over many
different conditions, but this can be separated out somewhat by applying different
additional filters to the input data. Figure 7.3 shows the result of splitting the input
data into four parts according to the quadrant of the IMF clock angle. Here only the Z
residual is shown, as it is the least noisy and easiest to interpret (in terms of horizontal
currents, i.e. predominantly auroral electrojets).
The differing patterns in Figure 7.3 can be viewed in connection with the key findings
from Chapter 5 about the hemispheric asymmetries in the auroral electrojets in reaction
to IMF angle. More intense electrojets were found for By > 0 than By < 0 in the
Northern Hemisphere, while the reverse is true for the Southern Hemisphere. The effect
of this can be seen here in the substorm sector (post-midnight) but it is hard to compare
directly without more quantitative analysis. What can be observed here is the rotation
of the cells and modification of their shape in reaction to By, with opposite effects in
each hemisphere. This behaviour is explained by Tenfjord et al. (2015) (their Figure
6 in particular), amongst others, in terms of the modification of the convection cells
by asymmetric loading of flux to the magnetosphere lobes. This has been observed
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many times before, using a range of different ground and space based measurements
(e.g. Cowley and Lockwood, 1992; Friis-Christensen and Wilhjelm, 1975; Grocott et al.,
2012; Haaland et al., 2007; Huang et al., 2000).
Ionospheric conditions are driven by IMF (and more generally solar wind) condi-
tions. Whatever data selection or filtering has been applied to data for lithospheric
field modelling, biases will remain which are dependent on solar wind conditions. It is
therefore reasonable that data correction techniques should take solar wind conditions
into account.
Since the core and magnetospheric fields have been removed using models, it would
seem natural to use other models to remove the remaining external field sources which
are themselves typically parameterised by solar wind conditions (i.e. climatological).
Such models include MFACE (He et al., 2012) for the FACs, and others which describe
both ionospheric currents and FACs together: Juusola et al. (2014) using the SECS
method (Amm, 1997), AMPS (Laundal et al., 2018) using spherical harmonics, and
others. Other options are track-by-track models such as that by Aakjær et al. (2016)
of the auroral electrojets (AEJs).
Climatological models are successful in producing useful insight into the external
fields themselves, but, due to their limitations in capturing the full complexity of the
systems and their lack of sensitivity for the weakest currents, are less suitable for iso-
lating the lithospheric signal. Conversely, track-by-track models may capture more
complexity for a particular track or time, but, since they are dedicated to a particular
source, do not account well for other sources. It is also a problem to combine models
in a consistent way, as was seen in the previous chapter with the usage of the CI and
CHAOS models. This produces the necessity to co-estimate sources in one inversion
process or to use dedicated correction techniques. However, adequately parameterising
many different sources simultaneously and devising an inversion scheme which can pro-
duce effective models of the sources is a major challenge. This motivates the point-based
correction technique introduced in this chapter, which gives some suitable (but limited)
parameterisation relevant to the ionospheric sources (i.e. the QDMLT grid) without
the constraint of having to produce a smooth model of them.
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Figure 7.3: The vertical (Z) component residual medians in QDMLT coordinates over the
Northern and Southern Hemispheres, for data segregated into four bins depending on the quad-
rant of the IMF clock angle (θ = arctanBy/Bz). This shows the stronger currents present
during Bz < 0 and the differing rotation of the system in each hemisphere due to the sign of
By.
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7.1.3 Notation
The handling of the gridded residuals is more complex in this chapter, so some notation
is adopted to help describe this.
The CHAOS model components, core, magnetosphere, and lithosphere, are denoted
as mC +mM +mL = mC,M,L. GEO grid points are {i}, and QDMLT grid points are
{j}, i.e. {i} is the set of latitude and longitude coordinates and {j} the set of QDLAT
and MLT coordinates. The input data vector, d, is thus split into a set of vectors at
each grid point, di, or, dj . The median values of the vector, v, derived on the grid
at positions i, are denoted as (v)i |med, with the standard deviation likewise: |std. The
lithospheric estimate derived in the previous chapter, LITH0, then becomes, at the i-th
grid-point,




A QDMLT grid point estimate, at positions j, where the CHAOS lithospheric field is





LITH0 is a function of the position vectors of the GEO grid: LITH0 = f(LAT, LON, RAD),
where LAT and LON are fixed at the equidistant spacing of the grid points, but RAD
is the median radius of the data within each bin. The same follows for IONO0, with
instead IONO0 = f(QDLAT, MLT, RAD).
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7.2 Further data rejection
The previous sections have demonstrated the large strength and variability of the auroral
oval contamination at this point still present in the candidate data for the lithospheric
field model. This motivates the usage of further data selection, since the criteria are
not yet as stringent as in other contemporary models. Following LCS-1 (Olsen et al.,
2017) and others, here I select data according to merging electric field (MEF). I also
introduce a new selection criterion which screens out the polar passes containing strong
AEJ signatures.
7.2.1 Rejection by merging electric field (MEF)
MEF is a quantity that estimates the amount of energy transfer between the solar wind
and the magnetosphere, and the form adopted in recent studies was derived by Newell
et al. (2007) (there are earlier forms):





where v is the solar wind speed, Bt is the transverse IMF component (i.e. (B2z +
B2y)
1/2) and θ = arctanBy/Bz is the IMF clock angle. v is in km s−1 and Bt in nT,
to yield Em in units of mV m−1, where the values are scaled dimensionlessly since the
factors and exponents are derived empirically. The form of MEF is therefore physically
motivated and its precise value is tuned by empirical observations so it is a reliable tool
to predict solar wind energy input. In order for it to better correlate with the response
of ionospheric currents, it should be suitably time averaged to account for the lagging
effect of magnetospheric processes.
The precise application I adopt to apply MEF follows the description by Olsen et al.
(2014). IMF data are taken from the OMNI 1-minute resolution dataset, and then time
averaged over the preceding 2-hour period using a weighted average with weights of
wk = exp (−k∆t/0.75h)/
∑
wk which give more importance to the more recent data
points. Data are then rejected where Em > 0.8mV m−1 but only over the polar regions
(QDLAT > 50◦), following Olsen et al. (2017).
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7.2.2 Rejecting anomalous passes by AEJ activity
The second new selection criterion rejects polar passes according to the strength of the
AEJ estimated following the procedure in Chapter 5. On each pass, all the data (at
QDLAT>50°) are either rejected or retained according to the AEJ strength being below
a threshold value. This threshold was set to reject the noisier 50% of the passes (of all
passes, before data selection was applied). The reason for introducing this criterion was
to remove particular outlier passes where a strong perturbation occurred even within the
conditions that otherwise predict generally quiet conditions. This has a similar effect
to the more common procedure of rejecting data having anomalously large residuals to
existing field models.
7.2.3 Effect of data rejection
The effects of these two selection procedures are shown in Figures 7.4 (GEO) and 7.5
(QDMLT). The numbers of data remaining in each bin are shown in Figure 7.6, and
indicative distributions of data are shown for nine of the GEO bins in Figure 7.7. The
procedures produce a very clear reduction in the spread of input data, with typical
standard deviations within the auroral oval dropping from >15 nT to <7 nT and a
reduction in the magnitude of the auroral oval perturbation from >20 nT to <10 nT.
The AEJ selection successfully removes periods when the AEJ is stronger and a number
of spurious passes when it is particularly strong, although some do still remain. It is
not feasible to reject more passes, however, as then there would be some unpopulated
bins (see Figure 7.6).
Before the selection, much of the strong variation is in the post-midnight sector
which can be attributed to the more sporadic substorm activity which occurs during
the Kp<3 conditions already imposed (substorms continue to occur, driving strong
magnetic perturbations, even during quiet times). This structure in the variability is
mostly suppressed by these new selection procedures and so the remaining auroral oval
signal is more stable. This makes it easier to more consistently remove this remaining
ionospheric contamination from the lithospheric signal.
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Figure 7.4: Z component medians (top) and standard deviations (bottom) of the stacked
data without further data rejection (left), filtering by merging electric field (centre), and by
additionally rejecting passes with a strong auroral electrojet signature (right). Units are nT.
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Figure 7.5: As in Figure 7.4 but in QDMLT coordinates, after also removing the CHAOS
lithospheric field.
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Figure 7.6: Number of data contributing to each bin, corresponding to (top) Figure 7.4 and
(bottom) Figure 7.5. The number, N, refers to the total number of remaining data globally.
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Figure 7.7: Histograms of Z component residual data contributing to nine randomly selected
GEO bins in the auroral zone. Grey bars show data before additional data selection and the
blue after, with the vertical blue line showing the new median value. Vertical red and black
lines show predictions by LCS-1 and MF7 respectively.
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7.3 Correcting for the ionospheric noise
This section explains the methodology which attempts to remove the ionospheric signal
from the data, and then a spherical harmonic model is created from the corrected
data. The notation used to describe the algorithm is introduced first, and the steps are
summarised as a flow chart in Figure 7.8, along with a graphical view of the results in
Figures 7.9 & 7.10.
7.3.1 Extending notation
Here I extend the notation described in section 7.1.3.
IONO0 gives an estimate of the unmodelled ionospheric signal which is present
in the input data, being more accurate when the spread of residuals in this grid,
(d−mC,M,L)j |std , is low. It therefore follows that we can improve LITH0 by sub-
tracting this estimate from the input data, d:




where each input residual is identified by its position in the QDMLT grid (j) and
adjusted according to the value of (IONO0)j at that point.
It is instructive to describe these reduced data in terms of the source and noise
fields they contain. LITH0 contains contributions from the real target lithospheric
field, L, unmodelled core and magnetospheric fields originating from the CHAOS model
(where we also include large scale induced fields), ε(0)C,M , ionospheric field, ε
(0)
I , and other



































I , and is hopefully closer to random noise scattered around zero. It follows that
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where I is the true ionospheric field. Note that the noise sources here are different from
before because they are instead collected within the QDMLT bins, {j}.
The effect of the correction made between LITH0 and LITH1, i.e. the effect of the
part of ε(0)I which is not part of ε
(1)
I , can be inspected by looking at the difference,
(LITH1)i − (LITH0)i. This is the compound effect within GEO coordinates of ε(0)I ,
itself being more coherently organised within QDMLT coordinates.
The effect of ε(1)I +ε
(1)
r , that is, the noise remaining after the ionospheric correction,











which shows the organisation of the input data in the QDMLT grid, and:




which shows the organisation of the unaccounted signal after removing our estimates of
both the ionospheric and lithospheric fields.
7.3.2 Demonstration of algorithm and results
Figures 7.9 (medians) & 7.10 (standard deviations) show the gridded data at different
steps in the process (downwards component from Swarm Alpha). The plots for the other
components and for Swarm Bravo are in Appendix B. At this point the data have had
the more stringent selection criteria applied (MEF and AEJ), but strong ionospheric
contamination remains. The first column shows these data gridded in GEO, comparable
to the data used in the previous chapter (albeit with the additional data selection
applied). The second column has had the full CHAOS model subtracted, including
the lithospheric part, before gridding in QDMLT. This approximates the external field
bias in the data over average quiet conditions, containing an auroral oval feature and
a large scale hemispheric bias as described previously. The third column shows the
result of subtracting this bias field from the input data and then gridding in GEO,
(LITH1)i, which is later used to derive a spherical harmonic model. Comparing the
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standard deviations in the first and third column shows a slight reduction in their sizes,
indicating some reduction of the variability of data at each GEO grid point due to the
samples of data contributing from different local times. This effect appears stronger in
the Northern Hemisphere.
The fourth column shows the “corrected” data gridded instead in QDMLT, where
the prominent auroral oval and hemispheric biases have been removed. Some weak
latitudinal banding appears which could be related to the subtraction of the degree 16
part of the CHAOS model in creating (IONO0)j . The fifth column shows the difference
between the uncorrected and corrected lithospheric signal, (LITH1)i − (LITH0)i. This
shows the average effect of the external fields on the input data which at each GEO
grid point contain a range of data collected at different local times, and is particularly
strong around the auroral oval. The remaining columns show the organisation of the
gridded residuals after removing both (IONO0)j and (LITH1)i from the input data. In
GEO coordinates this is zero everywhere by definition, and in QDMLT this is generally
of magnitude < 1nT.
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7.4 A new spherical harmonic model
7.4.1 Inversion procedure and comparison of models
In this section the new gridded data (before and after additional data selection by MEF
and AEJ, and after correcting with IONO0) are inverted for spherical harmonic models.
These are analysed and compared against each other and against published models.
Figures 7.11 & 7.12 show the power spectra of an ensemble of models that were
derived while exploring options for the inversion procedure. Models produced from four
input gridded data sets are termed “model 0, 1, 2, & 3”, respectively for:
• (0) before the additional data selection described in this chapter,
• (1) for low MEF conditions,
• (2) for low MEF and low AEJ activity,
• (3) after the IONO0-correction.
A range of inversion procedures were tried, shown in each subplot, labelled:
• (0) Least squares fitting (L2), as in Equation 6.7, but with W σ = I
• (a) Least squares fitting (L2) with each point weighted by the variance of the
contributing data
• (b) Least squares fitting (L2) with the weights normalised to limit their extreme
range
• (c) Least squares fitting (L2) without weights, but including a regularisation ma-
trix to damp the power at high degrees
• (d) Least squares fitting (L2) with both weights and damping
• (e) Least squares fitting (L2) with normalised weights and damping
• (f) Least squares fitting (L2) with weaker damping
• (g) Including variance weights; Iteratively reweighted least squares (IRLS) to im-
plement the L1-norm
• (h) Weights, IRLS, and damping, i.e. Equation 6.10
Figure 7.11 contains models derived from data (four years of Swarm Alpha) that include
gaps at the poles, and in Figure 7.12 the gaps were filled using values from LCS-1. The
models of Figure 7.12 also include data from Swarm Bravo over the same time period
from which a new gridded dataset (at a higher altitude) is derived and inverted together
with the set from Alpha, but only a minor improvement was noted. For each model,
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where di are the data inputs (i.e. the medians of binned values at each grid point), d̃i
are the model predictions at the same locations, σi are the standard deviations of data
within each bin, and N is the number of points (e.g. as in Stockmann et al., 2009).
For the data with polar gaps, when using the variance weights directly in both the L2
and L1 inversions without damping, the power spectra increase in strength and oscillate
(with larger power in the even terms), for models 0, 1, and 2. The lower misfits of these
models, and the fact that the disturbance disappears in the other models (and in model
3, where input data variances are lower), indicate that the inversion is overfitting. Both
damping the models and infilling the gaps are independently able to remove this artefact
successfully. Infilling the gaps should also reduce the likelihood of other artefacts.
The damped IRLS procedure (h) appears to be the most effective at producing
stable models which have the most similar power spectra to each other when using
different input data. This is expected because minimising the L1-norm reduces the
effect of the outliers caused by the large magnitude external field noise on the smoothly
varying model being generated, and has previously been shown to be appropriate for
geomagnetic field modelling (Walker and Jackson, 2000). The procedure of evaluating
medians will itself also reduce the presence of outliers before inversion.
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7.4.2 Assessment of final model
Figure 7.13 shows the residuals between the final models (i.e. 0, 1, 2, 3 (h) from the
lower-right subplot of Figure 7.12) and the gridded data input to them. The residuals
are successively reduced, indicating the successive reduction of noise in the input data
and that the model (which is spatially smooth) is better able to capture the (fairly
smooth) lithospheric signal which is overlaid by noise (which is more granular). In each
case, the polar gaps are infilled with LCS-1 values, to which there are large residuals at
the North poles. This appears to be due to the inability of my models to fit the small-
scale large-amplitude field predicted by LCS-1, and the models being poorly behaved
at the poles.
Figure 7.14 shows the power spectra and degree correlation of the models 2 and 3 (h)
(i.e. before and after the IONO0-correction) compared to LCS-1, MF7 and CHAOS-6.
They both show a reasonable agreement to these models up to degree 60, beyond which
the damping dominates. Weaker damping may well be feasible but this was not explored
further. Model 3h exhibits a weak but consistently better agreement, indicating some
success in correcting for the ionospheric field. Most notably, the other models are able to
resolve higher degrees because of the inclusion of the lower altitude data from CHAMP,
and in the case of LCS-1, the use of gradients. The point here is to demonstrate the
efficacy of the ionospheric correction technique.
The vertical components of LCS-1, evaluated to its full degree 185 and to degree 80,
are shown in comparison to models 2h and 3h in Figure 7.15. The most notable defi-
ciency of my models is North-South banding originating from the along-track correlated
noise, i.e. the appearance of satellite tracks in the data. This is obvious over the oceans
where the crustal field is weaker, and could be the origin of spurious features in some
regions. LCS-1 resolves features more clearly since it extends to higher degree (even
when the evaluation is truncated to degree 80): the edges of features are unphysically
smoother in my models.
The differences between each of models 2h and 3h, and LCS-1, and between them-
selves, are shown in Figure 7.16. This shows the regions where my models have un-
physical signals. The strongest of these features outside of polar regions are around the
Bangui anomaly, south of the Indian Ocean, over Ukraine near the Kursk anomaly, over
eastern Russia, and over the North Atlantic west of Portugal. In the case of the Bangui
and Kursk anomalies, this is probably because of the difficulty of capturing the strong
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sharp features in spherical harmonics, and the fact that my models are heavily damped
at degrees 60-80. Looking at the polar regions, the ionospheric correction makes its
strongest improvement north of Hudson Bay, but other large differences (to LCS-1) re-
main along the auroral ovals and at the poles. There is a low degree latitudinal banding
visible in the differences between my models and LCS-1 because in the derivation of
LCS-1 the core field was subtracted up to degree 14 whereas I included degree 15.
Figure 7.13: Residuals between the input gridded data and the model values, from the four
models produced from the different levels of data selection/correction.
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Figure 7.14: (Top) Power spectra of selected models. (Bottom) Spherical harmonic degree
correlation.
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Figure 7.15: The vertical downwards (Z) component evaluated from LCS-1 (top left to degree
185, top right to degree 80), model 2h (before the ionospheric correction, bottom left), and
model 3h (after the ionospheric correction).
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Figure 7.16: Differences in the vertical downwards (Z) component; (top left) between LCS-1
(truncated at degree 80) and model 2h, (top right) between LCS-1 and model 3h; (bottom)
between model 2h and 3h.
Chapter 8
Discussion
This chapter reviews some of the key points of the previous three chapters and the con-
nections between them. I start with a reflection on the study of the auroral electrojets
of Chapter 5 and the binning technique of Chapters 6 & 7, and suggest some future
research directions that might provide better descriptions of polar ionospheric fields.
This is followed by a discussion about retrieving both the ionospheric and lithospheric
fields, and how better understanding of the drivers of ionospheric activity should help
this. Finally I suggest some extensions that could readily be applied to improve the
lithospheric model of Chapter 7.
8.1 Quantifying drivers of ionospheric activity
In Chapter 5, the time/space behaviour of the auroral electrojets was investigated. As
just one component of the horizontal ionospheric currents, they do not represent the full
complexity of the three-dimensional system. They are, however, strongly indicative of
the overall ionospheric response to solar wind driving, and represent a large proportion
of the energy dissipation in the atmosphere from the magnetosphere. I demonstrated
how the system, as a function of local time, responds to solar wind conditions, and
longer term trends related to season, solar cycle phase, and secular variation due to
change in the main field. A particular focus was hemispheric asymmetries in current
strengths, due to 1) asymmetry in the core field providing differently shaped auroral
regions and differing insolation patterns over each, and 2) twisting of the magnetosphere
with the IMF-By component. Such intertwined issues complicate the interpretation of
any particular observed variation.
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Other studies have shown similar effects, and through more sophisticated methods
are able to describe more of the full current system (e.g. Coxon et al., 2016; Juusola
et al., 2009; Laundal et al., 2016a, 2018; Shore et al., 2017). Through synthesis of
data from arrays of observatories (on ground and in LEO), and by sampling of different
conditions over time, it is possible to describe the large-scale behaviour of ionospheric
currents. This enables the creation of predictive models for ionospheric magnetic fields
in terms of location and solar wind conditions, which can be used to probe magne-
tospheric/ionospheric processes, or, for example, for data correction in internal field
modelling.
Shore et al. (2017, 2019) used ground observatory data and, by applying empiri-
cal orthogonal functions (EOF) and graph theory, systematically resolved the current
systems into four dominant modes that arise from different physical drivers: DPY
(magnetosphere twisting driven by IMF-By), DP2 (Dungey cycle convection driven by
southward IMF-Bz), NBZ (reverse cell convection under northward IMF-Bz), and DP1
(substorm activity) - see Shore et al. (2019), their Figure 1. They investigated how
these modes respond to IMF conditions at different lag times, finding that they have
peaks in response at different times, from ten minutes to several hours. These can be
explained in terms of different processes responding either promptly to solar wind in-
put, or lagged through magnetospheric processes. Similarly, Milan et al. (2018), used
principal component analysis (PCA) of FACs derived from the AMPERE experiment
to explore the differing lagged responses of dayside and nightside FACs.
The “Average Magnetic field and Polar current System” (AMPS) model of Laun-
dal et al. (2018) provides a good description of the overall ionospheric magnetic field
in terms of solar wind conditions, and becomes very accurate when considering longer
time scales (hence the “average” in its name). However, Shore et al. (2019) note that,
due to its reliance on global (spherical harmonic) functions that must respond simul-
taneously everywhere (mitigated by temporally smoothed [20 minutes] solar wind in-
puts), the AMPS model cannot account for differing lag times in different locations (or
indeed for lag times changing under different solar wind conditions, when the solar-
wind-magnetosphere interaction will be different and when different current systems
will dominate).
An example of relating the ionospheric field to solar wind conditions is shown in
Figure 8.1. This shows the correlation coefficients between the magnetic field residuals
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Figure 8.1: Correlation coefficients calculated at each QDMLT bin between the vertical down-
wards magnetic field component residuals (after selecting for quiet nightside conditions, and
subtracting the core and magnetospheric field) and the IMF conditions: with (left) IMF-Bz
20-minute average, (middle) IMF-By 20-minute average, (right) 2-hour weighted average of
merging electric field (Em / MEF).
binned in QDMLT (as in the previous chapter) and each of IMF-Bz, IMF-By, and
MEF. The strong correlations with MEF demonstrate that it is a good predictor of
ionospheric activity, and why using it for further data selection is so effective. It also
shows correlation at mid-latitudes, backing up the claim that disturbances here are
at least partially due to the far-field effect of FACs, as they are related to solar wind
conditions. This shows that it may be possible to account for this ionospheric field
with a linear function of MEF, rather than simply removing times when it is large.
However, the differing patterns in relation to IMF-Bz and IMF-By demonstrate that
the response of the system is more subtle and such a simplistic approach may not be
very successful. As the previously mentioned studies have shown, this is due to the
overlapping of different current systems, and the solar wind modifying the types of
response that the magnetosphere has. It may be possible to build a more sophisticated
predictor that incorporates information from IMF-Bx,y,z, solar wind velocity, and their
time history, as well as variation of the response across QDMLT, and considering the
current systems DP1, DP2, DPY, NBZ.
There are a large number of systems science approaches, based on empirical rela-
tions, neural networks, and other tools, which have already been used to predict space
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weather effects of the solar wind, mostly in relation to the ring current. Some of these
are reviewed by Ganushkina et al. (2017), their section 3 - these are contrasted with
methods using physics-based simulations. A promising tool which is similar to neural
networks is the nonlinear auto-regressive moving average model with exogenous inputs
(NARMAX; Leontaritis and Billings, 1985), whose outputs can be represented as phys-
ically interpretable polynomial functions. This has been used in developing coupling
functions, and predicting the Kp and Dst indices (e.g. Ayala Solares et al., 2016; Be-
harrell and Honary, 2016; Boaghe et al., 2001; Boynton et al., 2011a,b).
To explore and test the notion that polar currents occur with certain discrete modes
under different solar wind driving, the procedures shown in Figure 8.1 and Figures 7.1-
7.3 could be repeated for subselected datasets under different solar wind conditions,
and with different IMF time lagging and averaging. This could be used to identify
conditions where the system is closer to steady-state and, conversely, where it is more
unsettled.
Another aspect to consider is the fact that the ionosphere behaves differently within
and outwith the polar cap (i.e. whether the main field lines map out into the solar
wind or into the magnetosphere). Chisham (2017) presented a methodology to account
for this in model development by ordering data according to the open/closed field line
boundary (OCB), with Python code made available (see Burrell and Chisham, 2018).
This may also be appropriate in developing data selection routines for internal field
modelling.
8.2 The inter-relation of extracting ionospheric and litho-
spheric signals
Lithospheric modelling typically requires strong data selection, in the absence of ability
to capture very precisely the much larger magnitude and highly variable and spatially
and temporally complex external fields. Removing the most contaminated data, leaving
data with smaller external field contributions, makes it possible to model the weak
lithospheric signal. With the development of more accurate external field models, it
may be possible to relax the data selection and so include more data to be able to
derive more robust models. Nevertheless, whether correcting for the “noise” with the
use of models or reducing its effect by using fewer data, there will always be some
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level of contamination. Is it possible to model this contamination? What biases does
this contamination introduce? To what extent do inaccurate lithospheric models affect
the accuracy of ionospheric models? Advances will need to come both in modelling
techniques and in our understanding of the ionospheric processes.
Ionospheric field models can be derived independently of data that are used to
construct internal field models (or at least partially independent, once further data
selection is taken into account). Such models can be used to remove the external
field signal to isolate the internal field signal in the data. Similarly, both internal and
external fields can be simultaneously co-estimated from the same input data (e.g. as is
common for the core and magnetospheric parts, and for all sources with the CI models).
This can work reasonably well for the long wavelength parts of the ionosphere (i.e.
targeting the core field). Firstly, this is because the core field is much stronger than the
ionospheric fields and so they can more easily be distinguished. Secondly, the large scale
morphology of external currents is reasonably well known, and can be described well be
spherical harmonics, and thus can be relatively successfully parameterised and removed
(providing that the external field models are not affected too much by inaccuracy in
the core field model due to incomplete source separation). Another issue here is that,
for core field modelling, it is important to include more data so as to provide greater
continuity in time, and removing an ionospheric field model is a necessary but imperfect
step to take in order to include the more contaminated dayside data (e.g. Barrois et al.,
2018; Hammer and Finlay, 2019). However, this is unlikely to be successful at present
with nightside and polar data, which are more controlled by the solar wind interaction.
In the case of isolating the high latitude lithospheric field, it is harder to remove
the ionospheric field. This is firstly because the amplitudes of these sources are sim-
ilar, so a higher level of ionospheric model accuracy is necessary in order to at least
bring the signal to noise ratio above unity. Secondly, while the long spatial wavelengths
of the ionospheric field may be predictable from solar wind conditions and the global
magnetospheric state, the shorter wavelengths relevant to lithospheric modelling are
more complicated. At small scales, more chaotic processes are likely, due to the in-
teraction with the neutral atmosphere and localised effects on conductivity through
magnetosphere-ionosphere coupling. To account for the “unpredictable” small scale be-
haviour, one should interrogate the same data used to derive the lithospheric model,
rather than seeking independent predictions. It can reasonably be assumed that such
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behaviour has some QDMLT dependence, and my spatial binning method could be used
to investigate this.
Figure 8.2: Vertical downwards components of: (left) crustal field predictions from CHAOS-6,
and (right) residuals between measurements and the full CHAOS model (core + magnetosphere
+ crust), along nightside mid-latitude parts of orbits from two days of Swarm Alpha data
(01-02/01/2018). Colours represent different orbits. (Top) 1Hz data, (middle) along-track
differences, (bottom) along-track 15s differences.
Figure 8.2 shows mid-latitude nightside orbital passes from two days of Swarm
data, showing the vertical component of lithospheric field predictions from CHAOS-6,
and data residuals after removing the full CHAOS model (i.e. core plus magnetosphere
plus crust) to approximate the unmodelled (mostly external field) contamination. This
is compared with the along-track 1-second differences, and 15-second differences (as
used to construct the LCS-1 model; Olsen et al., 2017). This demonstrates the similar
magnitudes of the lithospheric and ionospheric field, and the success of using data
differences to eliminate the bias introduced by the large-scale unmodelled fields (the
upwards trend in the top right panel, varying from orbit to orbit, versus the apparently
random noise scattered around zero in the bottom two right panels).
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Figure 8.3: As for 8.2 but at polar latitudes.
Figure 8.3 shows the same as Figure 8.2 but at polar latitudes. This shows the
much larger “noise” introduced by the auroral electrojets. This noise is still large, and
organised, when looking at the along-track differences, and indeed is the signal used
to study the electrojets in Chapter 5. Its effect is greatly reduced by stringent data
selection, and one may then attempt to model its quiescent state. However, this poses
the circular problem of modelling each of these sources separately having supposedly
removed the effect of the other, and so should also be approached by co-estimated
models. This is the motivation of the gridding procedure of Chapters 6 & 7, to organise
their respective signals logically according to their governing frames, GEO and QDMLT.
Figure 8.4 demonstrates the effects of incomplete separation of sources on the study
of Chapter 5. When the lithospheric field is not removed at all, sharp gradients in
it cause artificial detections of the electrojets. Even after the lithospheric model is
removed, it is hard to know where its inaccuracy could be affecting the electrojet signal.
There appears to be an excess of detections over the coastline of Antarctica between 90°
to 180° longitude. This could be due to the lithospheric model not resolving the sharp
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Figure 8.4: (Left) Ground level intensity of the WDMAM model. (Center) Auroral electrojet
detections from Chapter 5, but after only removing the core field but not the lithospheric field,
and (right) after also removing the lithospheric field
boundary here. Equally this could be a preferential location of the electrojets, secondary
to the typical auroral oval latitude, e.g. from pseudo-breakups (Pulkkinen, 1996). In
fact, it appears to be due to the higher latitude AEJs on the dayside, associated with
the “Region 0” FACs - this can be seen in Figure A.2.
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8.3 Improving the lithospheric modelling technique
There are a number of things that could be done to improve the lithospheric model
derived in the previous chapter, building on the technique that was developed. Firstly
it is obvious that including CHAMP data will improve it due to the lower altitude
sampling available (closer to and so more sensitive to the signal), although it will also
be closer to the ionospheric signal. This does however raise the question of how to deal
with data taken at different altitudes over time. This was neglected in my analysis,
instead fixing the altitude of the reduced data to the median altitude in each bin, which
is reasonable due to the smaller change in altitude over the time span of the Swarm
data used. It would also be good to include the other magnetic field components, but
probably only in non-polar regions since the polar regions are so strongly contaminated
by FACs.
It would be interesting to explore the use of gradient data, both along-track and
cross-track (from Swarm Alpha and Charlie). This would provide the benefit of reducing
large-scale field contamination, and hopefully reduce the along-track correlated noise
that currently appears to so negatively affect the model presented. The binning method
would need to be adapted accordingly. At this point, the method of reducing data to
a grid of values should be improved. In this study, the median values within each bin
were used, which worked surprisingly well, but something more sophisticated should be
explored. Perhaps the same method used in the Virtual Observatory approaches can
be used: fitting a potential locally within each bin.
Further data selection is possible, but may not be beneficial if there are not enough
data remaining afterwards (see Figure 7.6). A potential novel idea is to apply different
data selection in each hemisphere, to account for the asymmetric response to IMF-By,
i.e. because the ionospheric currents may be weaker for By<0 in the North, and for
positive By>0 in the South (Figure 7.3).
Moving in the other direction, of instead including more data, it will be necessary
to better account for the ionospheric field. This may be achieved by a combination of
models such as AMPS and by (or instead exclusively by) co-estimating better predictions
of the field, as described in Section 8.1.
Beyond being a tool to reduce data and derive a model, the binning technique also
offers the possibility of attaching model uncertainties to given locations and conditions.
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Within each bin there is a set of measurements which contribute. After the various
cleaning routines have been applied, the deviation between the median value and the
model prediction, together with the distribution of the values within the bin, can be
used to give an estimate of the model accuracy at each location. These uncertainties
should be considered when making any geological interpretations based on the model.
Similarly, the spread in values in each bin after different data selections have been
applied can be used to give predictions of magnetic disturbance, i.e. how disturbed
magnetic measurements are likely to be at different times. A model could be built which
gives the typical disturbance at each geographical location, for example as a function of
local time and geomagnetic activity (e.g. characterised by Kp). With the appropriate
real-time data feeds, which could include future predictions of Kp, this would be useful
extra information for models used operationally such as the World Magnetic Model.
8.4 Regarding programming and use of VirES
At this point I would like to mention some of the software tools that I have used. Most
of my workflow has used the Python programming language and the common stack
of libraries for scientific use cases: numpy, scipy, matplotlib, pandas etc. I have also
heavily relied on two newer libraries:
• xarray (Hoyer and Hamman, 2017) which provides convenient data structures for
N-dimensional labelled arrays
• cartopy (Met Office, 2010) which helps to produce maps based on matplotlib
For domain-specific computation and data access, I have used:
• SpacePy (Morley et al., 2010)
• PYSAT (Stoneback et al., 2018)
• ApexPy (Meeren et al., 2018)
• ChaosMagPy (Kloss, 2019)
• pyAMPS (Laundal and Toresen, 2018)
During the final year of my work, I was able to use the “VirES for Swarm” service to
access Swarm data and model evaluations. This is a service developed for ESA by EOX
IT Services. Programmatic (i.e. scriptable) access to the service was made possible by a
Python package called viresclient (Smith and Pačes, 2019), which I developed together
with EOX. VirES is a server/client architecture where up-to-date data and models are
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Figure 8.5: Server/client architecture of VirES. VRE refers to the “Virtual Research Environ-
ment”, an ESA cloud service in development, which elastically spawns containerised instances
of JupyterLab on demand for registered users.
processed on the server and custom datasets are delivered through a client interface -
either the web-based GUI at https://vires.services or the Python interface (Figure
8.5). Code to generate results and figures from this thesis will be made available through
my GitHub page (https://github.com/smithara). The workflow I developed is shown
in overview in Figure 8.6.
Further development on viresclient will make Swarm products more accessible and
easier to integrate with other data and software, such as those reviewed by Burrell
et al. (2018) for heliophysics. These efforts are important in order to reduce barriers
that delay the progress of science in geospace and to democratise scientific analysis
(McGranaghan et al., 2017).
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Figure 8.6: Overview of processing pipeline and interactive usage through Jupyter tools.
Chapter 9
Conclusion
This research has made use of data from the Swarm mission and related satellites to
explore new techniques to study the geomagnetic field. It has focused on two aspects:
the auroral electrojets (AEJs) and the lithospheric field, and ways to reduce the con-
tamination from the AEJs in lithospheric field modelling. Some insight was gained
about the AEJs which is relevant to internal field modelling: seasonal and solar cycle
trends, and interhemispheric differences in response to the solar wind. By building a
lithospheric model, I explored the “noise” created by the AEJs, and demonstrated a new
method which attempts to remove their effect. In the final chapter I suggested some
ways in which we might better describe the complexity of the solar wind’s effect on
magnetic measurements made at low Earth orbit, which in turn would help to improve
both internal and external field models.
Chapter 5 presented a simple method to capture the activity of the AEJs from
each satellite pass by tracking maxima in the along-track gradient of magnetic field
intensity. Despite the simplicity of the approach, many climatological features can be
extracted when a large number of detections are analysed together. The key findings
were of hemispheric asymmetries (where often the system is considered as symmetric)
and of long-term trends in the AEJ strength and location (related to season, solar cycle,
and main field secular variation) that are not captured by ground-derived geomagnetic
activity indices. These motivate the development and exploitation of new satellite-
derived indices both for space weather studies and for internal field modelling. These
may be simply satellite-pass-specific measures of activity based on measurements from
a given pass such as those shown in this thesis, or potentially synthesised from multiple
satellites with a number of quantities specified at each point in time to encompass the
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complexity of the AEJs across local time and location.
Hemispheric asymmetry of the AEJs in response to IMF conditions was identified:
weaker Northern Hemisphere AEJs were found for IMF-By < 0 than for IMF-By > 0,
whereas the reverse was observed in the Southern Hemisphere. This prompts asym-
metric treatment of data from each hemisphere for internal field modelling, such as by
using different data selection criteria for IMF-By for data taken in each hemisphere.
The long-term trends in AEJ strength and location suggest that there are unaccounted-
for biases in data used to construct main field models and that a dedicated study of
their effects is necessary. Possible tests for this include repeating field modelling using
data from different local time sectors (where external field contamination is different),
and modelling using synthetic data sets which contain a forward model of the long-term
ionospheric variation.
In Chapters 6 & 7, a gridding procedure was used to inspect satellite data under
different selection criteria and after subtracting different combinations of models. Two
grids, one in GEO (latitude and longitude) and one in QDMLT (quasi-dipole latitude
and magnetic local time) coordinates, were used to organise signals from the solid Earth
and from the ionosphere respectively. In each case, the medians and standard deviations
of data contributing at each grid point were evaluated. This was an effective way of
summarising large volumes of data and exploring them graphically, without artefacts
that may be introduced by spherical harmonic analysis.
The gridding procedure also showed promise as the basis of a new approach to field
modelling, providing a simple way to suppress the ionospheric noise present within a
lithospheric field modelling context. To extend this approach further, the QDMLT
binning could be performed under different data selection and the magnetic field at
each QDMLT location related to upstream solar wind conditions with techniques as
described in Section 8.1. This could lead to a model to predict the ionospheric magnetic
field at satellite altitude based on a complex combination of the solar wind conditions
and varying lag times at each QDMLT location. Such a model could itself be used to
remove the ionospheric effect on internal field models, though attention should be paid
to the circular nature of having to subtract a prior lithospheric field model prediction
as part of building the new model. Ultimately a true co-estimation of sources should
be made, but its accuracy and applicability will be affected by the input data selection
and model parameterisation.
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Methodological improvements and deeper understanding of the various geomagnetic
field sources will continue to improve our ability to model their behaviour with greater
accuracy. Nevertheless, to support these endeavours we rely on the continued and
uninterrupted provision of high quality measurements from observatories both on the
ground and in space. We must ensure that these facilities endure as vital assets for
monitoring Earth. The ongoing Swarm mission and increasing synergies with other
initiatives will no doubt be essential for Earth and space scientists, far beyond the
applications in this thesis, and I hope that these have the ongoing support and success
that they deserve.
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AEJ detections and climatology
Figure A.1: An elevation view to show the various angles involved. The satellite path is
described in polar coordinates by r and φ with 0 < φ < π, and is equivalently described by
a transformation to the Cartesian x, y coordinates. For the part of the path with significant
perturbation caused by the electrojet, φ is close to π2 so the path and Earth curvature is ignored.
The path passes through a small change in latitude (θ) so the path length is given by x = ρθ.
The angle between the internal field direction and the vertical is β.
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By modelling the electrojet as a single horizontal line current along a circle of mag-
netic latitude, the maximum in the along-track gradient (being approximately perpen-
dicular to magnetic latitude circles, i.e. along a line of magnetic longitude) indicates






given in polar coordinates in a plane perpendicular to the current, with r and φ the
distance and angle to the current (see Figure A.1). If the satellite passes along the x-
direction at a heightH, then the path can be described by φ and r such that sin(φ) = Hr .





sin(φ) (−sin(φ)x̂+ cos(φ)ẑ) (A.2)
The arc length travelled by the satellite as it subtends an angle of θ with the Earth’s
centre (corresponding to a change of ∼ θ in latitude) is x = ρθ where ρ is the orbital




















where the angular orbital velocity, v = dθdt ≈
2π
60∗90s
−1, assuming an orbit takes 90
minutes to complete.
If the internal field is inclined with respect to the z-direction at an angle β then the
component of the field detected, resolved parallel to the internal field, is given as








where Bz and Bx are the z and x components of Equation A.2.
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where dφdt has been substituted using Equation A.5. For β = 0, the case where the field
points directly along z, the maximum dB‖dt occurs at φ =
π
2 , where the satellite is exactly
above the line current (i.e. at the same latitude), and the current required to produce







When β 6= 0 is considered, dB‖dt |max is offset from the current location. By setting
d2B‖
dt2







and the associated current strength, I, is found accordingly from Equation A.10.
After subtracting a main field model from the scalar data, F , measured by the
satellite, the maximum in its gradient over a polar-region pass thus indicates the position
electrojet and the current strength can be calculated from the size of the maximum.
The data is therefore segregated into ascending and descending segments above 50o
magnetic latitude and the maximum (either negative or positive) gradient is selected
above a threshold of 0.1nT/s (corresponding to an electrojet of ∼10kA). The method is
robust in that it can usually pick out a clear signal and has low requirements on data
availability and quality but it does not show the latitudinal extent or complexity of the
electrojet. This is particularly a problem when the electrojet is less concentrated and
is spread across a larger latitudinal extent, where this method will simply identify a
weaker current.
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Figure A.2: AEJ detections as in Figure 5.4, showing (left) the assigned current direction,
and (right) the magnetic local time of each detection.
169
Figure A.3: Correlation coefficients between my AEJ measurement and the AE index, binned
according to the magnetic local time (top) and magnetic latitude (bottom) of the AEJ mea-
surements. The different lines correspond to measurements in the Northern Hemisphere (blue)
and measurements in the Southern Hemisphere (red), and the original results by Vennerstrom
and Moretto (2013) (grey). The correlation is stronger in the North at latitudes typical of the
observatories which contribute to the AE index (60-70° MLAT), at the MLTs where the stations
are more likely to be contributing because the electrojets are stronger here (dawn/dusk).
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Figure A.5: As for Figure 5.5 but for POGO data
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Figure A.6: As for Figure 5.6 but for POGO data
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Figure A.7: As for Figure 5.5 but for Magsat data
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Figure A.8: As for Figure 5.6 but for Magsat data
Appendix B
Lithospheric model algorithm for
other components
The following figures show additional information for Chapter 7. They show the algo-
rithm steps as in Figures 7.9 & 7.10, but for all components (NEC), first for Swarm
Alpha, then for Swarm Bravo.
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