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RATIONALITY OF REPRESENTATION ZETA FUNCTIONS OF
COMPACT p-ADIC ANALYTIC GROUPS
ALEXANDER STASINSKI AND MICHELE ZORDAN
Abstract. We prove that for any FAb compact p-adic analytic group G, its
representation zeta function is a finite sum of terms n−s
i
fi(p
−s), where ni are
natural numbers and fi(t) ∈ Q(t) are rational functions. Meromorphic contin-
uation and rationality of the abscissa of the zeta function follow as corollaries.
If G is moreover a pro-p group, we prove that its representation zeta function
is rational in p−s. These results were proved by Jaikin-Zapirain for p > 2 or
for G uniform and pro-2, respectively. We give a new proof which avoids the
Kirillov orbit method and works for all p.
Moreover, we prove analogous results for twist zeta functions of compact
p-adic analytic groups, which enumerate irreducible representations up to one-
dimensional twists. In the course of the proof, we develop a Clifford theory for
twist isoclasses of representations, including a new cohomological invariant of
a twist isoclass.
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1. Introduction
A group G is called representation rigid if the number rn(G) of isomorphism
classes of (continuous, if G is topological) complex irreducible n-dimensional repre-
sentations of G is finite, for each n. If G is finitely generated profinite and FAb (i.e.,
H/[H,H ] is finite for every finite index subgroup H of G), then G is representation
rigid (see [5, Proposition 2]). For any representation rigid group G we have the
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formal Dirichlet series
ZG(s) =
∞∑
n=1
rn(G)n
−s =
∑
ρ∈Irr(G)
ρ(1)−s,
where Irr(G) denotes the set of irreducible characters ofG. If the sequenceRN (G) =∑N
i=1 ri(G) grows at most polynomially, ZG(s) defines a holomorphic function ζG(s)
on some right half-plane of C, which is called the representation zeta function of G.
Suppose that G is a FAb compact p-adic analytic group. In this case, as we
will see, the representation zeta function is defined and extends to a meromorphic
function on C. It is not true in general that ζG(s) is a rational function in p−s, but
this is not too far from the truth. Any formal Dirichlet series with coefficients in Z is
an element of the ring Z[[p−s1 , p
−s
2 , . . .]], where p1, p2, . . . are the primes in N, via the
map
∑
n ann
−s 7→
∑
n anp
−se1
1 p
−se2
2 · · · , where p
e1
1 p
e2
2 · · · is the prime factorisation
of n. We say that a Dirichlet series (with integer coefficients) is virtually rational
in p−s if, as an element of Z[[p−s1 , p
−s
2 , . . .]], it is of the form
(1.1)
k∑
i=1
n−si fi(p
−s),
for some natural numbers k and ni and rational functions fi(t) ∈ Q(t).
If ZG(s) defines a zeta function ζG(s), we say that ζG(s) is virtually rational
in p−s if ZG(s) is, or equivalently, if ζG(s) is of the form (1.1), for all s in some
right half-plane of C. In [15], Jaikin-Zapirain proved one of the first and most
fundamental results on representation zeta functions, namely, that when p > 2
the zeta function ζG(s) is virtually rational in p
−s and if G is pro-p, then ζG(s)
is rational in p−s. Moreover, he conjectured that the results hold also for p = 2,
and proved this in the special case when G is uniform pro-2. Recall that a pro-p
group is called uniform (or uniformly powerful) if it is finitely generated, torsion
free and [G,G] ≤ Gp if p > 2 and [G,G] ≤ G4 if p = 2. These results may be
compared with analogous (virtual) rationality results proved earlier by du Sautoy
for subgroup zeta functions (see [24]). Both Jaikin-Zapirain and du Sautoy rely on
a rationality result for definable integrals, due to Denef and van den Dries [8].
In [2], Avni used Jaikin-Zapirain’s virtual rationality theorem as an ingredient
to prove that the abscissa of convergence of representation zeta functions of certain
arithmetic groups is rational. Jaikin-Zapirain’s result has also been fundamental
for (albeit not always a logical prerequisite of) work of Larsen and Lubotzky [19],
Aizenbud and Avni [1] and of Avni, Klopsch, Onn and Voll, e.g., [3, 4].
For certain significant classes of groups the representation zeta function is not
defined because r1(G) is not finite, although it turns out that the number r˜n(G) of
irreducible representations of dimension n up to one-dimensional twists is finite for
all n. We call such groups twist rigid (see Section 7 for the definition of twists and
twist isoclasses). Examples of twist rigid groups include finitely generated nilpotent
groups and (at least certain) reductive compact p-adic groups like GLn(Zp). For a
twist rigid group G, one can define the Dirichlet series
Z˜G(s) =
∞∑
n=1
r˜n(G)n
−s
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and its meromorphic continuation ζ˜G(s) (where it exists), called the twist (repre-
sentation) zeta series/function, respectively. In [26] the first author and Voll proved
rationality of the p-local factors of twist zeta functions of torsion-free finitely gen-
erated nilpotent groups associated with certain group schemes when a suitable
Kirillov orbit method can be applied and in [13] Hrushovski, Martin and Rideau
proved (among other things) rationality of local factors of twist representation zeta
functions for all finitely generated nilpotent groups. In addition to representation
and group theoretic results, the results in [13] were based on an elimination of
imaginaries result, allowing the use of a definable equivalence relation. An alterna-
tive model theoretic rationality result (for fixed p) that generalizes to the analytic
setting was given by Cluckers in the appendix to [13]. As we will describe below,
Clucker’s result will play a crucial role in the present paper. The model theoretic
rationality results in [13] differ from that used by Jaikin-Zapirain and du Sautoy
insofar as they, in addition to definable sets, also allow the use of a definable family
of equivalence relations (see Sections 2.2.2 and 2.2.3).
The study of twist representation zeta functions of compact p-adic groups was
initiated by the first author and Ha¨sa¨ in [11], who proved in particular that GLn(O)
is twist rigid (where O is any compact discrete valuation ring) and explicitly com-
puted the twist zeta function of GL2(O) when 2 is a unit in O.
1.1. Main results and consequences. The goals of the present paper are, firstly,
to give a new proof of the (virtual) rationality of ζG(s) for G FAb compact p-adic
analytic and in particular to prove Jaikin-Zapirain’s conjecture mentioned above.
Secondly, we prove (virtual) rationality of the twist zeta function ζ˜G(s) for G twist
rigid compact p-adic analytic.
Our first main result is:
Theorem A. Let G be a FAb compact p-adic analytic group. Then ζG(s) is virtu-
ally rational in p−s. If in addition G is pro-p, then ζG(s) is rational in p
−s.
This theorem has the following consequences.
Corollary 1.1. Let G be a FAb compact p-adic analytic group. Then the following
holds regarding ζG(s):
i) it extends meromorphically to the whole complex plane,
ii) it has an abscissa of convergence which is a rational number,
iii) it has no poles at negative integers and ζG(−2) = 0.
Here i) and iii) were previously known consequences of Jaikin-Zapirain’s results
when p 6= 2 or G is uniform pro-2, while ii) follows from Jaikin-Zapirain’s results for
all p since for p = 2 the abscissa ofG is the same as for any finite index uniform pro-2
subgroup. In general, i) follows immediately from Theorem A, because any virtually
rational function in p−s is clearly meromorphic in all of C. Statement ii) follows
from the model theoretic rationality result we use (Theorem 2.15), which implies
that each rational function appearing in the expression for ζG(s) has denominator
that is a product of factors of the form 1 − pi−sj , for integers i, j with j > 0.
Moreover, the series ZG(s) diverges at s = 0 (since G is an infinite profinite group,
hence possesses infinitely many non-equivalent irreducible representations). Thus
the abscissa of ζG(s) is finite and equals i/j, for some i, j as above (note that it does
not necessarily equal max{i/j}, because some denominators may cancel). Part iii)
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of Corollary 1.1 was proved in [10, Theorem 1] for all G for which virtual rationality
of ζG(s) holds. Theorem A therefore implies that it holds for all p.
Our second main result is a direct analogue of Theorem A for twist zeta functions:
Theorem B. Let G be a twist rigid compact p-adic analytic group. Then ζ˜G(s) is
virtually rational in p−s. If in addition G is pro-p, then ζ˜G(s) is rational in p
−s.
By the same argument as above, this theorem has the following consequences.
Corollary 1.2. Let G be a twist rigid compact p-adic analytic group. Then the
following holds regarding ζ˜G(s):
i) it extends meromorphically to the whole complex plane,
ii) it has an abscissa of convergence which is a rational number.
1.2. Outline of the paper and proofs. In Section 2 we give the basic definitions
and results from model theory that we will use in this paper. This is intended for
readers with a limited (or no) background in model theory. Similarly, Section 3
provides the definitions and results from the theory of projective representations
and projective characters, as well as related Clifford theory and group cohomology
that we need in later parts of the paper. Some of this material does not seem to
be well known or is not stated in the literature in a form that is useful for us.
We now briefly summarise the remaining sections, all of which are devoted to
proving the two theorems above.
1.2.1. Theorem A. The most noteworthy aspect here is the new proof, which has
the following main features:
– a new argument (i.e., different from the one in [15, Section 5]) for the main
part of the proof, namely the rationality of the ‘partial’ zeta series (see
below), making systematic use of projective representations and associated
cohomology classes, avoiding Lie algebras;
– a unification of the approach in [13] for pro-p completions of finitely gener-
ated nilpotent groups with the case of p-adic analytic pro-p groups, avoiding
the Kirillov orbit method.
We now describe the main ideas of the proof in more detail, and point out how it
relates to and differs from Jaikin-Zapirain’s proof for p > 2 and the approach in
[13]. The first step is to reduce the (virtual) rationality of ζG(s) to the rationality
in p−s of the partial zeta series
ZcN ;K(s) =
∑
θ∈Irrc
K
(N)
θ(1)−s,
where N a fixed open normal uniform subgroup of G, K is a subgroup of G contain-
ing N , and IrrcK(N) denotes the set of irreducible characters of N with stabiliser K
which determine the cohomology class c in the Schur multiplier H2(Kp/N), where
Kp is a pro-p Sylow subgroup of K. This reduction step follows [15, Sections 5-6]
and uses Clifford theory, together with a result of Jaikin-Zapirain which shows that
we can replace H2(K/N) by H2(Kp/N) (see Section 4).
In Sections 5-6 we prove the rationality of the partial zeta series and hence
Theorem A. To do this, we show that enumerating characters in IrrcK(N) of given
degrees is equivalent to enumerating the classes of a family of equivalence relations
that is definable with respect to an analytic language Lan of p-adic numbers (see
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Section 2.2.2). The rationality then follows from a result of Cluckers (see The-
orem 2.15). The possibility of using a definable equivalence relation, as in [13],
gives an added flexibility not present in the definability results in [15]. We note
that in contrast to [13], which works with an extended language of rings, we need
a p-adic analytic language because of the analytic structure of G and du Sautoy’s
parametrisation of subgroups via bases, which is one of our key ingredients.
We now describe the contents of Sections 5-6 in more detail. In Section 5, we
use some of the theory of projective representations to show that the cohomology
class in H2(Kp/N) associated with a character triple (Kp, N, θ), for Kp a pro-p
Sylow subgroup of K, can be obtained from a character triple (N,N ∩H,χ), where
H is an open subgroup of G such that Kp = HN , and χ is of degree one (see
Proposition 5.2). This is a key step, because, just like in [13], we can only talk
about degree one characters in definability statements. We also introduce a set
XK of pairs (H,χ), which, modulo a suitable equivalence relation, parametrises
the elements in Irr(N) whose stabiliser is K, and a function C : XK → H2(Kp/N)
whose fibres parametrise the sets IrrcK(N), modulo the relation. We then show
that these fibres are expressible by a first order formula involving the values of χ,
2-cocycles and 2-coboundaries (see Lemma 6.5). The approach in Section 5 is new,
compared to [15], and avoids Lie algebra methods by exploiting the monomiality,
for projective representations, of Kp.
In Section 6 we use the results of Section 5 to prove that the fibres of C and the
required equivalence relation are definable in the structureMan of p-adic numbers,
with respect to the language Lan. Among other things, we exploit the known fact
about Schur multipliers that every element in H2(Kp/N) has a cocycle representa-
tive of p-power order and that we can also choose our coboundaries to have p-power
order. This implies that we can consider our cocycles and coboundaries as functions
with values in Qp/Zp, and hence ultimately as elements of definable sets. Once the
definability of the fibres of C, modulo the equivalence relation, is established, an
application of Cluckers’s rationality result mentioned above finishes the proof of
Theorem A.
In the proof of the definability of the fibres of C and the equivalence relation,
we adapt some ideas in [13] to the setting of p-adic analytic pro-p groups. The
main idea here is that the irreducible characters of N are induced from degree one
characters of finite index subgroups, and thus that Irr(N) can be parametrised (in
a many-to-one way) by certain pairs (H,χ) where H ≤ N and χ ∈ Irr(H). Modulo
a suitable definable equivalence relation, the parametrisation is bijective and this
approach is the reason why the Kirillov orbit method can be avoided. The main
new contribution in Section 6 compared to [13], is the definability of the condition
for a representation corresponding to a pair (H,χ) to map to a given c ∈ H2(Kp/N)
under C (note that all of Section 5 is needed for this purpose).
1.2.2. Theorem B. From Section 7 onwards, the paper is devoted to rationality of
twist zeta functions. In order to adapt the strategy employed in the preceding
sections, Section 7 studies restriction and induction of what we call G-twist classes
of characters in the presence of a normal subgroup. Here we let G be an arbitrary
profinite group and N a normal subgroup of finite index. For any subgroup H of
G, we say that λ, δ ∈ Irr(H) are G-twist equivalent if λ = δψ|H , for some character
ψ of G of degree one (see Definition 7.1).
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Let nowH andH ′ be subgroups ofG such thatH ≤ H ′ and such thatH contains
the stabiliser in G of some θ ∈ Irr(N). Then the usual Clifford correspondence says
that induction gives a bijection between irreducible characters of H lying over θ and
irreducible characters of H ′ lying over θ. This immediately implies that induction
of G-twist classes is a surjective map. However, in contrast, induction of G-twist
classes is not necessarily injective. It is for this reason that our proof of Theorem B
requires new methods in addition to those used in the proof of Theorem A.
The main new ingredient needed is an invariant TL,K,Γ(θ˜) attached to the G-
twist class θ˜ of a θ ∈ Irr(N), which controls precisely when two G-twist classes
induce to the same G-twist class. This invariant is an element in H1(L/N,FK/Γ),
where L is the stabiliser of θ˜ in G, K is the stabiliser of θ in G (so that K E L),
FK is the set of functions K/N → C×, Γ is a certain subgroup of Hom(K/N,C×)
and the action of L/N on FK/Γ is the co-adjoint action (see Section 7.2 for the
definitions). We give a quick idea of how TL,K,Γ(θ˜) is defined. By definition of L,
any g ∈ L fixes θ up to G-twist, that is, for any g ∈ L there is a character ψg of G
of degree one such that gθ = θψg|N . Now let θˆ be a projective representation of K
strongly extending θ (see Section 3). Then both
g
θˆ and θˆψg|K strongly extend
gθ,
so there exists a function µ(g) : K/N → C× such that
g
θˆ = θˆψg|K · µ(g).
The goal of Section 7 is then to prove that the function g 7→ µ(g) gives rise to
a unique element in H1(L/N,FK/Γ), where the ambiguity in the choice of strong
extension θˆ has been accounted for by quotienting out by 1-coboundaries, and the
the ambiguity in the choice of ψg has been accounted for by quotienting out by Γ.
At the same time, it is shown that the resulting cohomology class only depends on
the class θ˜, and not on the choice of representative θ.
The next step, carried out in Section 8, is to show that the invariant TL,K,Γ(θ˜)
is determined by CKp(θ˜) (it is easy to see that CKp induces a function on G-twist
classes) together with TLp,Kp,Γp(θ˜), where Lp and Kp are pro-p Sylow subgroups of
L andK, respectively, and Γp is the image of Γ under restriction of homomorphisms
to Kp/N . Here it is assumed that N is a pro-p subgroup of G (eventually N will
be a uniform subgroup). The reasons for reducing to pro-p Sylow subgroups is the
same as for the reduction of H2(K/N) to H2(Kp/N) in the proof of Theorem A, but
in the twist zeta setting, the reduction is more complicated and uses very different
arguments.
In Section 9 we use the main result of the previous section (Proposition 8.7) to
prove that Theorem B follows from the rationality of the partial twist zeta series
Z˜c,c
′
N ;L,K,Γ(s). Finally, Section 10 proves rationality of the partial twist zeta series
by, among other things, showing that the condition TLp,Kp,Γp(θ˜) = c
′, for c′ ∈
H1(L/N,FK/Γ), can be expressed as a definable condition on a suitable definable
set. This section is an analogue of Section 6 but again is more complicated and
requires new arguments (an insight into the differences between the sections can be
gleaned from comparing Lemma 6.5 to its counterpart Proposition 10.5).
1.3. Remarks on the positive characteristic case. It is a natural question to
ask whether FAb finitely generated compact Fp[[t]]-analytic groups have virtually
rational representation zeta functions. This is known for SL2(Fq[[t]]) with q a power
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of an odd prime (see [15, Theorem 7.5]) and was asked more generally by Larsen
and Lubotzky for groups which are Fp[[t]]-points of certain group schemes (see [19,
Problem 6.2]).
Our proof of Theorem A can be seen as the first step towards a possible approach
to this problem, as it avoids the Kirillov orbit method (which is unavailable in
characteristic p) and Lie algebras (which are often less effective or inadequate in
characteristic p). Moreover, the model theoretic rationality result of Cluckers which
we use has a version for uniformly definable equivalence classes over local fields of
characteristic p, for large enough p (see Nguyen [22]). On the other hand, an
essential ingredient in our proof of Theorem A is du Sautoy’s parametrisation of
finite index subgroups of G, which only works in characteristic 0. To go further,
it seems that one will have to narrow down the set of those subgroups of a pro-p
group from which all irreducible representations can be obtained by induction of
one-dimensional representations.
2. Basics from model theory
We give a brief introduction to the notation and basic concepts we need from
model theory, aimed at non-experts.
2.1. Languages, structures and definability. We start by introducing the key
concepts of language, structure, and definability in the classical setting and in the
more complex context of many-sorted languages. We refer the interested reader to
the first chapters of [20] and [28] for a more exhaustive exposition of the subject.
2.1.1. Languages and structures.
Definition 2.1 ([20, Definition 1.1.1]). A language L is given by specifying the
following data:
i) a set of function symbols F and positive integers nf for each f ∈ F ;
ii) a set of relation symbols R and positive integers nR for each R ∈ R;
iii) a set of constant symbols C.
The positive integers nf and nR are called the arity of f and R respectively; f and
R are said to be nf -ary and nR-ary respectively.
Example 2.2. The language Lring = {+,−, ·, 0, 1} where + and · are binary func-
tion symbols, − a unary function symbol and 0, 1 are constants, is called the ring
language.
The language Loag = {+, <, 0} where + is a binary function symbol, < is a
binary relation symbol and 0 is a constant, is called the language of ordered abelian
groups.
As we shall see below, the choice of a language L determines the syntax of
the logical statements we are allowed to build. The process of constructing these
statements is purely formal and happens before the constituents of L are given any
meaning. If one wants to establish the truth of a statement constructed this way,
one first needs to fix an interpretation for the symbols in L. This is how the concept
of structure arises.
Definition 2.3 ([20, Definition 1.1.2]). An L-structureM is given by the following
data:
i) a non-empty set M called the universe, domain or underlying set of M;
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ii) a function fM :Mnf →M for each f ∈ F ;
iii) a set RM ⊆MnR for each R ∈ R;
iv) an element cM ∈M for each c ∈ C.
Example 2.4. Let A be a ring. We define an Lring-structure M by setting M = A,
0M = 0A, 1
M = 1A, +
M = +A, −M is the function associating each element with
its additive inverse, and ·M = ·A.
Let <Z be the order on Z ∪ {−∞}. We construct an Loag-structure M with
underlying set Z ∪ {−∞} by setting 0M = 0Z, <M=<Z, and
x+M y =
{
x+Z y if x, y ∈ Z
−∞ otherwise.
Note that this Loag-structure is not a group.
2.1.2. Definability. Fixing a language L and a set of variables {v1, v2, . . . } allows us
to construct formulas from them. In essence, an L-formula is a string of quantifiers,
logical connectives, variables, and symbols from L which is formed according to
some prescribed rules. One says that a variable v is free in an L-formula if it is
not inside the scope of a quantifier. An L-formula whose free variables are exactly
x1, . . . , xn is called an L-condition on x1, . . . , xn. If M is an L-structure, free
variables may be evaluated in the underlying set M to establish if a formula is true
or false in M. If ϕ is an L-formula with free variables (v1, . . . , vm) and a ∈Mm is
such that ϕ(a) is true in M, one writes M  ϕ(a). See [20] for precise definitions.
Definition 2.5 ([20, Definition 1.3.1]). Let L be a language and M = (M, . . . ) be
an L-structure. Let ℓ ∈ N. We say that a set A ⊆ M ℓ is definable (in M) if there
is an L-formula ϕ with ℓ+m free variables and b ∈Mm such that
A = {a ∈M ℓ | M  ϕ(a,b)}.
A function fM :Mnf →M is said to be definable if its graph is a definable subset
of Mnf+1. A relation RM is said to be definable if RM is a definable subset of
MnR .
Notice that since projections are definable functions, the domain and the image
of a definable function are definable sets.
It will sometimes be more convenient to talk about predicates rather than sets.
A predicate on a set M is a Boolean valued function P : MnP → {0, 1} for some
nP ∈ N0. If L is a language and M = (M, . . . ) is an L-structure we say that
a predicate P on M is definable in M if there is an n-tuple b ∈ Mn and an
L-condition Φ on nP + n variables such that
P (a) = 1 ⇐⇒ M  ϕ(a,b).
Clearly a set A is definable if and only if the predicate x ∈ A is definable.
2.1.3. Many-sorted languages and structures. There will be occasions in which we
would like structures to have several sorts of underlying sets. For instance the
properties of valued fields will be more closely reflected by a language taking into
account that constant, functions, relations (as well as variables) may have values in
the field or in the value group or even in the residue field. This is made rigorous by
allowing languages to have many sorts. The following definitions are a reformulation
of those at the end of [28, Section 1.1].
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Definition 2.6. Let S be a set whose elements we call sorts. An #S-sorted lan-
guage with sorts S is given by specifying the following data:
i) a set of function symbols F , positive integers nf and tuples of sorts sf ∈
Snf+1 for each f ∈ F ;
ii) a set of relation symbols R, positive integers nR and tuples of sorts sR ∈
SnR for each R ∈ R;
iii) a set of constant symbols Cs for each sort in S.
The tuples sf and sR are called the types of f and R, respectively.
Note that a one-sorted language is a language in the sense of Definition 2.1. If
f is a function symbol in a language L with sorts S, the first nf elements of sf
specify the source type of f and the last element specifies the target sort of s.
Definition 2.7. An L-structure M (for a many-sorted language L) is given by
i) a family of underlying sets (Ms : s ∈ S);
ii) a function fM :Ms1×· · ·×Msn →Ms for each f ∈ F of type (s1, . . . , sn, s);
iii) a relation RM ⊆Ms1 × · · · ×Msn for each R ∈ R of type (s1, . . . , sn);
iv) an element cM ∈Ms for each c ∈ Cs of sort s.
If L is a many-sorted language, the formation of formulas is analogous to the
procedure for one-sorted languages, the only difference being that one has to use a
set of variables for each sort and ensure that variables of the correct sort are used in
equalities, functions and relations. In analogy with the one-sorted case, if M is an
L-structure and (s1, . . . , snP ) is an nP -tuple of sorts, a predicate onMs1×· · ·×MsnP
is a Boolean valued function on Ms1 × · · · ×MsnP . The predicate P is said to be
definable in M if there is an n-tuple of sorts (t1, . . . , tn), b ∈Mt1 × · · · ×Mtn , and
an L-condition Φ on variables of sorts (s1, . . . , snP , t1, . . . , tn) such that P (a) =
1 ⇐⇒ M  ϕ(a,b). We say that a set A is definable in M if the predicate x ∈ A
is definable inM. As before, functions and relations are definable when their graph
is definable.
We shall have occasion to consider two structures relative to different languages.
In such a situation we shall need the concept of definable interpretation in order
to be able to compare definable sets between the two structures. The following
definition is a special case of [12, Section 5.3].
Definition 2.8. Let L,L′ be two many-sorted languages and let S′ be the set
of sorts of L′. Let also M be an L-structure and M′ be an L′-structure with
underlying sets M ′s for s ∈ S
′. A definable interpretation of M′ in M consists of
an L′-structure M′′ such that
i) its underlying sets M ′′s for s ∈ S
′ are definable in M;
ii) the interpretation of function (resp. relation) symbols in L′ is by functions
(resp. relations) that are definable in M;
iii) and such that there are maps hs : M
′
s → M
′′
s (s ∈ S
′) forming an isomor-
phism of L′-structures between M′ and M′′.
See [28, Definition 1.1.3] for the definition of isomorphism between one-sorted
structures and [28, Section 1.1] for the extension of the definition to many-sorted
structures. In particular, a consequence of imposing iii) is that we are given an
explicit identification of each M ′s with a definable subset of M
ns for some ns, and
that if f ′ is a function symbol with domain M ′s
n′s and codomainM ′t then the graph
of f ′ is a definable subset of (Mns)n
′
s ×Mnt .
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In the notation of the definition above, let M′ be definably interpreted in M
with maps hs : M
′
s → M
′′
s (s ∈ S
′). Let ϕ be an L′-formula with free variables
of sorts s1, . . . , sn. Then there is an L-formula ψ such that for all (a1, . . . , an) ∈
M ′s1 × · · · ×M
′
sn
M′  ϕ(a1, . . . , an)⇐⇒M  ψ(hs1(a1), . . . , hsn(an)).
This follows directly from the definition of isomorphism between structures and
from the fact that all interpretations of the function and relation symbols of L′
in M′′ are definable functions and relations in M respectively. In particular, if
X ⊆M ′s1 × · · · ×M
′
sℓ
(for some ℓ ∈ N) is a definable set in M′ and H =
∏ℓ
i=1 hsi ,
then H(X) is definable in M.
2.2. Structures for the p-adic numbers and definable integrals. In the
present paper we shall only use languages that model the fieldQp and p-adic analytic
groups. Preceding literature has defined and used a number of different languages
for these two objects; we review and compare those that are relevant to our results.
We shall also cite model theoretic rationality results for power series arising from
certain counting problems involving definable sets and equivalence relations.
2.2.1. The language of p-adic analytic groups. We start by recalling the languages
used by du Sautoy in [24]. We let N0 denote the set of non-negative integers.
Definition 2.9 ([24, Definition 1.6], [8, Section 0.6]). Let LDan be the language with
i) for m ≥ 0, an m-ary function symbol F for each convergent
F (X) =
∑
i∈Nm0
aiX
i1
1 · · ·X
im
m ∈ Zp[[X]],
that is, such that |ai| → 0 as i1 + · · ·+ im →∞;
ii) a binary function symbol D;
iii) a unary relation symbol Pn for each n > 0.
We define an LDan-structure M
D
an with underlying set Zp by the following inter-
pretation rules:
i) each function symbol is interpreted as the power-series it corresponds to in
the definition of LDan.
ii) We define DM
D
an : Z2p → Zp by
DM
D
an(x, y) =
{
x/y if |x| ≤ |y| and y 6= 0,
0 otherwise.
iii) For n > 0 we define P
MDan
n to be the set of non-zero n-th powers in Zp.
It will often be necessary for us to show definability in structures whose underlying
set is a pro-p group. In these situations, following [24], we shall use the following
language whose constants, functions and relations closely resemble the natural ones
in a normal pro-p subgroup N inside a p-adic analytic group G. The following
definition is a slightly modified version of [24, Definition 1.13].
Definition 2.10. Let N be a normal pro-p subgroup of a p-adic analytic group
G. The language LN has two sorts s1 (also called the group sort) and s2, constant
symbols in the sort s1 for each element of N , and a binary relation symbol x | y of
sort (s1, s1). We have the following function symbols, which all have target sort s1:
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i) a binary function symbol x.y of source type (s1, s1);
ii) a unary function symbol x−1 of source type s1;
iii) a binary function symbol xλ of source type (s1, s2);
iv) for each, g ∈ G, a unary function symbol ϕg of source type s1.
We define an LN -structure MN with underlying set N for the first sort and Zp
for the second sort. The interpretation of the symbols in LN as operations in the
group N is immediately suggested by the notation, with the exception of x | y and
the functions ϕg. The latter is interpreted as the conjugation function N → N ,
x 7→ gxg−1. In order to interpret x | y we will use that N is a pro-p group. Recall
that the lower p-series of a pro-p group H is defined as H1 ≥ H2 ≥ · · · , where
H1 = H, and Hi+1 = H
p
i [Hi, H ],
where Hpi [Hi, H ] denotes the closure of H
p
i [Hi, H ] as a topological subgroup of H .
We interpret x | y as the relation ω(x) ≥ ω(y), where ω is defined as follows.
Definition 2.11 ([24, Definition 1.12]). Define ω : N → N ∪ {∞} by ω(g) = n if
g ∈ Nn \Nn+1 and ω(1) =∞.
2.2.2. The analytic language of the p-adic numbers. We recall the definition of the
language used in [13, Appendix A].
Definition 2.12. The language Lan is a three-sorted language with a valued field
sort VF, a value group sort VG and a residue field sort RF. We have all constants,
functions and relations of Lring for the valued field and the residue field sort, and
all constants, functions and relations of Loag for the value group sort. In addition,
we have:
i) for m ≥ 0, a function symbol f with source type VFm and target sort VF
for each convergent power series in m variables with coefficients in Zp;
ii) a function symbol ord with source type VF and target sort VG;
iii) a function symbol ac with source type VF and target sort RF.
We define an Lan-structureMan with underlying sets Qp for the valued field sort,
Z ∪ {−∞} for the value group, and Fp (the field with p elements) for the residue
field sort. The constants, functions and relations of Lring and Loag are interpreted
in the usual way (see Example 2.4). The functions f are interpreted as restricted
analytic functions defined by the power series they correspond to, that is,
fMan : Qmp −→ Qp
X 7−→
{∑
i∈Nm0
aiX
i1
1 · · ·X
im
m if X ∈ Z
m
p
0 otherwise.
The function symbol ord is interpreted as the valuation map on Qp (the valuation
of 0 is −∞). Finally the function symbol ac is interpreted as acMan : Qp → Fp
sending 0 to 0 and x to
xp−ord
Man (x) mod p.
Let N be a uniform pro-p group and let n1, . . . , nd be a minimal set of topolog-
ical generators for N . By [9, Proposition 3.7], N is in bijection with Zdp via the
map (λ1, . . . , λd) 7→ n
λ1
1 · · ·n
λd
d . If g ∈ N is such that g = n
λ1
1 · · ·n
λd
d for some
λ1, . . . , λd ∈ Zp we say that (λ1, . . . , λd) are its Zp-coordinates (with respect to
n1, . . . , nd).
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Lemma 2.13. Suppose that N is a uniform normal pro-p group of a compact p-
adic analytic group G. Then MN is definably interpreted in MDan. Moreover M
D
an
is definably interpreted in Man (and so MN is definably interpreted in Man).
Proof. Fix a minimal set of topological generators for N . Passing to Zp-coordinates
for N , Theorem 1.18 in [24] gives the definable sets in MDan; the map hs1 in Def-
inition 2.8; the definable interpretation of the constants as tuples in Zp; and the
interpretation of x.y, x−1, ϕ, and x | y. The underlying set Zp is interpreted as
itself (so that hs2 = idZp) and Lemma 1.19 in [24] gives the interpretation of x
λ.
It is easy to construe the function symbol D of LDan as a definable function in
Man, so that the structure MDan is definably interpreted in Man. 
2.2.3. Rationality and definable enumerations inMan. We conclude this exposition
with the main technical result that will allow us to prove rationality of certain series
enumerating equivalence classes of families of equivalence relations.
Definition 2.14. Let Y ⊆ Z be a definable set in Man and let d ∈ N. A family
of equivalence relations {En}n∈Y on definable sets Xn ⊆ Qdp (n ∈ Y ) is said to be
definable if there is a definable setX ⊆ Qdp and a definable relation F on (X×X)×Y
such that En = F−1(n) for all n ∈ Y .
Theorem 2.15 ([13, Theorem A.2]). Let d ∈ N. Let En be a definable family of
equivalence relations inMan on (definable) sets Xn ⊆ Qdp, for n ∈ N0. Suppose that
for each n ∈ N0 the quotient Xn/En is finite, say, of size an. Then the Poincare´
series ∑
n∈N0
ant
n
is a rational power series in t over Q whose denominator is a product of factors of
the form (1− pitj) for some integers i, j with j > 0.
Proof. The proof is the same as the one at the end of Appendix A in [13]. The
only difference is that instead of setting Y to be the set of non-negative integers,
we set Y = {n ∈ N0 | Xn 6= ∅}. This set is definable in Man as it is the projection
on the Z-component of the relation defining the family {En}. The rest of the proof
remains unchanged. 
3. Preliminaries on projective representations
The main representation theoretic steps of our proof (Section 5) will use projec-
tive representations and projective characters of (pro-)finite groups. In this section,
we collect the definitions and results that we will need. We use [14], [16] and [17]
as sources for this theory (precise references for the non-trivial results are given
below).
In the following, we regard any GLn(C) with its discrete topology. All the defini-
tions and results in this section apply to finite groups, regarded as discrete profinite
groups. In fact, the results are trivial generalisations from the finite groups case
because we consider only continuous representations and finite index subgroups.
We will however need to apply the results to infinite profinite groups.
From now on, we will consider only continuous representations and their char-
acters. Let G be a profinite group and N an open normal subgroup. We define
Irr(G) to be the set of characters of continuous irreducible complex representations
of G. For any subgroup K ≤ G and θ ∈ Irr(K), we let Irr(G | θ) denote the set
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of irreducible characters of G whose restriction to K contains θ. The elements of
Irr(G | θ) are said to lie above or to contain θ.
For any K ≤ G, we write
IrrK(N) = {θ ∈ Irr(N) | StabG(θ) = K}
for the irreducible characters of N whose stabiliser under the conjugation action of
G is precisely K.
We call (K,N, θ) a character triple if θ ∈ Irr(N) and K fixes θ, that is, if
K ≤ StabG(θ). Thus IrrG(N) is the set of character triples (G,N, θ).
Definition 3.1. A projective representation of G is a continuous function ρ : G→
GLn(C), such that there exists a continuous function α : G×G→ C× satisfying
ρ(g)ρ(h) = ρ(gh)α(g, h) for all g, h ∈ G.
The function α is called the factor set of ρ.
The projective character of ρ is the function G→ C given by g 7→ tr(ρ(g)).
Just like for finite groups, one shows that the factor sets on G×G are precisely
the elements in the group Z2(G) := Z2(G,C×) of continuous 2-cocycles with values
in C× (see [14, (11.6)]). Moreover, we have the subgroup B2(G) := B2(G,C×) of
2-coboundaries and the cohomology group H2(G) = Z2(G)/B2(G), which is also
called the Schur multiplier of G. It is well known that the Schur multiplier of a
finite group is finite (see [14, (11.15)]).
Two projective representations ρ and σ are said to be similar if there exists a T ∈
GLn(C) such that ρ(g) = Tσ(g)T−1, for all g ∈ G. Two projective representations
have the same projective character if and only if they are similar. Note that there
exists a notion of equivalent projective representations which we will not use.
Projective representations with factor set α naturally correspond to modules for
the twisted group algebra C[G]α (see, e.g., [14, Section 11]). It is well known that
this algebra is semisimple. A projective representation Θ with factor set α and the
character it affords are called irreducible if Θ corresponds to a simple C[G]α-module.
We let
PIrrα(G)
denote the set of irreducible projective characters of G with factor set α.
Definition 3.2. Let Θ be an irreducible representation of N fixed by K ≤ G.
We say that a projective representation Π of K strongly extends (or is a strong
extension of) Θ if for all g ∈ K and n ∈ N , we have:
i) Π(n) = Θ(n),
ii) Π(ng) = Π(n)Π(g),
iii) Π(gn) = Π(g)Π(n).
Moreover, in this situation, we say that the projective character of Π strongly
extends (or is a strong extension of) the character of Θ.
Lemma 3.3. Let Θ be an irreducible representation of N fixed by K ≤ G and let
Π be a projective representation of G with factor set α such that Π(n) = Θ(n), for
all n ∈ N . Then Π strongly extends Θ if and only if for all g ∈ G and n ∈ N ,
α(g, n) = α(n, g) = 1.
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Proof. We have
Π(ng)α(n, g) = Π(n)Π(g),
so Π(ng) = Π(n)Π(g) is equivalent to α(n, g) = 1. Similarly Π(gn) = Π(g)Π(n) is
equivalent to α(g, n) = 1. 
Theorem 3.4. Let Θ be an irreducible representation of N fixed by K ≤ G. There
exists a projective representation Π of K which strongly extends Θ. Let αˆ be the
factor set of Π. Then αˆ is constant on cosets in K/N , so we have a well-defined
element α ∈ Z2(K/N) given by
α(gN, hN) = αˆ(g, h).
Moreover, we have a well-defined function
CK : {θ ∈ Irr(N) | K ≤ StabG(θ)} −→ H
2(K/N), CK(θ) = [α].
Proof. Since N is open in K and every representation of N factors through a finite
quotient, we can reduce to the case of finite groups. Now, the statements are
contained in (the proofs of) [14, (11.2) and (11.7)]. 
Lemma 3.5. Let θ be an irreducible character of N fixed by K ≤ G, let α ∈
Z2(K/N) be a representative of the cohomology class CK(θ) and let αˆ be the pull-
back given by αˆ(g, h) = α(gN, hN), for g, h ∈ K. Assume that α is trivial on N×N
(i.e, not merely constant but equal to 1). Then there exists a strong extension of θ
to K with factor set αˆ.
Proof. Let θˆ be a strong extension of θ. Let βˆ be the factor set of θˆ and β ∈
Z2(K/N) such that β(gN, hN) = βˆ(g, h). Then (by Theorem 3.4) there is a δ ∈
B2(K/N) such that α = βδ. Pulling back to K×K, we get αˆ = βˆδˆ, where δˆ(g, h) =
δ(gN, hN). By definition of coboundary, there is a function γ : K/N → C× such
that for all g, h ∈ K, δ(gN, hN) = γ(ghN)−1γ(gN)γ(hN). Thus
δˆ(g, h) = γˆ(gh)−1γˆ(g)γˆ(h),
where γˆ is the pull-back of γ. Since both αˆ (by assumption) and βˆ (by Lemma 3.3)
are trivial on N ×N we have that δˆ is also trivial on N ×N . It follows that γˆ is a
homomorphism on N ×N . The only constant homomorphism is the trivial one so
we conclude that γˆθˆ is a strong extension of θ with factor set αˆ. 
For any H ≤ G and factor set α ∈ Z2(G), we denote the restriction of α to H×H
by αH . Suppose that H is open in G, and let α ∈ Z2(G). If χ is a projective char-
acter of H with factor set αH , we define the induced projective character Ind
G
H,α χ
as the character of the induced projective representation given by tensoring by the
twisted group algebra Cα[G] (see [17, I, Section 9]). Then IndGH,α χ is a projective
character of G with factor set α. A projective character with trivial factor set is
the character of a linear representation and in this case we omit the factor set, so
that our notation coincides with the standard notation for induced characters of
linear representations.
In Section 5 we will freely use basic facts about projective characters which are
direct analogues of well known results for ordinary characters. For example, we
have Frobenius reciprocity [17, Ch. 1, Lemma 9.18], Mackey’s intertwining number
formula [17, Ch. 1, Theorem 8.6], and the fact that the inner product 〈χ, χ′〉 of
two projective characters, with χ irreducible, equals the multiplicity of χ as an
irreducible constituent of χ′ [17, Ch. 1, Lemma 8.10].
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Lemma 3.6. Let P be a pro-p group. Then any projective representation is induced
from a one-dimensional projective representation of an open subgroup of P .
Proof. By definition, every projective representation of P factors through a finite
quotient. Since a finite p-group is supersolvable, the result now follows from [16,
Ch. 3, Theorem 11.2]. 
3.1. Projective representations and Clifford theory. If two projective repre-
sentations of a group G have factor sets α and β, respectively, then their tensor
product has factor set αβ. This is an immediate consequence of the definitions,
but is a fact that we will use repeatedly throughout the paper. The following two
lemmas are due to Clifford [6, Theorems 3-5].
Lemma 3.7. Let (K,N, θ) be a character triple. Let θˆ ∈ PIrrαˆ(K) be a strong
extension of θ, so that CK(θ) = [α]. For any π ∈ PIrrα−1(K/N), let π ∈ PIrrαˆ−1(K)
denote the pull-back of π along the map K → K/N . Then the function
PIrrα−1(K/N) −→ Irr(K | θ), π 7−→ θˆπ
is a bijection.
Proof. Since θ factors through a finite group, the statements immediately reduce
to the case where K and N are finite. The fact that π 7−→ θˆπ is a function with
the given domain and codomain is proved in [21, Theorem 5.8 (ii)] (in the context
of projective representations; this immediately implies the corresponding fact for
projective characters), and the fact that it is surjective is [21, Theorem 5.8 (i)]. We
prove injectivity using a simplified version of the argument in [6, p. 545-546]. Let Θ
be a K-fixed irreducible representation of N and let Θ̂ be a strong extension of Θ
to K with factor set αˆ. Let Π,Π
′
be irreducible projective representations of K/N
with factor set α−1, and let Π,Π′ be their pull-backs to K. Let d = dim Θ̂ = dimΘ,
e = dimΠ = dimΠ and e′ = dimΠ′ = dimΠ
′
. Assume that Θ̂ ⊗ Π is similar to
Θ̂⊗Π′. Then Π⊗ Θ̂ is also similar to Π⊗ Θ̂′, that is, there exists a P ∈ GLde(C)
such that for all k ∈ K, we have
P−1(Π(k)⊗ Θ̂(k))P = Π′(k)⊗ Θ̂(k).
Then, for any n ∈ N , we have P−1(αˆ(1, 1)−1Ie ⊗ Θ(n))P = αˆ(1, 1)−1Ie ⊗ Θ(n),
and thus
P−1(Ie ⊗Θ(n))P = Ie ⊗Θ(n).
The matrix Ie⊗Θ(n) is the value at n of the representation Θ⊕e, so Schur’s lemma
implies that P is a block matrix consisting of e2 scalar blocks of size d× d, that is,
P = Q⊗ Id, for some Q ∈ GLe(C). Hence, for all k ∈ K,
0 = P−1(Π(k) ⊗ Θ̂(k))P −Π′(k)⊗ Θ̂(k) = (Q−1Π(k)Q −Π′(k))⊗ Θ̂(k).
This implies that Θ̂(k) ⊗ (Q−1Π(k)Q − Π′(k)) = 0, so since Θ̂(k) is non-zero, we
must have Q−1Π(k)Q = Π′(k), by the definition of Kronecker product. We have
thus proved that if Θ̂⊗ Π has the same character as Θ̂⊗Π′, then Π has the same
character as Π′, and this proves the asserted injectivity. 
Lemma 3.8. Let θ, θ′ ∈ Irr(N) be two characters fixed by K such that CK(θ) =
CK(θ′) = [α], for some α ∈ Z2(K/N). Let θˆ, θˆ′ ∈ PIrrαˆ(K) be strong extensions of
θ and θ′, respectively, where αˆ is the pull-back of α to K (such θˆ and θˆ′ exist thanks
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to Lemma 3.5). Then we have a bijection σ : Irr(K | θ) → Irr(K | θ′), θˆπ 7→ θˆ′π,
where π is the pull-back of π ∈ PIrrα−1(K/N), such that
(θˆπ)(1)
θ(1)
=
σ(θˆπ)(1)
θ′(1)
.
Proof. Lemma 3.7 implies that σ is a bijection. For the statement regarding ratios
of degrees, it remains to note that
(θˆπ)(1) = θˆ(1)π(1) and (θˆ′π)(1) = θˆ′(1)π(1).

The following is a well known result from the cohomology of finite groups. Note
that we write the abelian group structure of cohomology groups multiplicatively as
this will be more natural for the cohomology groups we will consider.
Lemma 3.9. Let G be a finite group of order m and let A be a G-module. For any
integer i ≥ 1, the following holds:
i) For any x ∈ Hi(G,A), we have xm = 1. Thus, if Hi(G,A) is finite and if
a prime p divides |Hi(G,A)|, then p divides m.
ii) If P is a Sylow p-subgroup of G, then the restriction homomorphism resG,P :
Hi(G,A)→ Hi(P,A) restricts to an injection
resp : H
i(G,A)(p) −֒→H
i(P,A),
where Hi(G,A)(p) is the p-torsion subgroup of H
i(G,A). Thus, if Hi(P,A)
= 1 for all Sylow p-subgroups and all primes p | m, then Hi(G,A) = 1.
Proof. See, for example, Corollaries 2 and 3 of [27, Theorem 7.26]. 
Since any torsion abelian group (not necessarily finite) is a direct sum of its p-
torsion subgroups where p runs through all torsion primes (see [27, Theorem 5.5]),
Lemma 3.9 i) implies that Hi(G,A)(p) is the p-primary component of H
i(G,A). In
general, for any torsion abelian group M we will denote its p-primary component
(possibly trivial) byM(p). Similarly, we will write m(q) for the q-part of an element
m ∈M .
Lemma 3.10. Let G be a finite group of order m and M be an abelian group
(written multiplicatively) on which G acts. Assume that M is finitely divisible in
the sense that for any n ∈ N and a ∈ M , there is a finite but non-zero number of
elements x ∈M such that xn = a. Then, for any integer i ≥ 1, we have
Zi(G,M) = Bi(G,M)U i,
where U i = {α ∈ Zi(G,M) | αm = 1}. Moreover, Hi(G,M) is finite.
Proof. We first prove that Bi(G,M) is divisible. A function β : Gi → M is in
Bi(G,M) if and only if it is of the form
β(g1, . . . , gi) =
g1f(g2, . . . , gi)f(g1, . . . , gn)
(−1)i
i−1∏
j=1
f(g1, . . . , gj−1, gjgj+1, . . . , gi)
(−1)j
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for some function f : Gi−1 → M , where G0 := {1} (see, e.g., [25, VII.3]). Let β
and f be such that this holds. Since M is divisible, there exists, for any n ∈ N, a
function f˜ ∈ Gi−1 →M such that f˜n = f . Thus
β(g1, . . . , gi) =
g1
f˜(g2, . . . , gi)
nf˜(g1, . . . , gn)
(−1)in
i−1∏
j=1
f˜(g1, . . . , gj−1, gjgj+1, . . . , gi)
(−1)jn
=
(
g1
f˜(g2, . . . , gi)f˜(g1, . . . , gn)
(−1)i
i−1∏
j=1
f˜(g1, . . . , gj−1, gjgj+1, . . . , gi)
(−1)j
)n
,
so β = γn for some γ ∈ Bi(G,M).
Let α ∈ Zi(G,M). By Lemma 3.9 i), we have αm ∈ Bi(G,M). Since Bi(G,M)
is divisible, there is a β ∈ Bi(G,M) such that αm = βm, and hence αβ−1 ∈ U i. We
thus have α ∈ Bi(G,M)U i and since α was arbitrary, Zi(G,M) = Bi(G,M)U i.
Now, every element in U i is a function Gi → {a ∈M | am = 1}. The codomain
is a finite set since M is finitely divisible, so U i is finite and hence Hi(G,M) is
finite, since it embeds in U i. 
4. Reduction to the partial zeta series
Let G be a representation rigid profinite group, such that there exists a finite
index normal pro-p subgroup N ≤ G. For example, one can take G to be FAb and
compact p-adic analytic (see [9, Corollary 8.34]). For any K ≤ G such that N ≤ K,
let Kp be a pro-p Sylow subgroup of K. Since N is normal and pro-p we necessarily
have N ≤ Kp. For any c ∈ H
2(Kp/N), define
IrrcK(N) = {θ ∈ IrrK(N) | CKp(θ) = c},
where CKp is the function defined in Theorem 3.4. Note that any two choices of Kp
are G-conjugate, so up to the natural identification of the groups H2(Kp/N), for
different Kp, the set Irr
c
K(N) is independent of Kp. We call
ZcN ;K(s) =
∑
θ∈Irrc
K
(N)
θ(1)−s
a partial zeta series. Note that for G fixed there are only finitely many partial zeta
series and that
ZN (s) =
∑
N≤K≤G
∑
c∈H2(Kp/N)
ZcN ;K(s).
Following Jaikin-Zapirain [15, Section 5], we show how the (virtual) rationality of
ZG(s), and thus of ζG(s), is reduced to the rationality in p
−s of the partial zeta
series.
Let (K,N, θ) be a character triple. By Clifford’s theorem, λ(1)/θ(1) is an integer
for any λ ∈ Irr(K | θ), so we may define the finite Dirichlet series
f(K,N,θ)(s) =
∑
λ∈Irr(K|θ)
(
λ(1)
θ(1)
)−s
.
The following result is contained in [15, Proposition 5.1]. We give a new proof,
which adds several steps involving Schur multipliers.
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Lemma 4.1. Let N be a finite index pro-p group in K and let (K,N, θ) and
(K,N, θ′) be two character triples. If CKp(θ) = CKp(θ
′), then
CK(θ) = CK(θ
′) and f(K,N,θ)(s) = f(K,N,θ′)(s).
Proof. By the remark after Lemma 3.9, any c ∈ H2(K/N) can be written as c =∏
q c(q), where q runs through the primes dividing |K/N | and c(q) ∈ H
2(K/N)(q) is
the q-primary component of c. Let q be a prime dividing |K/N | and let Kq ≤ K
be such that Kq/N is a Sylow q-subgroup of K/N (note that this agrees with
our notation Kp for q = p). By Lemma 3.9, resq : H
2(K/N)(q) → H
2(Kq/N) is
injective. We claim that
(4.1) resq(CK(θ)(q)) = CKq(θ)
(and similarly for θ′). Indeed, if θˆ ∈ PIrrα(K) is a strong extension of θ, then
ResKKq θˆ is a strong extension of θ with factor set αKq (the restriction of α to
Kq), and since resK/N,Kq/N (CK(θ)) is the element in H
2(Kq/N) determined by the
cocycle αKq , we have
resK/N,Kq/N (CK(θ)) = CKq(θ).
Furthermore, since H2(Kq/N) is a q-group, the homomorphism resK/N,Kq/N is
trivial on H2(K/N)(ℓ), for any prime ℓ 6= q. Hence, for any c ∈ H
2(K/N),
resK/N,Kq/N (c) = resK/N,Kq/N (c(q)) = resq(c(q)),
proving (4.1).
Now, if q 6= p, then p ∤ |Kq/N |, so by [14, (8.16)], θ extends to Kq, and thus
CKq(θ) = 1. By (4.1) we obtain resq(CK(θ)(q)) = 1, whence CK(θ)(q) = 1 (by the
injectivity of resq). We must therefore have CK(θ) = CK(θ)(p), and since θ was
arbitrary, we similarly have CK(θ′) = CK(θ′)(p). Applying (4.1) for q = p, we get
resp(CK(θ)(p)) = CKp(θ) = CKp(θ
′) = resp(CK(θ
′)(p)),
and we conclude that CK(θ)(p) = CK(θ
′)(p), and thus CK(θ) = CK(θ
′).
We now prove the second assertion. By the first part together with Lemma 3.8,
there exists a bijection σ : Irr(K | θ) → Irr(K | θ′) such that λ(1)/θ(1) =
σ(λ)(1)/θ′(1). Thus
f(K,N,θ)(s) =
∑
λ∈Irr(K|θ)
(
λ(1)
θ(1)
)−s
=
∑
σ(λ)∈Irr(K|θ′)
(
σ(λ)(1)
θ′(1)
)−s
= f(K,N,θ′)(s).

Let S denote the set of subgroups K ≤ G such that N ≤ K and StabG(θ) = K,
for some θ ∈ Irr(N).
Proposition 4.2. Suppose that ZcN ;K(s) is rational in p
−s, for every K ∈ S and
every c ∈ H2(Kp/N). Then Theorem A holds.
Proof. By Clifford’s theorem, for every ρ ∈ Irr(G), there are exactly |G : StabG(θ)|
distinct characters θ ∈ Irr(N) such that ρ ∈ Irr(G | θ). Thus
ZG(s) =
∑
ρ∈Irr(G)
ρ(1)−s =
∑
θ∈Irr(N)
1
|G : StabG(θ)|
∑
ρ∈Irr(G|θ)
ρ(1)−s.
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By standard Clifford theory (see [14, (6.11)]), induction yields a bijection between
Irr(StabG(θ) | θ) and Irr(G | θ), for every θ ∈ Irr(N), so∑
ρ∈Irr(G|θ)
ρ(1)−s =
∑
λ∈Irr(StabG(θ)|θ)
(λ(1) · |G : StabG(θ)|)
−s.
This implies that
ZG(s) =
∑
θ∈Irr(N)
|G : StabG(θ)|
−s−1
∑
λ∈Irr(StabG(θ)|θ)
θ(1)−s
(
λ(1)
θ(1)
)−s
=
∑
θ∈Irr(N)
|G : StabG(θ)|
−s−1θ(1)−sf(StabG(θ),N,θ)(s)
=
∑
K∈S
|G : K|−s−1
∑
θ∈IrrK(N)
θ(1)−sf(K,N,θ)(s).
By Lemma 4.1, we have f(K,N,θ)(s) = f(K,N,θ′)(s), for θ, θ
′ ∈ Irr(N) if CKp(θ) =
CKp(θ
′). By the above, we can therefore write
ZG(s) =
∑
K∈S
|G : K|−s−1
∑
c∈H2(Kp/N)
f cK(s)Z
c
N ;K(s)
where f cK(s) := f(K,N,θ)(s) for some (equivalently, any) character triple (K,N, θ)
such that CKp(θ) = c.
The sets S is finite and the group H2(Kp/N) is also finite by Lemma 3.10. From
the assumption that ZcN ;K(s) is rational in p
−s, it now follows that ZG(s), and
hence ζG(s), is virtually rational. Moreover, if G is pro-p, then |G : K| is a power
of p for any subgroup K, and likewise λ(1) is a power of p for any λ ∈ Irr(K), so
f(K,N,θ)(s) is a polynomial in p
−s. Thus, when G is pro-p, ZG(s), and hence ζG(s),
is rational in p−s. 
5. Cohomology classes and degree one characters
To prove the rationality in p−s of the partial zeta series ZcN ;K(s) for G FAb
compact p-adic analytic, we will prove that the set IrrcK(N) is in bijection with the
set of equivalence classes of a definable equivalence relation on a definable set in
Man. To this end, we need to show that the condition CKp(θ) = c is equivalent to
a similar condition where Kp is replaced by a subgroup H of Kp and θ is replaced
by a character χ of N ∩ H of degree one. In this section we will state and prove
the main technical result allowing for this reduction.
As in the previous section, let G be a profinite group possessing a finite index
normal pro-p subgroup N ≤ G. All the results in the present section are really
theorems about finite groups with trivial generalisations to profinite groups, and
the reader may assume that G is finite with the discrete topology throughout the
section (without changing any of the proofs). We work in the profinite setting
because this is what we will need to apply the results to in Section 6.
For any K ≤ G such that N ≤ K, define the set
H(K) = {H ≤ K | H open in K, K = HN}.
From now on, and until the end of Section 6, let N ≤ K ≤ G be fixed.
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Lemma 5.1. Let γ ∈ Z2(Kp), H ∈ H(Kp) and η ∈ PIrrγH (H) be of degree one. If
IndNN∩H,γN Res
H
N∩H η or Res
Kp
N Ind
Kp
H,γ η is irreducible, then
IndNN∩H,γN Res
H
N∩H η = Res
Kp
N Ind
Kp
H,γ η.
Proof. By Mackey’s induction-restriction formula and Frobenius reciprocity for pro-
jective representations, we have〈
IndNN∩H,γN Res
H
N∩H η,Res
Kp
N Ind
Kp
H,γ η
〉
=
〈
ResHN∩H η,Res
Kp
N∩H Ind
Kp
H,γ η
〉
=
∑
g∈(N∩H)\Kp/H
〈
ResHN∩H η, Ind
N∩H
N∩H∩gH,γN∩H Res
gH
N∩H∩gH
gη
〉
≥
〈
ResHN∩H η,Res
H
N∩H η
〉
= 1.
Here g ∈ Kp denotes an arbitrary representative of g. Since Kp = HN and
|Kp : N | · |N : N ∩H | = |Kp : H | · |H : N ∩H | = |Kp : H | · |HN : N |,
we have |N : N ∩H | = |Kp : H |. Hence Ind
N
N∩H,γN Res
H
N∩H η and Res
Kp
N Ind
Kp
H,γ η
have the same degree, so if one of them is irreducible, they are equal. 
For H ≤ Kp such that Kp = HN , we let f˜H : Z2(H/(N ∩H))→ Z2(Kp/N) be
the isomorphism induced by pulling back cocycles along the isomorphism Kp/N →
H/(N ∩H). We describe this isomorphism more explicitly. Since Kp = HN , every
coset in Kp/N contains a unique coset in H/(N∩H). Then, for α ∈ Z2(H/(N∩H))
and g, g′ ∈ Kp, we have
(5.1) f˜H(α)(gN, g
′N) = α(h(N ∩H), h′(N ∩H))
where h, h′ are such that h(N ∩ H) ⊆ gN and h′(N ∩ H) ⊆ g′N . Moreover, for
β ∈ Z2(Kp/N) and h, h
′ ∈ H , we have
f˜−1H (β)(h(N ∩H), h
′(N ∩H)) = β(hN, h′N).
We denote by fH the corresponding induced isomorphism from H
2(H/(N ∩H)) to
H2(Kp/N).
Proposition 5.2. Let (K,N, θ) be a character triple. Then there exists an H ∈
H(Kp) and a character triple (H,N ∩H,χ) such that:
i) χ is of degree one,
ii) θ = IndNN∩H χ,
iii) CKp(θ) = fH(CH(χ)).
Moreover, let H ∈ H(Kp) be such that (H,N ∩H,χ) is a character triple with χ of
degree one, such that (K,N, θ) is a character triple, where θ = IndNN∩H χ. Then
CKp(θ) = fH(CH(χ)).
Proof. Assume that (K,N, θ) is a character triple. By Theorem 3.4, there exists
an α ∈ Z2(Kp/N) such that [α] = CKp(θ) and a θˆ ∈ PIrrαˆ(Kp) strongly extending
θ. Note that by Lemma 3.3, αˆ(n, x) = αˆ(x, n) = 1, for all n ∈ N , x ∈ Kp, so in
particular, αˆN = 1.
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By Lemma 3.6, there exist an open subgroup H of Kp and η ∈ PIrrαˆH (H) of
degree one such that θˆ = Ind
Kp
H,αˆ η. Then θ = Res
Kp
N Ind
Kp
H,αˆ η is irreducible, so
1 =
〈
Res
Kp
N Ind
Kp
H,αˆ η,Res
Kp
N Ind
Kp
H,αˆ η
〉
=
=
∑
g∈N\Kp/H
∑
h∈N\Kp/H
〈
IndNN∩gH Res
gH
N∩gH
gη, IndNN∩hH Res
hH
N∩hH
hη
〉
=
∑
g∈Kp/HN
∑
h∈Kp/HN
〈
IndNN∩gH Res
gH
N∩gH
gη, IndNN∩hH Res
hH
N∩hH
hη
〉
≥
∑
g∈Kp/HN
〈
IndNN∩gH Res
gH
N∩gH
gη, IndNN∩gH Res
gH
N∩gH
gη
〉
≥ |Kp : HN |.
Thus, |Kp : HN | = 1, and so Kp = HN , that is, H ∈ H(Kp).
Next, define χ = ResHN∩H η; then χ is fixed by H , and Lemma 5.1 (with γ = αˆ)
implies that θ = IndNN∩H χ. Since αˆH descends to αH ∈ Z
2(H/(N ∩H)), where
αH(h(N ∩H), h
′(N ∩H)) = αˆH(h, h
′),
we have fH([αH ]) = CKp(θ). Since η strongly extends χ, we obtain
CKp(θ) = fH(CH(χ)).
Assume now that (H,N ∩ H,χ) and (K,N, θ) are as in the second part of the
statement. By Theorem 3.4, there exists a β ∈ Z2(H/(N ∩H)) and a χˆ ∈ PIrrβˆ(H)
strongly extending χ, such that [β] = CH(χ). Let γ ∈ Z2(Kp) be the pull-back of
f˜H(β) ∈ Z2(Kp/N). Then, for any h, h′ ∈ H , we have
γH(h, h
′) = γ(h, h′) = f˜H(β)(hN, h
′N) = β(h(N ∩H), h′(N ∩H)) = βˆ(h, h′),
where in the second to last step we have used (5.1). Thus γH = βˆ, and since θ is
irreducible, Lemma 5.1 (with η = χˆ) implies that
θ = IndNN∩H,γN Res
H
N∩H χˆ = Res
Kp
N Ind
Kp
H,γ χˆ.
Hence Ind
Kp
H,γ χˆ is an extension of θ and we show that it is in fact a strong extension
(see Definition 3.2). Indeed, since γ is constant on cosets of N in Kp, we have
γ(x, n) = γ(hn′, n) = γ(h, 1) = γH(h, 1) = βˆ(h, 1) = 1,
where we have written x = hn′, with h ∈ H , n′ ∈ N and βˆ(h, 1) = 1 by Lemma 3.3,
because βˆ is the factor set of a strong extension. In a similar way, we show that
γ(n, x) = 1; thus, by Lemma 3.3, we conclude that Ind
Kp
H,γ χˆ strongly extends θ.
Since Ind
Kp
H,γ χˆ has factor set γ, which descends (modulo N) to f˜H(β), it follows
that
CKp(θ) = [f˜H(β)] = fH([β]) = fH(CH(χ)).

It will be useful for us to state a consequence of Proposition 5.2 in terms of a
commutative diagram. To this end, let XK be the set of pairs (H,χ) with H ∈
H(Kp), where:
i) (H,N ∩H,χ) is a character triple.
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ii) χ is of degree one,
iii) IndNN∩H χ ∈ IrrK(N).
Note that θ ∈ IrrK(N) means that K = StabG(θ), and not merely that K is
contained in the stabiliser. Define the function
C : XK −→ H
2(Kp/N)
by C(H,χ) = fH(CH(χ)).
Corollary 5.3. The function XK → IrrK(N), (H,χ) 7→ Ind
N
N∩H χ is surjective
and the following diagram commutes:
XK IrrK(N)
H2(Kp/N).
C
CKp
Proof. Every θ ∈ IrrK(N) defines a character triple (K,N, θ). Thus, the surjectivity
follows from the first statement in Proposition 5.2. The commutativity of the
diagram follows from the second statement in Proposition 5.2. 
6. Rationality of the partial zeta series
From now on, let G be a FAb compact p-adic analytic group and let N ≤ G
be a normal uniform subgroup. As in Section 5, let K ≤ G be such that N ≤ K
and fix a pro-p Sylow subgroup Kp of K. In this section we show that the set of
characters IrrcK(N), for each c ∈ H
2(Kp/N), is in bijection with a set of equivalence
classes under a definable equivalence relation in Man. We deduce from this that
each partial zeta series is rational in p−s and hence prove Theorem A.
6.1. Bases for p-adic analytic groups. Recall from Section 5 that H(Kp) =
{H ≤ Kp | H open in Kp, Kp = HN}. In this section, we describe du Sautoy’s
parametrisation of H(Kp).
One starts by parametrising open subgroups of N . The following definition is
from [23, p. 259] and is equivalent to [24, Definition 2.2]. Some properties char-
acterising open subgroups of N and some notation are necessary to state it. A
subgroup H of N is open if and only if it contains Nm for some m ≥ 1, where Nm
denotes them-th term of the lower p-series of N . Moreover, as N is uniform, raising
to the power of p induces an isomorphism Ni/Ni+1 → Ni+1/Ni+2 and Ni+1 is the
Frattini subgroup of Ni, for all i ∈ N (see [9, Lemma 2.4, Definition 4.1 (iii)]). Thus
Ni/Ni+1 is an Fp-vector space, and denoting by d = dimFp N/N2 the minimum
number of topological generators for N , each quotient Ni/Ni+1 is isomorphic to
Fdp. Recall the function ω in Definition 2.11.
Definition 6.1. Let H ≤ N be open with Nm ≤ H . A d-tuple (h1, . . . , hd) of
elements in H is called a good basis for H if
i) ω(hi) ≤ ω(hj) whenever i ≤ j, and
ii) for each n ≤ m, the set{
hp
n−ω(hj)
i Nn+1
∣∣ i ∈ {1, . . . , d}, ω(hi) ≤ n}
is a basis for the Fp-vector space (Nn ∩H)Nn+1/Nn+1.
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Notice that the definition is constructive so a good basis for an open subgroup
of N always exists. Notice also that a good basis for N is just an ordered minimal
set of topological generators of N and that, by [24, Lemma 2.4 (i)], if H is an open
subgroup of N and (h1, . . . , hd) is a good basis for H , then for every h ∈ H there
are λ1, . . . , λd ∈ Zp such that
h = hλ11 · · ·h
λd
d .
The recursive construction in the proof of [24, Lemma 2.4 (i)] implies that λ1, . . . , λd
are unique with the property above.
Remark 6.2. Good bases give a many-to-one parametrisation of the set of finite
index subgroups of N in terms of p-adic analytic coordinates. Indeed the set of
good bases is definable in MN by [24, Lemma 2.8]. By Lemma 2.13, using Zp-
coordinates for N , the set of good bases is interpreted as a definable set in Man.
The parametrisation of H(Kp) is obtained by extending the parametrisation
given by good bases. Let r = |Kp : N |. Fix a left transversal (y1, . . . , yr) for
N in Kp with y1 = 1. Every coset yiN contains a unique coset x(N ∩ H), with
x ∈ H . Thus, x = yiti for some ti ∈ N , and we conclude that there exist elements
t1, . . . , tr ∈ N such that (y1t1, . . . , yrtr) is a left transversal for N ∩H in H . The
following definition is from [24, Definition 2.10]; see also [23, p. 261] (note that we
use left cosets instead of du Sautoy’s right coset convention).
Definition 6.3. Let H ∈ H(Kp). A (d+r)-tuple (h1, . . . , hd, t1, . . . , tr) of elements
in N is called a basis for H if
i) (h1, . . . , hd) is a good basis for N ∩H , and
ii) (y1t1, . . . , yrtr) is a (left) transversal for N ∩H in H .
If (h1, . . . , hd, t1, . . . , tr) is a basis for H ∈ H(Kp), it follows from the definition
that
H = 〈h1, . . . hd, y1t1, . . . , yrtr〉.
In particular, unlike a good basis for N , a basis for H need not be a (topological)
generating set for H . Notice moreover that a basis of H always exists: it suffices to
construct a good basis (h1, . . . , hd) of N ∩H as described in Definition 6.1 and then
find t1, . . . , tr using that each coset of N in Kp contains a unique coset of N ∩ H
in H because Kp = HN . The groups, transversals and bases appearing above are
illustrated by the following diagrams:
Kp
H
N
N ∩H
(y1, . . . , yr)
(y1t1, . . . , yrtr)
(t1, . . . , tr)
(h1, . . . , hd)
Remark 6.4. By [24, Lemma 2.12], the set of bases is definable in MN , hence,
by Lemma 2.13, can be interpreted as a definable set in Man by passing to Zp-
coordinates for N .
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6.2. The fibres of C in terms of degree one characters. From now on, let
c ∈ H2(Kp/N). The aim of this section is to show that the set C−1(c) may be
characterised by a predicate involving only elements of N and degree one characters
of finite index subgroups of N . We will at the end of the section produce an Lan
formula for the fibre of C. We therefore start by reducing the range for c to a
cohomology group with values in the group of roots of unity of order a power of p.
In order to do this, we need to set up some notation. Let W ≤ C× be the group of
roots of unity. This is a torsion abelian group so it splits as
W =
∏
ℓ prime
W(ℓ)
where W(ℓ) ≤ W is the group of roots of unity of order a power of ℓ. It is clear
that W is a divisible group so by [18, XX, Lemma 4.2] it is injective in the cat-
egory of abelian groups, hence it is complemented in C×. We may therefore fix
a homomorphism C× → W , and for each prime ℓ denote by πℓ : C× → W(ℓ) the
homomorphism obtained by composing with the projection W →W(ℓ).
If f is a function with image inside C× and ℓ is a prime, we define
f(ℓ) = πℓ ◦ f.
Note that if f has finite order, that is, if f has image in W , then f(ℓ) coincides with
the ℓ-primary component of f . Note aslo that for any f, f ′ with codomain C×, we
have
(ff ′)(ℓ) = f(ℓ)f
′
(ℓ)
(since πℓ is a homomorphism).
We introduce the following groups:
Zp = Z
2(Kp/N,W(p))
Bp = B
2(Kp/N,W(p)).
By Lemma 3.10 every class H2(Kp/N) has a representative in Zp. Moreover, let
δ ∈ B2(Kp/N) ∩ Zp. Then, by definition, there is a function ϕ : K/N → C× such
that for all a, b ∈ K/N we have
δ(a, b) = ϕ(a)ϕ(b)ϕ(ab)−1.
Now δ has values in W(p) already, so, for all a, b ∈ K/N ,
δ(a, b) = δ(p)(a, b) = ϕ(p)(a)ϕ(p)(b)ϕ(p)(ab)
−1.
Thus δ ∈ Bp, and B2(Kp/N) ∩ Zp = Bp. It follows that the inclusion of Zp in
Z2(Kp/N) induces an isomorphism H
2(Kp/N) ∼= Zp/Bp.
We now turn to describing the fibres of the map C. Define aij ∈ N and γ :
{1, . . . , r}2 → {1, . . . , r} by
(6.1) yiyj = yγ(i,j)aij .
We also define the inner automorphisms ϕi = ϕyi : G → G, ϕi(g) = yigy
−1
i , for
g ∈ G. The purpose of the following lemma is to show that the fibres of C are given
by a first order statement involving only values of degree one characters, cocycles
and coboundaries.
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Lemma 6.5. Let (H,χ) ∈ XK and let t1, . . . , tr ∈ N be such that (y1t1, . . . , yrtr) is
a left transversal for N∩H in H. Let α ∈ Zp such that [α] = c. Then C(H,χ) = c if
and only if there exists δ ∈ Bp such that for all n, n′ ∈ N∩H and all i, j ∈ {1, . . . , r},
we have
(6.2) χ(t−1γ(i,j)aijϕ
−1
j (tin)tjn
′)α(yiN, yjN)δ(yiN, yjN) = χ(nn
′).
Proof. We have C(H,χ) = [α] if and only if there exists a strong extension χˆ ∈
PIrrβˆ(H) of χ, with βˆ ∈ Z
2(H) such that fH([β]) = [α]. Since every two strong
extensions of χ to H define the same element CH(χ) ∈ H2(H/(N ∩ H)), we may
without loss of generality assume that χˆ is given by
(6.3) χˆ(yitin) = χ(n),
for all n ∈ N ∩ H and yiti. Thus C(H,χ) = [α] if and only if there exists β ∈
Z2(H/(N ∩H)) such that fH([β]) = [α] and such that for all n, n′ ∈ N ∩H and all
i, j ∈ {1, . . . , r}, we have
χˆ(yitinyjtjn
′)βˆ(yitin, yjtjn
′) = χˆ(yitin)χˆ(yjtjn
′).
Notice that, by definition, χˆ has values in W(p). Thus we may strengthen the last
equivalence by assuming that βˆ ∈ Z2(H,W(p)) and consequently β ∈ Zp. The last
equation is equivalent to
χˆ(yitinyjtjn
′)β(yiti(N ∩H), yjtj(N ∩H)) = χ(nn
′).
Furthermore, yiti(N ∩ H) ⊆ yiN , so fH([β]) = [α] if and only if there exists a
δ ∈ Bp such that for all i, j ∈ {1, . . . , r}, we have
β(yiti(N ∩H), yjtj(N ∩H)) = α(yiN, yjN)δ(yiN, yjN).
Notice that here we were able to restrict the range for δ to Bp, because we could
assume that β ∈ Zp and we chose α ∈ Zp.
Combining these two statements of equivalence we obtain that C(H,χ) = [α]
if and only if there exists δ ∈ Bp such that for all n, n′ ∈ N ∩ H and for all
i, j ∈ {1, . . . , r}, we have
χˆ(ntiyin
′tjyj)α(yiN, yjN)δ(yiN, yjN) = χ(nn
′).
Hence, to finish the proof, we need to show that
χˆ(ntiyin
′tjyj) = χ(t
−1
γ(i,j)aijϕ
−1
j (tin)tjn
′).
Indeed, this follows from (6.3) and the identities
yitinyjtjn
′ = yiyjy
−1
j tinyjtjn
′
= yiyjϕ
−1
j (tin)tjn
′
= yγ(i,j)aijϕ
−1
j (tin)tjn
′
= yγ(i,j)tγ(i,j)t
−1
γ(i,j)aijϕ
−1
j (tin)tjn
′,
noting that t−1γ(i,j)aijϕ
−1
j (tin)tjn
′ lies in H (since yitinyjtjn
′ and yγ(i,j)tγ(i,j) do),
and therefore in N ∩H . 
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6.3. Definable sets for Zp and Bp. We shall now introduce the definable sets
that will be used to interpret predicates quantifying over Zp and Bp.
Remark 6.6. It is well-known that Qp/Zp is isomorphic to W(p) via the map ι :
a/pm + Zp 7→ e2πia/p
m
(cf. [13, Lemma 8.7]).
Lemma 6.7. Define Z and B to be the sets of matrices (zij) ∈ Mr(Qp) such that
the map
(yiN, yjN) 7−→ ι(zij + Zp), for i, j ∈ {1, . . . , r}
is in Zp and Bp respectively. Then Z and B are definable subsets of Qr
2
p in Man.
Proof. Let (zij) ∈ Mr(Qp) and let α be the the map Kp/N × Kp/N → Qp/Zp
defined as
α(yiN, yjN) 7−→ ι(zij + Zp), i, j ∈ {1, . . . , r}.
Imposing that α satisfy the 2-cocycle identity, we obtain that (zij) ∈ Z if and only
if for all i, j, k ∈ {1, . . . , r}, we have
zγ(i,j) k + zij = zi γ(j,k) + zjk mod Zp,
where γ is as defined in (6.1). Notice that Zp is definable inMan, hence equivalence
modulo Zp is a definable relation. It follows that the set Z is definable in Man.
The set B is also definable in Man. Indeed we have that δ ∈ Bp if and only if
δ(x, y) = ϕ(x)ϕ(y)ϕ(xy)−1 ,
for some function ϕ : Kp/N → Qp/Zp. We parametrise the functions Kp/N → Qp
by the r-tuples of their values on y1N, . . . , yrN . In these coordinates, we obtain
that α ∈ Bp if and only if there are b1, . . . , br ∈ Qp with the property that for all
i, j ∈ {1, . . . , r},
zij = bi + bj − bγ(i,j) mod Zp.
This is a definable predicate in Man so B is definable in Man. 
6.4. Definability of the fibres of C. We now find a definable parametrisation of
the fibres of C in Corollary 5.3. We need the following lemma to definably express
K-stability of characters by an Lan-formula.
Lemma 6.8. Let M be a finite index subgroup of N and χ be a character of M of
degree one. Then, for all g ∈ G,
g(
IndNMχ
)
= IndNgM
gχ.
Moreover if M ′ is another finite index subgroup of N and χ, χ′ are degree one
characters of M and M ′ respectively, such that IndNM χ and Ind
N
M ′ χ
′ are irreducible,
then IndNM χ = Ind
N
M ′ χ
′ if and only if there exists g ∈ N such that Res
gM
gM∩M ′
gχ =
ResM
′
gM∩M ′ χ
′.
Proof. The proof of the first statement is a routine check using the formula for an
induced character. The second statement follows from Mackey’s theorem (cf. [13,
Proposition 8.6 (c)]). 
We are ready to construct the definable set parametrising C−1(c) ⊆ XK . Let
from now on n1, . . . , nd ∈ N be a minimal topological generating set for N .
Proposition 6.9. Let c ∈ H2(Kp/N) and let Dc be the set of pairs (λ, ξ), λ ∈
Md×(d+r)(Zp), ξ = (ξ1, . . . , ξd) ∈ Qdp such that:
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i) the columns of λ are the Zp-coordinates with respect to n1, . . . , nd of a basis
(h1, . . . , hd, t1, . . . , tr) for some subgroup H ∈ H(Kp).
ii) The function {h1, . . . , hd} → Qp/Zp, hi 7→ ξi+Zp, extends to a (necessarily
unique) continuous H-invariant homomorphism
χ : N ∩H −→ Qp/Zp.
iii) IndNN∩H(ι ◦ χ) ∈ IrrK(N),
iv) C(H, (ι ◦ χ)) = c.
Then Dc is a definable subset of Qd(d+r+1)p in Man.
Proof. Condition i) is expressible by an Lan-formula by [24, Lemma 2.12]. Following
the proof of [13, Lemma 8.8], we show that if i) holds, then ii) holds if and only if:
a) there exists (µij) ∈ Md(Zp) whose columns are the Zp-coordinates of a
good basis for some finite index normal subgroup M of N ∩H ;
b) there exist ξ ∈ Qp, r1, . . . , rd ∈ Zp, and h ∈ N ∩H such that the order of
ξ in Qp/Zp is |N ∩H :M | and for every i, j ∈ {1, . . . , d} we have
hj =
t−1
i ϕ−1i (h
rj ) mod M
riξ = ξi mod Zp.
Suppose that conditions i) and ii) in the statement hold. Then χ factors through
a finite quotient of N ∩H . Set M = Kerχ and choose (µij) ∈Md(Zp) such that its
columns are the Zp-coordinates of a good basis of M . Condition a) is immediately
satisfied. Moreover the group (N ∩ H)/M is cyclic, because it is isomorphic to a
subgroup of C×. This, together with the H-invariance of χ, implies condition b)
for h ∈ N ∩ H such that (N ∩H)/M = 〈hM〉, ξ := χ(h) and r1, . . . , rd ∈ Z such
that, for i ∈ {1, . . . , d}, hiM = hriM .
Conversely, assume there are (µij) ∈ Md(Zp), h ∈ H , and ξ ∈ Qp such that a)
and b) hold. We define a continuous homomorphism χ : N∩H → Qp/Zp as follows.
By [24, Lemma 1.19] the map Zp → N ∩ H defined by λ 7→ hλ is analytic in the
Zp-coordinates of N and therefore it is continuous. Since M is an open subgroup,
we may find a neighbourhood of U of 0 such that hλ ∈M for all λ ∈ U . Now, Z is
dense in Zp, so, for all i ∈ {1, . . . , d}, we may find si ∈ (ri + U) ∩ Z. Clearly, since
si ∈ ri + U , we have
hsiM = hriM = hiM,
showing that (N ∩H)/M is cyclic with generator hM .
By assumption, the order of ξ + Zp in Qp/Zp is equal to the order of hM in
(N ∩ H)/M , thus we have an injective homomorphism β : (N ∩ H)/M → Qp/Zp
defined by hM 7→ ξ+Zp. We define χ : N ∩H → Qp/Zp to be the composition of β
with the canonical projection N ∩H → (N ∩H)/M . The latter is continuous by [9,
Proposition 1.2], so χ is a continuous homomorphism. Since y1 = 1 by assumption,
t1 ∈ N ∩H . So, for all j ∈ {1, . . . , d},
χ(hj) = χ(
t−11 hrj ) = rjξ + Zp = ξj + Zp.
Similarly, for i, j ∈ {1, . . . , d}, we have χ(
t−1
i ϕ−1i (hj)) = ξj + Zp showing that χ is
H-invariant.
Conditions a) and b) become Lan-formulas by passing to Zp-coordinates with
respect to n1, . . . , nd and via the interpretation of MN in Man of Lemma 2.13.
Notice that membership in N ∩H can be expressed by means of the Zp-coordinates
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of N because we assumed that h1, . . . , hd is a good basis by i). Moreover, equiva-
lence modulo M is definable in Man, as we have a good basis for M . Finally, the
condition on the order of ξ is equivalent to(
h(ξ
−1) ∈M
)
∧
(
∀ η ∈ Qp (ord(η) > ord(ξ)⇒ h(η
−1) /∈M)
)
.
We now show that condition iii) is definable. To simplify notation we will
throughout the rest of the proof identify the group Qp/Zp with W(p) through ι.
Under this identification, we re-define χ = ι ◦ χ.
First we show that the irreducibility of IndNN∩Hχ is expressible as an Lan-formula.
Indeed, by Mackey’s irreducibility criterion IndNN∩H χ is irreducible if and only if
∀ g ∈ N :
((
∀h ∈ N ∩H, χ(gh) = χ(h)
)
=⇒ g ∈ H
)
.
By i) and ii) we may rewrite the formula above in terms of λ, ξ and of the Zp-
coordinates in N . By Lemma 2.13, this gives an Lan-formula for the irreducibility
statement in condition iii). To conclude the proof that this condition gives rise
to a definable set, we show that K-invariance can also be expressed by an Lan-
formula. Indeed, let u = |K : N | and m = |G : N |. Fix yr+1, . . . , ym ∈ G such that
(y1, . . . , yu) and (y1, . . . , ym) are left transversals of N in K and G respectively.
Recall that, for g ∈ G, we denote by ϕg the conjugation by g on N . Let
CK = {ϕyi | i ∈ {1, . . . , u}}
CG = {ϕyi | i ∈ {1, . . . ,m}}.
Notice that CK ⊆ CG. By Lemma 6.8, the stabiliser of Ind
N
N∩H χ is equal to K if
and only the following statement holds:
(6.4) ∀ϕ ∈ CG :
(
IndNN∩H χ = Ind
N
ϕ(N∩H) χ ◦ ϕ
−1 ⇐⇒ ϕ ∈ CK
)
.
Fix i ∈ {1, . . . ,m}. Lemma 6.8 with M = N ∩H , M ′ = yi(N ∩H) and χ′ = yiχ
implies that IndNN∩H χ = Ind
N
ϕyi (N∩H)
χ ◦ ϕ−1yi if and only if
∃ g ∈ N, ∀h ∈ N ∩H :
(
gh ∈ yi(N ∩H) =⇒ χ(h) = yiχ(gh)
)
.
Again, by i) and ii), we may write the latter in terms of λ, ξ and of the Zp-
coordinates in N . Substituting in (6.4) finishes the proof that condition iii) is
definable. Notice that we are allowed to conjugate elements of N by elements
of G because we have corresponding function symbols ϕg in LN (and these are
interpreted as definable functions in Man by Lemma 2.13).
Finally we show that also iv) can be expressed by an Lan-formula. Fix α ∈ Zp
such that [α] = c. By Lemma 6.5, condition iv) is equivalent to
(6.5) ∃ δ ∈ Bp :
( ∧
i,j∈{1,...,r}
∀n, n′ ∈ N ∩H
(
χ(t−1γ(i,j)aijϕ
−1
j (tin)tjn
′)α(yiN, yjN)δ(yiN, yjN) = χ(nn
′).
))
.
We parametrise α by an element of Z. Now, by Lemma 6.7, ∃δ ∈ Bp in the formula
above may be interpreted as ∃(dij) ∈ B. In particular, if (bij) and (dij) represent
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α and δ respectively, then we have
α(yiN, yjN) = bij + Zp
δ(yiN, yjN) = dij + Zp
for all i, j ∈ {1, . . . , r}. Using i) and ii) as before, we may write the equalities in
(6.5) as equalities modulo Zp involving λ, ξ and the Zp-coordinates in N . It follows
that iv) is definable by an Lan-formula and we conclude the proof. 
Proposition 6.9 shows that there is a surjective map Ψ : Dc → C−1(c) defined
by (λ, ξ) 7→ (H,χ) where H ∈ H(Kp) is the subgroup corresponding to the basis
(h1, . . . , hd, t1, . . . , tr) of Proposition 6.9 i) and χ is as in Proposition 6.9 ii).
6.5. Finishing the proof of Theorem A. We write the partial zeta series as
a generating function enumerating the equivalence classes of a family of definable
equivalence relations. We conclude rationality of the partial zeta series by Theo-
rem 2.15. Theorem A then follows from Proposition 4.2.
We start by constructing a definable equivalence relation on Dc whose equiv-
alence classes will be in bijection with IrrcK(N). Let (λ, ξ), (λ
′, ξ′) ∈ Dc and let
(H,χ) = Ψ(λ, ξ) and (H ′, χ′) = Ψ(λ′, ξ′). We define an equivalence relation E on
Dc by
((λ, ξ), (λ′, ξ′)) ∈ E ⇐⇒ IndNN∩Hχ = Ind
N
N∩H′χ
′.
Lemma 6.10. The relation E is definable in Man.
Proof. Let (H,χ), (H ′, χ′) be as above. By Lemma 6.8, IndNN∩H χ = Ind
N
N∩H′ χ
′ if
and only if
∃ g ∈ N, ∀h ∈ N ∩H (gh ∈ N ∩H ′ =⇒ χ(h) = χ′(gh)) .
Writing this in the Zp-coordinates of N we obtain an Lan-formula. Restricting this
formula to the definable set Dc we obtain the Lan-formula defining E . 
Composing Ψ with the surjective map XK → IrrK(N) of Corollary 5.3 induces a
bijection between the set of equivalence classes Dc/E and IrrcK(N). We now use this
bijection to produce a definable family of equivalence relations giving the partial
zeta series. For (λ, ξ) ∈ Dc, write (h1(λ), . . . , hd(λ)) for the good basis associated
with λ by Proposition 6.9 i). The function f : Dc → Z given by
(λ, ξ) 7−→
d∑
i=1
ω(hi(λ))− 1
is definable in Man because MN is definably interpreted in Man and, under this
interpretation, ω becomes a definable function by [24, Theorem 1.18 (iv)]. Notice
that, if Ψ(λ, ξ) = (H,χ), then, by the discussion preceding [24, Lemma 2.8], pf(λ,ξ)
is the index of N ∩H in N , which is equal to the degree of IndNN∩H χ.
Let
F : E −→ Z
be the function defined by ((λ, ξ), (λ′, ξ′)) 7→ f(λ, ξ). The function f is definable,
hence F is definable. It follows that, for n ∈ N0, the fibre of F at n gives a definable
subset of E . Let En = F−1(n). The projection onto the first component of a product
is a definable function so the sets
Dcn = {(λ, ξ) ∈ D
c | f(λ, ξ) = n}
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are definable for all n ∈ N0. Furthermore, if ((λ, ξ), (λ
′, ξ′)) ∈ E , then the degrees
of the associated induced characters are equal, and so f(λ, ξ) = f(λ′, ξ′). This
implies that En = E ∩ (Dcn ×D
c
n), so each En is an equivalence relation on D
c
n and
{En}n∈N0 is a definable family of equivalence relations.
Since, for all n ∈ N0, the set Dcn/En is in bijection with the subset of characters
of degree pn in IrrcK(N), it follows that
ZcN ;K(s) =
∑
n∈N0
#(Dcn/En)p
−ns.
Applying Theorem 2.15 to the series above we deduce that ZcN ;K(s) is a rational
function in p−s. This concludes the proof.
7. Twist classes and Clifford theory
From now on and throughout the rest of this paper, we will develop results
that will lead up to the proof of Theorem B. The main goal of the present section
is to define a cohomology class TL,K,Γ(θ˜) attached to a twist class θ˜ of N . In the
following section, we will show that TL,K,Γ(θ˜) controls the number of G-twist classes
of L lying above a given θ˜. In this sense, the function TL,K,Γ can be thought of as
an analogue of the function CK used earlier. Note however, that we will need to
use both of these functions to establish Theorem B.
Throughout the current section, we let G be an arbitrary profinite group. We
say that two irreducible continuous complex representations ρ, σ of G are twist
equivalent if there exists a one-dimensional representation ψ of G such that ρ⊗ψ ∼=
σ. This equivalence relation partitions the set of irreducible representations of G
into twist isoclasses. Let Lin(G) denote the set of characters in Irr(G) of degree
one, that is, the linear continuous characters of G. We say that λ, δ ∈ Irr(G) are
twist equivalent or lie in the same twist class if λ = δψ, for some ψ ∈ Lin(G). Of
course two representations are twist equivalent if and only if the characters they
afford are. Note that twist equivalence preserves the dimension of representations,
so we can speak of the dimension (degree) of a twist isoclass (twist class).
If H ≤ G and ψ : G → C× is a function (e.g., a degree one character), we will
write ψ|H for Res
G
H(ψ). We now define a twist equivalence relation for represen-
tations of a subgroup of G, where the twisting is by degree one characters which
extend to G.
Definition 7.1. Let H be a subgroup of G and let ρ and σ be two irreducible
representations of H . We say that ρ and σ are G-twist equivalent, and write ρ∼Gσ,
if there is a ψ ∈ Lin(G) such that
ρ⊗ ψ|H ∼= σ.
Similarly, two irreducible characters λ, δ ∈ Irr(H) are G-twist equivalent, written
λ∼G δ, if λ = δψ|H , for some ψ ∈ Lin(G).
For a character θ ∈ Irr(H), we write θ˜ for the G-twist class of θ, that is,
θ˜ = {ρ ∈ Irr(H) | ρ∼G θ}
and we denote the set of such G-twist classes by I˜rr(H). In particular, when H = G,
I˜rr(G) is in bijection with the set of twist isoclasses of G.
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From now on, let N be a normal subgroup of G of finite index. The conjugation
action of G on Irr(N) induces an action on I˜rr(N). Indeed, g · θ˜ := g˜θ is well-defined
because for any ψ ∈ Lin(G) and any n ∈ N , we have
g
(ψ|Nθ)(n) =
gψ(n)gθ(n) = ψ(n)gθ(n),
and hence ˜g(ψ|Nθ) =
g˜θ .
For any θ ∈ Irr(N), define the stabiliser subgroups
Kθ˜ = StabG(θ), Lθ˜ = StabG(θ˜).
Note that Kθ˜ only depends on the class θ˜ because StabG(θ) = StabG(θ
′) for any
θ′ ∈ θ˜. It is clear that Kθ˜ ≤ Lθ˜, but in fact we also have:
Lemma 7.2. The group Kθ˜ is normal in Lθ˜.
Proof. Indeed, if k ∈ Kθ˜, g ∈ Lθ˜ and x ∈ N , then there exist some ψg, ψg−1 ∈
Lin(G) such that
gθ(y) = θ(y)ψg(y),
g−1θ(y) = θ(y)ψg−1 (y), for all y ∈ N.
Thus
gkg−1θ(x) = θ(gk−1g−1xgkg−1) = θ(k−1g−1xgk)ψg(x)
= θ(g−1xg)ψg(x) = θ(x)ψg−1 (x)ψg(x).
But on the other hand,
θ(x) = gg
−1
θ(x) =
g
(g
−1
θ)(x) = (g
−1
θ)(g−1xg)
= θ(g−1xg)ψg−1 (g
−1xg) = θ(x)ψg(x)ψg−1 (x),
so gkg−1 ∈ Kθ˜. 
7.1. Restriction and induction of twist classes. Let H be a group such that
N ≤ H ≤ G. Let I˜rr(H | θ˜) be the set of those G-twist classes λ˜ ∈ I˜rr(H)
such that λ ∈ Irr(H | ψ|Nθ), for some ψ ∈ Lin(G). This is well-defined because
λ ∈ Irr(H | ψ|Nθ) if and only if ψ′|Hλ ∈ Irr(H | ψ′|Nψ|Nθ), for all ψ′ ∈ Lin(G).
The following is an immediate consequence of Clifford’s theorem (see [14, (6.5)]).
Informally, it says that the G-twist classes contained in the restriction to N of
ρ˜ ∈ I˜rr(H | θ˜) are precisely the H-conjugates of θ˜.
Lemma 7.3. Let ρ˜ ∈ I˜rr(H | θ˜). Then ρ˜ ∈ I˜rr(H |
h
θ˜), for any h ∈ H. Moreover,
if ρ˜ ∈ I˜rr(H | θ˜′), for some θ′ ∈ Irr(N), then there exists an h ∈ H such that
h
θ˜ = θ˜′.
We now consider induction of twist classes. Let H and H ′ be groups such that
Kθ˜ ≤ H ≤ H
′ ≤ G. Induction gives rise to a function
I˜nd
H′
H : I˜rr(H | θ˜) −→ I˜rr(H
′ | θ˜)
λ˜ 7−→ ˜IndH
′
H λ,
which is well-defined thanks to the formula IndH
′
H (ψ|Hλ) = ψ|H′ Ind
H′
H (λ), for
ψ ∈ Lin(G), and surjective thanks to standard Clifford theory (see [14, (6.11)(b)]).
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However, unlike the classical Clifford correspondence, where induction gives a bi-
jection Irr(H | θ) → Irr(H ′ | θ), the map I˜nd
H′
H is not necessarily injective. Nev-
ertheless, once we get up to the group Lθ˜, induction of twist classes behaves as in
the classical Clifford correspondence, namely:
Lemma 7.4. The map I˜nd
G
L
θ˜
is bijective.
Proof. Let λ˜, λ˜′ ∈ I˜rr(Lθ˜ | θ˜) such that Ind
G
L
θ˜
λ ∼G Ind
G
L
θ˜
λ′. After multiplying by
suitable degree one characters of G restricted to Lθ˜ we may assume that both λ
and λ′ lie above θ. By hypothesis, there is a ψ ∈ Lin(G) such that
IndGL
θ˜
λ = ψ IndGL
θ˜
λ′,
so by Clifford’s theorem there is a g ∈ G such that gθ = ψ|Nθ. Thus g ∈ Lθ˜ and
λ = gλ lies above ψ|Nθ. Standard Clifford theory now implies that λ = ψ|L
θ˜
λ′
because λ and ψ|L
θ˜
λ′ induce to the same irreducible character of G, both lie above
ψ|Nθ, and StabG(ψ|Nθ) = Kθ˜ ≤ Lθ˜. 
7.2. The function µ attached to a strong extension. From now on, let θ ∈
Irr(N) be fixed, let L and K groups such that
N ≤ L ≤ Lθ˜ and N ≤ K ≤ Kθ˜.
We assume that L normalises K. The situations we will consider where this is
satisfied are when either L = Lθ˜ and K = L ∩Kθ˜ or L ≤ Lθ˜ and K = Kθ˜.
From now on, let θˆ ∈ PIrrα(K) be a strong extension of θ to K with factor set
α. For any g ∈ L, we have
(7.1) gθ = θψg|N ,
for some ψg ∈ Lin(G). The conjugate projective character
g
θˆ defined by
g
θˆ(x) =
θˆ(g−1xg) has factor set gα, where
gα(x, y) = α(g−1xg, g−1yg) for all x, y ∈ K.
Since both
g
θˆ and θˆψg|K are strong extensions of
gθ, there exists a function
µ(g) : K/N → C×
(i.e., a function on K constant on cosets of N) such that
(7.2)
g
θˆ = θˆψg|K · µ(g).
Note that we may take µ(g) = µ(gn), for any n ∈ N because N fixes θˆ. Indeed, if
Θ is a representation affording θ and Θ̂ is a projective representation of K affording
θˆ, then, for any n ∈ N and x ∈ K, we have
n
θˆ(x) = tr(Θ̂(n−1xn)) = tr(Θ(n−1)Θ̂(x)Θ(n)) = tr(Θ̂(x)) = θˆ(x).(7.3)
We will therefore henceforth write µ(gN) instead of µ(g).
Using (7.2) and the fact that factor sets multiply under tensor products of pro-
jective representations, we deduce that the factor set of µ(gN) is gαα−1, that is,
µ(gN) ∈ PIrrgαα−1(K/N).
Lemma 7.5. For every x ∈ K there exists an n ∈ N such that θˆ(xn) 6= 0. Thus,
for fixed θ, the function µ(gN) is uniquely determined by gN , θˆ and ψg|K .
RATIONALITY OF REPRESENTATION ZETA FUNCTIONS 33
Proof. Let Θ be a representation affording θ and Θ̂ a projective representation of
K affording θˆ, so that θˆ(xn) = tr(Θ̂(xn)) = tr(Θ̂(x)Θ(n)). Assume that θˆ(xn) = 0
for all n ∈ N . Then tr(Θ̂(x)Θ(n)) = 0 for all n ∈ N , and by a theorem of Burnside
(see [7, (27.4)]) the values of Θ span the whole algebra Mθ(1)(C) of matrices of size
θ(1), so we have tr(Θ̂(x)A) = 0, for all A ∈ Mθ(1)(C). Since the trace form on
Mθ(1)(C) is non-degenerate, this implies that Θ̂(x) = 0, which is a contradiction.
Thus θˆ(xn) 6= 0 for some n ∈ N and
µ(gN)(xN) = µ(gN)(xnN) =
g
θˆ(xn)θˆ(xn)−1ψg(xn)
−1,
which proves the second assertion. 
We now consider how µ(gN) depends on ψg|K . By (7.1), we have
gθ = θψg|N .
Let ψ′g ∈ Lin(G) be such that
gθ = θψ′g|N . Then θ (ψgψ
′−1
g )|N = θ and since both
θˆ (ψgψ
′−1
g )|K and θˆ are strong extensions of θ, we have
(7.4) θˆ (ψgψ
′−1
g )|K = θˆ · νg,
for some function νg : K/N → C×. In fact, since θˆ (ψgψ′−1g )|K and θˆ have the same
factor set, νg has trivial factor set, that is, νg is a homomorphism. Thus (7.2) can
be written
(7.5)
g
θˆ = θˆψg|K · µ(gN) = θˆψ
′
g|K · µ(gN)νg.
Definition 7.6. Define the following subgroup of Lin(K/N).
ΓK,θ˜ = {ν ∈ Lin(K/N) | θˆε|K = θˆν, for some ε ∈ Lin(G)}.
(as usual, we denote by Lin(K/N) the subgroup of Lin(K) of characters which are
trivial on N).
In the present section, K and θ˜ are fixed and we will simply write Γ for ΓK,θ˜.
Note that Γ is independent of the choice of representative θ of θ˜ and of the choice
of strong extension θˆ of θ. Indeed, if ψ ∈ Lin(G) and θˆ′ is a strong extension of
θψ|N , then there exists a function ω : K/N → C× such that
θˆψ|Kω = θˆ
′.
Clearly θˆε|K = θˆν holds for some ε ∈ Lin(G), if and only if θˆε|Kψ|Kω = θˆνψ|Kω,
that is, by the equation above, if and only if θˆ′ε|K = θˆ′ν.
Moreover, for every ν ∈ Γ and ψg as in (7.2), if we let ε ∈ Lin(G) be such that
θˆε|K = θˆν, we have that (7.4) holds with ψ′g = ε
−1ψg and νg = ν. Thus (7.5)
implies the following.
Lemma 7.7. For any g ∈ L, the coset µ(gN) := µ(gN)Γ is independent of the
choice of ψg|K in (7.2).
In what follows, for a set A, we use the notation Func(A,C×) to denote the
group of functions A→ C× under pointwise multiplication. The last lemma implies
that, when θ is fixed, gN and θˆ uniquely determine µ(gN) and hence θˆ uniquely
determines the function
µ : L/N −→ FK/Γ, g 7−→ µ(gN),
where
FK := Func(K/N,C×).
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We endow the abelian group FK with the structure of L/N -module via gN ·f =
gf ,
that is, (gN ·f)(xN) = f(g−1xgN) (this is well-defined because K is normalised by
L). Since θˆε|K = θˆν implies, by conjugating both sides by g, that θˆε|K = θˆ gv, Γ is a
submodule of FK . Thus the quotient FK/Γ carries the corresponding L/N -module
structure.
7.3. The cohomology class determined by µ. We now consider how µ depends
on the choice of strong extension θˆ and the choice of representative θ ∈ θ˜.
Proposition 7.8. Let θ ∈ Irr(N) and let θˆ be a strong extension of θ to K. The
function µ associated with θˆ is an element of Z1(L/N,FK/Γ). The image [µ] of µ
in H1(L/N,FK/Γ) is uniquely determined by θ˜, that is, independent of the choice
of strong extension θˆ and independent of the choice of representative θ ∈ θ˜.
Proof. For the first statement, we need to show that µ is a crossed homomorphism,
that is, that for all g, g′ ∈ L, µ(gg′N) = µ(gN)gµ(g′N), or equivalently,
µ(gN)
g
µ(g′N)Γ = µ(gg′N)Γ.
By (7.2), there exist some ψg, ψg′ ∈ Lin(G) such that
gg′
θˆ =
g
(θˆψg′ |K · µ(g
′N)) =
g
θˆψg′ |K ·
g
µ(g′N)
= θˆψg|K · µ(gN)ψg′ |K ·
g
µ(g′N)
= θˆ (ψgψg′)|K · µ(gN)
g
µ(g′N).
On the other hand, for some ψgg′ ∈ Lin(G) we have
gg′
θˆ = θˆψgg′ |K · µ(gg′N) and
hence
θˆψgg′ |K · µ(gg
′N) = θˆ (ψgψg′)|K · µ(gN)
g
µ(g′N).
This is equivalent to
(7.6) θˆ (ψgψg′)
−1|Kψgg′ |K = θˆ · µ(gN)
g
µ(g′N)µ(gg′N)−1,
which implies that µ(gN)gµ(g′N)µ(gg′N)−1 ∈ Γ. Thus µ is crossed homomor-
phism.
For the second statement, let θˆ′ be another strong extension of θ to K. Then
there exists a function ω ∈ FK , such that θˆ′ = θˆω and hence, for any g ∈ L there
is a ψg ∈ Lin(G) such that
(7.7)
g
θˆ′ = θˆψg|K · µ(gN)
gω = θˆ′ψg|K · µ(gN)
gωω−1.
The function
f : gN 7→ gωω−1Γ = gωΓ(ωΓ)−1
lies in B1(L/N,FK/Γ) and (7.7) implies that [µ] = [µf ]. Hence both θˆ and θˆ
′ deter-
mine the same element [µ] ∈ Z1(L/N,FK/Γ)/B1(L/N,FK/Γ) = H1(L/N,FK/Γ).
Finally, we need to show that [µ] is independent of the choice of representative
θ ∈ θ˜. Let θ′ ∈ θ˜ and let ψ ∈ Lin(G) be such that θ′ = θψ|N . Then θˆψ|K is a
strong extension of θ′. We want to compute µ of θ′ with respect to θˆψ|K . For any
g ∈ L, (7.2) yields
g
(θˆψ|K) =
g
θˆψ|K = θˆψg|Kψ|K · µ(gN)
= (θˆψ|K)ψg|K · µ(gN).
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Thus θ and θ′ give rise to the same element µ, with respect to the strong extensions θˆ
and θˆψ|K , respectively. By the independence of [µ] on the choice of strong extension
proved above, we conclude that θ and θ′ give rise to the same element [µ]. 
7.4. The function TL,K,Γ. So far we have associated [µ] ∈ H1(L/N,FK/Γ) with
a fixed class θ˜ ∈ I˜rr(N). We now consider the situation when θ˜ varies, but with K
and L fixed.
Let L and K be as in the beginning of Section 7.2 and let Γ be any subgroup of
FK = Hom(K/N,C×). Define
I˜rrL,K,Γ(N) = {θ˜ ∈ I˜rr(N) | L = Lθ˜, K = Kθ˜, Γ = ΓK,θ˜},
I˜rr
≤
L,K,Γ(N) = {θ˜ ∈ I˜rr(N) | L ≤ Lθ˜, K ≤ Kθ˜, Γ = ΓK,θ˜},
where ΓK,θ˜ is as in Definition 7.6. Note that I˜rrL,K,Γ(N) may well be empty for
some L,K,Γ. Proposition 7.8 implies that we may define the following function
TL,K,Γ : I˜rr
≤
L,K,Γ(N) −→ H
1(L/N,FK/Γ), TL,K,Γ(θ˜) = [µ].
8. Reduction to pro-p Sylow subgroups
Throughout the present section, G will denote a profinite group and N a finite
index normal pro-p subgroup of G. Let N ≤ K E L ≤ G and Γ be an arbitrary
subgroup of Hom(K/N,C×). For any prime q dividing |L/N |, let Lq be a subgroup
of L such that Lq/N is a Sylow q-subgroup of L/N . Similarly, let Kq be a subgroup
of K such that Kq/N is a Sylow q-subgroup of K/N . We may and will assume that
Kp = K ∩ Lp.
Let H ≤ G be a group that fixes θ. We note that the function CH defined in
Theorem 3.4 induces a function on twist classes. Let θ′ ∈ θ˜ so that θ′ = θψ|N for
some ψ ∈ Lin(G). Let θˆ be a strong extension of θ. Then θˆψ|H is a strong extension
of θ′ with the same factor set as that of θˆ, and thus
CH(θ) = CH(θ
′).
This shows that the function CH is constant on the twist class θ˜, so CH(θ˜) is well-
defined.
The goal of this section (Proposition 8.7) is to show that the invariant TL,K,Γ(θ˜)
attached to a twist class θ˜ ∈ I˜rr
≤
L,K,Γ(N) is determined by CKp(θ˜) together with
TLp,Kp,Γp(θ˜), where Γp is the image of Γ under the map defined by restricting
homomorphisms of K/N to Kp/N .
Let q be a prime. As mentioned after Lemma 3.9, we denote the q-primary
component of a torsion abelian group M by M(q) and write m(q) for the q-part of
an element m ∈M .
8.1. Reduction of the parameter L. In this section we will prove that for θ˜, θ˜′ ∈
I˜rrL,K,Γ(N), we have
TLp,K,Γ(θ˜) = TLp,K,Γ(θ˜
′) =⇒ TL,K,Γ(θ˜) = TL,K,Γ(θ˜′).
(see Proposition 8.3). In order to prove this we need two lemmas. Let ℓ be a prime.
Recall the definition of W and W(ℓ) in Section 6.2. Let f ∈ Func(K,C×). Then
for any g ∈ G normalising K, we have g(f(ℓ)) = (
gf)(ℓ). Recall also the notation
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FK = Func(K/N,C×) and that throughout Section 8, Γ is an arbitrary subgroup
of FK .
Lemma 8.1. Let q be a prime dividing |L/N | and µ ∈ Z1(Lq/N, FK). Suppose
that there exists a function ωq : K/N → W(q) such that for all g ∈ Lq,
µ(gN)(q) =
gωqω
−1
q · νg,
for some νg ∈ Γ. Then µ ∈ B1(Lq/N, FK/Γ).
Proof. Let U = {α ∈ Z1(Lq/N, FK) | α|Lq/N | = 1}. Then, as C×, and hence FK , is
finitely divisible, Lemma 3.10 implies that
Z1(Lq/N, FK) = UB
1(Lq/N, FK).
Thus there is a τ ∈ U and a function ω : K/N → C× such that, for g ∈ Lq,
µ(gN) = τ(gN)gωω−1. This implies that µ(gN)(q) = τ(gN)(q)
g
(ω(q))ω
−1
(q) and
hence
τ(gN)(q) = µ(gN)(q)(
g
(ω(q))ω
−1
(q))
−1.
Combined with the equation µ(gN)(q) =
gωqω
−1
q νg this implies that
τ(gN)(q) =
gωqω
−1
q (
g(ω(q))ω
−1
(q))
−1νg =
g
(ωqω
−1
(q))(ωqω
−1
(q))
−1νg.
Since τ(gN) has values inW(q), we have τ(gN) = τ(gN)(q) and thus, for all g ∈ Lq,
µ(gN) = τ(gN)gωω−1 =
g
(ωqω
−1
(q))(ωqω
−1
(q))
−1 gωω−1νg
=
g
(ωqω
−1
(q)ω)(ωqω
−1
(q)ω)
−1νg.
Hence the function µ : Lq/N → FK/Γ is an element in B
1(Lq/N, FK/Γ). 
Lemma 8.2. Let θ˜ ∈ I˜rrL,K,Γ(N). For every prime q dividing |L/N | such that
q 6= p, we have TLq,K,Γ(θ˜) = 1.
Proof. Let Θ be a representation of N affording the character θ. Then, for g ∈ Lq,
there is a ψg ∈ Lin(G), Pg ∈ GLθ(1)(C) and µ ∈ Z1(Lq/N, FK) such that
(8.1)
g
Θ̂ = P−1g Θ̂Pg · ψg|K ·µ(gN).
By definition we have TLq,K,Γ(θ˜) = [µ], so by Lemma 8.1 it suffices to show that
there is a function ωq : K/N →W(q) such that for all g ∈ Lq,
(8.2) µ(gN)(q) =
gωqω
−1
q νg,
for some νg ∈ Γ. To prove this, let ξ = det ◦ Θ̂ so that ξ ∈ Func(K,C×) (note that
the use of this function is the reason we cannot work only with projective characters
in this proof). Then, by equation (8.1),
gξξ−1 = µ(gN)θ(1)(ψg|K)
θ(1).
and hence
(8.3) gξ(q)ξ
−1 = µ(gN)
θ(1)
(q) (ψg|K)
θ(1)
(q) .
Now, θ(1) is a power of p so it is coprime to q. This means that raising to the
power of θ(1) is an automorphism of W(q). Therefore there exists a unique function
ωq : K →W(q) such that ω
θ(1)
q = ξ(q) and (8.3) implies that
gωqω
−1
q = µ(gN)(q)(ψg|K)(q).
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We finish the proof by showing that the last equality implies equation (8.2),
that is, that (ψg|K)(q) ∈ Γ and that ωq is constant on cosets of N . First observe
that (ψg|N )(q) is a homomorphism from a pro-p group to the q-group W(q), so it
must be trivial. By the definition of ΓK,θ˜ (Definition 7.6), it therefore follows that
(ψg|K)(q) ∈ ΓK,θ˜ = Γ.
It remains to show that ωq is constant on the cosets of N in K. Indeed, let
t ∈ K and n ∈ N . Then Θ̂(tn) = Θ̂(t)Θ(n), so ξ(tn) = ξ(t)ξ(n) and hence
ξ(q)(tn) = ξ(q)(t)ξ(q)(n). Since ξ|N= det ◦Θ is a homomorphism from the pro-p
groupN to C×, ξ(q) is trivial onN . It follows that ξ(q)(tn) = ξ(q)(t), so ωq(tn)θ(1) =
ξ(q)(tn) = ξ(q)(t) = ωq(t)
θ(1) and thus ωq(tn) = ωq(t). 
Proposition 8.3. Let θ˜, θ˜′ ∈ I˜rrL,K,Γ(N). Then
TLp,K,Γ(θ˜) = TLp,K,Γ(θ˜
′) =⇒ TL,K,Γ(θ˜) = TL,K,Γ(θ˜′).
Proof. By Lemma 3.9, H1(L/N,FK/Γ) is a torsion abelian group so we can write
TL,K,Γ(θ˜) =
∏
q
TL,K,Γ(θ˜)(q),
where q runs through the primes dividing |L/N |. Let q be a prime dividing |L/N |.
By Lemma 3.9,
resq : H
1(L/N,FK/Γ)(q) −→ H
1(Lq/N, FK/Γ)
is injective. We claim that
(8.4) resq(TL,K,Γ(θ˜)(q)) = TLq,K,Γ(θ˜)
(and similarly for θ′). Indeed, letting µ be such that TL,K,Γ(θ˜) = [µ], we have
resL/N,Lq/N (TL,K,Γ(θ˜)) = [µ|Lq ] = TLq,K,Γ(θ˜),
where the second equality holds by the definition of TLq,K,Γ(θ˜). Furthermore,
since H1(Lq/N, FK/Γ) is a q-group, the homomorphism resL/N,Lq/N is trivial on
H1(L/N,FK/Γ)(ℓ), for any prime ℓ 6= q. Thus,
resL/N,Lq/N (TL,K,Γ(θ˜)) = resL/N,Lq/N (TL,K,Γ(θ˜)(q)) = resq(TL,K,Γ(θ˜)(q)),
proving (8.4).
Now, if q 6= p, Lemma 8.2 implies that TLq,K,Γ(θ˜) = 1 and by (8.4) we obtain
resq(TL,K,Γ(θ˜)(q)) = 1, whence TL,K,Γ(θ˜)(q) = 1 (by the injectivity of resq). We must
therefore have TL,K,Γ(θ˜) = TL,K,Γ(θ˜)(p), and since θ was arbitrary, we similarly have
TL,K,Γ(θ˜′) = TL,K,Γ(θ˜′)(p). Applying (8.4) for q = p, we get
resp(TL,K,Γ(θ˜)(p)) = TLp,K,Γ(θ˜) = TLp,K,Γ(θ˜
′) = resp(TL,K,Γ(θ˜′)(p)),
and we conclude that TL,K,Γ(θ˜)(p) = TL,K,Γ(θ˜′)(p), and thus TL,K,Γ(θ˜) = TL,K,Γ(θ˜′).

8.2. Reduction of the coefficient module. We have shown that TL,K,Γ(θ˜) is
determined by TLp,K,Γ(θ˜) ∈ H
1(Lp/N, FK/Γ). We will now further show that the
latter is determined by an element in H1(Lp/N, FKp/Γp) where
Γp = {ν|Kp | ν ∈ Γ}.
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8.2.1. Reduction of the parameter Γ. We start by investigating the structure of
ΓK,θ˜.
Definition 8.4. We define
Γ0K = {ν ∈ Lin(K/N) | ν = ε|K , for some ε ∈ Lin(G), ν(p) = 1}.
Lemma 8.5. Let θ ∈ Irr(N) such that K ≤ StabG(θ).
i) Then ΓK,θ˜ splits as the (internal) direct product
ΓK,θ˜ = Γ
0
K
(
ΓK,θ˜
)
(p)
where
(
ΓK,θ˜
)
(p)
= {ν(p) | ν ∈ Γ}.
ii) Moreover, let ρ : Lin(K) → Lin(Kp) be the homomorphism of abelian
groups induced by restricting maps on K to maps on Kp. Then Γ
0
K ≤ Kerρ
and ρ restricted to
(
ΓK,θ˜
)
(p)
is injective with image ΓKp,θ˜.
Proof. We prove the first statement. Let θˆ be a strong extension of θ. First Γ0K ≤
ΓKp,θ˜. Indeed, if ν ∈ Γ
0
K , then ν|N= 1 and ν = ε|K for some ε ∈ Lin(G). We
have ε|N= 1, so θε|N= θ. Thus θˆν = θˆεK , so ν ∈ Γ. Second, Γ0K ∩
(
ΓKp,θ˜
)
(p)
= 1
because, by definition, ν(p) = 1 for all ν ∈ Γ
0
K . Let now ν ∈ Γ, so that
ν =
∏
q
ν(q)
where the product runs over primes q | |K : N |. We prove that for q 6= p, ν(q) ∈ Γ
0
K .
Fix q 6= p. Since (ν(q))(p) = 1, it suffices to show that ν(q) is the restriction of a
character in Lin(G). In order to do so, let Θ be representation affording θ and let
Θ̂ be a strong extension of Θ to K. By definition of ΓKp,θ˜ we have that there are
P ∈ GLθ(1)(C) and ε ∈ Lin(G) such that
ε|K · Θ̂ = ν · P
−1Θ̂P.
This implies that
ε|
θ(1)
K · (det ◦ Θ̂) = ν
θ(1) · (det ◦ Θ̂).
Hence (ε|K)θ(1) = νθ(1) and so ((ε|K)θ(1))(q) = (ν
θ(1))(q). The decomposition of
a root of unity into roots of unity of prime power order is multiplicative, hence
(ε(q)|K)
θ(1) = ν
θ(1)
(q) . Since q 6= p and θ(1) is a power of p, it follows that ε(q)|K= ν(q).
We prove the second part. Clearly Γ0K ≤ Kerρ because Kp is a pro-p group.
Moreover, every homomorphism K/N →W(p) factors through
K
[K,K]N
=
∏
q
Kq[K,K]N
[K,K]N
.
where the product runs over primes q | |K : N |. For q 6= p, there are no non-trivial
homomorphisms Kq[K,K]N/[K,K]N → W(p). Thus ρ is injective on
(
ΓKp,θ˜
)
(p)
and we need only prove the statement about its image. To this end, let Θ̂p = Θ̂|Kp
and let νp ∈ ΓKp,θ˜. Then there are P ∈ GLθ(1)(C) and ε ∈ Lin(G) such that
ε|Kp · Θ̂p = νpP
−1Θ̂pP.
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Restricting both sides of the last equality to N we have that ε|N ·Θ = P−1ΘP , so
ε|K · Θ̂ and P−1Θ̂P are both strong extensions of ε|N ·Θ. Thus there is a scalar
function ν : K/N → C× such that
ν · Iθ(1) = ε|K · Θ̂P
−1Θ̂−1P.
By its very definition, ν ∈ Γ and so ν(p) ∈
(
ΓKp,θ˜
)
(p)
. This is enough to conclude,
because Kp is a pro-p group and hence we have ν(p)|Kp= ν|Kp= νp. 
The following consequence of the structure of ΓK,θ˜ will achieve the goal of this
subsection and will also be key to producing an Lan-formula for the predicate
ΓK,θ˜ = Γ in Section 10.
Proposition 8.6. Let θ˜ ∈ I˜rr(N) such that K ≤ Kθ˜. Assume there exists θ˜
′ ∈
I˜rr(N) such that ΓK,θ˜′ = Γ. Then ΓK,θ˜ = Γ if and only if ΓKp,θ˜ = Γp.
Proof. Part ii) of Lemma 8.5 gives that
ΓKp,θ˜ = Γp ⇐⇒
(
ΓKp,θ˜
)
(p)
= Γ(p).
By part i) of Lemma 8.5, the latter is equivalent to ΓKp,θ˜ =
(
Γ0KΓKp,θ˜
)
(p)
=
Γ0KΓ(p) = Γ. 
8.2.2. Reduction of the parameter K. In what follows, we let θ ∈ I˜rrL,K,Γ(N).
Proposition 8.6 implies that
I˜rrL,K,Γ(N) ⊆ I˜rr
≤
Lp,Kp,Γp(N)
(see Section 7.4 for the definitions of these sets) and therefore, for θ˜ ∈ I˜rrL,K,Γ(N),
the element TLp,Kp,Γp(θ˜) ∈ H
1(Lp/N, FKp/Γp) is well-defined. The following propo-
sition shows that TLp,K,Γ(θ˜) is determined by TLp,Kp,Γp(θ˜).
Proposition 8.7. Let θ˜, θ˜′ ∈ I˜rrL,K,Γ(N) and assume that CKp(θ˜) = CKp(θ˜
′). Then
TLp,Kp,Γp(θ˜) = TLp,Kp,Γp(θ˜
′) =⇒ TL,K,Γ(θ˜) = TL,K,Γ(θ˜′).
Proof. By Proposition 8.3 it suffices to prove that
TLp,Kp,Γp(θ˜) = TLp,Kp,Γp(θ˜
′) =⇒ TLp,K,Γ(θ˜) = TLp,K,Γ(θ˜
′).
By Lemma 4.1 our hypothesis CKp(θ˜) = CKp(θ˜
′) implies that CK(θ˜) = CK(θ˜′).
Therefore, by Lemma 3.5, there exist strong extensions θˆ and θˆ′ with the same
factor set. Thus there exist µ, µ′ ∈ Z1(Lp/N, FK), such that for all g ∈ Lp there
are ψg, ψ
′
g ∈ Lin(G) with
g
θˆ = θˆψg|K ·µ(gN) and
g
θˆ′ = θˆ′ψ′g|K ·µ
′(gN).
Since θˆ and θˆ′ have the same factor set, we have
(8.5) µ(gN)−1µ′(gN) ∈ Lin(K/N) = Hom(K/N,C×).
Assume now that TLp,Kp,Γp(θ˜) = TLp,Kp,Γp(θ˜
′). Then there is a function η :
Kp/N → C× such that, for any g ∈ Lp,
(µ(gN)−1|Kp)(µ
′(gN)|Kp)Γp =
gηη−1Γp.
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Changing ψg and ψ
′
g if necessary we may without loss of generality assume that
(8.6) µ(gN)−1|Kpµ
′(gN)|Kp=
gηη−1.
By (8.5) and (8.6), gηη−1 is the restriction of an element in Lin(K/N), hence it is
trivial on (Kp∩[K,K])N . By the second isomorphism theorem, η defines a function
on Kp[K,K]N , which is constant on cosets of [K,K]N . By abuse of notation, we
denote this function by η as well. The finite abelian group K/([K,K]N) factors as
(8.7)
K
[K,K]N
=
Kp[K,K]N
[K,K]N
∏
q
Kq[K,K]N
[K,K]N
,
where q runs through the primes dividing |K : Kp|. Extend η to the function
ηˆ : K/([K,K]N)→ C× such that ηˆ = 1 on Kq[K,K]N[K,K]N for every q 6= p. By (8.5) and
(8.6), the function gηˆηˆ−1 is a homomorphism on
Kp[K,K]N
[K,K]N and it is trivial on each
of the other factors on the right-hand side of (8.7). Thus gηˆηˆ−1 is a homomorphism
K/N → C×. Therefore
(gηˆηˆ−1)(p) =
gηˆ(p)ηˆ
−1
(p)
is a homomorphism K/N →W(p) and, by (8.6),
µ(gN)−1(p)|Kpµ
′(gN)(p)|Kp=
gη(p)η
−1
(p) =
gηˆ(p)ηˆ
−1
(p)|Kp .
Since µ(gN)−1(p)µ
′(gN)(p) is a homomorphism from K/([K,K]N) to the p-group
W(p), it is trivial on every factor
Kq [K,K]N
[K,K]N , q 6= p, in (8.7). We therefore have
µ(gN)−1(p)µ
′(gN)(p) =
gηˆ(p)ηˆ
−1
(p),
for any g ∈ Lp, so by Lemma 8.1,
µ−1µ′ ∈ B1(Lp/N,K/Γ),
that is,
TLp,K,Γ(θ˜) = TLp,K,Γ(θ˜
′).

9. Reduction to the partial twist zeta series
9.1. Finite Dirichlet series for twist character triples. If θ˜ ∈ I˜rr(N) and
N ≤ L ≤ Lθ˜ we will call (L,N, θ˜) a G-twist character triple. Given such a triple,
define the finite Dirichlet series
f˜(L,N,θ˜)(s) =
∑
λ˜∈I˜rr(L|θ˜)
(
λ(1)
θ(1)
)−s
.
The goal of this subsection is to prove Proposition 9.3, that is, that the invariants
CKp(θ˜) and TLp,Kp,Γp(θ˜) associated with θ˜ determine f˜(L,N,θ˜)(s). This is an ana-
logue of Lemma 4.1 and will be used in the proof of Proposition 9.4 in the following
subsection.
We start with some straightforward generalisations to projective characters of
some of the notation and formalism regarding induction and restriction. Let H be
a profinite group and let α ∈ Z2(H). If M is a normal subgroup of H of finite index
and θ ∈ PIrrαM (M) we define
PIrrα(H | θ) = {π ∈ PIrrα(H) |
〈
ResHM π, θ
〉
6= 0}.
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From now on, let α ∈ Z2(L/N).
Lemma 9.1. Let θ ∈ PIrrαN (N). Assume that L ∩Kθ ≤ K (i.e., StabL(θ) ≤ K)
and that αK is L-invariant Then we have a bijection
IndLK,α : PIrrαK (K | θ) −→ PIrrα(L | θ).
Proof. The proof of [14, Theorem 6.11] transfers, mutatis mutandis, to the present
situation as Frobenius reciprocity and Clifford’s theorem hold in the more general
context of projective representations (see, e.g., [16, Theorem 10.1] for the latter).

We generalise the G-twist equivalence relation ∼G on Irr(L) to PIrrα(L) in the
obvious way, that is, for π1, π2 ∈ PIrrα(L),
π1 ∼G π2 ⇐⇒ π1 = π2ψ|L, for some ψ ∈ Lin(G).
For a projective character θ denote its G-twist class by θ˜ and we denote the set of
G-twist classes in PIrrα(L) by P˜Irrα(L). Moreover, if θ ∈ PIrrαN (N), we define
P˜Irrα(L | θ˜)
as the set of those G-twist classes π˜ ∈ P˜Irrα(L) such that π ∈ PIrrα(L | θψ|N ),
for some ψ ∈ Lin(G). The G-twist equivalence relation is compatible with IndLK,α
in the sense that for any λ ∈ PIrrαK (K) and ψ ∈ Lin(G), we have Ind
L
K,α(λ)ψ =
IndLK,α(λψ|H). This follows immediately from the character formula for induced
projective characters; see [17, Chapter 1, Proposition 9.1 (i)]. Thus, if αK is L-
invariant, there is a function
(9.1) I˜nd
L
K,α : P˜IrrαK (K | θ˜) −→ P˜Irrα(L | θ˜)
sending π˜ ∈ P˜IrrαK (K | θ˜) to the G-twist class of Ind
L
K,α π.
The following lemma is a straightforward application of Mackey’s intertwining
number formula for projective characters [17, Ch. 1, Theorem 8.6].
Lemma 9.2. Let π1, π2 ∈ PIrrαK (K) and assume that αK is L-invariant. Then
I˜nd
L
K,α π˜1 = I˜nd
L
K,α π˜2 ⇐⇒ ∃ g ∈ L (π1 ∼G
gπ2).
Proposition 9.3. Let θ˜, θ˜′ ∈ I˜rrL,K,Γ(N) and assume that CKp(θ˜) = CKp(θ˜
′) and
TLp,Kp,Γp(θ˜) = TLp,Kp,Γp(θ˜
′). Then
f˜(L,N,θ˜)(s) = f˜(L,N,θ˜′)(s).
Proof. We prove this by constructing a bijection
σ : I˜rr(L | θ˜) −→ I˜rr(L | θ˜′)
such that for all λ˜ ∈ I˜rr(L | θ˜) we have
λ(1)
θ(1)
=
λ′(1)
θ′(1)
for λ′ ∈ σ(λ˜).
We have CKp(θ˜) = CKp(θ˜
′), so by Proposition 4.1, there are strong extensions
θˆ and θˆ′ of θ and θ′, respectively, with the same factor set, say α. Suppose that
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TLp,Kp,Γp(θ˜) = TLp,Kp,Γp(θ˜
′). Then by Proposition 8.7, there are cocycles µ, µ′ ∈
Z1(L/N,FK), such that for any g ∈ L there exist ψg, ψ′g ∈ Lin(G) with
g
θˆ = θˆψg|K ·µ(gN),
g
θˆ′ = θˆ′ψ′g|K ·µ
′(gN),
µ(gN)Γ = µ′(gN)gηη−1Γ,
for some function η : K/N → C×. By changing ψg and ψ′g if necessary, we may
assume without loss of generality that µ(gN) = µ′(gN)gηη−1. This gives, in par-
ticular, that
(9.2)
g
(ηθˆ′) =
(
ηθˆ′
)
ψ′g|K ·µ(gN).
Let ω : L/N → C× be a function extending η and let δ ∈ B2(L/N) be its factor
set. Clearly, the restriction δK equals the factor set of η. Let λ˜ ∈ I˜rr(L | θ˜) and let
ρ ∈ Irr(K | θ) be such that
λ˜ = I˜nd
L
K ρ˜.
By Lemma 3.7 we have ρ = θˆ · π for a unique π ∈ PIrrα−1(K/N). We define
σ0(λ˜) = I˜nd
L
K,δ
(
η˜θˆ′ · π
)
.
Note that θˆ′ · π ∈ Irr(K), so ηθˆ′ · π ∈ PIrrδK (K) and since η has constant value
η(1) on N , we have σ0(λ˜) ∈ P˜Irrδ(L | η(1)θ˜′).
We will show that
σ0 : I˜rr(L | θ˜) −→ P˜Irrδ(L | η(1)θ˜
′)
is a well-defined bijection.
First, to prove that σ0 is well-defined we need to prove that σ0(λ˜) is independent
of the choice of the G-twist class ρ˜ inducing to λ˜. To this end, suppose that
ρ∗ ∈ Irr(K | θ) is another character such that λ˜ = I˜nd
L
K ρ˜
∗ and let ρ∗ = θˆ · π∗
with π∗ ∈ PIrrα−1(K/N). The relation I˜nd
L
K ρ˜ = I˜nd
L
K ρ˜
∗ implies (by Mackey’s
induction-restriction theorem for ordinary characters) that there is a g ∈ L such
that
g
(θˆ · π) ∼G θˆ · π
∗. Moreover, we have
g
(θˆ · π) =
g
θˆ · gπ =
(
θˆψg|K · µ(gN)
)
· gπ
= θˆ ·
(
gπψg|K · µ(gN)
)
,
(9.3)
and thus π∗ ∼G gπµ(gN). On the other hand, by equation (9.2),
(9.4)
g
(ηθˆ′ · π) = ηθˆ′ ·
(
gπψ′g|K · µ(gN)
)
,
so
g
(ηθˆ′ · π) ∼G ηθˆ
′ · π∗.
As θˆ and θˆ′ have the same factor set, µ(gN) and µ′(gN) have the same factor set,
so µ−1(gN)µ′(gN), and thus gηη−1, is a homomorphism for all g ∈ L. Hence the
factor set δK of η is L-invariant. We can thus apply Lemma 9.2 to obtain that
I˜nd
L
K,δ
(
η˜θˆ′ · π
)
= I˜nd
L
K,δ
(
η˜θˆ′ · π∗
)
,
that is, σ0 is well-defined.
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Similarly, we can prove that σ0 is injective. Indeed, if σ0(λ˜) = σ0(λ˜
∗), with
λ˜ = I˜nd
L
K ρ˜, ρ = θˆ · π and λ˜
∗ = I˜nd
L
K ρ˜
∗, ρ∗ = θˆ · π∗, then Lemma 9.2 implies that
there is a g ∈ L such that
g
(ηθˆ′ · π) ∼G ηθˆ′ ·π∗, so by (9.4), π∗ ∼G gπµ(gN), hence
by (9.3) we get
g
(θˆ · π) ∼G θˆ · π
∗, which by Lemma 9.2 implies that λ˜ = λ˜∗.
The surjectivity part of Lemma 9.1 implies that the function in equation (9.1)
is surjective. Thus the function σ0 is surjective and hence bijective.
We now define
σ(λ˜) = ω−1 · σ0(λ˜), for λ˜ ∈ I˜rr(L | θ˜).
Multiplying by ω−1 is clearly a bijection P˜Irrδ(L | η(1)θ˜′) → I˜rr(L | θ˜′) so σ is a
bijection I˜rr(L | θ˜) → I˜rr(L | θ˜′). Moreover, for all λ˜ ∈ I˜rr(L | θ˜) with λ˜ = I˜nd
L
K ρ˜,
ρ = θˆ · π and λ′ ∈ σ(λ˜), we have
λ(1) = |L : K|θ(1)π(1),
λ′(1) = ω(1)−1|L : K|ω(1)θ′(1)π(1) = |L : K| θ′(1)π(1).
This concludes the proof. 
9.2. Reduction of Theorem B to the partial twist zeta series. From now
on, let G be a twist-rigid compact p-adic analytic group. Note that G is allowed to
be FAb here and that in this case we may well have ZG(s) 6= Z˜G(s). Let N be a
normal open pro-p subgroup of G.
As in Sections 7 and 8 we write
Kθ˜ = StabG(θ), Lθ˜ = StabG(θ˜),
for any θ ∈ Irr(N). For K, L, Γ, Kp and Lp as in Section 8 and for any c ∈
H2(Kp/N) and c
′ ∈ H1(Lp/N,MKp/Γp), define
I˜rrc,c
′
L,K,Γ(N) = {θ˜ ∈ I˜rrL,K,Γ(N) | CKp(θ˜) = c, TLp,Kp,Γp(θ˜) = c
′}.
In analogy with the partial representation zeta series defined earlier, we introduce
the partial twist zeta series
Z˜c,c
′
N ;L,K,Γ(s) =
∑
θ˜∈I˜rr
c,c′
L,K,Γ(N)
θ(1)−s.
Note that Z˜c,c
′
N ;L,K,Γ(s) = 0 unless there is a θ ∈ Irr(N) such that K = Kθ˜, L = Lθ˜
and ΓK,θ˜ = Γ. Note also that
Z˜N (s) =
∑
N≤K≤L≤G
Γ≤Lin(K/N)
∑
c∈H2(Kp/N)
c′∈H1(Lp/N,FKp/Γp)
Z˜c,c
′
N ;L,K,Γ(s).
As in Section 4, let S denote the set of subgroups K ≤ G such that N ≤ K and
K = Kθ˜ for some θ ∈ Irr(N). Similarly, let S˜ denote the set of subgroups L ≤ G
such that N ≤ L and L = Lθ˜, for some θ˜ ∈ I˜rr(N). For K ∈ S, let G(K) be the
set of subgroups of Γ ≤ Lin(K/N) such that Γ = ΓK,θ˜, for some θ˜ ∈ I˜rr(N) such
that K ≤ Kθ˜.
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Proposition 9.4. Suppose that Z˜c,c
′
N ;L,K,Γ(s) is rational in p
−s, for every L ∈ S˜,
K ∈ S, Γ ∈ G(K), c ∈ H2(Kp/N) and c′ ∈ H1(Lp/N, FKp/Γ). Then Theorem B
holds.
Proof. By Lemma 7.3, for every ρ˜ ∈ I˜rr(G), there are exactly |G : Lθ˜| distinct
G-twist classes θ˜ ∈ I˜rr(N) such that ρ˜ ∈ I˜rr(G | θ˜). Thus
Z˜G(s) =
∑
ρ˜∈I˜rr(G)
ρ(1)−s =
∑
θ˜∈I˜rr(N)
|G : Lθ˜|
−1
∑
ρ˜∈I˜rr(G|θ˜)
ρ(1)−s.
By Lemma 7.4, induction of G-twist classes from I˜rr(Lθ˜ | θ˜) to I˜rr(G | θ˜) is a
bijective map. Therefore,∑
ρ˜∈I˜rr(G|θ˜)
ρ(1)−s =
∑
λ˜∈I˜rr(L
θ˜
|θ˜)
(λ(1) · |G : Lθ˜|)
−s,
and so
Z˜G(s) =
∑
θ˜∈I˜rr(N)
|G : Lθ˜|
−s−1
∑
λ˜∈I˜rr(L
θ˜
|θ˜)
θ(1)−s
(
λ(1)
θ(1)
)−s
=
∑
θ˜∈I˜rr(N)
|G : Lθ˜|
−s−1θ(1)−sf˜(L
θ˜
,N,θ˜)(s)
=
∑
L∈S˜
|G : L|−s−1
∑
θ˜∈I˜rr(N)
L
θ˜
=L
θ(1)−sf˜(L,N,θ˜)(s).
If θ˜, θ˜′ ∈ I˜rrc,c
′
L,K,Γ(N), then CKp(θ˜) = CKp(θ˜
′) and TLp,Kp,Γp(θ˜) = TLp,Kp,Γp(θ˜
′).
Thus, by Proposition 9.3, we have f˜(L,N,θ˜)(s) = f˜(L,N,θ˜′)(s). By the above expres-
sion for Z˜G(s), we can therefore write
Z˜G(s) =
∑
L∈S˜
K∈S
Γ∈G(K)
|G : L|−s−1
∑
c∈H2(Kp/N)
c′∈H1(Lp/N,FK/Γ)
f˜ c,c
′
L,K,Γ(s)Z˜
c,c′
N ;L,K,Γ(s)
where f˜ c,c
′
L,K,Γ(s) := f˜(L,N,θ˜)(s) for some (equivalently, any) G-twist character triple
(L,N, θ˜) such that θ˜ ∈ I˜rrc,c
′
L,K,Γ(N).
From the assumption that Z˜c,c
′
N ;L,K,Γ(s) is rational in p
−s, it now follows that
Z˜G(s), and hence ζ˜G(s), is virtually rational. Moreover, if G is pro-p, then |G : L|
is a power of p for any subgroup L, and likewise λ(1) is a power of p, so f˜(L,N,θ˜)(s)
is a polynomial in p−s. Thus, when G is pro-p, Z˜G(s), and hence ζ˜G(s), is rational
in p−s. 
10. Rationality of the partial twist zeta series
This final section is an analogue of Section 6 for partial twist zeta series. The
groups G, N , K, L, Γ, Kp and Lp are as in the previous two sections.
We will show that, for each c ∈ H2(Kp/N) and c′ ∈ H1(Lp/N, FKp/Γp), the set
of twist classes I˜rrc,c
′
L,K,Γ(N) is in bijection with a set of equivalence classes under a
definable equivalence relation in Man. We deduce from this that each partial twist
RATIONALITY OF REPRESENTATION ZETA FUNCTIONS 45
zeta series is rational in p−s and hence prove Theorem B. Fix c ∈ H2(Kp/N) and
c′ ∈ H1(Lp/N, FKp/Γp) throughout the section. In order to use Proposition 8.6 we
assume throughout that I˜rrc,c
′
L,K,Γ(N) 6= ∅.
10.1. Reduction of the predicate TLp,Kp,Γp(θ˜) = c
′ to degree one characters.
In this section we reduce the computation of TLp,Kp,Γp(θ˜) to a statement on a
degree one character. Namely, if c′ ∈ H1(Lp/N, FKp/Γp), our goal is to express
TLp,Kp,Γp(θ˜) = c
′ with a statement involving only elements of N , conjugation by
elements of G and a degree one character of a subgroup of N of finite index. To
this end, let θ be a representative of θ˜. We fix a pair (H,χ) ∈ XK (where XK is as
defined on page 21) such that θ = IndNN∩H(χ).
We set r = |Kp : N | as in Section 5 and, in addition, we now define r′ = |Lp : N |
and m = |G : N |. Let
(y1, . . . , ym)
be a left transversal for N in G with y1 = 1 and such that
(y1, . . . , yr)
(y1, . . . , yr, yr+1, . . . , yr′)
are left transversals for N in Kp and Lp respectively. Notice that, as before, Kp =
HN implies that there exist elements t1, . . . , tr ∈ N such that (y1t1, . . . , yrtr) is a
left transversal for N ∩H in H .
In view of proving definability in Man we shall express conjugation by elements
in G in terms of the associated automorphism of N . In order to do so, we extend
the notation from Section 5, that is, for i ∈ {1, . . .m}, we define ϕi : N → N to be
the automorphism of N sending n to yiny
−1
i and set
CKp = {ϕi | i = 1, . . . , r}
CLp = {ϕi | i = 1, . . . , r
′}
CG = {ϕi | i = 1, . . . ,m}.
Finally we need to express how conjugating by a coset representative acts on the
other coset representatives. We therefore define dij ∈ N and κ : {1, . . . ,m} ×
{1, . . . ,m} → {1, . . . ,m} by
(10.1) y−1i yjyi = yκ(i,j)dij ,
for all i ∈ {1, . . . , r′} and j ∈ {1, . . . , r}. The choice of using right conjugation
in the definition of κ is more natural here, as it will only be needed to simplify
expressions in the argument of χ.
We need to choose a strong extension of θ. By Proposition 5.2, this may be
done by inducing a strong extension χˆ of χ from H to Kp. Since the definition of
TLp,Kp,Γp(θ˜) is independent of the choice of strong extension (of θ), we may assume
without loss of generality that χˆ is given by
χˆ(yitin) = χ(n),
for all n ∈ N ∩H and i ∈ {1, . . . , r}.
The first step is to obtain an expression of the conjugate of χˆ by an element of
Lp. This is done in the following lemma.
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Lemma 10.1. Let z ∈ Lp and let n ∈ N be such that z = yin for some i ∈
{1, . . . , r′}. Let moreover n′ ∈ N and j ∈ {1, . . . , r′} be such that yjn′ ∈
zH. Then
zχˆ(yjn
′) = χ(t−1κ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n).
Proof. We have
z−1
(yjn
′) = n−1y−1i yjn
′yin. Moreover
n−1y−1i yjn
′yin = n
−1y−1i yjyiϕ
−1
i (n
′)n
= n−1yκ(i,j)dijϕ
−1
i (n
′)n
= yκ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n
= yκ(i,j)tκ(i,j)t
−1
κ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n
The element yκ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n is in H by assumption so
t−1κ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n ∈ N ∩H.
Therefore χˆ(n−1y−1i yjn
′yin) = χ(t
−1
κ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)). 
Next we need to be able to express when an element of Kp is in a conjugate of
H in terms of conditions that we will eventually be able to translate into a formula
in Lan.
Definition 10.2. Let i, j ∈ {1, . . . , r} and n, n′ ∈ N . We define Aij(H,χ, n, n′) to
be the predicate(
∀n′′ ∈ ϕi(
n
(N ∩H)) : ϕj(
n′
n′′) ∈ ϕi(
n
(N ∩H))
∧ χ(n
−1
ϕi
−1(ϕj(
n′
n′′))) = χ(n
−1
ϕi
−1(n′′))
)
.
Lemma 10.3. Let i, j ∈ {1, . . . , r} and n, n′ ∈ N . Then yjn′ ∈
yinH if and only
if Aij(H,χ, n, n
′) holds.
Proof. Let M be the normaliser of N ∩ yinH in Kp. We prove that
yinH = StabM (
yinχ).
This will be enough to conclude. Indeed Aij is the conjunction of two predicates:
the first expresses exactly that yjn
′ ∈M and the second means that (yjn
′)−1 fixes
yinχ. Let therefore
A = StabM (
yinχ).
ClearlyN∩yinH is normal in yinH and yinH fixes yinχ, so yinH ⊆ A. This inclusion
gives that Kp =
yinHN = AN . Hence, by the second isomorphism theorem, we
have that |Kp : N | = |A : N ∩ A| = |
yinH : N ∩ yinH |. Moreover, by Mackey’s
formula, N ∩ yinH = N ∩ A as yinχ induces irreducibly to N . Thus A = yinH
because yinH ⊆ A and there is a subgroup that has the same index in both. 
We are now able to express TLp,Kp,Γp(θ˜) = c
′ in terms of the pair (H,χ). Define
Z˜p = Z
1(Lp/N,Func(Kp/N,W(p)))
B˜p = B
1(Lp/N,Func(Kp/N,W(p)))
By Lemma 3.10 every class H1(Lp/N, FKp) has a representative in Z˜p. Moreover,
let δ ∈ Z˜p ∩ B
1(Lp/N, FKp). Then there is an ω ∈ FKp such that for any g ∈ Lp,
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δ(gN) = gωω−1. Since gωω−1 has values in W(p) we have
gωω−1 = (gωω−1)(p), so
by the properties of f(ℓ) just before Lemma 8.1,
δ(gN) = gω(p)ω
−1
(p),
hence δ ∈ B1(Lp/N,Func(Kp/N,W(p))). Thus
Z˜p ∩ B
1(Lp/N, FKp) = B
1(Lp/N,Func(Kp/N,W(p)).
It follows that the inclusion of Z˜p in Z
1(Lp/N, FKp) induces an isomorphism
H1(Lp/N, FKp)
∼= Z˜p/B˜p.
We need the following definition for ease of notation.
Definition 10.4. Let i, j ∈ {1, . . . , r} and k ∈ {1, . . . , r′}. Let also ψ ∈ Lin(G),
ν ∈ Γp, and n, n′ ∈ N . We define Bijk(H,χ, ψ, ν, n, n′) to be the predicate
χ(t−1κ(k,j)dkjϕ
−1
k
(
n′
)
) =
µ(ykN)(yκ(i,j)N) · δ(ykN)(yκ(i,j)N) · ν(yκ(i,j)N) · ψ(yj)ψ(n
′)
· χ
(
t−1κ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n
)
.
Proposition 10.5. Let (H,χ) ∈ XK be a pair corresponding to θ ∈ IrrK(N). Let
c′ ∈ H1(Lp/N, FKp/Γp). Fix µ ∈ Z˜p such that, the 1-cocycle in Z
1(Lp/N, FKp/Γp)
defined by g 7→ µ(gN)Γp is in the class c′. Then TLp,Kp,Γp(θ˜) = c
′ if and only if
there is a coboundary δ ∈ B˜p such that, for all k = 1, . . . , r′, there are
a) i ∈ {1, . . . , r} and n ∈ N ,
b) a character ψ ∈ Lin(G),
c) a homomorphism ν ∈ Γp,
such that, for all j ∈ {1, . . . , r} and n′ ∈ N
Aij(H,χ, n, n
′) ∧Akj(H,χ, 1, n
′) =⇒ Bijk(H,χ, ψ, ν, n, n
′).
Proof. Recall that we defined f˜H : Z
2(H/(N ∩H))→ Z2(Kp/N) to be the isomor-
phism induced by pulling back cocycles along the isomorphismKp/N → H/(N∩H).
Let α be the factor set of χˆ. Let αˆ be the (unique) cocycle in H2(Kp) descending
to f˜H(α). The projective character
(10.2) θˆ = Ind
Kp
H,αˆ χˆ
is a strong extension of θ. We therefore have TLp,Kp,Γp(θ˜) = c
′ if and only if there
is a coboundary δ ∈ B1(Lp/N, FKp) such that, for all ϕk ∈ CLp , there are a degree
one character ψ ∈ Lin(G) and a homomorphism ν ∈ Γp such that
yk
θˆ = θˆ · µ(ykN)δ(ykN)νψ|Kp .
Substituting (10.2) in the last equation we obtain
(10.3)
yk(
Ind
Kp
H,αˆ χˆ
)
=
(
Ind
Kp
H,αˆ χˆ
)
· µ(ykN)δ(ykN)νψ|Kp .
Let βˆ be the factor set of
yk
θˆ. The left-hand side is equal to
Ind
Kp
ϕk(H),βˆ
ykχˆ
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The right-hand side is equal to
Ind
Kp
H,βˆ
(
χˆ · (µ(ykN)δ(ykN)νψ)|H
)
.
Note that µ(ykN)δ(ykN)ν has factor set βˆαˆ
−1 because of (10.3). By Mackey’s
intertwining formula we therefore have that equation (10.3) holds if and only if
there are n ∈ N and i ∈ {1, . . . , r} such that
ykχˆ|(ϕk(H)∩ϕi(nH))=
yinχˆ|(ϕk(H)∩ϕi(nH))
yin(µ(ykN)δ(ykN)νψ)|(ϕk(H)∩ϕi(nH)).
In other words, since ν and ψ are fixed by Kp,
(10.4) ykχˆ(yjn
′) =
yinχˆ(yjn
′) · µ(ykN)(yκ(i,j)N) · δ(ykN)(yκ(i,j)N) · ν(yjN) · ψ(yj)ψ(n
′),
for all n′ ∈ N and j ∈ {1, . . . , r} such that yjn′ ∈ ϕk(H)∩ϕi(
nH). By Lemma 10.1
we have
ykχˆ(n′yj) = χ(t
−1
κ(k,j)dkjϕ
−1
k
(
n′
)
)
yinχˆ(n′yj) = χ
(
t−1κ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n
)
.
Substituting in (10.4) gives Bijk(χ, ψ, ν, n, n
′). Moreover, by Lemma 10.3, yjn
′ ∈
ϕk(H) if and only if ϕj(
n′n) ∈ ϕk(N ∩H) and
χ(ϕ−1k (ϕj(
n′
n′′))) = χ(ϕ−1k (n
′′))
for all n′′ ∈ ϕk(N ∩ H). These two conditions form Akj(H,χ, n, n′). Similarly,
yjn
′ ∈ nϕi(H) if and only if Aij(H,χ, n, n′) holds.
We finish the proof noticing that χ, ψ, µ(ykN) and ν all have values in W(p).
Thus if there is δ ∈ B1(Lp/N, FKp) satisfying the conditions above, then necessarily
δ ∈ B˜p. We may therefore restrict to δ ∈ B˜p in the equivalence statement. 
10.2. Definable sets for degree one characters of subgroups of G. We shall
now show how to interpret predicates that involve quantifying on Lin(G) and other
groups of characters.
10.2.1. Definable set for twisting characters. We show that characters τ ∈ Lin(N),
such that τ = ψ|N for some ψ ∈ Lin(G), may be definably parametrised in Man,
in a way that keeps track of the values of ψ(yi) for i = 1, . . . , r. Notice that, since
Kp is a pro-p group, every ψ ∈ Lin(G) is such that ψ(yi) ∈W(p) for all i = 1, . . . , r.
Lemma 10.6. Let τ ∈ Lin(N) and let σ1, . . . , σr ∈ W(p). Then τ = ψ|N for
some ψ ∈ Lin(G) such that ψ(yi) = σi for i = 1, . . . , r, if and only if there are
σr+1, . . . , σm ∈W(p) such that for i, j ∈ {1, . . . ,m} and all n, n
′ ∈ N ,
σγ(i,j)τ(aijϕ
−1
j (n)n
′) = σiσjτ(n)τ(n
′),
where γ and aij are as in (10.8).
Proof. We have
(10.5) yinyjn
′ = yiyjy
−1
j nyjn
′ = yiyjϕ
−1
j (n)n
′ = yγ(i,j)aijϕ
−1
j (n)n
′.
Assume that ψ ∈ Lin(G) restricts to τ . Then, since Kp is a pro-p group, ψ and ψ(p)
restrict to the same character of K (hence also ψ(p) restricts to τ). Set σi = ψ(p)(yi)
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(for i = 1, . . . ,m). On the one hand, ψ(yinyjn
′) = σiσjτ(n)τ(n
′) and, on the other
hand,
ψ(yinyjn
′) = σγ(i,j)τ(aijϕ
−1
j (n)n
′)
by (10.5).
Conversely, assume there exist σ1, . . . , σm ∈W(p) such that for i, j ∈ {1, . . . ,m},
and all n, n′ ∈ N , σγ(i,j)τ(aijϕ
−1
j (n)n
′) = σiσjτ(n)τ(n
′). Then
ψ(yin) = σiτ(n) n ∈ N, i = 1, . . . ,m
defines a homomorphism G→W(p). Indeed, we have
σγ(i,j)τ(aijϕ
−1
j (n)n
′) = σiσjτ(n)τ(n
′) = ψ(yin)ψ(yjn
′).
Moreover, ψ(yinyjn
′) = σγ(i,j)τ(aijϕ
−1
j (n)n
′) by 10.5. Thus we get ψ(yinyjn
′) =
ψ(yin)ψp(yjn
′). Clearly ψ|N= τ and we conclude. 
Recall that we have an isomorphism ι : Qp/Zp →W(p). Let λ0 ∈M(d+r)×d(Qp)
whose rows correspond to the Zp coordinates of a basis of Kp ∈ H(Kp). Let DG
be the projection on the ξ-component of the set
{(λ, ξ) ∈ D1 | λ = λ0}
where D1 is as in Proposition 6.9 for K = G. Clearly DG is a definable subset of
Qdp in Man. By definition, the first d rows of λ0 are the Zp-coordinates of a good
basis of N . Thus we have that DG is precisely the set of d-tuples ξ such that the
function
{n1, . . . , nd} −→ Qp/Zp, ni 7−→ ξi + Zp,
extends to a (necessarily unique) continuous homomorphism τ : N ∩H −→ Qp/Zp
such that ι ◦ τ = ψ|N for some ψ ∈ Lin(G).
Proposition 10.7. Let DGKp be the set of tuples of the form (ξ1, . . . , ξd, σ1, . . . , σr) ∈
Qd+rp such that the function {yinj | i = 1, . . . , r, j = 1, . . . , d} → Qp/Zp
yinj 7−→ σi + ξj + Zp,
extends to a (necessarily unique) continuous homomorphism σ : G→ Qp/Zp. Then
DGKp is a definable set of Q
d+r
p in Man.
Proof. By Lemma 10.6, a tuple (ξ1, . . . , ξd, σ1, . . . , σr) is in DGKp if and only if
i) ξ = (ξ1, . . . , ξd) ∈ DG,
ii) and, denoting by τ : N → Qp/Zp the homomorphism defined by ξ, there
are σr+1, . . . , σm ∈ Qp such that for i, j ∈ {1, . . . ,m} and all n, n′ ∈ N ,
(σγ(i,j) − σi − σj) + Zp = τ(n) + τ(n
′)− τ(aijϕ
−1
j (n)n
′),
where γ and aij are as in (10.8).
Clearly, we have that i) is a definable condition because DG is definable. By the
definable interpretation of MN in Man and using ξ to express the values of τ , we
see that also ii) is a definable Lan-condition on (ξ1, . . . , ξd, σ1, . . . , σr). 
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10.2.2. Definable set for ΓKp,θ˜. Let (λ, ξ) ∈ D
c and let (H,χ) = Ψ(λ, ξ). Set
θ = IndNN∩H χ. We shall now produce a definable set that will be used to interpret
predicates quantifying over ΓKp,θ˜.
Definition 10.8. We define DKp/N as the set of tuples (σ1, . . . , σr) ∈ Q
r
p giving a
function Kp/N → Qp/Zp defined by
yiN 7−→ νi + Zp for i ∈ {1, . . . , r},
extending to a homomorphism Kp/N → Qp/Zp.
Clearly ν ∈ DKp/N if and only if for i, j ∈ {1, . . . , r}, σγ(i,j) = σi + σj mod Zp.
Thus DKp/N is a definable set.
Lemma 10.9. Let DKp(λ, ξ) be the set of tuples of the form (ν1, . . . , νr) ∈ Q
r
p such
that the function ν : Kp/N → Qp/Zp defined by
yiN 7−→ νi + Zp for i ∈ {1, . . . , r},
is a homomorphism such that ι ◦ ν ∈ ΓKp,θ˜. Then DKp(λ, ξ) is a definable subset
of Qrp in Man.
Proof. We start by expressing the definition of ΓKp,θ˜ in terms of (H,χ). To do
this, we need to fix a strong extension θˆ of θ (all strong extensions are equally good
as the definition of ΓKp,θ˜ does not depend on this choice). We choose the strong
extension obtained by inducing to Kp the projective character χˆ of H defined by
χˆ(yitin) = χ(n),
for all n ∈ N ∩H and i ∈ {1, . . . , r}. To say that ν ∈ Lin(Kp/N) belongs to ΓKp,θ˜
is to say that there is ε ∈ Lin(G) such that
θˆν = θˆε|Kp .
By Mackey’s formula, this happens if and only if there exist ε ∈ Lin(G), i ∈
{1, . . . , r} and n ∈ N such that
(yinχˆ ν)|H∩yinH= (χˆ ε)|H∩yinH .
In other words, if and only if there exist ε ∈ Lin(G), i ∈ {1, . . . , r} and n ∈ N such
that for all j ∈ {1, . . . , r} and all n′ ∈ N we have
(10.6) yjn
′ ∈ H ∩ yinH =⇒ yinχˆ(yjn
′)ν(yj) = χˆ(yjn
′)ε(yj)ε(n).
We now rewrite (10.6) in a way that involves only quantifying over N and Lin(G),
conjugation by the chosen coset representatives of N in Kp, and values of χ on
N ∩H . First we observe that, by Lemma 10.3 we may replace the antecedent with
the predicate
A1j(H,χ, 1, n
′) ∧Aij(H,χ, n, n
′).
Secondly, by Lemma 10.1, we may replace the consequent in (10.6) by the predicate
Cij(H,χ, ν, ε, n, n
′) defined as
χ
(
t−1κ(i,j)ϕ
−1
κ(i,j)(n
−1)dijϕ
−1
i (n
′)n
)
ν(yj) = χ(t
−1
j n
′)ε(yj)ε(n)
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We obtain that ν ∈ ΓKp,θ˜ if and only if the following predicate is true
(10.7) ∃ε ∈ Lin(G) :
∨
i∈{1,...,r}
(
∃n ∈ N
∧
j∈{1,...,r}
(
∀n′ ∈ N : Akj(H,χ, 1, n
′)∧Aij (H,χ, n, n
′) =⇒ Cij(H,χ, n, n
′, ν, ε)
))
.
The last predicate may be written as an Lan-condition on ν and (λ, ξ):
- we use the interpretation of MN in Man to express elements in N .
- We use tuples in DKp/N to express the values of ν.
- We interpret ∃ε ∈ Lin(G) as
∃(ξi, . . . , ξd, σ1, . . . , σr) ∈ D
G
Kp ,
using (ξ1, . . . , ξd) to express ε on N and (σ1, . . . , σr) to express
ε(y1), . . . , ε(yr).
- We interpret multiplication in W(p) as addition in Qp/Zp and equality in
W(p) as equality in Qp/Zp via ι.
Writing (10.7) with these rules clearly gives an Lan-condition and we conclude. 
10.3. Definable sets for Z˜p and B˜p. In this subsection we describe the definable
sets used to interpret predicates quantifying over Z˜p and B˜p in Man. To this
end and for later use, we need to extend (6.1), that is we define a function γ :
{1, . . . ,m}2 → {1, . . . ,m} and aij ∈ N such that
(10.8) yiyj = yγ(i,j)aij .
Lemma 10.10. Let Ω be the surjective map from the set of matrices Mr′×r(Qp) to
the set of functions Lp/N → FKp , defined by
Ω((zij)) =
[
yiN 7−→ ι ◦ fi
]
, for i ∈ {1, . . . , r′}.
where for each i, fi : Kp/N → Qp/Zp is the function yjN 7→ zij + Zp, for j ∈
{1, . . . , r}. Define Z˜ = Ω−1(Z˜p) and B˜ = Ω−1(B˜p). Then Z˜ and B˜ are definable
in Man.
Proof. We prove that the set Z˜ is definable. Let z ∈Mr×r′(Qp). Then Ω(z) ∈ Z˜p if
and only if the following definable predicate in Man holds: for all i, j ∈ {1, . . . , r′}
and k ∈ {1, . . . , r},
zγ(i,j) k = zjk + zκ(i,j) k mod Zp.
This is obtained by just pulling back the 1-cocycle identity through Ω. More pre-
cisely, by definition, Ω(z) is a 1-coboundary if for all i, j ∈ {1, . . . , r′}
Ω(z)(yiyjN) = Ω(z)(yiN)
yiΩ(z)(yjN),
That is, if fγ(i,j) = fj + fκ(i,j), which in turn is equivalent to the condition that,
for all k ∈ {1, . . . , r}, we have
fγ(i,j)(yk) = fj(yk) + fκ(i,j)(yk),
or equivalently, zγ(i,j) k = zjk + zκ(i,j) k mod Zp.
We prove that B˜ is definable. We need to express in coordinates the condition for
being a 1-coboundary. To this end, we parametrise the functions Kp/N → Qp/Zp
by the r-tuples (b1, . . . , br) ∈ Qrp representing their values on y1N, . . . , yrN . Writing
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the 1-coboundary condition in terms of b1, . . . , br we obtain that Ω(z) ∈ B˜p is a
1-coboundary if and only if there is (b1, . . . , br) ∈ Qrp such that for all i ∈ {1, . . . , r
′}
and j ∈ {1, . . . , r},
zij = bκ(i,j) − bj mod Zp.
This is a definable predicate in Man and we conclude. 
10.4. Definability of the predicate TLp,Kp,Γp(θ˜) = c
′. We are now ready to give
an interpretation of I˜rrc,c
′
L,K,Γ(N) in the structure Man. In this subsection we will
construct a definable set Dc,c
′
corresponding to I˜rrc,c
′
L,K,Γ(N) up to a definable equiv-
alence relation that we shall introduce in the next subsection. This correspondence
will be explicit and we will have a definable function (also introduced in the next
subsection) giving the degree of the corresponding character for every element in
Dc,c
′
.
We start by stating the analog of Lemma 6.8. It is proved using the fact that
twisting by degree one characters and induction are compatible (see for instance
the proof of [13, Lemma 8.6(b)]).
Lemma 10.11. Let M be a finite index subgroup of N , χ ∈ Lin(M) and ψ ∈
Lin(G). Then, for all g ∈ G,
g(
IndNMχ
)
ψ|N= Ind
N
gM (
gχψ|gM ).
Moreover if M ′ is another finite index subgroup of N and χ, χ′ are degree one
characters of M and M ′ respectively, such that IndNM χ and Ind
N
M ′ χ
′ are irre-
ducible, then (IndNM χ)ψ|N= Ind
N
M ′ χ
′ if and only if there exists g ∈ N such that
(Res
gM
gM∩M ′
gχ)ψ|gM∩M ′= Res
M ′
gM∩M ′ χ
′.
Proposition 10.12. Let Dc,c
′
be the set of pairs (λ, ξ) ∈ Dc with the property that,
for (H,χ) = Ψ(λ, ξ), χ induces to a character θ of N such that θ˜ ∈ I˜rrc,c
′
L,K,Γ(N).
Then Dc,c
′
is a definable subset of Qd(d+r+1)p in Man.
Proof. Since (λ, ξ) ∈ Dc, we have that θ˜ ∈ I˜rrc,c
′
L,K,Γ(N) if and only if
i) StabG(θ˜) = L
ii) ΓK,θ˜ = Γ
iii) TLp,Kp,Γp(θ˜) = c
′.
Let u′ = |L : N |. Up to reordering (y1, . . . , ym), we may assume that
(y1, . . . , yr, yr+1, . . . , yu′)
is a left transversal of N in L. Accordingly we will then have
CL = {ϕi | i = 1, . . . , u
′}
for the set of automorphism of N consisting of conjugation by y1, . . . , yu′ . By
Lemma 10.11, StabG(θ˜) = L if and only the following statement holds:
(10.9)
∀ϕ ∈ CG :
(
∃ψ ∈ Lin(G)
(
(IndNN∩H χ)ψ|N= Ind
N
ϕ(N∩H) χ ◦ ϕ
−1
)
⇐⇒ ϕ ∈ CL
)
.
Fix ϕ ∈ CG. Lemma 10.11 with M = N ∩ H , M ′ = ϕ(N ∩ H) and χ′ = χ ◦ ϕ−1
implies that (IndNN∩H χ)ψ|N= Ind
N
ϕ(N∩H) χ ◦ ϕ
−1 if and only if
∃ g ∈ N, ∀h ∈ N ∩ H :
(
gh ∈ ϕ(N ∩ H) =⇒ χ(h)ψ(h) = χ ◦ ϕ−1(gh)
)
.
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We interpret ∃ψ ∈ Lin(G) as
∃(ψ1, . . . , ψd) ∈ D
G,
using (ψ1, . . . , ψd) to express ψ on N . We interpret multiplication in W(p) as ad-
dition in Qp/Zp and equality in W(p) as equality in Qp/Zp. Substituting in (10.9)
shows that there is an Lan-condition on (λ, ξ) expressing StabG(θ˜) = L because
DG is a definable set.
Next we show how to express ΓK,θ˜ = Γ with an Lan-condition on (λ, ξ). First
of all we notice that, by Proposition 8.6, ΓKp,θ˜ = Γp if and only if ΓK,θ˜ = Γ. Thus
it suffices to show that ΓKp,θ˜ = Γp gives rise to an Lan-condition on (λ, ξ). This is
done using the definable set DKp(λ, ξ) in Lemma 10.9. Indeed, ΓKp,θ˜ = Γp if and
only if, for all ν ∈ Lin(Kp/N),
(10.10) ν ∈ ΓKp,θ˜ ⇐⇒ ν ∈ Γp
Let QKp/N be a set of representatives of the equivalence classes mod Zp in DKp/N .
The set QKp/N is finite and therefore it is definable in Man. Notice that for all
ν ∈ Lin(Kp/N), the set QKp/N contains a unique tuple ν ∈ DKp/N such that ι
−1◦ν
is the function
Kp/N −→ Qp/Zp, yiN 7−→ νi + Zp.
Let Γp be the subset of QKp/N consisting of the tuples that correspond to the
homomorphisms in Γp. This allows us to express (10.10) as an Lan-condition on
(λ, ξ), namely
∀ν ∈ QKp/N : ν ∈ DKp(λ, ξ) ⇐⇒ ν ∈ Γp.
We prove that iii) is given by an Lan-condition (on (λ, ξ)). Fix µ ∈ Z˜p such that, the
1-cocycle on Lp/N defined by g 7→ µ(gN)Γp is in the class c′. By Proposition 10.5,
TLp,Kp,Γp(θ˜) = c
′ if and only if
∃δ ∈ B˜p :
∧
k∈{1,...,r′}
∃n ∈ N ∃ψ ∈ Lin(G)∃ν ∈ Γp :
∨
i∈{1,...,r}
(
Akj(H,χ, 1, n
′) ∧Aij(H,χ, n, n
′) =⇒ Bijk(H,χ, ψ, ν, n, n
′)
)
.
Now it suffices to write the last predicate as Lan-condition on (λ, ξ):
- we use the interpretation of MN in Man to express elements and group
operations in N .
- We use ξ to express the values of χ, as explained in Proposition 6.9.
- We interpret the predicate ∃δ ∈ B˜p as ∃δ ∈ B˜ and we use δk κ(i,j) to express
the value δ(ykN)(yκ(i,j)N).
- By ii) we replace ∃ν ∈ Γp with ∃ν ∈ ΓKp,θ˜ and we interpret the latter as
∃ν ∈ DKp(λ, ξ), using (ν1, . . . , νr) to express the values of ν.
- We interpret ∃ψ ∈ Lin(G) as
∃(τ1, . . . , τd, σ1, . . . , σr) ∈ D
G
Kp ,
using (τ1, . . . , τd) to express ψ on N and (σ1, . . . , σr) to express ψ(y1), . . . ,
ψ(yr).
- We interpret multiplication and equality in W(p) via ι.
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This concludes the proof because the sets B˜, DKp(λ, ξ), and D
G
Kp
are definable in
Man. 
Proposition 10.12 shows that Ψ : (λ, ξ) 7→ (H,χ) is a surjection from Dc,c
′
to
the set of pairs (H,χ) ∈ XK such that θ = Ind
N
N∩H χ satisfies θ˜ ∈ I˜rr
c,c′
L,K,Γ(N).
10.5. Finishing the proof of Theorem B. We write the partial zeta series as
a generating function enumerating the equivalence classes of a family of definable
equivalence relations. We conclude rationality of the partial twist zeta series by
Theorem 2.15. Theorem B then follows from Proposition 9.4.
We start by constructing a definable equivalence relation on Dc,c
′
whose equiv-
alence classes will be in bijection with I˜rrc,c
′
L,K,Γ(N). Let (λ, ξ), (λ
′, ξ′) ∈ Dc,c
′
and
let (H,χ) = Ψ(λ, ξ) and (H ′, χ′) = Ψ(λ′, ξ′). We define an equivalence relation E˜
on Dc,c
′
by
((λ, ξ), (λ′, ξ′)) ∈ E˜ ⇐⇒ ∃ψ ∈ Lin(G), IndNN∩Hχ = Ind
N
N∩H′(χ
′ψ|N ).
Lemma 10.13. The relation E˜ is definable in Man.
Proof. Let (H,χ), (H ′, χ′) be as above. By Lemma 10.11, we have that IndNN∩H χ =
IndNN∩H′ χ
′(ψ|N ) for some ψ ∈ Lin(G) if and only if
∃ψ ∈ Lin(G), ∃ g ∈ N, ∀h ∈ N ∩H (gh ∈ N ∩H ′ =⇒ χ(h) = (χ′ψ|N )(
gh)) .
Using Proposition 10.7 to parametrise ψ|N for ψ ∈ Lin(G) by points in DGKp and
writing the above formula in the Zp-coordinates of N we obtain an Lan-formula
defining E˜ . Note that, as done before, we interpret multiplication and equality in
W(p) via ι
−1. 
Composing Ψ with the surjective map XK → IrrK(N) of Corollary 5.3 induces
a bijection between the set of equivalence classes Dc,c
′
/E˜ and I˜rrc,c
′
L,K,Γ(N). We now
use this bijection to produce a definable family of equivalence relations giving the
partial zeta series. For (λ, ξ) ∈ Dc,c
′
, write (h1(λ), . . . , hd(λ)) for the good basis
associated with λ by Proposition 6.9 i). Recall that the function f : Dc,c
′
→ Z is
given by
(λ, ξ) 7−→
d∑
i=1
ω(hi(λ))− 1
and is definable in Man. Moreover, if Ψ(λ, ξ) = (H,χ), then pf(λ,ξ) is the degree
of IndNN∩H χ. We extend the function F from Section 6 as
F˜ : E˜ −→ Z
defined by ((λ, ξ), (λ′, ξ′)) 7→ f(λ, ξ). Similar to Section 6, we have that F˜ is
definable. It follows that, for n ∈ N0, the fibre of F˜ at n gives a definable subset of
E˜ . Let E˜n = F˜−1(n). As before, the sets
Dc,c
′
n = {(λ, ξ) ∈ D
c,c′ | f(λ, ξ) = n}
are definable for all n ∈ N0. Furthermore, we have that E˜n = E˜ ∩ (Dc,c
′
n × D
c,c′
n ),
so each E˜n is an equivalence relation on Dc,c
′
n and {E˜n}n∈N0 is a definable family of
equivalence relations.
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Since, for all n ∈ N0, the set Dc,c
′
n /E˜n is in bijection with the subset of characters
of degree pn in I˜rrc,c
′
L,K,Γ(N), it follows that
Z˜c,c
′
N ;L,K,Γ(s) =
∑
n∈N0
#(Dc,c
′
n /E˜n)p
−ns.
Applying Theorem 2.15 to the series above we deduce that Z˜c,c
′
N ;L,K,Γ(s) is a rational
function in p−s. This concludes the proof.
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