Abstract. We prove for the Reidemeister-Turaev torsion of closed oriented threemanifolds some finiteness properties in the sense of Goussarov and Habiro, that is, with respect to some cut-and-paste operations which preserve the homology type of the manifolds. In general, those properties require the manifolds to come equipped with an Euler structure and a homological parametrization.
Introduction
The theory of finite-type invariants of 3-manifolds aims at understanding how manifolds are related one to the other through cut-and-paste operations and, consequently, how their invariants behave with respect to such operations.
In particular, in the Goussarov-Habiro theory, manifolds are modified using surgery operations which preserve the homology type [9, 12, 6] . Given a closed oriented connected 3-manifold M , a handlebody H ⊂ M and a Torelli automorphism h of ∂H (that is, h : ∂H → ∂H is a diffeomorphism which acts trivially in homology), one can form a new closed oriented connected 3-manifold:
The move M M h is called a Torelli surgery. Thanks to Matveev's theorem [25] , one can always decide when two given manifolds are related by a finite sequence of such operations. Let now f be an invariant of closed oriented connected 3-manifolds with values in A, an Abelian group. It is said to be a finite-type invariant of degree at most d if, for any manifold M and for any family Γ of d + 1 Torelli automorphisms of the boundaries of pairwise disjoint handlebodies in M , the following identity holds:
(1)
Here, M Γ ′ denotes the manifold obtained from M by the simultaneous surgery defined by those elements of Γ shortlisted in Γ ′ .
In the case of rational homology 3-spheres M , there exist some very powerful invariants [20, 1, 18] which are universal among finite-type invariants f with values in A = Q. But, either those invariants are not defined for manifolds M whose first Betti number is positive, either they become trivial when the latter gets too high. As a matter of fact, only very few instances of finite-type invariants are known for manifolds with arbitrary homology.
On the other hand, the Reidemeister-Turaev torsion (or, RT torsion) is quite a wellunderstood invariant of a closed oriented connected 3-manifold M . Denoted by
it takes its values in the quotient ring of the group ring Z[H 1 (M ; Z)]. It generalizes both the Reidemeister torsion of a lens space and the Alexander polynomial [32, 33] . To be defined without indeterminacy, it needs the manifold M to be endowed with an Euler structure ξ. Despite the combinatorial nature of the Reidemeister torsion, an Euler structure admits a geometric description: This is a non-singular (that is, nowhere zero) vector field on M up to punctured homotopy (that is, up to homotopy on M deprived of one point).
The question of how the RT torsion connects to finite-type invariants seems not to have been addressed yet, except in the case of the one-variable Alexander polynomial of manifolds [8, 4, 22] . Nevertheless, finiteness results are quite expected for the RT torsion, since the multi-variable Alexander polynomial of links has finiteness properties with respect to the Goussarov-Vassiliev theory of finite-type invariants [27] .
To answer partly to that question, we need to abstract the homology of manifolds. More precisely, we fix a finitely generated Abelian group G, and we consider triples of the form (M, ξ, ψ) where M is a closed oriented connected 3-manifold, ξ is an Euler structure on M and ψ : G → H 1 (M ; Z) is an isomorphism. We call ψ a homological parametrization for the closed manifold M , which is like a numbering of the components for an oriented link in S 3 . Note that the RT torsion gives an invariant of triples (M, ξ, ψ), by setting τ (M, ξ, ψ) := Q(ψ −1 ) (τ (M, ξ)) ∈ Q(Z[G]).
The main property of a Torelli surgery is to preserve the homology of the manifold. Indeed, the move M M h comes with a canonical isomorphism
as it is given by the Mayer-Vietoris theorem. Another property is to define a canonical correspondence Ω h : Eul(M ) −→ Eul(M h ) between Euler structures [5] . This is defined by cutting and pasting vector fields in a appropriate way (see §3.1). It follows that the Torelli surgery makes sense in the context of manifolds with Euler structure and parametrized homology:
In particular, by writing (M, ξ, ψ) in condition (1) in place of M , one gets the definition of a finite-type invariant for such triples (see §3.2). The invariant τ (M, ξ, ψ), when reduced modulo a power of the augmentation ideal
is finite-type in this sense. The proof of Theorem 1 uses Heegaard splittings of manifolds. First, any Heegaard splitting of a manifold M induces a cell decomposition of it, with which the RT torsion can be combinatorially computed. This formula appears in the proof of several results by Turaev [34, 36] , to evaluate how deep inside the I-adic filtration (or related filtrations) the RT torsion should live and to compute the leading term from the cohomology ring. Second, following Hutchings and Lee [14] , one can pass from combinatorial Euler structures to geometric ones using the gradient of a Morse function inducing the Heegaard splitting. These will be our two tools to compare τ (M, ξ, ψ) to τ ((M, ξ, ψ) h ), after a Torelli surgery (M, ξ, ψ) (M, ξ, ψ) h has been perfomed. Theorem 1 is deduced from a general lemma giving, for any group G, finiteness properties for an invariant equivalent to τ (M, ξ, ψ). See §4.1 and §4.2.
The same techniques are applied in §4.3 to find sufficient conditions on the Torelli surgery instructions for the RT torsion not to be changed. Theorem 2. Let M be a closed oriented connected 3-manifold with Euler structure ξ and homological parametrization ψ : G → H 1 (M ; Z). Let H be a handlebody in M and let h be a Torelli automorphism of ∂H such that one of the following two conditions holds:
-The handles of H are nul-homologous in M .
-The diffeomorphism h acts trivially on the second solvable quotient π/π ′′ of the fundamental group π of ∂H.
There are alternative theories of finite-type invariants for 3-manifolds, all being equivalent to the Goussarov-Habiro theory for integral homology 3-spheres (up to a linear re-scaling of the degrees, and as far as rational-valued invariants are concerned [9] ). For tions and comments on this paper. He is indebted to the European Commission for support (MEIF-CT-2003-500246) and the University of Pisa for hospitality, with special thanks to Carlo Petronio.
A quick review of the RT torsion
In this expository section, we briefly review the theory of RT torsion. References on this topic include the papers [32, 33] and the monographs [35, 28, 36] , to which the reader is refered for details and proofs. On the way, we fix the notations that are used throughout the paper, starting with the following conventions:
An Abelian group G, or its action on a set, is written additively, except when it is seen as a subgroup of the group of units of Z [G] . Unless otherwise mentioned, (co)homology groups are computed with integral coefficients.
2.1. RT torsion of a CW-complex. First, one needs to define what is the torsion of a CW-complex. Consider a chain complex of finite-dimensional F-vector spaces
which comes equipped with a basis c and a homological basis h. This means that c = (c 0 , . . . , c m ) where c i is a basis of the i-chains space C i , and h = (h 0 , . . . , h m ) where h i is a basis of the i-th homology group H i (C). Define the modulo 2 integer
where
Choose, for each i = 0, . . . , m, a basis b i of the space of i-boundaries B i (C). Thanks to the short exact sequences 0
Definition 2.1. The Reidemeister torsion of the F-complex C, based by c and homologically based by h, is
and does not depend on the choice of b.
Remark 2.1. This is Turaev's sign version of the Reidemeister torsion [33] .
2.1.2.
Some structures on a CW-complex. Let X be a finite, connected CW-complex with Euler characteristic χ(X) = 0. A homological orientation ω of X is an orientation of the R-vector space H * (X; R), the opposite orientation being denoted by −ω.
An Euler chain in X is a singular 1-chain c on X with boundary
where c σ denotes the center of the cell σ. When considered up to homology, Euler chains are called Euler structures and form a set Eul(X) which, with the obvious action, is a H 1 (X)-affine space. Fix a base point ⋆ ∈ X to determine the maximal Abelian covering p : X → X. Its group of transformations is identified with H 1 (X). The cell decomposition of X lifts to a cell decomposition of X. A family e of cells of X is fundamental when each cell σ of X has a unique lift in it, which is then denoted by e(σ). Two fundamental families of cells e and f are equivalent when the difference
vanishes. (Here f (σ) − e(σ) ∈ H 1 (X) denotes the transformation needed to move e(σ) to f (σ).) When considered up to equivalence, fundamental families of cells form a set E(X) which is a H 1 (X)-affine space.
Euler structures are used as "instructions to lift cells". Specifically, given a fundamental family of cells e, connect by an oriented path the center of each cell e(σ) to a single point in X. This path goes from e(σ) to the single point if dim(σ) is odd, and vice-versa if dim(σ) is even. The image by p of this 1-chain is an Euler chain (shaped like a spider). Thus, one gets a H 1 (X)-equivariant bijection E(X) → Eul(X).
2.1.3. Definition. Let ϕ : Z[H 1 (X)] → F be a ring homomorphism with values in a commutative field. Let ω be a homological orientation of X and let ξ ∈ Eul(X).
Make some intermediate choices: 1) Choose an ordering of the cells of X and an orientation for each of them. 2) Choose a fundamental family of cells e which represents ξ. 3) Choose a basis w of the R-vector space H * (X; R) inducing the orientation ω. There is the F-complex C ϕ * (X) := C * ( X) ⊗ Z[H 1 (X)] F with homology H ϕ * (X) := H * (C ϕ * (X)). Choices 1 and 2 determine a basis of C * ( X) with respect to the action of H 1 (X) and, so, a basis of C ϕ * (X) denoted by e oo . Choice 1 also determines a basis of C * (X; R) denoted by oo. Set
It is easily verified that the quantity τ ϕ (X; ξ, ω) ∈ F does not depend on the intermediate choices 1, 2 and 3. Neither it depends on the choice of the base point ⋆ ∈ X (which has been introduced to determine the maximal Abelian covering of X). The way τ ϕ (X; ξ, ω) depends on ξ and ω is given by the rules
Example 2.
1. An important example is provided by the canonical homomorphism
In this case, τ ϕ (X; ξ, ω) is refered to as the Milnor-Turaev torsion (or, MT torsion) of X equipped with ξ and ω. Up to multiplication by an element of ±H 1 (X)/Tors H 1 (X), this fraction happens to coincide with the Alexander function of X, which is defined as the alternated product of the orders of the Alexander modules of X if none of them vanishes, and is 0 otherwise.
The Abelian group H 1 (X) being finitely generated, the quotient ring of Z[H 1 (X)] splits (in a unique way) as a product of finitely many fields F i , with corresponding projections denoted by ϕ i :
Definition 2.2. The Reidemeister-Turaev torsion (or, RT torsion) of the finite connected CW-complex X, equipped with the Euler structure ξ and the homological orientation ω, is
2.2. RT torsion of a smooth manifold. The passing from the category of CWcomplexes to the category of smooth manifolds can be sketched as follows.
2.2.1. Definition. If Y is a cellular subdivision of a finite connected CW-complex X (such that χ(X) = 0), then there is the subdivision operator
where γ β is a path contained in the unique open cell σ(β) of X in which β sits, and connects the center of σ(β) to that of β. This operator respects the hierarchy of the subdivisions and the RT torsion.
Thus, using triangulations, Turaev proves that the notions of Euler structure and RT torsion extend to polyhedra. Finally, using smooth triangulations, he extends those notions from polyhedra to smooth manifolds. So, any smooth compact connected nmanifold M (such that χ(M ) = 0) has a H 1 (M )-affine space of combinatorial Euler structures
which, for any smooth triangulation (X, ρ) of M , can be identified to Eul(X) via a canonical map ρ * . Equipped with a ξ ∈ Eul c (M ) and a homological orientation ω, M has a RT torsion
which is equal to ρ * τ (X; ρ −1 * ξ, ρ −1 * ω).
Remark 2.2. As it is often used, the last two sentences apply verbatim to any cell decomposition (X, ρ) of M , as soon as it can be subdivided to a smooth triangulation. A geometric Euler structure of M is a non-singular (that is, nowhere zero) vector field on M up to punctured homotopy (that is, up to homotopy among non-singular vector fields on M \ ⋆, where ⋆ ∈ M ). By obstruction theory and Poincaré duality, the set
of geometric Euler structures is a H 1 (M )-affine space. Turaev has shown that geometric Euler structures can be canonically identified with combinatorial ones. More precisely, for any smooth triangulation (X, ρ) of M , there exists a canonical explicit affine map ρ * : Eul(X) / / Eul g (M ) such that, if (X ′ , ρ ′ ) is another smooth triangulation, the following diagram then commutes:
(Here, the vertical map is the identification arising from the theory of smooth triangulations, PL topology and subdivision operators, as alluded to in the previous paragraph.) So, one gets a canonical affine isomorphism
In the next sections, geometric Euler structures will be freely identified to combinatorial ones, obtaining thus the set Eul(M ) of Euler structures of M .
2.2.3.
The case of closed oriented 3-manifolds. To come back to our study object, let M be a closed oriented connected 3-manifold. The given orientation of M induces an orientation ω M of H * (M ; R): 
Remark 2.3. In this definition, we need a priori the manifold M to come with a smooth structure. The 3-dimensional Hauptvermutung, together with the fact that two homotopic diffeomorphisms act the same way on Euler structures, imply that the notions of Euler structure and RT torsion descend to the topological category.
2.3.
With the help of Morse theory. The techniques of smooth triangulations play a crucial role in the above definition of the RT torsion of a smooth manifold M [33] . Nevertheless, in practice, it is often much more convenient to work with an arbitrary handle decomposition given, say, by a Morse function f : M → R, rather than with a triangulation. By Remark 2.2, the RT torsion of M can be computed from the cell decomposition that is induced by the handle decomposition. But, we still need to understand how Euler structures relative to such a cell decomposition become geometric through Turaev's map (2) . This is the content of Lemma 2.2 below. Our discussion follows Hutchings-Lee [14, §2] . See also Burghelea-Haller [3, §3] . Let M be a smooth compact connected n-manifold such that χ(M ) = 0. Let v be a vector field on M with non-degenerate zeros. An Euler chain in M relative to v is a singular 1-chain c with boundary
When considered up to homology, Euler chains relative to v form a set
which, with the obvious action, is a H 1 (M )-affine space. Given two vector fields v and w on M with non-degenerate zeros, one can consider the trace of the zeros during a non-degenerate homotopy from v to w. This is a singular 1-chain in M with boundary w −1 (0)−v −1 (0). Its homology class, denoted by w−v, does not depend on the choice of the above homotopy. See [3, §2.2] for details. Then, one gets a canonical affine map
Lemma 2.1 (See [14, 3] ). Let v be a vector field on M with non-degenerate zeros. There exists a canonical affine map α v : Eul(M, v) → Eul g (M ) such that, for any other vector field w on M with non-degenerate zeros, the following diagram commutes: As for the second statement, it suffices to observe that β v,vc sends [c] to [0] . Indeed, one finds a non-degenerate homotopy from v to v c which is the identity on M \B, so that v c − v can be represented by a chain contained in B. But, B has trivial homology.
Remark 2.4. Let (X, ρ) be a smooth triangulation of M and let v(X, ρ) be the Whitney singular vector field on M associated to this triangulation [13] . Then, the composition
is Turaev's map ρ * that has been mentioned in §2.2.2. [14] ). Let f : M → R be a Morse function together with a Riemannian metric, such that the Smale condition is satisfied. Let (X f , ρ f ) be the Thom-Smale cell decomposition of M associated 2 to f , and let ∇f be the gradient field of f with respect to the given metric. Then, the diagram
Lemma 2.2 (Hutchings-Lee
where the bottom map is Turaev's identification (2) and where the map ρ f, * is given by Remark 2.2, commutes.
Proof. This is sketched in the proof of [14, Lemma 2.13], whose argument we would like to develop.
Claim 2.1. Let f 1 , f 2 : M → R be Morse functions, each with a Riemannian metric such that the Smale condition is satisfied. Then, the following diagram commutes:
Assuming this, let (X, ρ) be an arbitrary smooth triangulation of M . There exists a Morse function f 1 : M → R compatible with (X, ρ), in the sense that ∇f 1 coincides essentially with the Whitney singular vector field v(X, ρ). Then, the two cell decompositions (X f 1 , ρ f 1 ) and (X, ρ) coincide. See Figure 1 . Applying the above claim to this f 1 and to f 2 := f , we get the internal square of the following commutative diagram:
x x r r r r r r r r r r Eul (M, v(X, ρ))
The triangle right is given by Lemma 2.1. The conclusion follows from Remark 2.4.
We now prove Claim 2.1 following Laudenbach's bifurcation analysis 3 of the ThomSmale complex [19] . By Cerf theory, there exists a path (f t ) t of pairs (a smooth function M → R, a metric) connecting f 1 to f 2 , and such that f t is a Morse function satisfying the Smale condition at each time t, except in an ε-neighborhood of a finite number of times 1 < t 1 < · · · < t r < 2. Around each time t k , one of the following scenari may occur:
(a) From f t k −ε to f t k +ε , there is the birth or the death of two critical points of consecutive indices i, i + 1. (b) From f t k −ε to f t k +ε , the functions satisfy the Morse condition, there is a regular level
(a) below which and above which the Smale condition is satisfied for the two cobordisms it delimitates. But, at time t k and at the level L, the trace of an ascending manifold from a critical point x of index i (in the lower cobordism) fails to be tranverse in a unique point p to the trace of the descending manifold of a critical point y of index j (in the upper cobordism). (This failure can be of two types: j > i or j = i.) In terms of handle decompositions of M , (a) is a stabilization or a destabilization, and (b) results from an isotopy of the attaching region of an index j handle, when its lower sphere crosses the upper sphere of an index i ≤ j handle. (This is a handle sliding, when i = j).
If r = 0, there exists an ambiant isotopy (φ t ) t from φ 1 = Id M to a certain φ 2 such that f t = φ t • f 1 for each time t. Let d be the trace of the critical points of f 1 during the isotopy. For any [c] ∈ Eul(X f 1 ), the combinatorial Euler structures of M ρ f 1 , * ([c]) and ρ f 2 , * ([φ 2 (c)]) are equal; but, φ 2 (c) is homologous to c+d (performing the isotopy (φ t (c)) t backwards). Besides, the homotopy (f t ) t between f 1 and f 2 induces a non-degenerate homotopy (∇f t ) t from ∇f 1 to ∇f 2 , so d represents ∇f 2 − ∇f 1 . We conclude that the diagram (3) commutes.
So, it suffices to consider the case when r = 1 and f 1 f 2 by a one-event scenario of type (a) or (b). In the (b) case, the same isotopy argument as above applies. In the (a) case, we assume that a stabilization occurs ∅ A i ∪ A i+1 with the birth of two new handles. After having possibly isotoped handles of indices ≥ i, we can assume that it happens in the interior of a n-handle A n . See Figure 2 subdivision of (X f 1 , ρ f 1 ) with one extra i-cell and one extra (i + 1)-cell corresponding to the descending manifolds associated to A i and A i+1 respectively. They subdivide the n-cell emerging from A n . Let γ i and γ i+1 be paths in A n connecting its center to the centers of A i and A i+1 respectively: The subdivision operator
On the other hand, the homotopy (f t ) t induces a nondegenerate homotopy from ∇f 1 to ∇f 2 which is fixed outside a neigborhood of A i ∪A i+1 .
The trace of the critical points during this homotopy is a small arc γ connecting the center of A i to the center of A i+1 (with the convenient orientation, according to the parity of i). Since (−1) i γ i + (−1) i+1 γ i+1 is homologous to γ in the ball A n , the commutativity of (3) follows.
Finite-type invariants of manifolds with structures
In this section, we settle the context in which finiteness properties of the RT torsion will be proved.
3.1.
Canonical correspondences induced by a Torelli surgery. Let M be a closed oriented connected 3-manifold. Given a handlebody H ⊂ M and a Torelli automorphism h of ∂H, we define
and call the move M M h a Torelli surgery. The move M M h induces a canonical isomorphism in homology. This is the only map Φ h which makes the diagram
commute. (It exists and is injective because h acts trivially in homology, so that a homology class in M \ int H vanishes in M if and only if it does in M h .) Dually, the move M M h induces a canonical correspondence between parallellizations or, equivalently, Spin-structures. A parallelization of M is a trivialization of TM , the oriented tangent bundle of M , up to punctured homotopy. There is a unique map Θ h which makes the diagram (5) Parall(M )
commute [23] . (It exists and is surjective because h acts trivially at the level of Spinstructures -as follows from [16] -so that a parallelization of M \ int H extends to M if and only if it does to M h .) Furthermore, the Torelli surgery M M h induces a canonical correspondence between Euler structures. To see this, we need the canonical map β : Parall(M ) → Eul(M ) that forgets the second and third vectors of a trivialization of TM .
Lemma 3.1 (See [5] ). There exists a unique bijection
which is affine over Φ h and makes the following diagram commute:
Proof. Pick a parallelization σ 0 of M . Then, Ω h must be defined by Ω h (β(σ 0 ) + x) := βΘ h (σ 0 ) + Φ h (x) for any x ∈ H 1 (M ). We must verify that the choice of σ 0 does not matter. Recall that, by obstruction theory, the set Parall(M ) is an affine space over H 1 (M ; Z 2 ). It follows from the above definitions that Θ h is affine over the inverse of Φ * h :
. Also, the map β is affine over the Bockstein homomorphism β. So, that verification amounts to check that the diagram
commutes. We expand it as follows:
One proves that the above hexagon commutes using the fact that the isomorphism Φ h preserves the linking pairings.
Remark 3.1. Technically, in what precedes, we had to fix a smooth structure on M . Next, we chose on M h a smooth structure which induces on M \ int H and H those ones induced by M . (Such a smooth structure on M h is not unique, but it is up to a diffeomorphism which is the identity on M \ int H and which is homotopic to the identity.) One easily checks that, in the sense of Remark 2.3, the map Ω h is independent of those two consecutive choices of smooth structures.
Remark 3.2. Let f be a diffeomorphism of ∂H which extends to H and acts trivially in homology. Let φ : M h → M hf be a diffeomorphism which is the identity on M \ int H. Diagrams (4) and (5) imply that φ * Φ h = Φ hf and φ * Θ h = Θ hf respectively. So, we have that φ * Ω h = Ω hf as well.
Similarly, let (φ t ) t∈[0,1] be an ambiant isotopy of M sending H to H ′ := φ 1 (H). Then,
The correspondence Ω h has been defined equivalently in [5, §3.2.1] using some kinds of relative Euler structures and their gluings. Next lemma gives a third description of the bijection Ω h that makes gluing of vector fields quite explicit. It needs the Chillingworth homomorphism
defined on the Torelli group of a compact connected oriented surface Σ g,1 of genus g with 1 boundary component. The homology class t(f ) corresponds to the obstruction
to homotope a non-singular vector field s on Σ g,1 (any one) to its image under f −1 . It happens to be even. See [17, §5] for details.
Remark 3.3. The Chillingworth homomorphism is easily computable, for instance using Fox's free differential calculus. More precisely, let (z 1 , z 2 , . . . , z 2g−1 , z 2g ) be a symplectic basis of π := π 1 (Σ g,1 , ⋆) where ⋆ ∈ ∂Σ g,1 . The Magnus representation of the Torelli group of Σ g,1 is the group homomorphism
Here, a denotes the ring homomorphism induced by the Abelianization π → π/π ′ while the bar denotes the ring anti-homomorphism induced by the inversion of π 
Choose a smooth structure on M , and endow M h with the unique smooth structure compatible with those on M \ int H and H induced by M and such that, for each x ∈ ∂H, the intervals [−1, 0] × x and [0, 1] × h(x) piece together to give a smooth interval in M h . Any Euler structure ξ of M can be represented by a non-singular vector field v which is outwards (respectively inwards) normal to H on ∂H \ D -i.e. coincides with ε · ∂/∂t on 0 × (∂H \ D) where ε = +1 (respectively ε = −1). Then, for such a vector field v, the non-singular vector field
Proof. Using the fact that the correspondence Ω h sends an Euler structure that comes from a parallelization to an Euler structure with the same property, one easily checks that Ω h commutes with the involution of Euler structures defined by [u] → [−u]. Consequently, it is enough to prove the lemma in the outwards case ε = +1.
Let ξ ∈ Eul(M ). We first prove that there exists a representant v of ξ which is outwards normal to H on ∂H \ D. In general, for N a compact oriented 3-manifold with boundary and a non-singular section s of TN | ∂N , let us call an Euler structure on N relative to s a punctured homotopy class rel ∂N of non-singular vector fields on N that extend s [5, §1.3.3] . We denote by Eul(N, s) the set of such structures. Obstruction theory tells us that there is an obstruction w(N, s) ∈ H 3 (N, ∂N ) to the existence of such structures and, when the latter happens to vanish, that the set Eul(N, s) is naturally a H 1 (N )-affine space (using Poincaré duality). Furthermore, obstruction calculi on the double N ∪ Id (−N ) and an application of the Poincaré-Hopf theorem lead to
where e denotes the Euler class. Let (s, s ′ , s ′′ ) be a trivialization of TM | ∂H such that s is the outwards normal vector field to H on ∂H \ D. This exists, as illustrated on Figure 3 . According to (6) , the
The handlebody H and a trivialization (s, s ′ , s ′′ ) of TH| ∂H such that s is the outwards normal vector field on ∂H \ D. obstruction to extend s to H vanishes (which is also apparent in Figure 3) , and the obstruction to extend s to M \ int H does too. So, we can consider the obvious gluing map
This map is affine over incl * ⊕ incl * :
and, so, is surjective. This implies the first claim of the lemma. Next, assume that the second claim of the lemma holds for another Euler structure ξ 0 on M rather than our ξ. Represent x := ξ 0 − ξ ∈ H 1 (M ) by a knot K in M \ int H, disjoint from the collar neighborhood of ∂H, and modify the given v by Reeb surgery along K. The resulting vector field v 0 represents ξ 0 so that, by assumption, (v 0 ) h represents (ξ 0 ) h + incl * (t(h|)/2). Since v h is obtained from (v 0 ) h by Reeb surgery along −K, we deduce that it represents
which shows that the lemma holds for ξ as well.
Thus, it is enough to prove the second claim of the lemma for a particular ξ, e.g. one which comes from a parallelization σ. Then, there exist some non-singular vector fields v ′ and v ′′ on M such that (v, v ′ , v ′′ ) is a trivialization of TM with v ′ and v ′′ tangent to ∂H on ∂H \ D. Since the Torelli automorphism h −1 fixes σ| ∂H (as follows from [16] ), there exists a homotopy
According to the diagram (5), Θ h (σ) is represented by
where the second gluing "∪" is given by the collar neigborhood of ∂H in H. According to Lemma 3.1, the Euler structure ξ h equals βΘ h (σ) and, so, is represented by the first vector field of the triplet (7). This is not necessarily v h because the homotopy F may have moved v| ∂H to itself between times t = −1 and t = 0. So, we are interested in the space of relative Euler structures
and its two elements "v" (the vector field equal to t × v| ∂H at each time t ∈ [−1, 0]) and β(F ). To conclude, we need to compute their difference
since it is such that ξ h + incl * • P −1 (∆) is represented by v h . For this, consider the map 
of the obstruction to homotope v ′ | ∂H to (Id ⊕ dh −1 )(v ′ | ∂H ), which are both sections of (R ⊕ T∂H)/ v| ∂H . The latter obstruction corresponds by the transfer map
) to homotope, relatively to the boundary, the tangent vector field v ′ on the surface ∂H \ D to dh −1 (v ′ ). This is essentially the Chillingworth class of h| ∂H\D . Since S corresponds to incl * :
We conclude that
which implies that P −1 (∆) = incl * (t(h|)/2) ∈ H 1 (∂H).
3.2.
Adding structures to the Goussarov-Habiro theory. Let M be the set of closed oriented connected 3-manifolds, up to orientation-preserving homeomorphisms. Usually, the Goussarov-Habiro theory applies to the set M [9, 12, 6] . In this paper, we place it in a more general context where manifolds come with additional structures. More precisely, we fix a finitely generated Abelian group G, and we consider triples of the form (M, ξ, ψ)
where M is closed connected oriented 3-manifold, ξ is an Euler structure on M and ψ : G → H 1 (M ) is an isomorphism. An isomorphism between two such objects (M 1 , ξ 1 , ψ 1 ) and (M 2 , ξ 2 , ψ 2 ) is an orientation-preserving homeomorphism f : M 1 → M 2 which carry ξ 1 to ξ 2 and such that f * • ψ 1 = ψ 2 . The set of isomorphism classes is denoted by ME(G).
When either Euler structures or homological parametrizations are not taken into account, we denote the corresponding sets by M(G) and ME respectively. Because of the canonical correspondences that it induces ( §3.1), the Torelli surgery extends from M to ME(G). Given a triple (M, ξ, ψ) as above, a handlebody H ⊂ M and a Torelli automorphism h of ∂H, we call the move (M, ξ, ψ)
Definition 3.1. Let A be an Abelian group and let f : ME(G) → A be an invariant of closed connected oriented 3-manifolds with Euler structure and homology parametrized by G. This is a finite-type invariant of degree at most d if, for any (M, ξ, ψ) ∈ ME(G) and for any family Γ of d+1 Torelli automorphisms of the boundaries of pairwise disjoint handlebodies in M , the following identity holds:
In order to connect this extension of the Goussarov-Habiro theory with the existing literature, we now make a few comments which are dedicated to the initiated reader.
Remark 3.4. The Goussarov-Habiro theory for M contains non-trivial degree 0 invariants. According to Matveev [25] , they classify the pair (homology, linking pairing) of a closed connected oriented 3-manifold. This result has been extended to ME in [5] . Adding the homological parametrizations, one obtains 4 that the "universal" degree 0 invariant of the Goussarov-Habiro theory for ME(G) is the arrow ME(G) −→ Map(Hom Z (G, Q/Z), Q/Z) that sends (M, ξ, ψ) to the map
where the central map is given by the intersection pairing and the last one is the linking quadratic function. Remark 3.6. Some geometric techniques, which are refered to as calculus of claspers, have been developed in [12, 9] to prove general results about finite-type invariants. Calculus of claspers extends 5 from M to ME(G), so that most of those general results do too. For instance, the fact that, for each degree d, there is only a finite number of linearly independent finite-type invariants for M [12, 11, 7] is true for ME(G) as well.
Proof of the main results
In this section, we prove our main results, including Theorem 1 and Theorem 2 from the introduction.
4.1.
Computing the RT torsion from a Heegaard splitting. Let M be a closed connected oriented 3-manifold, presented by means of a Heegaard splitting:
where A and B are genus g handlebodies. We recall from [34] a formula giving the RT torsion of M equipped with the combinatorial Euler structure that the given Heegaard splitting "prefers". We wish to explore that formula far enough to be able, in the sequel, to compare the torsion of M with that of the manifold M h resulting from a Torelli surgery M M h . In particular, we precise which is the geometric Euler structure corresponding to that combinatorial Euler structure.
First of all, we fix some basis of various kinds as indicated on Figure 4 . Apart from a common base point ⋆ on the boundary of a common small disk d ⊂ A ∩ B, those choices are either relative to the handlebody A, either relative to the handlebody B. Watch out that this picture does not suggest any kind of identification between ∂A and ∂B elsewhere than in d. In the lower handlebody A, the α i 's and the α * i 's are respectively meridional and longitudinal loops on ∂A. These loops are based at ⋆, the basing arc of α i following the orientation of α * i . The point ⋆ itself is connected by a small arc to a point a interior to A. Similar choices and notations have been fixed for the upper handlebody B, but the basing arc of β j is now against the orientation of β * j . Those choices being fixed, let us consider a cell decomposition X of M induced by the Heegaard splitting: There is only one 0-cell e 0 = a, the center of the ball to which handles have been added to form A; the 1-cells are e 1 1 , . . . , e 1 g where e 1 i is obtained from the core of the i-th handle of A, which is bounded by two points, by adding the trace of those two points when the previous ball is "squeezed" to e 0 ; the 2-cells are e 2 1 , . . . , e 2 g where e 2 j is obtained from the co-core of the j-th handle of B, which is bounded by the circle β j \ (basing arc), by adding the trace of that circle in A when A is "squeezed" to e 0 ∪ e 1 1 ∪ · · · ∪ e 1 g ; there is only one 3-cell e 3 , namely the complement in M of the cells of smaller dimension. As for the orientations, e 0 is given the + sign, e 1 i is oriented coherently with α * i , e 2 j is oriented so that e 2 j • β * j = +1 and e 3 has the orientation of M . starting at e 0 . Let e 2 j be the lift of e 2 j contained in ∂ e 3 with the opposite orientation. Let ξ be the Euler structure represented by the fundamental family of cells e. We call it the Euler structure preferred by the Heegaard splitting.
The RT torsion of (M, ξ) can be computed using the cell decomposition X. Such a computation involves the sign τ 0 := sgn τ (C * (M cellularized by X; R); oo, w)
where oo refers to the above choices of order and orientation of cells, and w is a basis of H * (M ; R) representing ω M . The boundary operators ∂ 0 and ∂ 2 are given by
Thus, the main indeterminate is the boundary operator ∂ 1 : C 2 ( X) → C 1 ( X) whose (i, j)-minor in the basis e oo is denoted by ∆ ij . The result is as follows.
Lemma 4.1 (Turaev [34] ). Let ϕ : Z[H 1 (M )] → F be a ring homomorphism with values in a commutative field such that ϕ(H 1 (M )) = 1. For any indices i, j = 1, . . . , g, the following identity holds: Next, we wish to remove from formula (9) any reference to the maximal Abelian covering. In particular, we can find a geometric representant for the Euler structure ξ in the following way.
Let a i be an oriented arc in A connecting the center of the i-th handle to ⋆ as depicted in Figure 5 . An oriented arc b j in B, connecting ⋆ to the center of the j-th handle, is depicted on the same figure decomposition X:
It is the image under the covering map p of a "spider chain" c with body ⋆ and 2g + 2 legs, each connecting with the appropriate orientation ⋆ to the center of a cell in e. In other words, c ∈ Eul(X) is representative for ξ ∈ Eul(M ). Let f : M → R be a Morse function, together with a Riemannian metric on M , such that the Smale condition is satisfied and the handle decomposition of M induced by f is our given Heegaard splitting. More precisely, we assume that f is self-indexing,
The function f has a (respectively b) as only critical point of index 0 (respectively 3) and its critical points of index 1 (respectively 2) are the centers of the handles of A (respectively B).
Lemma 4.2. Let c ε be obtained from the chain c, defined at (10), pushing the point ⋆ into the interior of the disk d. Let N(c ε ) be a ball neighborhood of c ε which meets the Heegaard surface A ∩ B in the interior of the disk d -see Figure 6 . Then, any non-singular vector field v on M which coincides with ∇f outside N(c ε ), represents the Euler structure ξ.
Proof. We have seen that ξ is represented by c as an Euler chain relative to the cell decomposition X. But, c can also be interpreted as an Euler chain relative to the vector field ∇f . We can assume that the cell decomposition X (which has come from the Heegaard splitting) coincides with the cell decomposition (X f , ρ f ) that is induced by the Morse function f . By Lemma 2.2, the combinatorial Euler structure ξ corresponds to the geometric Euler structure α ∇f ([c ε ] ). We conclude thanks to the last statement of Lemma 2.1.
Finally, the minor ∆ ij in formula (9) can be computed, with no reference to the maximal Abelian covering, thanks to the next lemma. under the homomorphism incl * :
Here, the free derivative ∂/∂α * i is computed in the free group π 1 (∂A \ int d, ⋆) with respect to the basis (α i , α * i ) i . Proof. The fact that the boundary operator ∂ 1 of X can be computed by means of free differential calculus is classical, but we have to be careful with the basing of the loops.
First, let us recall how free derivatives come into the picture. Set Σ := ∂A \ int d and let q : Σ → Σ be its universal covering determined by ⋆. Set Σ := p −1 (Σ) ⊂ M . For any arc γ ⊂ Σ starting at ⋆, we denote byγ and γ the lifts of γ to Σ and Σ respectively, starting at⋆ and ⋆ respectively. Since Σ retracts to a wedge of circles, for any loop γ ⊂ Σ based at ⋆, the identityγ
. Applying the covering transformation Σ → Σ that sends⋆ to ⋆, one gets the identity
We are asked to compute ∂ e 2 j . Let b ′ j be the basing arc of β j . Recall that the 2-cell e 2 j of M is the core of the j-th handle of B, which we denote by B j , together with the trace of β j \ b ′ j in A during the retraction to its spine. (if ∂ B j is based at the endpoint of b ′ j ). The manifold p −1 (A) ⊂ M is a handlebody (in the general sense) formed by the lifts of the only 0-handle and the g 1-handles of A; it has the 1-skeleton of X as spine. Thus, one sees that ∂ e 2 j can be computed (as an element of C 1 ( X)) from its intersection with ∂p −1 (A) = Σ. More precisely, the cellular 1-chain ∂ e 2 j is obtained from
by the rules α i → 0 and α * i → e 1 i . We conclude by applying (11) to γ = β j .
4.2.
Finiteness properties of the RT torsion. For G a finitely generated Abelian group, we define
In this subsection, some reductions of τ are shown to be of finite type in the sense of Definition 3.1. The study starts with a general result and, next, splits into two cases:
4.2.1.
A general lemma. Let G be a finitely generated Abelian group. Instead of the map τ : ME(G) → Q(Z[G]), one can consider the map
that sends a triple (M, ξ, ψ) to the pairing (x, y)
. This is the form the torsion has been computed from a Heegaard splitting in §4.1.
Lemma 4.4. The invariants τ and τ are equivalent.
Proof. Consider two triples (M 1 , ξ 1 , ψ 1 ) and (M 2 , ξ 2 , ψ 2 ). Assuming that
defines a function z : G → Q. Property (12) means that z is an affine function G → Q. So, z must be constant. Since τ (M 1 , ξ 1 , ψ 1 ) and τ (M 2 , ξ 2 , ψ 2 ) augment to zero, we must have g∈G z(g) = 0 and we conclude.
Let I be the augmentation ideal of the group ring Z [G]. Next lemma tells that, for any integer d ≥ 1, the reduction of τ modulo Map G × G, I d is a finite-type invariant of degree d − 1.
Lemma 4.5. Let x, y ∈ G. Let M be a connected closed oriented 3-manifold with Euler structure ξ and homological parametrization ψ :
Torelli automorphisms of the boundaries of pairwise disjoint handlebodies in M , we have that
Proof. Let H 1 , . . . , H d be the handlebodies of the family Γ, with corresponding genus g 1 , . . . , g d and corresponding Torelli automorphisms h 1 , . . . , h d . Assume, after isotopy, that each h i is the identity on a small disk d i . Pick a ball in M disjoint from the H i 's, a disk D on the boundary of this ball, and connect each H i to the ball by a 1-handle attached along d i , at one end, and outside D, at the other end. Thus, we get a big handlebody H ⊂ M of genus g 1 + · · · + g d and we define h i : ∂H → ∂H to be the extension of h i | ∂H i \d i by the identity. For each binary number σ ∈ {0, 1} d , we denote by h σ : ∂H → ∂H the (commuting) product of the h i 's for which σ(i) = 1. Thus, we are asked to show that
Let H ′ ⊂ M be a handlebody obtained from H by adding along D a handle whose core together with D realizes the homology class ψ(y). Let also H ′′ be a solid torus disjoint from H ′ and whose core realizes the homology class ψ(x). Regarding M \ int(H ′ ∪ H ′′ ) as a cobordism from −∂H ′ to ∂H ′′ , we can find a decomposition of it into handles with no 0-handle nor 3-handle. Furthermore, we can rearrange this cobordism and assume that the 1-handles have been attached along D. So, we have found a Heegaard splitting
of M such that the upper handlebody B is obtained from the big handlebody H by adding handles along D, one of which realizing ψ(y), while the lower handlebody A has a handle which realizes the homology class ψ(x). We apply §4.1 to the Heegaard splitting (14) . Recall that this computation begins with various choices (Figure 4) . We have choosen the common small disk d and the common base point ⋆ inside the disk D, in such a way that ∂d ∩ ∂D = ⋆. We have numbered the handles of B in such a way that the first ones are the handles of H (and this numbering respects the ordering of the handlebodies H 1 , . . . , H d ) and the last one realizes ψ(y). Also, we have ordered the handles of A in such a way that the last one realizes ψ(x). By equivariance, we can assume that the given Euler structure ξ coincides with the Euler structure preferred by the Heegaard splitting. Then, by Lemma 4.1 and Lemma 4.3, we have that
where ϕ : Z[G] → F is a ring homomorphism with values in a commutative field F and such that ϕ(G) = 1, τ 0 is a certain sign and ∆ gg is the determinant of the matrix
] has been applied.
More generally, for any binary number σ ∈ {0, 1} d , the Heegaard splitting (14) of M induces a Heegaard splitting of M h σ :
where h σ e : ∂B → −∂A denotes the extension ∂B → ∂B of h σ | ∂H\D by the identity, composed with the equality ∂B = −∂A. We apply §4.1 to this Heegaard splitting of M h σ , keeping the basis that have already been fixed in the case when σ = 0 · · · 0 ( Figure  4 ). In particular, we keep the same common small disk d; this makes sense since, d being included in D, it is fixed pointwisely by h σ e . We now prove that the structure ξ h σ ∈ Eul(M h σ ) (corresponding to ξ ∈ Eul(M ) by the canonical bijection Ω h σ ) shifted by the Chillingworth class:
coincides with the Euler structure preferred by the Heegaard splitting (17) . According to Lemma 4.2 applied to M , for a Morse function f : M → R inducing the Heegaard splitting (14) , there exists a specific ball N ⊂ M (which meets the Heegaard surface inside the disk d) and such that any vector field v which coincides with ∇f outside N represents ξ: We fix one such v. The function f h σ e := f | A ∪ h σ e f | B is a Morse function M h σ → R which induces the Heegaard splitting (17) . Let also N h σ e ⊂ M h σ be the ball (N ∩ A) ∪ h σ e (N ∩ B). By Lemma 4.2 applied to M h σ , the vector field v h σ e := v| A ∪ h σ e v| B represents the Euler structure preferred by the Heegaard splitting (17) since it coincides with ∇f h σ e outside N h σ e . Next, since ∇f is inwards normal to B, the vector field v is inwards normal to
Therefore, by Lemma 4.1, we obtain that
→ F is any ring homomorphism with values in a commutative field F and such that ϕ(G) = 1, (τ 0 ) h σ is a certain sign while (∆ gg ) h σ is the determinant of the matrix (19) ∂h σ e (β j ) ∂α * i i,j=1,...,g−1 after the projection incl * :
] has been applied. In order to treat the two cases simultaneously (b 1 (M ) > 0 and b 1 (M ) = 0), the following notation from Turaev will be useful:
) be the group homomorphism defined by κ := Id when rk(G) > 0 and
when rk(G) = 0. Then, a multiple application of (18) leads to
Let us prove that all the signs (τ 0 ) h σ are identical. Recall from §4.1 that τ 0 is the sign of (21) τ (C * (M cellularized by X; R); oo, w) ∈ R \ {0} where X is a cellularization given by the Heegaard splitting (14) , oo is the cellular basis given by the order and orientation of cells and w is a homological basis representing ω M . More generally, (τ 0 ) h σ is the sign of
where X h σ is a cellularization given by the Heegaard splitting (17), oo is the cellular basis given by the order and orientation of its cells and w h σ is a homological basis representing ω M h σ . Consider the graded isomorphism
defined by oo → oo, i.e. obtained by identifying the oriented cells of X with those of X h σ according to the orderings and dimensions. The map ι * is a chain map (in particular, the identity ∂ 1 ι 2 = ι 1 ∂ 1 follows from the fact that h σ acts trivially in homology). At the level of homology, we immediately see that
. From this latter equality, we deduce that
as well (again, using that h σ preserves the homology). So, ι 1 is dual to ι −1 2 with respect to the intersection pairings. Consequently, ι * sends the orientation ω M to the orientation ω M h σ and the two torsions (21) and (22) have the same sign.
By taking the alternate sum over σ ∈ {0, 1} d in (20), we obtain that (23)
From now on, we will not mention anymore the identification ψ h σ between the groups G and H 1 (M h σ ). For each k = 1, . . . , d, choose a base point ⋆ k ∈ ∂d k and connect it to ⋆ by an arc avoiding ∂H l \ d l for each l. For each integer j such that j − (g 1 + · · · + g k−1 ) ∈ [1, g k ] (i.e., the j-th handle of B comes from the handlebody H k ), let γ j ∈ π 1 (∂H k \ d k , ⋆ k ) ′ be such that h k sends β j to γ j · β j (since it preserves the homology). We still denote by γ j the element of π 1 (∂A \ d, ⋆) ′ corresponding to γ j by changing the base points. It follows that, for any σ ∈ {0, 1} d and for any i = 1, . . . , g,
Then, we get by an induction on d that
where, on the right handside of the identity, the sum is taken over all sub-sequences s of (1, 2, . . . , g 1 + · · · + g d ) reaching each of the d intervals
at least one time, and where ∆ s gg is the determinant of the matrix obtained from (16) (23) to (25), we obtain that
Applying the next statement to
, we obtain (13) which we aimed to prove. Claim 4.1. For any z 1 , . . . , z d ∈ G, the alternate sum
Here, for any S ⊂ {1, . . . , d}, D S denotes the sum of the determinants of all the matrices obtained from
by replacing, for each k ∈ S, exactly one column of index
This claim is proved by a double induction on (d, n) where n := |{k|z k = 1}| ≤ d. When n = 0, the claim is obtained by reducing (26) modulo I d+1 since, to relate some above two notations, we have that
where the second equality follows from (20) and (26), while the third equality follows from the facts that κ(u)
and v ∈ G, and that aug(∆ gg ) = aug ((∆ gg ) h 1 ).
Assume now that d > 1 and n > 0 and that the claim holds at (d − 1, n − 1) and at (d, n − 1). Up to re-numbering of the z k 's, we can assume that z d = 1. We have
We apply the induction hypothesis to the above two summands. The first one is of type (d, n − 1). The second one is of type (d − 1, n − 1) and relative to (
4.2.2.
Case of manifolds M with b 1 (M ) > 0.
Lemma 4.6 ([36]
). Let G be a finitely generated Abelian group of positive rank, and let p ∈ G be primitive in G/Tors G. If I denotes the augmentation ideal of
Proof. The proof is similar to that of [36, Lemma II.2.5].
Claim 4.2. Let G ′ be a direct summand of p in G. Then, we have
Assuming this, we see that there exist a ∈ I k and b ∈ I k+1 ∩Z[G ′ ] such that x(p−1) = a(p − 1) + b. Projecting this identity in Z[G ′ ], we get b = 0 and x = a since, p being of infinite order, p − 1 is invertible in Q(Z[G]).
Let g 1 , . . . , g r−1 be some generators of G ′ and set g r := p. The ideal I is additively generated by its elements of the type (g i − 1)y, where y ∈ G and i = 1, . . . , r. So, I k+1 is additively generated by the products y 1 · · · y k+1 · y, where each y j is of the form (g i − 1) and y ∈ G. If such a product z := y 1 · · · y k+1 · y has no factor (p − 1) and if y writes as p n · y ′ where y ′ ∈ G ′ and n = 0, then one can apply one of the two identities p = (p − 1) + 1 and p −1 = −p −1 · (p − 1) + 1 in order to reduce |n|. So, we conclude that z belongs to (p − 1)
Theorem 4.1. Let G be a finitely generated Abelian group of positive rank. Let M be a connected closed oriented 3-manifold with Euler structure ξ and homological parametrization ψ : G → H 1 (M ). For any family Γ of d ≥ 2 Torelli automorphisms of the boundaries of pairwise disjoint handlebodies in M , we have that
where I is the augmentation ideal of the group ring Z [G].
Proof. Apply Lemma 4.5 taking x = y to be primitive in G/Tors G and d ≥ 2. Next, apply Lemma 4.6 two times.
, this is not true anymore but τ (M, ξ) has a well-defined polynomial part [36, §II.3] . More precisely, let t ∈ H 1 (M ) be a generator up to torsion. Let K t (ξ) ∈ Z be such that
where c(ξ) ∈ H 1 (M ) denotes the Chern class.
6 Set 
where I is the augmentation ideal of the group ring Z [G]. 
Proof. Since I k+1 = (p − 1) · I k , we find a ∈ I k such that x(p − 1) = a(p − 1). Using the identity (p − 1) · 1 + 2p + 3p 
Proof. Apply Lemma 4.5 taking x = y = p generating G and d ≥ 2. Observe that κ(I k ) = I k for k > 0 and recall that aug(τ (M, ξ)) = 0. Apply Lemma 4.7 two times.
4.3. Non-variation of the RT torsion. We now give sufficient conditions on the instructions of a Torelli surgery assuring that the RT torsion does not change.
Lemma 4.8. Let G be a finitely generated Abelian group. Let M be a closed oriented connected 3-manifold with Euler structure ξ and homology parametrized by ψ : G → H 1 (M ). Let H be a handlebody in M and let h be a Torelli automorphism of ∂H which is the identity on a disk D ⊂ ∂H. If h acts trivially on
where ⋆ ∈ ∂D and
then we have that
where t denotes the Chillingworth homomorphism.
This lemma has the following immediate two consequences.
Theorem 4.3. Let G be a finitely generated Abelian group. Let M be a closed oriented connected 3-manifold with Euler structure ξ and homology parametrized by ψ : G → H 1 (M ). Let H be a handlebody in M and let h be a Torelli automorphism of ∂H. If the handles of H are nul-homologous in M , then we have that
Theorem 4.4. Let G be a finitely generated Abelian group. Let M be a closed oriented connected 3-manifold with Euler structure ξ and homology parametrized by ψ : G → H 1 (M ). Let H be a handlebody in M and let h be a Torelli automorphism of ∂H which is the identity on a disk D ⊂ ∂H. If h acts trivially on the second solvable quotient
As for the latter theorem, we should comment that Torelli automorphisms of Σ g,1 (:= the connected genus g surface with 1 boundary component) which act trivially on the second solvable quotient of its fundamental group π, do exit. For this, let us recall the Magnus representation of the Torelli group of Σ g,1
introduced in Remark 3.3. In general, for any normal subgroup η of π and for any word w ∈ π, one has that
where q is the ring homomorphism induced by the quotient map π → π/η. Taking η = π ′ , one sees that the kernel of r a consists of all the Torelli automorphisms which act trivially on the second solvable quotient. Elements of that kernel have been exhibited by Suzuki [31] and, in a more systematic way, by Perron [30] . On the other hand, one sees using Remark 3.3, that the Chillingworth homomorphism vanishes on such diffeomorphisms.
Proof of Lemma 4.8. It suffices to prove that, for any ring homomorphism ϕ from the group ring Z[G] to a commutative field F,
When ϕ(G) = 1, this identity is trivial. So, we assume that there exists a x ∈ G such that ϕ(x) = 1. We follow the proof of Lemma 4.5 from which we keep the notations. There are fewer variables since we are working now with a single handlebody H 1 = H (i.e, d = 1) and we have taken y = x. From that proof, we retain the two formulas (15) and (18):
Recall that ξ ′ h denotes the shift of ξ h caused by the Chillingworth class, that the two signs τ 0 and (τ 0 ) h are identical, and that ∆ gg = det incl * ∂β j ∂α * i i,j=1,...,g−1 vs (∆ gg ) h = det incl * ∂h e (β j ) ∂α * i i,j=1,...,g−1
.
We now use the extra assumption on h. For any x ∈ π 1 (∂H \ D, ⋆), the class h * (x) differs from x by something in η ′ . Since h e is the extension of h by the identity, h e (β j ) differs from β j in π e := π 1 (∂A \ d, ⋆) by something in η e ′ , where
We deduce from (27) We conclude that the above two determinants are essentially equal and, so, that Lemma 4.9. Let G be a finitely generated Abelian group and let x, y ∈ G. Let M be a connected closed oriented 3-manifold with Euler structure ξ and homological parametrization ψ : G → H 1 (M ). For any family Γ of d ≥ 1 Torelli automorphisms having class c ≥ 1 of the boundaries of pairwise disjoint handlebodies in M , we have that
Proof. The proof is exactly the same as for Lemma 4.5 except that, at the identity (24), we can be more precise: If c = 1, we repeat the proof of Lemma 4.5. If c > 1, the demonstration stops here, since the Chillingworth class of each gluing diffeomorphism h k is then trivial [17, §5] .
Next, the results from §4.2.2 and §4.2.3 extend in the obvious way to any class c ≥ 2. For instance, the analogue of Theorem 4.1 is Theorem 4.5. Let G be a finitely generated Abelian group of positive rank. Let M be a connected closed oriented 3-manifold with Euler structure ξ and homological parametrization ψ : G → H 1 (M ). For any family Γ of d ≥ 1 Torelli automorphisms having class c ≥ 2 of the boundaries of pairwise disjoint handlebodies in M , we have that
Example 4.1. In particular, taking d = 1, we see that a Torelli surgery M M h whose gluing diffeomorphism h is of class c ≥ 2, can not change the RT torsion more than by an element of I c−2 .
Applications and examples
As a conclusion, we give some applications of the finiteness properties for the Reidemeister-Turaev torsion.
5.1.
Recovering some well-known finiteness properties. Observe that the above variable substitution is such that z 2 = t + t −1 − 2 = −(t − 1)(t −1 − 1) ∈ I 2 .
So, by Corollary 4.1 applied to d = 2k + 3, the coefficient of z 2k in the AlexanderConway polynomial ∇ M (z) is a rational-valued finite-type invariant of degree 2k. This also follows from works by Garoufalidis-Habegger [8] and Lieberum [22] . which assigns to (M, ψ) the push-out by ψ * : H 1 (M ) → G * = Hom(G, Z) of the triplecup products form
