H(curl) conforming finite element discretizations are a powerful tool for the numerical solution of the system of Maxwell's equations in electrodynamics. In this paper we construct a basis for conforming high-order finite element discretizations of the function space H(curl) in 3 dimensions. We introduce a set of hierarchic basis functions on tetrahedra with the property that both the L 2 -inner product and the H(curl)-inner product are sparse with respect to the polynomial degree. The construction relies on a tensor-product based structure with properly weighted Jacobi polynomials as well as an explicit splitting of the basis functions into gradient and non-gradient functions. The basis functions yield a sparse system matrix with O(1) nonzero entries per row.
Introduction
The main result of this paper is the construction of high order finite element basis functions for H(curl) on tetrahedra yielding a sparse system matrix. These basis functions are defined via certain Jacobi-type polynomials. For the proof of the sparsity, integrals over the products of these basis functions and their partial derivatives need to be evaluated. Even though Jacobi polynomials have been studied extensively in the past, for this evaluation several identities are needed that are not yet folklore in the literature. For obtaining these necessary relations we invoke recently developed computer algebra algorithms. Furthermore the amount of data that needs to be handled forbids classical hand computations and we employ a program implemented in Mathematica to carry out this task.
The symbolic component in the construction of the basis functions and the proof of their properties is the main focus of the present work. The gain of invoking symbolic computation is twofold: on the one hand it is used as a practical tool to derive necessary identities and relations, on the other hand it is inevitable for dealing with the large number of integrals to be evaluated in a systematic manner. For the proof of the main result we use the packages "HolonomicFunctions" [28] and "SumCracker" [27] that are explained in more detail below. These are among several available tools for dealing with special functions in a symbolic way, such as, e.g., [45, 17, 16, 35, 36, 43] . The proof of the main result proceeds by a rewrite procedure of the given integrals that relies on identities discovered using these packages.
Finite element methods are nowadays the preferred tool for numerically solving partial differential equations (PDEs) on complicated domains, see e.g. [33, 13] . In the presence of smooth solutions the convergence rate of this approximation procedure can be accelerated significantly if basis functions of high polynomial degrees are used. This is called the p-and hp-version of the FEM, see e.g. [38, 19, 5] . The implementation of these methods however then becomes very involved and every simplification is most welcome [11, 31, 42, 25, 22, 37] . This note is the last in a series of papers dealing with the construction of sparsity optimized basis functions for different Sobolev spaces [8, 10, 6, 9, 7] . Except for the first one [9] that dealt with basis functions defined on triangles only, the computations were handed over to a computer algebra system. Still, the focus of these papers was on the numerical aspects of the construction. H(curl) conforming basis functions are chosen to be as piecewise polynomial functions on tetrahedrons with globally continuous tangential components along the interfaces of the tetrahedrons, see [11, 31, 42, 22] . The construction of the basis functions for the vector valued space H(curl) follows the approach presented by Zaglmayr [37, 44] . They are built starting from (in principle) any set of H 1 -conforming, i.e. globally continuous, basis functions and they are divided into curl-free basis functions and a set of non-curl-free basis functions that complete the basis. As we show below, they yield sparse system matrices and this is of advantage in the numerical computation concerning both computing time and memory requirement.
The outline of the paper is as follows. Section 2 gives an overview about the mathematical background from partial differential equations which is required to motivate the following sections. Namely, the Maxwell equations and FEM are described very briefly. Finally, the importance of the sparsity of the system matrix is motivated. The basis functions are defined in section 3. The main results are also formulated in this part of the paper. Section 4 summarizes the most important properties of Jacobi polynomials needed. For the proof of the sparsity properties of the basis functions multi-integrals over certain Jacobi polynomials and weights over general tetrahedra have to be computed. We are evaluating these integrals symbolically using a rewrite procedure that we implemented in Mathematica and that is described in Section 5.
Maxwell's equations and the Finite Element Method
Variational formulation and the function space H(curl) In this paper, we investigate the following problem in variational formulation: Find u ∈ H(curl, Ω) such that
holds. For ease of notation, we assume Neumann boundary conditions. The bilinear form a(·, ·) and the linear form F (·) are well-defined and bounded for f ∈ [L 2 (Ω)] 3 and µ, κ ∈ [L ∞ (Ω)] 3 with µ > 0 and κ, µ are assumed to be piecewise constant. The variational formulation is well-defined for square-integrable vector-valued functions u : Ω → R 3 with square-integrable rotation. We denote the according function space by
The variational formulation (2.1) is obtained from the discretization of the Maxwell equations [29] by multiplication with a test function v, integration over the domain Ω and applying Green's formula to the curl-curl part. We refer the interested reader to [30, 24, 12] for more informations concerning this topic. For complicated geometries Ω and real-life data it is not possible to solve the Maxwell equations (2.1) analytically. The finite element method (FEM) provides a general method for the numerical solution of partial differential equations. It is based on the variational formulation of the underlying PDE and provides a profound analysis.
Finite element discretization of H(curl, Ω) Galerkin methods such as, e.g., FEMs are among the most powerful methods for the solution of boundary value problems of the form (2.1). The Galerkin approximation relies on the orthogonal projection of the implicitly given solution u in (2.1)
onto an N -dimensional subspace V N ⊂ H(curl, Ω) with respect to the bilinear form a(·, ·). Therefore, we construct a sequence of finite dimensional spaces V N ⊂ H(curl, Ω) and consider the solution of (2.1) on V N (see e.g. [18, 39] or the textbooks [33, 13] ), namely
3)
The finite element method provides a special construction of these discrete spaces V N by piecewise polynomial functions on an admissible subdivision (see [18] ) T h of Ω into simplices τ s with s = 1, ..., nel, i.e.,
where P p is the space of all polynomials defined on τ s of maximal total degree p. The elements τ s are chosen such that κ and µ are constant on the elements. In hp-finite element methods the polynomial degree p can vary on each element τ s which provides extraordinary fast convergence of the finite element method with respect to the number of degrees of freedom N = dim(V N ), see e.g. [38] . This is crucial for the solution of real world problems of the form (2.1).
Since the space V N is finite dimensional, the space is equipped with a row vector of basis functions
The basis functions ψ j are chosen such that they have local support (see e.g. [18] ). Then using the ansatz u N (x) = N i=1 u i ψ i (x) and setting v = ψ j for j = 1, ..., N in (2.3) the problem becomes equivalent to solving the following system of N linear algebraic equations
, where the system matrix and right hand side vector are given by the relations
∈ R N , respectively. Note that the matrix K depends on the choice of the basis functions.
Efficient solution of algebraic system In practical problems, the dimension N usually becomes very large ( 10 6 ). Iterative methods as the preconditioned GMRES method or the preconditioned conjugate gradient-method (pcg-method) for positive definite systems are preferred for the solution of (2.3). The two main important issues for the fast solution of the system Ku = f are
• the fast multiplication Ku,
• the choice of a good preconditioner C −1 for K such that the condition number κ(C −1 K) becomes small, in order to obtain a fast convergence of the iterative solver for the solution of (2.5). If K is a dense matrix, the operation Ku requires N 2 flops. If K is a sparse matrix with a bounded number c of nonzero entries per row, the computational complexity of the matrix vector-multiplication is bounded by cN . Since K in (2.5) depends on the choice of the basis [Ψ] it is essential to choose a basis with as many orthogonality relations as possible with respect to the bilinear form a(·, ·). The choice of the basis heavily influences the properties of the matrix K:
• the local support of finite element basis functions yields sparse system matrices K and hence a cheap matrix vector multiplication Ku
• the condition number of K and C −1 K, respectively, stability and less iterations in iterative solution methods.
In the lower order version of FEM, i.e., the h-version, multigrid solvers are the most powerful methods for discretizations of Maxwell's equations, see [4, 34, 23] and the references therein. For hp-FEM this strategy is combined with appropriate local smoothers and static condensation. We also refer to [20] . In finite element methods, the global system matrix K is the result of assembling local matrices, see [18] . In our case, one obtains
with the local stiffness and mass matrices
on the elements τ s , respectively, where µ s = µ | τs and κ s = κ | τs are constants. Therefore, the sparsity of the matrices K s in (2.7) implies sparsity of the matrix K, cf. (2.6). Our aim is to develop a local polynomial basis [Φ s ] such that the matrices A s and M s in (2.7) have a bounded number of nonzero entries per row. The global basis is the obtained in the usual way, see e.g. [21] . Model problem For ease of presentation, we are focusing on the following model problem: Let denote an arbitrary non degenerated simplex
of degree p with φ i : → R 3 such that the matrices
have O(n) nonzero entries. This basis should be suited for H(curl) conformity, [31] . This result is formulated as our main result of this paper, Theorem 3.2. Nevertheless, the suggested basis functions can be applied in any variational problem setting based on a H(curl)-conforming discretization.
Definition of the basis function
In this section we first define the basis functions, also referred to as shape functions, on a general 3-dimensional simplex τ s , which are appropriate for tangential continuous, i.e. H(curl)-conforming, discretizations and imply sparse element stiffness and mass matrices. Note that enforcing tangential continuity prohibits to construct basis functions that are orthogonal with respect to the bilinear form a(·, ·) on the given subdivision, hence the goal is to find sparsity optimized bases. In order to allow for globally varying polynomial degree we use as common an edge-face-cell-based construction [2, 19] of the basis functions. For ease of notation we assume a uniform polynomial degree p. Let denote an arbitrary non-degenerated simplex ⊂ R 3 , its set of four vertices by Figure 1 . The general construction concept follows [44] : The set of edge-based shape functions consists of the lowest-order Nédélec function shape functions and curl-free shape functions. The set of face-based shape functions and the set of interior based shape functions are split into a set of gradient and a set of non-gradient completion functions. Aiming at special orthogonality relations between the different basis functions we adapt the polynomial building blocks in the tensor-product construction. A detailed motivation based on the de-Rham complex is given in [8] .
For this purpose we introduce properly weighted Jacobi-type polynomials as follows: For n ≥ 0, α, β > −1 and x ∈ [−1, 1] let
be the nth Jacobi polynomial with respect to the weight function
, where P n (I) is the space of all polynomials of degree n on the interval I. In the special case α = β = 0, the functions P (0,0) n (x) are called Legendre polynomials. Mainly, we will use Jacobi polynomials with β = 0. For sake of simple notation we therefore omit the second index in (3.1) and write p
be the nth integrated Jacobi polynomial. Some properties of this type of Jacobi polynomials and relations between different Jacobi and integrated Jacobi polynomials are stated in section 4. For more details on Jacobi polynomials we refer the interested reader to the books of Abramowitz and Stegun [1] , Szegö [40] , and Tricomi [41] . Now, the basis functions can be defined as follows.
Edge-based shape functions For each edge E m = [e 1 , e 2 ], m = 1, . . . , 6, characterized by the vertices, we introduce the lowest-order Nédélec function [32] corresponding to the edge [e 1 , e 2 ]
and the high order functions gradient fields of scalar functions, [37] ,
The vector of the edge based basis functions of one fixed edge e is denoted by
, the vector of all edge based basis functions by
Face-based shape functions For each face
, characterized by the vertices V f1 , V f2 and V f3 , we choose face based basis functions as
using the face-based Jacobi-type polynomials
, denote the row vector of the face based basis functions of one fixed face f , and
be the row vector of all face based basis functions.
Interior (cell-based) shape functions The interior (cell-based) basis functions are constructed in two types. First we define the curl-free shape functions by the gradients
) and complete the basis with the non-curl free cell-based shape functions
where ϕ 1,E1 is the Nédélec function (3.3). Furthermore, we introduce the auxiliary functions u i , v ij and w ijk by the mixed-weighted Jacobi-type polynomials
and w ijk (x, y, z) :=p
respectively. Finally, we denote the row vectors of the corresponding basis functions as [
, and
. The vector of the interior shape functions is denoted by
and the vector of all basis functions is given by
Proof. The proofs of [44] also hold for the auxiliary functions (3.11), which implies the result.
With these basis functions, see (3.13), the inner block of the system matrix is sparse and the number of nonzero entries is proportional to its dimension, where the blocks corresponding to the interior bubbles [Φ I ] (3.12) are defined by the relations
This result is summarized in Theorem 3.2. Note that the statements below describe an upper bound only. 
The inner block of the stiffness matrix A II has in total O(p 3 ) nonzero matrix entries. More precisely, A
Proof. Explicit computation of the matrix entries using the algorithm described in Section 5, see also [8] . If this sparsity pattern is taken into account, only O(p 3 ) matrix entries need to be considered for computation in the case of a polygonal domain and piecewise constant coefficients. The explicit values for the mass and stiffness matrix entries on a general element defined by its barycentric coordinates are available online at http://www.risc.jku.at/people/vpillwei/hcurl/ .
Algorithms for special functions
Sparsity optimization of high-order basis functions on simplices relies on using particularly chosen Jacobi-type polynomials and some of their basic properties that are introduced in this section. First recall that we use the notation p α n (x) to denote Jacobi polynomials (3.1) with parameter β = 0. These polynomials are orthogonal with respect to the weight (1 − x) α , i.e., there holds Obviously,p α n (−1) = 0 for n ≥ 1, and, by the orthogonality relation (4.1), integrated Legendre polynomials vanish at both endpoints of the interval (−1, 1) . Summarizing, one obtainŝ
Factoring out these roots, integrated Jacobi polynomials (3.2) can be expressed in terms of Jacobi polynomials (3.1) with modified weights, i.e.,
The identity (4.4) is widely known and can be found in many introductory textbooks on high order finite element methods [26] . The other identity is less well known, hence a short computer algebra proof for (4.3) is given below. Note that this gives yet another motivation to utilize computer algebra as a tool in everyday's work. Often a particular identity that would be needed is either hard to dig out in the literature or not known at all, but with a simple application of symbolic computation algorithms it can be delivered in no time automatically. The proof of the sparsity pattern detailed below proceeds by exact evaluation of the integrals following a rewrite procedure that turns the given integrand into a linear combination of integrals of the form (4.1), i.e., integrals where the orthogonality relation can be applied. For this process several identities relating different types of Jacobi polynomials and/or integrated Jacobi polynomials are needed. The key relations that enter the computations are summarized in Lemma 4.1 below. In [9, 6, 10] classical proofs for these identities were provided. In this note we want to stress that this type of identities need not be proven by hand, but should rather be discovered (and thus proven) automatically using symbolic computation. To illustrate how this can be carried out, we introduce briefly two particular packages that can handle these tasks, "SumCracker" [27] and "HolonomicFunctions" [28] , both implemented in the computer algebra system Mathematica and both available for download at http://www.risc.jku.at/research/combinat/software/ .
There also more detailed descriptions of the algorithms as well as examples on how to apply the packages can be found. SumCracker is a package developed by Kauers [27] containing algorithmic procedures for treating sequences that are described via certain systems of difference equations (recurrence relations). These systems can be possibly nonlinear, but with shifts in a single variable only. It can be used for proving known or conjectured identities as well as for discovering new identities. One advantage of this package as well as the package HolonomicFunctions is that they allow to enter Jacobi polynomials as symbolic expressions in standard Mathematica syntax. In short the algorithm implemented in SumCracker proceeds by translating the given expressions that may be defined via systems of recurrence relations into polynomial form. Then using Gröbner bases computations [14] algebraic relations can be found on the polynomial level and translated back into the original setting. The scope of the package includes finding of linear recurrence relations (as a particular instance of an algebraic dependency) or closed form relations.
We illustrate these different approaches by using one easy example, the treatment of the sum f (n) = n k=0 (2k + 1)p 0 k (x). Firstly we want to evaluate the sum in a simple closed form. The standard Mathematica notation for Legendre polynomials p 0 k (x) is LegendreP[k, x] and the standard notation for a sum would be "Sum". In order to distinguish from the Mathematica built-in command in SumCracker sums are denoted by "SUM":
By default SumCracker uses the expressions that are given in the input to express the solution. It is also possible to express the solution in different terms using the "Into" option (if such a closed form exists):
Also "JacobiP" is the standard notation in Mathematica for Jacobi polynomials. As final example, we show how to obtain a recurrence relation for f (n):
In this case the result is a second order homogeneous recurrence for f (n). Note again that this result is not approximate in any way but has been derived by a rigorous proving procedure. For further options and more details we refer to [27] . Jacobi polynomials (including integrated Jacobi polynomials) satisfy linear differential equations with respect to x and also linear difference equations (i.e., recurrence relations) with respect to n, α and β with polynomial coefficients. In other words, they are holonomic functions and many algorithms are known and implemented that deal with this type of objects [45, 17] . Holonomic functions are closed under several operations such as addition, multiplication (both Hadamard and Cauchy), partial summation or integration of the given sequences or functions. As a data structure for holonomic functions we use the defining difference/differential relations usual written in operator notation, where D z denotes the standard derivative w.r.t. the unknown z and S z denotes the forward shift in the variable z, i.e., S z f (z) = f (z + 1). Note that the operators D x , S n commute with each other, D x and n as well as S n and x commute, but D x does not commute with x neither S n with n (i.e., they do not commute with the variables they are acting on).
Given a sequence/function that needs to be summed/integrated in the first step a set of annihilating linear operators in terms of shifts and/or derivatives with polynomial coefficients is computed. This set builds a basis for an annihilating ideal of the given input. Starting from this representation, i.e., a (system of) linear difference/differential equation(s) the defining difference/differential equation(s) for the desired sum/integral can be discovered entirely algorithmically. This procedure extends to multivariate input and covers also mixed difference-differential relations. Koutschan implemented algorithms capable of carrying out these tasks in his Mathematica package "HolonomicFunctions" [28] . Also this package allows for a simple input structure following Mathematica notation. Annihilating operators for the given expression can be obtained, e.g., using the "Annihilator" command and the operators for shift and derivation are denoted by S[·] and Der[·], respectively. We illustrate the use of this package again with some simple examples. First we compute the basis for an annihilating ideal for the sum over Legendre polynomials with respect to shifts in n and derivation with respect to x:
Sn − (1 − x)(3 + 2n + 7x + 2nx)Dx + (n + 2)(2n + x + 1),
With f n (x) = n k=0 p 0 k (x) the application of the output of "Annihilator" to f n (x) reads in standard notation as:
The annihilator command gives a basis for all possible relations in the operators S n , D x . Using the "FindRelation" command specific identities can be constructed. Say we are interested in a recurrence relation for the given sum f n (x) then the command would be as follows:
If the support is chosen with fewer shifts then the output will be the empty set, i.e., there is no recurrence of order two in the computed annihilating ideal. Spelled out in traditional notation the above reads as
Keep in mind that this recurrence is the output of a proving procedure. The underlying computations are also using Gröbner bases, this time in a non-commutative setting. For further informations we refer to [28] . In particular for dealing with sums or integrals the method of creative telescoping is applied [45] . For proving (4.3) we use the corresponding HolonomicFunctions-command "CreativeTelescoping" explicitly. The identityp α n (x) = 1+x n P (α−1,1) n (x) can be easily guessed. In order to verify it, we compute recurrence relations for both sides of the identity. For the right hand side we use as input for the Jacobi polynomials the well known sum representation [3] 
where (a) k = a(a + 1) · · · (a + k − 1) denotes the Pochhammer symbol (or rising factorial). Below we replace the Mathematica built-in command "Pochhammer" by the corresponding symbol for better readability. With this we obtain for the left hand side:
Out [6] = {2(n + 2)(n + α + 1)(2n + α)S 2 n − (2n + α + 1) 4n 2 x + 4nxα + 4nx + xα 2 + 2xα + α 2 − 2α Sn
For the right hand side it suffices to use the Annihilator command once more
Out [7] = {2(n + 2)(n + α + 1)(2n + α)S 2 n − (2n + α + 1) 4n 2 x + 4nxα + 4nx + xα 2 + 2xα + α 2 − 2α Sn + 2n(n + α − 1)(2n + α + 2)} Hence both sides satisfy the same recurrence relation and checking initial values completes the proof. There is an overlap of features covered by HolonomicFunctions and the Maple implementations "Mgfun" [17, 15, 16] or "Gfun" [35] . Next we state the main relations that are needed in the evaluation of the bilinear forms.
denote the nth Jacobi polynomial andp α n (x) the nth integrated Jacobi polynomial as defined in (3.1). Then we have for n ≥ 1
Proof. For the proofs below we utilize the packages described earlier in this section. Note that both SumCracker and HolonomicFunctions are using forward shifts only. Hence the formulas given by these algorithms are shifted versions of the normalized results stated in the lemma. Proof of (4.5):
For the proof of (4.9) we use the rewriting (4.3) of integrated Jacobi polynomials in terms of standard Jacobi polynomials in the input for SumCracker:
Note that (4.6) is merely the standard three term recurrence for Jacobi polynomials for β = 0. For the remaining identities we use HolonomicFunctions. In the first step we compute a basis for the annihilating ideal for integrated Jacobi polynomials with respect to the operators S n , S α , D x and in the next step we search the ideal for relations of a certain type:
is a relation with a certain support and coefficients not depending on x:
Out [11] = {2(α + n + 1)(α + 2n)S 2 n Dx + 2α(α + 2n + 1)SnDx − (α + 2n)(α + 2n + 1)(α + 2n + 2)Sn − 2n(α + 2n + 2)Dx}
The missing identity (4.8) is proved completely analogously:
5 Proof of Theorem 3.2
In this section we turn to describing the algorithm that evaluates the integrals which yield the entries of the inner blocks of the local system matrices. The input for the program is a linear combination of products of u i , v ij , w ijk , or partial derivatives thereof, and the output is the integral of such a function over a general tetrahedron specified by its barycentric coordinates as a linear combination of products of Kronecker deltas with rational coefficients in i, j and k. The basic idea for evaluating the integrals is to rewrite the given integrands until the orthogonality relation (4.1) for Jacobi polynomials
can be used. For this rewriting procedure the identities summarized in Lemma 4.1 relating Jacobi and integrated Jacobi polynomials are needed. In theory these steps can also be carried out by hand and this has been done for the corresponding continuous basis functions for H 1 on triangles [9] . Already in the two dimensional case it is obviously a tedious task to carry out the necessary transformations. The situation becomes worse in the tetrahedral case for H 1 and hopeless if we pass to H(curl) (or H(div)). Whereas in the H 1 case for the mass matrix only products of φ ijk = u i v ij w klm need to be evaluated, which in fact can be done using paper and pencil, for H(curl) already for the mass matrix entries partial derivatives of the basic polynomials enter, see (3.9) and (3.10). Taking the partial derivatives blows up the input significantly. Even though derivatives of Jacobi polynomials are again Jacobi polynomials with shifted parameters, i.e.,
the number of terms in the input increases beyond being suitable for hand computations. The situation becomes even worse when computing the stiffness matrix entries. The computerized method described in this paper follows the human approach. The first step in the computations consists of decoupling integrals over a tetrahedral element using a well known substitution, the Duffy transformation which maps the tetrahedron to the unit cube. Let us illustrate this step using the reference tetrahedron depicted in Figure 1 . The barycentric coordinates for this tetrahedron are given by
The basic template integral that needs to be considered is of the form
where f i are products of certain Jacobi or integrated Jacobi polynomials and Jacobi weight functions. For the Jacobi weight functions we introduce the abbreviation
By means of the substitutions x ← 1−2y−z 4
x and y ← 1−z 2 y the integrands decouple and we obtain
For the computation of the matrix entries we still have a dependency of the integrands via the discrete parameters that appear as the polynomial degrees of the basis functions as well as in the polynomial parameters α(i) = 2i − 1 and β(i, j) = 2i + 2j − 2. This gives a natural order to carry out integration first with respect to x, then y and finally z. Note that the additional factors introduced by the Duffy substitution above are just contributing to the Jacobi weight functions.
The algorithm Let us fix the integration variable ξ ∈ {x, y, z}. After performing the Duffy substitution, the input in each step is an integrand that is a finite linear combination of products of Jacobi and/or integrated Jacobi polynomials and certain weight functions. For instance, if we consider the first component of the integrand ˆ ϕ
lmn (x, y, z) d(x, y, z) over the reference tetrahedron depicted in Figure 1 , then after decoupling the integrals it reads as follows,
Integrating with respect to x just requires an application of the Jacobi orthogonality relation and yields
In the next step the integrand needs to be rewritten in terms of Jacobi polynomials using identity (4.7) in order to invoke the orthogonality relation and the result is
Here a k = a(a − 1) · · · (a − k + 1) denotes the falling factorial. If we use P ρ,ι (ξ), Q ρ,ι (ξ) to denote the generic polynomials and w γ(ρ,ι) (ξ) to denote the weight function, then the general form of the integrand is int = ρ,ι
where C ρ,ι are rational functions in the degree parameters and Kronecker deltas, but independent of ξ. If P ρ,ι , Q ρ,ι are Jacobi polynomials of the same kind and the w γ(ρ,ι) the corresponding weight function, then an evaluation of
amounts to a mere application of the Jacobi orthogonality relation -as in the first step in the example above. In all other cases the polynomials need to be expressed as linear combinations of these base cases such that the orthogonality applies. This is achieved by applying various transformations of Lemma 4.1 in a systematic manner. This rewriting procedure is carried out automatically and the algorithm proceeds as follows: If the rewriting procedure returns expressions that do not fit to the evaluation pattern in step 6 a warning is issued and these terms remain unevaluated. The two steps of the algorithm that need further explanations are steps 2 and 4. In step 2 it needs to be decided which of the relations (4.7)-(4.9) leads to a proper integrand. Hence for each integrand in the list, we consider the weight function w γ (ξ) and each of the polynomials P ρ , Q ι separately. If one of them is an integrated Jacobi polynomialp α n (ξ) then 2. rewrite w γ (ξ)p α n (ξ) in terms of Jacobi polynomials by (a) γ − α ≥ 0: transforming integrated Jacobi polynomials to Jacobi polynomials with same parameter using (4.7).
(b) γ − α = −1: transforming integrated Jacobi polynomials to Jacobi polynomials with parameter α − 1 using (4.8). (c) γ − α = −2: using the mixed relation (4.9) to obtain
In step 4 the list of polynomials consists of classical Jacobi polynomials only. In order to make them fit to the orthogonality relation (4.1) the polynomial parameter α needs to be adjusted to the given weight w γ (ξ). This adjustment with fixed, finite support can only be done by increasing the polynomial parameter using (4.5) . If the situation is such that γ < α, then the term has to be returned unevaluated, since Jacobi polynomials p α n (ξ) cannot be expressed as a fixed, finite number of linear combinations of p γ n (ξ). This step in the computations is potentially a very expensive one as it might increase the number of terms significantly. The transformation (in the case γ − α > 0) can be stated explicitly as
where a k = a(a − 1) · · · (a − k + 1) again denotes the falling factorial. The final output after execution of the program is a linear combination of Kronecker deltas with rational coefficients. Below we give a concrete example. Table 1 summarizes the number of integrals that need to be evaluated in each step for the different products of basis functions. The last column is to be understood as the number of different triples δ i+i ,l δ j+j ,m δ k+k ,n in the result. Note that for some integrands the number of integrals blows up significantly in the integration with respect to z just to collapse to a smaller number again in the final result. This is due to a high number of integrands of the form p γ k+k (ξ)p γ n+k (ξ)w γ (ξ) that give rise to a single δ k,n in the end.
An example To illustrate the execution of the algorithm we choose only a small example since the basis functions for H(curl) written explicitly are too large to be displayed here. The integrand we consider (already after decoupling of the variables) is .
The final output of the algorithm is of this form, i.e., rational functions in the polynomial degrees times a product of Kronecker deltas relating (i, l), (j, m) and (k, n), respectively. The evaluation of the integral with respect to x assigns values to l in the remaining polynomials. If we continue with the first term above, then the remaining integrand after replacing l ← i reads as w 2i+1 (y)p 2i (y)p These computations were carried out on an 8 cores (2.33GHz), 16 Gb shared memory machine. Concerning the implementation of the algorithm one crucial step is to normalize both the input and output. Most of the steps rely on pattern matching and thus the representation needs to be uniform. E.g., a polynomialp 2(i+j) k (z) has to be recognized to be the same asp 2i+2j k (z). This becomes particularly tricky when collecting the different weight functions that might appear as factors (y − 1) that need to included in the standard notation for weights w γ (y) = 1−y 2 γ . The transformation to standard form is done as first step before the evaluation starts and for large integrands that are assembled from different partial derivations this can become a very costly step. Another computational issue is related to simplification of the coefficients. Certainly no undetected zeros should be carried along, not only for memory reasons, but also since the evaluation with finite support may rely on cancellation to happen. The final outcome of the program is neither fully simplified nor factored. The matrix entries that have been put online however are in simplified form, which was done in a post processing step that added significantly to the overall computation times.
The basis polynomialsφ 1mn (or corresponding derivatives), it is handy to carry out the integration with respect to x beforehand separately. For mixed products with other basis polynomials the constant coefficient with respect to x ofφ This concludes the proof.
