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Inspired by recent experiments on the dynamics of particles and polymers in artificial cytoskeletons
and in cells, we introduce a modified Langevin equation for a particle in an environment that is
a viscoelastic medium and that is brought out of equilibrium by the action of active fluctuations
caused by molecular motors. We show that within such a model, the motion of a free particle crosses
over from superdiffusive to subdiffusive as observed for tracer particles in an in vitro cytoskeleton
or in a cell. We investigate the dynamics of a particle confined by a harmonic potential as a simple
model for the motion of the tethered head of kinesin-1. We find that the probability that the head is
close to its binding site on the microtubule can be enhanced by a factor of two due to active forces.
Finally, we study the dynamics of a particle in a double well potential as a model for the dynamics
of DNA-hairpins. We show that the active forces effectively lower the potential barrier between the
two minima and study the impact of this phenomenon on the zipping/unzipping rate.
I. INTRODUCTION
At the nanoscale all physical, chemical and biologi-
cal processes are influenced by the ever present thermal
noise. This is especially true for all molecular and cellu-
lar biophysical processes. In theoretical models of these
phenomena it is therefore common to use the theory of
stochastic processes [1]. The motion of a particle in a cell,
the dynamics of a molecular motor, the translocation of a
biopolymer through a membrane, the folding of a protein,
are but a few of the various processes that are described
using Langevin, Fokker-Planck or discrete state master
equations [2]. In most of these studies one assumes that
the dynamics under study takes place in a viscous solvent
that is in equilibrium. The latter property is taken care
of by assuming a fluctuation-dissipation relation between
the strength of the viscous and random forces appearing
in the Langevin equations. Such an approach however
neglects two important properties of the cytosol: it is
a dense environment that certainly is not just an ordi-
nary viscous solvent, and it is out of equilibrium [3, 4].
The neglect of these aspects can be justified as a first
approximation, or as relevant for experiments which are
often performed in simple in vitro solvents where mea-
surements can be made in a more precise and controlled
way than in the complex environment of a cell. Yet, if one
wants to understand how cells function, it is necessary to
perform experiments in vivo and to interpret them using
theories that take into account the real physical prop-
erties of the cytosol. In the present paper we present
an extended Langevin model that takes into account the
viscoelasticity and the out-of-equilibrium nature of the
cytosol and see how it effects simple processes like the
motion of a particle, the stepping of a molecular motor
or the zipping of a DNA hairpin.
Let us briefly discuss two important properties in
which the cytosol differs from an ordinary solvent. Living
cells are crowded. Extensive studies have tried to char-
acterise the physical properties of this environment [5]
through, for example, passive rheological measurements
in which one follows the motion of tracer particles. The
mean squared displacement (MSD), σ2(t), of these parti-
cles is found to follow a power law σ2(t) ∼ tα, where the
exponent α almost always is different from one. Several
models [5] have been proposed to explain this behaviour
but there is now a growing concensus that it is due to
viscoelasticity [6]. Viscoelastic effects appear as soon as
the size of the tracer particle becomes of the order of the
mesh size of the dense polymer networks that are present
in the cytosol.
At the same time, the cell is a system out of equilib-
rium where various active processes (like the action of
motor molecules (myosin) on the actin filaments of the
cytoskeleton) lead to fluctuations which can modify the
passive transport of internalised or endogenous particles
and which can also modify the motion of chromosomal
loci or other dynamical processes in biopolymers.
In an early study [7] it was for example found that
the mean squared displacement of a microsphere inside a
living cell has a superdiffusive motion for times up to 10
seconds after which the MSD changed to a subdiffusive
motion. The superdiffusive motion has to be attributed
to nonequilibrium, active processes. Similar behaviour
has by now been found in other experiments in cellular
environments [8–10] and for particles immersed in an in
vitro model cytoskeleton that consists of actin filaments,
crosslinkers and myosin motors [11–14].
Besides particles, also the dynamics of biopolymers
like chromosomes and microtubuli in a cellular environ-
ment has been found to be different from that in an or-
dinary solvent. For example shape fluctuations of mi-
crotubuli in in vitro cytoskeletons were found to deviate
from those expected for a semiflexible polymer in equilib-
rium [15, 16]. The motion of chromosomal loci in simple
organisms like bacteria and yeast was recently shown to
depend on active forces [17, 18]. Weber et al. found that
after addition of chemicals that inhibit ATP-synthesis,
the diffusion constant of chromosomal loci decreased by
49%. In another study, superdiffusive motion of bacte-
rial chromosomal loci has been observed [19]. Moreover,
measurements of chromatin in eukaryotes show evidence
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2for an important role played by ATP-dependent processes
[20, 21].
Recently the present authors [22] studied the well
known Rouse model of polymer dynamics [23, 24] in a
viscoelastic and active environment and found similari-
ties between the motion of monomers in that model and
the observed behaviour of chromosomal loci.
Less is known about the possible influence of active
forces on other dynamical processes such as the stepping
of molecular motors or the zipping of a DNA (or RNA)
hairpin.
Continuing the research presented in [22] we here aim
to further understand the influence of viscoelasticity and
activity on some cellular processes through the study of
the dynamics in a simplified model. For this purpose, we
study the motion of ”particles” in various potentials and
in an active viscoelastic environment. The ”particle” can
correspond with a real physical particle like a protein or
a microsphere internalised in a cell, or could represent
a slow variable or (reaction) coordinate used to describe
for example the stepping of a motor domain of kinesin-1,
or the zipping of a hairpin molecule.
This paper is organised as follows. In section 2 we
present and motivate our model. In section 3 we give
an exact solution for a free particle and show that the
behaviour of the MSD within our model is very similar
to that observed in various experiments on the motion
of internalised or endogenous particles in a cell or in an
in vitro cytoskeleton. In section 4 we give an exact solu-
tion for a particle in a harmonic potential. Here we de-
termine the transient and steady state behaviour of the
position of the particle and use it to study the diffusion
of the tethered motor domain of kinesin-1. In section 5
we study the motion in a double well potential where the
”particle” has to be interpreted as a reaction coordinate.
This case has to be studied numerically and the details
of our algorithm are given in the supplementary infor-
mation. We determine both the probability distribution
of the position of the particle and the transition rate be-
tween the minima of the potential. This is as far we know
the first study of the extension of Kramers’ rate theory
[1] to an active and viscoelastic environment. We apply
our results to the zipping of hairpin molecules. Finally,
in section 6 we present our concluding remarks.
II. THE MODEL AND ITS BIOPHYSICAL
MOTIVATION
As a starting point, we take the well known Langevin
equation for the velocity v(t) of a mesoscopic particle of
mass m in a normal viscous fluid [1, 25]
m
dv
dt
= −γv(t)− dV
dx
+ ξT (t) (1)
Eq. (1) is just Newton’s equation of motion for a particle
experiencing friction (with a friction coeffient γ) and sub-
ject both to a deterministic force from a potential V (x)
and a random thermal force ξT (t). Most often ξT (t) is
taken to be a centered Gaussian random variable with an
autocorrelation given by the fluctuation-dissipation the-
orem (FDT) 〈ξT (t)ξT (t′)〉 = 2γkBTδ(t− t′) where δ(t) is
the Dirac delta function.
In a viscoelastic environment [26], friction is history
dependent and is described in terms of a kernel K(t). For
the simplest viscoelastic element, the Maxwell element
[26], which consists of a spring and a dashpot, K(t) is
exponential. The Langevin equation (1) is accordingly
modified and becomes
m
dv
dt
= −γ
∫ t
0
K(t− t′)v(t′)dt′ − dV
dx
+ ξT (t) (2)
The stochastic properties of the random force ξT (t) are
still determined by the FDT, which however in this case
becomes 〈ξT (t)ξT (t′)〉 = γkBTK(t−t′). The precise form
of K(t) depends on the rheological properties of the fluid.
In the case that the viscoelasticity is due to polymers,
which have a broad spectrum of relaxation times, K(t)
can very well be approximated by a power law on times
scales that are smaller than that of the longest relaxation
time. We will therefore take
K(t) = (2− α)(1− α)t−α (3)
with 0 ≤ α ≤ 1. With this choice of prefactor, the noise
ξT (t) becomes so called fractional Gaussian noise (fGn)
[27]. In the limit α→ 1 the viscous case (1) is recovered.
In this paper we will concentrate on the case α > 1/2
which leads to the most interesting behaviour and which
can also be simulated most efficiently with our numer-
ical algorithm. Notice that (2) still describes a system
that evolves towards thermal equilibrium as guaranteed
by the FDT. Only the transient behaviour of (1) and (2)
is different.
In this paper we will work in the overdamped limit
(m/γ → 0), as appropriate for the low Reynolds numbers
relevant at the scales encountered in cellular biophysics.
Finally we need to model the active forces that put
the system out of equilibrium. Here we use a model for
active gels first introduced by Levine and MacKintosh
[28, 29]. It describes the in vitro cytoskeletons or the
cytoplasm by a two-fluid model of a network of semiflex-
ible polymers driven by molecular motors. It predicts an
exponential correlation of active fluctuations, or, equiva-
lently, a power spectrum that is constant at low frequen-
cies ω and that decays as ω−2 at high frequencies. Such a
form is indeed consistent with recent experiments on the
fluctuations of carbon nanotubes inside cells [30]. More
generally, one can expect that there is a typical time scale
τA on which active processes are persistent, for example
it could corresponds to the typical time that a myosin
motor is attached to the actin filaments.
For these reasons we add to the Langevin equation (2)
an extra active noise term ξA(t) that is a centered random
variable with exponential correlation
〈ξA(t)ξA(t′)〉 = C exp (−|t− t′|/τA) (4)
3Here C characterises the strength of the active processes.
Since there is no friction term associated to the active
forces and no related FDT, adding an active noise to (3)
makes the system a non-equilibrium one.
Experiments [11–13] have shown that the displacement
of a particle immersed in an artificial actomyosin network
has a Gaussian distribution with exponential tails super-
imposed. However, in a very recent work [14] it has been
shown that at low myosin concentrations the distribu-
tion is purely Gaussian. In this paper we will assume
that ξA(t) is a Gaussian random variable. Though we
acknowledge that this is an approximation, it has the
advantage that it leads to exactly solvable models which
can then be used as benchmarks to investigate devia-
tions from Gaussianity. The effect of non-Gaussian ac-
tive forces will be investigated in future work. In this
respect, we also mention recent work where the motion
of a particle subject to thermal and non-Gaussian active
noise was investigated [31, 32]. That work was limited to
the viscous situation and also considered only the motion
in an harmonic potential.
Putting everything together, the equation that we will
study for various potentials V (x) is the (generalized)
Langevin equation
γ
∫ t
0
K(t− t′)v(t′)dt′ = −dV
dx
+ ξT (t) + ξA(t)Θ(t) (5)
where Θ(t) is a Heaviside function. Thus we assume that
the system is in thermal equilibrium at t = 0, at which
time the active forces start to act. The resulting motion
x(t) (t > 0) of the particle can then be interpreted as a
respons to the active forces.
III. FREE PARTICLE
The simplest case to study is that of a constant poten-
tial V (x), i.e. the motion of a free particle in an active
and viscoelastic environment.
As a possible application we mention the movement
of a particle inside a cell. In several experiments it is
observed, that the motion of such a particle is superdif-
fusive at early times, but switches to being subdiffusive
after a time of the order of seconds. In [7] it was for
example found that the MSD of a microsphere inside a
living cell has a superdiffusive motion ∼ t3/2 for times up
to 10 seconds. On larger time scales, the particle had a
subdiffusive motion ∼ t1/2. In a study of breast-cancer
cells [8, 9] the role of molecular motors and filaments
of the cytoskeleton in active transport was investigated.
These authors tracked the motion of polystyrene particles
in cells with different metastatic potential after chemi-
cal treatments that affect different cell components like
myosin, actin and microtubules. While the precise value
of the exponent depended on the treatment applied, in
all cases it was found that the exponent α decreased from
a value in the range 1.2−1.4 to a significantly lower value
of 0.8 − 1.0 after approximately 3 seconds. So also here
there is a crossover between superdiffusive and subdiffu-
sive motion.
Similar behaviour was also observed outside living
matter for particles moving in actomyosin networks
[11, 12].
For a constant potential, the equation of motion (5)
becomes
γ
∫ t
0
K(t− t′)x˙(t′)dt′ = ξT (t) + ξA(t)Θ(t) (6)
This linear equation can easily be solved by Laplace
transformation techniques. The details will be given in
the next section where we solve the more general prob-
lem of motion in an harmonic potential V (x) = kx2/2.
Taking the limit k → 0 we find that for a free particle
the MSD σ2(t) ≡ 〈(x(t)− x(0))2〉 is given by:
σ2(t) =
2Dαt
α
Γ(α+ 1)
+
2Cτ2αA
Γ2(α)η2α
∫ t/τA
0
dyeyyα−1Γ(α; y, t/τA) (7)
Here Dα = kBT/ηα, ηα = γΓ(3− α) and
Γ(α;x1, x2) =
∫ x2
x1
dx e−xxα−1 (8)
is a difference of two incomplete gamma functions. The
same MSD holds for the center of mass of a Rouse chain
in a viscoelastic and active environment [22].
Equation (7) shows that in absence of active forces
(C = 0) the particle performs a subdiffusion with an ex-
ponent α. To determine the behaviour in presence of
active forces, we investigate the behaviour of the second
term on the rhs of (7). After an initial regime (t  τA)
in which this term can be neglected, it becomes propor-
tional to t2α (t < τA) while for t > τA it evolves as t
2α−1
(See the supplementary material of [22] for a detailed
derivation of these results). The resulting behaviour of
the MSD depends on the relative importance of the two
terms in (7) (see Fig.1). When C  kBT the second
term dominates and the MSD changes from superdiffu-
sive (with exponent 2α) to subdiffusive (exponent 2α−1).
This scenario is consistent with the experimental results
of [7] where a drop in the exponent from 3/2 to 1/2 is
observed. For that experiment we conclude that α = 3/4
and that the active forces are strong in comparison with
the thermal ones. Moreover from the experimentally de-
termined time at which the exponent changes, one can
conclude that τA ∼ 10 seconds. If however we decrease C,
the two terms in (7) can become comparable and hence
one will observe an effective exponent that is between 2α
and α for t < τA and between α and 2α − 1 for t > τA.
This is shown in Fig.1 for α = 0.75 and for various values
of C. In the insets of Fig.1 we show the dependence of
the effective exponent on C for α = 3/4 and kBT = 1.
In these cases the drop in the effective exponent is less
than 1. For example, for C = 128 the respective expo-
nents are 1.39 and 0.53. We see that in these situations
4the observed exponents cannot be simply related to the
viscoelastic properties of the medium. This could be the
scenario behind the experiments on breast-cancer cells
discussed above.
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FIG. 1. Mean square displacement σ2(t) of a particle in
an active viscoelastic environment with α = 3/4. The dot-
ted line presents the behaviour in absence of active forces,
while the various full lines correspond with C = 2i with
i = 2, 4, 6, 8, 10, 12, 14 (bottom to top). Time is measured
in units of the persistence time τA. The insets show the ef-
fective exponents for t < τA (upper left) and t > τA (lower
right) as a function of the strength of the active forces C.
We can thus conclude that in the nonequilibrium sit-
uation there is no simple relation between the measured
exponent of the MSD and the rheological property α. In
the relation between the two, an important role is played
by the strength of the active fluctuations in comparison
with the thermal ones.
IV. PARTICLE IN A HARMONIC POTENTIAL
We now turn to the case where the particle moves in
a harmonic potential V (x) = kx2/2.
Before giving the solution of (5) for this case, we
discuss a possible application to molecular motors like
kinesin-1. Kinesin-1 is a two-headed molecular mo-
tor whose two heads are connected with a linker that
in turn is connected to a cargo-binding tail. Detailed
mechanochemical models have been introduced that suc-
cesfully describe the velocity of the motor as a function of
applied force, ATP-concentration, etc. It is less clear how
to explain the large processivity of kinesin-1 and that of
other motors in the kinesin family [33]. A crucial role in
these models is played by the mechanical properties of
the neck linker. It is thought that after the binding of
ATP to the front head, the free head has to perform a dif-
fusive motion to the next site on the microtubule where
it can then bind. This diffusive motion depends on the
elastic properties of the neck linker, which in the simplest
approximation is often modelled as a Hookean spring. A
better approximation is to describe the linker as a worm-
like chain (WLC) and use the latter’s well known force-
extension relation to determine the potential in which the
motor head moves [34]. Important properties are then
the time it takes for the head to diffuse in this potential
over a distance of 4.1 nm, i.e. the distance to the next
binding site, and the probability p that the head is within
a small distance around that binding site. For example,
in a model based on a Hookean spring, this probability
was found to be rather small (p = 0.058) [34]. Below we
will show that in active media, both the time to reach
the binding site, and p can be modified significantly.
In a harmonic potential, (5) becomes
γ
∫ t
0
K(t− t′)v(t′)dt′ = −kx+ ξT (t) + ξA(t)Θ(t) (9)
Since this is a linear equation, it can be solved us-
ing Laplace transform techniques. We will denote
the Laplace transform of a function g(t) by g˜(s) =∫∞
0
dte−stg(t). In this way, (9) becomes
ηαs
α−1(sx˜(s)− x(0)) = −kx˜(s) + ξ˜T (s) + ξ˜A(s)(10)
which gives
x˜(s) = x(0)s−1
[
1 +
ks−α
ηα
]−1
+
ξ˜T (s) + ξ˜A(s)
ηα
s−α
[
1 +
ks−α
ηα
]−1
(11)
The inverse Laplace transform can be done in terms of
the Mittag-Leffler function Eα,β(z) which is an extension
of the exponential function that appears often in stud-
ies of the motion in a viscoelastic medium with a power
law kernel . The Mittag-Leffler function [35] is defined
through its series expansion
Eα,β(z) =
∞∑
i=0
zi
Γ(αi+ β)
(12)
For α = β = 1 we recover the Taylor series of the expo-
nential. From (12), it can be shown that∫ ∞
0
dt e−sttβ−1Eα,β(atα) = s−β(1− as−α)−1 (13)
Using (13), one can invert (11) and find the position of
the particle
x(t) = x(0)Eα,1 (−(t/τ)α)
+
1
ηα
∫ ∞
0
dt′ (ξT (t− t′) + ξA(t− t′)) t′α−1Eα,α (−(t′/τ)α)
(14)
where we have introduced the characteristic time
τ = (ηα/k)
1/α
(15)
5Because (9) is linear and the noises ξ are Gaussian, also
x(t) is a Gaussian random variable. Hence it is sufficient
to calculate its first two cumulants. It is immediately
clear from (14) that since we start from thermal equilib-
rium at t = 0 (hence 〈x(0)〉 = 0), and since the noises
are centered, that also 〈x(t)〉 = 0 for all t.
The calculation of the variance of x(t) is more involved.
Using the autocorrelations of the noises ξT and ξA and
the fact that at t = 0 the equilibrium equipartition the-
orem 〈x2(t)〉 = kBT/k holds (with kB Boltzmann’s con-
stant), one gets
〈x2(t)〉 = kBT
k
E2α,1
(
− (t/τ)α
)
+
1
η2α
∫ t
0
dt′
∫ t
0
dt′′
(
γkBT
(2− α)(1− α)
|t′ − t′′|α + Ce
−|t′−t′′|/τA
)
× t′α−1t′′α−1Eα,α
(
− (t′/τ)α
)
Eα,α
(
− (t′′/τ)α
)
(16)
This expression can be simplified greatly when we use a
property of the Mittag-Leffler functions which is derived
in the supplemental material. In this way, we obtain after
some further manipulations
〈x2(t)〉 = kBT
k
+
C
k2
Aα(t, τ, τA) (17)
Here we introduced the function Aα(t, τ, τA) which is
given by
Aα(t, τ, τA) =
∫ t/τ
0
dx
∫ t/τ
0
dy e−|x−y|τ/τAxα−1yα−1Eα,α
(
− xα
)
Eα,α
(
− yα
)
. (18)
The first (second) term of (17) is the contribution to the
variance coming from thermal (active) fluctuations.
The probability density P (x, t) that gives the chance
to find the particle at time t in the small interval between
x and x+ dx is then given by the Gaussian
P (x, t) =
1√
2pi〈x2(t)〉 exp
(
− x
2
2〈x2(t)〉
)
(19)
Notice that independently of α, Aα(t, τ, τA) is always
strictly positive and therefore the density P (x, t) always
broadens after the active forces have been turned on.
This broadening as a function of time is illustrated in Fig.
2 for C = 103 and τA = 1 in a medium with α = 3/4.
For large times, the system will evolve to a new
nonequilibrium steady state in which the variance
reaches the value 〈x2〉ss = limt→∞〈x2(t)〉 = kBT/k +
CAα(∞, τ, τA)/k2. From (18) it can be seen that for
t → ∞, Aα(t, τ, τA) only depends on the ratio τ/τA.
Hence we find that in the stationary state the variance is
of the form
〈x2〉ss = kBT
k
+
C
k2
fα(τ/τA) (20)
In the limit τ/τA → 0, the exponential function disap-
pears from (18) and since
∫∞
0
dx xα−1Eα,α(−xα) = 1,
it follows that fα(τ/τA) → 1. In the reverse limit,
τ/τA  1, the exponential term in (18) can be written
in terms of a Dirac-delta function, from which it follows
that fα(τ/τA) goes as
fα(τ/τA)→ 2τA
τ
∫ ∞
0
dx x2α−2E2α,α(−xα) (21)
-30 -20 -10 0 10 20 30
x
10-3
10-2
10-1
100
P(
x,t
)
t = 0 
t = 10-2 o
t = 10-1 o
t = o
t = 105 o
t = 10 o
FIG. 2. Probability distribution P (x, t) for a particle in a
harmonic potential (k = 3) after active forces with C = 103
and τA = 1 are turned on at t = 0. At t = 0 the distribution
is that of thermal equilibrium with kBT = 1. The figure
shows the broadening of the distribution as a function of time
(τ = 10−5) in a medium with α = 3/4.
In Fig.3 we plot fα(τ/τA) for three values of α. The im-
portant conclusion here is that the nonequilibrium steady
state depends on α, i.e. on the nature of the viscoelastic
environment. This is in contrast to thermal equilibrium
where there is no such dependence.
We now apply these results to the diffusive motion of
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FIG. 3. The function fα(τ/τA) (see text) for three values of
α.
the free head of a kinesin-1 motor, in which as explained
above, the head linker is modelled as a Hookean spring.
Here we follow [34] and choose k = 1 pN/nm. From (15)
it then follows that τ ≈ 50µs, which is much shorter than
the persistence time of the active forces, which is of the
order of seconds (here as a rough estimate we took α = 1
and γ = 6piηa where for the cytosol we assumed η to
be thousand times that of water and have taken a = 3
nm). Hence we are in the regime where τ/τA  1, so
that 〈x2〉ss = kBT/k + C/k2. In the model of [34] it
is assumed that the head can attach to the microtubule
when it is within one nm of the binding site at 4.1 nm.
For the probability density (19) in the stationary state,
the probability p that the head is in this range is given
by
p =
1
2
[
erf
(
5.1√
2〈x2〉ss
)
− erf
(
3.1√
2〈x2〉ss
)]
(22)
where erf(x) is the error function and all distances are ex-
pressed in nm. In Fig. 4 we have plotted this probability
as a function of the strength
√
C of the active forces (in
pN). We see that upon increasing C, p increases from its
value of 0.058 in absence of active forces, reaches a maxi-
mum of p = .118 around
√
C ≈ 3.5 pN and then decreases
again. The value where p reaches its maximum is indeed
of the expected order for active forces in a cell. Hence,
we conclude that active forces can double the probability
that the free head is near its binding site.
Next we look at the time dependence of the MSD of
the particle in the harmonic well. We have the relation
σ2(t) = 〈(x(t)− x(0))2〉 = 〈x2(t)〉+ 〈x2(0)〉 − 2〈x(t)x(0)〉
(23)
The only term that remains to be calculated is the third
one, which can be easily found from (14), the equiparti-
tion theorem at t = 0 and the independence of the initial
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FIG. 4. Probability p that the motor head is in a region of
1 nm around the binding site at 4.1 nm as a function of the
strength
√
C of the active forces. This figure is for the regime
τ/τA  1 where p only depends on C and not on τA or α.
position and the random forces. Using also (17) we find
σ2(t) =
2kBT
k
[1− Eα,1 (−(t/τ)α)] + C
k2
Aα(t, τ, τA)
(24)
We observe that τ is the timescale on which the particle
starts to experience the effects of the potential. Hence
we expect that for t  τ the particle moves as a free
particle [36], whereas for t  τ it reaches its stationary
state MSD. Therefore we predict that when τA  τ the
MSD will show the two regimes (σ2(t) ∼ t2α followed
by σ2(t) ∼ t2α−1) of the free particle before the MSD
start to saturate. This is indeed the behaviour found if
we plot (24) for the case τA/τ = 10
−5 (see Fig. 5). In
the reverse case, which is the biophysically relevant one,
τ  τA, there will be only the superdiffusive regime after
which the MSD reaches its value at stationarity (see again
Fig. 5). For intermediate values of τA/τ the crossover to
the stationary value occurs either in the superdiffusive or
subdiffusive regime.
We have investigated the possible implication of the
dynamics of the MSD on the motion of kinesin-1. For
this we show in Fig. 6 the MSD for a particle in a vis-
cous environment (α = 1) without active forces and in
a viscoelastic environment (α = 3/4) in presence of ac-
tive forces. We notice that in the latter situation the
MSD is always somewhat larger. Given the uncertainty
in the various parameters, we can conclude that the time
to reach the binding site is of the same order in both sit-
uations. This suggests that active forces can be helpful
in overcoming the expected slowing down of a molecular
motor in a viscoelastic environment and thus may pro-
vide the answer why a motor in a cell moves with almost
the same velocity as in an in vitro essay [37, 38].
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FIG. 5. Mean square distance travelled by a particle in a
harmonic potential (k = 0.1, kBT = 1) in a viscoelastic (α =
3/4) and active environment (C = 105) for three different
values of τA/τ .
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FIG. 6. Mean square distance travelled by a particle in a
harmonic potential (k = 1 pN/nm, kBT = 4.14 pN nm) in
a viscous and non-active environment and in a viscoelastic
active environment (α = 3/4,
√
C = 3.5 pN, τA = 3 s and
τ = 50µs.
It requires further research to investigate whether the
effects found here persists for more realistic models of the
head linker and to quantify its impact on physical prop-
erties of the motor such as its velocity and processivity.
V. PARTICLE IN A DOUBLE WELL
To understand how macromolecules fold into three-
dimensional structures is one of the big open problems of
biological physics. Folding reactions are often described
in terms of a reaction coordinate x which moves stochas-
tically in a free energy landscape V (x), i.e. whose time
evolution is given by the Langevin equation (1) [39]. The
reaction coordinate is a slow variable like the end-to-end
distance of the polymer while V (x) is obtained by averag-
ing out the fast variables like the positions of individual
monomers. Since this averaging cannot easily be per-
formed exactly, it is often assumed that V (x) has the
shape of a double well whose minima correspond with
the unfolded and folded molecule.
One of the simplest and best understood folding pro-
cesses is that of the zipping of a DNA or RNA hair-
pin. The folding of nucleic acids is simpler than that
of proteins because the four nucleotides are chemically
more similar than the 20 amino acids. Of all the possible
secondary structures of nucleic acids, the hairpin is the
simplest. In recent years, much advance has been made
in measuring various properties of the zipping/unzipping
of simple DNA and RNA structures, also at the single
molecule level [40, 41]. In these latter experiments, the
hairpins are held under tension by chemically connecting
them to two beads that are in an optical trap. If the ap-
propriate forces are applied, the free energy of the zipped
and unzipped state are almost equal and the molecule
continuously flips between the two states. From the mea-
sured dynamics, the free energy landscape for hairpins
can then be determined. The folding or unfolding rate
corresponds to the Kramers’ rate for the particle to dif-
fuse from one minimum to the other. Kramers’ theory
starts from the Langevin dynamics (1) of a particle in a
double well potential or its equivalent description using a
Fokker-Planck equation [1]. Measured folding times are
in the range from milliseconds to minutes, i.e. can be
either slow or fast in comparison with active forces.
As a simple model to investigate how crowding and
nonequilibrium affect the zipped/unzipped transition for
a hairpin under tension, we use again (5) with the double
well potential
V (x) = ∆U
[(x
b
− 1
)2
− 1
]2
(25)
This potential has minima at x = 0 and 2b and a max-
imum at x = b of height ∆U . It gives a reasonable de-
scription of the measured free energy landscapes of the
hairpins 20TS06/T4 and 20TS10/T4 [42].
Like in the case of the harmonic oscillator we can as-
sociate a typical time τw with the motion of a particle in
the double well potential. τw is still given by (15) where
now k is determined by making an harmonic approxi-
mation to (25) around a minimum of the potential (i.e.
k = 8∆U/b2). Thus we define
τw =
(
ηαb
2
8∆U
)1/α
(26)
We also introduce the time τe = 2
1/ατw associated with
the top of the potential barrier.
8Using the results of [42] we can estimate that for the
DNA hairpins mentionned above, ∆U ≈ 20 kJ/mol (=
33 pN nm) and b ≈ 7.5 nm, from which it follows that
τw ≈ 8.8µs so that also in this case the biophysically
interesting situation is the one where τw  τA.
Since the Langevin equation (5) cannot be solved ex-
actly for the potential (25) we have developed an ap-
proach to numerically integrate Langevin equations with
correlated noises and friction with a memory. It combines
a number of existing algorithms such as the Hosking al-
gorithm to generate fractional Gaussian noise. A full
description of our method is given in the supplemental
material. There we also compare the results of a simula-
tion of a particle in a harmonic potential with the exact
results of the preceding section. The fact that both ap-
proaches give the same results gives good confidence that
our numerical technique works well.
Using this numerical method, we have determined the
probability distribution P (x, t) that the particle in the
double well is at position x at time t. A typical result is
shown in Fig. 7a. In this simulation the particles where
all started at x = b. This corresponds to a nonequilib-
rium situation which allows us to clearly see the time
evolution of P (x, t) also in cases where the stationary
distribution reached after a long time is the equilibrium
one.
We expect that for times t  τw, P (x, t) reaches a
stationary distribution Pss(x), as can indeed be seen in
Fig. 7a. In absence of active forces that stationary state
should, independently of α, correspond to the equilibrium
one Peq(x, t) given by the Boltzmann distribution,
Peq(x, t) =
1
Z
exp (−V (x)/kBT ) (27)
where Z is the partition function. Figure 7b shows that
indeed this equilibrium distribution is reached for three
different values of α. This is another proof that our nu-
merical approach is able to handle the dynamics in a
viscoelastic environment correctly.
More interesting is of course the steady state that is
reached in the presence of active forces. Some results are
given in Fig. 7c and 7d. They give Pss(x) for three differ-
ent values of α with τA  τw and τA  τw respectively.
We see that, as was the case for the harmonic oscillator,
the steady state distribution depends on α if τA  τw
(Fig. 7c). However, in the limit τA  τw (Fig. 7d)
this distribution becomes again independent of α. This
strongly suggests that in that limit the distribution can
be described in terms of an equilibrium like distribution,
albeit with a different potential Veff (x).
This effective potential can, up to an additive constant,
be obtained from Pss(x) as Veff (x) = −kBT lnPss(x).
The result of applying this transformation to the results
of Fig 7d is given in Fig. 8. Surprisingly, for the param-
eter values used (C = 103, τA/τe = 10
3), the effective
potential can again be well fitted by the quartic poten-
tial (25) where however the distance between the two
minima, b′, has increased and the height of the potential
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FIG. 7. In all panels, the black line represents the Boltzmann
distribution (27) and the simulated data is presented with
coloured dots. Panel (a) shows the probability distribution
P (x, t) for a particle in the double well surrounded by a vis-
coelastic bath at various times: t/τe = 10
−2 (orange), 10−1
(blue), 1 (pink), 10 (purple) and 102 (green). The initial con-
dition is P (x, 0) = δ(x−b), while α = 0.8, b = 1, ∆U = 3 and
kBT = γ = 1. Panel (b) gives the equilibrium distribution
Peq(x) for different values of α at t/τe = 10
2, with α = 0.4
(red), 0.6 (blue) and 0.8 (green). The other parameters are
the same as in panel (a). Panels (c) and (d) show the sta-
tionary distribution Pss(x) at t/τe = 10
2 for a particle in a
double well (∆U = 8, b = 1) surrounded by a viscoelastic
bath (α = 0.4 (red), 0.6 (blue), 0.8 (green), kBT = γ = 1) in
the presence of active forces with C = 103 and short persis-
tence time (τA/τe = 10
−3) in panel (c) and large persistence
time (τA/τe = 10
3) in panel (d).
barrier ∆U ′ is decreased. We estimate b′/b = 1.27 and
∆U ′/∆U = 0.72. It would be interesting to develop an
analytical approach that allows one to determine Veff (x)
from V (x) as was recently done for other problems in the
field of active matter [43].
We have also calculated the survival probability Q(t)
for a particle in one of the potential minima. We start
with a particle in the left well (its position is drawn from
the equilibrium distribution in an harmonic approxima-
tion of the left well) and determine the time it needs
to reach the bottom of the right well, which acts as an
absorbing boundary. From a large number of such sim-
ulations we can determine the survival probability Q(t),
i.e. the probability that the particle is still in the left
well at time t. In the ordinary Kramers’ problem, Q(t)
decays exponentially for t large. The decay rate λd is
then given by Kramers’ famous formula [1]
λd =
(
(V ′′(0)|V ′′(b)|)1/2
2piγ
)
e−∆U/kBT (28)
In Fig. 9, we show some results of simulations of the
survival probability in the regime τA  τe. One might
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FIG. 8. The effective potential Veff (x) (see text) for the same
data as shown in Fig. 7d. The dashed line shows the original
potential V (x) with b = 1 and ∆U = 8. The full line is a fit
through the simulation data with the potential (25) but with
modified parameters b′ = 1.27 and ∆U ′ = 5.74.
be tempted to use Kramers’ formula (28) with the pa-
rameters of the effective potential, but this turns out not
to work. As the inset of Fig. 9 shows the survival prob-
ability depends on α even though the stationary state
distribution does not. The main part of the graph shows
Q(t) at fixed α = 0.8 for different values of the barrier
height ∆U . We observe a strange crossover phenomenon
in which initially the particles escapes more rapidly for
small barriers (as would be the case in equilibrium), but
for larger times this trend is reversed. For these param-
eter values, the decay of Q(t) is exponential for large
enough times so that a unique transition rate can be de-
fined.
We have also performed similar simulations for the pa-
rameter values of the DNA-hairpins mentioned above.
Furthermore, we take the values α = 0.75 (since we are
in the regime τA  τw, we only considered one value for
α) and C = 10 pN2, τA = 3 s. As can be seen in Fig.
10, the effective potential still has two minima. For val-
ues of C that are not too big, the effective potential can
again be fitted by (25). We notice that the active fluctu-
ations have greatly lowered the effective barrier between
the two minima (∆U ′/∆U = 0.23) and at the same time
has slightly increased the distance between the two min-
ima (b′/b = 1.03). We can expect that the active forces
therefore will considerably lower the zipping/unzipping
time of an DNA-hairpin since the escape time from one
of the minima of the effective potential will be consid-
erably lower. In order to quantify this result, we have
numerically determined the survival probability in the
potential well (25) both for the viscous passive case, and
for the viscoelastic active one. Results are shown in Fig.
11. We see that within the simulated time window, a par-
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FIG. 9. Survival probability Q(t) in the double well potential
(25) for b = 1 for various values of ∆U . The particle moves in
a viscoelastic medium with α = 0.8 and is subject to active
forces with C = 103, τA/τe = 10
3. The inset shows Q(t)
for ∆U = 8 and in media with α = 0.8, 0.6 and 0.4 (top to
bottom). The parameters of the active forces are the same as
in the main figure.
ticle in a viscous and passive environment (upper curve)
is still almost surely in the left well whereas a particle in
a viscoelastic and active environment has left that well
with a probability ≈ 0.42. These results indicate that the
zipping/unzipping time can be largely reduced in an ac-
tive environment. Moreover, within the times simulated,
the survival probability doesn’t decay exponentially, a
phenomenon that was also found in other studies of es-
cape times in viscoelastic, but non active, environments
[44, 45].
VI. DISCUSSION
In this paper we have introduced a (generalized)
Langevin equation for a particle in a viscoelastic and ac-
tive environment. The latter gives rise to random forces
on the particle. These forces are assumed to be centered
Gaussian random variables with exponentially decaying
autocorrelation. Their effect is to put the particle out
of equilibrium. We have argued that our model can be
used as a first step towards understanding various pro-
cesses occuring in artificial cytoskeletons and in real cells.
It is interesting to remark here that noise with a corre-
lation (4) has recently also been introduced in the study
of active particles [43, 46–48]. These type of active par-
ticles have been named Ornstein-Uhlenbeck active par-
ticles (OUAP). Within this interpretation, Eq. (5) can
also be used to study the motion of OUAP in an external
potential and in a viscoelastic environment.
For the motion of free particles we have shown that the
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FIG. 10. Probability distribution Pss(x) (main figure) and
effective potential Veff (x) (inset) for the experimentally de-
termined potential of DNA hairpins [42]. The full line in the
main figure shows the equilibrium distribution Peq(x) associ-
ated with this potential (with b = 7.5 nm and ∆U = 33 pN
nm - see also dashed line in inset). The full line in the inset
is a fit with the quartic potential (25) (with b′ = 7.72 nm and
∆U ′ = 7.6 pN nm) through the simulation data.
mean squared displacement shows a regime of superdif-
fusive motion (if at least α > 1/2) followed by a subdif-
fusive one as observed in several recent experiments. We
have also shown that the effective exponents measured
do not only depend on the rheological properties of the
environment but also on the characteristics of the active
forces. On the one hand, this is a warning that care has
to be taken in order to determine the ”bare” value of α
from experiments. On the other hand, it shows that both
α, and the properties of the active forces (their strength
C and persistence time τA) can be determined from mea-
sured data.
For a particle in an harmonic potential, we have cal-
culated the time evolution of both the mean squared dis-
placement and the variance of its position. We have
shown that these quantities evolve to non-equilibrium
steady state values which depend on α. However, in the
biophysically relevant regime where τA is large in com-
parison to the typical relaxation time in the harmonic
well, this dependence disappears. We have applied our
results to the motion of the tethered head of kinesin-1.
Here we have found that active forces enlarge the proba-
bility that the head is near its binding site. Moreover, the
active forces help in preventing the expected slow down
of the motor in a crowded and viscoelastic environment.
The latter conclusions need to be verified in more real-
istic models of the neck linker potential, for example by
replacing the harmonic force on the particle by that of
a wormlike chain. This can easily be done using our nu-
merical approach to solving (5). Of course, the stepping
of the tethered head is only one step in the sequence of
10-2 10-1 100 101 102 103t (µs)
0.6
0.7
0.8
0.9
1.0
Q(
t)
FIG. 11. Survival probability in the double well potential (25)
for the experimentally determined potential of DNA hairpins
[42] in a viscous medium and in absence of active forces (blue
curve) and in a viscoelastic environment (α = 3/4) in the pres-
ence of active forces C = 10 pN2 , τA = 3 s (orange curve).
The black line through the upper curve is an exponential func-
tion decaying with the Kramers’ rate (28).
kinetic steps that describe the motion of kinesin [49] and
it therefore remains to be investigated how the influence
of active forces on that step can modify the speed or
processivity of kinesin.
Finally we have investigated the motion of a particle
in a double well potential. Using a numerical approach
we determined the probability distribution P (x, t) of the
position of the particle and the survival probability Q(t)
of a particle starting in the left well. We have shown,
that as was the case for the harmonic oscillator, P (x, t)
evolves towards a non-equilibrium steady state that de-
pends on α, but in the limit of large persistence times
of the active forces that dependence disappears. Never-
theless, the survival probability is still dependent on this
parameter. For different α we thus have the same prob-
ability that the particle is in one of the wells while the
fluxes between the wells are different and increase with
decreasing values of α. We have applied this model to
the zipping/unzipping of a DNA-hairpin held under ten-
sion in an optical trap. We have found that the active
forces effectively lower the potential barrier between the
two states, which lead to an escape rate that is higher
than that in equilibrium. Clearly, the behaviour of a
particle in a double well and in an active viscoelastic en-
vironment is very rich and deserves further investigation.
Also, our observation that zipping/unzipping times can
be decreased considerably needs further research. The
literature on Kramers’ theory is vast [50] and generali-
sations of Kramers’ theory to viscoelastic environments
have been discussed by various authors, without reaching
a clear consensus [45]. We leave it to further work to de-
11
velop a more complete theory of escape rates in environ-
ments that are both viscoelastic and out of equilibrium.
Also simulations of zipping under tension of simple poly-
mer models would be welcome in order to see whether
the results found here in a description based on a reac-
tion coordinate remain valid if all degrees of freedom of
the polymer are taken into account.
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