For a fixed finite solvable group G and number field K, we prove an upper bound for the number of G-extensions L{K with restricted local behavior (at infinitely many places) and invpL{Kq ă X for a general invariant "inv". When the invariant is given by the discriminant for a transitive embedding of a nilpotent group G Ă Sn, this realizes the upper bound given in the weak form of Malle's conjecture. For other solvable groups, the upper bound depends on the size of ℓ-torsion of the class group of number fields with fixed degree. In particular, the bounds we prove realize the upper bound given in the weak form of Malle's conjecture for the transitive embedding of a solvable group G Ă Sn if we assume that |ClpLqrℓs| ! D ǫ L{Q for extensions L{K of degree bounded above by some constant N pGq depending only on the group G.
Introduction
Let K be a number field. One of the biggest questions in arithmetic statistics is counting number fields, and Malle specifically studied counting degree n extensions L{K inside of a fixed algebraic closure K when ordered by discriminant in [14] and [15] . The Galois group of L{K (or rather, of the Galois closure of L{K) is GalpL{Kq Ă Sn a transitive subgroup acting on the n embeddings L ãÑ K. Let G Ă Sn be a transitive subgroup and N pK, G; Xq " #tL{K|GalpL{Kq " G, |discpL{Qq| ă Xu
Malle conjectured that
N pK, G; Xq " cpK, GqX 1{apGq plog Xq
where apGq " mingPG indpgq, where indpgq " n´#torbits of g P Snu and bpK, Gq " tg P G|indpgq " apGqu{ " where the relation is given by conjugation by G and the action by the cyclotomic character χ : GalpK{Kq Ñ GalpQ ab {Qq " p Zˆgiven by δ.g " g χpδq . This is often referred to as the strong form of Malle's conjecture. It has been verified for G an abelian group in any representation by Wright [20] , G " Sn for n " 3, 4, 5 by Bhargava [2] , and SnˆA Ă S n#A for A Ă S #A an abelian group in its regular representation with p#A, n!q " 1 for n " 3, 4, 5 by Wang [18] . Similar results are known when the extensions L{K are ordered by other invariants, for example Wood proves the analogous result for abelian groups ordered by conductor [19] .
Unfortunately, the conjecture is not true in this form, as Klüners [12] provided a counter-example for G " C3 ≀ C2 Ă S6 for which bpK, Gq is too small. There have been proposed corrections for bpK, Gq by Türkelli [17] , but the 1{apGq exponent is still widely believed to be correct. This leads to the weak form of Malle's conjecture:
where we say f pXq " gpXq if 8 ě lim sup XÑ8 f pXq{gpXq ą 0. This has been proven in more cases, notably by Klüners-Malle [13] for G any nilpotent group in its regular representation G Ă S #G . Klüners-Malle also proved the upper bound for ℓ-groups in any representation, and all of their results remain true if we restrict to fields unramified away from a finite set S of places. There are no known counterexamples to the weak form of Malle's conjecture. For other groups, not even the upper bound of X 1{apGq`ǫ is known. The subject of studying just this upper bound is a vibrant area itself, and centers on a folklore conjecture attributed to Linnik: Let NK,npXq be the number of extensions L{K of degree n with N K{Q pdiscpL{Kqq ă X. Then
NK,npXq " CK,nX
Linnik's conjecture would follow from the strong form of Malle's conjecture, while the weak form of Malle's conjecture would imply log NK,npXq " log X. Progress towards this conjecture has been slow; the best general bounds are due to Schmidt [16] , which state NK,npXq ! X n` 2 4 This was improved upon by Ellenberg-Venkatesh [10] for large n, who proved that there exist constants An depending on n and an absolute constant C such that log NK,npXq log X !n n ǫ Keeping in step with the philosophy of Malle's conjecture, Dummit [7] proved an upper bound which improves upon Schmidt's bounds in many cases when G Ă Sn is a proper transitive subgroup. If any subgroup G 1 ď G containing a point stabilizer has index at most t P G, then Dummit shows N pK, G; Xq ! X 1 2pn´tq´ř n´1 i"1 degpf i`1 q´1 rK:Qs¯`ǫ for f1, ..., fn a set of primary invariants of G for which deg fi ď i. This result significantly improves upon the bounds given by Schmidt in many cases, but is still not very close to the bound predicted by Malle. In particular, this exponent is larger than 1 2´1 2nrK:Qs which is very close to 1{2 for large K, although many groups have 1{apGq ă 1{2 (namely all groups in the regular representation other than G " C2).
When one asks the analogous question over function fields FqrT s, a preprint of Ellenberg-Tran-Westerland [9] shows that when q " |G| Malle's predicted upper bound is satisfied. This gives strong evidence that Malle's predicted upper bounds should hold over number fields, although the methods used for function fields do not appear to transfer to number fields.
In this paper, we prove upper bounds for number fields when G is a solvable group, which depend on bounds for the ℓ-torsion of class groups. Theorem 1.1. Fix a normal series t1u " G0 ď G1 ď¨¨¨ď Gm´1 ď Gm " G with Gi Ĳ G such that the factors Gi{Gi´1 are nilpotent. Then lim sup XÑ8 logpN pK, G; Xqq{ log X is bounded above by
NipEi´1q
Ei
here Ni " |pG{Gi´1q{CGpGi{Gi´1q|, Ei is the order of the largest cyclic group in pG{Gi´1q{CGpGi{Gi´1q, and ν ℓ pnq is the power of ℓ in the prime factorization of n.
We can make a few immediate observations about this theorem.
1. If G is a nilpotent group, then the trivial subnormal series t1u Ĳ G can be used in this theorem with m " 1. 
2Ei Ω p|Gi{Gi´1|qw
here Ωpnq " ř p νppnq. Typically this is not a very good bound, and will be much larger than Schmidt's or Dummit's bounds. However, in select cases when apGq " m we get significant improvements. For example, when G " Dn Ă Sn is the dihedral group for n odd, then apGq "
and m " 2. Plugging in all the relevant information gives the bounds:
These are significantly smaller that Schmidt's bound of n` 2 4 , and Dummit's bound which is at least
. See Appendix A for data comparing the bounds obtained by this theorem to Dummit's bounds for small solvable G.
3. These bounds improve with any power saving on the bound for ℓ-torsion of class groups with fixed degree. Known bounds are in general very close to the trivial bound given by Minkowski, such as a recent result of Ellenberg-Pierce-Wood [8] which shows that for fields rL :
Conjecturally the ℓ-torsion of the class groups of degree d number fields is bounded by D ǫ L{Q (as discussed in Brumer-Silverman [4] , Duke [5] , Ellenberg-Pierce-Wood [8] , and Zhang [21] ). For the bounds in our theorem, every term in the summation which satisfies this conjecture is zero. For any transitive solvable group G Ă Sn, if |ClpLqrℓs| ! D ǫ L{Q for fields rL : Ks ď Ni, then we achieve the upper bound from the weak form of Malle's conjecture:
We will in fact prove a more general result than Theorem 1.1. We will prove analogous bounds for number fields with restricted local behavior at any number of places. Such results appear to be absent from much of the literature cited in this introduction, although in many cases the proofs are not significantly different. For example Klüners-Malle [13] , Wright [20] , and Wood [19] all discuss cases with certain restricted local behaviors at finitely many places which do not behave significantly differently (with the exception of those cases that fall under the Grunwald-Wang Theorem).
Additionally, we will prove the analogous result to Theorem 1.1 under different orderings of the number fields. While we have classically been interested in counting number fields when ordered by the discriminant of a subfield, more recently there has been interest in studying more general invariants such as the conductor or the product of ramified primes. In certain cases, these invariants have nicer properties than the discriminant and can be easier to work with. Wood [19] counts abelian extensions ordered by conductor, and shows some ways in which this invariant is nicer than the discriminant. Bartel-Lenstra [1] , Dummit [6] , and Johnson [11] continue this philosophy by studying different questions when ordering number fields by various invariants. We will cater to this perspective, and prove the analog to Theorem 1.1 when ordering by a wide family of invariants.
In Section 2 we will give the explicit definitions and details needed to state the generalization of Theorem 1.1 to cases with restricted local behavior and alternate orderings. We then prove some technical group theoretic lemmas in Section 3, and present the proof of Theorem 1.1 and its generalization in Section 4. We conclude this paper with a discussion of possible improvements of this result in Section 5 relating to studying nonsolvable groups or improving the bounds for solvable groups using the average ℓ-torsion of class groups.
Main Definitions and Statements of Results
Let K be a number field, GK " GalpK{Kq the absolute Galois group, P the set of places of K, and IK the set of ideals of the ring of integers in K. For each p P P let Dp " GalpKp{Kpq be the absolute decomposition group and Ip Ĳ Dp the absolute inertia group. These are defined as subgroups of GK up to conjugacy.
We will prove the results of this paper for number fields in any sufficiently nice ordering. We take some cues from orders we want to be consider, such as the discriminant or conductor, and define admissible invariants to only depend on the ramification data: Definition 2.1. Call a function inv : ś p HompDp, Gq Ñ IK admissible if the following hold for γ " pγpq:
Define inv : HompGK , Gq Ñ IK by invpπq " invppπ|D p qq.
Then for any finite group G and inv and admissible invariant we define
If we additionally choose local restrictions Σ " pΣpq for Σp Ă HompDp, Gq, we define
We will give upper bounds for the growth of these functions as X Ñ 8. The weak form of Malle's conjecture defines the apGq invariant to be the smallest exponent of p that can appear in the discriminant of a tamely ramified extension for all but finitely many places p, so we can make the analogous definition Definition 2.2. Fix G be a finite group, inv admissible, and Σ " pΣpq. Then define
νppinvpγqq If Σ " pHompDp, Gqq is trivial, we denote this by ainvpGq.
If G Ă Sn is a transitive subgroup, inv " disc is the corresponding discriminant, and Σp " HompDp, Gq for all p P P then ainvpΣq " apGq matches the invariant predicted by Malle.
The main result we prove in this paper shows how to go from a subnormal series of G to an upper bound for NinvpK, Σ; Xq for solvable groups.
Theorem 2.3. Fix a normal series
with Gi Ĳ G and nilpotent factors Gi{Gi`1. Then lim sup XÑ8 logpNinvpK, Σ; Xqq{ log X is bounded above by
NipEi´1q
As in the introduction, when G is nilpotent we can take m " 1 and get an upper bound of 1{ainvpΣq. We can also use the trivial bound |ClpLqrℓs| ! D 
Technical Lemmas
Consider an exact sequence of finite groups
The goal of this section will be to relate |HompH, Gq| to |HompH, N q| and |HompH, G{N q| for any (not necessarily finite) group H. Motivating Example: Suppose G " A is an abelian group. Then HompH,´q " H 1 pH,´q is a left exact functor on abelain groups with the trivial H action. In other words, the following is an exact sequence:
We will be to prove an analogous property for nonabelian groups:
Theorem 3.1. Suppose |HompH, Gq| ă 8 and fix a normal series
Then there exist normal subgroups Mi Ĳ H for i " 1, ..., m such that H{Mi ãÑ pG{Gi´1q{CGpGi{Gi´1q, Mm " H, and
In particular, for any nilpotent group we can choose a composition series which is a refinement of the upper central series. Being a refinement of the upper central series implies CGpGi{Gi´1q " G{Gi´1 and Mi " H for all i " 1, ..., m, and being a composition series implies Gi{Gi´1 is cyclic of prime order. If |G| " ś ℓ e ℓ is the prime factorization, then
For nonnilpotent groups, we will sometimes get M ‰ H. We will see in Section 4 that this corresponds to considering extensions of the base field.
Proof of Theorem 3.1. This theorem is proven by induction on the length m of the normal series. For m " 1, H{M where G{G1 has the corresponding normal series Gi{G1 of length m´1. We then apply the inductive hypothesis to conclude the proof.
The proof of Lemma 3.2 will follow from two technical results in group theory. First, we introduce some notation:
• F or α P AutpGq, we will often denote x α " αpxq for x P G.
• Given a group action φ : H Ñ G define the set of crossed homomorphisms
• Define the homomorphism κ : G Ñ AutpN q sending x to the conjugation by x map py Þ Ñ y x q for any y P N . N is a normal subgroup of G, so this is well-defined. (Notice also that y pκgqpxq " y gpxq , highlighting the usefulness of this notation for automorphisms.)
• Given any two maps f, g : H Ñ G (not necessarily homomorphisms), define the map pf˚gq : H Ñ G by x Þ Ñ f pxqgpxq. Similarly for any set B Ă MapspH, Gq define f˚B " tf˚b|b P Bu and B˚f " tb˚f |b P Bu. The operation˚makes MapspH, Gq into a group, but in general HompH, Gq is not a subgroup because it is not closed.
Lemma
" pf˚gqpxqpf˚gqpyq
Clearly q˚pf˚gq " q˚pgq " g by im f Ă N " ker q. Therefore Z 1 κg pH, N q˚g Ă q´1 pgq. For the reverse containment, suppose f P HompH, Gq such that q˚pf q " g. Then f pxqgpxq´1 P N for every x P H and pf˚g´1qpxyq " f pxyqgpxyq´1 " f pxqf pyqgpyq´1gpxq´1 " f pxqgpxq´1pf pyqgpyq´1q Lemma 3.3 gets us part of the way to proving Lemma 3.2. We get the following bound for all groups G by bounding each fiber above by the size of the largest fiber:
Continuing on this path, we want to relate crossed homomorphisms back to homomorphisms in a different way. Proof. Given any f P Z 1 φ pH, Gq, the restriction f | ker φ belongs to Z 1 φ pker φ, Gq. Note that φ| ker φ : ker φ Ñ AutpGq is the trivial map, so Z 1 φ pker φ, Gq " Hompker φ, Gq. Suppose f, g P Z 1 φ pH, Gq such that f | ker φ " g| ker φ . Then f˚g´1 is a map sending ker φ to 1 such that pf˚g´1qpxyq " f pxyqgpxyq´1 " f pxqf pyq φpxq gpyq´φ pxq gpxq " f pxqgpxq´1pf pyq φpxq gpyq´φ pxgpxq " pf˚g´1qpxqpf˚g´1qpyq pκgqpxqφpxq For any y P H and z P ker φ, pf˚g´1qpzq " 1 implies
Therefore pf˚g´1q factors through the group of left cosets H{ ker φ, so that the fiber α´1pf | ker φ q embeds in MapspH{ ker φ, Gq, which has size |H{ ker φ| |G| .
Lemma 3.4 gives us the next step, giving us the following bound for g P HompH, Gq:
Putting this together with Lemma 3.3 shows |HompH, Gq| ď |HompH, G{N q|¨sup gPHompH,Gq |H{ kerpκgq| |G| |Hompkerpκgq, N q| Lemma 3.2 then follows from |HompH, Gq| ă 8, so there exists some g P HompH, Gq attaining the maximum value. Setting M " kerpκgq and noting that H{ kerpκgq ãÑ G{CGpN q by CGpN q " ker κ concludes the proof.
Proof of the Theorem
We will first prove results counting extensions which are unramified outside of a finite set of places T Ă P . Once we have done this, we will piece these together over all finite subsets T Ă P to prove Theorem 2.3. Before we can even use Thoermy 3.1, we need to have a group H with |HompH, Gq| ă 8. For a finite set of places T Ă P , let G T K be the Galois group of the maximal extension of K unramified outside of T . Proof. The decomposition groups Dp are finitely generated, which implies |HompDp, Gq| ă 8. The inclusions Dp ãÑ G T K for p P T are well-defined up to conjugation, and they induce a restriction map on homomorphisms:
HompDp, Gq
Suppose respf q " respgq, then in particular the higher ramification groups have the same images f pIp,iq " gpIp,iq (including i "´1). Let K f be the fixed field of ker f and Kg be the fixed field of ker g. Then the inertia and ramification indices are equal by the results for i "´1, 0. Also, the map φ : N Ñ N given by φpuq " ż u 0 dt rIppK h {Kq0 : IppK h {Kqus is the same for h " f or g by all higher ramification groups having the same images in f and g. Moreover, for each p P T we get the following relationship between discriminants:
Therefore discpK f {Kq " discpKg{Kq because only p P T is allowed to be ramified. There are only finitely many fields with a given discriminant, which implies there are finitely many homomorphisms f : G T K Ñ G such that K f has a given discriminant. This implies that the fibers of the restriction map are all finite, and the range is finite. Therefore HompG T K , Gq is a finite sum of finite fibers, which forces it to be finite.
We can now give apply Theorem 3.1 to H " G T K to prove the following: Theorem 4.2. Let G be a finite group with a normal series t1u " G0 ď G1 ď¨¨¨ď Gm´1 ď Gm " G with Gi Ĳ G, and T Ă P a finite set of places of K. Then there exists a family of field extensions Li,T {K for i " 1, ..., m depending on G and T which are unramified outside of T , Lm,T " K, and have GalpLi,T {Kq ãÑ pG{Gi´1q{CGpGi{Gi´1q such that
where T pLq is the set of places of L lying above a place p P T .
By the Galois correspondance, each Mi Ĳ G T K corresponds to a Galois extension Li,T {K unramified away from T where Mi is the Galois group of the maximal extension of Li,T unramified away from T and G
Note that we can make the following bound depending only on pGiqi:
Call this constant CppGiqiq.
We can now prove Theorem 2.3 by employing some class field theory.
Proof of Theorem 2.3. Consider the Dirichlet series
LinvpK, Σ, sq " ÿ
Then NinvpK, Σ; Xq is the sum of the coefficients for all N K{Q paq ă X, so it suffices to study where this function absolutely converges. Denote ainvpp, Σq " min γPΣ νppinvpγqq so that ainvpΣq " lim inf ainvpp, Σq. Then We strategically chose pGiqi to have nilpotent factors. If we apply Theorem 3.1 to the upper central series of Gi{Gi´1 then given the prime factorization |Gi{Gi´1| " ś ℓ
it follows that
We will use class field theory to bound |HompG T L pLq, C ℓ q| for L ramified only in T . There is an exact sequence
The inflation and restriction maps then produce an exact sequence
For the inertia factors we have two cases. If P ∤ ℓ then HompIP , C ℓ q factors through tame ramification, which is cyclic. Therefore |HompIP pL ab {Lq, C ℓ q| ď ℓ If P | ℓ, then there can be wild ramification. Local class field theory tells us that IPpL ab {Lq -cyclicˆZ rL:Qs ℓ so that |HompIPpL ab {Lq, C ℓ q| ď ℓ rL:Qs`1
Noting that there are at most Ni " |pG{Gi´1q{CGpGi{Gi´1q| ě |GalpL
T pL i,T q i,T {Kq| places P P T pLi,T q above each p P T , so it follows that ź PPT pLq |HompIP pL ab {Lq, C n ℓ q| ď pℓ N i prL:Qs`1q q
#T
For the class group factor, define
. Noting that Lm,T " K, it follows that there exists a constant c ℓ,i pǫq such that
Putting this information together, there exist positive constants Cpǫq "
We remark that each extension Li,T {K is tamely ramified at all but finitely many places p (namely those for which p | |G|), and because GalpLi,T {Kq ď pG{Gi´1q{CGpGi{Gi´1qq it follows that whenever p is at most tamely ramified νppdiscpLi{Kqq ď max
Niˆ1´1 |xxy|ď
Niˆ1´1 EiṪ
hus for all but finitely many places
Only finitely many places are allowed to be wildly ramified, so at the cost of enlarging Cpǫq it follows that
Call the exponent on the right side b`ǫ. Putting this information back into the bounds of our L-function, we find
his absolutely converges wheneveŕ 1 ą lim sup
For an appropriate choice of ǫ, we then apply a Mellin transform to show that
We conclude the proof by plugging back in for b as follows:
here e ℓ,i " ν ℓ p|Gi{Gi´1|q and a ℓ,i " lim sup rL:KsďN i logp|ClpLqrℓs|q{ logpD L{Q q.
Remarks on Possible Improvements
The group theory in Theorem 3.1 is not limited to solvable groups, and could in principle be used to adress nonsolvable groups as well. The importance of solvable comes from field theory -we know a lot more about C ℓ -extensions for ℓ a prime than we do for G-extensions for G a nonabelian simple group. The proof breaks down when trying to analyze |HompG T L pLq, Sq| for S any finite nonabelian simple group. We don't have a nonabelian version of class field theory to give the upper bounds needed to prove an analogous theorem.
As in the case for solvable groups, if one could show that there exists a positive constant C such that |HompG
#T pLq then this would reproduce the upper bound from the weak from of Malle's conjecture. Although this assertion matches the corresponding conjecture for ℓ-torsion of class groups plus some class field thoery, there is significantly less evidence for a bound of this form in the literature.
One possible method which could improve Theorem 2.3 would be to consider the average size of |ClpLqrℓs| or |HompG ur L , M q|. There is significantly more evidence predicting how the average of these quantities behave, including the nonabelian cases, as well as several cases with optimal bounds for M " C2, C3 or A5 and Ni small (see Bhargava [2] for example). In order to get bounds using the average sizes of these quantities, it is likely that we would need to assume that these values obeyed some uniformity bounds as in Wang [18] . An example of a unifromity bound of the type found in Wang's paper that we would need is as follows:
A Appendix: Data
In this section, we will provide data for the logarithmic growth of N pK, G; Xq when G Ă Sn is a transitive, solvable subgroup and n small. We will directly compare the bounds given by Theorem 1.1 and Minkowski's bounds on the class number to the bounds due to Dummit [7] and Schmidt [16] . Some families of groups are easy to produce bounds for N pK, G; Xq using computations done by hand, such as Dn Ă Sn as discussed in the introduction. In general though, we can get a more complete picture by using a computer algebra program. All of the computations in this section are done using MAGMA.
One of the computational drawbacks of Dummit's result is the computational power necessary to compute sets of primary invariants, Dummit's data extends to transitive groups of degree 8 and then covers only four transitive groups of degree 9 because of the length of time computations were taking. If we apply the trivial bound from Minkowski to Theorem 1.1 the bulk of the computations are done computing a normal series for G with nilpotent factors, which MAGMA is able perform very quickly.
We compute the normal series by choosing a minimal normal subgroup N1 Ĳ G, then choosing a minimal normal subgroup N2 Ĳ G{N1, and iterating until G{Nm " 1. We do not optimize our choice of Ni, so it is possible that some of these bounds could be improved by choosing a different normal series. For the most part, groups of small order have very few minimal normal subgroups and changing our choice will not change the bounds listed in this section.
We will use nTd to denote the group TranstiveGroup(n,d) in MAGMA's database, and we will only include solvable groups. In each column, we will give the corresponding upper bound to lim sup XÑ8 logpN pK, G; Xqq{ log X: the "Result" column will have the upper bound from Theorem 1.1 combined with the trivial bound on ℓ-torsion of the class group from Minkowski's Theorem, the "Malle" column will have the predicted upper bound from the weak form of Malle's conjecture, the "Dummit/Q" column will have Dummit's bound for extensions over Q, and the "Schmidt" column will have the n`2 4
bound from Schmidt's Theorem. We remark that Dummit's bounds depend slightly on the field K, if a is the bound given over Q then a`1´1{rK : Qs is the corresponding bound over K. We will put a˚on nilpotent groups, for which the bounds from Theorem 1.1 provably agree with Malle's predicted bounds in all degrees. We remark that Bhargava and Wood [3] proved that 6T2 satisfies the strong form of Malle's conjecture, so in particular has an upper bound of 1{2. We only provide Dummit's bounds for the groups which Dummit computed in [7] . Dummit's Theorem does give bounds for all proper transitive subgroups G Ă Sn, but it becomes computationally intensive to find a set of primary invariants in order to compute the bound. We additionally remark that Wang [18] proved that 9T4 satisfies the strong form of Malle's conjecture, so in particular has an upper bound of 1{3.
