Abstract. This work focuses on regime-switching jump diffusions, which include three classes of random processes, Brownian motions, Poisson processes, and Markov chains. First, a scalar linear system is treated as a benchmark model. Then stabilization of systems with one-sided linear growth is considered. Next, nonlinear systems that have a finite explosion time are treated, in which regularization (explosion suppression) and stabilization are achieved by introducing appropriate diffusions together with Poisson and Markov chain perturbations. This work reveals the impact of various random effects on the underlying systems for almost sure and pth-moment stability and provides insight on stability and stabilization of switching jump diffusion systems. 1. Introduction. Focusing on stability and stabilization of complex stochastic systems that arise naturally in a wide range of applications, this work reveals the impact of various random effects on the underlying systems. The random effects include continuous random processes such as Brownian motions and pure jump processes taking value in a finite or countable set. There has been an extensive literature on stochastic stabilization using Brownian motions [5, 6, 7, 12, 13, 14, 16, 25, 26, 27, 30, 31, 38] as well as Poisson processes [3, 4, 10] . A class of systems that has attracted much attention lately is the so-called regime-switching systems in which the switching process is given by a continuous-time Markov chain. Such models have been widely used in wireless communication, consensus problems, networked systems, multiagent systems, manufacturing systems, financial market modeling, and hybrid ecology models. For example, to model structural changes and parameter variations caused by component failures, repairs, or environmental disturbances in an unreliable machine, in lieu of using the traditional ordinary differential equation modelẋ(t) = f (x(t)), a more versatile model is the regime-switching differential equatioṅ
Introduction.
Focusing on stability and stabilization of complex stochastic systems that arise naturally in a wide range of applications, this work reveals the impact of various random effects on the underlying systems. The random effects include continuous random processes such as Brownian motions and pure jump processes taking value in a finite or countable set. There has been an extensive literature on stochastic stabilization using Brownian motions [5, 6, 7, 12, 13, 14, 16, 25, 26, 27, 30, 31, 38] as well as Poisson processes [3, 4, 10] . A class of systems that has attracted much attention lately is the so-called regime-switching systems in which the switching process is given by a continuous-time Markov chain. Such models have been widely used in wireless communication, consensus problems, networked systems, multiagent systems, manufacturing systems, financial market modeling, and hybrid ecology models. For example, to model structural changes and parameter variations caused by component failures, repairs, or environmental disturbances in an unreliable machine, in lieu of using the traditional ordinary differential equation modelẋ(t) = f (x(t)), a more versatile model is the regime-switching differential equatioṅ x(t) = f (x(t), r(t)), (1.1) where f : R n × S → R n is a Borel measurable function, S = {1, 2, . . . , m}, and r(t) is a continuous-time Markov chain taking value in S, which is used to depict the topology or configuration changes and environmental variations. This is a random switching system among m subsystemsẋ(t) = f (x(t), i), i = 1, 2, . . . , m. It has been shown that when the overall system consists of stable subsystems and unstable subsystems, it may be stable, which implies that the Markov chain may serve as a stabilizing factor. However, even if all subsystems are stable, the overall switching system may still be unstable. An interesting example is given in, for example, [36, system (1. 3)]. It is also known that even if all subsystems are unstable, the overall system may still be stable; see [22] and references therein. Yin and Zhang [35, section 5.6 ] analyzed such systems and provided an interpretation on why such situations can happen using a perturbed Lyapunov function argument. Some recent results on stochastic stabilization may be found in [5, 6, 7, 25, 30, 36] . Using feedback controls with Brownian motion inputs to stabilize given systems have been successfully carried out in [5, 6, 13, 14, 16, 23, 25, 26, 30, 31, 36, 38] . Much effort has also been devoted to almost sure stabilization induced by the Poisson jump process [32, 33, 34] .
To stabilize (1.1) by using diffusions, Poisson processes, and Markov chains, we are effectively dealing with systems of the form (1.2) where g : R n × S → R n×d , h : Ξ × R n × S → R n are Borel measurable, w(t) is a ddimensional standard Brownian motion, and N (t, Ξ) is a counting measure for the set Ξ. The main aim of this paper is to examine the impacts on stability and stochastic stabilization due to w(t), N (t, ·), and r(t), respectively. In reference to the existing literature, this paper furthers our recent quest on stability and stabilization by exploring the influence due to the three classes of random processes. This paper begins with the investigation of linear and scalar benchmark models and proceeds with nonlinear systems with one-sided linear growth condition and nonlinear systems with one-sided polynomial growth. The main contributions and findings of this paper are as follows:
dx(t) = f (x(t), r(t))dt + g(x(t), r(t))dw(t) + Ξ h(y, x(t−), r(t−))N (dt, dy),
(a) In system (1.1), when f is linear and scalar, (i) for almost sure stability and stabilization, (i-1) a linear diffusion driven by a Brownian motion can contribute to the stability, (i-2) with appropriate "jumping size" a linear in state process driven by a Poisson process can also serve as a stabilizing factor, (i-3) a Markov chain can be used as a stabilizing factor by choosing the Markov chain properly; (ii) for any p > 0 and appropriate "jumping size," (ii-1) a linear in state process driven by a Poisson process can contribute to pth-moment stability and stabilization, (ii-2) when p ∈ (0, 1), a linear diffusion can serve as a stochastic stabilizing factor, but it cannot help to get the L 1 stability, (ii-3) when p > 1, a linear diffusion destabilizes the original system, (ii-4) when p → 0, a Markov chain can serve as a stabilizing factor. (b) When f satisfies a linear growth or one-sided linear growth condition, (i) the three classes of random processes work similar to the linear case for almost sure stability and stabilization; (ii) for any p > 0 and appropriate "jumping size," (ii-1) a linear in state process driven by a Poisson process always contributes to pth-moment stability and stabilization, and for p ∈ (0, 1), a linear diffusion may lead to stability, (ii-2) when p = 1, a linear diffusion will not have any impact on the bounds of the L 1 Lyapunov exponent, (ii-3) when p > 1, a linear diffusion will make the bounds of the pth-moment Lyapunov exponent large, (ii-4) when p → 0, a Markov chain can be used to stabilize the given system. (c) When f violates the linear growth condition or the one-sided linear growth condition, the original switching system (1.1) may explode in finite time. To suppress this explosion, this paper introduces a diffusion with a polynomial growth part and a linear growth part driven by a Brownian motion to suppress the potential explosion (stochastic regularization) by the polynomial growth part of the diffusion and further stabilize the resulting system by use of the linear part of the diffusion, or a Poisson process, or a Markov chain. In this two-phase process, the high-order term (with polynomial growth) plays a crucial role in suppressing the noise. In the stochastic stabilization phase, an appropriate linear diffusion, a Poisson process, and a Markov chain contribute to the stability. (d) Treating moment stability, the connection of Lyapunov exponent and the Legendre transformation was recognized in [11] . Here, we make more extensive use of the connection of the Lyapunov exponent and the Legendre transformation and reveal the impact of the large deviation rate functions on the Lyapunov exponent, which is interesting in its own right. The rest of the paper is organized as follows. Section 2 provides the notation and preliminary results. Section 3 examines stability and stabilization induced by a Brownian motion, a Poisson process, and/or a Markovian switching for the scalar, linear regime-switching jump diffusion system. Divided into two subsections, almost sure stability and stabilization and pth-moment stability and stabilization are dealt with, respectively. Section 4 investigates the stochastic stabilization for regime-switching jump diffusion systems with the linear growth condition or one-sided linear growth conditions. Again, both almost sure stability and stabilization and pth-moment stability and stabilization are considered. Section 5 examines regime-switching jump diffusions with one-sided polynomial growth. Due to the violation of the linear growth and the one-sided linear growth conditions, the systems may explode in finite time. As a result, sufficient conditions ensuring the suppression of potential explosion are obtained first, then stability and stabilization of the resulting systems in the almost sure and pth-moment sense are established.
Preliminaries and notation.
Throughout this paper, we use the following notation unless otherwise specified. Let | · | be the Euclidean norm in R n and R + = [0, ∞). If A is a vector or matrix, its transpose is denoted by A . If A is a matrix, its trace norm is denoted by |A| = trace(A A). If A is a symmetric matrix, denote by λ max (A) and λ min (A) its largest and smallest eigenvalues, respectively. The a ∨ b denotes max{a, b} and a ∧ b denotes min{a, b}. Suppose that S = {1, . . . , m} is a finite set. Denote by C 2 (R n ; R + ) the family of all nonnegative functions V (x) on R n that have continuous partial derivatives w.r.t. x up to the second order.
Let (Ω, F, P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions. That is, it is right continuous and increasing while F 0 contains all P-null sets. Let w(t) = (w 1 (t), w 2 (t), . . . , w d (t)) be a d-dimensional Brownian motion, Ξ be a subset of R n \{0} that is the range space of the impulsive jumps, and N (·, ·) defined on R + × R n \{0} is an F t -adapted Poisson random measure with compensator N (dt, dy) = N (dt, dy) − ν(dy)dt, where ν is a Lévy measure on Ξ with ν(Ξ) = λ. Denote by Ξ b the family of all bounded positive functions h(y) on Ξ with Ξ log h(y)ν(dy) < ∞. Let r(t) be a Markov chain taking values in S. The corresponding generator is denoted by Γ = (γ ij ) m×m , so that for sufficiently small δ > 0,
Here γ ij is the transition rate from i to j and γ ij > 0 if i = j while γ ii = − j =i γ ij . As a standing hypothesis, this paper assumes that the Markov chain r(t) is irreducible.
Assumption 2.1. The Markov chain r(t) is irreducible, that is, the system of equations
This paper assumes that w(t), N (t, ·), and r(t) are independent. In this paper, for simplicity, for any function q(r(t)), sometimes we write it as q r(t) . We also write q(i) = q i for any i ∈ S. It is well known (see, e.g., [1] ) that almost every sample path of the Markov chain r(·) is a right continuous step function with a finite number of sample jumps in any finite subinterval of R + = [0, ∞). Consequently, there is a sequence of stopping times 0 = τ 0 < τ 1 
Let P be the set of all probability measures on the state space S; then the Markov chain r(t) has the rate function (see [15, 18, 19, 20, 21] ) given by
where p = (p 1 , . . . , p m ) ∈ P is a probability vector and u = (u 1 , . . . , u m ) ∈ R m . It is known that I(p) ≥ 0 is lower semicontinuous and I(p) = 0 if and only if p = π. Applying Theorem A.3 in Appendix A into Markov chain r(t) gives
In what follows, Λ(·) plays an important role in investigating the pth-moment exponential stability of the systems with Markovian switching. It is easily seen that
3. Stochastic stabilization: Scalar linear system. We first consider a benchmark case, namely, stochastic stability and stabilization of linear scalar system with Markov switching, perturbed by a Brownian motion, and a Poisson process. Consider f (x, i) = μ(i)x in the system (1.1). Let us introduce the linear diffusion driven by a Brownian motion with g(x, i) = σ(i)x and the linear Poisson process with h(y, x, i) = h(i)x for any y ∈ Ξ as the stochastic feedbacks to stabilize the original linear system with Markovian switchingẋ(t) = μ(r(t))x(t). This is equivalent to considering the stability of the following linear scalar regime-switching jump diffusion system
with the initial data x(0) = x 0 ∈ R, where μ, σ, h : S → R. Note that we use our convention h i = h(i) throughout the paper. If h j = −1 for some j ∈ S, x(t) = 0 for all subsequent t. As a result, we assume that h j = −1 for every j ∈ S since it is a trivial case. We can write the explicit solution of linear hybrid system (3.1) as follows:
By this explicit solution, let us establish the almost sure stability and the moment stability of (3.1), which shows stabilization of continuous-time Markov chain r(t), Brownian motion w(t), and Poisson jump process N (t).
3.1.
Almost sure stability and stochastic stabilization. The following theorem gives a necessary and sufficient condition for stochastic system (3.1) to be almost surely exponentially stable.
Theorem 3.1. Under Assumption 2.1, the solution of (3.1) satisfies
Thus, the trivial solution of (3.1) is almost surely exponentially stable if and only if γ < 0.
Proof. For x(0) = 0, (3.2) implies that x(t) = 0 for all t ≥ 0. For any initial value x(0) = 0 and all h j = −1, by (3.2), x(t) = 0 for all t ≥ 0. Then applying (3.2) gives
where
− λt is the compensated or centered Poisson process. It is obvious that M 1 (t) and M 2 (t) are two martingales vanishing at t = 0 with the quadratic variations
where ·, · denotes the quadratic variation. It follows that
The strong law of large numbers [27] 
This completes the proof. Remark 3.2. In this theorem, the definition of γ shows that in linear regimeswitching jump diffusion system (3.1), Brownian motion w(t), Poisson jump N (t), and Markov chain r(t), all contribute to the stochastic stabilization. Let
First, it can be seen that large σ i will contribute more to γ < 0. This implies that the Brownian motion with sufficiently large intensity will yield a stable system almost surely. Second, if h i ∈ (−2, −1) ∪ (−1, 0), which implies that log |1 + h i | < 0, the Poisson jump also contributes to γ < 0. This implies that when the jump size is appropriate (i.e., h i ∈ (−2, −1) ∪ (−1, 0)) and if x(t) is positive, the direction of the jump is negative, and if x(t) is negative, the direction of jump is positive), which shows the Poisson jump N (t) can contribute to the stochastic stabilization. When h i > 0 or h i < −2, Poisson jump N (t) always destabilizes the given system. Furthermore, when h i ∈ (−2, −1) ∪ (−1, 0), the stronger the jump intensity λ, the more stable system we obtain. Third, let us consider the ith subsystem of (3.1) subject to the Brownian motion and the Poisson jump perturbations
By virtue of Theorem 3.1, the stability of overall system (3.1) does not require all γ i < 0, but only their average γ = m i=1 π i γ i < 0. This indicates that switching process r(t) can contribute to the stabilization. In particular, when some subsystems are stable and others are not stable, the overall switching system governed by the Markov chain may be stable, in which the stationary distribution of the Markov chain plays an important role.
Moment stability and stochastic stabilization.
The following theorem presents a necessary and sufficient condition for pth-moment exponential stability of (3.1).
Theorem 3.3. Let Assumption 2.1 hold. For (3.1), we have
Thus, the trivial solution of (3.1) is pth-moment exponentially stable if and only if
Noting that w(t) and N (t) are independent, applying the property of exponential martingale gives
Repeating this procedure gives
Note that x(0) is deterministic. According to definition (2.4), (3.8) implies
. By the definition of γ p (i), in system (3.1), the Poisson jump can contribute to the pth-moment stability since we can choose
When p ∈ (0, 1), the Brownian motion can also serve as stabilization factors in the sense of the pth-moment stability, since we can choose sufficiently large σ i such that γ p (i) < 0 for each j ∈ S. When p = 1, the Brownian motion cannot be used for the first moment stability. When p > 1, the Brownian motions always destabilizes the system (3.1) in the sense of the pth-moment stability. For Markov chain r(t), for any p > 0, we cannot determine its contributions to the pth-moment stability, but the following lemma shows that for sufficiently small p > 0, the Markovian switching can also contribute to the pth-moment stability.
Lemma 3.5. Let γ and γ p be defined in Theorems 3.1 and 3.3, respectively. Then
Proof. By the definition of Λ(γ p ) in (2.4), for any p ∈ (0, 1), there exists ap(p) ∈ P dependent on p such that
By using the definitions of γ p (i) and γ(i), for each i ∈ S, (3.11) which implies that (3.11) and (3.12), we have
By (3.10),
Equation (3.11) shows that lim p→0 i∈S
By the lower semicontinuity of the rate function I, we have 
By (3.13)
Note that I(p) ≥ 0 for any p ∈ P. We therefore have lim p→0
= γ, as required. This lemma leads to the following theorem. Theorem 3.6. Let γ be defined by (3.3) . Under Assumption 2.1, the solution of (3.1) satisfies
Thus, for sufficiently small p > 0, the trivial solution of (3.1) is pth-moment exponentially stable if and only if γ < 0.
Remark 3.7. Theorem 3.6 shows the relationship between the two Lyapunov exponents of the pth-moment stability and the almost sure stability, which may be written as
In fact, in [8] , Arnold and Kliemann obtained this result for the multidimensional stochastic hybrid differential equations driven by a Markov chain and and a Brownian motion under a Lie algebra condition (see also Arnold, Kleimann, and Oeljeklavs [9] for the case without the Brownian motion). The stochastic stabilization in Theorems 3.1 and 3.3 makes us consider whether the three classes of stochastic factors still play a stabilizing role for nonlinear systems. 
Stochastic stabilization:
One-sided linear growth condition. In case the regime-switching system (1.1) is multidimensional (either linear or nonlinear), the asymptotic behavior of the switched system and each individual system can be drastically different. For example, consider the following two-dimensional randomly switched linear system (see [36] ): 
are both stable. However, system (4.1) is unstable (see [35, pp. 229-233] ). Figure 1 also shows this instability. Let us also consider the scalar cubic differential equation with Markovian switching as another example:ẋ Figure 2 shows that the trajectory of this switching system is unstable. In fact, we can obtain the explicit solution of (4. 
for all i ∈ S and x,x ∈ R n with |x| ∨ |x| ≤ θ. For the purpose of stability, assume that f (0, i) = 0, g(0, i) = 0, and h(y, 0, i) = 0 for all i ∈ S. This implies that regime-switching jump diffusion system (1.2) admits a trivial solution. For any V ∈ C 2 (R n ; R + ), let us define the operator G from R n × S to R by
for each i ∈ S, where L is the operator from R n × S to R for a switching diffusion process [37] given by
Then for any V ∈ C 2 (R n ; R + ), applying the generalized Itô formula to the regimeswitching jump diffusion system (1.2) gives (also see [34] )
It is easy to see that the local Lipschitz condition together with f (0, i) = 0, g(0, i) = 0 and h(y, 0, i) = 0 implies the local linear growth condition, namely,
for all i ∈ S and x ∈ R with |x| ≤ θ. This implies that regime-switching jump diffusion system (1.2) has a local solution. Let us present the definition including the local solution and the global solution as well as the explosion time.
Definition 4.3. Let x(t), 0 ≤ t < e , be a continuous R n -valued F t -adapted process. It is called a local strong solution of (1.2) with initial value x(0) ∈ R n if for any t ≥ 0, 
Let us give the definition of regularity, which can be used to establish the existence of global solutions.
Definition 4.6. The two-component process (x(t), r(t)) is said to be regular if for any 0 < T < ∞, P {sup 0≤t≤T |x(t)| = ∞} = 0.
A regular process has no finite explosion time. Let k 0 be a sufficiently large positive number such that |x 0 | < k 0 . For each integer k > k 0 , define the stopping time
with the traditional setting inf{∅} = ∞, where ∅ denotes the empty set. Clearly, {ρ k } k≥k0 is increasing as k ↑ ∞ with ρ k → ρ ∞ ≤ ρ e a.s. If we can show that ρ ∞ = ∞, then regime-switching jump diffusion process (1.2) is regular. Let us present the sufficient conditions for the regularity of system (1.2), which can be found in [34] and [37] . process (x(t), r(t) 
Then for any initial value x 0 ∈ R n , the solution of (1.2) is regular and satisfies
Proof. Clearly, assertion (4.12) holds when x 0 = 0, since the solution x(t; 0) ≡ 0. For any initial value x 0 = 0, by Lemma 4.5, this solution x(t) will never reach zero with probability one.
Let us first prove the regularity. By conditions (4.10) and (4.11)
Then inequalities (4.13) and (4.14) together with Lemma 4.7 show that process (x(t), r(t)) is regular.
Then let us establish (4.12). Applying the generalized Itô formula to log V (x(t)) yields
and
are local martingales vanishing at t = 0 with the quadratic variations
It follows from (4.11) that
Note thath i (y) ∈ Ξ b for any i ∈ S. This implies thath i (y) is a bounded positive function with Ξ logh i (y)ν(dy) < ∞. Then by the strong law of the large numbers for local martingales (see [27] ), 
Since ∞ k=1 1/k 2 < ∞, by the well-known Borel-Cantelli lemma, there exists an Ω 0 ⊆ Ω with P{Ω 0 } = 1 such that for any ω ∈ Ω 0 , there exists an integer k(ω), when
ε log k, holds for all 0 ≤ t ≤ k. Substituting this inequality into (4.15) and using conditions (4.10) and (4.11), we obtain
Hence, by (4.16) and the ergodic property of the Markov chain r(t), we have lim sup
Letting ε → 0 yields the desired assertion (4.12). Theorem 4.8 gives sufficient conditions for almost surely exponential stability of the regime-switching jump diffusion system (1.2). However, it is not easy to check conditions (4.10) and (4.11) since they are given in terms of the Lyapunov function. To make this theory more easily applicable, we need to specify more accessible conditions in terms of the drift and diffusion coefficients. For each x ∈ R n , i ∈ S, and y ∈ Ξ, let us choose g(x, i) and h(y, x, i) = −x such that there exist positive constantsḡ i , g i and a functionh i (y) ∈ Ξ b , 
) is almost surely exponentially stable.
In fact, we can choose a linear diffusion driven by a Brownian motion and a linear in the state process driven by a Poisson process to satisfy conditions (4.18) and (4.19). For example, for i ∈ S, let us choose g(x, i) = σ i x, h(y, x, i) = h i x for constants σ i , h i , and w(t) is scalar. When we choose p = 2 such that the Lyapunov function Remark 4.11. When f is multidimensional linear or satisfies one-sided linear growth condition, Corollary 4.10 shows that linear diffusion driven by a Brownian motion, a linear in state variable Poisson process, and a Markovian switching can stabilize the system since we can choose the sufficiently large σ i or the appropriate h i ∈ (−2, −1) ∪ (−1, 0) such thatγ i < 0. Similar to the linear case in Remark 3.2, the Markov chain r(t) can also serve as a stabilizing factor since (4.21) needs not all γ i < 0 for i ∈ S whenγ < 0. This shows that in the sense of the almost sure, when some subsystems are unstable and others are stable, the overall switching system governed by the Markov chain may be stable, in which the stationary distribution of the Markov chain plays an important role. 
pth-moment stochastic stabilization. Let us establish the pth-moment
Then the solution of (1.2) is regular and
If Λ(η) < 0, the trivial solution of (1.2) is pth-moment exponentially stable.
Proof. Let n 0 be sufficiently large such that |x 0 | < n 0 . For each n > n 0 , let {ρ n } n≥0 be a sequence of the stopping times defined by (4.9). Under conditions (4.22) and (4.23), applying Lemma 4.7 shows that the solution x(t) of system (1.2) is regular. This implies that ρ n → ∞ as n → ∞. Recalling another stopping time sequence {τ k } k≥0 defined by (2.2), for any t ∈ [τ k , τ k+1 ), applying the Itô formula yields that 
Therefore, both M 
Letting n → ∞, we obtain from (4.25) For the regime-switching diffusion system, under the additional linear growth condition, it is known that the pth-moment exponential stability implies the almost sure exponential stability (see [28] ). Let us now present this result for the regimeswitching jump diffusion system (1.2). Assume that there exists a positive constant K such that
Repeating this procedure gives E[V (x(t))|D
By slightly modifying the proof of [28, Theorem 5.9] , under conditions (4.18) and (4.19), we obtain that the pth-moment exponential stability of the trivial solution of (1.2) implies that of the almost sure exponential stability. 
Thus, under an additional linear growth condition, we can also examine the almost sure exponential stability by using the pth-moment exponential stability. In (4.30) , the left-hand side is independent of p. Letting p → 0, Lemma 3.5 implies that (4.30) is the same as (4.20) in Corollary 4.9.
Stochastic regularization and stabilization:
One-sided polynomial growth condition. When f violates the linear growth condition or the one-sided linear growth condition, the switching system (1.1) may explode in a finite time. Let us consider the following scalar Lotka-Volterra system with Markovian switching: Figure 3 shows that bothẋ 1 (t) = x 1 (t)(x 1 (t) + 1) andẋ 2 (t) = x 2 (t)(0.2x 2 (t) + 0.5) will explode at finite times. The switching system (5.1) by Markov chain r(t) between these two subsystems will also explode at finite times and this explosion time is between two explosion times of the two subsystems.
To stabilize such system, in which either the linear growth or the one-sided linear growth condition is violated, our previous papers (see [30, 31, 36] ) introduced a twostep method: First, we introduce a diffusion with polynomial growth driven by a Brownian motion to suppress the potential explosion; then, we introduce another linear diffusion driven by a Brownian motion to stabilize the suppressed system. In this paper, we use one Brownian motion, in which a polynomial term and a linear term are included, to suppress and stabilize the given system. Assume that function f satisfies Assumption 4.2 and satisfies the following one-sided polynomial growth condition.
Assumption 5.1. Assume that there exist constantsμ i , κ i (i ∈ S) and positive constant α, such that for all (
As an example, f (x, i) = x(a i x + b i ) satisfies Assumption 5.1. To suppress and stabilize the system (1.1) satisfying the above one-sided polynomial growth condition (5.2), let us choose g(x(t), r(t))dw(t) and Ξ h(y, x(t−), r(t−))N (dt, dy) as the Brownian motion feedback and the Poisson motion feedback such that the system (1.1) is regular and stable. This is equivalent to examining conditions imposed on g and h under which the n-dimensional regime-switching jump diffusion system (1.2) is regular and stable. log(x(t)) Fig. 3 . The trajectories of log x 1 (t), log x 2 (t), and log x(t).
Stochastic regularization.
Assume that g and h satisfy the local Lipschitz condition. Let us also impose the condition (4.19) on h and the following conditions on g: Proof. Lemma 4.4 shows that system (1.2) admits a unique local solution. Let us use Lemma 4.7 to prove that this local solution is actually global. Define
Applying the operator (4.5) gives
where we have used conditions (5.2), (5.3), (5.4), and (4.19). For x ≥ 0, define
Since H i (x, p) is dominated by the last term and α < 2β
Thus by virtue of Lemma 4.7, the twocomponent process (x(t), r(t)) is regular.
In Lemma 5.2, it can be observed that in condition (5.5), the high-order term |x| 4+2β in (5.3) and |x| 2+2β in (5.4) and their parametersc i and c i play crucial roles to regularize the original switching system (1.1). This shows that we can introduce a diffusion with polynomial growth driven by a Brownian motion such that the highorder term of the diffusion can be used to suppress the potential explosion when the original system satisfies the one-sided polynomial growth condition. 
Thus, the trivial solution of (1.2) is almost surely exponentially stable if γ < 0.
Proof. Lemma 5.2 gives the existence of the unique càdlàg adapted global solution of (1.2). When x(0) = 0, x(t) = 0 forever, so it is a trivial case. Hence we only consider x(0) = 0. By Lemma 4.5, the solution will never reach the origin with probability one for x(0) = 0. Applying the Itô formula to V (x(t)) = log |x(t)| 2 gives (5.10)
Similar to the proof of Theorem 4.8, we can obtain
It is observed that M 1 (t) is a continuous local martingale with the quadratic variation
ds.
Let c * = max i∈S {c i /(2c i )}. It is obvious that 0 < c * < 1 since 0 <c i < 2c i for all i ∈ S. For any ε ∈ (0, 1 − c * ) and each integer k > 0, the exponential martingale inequality gives
Using similar arguments as used in the proof of Theorem 4.8, we can obtain
where for x ≥ 0,
is bounded above by a positive constant depending only on ε. DefineH i (ε) = max x≥0Hi (x, ε). Hence, by virtue of the ergodicity of the Markov chain, we have
Dividing both sides of (5.12) by 2t and then letting t → ∞, we obtain from (5.11)
Note that lim ε→0Hi (ε) =H i . Letting ε → 0 gives the desired assertion (5.9).
In this theorem, the definition of γ shows that whenb i < 2b i , the Brownian motion contributes to stability of system (1.2) . This also shows that in conditions (5.3) and (5.4), the low-order terms b i |x| 4 andb i |x| 2 play a crucial role in stabilizing the given system. It can also be observed that the high-order terms have an effect on the stability by the value ofH i . If h satisfies Ξ logh i (y)ν(dy) < 0 (for example,h i (y) < 1), the Poisson process also contributes to the stability of system (1.2). The Markovian switching r(t) works similarly to the linear case and the one-sided linear growth case since γ < 0 does not require all
To illustrate our result more clearly, let us choose
where σ i , c i , h i are constants with σ i c i > 0 for i ∈ S. Let the corresponding Brownian motion w(t) and the Poisson process N (t) be scalar. Then regime-switching jump diffusion system (1.2) may be written as
It is easy to test
which imply that conditions (5.3) and (5.4) hold 4) and that h satisfies (4.19) .
If condition (5. 
where 
Therefore, the trivial solution of (5.15) is pth-moment exponentially stable if Λ(η p ) < 0. For p ∈ (0, 1), the linear term of the diffusion coefficient is the main force to make the pth-moment stability because of the quantity σ i in the definition of η p (i). The high-order term in the diffusion coefficient also has influence on the pth-moment stability because of the presence of c i in the definition of H i (p) that in turn affects η p (i). The linear Poisson process can work as a stochastic stabilizing factor similar to the linear case and the one-sided linear growth case. Similarly, Lemma 3.5 and Theorem 3.6 show that Markovian switching can also work as a stochastic stabilizing factor when p is sufficiently small.
Remark 5.7. In the linear scalar case, when p = 1, a Brownian motion cannot be used as a stabilizing force for getting the L 1 stability, and the Brownian motion always destabilizes the given system for p > 1. In the one-sided polynomial growth case, when p ≥ 1, the coefficient of the leading term x 2β is nonnegative. Therefore, we can no longer get the boundedness of H i (p) as before. This implies that the above proofs are invalid, so it is inconclusive regarding the effects of the Brownian motion on the pth-moment stability. In our previous work (for example, [30, 31, 36] ), when the original systemẋ(t) = f (x) satisfies the one-sided polynomial growth condition, we can divide a stabilization into two steps: first, a term g 1 (x)dw 1 (t) is introduced to suppress the potential explosion, and second, another linear diffusion g 2 (x)dw 2 (t) is introduced to stabilize this system, where g 1 and g 2 : R n → R n , and w 1 (t) and w 2 (t) are two independent scalar Brownian motions. In fact, we can choose one polynomial Brownian motion to replace these two random processes such that g(x)dw(t) = g 1 (x)dw 1 (t) + g 2 (x)dw 2 (t). In this paper, we only introduce one diffusion with the polynomial growth part and the linear growth part driven by a Brownian motion to suppress the potential explosion and stabilize the given system.
We now investigate the stochastic regularization and stabilization of (5.1). This is equivalent to examining the regularity and stability of (5. Appendix A. We recall some large deviations results, which can be founded in [15] and [17] . Let (X, B, · ) be a polish space and p(t, x, dy) be the transition probability of X-valued continuous time Markov process X(t) with X(0) = x. Denote by T t the strong continuous Markovian semigroup with respect to X(t) such that T t : C(X) → C(X) (Feller semigroup). Let L be the infinitesimal generator of the semigroup T t having domain D ⊂ C(X). Then D is dense in C(X).
Let P be the space of all probability measures on the state space X. For any p ∈ P, define the rate function by
Then the rate function is nonnegative and holds the following property (see [18] ).
Theorem A.
I(p) = 0 if and only if p is the invariant measure of the transition probability function p(t, x, dy).
Let Ω x be the space of X-valued càdlàg X(t), 0 ≤ t < ∞, with X(0) = x. For each t > 0 ω ∈ Ω x and Borel set A ⊂ X, define the occupation time measure by which is the proportion of time up to time t that a particular sample path ω = X(·) spends in the set A. Note that for each t > 0 and each ω, L t (ω, ·) is a probability measure.
Remark A.2. For the Markov chain r(t) defined in this paper, we have the following assertions (see [17] 
