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In  th is th esis , a dyn am ic  gestu re  reco g n itio n  system  is p re sen ted  w h ich  req u ire s  n o  
spec ia l h ard w are  o th e r than  a  W eb cam . T h e  system  is b ased  on  a n o v e l m e th o d  
co m b in in g  P rin c ip a l C o m p o n en t A n a ly sis  (P C A ) w ith  h ie ra rch ica l m u lti-sca le  th eo ry  
and  D isc re te  H id d en  M ark o v  M o d els  (D H M M s). W e  u se  a h ie ra rch ica l d ec is io n  tree  
b ased  on  m u lti-sca le  theory . F irs tly  w e co n v o lv e  all m em b ers  o f  th e  tra in in g  d a ta  w ith  
a  G aussian  kern el, w h ich  b lu rs  d iffe ren ces b e tw een  im ages an d  red u ces  th e ir  
sep a ra tio n  in  fe a tu re  space. T h is  red u ces  th e  n u m b er o f  e ig en v ecto rs  n ee d ed  to  
d esc rib e  th e  data. A  p rin c ip a l co m p o n en t space  is co m p u ted  fro m  th e  co n v o lv ed  data. 
W e d iv id e  th e  da ta  in  th is  space  in to  several c lu s te rs  u s in g  the  £ -m eans a lgo rithm . 
T hen  the  lev e l o f  b lu rrin g  is red u ced  and  P C A  is ap p lied  to  each  o f  the  c lu ste rs  
separate ly . A  new  p rin c ip a l co m p o n en t sp ace  is fo rm e d  fro m  each  c luste r. E ac h  o f  
these  spaces is th en  d iv id ed  in to  c lu s te rs  an d  th e  p ro cess  is  rep ea ted . W e  th u s p ro d u ce  
a tree  o f  p rin c ip a l co m p o n en t spaces w h ere  each  level o f  the  tree  rep resen ts  a  d iffe ren t 
deg ree  o f  b lu rring . T he search  tim e  is then  p ro p o rtio n a l to  th e  dep th  o f  the  tree , w h ich  
m akes it p o ss ib le  to  search  h u n d red s o f  g estu res w ith  very  little  co m p u ta tio n a l cost. 
T h e  o u tp u t o f  the d ec is io n  tree  is th en  in p u t in to  the  D H M M  reco g n ise r to  reco g n ise  
tem pora l in fo rm atio n .
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Chapter 1 Introduction
C h a p t e r  1 I n t r o d u c t io n
In  th e  p as t decade, the  co m p u ta tio n a l p o w er o f  co m p u te rs  has d o u b led  every  e igh teen  
m on ths, w h ile  th e  hum an  co m p u te r in te rface  (H C I) h as n o t ch an g ed  too  m uch . W hen  
w e w o rk  w ith  a co m p u ter, w e are co n stra in ed  by  in te rm ed ia ry  dev ices: keyboards and  
m ice. H ow ever, these  are in co n v en ien t an d  have b eco m e a  b o ttlen eck  in  h u m an ­
co m p u te r in terac tio n  esp ec ia lly  in  a th ree -d im en sio n al (3D ) w orld . F o r ex am p le , in 
v irtual en v iro n m en ts , keyboards, m ice , w an d s and  jo y s tic k s  are still the  m o st p o p u la r 
dev ices. T h ey  w o rk  in a tw o -d im en sio n a l w o rld  an d  are no t su itab le  fo r 3D  
n av iga tion . In o u r d a ily  life, w e u se  speech  to  co m m u n ica te  w ith  each  o ther, and  use  
gestu res to  p o in t, em p h asise  an d  nav igate . T h ey  are th e  m o re  na tu ra l and  p referab le  
m eans to  in terac t w ith  co m p u te rs  fo r h um an  beings. T o  m ak e  co m p u ters  understand  
th is, h ow ever, is n o t an easy  jo b . A p art fro m  H C I, speech  an d  g estu re  reco g n itio n  can  
also  be  app lied  to  m an y  o th e r fie ld s, such  as S ign lan g u ag e  tran sla tio n , industria l 
ro b o t con tro l and  te leco n fe ren c in g  etc. S peech  reco g n itio n  has been  thorough ly  
s tu d ied  by researchers and  m any  co m m erc ia l p ro d u c ts  are  av a ilab le  on the  m arket.
T h is th esis  is a s tudy  o f  reco g n itio n  o f  hum an  h an d  g estu res . It is w orth  n o tin g  tha t 
a lthough  w e on ly  co n cen tra te  o n  h an d  gestu re  reco g n itio n , o th e r parts o f  hum an 
bod ies are also  very  v a lu ab le  fo r  co rrec tly  u n d ers tan d in g  gestu res. In fact, m any  
gestu res in v o lv e  co -o p era tio n  o f  d iffe ren t p arts  o f  th e  w h o le  body.
1.1 Problem Description
W e are in tere sted  in reco g n is in g  h u m an  h and  g estu res u sin g  co m p u te r v ision  
p rincip les. O ne  m ig h t ask  w h a t is m ean t by g estu re?  G estu res  are u su a lly  u nderstood  
as h an d  and  body  m o v em en t th a t can  pass in fo rm atio n  fro m  o n e  perso n  to  another. In 
W e b ste r ’s  d ic tionary , w e can find :
“A  g estu re  is a m o v em en t u su a lly  o f th e  b o d y  o r lim b s that 
ex p resses  o r em p h asises  an idea, sen tim en t, o r a ttitu d e .”
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S ince w e on ly  co n sid e r h an d  gestu res, the  m o v em en t o f  the  h an d  th a t ex p resses  o r 
em p h asises  an idea, sen tim en t, o r a ttitude b e lo n g s to  a gestu re . T h is  is a ra th e r b ro ad  
and  general d efin itio n  an d  it w ill m ak e  the sy stem  p e rfo rm an ce  te s t very  hard . W e 
n eed  to  d iv ide  the  w h o le  se t o f  gestu res in to  m o re  d e ta iled  su bgroups. W u  and  H u an g  
[1,2] state that hand  g estu res  can  be  c lassified  in to  fo u r  ca teg o ries  acco rd ing  to  the  
d iffe ren t ap p lica tio n  scenarios: co n v ersa tio n a l g estu res , co n tro llin g  g estu res, 
m an ip u la tiv e  gestu res an d  co m m u n ica tiv e  gestu res. W e  u se  co n v ersa tio n a l g estu res 
to  help  ex p ress o u rse lv es  m o re  c lea rly  in  o u r daily  life. T h ey  are very  sub tle  and  n eed  
carefu l psycho log ica l s tu d ies  [1 ,2]. C o n tro llin g  g estu res  can  be d esig n ed  to  n av ig a te  
in a v irtual env iro n m en t. F o r  ex am p le , w e can  ask  the  co m p u te r to  d riv e  a ca r to  the 
south  by  p o in tin g  in  th a t d irec tio n . M an ip u la tiv e  g estu res  serves as a natu ra l w ay  to  
in terac t w ith  v irtual o b jec ts  [3]. A  fam ous ex am p le  is th e  sem inal “p u t-th a t-th e re” 
w o rk  by B o lt [4,5], S ign  lan g u ag e  is an  im p o rtan t case  o f  co m m u n ica tiv e  gestu re . 
D e a f p eo p le  re ly  on it to  ta lk  to  each  o ther. It is o b jec tiv e  and  w e ll d efin ed  and  ra re ly  
causes am bigu ity  w h ich  m ak es  it su itab le  as a te s t-b ed  fo r gestu re  re co g n itio n  
system s. W e w ill d iscu ss it in  m ore  detail in the n ex t sec tion .
M any  recogn ition  system s are b ased  on the  d a tag lo v e , an ex p en siv e  w ired  e lec tro n ic  
device . V arious senso rs a re  p laced  on the g lo v e  to  de tec t the  g lobal p o sitio n  and  
re la tiv e  co n fig u ra tio n s o f  the  hand . H ow ever, even  w ith o u t co n sid erin g  the p rice  o f  
such a g love (hundreds o f  d o lla rs  in  general), th is  is u n n a tu ra l and  u n co m fo rtab le  fo r 
u sers  s ince  it needs a p h y sica l lin k  b etw een  the  u se r and  th e  com pu ter. B ecau se  o f 
th is sho rtcom ing , m o re  an d  m o re  research  g roups show  in te rest in  v is io n -b ased  
system s, w h ich  are w ire -less  an d  th e  on ly  th in g  need ed  is  one o r m u ltip le  cam eras. 
T h e  u se r then  has m o re  freed o m  and feels m o re  co m fo rtab le . In th is  thesis , w e 
p resen t a v is io n -b ased  sy stem  u s in g  one cam era.
Speech recogn ition  has b een  th o ro u g h ly  s tu d ied  by re search ers  and m any  com m ercia l 
p ro d u c ts  are  av a ilab le  on th e  m ark e t [16, 59], In co m p ariso n  to  speech  reco g n itio n , 
gestu re  re co g n itio n  is a m o re  so p h is tica ted  ta sk  m a in ly  because  o f  the im m en se  
varia tion  o f  gestures. In g en e ra l, to ex trac t a v o ice  fro m  its b ack g ro u n d  n o ise  is n o t a 
d ifficu lt task. W h ile  fo r  a  c o m p u te r v ision  system , th in g s are m uch  harder. D iffe ren t 
illu m in atio n  co n d itio n s an d  d iffe ren t b ack g ro u n d  can  m ak e  the  sam e o b jec t lo o k
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ex trem ely  d ifferen t. E v en  i f  w e ign o re  th e  v ariab ility  o f  ligh ting , sh ad in g  and  com p lex  
scenes co n ta in in g  c lu tte red  back g ro u n d , h um an  b e in g s  still p ro d u ce  co n sid erab ly  
d iffe rin g  view s d ep en d in g  on w h a t th ey  are p erfo rm in g  and  th e ir  position .
1 .2  Ir ish  S i g n  L a n g u a g e  (ISL)
S ign  language is a  fo rm al lan g u ag e  em p lo y in g  a system  o f  h an d  g estu res fo r 
co m m u n ica tio n  b y  the  D eaf. A s the  D e a f  are the  u ltim a te  rec ip ien ts  o f th ese  signs, 
g reat ca re  w as tak en  to  dev ise  ap p ro p ria te  signs fo r  sp ec ific  w ords in  the f irs t p lace . 
T h is  exp lains w hy  S ign  lan g u ag e  is h igh ly  structu ra l an d  b a re ly  cau ses am bigu ity .
T h ere  are d iffe ren t S ign  languages fo r D e a f  p eo p le  fro m  d iffe ren t co u n tries, such  as 
A m erican  S ign  L an g u ag e  (A S L ), C h in ese  S ign L an g u ag e  (C SL ), B ritish  S ign 
L an g u ag e  (B SL ), Irish  S ign  L an g u ag e  (ISL), and  so on. W e  use IS L  as a p e rfo rm an ce  
tes t-b ed  fo r o u r system . W h ile  th e re  is n early  n o  p ro b lem  fo r  Irish  p eo p le  
co m m u n ica tin g  w ith  A m erican  p eo p le  in E ng lish , IS L  is to ta lly  d iffe ren t fro m  A S L  so 
tha t the co m m u n ica tio n  b e tw een  Irish  D e a f  peop le  and  A m erican  D e a f  p eo p le  is ju s t  
as hard  as the  co m m u n ica tio n  b e tw een  a n o n -n a tiv e  E n g lish  sp eak er an d  a native  
speaker. H e lp in g  D e a f  p eo p le  fro m  all o v er the  w o rld  ta lk  to  each  o th er is one o f  the 
m o tiv a tio n s  o f  ou r research .
IS L  is co m p o sed  o f  tw o  types o f  gestures: s ta tic  g estu res  and  dynam ic gestu res. S ta tic  
gestu res are ch a rac te rised  by  th e ir d iffe ren t h and  shapes. T h e  p e rfo rm er u su a lly  puts 
h is /h e r hand  in fron t o f  th e  chest. E ach  spec ific  h an d  sh ap e  w ou ld  rep resen t a specia l 
m ean ing . IS L  co n ta in s  26 g estu res co rresp o n d in g  to  the  26 E n g lish  letters o f  the 
a lphabet. 23 o f  th em  are sta tic  gestu res, w h ile  the  o th e r 3 hav e  to  b e  ex p ressed  by 
dynam ic gestures. F ig u re  1.1 show s so m e static  gestu res:
Figure 1.1 Three static gesture examples o f ISL. From left to 
right: A, C, F.
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D y n am ic  gestu res are m o re  so p h is tica ted . T rad itio n a lly , th e re  are  th ree  m a jo r p o in ts  o f  
an IS L  dynam ic sign:
•  T h e  shape  o r co n fig u ra tio n  o f  the hand.
•  T h e  re la tiv e  p o s itio n  o f  th e  h an d  ag a in st o th e r p a rts  o f  body.
•  M otion  o f  the  hand .
A  typ ical d esc rip tio n  o f  a dyn am ic  gestu re  in  IS L  is  lik e  this: r ig h t han d  in  “A ” 
p o sitio n , p a lm  to  self, m o v e  it dow n  fro m  lip  to  ch in . C o m p arin g  to  sta tic  gestu res, 
w h ich  on ly  co n ta in s  sp a tia l ch a rac te ris tic , dynam ic g estu re s  in c lu d e  b o th  spatia l and  
tem p o ra l charac te ristic s . In tu itiv e ly , th e  la tte r m ak es it h a rd e r to  re co g n ise  dynam ic 
gestu res than  static  ones. F ig u re  1.2 sh o w s tw o  ex am p les  tha t rep resen t “J ” and “Z ” .
Figure 1.2: Two dynamic gesture examples o f ISL. From left to 
right: J and Z respectively.
1 .3  O u t l in e  o f  t h e  T h e s i s
In th is  th esis , w e  co n cen tra te  o u r stu d y  on h um an  h an d s and  ig n o re  o th e r p arts  o f  the  
bo d y  a lthough  th ese  are also  very  im p o rtan t fo r  u n d ers tan d in g  gestu res. W e  show  how  
P rin c ip a l C o m p o n en t A n a ly sis , M u lti-sca le  theo ry  and  H id d en  M ark o v  M o d els  are 
in teg ra ted  in to  a w ho le  system  to  reco g n ise  bo th  sta tic  g estu res and  d y n am ic  gestures. 
G estu res from  IS L  w ill b e  u sed  to  ev a lu a te  th e  system .
T he rem a in d er o f  the  th esis  is  d iv id ed  in to  seven  parts . C h ap te r  2  g ives the  theo re tica l 
b ack g ro u n d  k n o w led g e  u se d  in the  thesis. C h ap te r 3 d iscu sses  th e  app lica tion  o f 
g estu re  re co g n itio n  system s an d  rev iew s p rev io u s w ork . C h ap te r 4  in tro d u ces the  aim s 
o f  the  system . A  few  assu m p tio n s  w ill b e  g iven  to  re s tr ic t o u r research  to  a reaso n ab le  
range. T h e  system  fram ew o rk  is g iven  as w ell. C h ap te r 5 dea ls  w ith  the  p re -p ro cessin g  
p ro ced u re  and  in tro d u ces a s tan d ard  P C A -b ased  system . V ario u s c lassifie rs  w ill be 
g iven. 23 sta tic  gestu res in IS L  co rresp o n d in g  to  23 E n g lish  le tters  o f  the  a lp h ab e t w ill
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be used for the p u rp o se  o f  ev a lu a tio n . T h ese  g estu res  a re  re ferred  to  as f in g e r -sp e llin g  
gestu res. C h ap te r 6 ex ten d s th is w ork  and  in tro d u ces  a  novel m ethod  that co m b in es  a 
h ierarch ical dec ision  tree w ith  m u lti-sca le  theo ry  to  speed  up  the reco g n itio n  
p rocedure . In ch ap te r 7, w e d iscu ss  how  to reco g n ise  dyn am ic  g estu res by co m b in in g  
the h ierarch ical d ec is io n  tree and D H M M s. A set o f  35 dyn am ic  g estu res taken  from  
IS L  are used to test th e  system  perfo rm ance . F in a lly  w e d raw  som e co n c lu s io n s  and  
d iscuss po ssib le  fu tu re w ork  in ch ap te r 8.
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C h a p t e r  2  D e f i n i t i o n s  a n d  D e s c r i p t i o n s
In th is chap ter, w e g ive  the  d efin itions and  n o ta tio n s  w h ich  w ill b e  u sed  th ro u g h o u t 
the  re s t o f  the th esis . M ean w h ile  w e d esc rib e  th e  th eo re tica l b ack g ro u n d s o f  th e  m a jo r 
approaches th a t are em p lo y ed  in  o u r system .
2.1  B a s i c  D e f i n i t i o n s  in P a t te r n  R e c o g n i t i o n
L ike face reco g n itio n , w h ich  is in h eren tly  a c lass ifica tio n  p ro b lem  in  a h igh  
d im ensional fea tu re  sp ace  [7], w e a lso  trea t th e  reco g n itio n  o f  h an d  g estu res as a 
p ro b lem  in the  fie ld  o f  p a tte rn  reco g n itio n , and  in d eed , m an y  tech n iq u es  w e em p lo y  in  
the  thesis  fall in to  the  c lass  o f  s ta tis tica l p a tte rn  reco g n itio n . L e t’s f irs t d e fin e  som e 
basic  concep ts  th a t are co m m o n ly  u sed  in th is  area.
G iven  an o b jec t to  b e  c la ss ified  [8],
•  fe a tu re s  are th e  m easu rem en ts  o r p ro p e rtie s  th a t are u sed  to  c lassify  the  ob ject,
•  the  types o r ca teg o ries  in to  w hich  th ey  are c la ss if ie d  are ca lled  c la sse s ,
•  T h e  in d iv id u a l ob jec ts  to  be c la ss ified  w ill b e  re fe rred  as sam ples.
O ften th e re  is a se t o f  sam ples u sed  to  design  th e  system . T h e  set o f  sam ples is ca lled  
the  tra in in g  set. In  add ition , a d a ta  se t ca lled  th e  te s t se t  m u st a lso  be p ro v id ed  fo r 
testin g  the  system  [8].
In m ost cases I fea tu res  jc,-, i= l ,2 , . . . , l ,  are u sed  to  fo rm  th e  fe a tu re  ve c to r  [6]
x  =
w here T  den o tes  tran sp o sitio n . I f  w e trea t each  fea tu re  as a d im en sio n , I fea tu res  
co n stitu te  an Z-dim ensional space, ca lled  th e  fe a tu r e  space. E ach  fea tu re  v ec to r 
co rresponds to  a sing le  p o in t in  such  a space. S in ce  each  o f th e  fea tu re  v ec to rs  
iden tifies  u n iq u e ly  a sing le  ob ject, each  p o in t in  th e  fea tu re  space also  rep resen ts  a 
un ique object.
In o u r research , an o b jec t is a g estu re  to  be recogn ised . G iven  a tra in in g  set, w e 
a ttem pt to  d efin e  a se t o f  fea tu res  th a t are ab le  to  separate  the gestu res in to  several
6
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clusters  in the  fea tu re  space, w ith  each  c lu s te r re p resen tin g  a class. Ideally , there  
sh o u ld  be no  o v e rlap p in g  be tw een  the  c lu ste rs .
2 .2  P r in c ip a l  C o m p o n e n t  A n a l y s i s  (P C A )
N orm ally  th e  d im en sio n a lity  o f th e  fea tu re  space is h igh , fo r  ex am p le , in im ag e  
p rocessing , the  d im en sio n a lity  can b e  as h igh  as 3 2 0 * 2 4 0 , o r even  h igher. H o w ev er, 
the c lu sters  w ith in  th e  space w ill o ften  lie  on  a lo w -d im en sio n a l subspace  b ecau se  o f  
co rre la tio n s  b e tw een  the featu res. W e  n eed  a tech n iq u e  w h ich  w ill f in d  th e  
d im en sio n ality  o f  the subspace.
P C A  is a ra th e r general s ta tis tica l tech n iq u e  th a t can  be used  to  red u ce  the  
d im en sio n ality  o f  the  fea tu re  space. T h e  id ea  b eh in d  P C A  is q u ite  old. P earso n  [84] 
firs t in tro d u ced  it in  1901 as lin ea r reg ression . H o te llin g  [84] th en  p ro p o sed  it fo r the  
p u rp o se  o f  rev ea lin g  the  co rre la tio n  s tru c tu res  b eh in d  m an y  ran d o m  variab les. D u rin g  
the 1940s, K arhunen  an d  L oeve  in d ep en d en tly  ex ten d ed  it in to  a co n tin u o u s version  
by  using  sin g le -p aram ete r fu n c tio n s rep lac in g  vec to rs no w  ca lle d  the  K -L  T ran sfo rm  
(K L T). In th is  sec tion , w e exp la in  th e  th eo re tica l d e ta ils  o f  P C A .
G iven  a  set o f  tra in in g  o b jec ts  rep resen ted  by  th e ir fe a tu re  vec to rs, x,- (1 <i<M), w here  
M  is the n u m b er o f  sam p les , the  tra in in g  set can  be w ritten  in  the fo rm at o f  X  = {x/, 
X2 . . . ,  Xm } w h o se  m ean  v ec to r is x m and  co v a rian ce  m a trix  is R x, d e fin ed  by the  
fo llo w in g  equations:
T h e  m ean v ec to r is a co lu m n  v ec to r an d  the co v a rian ce  m a trix  is a real sym m etric  
square m atrix  o f  size N  by  N , w here  N  is the leng th  o f  the  fea tu re  vector. T  defines the  
tran sp o se  o f  a m atrix .
T h e  tra in in g  se t X  co rresp o n d s to  a  c lu s te r  o f  d a ta  p o in ts  in an N  d im ensional fea tu re  
space. T h ere  ex ists  red u n d an cy  in the  featu re  space  sin ce  the  fea tu res, i.e. the
...(2.1)
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d im ensions, are n o t in d ep en d en t o f  each  o ther. B y  P C A  w e can  e lim in a te  the  
red u n d an cy  by  tran sfo rm in g  th e  o rig inal fea tu re  space in to  a so -ca lled  P C  sp a ce  in 
term s o f  P rin c ip a l C o m p o n en ts  (P C s). T he tran sfo rm a tio n  is an o rth o g o n al, lin ear 
p rocedure , fo rm a lised  in  the  fo llo w in g  way:
y  =  W Tx . . .(2 .2 )
w here  y  is the  new  fea tu re  v ec to r in  th e  P C  space, and  W  is d efin ed  as fo llow s:
W  [e1, e 2,,,,5e />/]
e, is th e  ith P rin c ip a l C o m p o n en t (P C ), o r th e  o rth o n o rm al b asis , o f  th e  fea tu re  space. 
A ll P C s have  to  b e  n o rm alised , th a t is, e, T e, =  I .  T h e  d im en sio n a lity  o f  th e  P C  space 
is still N, th e  sam e as th a t o f  the  o rig inal fe a tu re  space . H o w ev er, the  co rre la tio n  
be tw een  th e  fea tu res  d isap p ea rs . T h u s by th e  tran sfo rm a tio n  w e  m ap  a fea tu re  v ec to r 
from  th e  o rig inal fe a tu re  space  in to  th e  P C  sp ace  as a  s in g le  iso la ted  p o in t w here  the  
b asis  are in d ep en d en t fro m  each  o ther. S ee  F ig u re  2.1.
Figure 2.1: The transformation from the feature space into the PC space.
Only 3 dimensions are shown here for the sake of visualisation 
convenience.
N o  in fo rm ation  is lo st d u rin g  th is  tran sfo rm atio n . T h e  o rig inal fea tu re  v ec to r can  be 
fu lly  re co n stru c ted  u sin g  the  tran sp o se  o f  the PC s:
x '= W y  = W W Tx . . .(2 .3 )
w here  x' is the  re co n stru c ted  im age. S in ce  th ere  is n o  lo ss  o f  in fo rm atio n , x'= x.
T h e q u estio n  is now  how  to  fin d  th e  P C s?  V ario u s m eth o d s h av e  been developed . F o r 
ex am p le  sim p le  n eu ral n e tw o rk  a rch itec tu res  hav e  been  suggested  fo r recu rsiv e ly  
estim atin g  the subsets  o f  th e  P C s [83], H o w ev er, th e  m o st w idely  used  m eth o d  is to
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take  advan tage o f  the  co v arian ce  m atrix  o f  th e  fea tu re  va lu es o f  th e  tra in in g  se t and  
so lve the eig en va lu e  d eco m p o sitio n  p ro b lem .
G iven  the  m ean  v ec to r x m and  th e  co v a rian ce  m a trix  R x o f  a set o f  tra in in g  sam ples, 
the  e ig en v a lu e  d eco m p o sitio n  p ro b lem  is to  f in d  th e  so lu tion  fo r th e  fo llo w in g  
equation :
w here  A,- is th e  e ig en va lu e  co rresp o n d in g  to  the  z'th P C . T h is  so lu tio n  can  be fo u n d  by  
so lv ing  its ch a rac te ris tic  equa tion ; d e ta ils  are sh o w n  in  [84], S ince R x is p o sitiv e  
sem idefin ite , a ll e ig en v a lu es  w o u ld  be  n o n -n eg a tiv e  rea l n um bers.
F o r an N  by  TV co v a rian ce  m atrix , N  e ig en v a lu es  an d  N  P C s  ex ist. In  th e  P C  space, the  
d a ta  lies on  a low  d im en sio n al subspace  b ecau se  o f  th e  co rre la tio n  b e tw een  th e  
featu res, i.e. the  d a ta  varia tion  focuses o n ly  on so m e o f  the  d im en sio n s w h ile  the  
varia tion  a lo n g  the rem a in in g  d im en sio n s is a lm o st zero . G iv en  th e  fac t th a t each 
e igenva lue rep resen ts  the  d a ta  v aria tio n  along  its P C , th o se  e ig en v a lu es co rresp o n d in g  
to  the  sm all d a ta  v aria tio n  are c lo se  to  zero . See F ig u re  2.2.
. ..(2 .4 )
0 03
0 025
0 02
I  0 015 <u
LU
0 01
0 005
0 2000 100
Number of PCs
150
Figure 2.2: An example o f a plot o f eigenvalues, extracted from a 
data set o f 640 images o f the human hand. For ease o f visualisation, 
only the first 200 out o f a total o f 1024 eigenvalues are shown.
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If w e arran g e  the  e igenva lues in  d ec reasin g  o rder, y can  b e  rep re sen te d  in  a co m p ac t 
w ay by  m ain ta in in g  on ly  the P C s co rre sp o n d in g  to  th e  f irs t few  la rg est e ig en v a lu es  
w hile  ig n o rin g  th e  rest. T h a t is, th e  fea tu re  v ec to r y is co m p u ted  in  th e  fo llo w in g  
red u ced  w ay:
y = Wc rx = [elv ..,e  J r x ...(2.5)
w here W c is th e  m atrix  th a t co n ta in s  on ly  th e  firs t K  P C s. K  is the  n u m b er o f  P C s th a t 
are re ta in ed  an d  e/ co rresp o n d s to  th e  la rg est e ig en v a lu e , e.2 the  seco n d  la rg est 
e igenvalue, an d  so on. U su ally  K «  N , an d  th e  d im en sio n a lity  is re d u c e d  fro m  N  to  K. 
T h e  reco n stru c tio n  o f  th e  o rig inal fea tu re  v ec to r is g iven by:
x — W ç.y—[êj e  ^][gj e  ^] x ...(2.6)
H o w ev er, a t th is  stage, the  re co n stru c ted  v ec to r is d iffe ren t fro m  th e  o rig inal one: 
x'^ x. T o  m easu re  the  d iffe rence, w e d efin e  th e  energy  o f  th e  tra in in g  set in  E q u atio n  
2.7:
K = ¿ A ,  ...(2 .7)
T he erro r betw een  the  reco n stru c ted  v ec to r x 1 and  th e  o rig inal fea tu re  v ec to r x can  be 
m easu red  u s in g  th e  c rite rion  o f  p e rcen tag e  o f  to ta l energy  rem a in in g . W e  can  w rite  the 
p ercen tag e  o f  the  rem a in in g  energy  as a  fu n c tio n  o f  th e  n u m b er o f  th e  re ta in ed  PC s:
...(2 .8)
1=1
P C A  m in im ises  th e  m ean  square  reco n stru c tio n  e rro r o f  th e  tra in in g  se t [84] :
£ = m m
M
i=l
X;  - X ; - X * .
i*K+l
= £ - $ > ,■  ...(2.9)
1=1
=  E ( l - E mnaJ K ) )
T h e E q u a tio n  2.9 te lls  th a t the  g rea te r K , the  sm alle r the  re co n stru c tio n  erro r, and  the 
m ore P C s re ta in ed  the  m ore  energy  rem ain in g .
In essence, P C A  assum es the  p ro jec tio n  o f th e  tra in in g  sam ples in  th e  P C  space is 
bo u n d ed  by a hyperellip so id . A, is the  v arian ce  o f th e  da ta  along  the  z'th P C  -  m ore
1 0
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than  98%  o f  d is trib u tio n  o f  the  data  is co v e red  in th e  ran g e  [—3A/A~,+3A/A7] a lo n g  th is  
P C , as d ep ic ted  in F ig u re  2.3.
o
CL
"O 0.0
-0 2
0.2
V
-0 4
-0 4 0 2 00 0.2 0 4
First PC
Figure 2.3: Bounding ellipse o f data cloud along the directions o f the first 
two PCs. The long axis and short axis o f the ellipse are 3^¡Al and 3^/X2
respectively.
2.3 Multi-scale Theory
M u lti-sca le  theo ry  is a co m p lem en ta ry  tech n iq u e  fo r d im en sio n a lity  red u ctio n  [79], 
L et us co n sid e r a tw o -d im en sio n al im ag e  7. In  sca le  space  theory , 7 is rep resen ted  b y  a 
fam ily  o f  sm o o th e r versions o f  7: 7 (a ), w h ere  7(0) co rresp o n d s to  the  o rig in a l im age, 
and  as th e  v a lu e  o f  ct increases, 7 (a) b eco m es sm o o th e r and  sm oo ther, i.e ., th e  g rea ter 
the  sca le  p a ram ete r a ,  th e  m ore  d e ta ils  in  the  o rig inal im age are  eroded . T h is 
p ro ced u re  can  b e  fo rm a lised  by:
w here * den o tes a co n v o lu tio n , lo rep resen ts  the  o rig inal im age, a  is th e  sca le  
p a ram ete r w h ich  is alw ays n o n -n eg ativ e , and  G (x ,y ,o )  stands fo r a tw o -d im en sio n a l 
G aussian  k ernel d e fin ed  as:
I ( x , y , o )  = 70 * G ( x , y , a ) ...(2 .1 0 )
. . . ( 2 . 1 1 )
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The use of different smoothing kernels other than Gaussian is possible. However, the 
Gaussian kernel’s remarkable mathematical properties make it the first choice for any 
multi-scale analysis. The most important one is that the Gaussian kernel will not 
create extra structures when convolved with an image [79], which is crucial for the 
system’s stability since a fake structure could attract the system’s attention from the 
real useful structures.
Figure 2.4 shows a family of smoother version of an image under different scale 
parameters. Image (1) is the original image that represents the hand shape of “d” in 
ISL. From image (1) to (6), the scale parameter a  increases gradually and as can be 
seen, the image details are eroded and fewer details can be recognised. In the extreme 
situation, when a  becomes very large (see the image (6)), the image has been totally 
washed out and the gesture is not recognisable any more.
1
1b
(1 )
»
(2 ) (3 )
(4) ( 5 ) (6 )
Figure 2.4: A family of smoother versions of the image that represents the 
shape “d” in ISL. (1) is the original shape. From (1) to (6) the scale 
parameters are 0, 0.5, 1.0, 1.5, 2.0, 10 respectively.
Convolution of an image with a Gaussian kernel is a time-consuming operation in the 
spatial domain. Convolution theory tells us that a convolution operation in the space 
domain can be computed as a multiplication in the frequency domain. Thus we have 
I (x ,  y,cr) = / 0 *G(x,  ) = F~l ( F ( I 0) • F(G(x, y ,a ) )  ...(2.12)
where • denotes a multiplication operation. F  denotes a two-dimensional Fourier 
transform:
1 2
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F(u, v) = J" J I 0 (x, y)e~'2n(ux+vy)dxdy 
and F 1 a two-dimensional inverse Fourier transform: 
/ ( j c ,y ) = f  r  F(u,v)e‘2n(ux+Vy)dudv
J  — OB J —DO
Original image Gaussian kernel
Spatial 
domain
Frequency
domain
Frequency
domain
Spatial
domain
Figure 2.5: Blurring an image in frequency domain. The scale parameter 
of the Gaussian kernel is 2.0.
.(2 .14)
.(2.13)
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W hen th e  F ast F o u rie r T ran sfo rm  (F F T ) is u sed  to  sp eed  up  the  tran sfo rm  fro m  the 
tim e dom ain  to  th e  frequency  dom ain  and  its  in v erse , th e  m o st co m p u ta tio n a lly
ex p en siv e  o peration  in  E q u atio n  2 .12  is th e  tw o -d im en sio n a l FFT . C o n seq u en tly , the
* 2 2co m p lex ity  o f  E quation  2 .12  is b o u n d ed  by  th is  o p era tio n  in to  0 { n  (lo g 2 n) ) w hen 
app ly ing  the co n v o lu tio n  to  an n x n  im ag e  w ith  an n x n  kern e l, w h ile  the  co m p lex ity  
w o u ld  be 0 ( n 4) w ith o u t u sing  FFT.
A  d iag ram  o f  the  above a lgo rithm  is g iv en  in  F ig u re  2.5 , w h ere  the  o rig in a l im age and 
a G au ssian  kernel are firs t tran sfo rm ed  fro m  the sp a tia l dom ain  in to  th e  frequency  
dom ain . In  th e  p ic tu res  w h ich  v isu a lise  the  2-D  freq u en cy  dom ain , the  frequency  
varies fro m  low  to h igh  fro m  the c o m ers  to  the  cen tre . T h e  o rig inal im age thus 
con tains som e h ig h  freq u en c ies  (p o in ted  to  b y  th e  arrow s in  the  freq u en cy  dom ain  
p ic tu re  o f  the  o rig inal im age), w h ich  co rre sp o n d  to  the  fin e  s tru c tu res  as w ell as the 
no ise  in  the  o rig in a l im age. A fte r the  p ro d u c t betw een  the im ag e  and  the  G aussian  
kernel is co m p u ted  in the  frequency  d o m ain , the h ig h  freq u en c ies  d isappear, hence 
som e fin e  stru c tu res and the n o ise  are e lim in a ted . T h is e ffec t can be  seen in the  spatial 
dom ain : th e  im ag e  is the  b lu rred  v ers io n  o f  the  o rig inal one.
2.4 Hidden Markov Models (HMMs)
In th is sec tion , w e  w ill b rie fly  in tro d u ce  th e  basic  id eas  o f  H M M s. W e  on ly  d iscuss 
the d isc re te  H M M s (D H M M s) here  s in ce  it is the tech n iq u e  u sed  in o u r system . A 
large n u m b er o f  tu to ria ls  ab o u t the to p ic  have  been  pu b lish ed . G o o d  ones inc lude  
[64], [65] and  [74],
H M M s sep ara te  a sequence o f  o b serv a tio n s  in to  several segm en ts, th e  so-called  
“sta tes” . In each  state , the o b serv a tio n s  are re la tiv e ly  stab le , and  th u s  can  be  sim u la ted  
using  p ro b ab ilis tic  m odels: G au ssian , M ix ed  G au ssian , an d  so  on. T h e ir  p o w er m ain ly  
lies in tw o  aspects: first, th ey  a ttem p t to  s im u la te  w ha t s ta te  the  system  is in “n o w ” 
acco rd ing  to  the  j th  m ost recen t s ta tes  -  the  M arkov  p roperty . I f  th e  status o f  the 
system  p u re ly  dep en d s on the m ost re cen t state , then  the H M M  is firs t-o rd er. S econd, 
an H M M  m ak es tran sitio n s from  o n e  sta te  to  an o th er s to ch astica lly , and  generates 
o b serv a tio n s  fro m  the cu rren t state  s to ch as tica lly  -  the  d o u b ly  s tochastic  property . T he
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transition depends on the so-called s ta te -tra n s itio n  p ro b a b ility , and the generation of 
the observation is controlled by the o b serva tio n  sym b o l p ro b a b ility .
It is the Markov property that simulates but simplifies the events in reality, especially 
when first-order HMMs are used. Higher order systems are possible, but their training 
and decoding can be a huge problem and certainly will be much slower than the first­
order systems. Our system uses a first-order HMM to encode the dynamic gestures. 
On the other hand, it is the doubly stochastic property that enables the application of 
HMMs in many real problems because traditional Markov models can only model 
stationary processes [64].
Before proceeding to more details, we first give some notation:
•  s  is a state of the HMM. State i at time t  is denoted as st = i.
•  o is an observation symbol. o t stands for the symbol at time t.
• v is the alphabet, i.e. the set of observation symbols, which is a non-empty finite 
set { v/, V2 , . . .  v*}, where A: is the size of the alphabet.
•  a  is the state-transition probability. Specifically, a l} is the probability of the 
transition from state i to j .
•  b  is the observation symbol probability. Specifically, bj(k) represents the 
probability of generating a certain observation symbol v* in state j .
A  DHMM is characterised by a quintuple: A = (N , M , A , B, n) where
• iV is the number of states in the model. In practice, there will always be two special 
states being used as s ta r t and en d  states. Thus N  > 2 .
• M  is the number of distinctive observations in the model, i.e. the discrete alphabet 
size. M  >0.
• A is the state-transition probability distribution. A = {ay}  where
av = p [s,+i = j  I s, = i], l < i , j < N  ...(2.15)
More specifically, when the DHMM is first-order, ay is larger than 0 only when 
j= i  or j= i+ l .
•  B  is the observation symbol probability distribution. B  = {b fk .)} where bj(k) is the 
observation symbol probability and
15
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bj (k)  = P[ot = v k \s, = j ] ,  l < k < M ,  l < j < N  ...(2.16)
• Tris the initial state distribution, n -  {n, } in which
7C.=P[Sj =i] ...(2.17)
In practice, although the above 5 items are required to specify a complete DHMM, 
people tend to use the following compact notation, ignoring the two parameters N  and 
M  in the representation since they are only two constants and will always be fixed 
beforehand:
A = (A,B ,n)  ...(2.18)
A very simple example of a first-order DHMM with seven states including the start 
and end states is given in Figure 2.6. Note that the more states the model has, the more 
powerful the model is. However, as the complexity of the model increases 
exponentially with respect to the number of sates, larger training set is required for 
reliable model estimation [4],
Start i /  \J  1 V/ \ i  End
O — ►( ;— H  •— ►: )— K  }— K .  )— * 0
Figure 2.6: A sample DHMM topology with seven states including the start and end 
states.
Given the above form of DHMMs, three basic problems have to be answered [65], 
These are:
Question 1:
Given the model A  = (A, B, n), and the observation sequence O = (oj, 02,..., oT), 
where T is the length of the observation sequence, how do we compute the probability 
of occurrence of O, P(0\A)1 
Question 2:
16
Chapter 2 Definitions and Descriptions
H ow  do w e ad just the  m o d el param eters  A  -  (A, B, n) so  th a t the  lik e lih o o d  func tion  
P { 0 \A )  is m ax im ised ?
Question 3:
G iven the  m odel A  =  (A, B, n), how  do  w e ch o o se  a s ta te  seq u en ce  q =  (q i , q2 qr) 
so tha t P (0 ,  q \A ), the jo in t  p ro b ab ility  o f  the  o b serv a tio n  seq u en ce  O  =  (0 7 , 0 2 , . . . ,  0 7 -) 
and  the  state seq u en ce  is m ax im ised ?
T hese th ree  q u estio n s a re  ca lled  the eva lu a tio n  p ro b lem , the  estim a tio n  p ro b lem , and  
the deco d in g  p ro b lem  [92]. W e in tro d u ce  the so lu tio n s fo r th em  briefly .
2.4.1 Solution to Question 1 -  the Evaluation Problem
First, le t’s co m p u te  the  lik e lih o o d  P (0 \A )  g iven  an o b serv a tio n  seq u en ce  O  =  (oj ,  
0 2 , . . . ,  o r )  acco rd in g  to  the m odel A  w ith  th e  p aram ete rs  A , B , and  n .  A  n u m b er o f 
m ethods have been  d ev e lo p ed  to  so lve  th e  p rob lem . T w o  o f  th em  are im p o rtan t, 
nam ely  the  fo rw ard  a lg o rith m  and the  b ack w ard  a lg o rith m , and are d esc rib ed  below .
The forward algorithm
G iven  the  ob serv atio n  seq u en ce  O -  ( p i ,  0 2 , . . . ,  o j ) ,  w e define  th e  fo rw ard  variab le  
a,(i) as the p ro b ab ility  o f  th e  jo in t ev en t tha t oj o2■■■ o t are ob serv ed , and  th e  state  at 
tim e t  is i. It can  be  fo rm a lised  as fo llow s:
W hen  t  -  0, the  system  b eg in s  from  th e  sta rt state , and  ao(start) =  1 b y  defau lt. W hen  
t = T, th e  system  stops at the  end  sta te , and  the  fo rw ard  v ariab le  is a j{e n d ) ,  w h ich  is 
exactly  the  lik e lih o o d  P (0 \A )  w e are try in g  to  w o rk  out. In  p ractice , w e firs t in itia lise  
the fo rw ard  variab le  w ith  ao(start) = 1, and  then  a t{i) can  be co m p u ted  recu rsiv e ly  by 
sim ple  in d u c tio n  [65]:
a t { i ) - P { o 1o 2...o t , q t = i \ A ) ...(2.19)
1-7 -N
The time com plexity o f the above procedure is 0 ( N : T).
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The backward algorithm
The backward algorithm is the reverse of the forward algorithm. Given the 
observation sequence O = (pi, 0 2 , . . . ,  07-), we define the backward variable /},(/) as the 
conditional probability of the partial observation sequence from t+1 to the end (o,+; 
ol+2- ■. or ) given state i at time t and the model A. It can be formalised as follows:
P,(i) = P(ol+1oI+2...oT Iqt -  i ,A)  ...(2.21)
Similarly, the backward variable can be calculated inductively: we initialise it with 
f r iend)  = 1, and the recursive step is given by [65]
A (0  = £ a A (°M « )0 ,♦,(;). t = T-l. 7-2,...,1  ...(2 .22)
y-i
1< i <N
This time the likelihood P(0\A) is given by Po(start). Again, the time complexity of 
the above procedure is 0(N T).
2.4.2 Solution to Question 2 -  the Estimation Problem
To solve the estimation problem requires an adjustment of the parameters of the 
model according to a set of training data. The result of the adjustment should 
maximise the likelihood P{0\A).  An iterative procedure, well known as the Baum- 
Welch method (essentially an expectation-maximisation method [65]), has been 
developed for this task. In this section, we describe the estimation procedure.
Firstly, with the aid of the forward and backward variables, we can define a new 
variable yf(0 , the probability of being in state i at time t, given the entire observation 
sequence O = (o\ , 02,..., or):
r, (0 = p<<i, = h o , a ) = g : ( ‘ ^ , ( ‘ ) =  - ( 2 .2 3 )
( 1 ' 5 > , o ' ) f t U )
1
Since both the forward and backward variables are computable, yt(i) is easy to 
calculate as well.
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Secondly, to fully describe the estimation procedure, we need to define another
variable (z'j), given by the following equation [65]:
e ,.  „  a,( i )a  b (ol+i)Pl+l(i)
£,(},% = P(q, = i , q l+1= j \ 0 , A )  = --------- p ( 0 \ A ) ----------
a , ( O f l j / f t ;  ( o i+1 )P ,+ i ( 0  ■ • - ( 2 - 2 4 )
N N
1=1 ;=i
Since y,(z) is the probability of being in state i at time t, the sum of yt(i) over t would 
be the number of times state i is visited. Since represents the probability of
being in state i at time t and being in state j  at time t+1, we can estimate the initial 
state distribution 7ij and the state-transition probability between state i and j  by:
m = Y 1(i) ...(2.25)
r=l /  (=1
and the observation symbol probability b^k) is estimated by:
b i ( k ) =  ¿ r , ( 0  / ¿ r , ( 0  .. (2.27)
1=1 i=l 
q,t,o,=vt /
Obviously, based on the above procedure, the parameters of the model can be 
estimated inductively. It will maximise the likelihood P(0\A). Methods other than 
Baum-Welch method are also possible, such as Gradient Descent and Viterbi Learning 
[65, 74],
2 .4 .3  S o l u t i o n  t o  Q u e s t i o n  3  -  t h e  D e c o d i n g  P r o b l e m
The decoding problem is to determine the best state sequence to describe the given 
observation sequence. The well-known Viterbi algorithm can be used for this purpose. 
For the Viterbi algorithm, we introduce the new variable the highest probability 
along a path given the first t observation symbols (oj 0 2 ... ot) and path ends in state i.
(5 ,(0 =  max P[ql q2...ql_i ,qt = i , o 1o2...ot \A]  ...(2.28)
Hi-1
The Viterbi algorithm calculates 8t(i) inductively to find out the most probable path 
given the observation sequence O and the model A:
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Initialisation: 8i(i) = njbiioj), 1< i < N
Induction: <5,+1( / )  = [max<5 Ai)an]b (o,+1) , 1< t < T-l , l < j  < N
1<i<W 1 1
Tennination: P (0  I A) ~ max[5r (z)]
' li/i/V
If we keep recording the result o f <5,(0 for every step during the induction, we would 
be able to trace back the state having the highest probability at each step, and this state 
chain would be the best state sequence. The time complexity of the algorithm is 
0(N2T). Note, that in practice, to speed up the procedure, researchers tend to use the 
probability of the best state sequence to approximate the likelihood P(0\A),  instead of 
using the sum of the probabilities of all possible state sequences, hence the in the 
termination.
2.5 Summary
In this chapter, we introduced some basic concepts commonly used in the area of 
pattern recognition. We described the theoretical background of PCA. including how 
to transform the original feature space into the PC space, and how to measure the loss 
of information during the procedure. We introduced the multi-scale theory, where an 
image is embedded in a family of smoother versions of the original image. The greater 
the scale parameter, the more details in the original image are eroded. In the section of 
DHMM, we gave its definition, and discussed the solutions to three important 
problems.
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C h a p t e r  3  L it e r a tu r e  R e v ie w
“G ood  bye keyboard , so  long  m ouse. H e llo  sm art ro o m s and  c lo th es th a t reco g n ise  
acquain tances, u n d e rs tan d  speech , and co m m u n ica te  by  gesture . A n d  th a t’s ju s t  the 
b eg in n in g ... ”
— P e n tla n d  [31 ]
A  lo t o f  e ffo rt has been  p u t in to  han d  gestu re  re co g n itio n  [1, 2, 3, 4 , 30], T h is  w ork  
show s the g reat p o ten tia l o f  gestu re  reco g n itio n  in m an y  areas [1, 9, 10], such as 
v irtual en v ironm en ts, ad v an ced  u ser in te rfaces , S ign  lan g u ag e  recogn isers , an d  so  on. 
H and  gesture re co g n itio n  fa lls  in to  the general fie ld  o f  o b jec t recogn ition , w hich 
includes the fo llo w in g  ap p lica tio n s, such as h an d -w ritten  ch a rac te r reco g n itio n  [43], 
veh ic le  detec tion  [44], m ilita ry  ta rg e t re co g n itio n  [45], an d  so on. A n im p o rtan t su b ­
fie ld  is hum an m o tio n  reco g n itio n , w hich  in c lu d es  face  [80, 81, 82], lips [38], eyes 
[58], and w h o le  body  m otion  reco g n itio n  [24, 54], A n u m b er o f  p ro m isin g  
app lica tions fo r h u m an  m o tio n  reco g n itio n  h av e  been  dev e lo p ed ; sm art su rve illance 
fo r exam ple  [32, 33]. M an y  tech n iq u es  d ev e lo p ed  fo r  th ese  ap p lica tio n s also  can  be 
used  fo r han d  gestu re  reco g n itio n . In th is th esis , w e are spec ifica lly  in te re sted  in  han d  
gestu re  recogn ition . H en ce  w e on ly  d iscuss the  research  in  w h ich  h an d  gestu res p lay  a 
m ajo r role.
In h an d  gestu re  re co g n itio n , an im p o rtan t co n cep t is th e  d eg ree  o f  freed o m  (D O F), 
w hich  m easures the flex ib ility  o f  the h um an  hand. W h en  the  h an d  co n fig u ra tio n  is no t 
so im portan t, fo r  ex a m p le  in  h um an  m o tio n  reco g n itio n , the  m o v em en ts  o f  th e  han d  
fingers are ig n o red  (o n ly  th e  loca tion  o f  the  w h o le  h an d  is con sid ered ). T h e  hand 
show s in to tal 3 d eg ree  o f  freedom s (D O F s) in  a 2D  im age. T h at is, the  h an d  can 
change in x  and  y  tran s la tio n , ro ta te  in th e  2D  im age p lane. H ow ever, research ers  are 
u sually  in te re sted  in  th e  deta ils  o f  hum an  h an d s w hen  reco g n is in g  h and  
configurations. In th is case , the  h and  is trea ted  as a n o n -rig id  ob ject, and  th e re  are 27 
D O F s co rresp o n d in g  to  th e  27 b o n es in  a h an d , see F ig u re  3.3.
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T his ch ap te r w ill d iscuss th e  p rev io u s w o rk  and  th e  s ta te  o f  th e  art in  h an d  gestu re  
reco g n itio n . W e w ill rev iew  the  w o rk  acco rd in g  to  the  h an d  m o d e ls  used. T h e  reasons 
are, first, m o st o f  the system s are m o d el-b a sed  system s, an d  seco n d , fe a tu re  ex trac tio n  
and  analysis in  h an d  g estu re  reco g n itio n  are tig h tly  re la ted  to  th e  spec ific  m odel. In  
the  rem a in d e r o f  the  ch ap te r, w e  firs t in tro d u ce  p o ss ib le  ap p lica tio n s  o f h an d  gestu re  
recogn ition . T hen  w e d iscu ss d iffe ren t system s acco rd in g  to  the spatia l and  tem p o ra l 
h an d  m o d e llin g  tech n iq u es th ey  use. F in a lly , w e hav e  th e  sum m ary .
3.1 Application Systems
T h e  p o ten tia l ap p lica tio n s o f  h u m an  g estu re  reco g n itio n  are th e  d riv in g  fo rce  o f  the  
research . W e  co n sid e r tw o  m ain  ap p lica tio n  areas: ad v an ced  u ser in te rfaces  an d  S ign 
lan g u ag e  transla tion .
A n im p o rtan t app lica tion  d o m ain  is th e  ad v an ced  u se r in te rface  o r M u ltim o d a l H um an  
C o m p u te r In terface  [18, 19, 20]. T h e  d ev e lo p m en t o f  U se r In terfaces (UI) 
acco m p an ied  the ev o lu tio n  o f  co m p u tin g  tech n o lo g ies. F ro m  the  o rig inal T ex t-b a sed  
U se r In terface  to  th e  cu rren t G raph ical U se r In terface (G U I), p eo p le  h av e  alw ays been 
lim ited  to  a tw o -d im en sio n a l p lane: e ith e r key b o ard s o r m ice . P eo p le  are now  seek ing  
fo r a m o re  na tu ra l and  co n v en ien t w ay  to  in te rac t w ith  co m p u te rs, fo r  in stan ce  usin g  
speech  and  gestures. D u e  to  the  ad v an ce  o f  speech  reco g n itio n , a n u m b er o f  
co m m ercia l p ro d u c ts  no w  allow  h u m an s to  ta lk  to  co m p u te rs  d irec tly  [16, 59], H an d  
gestu re  re co g n itio n  is u sefu l to  co m p lem en t speech  reco g n itio n  in a natu ra l, esp ec ia lly  
h ig h -n o ise , env ironm en t. O n  th e  one  hand , h an d  gestu res can  rep lace  the  trad itiona l 
m ech an ica l dev ices, i.e . k ey b o ard s , m ice , and  so on, so th a t u sers  can  copy, d e le te  o r 
ex ecu te  a p ro g ram  by  th e ir  han d  g estu res  in stead  o f  the  n o rm al click ; (fo r ex am p le , a 
v is io n -b ased  system , “F in g e rM o u se” , has been  p re sen ted  by  M y sliw iec  [23] th a t 
a llow s users  to  use th e ir  fingers to  tak e  the  p lace  o f  m ice .) O n the  o ther hand , hand  
gestu re  reco g n itio n  m ak es p o ss ib le  3D  h um an  co m p u te r in te rac tio n , esp ecia lly  in a 
v irtual env ironm en t. T h is  u sed  to  b e  very  hard  w hen  co n tro lled  by  2D  in p u t dev ices, 
o r even  by speech . U tsu m i and  O h y a [11] have d esig n ed  a system  w here a u se r can 
create  v irtual 3D  o b jec ts  h av in g  p re d e fin ed  p rim itiv e  shapes and  change the  o b je c ts ’ 
p o sitio n s, sizes, co lou rs, etc. w ith  h an d  gestures. L ee[13 ] uses th e  u se r’s han d  as a 3D  
cu rso r in  a virtual en v iro n m en t w h ich  m ak es the  in terac tio n  b e tw een  users and
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com puters  easier. L ee also  p resen ts  an o th er g estu re  reco g n itio n  system  [14] th a t uses 
tw o  senso rs a ttach ed  to  the  arm  and  a llow s users to  in te rac t w ith  the  co m p u te r by the  
m o v em en t o f  th e ir  arm s. “D ig itE y es” [15] is a m o d e l-b a sed  h an d  track in g  system  th a t 
can  track  the  27 D O F s o f  the  co n fig u ra tio n  o f  th e  u s e r’s h an d  u sin g  v ideo  cam eras, 
w hich  has been  ap p lied  to  a 3D -m o u se  system .
T h an k s to  th e  b o o stin g  o f  co m p u te r pow er, p eo p le  can  in teg ra te  th ese  sta te -o f-th e -a rt 
tech n o lo g ies  in to  th e ir d a ily  life. “S m art R o o m ” is one  ex a m p le  [24], A  “S m art 
R o o m ” is a ro o m  (o r a b u ild in g ) w ith  lo ts  o f  sensors an d  cam eras  th a t re sp o n d  to  the 
w ords, m o v em en ts  and  gestu res o f  inhab itan ts . R es id en ts  can  tu rn  o ff  th e  T V  o r ligh ts 
by s im p ly  w av in g  th e ir h an d s, o r  te ll th e  ro o m  th ey  feel co ld  b y  ru b b in g  bo th  hands; 
the ro o m  w ill tu m  on the  h ea te r au tom atically . In the  A rtific ia l In te llig en ce  L ab  o f 
M IT , M o y  has a p e t ro b o t [25] th a t re sp o n d s  to  th e  o w n e r’s gestu res. T h e  gestu re  
lex icon  in c lu d es lin ear (vertica l, h o rizo n ta l and  d iag o n a l) as w ell as c ircu la r 
(c lo ck w ise  and  co u n te rc lo ck w ise) gestures. R o th  e t al. [54] in M itsub ish i E lec tric  
R esearch  L ab o ra to ries  app ly  gestu re  reco g n itio n  theo ry  to  v ario u s system s: v ision- 
based  co m p u te r gam es, a han d  signal re co g n itio n  system , and  a te lev isio n  set 
co n tro lled  b y  h an d  gestu res. S om e o f these  ap p lica tio n s em p lo y  a specia l artific ia l 
re tina  ch ip  fo r im ag e  detec tion  o r p re -p ro cessin g .
A no ther im p o rtan t ap p lica tio n  fo r  h and  g estu re  reco g n itio n  is in the  fie ld  o f  S ign  
language  tran sla tio n . F o r m an y  D e a f  p eop le , S ign  lan g u ag e  is th e  p rincipa l m ean s o f 
co m m u n ica tio n . H ow ever, due  to  th e  d iffe ren ces  b e tw een  S ign  lan g u ag es fro m  
d iffe ren t co u n tries, it is very  h ard  fo r the  D e a f  fro m  d iffe ren t co u n trie s  to  u n d erstan d  
each o ther. T hey  m ay  be  co n fin ed  in m any  o f  th e ir  in te rac tio n s to co m m u n ica te  on ly  
w ith  o th e r D eaf p eo p le  fro m  th e ir ow n country . S u rely  h an d  gestu re  re co g n itio n  has a 
ro le  to  p lay  here. O ne o f  the  m o st fam o u s sy stem s is d es ig n ed  by  S ta m e r and P en tlan d  
[26], w h ich  can reco g n ise  sen ten ce-lev e l co n tin u o u s A m erican  S ign  L an g u ag e  (A SL) 
using  a s ing le  cam era. A n Irish  S ign lan g u ag e  R eco g n itio n  system  [27, 28] has also  
been  rep o rted  by  the  au thor, w h ere  b o th  static  and  dynam ic gestu res can  be  reco g n ised  
fast on an en try -level PC .
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3.2 Previous Work
In this section , w e rev iew  p rev io u s w o rk  fro m  the  tech n ica l p o in t o f view . M an y  
system s have been  p re sen ted  prev iously . T o  d esc rib e  th em  structu ra lly , w e  n eed  to  
firs t c lassify  th em  in to  separate  groups. A  n u m b er o f  c r ite ria  ex is t tha t can  b e  ap p lied  
to  ca tegorise  d iffe ren t system s, fo r ex am p le , the ty p e  o f  h an d  m odels  u sed  (2 D -h an d  
m odel vs. 3 D -h an d  m o d el), the  n u m b er o f  cam eras  in v o lv ed  (m ultip le  vs. s in g le ­
v iew ), d im en sio n a lity  o f  the  track ing  space, and  so  on. O u r rev iew  is b ased  on tw o  
criteria; it  d istin g u ish es
•  s in g le -cam era  from  m u ltip le -cam era  (S ec tio n  3 .2 .1 )
•  2D  m o d els from  3D  m o d els (S ec tio n  3 .2 .2).
3.2.1 Stereo vs. Single-view
W hen  d esign ing  a v is io n -b ased  system , th e  firs t q u es tio n  to  ask  m ig h t be how  m an y  
cam eras sh o u ld  be  em p lo y ed ?  O ne ch o ice  is to  use  tw o  o r m ore  cam eras so th a t the
co m p u te r can  “ see” th e  han d  from  m o re  th an  one  ang le  s im u ltaneously . T h is  w ill
p rov ide ex tra  ro b u stn ess  aga inst som e facto rs: (se lf-) o cc lu sio n  and  accu racy  o f  han d  
m odels etc., b u t the  p rice  is the  ex p en se  o f  co m p u tin g  reso u rces. In general, stereo  
system s are ex p en siv e  and  slow  and  n eed  m any  re so u rces , w hich  m ak es th em  n o t 
su itab le  fo r rea l-tim e  pu rp o ses. F u rth erm o re , even  w ith  one  cam era , in  the case  o f 
occ lusion , w e can  still re co v er 3 D -h an d  struc tu res g iv en  im ag e  sequences th a t con ta in  
m u ltip le  v iew s o f  the  sam e ob ject. M an y  re search ers  have d ev e lo p ed  th e ir  system s 
b ased  on a sin g le  cam era  [50, 51, 52, 61 , 62, 63],
3.2.2 2D-hand model vs. 3D-hand model
In th is sec tion , w e d iscu ss  the  v is io n -b ased  system s acco rd in g  to  the  h an d  m o d e ls  they  
use. U nless c lea rly  sta ted , all system s d iscu ssed  fro m  now  on are b ased  on a sing le  
cam era.
T h e  m odels u sed  up  to  now  can be  ca teg o rised  in to  tw o  classes: 2 D -h an d  m o d e ls , also  
know n as ap p earan ce-b ased  m o d els , and  3D -h an d  m odels. T h ese  tw o  c lasses o f m odel 
are in trin sica lly  d iffe ren t in the  fo llo w in g  way: g iven  a tra in in g  set, the  param ete rs  or
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featu res o f  the 2 D -h an d  m odel are ex trac ted  by  an a ly sin g  the raw  im ag e data. In  o ther 
w ords, w e do  no t know  w hat the m odel lo o k s like  b efo re . In co n tra st, w hen  a 3 D -h an d  
m odel is used , w e sta rt w ith  the m o d el, an d  search  fo r ev id en ce  from  the  raw  d a ta  to  
support it. W e can adap t th e  m odel to  fit th e  data. T h is  is essen tia lly  a to p -dow n  
p ro ced u re  and  a p r io r i  k n o w led g e  can  b e  em b ed d ed  in to  the  m odel b e fo reh an d  that 
m akes it o ften  o u tp erfo rm  the 2-D  ap p earan ce-b ased  m ethod . 3 D -h an d  m o d els  are 
co m p u ta tio n ally  ex p en siv e  b ecau se  o f  th e  h ig h  co m p u ta tio n a l co m p lex ity , an d  2D - 
han d  m o d els  la rge ly  d ep en d  on  the  q u ality  o f  the  tra in in g  data.
3.2.2.1 2D-hand Model
A large v arie ty  o f  system s tha t h av e  been  p re sen ted  in  th is  area  u se  a 2 D -h an d  m odel. 
T he system s u sin g  2D  han d  m o d els can  be  c la ss ifie d  in to  tw o  classes: im ag e  p roperty - 
based  m o d e ls  an d  s ta tis tica l m odels.
Im age p ro p e rty -b ased  m odels em p lo y  som e sim p le  im ag e fea tu res . C o m m o n ly  used  
im age fea tu res  in c lu d e  geom etrica l fea tu res  [26, 46], m o m en t fea tu res  (u sin g  the 
m om ents o f  th e  im age as fea tu res) [26, 47 , 48 , 49, 50, 51, 53], local o rien ta tion  
h isto g ram s [52, 54], and  local shape  fea tu res  [55],
W avelets  are a re la tiv e ly  n ew  app ro ach  and  a lso  have b eco m e p o p u la r in h an d  gestu re  
reco g n itio n  in recen t years. T h is  tech n iq u e  re flec ts  the im age p ro p e rtie s  in  the  
frequency  dom ain . O ren  et al. [57] p e rfo rm  n o n -rig id  o b jec t d e tec tio n  in still im ages 
usin g  th e  w av e le ts  ana lysis m ethod .
A large  am o u n t o f  w o rk  falls in to  the  c lass o f  statis tica l m odels , w h ich  are b ased  on 
P C A  o r its  ex ten sio n s. P C A  w as f irs t ap p lied  in  the co m p u te r v isio n  co m m u n ity  to 
face reco g n itio n  by  S iro v ich  and  K irb y  [17] and  la te r ex ten d ed  by  T u rk  and  P en tlan d  
[95], B irk  e t al. [67] have d ev e lo p ed  a system  reco g n is in g  25 static  gestu res o f 
In ternational S ign  language. T h ey  f irs t p e rfo rm  P C A  on sets o f  tra in in g  im ag es to 
generate  a B ayes c lassifie r, and  th en  use  th e  c lass ifie r in  rea l tim e . M artin  and  
C row ley  [66] d esc rib e  a system  th a t is u sed  to  in te rac t w ith  a v irtual w orld . T hey  
address th e  task  o f h an d  gesture re co g n itio n  in  a s im ila r m anner to  B irk  et al. T h ey  are
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the firs t tw o  research  g roups app ly ing  P C A  to  h an d  g estu re  re co g n itio n  [36] a lthough  
the tw o  system s w ere  d ev e lo p ed  in d ependen tly .
H eap  and  H o g g  [61] p resen t a tw o-leve l h ie ra rch y  to  ex trac t th e  ex is tin g  n o n -lin ea rity  
from  PC  spaces. T h is  app roach  co n sis ts  o f  tw o  m ain  steps: firs t an in itia l g lobal P C A  
is p e rfo rm ed  on th e  tra in in g  d ata  fo r d im en sio n a lity  reduction . S econd , a &-means 
c lu ste r ana lysis  is ca rried  o u t to sp lit the d a ta  in  the  g lobal P C  sp ace  in to  several 
c lu sters  in  term s o f  th e  E u lid ean  d istance . A  su b -reg io n  is then  p ro d u ced  w h ich  is 
cen tred  on th e  c lu ste r m ean , and  b o u n d ed  by a h y p ere llip so id  w ith  a M ah a lan o b is  
rad ius o f  som e sp ec ified  value. T h e  id ea  b eh in d  th is  app ro ach  is th a t a co m p lex , n o n ­
lin ear reg io n  can  be  ap p ro x im a ted  by  a co m b in a tio n  o f  a n u m b er o f  sm a lle r  su b ­
reg ions, w h ich  are tre a ted  as lin ear spaces. F ig u re  3.1 (taken  fro m  [61]) d em o n stra te s  
the  p rocedure .
su b -reg io n s (taken  from  [61]); (a) tra in in g  d a ta  p ro jec ted  in to  a 2D  P C  
space usin g  P C A , (b) fin d in g  o u t th e  cen te rs  o f  the  sub -reg ions, (c) 
p rin c ip a l axes o f  th e  sub -reg io n s, w h ich  show s th a t th e  n o n -lin earity  o f 
the  o rig inal tra jec to ry  has been  red u ced  sign ifican tly .
Cui and  W en g  [37] p resen t a general fram ew o rk  to  reco g n ise  han d  signs ag a in st a 
com p lex  background . P C A  is ap p lied  on th e  tra in in g  set to  reduce the  d im en sio n a lity  
o f th e  fe a tu re  space. T h en , L in ea r D isc rim in an t A na lysis  (L D A ) is u sed  to 
au tom atically  se lec t the  m ost d isc rim in a tin g  P C s afte r d im en sio n a lity  red u ctio n . A 
space partition  tree is u sed  to  ach iev e  a lo g arith m ic  re triev a l tim e co m p lex ity  fo r a 
da tab ase  o f  n  item s, and  a general in te rp o la tio n  schem e to do view  in ference . T he 
system  w as tes ted  u sing  28 h an d  signs in fro n t o f th e  un ifo rm  b ack g ro u n d . T he
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ex p erim en t req u ired  the  h and  area b e in g  m an u a lly  lab e lled , and  h en ce  is n o t su itab le  
fo r  a tra in in g  d a tab ase  w ith  a large n u m b er o f  sam ples.
P o in t D is tr ib u tio n  M odel (PD M ), p ro p o se d  by C oo tes [41], is b ased  on the  P C A  
m ethod . S o m etim es , P D M  is ca lled  th e  A c tiv e  S hape M o d el o r “sm art sn ak es” . In a 
P D M , o b jec ts  are defined  by  lan d m ark  p o in ts  th a t are p lace d  in  the  sam e w ay  on each 
o f  a set o f  ex am p le s  from  the tra in in g  set. P C A  is p e rfo rm ed  to e s tim a te  the  m ean  
shape  and  to  fin d  o u t the  m ain  “m o d es o f  v a ria tio n ” [41], E ach  m o d e  changes the 
shape  b y  m o v in g  the  lan d m ark s a lo n g  s tra ig h t lines p assin g  th ro u g h  th e ir  m ean 
p o sitio n s. A  n ew  im age is then  ex p ressed  as a lin ear co m b in a tio n  o f  the  m o d es o f 
varia tion . P D M  can  rep resen t n o n -r ig id  o b jec ts , w hich  m ak es it very  su itab le  fo r the 
ta sk  o f h an d  g estu re  recogn ition , and  h as  a lread y  been  ap p lied  to  th e  area  o f hand  
gestu re  reco g n itio n  [60, 61, 62, 63],
M any  ex ten s io n s  o f  P C A  have been  dev e lo p ed . A lth o u g h  th ese  h av e  n o t yet been 
ap p lied  in h an d  gestu re  reco g n itio n , th ese  ex ten sio n s have  been  u sed  in the f ie ld  o f 
ob jection  reco g n itio n , and can b e  easily  em p lo y ed  fo r the re co g n itio n  o f  h u m an  hands.
P ro b ab ilis tic  P C A  (P P C A ), an ex ten s io n  o f  s tandard  P C A , h as  been  p ro p o sed  
in d ep en d en tly  by  M o g h ad d am  and  P en tlan d  [39], T ip p in g  and  B ish o p  [38] and 
R o w eis [34], U n lik e  in  s tandard  P C A , w h ere  the less im p o rtan t P C s are sim ply  
d iscarded , in  P P C A , th ese  P C s are assu m ed  to  con ta in  G au ssian  no ise . [34] and  [38] 
p re sen t a n o ise  m o d el and  derive  an  ex p ec ta tio n -m ax im isa tio n  (E M ) a lg o rith m  to 
estim ate  the  param eters . M o g h ad d am  an d  P en tlan d  fu rth e r app ly  P P C A  fo r face 
reco g n itio n  [40].
In d ep en d en t C o m p o n en t A nalysis (IC A ) is an o th er usefu l ex ten sio n  o f  P C A . In 
co n tra st to P C A , w h ich  de-co rre la tes  th e  fea tu res  u sing  the  co v a rian ce  m atrix  (2nd- 
o rder s ta tis tics), IC A  reduces h ig h e r-o rd e r sta tis tica l d ep en d en cies , a ttem p tin g  to 
m ak e  th e  fea tu res  as in d ep en d en t as p o ss ib le  [35]. R ecen tly , M o g h ad d am  e t al. use 
IC A  to reco g n ise  ob jects  in c lu tte red  b ac k g ro u n d  [42]. E spec ia lly , th e ir  app roach  has 
the  ab ility  to  m o d el non-rig id  o b jec ts  [42], w hich  m akes it p o ss ib le  to  ex ten d  the 
m ethod  fo r han d  gestu re  recogn ition .
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3.1.2.2 3D-hand Model
A 3D-hand model is an alternative to 2D-hand models. In this section, we discuss the 
work that aims to recover 3D articulated pose over time.
3D-hand Models can be classified into two large groups: volumetric models and 
skeleton-based models. Volumetric models describe the visual appearance o f human 
hands and are often used in the field of computer animation. Because o f the huge 
computational complexity, not many researchers use them to model hands for real­
time purposes. However, it may be helpful to construct training databases for 
statistical models: the performance o f statistical models depends on the size of 
training sets. The more variation within the training sets the better the performance the 
system can reach. However, constructing a large training database has always been a 
problem. Computer animation is a possible solution for this. Recently, John et al. [68] 
made an attempt to use computer animated hand shapes in ASL. Their representation 
of the hand consists of sixteen articulated rigid bodies, which represents the palm and 
the bones o f the fingers and thumb, where the palm is modelled as a single rigid body. 
See Figure 3.2.
Fig. 3.2: Com puter anim ation effects from  [68]: from 
left to right: an open palm, the letter D  in ASL, the 
letter E  from  ASL.
The figure shows that many visual features can be simulated well in this model in 
terms o f both shape and texture, such as the fingers’ shadow on the palm in the shapes 
of D  and E  in ASL. The main deficiency is just as the authors indicated in the paper: 
the absence of the metacarpal bones for the little finger and ring fingers makes it 
difficult to place the hand in certain configurations where the thumb is touching the 
little finger.
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T o  red u ce  the  co m p u ta tio n al co m p lex ity  o f  vo lu m etric  m o d els , so m e d eta ils  in  the 
m odel have  to  be e lim inated . O ften  the  tex tu re  o f  skin  (n o t to  m en tio n  th e  stru c tu re  o f  
m u scles) is n o t com pu ted . T h a t is, o n ly  sh ap e  in fo rm atio n  is tak en  in to  acco u n t w hen  
reco g n is in g  a gesture. T h is is re aso n ab le  b ecau se  the  d efo rm atio n  o f the  sk in  o f  the 
h um an  han d  does n o t convey  any ad d itio n a l in fo rm atio n  n eed ed  to  in te rp re t gestu re  
[3]. F o r ex am p le , hum ans have  n o  p ro b lem  to  reco g n ise  g estu res  m ad e  by  cartoon  
ch a rac te rs  even  though  th ey  are m u ch  s im p le r than  real hum ans.
S o m e approaches trea t the  h o m o g en eo u s  han d  p arts  by s im p le r p a ram eterised  
g eo m etric  shapes, fo r  ex am p le  cy lin d ers  [71 , 72], In [71], S h im ad a  et al. u se  such a 
m odel. In th e ir  system , firs t th e  p o se  is  e s tim a ted  rough ly  by  s ilh o u e tte  m atch in g ; then  
the rough  p o se  and  the in itia l shape  m odel are  re fin ed  u sing  so m e k n o w led g e  o f  
h u m an  b o d y ’s shape, pose an d  m o tio n  restric tio n s. H o w ev er, b ecau se  f in g ertip s  are 
u sed  to  co n stru c t the co rresp o n d en ces  b e tw een  the  m o d e l an d  the  im ages, the 
p erfo rm an ce  w o u ld  d ep en d  on th e  accu racy  o f  fin g ertip  detec tion .
P D M  can  also  be u sed  fo r 3D  m o d ellin g . H eap  and H o g g  [69] ap p ly  th is  idea  to  track 
hands w ith  a fu ll 6 -D O F  in re a l- tim e  regard less o f  the h an d  co n fig u ra tio n  (10 
fram es/seco n d  on  a s tandard  134M H z S ilico n  G raph ic Indy  w o rk sta tio n ). A  key issue 
fo r b u ild in g  th e ir  m odel is th e  co llec tio n  o f  lan d m ark  co o rd in a te  d a ta  fro m  tra in in g  
im ages. T h ey  tack le  th is p ro b lem  b y  cap tu rin g  tra in in g  da ta  sem i-au to m atica lly  u sing  
a sim p lex  m esh  in tro d u ced  by  D e lin g e tte  [70], H ow ever, th is  system  does no t w ork  
w ell w hen  b en d in g  po in ts  ex ist.
F o r re a l-tim e  pu rp o ses, sk e le to n -b ased  m o d els are o ften  used  fo r  the  cu rren t hand  
g estu re  re co g n itio n  tasks. T h is  ty p e  o f  m odel is b ased  on an a to m ica l k n o w led g e  and 
trea ts h um an  h ands as a rticu la ted  o b jec ts  co n sis tin g  o f  a set o f  su b -o b jec ts  w here  each 
su b -o b jec t is  rig id . T hus, on ly  the  k in em atic  re la tio n s am ong  th ese  su b -o b jec ts  have to  
be m odelled . E ach  fin g er is d em o n stra ted  as a series o f lin k ed  ch a in s , sh o w n  in F igu re  
3.3.
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Middle
Thumb
Distal Phalanx Imnptalaugcal (IP)
Proximal P ha I m ix  ►  
MeiacapophnUngcal (MCP)
Mclacapal
Trapcnomcucarpal (TM)
Fig. 3.3: Skeleton-based model o f the human hand. The left one mimics all 27 bones o f the 
hand. While the right one is a simplified version that approximates fingers more accurately 
since fingers have more flexibility than palm.
A lth o u g h  a han d  co n ta in s  27 b ones an a to m ica lly , m o st b o n es in  the  p a lm  are n o t as 
flex ib le  as in fingers. T h is  g ives us a c lu e  th a t a sk e le to n -b ased  m odel can  be 
s im p lified  by  ig n o rin g  th e  b ones and  th e ir jo in ts  in  the palm . T hus, w e have the 
s im p lified  version  o f  the  sk e le to n -b ased  m o d el, w hich  co n ta in s  19 links, to  m im ic 
m o st o f  th e  bones and  jo in ts  an d  each  fin g e r is m o d e lled  as a k in em atic  ch a in  w ith  the 
p a lm  as its  b ase  re feren ce  fram e.
T o  estim ate  the  3D  stru c tu re  o f  hands p rec ise ly  w ith  a  sk e le to n -b ased  m o d el, w e  have 
to  so lve  th e  so -ca lled  “in v e rse  k in em atics  p ro b lem ” . T h a t is, to  reco v er th e  ang les o f  
the  jo in ts . O ne w ay fo r so lv in g  th is is to  f irs t co n s tru c t a featu re  co rresp o n d en ce  
betw een  2D  im ag es and  th e  3D  m odel. O nce  the  co rresp o n d en ce  has been  estab lish ed , 
jo in t  ang les can  be e s tim a ted  by m in im is in g  the  d is tan ce  b e tw een  the p ro jec tio n s from  
the  3D  m odel and 2D  im ages. D iffe ren t system s tak e  d iffe ren t im ag e  fea tu res  fo r  the 
co rrespondence . T h e  p erfo rm an ce  o f  th is  type o f  approach  g reatly  dep en d s on  the 
fea tu re  detec tion . If  the p red efin ed  fea tu res  can  no t be  d ec id ed  p ro p e rly  fo r som e 
reason , fo r  ex am p le  se lf-o cc lu sio n , the  jo in t ang les w o u ld  no t be  ab le  to  be  recovered . 
N ex t w e rev iew  som e system s that u ses sk e le to n -b ased  m odels. W e on ly  co n s id e r the 
sing le  cam era  situation . T h u s , 3D  stru c tu re  has to  be  reco v e red  fro m  a seq u en ce  o f 
im ages, o th erw ise  severe  am b ig u ity  p ro b lem s co u ld  happen .
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R ehg  and  K anade [73] use  a sk e le to n -b ased  m odel to  tack le  the  se lf-o cc lu d in g  
p ro b lem , a p ro b lem  th a t a lw ays h ap p en s d u rin g  a rticu la ted  o b jec t m o tion . In th e ir 
ex p e rim en ts , a s im p lified  sk e le to n -b ased  m odel (on ly  9 D O F s) o f  the in d ex  and  
m id d le  fin g ers  (3 p lan ar jo in ts  per fin g er) o f  th e  h an d  w ith  fu ll tran sla tio n  is 
em ployed . T h is  system  does n o t w o rk  in  rea l-tim e .
A h m ad  [75] p resen ts  a rea l-tim e  3 D -h an d  track er w ith  19 D O F s. T h e  track in g  speed  
reaches up  to  30 fram es/seco n d  on a s tan d ard  w o rk sta tio n  w ith  no  specia l im age 
p ro cessin g  h ard w are  o th er than  a fram e grabber. T h e  m ain  d raw b ack  o f  the  system  is 
th a t on ly  th e  han d  ro ta tio n s  para lle l to  cam era  p lan e  can  be recovered , w h ile  the 
ro ta tio n s o f  the  han d  a round  the  o th er tw o  axes w o u ld  co n fu se  th e  system .
L a th u ilie re  and  H erve [76] h av e  d ev e lo p e d  a system  fo r  ro b o t co n tro llin g  p u rp o ses  
w here  26 D O F s o f  the skele ton  are m o d e lled . F irs t the  p o se  o f  th e  w ris t is co m p u ted , 
and  then th e  value o f  the fin g er jo in t  ang les is recovered . T h e  fin g ertip s  and the 
m id d le  p o in t o f  the w ris t are u sed  to  co n stru c t the  co rresp o n d en ce  b e tw een  the m odel 
and  the  im age.
C R E F IT  p resen ted  by N o lk er and  R itte r  [77, 78] is ab le  to  reco v er 3D  han d  p ostu res 
from  grey  sca le  im ages. T h e  reco v ery  o f  th e  jo in t ang les is ach iev ed  b y  em p lo y in g  an 
artific ia l n eu ra l netw ork , w h ich  uses a se t o f  n o n -lin ea r basis  m an ifo ld s  to co n stru c t a 
m ap p in g  th ro u g h  a  n u m b er o f  “ to p o lo g ica lly  o rd e red ” re fe ren ce  vec to rs. T h e  featu res 
used  in th is system  are  the 2D  p o sitio n s  o f  the  fin g ertip s , and  th e  D O F s are also  
re s tr ic ted  to  avo id  p o ssib le  am b ig u itie s  o f  jo in t angles. T h erefo re , th is  system  can n o t 
d is tin g u ish  d iffe rences in  depth .
A rem ark ab le  success from  R eh g  and  K an ad e  is “D ig itE y es” [15] w here  a full 27 
D O F  is reco v e red  at th e  sp eed  o f  10 H z . H ow ever, a spec ia l im age p ro cessin g  b o ard  
and  tw o  cam eras  are needed .
O ne o f  the  issues th a t is w orth  m e n tio n in g  in  3D -h an d  m o d e llin g  is th a t a lthough  the 
hand  is h ig h ly  articu la ted , its  co n fig u ra tio n  is a lso  h igh ly  co n stra in ed . T h at is, it 
can n o t m ak e  gestu res arb itra rily . T h e se  co n stra in ts  he lp  to  red u ce  the size  o f the
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sp atio -tem p o ra l space, thus red u c in g  th e  co m p lex ity  o f  g estu re  reco g n itio n . H o w ev er, 
the  co n stra in ts  th em selv es  are q u ite  co m p lex . S o m e o f  th em  are due  to  the an a to m y  o f 
hands, and so m e are due to  the  n a tu ra ln ess  o f  h an d  m o tio n s; so m e o f th em  can be 
ex p ressed  ex p lic itly , w h ile  so m e can  not. L in  e t al. [29] in v es tig a te  th ese  co n stra in ts  
thoroughly .
3.2.3 Hand M otion M odelling
B oth  2D - and  3 D -h an d  m o d e ls  can  on ly  ex trac t spatial p a ram ete rs  o f  h u m an  hands, 
w h ile  a la rg e r n u m b er o f  gestu res are p erfo rm ed  dynam ica lly . In th is sec tion  w e 
d iscuss the a ttem pts that h av e  been  m ad e  to  m odel the tem p o ra l ch arac te ris tic  in  
m otion .
S ince a h u m an  gesture is a dyn am ic  p ro cess , it is im p o rtan t to  co n sid e r th e  tem pora l 
charac te ristic  o f  gestures. A lth o u g h  learn in g  the d ynam ics o f  h an d  m o tio n  has 
a ttrac ted  m u ch  a tten tion  [85, 89, 91, 92, 93], there  are on ly  a very  lim ited  n u m b er o f 
m ethods p artly  because  o f  its  co m p lex ity . O ne o f  th e  m eth o d s is ca lled  the F in ite  S ta te  
M ach in e  (F S M ), w hich  rep resen ts  dyn am ic  gestu res as p ro to ty p e  sequences o f  states 
[85, 91], R eco g n itio n  is f in ish ed  by m a tch in g  an in co m in g  seq u en ce  to  the  p ro to types. 
T o  h an d le  v aria tio n s in  tem p o ra l b eh av io u r, the  m atch  is ty p ica lly  co m p u ted  using 
som e fo rm  o f  D y n am ic  T im e  W a rp in g  (D T W ) [89], I f  the  p ro to ty p e  is d esc rib ed  by 
statis tica l tendenc ies, the  tim e  w a rp in g  is o ften  em b ed d ed  w ith in  an  H M M  [87, 92, 
93]. In th is sec tion , w e in v es tig a te  th e  p rev io u s w o rk  d ea lin g  w ith  th e  h an d -m o tio n  
m o d e llin g  issue .
As speech  reco g n itio n  also  requ ires m o d e llin g  the  dynam ic fea tu res  o f  the speaker, 
m any  o f  the  sam e tech n iq u es  can  b e  u sed  to  m odel b o th  dynam ic h an d  g estu res and 
speech. D T W  is one o f  those , w h ich  en ab le s  n o n -lin ea r tim e a lig n m en t o f  speech  
patterns p ro d u ced  w ith  d iffe ren t speech  ra tes. B ased  on this ap p ro ach , D arre ll et al. 
[89] p re sen ts  a  rea l-tim e system  reco g n is in g  th ree  g estu res u n d er u n ifo rm  background .
F S M  m o d els  gestu res as seq u en ces o f  states in sp a tio -tem p o ra l space. E ach  state in 
th is m odel is trea ted  as a m u ltid im en sio n a l G aussian . T h u s, each  dynam ic gestu re  will
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co rresp o n d  to  a sequence o f  states. T em p la te  m atch in g  can b e  u sed  to  p erfo rm  re a l­
tim e g estu re  recogn ition . H o n g  e t al. [85] p ro p o se  a g am e sy stem  b ased  on  F S M  
w hich  ran  at the  sp eed  o f  25 fram es/sec  on a 3 5 0 M H z P en tiu m  13 PC  ru n n in g  
W indow s N T  4.0. D av is and  S h ah  [91] use F S M  to m o d el d is tin c t phases o f  a generic  
gestu re . In th e ir m ethod , g estu res  are rep resen ted  as a lis t o f  v ec to rs  and  are then  
m atch ed  to  s to red  g estu re  v ec to r m odels u sin g  tab le  lo o k u p  b ased  on v ec to r 
d isp lacem en ts . F S M  is also  s im ila r to  H M M s.
T h e  m o st successfu l tech n iq u e  in  h an d  m o tio n  reco g n itio n  is ce rta in ly  H M M s. S tam er 
and  P en tlan d  [92] firs t u sed  it fo r  th e  reco g n itio n  o f A S L  sen ten ces . T h ey  use  a s im p le  
fea tu re  set to  describe  the  h an d  sh ap e  w h ich  consists  o f  each  h a n d ’s x and  y p o sitio n , 
ang le  o f  ax is o f  least in te ria , and  eccen tric ity  o f  b o u n d in g  e llip se . In  th e ir ex p erim en t, 
4 9 4  sen ten ces  are co llec ted . O f  w h ich  395 sen tences a re  u sed  as a  tra in in g  set an d  th e  
rem a in in g  99 as a tes t set. W h en  the  g ram m ar is in v o lv ed  in  th e  recogn iser, 99 .2%  
reco g n itio n  ra te  w as ach iev ed , w h ile  w ith o u t the  g ram m ar, th e  recogn ition  ra te  is 
91 .3% .
V og ler and  M etaxas [93] a lso  u se  H M M s to  reco g n ise  A SL . T h ey  coup le  3D -m otion  
ana lysis w ith  a co n tex t-d ep en d en t H M M  to reco g n ise  53 gestu res. In  th e ir system , 
H M M s and  3 D -m otion  ana lysis  are tw o  separate  m o d u les . G iv en  a  sequence o f  
im ages, 3 D -m o tio n  analysis is  p e rfo rm ed  to  constra in  th e  reco g n itio n  p rocess in  the  
H M M . In th e ir ex p e rim en t, 4 86  sen tences in  to tal are  co llec ted , o f  w hich  389 
ex am p les  are u sed  as a tra in in g  se t and  the  rem a in in g  97 as a te s t set. 87 .71%  
reco g n itio n  ra te  is ach iev ed  in  th e ir  ex p e rim en ts  w h en  co u p lin g  3D  co n stra in ts  w ith  
H M M s, ag a in st 83 .63%  accu racy  u sin g  2D  constra in ts . H ow ever, th ree  cam eras have  
to  be  u sed  to  get 3D  in fo rm atio n .
T he stan d ard  H M M  [92, 93] is ex ten d e d  by W ilso n  and  B o b ick  [87] to  have the 
ab ility  to  recogn ise  p aram etric  gestu res. A  p aram etric  g estu re  is a m o v em en t tha t 
ex h ib its  m ean in g fu l, sy stem atic  v aria tio n  [87]. S ince the  s tan d ard  H M M  approach  
tends to  m odel the m ean ing fu l v a ria tio n  as no ise, it w o u ld  n o t be  ab le  to  h an d le  th is 
type o f  gesture. W ilso n  and  B o b ick  in c lu d e  a g lobal p aram etric  v a ria tio n  in the ou tpu t 
p ro b ab ilitie s  o f  the states o f  the  H M M  and they  fo rm u la te  an  E M  m eth o d  fo r tra in in g
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th e  param etric  H M M . D u rin g  the o n lin e  reco g n itio n , the  p aram etric  H M M  
sim u ltan eo u sly  reco g n ises  the gestu res and  es tim a tes  the  q u an tify in g  param eters.
H M M s is s im ila r to  F S M  as th ey  bo th  m odel d y n am ic  gestu res as sequences o f  state  
in  spatio -tem pora l space. H ow ever, a co u p le  o f  d iffe ren ces  ex is t b etw een  them . F irst, 
the  n u m b er o f  sta tes and  th e  to p o lo g ica l s tru c tu re  o f  an H M M  has to  be fix ed  b efo re  
tra in in g  w hereas F S M  does n o t have th is  req u irem en t; second , a few  F S M s can be  
co n ca ten a ted  to g e th e r to  fo rm  a  m ore co m p lex  F S M . F o r  ex am p le , i f  gestu re  C  is the  
com bination  o f  g estu re  A  and  B , then  the  F S M  C is co n stru c ted  by  ap p en d in g  th e  
F S M  B to  the  en d  o f  F S M  A. W h ile  fo r H M M s, the  s im p le  re la tio n sh ip  does n o t hold.
K alm an  filte rs  are a re la tiv e ly  o ld  m eth o d  fo r m o d e llin g  han d  m otion . T h ey  allow  the  
system  to p red ic t fu tu re  b eh av io u r g iven  a spatia l h an d  m odel to  p ro v id e  som e sense 
o f  erro r co rrec tion . A lso  it enab les th e  system  to  o p era te  in  rea l-tim e  b ecau se  the  
co m p u te r on ly  ex am in es the part o f  the  im ag e  w h e re  the  filte r p red ic ts  th e  h an d  m ust 
be. T he E x ten d e d  K alm an  filte rin g  (E K F ) tech n iq u e  is an ex ten sio n  o f th e  standard  
K alm an  f ilte r  u n d e r the  assum ption  o f  sm all m o tio n  o f  th e  o b jec t of in terest. S h im ad a 
[71] uses a s im ila r tech n iq u e  in  h is system . A  3 D -h an d  m odel is u sed  to cap tu re  the 
spatial ch a rac te ris tic s , and  then  E K F  is  u sed  to  e s tim a te  the  hand  m o tio n . H ow ever, 
the K alm an  filte rin g  tech n iq u e  is b ased  on  the sp a tia l-tem p o ra l co n tin u ity  assum ption , 
w hich  o ften  fa ils  to  h o ld  in  rea l life.
N eural N e tw o rk s are an o th er a lte rn a tiv e  fo r m o d e llin g  tem p o ra l ch arac te ris tic s . G ao e t 
al. [94] p resen t a S ign  language reco g n ise r co m b in in g  n eu ra l n e tw o rk s w ith  H M M s to 
recogn ise  co n tin u o u s large v o cab u la ry  in C h in ese  S ign language . D u rin g  th e  tra in ing  
phase , N eural N e tw o rk s and  D T W  are u sed  to  su p erv ise  the  tem p o ra l segm en ta tion  o f 
tra in in g  data , w h ich  is very  im p o rtan t fo r  an H M M -b ased  system  and  alw ays affects 
the system  p erfo rm an ce  greatly .
3.3 Summary
In this chap te r, w e have  ex am in ed  p ast d ev e lo p m en t o f  the re search  o f h an d  gesture 
recogn ition . T o  reco g n ise  a hand  g estu re  p roperly , bo th  spatial and  tem pora l
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1characteristics need to be m odelled. A lthough many m ethods have been show n, none 
o f them is the best. D ifferent m ethods are good for different tasks.
For a full and successfu l gesture recognition system , it is very important to incorporate 
face recognition and other parts o f body, because to recognise som e gestures correctly, 
the facial expression and the relative position betw een the hand and body are essential.
“Overall, at the current state o f  the art, vision-based  gesture tracking and recognition  
are still in their infancy. In order to develop  a natural and reliable hand gesture 
interface, substantial research efforts in com puter vision , graphics, machine learning, 
and psychology should be m ade.”
-W u  and T hom as [881
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C h a p t e r  4  S y s t e m  O v e r v ie w
T o design  a h an d  gestu re  reco g n itio n  system  has n ev e r been an easy  task . It p ro v id es a 
lo t o f  ch a llen g es. E v en  if  w e ignore  th e  v ariab ility  o f  ligh ting , sh ad in g  and  com plex  
scenes co n ta in in g  c lu tte red  b ack g ro u n d , h um an  h ands still p ro d u ce  considerab ly  
d iffe rin g  v iew s d ep en d in g  on w h a t th ey  are p erfo rm in g  and  th e ir  position  and  
o rien ta tion . A general gestu re  in te rp re te r  n eed s a b ro ad  ran g e  o f  con tex tua l 
in fo rm atio n , general know ledge , cu ltu ra l b ack g ro u n d  and  lin g u is tic  cap ab ility  [37], 
w hich  is fa r b ey o n d  cu rren t co m p u ta tio n a l pow er.
In th is ch ap te r, w e first in tro d u ce  o u r o b jec tiv es  and  g ive  som e assu m p tio n s in  S ection  
4 .1 ; then  w e  d iscu ss the h an d  m odel, i.e . 2D  o r 3D , chosen  fo r  o u r system  in Section
4.2. S ec tio n  4 .3  w ill g ive th e  genera l fram ew o rk  o f  o u r system . W e su m m arise  in 
Section  4.4.
4.1 Objective end Constraints
In o rd e r to  m ak e  o u r system  w id e ly  accep tab le , we are a im in g  at d ev e lo p in g  a hand  
gestu re  re co g n itio n  system  w o rk in g  on  an en try -level w o rk s ta tio n , w h ich  uses on ly  
one cam era  and  can reco g n ise  h an d  g estu res u sin g  co m p u te r v ision  p rin c ip les  w ith o u t 
the n eed  o f  any o th er spec ia l im ag e  p ro cess in g  hardw are . T o  m ak e  a system  w idely  
accep tab le , tw o  facto rs are im p o rtan t: p rice  and  perfo rm an ce . O n th e  one  hand , our 
system  on ly  uses a sing le  cam era , an d  th is  cam era  can  b e  as ch eap  as a com m on  
w eb cam  (in fac t that is w hat w e are u sin g  fo r ou r p erfo rm an ce  ev a lu a tio n ). T h e  system  
also  w o rk s on  an en try -level w o rk s ta tio n . T h ese  gu aran tee  th e  ch eap  p rice  o f the 
system . O n the  o th e r hand , o u r a lg o rith m  has low  co m p u ta tio n a l co st, w h ich  grow s 
lo g arith m ica lly  p roportional to  th e  s ize  o f  the  vocabu lary . E v en  w ith o u t the  help o f 
any g ram m ar restric tio n , the reco g n itio n  accu racy  is very  high. T h e  ab o v e  tw o  poin ts 
g ive th e  system  po ten tia l fo r p opu larity .
T h e  aim s are q u ite  am bitious. S o m e co n stra in ts  have to  be m ad e  to  lim it o u r research  
to a reaso n ab le  range. F irstly , o u r m ain  research  in te rests  are in the  h an d  m odelling
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and  recogn ition  p rob lem s. A lth o u g h  segm en ta tion  o f  th e  h an d  from  a com plex  
b ack g ro u n d  is also  an im p o rtan t issu e  fo r a successfu l system , it is n o t w hat w e are 
co n cern ed  abou t here. T h u s w e  assu m e th e  system  w o rk s u n d er no rm al o ffice  
illu m in a tio n  cond itions, w h ich  s im p lifies  the  task  o f  h an d  track ing . S econd ly , w e 
em p lo y  statis tica l m ethods in  o u r system . Such  m eth o d s n ee d  a large  am o u n t o f 
tra in in g  data, w h ich  is an o th er d ifficu lt issu e  to  b e  so lved . A s in  the  case  o f  speech  
reco g n itio n , nearly  all the  co m m erc ia l p ro d u c ts  (fo r ex am p le : IB M  V iaV oice , V ocalis  
Speech  w are, etc.) are b ased  on H M M s. T h e  tra in in g  d a tab ase  o f  th ese  system s 
in v o lv ed  hundreds o r even  th o u san d s  o f  p e o p le ’s h ard  w o rk . In o u r study , w e are m ore  
in te re sted  in reducing  th e  co m p u ta tio n a l costs. T h at is , a u se r-in d ep en d en t system  is 
n o t o u r ta rg e t yet. In co n trast, a u se r-d ep en d en t system  w ill b e  show n at the  end  o f the  
thesis.
O ne  th in g  w hich  shou ld  be  n o ted  is tha t the  co m p u ta tio n a l co st in  th is thesis  is 
m easu red  by the tim e co m p lex ity  b ecau se  tim e co m p lex ity  is a m ach ine- and 
1 an guage-i n depen  den t m ea su re m e n t.
4.2 Hand Mode! selection: 2D or 3D
A n im p o rtan t step  in the  sy stem  desig n atio n  is to  ch o o se  an ap p ro p ria te  h an d  m odel. 
In the  lite ra tu re  rev iew , w e h av e  a lready  show n  system s th a t m o d e lled  hands e ith e r in 
2D  o r in 3D . 2D  m o d ellin g  is an o b v io u s so lu tion  fo r a s ing le  cam era  system , b u t 3D  
m o d ellin g  is a lso  p o ssib le  s in ce  th e  han d  s tructu re  co u ld  be reco v ered  from  a 
seq u en ce  o f  im ages. In th is  sec tio n , w e d iscuss w h ich  one  w e  sh o u ld  choose .
C lassica l co m p u te r v ision  th eo ry  suggests  co n stru c tin g  a 3D  m o d el o f  the hum an  
hand , s ta tis tica lly  o r an a to m ica lly , and  then  reco v erin g  the  p aram eters  du rin g  the 
reco g n itio n  phase . T h is  is th e  app roach  used  in  [73, 75 , 78], A ccu racy  and flex ib ility  
are the  tw o  m o st obv ious ad v an tag es o f  th is type o f  m odel. In theory , a 3D  m odel can 
reco v er m o v em en ts  o f fin g e r jo in ts  p rec ise ly , bu t there  are so m e d ifficu lties . F irstly , 
such system s estim ate  3D  p a ram ete rs  by fitting  the 3D  m o d el to  im ages based  on 
fea tu re  co rrespondence. H o w ev er, in  m any cases, fo r  ex am p le  w hen  hands m ove 
q u ick ly  o r se lf-occlusion  ex is ts , it is very  d ifficu lt to  detec t such  featu res. F a ilu re  to
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detect predefined features would severely affect the system performance or even cause 
the failure of the whole system. Unfortunately, in a single cam era system, occlusion 
and self-occlusion often happen or are even unavoidable [56]. Secondly, even if the 
features can be found reliably, to recover the parameters is still not easy. The gesture 
needs to be determined by generating the “possible pose” candidates, and then 
projecting candidates onto the image plane to find the best match with respect to a 
certain similarity measurement. This is essentially a search and optimisation problem, 
to which the best solution has not been found yet because the search space is so huge. 
Due to the high DOF of the human hand it is nearly impossible to avoid being trapped 
in a local optimum. Even finding a sub-optimal solution is computationally intensive. 
Consequently, it is infeasible for a system that is aiming at working on an entry-level 
computer. Apart from the above two reasons, many 3D modelling systems require a 
priori knowledge about the internal camera parameters, which means the camera has 
to be carefully calibrated. This makes the 3D model-based systems dependent on users 
and impossible for portable applications.
To overcome all these limitations, we choose a 2D (or appearance-based) model. In 
this case, no a priori model is used, and the model has to be learned from a collection 
of data. After the learning phase, a number of gestures can be recognised. 2D hand 
model-based systems benefit from high speed and low computational cost.
4.3 Outline of the System
4.3.1 Hardware Set-up
In our system, the video camera is set up in front of the user. See Figure 4.1. The user 
can move his/her hand freely in a certain range. The camera acquires images and 
sends them to the machine, which then processes the images using computer vision 
principles. The name of the recognised gesture will be shown on the monitor.
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Figure 4.1: System hardware setting up.
4.3.2 Software Architecture
We now describe our software framework. The whole system is divided into three 
modules: 1. pre-processing, 2. training and 3. recognition. The first module is 
responsible for acquiring the visual data and pre-processing it including segmentation, 
noise removal and normalisation. The training module constructs a hierarchical 
decision tree and an HM M  recogniser. The last module is the recognition module and 
responsible for the classification of unknown gestures. W hen the recognition module 
starts up after training, it initialises the HMM s and reads in the hierarchical decision 
tree. Then for each frame, it gets the hand data from the data acquisition and pre­
processing module and recognises the gesture made by the user. If there is a 
meaningful gesture, it outputs its name. The whole framework is illustrated in Figure
4.2.
As shown in the figure, the system modules are highly structural. Each module is 
composed of a few sub-modules, and each sub-module is only connected with one 
previous step and sends the results to one following sub-module. This type of 
framework gives the system expandability. Each module and sub-module can be 
substituted as long as the input and output data structures obey the same syntax. For 
instance, the construction of the decision tree affects the final performance of the
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system. If desired, this part can be easily replaced without change to the code o f other 
parts o f the system.
Figure 4.2: System software architecture.
4.4 Summary
In this chapter, we discussed our objectives and made a few assumptions in the first 
section. We chose the 2D-hand model for our system, and we showed the hardware 
set-up. The software architecture has been demonstrated, which is composed o f three 
modules: data acquisition and pre-processing, training and recognition. These three 
modules include most o f our work.
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C h a p t e r  5  S t a t i c  G e s t u r e  R e c o g n i t i o n  U s i n g  P C A
5.1 Introduction
Our work in this chapter is similar to Birk and M artin’s systems [66, 67](see Section
3.2.2.1). We use PCA to recognise the finger-spelling gestures in ISL. The 
performance will be evaluated using three types of classifier.
The remainder of the chapter is divided into three parts. W e first introduce the pre­
processing procedure in Section 5.2. We then explain how to construct image vectors, 
and apply PCA to a set of training images in Section 5.3. The evaluation results of the 
recognition of finger-spelling gestures o f ISL using three types of classifiers are 
presented in Section 5.4. Finally we summarise.
5.2 Pre-processing Procedure
The original images from the cam era may contain many objects and various 
backgrounds. The first task of any gesture recognition system is to find the hand 
object while eliminating the influences from  other objects and the background, i.e. to 
follow the position of the human hand. This task is accomplished by the pre­
processing module in our system.
The pre-processing procedure includes four steps, which are summarised here. Details 
can be found in Appendix A.
Step 1: Standard colour segmentation is applied to the original image.
Step 2: Noise is then removed from the image.
Step 3: The hand is rotated according to its principal axis.
Step 4: The area of the image is scaled so that its resolution is reduced to 32x32, and 
the centroid o f the image is moved to 16x16.
F ig u r e  5 .1  s h o w s  th e  e f f e c ts  o f  th e  a b o v e  p r o c e d u re .
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Figure 5.1: Pre-processing procedure. The numbers beside the images are the 
resolution.
Step 2
c )
Step 3 Step 4
5.3 Construction of Image Vectors
Consider an image composed of m xn  pixels, where m and n are the dimensions of the 
image. W e construct a vector by concatenating the image pixel row by row. See figure 
5.2.
Variable a
m [au ,.. . ,ahl,... imn ]'----- v----- y '------ V------ '
The pixels in The pixels in 
the first row the mlh row
n
Figure 5.2: Construction of image vector. The grid represents a 32x32 
image. Each pixel can be treated as a variable varying from 0 to 255, where 
a,™ is the grey value of the pixel at mth row and nth column.
Suppose the grey value of the pixel at ¿th row and /th column is represented by a¡j . 
The image vector can be written as f  = [aj],...,ajn,...,ami,...am„]. In our case, m -n=
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32, hence the length of the vector is fixed as 1024 (32x32). As the numbers of rows 
and columns are not important any more here, we rewrite the image vector into f  = 
where N  =mn=1024. Each pixel in such an image vector can be treated as a 
random variable varying from 0 to 255, i.e. from total darkness to total whiteness. 
Therefore the whole image vector is a random vector containing 1024 random 
variables.
Each image vector corresponds to a single point in a 1024-dimensional feature space. 
The dimensions in the feature space are not independent from each other since 
correlation exists between the pixels. Using the strategy of PCA (see Section 2.2), we 
transform the feature space into a new PC space whose dimensionality is much lower 
than the original feature space.
Every PC in the PC space represents a mode o f variation of the hand structure. The 
first PC corresponds to the variation of a large-scale structure where the largest 
eigenvalue is its weight, the second PC corresponds to the variation of a ¡ess large- 
scale structure where the second largest eigenvalue is its weight, and sc on. Figure 5.3 
gives an example. The PC space used in the example was trained by the iraimng set 
containing 1200 frames with 600 from  class “C” and 600 from class “F  . The 
variations of the first three PCs are shown. Some typical reconstruction of images 
using the first three PCs are given in Figure 5.4, where the two static gestures on the 
left side are the original images of “C” and “F ” in ISL respectively, while the two 
images on the right are their reconstruction.
-2 a; -a, M ean  a, 2 a;
Figure 5.3: The first three PCs. a, is the standard deviation along the zth 
PC, and <7, =  J J ,  .
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i
Figure 5.4: Image reconstruction using PCA. The left two 
images represent “C” and “F” in ISL respectively, while the 
two images on the right are their reconstruction.
In the example, the first 22 PCs included more than 90% of the energy. Therefore we 
can reduce the dimensionality from 1024 to 22 with only 10% loss of energy. 
Furthermore, the projection of the images on these 22 PCs can be used as features for 
classification purpose. Consequently, the processing time is reduced by a factor of 46 
(1024/22).
When applying PCA, one problem is to decide the dimensionality of the feature space,
i.e. how many PCs to retain. Generally speaking the task of determining how many 
PCs to retain is a matter of representing as much information as possible. The more 
PCs the more energy can be preserved. However, retaining more PCs also means 
more computation and less dim ensionality reduction, and sometimes more PCs will 
bring in more noise, such as the variation of the illumination condition or other white 
noise. Hence, this is a tradeoff between the loss of the energy and the amount of 
computation.
In practice, we take the following strategy: the number of PCs to be retained is 
decided using a simple threshold T. The criterion is formalised as
E remain( K ) > T  0<T<1. ...(5.1)
where E remain(K) is defined in Equation 2.8. Empirically, 0.95 would be a fair 
threshold for many applications.
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5.4 Static Gesture Recognition
We now evaluate this methodology by recognising the 23 finger-spelling gestures. 
The illustration of these gestures is given in Appendix B.
5.4.1 Training Phase
The first thing is to construct the image database, from which both training and test 
sets will be extracted. The acquisition of image data is a key issue in the system 
evaluation, especially for a system using an appearance-based hand model. If most of 
the images in the database concentrate on one or some specific view angles, the 
eventual recognition rate would be quite good. However, the system would be 
sensitive to the changes of the hand configurations. Hence the recognition rate would 
not measure the performance of the system well.
To do a fair test, we use the following strategies:
1) We construct a separate database for each of the 23 finger-spelling gestures, with 
each database containing 1200 images. Different view angles are included in the 
database as much as possible.
2) A holdout method [43] is applied for selecting the training and test sets from the 
databases. First a number of images, say 120, are extracted randomly from each 
database for training, then another group of images, say 120, are extracted from 
the rest of the images in each database. The procedure assures the independence 
between training and test samples.
3) We then train the classifier using the training set and calculate its accuracy using 
the test set.
4) We repeat the step 2 to 3 for 10 times and work out the average accuracy.
Figure 5.5 gives some examples that are selected from the training sets randomly. It 
can be seen clearly that the samples cover a wide range of view angles.
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Figure 5.5: Different appearances of finger-spelling gestures randomly 
extracted from the training set.
5.4.2 Classification Using Three Types of Classifier
In this section, we discuss three types of classifier. For the first two classifiers, we 
calculate a single PC space which contains all 23 finger-spelling gestures. We 
calculate the mean vector of each gesture class in the PC space. For the third 
classifier, we use a different PC space for each gesture.
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(i) Single-space Euclidean Classifier
When confronted with a classification problem, the easiest method is to assign the 
unknown object into the cluster with the shortest Euclidean distance between the 
unknown object and the mean o f the cluster. Suppose we have an unknown feature 
vector p = [pi, p2,-.., Pk] and the j'th class is characterised by its mean vector w, = 
[wu, Wi2,...,Wjx\, where K  is the dimensionality o f the feature space. The Euclidean 
distance between them is defined as:
-11/2
^ £ (P.w, ) = l p - w (. t= £ ( P j - wu)2
,j=i
...(5 .2 )
The classification criterion thus can be formulated as:
wc = m in (d £ (p,w,.)) ...(5 .3)
i
where wc is an integer number representing the chosen class. This is a simple criterion 
with very little computation. We call the classifier that uses the above classification 
criterion a single-space Euclidean classifier since only a single PC space is computed 
from the overall training samples. When applying it in the experiment, a reasonable 
result is achieved, as shown in Figure 5.6.
Number of PCs
Figure 5.6: System performance test: single-space Euclidean classifier 
vs. single-space Mahalanobis classifier.
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(ii) Single-space M ahalanobis Classifier
The single-space Euclidean classifier treats the distance along every dimension of the 
PC space in the same manner and does not take into consideration the different 
variance along different directions. See Figure 5.7. To overcome this problem, we 
take advantage of another classifier: the single-space M ahalanobis classifier. It also 
works in a single PC space, but uses the M ahalanobis distance, defined in Equation 
5.4, rather than the Euclidean distance in the PC space.
where Oj is the standard deviation along the jth  PC. The single-space M ahalanobis 
classifier can be formalised by the following equation:
Since in the feature space, the jth  eigenvalue, A,, represents the data variance along the
7'th PC, the above classification criterion can be rewritten as:
-,1/2
Compared to the Euclidean distance, only a simple scaling factor is added to each 
term, which does not make the computation much more complex. Figure 5.6 gives the 
performance tests using the two criteria. Each curve represents the average 
recognition rate of ten trials. Up to 25% improvement has been achieved with the 
classifier using the single-space M ahalanobis classifier compared to the single-space 
Euclidean classifier.
1/2
...(5.4)
wc = m in (d M (p ,w , )) ...(5.5)
...(5.6)
Euclidean 
Decision Surface
' .Mahalanobis
Decision Surface
Figure 5.7: Difference between the single-space 
Euclidean classifier and the single-space Mahalanobis 
classifier.
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It is worth noting once again that choosing different number of PCs can affect the 
ultimate performance greatly. For example, in terms of the M ahalanobis classifier, 
70% of test images were correctly classified when 30 PCs corresponding to the 30 
largest eigenvalues were used, while 82% can be correctly recognised when 160 PCs 
were used. A 12% improvement is achieved with the cost of about 5.3 (160/30) times 
more computation. There is a tradeoff between the recognition rate and the 
computational speed. W hen too many PCs are included, noise will affect the final 
result and thus cause a drop in recognition rate. For example, in Figure 5.6, using the 
Mahalanobis classifier, when more than 330 PCs are included, there is a reduction of 
the recognition rate. W hen the images contain much noise, the drop will become even 
clearer. On the other hand, it is always desirable to have less computation. Increasing 
the number of PCs means an increase of the online computation. When the 
improvement of the performance is not good enough, we prefer a system with less 
computation and little reduction in accuracy. That is, we have to ask the question: is it 
worth achieving 12% improvement with 5.3 times more computation? There is no 
absolute answer and it depends on the working environment. In our experiment, we 
use the first few PCs that contain at least 95% overall energy. In this case, the average 
dimensionality of the feature space is 87, and the recognition rates from ¡he Euclidean 
classifier and the M ahalanobis classifier are 57% and 79% respectively.
(iii) M ultiple-subspace Classifier
The above procedure gives us an at most 83% recognition rate, which is not a 
satisfactory result. An improvement is possible by em ploying a multiple-PC-space 
classifier, which is similar to the subspace pattern recognition method, a statistical 
method proposed originally by W atanabe [44, 45]. Instead of using a single PC space, 
we use a set of PC spaces, each corresponding to one class. Since each PC space is a 
subspace in the original 1024-dimensional global space, we call it a multiple-subspace 
classifier. In practice, given N  finger-spelling gestures to recognise, we construct one 
subspace for each gesture using PCA, and name them Lj, L2 , L 3 ,..., Ln.
Given an image vector f, the distance between f  and the ith subspace, L„ is defined 
using the original image vector f and the reconstructed image vector f, from L,:
rfs ( f , Z , H | f - f ; f  . .-(5.7)
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The multiple-subspace classifier can be formalised as:
w  = min(<i5(f,Z-.)) ...(5 .8)
i
Again, wc is an integer number representing the chosen class. The procedure is 
visualised in Figure 5.8. Given an unknown image f, it will be classified into L\, i.e. 
subspace 1, since the Euclidean distance between f  and f, is shorter than the one 
between f  and f2.
Figure 5.9 shows the average recognition rate for the overall 23 finger-spelling 
gestures. Note for visualisation purposes, that the average result in the figure is 
worked out under the condition that every subspace has the same dimensionality, 
whereas in practice we decide the dimensionality of each subspace separately using 
Equation 5.1. That is, for each feature space we reserve the first few PCs that involve 
at least 95% overall energy. In this case, the dimensionalities of the subspaces vary 
from 22 to 56, and the average recognition rate is 98%, which is very close to the best 
performance. A drop in recognition rate can be found when more than 30 PCs are 
used. Again, this is because adding more PCs adds more noise.
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Number of PCs
Figure 5.9: System performance test using multiple-subspace 
classifier.
5.4.3 Time Complexity of the Classifiers
In terms of the computational complexity, the most expensive computation is the 
scalar product operation, i.e. the multiplication between the image vector and the PCs. 
Each classifier’s time complexity would be bounded by the number o f scalar product 
operations. In other words, the time complexity can be computed with respect to the 
number o f the scalar product operations. See Table 5.1:
Table 5.1: Time complexity o f the classifiers
C la ssifier T im e C om p lex ity
S in g le - s p a c e  E u clid ean  C la ssifier c m
S in g le -s p a c e  M a h a lan ob ls  C la ss ifier 0 (K )
M u ltip le -su b sp a ce  C la ssifier 0 (  Ncx  m ax(if(.))i
• K is the dimensionality of the single feature space.
• K\ is the dimensionality of the ith subspace in the multiple-subspace methods.
• Nc is the number of finger-spelling gestures to be recognised, in our case, Nc = 23.
In practice, the time complexity o f the multiple-subspace classifier would grow 
roughly linearly with respect to the number of classes to be recognised, because an
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additional finger-spelling gesture would not affect the dimensionalities of the other
subspaces thus m a x (^ () would hardly change much.
f
5 .5  S u m m a r y
In this chapter, a standard PCA-based system has been designed. First we introduced 
the pre-processing procedure. Then, a single PC space or multiple subspaces are 
constructed according to the type o f the classifier employed. A number of classifiers 
have shown quite different accuracy results. The multiple-subspace classifier 
outperforms the single-space classifiers.
The time complexity of the multiple-subspace classifier is a linear function of the 
number of classes. This would become unacceptably slow when there are many 
gestures to be recognised. By utilising a hierarchical decision tree combined with 
multi-scale theory, in the next chapter we will develop a fast and reliable system.
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C h a p t e r  6  D e c i s i o n  T r e e  a n d  M u l t i - s c a l e  T h e o r y
6 .1  I n tr o d u c t io n
In the previous chapter, a good recognition rate for the finger-spelling gestures in ISL 
was obtained using the multiple-subspace classifier. However, the processing time is 
linearly proportional to the num ber of gestures. For a large set of gestures, the speed 
would be unacceptably slow to perform any real-time recognition. This chapter 
introduces a novel methodology to reduce the online recognition time by combining 
standard PCA with multi-scale theory. A hierarchical decision tree is constructed and 
the processing time is only proportional to the depth of the decision tree.
The core technique in this chapter is a hierarchical decision tree, which is somewhat 
similar to the two-level hierarchy presented by Heap and Hogg [61] (see Section
3.2.2.1). Their approach is similar to ours in two aspects. First, PDM (Point 
Distribution Model) is a statistical method based on PCA. Similarly, our approach ii 
also based on PCA. Second, the way they find the linear sub-regions in the global PC 
space, &-means, is the one we employ here.
Differences between Heap and H ogg’s method and ours are as follows: first and 
foremost, their hierarchy contains only a two-level tree and thus can only handle 
single non-linearity. In other words, the efficiency decreases as the number of hand 
shapes increases. In comparison to this, we present a multi-layer decision tree, which 
contributes the ability to handle the complex non-linearity in a large database and to 
recognise gestures quickly. Second, unlike Heap and H ogg’s system where the 
number of sub-regions has to be decided manually, the construction of our system is 
fully automated, which makes the training and expansion of the system much easier. 
Thirdly, our approach will be applied to extract the intermediate hand configurations 
from dynamic gestures, so that the configurations can be further fed into a DHM M  
(discrete HMM) for the recognition of dynamic gestures. The third point is an 
im portant aspect of the hierarchical decision tree, but to our knowledge has not been 
mentioned by either Heap and Hogg or other researchers before. W e will discuss the 
third point thoroughly in the next chapter together with the DHMMs since the
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recognition of dynamic gestures needs coordination between the decision tree and 
DHMMs.
Similar work has been done by Cui and Weng [37] (see Section 3.2.2.1). Their 
scheme is also similar to our hierarchical decision tree. The differences between our 
systems are 1) no multi-scale theory is embedded in their system and 2) our decision 
tree is applied to extract the intermediate hand configurations from dynamic gestures, 
while Cui and Weng only use it as a way to manage a large number of training 
samples.
In this chapter, we discuss the use of multi-scale theory in our system. We introduce 
the construction of the hierarchical decision tree, and consider the selection of the 
scale parameters. We evaluate our approach with the finger-spelling gestures. Finally, 
we have the summary.
6.2 Why Multi-scale Theory?
Blurring an image gives us two advantages:
1. It reduces the noise level. Since noise is unavoidable when acquiring the training 
data, and the quality of training data affects the final performance very much, we 
would like to train our system with a set of “clean” data. Most of the unavoidable 
noise is white, i.e. independent from the “real” gesture information. In the frequency 
domain, the frequency of white noise distributes evenly on all the frequency bands. In 
contrast, the energy of the hand images is distributed in the low and middle frequency 
bands. Thus most of the high frequencies are caused by the noise. In the field of 
digital image processing, a Gaussian kernel is treated as a low-pass filter, which 
removes the high frequency elements from the original signal. Consequently, 
convolving an image with a Gaussian kernel reduces the level of the white noise.
2. Blurring with a Gaussian kernel reduces the dimensionality of the PC space. The 
bigger the scale parameter the smaller the dimensionality of the PC space. This is 
because the blurring procedure suppresses the noise and minor structure in the image,
Chapter 6 Decision Tree and Multi-scale Theory
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which makes it possible to use fewer PCs to represent more energy. Empirically, a 
dimensionality reduction of more than 50% can be achieved. See Figure 6.1.
We use a training set composed of 5 subsets, i.e. 5 gestures, each of which has 300 
samples. Without any blurring, the dimensionality of the PC space is 50. As the scale 
parameter increases, the curve drops fairly quickly. When a  is 1.3, the dimensionality 
of the PC space is reduced to 21. That is, about 58% dimensionality reduction is 
achieved with respect to the original PC space.
Sigma
Figure 6.1: Dimensionality of PC space vs. Sigma
Recall the fact that PCA assumes that the projection of the training samples in the PC 
space is bounded by a hyperellipsoid (see Figure 2.3). From the hyperellipsoid point 
of view, the dimensionality reduction of the PC space means that the shape of the 
hyperellipsoid changes according to the scale parameter, i.e. the data distributes on 
fewer dimensions.
We can analyse the shape of the hyperellipsoid by examining the shape, i.e. the 
curvature, of the eigenvalue curve since each eigenvalue reflects the axis length of the 
hyperellipsoid along the corresponding PC. To compare the curvatures of the 
eigenvalue curve under different scale parameters, we normalise the eigenvalue curve 
to remove the variation in absolute magnitude:
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Since the dimensionality of the PC space is reduced when the scale parameter 
increases, which implies that the image energy focuses on the first few PCs, 
consequently, the curvature of the normalised eigenvalue curve becomes steeper, as 
shown in Figure 6.2. The normalised eigenvalues along some less important PCs are 
approaching zero (for example, the normalised 10th eigenvalues are 0.10, 0.07 and
0.01 corresponding to the scale parameters of 0, 2.0 and 4.0).
Number of PCs
Figure 6.2: Varying a, the scale parameter, affects the curvature of 
eigenvalue curves. Note only the first 50 eigenvalues are shown.
The dimensionality reduction of the PC space gives us some benefits. First, The 
dimensionality reduction of the PC space would improve the speed of both the 
training and the recognition phase since it reduces the total amount of computation of 
the transform from the original feature space into the PC space. Second, even without 
considering the speed, the dimensionality reduction improves the stability of the k- 
means algorithm. A disadvantage of the ft-means algorithm is that it is easy to get 
trapped in local maxima. The higher the dimensionality of the PC space, the more 
local maxima exist. The blurring procedure smoothes the images, hence can reduce 
the number of local maxima in the PC space and improve the stability of the £-means 
algorithm.
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6.3 Construction of Decision Tree
As stated in the preceding chapter, the computational workload grows linearly 
according to the number of gestures when a multiple-subspace classifier is applied. 
For a system with a large vocabulary, this could be a crucial disadvantage since 
hundreds of gestures would need to be recognised, and the processing speed would 
become unacceptably slow. Another drawback of the multiple-subspace method is that 
the overlaps among the subspaces would become more and more severe when the 
number of gestures increases. Thus the system performance would decrease 
significantly. There is a need to develop a new methodology that is able to process the 
images fast as well as reliably.
In ISL, some gestures are very similar to each other. The differences between their 
images are in the fine structure. This fine structure will be eliminated when the image 
is blurred by a Gaussian kernel with a small scale parameter. On the other hand, some 
gestures are very different from each other. In this case, the differences between their 
images are in the coarse structure. Only when the image is convolved with a Gaussian 
kernel with a large scale parameter, can the blurring operation affect the coarse 
structure. To illustrate this, we give an example below. In ISL, the hand shape 
representing “L” is similar to “B ”, and dissimilar to “F”. See figure 6.3:
Figure 6.3: Hand shapes in ISL corresponding to three English characters. From left to 
right: “L”, “B” and “F”. For “L”, one fully opens one’s palm. For “B”, one opens the 
palm with the thumb closed. For “F”, one crosses one’s thumb and index finger, and 
opens the other three fingers to form the shape of “F”. Note, the shape of “L” is shown 
in a side view, while the other two are front views.
These three images will be projected to three different points in PC space. Increasing 
the scale parameter of the Gaussian kernel means that they would become more and 
more similar. Consequently, the points in the PC space would move closer to each 
other, as shown in Figure 6.4. Given a threshold T, we ignore the difference between
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the gestures and say the two hand shapes are the same when the distance between their 
corresponding points falls below T. As can been seen in the figure, “L” and “B” 
would be treated as the same gesture when the scale parameter reaches 0.9, while the 
value for treating “F” and “L” as the same is about 2.8. In other words, when cr>0.9, 
the differences in the fine structure between “L” and “B” have been eliminated, and when cr 
>2.8, the differences in the coarse structure between “L” and “F” are eliminated,
Sigma
Figure 6.4: Distance vs. Sigma. The horizontal axis is the scale parameter 
of the Gaussian kernel, while the vertical axis is the distance between the 
projection point “L” and other two. Threshold T is set up to 0.04.
Based on the above thoughts, recall the two facts:
1. the large PCs correspond to the variation of the large-scale, i.e. coarse, structures, 
while the PCs corresponding to the small eigenvalues represent the variation of the 
small-scale, i.e. fine, structures (see Section 5.3).
2. if we convolve a set of images with a Gaussian kernel with a large cr, only the first 
few PCs will be retained in the PC space. However, if we convolve them with 
Gaussian kernel with a smaller cr, more PCs will be retained (see Section 6.2).
We can construct a hierarchical decision tree: given a training set, we convolve the 
training images with a Gaussian kernel with a large a  so that these images can be split 
into several subgroups according to the differences of the first few PCs, i.e. coarse 
structures; then we reduce the value of cr, and split each subgroup into more
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subgroups according to more PCs. As the process continues, a tree-like structure 
would be formed, where each node is a PC space. See Figure 6.5:
•  •  •  •  •  •
Figure 6.5: Illustration of a decision tree.
The detailed procedure of constructing a hierarchical decision tree is as follows: given 
a training set X={fi, f/vh where fi, f2, ..., fN are the image vectors,
1. Every sample in the training set X is convolved with a two-dimensional Gaussian
kernel whose scale parameter is ct, G(x,y,&):
X' = {f;,f2,...,f„} ...(6 .2)
where f( is given by:
f,' = f i * G ( x , y , o )  (l< i<N ) ...(6.3)
where * defines a convolution. This step blurs the differences between the images 
and reduces their separation in the PC space. This reduces the number of 
eigenvectors needed to describe the data as well.
2. A PC space is computed from X ':
1). Computing the covariance matrix of X' using Equation 2.1.
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2). A PC space is then computed by solving the eigenvalue decomposition 
problem (see Equation 2.4).
3). The dimensionality of the PC space is decided by retaining the first few PCs so 
that at least 95% of energy is retained (see Equation 2.8).
3. The standard ¿-means algorithm is then applied to the data in the PC space, 
dividing them into C clusters according to what type of tree is wanted, i.e. for a 
binary tree C -2 , for a quad-tree, C=4, and so on. The original training set X is 
then split into C groups: X /, X2,.. .,  Xc-
4. For each of the C clusters, check if the stop criterion is satisfied. If it is, mark it as 
a leaf, and if  all the clusters at the current level are leaves, stop the splitting 
process. Otherwise, for each X, (l<z<C), repeat step 1 to 4 with a smaller scale 
parameter ct’ (ct’<o ).
An important param eter during the construction of a decision tree is the termination 
condition. Currently we choose the data variance in the PC space as the termination 
condition. When the variance of image projections in the PC space reduces to a certain 
level, 0.5 for example, the node will be marked as a leaf, and no further splitting 
operation will be done on this node. When all the nodes on the current level are 
leaves, the construction is stopped and the learning process is finished.
After the construction of the decision tree, the original training set has been divided 
into leaves, with each leaf containing some data projections of the training samples. 
The data projections in the leaf form several clusters. W e need to label these clusters, 
i.e. we have to indicate which cluster represents which gesture. The labelling 
procedure is im plem ented in the following way: we search every leaf in the tree. 
Given a leaf, we check the training images grouped into that leaf, find the data clusters 
included, and label the clusters accordingly. For instance, suppose a leaf contains 100 
training images in which, say 35 frames belong to “C” and the rest “L”, this leaf then 
contains two data clusters, one of which be labelled as “C” and the other “F ” . The 
centres of the cluster “C” and the “F” would be recorded respectively. Given an 
unknown frame, classified into this leaf by the decision tree, we compute its Euclidean 
distance to “C” and “F ” and classify it to the one with the shorter distance.
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In our evaluation, we found that most o f the leaves contains only one data cluster. 
That is, either “C” or “F ’ will exist in one leaf but not both. Figure 6.6 shows some 
example mean images o f the leaves. M ost o f the images are quite clear, for example, 
image (1) represents “O” in ISL, (2) represents “F ’, (3) represent “C”, and so on. To 
some extent, the purity of the leaves reflects the pow er o f our system -  the hand 
shapes can be effectively extracted even if  the training set contains a large variety o f 
different shapes from different view angles.
9 i >1 4
(1) (2) (3) (4)
4 M i
(5) (6) (7) (8)
Figure 6.6: Mean images of the leaves from the decision tree made from the training data. 
These clear images illustrate that most of the leaves contain a single gesture. These images 
are not picked up deliberately for the thesis, but selected randomly from the leaves.
The decision tree reduces the time complexity of the gesture recognition task 
significantly. Suppose the training set is composed o f N c subsets, i.e. N c gestures, and 
each o f the subsets contains M  samples. Let d  be the depth o f the decision tree 
constructed from the training set. W hen doing recognition using a standard multiple- 
subspace classifier, the time complexity is bounded by the number of scalar 
multiplication operations needed, which is 0(cXm ax(D s,)) (see Table 5.1), where D s, 
represents the dimensionality of the PC space built from the ith subset and 1< i <c. 
However, in the decision tree method, the depth o f the decision tree, d, is only 
logarithmically proportional to the number of the training samples, cM  [42], The time 
complexity of the online recognition is 0(log(c)xm ax(D Dj))), where D°j stands for the 
dimensionality of any PC space in the decision tree, and j  is greater than 1 and smaller 
than the total number of the nodes. Empirically, the ratio between max(DDj) and
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max(DSi) is bounded from above by 3 (and the lower boundary is not of interest). 
Hence the ratio between two time complexities becomes 0(c)/0(\og(c)). Logarithmic 
time saving is achieved by taking advantage of the decision tree method. The more 
gestures to be recognised, the more time is saved.
6.4 Performance Evaluation
To evaluate the methodology we introduced above, we still use the 23 finger-spelling 
gestures as we did in the last chapter.
Again, the first thing is to construct the training set and test set. W e select 300 images 
for each gesture from the same database used in the last chapter. For the test set, we 
select another 300 frames from each gesture, i.e. 6900 frames, excluding those that 
have been used for training purposes. This procedure assures the independence 
between the training images and the test images, and can reflect the system 
performance better. But before we can start to build the decision tree, a few cruciai 
problems need to be cleared up.
6.4.1 The Selection of Scale Parameters
One important thing, however, is how to select the proper decrement for the scale 
parameter. In other words, since the num ber of PCs of the PC space is increasing from 
the root to the leaves, i.e. the dimensionality of the PC space is increasing, we attempt 
to address the problem: how fast should the dimensionality increase?
By observing eigenvalue curves such as those in Figure 6.7, we found that empirically 
the curve of the normalised eigenvalues fits the following pow er function:
f ( x )  = x~n ...(6.4)
where x  is the order of the PCs -  the horizontal axis in the plot of eigenvalue curves.
For fixed n, the power function is strictly decreasing. The larger the value of n, the 
more steeply the function descends. A feature of the pow er function is that its 
curvature increases as n increases. Figure 6.8 depicts this situation. In our
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experimentation, given the eigenvalue curve, it can always be fitted by the power 
function surprisingly well (for example, see Figure 6.7).
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Figure 6,8: An example of the power function. Only first 300 
PCs are shown for the visualisation reason.
(a) (b)
0 ^ 1  2 3
Scale parameter
Figure 6.9: Relationship between cr, n, and k. ln(&) in (b) stands for the natural
logarithm of k.
Varying the scale parameter, the eigenvalue curve will change, hence affecting the 
value of n in Equation 6.4. The change of the eigenvalue curve will also affect k, the 
dimensionality of the PC space. Figure 6.9 shows that there exists a simple 
relationship between the scale parameter, n, and k. It reveals the following three facts:
I). See (a). When cr is smaller than a certain value v, n keeps constant. At this stage, 
noise is being removed but the underlying structure remains unaltered.
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2). See (a). When cr is greater than the value v, n increases with respect to a. At this 
stage, the image information is concentrated on the PCs corresponding to the first few 
greatest eigenvalues. As a  increases, the dimensionality is reduced and the eigenvalue 
curve becomes steeper, therefore n increase.
3). See (b). n increases linearly as the value of ln(k) decreases. Hence, a  also increases 
linearly with respect to the decreasing of ln(k)\ an exponential relationship exists 
between o  and k. W e assume that k should increase linearly so that the fine structures 
can also appear in a linear way. Based on this, we have the conclusion that a  should 
be reduced logarithmically. In practice, we define a new variable t to replace a:
t = c log— ...(6.5)
e
where c and e are two scaling constants (empirical values c = 0.1 and e = 20 are used 
in our experiments). The change of t causes the logarithmic change of a.
Although we have revealed the relationship between cr and k, we do not know yet the 
best value of o  to start at the root layer. Neither do we know the best reduction step,
i.e. how much should w e reduce the value of t from one layer of the tree to the next 
layer. There is no available background theory for these two questions. In our system, 
we solve them by trial and error. In practice, we take the value of i=54 to start at the 
root level, and then reduce the value by 6 for each next layer. If t reaches zero while 
the construction of the decision tree is still continuing, the value of t remains zero, i.e., 
the images will not be further blurred. In our case, t -  54 and the decrement step is 6, 
so that after the ninth layer, the data will not be blurred any more since there are few 
data left after many splits.
6.4.2 Static Gesture Recognition
Using the principles introduced above, we can construct a hierarchical decision tree 
fully automatically based on the training images. Although the system has the 
potential for a very large vocabulary, we only show the recognition result for the 23 
finger-spelling gestures in ISL. The evaluation results are shown in Figure 6.10.
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R S T U V W Y 
Static Gestures
|  : Binary tree |  : Quadtree ^  : Six-tree
Figure 6.10: Evaluation results of the hierarchical decision tree using 23 static gestures taken 
frnm 1ST,
Various types o f decision tree were used, including binary tree, quadtree, and six-tree. 
The depths of the decision trees are 11,4 , and 3 respectively. The experimental results 
are 92.2%, 93.4% and 93.3% respectively. The multiple branch trees show a small 
advantage against the binary tree. We will use quadtree for our future research, 
specifically in the next chapter to recognise dynamic gestures because it obtained the 
best recognition rate.
Values o f t other than 54 are also possible. In our experience, as long as the value o f t 
is restricted between 50 and 60, no significant change occurs in the test results. In 
terms of the decrement step, empirically, values between 4 to 7 are good choices. 
When the scale parameter has reduced to zero, i.e. t =0, even if  the decision tree still 
keeps splitting data, the data stop blurring.
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The confusion matrix o f the classification results using the quadtree is plotted as an 
image in figure 6.11. The rows represent the true classes o f the test images, while the 
columns represent the classes that the images have been classified into. The intensity 
of each square pixel indicates the recognition rate. Ideally, only pixels on the diagonal 
should be highlighted. That is, the off-diagonal pixels imply the misclassified images. 
Note that for visualisation reasons the intensities o f the misclassified ones have been 
exaggerated.
True
A B C D E F G H I  K L MN O P Q R S T U V WY
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Figure 6.11: Visualisation of the confusion matrix.
• Error analysis
The recognition error is caused by visual similarity and can be divided into two types:
1. Intrinsically, similar gestures will have similar images, which will cause error. In 
the above test, most of the errors in “S” were misclassified into “E” and “A”. 
Figure 6.12 illustrates the three hand shapes.
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Figure 6.12: Visually similar gestures. From left to right: A, E and S. 
The finger-spelling of these three signs are similar. (Pictures taken 
from [21].)
2. Using a single camera, from a specific view angle, two intrinsically dissimilar 
gestures could look very similar. The vast majority o f the errors are due to this 
reason. For example, the side views of “H” and “D” are very hard to distinguish 
since the little finger would be overlapped with the index finger from the side 
view when performing “H”. Another example is “B ” and “P”. These look rather 
similar from the front view. Figure 6.13 illustrates this type o f error.
[ 
H^
1
B
Figure 6.13: Two examples to show that some gestures look similar from a 
specific view angle. From the side view, “H” looks similar to “D”, and 
from the front view, “B” looks similar to “P”.
The error caused by the visual similarity is very hard to eliminate since either gestures 
are inherently similar or appear so because o f use of a single camera. However, apart 
from these errors, the recognition rate is high and the computational cost is little. One 
of our main aims is to recognise dynamic gestures. As we will see in the next chapter, 
when applied to the recognition of dynamic gestures, the error caused by the visual 
similarity is not a problem any more, because most o f the dynamic gestures are made
p
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either by very different hand shapes or by similar hand shapes combined with 
completely different hand movements.
•  Results Comparison
We now compare the evaluation result using the hierarchical decision tree method 
with the other two types of method: multiple-subspace classifier and hierarchical 
decision tree method without blurring. Figure 6.14 illustrates the comparison:
Static Gestures
: Ouadtree without blurrine 
: Ouadtree with blurrine 
^ : Multinle-subsnace classier
Fieure 6.14: Performance comparison usine three tVDes of method.
The average recognition rate using quadtree without blurring is 89.5%, comparing to 
93.4% when blurring is used, 3.9% improvement is achieved. When multiple- 
subspace classifier is tested, the dimensionality o f each subspace is decided by 
Equation 2.8, that is, at least 95% o f energy is retained. In this case, the average 
recognition rate is 97.8%, which outperforms the hierarchical decision tree method by 
4.3% even when blurring is used. However, the recognition time is reduced 
logarithmically.
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6.5 Summary
In this chapter, the hierarchical decision tree was combined with multi-scale theory to 
speed up the recognition procedure. Logarithmic time saving is achieved in 
comparison with the system using subspace classifiers. W e discussed the construction 
of the hierarchical decision tree. A  power function was used to model the eigenvalue 
curves. The direct result of this model is that increasing the scale parameter 
logarithmically reduces the structure in the images -  an important point, not only for 
gesture recognition but also for any other image processing tasks that needs multi­
scale theory.
All the above ideas are novel and as far as the author knows these ideas have never 
been reported by anybody else in any format. More importantly, as we will see in the 
next chapter, the hierarchical decision tree plays an important role in the recognition 
of dynamic gestures. It will be used as a hand configuration extractor to extract 
important static hand shapes from a sequence of images: another new idea presented 
in this thesis. We will discuss this in the next chapter.
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C h a p t e r  7  D y n a m ic  G e s t u r e  R e c o g n i t i o n
7.1 Introduction
In the previous chapters, we discussed how to recognise static gestures as well as 
improve the recognition speed using the hierarchical decision tree combined with 
multi-scale theory. However in reality people use dynamic gestures to communicate 
and express themselves much more often than static gestures. The recognition of 
dynamic gestures is an essential task for a good gesture recognition system.
In recent years HM M s have attracted increasing attention. Since Stam er and Pentland 
[92] applied them  to recognition of ASL sentences many other researchers have 
employed them in their systems, such as Vogler and M etaxas [93] and W ilson and 
Bobick [87], In fact, HMM s are a rather general mathematical model that are able to 
handle the temporal variability of a dynamic process. D ifferent researchers use 
various features as the input, hence the differences between their systems. M any of 
them only use basic geometric parameters of the hands or other simple features. For 
instance, Stam er and Pentland use a simple feature set to describe the hand shape 
which consists of the x and y position of each hand, angle of axis of least interia, and 
eccentricity of bounding ellipse. Lee and Kim [86J took advantage of the hand 
centroid, divided the 2D plane in the image into 16 directions, and used the direction 
of the movement of the hand centre as the feature vector. Naturally, we can imagine 
that simple feature vectors could cause problems because different complex gestures 
could have very similar simple features. In this case, when the size of the vocabulary 
increases, the coincidence between features will become more severe. However, using 
complex features will increase the workload of the system, and thus slow down the 
real-time performance.
In this chapter, we describe a novel methodology that combines the hierarchical 
decision tree recogniser and HMMs together to achieve good recognition rate as well 
as retaining low time complexity. Three factors are crucial for any dynamic gesture: 
hand configuration, hand movement trajectory and the relative position of the hand 
and other parts of body. Currently, we only focus on the recognition of the first two 
factors. We have developed our algorithm based on the idea that we can consider
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these separately. Firstly, we consider the hand configuration factor. W e treat each 
frame as a static hand-shape. W e do not use inform ation from neighbouring frames to 
recognise the shape, although it will be considered in future work. W e use the 
decision tree recogniser to extract the spatial configurations from the hand image 
since each leaf of the tree represents a specific hand shape. Secondly, we represent the 
global movement of the hand with a direction code which can only take one of the 
eight values: right, up right, up, up left, left, down left, down and down right. If we 
label each leaf in the decision tree, the label of the leaf and the direction code 
compose a new two-dimensional vector that is then used as the input to the DHM M  
(Discrete HMM) recogniser. Since the decision tree has the potential to handle even 
complex hand configurations, it overcomes the shortcoming of using simple feature 
vectors as used in many of the systems discussed above. In the meanwhile, it still 
retains the simplicity of the input feature vector o f the DHM M , only two dimensions 
in our case; hence the time complexity is low. Both the decision tree recogniser and 
DHMM are so fast that theoretically there is no problem for the system to deal with 
large numbers of gestures in real-time.
The remainder of the chapter is divided into three parts. Section 7.2 discusses the 
construction of the feature vector, including the use of the hierarchical decision tree as 
a hand configuration extractor and the direction code of the hand movement. Section
7.3 gives the experimental results where we use our system to recognise 35 dynamic 
gestures selected from ISL. Finally we summarise.
7.2 Feature Extraction for the DHMM Recogniser
Different systems use different features. We may classify the previous approaches 
based on HMMs into three categories according to the form of their features: 
continuous HMM s, semi-continuous HM M s, and DHMMs. The systems based on 
both continuous HMM s and semi-continuous HMM s use features with continuous 
formats. That is, these features are described by probability density functions, for 
instance Guassian or mixed Gaussian. In contrast, the systems based on DHM M s use 
features with discrete format. That is, the feature vector space is partitioned into 
several regions, and every vector is replaced by the identifier, such as 1,2,... or A, 
B ,..., of the region it belongs to. M ost of the previous systems [87, 92, 93] are of
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continuous or semi-continuous types due to their ability to deal with complex 
situations. DHMMs were only used in systems with very small vocabulary [86]. In 
terms of the speed, DHMMs have the advantage over the other two types.
To achieve both low computational cost and robustness, we have used DHMMs in our 
system, and have developed our own feature vector, which is completely different 
from the single features used in work by others [92, 93].
Figure 7.1: Three examples from ISL. Pictures are taken from [21]. All examples have 
specific meanings in ISL, however, this is not important for us. Thus we refer them 
as “gesture 1”, “gesture 2”, and “gesture 3”.
Let’s start from a few dynamic gesture examples that are illustrated in Figure 7.1. 
When a tutor teaches others these gestures, he would use the following sentences to 
describe them [21]:
•  Gesture 1: Hold the hand in the “T” position at chest level, then move it to the 
right changing to the “V ” position.
•  Gesture 2: Hold the hand in the “A ” position beside left cheek, then move it to the 
right.
• Gesture 3: Hold the hand in the “L” position, then swing it to the right.
(“T”, “V”, “A ”, and “L” positions are in terms o f the static gestures in ISL)
The above teaching method shows three key issues when describing a dynamic 
gesture:
1 2 3
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1. The hand configuration is important. For example: “T”, “V”, “A”, or “L” position.
2. The movement of the hand is important- For example: move it to the right, swing 
it to the right, and so on.
3. The relative position of the hand against other parts of the body is important. For 
example: chest level, left cheek, and so on.
If our system can fully integrate these points together, we should be able to achieve 
good results. Unfortunately, the third point is related to segmentation and recognition 
of other parts of body, which is beyond our current research. Thus, our current system  
attempts to combine the first and second point into the feature vector. Furthermore, 
we notice it is harder to handle the first point than the second. People describe the 
hand movement in a rough way, such as move your left hand to the right. When 
designing a dynamic gesture, the designer will not describe one gesture as “move your 
hand to the 63 degree direction up. Be careful, don’t do it along the 70 degree, it 
means something else”. As opposed to this, human hands show much more variety in 
term of its configurations, or shapes. For example, there are about 40 different hand 
configurations in ISL.
Based on the above thoughts, our feature vector is designed to consist of two 
elements. One simple direction code represents the global movement of the hand, the 
other represents the local configuration of the hand. It can be formalised as:
7 = [ / c , / J  ...(7.1)
where 7c is the hand configuration element, and Id is the direction element. Each of 
these is a positive integer number. This two-dimensional discrete feature vector gives 
the DHMM recogniser the ability to process image sequences at a very fast speed. 
Meanwhile, it can fully describe even complex hand shapes, and thus can handle 
complex dynamic gestures. A dynamic gesture is then represented by a sequence of 
feature vectors. For example, given an example for gesture 1 in figure 7.1, it might be 
translated mto:< [366, 7], [509, 6], [509, 5], [509, 4], [359, 4], [148, 3], [23,3], [23,2] 
>, while an example of another gesture might be translated into: <[355,1], [509,6], 
[441,5], [441,5], [441, 5]>.
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In the rest of this section, we introduce how to apply our hierarchical decision tree as 
a hand configuration extractor to handle the configuration change, and how to 
construct the direction code to handle the position change o f the hand. By combining 
the local and global information together, we are able to construct the essential feature 
vector for the DHMM recogniser.
7.2.1 Hand Configuration Extractor
The decision tree presented in the preceding chapter can separate a set of training data 
into several groups in a hierarchical way according to their similarities. All the images 
in one leaf should contain similar gestures: not necessarily the same gesture, but 
similar in their two-dimensional images. If we apply the same method to a set of 
training images o f dynamic gestures instead o f static gestures, the leaves in the tree 
would contain the different hand shapes, or configurations, that appear in the training 
images. In other words, the hand configurations are “extracted” from the training 
images. Hence, we call the hierarchical decision tree a hand configuration extractor.
We use gesture 1 as an example. 60 examples with the length varying from 5 frames 
to 12 frames are acquired continuously. We then compute a hierarchical decision tree 
based on these data. In total seven leaves are extracted out under the termination 
condition that the data variance in each leaf is smaller than 0.5. Figure 7.2 shows the 
mean images o f these leaves.
(1)
*
(2)
*
(4)
* * *
(5) (6) (7)
Figure 7.2: Mean images of the decision tree made from gesture 1. The seven images 
show how one performs the gesture 1: starting with a shape of a fist in (1) and (2), hold 
hand in “T” position (3), and change into “V” position. (4) and (5) are the intermediate 
steps of the change.
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By looking at the seven images in Figure 7.2, one can have a basic idea of the 
dynamic procedure of gesture 1: starting with the shape of “T”, then changing into the 
shape of “V ”. If we number these seven leaves from 1 to 7, each number actually fully 
reflects one specific hand configuration, and thus can be used as a hand configuration 
descriptor.
In general, given the training data, we first construct a hierarchical decision tree based 
on all training data. Then we give a single number to each of the leaves. Thus each 
number now represents a specific hand shape that has been included in the training 
gestures. This number is the hand configuration element, 7C, in the two-dimensional 
feature vector.
7.2.2 Direction Code
The hand configuration extractor is able to extract the hand shapes from the dynamic 
gestures. However, it does not involve the information on hand movement, which is 
also important for recognition. Our solution is to treat the hand as a whole object 
when dealing with the global movement,. and use the movement of its centroid to 
represent the movement of the hand. One thing which needs to be noticed is that the 
absolute position of the hand centroid is not important. Instead, only the direction of 
the hand movement is useful for recognition, for example, “move the hand to the 
right”. Thus we define our direction code according to the moving direction of the 
hand centroid.
Given a sequence of images, we define the direction code 1D based on every two 
consecutive im ages/, and f t+1. Assume the coordinate of the hand centroid in / ,  is <x, 
y>, and in / , +7 < x \ y ’>. A vector is computed as <x’ -x, y-y>.  Then we translate this 
vector into the direction code ID that is one of 8 directions. See Figure 7.3. Dividing 
the two dimensional image plane into eight directions is enough since we often say “ 
move to right” or “move up”, sometimes we say “ move your hand to the up left 
direction”, and we would never say “move your hand along the 63 degree direction”.
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3
2
O
f , - < x , y >
< x ’-x, y ' - y >
O  f,+i : < x \  y ’>
1
Figure 7.3: Definition of the direction code. Given two consecutive images, 
a vector <x’-x, y ’-y> can be computed, which is then translated into one of 
the eight directions.
7.3 Evaluation
To evaluate the method presented above, 35 gestures are selected from ISL. Each of 
them has a specific meaning in ISL. For convenience, we name them in the form of 
“gesture 1”, “gesture 2”,.. .,  and “gesture 35”. Although many gestures in ISL involve 
both hands, we only concentrate on the gestures using one single hand. ,
7.3.1 Training of the system
The complete training procedure is composed of two steps. First the hand 
configuration extractor needs to be constructed from the given training data. Second, 
the DHMM recogniser also needs to be trained for the purpose of recognising 
dynamic gestures. These two steps have to be done sequentially. That is, only after we 
get the hand configuration extractor, can we train the DHMM recogniser. Figure 7.4 
shows the two-step training procedure.
In practice, we took 35 segments of video. Each of which contains one dynamic 
gesture with 60 examples recorded continuously.
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Training Images
Figure 7.4: The two-step training procedure: first the hierarchical decision tree has to 
be trained. Then the set of training feature vectors can be made to train the DHMM 
recogniser.
When training the hand configuration extractor, the procedure introduced in the 
preceding chapter is applied to the whole training set. The parameters chosen are ar 
follows: t =54 was applied to the root of the quadtree, and the reduction step was set 
to 6. After training, the depth of the tree was 7.
After the construction of the hand configuration extractor, the same training set is fed 
into the extractor. Meanwhile, the direction code of every two consecutive images is 
computed. Combining the outputs of the hand configuration extractor and the 
direction codes, we have the training feature vectors that will be used to train the 
DHMM recogniser.
A DHMM model was trained for each of the 35 sets of feature vectors, each 
representing one dynamic gesture. The DHMM models used here have the same 
topology as the one in Figure 2.6, i.e. a first-order DHMM with seven states including 
the start and end states. The Hidden Markov Model Toolkit (HTK) produced by 
Entropic pic. is used. To avoid the manual segmentation of the training examples, a 
standard embedded training procedure, explained in [22], was used.
Note during the above procedure, The 35 video segments are acting as a single 
aggregated training set for the training of the hand configuration extractor. Only one
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hand configuration extractor is output from the training procedure. When training for 
the DHMM models, each gesture should have its own DHMM. Thus 35 DHMM  
models are needed, and each of them should be trained using its corresponding set of 
training feature vectors.
7.3.2 Test Results
We grabbed another 35 segments of video; each o f which contains one dynamic 
gesture with 60 examples recorded continuously, which were never used for any 
portion of the training. The test was evaluated offline by HTK’s Viterbi recogniser 
[22],
Because both the training and test sets consist of continuous video sequences, which 
have not been manually segmented, it is not possible to easily change the size or 
membership of the training and test sets. So it would be very difficult to carry out 
cross-validation or determine the effects of changing sample size.
Given a video sequence, the recognition procedure is as follows: first every frame 
from the video is input into the hand configuration extractor, a sequence of numbeis 
represents the hand shapes obtained. Meanwhile, a sequence of direction codes is also 
computed. Using these two sequences of numbers, the feature vectors are calculated. 
The DHMM recogniser, implemented by the Viterbi recogniser using the Viterbi 
algorithm (see Section 2.4.3), reads in the 35 DHMM models as well as the feature 
vectors, and classifies the sequence into the DHMM with highest probability. This 
sequence might contain a few dynamic gestures. All of them will be extracted by the 
recogniser.
The recognition results are given in Table 7.1. For convenience, a bar chart of the 
recognition results is also shown in Figure 7.5.
No grammar was used during the test. Three types of error are presented: deletion (D), 
insertion (/), and substitution (5). We use an example to illustrate the differences 
between them: given a sentence “I am a student”, the deletion error would be “ I a 
student”, the insertion error would be “ I am a student student”, and the substitution
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would be “ I am a teacher”. Based on the three types of error, two kinds of 
performance measures are presented: the correct percentage (Corr) and the accuracy 
percentage (Acc) [22]:
C o r r = N ~ D ~ S- x  100% ...(7.2)
N
N - D - S - I
Acc -  ——  xl00%  ...(7.3)
N
where N  is the total number of the dynamic gestures in each test set, 60 in our case. 
The absolute values of D, S, I  are given in the table, while the values of Corr and Acc 
are shown in terms of percentage.
Table 7.1: Recognition Results of 35 Dynamic Gestures.
Gesture Corr(%) Acc(%) D S I
GESTURE 1 75 75 1 14 0
GESTURE 2 100 100 0 0 0
GESTURE 3 100 100 0 0 0
GESTURE 4 97 97 0 2 0
GESTURE 5 82 82 10 1 0
GESTURE 6 93 93 2 2 0
GESTURE 7 80 80 0 12 0
GESTURE 8 100 100 0 0 0
GESTURE 9 97 97 2 0 0
GESTURE 10 100 98 0 0 1
GESTURE 11 100 98 0 0 1
GESTURE 12 100 100 0 0 0
GESTURE 13 100 100 0 0 0
GESTURE 14 93 93 2 2 0
GESTURE 15 100 98 0 0 1
GESTURE 16 100 100 0 0 0
GESTURE 17 100 87 0 0 8
GESTURE 18 100 98 0 0 1
GESTURE 19 100 100 0 0 0
GESTURE 20 95 95 2 1 0
GESTURE 21 92 92 1 4 1 0
GESTURE 22 100 100 0 0 0
GESTURE 23 100 98 0 0 1
GESTURE 24 80 80 12 0 0
GESTURE 25 100 100 0 0 0
GESTURE 26 100 100 0 0 0
GESTURE 27 100 98 0 0 1
GESTURE 28 100 98 0 0 1
GESTURE 29 92 92 5 0 0
GESTURE 30 92 92 5 0 0
GESTURE 31 100 90 0 0 6
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GESTURE 32 100 100 0 0 0
GESTURE 33 82 78 0 11 2
GESTURE 34 87 52 0 8 21
GESTURE 35 90 90 5 1 0
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Figure 7.5: The bar chart of the evaluation results of 35 dynamic gestures.
The three types o f error deserve different treatments. Insertion error, when it is caused 
by repetition, is the easiest one to eliminate. A simple restriction, for example no 
repetition of the same word, reduces it to zero. However, other types o f insertion, for 
instance the sentence is interpreted as “I am a teacher student”, are hard to solve. The 
deletion problem is more severe than the repetition error but less severe than the 
substitution problem. For example, the computer might be able to finish the sentence 
“I a student” automatically, while it is nearly impossible to ask the computer to 
change “I am a teacher” into “I am a student”. The substitution problem can not be 
improved by giving grammar restrictions. Under this criterion, gesture 1, 7 and 33 
were badly recognised. 14, 12 and 11 substitution errors happened out o f a total 
number o f 60 respectively.
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M ost of the errors in gesture 1 were misclassifed into gesture 27 because of the 
similarity between their hand configurations. Gesture 1 holds the hand in the shape of 
“D ” . Gesture 2 holds the hand in the shape of “W ”. From a specific viewpoint, the 
two shapes are similar. The ambiguity is essentially caused by using a single camera. 
No good solution is available in the current situation.
M ost o f the errors in gesture 7 were misclassified into gesture 34. Both gestures have 
the same change in terms of the hand configurations. The difference is that gesture 7 
is moving the hand backwards, while gesture 34 needs to move the hand to the right. 
This error shows the weakness of our system on handling 3D hand movements. Since 
no depth information was considered during the recognition, the backward movement 
sometimes was treated the same as moving to the right. The information on hand area 
is not much help either, because the backward movement is not very significant 
compared to the distance from the hand to the camera. 3D depth recognition is another 
open problem for our system, and more research has to be done in future.
The error in gesture 33 is a different type: most of the errors were misclassifed into 
gesture 1. Both gestures hold the hand in the same hand shape of “D ”, and both of 
them perform similar hand movements: from the upright to down left. The differences 
between them is that the hand movement is a curve and is performed at chest level, 
while gesture 33 should perform as a straight line at face level. It could be improved 
effectively if  the system had the ability to recognise the relative positions of the hand 
against other parts of body.
7.4 Summary
In this chapter, we presented a novel approach that is able to recognise dynamic 
gestures using a hierarchical decision tree combined with multi-scale theory and 
DHM M s. Given several training sets, each representing one dynamic gesture, first all 
of them are treated as a single but aggregated training set to construct a hierarchical 
decision tree using the m ethod discussed in the last chapter. Then the training sets of 
feature vectors are computed with the decision tree and direction codes. A number of 
DHM M s thus can be trained. The recognition procedure is as follows: given a 
sequence of images, each image will be input to the decision tree, and a number that
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represents the leaf to which the image belongs will be obtained. Meanwhile, a set of 
direction codes is also computed from the image sequence. The feature vector set is 
thus constructed, and is fed into the DHMM recogniser. The images will be classified 
into the DHMM(s) with the highest probability.
The Viterbi algorithm is used for recognition. Hence the time complexity of the 
recognition using the DHMM recogniser is the same as that of the Viterbi algorithm: 
0(N 2T), where N  is the number of states in DHMM (7 in our case), and T  is the 
length of the image sequence about to be recognised. Since N  is a constant, the time 
complexity then becomes 0 (7 ).
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C h a p t e r  8  C o n c l u s i o n  a n d  P e r s p e c t i v e
8.1 Summary
This thesis has attempted to address the problem of gesture recognition for low 
computational cost using only a single camera, in order to make the system as widely 
available as possible. Current approaches are either restricted to recognising a limited 
number of gestures so that simple methods can be adopted, or recognising a large 
vocabulary using complex methods. Simple methods limit the capability o f systems, 
while complex methods imply high computational costs so that the applicability 
would be restricted. The author has attempted to take into consideration both issues to 
develop a system that has the potential to recognise a large set of vocabulary and 
maintains as low a computational cost as possible. Given this aim, a gesture 
recognition system has been presented, based on a novel method combining a 
hierarchical decision tree with multi-scale theory and DHMMs.
Chapter 2 gave the definitions and notations of the terms. It also introduced the 
background knowledge of PC A, multi-scale theory, and DHMMs. Chapter 3 
examined the past developments in the research of hand gesture recognition.
Chapter 4 to 7 involved most of the work done by the author. A general overview of 
the system was given in Chapter 4. Chapter 5 demonstrates using standard PCA to 
recognise 23 finger-spelling gestures in terms of three types of classifier. The 
evaluation results of this chapter show that the multiple-subspace classifier 
outperformed the other two classifiers which used a single PC space. The 
disadvantage of the multiple-subspace classifier is that its time complexity grows 
linearly with respect to number of gestures, which makes the recognition hard for a 
large vocabulary on an entry-level computer.
To address the linear time complexity problem, we presented a novel method in 
Chapter 6: a hierarchical decision tree was constructed from the training set, with each 
node being a PC space. The multi-scale theory was integrated into the construction of 
the tree to reduce the noise level in the training images and the dimensionality of PC 
spaces. When applied to the online recognition, the time complexity of the
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hierarchical decision tree grows logarithmically according to the number of gestures. 
This gives our system the potential to recognise a large number of gestures without 
increasing the processing time much. During this chapter, a power function model 
was proposed for the purpose of scale parameter selection. We revealed that the scale 
parameter of Gaussian kernels should be reduced logarithmically from the top to the 
leaf level during the construction of the tree. The errors in the experiments were 
caused by two reasons: either two gestures are intrinsically similar or appear so due to 
the use of a single camera.
To recognise the dynamic gestures, the hierarchical decision tree was further used as a 
hand configuration extractor to get the intermediate hand shapes from dynamic 
gestures. The movement of the hand was represented by the direction code. A 
dynamic gesture was thus represented by a sequence of two-dimensional vectors, 
which was fed into a DHMM recogniser, where it would be classified into the DHMM  
with the highest probability. The approach was then evaluated by 35 dynamic gestures 
selected from ISL. The errors were caused by three reasons: similarity of hand shapes, 
similarity of hand movements, or lack of the ability to recognise other parts of body.
Looking through the recognition procedure of a gesture, the time complexity of the 
whole system is composed of three parts: data pre-processing, hierarchical decision 
tree, and the DHMM recogniser. Since the time spent on the data preprocessing is a 
constant cj, i.e. it does not change with the number of gestures, the time complexity 
on this part can be ignored. As stated in the last section o f chapter 7, given a sequence 
of images, the time complexity on each DHMM model is 0 (7 ), where T is the length 
of the image sequence. Thus for each frame in the sequence, the average time 
complexity is another constant C2 (0 (7 )/7 ). If the size of the vocabulary is fixed to be 
X, the average time spent on each frame would be fixed as Xc2. Hence the time 
complexity of the whole system is only based on the hierarchical decision tree, which 
is logarithmically proportional to the size of the vocabulary.
8.2 Future Work
First of all, we assumed our system worked under normal office illumination 
conditions (see Section 4.1), and currently the user has to wear a glove. More research
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needs to be done to remove these two constraints. That is, we will attempt to segment 
the hand against complex background without requiring the coloured glove. A 
relatively new technique could be taken into consideration: the Condensation 
algorithm: which is based on sampling theory and can track objects in real-time even 
in an environment where many similar colours exist [96]. The algorithm also shows 
robustness against the variation of illumination condition [96],
Second, in the current hierarchical decision tree, a still image is classified into one of 
the leaves without considering its previous images. The knowledge of the 
neighbouring frames could speed up the process, and improve the accuracy of the 
classification. For example, given a frame, we can ignore some of the branches in the 
decision tree given information from its previous frames. We are attempting to 
integrate this feature into our system.
Thirdly, to eliminating the error caused by the similarities of the hand movements 
during the recognition of dynamic gestures, we should recover the 3-D world co­
ordinates of the hand rather than 2-D image co-ordinates (as we are doing now). 
Using the information of hand area, centroid and neighbouring images, this should be 
possible.
Apart from the above, there are many other possible research areas. For instance, one 
difficulty in statistical approaches is the acquisition o f training data (see Section
3.2.2.2). The training database of speech recognition systems often includes the 
contributions from hundreds of people and years of work. W e think computer 
animation techniques might be able to help us with this issue. By using computer 
animation, it is possible to construct a large training database. Since the advantage of 
our system will be more obvious when applied to a large vocabulary, we would be 
able to make the system recognise hundreds of dynamic gestures with low 
computational cost.
Currently, the DHM M  recogniser has a fairly simple topology: first-order DHM M s. A 
couple of improvements will be researched in future:
1. Adding extra transition paths, i.e. higher order DHM M s, will make the DHM M  
recogniser able to deal with more complex situations, such as partially occluded
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gestures. See figure 8.1, where a second-order HMM is given and transitions can 
happen between state 1 and 3, 2 and 4, 3 and 5 without passing their intermediate 
states. Hence even an occlusion appears, say at state 3, the recognition can still 
continue by jumping from 2 to 4 directly. In fact, other members of the research 
group are developing a system to recognise partially occluded gestures using 
graph matching. We are attempting to assess the advantages and disadvantages of 
both techniques so that better understanding of the occluded gestures can be 
obtained.
2. Another problem is co-articulation. This is the phenomenon whereby each gesture 
is influenced by the preceding and following gestures in a continuous sequence. 
This problem also occurs in speech recognition, and requires some adaptation of 
the HMMs. We will have to predict transitional forms between one gesture and 
another, i.e., predict the transition probability from the end state of one DHMM to 
the start state of another DHMM. Our ultimate target is to establish a DHMM  
network where each node is an individual DHMM, the links between the paths are 
probabilistic and decided by some constraints, grammar for example.
Finally, as we stated in Chapter 3, face and the other parts of body are also very 
important for the hand gesture recognition. Thus, it is worthwhile to put efforts into 
the recognition of these. On the other hand, the methodology developed in this thesis 
can be naturally extended for the recognition of face and other parts of body (or even 
in broader areas, for example, hand-written character recognition, vehicle detection, 
target recognition, and so on) since all of the tasks fall into the general field of object 
recognition.
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A p p e n d i x  A
In this appendix, we will demonstrate how colour can be used to track the hand 
reliably without high computational cost, including hand segmentation, noise 
removal, rotation with respect to the principal axis, and normalisation.
A . 1  H a n d  S e g m e n t a t i o n  U s i n g  C o l o u r
The colour content of an image is an important attribute. It contains a rich amount of 
information that can be used to segment objects. In addition, to apply colour to object 
segmentation is computationally inexpensive. Thus, for a real-time system, it is the 
first choice.
Various colour spaces have been used for image processing. In computer graphics, the 
most commonly used space is the R G B  space. In this method, each pixel of the image 
contains three primary channels: red, green and blue. All colours can be expressed by 
combinations of these three primary colours. So every pixel is represented by an 
individual point in the three dimensional R G B  space. Other colour spaces include 
HSV space and HLS space. They are transformations of R G B  space that can describe 
colours in terms more natural to an artist. The name HSV stands for hue, saturation, 
and value. HLS stands for hue, lightness, and saturation [97]. Our system adopts the 
R G B  space. We use the following notation: 1) r, g, b  are the red, green and blue 
values of an individual pixel in the image; 2) given a two-dimensional image, rtj, gy- 
and b y  represent the red, green and blue values of the pixel at ith row and j t h  column 
in the image. The same notations apply throughout the rest of the appendix.
In our system, the user is asked to wear a coloured glove whose colour is distinct in 
the background. The colour of the glove is thus a point in R G B  space. Since the 
colour is distinct, we can segment the area with similar colours out of the R G B  space 
with a certain threshold. Suppose the glove’s colour is < R gi0ve, G gi0Ve, B giove >. The 
area with similar colours is formulated by:
t/0- V .)2 + (s - >2<i’- V ,>’ < T -(A-')
1 0 0
where T is a predefined threshold. This equation tells us that the shape of the area with 
similar colours of the glove is a sphere.
The above algorithm assumes an ideal environment. However, often the condition of 
the working environment varies from time to time. In practice especially the 
illumination condition is different during the daytime from the night. Such a simple 
model can not handle this situation. We deal with this problem by replacing the 
absolute RGB value with intensity, which provides a more robust method for 
separating colours since it would result in changes in intensity but not colour when 
colours change from shading or lighting difference. The procedure is listed as follows:
1) We extract a rectangular area as the sample area from the hand area in the image 
manually. The size of the sample area is m by n. Note this only needs to be done 
once if the colour of the glove doesn’t change. See Figure A.I.
Figure A.l: Sample area of the hand. The 
white square in the hand area is marked 
manually to get the sample area of the glove.
First the average grey value A of the sample area is computed by the following 
equation:
A — \j A^  + A^  + Ag ...(A.2)
where AR, Ac and AB are the average colours of red, green, blue channel in the 
sample area respectively, and are defined as follows:
I S '
Ar = ^ -  ...(A3)
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i i » . ,
A, -  ...(A.5)
where S represents the area of the sample area and is given by mxn.
2) Second, the average colour intensities of each channel in the sample area can be
computed by:
/ ,  =  A/ a  . . . ( A . 6 )
, - y A -(A.?)h
Ib = A/  ...(A.8)
The colour segmentation is then based on the relative intensities rather than the 
absolute RGB values. The glove’s colour intensity is thus given by <Ir, I g , h>-
3) The whole image is scanned pixel by pixel and the colour of each pixel is 
compared to the sample intensities. Given a threshold set up by hand, the pixels 
with similar colours of the glove will remain, while the rest are set to zero. This is 
formulated by:
^  b >  * <  i  , I . ,  __>  ^  y,, „
ylr2+g2+b2
where <r, g, b> is the colour of an individual pixel; T'is the threshold set up by 
the user which ranges from 0 to 1; and • denotes the dot product.
Replacing the absolute colour with intensity essentially changes the shape of the area, 
with similar colours of the glove, from a sphere into a cone, as shown in Figure A.2:
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F i g u r e  A .2 :  T h e  R G B  c o n e  in  th e  3 D  R G B  
s p a c e .  R ,  G  a n d  B  a r e  t h e  a x e s  o f  r e d ,  g r e e n  
a n d  b lu e ,  r e s p e c t iv e l y .
The diagram depicts the RGB cone in the RGB space. The apex of the cone being the 
origin, <IR, Ig, h> represents the average intensity of the sample area, whose 
magnitude is 1. Thus it is a unit vector in the space. Colours that fall into the cone 
represent similar colours to the glove. T'represents the threshold.
The segmentation, using the average intensity, gives the system extra robustness 
against the illumination variation. As the lighting condition changes, the unit vector C 
would move along the axis of the cone. Consequently, the size of the cone varies to 
include less or more colours in the RGB space.
We present the result in Figure A.3. The left image gives the original scene. The white 
square in the hand area is marked manually to get the sample area of the glove. The 
right image shows the result, after segmentation using the method introduced above. 
For visualisation reasons, we increased the contrast of the remaining area against the 
background, while in practice the remaining area still keeps the same colour as in the 
original image. Due to the automatic colour balancing of the camera, some colours in 
the original image have been distorted, which is a usual disadvantage using a cheap 
webcam; (however, we have to deal with it since we want to the system to be as cheap 
as possible).
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Figure A.3: Hand Segmentation using colour cue. The colour 
of the area pointed by the arrow in the left image is distorted by 
the colour balancing of the webcam.
Noise exists in the processed image, which is to be expected. However, the largest 
object in the image is still the hand. To remove these noises, The Grassfire algorithm 
can be used. Details of this algorithm are introduced by Pitas [6]. The algorithm treats 
the hand as a connected area in the image, so are the other noises. Under the 
assumption that the hand area is the largest connected area; (this is fair because the 
hand is the main object in the image), Grassfire can be used to find the area of each 
connected region, and the largest area is be assumed as the hand, as depicted in Figure 
A.4.
Figure A.4: Hand Segmentation using colour cue. The left 
image is taken from the right image of Figure 4.2.
A . 2  R o t a t i o n  A c c o r d i n g  t o  t h e  P r i n c i p a l  A x i s
Next we describe how to reduce the variance of images caused by the hand rotation in 
a 2D plane.
When performing gestures, users often rotate their hands as well. Figure A.5 
illustrates this situation. Although both gestures mean “c” in ISL, they would not be
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projected onto the same point in the feature space since the image vectors would be 
completely different.
F i g u r e  A . 5 : V a r i a n c e  c a u s e d  b y  h a n d  r o t a t i o n .  B o t h  
p o s t u r e s  m e a n  “ C ”  i n  I S L ,  w h i l e  t h e y  l o o k  r a t h e r  
d i f f e r e n t  a f t e r  r o t a t e d  a  c e r t a i n  a n g le  f o r  a  c o m p u t e r .
To handle this type of variance, PCA can be applied to find out the principal axis of 
the hand, and then rotate the hand picture according to the angle of the principal axis. 
By principal axis, we mean the main axis of the hand posture. It can be computed in 
the following way: First rather than concatenating the grey values of an image row by 
row, we construct a hand coordinates matrix H using the hand pixels’ coordinates, i.e. 
those pixels in the image whose grey value is greater than zero, expressed by the 
following equation:
H = {...,(/ -  cx,cy -  j),...} ...(A.10)
where i and j are the hand pixel’s coordinates in the original image, and cx and cy are 
the coordinates of the centroid.
We normalise the hand coordinates in terms of the centroid. H is thus an Ax2 matrix, 
where A is the area of the hand in terms of image pixel. The whole procedure is 
clearly depicted in Figure A.6.
T otally  black, i e. 
grey  value is 0 , 
thus should  n o t be 
included into H.
G rey  value is n o t 0, 
thus w ill be included 
into H b y  appending 
its  norm alised  
coordinates at the end 
o f  H.
F ig u r e  A .6 :  C o n s t r u c t i o n  o f  t h e  h a n d  c o o r d i n a t e s
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We first compute the covariance matrix of the hand coordinates matrix, and then 
using the eigenvalue decomposition algorithm introduced in the last section to find its 
two eigenvalues (A¡,^ 2) and two eigenvectors (ey, e2). The eigenvector, say e/, 
corresponding to the greater eigenvalue, say A/, is the principal axis of the hand sign, 
whose slope S is:
S — e 2] /  ew ...(A.ll)
T •where [eut e2i\ is e/.
Figure A.7 depicts the effect of the rotation in terms of the principal axis. As shown in 
the figure, the two postures look quite different before the rotation. Consequently, 
their projections are far away from each other. While after the rotation by their 
principal axes respectively, the two postures look more or less the same, and the 
distance in the feature space becomes so small that they could be roughly treated as 
the same one.
Figure A.7: Illustration of the rotation by the principal axis. The left two images 
represent the same postures, and the right two are the rotation in terms of the 
principal axes of the left postures respectively.
The rotation with respect to the principal axis effectively reduces the variance caused 
by the hand rotation in x-y plane. Therefore, reduces the workload of the recognition 
as well because the number of PCs needed to maintain the major energy of the images 
is also reduced greatly.
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So far the user’s hand has been extracted from the background, but it is not enough to 
proceed to the feature extraction step. When performing gestures, one would always 
intend to move ones hand forwards or backwards with respect to the camera. 
Consequently, the area of the hand varies significantly during the period. While this is 
not a problem for human eyes, which can automatically focus on the moving hand, it 
does disturb the computer classification. This problem can be solved by performing 
normalisation.
The first thing we need to do is to find the smallest bounding rectangle of the hand 
area, as shown in Figure A.8. Suppose its dimension is mr by nr, the centroid (Cx, Cy) 
of the hand is derived by the following equations:
mr n /  mr n,
c .  = X £ ( Dex i) / £ £ D« -< A-12>
<=i j = 1 /  1=1 ; = 1
mr nr /  mr nr
i= l  j = l  /  ¿=1 7=1 
where Di} is the average pixel intensity which is expressed as
Y, +  Q "h hD =JL—±1----L ...(A. 14)
,J 3
Once the centroid of the hand has been found, the hand can be normalised by its area. 
Figure A.8 gives the effect after the normalisation.
160 ______________ 32____________
A.3 Normalisation
F i g u r e  A . 8 : N o r m a l i s a t i o n  b y  h a n d  a r e a .  T h e  w h i t e  r e c t a n g l e  in  
t h e  l e f t  i m a g e  is  t h e  s m a l l e s t  b o u n d e d  r e c t a n g l e  o f  t h e  h a n d  a r e a .
N o t e  t h e  r e s o l u t i o n  i s  d e c r e a s e d  f r o m  1 6 0 x 1 2 0  t o  3 2 x 3 2  a f t e r  t h e  
n o r m a l i s a t i o n .
After the normalisation, the image resolution is scaled down from 160x120, the 
original image size, to 32x32. There are two advantages for doing this. First and 
foremost, it makes the hand appearance constant with respect to the computer.
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Second, the decreased resolution also reduces the recognition time, an important 
factor for real-time system. Different resolutions other than 32x32 are possible, 
however, empirically this is enough for ISL recognition since the subtle variation of 
the hand texture is not important, i.e., only obvious shape change would make sense 
for the audiences.
The 32x32 image needs to be further normalised by energy using the following 
equation:
where Dy is again the average pixel intensity defined above. The normalisation by 
energy makes the later classification procedure more robust against the variation 
caused by the illumination, because it unifies the energy over all images.
A . 4  S u m m a r y
This appendix has demonstrated how colour can be used to track the hand effectively 
without high computational cost. In a word, we first use the colour to segment the 
hand from the background and remove the noise using the Grassfire algorithm. 
Second, we rotate the hand according to the angle of the principal axis to eliminate the 
variance caused by the hand rotation in a 2D plane. Third, we normalise the hand 
according to the hand centroid, which keeps the hand area constant with respect to the 
camera when the hand moves forward or backwards along the camera axis. Figure A.9 
gives the complete pre-processing procedure:
...(A.15)
R o t a t i o n by Prircipa^xi^Jj
Normalisation by Area
F ig u r e  A .9 :  D i a g r a m  f o r  t h e  p r e - p r o c e s s i n g  p r o c e d u r e .
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A p p e n d i x  B
This appendix illustrates the 26 gestures in ISL corresponding to the 26 letters in 
English alphabet. All the pictures are taken from http://myparent.com.
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A p p e n d i x  C
This appendix illustrates the 35 dynamic gestures used for the evaluation purpose in 
chapter 7. Each of them has a specific meaning in ISL. For instance, Gesture 1, 3, 10 
stand for “X”, “J” and “Z”. The pictures of Gesture 1, 3 and 10 are taken from 
http://mvparent.com. The pictures of Gesture 4, 20 and 28 are taken from [21]. All the 
rest are taken from [98].
G e s tu re  1: O p e n  th e  
in d e x  f in g e r  o f  a n y  
h a n d , c lo s e  th e  re s t. 
H e ld  o u t a t  c h e s t 
le v e l, a n d  m o v e  i t  to  
se lf.
G e s tu re  3: A n y  h a n d  
in  th e  sh a p e  o f  “I ” , 
p a lm  to  se lf, h e ld  
o u t. M o v e  th e  h a n d  
to  se lf .
G e s tu re  2 : R ig h t
h a n d  in  th e  s h a p e  o f  
o p e n  “C ” , p a lm  up , 
o p p o s i te  th e  w a is t . 
C h a n g e  “ C ” to  “ O ” 
a s th e  h a n d  m o v e s  
up .
G e s tu re  4 : R ig h t
h a n d  in  th e  sh a p e  o f  
“T ” a t  c h e s t  le v e l ,  
p a lm  s id e a w a y , 
m o v e  it  to  r ig h t  
c h a n g in g  to  “V ” a n d  
p a lm  o u tw a rd s .
G e s tu re  5 : R ig h t
h a n d  in  th e  sh a p e  o f  
“ R ” , p a lm  r ig h t­
w a rd s , h e ld  o u t  a t 
s h o u ld e r  lev e l.
G e s tu re  6 : R ig h t
h a n d  in  th e  s h a p e  o f  
“D ” , p a lm  to  se lf , 
M o v e  tip  o f  th e  r ig h t  
in d e x  f in g e r  a lo n g  
th e  le f t  n e c k  to  th e  
th ro a t.
G e s tu re  7 : R ig h t
h a n d  o p e n s  in  th e  
sh a p e  o f  “ 2 0 ” , p a lm  
o u tw a rd s , h e ld  ou t. 
M o v e  th e  r ig h t  h a n d  
b a c k w a rd s , c h a n g in g  
to  c le n c h e d  “ G ” .
G e s tu re  8: T h e  t ip  o f  
th e  r ig h t  h a n d  a t  th e  
fo re h e a d . R ig h t  h a n d  
in  th e  sh a p e  o f  “ D ” , 
p a lm  s id e w a rd s . 
M o v e  th e  r ig h t  h a n d  
o u t, tu rn in g  th e  “ D ” 
d o w n w a rd s .
G e s tu re  9 : R ig h t
h a n d  in  th e  sh a p e  o f 
“ C ” , p a lm
s id e w a rd s , o p p o s ite  
to  th e  h e a rt. M o v e  it  
d o w n  to  th e  r ig h t, 
tu rn in g  p a lm  d o w n .
G e s tu re  10: A n y
h a n d  in  th e  s h a p e  o f  
“ D ” , h e ld  o u t. M o v e  
th e  h a n d  to  th e  r ig h t, 
th e n  m o v e  d o w n  le ft, 
th en  r ig h t.  (In  th e  
s ig n  o f  “ Z ” )
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G e s tu re  11: R ig h t  
h a n d  in  th e  sh a p e  o f  
“B ” , h e ld  o u t. M a k e  
th e  s ig n  o f  th e  C ro ss .
G e s tu re  12: R ig h t  
h a n d  in  th e  s h a p e  o f  
“B ” , p a lm
s id e w a rd s ,  h e ld  o u t 
a t  th e  c h e s t  le v e l. 
M o v e  th e  r ig h t  h a n d  
to  th e  c h e s t.
G e s tu re  13: R ig h t  
h a n d  in  th e  sh a p e  o f  
“A ” , p a lm  o u tw a rd s , 
o p p o s ite  to  th e  r ig h t  
sh o u ld e r . Z ig z a g  it 
d o w n w a rd s .
G e s tu re  14: R ig h t  
h a n d  in  th e  s h a p e  o f  
“ C ” , p a lm
s id e w a rd s , h e ld  o u t, 
d ra w  i t  to  th e  c h e s t,  
c h a n g in g  “ C ” to  
“A ” .
G e s tu re  15: R ig h t  
h a n d  in  th e  sh a p e  o f  
“D ” , p a lm  to  th e  
r ig h t. M o v e  th e  r ig h t  
h a n d  d o w n  s lo w ly  
o n  c e n tre  o f  i ts e lf .
G e s tu re  16: R ig h t  
h a n d  in  th e  s h a p e  o f  
“D ” , p a lm  d o w n . 
M o v e  th e  t ip  o f  “D ” 
u p  f r o m  a lo n g  th e  
le f t  a r m  f ro m  th e  
w ris t.
G e s tu re  17: R ig h t  
h a n d  in  th e  sh a p e  o f  
“ O ” , p a lm  to  se lf , a t  
th e  c h in . C h a n g e  
“O ” to  “5 ” , a s  th e  
r ig h t  h a n d  is  m o v e d  
o u tw a rd s .
G e s tu re  18: R ig h t  
h a n d  in  th e  s h a p e  o f  
“ 2 ” , p a lm  s id e w a rd s , 
th u m b - to p  a t  th e  
r ig h t  c h e e k . M o v e  
th e  r ig h t  h a n d  o u t  
a n d  d o w n  b r ie f ly .
G e s tu re  19: R ig h t  
h a n d  in  th e  s h a p e  o f  
“E ” , p a lm  o u tw a rd s , 
o p p o s ite  to  th e  r ig h t  
sh o u ld e r . C h a n g e  
“E ” to  “5 ” , 
s w iv e llin g  i t  up .
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G e s tu re  2 0 : M o v e  th e  r ig h t  
h a n d  in  th e  s h a p e  o f  “F ” , 
p a lm  d o w n  f ro m  r ig h t  to  
le f t  w i th  a  s l ig h tly  u p w a rd
a rc .
G e s tu re  2 1 : R ig h t  
h a n d  in  th e  sh a p e  o f  
“5 ” , f in g e rs  d o w n . 
M o v e  th e  r ig h t  h a n d  
u p , a n d  c h a n g e  i t  to  
th e  sh a p e  o f  “ O ” .
H
G e s tu re  2 2 : R ig h t  h a n d  in  
th e  s h a p e  o f  “D ” , p a lm  to  
se lf , a t  w a is t  le v e l . M o v e  
th e  r ig h t  h a n d  d o w n  b r ie f ly .
I l l
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G e s tu re  2 3 : R ig h t  
h a n d  in  th e  sh a p e  o f  
“ F \  p a lm  d o w n ­
s id e s , a t  le f t
sh o u ld e r . C h a n g in g  
to  “H ”  a s  th e  r ig h t  
h a n d  is  m o v e d  o u t.
G e s tu re  2 4 : R ig h t  h a n d  in  
th e  sh a p e  o f  “V ” , f in g e r t ip s  
a t  th e  r ig h t  w a is t.
G e s tu re  2 6 : R ig h t  h a n d  in  
th e  s h a p e  o f  “W ” , p a lm  to  
se lf. M o v e  th e  r ig h t  h a n d  o n  
s e l f  f ro m  le f t  c h e s t  to  le f t  
w a is t.
r ig h t  w a is t .
G e s tu re  2 5 : R ig h t  
h a n d  in  th e  sh a p e  
o f  b e n t  “L ” , p a lm  
to  se lf, f in g e r t ip s  a t  
th e  r ig h t  c h e s t.  
M o v e  th e  r ig h t
hQMM /fi tn  m  o
G e s tu re  2 7 : R ig h t  
h a n d  in  th e  sh a p e  
o f  “W ” , p a lm  
s id e w a rd s . H e ld  
o u t  a t  s id e  lev e l. 
T u rn  p a lm  d o w n  
sh a rp ly .
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G e s tu re  2 8 : R ig h t  h a n d  in  
th e  sh a p e  o f  “A ” , p a lm  to  
s e l f  o n  fo re h e a d . M o v e  
d o w n  to  c h e s t,  th e n  to  le f t  
s h o u ld e r  a n d  r ig h t. (A s  in  
th e  s ig n  o f  th e  c ro s s )
G e s tu re  2 9 : R ig h t  
h a n d  in  th e  sh a p e  
o f  “ P ” , p a lm  to  
s e l f  o n  c h in . M o v e  
th e  r ig h t  h a n d  
rig h tw is e .
G e s tu re  3 0 : R ig h t  h a n d  in  
th e  s h a p e  o f  b e n t  “L ” , p a lm  
to  se lf. M o v e  th e  f in g e r t ip s  
o f  th e  r ig h t  h a n d  to  se lf.
G e s tu re  3 1 : R ig h t  
h a n d  in  th e  sh a p e  
o f  “Y ” , p a lm  
s id e w a rd s . S w iv e l 
i t  b risk ly .
G e s tu re  3 2 : R ig h t  h a n d  in  
th e  s h a p e  o f  “P ” , p a lm  
o u tw a rd s  o p p o s ite  r ig h t 
sh o u ld e rs . S h a k e  th e  r ig h t  
h a n d  s lig h tly .
G e s tu re  3 4 : R ig h t  h a n d  in  
th e  s h a p e  o f  “ G ” , p a lm  s id e  
w a rd s . M o v e  th e  r ig h t  h a n d  
d o w n  o p p o s i te  th e  n o se  a n d  
lip s , th e n  f ro m  le f t  to  r ig h t 
a t  th e  lip s .
G e s tu re  33 : R ig h t  
h a n d  in  th e  sh a p e  
o f  “ D ” , p a lm  s id e  
w a rd s , a t  th e  r ig h t  
c h e e k . T u rn  “D ” 
d o w n  to  th e  le f t 
ja w , tu rn in g  p a lm  
d o w n .
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G e s tu re  3 5 : R ig h t  h a n d  in  
th e  s h a p e  o f  ‘T \  p a lm  
s id e w a rd s , a t  th e  le f t  
sh o u ld e r . M o v e  th e  r ig h t  
h a n d  o u t.
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