We use methods of the general theory of congruence and *congruence for complex matrices-regularization and cosquares-to determine a unitary congruence canonical form (respectively, a unitary *congruence canonical form) for complex matrices A such thatĀA (respectively, A 2 ) is normal.
Introduction
We use methods of the general theory of congruence and *congruence for complex matrices-regularization and cosquares-to determine a unitary congruence canonical form (respectively, a unitary *congruence canonical form) for complex matrices A such thatĀA (respectively, A 2 ) is normal. We prove a regularization algorithm that reduces any singular matrix by unitary congruence or unitary *congruence to a special block form. For matrices of the two special types under consideration, this special block form is a direct sum of a nonsingular matrix and a singular matrix; the singular summand is a direct sum of a zero matrix and some canonical singular 2-by-2 blocks. Analysis of the cosquare and *cosquare of the nonsingular direct summand reveals 1-by-1 and 2-by-2 nonsingular canonical blocks.
As special cases of our canonical forms, we obtain-in a coherent and systematic way-known canonical forms for conjugate normal, congruence normal, coninvolutory, involutory, projection, and unitary matrices. But we also obtain canonical forms for matrices whose squares are Hermitian or normal, λ-projections, and other cases that do not seem to have been investigated previously. Moreover, the meaning of the parameters in the various canonical forms is revealed, along with an understanding of when two matrices in a given type are in the same equivalence class.
Finally, we show that the classification problems under (a) unitary *congruence when A 3 is normal, and (b) unitary congruence when AĀA is normal, are both unitarily wild, so there is no reasonable hope that a simple solution to them can be found.
Notation and definitions
All the matrices that we consider are complex. We denote the set of n-by-n complex matrices by M n . The transpose of A = [a ij ] ∈ M n is A T = [a ji ] and the conjugate transpose is A * =Ā T = [ā ji ]; the trace of A is tr A = a 11 + · · · + a nn . We say that A ∈ M n is: unitary if A * A = I; coninvolutory ifĀA = I; a λ-projection if A 2 = λA for some λ ∈ C (involutory if λ = 1); normal if A * A = AA * ; conjugate normal if A * A = AA * ; squared normal if A 2 is normal; and congruence normal ifĀA is normal. For example, a unitary matrix is both normal and conjugate normal; a Hermitian matrix is normal but need not be conjugate normal; a symmetric matrix is conjugate normal but need not be normal.
If A is nonsingular, it is convenient to write A −T = (A −1 ) T and A − * = (A −1 ) * ; the cosquare of A is A −T A and the *cosquare is A − * A. We consider the congruence equivalence relation (A = SBS T for some nonsingular S) and the finer equivalence relation unitary congruence (A = U BU T for some unitary U ). We also consider the *congruence equivalence relation (A = SBS * for some nonsingular S) and the finer equivalence relation unitary *congruence (A = U BU * for some unitary U ). Two pairs of square matrices of the same size (A, B) and (C, D) are said to be congruent, and we write (A, B) = S(C, D)S T , if there is a nonsingular S such that A = SBS T and C = SDS T ; unitary congruence, * congruence, and unitary * congruence of two pairs of matrices are defined analogously.
Our consistent point of view is that unitary *congruence is a special kind of *congruence (rather than a special kind of similarity) that is to be analyzed with methods from the general theory of *congruence. In a parallel development, we treat unitary congruence as a special kind of congruence, rather than as a special kind of consimilarity. [8, Section 4.6] The null space of a matrix A is denoted by N (A) = {x ∈ C n : Ax = 0}; dim N (A), the dimension of N (A), is the nullity of A. 
) are invariant under *congruence. Suppose A, U ∈ M n and U is unitary. A computation reveals that if A is conjugate normal (respectively, congruence normal) then U AU T is conjugate normal (respectively, congruence normal); if A is normal (respectively, squared normal) then U AU * is normal (respectively, squared normal). Moreover, if A ∈ M n and B ∈ M m , one verifies that A ⊕ B is, respectively, conjugate normal, congruence normal, normal, or squared normal if and only if each of A and B has the respective property.
Matrices A, B of the same size (not necessarily square) are unitarily equivalent if there are unitary matrices V, W such that A = V BW . Two matrices are unitarily equivalent if and only if they have the same singular values, that is, the singular value decomposition is a canonical form for unitary equivalence.
Each A ∈ M n has a left (respectively, right ) polar decomposition A = P W (respectively, A = W Q) in which the Hermitian positive semidefinite factors P = (AA * ) 1/2 and Q = (A * A) 1/2 are uniquely determined, W is unitary, and W = AQ −1 = P −1 A is uniquely determined if A is nonsingular. A matrix of the form
is a Jordan block with eigenvalue λ. The n-by-n identity and zero matrices are denoted by I n and 0 n , respectively. The Frobenius norm of a matrix A is A F = tr (A * A): the square root of the sum of the squares of the absolute values of the entries of A. The spectral norm of A is its largest singular value.
In matters of notation and terminology, we follow the conventions in [8] .
3 Cosquares, *cosquares, and canonical forms for congruence and *congruence
The Jordan Canonical Form of a cosquare or a *cosquare has a very special structure. J r k (−1)
, γ j ∈ C, 0 = γ j = (−1) sj +1 .
(1)
A is a cosquare that is diagonalizable by similarity if and only if its Jordan Canonical Form is
in which µ 1 , µ −1 1 , . . . , µ q , µ −1 q are the distinct eigenvalues of A such that each µ j = 1; n 1 , n 1 , . . . , n q , n q are their respective multiplicities; the parameters µ j in (2) are determined by A up to replacement by µ J sj (γ j ) ⊕ J sj (γ −1 j ) , β k , γ j ∈ C, |β k | = 1, 0 < |γ j | < 1.
(3)
A is a *cosquare that is diagonalizable by similarity if and only if its Jordan Canonical Form is
are the distinct eigenvalues of A such that each |µ j | ∈ (0, 1); n 1 , n 1 , . . . , n q , n q are their respective multiplicities. The distinct unimodular eigenvalues of A are λ 1 , . . . , λ p and their respective multiplicities are m 1 , . . . , m p .
The following theorem involves three types of blocks
and 
If (3) is the Jordan Canonical Form of A − * A, then the direct summands in (9) can be arranged so that the parameters r k , s j , and γ j in (9) are identical to the same parameters in (3) , and the parameters α k in (9) and
Among many applications of the canonical form (9) , it follows that any complex square matrix is *congruent to its transpose, and the *congruence can be achieved via a coninvolutory matrix. This conclusion is actually valid for any square matrix over any field of characteristic not two with an involution (possibly the identity involution). [11] If A is nonsingular and U is unitary, then
so a unitary congruence (respectively, a unitary *congruence) of a nonsingular matrix corresponds to a unitary similarity of its cosquare (respectively, *cosquare), both via the same unitary matrix. If the cosquare or *cosquare of A ∈ M n is diagonalizable by unitary similarity, what can be said about a canonical form for A under unitary congruence or unitary *congruence?
4 Normal matrices, intertwining, and zero blocks
Intertwining identities involving normal matrices lead to characterizations and canonical forms for unitary congruences. Proof. Let L = U ΛU * and P = V ΠV * for some unitary U, V and diagonal Λ, Π. The intertwining condition AL = P A implies that Ag(L) = g(P )A for any polynomial g(t).
(a) Let g(t) be any polynomial such that g(Λ) =Λ and g(Π) =Π, that is, g(t) interpolates the function z →z on the spectra of L and P . Then
(b) Use the same argument, but let g(t) interpolate the function z →z −1 on the spectra of L and P .
The following lemma reveals fundamental patterns in the zero blocks of a partitioned matrix that is normal, conjugate normal, squared normal, or congruence normal. A matrix A ∈ M n is said to be range Hermitian if A and A * have the same range. If rank A = r and there is a unitary U and a nonsingular C ∈ M r such that U * AU = C⊕0 n−r , then A is range Hermitian; the converse assertion follows from Theorem 6.1(b). For example, every normal matrix is range Hermitian. The following lemma shows that, for a range Hermitian matrix and a normal matrix, commutativity follows from a generally weaker condition. 
Lemma 4.2 Let
so C 2 B 12 = 0, which implies that B 12 = 0. Lemma 4.2(a) ensures that B 21 = 0 as well, so U * BU = B 11 ⊕ B 22 . Moreover, CB 11 C = C 2 B 11 , so B 11 C = CB 11 . We conclude that U * AU commutes with U * BU , and hence A commutes with B.
Normal cosquares and *cosquares
A nonsingular matrix A whose cosquare is normal (respectively, whose *cosquare is normal) has a simple canonical form under unitary congruence (respectively, under unitary *congruence). Moreover, normality of the cosquare or *cosquare of A is equivalent to simple properties of A itself that are the key-via regularizationto obtaining canonical forms under unitary congruence or unitary *congruence even when A is singular.
Normal cosquares
If A ∈ M n is nonsingular and its cosquare A is normal, then A is unitarily diagonalizable and we may assume that its Jordan Canonical Form has the form (2). For our analysis it is convenient to separate the eigenvalue pairs {−1, −1} of A from the reciprocal pairs of its other eigenvalues in (2) . Any unitary similarity that puts A in the diagonal form (2) induces a unitary congruence of A that puts it into a special block diagonal form. be the distinct eigenvalues of A with −1 = µ j = 1 for each j = 1, . . . , q, and let n 1 , n 1 , . . . , n q , n q be their respective multiplicities. Let n + and 2n − be the multiplicities of +1 and −1, respectively, as eigenvalues of A. Let
let U ∈ M n be any unitary matrix such that A = U ΛU * , and let
in which A + ∈ M n+ is symmetric, A − ∈ M 2n− is skew symmetric, and each A j ∈ M 2nj has the form
The unitary congruence class of each of the q + 2 blocks in (13) is uniquely determined.
Proof. The presentation (12) of the Jordan Canonical Form of A differs from that in (2) only in the separate identification of the eigenvalue pairs {−1, −1}. We have A = A T A = A T U ΛU * , which implies that 
is block diagonal. Moreover, the identity A = A T Λ ensures that (a) A 11 = A and satisfies an identity of the form
T , so A jj has the form (14) . What can we say if A can be put into the form (12) via unitary similarity with a different unitary matrix V ? If A = U ΛU * = V ΛV * and both U and V are unitary, then Λ (U * V ) = (U * V ) Λ, so another application of Sylvester's Theorem ensures that the unitary matrix U * V is block diagonal and conformal to Λ. Thus, in the respective presentations (13) associated with U and V , corresponding diagonal blocks are unitarily congruent. SinceĀA is normal, AĀ = (ĀA) is normal and Lemma 4.1(a) ensures that
Taking the transpose of the middle identity, and using Hermicity of AA * and
(c) ⇒ (b): Consider the identity
Since A −T A is normal, Lemma 4.1(b) ensures that
A, from which it follows that A * AĀ =ĀAA * , which is the conjugate of (b).
(b) ⇒ (c): Since A is nonsingular, the identity (b) is equivalent to
which in turn is equivalent to 
This direct sum is uniquely determined by A up to permutation of its blocks and replacement of any µ by µ −1 . Conversely, if A is unitarily congruent to a direct sum of blocks of the two types in (16) , thenĀA is normal.
Proof. Normality ofĀA implies normality of the cosquare A −T A. Theorem 5.1 ensures that A is unitarily congruent to a direct sum of the form (13) , and the unitary congruence class of each summand is uniquely determined by A. It suffices to consider the three types of blocks that occur in (13): (a) a symmetric block A + , (b) a skew-symmetric block A − , and (c) a block of the form (14) . 
such that A − = V ΣV T . These blocks are the source of all of the 2-by-2 blocks in (16) in which µ = −1. The parameters τ 1 , τ 1 , . . . , τ n− , τ n− are the singular values of A − , which are unitary congruence invariants of A − , so they are uniquely determined by A.
(c) Consider a block of the form 
which is unitarily congruent (permutation similar) to
These blocks contribute n j 2-by-2 blocks to (16) , all with µ = µ j . Given µ j = 0, the parameters τ
nj are determined by the eigenvalues of A j A j , which are invariant under unitary congruence of A j .
Conversely, if A is unitarily congruent to a direct sum of blocks of the form (16), thenĀA is unitarily similar to a direct sum of blocks, each of which is
soĀA is normal.
Normal *cosquares
If A ∈ M n is nonsingular and its *cosquare A is normal, we can deduce a unitary *congruence canonical form for A with an argument largely parallel to that in the preceding section, starting with the Jordan Canonical Form (4). We find that any unitary similarity that diagonalizes A induces a unitary *congruence of A that puts it into a special block diagonal form.
Theorem 5.4
Let A ∈ M n be nonsingular and suppose that its *cosquare
be the distinct eigenvalues of A with 0 < |µ j | < 1 for each j = 1, . . . , q, and let n 1 , n 1 , . . . , n q , n q be their respective multiplicities. Let λ 1 , . . . , λ p be the distinct unimodular eigenvalues of A, with respective multiplicities m 1 , . . . , m p , and choose any unimodular parameters α 1 , . . . , α p such that α
let U ∈ M n be any unitary matrix such that A = U ΛU * , and let A = U * AU . Then A is block diagonal and has the form
in which H k ∈ M m k is Hermitian for each k = 1, . . . , p, and each A j ∈ M 2nj has the form
For a given ordering of the blocks in (18) the unitary *congruence class of each of the p + q blocks in (19) is uniquely determined.
Proof. We have A = A * A = A * U ΛU * , which implies that
conformally to Λ. The p + q diagonal blocks of Λ have mutually distinct spectra; the spectra of corresponding blocks of Λ and Λ −1 are the same. The identity (21) and Sylvester's Theorem on Linear Matrix Equations ensure that A is block diagonal and conformal to Λ, that is,
and satisfies an identity of the form
* , so A jj has the form (20) . If A = U ΛU * = V ΛV * and both U and V are unitary, then Λ (U * V ) = (U * V ) Λ, so the unitary matrix U * V is block diagonal and conformal to Λ. Thus, in the presentations (19) corresponding to U and to V , corresponding diagonal blocks are unitarily *congruent.
If A is nonsingular, then (a) and (b) are equivalent to (c)
A − * A is normal.
Proof. (a) ⇒ (b): Consider the identity
Since A 2 is normal, Lemma 4.1(a) ensures that
and hence
Since AA − * is normal, Lemma 4.1(b) ensures that
The inverse of this identity is
which is Hermitian, so
is normal, then A is unitarily *congruent to a direct sum of blocks, each of which is
This direct sum is uniquely determined by A, up to permutation of its blocks. Conversely, if A is unitarily *congruent to a direct sum of blocks of the form (23) , then A 2 is normal.
Proof. Normality of A 2 implies normality of its *cosquare A − * A, so A is unitarily *congruent to a direct sum of the form (19) , and the unitary *congruence class of each summand is uniquely determined by A. It suffices to consider the two types of blocks that occur in (19) : (a) a unimodular scalar multiple of a Hermitian matrix H k , and (b) a block of the form (20) .
(a) The spectral theorem ensures that there is a unitary
are unitary *congruence invariants of A k , so they are uniquely determined by A; they all lie on the line (b) Consider a block of the form
in which Y j ∈ M nj is nonsingular. The singular value decomposition ensures that there are unitary V j , W j ∈ M nj and a positive diagonal matrix
which is unitarily *congruent (permutation similar) to
These blocks contribute n j 2-by-2 blocks to (23) , all with µ = µ j . Given µ j = 0, the parameters τ
nj are determined by the eigenvalues of A 2 j , which are invariant under unitary *congruence of A j .
Conversely, if A is unitarily *congruent to a direct sum of blocks of the two types in (23) , then A 2 is normal since it is unitarily *congruent to a direct sum of diagonal blocks of the two types [λ 2 ] and τ 2 µI 2 .
Unitary regularization
The following theorem describes a reduced form that can be achieved for any singular nonzero matrix under both unitary congruence and unitary *congruence. It is the key to separating a singular nonzero matrix into a canonical direct sum of its regular and singular parts under unitary congruence or unitary *congruence. (24) 
, and all 
The next step depends on whether we want to perform a unitary congruence or a unitary *congruence.
(a) Let N = V * 1 AV 2 and form the unitary congruence 
and the diagonal entries σ i are the positive singular values of N . Let Z = X * ⊕ Y T and form the unitary congruence
The block X * MX has been partitioned so that D ∈ M m2 . Finally, inspection of (24) shows that dim(N (A) ∩ N (A T )) = m 1 − m 2 . Suppose that R, R, U ∈ M n , U is unitary, and R = U RU T , so R and R have the same parameters m 1 and m 2 . Suppose
i,j=1 so that U 11 ∈ M n−m1 and U 22 ∈ M m1 , and partition
has full row rank. Then
ensures that U 12 = 0 as well, so U = U 11 ⊕ U 22 and both direct summands are unitary. Then
and the uniqueness assertion follows. 
The block X * M X has been partitioned so that D ∈ M m2 . The uniqueness assertion follows from an argument parallel to the one employed in (a).
We are concerned here with only the simplest cases of unitary congruence and *congruence, and the preceding theorem suffices for our purpose; a general sparse form that can be achieved via unitary congruence and *congruence is given in [12 
(a) Suppose A is congruence normal. Then it is unitarily congruent to a direct sum of the form
in which A ′ is either absent or it is nonsingular and congruence normal; m 2 = rank A−rankĀA = rank V * 
Canonical forms
We have now completed all the steps required to establish canonical forms for a conjugate normal matrix A under unitary congruence, and a squared normal matrix A under unitary *congruence: First apply the unitary regularization described in Corollary 6.2 to obtain the regular and singular parts of A, then use Theorems 5.3 and 5.6 to identify the canonical form of the regular part. Proof. The unitary *congruence regularization (24) reveals the singular blocks and Theorem 5.6 reveals the nonsingular blocks.
For some applications, it can be convenient to know that the 2-by-2 blocks in (31) may be replaced by canonical upper triangular blocks. The set
has the useful property that every complex number has a unique square root in D + . We use the following criterion of Pearcy: Proof. It suffices to show that if τ > 0 and |µ| < 1, and if we define
and
, and
so our assertion follows from Lemma 7.3.
Beyond normality
We conclude with several results involving unitary congruence and unitary *congruence.
Criteria for unitary congruence and *congruence
To show that two matrices are unitarily congruent (or unitarily *congruent), in certain cases it suffices to show only that they are congruent (or *congruent). 
T for any polynomial g(t). Choosing g(t) = p(t), we have
for any polynomial g(t). Choosing g(t) = p(t), we have 
so A is again unitarily congruent to B. 
so A is unitarily congruent to B. (c) A is unitarily congruent to a direct sum of real blocks, each of which is 
Hermitian cosquares
[σ] or τ 0 1 µ 0 , σ > 0, τ > 0, µ ∈ R, 0 = µ = 1.(36
Proof. A −T A is Hermitian if and only if
if and only if AĀ = A T A * = AĀ * if and only ifĀA = AĀ is Hermitian. The canonical blocks (36) are the same as those in (16), with the restriction that µ must be real.
Any coninvolution A satisfies the hypotheses of the preceding theorem: AA = I.
Corollary 8.4
Suppose that A ∈ M n andĀA = I. Then A is unitarily congruent to
in which σ 1 , σ Proof.ĀA is Hermitian, so A is unitarily congruent to a direct sum of blocks of the two types (36). ButĀA = I, so σ = 1 and
which has singular values τ µ and (τ µ)
The general case is obtained by specializing Theorem 7.1. 
Theorem 8.5 Let A ∈ M n and suppose thatĀA is Hermitian. Then A is unitarily congruent to a direct sum of blocks, each of which is
[σ] or τ 0 1 µ 0 , σ, τ, µ ∈ R, σ ≥ 0, µ = 1.(38
Unitary cosquares

(c) A is unitarily congruent to a direct sum of blocks, each of which is
[σ] or τ 0 1 e iθ 0 , σ, τ, θ ∈ R, σ > 0, τ > 0, 0 < θ ≤ π.(39)
This direct sum is uniquely determined by the eigenvalues ofĀA, up to permutation of its summands. If A is unitarily congruent to a direct sum of blocks of the form (39), then A is conjugate normal.
Proof. A −T A is unitary if and only if
if and only if AA * = A TĀ = A * A.
The canonical blocks (39) follow from (16) by specialization. The eigenvalues ofĀA are of two types: positive eigenvalues that correspond to squares of blocks of the first type in (39), and conjugate pairs of non-positive (but possibly negative) eigenvalues {τ 2 e iθ , τ 2 e −iθ } that correspond to blocks of the second type with 0 < θ ≤ π. Thus, the parameters σ, τ , and e iθ of the blocks in (39) can be inferred from the eigenvalues ofĀA.
The unitary congruence canonical blocks (39) for a conjugate normal matrix are a subset of the canonical blocks (28) for a congruence normal matrix; the 2-by-2 singular blocks are omitted, and the 2-by-2 nonsingular blocks are required to be positive scalar multiples of a unitary block. This observation shows that every conjugate normal matrix is congruence normal. Moreover, examination of the canonical blocks of a conjugate normal matrix shows that it is unitarily congruent to a direct sum of a positive diagonal matrix, positive scalar multiples of unitary matrices (which the following corollary shows may be taken to be real), and a zero matrix. Thus, a conjugate normal matrix is unitarily congruent to a real normal matrix.
If A itself is unitary, then its cosquare A −T A =ĀA is certainly unitary, so the unitary congruence canonical form of a unitary matrix follows from the preceding theorem. Of course, the eigenvalues of the cosquare of a unitary matrix are all unimodular and are constrained by the conditions in (2): any eigenvalue µ = 1 (even µ = −1) occurs in a conjugate pair {µ,μ}.
Corollary 8.7 Suppose that U ∈ M n is unitary. Then U is unitarily congruent to
in which µ 1 ,μ 1 , . . . , µ q ,μ q are the eigenvalues ofŪ U that are different from 1.
then each unitary 2-by-2 block H 2 (e iθj ) in (40) can be replaced by a real orthogonal block
in which α = cos(θ/2) and β = sin(θ/2), or by a Hermitian unitary block
(42)
Thus, U is unitarily congruent to a real orthogonal matrix as well as to a Hermitian unitary matrix.
Proof. U −T U =Ū U so the parameters µ in (39) correspond to the pairs of unimodular conjugate eigenvalues ofŪ U . Since each block in (39) must be unitary, the parameters σ and τ must be +1. One checks that the cosquares of H 2 (e iθj ) and Q 2 (θ) (41) (both unitary) have the same eigenvalues (namely, e ±iθj ), so they are similar. Theorem 3.2(a) ensures that H 2 (e iθj ) and Q 2 (θ) are congruent, and Corollary 8. In order to state the general case of Theorem 8.6, we need to know what the singular part of a conjugate normal matrix is, after regularization by unitary congruence. 
Lemma 8.8 Let A ∈ M n be singular and conjugate normal; let m 1 be the nullity of A. Then (a) The angle between Ax and Ay is the same as the angle between A T x and
when x = y we have Ax 2 = A T x 2 . In particular, Ax = 0 if and only if
In the reduced form (24) of A we have
Thus, A is unitarily congruent to A ′ ⊕ 0 m1 ; A ′ is nonsingular and its unitary congruence class is uniquely determined; and
Corollary 8.9
Let A ∈ M n and suppose that A is conjugate normal. Then A is unitarily congruent to a direct sum of blocks, each of which is 
are the (real) eigenvalues of A − * A that are not equal to ±1 and satisfy 0 < |µ j | < 1 for j = 1, . . . , q, and if A − * A has p eigenvalues equal to +1, then the unitary *congruence canonical form of A has p blocks of the first type in (44), n − 2q − p blocks of the second type, and q blocks of the third type.
Proof. A − * A is Hermitian if and only if
if and only if
The canonical blocks (44) follow from (23) by specialization.
Any involutory matrix satisfies the hypotheses of the preceding theorem. 
as well as to To confirm that A is unitarily *congruent to the direct sum (46), it suffices to show that
are unitarily *congruent. Using Lemma 7.3, it suffices to observe that
, and tr C *
The general case is obtained by specialization of Theorems 7.2 and 7.4.
Theorem 8.12
Let A ∈ M n and suppose A 2 is Hermitian. Then A is unitarily *congruent to a direct sum of blocks, each of which is
Alternatively, A is unitarily *congruent to a direct sum of blocks, each of which is
in which the parameters τ and µ satisfy the conditions in (47).
Unitary *cosquares
Theorem 8.13 Suppose A ∈ M n is nonsingular. The following are equivalent:
(c) A is unitarily *congruent to a direct sum of blocks, each of which is
Proof. A − * A is unitary if and only if
The canonical blocks (48) follow from (23) by specialization.
Projections and λ-projections
The unitary *congruence regularization algorithm described in Theorem 6.1(b) permits us to identify a unitary *congruence canonical form for λ-projections, that is, matrices A ∈ M n such that A 2 = λA. A 1-projection is an ordinary projection, while a nonzero 0-projection is a nilpotent matrix with index 2. A complex matrix whose minimal polynomial is quadratic is a translation of a λ-projection. Theorem 8.14 Let A ∈ M n be singular and nonzero, let λ ∈ C be given, and suppose that A 2 = λA. Let m 1 be the nullity of A and let τ 1 , . . . , τ m2 be the singular values of A that are strictly greater than |λ| (m 2 = 0 is possible). Then (a) A is unitarily *congruent to Proof. (a) Let F denote a reduced form (24) for A under unitary *congruence, which is also a λ-projection. Compute
Since the block [Σ 0] has full row rank, we conclude that B = 0 and D = λI m2 . Moreover, A ′ must be nonsingular because [A ′ B] has full row rank. Now examine
so that (A ′ ) 2 = λA ′ (and A ′ is nonsingular), and CA ′ + λC = λC. The first of these identities tells us that A ′ = λI n−m1−m2 , and the second tells us that C = 0. Thus, A is unitarily *congruent to
The singular values of the 2-by-2 blocks are 0 and
(c) A − λI is unitarily *congruent to
so its singular values are: τ 1 , . . . , τ m2 , |λ| with multiplicity m 1 − m 2 , and 0 with multiplicity n − m 1 .
Let q(t) = (t−λ 1 )(t−λ 2 ) be a given quadratic polynomial (possibly λ 1 = λ 2 ). If q(t) is the minimal polynomial of a given A ∈ M n , then q(A) = 0, A − λ 1 I is a λ-projection with λ := λ 2 − λ 1 , and A is not a scalar matrix. Theorem 8.14 gives a canonical form to which A − λ 1 I (and hence A itself) can be reduced by unitary *congruence. 
in which each Proof. If A is singular, then λ 2 = 0, A is a λ 1 -projection, and the validity of the assertions of the corollary is ensured by Theorem 8.14. Now assume that A is nonsingular. The hypotheses ensure that A − λ 1 I is singular and nonzero, and that it is a λ-projection with λ := λ 2 − λ 1 . It is therefore unitarily *congruent to a direct sum of the form (49) with m 1 = d and m = m 2 ; after a translation by λ 1 I, we find that A is unitarily *congruent to a direct sum of the form (50) in which each γ i = (τ 
The direct sum (50) is uniquely determined, up to permutation of summands, by the eigenvalues and singular values of
for each i = 1, . . . , m. Since the spectral norm always dominates the spectral radius, we have σ i ≥ |λ 1 | for each i = 1, . . . , m; calculating the Frobenius norm tells us that σ
If σ i = |λ 1 | then (51) ensures that ρ i = |λ 2 |, which is impossible since γ i > 0. Thus, A has m singular values σ 1 , . . . , σ m that are strictly greater than |λ 1 |, and m corresponding singular values ρ 1 , . . . , ρ m that are strictly less than |λ 1 |; each pair (σ i , ρ i ) satisfies (51). Thus, the parameters γ i in (50) satisfy
If two complex matrices of the same size have quadratic minimal polynomials, and if they have the same eigenvalues and singular values, then each is unitarily *congruent to a direct sum of the form (50) in which the parameters λ 1 , λ 2 , d, m, and {γ 1 , . . . , γ m } are the same; the two direct sums must be the same up to permutation of their summands. Conversely, any two unitarily *congruent matrices have the same eigenvalues and singular values.
Let p(t) = t 2 −2at+b 2 be a given monic polynomial of degree two. Corollary 8.15 tells us that if p(A) = 0, then A is unitarily *congruent to a direct sum of certain special 1-by-1 and 2-by-2 blocks. We can draw a similar conclusion under the weaker hypothesis that p(A) is normal.
Proof.
Proposition 8.16
Let A ∈ M n and suppose there are a, b ∈ C such that N = A 2 − 2aA + bI is normal. Then A is unitarily *congruent to a direct sum of blocks, each of which is
Proof. A calculation reveals that (A−aI) 2 = N +(a 2 −b)I, which is normal. The conclusion follows from applying Theorem 7.4 to the squared normal matrix A − aI.
Characterizations
Corollary 8.9 tells us that a conjugate normal matrix is unitarily congruent to a direct sum of a zero matrix and positive scalar multiples of real orthogonal matrices; such a matrix is real and normal. The following theorem gives additional characterizations of conjugate normal matrices. 
(f ) There are real orthogonal matrices Q 1 , . . . , Q d with respective sizes n 1 , . . . , n d such that A is unitarily congruent to the real normal matrix
Thus, A * A = AA * if and only ifSC =CS.
which implies that the unitary matrix V * UV = W 1 ⊕ · · · ⊕ W d is block diagonal; each W i is unitary and has size n i . Thus,
(e) ⇒ (f): Corollary 8.7 ensures that each W j in (52) is unitarily congruent to a real orthogonal matrix.
(f) ⇒ (a): Let Z denote the direct sum (53) and suppose A = U ZU T for some
so it suffices to show that Z commutes with Z T . But each Q i is real orthogonal, so
For normal matrices, an analog of Theorem 8.17 is the following set of equivalent statements:
(c) Q = P , that is, A = P U = U P . The following theorem about conjugate normal matrices is an analog of a known result about *congruence of normal matrices [16] (and, more generally, about unitoid matrices [19, p. 289] ).
Theorem 8.18 (a) A nonsingular complex matrix is congruent to a conjugate normal matrix if and only if it is congruent to a unitary matrix. (b) A singular complex matrix is congruent to a conjugate normal matrix if and only if it is congruent to a direct sum of a unitary matrix and a zero matrix.
(c) Each conjugate normal matrix A ∈ M n is congruent to a direct sum, uniquely determined up to permutation of summands, of the form Proof. Only assertion (d) requires comment. If A is conjugate normal and nonsingular, the decomposition (52) ensures thatĀA is unitarily similar to (and hence has the same eigenvalues as)
Of course, W and the unitary matrix
have the same number of eigenvalues on each open ray {te iθ : t > 0}; this number is the same as the number of blocks H 2 (e iθj ) in the direct sum (54). The argument is similar if A is singular; just omit the last direct summand
There is an analog of Theorem 8.17 for congruence normal matrices. (b) ⇔ (c): Theorem 5.2 tells us that if A is congruence normal then A P 2 = Q 2 A, which is the same as A P 2 T = Q 2 T A, which implies that Ap(
T A for any polynomial p(t). Choose p(t) such that p(t) = + √ t on the spectrum of P (and hence also on the spectrum of Q), and conclude that AP T = Q T A, or AP =QA. The converse implication is immediate:
Suppose V is unitary, let A := V AV T , and consider the factors of the left and right polar decompositions A = PU = UQ. One checks that P = V P V * , Q =V QV T , and U = V U V T . Moreover, {P , Q,Ū U } is a commuting family if and only if {P, Q, UU} is a commuting family. Thus, if A is congruence normal, there is no lack of generality to assume that it is a direct sum of blocks of the form (28). Blocks of the first type in (28) are 1-by-1, so commutation is trivial. For blocks of the second type, the polar factors are
For both types of blocks, {P , Q,Ū U } is a diagonal family, so it is a commuting family.
SinceP and Q are commuting positive semidefinite Hermitian matrices,P Q is positive semidefinite Hermitian. ButŪ U is unitary without further assumptions, so we have a polar decomposition ofĀA in which the factors commute. This ensures thatĀA is normal.
A calculation reveals that if SC = CS thenSS +CC commutes withSC +CS, and that if P U = UP then {P , Q,Ū U } is a commuting family. Thus, Theorems 8.17 and 8.19 permit us to conclude (again) that every conjugate normal matrix is congruence normal.
For squared normal matrices, an analog of Theorem 8.19 is the following set of equivalent statements:
(c) AP = QA.
(d) {P, Q, U 2 } is a commuting family.
Our final characterization links the parallel expositions we have given for squared normality and congruence normality. 
The classification problem for cubed normals is unitarily wild
We have seen that there are simple canonical forms for squared normal matrices under unitary *congruence, and also for congruence normal matrices under unitary congruence. However, the situation for cubed normal matrices under unitary *congruence (and for matrices A such that AĀA is normal, under unitary congruence) is completely different; the classification problems in these cases are very difficult. A problem involving complex matrices is said to be unitarily wild if it contains the problem of classifying arbitrary square complex matrices under unitary *congruence. Since the latter problem contains the problem of classifying an arbitrary system of linear mappings on unitary spaces [22, Section 2.3] , it is reasonable to regard any unitarily wild problem as hopeless (by analogy with nonunitary matrix problems that contain the problem of classifying pairs of matrices under similarity [2] ).
Two lemmas are useful in showing that the unitary congruence classification problems for (a) cubed normal matrices under unitary *congruence, and (b) for matrices A such that AĀA is normal, are both unitarily wild.
Lemma 8.21
Let λ 1 , . . . , λ d be given distinct complex numbers and let F, F ′ ∈ M n be given conformally partitioned block upper triangular matrices 
so D 2 commutes with both U and V and hence each of U and V is block diagonal conformal to D. The identity DU = V D ensures that the diagonal blocks of U and V corresponding to each σ i > 0 are equal. (b) A is nonsingular and A 3 is normal. (b) Let F, F ′ ∈ M k be given. Define the two nonsingular matrices
in which λ = (−1 + i √ 3)/2 and µ =λ are the two distinct roots of t 2 + t + 1 = 0,
A computation reveals that 
, in which W 11 , W 22 ∈ M k . Equating the 1, 3 blocks of both sides of the identity AU = U A ′ gives the identity
Comparison of the 2, (57) Comparing the 2, 1 blocks of both sides of (57) tells us that U 31 = 0, and then comparing the 1, 1 blocks as well as the 3, 3 blocks tells us that U 21 = U 32 = 0. Since U is block upper triangular and normal, it is block diagonal. Comparing the 1, 2 blocks and the 2, 3 blocks of (57) now tells us thatŪ 11 = U 22 =Ū 33 , so U 11 = U 33 . Finally, comparing the 1, 3 blocks reveals that F U 11 =Ū 11 F ′ , that is, A and A ′ are unitarily congruent if and only if F and F ′ are unitarily congruent. that is partitioned conformally to A. An adaptation of the argument in part (a) shows that U is block diagonal, U 22 =Ū 11 , U 33 = U 11 , and U 44 =Ū 11 . Hence, F U 11 = U 11 F ′ . We conclude that A and A ′ are unitarily congruent if and only if F and F ′ are unitarily *congruent.
A bounded iteration
Suppose A ∈ M n is nonsingular and let x 0 ∈ C n be given. Define x 1 , x 2 , . . . by
Under what conditions on A is the sequence x 1 , x 2 , . . . bounded for all choices of x 0 ?
We have
so boundedness of the solution sequence for all choices of x 0 requires that no eigenvalue of the cosquare A −T A has modulus greater than 1. Moreover, every Jordan block of any eigenvalue of modulus 1 must be 1-by-1. Inspection of (1) reveals that the Jordan Canonical Form of A −T A must have the form (2), in which each µ j = 1 and |µ j | = 1. Theorem 3.2(a) ensures that A is congruent to a direct sum of blocks of the two types (e) A is congruent to a nonsingular conjugate normal matrix.
Parallel reasoning using Theorems 3.1(b) and 3.2(b) leads to similar conclusions about the conjugate transpose version of (58). 9 Some comments about previous work The assertion in Corollary 8.2(b) that two unitary matrices are *congruent if and only if they are unitarily *congruent was proved in [19] with an elegant use of uniqueness of the polar decomposition.
The unitary congruence canonical form (37) for a coninvolutory matrix was proved in [10, Theorem 1.5].
Wigner [25] obtained a unitary congruence canonical form (40) for unitary matrices in which the 2-by-2 blocks are the Hermitian unitary blocks (42).
In [1] , Autonne used a careful study of uniqueness of the unitary factors in the singular value decomposition to prove many basic results, for example: a nonsingular complex symmetric matrix is diagonalizable under unitary congruence; a complex normal matrix is unitarily similar to a diagonal matrix; a real normal matrix is real orthogonally similar to a real block diagonal matrix with 1-by-1 and 2-by-2 blocks, in which the latter are scalar multiples of real orthogonal matrices; similar unitary matrices are unitarily similar. Lemma 8.22 is a special case of Autonne's uniqueness theorem; for an exposition see [9, Theorem 3.1.1 ′ ]. Hua proved the canonical form (17) for a nonsingular skew symmetric matrix under unitary congruence in [14, Theorem 7] ; Theorem 5 in the same paper is the corresponding canonical form for a nonsingular symmetric matrix.
The first studies of conjugate normal and congruence normal matrices seem to be [23] and [7] .
The canonical form (33) for a squared normal matrix (and hence the canonical form (31)) can be deduced from Lemma 2.2 of [22] ).
Each squared normal matrix can be reduced to the form (33) by employing the key ideas in Littlewood's algorithm [18] for reducing matrices to canonical form by unitary similarity. An exposition of this alternative approach to Theorem 7.4, as well as a canonical form for real squared normal matrices under real orthogonal congruences, is in [4] . D.Ž. -Doković proved the canonical form (49) for ordinary projections (λ = 1) in [3] ; for a different proof see [22, p. 46 ]. George and Ikramov [6] used D.Ž. -Doković's canonical form to derive a decomposition of the form (46) for an involution; in addition, they used Specht's Criterion to prove Corollary 8.15(b). For an ordinary projection P , and without employing any canonical form for P , Lewkowicz [17] identified all of the singular values of P and I − P .
The block matrix (55) and the characterization of conjugate normal matrices in Theorem 8. In [15] , Ikramov proved that any matrix with a quadratic minimal polynomial is unitarily *congruent to a direct sum of the form (50). His characterization of the positive parameters γ i is different from ours: If λ 1 = λ 2 , he found that γ = |λ 1 − λ 2 | tan α, in which α is the angle between any pair of left and right λ 1 -eigenvectors of the block λ 1 γ i 0 λ 2 .
