Defeasible reasoning is a well-established nonmonotonic reasoning approach that has recently been combined with semantic web technologies. This paper describes modal and deontic extensions of defeasible logic, and shows how these extensions can bbe used for modelling multi-agent systems and policies.
INTRODUCTION
The first source of motivation for our work is the modelling of multi-agent systems. In particular, we follow the approach of [15] that combines two perspectives: (a) a cognitive account of agents that specifies motivational attitudes, and (b) modelling of agent societies by means of normative concepts [8] . The first aspect is addressed through the wellknown BDI architecture [7, 25] . For the second aspect, we assume that normative concepts play a decisive role, allowing for coordination of autonomous agents [10, 24] .
Commonly, both motivational attitudes and normative aspects are logically captured through the use of modal logics which are, by definition, monotonic. Therefore, they cannot deal properly with inconsistencies, that may easily arise in multi-agent and web environments. As argued in [15] , reasoning about intentions and other mental attitudes has defeasible nature, and defeasibility is a key aspect for normative reasoning.
In our work, we adopt the well-known defeasible logic [3] , which has been studied in terms of proof theory [3] , model theoretic semantics [22] and argumentation semantics [13] , and has delivered efficient implementations [2, 23] . It is a simple, rule-based and computationally cheap approach, that has been shown useful for application areas such as modelling of contracts [19, 17, 11] , legal reasoning [16] , agent negotiations [12] , modelling of agents and agent societies [15, 14] , and applications to the Semantic Web [2, 5] . The main objective of this paper is to extend defeasible logic with modal and deontic operators, and to report on an implementation.
The second important source for motivation for our work is the modelling of policies. Policies play crucial roles in enhancing security, privacy and usability of distributed services and extensive research has been done in this area, including the Semantic Web community. It encompasses the notions of security policies, trust management, action languages and business rules.
Business rules are statements that are used by a body or an organization to run their activities. They provide a foundation for understanding how a business operates. They are the core of an enterprise; they direct and influence the behaviour of an enterprise. Examples of business rules include seller offerings of products and services, and authorisation policies. They are used to formalize and automate business decisions as well as for efficiency reasons.
As for modelling multi-agent systems, our formalism of choice is defeasible reasoning. As explained in [1] , defeasible reasoning is appropriate for modelling and reasoning with business rules for the following reasons: (a) Business rules can be naturally mapped to rules (rules in the logical sense). (b) If two rules that can be applied lead to conflicting conclusions none of them fires. This behaviour is referred to as scepticism. It prevents the inference of contradictory conclusions, as would happen in predicate logic based approaches. (c) Often the outcome in 2 is unsatisfactory: even though two rules may lead to conflicting conclusions, one rule may be stronger than the other. This preference of one rule over another may be based on implicit principles (such as higher authority, recency, specificity (a rule about the specific case at hand should usually be considered stronger than a more general rule covering more cases) etc) or explicit preference formulated in the body of business rules (for example, a rule may be declared to be an exception to another rule).
The expressive power of formal specification languages required by the business rules community is high and includes deontic notions like obligation, permission and prohibition. Thus, this task is compatible with the first aim to model multi-agent systems. Again, we will rely on deontic extensions of defeasible logic. For modelling policies, we need an additional deontic operator for expressing permission, which is is used commonly in policies describing (conditional) entitlements.
The two scenarios outlined above can be combined with the semantic web initiative [6] , which aims at enhancing the current state of the web through the use of semantic information. Semantic web languages and technologies support the issue of semantic interoperability, which is important both for multi-agent systems and for policies. Our language of choice, defeasible logic, is compatible with developments in this area. Now that the layers of metadata (RDF) and ontology (OWL) are stable, an important focus is on rule languages for the semantic web. While initially the focus has been on monotonic rule systems [18, 20, 26] , nonmonotonic rule systems are increasingly gaining attention [9, 5, 2] . In particular, there are implementations of defeasible logic that interoperate with semantic web standards [5, 2] .
The aim of this paper is to propose modal and deontic extensions of defeasible logic, and to show how these extensions are well suited to model policies and business rules. We base our implementation on the system DR-Prolog [2] , which uses XSB [28] as the underlying logical engine.
The paper is organised as follows. Section 2 describes the basics of defeasible logic language, and section 3 the approach we take to enhance the language with modal and deontic operators. Section 4 gives a brief overview of the implementation architecture, while section 5 presents an example from a specific application, the modelling of university regulations.
DEFEASIBLE LOGIC
A defeasible theory is a triple (F, R, >), where F is a set of literals (called facts), R a finite set of rules, and > a superiority relation on R. In expressing the proof theory we consider only propositional rules. Rules containing free variables are interpreted as the set of their variable-free instances.
There are three kinds of rules: Strict rules are denoted by A → p, where A is a finite set of literals and p is a literal, and are interpreted in the classical sense: whenever the premises are indisputable (e.g. facts) then so is the conclusion. An example of a strict rule is "Professors are faculty members".
Inferences from facts and strict rules only are called definite inferences. Facts and strict rules are intended to define relationships that are definitional in nature. Thus defeasible logics contain no mechanism for resolving inconsistencies in definite inference. Defeasible rules are denoted by A ⇒ p, and can be defeated by contrary evidence. An example of such a rule is "Professors are typically tenured ".
Defeaters are denoted by A p and are used to prevent some conclusions. In other words, they are used to defeat some defeasible rules by producing evidence to the contrary. An example is the rule "Assistant professors may not be tenured". This means that the information that someone is an assistant professor is not sufficient evidence to conclude that he is not tenured. It is only evidence that he may not be tenured.
A superiority relation is an acyclic relation > on R (that is, the transitive closure of > is irreflexive). Given two rules r1 and r2, if we have that r1 > r2, then we will say that r1 is superior to r2, and r2 inferior to r1. This expresses that r1 may override r2.
A formal definition of the proof theory is found in [3] .
EXTENSION OF DEFEASIBLE LOGIC WITH MODALITIES
Recent work [15] shows that Defeasible Logic is a nonmonotonic approach that can be extended with modal and deontic operators. This paper presents a computationally oriented nonmonotonic logical framework that deals with modalities. It combines two independent perspectives about cognitive agents, belief-desire-intention(BDI) agent architecture and agent models that are based on social and normative concepts. This approach has many similarities with the Beliefs-Obligations-Intentions-Desires architecture (BOID) [8] . In BOID conflicts may arise among informational and motivational attitudes. The way these conflicts are resolved determines the type of the agent.
The logical framework deals with the following modalities:
1. knowledge -the agent's theory about the world 2. intention -policy-based intentions, that is the agent's general policies 3. agency -agent's intentional actions 4. obligation -obligations from the agent's normative system
Reasoning with mental attitudes, like intention and agency, has a defeasible character. Defeasibility is also a well-known characteristic of normative reasoning. Any system that aims at the integration of these different modal operators, like a multi-agent system, needs a flexible and efficient nonmonotonic formalism. Defeasible Logic is the suitable formalism that can deal with these components. The reason being ease of implementation, flexibility and it is efficient. A rule-based nonmonotonic formalism was developed that extends defeasible logic and represents and reasons with these modal operators. It has as main feature the introduction of the mode for every rule, which determines the modality of rule's conclusion. It also supports modalised literals that can be defined in defeasible theories as facts or as part of the antecedents of rules.
Attacks Between Modalities
As in the BOID architecture, this formalism defines agent types by the way it handles the interplay between modalities. A rule is attacked potentially by another rule with complementary literal in its head and different mode. Each agent type determines the way it resolves the potential attacks between different types of rules. For example, in a strongly independent agent there is no conflict between obligation and the modalities of agency and intention, while in a hypersocial agent, rules for obligations override rules for agency and intention.
The general assumption is that we deal with realistic agents. In other words, beliefs (knowledge) override and attack all the other modal operators. The only exception to this view is that rules for agency attack rules for knowledge, since the former ones represent the intentional direct actions, the performance of which derives factual results. Mutual attacks also exist between intention and agency, since the latter are intentional in character.
Permission Operator
We consider an additional deontic modality, permission. This component represents what an agent is permitted to do, according to his normative system. We extend defeasible logic with the permission operator, in order to represent and reason with business rules and policies properly, in Semantic Web applications.
Permission is often considered the dual of obligation and so it has received less attention. In defeasible logic we con- sider permission as a special kind of provability. The simplest way is to see an action as it is permitted if its prohibition is not derived. This is a kind of negative permission. A second approach [16] says that a permission for an action is derived, if a derivable defeater for this action exists, which is superior and defeats all the prohibitions of the action.
The approach taken he is that of a positive permission. According to this, a permission for an action is derived, if it is explicitly stated with the use of the permission operator in a rule mode or in a modalised literal. An important axiom of deontic logic that our system supports is that a permission is incompatible with a prohibition, that is an obligation whose content is the negation of an action. Thus the derivation of a premission prevents the derivation of the prohibition of the complement.
IMPLEMENTATION
Our nonmonotonic rule-based system supports reasoning in defeasible logic, extended with modalities. It integrates with the Semantic Web, as it reasons with the standards of RDF and RDF Schema. It provides automated decision support, when running a specific case with the given logic programs and ontological knowledge to get a correct answer. Figure 1 presents the overall architecture of our system, which consists of different modules.
The system works in the following way: An organization imports its rules (regulations, business rules, policies etc.) as logic programs. We translate a defeasible theory D into a logic program P(D), and we use a logic metaprogram that simulates the proof theory of the formalism that extents defeasible logic, to reason over the defeasible theory. The metaprogram was implemented in the logic programming language of Prolog. The rules follow the structure of this metaprogram with modalities.
Facts may come not only directly from logic programs, but also from the Web and in particular from RDF documents. The system has the additional functionality that treats RDF data as facts of the user's defeasible theories, in order to be processed by the rules. The RDF/S documents are retrieved from the Web, and validated by the Semantic & Syntactic Validator, before being loaded to the system. Then the system communicates with an instance of SWI-Prolog [27] system. It employs the SWI-Prolog Semantic Web library to load the syntactically and semantically valid RDF/S documents and translate them into RDF triples. The triples that have come from RDF data are translated into Prolog facts, and then are passed to the Reasoning Engine. The RDF Translator also translates triples that have come from RDFS documents into logical rules that capture the RDF Schema semantics. These Prolog rules are passed to the Reasoning Engine and further Prolog facts are entailed.
The system provides a Graphical User Interface (GUI). By interacting with the GUI, the user can import logic programs, load RDF/S ontologies and query the system. On the other hand, the system displays messages to the user through the GUI. The system also employs the Java programming library of InterProlog [21] , an interface that provides access to the Prolog systems of YAP [29] and XSB, in passing the logic programs and processing the user 's queries. InterProlog also provides access to the Prolog system of SWI-Prolog, which contains the Semantic Web library that translates RDF/S data, passed from the system, in Prolog facts and rules.
The reasoning engine compiles the metaprogram, which corresponds to the agent type we use, and the logic programs, which represent the rules and contain the ontological knowledge. Logic programs must have valid Prolog syntax, otherwise the system informs the user about the errors in syntax. The reasoning engine also evaluates the answers to user's queries. If these queries are syntactically correct then are applied to the compiled programs. Otherwise the system informs the user about the errors in syntax.
USE CASE: UNIVERSITY REGULATIONS
We envisage applications of our system for modeling and reasoning with business rules. As a concrete application, we modeled a variety of university regulations from the Department of Computer Science at the University of Crete. The system offers automated support for reasoning with regulations.
Regulations are the type of business rules that codify how products must be made and process should be performed [4] . They are a wide-spread and important part in the organization and functioning of society in general, and business in particular. In an environment of increasing complexity of, and change in, regulation, mainly due to technological change and the current trend towards globalisation, automated support for reasoning with regulations is becoming necessary.
Enrollment in Courses
An example is the following typical rule from the department's policy in enrolment in courses for students: Our system offers the capability to decide automatically if a student has the permission or not to enroll in a particular course given in a particular semester, by running the logic programs with the corresponding regulations and translating the university RDF data, which are related to this particular query, into logical facts.
Exam Participation
The following typical rules relate with a student 's permission in giving exams during examining period and acquiring a grade: 
CONCLUSION
We argued that defeasible reasoning is a computationally efficient way of dealing with issues related to the modelling of policies and multi-agent systems. We have described how to enhance standard defeasible logic with agency, intention, permission and obligation operators, and briefly outlined an implemented system that is also compatible with semantic web technologies. Finally, we provided a number of examples demonstrating how these modal and dontic extensions can be used to model naturally regulations.
In future work, we intend to provide an experimental evaluation of our implementation, and apply this work to a broad range of policies, business rules and multi-agent systems.
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