Much of the past work on mining and modeling networks has focused on understanding the observed properties of single example graphs. However, in many real-life applications it is important to characterize the structure of populations of graphs. In this work, we analyze the distributional properties of probabilistic generative graph models (PGGMs) for network populations. PGGMs are statistical methods that model the network distribution and match common characteristics of real-world networks. Specifically, we show that most PGGMs cannot reflect the natural variability in graph properties observed across multiple networks because their edge generation process assumes independence among edges. Then, we propose the mixed Kronecker Product Graph Model (mKPGM), a scalable generalization of KPGMs that uses tied parameters to increase the variability of the sampled networks, while preserving the edge probabilities in expectation. We compare mKPGM to several other graph models. The results show that learned mKPGMs accurately represent the characteristics of real-world networks, while also effectively capturing the natural variability in network structure.
INTRODUCTION
Graphs and networks are a natural data representation for analysis of a myriad of domains, ranging from systems analysis (e.g., the Internet) to bioinformatics (e.g., protein interactions) to psychosocial domains (e.g., online social networks). Due to the recent interest in small-world networks 35:2 S. Moreno et al.
and scale-free graphs, there has been a great deal of research focused on developing generative models of graphs that can reproduce skewed degree distributions, short average path length and/or local clustering (see, e.g., [1, 5, 11, 32] ).
The majority of these works have focused on procedural modeling techniques (see [19] for a good overview). However, in the last years several statistical models that represent probability distributions over graph structures, with parameters that can be learned from example networks, have been developed. One method is the Exponential Random Graph Model (ERGM) [22, 31] . ERGMs represent probability distributions over graphs with an exponential linear model that uses feature counts of local graph properties considered relevant by social scientists (e.g., edges, triangles, paths). Other statistical models, which we refer to as probabilistic generative graph models (PGGMs), represent graph structure with a N v × N v probability matrix P, where P[i, j] = π i j is the probability of edge existence between nodes i and j, and N v is the number of nodes.
The aim, of previous works on PGGMs, has been to accurately capture the observed properties of a single input graph-either global properties such as average path length or local graph properties such as transitive triangles. As such, evaluation of the proposed models has generally centered on empirical validation that observed graph properties match those of the generated graphs. However, in many real-life applications one would like the model to accurately represent the characteristics of graph populations. That is, rather than solely capturing the properties of a single observed network, the model should capture the range of properties observed over multiple samples from a graph distribution. For example, in social network domains, the social processes that govern friendship formation are likely to be consistent across different scenarios; so, we expect that Facebook networks from different colleges and universities will have similar structure, but with some variation. The model should reflect these differences.
In previous work [16] , we considered the case when more than one instance of a network is available, and examined whether some models capture the natural variability in graph properties observed across multiple networks. Our analysis showed that graphs generated by KPGMs [13] and ERGMs [31] do not reflect the variability observed across network instances in real-world social networks. Particularly, each of the models appears to place most of the probability mass on a relatively small subset of graphs with very similar characteristics.
Some theoretical insights to explain this phenomenon is available in the context of ERGMs. Learning ERGMs with only local features can lead to degenerate global models (i.e., the estimated distribution places most of its probability mass on either the empty or complete graphs) [7] ; but no studies have been realized over PGGMs.
In this work, we investigate the issue in more detail for PGGMs. We analyze the common generative process of most PGGMs, to show the theoretical reason for this lack of variance-which is primarily due to the generation of each edge independently from the others. Based on this understanding, we propose a new model, the mixed Kronecker Product Graph Model (mKPGM) [15] . mKPGM ties the model parameters, which creates dependencies among edge existence while preserving their expectation. This process enables the model to accurately capture the clustering and variation observed in real-world network populations. Specifically, our main contributions in this article are -Theoretical analysis for the lack of variance in networks generated from PGGMs. -Development of the mixed KPGM.
-Theoretical proof that mKPGM generalizes KPGM (i.e., KPGM is a special case of mKPGM).
-Provably correct mKPGM sampling process, with theoretical time complexity proportional to the number of edges of the network [18] .
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-Scalable learning algorithm to estimate the parameters of mKPGM from both a single network [17] and a population of networks.
Finally, we evaluate the proposed mKPGM by comparing to several alternative graph models on six real-world network domains. The results show that mKPGMs are able to capture the characteristics of the real-world graphs more accurately, while still providing natural variation in the generated graphs.
NATURAL VARIABILITY OF REAL NETWORKS
We explore the following three distributional properties of graphs found in natural social network populations: (1) degree, (2) clustering coefficient, and (3) path lengths. The degree of a node d i is the number of nodes in the graph connected to node i. The clustering coefficient for a node i is c i =
, where Δ i is the number of triangles in which the node i participates. For path length, we consider the hop plot distribution in the graph, defining h i as the average number of hops from node i to reach all other possible nodes of the network.
We investigated three different real-world social network datasets, a Purdue Facebook network, a Purdue email network, and the National Longitudinal Study of Adolescent Health (AddHealth) [8] .
The Purdue Facebook network consists of 50,126 public users in Purdue University with 1,592,100 wall posts among them over a one year period. Each node is a user; each edge corresponds to a wall post from one user to another. To reflect the variation in real-world networks, we constructed 50 networks from the data as follows. We sample a timestamp uniformly at random and collect wall posts temporally in sequence, adding the associated nodes and edges to the sample until we acquire 2,187 nodes. In addition, we add edges for any wall posts that occur between the sampled users for the next 60 days. This focuses the sampled networks on the most active users and the wall posts among them. The resulting networks have 2,187 nodes and an average of 5,753 edges.
The Purdue email network was constructed from anonymized email logs on the Purdue mailservers. The email traffic was recorded over 189 days from August 22, 2011 to February 28, 2012 , and is comprised of all email transactions among Purdue users. To remove mailing lists and automated emails, we dropped any node with zero incoming or outgoing messages. The final dataset consists of 68,339 users and 3,755,129 email links. For our analysis, we constructed 27 daily snapshot graphs, one for each Friday that occurred during the academic year. The resulting networks have an average of 9,561 nodes and 24,003 edges per day.
The AddHealth dataset is from the National Longitudinal Study of Adolescent Health Wave I survey of 144 middle and high schools, collected in 1994-1995. The survey questions queried for the students' social networks along with other attributes, to study how social environment is linked to achievement. Nodes represent students, while edges are friendship relations among them. In this work, we considered the social networks from 25 schools with sizes varying from 800 to 2,000 nodes.
We consider these sets of networks to be illustrative examples of populations of graphs (i.e., drawn from the same distribution). These sets are likely to be affected/generated by similar social processes (college/high school friendships and email communication patterns). The observed mean and variance for total number of edges for real data can be observed in Table 1 . It is important to note that in all cases the variance of the number of edges is considerably higher than the average of edges. We also show the characteristics of the AddHealth dataset in Figure 1 . Despite the fact that most networks have different size, since we compare cumulative distributions, the networks have similar characteristics. The results of the other datasets can be observed in Section 9, Figures 7 and 8. 
BACKGROUND: PROBABILISTIC GRAPH MODELS
Let G = (V, E) be a graph with set of vertices V and edges E ⊂ V × V, where E i j ∈ E indicates that an edge exists between nodes V i , V j ∈ V. Let N v = |V| and N e = |E| be the number of vertices and edges, respectively. We use the term probabilistic graph model to refer to statistical models of networks. One of the most important models, used as a baseline in this article, is the Exponential Random Graphs Model (ERGM) also called p* [22, 31] .
ERGMs represent probability distributions over graphs with an exponential linear model that uses feature counts of local graph properties considered relevant by social scientists (e.g., edges, triangles, paths). For a graph G, we will denote its features with the vector F. ERGMs define a probability distribution of P (G) over the set of possible graphs G:
where the vector η represents the parameters of the model, and Z (η) = G ∈G exp(η T F ) is the standard partition function. As with all exponential models, P (G |η) can be estimated using the maximum entropy principle: Choose the parametersη, which maximize l (η) the log-likelihood of the input training graph G * . The feature constraints ensure that the local properties of the graph are preserved and the partition function Z ensures global consistency. However, it has been discovered that estimation with ERGMs using only local features can result in near-degenerate models that place all their probability mass on either the complete or empty graph, and in which the training graph is very unlikely [7] . Sociologists have alleviated extreme degeneracy problems by manually specifying a larger number of features to use in ERGMs, such as alternating k-stars and alternating k-paths [27] .
Probabilistic Generative Graph Models
An important subgroup of probabilistic graph models are what we refer to as PGGMs. PGGMs refer to statistical models of network structure that define a probability distribution over graphs, i.e., P (G), with an N v × N v probability matrix P, where P[i, j] = π i j defines P (E i j ∈ E). In this case, P defines the probability of each edge independently, and it can be used to calculate the likelihood of a graph by simply considering the observed and unobserved edges:
Given a matrix of edge probabilities P, a graph G = (V, E) with adjacency matrix A is generated, sampled, or realized by mutually independent Bernoulli trials over the cells of the matrix P; setting A uv = 1 with probability P[u, v] = π uv and 0 otherwise. More specifically, a naive sampling algorithm, with time complexity
Even though there are some recent algorithms that speedup this generation process, the networks generated by these approximate algorithms are unlikely to be drawn accurately from the underlying distribution [18] .
Next, we briefly discuss three basic PGGMs, and then extensively describe Chung-Lu and KPGM, based on their relevance to the our proposed model.
Erdös-Rényi Random Graph Model (ER):
The ER model assumes that every edge in the network has the same sampling probability [3, 4] . This implies that
Stochastic Block Model (SBM):
The SBM model represents the structure of a network through N k communities (usually N k N v ), using a set of ER models [9, 30] . Each node is assigned to one of the N k communities, and the network is modeled by a N k × N k probability matrix that representing edge probabilities between partitions (P[i, j] depends on the communities of nodes V i and V j , respectively).
Block Two-Level Erdös-Rényi model (BTER):
The BTER model represents a network through the combination of ER and Chung Lu models [10, 23] . BTER groups nodes with similar number of edges in clusters of different sizes, and defines a vector representing the probability of an edge among nodes in the same partition (ER model). This step increases the community structure by generating multiple edges among nodes in the same cluster. Then, P[i, j] between nodes of different partitions is estimated based on the Chung Lu model to match the original degree distribution.
Chung-Lu model (CL):
The CL model is an extension of the ER model that represents the probability of an edge through the degree of the incident nodes. To sample a graph from the model, each edge is generated independently with a Bernoulli parameterized by
, where d i is the degree of node i. This process produces a sampled graph where the expected degree distribution matches the degree distribution of the input (i.e., training) network. Let G * = (V * , E * ) be a training network with corresponding adjacency matrix A, and let D be a diagonal matrix representing the degree of each node (D i j = k A ik if i = j and 0 otherwise). Assuming that D ii < √ |E * | ∀i, the expected degree of node i in the generated graph is
which corresponds to the degree distribution of the node in the training network. This produces sampled networks with very similar degree distributions as the training network, but it requires N v parameters.
Kronecker Product Graph Model (KPGM):
The KPGM model [13] is a fractal model, where the entries of the adjacency matrix are drawn independently as Bernoulli trials from a probability matrix, which is an integer Kronecker power of a small initial parameter matrix. It has been shown empirically that this approach successfully preserves a wide range of global properties of interest, including degree distributions, eigenvalue distributions, and path-length distributions [12] . The model generates self-similar graphs, in a recursive way using Kronecker multiplication. The generation algorithm starts with an initial matrix Θ with b rows and columns, where each cell value is a probability (typically b = 2 or 3). To generate graphs of a larger size, the Kronecker product of Θ is taken K −1 times with itself to generate a matrix with b K rows and columns: P = Θ⊗ . . . ⊗Θ
is sampled by performing mutually independent Bernoulli trials for each pair (V u , V v ) = (u, v) with probability π uv = P [u, v] and placing an edge (u, v) into E if the trial for (u, v) results in a success. To estimate a KPGM from an observed graph G * , the learning algorithm uses maximum likelihood estimation (MLE) to determine the values of Θ that have the highest likelihood of generating G * :
where σ defines a permutation of rows and columns of the graph G * . Given that each edge is a Bernoulli random variable, the likelihood of the observed graph P (G * |Θ, σ ) is calculated as
where σ u refers to the permuted position of node u in σ . With Equation (2), the learning algorithm uses a gradient descent approach to search for the MLE parametersΘ. However, the gradient of l (Θ) involves a summation over an exponential number of permutations over σ . To avoid this calculation, the algorithm simulates draws from the permutation distribution P (σ |G , Θ) until it converges. Then, it calculates the expected values of l (Θ) and the gradient. This sampling is performed with a Metropolis-Hastings algorithm where a new sample σ new is accepted if the ratio of the likelihood with σ old is greater than a random number uniformly sampled between 0 and 1. Then,Θ is updated until convergence, through:
Recent work has analyzed and identified a few limitations of KPGMs; showing via mathematical analysis that graphs generated from the KPGM have 50-75% isolated vertices with no incident edges [20, 24, 25] , and showed empirically that graphs generated from the KPGM do not capture the level of clustering observed in many network datasets [16] .
VARIABILITY OF PROBABILISTIC GENERATIVE GRAPH MODELS
Considering that each edge can be thought of as a set of Bernoulli trials or binary random variables, we can calculate the expected number of edges and its variability. With a slight abuse of notation, let |E| = i j A i j be the number of edges in a random graph G = (V, E) with N v = |V| nodes sampled from a PGGM with probability matrix P. Then,
Similarly, we can find the variance Var(|E|), since the A uv s are independent,
Note that Var (|E|) ≤ E [|E|] independent of the choice of PGGM. However, in the real-world networks of this article Var (|E|) ≥ E [|E|], as we previously observed in Table 1 . This indicates that PGGMs, which sample each edge independently through Bernoulli distributions, are incapable of reproducing the variance in the expected number of edges of these real-world network populations. For this reason, we develop a new approach to increase Var (|E|) by tying the parameters of a known PGGM.
EXTENDING KPGM TO INCREASE VARIANCE
We propose a PGGM generalization that increases the variance of the expected number of edges by introducing edge dependence into the generation process. Specifically, we increase Var(|E|), while maintaining marginal edge probabilities in expectation, by introducing positive covariance among edges. Even though, we specifically outline this generalization for KPGMs, any model that uses a hierarchy to produce P can be modified in a similar manner to increase variance.
Graph Generation with KPGMs
Given parameters K and a seed matrix Θ of size b × b, where θ i j ∈ [0, 1], the matrix of edge probabilities P for KPGM is constructed through K −1 Kronecker multiplication of Θ with itself. The construction process can be recursively defined by
where K refers to KPGM. This process corresponds to a hierarchical construction of the final probability matrix, where the first level is Θ, and following levels corresponds to the Kronecker multiplication of the parameter Θ with itself. Finally, a graph G = (V, E) with adjacency matrix A is realized by sampling A=R(P), where each edge E i, j is sampled from a Bernoulli distribution with probability The left column shows the recursive construction of P, while the right column shows the adjacency matrix given by the generation process R(P). The first row of the left column shows the matrix Θ, with parameter values ranging 0-1 represented in gray scale color (1 = black). The second and third row represent the corresponding recursive process where the Kronecker product between Θ and the probability matrix is applied. Here, R(P K (Θ, 3)) = R(Θ ⊗ Θ ⊗ Θ) and KPGM does not apply any realization over the probability matrices (left column) until the final level is reached (K = 3, right column).
Using the recursive process, we can reformulate the expectation for the number of edges E[|E|] and its variability Var(|E|), given previously by Equations (3) 
The proof of Theorems 5.1-5.2 are included in Appendices A and B. Finally, the likelihood of a graph G = (V, E) with adjacency matrix A, under a KPGM model with parameters K and Θ, is given by Equation (1).
Tied KPGM
To increase the variability in the expect number of edges, we propose a model that ties the paramters by sampling the probability matrix before each Kronecker multiplication, keeping the hierarchical structure of the original model. Let P T (Θ, K ), where T stands for tied, be the final probability matrix of the tied KPGM (tKPGM), with parameters Θ and K. The recursive method to generate P = P T (Θ, K ), where R(·) is the realization of a probability matrix, is defined by
Here,
Kronecker multiplications, and K −1 realizations. Then, to generate the final matrix, a new realization is applied over P. 
Theorem 5.4. Given a tKPGM with parameters K and Θ, the variance in the expected number of edges in a sampled network
It is important to note that tKPGM has the same expected number of edges as KPGM because the marginal probability of each edge is unchanged. See the proof of Theorem 5.3 for more detail.
In addition to the change in variance, the likelihood of a network also changes for tKPGM. Given Θ and K, KPGM deterministically creates the probability matrix P K (Θ, K ) (defined by Equation (5)). In contrast, the generation of P T (Θ, K ) is stochastic because multiple realizations are applied during the hierarchical process. Thus, the likelihood of G = (V, E) under a tKPGM is the sum of probabilities over all possible P T (Θ, K ) that can generate G.
Let P T (Θ, K ) be all possible probability matrices that can be generated using parameters Θ and K, where P T i (Θ, K ) is the ith probability matrix of P T (Θ, K ). Then, the probability of G given tKPGM is where P (G |P T i (Θ, K )) is defined by Equation (1), and P (P T i (Θ, K )) is the probability of generating the matrix P T i (Θ, K ). Considering that under tKPGM,
). This enables a recursive definition with a base for K = 1 (the probability of graph of size b × b given Θ). Let G K be the graph G (for notation), then the recursive likelihood of a graph G K is
where P (G K |Θ) is defined by Equation (1).
Mixed KPGM
Even though the tKPGM approach increases variability in the number of edges, in practice the resulting graphs exhibit too much variance because the edge tying process begins at the highest level. To account for this, we introduce a modification to tKPGM that keeps the first levels of the hierarchy independent and ties the remaining levels. Since this model combines or mixes the KPGM with tKPGM, we refer to it as the mixed-KPGM (mKPGM). Note that mKPGM is a generalization that includes both KPGM ( = K) and tKPGM ( = 1) as special cases.
Denoted by P M (Θ, K, ), the probability matrix generated by mKPGM, where M stands for mKPGM, and is the number of independent hierarchy levels or untied scales. Then, P M (Θ, K, ) can be defined recursively as
Intuitively, the final probability matrix under mKPGM can be viewed as generating a binary b × b matrix according to KPGM with R(P K (Θ, )), and then applying tKPGM for the remaining K − levels. Recall that KPGM generates a network where the edges are completely independent, for this reason, we refer to as the number of independent hierarchy levels.
An example of mKPGM with K = 3 and = 2 is shown in Figure 2 (c). Given = 2, the first two levels are independent, which generates the binary adjacency matrix in the second row. Then, in the third row, we apply tKPGM by generating a probability matrix using the Kronecker product between Θ and the binary matrix, and sample the final network.
Similar to KPGM and tKPGM, the marginal probabilities for edges in mKPGM are unchanged, leading to the same E [|E|] as the previous models (Theorem 5.5). However, Var(|E|) is a combination of the two models (Theorem 5.6). The proofs of Theorems 5.5-5.6 are in Appendices E and F, respectively. Theorem 5.5. Given a mKPGM with parameters K, Θ, and , the expected number of edges in a sampled network
Theorem 5.6. Given a mKPGM with parameters K, Θ, and , the variance in the expected number of edges in a sampled network G = (V, E) is
Note that when = 1 mKPGM is equivalent to tKPGM, and in this case
S Θ −1 , the same as for tKPGM. When = K mKPGM is equivalent to KPGM, and in this case Var(|E|) = (S Θ ) K − (S Θ 2 ) K , the same as for KPGM. Then, Var(|E|) is inversely proportional to .
Similar to tKPGM, the likelihood of a graph G under mKPGM can be defined recursively. Considering that the generation process of P M (Θ, K, ) is a stochastic process for < K, then the likelihood of G must consider all possible P M (Θ, K, ) that can generate the graph. Let G K be the graph G (for notation), and P M (Θ, K, ) be all possible probability matrices that can be generated using parameters Θ, K, and < K, where P M i (Θ, K, ) is the ith probability matrix of P M (Θ, K, ). Then, the likelihood of a graph G K is given by
where
is defined by Equation (1), and
) is the probability of generating the probability matrix
This enables a recursive definition with a base case when = K, where mKPGM behaves like KPGM. Then, for = K, P M (Θ, K, ) corresponds to all probability matrices generated using KPGM, which in this case is a single matrix generated by P K (Θ, K ) (defined in Equation (5)). This leads to the following recursive definition
We also demonstrate that mKPGM is a generalization of KPGM, by showing that any P K (Θ, K ) generated by KPGM can be represented by an mKPGM with parameters Θ , K , and (P M (Θ , K , )). However, there is at least one P M (Θ , K , ), that cannot be generated by P K (Θ, K ) with any combination of parameters Θ and K.
Recall, that P K (Θ, K ) corresponds to all probability matrices generated by the parameters Θ and K for KPGM (which in this case is a single matrix, because this is a deterministic process). Let P K be all possible P K (Θ, K ). Similarly, let P M be all possible P M (Θ, K, ) that can be generated by the mKPGM generation algorithm using any parameters Θ, , and K. Then, we can define the next theorem (see Appendix G for proof).
Theorem 5.7. Given a KPGM model with parameters
There exists a mKPGM model with parameters
SAMPLING FROM MIXED KRONECKER PRODUCT GRAPH MODEL
Given Θ, K, and ∈ [1, . . . , K], the mKPGM generation process samples a network as follows. First, the model uses a KPGM with parameters Θ and to calculate a probability matrix P K (Θ, ) and samples a graph G with adjacency matrix A . Then, the Kronecker product A ⊗ Θ generates the probability matrix P M (Θ, +1, ). To tie the parameters, G +1 is sampled from P M (Θ, +1, ) before any further Kronecker products are computed. This process is repeated K − −1 times to generate the final probability matrix P M (Θ, K, ) and sample G = (V, E).
A naive mKPGM sampling implementation has the following components (with associated time compexity). The generation of This complexity could be reduced using approximate KPGM sampling algorithms with time complexity O (|E|) [12] . However, it has been shown that networks generated by these approximate algorithms are sampled inaccurately from the underlying model distribution [18] .
To reduce the sampling time complexity, and still sample accurately from the underlying distribution, we develop a new grouped sampling process for Kronecker models, using P implicitly in its representation. We exploit the fact that edges are parameterized by a small set of probabilities, enabling fast generation through independent sampling of groups of edges with the same probability. By sampling within groups, we remove the bias due to conditional sampling and probability reallocation that impacts previous approximate algorithms.
KPGM Group Probability Sampling
Considering that mKPGM samples G using KPGM, we develop the group sampling (GP) process for KPGM (KPGM-GP) and extend it to mKPGM (mKPGM-GGP). KPGM defines P K (Θ, K ) through K −1 Kronecker multiplications of Θ with itself. Due to the commutative property of multiplication, a single probability can appear in many places in
, and π i 3 j 3 = θ 12 θ 11 θ 11 have the same probability, but different positions in P K (Θ, K ). Thus, rather than sampling a Bernoulli for each π i · j · , we can sample the total number of edges for each unique probability using a binomial distribution. Then, we place the sampled number of edges among the set of ij pairs with the associated probability value.
Before describing the implementation of our GP sampling algorithm, we create a new representation for the probability of the edges. Given b, K, and Θ, then
This new representation facilitates grouping the cells in the matrix P K (Θ, K ) that have the same probability value, which reduces the N 2 v probabilities in P K (Θ, K ) to a smaller set of unique probabilities. Let U be the set of unique probability values in P K (Θ, K ), then this corresponds to a many-to-one mapping from the entries in P K (Θ, K ) to the entries of U.
More specifically, U = {π 1 , . . . , π |U | }, where π i are the unique probabilities π uv in P K (Θ, K ), i.e., such that Γ uv is equal to Γ u i v j for any u i , v j ∈ {1, . . . , N v }. |U| is the number of possible combinations of integer values of γ i j subject to the constraint
This is a k-combination with repetitions problem [26] , where we have to pick K elements with replacement from the set {θ 11 , θ 12 , . . . , θ bb }, which means
Let π k = θ
be the kth unique probability in U, where
LetT k refer to the number of times π k appears in P K (Θ, K ) (i.e., the number of ij pairs such that π i j = π k ). This is a multiset permutation problem over the elements θ i j of π k , which means
For example, given Θ, b = 2 and K = 3, then P K (Θ, 3) has a total of 64 cells. From these, |U| = ( 35:12 S. Moreno et al.
Construct U, the set of unique probability values π k 3: for k = 1; k + +; k ≤ |U| do 4: Obtain π k the kth unique probability of the set U 5:
while countEdдe < x k do 11: Let σ be a random permutation of the vector [1, 2, . . . , K]
if E uv E then 14: countEdge++ 15 :
Using the above notation, a network is sampled from a KPGM in three steps. First, construct U. Second, for each π k ∈ U sample the number of edges x k with a Binomial distribution
Third, place the x k edges uniformly at random among cells with probability π k .
The pseudocode of KPGM-GP is given in Algorithm 1. Line 2 constructs U (1st step). Lines 4-7 determine π k , Γ k , T k , and x k (2nd step). Lines 9-15 generate and place the x k edges (3rd step). Line 9 determines the indexes of the θ s utilized to calculate π k . Line 11 determines a random permutation of σ = [1, 2, . . . , K] to calculate the indexes u and v in line 12. Lines 13-15 add E uv to E if it has not been previously sampled (this step avoids multigraphs).
KPGM-GP has a time complexity ofÕ (N e ), where N e = |E| (see Appendix H for proof). In addition to its linear time complexity, the next theorems prove that KPGM-GP algorithm samples networks accurately from the underlying KPGM probability distribution. Their proofs are provided in Appendices I and J. Theorem 6.1. Let P o (E uv ) be the probability of an edge under a valid KPGM model and P дp (E uv ) the probability of sampling an edge under KPGM-
the probability of a graph under a valid KPGM model and P дp (G) the probability of sampling a graph under KPGM-GP (Algorithm 1), then ∀G
P o (G) =P дp (G).
mKPGM Generation
We now extend KPGM-GP to mKPGM. Specifically, we generate a network as follows. Start by sampling G using KPGM-GP (Algorithm 1). Then, sample each hierarchy layer G +k in three steps: First, determine U = {θ 11 , θ 12 , . . . , θ bb }, the set of unique probabilities in P M (Θ, + k, ). Second, for each θ i j ∈ U sample the number of edges x i j k ∼ Bin(N e +k −1 , θ i j ). Third, place the x i j k sampled edges among the cells with probability θ i j . Last, return the final hierarchy layer G K as the generated network.
To further improve efficiency and avoid the KPGM-GP rejection process from Algorithm 1, we develop a new algorithm that uses the GP proposal, but instead of Binomial sampling it employs
Generate G = (V , E ) using Alg 1 with parameters Θ and . 3: Define U = Θ, the set of unique probability values π k 4: for m = + 1; + +; ≤ K do 5: for k = 1; k + +; k ≤ |U| do 6: Obtain π k = θ i j the kth unique probability of the set U 7:
while countEdдe ≤ T k do 10 :
E m = E m ∪ {E uv } 13:
geometric sampling. Devroye [2] proved that sampling X ∼ Bin(n, p) can be obtained through repeatedly sampling
We utilize geometric sampling to avoid rejection in the following manner. At the beginning of the sampling process, we index the T k possible edge locations of an unique probability π k . Then, we generate the jth edge using the index
, and L 3 = 5, we generate two edges corresponding to the indexes locations L 1 = 4 and L 1 + L 2 = 6 (a third edge is not generated because 3 i=1 L i > 10). 1 The pseudocode of the geometric group probability sampling algorithm (mKPGM-GGP) is given in Algorithm 2. Line 2 generates G using KPGM-GP. Line 3 constructs U. The loop in lines 4-13 samples each hierarchy of the network until G K is generated. The loop in lines 5-13 iterates over U. Lines 6 and 7 determine π k and T k . Line 8 samples from a geometric distribution with probability π k via an inverse transformation method [29] . If the corresponding index is below T k , a new edge is generated in the loop of lines 9-13. In line 10, idx x and idx y are the row/column indexes of the countEdдeth element of the set E m−1 (the set of edges of the previous layer). For example, if the layer E m is being sampled and E m−1 = {E 12 , E 22 , E 31 , E 34 , . . .}, then if countEdдe = 4, the fourth element E 34 is selected and idx x = 3 and idx y = 4. The rest of the loop determines the new edge location (based on the location of the edge selected from E m−1 ) at line 11, inserts the edge into the mth level of the hierarchy at line 12, and samples from the geometric distribution to determine the next possible index at line 13.
Similar to KPGM-GP, mKPGM-GGP has time complexityÕ (N e ) (see Appendix K for proof). Moreover, we also demonstrate, in the next theorems and corollary, that our mKPGM-GGP algorithm correctly samples networks from the underlying mKPGM probability distribution. Proofs are provided in Appendices L, M, and N.
Corollary 6.5. Let P o (G) and P ддp (G) be the probability of a graph G under a valid mKPGM model and the sampling algorithm mKPGM-GGP (Algorithm 2), respectively. Then, ∀ G P o (G) = P ддp (G).
LEARNING MIXED KRONECKER PRODUCT GRAPH MODEL 7.1 mKPGM Estimation
The mKPGM likelihood given in Equation (10) has two parts: levels are based on the original KPGM, while K − levels are based on tKPGM. Considering the expensive complexity time in the calculation of Equation (10), the KPGM MLE developed in [12] cannot be easily extended to mKPGM. Moreover, the local search (i.e., swap of single pair of nodes) in permutation space, realized in the MLE training process, is extremely unlikely to discover the block structure that is necessary to accurately estimate mKPGMs and tKPGMs likelihoods.
Instead of MLE estimation, one could also consider the KPGM method of moments (MoM) estimation [6] ) for mKPGM. This method is independent of the position of the nodes in the network and avoids the likelihood calculation. The MoM learning algorithm searches for parameters Θ that minimize the following objective function:
Here, F i is a function over a network G = (V, E) that calculates a statistic of the graph, e.g., for number of edges:
} corresponds to a set of N m sample moments of the training network G and E[F i |Θ] is the expected value of those statistics (i.e., distributional moments) given particular values of Θ.
However, because of the complex relationship between the edges in mKPGMs, it is difficult to derive analytical expressions for even simple moments. In particular, let A i j = 1 if there is an edge between V i and V j , and 0 otherwise.
for nodes that have common parents in the network G . This make a direct implementation of MoM impractical for mKPGMs.
To address this issue, we developed a simulated method of moments (SMM) approach that approximates the objective function developed in [6] with empirically estimated moments. SMM is often used to estimate models where the moments are complicated functions that cannot easily be evaluated analytically (e.g., in econometric models [21] ). In SMM, simulation experiments are used to empirically estimate the moments and/or their derivatives.
In our SMM method, we take an observed set of training networks G * as input and calculate the median moments to use for F * (see Algorithm 3). Specifically, for each training network G * i (i ∈ {1, . . . , N д }, N д = |G * |), the algorithm calculates the corresponding moments over G * i . Then, it estimates the median for each moment, as well as the median number of nodes (N * v ) and edges (N * e ). Note that when the input is a single network (i.e., N д = 1), Algorithm 3 will simply return the moments of that network. Next, we replace the analytical expression of E [F|Θ] with an empirical estimation E[F|Θ] based on simulated networks from Θ. Algorithm 4 outlines the function estObjFunc where we estimate f (Θ, F * ) empirically. Specifically, it estimates E[F|Θ] from a set of sampled networks S. Each network G i (i ∈ {1, . . . , N s }), where N s = |S|, is generated with mKPGM-GPP algorithm using the parameters Θ, K, and , and the specified moments are calculated in each G i . Given
Generate network G i using mKPGM with (Θ, K, )
Calculate moments
Each expected moment is then estimated from the median of the moments observed in the set S:
Finally, the value of the objective function is calculated using the estimated distributional moments. The calculation of f (Θ, F * ) through SMM avoids an analytical expression for the moments and facilitates the inclusion of a wider range of moments in the learning algorithm. However, f (Θ, F * ) is not convex, and there is not expression of the gradients of f (Θ, F * ). Thus, we need to utilize line search optimization over Θ to minimize f (Θ, F * ), where the moments are empirically estimated by SMM.
To investigate whether linear search is a promising direction to pursue, we explored whether the objective function is locally convex under a one (or two) dimensional linear search. We started with one-dimensional linear search, by changing a single parameter θ i j while keeping the rest of them constant and evaluated f (Θ, F * ) for different values of θ i j . The objective function is locally convex, however the local minimum of f (Θ, F * ) is given by
e (the median number of edges), which prevents exploration of the parameter space to optimize other moments. To improve this, we applied a two dimensional linear search, while keeping (S Θ ) K ≈ N * e constant. Specifically, we considered each combination of two parameters in Θ and evaluated f (Θ, F * ) for different values of these parameters, while keeping the rest of them constant. In all the cases, the two-dimensional linear search confirmed the local convexity of the objective function.
mKPGM Learning Algorithm
The mKPGM training algorithm, outlined in Algorithm 5, conducts a constrained linear search over possible combinations of two parameters to find the best Θ that can reproduce the desired moments. These moments are approximated by E[F|Θ] using SMM (Algorithm 4).
Given a population of training networks G * , the algorithm calculates F * to be the median network characteristics over G * , as well as the median number of nodes (N * v ) and edges (N * e ). 2 ) possible pairs of parameters to consider in the 2D search (Θ pair s = { (11, 12) , . . . , (b (b − 1) , bb)}, where Θ pair s (i) corresponds to the two indexes of the ith element of the set). For undirected networks Θ pair s is reduced to N c = (
) elements, due to the symmetry of Θ.
Once the initial values are calculated, the algorithm initializes the search over the parameter space. The algorithm consists of three loops: The first loop iterates over step sizes δ , which determines the changes of parameters values θ i j . The second loop iterates over the set Θ pair s , selecting two parameters in each iteration, which determine the part of space that is searched. The two indexes of the selected parameters are given by the pair index = Θ pair s (mod (j 1 , N c ) + 1) , where index (1) and index (2) correspond to the parameters indexed by the first and second element of index, respectively. The third loop (over j 2 ) implements the restricted linear search, by iterating from −3δ to 3δ with a step size of δ . The loop begins with a copy of the original set of parameters (Φ = Θ), then two parameters of Φ are modified according to ϕ index (1) = ϕ index (1) + j 2 and ϕ index (2) = ϕ index (2) − j 2 . This modification searches over the two-dimensional parameter space while constraining
, then the value EF is calculated by estObjFunc using Φ. If the result is EF < EF * , then Φ is accepted, the error is updated, and the search is extended for N c iterations.
The mKPGM learning algorithm complexity is O (c ·estObjFunc), where c = iter ·N c depends on the number of iterations needed for learning and the size of the initiator matrix (i.e., number of parameters). Since the objective function can be estimated in O (N s N * e ), the overall learning complexity is O (N s N * e ). Our proposed SMM training method has three important advantages in comparison to the MoM learning algorithm for KPGMs. First, SMM is not limited to the analytical moments as in MoM. The only consideration for additional moments is their time complexity based on the network samples. In particular, we considers five moments for SMM: (i) average number of edges, (ii) average cluster coefficient, (iii) average geodesic distance (approximated by a sample of nodes), (iv) size of the largest connected component, and (v) number of nodes with degree greater than zero (to reduce isolated nodes generated by KPGM [24] ). Second, SMM can be used with any size of the initial generator matrix (i.e., b ≥ 2). Third, our training algorithm is not limited to undirected networks, since the SMM approach can handle the complexity of directed networks. Beside these advantages, note that the training algorithm can also be used to train the original KPGM as well.
EXPERIMENTS
First, we empirically validate our theoretical characterization of the GP algorithms. In particular, we show that KPGM-GP and mKPGM-GGP sample correctly from the underlying probability distributions, with generation timeÕ (N e ) . Second, we empirically analyze the effect of the parameter on the characteristics of the sampled networks, comparing to KPGM and tKPGM. We also compare to a Gaussian Kronecker model (which includes parameter uncertainty in the sampling process), to assess whether additional noise increases the variability of the networks generated from KPGM. Third, we compare mKPGMs, learned with our SMM algorithm, to four alternative statistical models and evaluate their ability to model both synthetic and real-world network populations. To assess whether the generated networks capture properties of the training networks, we visually compare empirical distributions of network properties and calculate three-dimensional Kolmogorov Smirnov distance from the training network to the generated networks. We also for j 2 = −3; j 2 + +; j 2 ≤ 3 do 13:
if EF < EF * then 19: EF * = EF 20:
apply SMM to three new single networks, where due to the lack of information about population variance, we train the mKPGM with = K (equivalent to a KPGM). The results indicate that our new SMM approach estimates better parameters than previous learning methods for KPGMs.
Datasets
We evaluated our proposed model over six real datasets, three multi networks datasets, and three single network datasets. Table 2 summarizes the characteristics of all the networks.
Multi-Network Datasets
To evaluate the training performance in populations of networks, we applied the mKPGM model over three real-world sets of social network datasets: Purdue Facebook, Purdue email, and the National Longitudinal Study of Adolescent Health (AddHealth) [8] . See Section 2 for further details.
Single Network Datasets
We also used three other networks to evaluate the training performance in single networks. The three single networks were obtained from the Stanford Network Analysis Project. 2 These networks were modeled by mKPGM with = K to compare our learning algorithm against KPGM training methods. The first network is a sequence of snapshots of the Gnutella peer-to-peer filesharing network (Nutella) from August 2002 with 6,301 nodes and 20,777 edges (nodes are hosts and edges are connections among them). The second dataset is the Arxiv General Relativity and Quantum Cosmology (GRQC) collaboration network with 5,242 nodes and 28,980 edges (nodes are authors and edges represent connections among authors that have written the article together). The third dataset is the Facebook wall links in New Orleans (FBOR) [28] , with 63,890 and 876,993 edges (nodes are users and edges are communications among them). Specifically, nodes are Facebook users in the New Orleans network, and each edge represents a wall post from one user to another. From this data, we created a single network with 46,952 nodes and 183,412 edges, where we dropped all inactive users (with zero edges) and removed duplicated edges.
Models
We compare mKPGMs using the new SMM training method to four alternative models: -KPGM MLE: KPGM model using MLE training [12] . -KPGM MoM: KPGM model using MoM training [6] .
-CL: Chung Lu model using the training method described in Section 3.1.
-ERGM: Exponential Random Graph model using the training method described in Section 3.1.
Evaluation
We evaluate the performance of our proposed mKPGM model and sampling/learning algorithms. To assess the performance of the sampling algorithm, we visually compare the theoretical cumulative distribution function (CDF) of graphs from an mKPGM against the empirical CDF achieved via sampling, and show network generation time in indeed linear as the number of edges is increased.
To evaluate the properties of the proposed model, when learned from observed data, we use three characteristics of network datasets: degree, clustering coefficient, and hop plot (described in Section 2). In the first experiment, we show how these characteristics vary with respect to the choice of ( )-the number of independent layers. In the remaining experiments, we compare the networks generated by mKPGM to those generated by other models, by reporting the CDFs of the network characteristics. The CDF provides a more complete description compared to a single aggregate statistic. Specifically, while some algorithms or models are able to model some of the aggregate properties of real networks, they often cannot match the full distribution.
In addition, since network characteristics are correlated, independent evaluation of the three CDFs can be misleading. For example, an algorithm may generate networks matching each marginal variable distribution but without capturing the joint distribution. On the other hand, another algorithm may generate networks that do not accurately match the marginal distributions (e.g., one is overestimated and another is underestimated), but is a closer match for the full joint distribution. To address this issue, we use a three-dimensional Kolmogorov Smirnov measure (KS 3D ), describe below to further compare the CDFs (from two different models) jointly.
Three-Dimensional Kolmogorov Smirnov Distance.
The KS 3D corresponds to the maximum difference between two discrete three-dimensional CDFs. To calculate KS 3D , we represent every node as a three-dimensional point Po i = <d i , c i , д i >, where d i stands for degree, c i for clustering coefficient, and д i is the average geodesic distance of paths from node i. We then calculate the maximum percentage difference between two CDFs of Po. Specifically, given two graphs
where cp i (Po x ) is the percentage of points from network G i that are less than or equal to the reference point Po x (in all dimensions). The KS 3D distance varies between 0 and 1, with 0 indicating a perfect match between the two distributions.
RESULTS
Distribution Over Space of Graphs
We compare the empirical cumulative distribution of networks sampled for KPGM and mKPGMcomparing the use of naive (i.e., inefficient) sampling and our proposed (more efficient) GP sampling. To enable comparison with naive sampling (which we refer to as "Original"), we use a small network of size N v = 4, with the following parameters Θ = [0.9 0.7; 0.5 0.1], b = 2, K = 2, and = 1. Even though N v is small, there are 2 N 2 v = 65, 536 possible networks. We calculate the empirical distribution based on 5,000,000 sampled networks.
As can be appreciated in Figure 3 , our proposed sampling approaches for KPGM and mKPGM match the CDFs of the networks sampled using the original naive algorithm. This implies that our methods are able to sample correctly from the underlying probability distribution over graphs represented by the models. This demonstrates the theoretical properties outlined in Theorem 6.2 and Corollary 6.5.
Running Time
We also compare the generation time in seconds of our proposed algorithms to naive sampling. We ran this experiment on a Mac with processor 2.9GHz Intel Core i7 and 8GB 1,600MHz DDR3 of RAM memory, under OS X Version 10.9.2. We implemented all the code under C++11, trying to reduce the runtime of the original algorithm by sacrificing memory. We report the average number of seconds (±one standard deviation) of 10 generated networks.
We start generating networks with less than hundred nodes and edges, and scale up to millions of nodes and approximately one billion edges. The results of this experiment is shown at Figure 4 . Particularly, we generate networks for KPGM and mKPGM with the parameters: N v = 2 i , i = {5, 6, . . . , 24}, Θ = {0.9, 0.6; 0.6, 0.3}, K = i, and = K 2 . Figure 4 shows that KPGM-GP and mKPGM-GGP are faster than the original naive algorithm. Particularly, mKPGM-GPP takes approximately 100 seconds to generate networks with over a billion edges. In contrast, the original naive algorithms exhibits its O (N 2 v ) complexity. We do not compare against other approximate sampling algorithms because they are not able to sample correctly from the underlying distribution of the models [18] .
mKPGM Properties
We empirically analyze the effect of the parameter in mKPGM on three networks characteristics: number of edges, average clustering coefficient, and average geodesic distance. Recall that mKPGM maintains marginal edge probabilities in expectation, while increasing Var(|E|) by introducing positive covariance among edges. The positive covariance should increase the clustering coefficient and decrease the geodesic distance in the network. Given K = 7 and parameters Θ = {0.22, 0.02, 0.53; 0.02, 0.99, 0.05; 0.53, 0.05, 0.99} (learned from Purdue Facebook), we sampled 100 networks varying from 1 (i.e., tKPGM) to 7 (i.e., KPGM), and calculate the mean and standard deviation of the three characteristics. Figure 5 (a) corroborates the theoretical results that the expected number of edges in mKPGM is constant with respect to , while the variance is reduced as increases (i.e., toward KPGM). Figure 5(b) shows an important effect, the mean and variance of the clustering coefficient decreases as increases. As was previously mentioned, a lower value of results in a higher positive covariance, which generates highly connected group of nodes that increases the cluster coefficient. Note that the average clustering coefficient of KPGM ( = 7) is almost 40% lower than tKPGM ( = 1). Finally, in Figure 5 (c), we can observe that the variability of the geodesic distance also decreases as increases. Beside this behavior, considering that highly connected groups of nodes decrease the average geodesic distance of a network, the average geodesic distance increases proportional to the value of . This behavior changes for > 4, where random edges start to connect multiple groups of nodes, thus reducing the geodesic distance.
We also compare these results to a simple baseline method that adds noise in the generation process as an attempt to increase variance. This baseline, called Gaussian KPGM, adds noise ϵ ∼ N (0, σ 2 ) to each cell in the final probability matrix. We vary σ from 0 (i.e., KPGM) to 1 × 10 −3 . As can be observed in Figure 5(d)-(f) , a larger amount of noise (i.e., larger σ ) increases the number of edges and decreases the clustering coefficient/geodesic distance. The increment in the number of edges is due to the large number of low probabilities in P. A negative amount of noise barely impacts a low probability by reducing it to zero. In contrast a positive amount of noise increases considerably the edge's probability of being sampled. Since the Gaussian noise destroys the fractal generation process of the probabilities, the clustering coefficient is also reduced, which decreases its value. Finally, the geodesic distance is reduced because a larger number of random edges serves to connect the entire network. At the same time, since the edges are sampled independently, the addition of a Gaussian noise does not increase the variability of the generated networks.
Network Characteristics
We evaluated our training algorithm over one synthetic and six real datasets. For each dataset, we selected a single network to use as a training set for the baseline models. 3 To control for variation in the samples, we selected the network that was closest to the median of the degree distribution and the same network is used to train all models (KPGM, CL, and ERGM). For Synthetic data, we selected network 27 (13,460 edges) and for Facebook network 11 (5,634 edges). For Email and AddHealth, we selected the network which is the closest to 3 8 = 6,561 and 3 7 = 2,187 nodes (networks 36 and 72 with 14,756 edges and 15,484 edges, respectively). The other datasets consist of a single network. For mKPGM, we trained two models-one from the single selected network and another from the full set of networks. We refer to these two as mKPGM S (single network) and mKPGM M (multiple networks) in the results.
To determine the best value of , we compared the standard deviations of the expected number of edges of the real data against the networks generated by the learned parameters. We chose the Table 3 . Using the corresponding training network(s), we learned both the mKPGMs and the models described in Section 8.2. For the mKPGMs and KPGM-MLE, we used b = 3; for KPGM-MoM, we used b = 2 since it is a restriction of MoM. For the mKPGMs, we used δ = 0.15, iter = 9, and N s = 10. From each learned model, we generated 50 sample graphs. From these samples, we estimated the empirical CDFs for degree, clustering coefficient, and hop plots. The results are plotted in Figures (6) - (9) for datasets with multiple networks and in Figures (12) - (14) for single networks. The figures show the median and interquartile range for the set of observed network distributions. Solid lines correspond to the median of the distributions, while the error bars represent the 25th and 75th percentiles.
Synthetic Data
The synthetic data experiment is intended to evaluate whether our proposed SMM estimation algorithm for mKPGM is able to successfully learn parameters from networks generated by mKPGM. The original and learned parameters (for Kronecker models) are listed in Table 4 , while the CDFs plots for all models are in Figure 6 .
According to Table 4 , KPGM-MLE does not recover the original parameters. This is reflected in the generated networks that do not match the original CDFs ( Figure 6 ). Even though our mKPGM training algorithm does not recover the exact parameters, both learned parameters emulate the properties of the original synthetic data ( Figure 6 ). We note that models are not identifiable when fewer moments than the number of parameters are used.
The only methods able to model the observed variance in the synthetic networks are the mKPGMs. As we expected, ERGM, CL, and KPGMs generate graphs with less variance than mKPGMs.
The only model matching all characteristics is mKPGM (using both training methods), but this is not surprising since the data was generated using mKPGM. The first set of columns in Figure 10(a) shows the minimum KS 3D distance between the set of generated networks and G for synthetic data (this avoids the effect of network variation). The results show that the mKPGMs are almost a perfect match with respect to the original data (lowest value), while the other models can not capture the joint characteristics of the synthetic data.
Real Data: Multiple Networks
Similar to synthetic data results, mKPGMs is the only model able to capture the variance observed in real networks. CL is the closest method to the median of the degree CDF in all datasets (Figures 7(a)-9(a) ). However, its low variance makes it difficult for it to match the entire degree CDFs. The mKPGMs match not only most of the medians of the CDFs but also capture their variance. In contrast, KPGM-MLE is able to match part of the degree CDF but not the variance, KPGM-MoM does not match any degree CDF, and ERGM matches only part of the CDFs.
KPGMs and CL generate networks with almost no clustering coefficient (Figures 7(b)-9(b) ). In almost all cases, over 90% of the generated nodes have zero clustering coefficient. In contrast, our mKPGM training algorithm finds sets of parameters for mKPGM S and mKPGM M that are able to reproduce the clustering observed in social networks, resulting in almost a perfect match on the three set of networks (Facebook, Email, and AddHealth datasets). Lastly, ERGMs are able to match only the clustering coefficient of the Email data. mKPGMs are the only method that model the variability of the network population and match most of the Hop Plot distributions datasets (Figures 7(c)-9(c) ). In contrast, KPGMs and CL underestimate most of the hop plots. These models generate networks with a small diameter and no clustering-which do not reflect the properties of real social networks. ERGMs match the hop plot of some datasets, but they do not model the variability of the network population. Figure 10 (a) shows the KS 3D distance for the three real datasets. The mKPGMs obtain the lowest error in the three datasets. Notably, mKPGM results in up to a 77% reduction of KS 3d distance compared to KPGMs. These results confirm that the SMM training algorithm learns parameters able to replicate the average of the selected moments and capture the correlations among the characteristics. It is important to observe the high error of other models on some of the real datasets. For example CL and KPGM MoM obtain a significantly high error on Email data.
Beside KS 3D , we also include the one-dimensional KS distance over each characteristic, for all multiple network datasets ( Figure 11 ). Even though KS 3D distance is more reliable, given that it does not marginalize the distribution (which reduces its information), we include these plots to evaluate in comparison with past work that has used one dimensional KS. In general, the mKPGMs obtain low KS distances, specifically the lowest in most cases for clustering and geodesic distance (Figures 11(b) and 11(c) ). These results confirms the ability of mKPGM to model the three mentioned characteristics both independently and jointly.
Although mKPGM S and mKPGM M behave similarly in most cases, the performance of mKPGM M is preferable. Figure 10(a) shows that mKPGM M has the lowest KS 3D distance in two of the three real-world multiple-network datasets, and it is second in the other dataset. Moreover, a further study over the AddHealth networks shows that the selected training network is not a representative network for two of the characteristics, which increases the KS 3D distance of the learned mKPGM M with respect to the selected training network. In summary, our mKPGM training method is able to learn parameters from real data-in order to accurately capture not only the structural characteristics of the observed networks but also the variation in the network population.
Real Data: Single Networks
Given that KPGMs are a special case of mKPGMs (where = K), we apply our training method SMM to three single network datasets and compare SMM using = K, against current KPGM training algorithms. With the learned models, we generated 50 networks to compare against the real data. Unfortunately, ERGM cannot be applied to the largest dataset due to memory problem, so these results were omitted. Figures 12(a)-14(a) show the degree distribution over the different datasets. In these results, mKPGM is one of the best models, along with CL. While KPGM-MoM underestimates the degree in all the cases, ERGM overestimates. Finally, KPGM-MLE only models a single dataset well, underestimating GRQC and overestimating FBOR.
The low clustering coefficient for Nutella data (Figure 12(b) ) is modeled by mKPGM, making it the best model in comparison to the others. Given the high clustering coefficient of GRQC and FBOR (Figures 13(b) and 14(b) ), it is almost impossible for any model to match these characteristics, but mKPGM is the closest model to match it.
Figures 12(c)-14(c) show the hop plot distribution for all the networks. mKPGM models Nutella, while is the second best model in GRQC and FBOR. While KPGM-MoM and CL underestimate the Hop Plot distribution in all cases, ERGM does not model any hop plot distribution, and KPGM-MLE behaves similarly to mKPGM. Figure 10 (b) shows the KS 3D distance for the three single datasets. mKPGM has the smallest error in all datasets, outperforming all other models, and obtaining up to 36% of reduction in KS 3D . This demonstrates that our SMM training algorithm also improves on the previous KPGM training algorithm even in large single networks such as FBOR (46,952 nodes), confirming that SMM can be also applied to single networks.
Finally, Figure 15 shows the KS distance over each characteristic independently for the single network datasets. mKPGM obtains similar results in the independent KS distances, but mKPGM is also able to model the more complex three dimensional underlying distribution of the characteristics in comparison to the rest of the models.
DISCUSSION AND CONCLUSIONS
In this article, we investigated whether state-of-the-art generative models for large-scale networks are able to reproduce the properties of real-world populations of networks (i.e., multiple instances of networks generated by the same source). Surprisingly, CL, ERGM, and KPGM models (some of the most common methods) produce significantly less variance in the networks sampled from the models-compared to the variability observed in real data. To explain this effect, we analytically show that, because of an assumption of edge independence during sampling, most PGGMs cannot capture the variance in the number of edges observed in real network populations.
To solve this problem, we propose mKPGM, which ties the sampling of the edges. The mKPGM preserves the marginal probabilities of edges in a given location but does not treat them as independent, which increases the variance compared to previous KPGM models. mKPGM uses partial dependence in the edge generation process by performing Bernoulli trials to determine whether new edges are added in a hierarchy. By choosing the level where tying begins in the hierarchy, one can tune the amount of edges that are grouped in a sampled graph and thus the variance.
We also propose a new sampling and training algorithm for mKPGM. Our novel mKPGM-GGP samples networks efficiently with complexity timeÕ (N e ), and can generate networks with over a billion edges in approximately 100 seconds. We prove that mKPGM-GGP correctly samples with respect to the probability of an edge, and empirical demonstrate that it accurately samples networks from the underlying graph distribution represented by the mKPGM. Moreover, we propose a new stochastic MoM training algorithm to learn mKPGM parameters from a set of observed networks. Our results show that mKPGM models learned with SMM outperform several competing statistical models of graphs, matching the characteristics of the networks, and capturing the variability observed in network populations.
We used a synthetic and three real population networks to evaluate and compare CL, ERGM, KPGMs, and mKPGM. mKPGM is the best model among them. mKPGM improves the fit with respect to both clustering coefficient and hop plot. In particular, for the hop plot distribution, it is the only model to match, almost perfectly, this characteristic. Moreover, mKPGM is the only model able to reproduce the observed variance in network characteristics.
We also demonstrate, over three real single networks, that mKPGM can learn from a single network by setting = K. In this case, mKPGMs offer a significant improvement over current KPGM learning algorithms-by avoiding complex analytical moment calculations and search over permutations, through the use of stochastic MoM.
These claims are evaluated objectively using the KS 3D measure, which considers correlations among the CDFs and enables an accurate assessment of the characteristics of generated networks by considering the empirical joint CDF. In the seven datasets we consider in this article, mKPGM obtained the best performance in all datasets.
In the future, we will extend our work on the mKPGM learning algorithm. First, we will consider the use of additional moments, including higher order moments (e.g., variance) and multiple networks. Second, we will explore faster approximations for the current (tractable) features we use as moments, and investigate new tractable features. Third, we will investigate ways to enhance the optimization process of the training algorithm (e.g., simulated annealing). Fourth, we will explore new ways to modify the objective function to match the full distribution of the characteristics instead of only its expected value.
APPENDIX
A PROOF THEOREM 5.1 Before the proof of
we introduce a new point of view for KPGM, which facilitates the demonstration. Recall that KPGM generates a network G = (V, E), with N v = |V| nodes and N e = |E| edges, through A = R(P K (Θ, K )), where A is the adjacency matrix representation of G and R(P K (Θ, K )) is the realization of the probability matrix P K (Θ, K ), which is generated by K − 1 Kronecker multiplications of the parameter matrix Θ with itself.
In this new KPGM representation, each entry A uv can be realized as a product over the samples of K Bernoulli trials of binary random variables. For example, for K = 3, if π uv = θ 11 θ 12 θ 11 , then
uv , and A 3 uv are mutually independent Bernoulli (binary) trials with probabilities θ 11 , θ 12 , and θ 11 , respectively.
An illustration of this KPGM generation process is provided in Figure 16(a) . Each level corresponds to a set of separate trials, with the colors representing the different Bernoulli trial parameters (e.g., θ 11 ). For each cell in the matrix, we sample from three Bernoulli distributions, and then based on the results of all three Bernoulli trials, the edge is either realized (black) or not (white).
Formally, assume N v = b K , and index the entries of the initiator matrix Θ = P K (Θ, 1) with As was pointed out in [14] for b = 2, and mentioned in [12] , for u, v ∈ {0, . . . , N v − 1} with b-nary
The probability of having an edge (u, v) in a graph realization from P K (Θ, K ) is equal to the product of contributions (probabilities
Alternatively, each A uv can be thought of as drawn in K stages, one for each b-it of u and v. Let A l uv be a binary random variable with
In other words, an edge (u, v) is included if and only if the trials A l uv resulted in a success for all hierarchy scales l = 1, . . . , K.
Proof. Using this new multiscale representation, we can developed the proof for the expected value of the number of edges in a graph G generated from KPGM. Let E k denote the random variable for the number of edges in a graph generated from a KPGM with k scales and a b × b initiator matrix P K (Θ, 1). Note that for k = 1,
For k ≥ 2, using the formula for conditional expectation,
Proof. To demonstrate that Var(|E|) = (S Θ ) K − (S Θ 2 ) K , we use the multiscale representation described in the first part of Appendix A. Let E k denote the random variable for the number of edges in a graph generated from a KPGM with k scales and a b × b initiator matrix P K (Θ, 1). The variance for the first hierarchy levels is given by Var(E 1 ) = Var(
. . .
Given that
Similarly to KPGM, we can also applied the multiscale representation for tKPGM, facilitating the demonstration of the expected and variability of the number of edges in the generated networks.
Recall that in tKPGM, the intermediate edges are "tied" at all common scales, as can be appreciated at Figure 16(b) .
Proof. To demonstrate that E[|E|] = (S Θ ) K , first we prove that P (E uv ) under tKPGM has the same probability than in KPGM, then we can apply the same demonstration than Appendix A.
Under tKPGM, at hierarchy scale l there are b l × b l independent Bernoulli trials. These b l × b l trials correspond to different prefixes of length l for (u, v), with a prefix of length l covering scales 1, . . . , l. Denote these trials by T l
The set of all independent trials is then
, . . . ,
. The probability of a success for a Bernoulli trial at a scale l is determined by the entry of the P T (Θ, 1) corresponding to the lth bits of u and v:
, the probability for an edge appearing in the graph is the same as under KPGM as
Note that all of the pairs (u, v) that start with the same prefixes (u 1 . . . u l ) in b-nary also share the same probabilities for A l uv , l = 1, . . . , K. Under the proposed models trials for a given scale t are shared or tied for the same value of a given prefix.
Since the marginal probabilities for edges (u, v) are the same as under KPGM, the expected value for the number of edges is unchanged, so
K .
D PROOF THEOREM 5.4
Proof. Let E k denote the random variable for the number of edges in a graph generated from a tKPGM with k scales and a b × b initiator matrix P T (Θ, 1). The variance for the first hierarchy level is given by Var (E 1 ) = S Θ − S Θ 2 , while for k > 1, Var (E k ) can be derived recursively by conditioning on the trials with prefix of length l = 1:
E PROOF THEOREM 5.5
The multiscale representation for mKPGM is a combination of KPGM and tKPGM. Recall that in mKPGM, defines the independent hierarchy levels, generating G = (V , E ) using KPGM, and continue with tKPGM, as can be appreciated at Figure 16 (c) with = 2.
Proof. Similarly to tKPGM, to demonstrate that E[|E|] = (S Θ ) K , first we prove that P (E uv ) under mKPGM has the same probability than in KPGM, then we can apply the same demonstration than Appendix A.
The probability for an edge appearing in the mKGPM graph is the same as under KPGM as 
F PROOF THEOREM 5.6
Proof. Let E K denote the random variable for the number of edges in a graph generated from a mKPGM with K scales, independent hierarchy levels and a b × b initiator matrix P M (Θ, 1). The variance can be obtained conditioning on the Bernoulli trials of the highest order scales. Let 
Using these values we can determined
G PROOF THEOREM 5.7
Proof. The proof is separated in two parts. First, we will demonstrate that for any Θ and K that produces a P K (Θ, K ), there exists a combination of parameters Θ and that can produce a
Second, we will demonstrate that there exists at least one combination of parameters Θ and for mKPGM that produces a P M (Θ , K, ), for which there does not exist a combination of parameters Θ that can produce a P K (Θ, K ) such that
Let K and Θ be the input parameters to a KPGM model that produces a probability matrix P K (Θ, K ).
Let K = K, ≤ K , and Θ be the parameters of a mKPGM. Let R(P M (Θ , K , )) be the realization of P M (Θ , K , ), recall:
This demonstrates the first part of the theorem, which shows that for any Θ and K for KPGM there exists a Θ , , and K for mKPGM such that
For the second part of the theorem, let K = K, b = b, ≤ K and Θ be input parameters to a mKPGM model that produces a probability matrix P M (Θ , K , ). We compare P M (Θ , K , ) to P K (Θ, K ) based on the last Kronecker multiplication. Note that P M (Θ , K , ) will differ based on the partial realization up to that point. Then, we rewrite P M (Θ , K , ) as
, and ϕ i j = 0 or ϕ i j = 1 depending of the results of the partial realization. If we represent P M (Θ , K , ) to show the last Kronecker multiplication we get
. Let Π K −1 be the result of K − 2 Kronecker multiplications of the parameter Θ with itself, where π i j corresponds to the ij probability in the matrix Π K −1 . Then, we rewrite P K (Θ, K ) as Π K −1 ⊗Θ. Representing P K (Θ, K ) to show the last Kronecker multiplication and assuming that P K (Θ, K ) = P M (Θ , K , ), we obtain
This implies that for any cell of P M (Θ , K , ) and P K (Θ, K ) we obtain the following equality ϕ i j ϑ kl = π i j θ kl . Now, we will demonstrate by contradiction, that for any partial realization Φ this equality does not hold. Recall that P M (Θ , K , ) is a stochastic process for < K , because of the previous realization Φ . In contrast, a KPGM defined by the set of parameters Θ, K, and b is deterministic an always produces the same P K (Θ, K ).
In P K (Θ, K ) there are different probability values that are repeated because of the commutative property of the multiplication. For example, for K = 3 the probability θ 11 θ 12 θ 11 has the same probability as θ 12 θ 11 θ 11 and θ 11 θ 11 θ 12 . Let (k, l ) and (k , l ) be a pair of indexes in
, we have the following system of equations:
Given the possible realizations of Φ , there are four cases that should be considered for the demonstration of a contradiction. This set of contradictions demonstrate that for at least one set of mKPGM parameters Θ that produces a probability P M (Θ , K , ), there does not exist a set of parameters Θ such that P M (Θ , K , ) = P K (Θ, K ) (for all possible mKPGM realizations Φ ), thus P M P K . Considering that P K ⊆ P M and P M P K , we have P K ⊂ P M .
H PROOF TIME COMPLEXITY KPGM-GP
The time complexity for the KPGM-GP sampling algorithm is as follows. We refer the reader to Algorithm 1 described in Section 6. In line 2, the construction of the set of unique probabilities U has a costs of O (K · |U|), given that each unique probability can be generated using K iterations. Line 4 costs O (1) and lines 5 and 6 have a complexity of O (K ). For line 7, the exact sampling from a Binomial (T k , π k ) has a complexity O (T k π k ) [2] . For lines 11 and 12, obtaining the vectors Λ · is O (K ), and the random permutation and the calculation of the indexes are also O (K ). Finally, lines 13 and 15 are dependent on the network data structure-utilizing a balanced binary tree representation (e.g., red-black trees), we can perform lookups and insertions in O (log N v ). In practice, hash tables have a constant lookup/insertion time O (1) but in the worst case scenario are O (N v ). Using this analysis, we proceed to calculate the total complexity of the generalized algorithm. The kth iteration of the while loop (lines 10-15) is dominated by the total number of generated edges (including the rejected samples), multiplied by
The total number of generated edges can be calculated as the summation of x k geometric random variables with different success probabilities. Let X k be the total number of edges to be sampled, such that x k different edges are added to the network. Then,
T k ), and
is the probability of success for the ith edge to be placed. Thus, the expected number of samples is
where H j is the jth harmonic number. In the worst case scenario, x k = T k obtaining a total complexity of O (T k H T k ), increasing the time complexity of the algorithm. However, as H j < log(j) + 1 and rewriting x k = α · T k · π k with α ∈ [0,
, we obtain
Rewriting T k (log(T k ) − log(T k − αT k π k )) = T k log(
) and applying the inequality loд(1 + X ) < X for X ≥ −1 based on the Taylor series expansion:
considering that for almost all models π k < 0.9, the expected number of edges to be sampled is
Continuing with the time complexity analysis, the loop from lines 9 to 15 is O (10 · x k · K = O (x k · K ). Adding lines 4-9, incorporating the summation over |U|, and adding line 2, we obtain a total complexity:
x k =Õ (K · (|U| + N e )). (18) Considering that it is easy to prove by induction that |U| ≤ N v for large K (i.e., K ≥ 7, 10 for b = 2, 3, respectively), the final time complexity is reduced toÕ (N e )).
I PROOF THEOREM 6.1
Proof. Let P o (·) and P дp (·) be the probability on an element under the original KPGM and GP processes, respectively. For KPGM, let π uv = θ representation of the probability of an edge E uv , and the number of edges with unique probability π uv , respectively, then
where X ∼ Bin(T , π uv ) and P (E uv |X = k ) is defined by
Re-employing P (E uv |X = k ) in Equation (19)
J PROOF THEOREM 6.2
Proof. Let P o (·) and P дp (·) be the probability on an element under the original KPGM and GP processes, respectively. While the sampling of edges for an unique probability value are dependent, the edges between different unique probability values are independent of each other. Let E k be the set of edges with unique probability π k and |E k | = x k , then
where Y ∼ Bin(π k ,T k ), P дp (E k |Y = i) = 0 if i x k and P дp (E k |Y = x k ) is given by the probability over the x k ! possible sequences of edges. Let E k i the k i be the possible sequence of edges of the set E k . Edges previously sampled are rejected and resampled, and all edges have the same probability to be sampled, then p(
Reemploying in P дp (G) 
K PROOF TIME COMPLEXITY MKPGM-GGP
The time complexity for the mKPGM-GGP sampling algorithm is as follows. We refer the reader to Algorithm 2 described in Section 6. Lines 2 and 3 areÕ (|E |) and O (b 2 ) (U = Θ). Lines 6 and 7 are O(1). Lines 8 and 13 have complexity O (c) because of the log(·) function. Lines 9, 10, and 11 are O (1), while the insertion of line 12 is O (loд(N v )) . Then, the loop from 9 to 13 is O (x k · (1 + 1 + 1 + loд(N v ) + c)) =Õ (x k ). Incorporating the loops from lines 4 and 5 and the cost of lines 2 and 3, we obtain a total time complexity of
L PROOF THEOREM 6.3
Proof. Let P o (·) and P ддp (·) be the probability on an element under the original mKPGM and geometric GP processes, respectively. In mKPGM, let E uv be an edge of the layer G k , if < k ≤ K, then
where F [k] uv = i, j corresponds to the father/parent indexes of E uv in layer k. Similarly, in the GGP sampling process, let E uv be an edge of the layer G k , if < k ≤ K, then
Bin(x; N e k −1 , θ i j )
where Equality 21 is developed in the proof of Theorem 6.1.
M PROOF THEOREM 6.4
Proof. Let P o (·) and P ддp (·) be the probability on an element under the original mKPGM and geometric GP processes, respectively. In the GGP sampling process, let G k be a layer, if
, where P ддp (E i j k |G k−1 ) is the set of edges with unique probability θ i j and |E i j k | = x i j k . Rewriting P ддp (E i j k |G k−1 ), we obtain
as explained in the proof of Theorem 6.2 (Appendix J), Y ∼ Bin(N e k −1 , θ i j ), and P ддp (E i j k |Y = x i j k , G k−1 ) is given by the probability over the x i j k ! possible sequences of edges. Similar to the proof of Theorem 6.2, let E i j km be the k m possible sequence of edges of the set E i j k , then p(E i j km ) = Reemploying in P ддp (G k |G k−1 )
N PROOF COROLLARY 6.5
Proof. Let P o (·) and P ддp (·) be the probability on an element under the original mKPGM and geometric GS processes, respectively. In the original mKPGM sampling process, let G be any network, and G K −1 be the set of all possible graph that can be generated of size b K −1 , then (Theorem 6.4) ; then, we have to demonstrate that P o (G i 1 ) = P ддp (G i 1 ). Applying the same process multiple times
Considering that P o (G ) and P ддp (G ) are generated by KPGM, then by Theorem 6.2 P o (G ) = P ддp (G ), we obtain
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