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1 Introduction
In the paper [3], which will in what follows be referred to as I, we studied
the Cauchy problem for the Einstein equations with data on a characteristic
cone CO. We used the tensorial splitting of the Ricci tensor of a Lorentzian
metric g on a manifold V as the sum of a quasidiagonal hyperbolic system
acting on g and a linear first order operator acting on a vector H, called the
wave-gauge vector. The vector H vanishes if g is in wave gauge; that is, if
the identity map is a wave map from (V, g) onto (V, gˆ), with gˆ some given
metric, which we have chosen to be Minkowski. The data needed for the
reduced PDEs is the trace, which we denote by g¯, of g on CO. However,
because of the constraints, the intrinsic, geometric, data is a degenerate
quadratic form g˜ on CO. Given g˜, the trace g¯ is determined through a
1
hierarchical system of ordinary differential equations1 along the rays of CO,
deduced from the contraction of the Einstein tensor with a tangent to the
rays, which we have written explicitly and solved. We have called these
equations the wave map gauge constraints and shown that they are necessary
and sufficient conditions for the solutions of the hyperbolic system to satisfy
the full Einstein equations. We have also proved local geometric uniqueness
of a solution g of the vacuum Einstein equations inducing a given g˜ (for
details see I). Further references to previous works on the problem at hand
can be found in I.
Existence theorems known for quasilinear wave equations with data on a
characteristic cone give also existence theorems for the Einstein equations,
if the initial data is Minkowski in a neighbourhood of the vertex. For more
general data problems arise due to the apparent discrepancy between the
functional requirements on the characteristic data of the hyperbolic system
and the properties of the solutions of the constraints, due to the singularity
of the cone CO at its vertex O. The aim of this work is to make progress
towards resolving this issue, and provide a sufficient condition for the validity
of an existence theorem in a neighbourhood of O under conditions alternative
to the fast-decay conditions of [2]. More precisely, we prove that analytic
initial data arising from a metric satisfying (4.3)-(4.4) together with the
“near-roundness” condition of Definition 7.2 lead to a solution of the vacuum
Einstein equations to the future of the light-cone.
2 Cauchy problem on a characteristic cone
for quasilinear wave equations
The reduced Einstein equations in wave-map gauge and Minkowski target
are a quasi-diagonal, quasi-linear second order system for a set v of scalar
functions vI , I = 1, . . . , N , on Rn+1 of the form
Aλµ(y, v)D2λµv + f(y, v,Dv) = 0, y = (y
λ) ∈ Rn+1, n ≥ 2, f = (f I)
(2.1)
1For previous writing of these equations in the case of two intersecting surfaces in
four-dimensional spacetime see Rendall [7] and Damour-Schmidt [6].
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If the target is the Minkowski metric and takes in the coordinates yα the
canonical form
η ≡ −(dy0)2 +
n∑
i=1
(dyi)2, (2.2)
then,
Dv = (
∂vI
∂yλ
), D2λµv = (
∂2vI
∂yλ∂yµ
), λ, µ = 0, 1, . . . , n (2.3)
We will underline components in these yα coordinates.
In the case of the Einstein equations the functions Aλµ ≡ gλµ do not
depend directly on y, they are analytic in v in an open set W ⊂ RN . For
v ∈ W the quadratic form gλµ is of Lorentzian signature. The functions f I
are analytic in v ∈ W and Dv ∈ R(n+1)N , they do not depend directly on y
in vacuum.
The characteristic cone CO of vertex O for a Lorentzian metric g is the
set covered by future directed null geodesics issued from O. We choose co-
ordinates yα such that the coordinates of O are yα = 0 and the components
Aλµ(0, 0) take the diagonal Minkowskian values, (−1, 1, . . . , 1). If v is C1,1
in a neighbourhood U of O and takes its values in W there is an eventually
smaller neighbourhood of O, still denoted U , such that CO∩U is an n dimen-
sional manifold, differentiable except at O, and there exist in U coordinates
y := (yα) ≡ (y0, yi, i = 1, . . . , n) in which CO is represented by the equation
of a Minkowskian cone with vertex O,
CO := {r − y
0 = 0}, r := {
∑
(yi)2}
1
2 , (2.4)
and the null rays of CO represented by the generators of the Minkowskian
cone, i.e. tangent to the vector ℓ with components ℓ0 = 1, ℓi = r−1yi.
Inspired by this result and following previous authors we will set the Cauchy
problem for the equations (2.1) on a characteristic cone as the search of a
solution which takes given values on a manifold represented by an equation
of the form (2.4), that is a set v such that
v¯ = ϕ, (2.5)
where overlining means restriction to CO. The function ϕ takes its values in
W and is such that ℓ is a null vector for A¯, i.e.when A¯ ≡ g¯
ℓµℓν g¯µν = g¯00 + 2r
−1yig¯0i + r
−2yiyj g¯ij = 0. (2.6)
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We use the following notations:
CTO := CO ∩ {0 ≤ t := y
0 ≤ T} .
YO := {y
0 > r} , the interior of CO ,
Y TO := YO ∩ {0 ≤ y
0 ≤ T} .
and we set
Στ := CO ∩ {y
0 = τ} , diffeomorphic to Sn−1 ,
Sτ := YO ∩ {y
0 = τ} , diffeomorphic to the ball Bn−1 .
We recall the following theorem, which applies in particular to the reduced
Einstein equations
Theorem 2.1 Consider the problem (2.1, 2.5). Suppose that:
1. There is an open set U×W ⊂ Rn+1×RN , Y TO ⊂ U where the functions
gλµ are smooth in y and v. The function f is smooth2 in y ∈ U and v ∈ W
and in Dv ∈ R(n+1)N .
2. For (y, v) ∈ U ×W the quadratic form gλµ has Lorentzian signature;
it takes the Minkowskian values for y = 0 and v = 0. It holds that ϕ(O) = 0
3. a. The function ϕ takes its values in W . The cone CTO is null for the
metric gλµ(y, ϕ).
b. ϕ is the trace on CTO of a smooth function in U .
Then there is a number 0 < T0 ≤ T < +∞ such that the problem (2.1,
2.5) has one and only one solution v in Y T0O which can be extended by conti-
nuity to a smooth function defined on a neighbourhood of the origin in Rn+1.
If ϕ is small enough in appropriate norms, then T0 = T .
3 Null adapted coordinates
It has been shown3 that the constraints are easier to solve in coordinates xα
adapted to the null structure of CO, defined by
x0 = r − y0, x1 = r and xA = µA(r−1yi) (3.1)
2Smooth means Cm, with m some integer depending on the problem at hand and the
considered function. In particular C∞ and Cω (real analytic functions) are smooth.
3See I and references therein.
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A = 2, ...n, local coordinates on the sphere Sn−1, or angular polar coordi-
nates. Conversely
y0 = x1 − x0, yi = rΘi(xA) with
n∑
i=1
Θi(xA)2 = 1.
In the x coordinates the Minkowski metric (2.2) reads
η ≡ −(dx0)2 + 2dx0dx1 + (x1)2sn−1, (3.2)
with
sn−1 := sABdx
AdxB , the metric of the round sphere Sn−1.
Recall that in these coordinates the non zero Christoffel symbols of the
Minkowki metric are, with SABC the Christoffel symbols of the metric s,
ΓˆB1A ≡
1
x1
δBA , Γˆ
B
AC ≡ S
B
AC , Γˆ
0
AB ≡ −x
1sAB , Γˆ
1
AB ≡ −x
1sAB .
(3.3)
In the general case, the null geodesics issued from O have still equation
x0 = 0, xA =constant, so that ℓ := ∂
∂x1
is tangent to those geodesics. The
trace g¯ on CO of the spacetime metric g that we are going to construct is
such that g11 = 0 and g¯1A = 0; we use the notation
g¯ ≡ g¯00(dx
0)2 + 2ν0dx
0dx1 + 2νAdx
0dxA + g¯ABdx
AdxB, (3.4)
We emphasize that our assumption that g¯ is given by (3.4) is no geometric
restriction for a metric g to have such a trace on a null cone x0 = 0.
The Lorentzian metric g induces on CO a degenerate quadratic form g˜
which reads in coordinates x1, xA
g˜ ≡ g˜ABdx
AdxB, (3.5)
i.e. g˜11 ≡ g˜1A ≡ 0 while g˜ABdx
AdxB ≡ g¯ABdx
AdxB is an x1-dependent Rie-
mannian metric on Sn−1induced on each Σt by g˜, we denote it by g˜Σ. While
g˜ is intrinsically defined, it is not so for g¯00, ν0, νA, they are gauge-dependent
quantities.
Note that g˜ has a more complicated expression in coordinates yi on CO.
Since the inclusion mapping of CO in the coordinates y
α is y0 = r hence
∂y0
∂yi
= y
i
r
, it holds that
g˜ ≡ g˜ijdy
idyj, with g˜ij ≡ r
−2yiyjg¯00 + r
−1(yjg¯0i + y
ig¯0j) + g¯ij. (3.6)
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For Theorem 2.1 to apply to the wave-gauge reduced Einstein equations,
the components of the initial data in the y coordinates must be the trace on
CO of smooth spacetime functions. The solution of the reduced equations
satisfy the full Einstein equations if and only if these initial data satisfy the
wave-map gauge constraints. We have constructed in I these data as solutions
of ODE in adapted null x coordinates, which are admissible coordinates for
Rn+1 only for r > 0. The change of coordinates from x to y, smooth for
r > 0, is recalled below; the components of a spacetime tensor T in the
coordinates x are denoted Tαβ while in the coordinates y they are denoted
Tαβ.
Lemma 3.1 It holds that:
T00 ≡ T00, T11 ≡ T00 + 2
yi
r
T0i +
yi
r
yj
r
Tij , T01 ≡ −(T00 + T0iΘ
i),
T0A ≡ −r
∂Θi
∂xA
T0i, T1A ≡ r
∂Θi
∂xA
(T0i +Θ
jTij), TAB ≡ Tijr
2 ∂Θ
i
∂xA
∂Θj
∂xB
.
Conversely, if T1A ≡ T11 ≡ 0
T00 ≡ T00, T0i ≡ −(T00 + T01)r
−1yi − T0A
∂xA
∂yi
,
Tij = (T00 + 2T01)r
−2yiyj + T0Ar
−1(yi
∂xA
∂yj
+ yj
∂xA
∂yi
) + TAB
∂xA
∂yi
∂xB
∂yj
.
In the following we shall often abbreviate partial derivatives as follows
∂0 ≡
∂
∂x0
, ∂1 ≡
∂
∂x1
, ∂A ≡
∂
∂xA
,
∂0 ≡
∂
∂y0
, ∂i ≡
∂
∂yi
.
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4 Characteristic data
4.1 Basic (intrinsic) characteristic data
The basic data on a characteristic cone for the Einstein equation is a degen-
erate quadratic form. We will define this data as the degenerate quadratic
form C˜ induced by a given Lorentzian spacetime metric C which admits this
cone as a null cone. We denote as before by CO the manifold x
0 ≡ r−y0 = 0.
If we take the yi as coordinates on CO it holds that, see (3.6),
C˜ ≡ C˜ijdy
idyj with C˜ij ≡ C¯ij + r
−1(yjC¯i0 + y
iC¯j0) + r
−2yiyjC¯00 , (4.1)
where C¯αβ are the components in the y coordinates of the trace C¯ of C on
CO (not to be mistaken with the induced quadratic form C˜). Assuming that
CO is a null cone for C with generators ℓ¯
0 = 1, ℓ¯i = y
i
r
, (2.6) implies that the
quadratic form C˜ is degenerate,
yi
r
yj
r
C˜ij ≡ C¯00 + 2
yi
r
C¯0i +
yi
r
yj
r
C¯ij = 0. (4.2)
Lemma 4.1 Two spacetime metrics C and C ′ with components linked by
C¯ij
′
:= C¯ij + r
−1(aiyj + ajyi) + r
−2αyiyj, C¯i0
′
:= C¯i0− ai, C¯00
′
:= C¯00−α,
with ai and α arbitrary, induce on CO the same quadratic form C˜, i.e. C˜ij
′
≡
C˜ij.
Proof. Elementary calculation using the identity written above.
In what follows, to simplify computations we will make the restrictive
condition that
C0i = 0, C00 = −1, i.e C := −(dy
0)2 + Cijdy
idyj . (4.3)
The set {y0 = r} is then a null cone for the metric C, with generator ℓ0 = 1,
ℓi = y
i
r
, if and only if
yiC¯ij = y
j (4.4)
(compare [5]).
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The general relation between components in coordinates y and adapted
null coordinates x1, xA gives
C˜ ≡ C˜ABdx
AdxB with C˜AB ≡ C¯AB, C˜1A = C˜11 = 0,
with C˜AB the components of a x
1 ≡ r–dependent Riemannian metric on the
sphere Sn−1
−(C00 +
yi
r
C0i) ≡ C01 = 1, C0A ≡ −
∂yi
∂xA
C0i = 0 C00 ≡ C00 = −1.
This metric C is also such that
C00 ≡ C0A ≡ C1A ≡ 0, C01 ≡ C11 ≡ 1,
while C¯AB are the elements of the inverse of the positive definite quadratic
form with components C¯AB.
4.2 Full characteristic data
We have seen in I that the trace g¯ of a Lorentzian metric g satisfying the
reduced Einstein equations is a solution of the full Einstein equations if and
only if it satisfies the wave map gauge constraints. These constraints Cα = 0
are deduced in vacuum from the identity satisfied by the Einstein tensor S :
ℓ¯βS¯αβ ≡ Cα + Lα
where Lα is linear and homogeneous in the wave gauge vector H while Cα
depends only on g¯ and its derivatives among CO and the given target gˆ.
Given g˜, i.e. g¯AB ≡ C¯AB, g¯1A = g¯11 = 0, the remaining components ν0 ≡ g¯01,
νA ≡ g¯0A, g¯00 are determined by the constraints and limit conditions at the
vertex O which can always be satisfied by choice of coordinates (see I). The
Cagnac-Dossa theorem applies to components in the y coordinates. Lemma
3.1 gives
g¯00 ≡ g¯00, g¯0i ≡ −(g¯00 + ν0)r
−1yi − νi, with νi := νA
∂xA
∂yi
, (4.5)
g¯ij = (g¯00 + 2ν0)r
−2yiyj + r−1(yiνj + y
jνi) + g¯AB
∂xA
∂yi
∂xB
∂yj
,
while, for the chosen metric C and g¯AB ≡ C¯AB
C¯ ij ≡ r
−2yiyj + g¯AB
∂xA
∂yi
∂xB
∂yj
.
Therefore
g¯ij = C¯ij + (g¯00 + 2ν0 − 1)r
−2yiyj + r−1(yiνj + y
jνj) . (4.6)
5 Null second fundamental form
We have defined in I the null second fundamental form of (CO, g˜) as the
tensor χ on CO defined by the Lie derivative
4 with respect to the vector ℓ of
the degenerate quadratic form g˜, namely in the coordinates x1, xA :
χAB :=
1
2
(Lℓg˜)AB ≡
1
2
∂1g¯AB, (5.1)
χA1 :=
1
2
(Lℓg˜)A1 = 0, χ11 :=
1
2
(Lℓg˜)11 = 0. (5.2)
In view of the application of the Cagnac-Dossa theorem we look for
smooth extensions. We define a smooth spacetime vector field L, vanish-
ing at O and with trace colinear with ℓ = ∂
∂x1
on CO, by its components
respectively in the xα and yα coordinates:
L := yλ
∂
∂yλ
≡ x0
∂
∂x0
+ x1
∂
∂x1
, hence L¯ ≡ x1ℓ ≡ rℓ.
We assume that the metric C is smooth in U , a neighbourhood of O in
Rn+1, i.e. its components Cij are of class C
m, with m as large as necessary
in the considered context, functions of the yα. We define a symmetric Cm−1
2-tensor X , identically zero in the case where C ≡ η, the Minkowski metric,
by:
X :=
1
2
LLC − C. (5.3)
4Recall that in arbitrary coordinates xI the Lie derivative reads
(LℓC˜)HK ≡ ℓ
I∂IC˜HK + C˜HI∂Kℓ
I + C˜KI∂Hℓ
I .
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In y coordinates one has5, using yiCij = y
j
X00 ≡ X0i ≡ 0, X ij ≡
1
2
{y0∂0Cij + y
h∂hCij}. (5.4)
with
yi∂0Cij = 0,
and, using ∂hy
i = δih
yiyh∂hCij = y
h∂h(y
iCij)− y
hCij∂hy
i = 0, (5.5)
which imply
LiXij ≡ y
iXij = 0. (5.6)
In x coordinates we find, using the values of the components C0α and C1α
of the metric C, that the tensor X obeys the key properties
Xµ0 = 0, Xµ1 = 0, (5.7)
while
XAB ≡
1
2
(x0∂0CAB + x
1∂1CAB)− CAB. (5.8)
Hence XAB reduces on the null cone CO to
X¯AB ≡
1
2
x1∂1C¯AB − C¯AB ≡ x
1χAB − g¯AB. (5.9)
We still denote by X the mixed Cm−1 tensor on spacetime obtained from X
by lifting an index with the contravariant associate of C; its y components
are the Cm−1 functions
2Xγα ≡ C
γβ{y0∂0Cαβ + y
i∂iCαβ},
hence, C being given by (4.3),
Xji ≡
1
2
Cjh{y0∂0Cih + y
k∂kCih}, X
0
i ≡ X
j
0 ≡ X
0
0 ≡ 0, (5.10)
and
Xji Lj ≡ 0. (5.11)
5Recall that we underline components in the y coordinates and overline restrictions to
CO.
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where the index of L has been lowered with the metric C, so that this is
equivalent to (5.6). In x coordinates XCA are the only non vanishing compo-
nents of X . Their traces on CO are
X¯CA ≡
1
2
x1g¯BC∂1g¯AB − δ
C
A ≡ x
1χCA − δ
C
A ,
hence
χCA :=
1
2
g¯BC∂1gAB =
1
x1
(X¯CA + δ
C
A), (5.12)
and
τ :=
1
2
g¯AB∂1gAB =
trX
x1
+
n− 1
x1
. (5.13)
The trace of the tensor X is the Cm−1 function
trX ≡ Xαα ≡ X
λ
λ ≡ C
ABXAB. (5.14)
On the light cone CO it holds that
trX ≡ X¯ ii ≡ g¯
ABX¯AB ≡
x1
2
g¯AB∂1g¯AB − (n− 1), (5.15)
|χ|2 := χCAχ
A
C ≡
1
(x1)2
{X¯αβ X¯
β
α + 2trX + n− 1}. (5.16)
6 A criterium: admissible series
To show that the integration of the constraints, which appear as ODE in x1,
leads to traces on the cone of smooth spacetime functions we shall use the
following lemma, introduced by Cagnac (unpublished) for formal series, but
used here for real analytic functions, a special class Cω of C∞ functions.
Lemma 6.1 A function is the trace f¯ on CTO of a spacetime function f
analytic in U ∩ Y TO , U a neighbourhood of O, if and only if it admits on
U ∩ CTO a convergent expansion of the form
f¯ ≡ f0 +
∞∑
p=1
f¯pr
p (6.1)
with
f¯p ≡ f¯p,i1...ipΘ
i1 ...Θip + f¯ ′p,i1...ip−1Θ
i1 ...Θip−1 (6.2)
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where f0, fp,i1...ip and f
′
p,i1...ip−1
are numbers. Such a series is called an ad-
missible series. A coefficient fp of the form (6.2) is called an admissible
coefficient of order p.
Proof. If f is analytic it admits an expansion in Taylor series
f ≡
∞∑
p=0
fα1...αpy
α1...yαp, fα1...αp :=
1
p!
∂pf
∂yα1 ...∂yαp
(O). (6.3)
One goes from the formulas (6.3) to (6.1, 6.2) by replacing yi by rΘi and y0
by r, and conversely, in Ω ∩ CO or in Ω.
Remark 6.2 The identity (6.1) is equivalent to saying that f¯ is of the form
f¯ = f1 + rf2, with f1 and f2 analytic functions of y
i.
We say that an admissible series is of minimal order q if the coefficients
fp are identically zero for p < q.
Proposition 6.3 If the metric C is analytic and satisfies the conditions
(4.3), (4.4) then the functions trX and |X|2 are admissible series of minimal
orders respectively 2 and 4.
The following lemmas will be very useful when integrating the constraints.
Lemma 6.4 If fp and hq are admissible coefficients of order respectively p
and q, then fp + hp and fphq are admissible coefficients of order respectively
p and p+ q.
Proof. Elementary computation of (fp + hp)r
p and fphqr
p+q replacing
rΘi by yi and r2 by Σi(y
i)2.
Suppose that f and h are admissible series of minimal orders qf and qh.
The following are easy-to-check consequences of the lemma:
• 1) fh is an admissible series of minimal order qf + qh;
• 2) if qf = qh then f + h is an admissible series of the same minimal
order;
• 3) if f(0) 6= 0 and qf = 0 then 1/f is an admissible series also minimal
order 0;
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• 4) r∂1f is an admissible series of minimal order qf , unless qf = 0 and
then it has a larger minimal order.
Lemma 6.5 If k and h are admissible series with h of minimal order qh ≥ 1
and the constant k0 ≡ k(0) ≥ 0 then the ODE
r∂1f + kf = h (6.4)
admits one and only one solution f which is also an admissible series of the
same minimal order qh as h. The result extends to qh = 0 if k0 > 0.
Proof. Expand
f =
∞∑
p=0
fpr
p, k =
∞∑
p=0
kpr
p, h =
∞∑
p=qh
hpr
p, (6.5)
hence
r∂1f =
∞∑
p=1
pfpr
p,
plug into the ODE (6.4) and proceed to identifications.
We obtain by equating to zero the constant term
k0f0 = h0, (6.6)
a relation which can be satisfied when h0 6= 0 only when k0 6= 0. We first
consider the case where h0 = 0, i.e. qh ≥ 1, and take f0 = 0. We get the
successive equalities
f1 + k0f1 = h1, i.e. f1 =
h1
1 + k0
, (6.7)
and the recurrence relation, using f0 = 0,
(p+ k0)fp +
p−1∑
q=1
kqfp−q = hp . (6.8)
For p < qh we have hp = 0 and the recurrence relation gives fp = 0. Therefore
the leading admissible coefficients of f and h are always related by
fqh =
hqh
qh + k0
. (6.9)
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We assume the series for k and h converge for all directions Θi and radius
cr < 1; that is, we assume that there exists a constant c such that
|kp| < c
p, and |hp| < c
p, (6.10)
Since k0 ≥ 0 we have
|f1| ≤ |
h1
1 + k0
| <
c
1 + k0
≤ c.
Assume now that
|fp| < c
p for p < p0, (6.11)
then from the iteration we get, for larger values of p, the inequality
|fp| <
p
p+ k0
cp ≤ cp . (6.12)
The bounds on |fp| show that the series for f also converges. It is an admis-
sible series of minimal order qf = qh.
When qh = 0, i.e. h0 6= 0 and k0 6= 0 we take
f0 =
h0
k0
and we set
F = f − f0.
It satisfies the equation
r∂1F + kF = H, with H := h− kf0. (6.13)
We have
H0 = 0
and we apply to F the previous result.
Corollary 6.6 If f and h are admissible series related by (6.4) and p+k0 >
0, and r−ph is an admissible series then r−pf is an admissible series of the
same minimal order.
Proof. Set f = rpφ. If f satisfies (6.4) then φ satisfies the equation
r∂1φ+ (p+ k)φ = r
−ph.
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Remark 6.7 The following example is a case of a differential equation of
the form (6.4) with qh = 1, but k0 a negative integer, which does not admit
as a solution an admissible series. Let
k =
1
r − 1
= −1− r − r2 − r3 − ..., h =
r
1− r2
= r + r3 + r5 + ...,
We can solve the ODE explicitly,
f =
r
r − 1
(f∞ + log
r + 1
r
)
with f∞ an arbitrary integration constant, which cannot be expanded in pow-
ers of r near 0. However if we change k to r/(r − 1), then k0 changes from
−1 to 0, the problem disappears. Remark that the problem also disappears if
we change h to r2/(1− r2), i.e. qh = 2.
In the following we will assume the metric C, of the form (4.3) and satis-
fying (4.4) is analytic, takes Minkowskian values at the vertex O, and is such
the components of its trace on CO satisfy
C¯ij ≡ δij + c¯ij, C¯
ij ≡ δij + c¯ij , (6.14)
where c¯ij and c¯
ij have admissible expansions of minimal order 2 while ∂0cih
has an admissible expansion of minimal order 1. The definition (5.10) implies
then that
X¯ji ≡
1
2
Cjh{r∂0cih + y
k∂kcih} (6.15)
has an admissible expansion of minimal order 2.
7 The first wave-map gauge constraint
We have deduced our first constraint6 from the identity
ℓ¯βS¯1β ≡ R¯11 ≡ −∂1τ + ν
0∂1ν0τ −
1
2
τ(Γ¯1 + τ)− χ
B
Aχ
A
B, (7.1)
with
Γ¯1 ≡ W¯1 + H¯1, W¯1 ≡ −ν0g¯
ABrsAB. (7.2)
6See I.
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Hence for the first wave-map gauge constraint in vacuum we have the equa-
tion
C1 := −∂1τ + ν
0∂1ν0τ −
1
2
τ(τ − ν0g¯
ABrsAB)− χ
B
Aχ
A
B = 0. (7.3)
When g¯AB is known this equation reads as a first order differential equation
for ν0
ν0∂1ν0 = τ
−1∂1τ +
1
2
(τ − ν0g¯
ABrsAB) + τ
−1χBAχ
A
B. (7.4)
It can be written as a linear equation for ν0 − 1,
∂1ν
0 + a(ν0 − 1) + b = 0, (7.5)
with
a := τ−1∂1τ +
1
2
τ + τ−1|χ|2, |χ|2 ≡ χBAχ
A
B, (7.6)
b := a−
1
2
g¯ABrsAB. (7.7)
In the flat case g¯AB = ηAB, τ = n−1
r
, χBA =
1
r
δBA the equation reduces to:
∂1ν
0 +
1
2
(ν0 − 1)
n− 1
r
= 0;
it has one solution tending to 1 when r tends to zero, ν0 = 1. In the general
case (7.5) reads, with f := ν0 − 1,
r∂1f + kf + h = 0, k := ar, h := br = ar −
1
2
g¯ABr2sAB. (7.8)
Recall that x1 ≡ r and
χCA ≡
1
2
g¯BC∂1gAB =
1
r
(X¯CA + δ
C
A). (7.9)
Hence
|χ|2 =
|X¯|2 + 2trX + n− 1
r2
,
τ =
trX
r
+
n− 1
r
, τ−1 =
r
n− 1 + trX
, (7.10)
where trX is an admissible series of minimal order 2. The function {1 +
1
n−1
trX}−1 is the trace of a Cω function as long as 1 + 1
n−1
trX does not
vanish, hence always in a neighbourhood of O since trX vanishes there.
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It holds that
∂1τ ≡ −
n− 1 + trX
r2
+
∂1trX
r
, (7.11)
τ−1∂1τ ≡ −
1
r
+
∂1trX
n− 1 + trX
. (7.12)
Also we can write
τ−1|χ|2 ≡
|X¯|2 + 2trX + n− 1
r(n− 1 + trX)
≡
|X¯|2 + trX
r(n− 1 + trX)
+
1
r
. (7.13)
Finally computation gives
k ≡ ar ≡
n− 1
2
+
r∂1trX + trX + |X¯|
2
n− 1 + trX
. (7.14)
We see that k − n−1
2
admits in a neighbourhood of O an admissible de-
velopment of minimal order 2.
On the other hand, since in the x coordinates η1α = 0, r
2sAB = ηAB and
we have assumed C¯00 = C¯0A = 0, C¯01 = 1, g¯AB = C¯AB, we have
g¯ABr2sAB ≡ g¯
ABηAB ≡ C¯
ABηAB ≡ C¯
αβηαβ − 2.
Hence, using now the values of Cαβ
1
2
g¯ABr2sAB ≡
1
2
(1 + C ijδij − 2) ≡
n− 1
2
+
1
2
cijδij , (7.15)
where cijδij has an admissible development of minimal order 2. We conclude
that
h ≡
r∂1trX + trX + |X¯|
2
(n− 1 + trX)
−
1
2
cijδij (7.16)
admits also such a development. Lemma 6.5 applies, and we have proved:
Theorem 7.1 If the basic characteristic data are induced on CO by a C
ω
(i.e. analytic) metric of the form (4.3), hence satisfying (3.4), then ν0 − 1
admits an admissible expansion of minimal order 2, hence is the trace in a
neighbourhood of O of a Cω spacetime function. Then ν0 = N¯0 with N0 ∈ Cω
and N0(O) = 1. In a neighbourhood of O, it holds that ν0 = N¯0, N0 =
(N0)−1.
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In the expression of the characteristic initial data in y coordinates appears
r−2(ν0 − 1) which though continuous on each ray as r tends to zero, is not
an admissible expansion. We introduce the following definition.
Definition 7.2 A metric C satisfying (4.3)-(4.4) is said to be near-round at
the vertex if there is a neighbourhood of O where r−1c¯ij ≡ d¯ij and r
−2cijδ
ij ≡
D¯ with d¯ij and D¯ admissible series.
If C is near-round at the vertex C ij has an analytic extension Cij of the
form, with dij analytic extension of d¯ij,
C ij ≡ δij + cij cij ≡ y
0dij ,
therefore
∂hCij ≡ 0 for y
0 = 0, hence ∂hC
ij ≡ 0 for y0 = 0,
and
C ij ≡ δij + y0dij,
with dij some analytic functions. Hence
C ijcij ≡ (y
0)2{D + dijdij}.
Using the definition of Xαβ we see that if C is near-round at the vertex, then
Xαβ ≡ y
0Yαβ, with Y ij :=
1
2
{dij + y
0∂0dij + y
h∂hdij}, Yi0 ≡ Y00 ≡ 0.
(7.17)
Hence
trX ≡ y0 trY, with trY ≡ C ijYij ≡
1
2
C ij{dij + y
0∂0dij + y
h∂hdij}.
An elementary computation shows that trY is of the following form, with Z
an analytic function,
trY ≡ y0Z, hence trX ≡ (y0)2Z.
On the other hand
X ij ≡ C
ihXjh = y
0C ihYjh := y
0Y ij ,
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therefore
|X|2 ≡ X ijX
j
i ≡ (y
0)2Y ij Y
j
i .
We deduce from these formulas that if C is near-round at the vertex then
r−2trX ≡ Z¯ and r−2|X¯|2 ≡ |Y¯ |2 are admissible series.
Theorem 7.3 A sufficient condition for r−2(ν0− 1), with ν0 solution of the
first wave-map gauge constraint, to have an admissible expansion is that the
Cω metric C given by (4.3) which induces the basic characteristic data be
near-round at the vertex.
Proof. Since f := ν0 − 1 satisfies the equation (7.8), φ := r
−2(ν0 − 1)
satisfies
r∂1φ+ (2 + k)φ+ r
−2h = 0. (7.18)
The expression (7.16) shows that for a metric C round at the vertex r−2h
admits an admissible development, the application of Corollary 6.6 gives the
result.
8 The CA constraint
We have written in I the CA constraint in vacuum as
CA = −
1
2
(∂1ξA + τξA) + ∇˜Bχ
B
A −
1
2
∂Aτ + ∂A(
1
2
W¯1 + ν0∂1ν
0),
where ξA is defined as
ξA := −2ν
0∂1νA+4ν
0νCχ
C
A+
(
W¯ 0 −
2
r
ν0
)
νA+ g¯ABg¯
CD(SBCD−Γ˜
B
CD) . (8.1)
Using the first constraint we find
ν0∂1ν
0 +
1
2
W¯1 = −a. (8.2)
where a is given by (7.14), hence
∂A(a +
1
2
τ) ≡ r−1∂AF (trX, |X¯|
2),
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where
F (trX, |X¯|2) :=
r∂1trX + trX + |X¯|
2
n− 1 + trX
+
1
2
trX
≡
r∂1trX +
1
2
{(n+ 1)trX + |trX|2}+ |X¯|2
n− 1 + trX
admits in a neighbourhood of O an admissible development of minimal order
2.
We have:
CA ≡ −
1
2
(∂1ξA + τξA) + ∇˜Bχ
B
A − r
−1∂AF (trX, |X¯|
2) = 0. (8.3)
8.1 Equations for ξA
We set ξ1 = ξ0 = 0 on the cone and we define ξi by
ξ
i
:=
∂xα
∂yi
ξα ≡
∂xA
∂yi
ξA. (8.4)
It holds that
yiξ
i
= 0, (8.5)
because (recall that x1 = r, yi ≡ rΘi(xA))
yi
∂xA
∂yi
≡ r
∂yi
∂x1
∂xA
∂yi
≡ rδA1 = 0,
∂
∂r
∂yi
∂xA
≡
1
r
∂yi
∂xA
. (8.6)
We have
∂yi
∂xA
ξ
i
≡
∂yi
∂xA
∂xB
∂yi
ξB ≡ δ
B
AξB ≡ ξA. (8.7)
The equation (8.7) implies that
∂1ξA ≡ (
∂
∂r
ξi + r
−1ξi)
∂yi
∂xA
,
hence
CA ≡ −
1
2
∂yi
∂xA
{
∂
∂r
ξi + ξi(r
−1 + τ)}+ ∇˜Bχ
B
A − r
−1∂AF (trX, |X¯|
2) = 0.
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Since trX ≡ trX is a scalar function and the equation of CO in the x coor-
dinates is x0 = 0 and y0 does not depend on xA, it holds that
∂
∂xA
trX ≡
∂
∂xA
trX ≡
∂yi
∂xA
∂
∂yi
trX ≡
∂yi
∂xA
∂
∂yi
trX,
analogously
∂
∂xA
|X|2 ≡
∂yi
∂xA
∂
∂yi
|X|2,
∂
∂xA
F (trX, |X|2) ≡
∂yi
∂xA
∂
∂yi
F (trX, |X|2).
We now compute, with covariant derivatives ∇˜ taken in the Riemannian
metric g¯AB ≡ C¯AB
∇˜Bχ
B
A ≡ ∇˜B(
1
x1
X¯BA +
1
x1
δBA) ≡
1
x1
∇˜BX¯
B
A .
The Christoffel symbols C˜ABC of the Riemannian connection ∇˜ are equal
(recall that CB0 = CB1 = C00 = 0) to the trace on CO of the Christoffel
symbols with the same indices of the spacetime metric C, hence, denoting
by (C)∇ the covariant derivative in the metric C
∇˜Bχ
B
A ≡
1
x1
(C)∇BX
B
A .
Since the XBA are the only non vanishing components of the tensor X, and
due to the form chosen for the metric C we find that
(C)∇BXBA =
(C)∇αXαA =
∂yi
∂xA
(C)∇αXαi
and the equations (8.3) read
CA ≡
∂yj
∂xA
1
r
{
−
1
2
[r
∂
∂r
ξj + ξj(n+ trX)] + (C)∇αX
α
j −
∂
∂yj
F (trX, |X|2)
}
= 0.
(8.8)
The parentheses constitute a linear diagonal operator on the ξj of the type
considered in lemma 6.5. Equating it to zero gives an equation with solution
ξj an admissible series of minimal order 1. We denote by Ξj the extension
of ξi to spacetime, that is we have
ξi ≡ Ξi, (8.9)
where Ξi are analytical functions beginning by linear terms.
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8.2 Equations for νi
We now consider the equations (8.1) which read
∂1νA +
(
1
r
−
1
2
W¯1
)
νA − 2νCχ
C
A −
1
2
ν0g¯ABg¯
CD(SBCD − Γ˜
B
CD) +
1
2
ν0ξA = 0 .
(8.10)
We set
g¯0i ≡ −νi + λL¯i, with L¯i ≡ C¯ijL¯
j , L¯j ≡ yj, (8.11)
with νi such that
νiL¯
i ≡ νiy
i = 0; (8.12)
that is, using (8.11),
λ ≡ (L¯iL¯
i)−1g¯0jL¯
j ≡ r−2yj g¯0j.
Then (compare (4.5))
νA ≡ −
∂yi
∂xA
g¯0i ≡
∂yi
∂xA
νi.
Hence
∂1νA ≡
∂yi
∂xA
(∂1νi + r
−1νi).
We recall that
χCA ≡
1
r
(X¯CA + δ
C
A) i.e. rνCχ
C
A ≡ νCX¯
C
A + νA.
Therefore, after product by r, the equations can be written as follows
∂yi
∂xA
(r∂1νi −
1
2
rW¯1νi +
1
2
ν0rξi)− 2F¯A −
1
2
rν0E¯A = 0,
with
F¯A := νCX¯
C
A , E¯A := g¯ABg¯
CD(SBCD − Γ˜
B
CD).
By definition it holds that
νCX¯
C
A ≡ g0CX
C
A ,
and since XCA are the only non vanishing components of the mixed tensor X
in the coordinates x
g0CX
C
A = g0λX
λ
A ≡
∂yα
∂x0
∂yβ
∂xA
gαλX
λ
β
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Recalling that X0i ≡ 0 we find, (using (5.11), X
j
i Lj = 0)
F¯A ≡ νCX¯
C
A ≡ −
∂yi
∂xA
g0jX
j
i ≡
∂yi
∂xA
νjX
j
i .
We then remark that SBCD −C˜
B
CD is the trace on CO of the difference of
the components of the Christoffel symbols, ηαβγ and C
α
βγ , with these angular
x indices of the Minkowski metric η and the metric C :
E¯A := g¯ABg¯
CD(SBCD − C˜
B
CD), with EA ≡ CABC
CD(ηBCD − C
B
CD).
Using the expressions of η and C and the vanishing of the Christoffel symbols
of η in the y coordinates we find
E¯A ≡ CAαCλµ(ηαλµ − C
α
λµ) ≡
∂yi
∂xA
CiαCλµ(ηαλµ − C
α
λµ) ≡ −
∂yi
∂xA
CijCλµC
j
λµ,
with Cjλµ analytic functions, components of Christoffel symbols of the metric
C in y coordinates, that is, using the values of the y components of the metric
C
CijC
λµCjλµ ≡
1
2
Chk(∂hcik + ∂hcik − ∂ichk).
We recall from (7.15) that
rW¯1 ≡ −ν0g¯
ABr2sAB ≡ −ν0{n− 1 + cijδij},
and we find that the equations (8.10) can be written
∂yi
∂xA
Li = 0 ,
where Li is the following linear operator on νi
r∂1νi+ν0{
n− 1
2
+
1
2
chkδhk}νi−2νjX
j
i +
1
2
ν0rξi−
1
2
rν0CijCλµC
j
λµ = 0 . (8.13)
We extend as follows Lemma 6.5.
Lemma 8.1 If kji and hi are admissible series of minimal orders 1, and the
constant k0 ≥ 0 then the ODE
r∂1νi + k0νi + k
j
i νj = hi (8.14)
admits a solution νi which is also an admissible series of the same minimal
order than h.
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Recalling that ν0 − 1 is an admissible series of minimal order 2 we see
that this lemma applies to (8.13). We have proved:
Theorem 8.2 If the basic characteristic data is induced by an analytic met-
ric C satisfying (4.3)-(4.4), the equation (8.13) admits one and only one
solution νi which is an admissible series of minimal order 2. We denote by
Ni its spacetime extension.
We now prove:
Theorem 8.3 A sufficient condition for r−2νi to have an admissible expan-
sion is that the Cω metric C given by (4.3) which induces the basic charac-
teristic data be near-round at the vertex.
Proof. Using the relation between X and Y the linearity of F in trX
and |X|2 we see that for C round at the vertex the equation satisfied by ξj
reads
1
2
{r
∂
∂r
ξj + ξj(n+ r
2Z¯)} = hj ,
with
hj := (C)∇α((y0)2Y
α
j )−
∂
∂yj
F ((y0)2trY, (y0)4|Y |2) .
We deduce from the linearity of F in trX and |X|2 that r−1hj admits an
admissible expansion, the same holds therefore (see corollary 6.6) for r−1ξj .
The equation satisfied by νj reads
r∂1νi + ν0{
n− 1
2
+ r2dhkδhk}νi − 2νjr
2Y ji = hi , (8.15)
hi = −
1
2
ν0rξi +
1
4
r3ν0Chk(∂hdik + ∂hdik − ∂idhk) .
An extension of Lemma 8.1 shows that r−2νi admits an admissible expansion
because it is so of hi.
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9 The C0 constraint
The last unknown in g¯, only unknown in the constraint C0, is
g¯00 ≡ g¯00.
The constraint C0 has a simpler expression in terms of g¯
11. Since g¯11 is linked
to g¯00 by the identity
g¯01g¯00 + g¯
11g¯10 + g¯
A1g¯A0 = 0,
we have
g¯00 ≡ −g¯
11(ν0)
2 + g¯ABνBνA ≡ −g¯
11(ν0)
2 + C¯ ijνiνj . (9.1)
We have seen7 that the C0 constraint can be written in vacuum as
∂1ζ+(κ+τ)ζ+
1
2
{∂1W¯
1+(κ+τ)W¯ 1+R˜−
1
2
g¯ABξAξB+g¯
AB∇˜AξB} = 0, (9.2)
with
ζ := (∂1 + κ +
1
2
τ)g¯11 +
1
2
W¯ 1, (9.3)
κ ≡ ν0∂1ν0 −
1
2
(W¯1 + τ), W¯1 ≡ ν0W¯
0, W¯ 0 ≡ W¯ 1 ≡ −rg¯ABsAB. (9.4)
9.1 Equation for ζ
In the flat case it holds that
ν0,η = 1, τη = −W¯1,η =
n− 1
r
, κη = 0.
The function ζ reduces to
ζη := ∂1g¯
11 +
1
2
τη(g¯
11 − 1), (9.5)
and the equation for ζ reads, using ξA,η = 0,
∂1ζη +
n− 1
r
ζη +
1
2
{
n− 1
r2
−
(n− 1)2
r2
+ R˜η} = 0.
7See I.
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That is, using the scalar curvature of the Sn−1 round sphere of radius r which
is8
R˜η = r
−2(n− 2)(n− 1), (9.6)
the equation
∂1ζη +
n− 1
r
ζη = 0
with only bounded solution ζη ≡ 0. From (9.5) results then g¯
11
η ≡ 1. We now
study the general case.
We can write as follows the equation to be satisfied by ζ ,
r∂1(rζ) +
(rζ) k rζ +(rζ) h = 0, (9.7)
(rζ)k := r(κ+ τ)− 1 ≡ r{ν0∂1ν0 +
1
2
(τ −W1)} − 1, (9.8)
(rζ)h :=
r2
2
{∂1W¯
1 + (κ+ τ)W¯ 1 + R˜ −
1
2
g¯ABξAξB + g¯
AB∇˜AξB}.
Hence
(rζ)h :=
r2
2
{∂1W¯
1+
1
2
(τ −W¯1)W¯
1+ R˜+ν0∂1ν0W¯
1−
1
2
g¯ABξAξB+ g¯
AB∇˜AξB}.
(9.9)
We have shown that ν0 − 1 and r∂1ν0, hence also rν
0∂1ν0, admit admissible
expansions of minimal order 2, and we have seen that rτ and rW1 are ad-
missible series with terms of order zero respectively (n − 1) and −(n − 1).
Hence k is an admissible series of zero order term n− 2, and we have
(rζ)k = n− 2 + k1,
with k1 an admissible series of minimal order 1.
We study the terms appearing in (rζ)h.
•
r2ν0∂1ν0W¯
1 ≡ rν0∂1ν0 rW¯
1 (9.10)
has an admissible expansion of minimal order 2 (see lemma 6.4)
•
r2g¯ABξAξB ≡ r
2C¯ ijξiξj (9.11)
has an admissible expansion of order 4 because ξi has an admissible
expansion of order 1.
8 See for instance [4, p. 140].
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•
g¯AB∇˜AξB ≡ C¯
AB∇˜AξB,
the Christoffel symbols C˜ABC of the Riemannian connection ∇˜ are equal
(recall that CB0 = CB1 = C00 = 0) to the trace on CO of the Christof-
fel symbols with the same indices of the spacetime metric C, hence,
denoting by (C)∇ the covariant derivative in the metric C
∇˜AξB ≡ (C)∇AΞB.
Since the ΞB are the only non vanishing components of the vector Ξ,
and due to the form chosen for the metric C we find
C¯AB(C)∇AΞB = Cαβ (C)∇αΞβ, (9.12)
hence the scalar r2C¯AB∇˜AξB has an admissible expansion of minimal
order 2.
• We have seen that in the flat case
W¯ 1η ≡ η
αβΓˆ1αβ ≡ −
n− 1
r
(9.13)
and
∂1W¯
1
η + τW¯
1
η ≡ {
n− 1
r2
−
(n− 1)2
r2
} = −R˜η . (9.14)
In the general case we compute
∂1W¯
1 +
1
2
(τ − W¯1)W¯
1.
Recall that
τ ≡
n− 1
r
+
trX
r
;
set
W¯ 1 ≡ W¯ 1η + F, with F := (g¯
αβ − ηαβ)Γˆ1αβ.
Using the values of the Christoffel symbols Γˆ1αβ and the components of
g and η in x coordinates we find
F ≡ −(C¯AB − ηAB)x1sAB ≡ −
1
r
(C¯αβ − ηαβ)ηαβ
≡
1
r
(n + 1− C¯αβηαβ) ≡
1
r
(n+ 1− C¯αβηαβ)
≡
1
r
(n− C¯ ijηij) ≡ −
1
r
c¯ijδij ,
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hence
W¯ 1 ≡ −
n− 1
r
−
c¯ijδij
r
, ∂1W¯
1 ≡
n− 1
r2
+
(c¯ij − yh∂hc¯
ij)δij
r2
,
and
1
2
(τ − W¯ 1)W¯ 1 ≡ −{
n− 1
r
+
trX + c¯ijδij
2r
}{
n− 1
r
+
1
r
c¯ijδij}.
Using the value of the scalar curvature R˜η of the round sphere S
n−1 of
radius r we find that
r2{∂1W¯
1 +
1
2
(τ − W¯ 1)W¯ 1} ≡ −r2R˜η + Φ,
where Φ is an admissible expansion of minimal order 2,
Φ := −yh∂hc¯
ijδij − (n− 2)c¯
ijδij −
1
2
(n− 1 + c¯hkδhk)(trX + c¯
ijδij).
• To compute r2R˜ we use formulas given in I. The formulas (10.33) and
(10.37) of I for a general metric in null adapted coordinates are
g¯ABR¯AB ≡ 2(∂1 + Γ¯
1
11 + τ)
[
(∂1 + Γ¯
1
11 +
τ
2
)g¯11 + Γ¯1
]
+ R˜− 2g¯ABΓ¯11AΓ¯
1
1B − 2g¯
AB∇˜AΓ¯
1
1B,
R¯11 ≡ −∂1τ + Γ¯
1
11τ − χ
B
Aχ
A
B
and
S¯01 ≡ −
1
2
ν0g¯
ABR¯AB + R¯1Aν
A −
1
2
ν0g¯
11R¯11.
In the case of the metric C it holds that C01 = 1, C0A = 0, C00 = −1,
C11 = 1 hence
(C)Γ111 ≡
(C) Γ11A ≡ 0,
(C)Γ1 ≡ −
1
2
(CAB∂1CAB + C
AB∂0CAB),
and the above formulas reduce to (recall that R˜ ≡ (C)R˜):
C¯AB (C)R¯AB ≡ −(∂1 + τ)
[
τ + C¯AB∂0CAB
]
+ R˜,
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R¯11 ≡ −∂1τ − χ
B
Aχ
A
B,
and
−2 (C)S¯01 ≡ g¯
ABR¯AB + R¯11,
from which we deduce
R˜ ≡ 2∂1τ + τ
2 + (∂1 + τ)C¯
AB∂0CAB + χ
B
Aχ
A
B − 2
(C)S01.
We have
(C)S¯01 ≡ −(
(C)S¯00 + r
−1yi (C)S¯0i).
Since C is an analytic metric in a neighbourhood of O, (C)S¯αβ admit admis-
sible expansions and hence r2 (C)S¯01 also admits an admissible expansion of
minimal order 2.
Recall that
τ ≡
n− 1
r
+
trX
r
and |χ|2 =
|X¯|2 + 2 trX + n− 1
r2
,
hence
r2{2∂1τ+τ
2+χBAχ
A
B} ≡ (n−1)(n−2)+2(n−1)trX+2r∂1trX+(trX)
2+|X¯|2.
Finally we remark that ∂0CAB are the non vanishing components of the
Lie derivative of the metric C with respect to the vectorm with x components
m0 = 1, m1 = mA = 0 hence with y components m0 = −1, mi = 0 that
CAB∂0CAB ≡ C
αβLmCαβ ≡ C
αβ∂0Cαβ,
hence
C¯AB∂0CAB ≡ C ij∂0Cij ≡ C ij∂0cij
has an admissible expansion of minimal order 1 and r2(∂1+ τ)C¯
AB∂0CAB an
admissible expansion of minimal order 2.
We have proved that
r2R˜ ≡ r2R˜η +Ψ,
where
Ψ ≡ 2(n− 1)trX + 2r∂1trX + (trX)
2 + |X¯|2 + r2(∂1 + τ)C ij∂0cij
has an admissible expansion of minimal order 2. Hence
r2{∂1W¯
1 +
1
2
(τ − W¯ 1)W¯ 1 + R˜} ≡ Φ+ Ψ.
In conclusion we have shown that (rζ)h has an admissible expansion of
minimal order 2, the same is therefore true of rζ.
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9.2 Equation for α := g¯11 − 1
The definition of ζ gives for α := g¯11 − 1 an equation which reads
r∂1α + r(κ+
1
2
τ)α +
r
2
(2κ+ τ + W¯1 − 2ζ) = 0. (9.15)
Theorem 9.1 If the basic characteristic data is induced in a neighbourhood
of O by an analytic metric C satisfying (4.3)-(4.4), then the equation (9.15)
admits in this neighbourhood one and only one solution α which is an admis-
sible series of minimal order 2.
This implies that g¯00 + 1 is also an admissible series of minimal order 2.
Proof. Using the definition of κ in (9.4), the equation (9.15) reads
r∂1α + r(κ+
1
2
τ)α + r(ν0∂1ν0 − ζ) = 0,
that is,
r∂1α+
(α)kα + (α)h = 0, (9.16)
with
(α)k := r(ν0∂1ν0 −
1
2
W¯1),
(α)h := r(ν0∂1ν0 − ζ). (9.17)
Previous results show that this equation is of a form to which Lemma 6.5
applies with (α)k0 =
n−1
2
and (α)h of minimal order 2. It has therefore a
solution α, admissible series of minimal order 2.
The identity (9.1) shows the property of g¯00 + 1.
Theorem 9.2 If in addition to the hypothesis of the previous theorem the
given metric C is near-round at the vertex, then r−2(g¯00+1) is an admissible
series in a neighbourhood of the vertex.
Proof. The result will follow from the proof that (α)h given in (9.17)
is such that r−2(α)h is an admissible series. By previous results, it remains
only to prove that r−2(rζ) has an admissible expansion, hence that it is so
of r−2(rζ)h. We have
r−2(rζ)h :=
1
2
{r−2(Φ + Ψ) + ν0∂1ν0W¯
1 −
1
2
g¯ABξAξB + g¯
AB∇˜AξB}. (9.18)
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We check that, if C is near-round at the vertex the various terms, studied
above, are such that the required condition is satisfied. Indeed
ν0∂1ν0W¯
1 ≡ ν0r−1∂1ν0 rW¯
1
has an admissible expansion because it is so of r−1∂1ν0 and rW¯
1.
g¯ABξAξB ≡ C¯
ijξiξj, g¯
AB∇˜AξB ≡ Cαβ (C)∇αΞβ
have admissible expansions because ξi does.
The assumptions on cij and the identity yh∂hr ≡ r show that
yh∂hc¯
ijδij ≡ r
2(yh∂hd¯
ijδij + 2d¯
ijδij),
hence r−2Φ, and r−2Ψ, with Φ and Ψ given above have admissible expansions.
It remains to show the property for
(C)S¯01 ≡ −(
(C)S¯00 + r
−1yi (C)S¯0i).
Since C is an analytic metric in a neighbourhood of O, (C)S¯00 has an ad-
missible expansion. Denoting by (C)Kij ≡ −
1
2
∂0Cij the second fundamental
form of C relative to the slicing of Rn+1 by y0 = constant, we know that9,
(C)S¯0i ≡ ∂i tr
(C)K −(C) ∇¯j(C
jh (C)Kih).
We have
(C)∇¯j(C
jh(C)Kih) ≡ C
jh(∂j
(C)Kih − C
k
ji
(C)Kik − C
k(C)
jh Kjk).
The functions (C)Kij are analytic and the Christoffel symbols C
k
ji are products
by y0 of analytic functions, while elementary computations give
−2yiCjh∂j
(C)Kih ≡ y
iCjh∂j∂0Cih ≡ C
jh{∂j∂0(y
icih)− ∂0cjh},
hence using yicih = 0 and δ
jhcjh = (y
0)2Z. We deduce from these results
that r−1yi(C)S¯0i also has an admissible expansion.
The proof is complete.
9See for instance [1, Chapter 6].
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10 Conclusions
10.1 An existence theorem
We have shown that when the metric C given by (4.3) which induces on CO
the basic characteristic data g˜ (i.e. g¯AB ≡ C¯AB ≡ C˜AB) is analytic, then
the functions ν0, νi, g¯00 have admissible expansions. We have shown that if
moreover C is near-round at the vertex (definition 7.2), then the functions
r−2(ν0 − 1), r
−1νi, and r
−2(g¯00 + 1) have also admissible expansions. These
results imply the following theorem (the notations are those of section 2):
Theorem 10.1 If the metric C given by (4.3)-(4.4) which induces the ba-
sic characteristic data on the cone CTO is smooth everywhere, and moreover
analytic and near-round in a neighbourhood of the vertex, then there exists a
number T0 > 0 such that the wave-gauge reduced vacuum Einstein equations
with characteristic initial determined by C and the solution of the wave-map
gauge constraints have a solution in Y T0O which induces on C
T0
O the same
quadratic form as C.
Proof. It results from the formulae
g¯00 ≡ g¯00, g¯0i ≡ −{g¯00 + ν0)}r
−1yi − νi, with y
iνi ≡ 0 , (10.1)
g¯ij − δij ≡ {g¯00 + 1 + 2(ν0 − 1)}r
−2yiyj + r−1(yiνj + y
jνi) + cij , (10.2)
and the theorems of previous sections that g¯00 + 1, g¯0i, and g¯ij − δij have
admissible expansions, hence are the trace on CO of analytic functions. We
apply the Cagnac-Dossa theorem.
This theorem and the results of I lead then to the following sufficient
condidions for the existence of a solution of the full Einstein equations.
Theorem 10.2 If the metric C given by (4.3) which induces the basic char-
acteristic data on the cone CO is smooth, and analytic and near-round at the
vertex, there exists a vacuum Einsteinian spacetime (Y T0O , g) which induces
on CT0O the same quadratic form as C. The solution is locally geometrically
unique.
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