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Cap´ıtulo 1
Introduccio´n
Las ecuaciones diferenciales impl´ıcitas -EDIs- aparecen frecuentemente
en diferentes ciencias. Una EDI definida sobre una variedad M puede repre-
sentarse de manera general as´ı:
ϕ(x, x˙) = 0, (1.1)
siendo una ecuacio´n diferencial ordinaria -EDO- x˙ = f(x) el caso particular
ma´s simple.
Las ecuaciones de Euler-Lagrange para un Lagrangiano dado [17], las
ecuaciones de Lagrange-D’Alembert para un sistema no-holo´nomo y su ver-
sio´n reducida: las ecuaciones de Lagrange-D’Alembert-Poincare´ [18], son al-
gunos ejemplos de EDIs que provienen de la meca´nica.
Un gran nu´mero de trabajos sobre EDIs han sido tambie´n motivados por
aplicaciones en teor´ıa de circuitos [19]. En este contexto, como en otros, las
EDIs se conocen como ecuaciones diferenciales algebraicas -EDAs-. La forma
diferencial-algebraica de las ecuaciones de un circuito se debe de manera na-
tural a la combinacio´n de ecuaciones diferenciales con relaciones algebraicas,
donde estas u´ltimas modelan las leyes de Kirchoff.
La teor´ıa de control ha considerado tambie´n la literatura de las EDAs. En
este contexto las EDAs se conocen como sistemas descriptores. En las u´ltimas
tres de´cadas los sistemas de control lineales y no-lineales, as´ı como tambie´n
los variantes en el tiempo, han sido un foco de intere´s desde la perspectiva de
las EDAs, jugando un rol importante los problemas de control o´ptimo [20].
En los an˜os ’70 un nuevo enfoque matema´tico de las EDIs ha comenzado
a desarrollarse, de algu´n modo independiente de un campo de aplicacio´n
espec´ıfico. En este nuevo enfoque se pone e´nfasis en los aspectos nume´ricos
de las EDIs, [21].
Una solucio´n de (1.1) en un punto x es un vector (x, v) ∈ TxM
que satisface (1.1). Una curva solucio´n de (1.1) x : I −→ M, con
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I intervalo abierto, es una funcio´n diferenciable en I y tal que
(x(t), x˙(t)) es una solucio´n en el punto x(t), para todo t en I.
Cuestiones ba´sicas tales como existencia, unicidad o extensio´n de solucio-
nes para una condicio´n inicial dada no han sido au´n completamente resueltas,
aunque varios resultados parciales se han establecido para ciertas clases de
EDIs [12, 2, 30]. Un camino a seguir es usar un algoritmo de restricciones, que
consiste en construir una secuencia decreciente de variedades de restriccio´n
M ⊇ M1 ⊇ . . . ⊇ Mq definida as´ı,
Mk+1 := {x ∈ Mk | existe (x, v) ∈ TMk tal que ϕ(x, v) = 0},
con M0 := M, con el objetivo de obtener una ecuacio´n equivalente sobre
la variedad final Mq de modo tal de poder asegurar existencia de solucio´n
para cada condicio´n inicial en Mq. Este algoritmo, que usa so´lo la estructura
diferenciable, independientemente de cualquier otra estructura que pudiera
estar presente, como por ejemplo una estructura presimple´ctica o de Poisson
o de Dirac, representa un aspecto geome´trico-diferencial subyacente en los al-
goritmos de Gotay-Nester, Dirac o´ CAD. Estos tres algoritmos, que pueden
considerarse tipos particulares de algoritmos de restricciones y que se aplican
a EDIs con determinadas estructuras, sera´n desarrollados en el Cap´ıtulo 3.
Para asegurar, por un lado, que en cada paso del algoritmo el correspondiente
conjunto Mk resulta una subvariedad, de modo tal de poder continuar con
el proceso, y por otro lado, que el algoritmo se detiene luego de un nu´mero
finito de pasos, se puede elegir asumir ciertas hipo´tesis del tipo condiciones
de “rango localmente constante.”Luego, la EDI puede reducirse a una EDO
equivalente, dependiendo de para´metros, sobre la variedad final de restric-
ciones Mq. En efecto, por construccio´n, Mq se caracteriza por la propiedad
de ser la menor subvariedad que contiene todas las curvas solucio´n de la EDI
dada. Luego, si Mq es vac´ıo, no existen curvas solucio´n.
Otra manera de definir la variedad final Mq, sin necesidad de calcular las
variedades intermedias, es la siguiente:
Mq = {x(t) : x(s), s ∈ (a, b), es una curva solucio´n de ϕ(x, x˙) = 0, t ∈ (a, b)}.
A trave´s de las siguientes referencias se puede ver co´mo algu´n tipo de al-
goritmo de restricciones se aplica en diferentes contextos para ciertas clases
de EDIs: en [10] se trabaja con variedades presimple´cticas; en [12] se suponen
ciertas hipo´tesis de diferenciabilidad sobre los datos; en [11] se trabaja con
variedades algebraicas complejas; mientras que en [2] se plantea el algoritmo
en el contexto anal´ıtico, admitiendo en este caso que en algu´n paso del algo-
ritmo el correspondiente conjunto Mk puede tener singularidades para luego
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aplicar una te´cnica de desingularizacio´n.
Desde el punto de vista geome´trico la idea ba´sica del algoritmo de restric-
ciones, en sus diferentes variantes, es muy simple y natural y se encuentra
ya presente en la teor´ıa de ligaduras de Dirac [7, 8, 9].
Presentaremos ahora algunos ejemplos simples de EDIs, con la intencio´n
de ilustrar que tipo de situaciones se pueden presentar en lo que se refiere a
existencia, unicidad y extensio´n de soluciones.
Ejemplo 1.1. Sea F : TR3 −→ R3, con
F (x, x˙) ≡
⎡
⎣ x1 − cosx2x˙1 − x3
x˙2 − 1
⎤
⎦ = 0. (1.2)
Observar que DF (x, x˙) tiene rango 3 cualquiera sea x = (x1, x2, x3) ∈ R3,
luego M = F−1(0) es una subvariedad de TR3 de dimensio´n 3. Si x = x(t)
es cualquier solucio´n C1 de (1.2), entonces derivando la ecuacio´n algebraica
x1(t)− cos x2(t) = 0 y reemplazando en las ecuaciones diferenciales se puede
ver que esta solucio´n debe satisfacer tambie´n la ecuacio´n x3(t)+sin x2(t) = 0.
En otras palabras cualquier solucio´n debe estar contenida en el conjunto
Y = g−1(0) ⊂ R3, con g(x) = (x1 − cosx2, x3 + sin x2)T , x ∈ R3. Como
Dg(x) tiene rango 2 para todo x, se concluye que Y es una subvariedad de
R3 de dimensio´n 1. Luego, si x = x(t) es una solucio´n de (1.2), entonces
(x(t), x˙(t)) ∈ TY ∩ F−1(0), y rec´ıprocamente.
Ejemplo 1.2. Consideremos ahora la EDI definida sobre R2 as´ı,
x˙1 + x˙2 = 1 (1.3)
x1x2 = 0. (1.4)
Las curvas c1(t) = (t, 0) y c2(t) = (0, t) tienen el mismo valor inicial en t = 0
y son ambas solucio´n de (1.3)-(1.4). Adema´s, Dc1(0) = Dc2(0), esto se debe
al hecho que x1x2 = 0 no es una subvariedad.
Ejemplo 1.3. Sea la siguiente EDI definida sobre R2,
x21 + x2 = 0 (1.5)
x˙2 = 1, (1.6)
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con condicio´n inicial x(0) = (1,−1) (y entonces x˙(0) = (−1
2
, 1)). Este proble-
ma de valores iniciales tiene una u´nica solucio´n x(t) = ((1 − t) 12 , t − 1),
que no puede continuarse ma´s alla´ de t = 1, a pesar del hecho de que
x(1) = (0, 0) existe y l´ımt→1− x(t) = x(1). El punto (0, 0), donde la solu-
cio´n x(t) = ((1 − t) 12 , t − 1) de (1.5)-(1.6) termina en tiempo finito t = 1,
es un punto de impasse [26], como suele llamarse en la literatura ingenieril,
especialmente en conexio´n con circuitos RLC no lineales [27]. Por u´ltimo ob-
servar que la solucio´n esta´ definida en (−∞, 1], pero a diferencia de lo que
ocurre cuando se trabaja con EDOs, no se puede continuar.
Notar que todos los problemas a tratar a lo largo de este trabajo, rela-
cionados a existencia de soluciones, sera´n en general de naturaleza local, es
decir, en un entorno del punto de la variedad donde se este´ trabajando, aun-
que algunos resultados valdra´n globalmente.
Si bien el tema general de esta tesis es el estudio de soluciones de EDIs,
es importante remarcar que hay dos l´ıneas bien diferenciadas de las que nos
ocuparemos y que se describen ma´s abajo.
En el Cap´ıtulo 2 se establecera´n algunas definiciones y algunos resultados
ba´sicos que utilizaremos a lo largo de esta tesis.
En los Cap´ıtulos 3 y 4 trabajaremos con EDIs que modelan sistemas dina´mi-
cos que provienen de la meca´nica. Ma´s concretamente, en el Cap´ıtulo 3 des-
cribiremos las ideas presentadas por Paul Dirac para el estudio de sistemas
meca´nicos con Lagrangianos degenerados y desarrollos posteriores en el mis-
mo sentido, que incluyen en el mismo contexto a los sistemas Lagrangianos
con v´ınculos no–holo´nomos. En este Cap´ıtulo se repasan algunos algoritmos
ya conocidos, como el propio algoritmo de Dirac y el algoritmo de Gotay-
Nester, y se detalla tambie´n como es posible utilizar el concepto de estructuta
de Dirac para generalizar estos algoritmos a trave´s de un nuevo algoritmo
llamado CAD, de modo tal de poder tratar con sistemas ma´s generales, que
incluyen ejemplos importantes, tales como los circuitos LC y los sistemas La-
grangianos con v´ınculos no-holo´nomos, en todos los casos se trata de sistemas
conservativos. En el Cap´ıtulo 4 se presentara´n algunos de los resultados ori-
ginales de la tesis y es de alguna manera una generalizacio´n del Cap´ıtulo
anterior. La idea fundamental es generalizar el concepto de estructura de Di-
rac de modo tal de poder plantear un nuevo algoritmo, tambie´n ma´s general,
que sea aplicable a sistemas donde no haya necesariamente conservacio´n de
la energ´ıa. Los ejemplos que se tratan con esta nueva formulacio´n son los
circuitos ele´ctricos RLC, donde adema´s de capacitores e inductores hay re-
sistencias, y los sistemas meca´nicos con friccio´n.
En los Cap´ıtulos 5 y 6 trabajaremos con EDIs ma´s generales, llamadas cua-
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silineales. En el Cap´ıtulo 5 se detallara´n dos algoritmos de restricciones ya
conocidos, que llamaremos en este trabajo regular y singular. En ambos casos
se busca hallar una EDI equivalente a la dada y un dominio donde pueda
garantizarse existencia de solucio´n. En el caso del algoritmo regular se pe-
dira´n ciertas hipo´tesis de regularidad, que no sera´n necesarias en el caso del
algoritmo singular, donde se utilizara´ una te´cnica llamada de desingulariza-
cio´n que permitira´ aplicar el algoritmo au´n en los pasos donde las hipo´tesis
de regularidad no se cumplan. Si bien el algoritmo singular es una generali-
zacio´n del algoritmo regular, no da respuesta a ciertos problemas de valores
iniciales, que se vinculan con existencia y extensio´n de soluciones por ciertos
puntos que llamaremos singulares. El Cap´ıtulo 6, que contiene otros de los
aportes originales de esta tesis, da respuesta a algunos de estos problemas.
En efecto, en ese Cap´ıtulo nos ocuparemos de estudiar existencia y exten-
sio´n de soluciones de cierta clase de EDIs cuasilineales, por algunos puntos
singulares que llamaremos puntos de impasse y puntos de cruce.
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Cap´ıtulo 2
Preliminares
En este cap´ıtulo recordaremos algunas definiciones y algunos resultados
que sera´n necesarios en el desarrollo de esta tesis. Ba´sicamente, en los Cap´ıtu-
los 3 y 4, utilizaremos las nociones de fibrados, distribuciones en general y
distribuciones de rango constante; mientras que para desarrollar los Cap´ıtu-
los 5 y 6 necesitaremos definir una ecuacio´n diferencial impl´ıcita cuasilineal
-EDICL- y establecer cua´ndo este tipo de ecuacio´n se dice de rango localmente
constante.
2.1. Fibrados, distribuciones y distribuciones
de rango constante.
Gran parte de esta seccio´n esta´ formada por resultados conocidos que se
mencionan aqu´ı por completitud, de modo que el lector que conozca el tema
puede saltear gran parte de esta seccio´n. La excepcio´n es la definicio´n de
distribucio´n (definicio´n 2.12), que es diferente de la esta´ndar.
Variedades. Las variedades son espacios que, localmente, son muy pare-
cidas a Rn y son necesarias para poder dar una visio´n global de muchos
problemas.
Definicio´n 2.1. Una variedad es un espacio topolo´gico Hausdorff M 2–
numerable, paracompacto y localmente homeomorfo a un espacio vectorial
de dimensio´n finita. Si M es conexo, entonces la dimensio´n sera´ constante,
en cambio, si M tiene ma´s de una componente conexa, cada una de ellas
podra´ tener una dimensio´n diferente.
Ma´s expl´ıcitamente, que sea localmente homeomorfo a un espacio vecto-
rial significa que existe un cubrimiento de M por abiertos (Ui) y homeomor-
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fismos φi : Ui → Vi donde Vi es un abierto de Rni . Cada uno de estos pares
(Ui, φi) se llama carta local o sistema de coordenadas locales. Un conjunto de
cartas locales tales que
⋃
Ui = M e denomina atlas.
Las aplicaciones φi1i2 = φi2 ◦φi1−1 : φi1(Ui1 ∩Ui2)→ φi2(Ui1 ∩Ui2), donde
Ui1 ∩ Ui2 6= ∅, se llaman cambios de coordenadas.
Ui1 ∩ Ui2 ⊂M
φi1(Ui1 ∩ Ui2) φi2(Ui1 ∩ Ui2)
φi2
φi1
φi1i2
Una variedad Ck es una variedad provista de un atlas tal que todos los
cambios de coordenadas son difeomorfismos Ck (i.e. funciones Ck con inversa
tambie´n Ck). De modo similar definimos variedades C∞ y Cω, pidiendo que
los mapas de transicio´n sean difeomorfismos suaves y anal´ıticos, respectiva-
mente. Dos atlas Ck son equivalentes si su union es tambie´n un atlas Ck,
debido a esto puede pensarse que una variedad Ck es una variedad con un
atlas Ck maximal, aunque para definirla alcanza con dar un atlas no maximal.
Utilizaremos la frase variedad diferencial cuando k = 1, . . . ,∞, ω pueda
quedar impl´ıcita.
Definicio´n 2.2. Una subvariedad de una variedad M es un subconjunto N
tal que para cada x ∈ N existen sistemas de coordendas locales φ : U → Rn
con x ∈ U ⊂ M tales que φ(N ∩ U) es igual a V ∩ φ(U) donde V es algu´n
subespacio de Rn.
Definicio´n 2.3. Dadas M1 y M2 dos variedades C
k (respectivamente C∞,
Cω), una funcio´n f : M1 → M2 y dos cartas locales φi1 : Ui1 ⊂ M1 → Rn1 y
φi2 : Ui2 ⊂ M2 → Rn2 tales que f(Ui1) ⊂ Ui2 , se llama representante local de
f a la aplicacio´n fk1k2 = φi2 ◦ f ◦ φ−1i1 .
Se dice que una funcio´n f : M1 → M2 es de clase Ck (respectivamente
C∞, Cω) si todos sus representantes locales lo son. Tambie´n utilizaremos la
palabra suave cuando k = 1, . . . ,∞, ω pudiera quedar impl´ıcito.
M1 M2
φ1(U1) φ2(U2)
f
φ1 φ2
fi1i2
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Nota. Si bien pueden tomarse definiciones ma´s amplias para variedades dife-
renciales, aqu´ı decidimos restringirnos a espacios de dimensio´n finita y agre-
gar las hipo´tesis necesarias para garantizar la existencia de particiones de la
unidad subordinadas a las cartas locales. (Ver, por ejemplo, comentario en
el libro de Hirsch [35]1§5).
Definicio´n 2.4. Dada una variedad M y un cubrimiento por abiertos U =
(Ui), una particio´n de la unidad subordinada a U es una familia de funciones
suaves (λi) tales que:
1. para todo i, λi se anula fuera de Ui,
2. para todo x ∈ M existe un entorno Ux, con x ∈ Ux, tal que so´lo un
nu´mero finito de las λi toma valores no nulos en Ux,
3.
∑
λi(x) = 1, para todo x (por hipo´tesis 2 esta suma es finita).
Teorema 2.1. Sea M una variedad Ck con k = 1, . . . ,∞. Todo cubrimiento
por abiertos de M tiene una particio´n de la unidad subordinada.
Demostracio´n. Ver [35] teorema 2§2.1.
Las particiones de la unidad son u´tiles porque permiten construir objetos
globales a partir de combinaciones lineales de objetos locales.
Fibrados. Definiremos ahora una estructura que sera´ fundamental en los
cap´ıtulos 3 y 4.
Definicio´n 2.5. Consideremos dos variedades E,M y una aplicacio´n τ :
E → M .
Una carta fibrada de rango n es una funcio´n suave ψ : τ−1(U) → U ×Rn,
donde U es un abierto de M , tal que el diagrama siguiente conmuta,
τ−1(U) U × Rn
U
τ
ψ
πU
donde πU(x, v) = x es la proyeccio´n sobre la primera componente.
Llamamos fibra sobre x al conjunto Ex = τ
−1(x). La fibra Ex adquiere una
estructura de espacio vectorial a trave´s del homeomorfismo ψx : Ex → Rn
que resulta de restringir ψ a Ex..
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Ex
Rn Rn
ψi1x ψi2x
ψi1i2x
Un atlas fibrado de rango n es una familia de cartas fibradas ψi : τ
−1(Ui)→
Ui×Rn tales que (Ui) es un cubrimiento por abiertos de M y las aplicaciones
ψi1i2x = ψi2x ◦ ψ−1i1x son aplicaciones lineales.
Un fibrado vectorial sobre M es una aplicacio´n τ : E → M con un
atlas fibrado. La variedad M se denomina base y las aplicaciones ψi1i2(·) :
Ui1 ∩ Ui2 → GL(Rn) se denominan mapas de transicio´n. En ocasiones se
menciona un fibrado haciendo referencia so´lo al conjunto E, cuando los dema´s
elementos puedan quedar impl´ıcitos.
Alternativamente, un fibrado vectorial puede ser definido mediante un
cubrimiento {Ui} y mapas de transicio´n suaves ψij : Ui ∩ Uj → GL(Rn) que
verifiquen las siguientes hipo´tesis:
1. ψij ◦ ψji ≡ In.
2. ψjk ◦ ψij = ψik all´ı donde la composicio´n este´ bien definida.
En este trabajo, siempre usaremos la palabra fibrado para referirnos a
fibrados vectoriales.
Definicio´n 2.6. Dado un fibrado τ : E → M , una seccio´n local es una
aplicacio´n suave v : U → E donde U ⊂M es un abierto y tal que para todo
x ∈ U , τ(v(x)) = x.
Ejemplo 2.1. Dada una variedad M (que sea al menos C1) se define el fibrado
tangente TM formado por los elementos (x, v), donde x ∈M y v es una clase
de equivalencia de curvas γ : (−, )→M con γ(0) = x, donde dos curvas son
equivalentes si y so´lo si, al componerlas con alguna carta local φ : M → Rn,
coinciden hasta primer orden (la condicio´n que la variedad sea al menos C1
garantiza que esta relacio´n no depende de la eleccio´n de la carta local).
Definimos τ : TM → M por τ(x, v) = x. Dado un atlas de M formado
por las cartas locales φi, el atlas fibrado correspondiente de TM estara´ for-
mado por las cartas fibradas ψi(x, v) = (φi(x),
d
dt
(φi ◦ γ)(0)), donde γ es un
representante de la clase de equivalencia v.
Los mapas de trancisio´n resultan ser ψij = dφij.
Notar que si los cambios de coordenadas de M son de clase Ck, entonces
los mapas de transicio´n de TM sera´n de clase Ck−1, por lo tanto si M es una
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variedad Ck, entonces TM sera´ un fibrado de clase Ck−1, y en caso de que
M fuera de clase C∞ o Cω, entonces TM sera´ un fibrado de la misma clase.
(Por este motivo en el Cap´ıtulo 4 nos limitaremos a trabajar en los casos C∞
y Cω).
La notacio´n TxM se usa para referirse a la fibra (TM)x.
Definicio´n 2.7. Dado un fibrado τ : E → M y una aplicacio´n suave f :
M˜ → M se define el pullback f ∗E del siguiente modo. Se toma f ∗E =
{(x, y) ∈ M˜ × E|f(x) = τ(y)} y τ˜ : f ∗E → M˜ definido por τ(x, y) = x.
Las cartas fibradas de f ∗E se definen tomando cartas fibradas de E, ψ :
τ−1(U) → U × Rn y definiendo ψ˜ : τ˜−1(f−1(U)) → f−1(U) × Rn mediante
ψ˜x = ψf(x).
Dado un fibrado τ : E → M y una subvariedad N ⊂ M llamamos
restriccio´n a EN = i
∗E, donde i : N → M es la inclusio´n.
Definicio´n 2.8. Dados dos fibrados τi : Ei → M , i = 1, 2 sobre el mismo
espacio base M se define la suma de Whitney como E1 ⊕ E2 = {(v1, v2) ∈
E1 × E2|τ1(v1) = τ2(v2)}.
La estructura de fibrado de E1 ⊕ E2 sobre M puede obtenerse tomando
la estructura de E1 × E2 como fibrado sobre M × M y restringiendo a la
diagonal {(x, x)|x ∈ M} e identificando a esta diagonal con M .
Definicio´n 2.9. Dado un fibrado τ : E → M , un producto interno sobre E es
una familia (〈, 〉x)x∈M de productos internos sobre Ex tales que la aplicacio´n
(x, u, v) → (〈u, v〉x) es una aplicacio´n suave de E ⊕ E → R.
Para los casos Ck, k = 1, . . . ,∞ siempre se puede construir un producto
interno tomando un producto interno para cada carta fibrada y combina´ndo-
los mediante una particio´n de la unidad.
Un producto interno sobre TM se denomina me´trica riemanniana.
Morfismos. Los fibrados vectoriales sobre una misma base forman una
categor´ıa tomando como morfismos a los mapas lineales.
Definicio´n 2.10. Dados dos fibrados τ1 : E1 → M1 y τ2 : E2 → M2, un
mapa fibrado es una funcio´n suave f : E1 → E2 que cubre una funcio´n suave
f˜ : M1 → M2, es decir, que el siguiente diagrama conmuta
E1 E2
M1 M2
τ1
f
τ2
f˜
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el hecho de que el diagrama conmute implica que f env´ıa la fibra E1x en la
fibra E2f˜(x).
Una aplicacio´n lineal o morfismo de fibrados vectoriales es un mapa fi-
brado tal que la restriccio´n de f a cada fibra resutla ser una funcio´n lineal.
Ejemplo 2.2. Dada una funcio´n suave entre dos variedade f : M → N se
define el mapa Tf : TM → TN mediante la fo´rmula Tf(x, [γ]) = (f(x), [f ◦
γ]), donde [.] representa la clase de equivalencia de la curva correspondiente.
Tambie´n se usa la notacio´n Txf(v) = Tf(x, v). Que Txf es una aplicacio´n
lineal se deduce de la linealidad de la derivacio´n.
Con esto podemos dar una forma de definir subvariedades que es ma´s
sencilla de verificar.
Definicio´n 2.11. Dadas dos variedades N y M y una aplicacio´n f : N → M
se dice que
f es una inmersio´n si Txf es monomorfismo para todo x.
f es una submersio´n si Txf es epimorfismo para todo x.
f es un encaje si es una inmersio´n y adema´s es un homeomorfismo de
N en f(N).
Teorema 2.2. Dada una variedad M y un subconjunto N ⊂ M , N es una
subvariedad si y so´lo si N es la imagen de un encaje.
Demostracio´n. Ver [35] teorema 1§3.1
Construccio´n functorial de fibrados Una forma bastante general de
construir nuevos fibrados a partir de fibrados anteriores es la siguietnte:
Un functor en la categor´ıa de espacios vectoriales de dimensio´n finita es
una aplicacio´n F que, dados los espacios vectoriales (Vi,Wj)i∈I,j∈J construye
el espacio vectorial F(Vi,Wj), y que dadas las transformacione lineales Ai :
Vi → V˜i y Bj : W˜j → Wj construye la transformacio´n lineal F(Ai, Bj) :
F(Vi,Wj) → F(V˜i, W˜j). Se dice que el functor F es covariante en las variables
Vi y contravariante en las variables Wj.
Por ejemplo, el dual W → W ∗ es un functor contravariante (aplicado a
transofrmaciones lineales da la transpuesta), la suma directa V1 ⊕ V2 es un
functor covariante en las dos variables y L(W,V ) (espacio de transformacio-
nes lineales de W en V ) es covariante en la segunda variable y contravariante
en la primera (aplicar este u´ltimo functor a transformaciones lineales equivale
a componer a derecha con una transformacio´n y a izquierda con la otra).
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Un functor se dice Ck k = 1, . . . ,∞, ω si al aplicarlo a transformaciones
lineales resulta ser una funcio´n suficientemente suave (los conjuntos L(V, V˜ )
son espacios vectoriales de dimensio´n finita y por lo tanto tienen una estruc-
tura diferencial).
Teorema 2.3. Sea F un functor suave, entonces para cada variedad M
existe un functor FM de fibrados vectoriales sobre M que verifica que, dados
los fibrados Ei, y los morfismos de fibrados f i,
1. para todo x ∈ M FM(Ei)x = F(Eix);
2. para todo x ∈ M FM(f i)x = F(f ix);
3. si los Ei son fibrados triviales entonces FM(Ei) tambie´n es un fibrado
trivial;
4. si h : N → M es suave entonces FN(h∗Ei) = h∗FM(Ei).
Demostracio´n. Ver [37] teorma 3§4.1.
En particular, esto nos permite dar una construccio´n alternativa para la
suma de Whitney E1⊕E3 (ver definicion 2.8) y adema´s nos permite definir el
fibrado dual E∗ y ver al conjunto de todas las aplicaciones lineales L(E1, E2)
como un fibrado sobre la misma base.
Ejemplo 2.3. El dual del fibrado tangente TM se denomina fibrado cotangente
y se simboliza T ∗M .
El fibrado TM ⊕ T ∗M jugara´ un rol importante en los Cap´ıtulos 3 y 4
de esta tesis.
Subfibrados y distribuciones. Definiremos a continuacio´n los conceptos
de subfibrado, distribucio´n y codistribucio´n. La definicio´n de distribucio´n
dada aqu´ı se aleja bastante de la habitualmente hallada en la bibliograf´ıa.
Definicio´n 2.12. Dados dos fibrados E y E˜ sobre M y un morfismo f :
E˜ → E definimos la imagen de f como Im(f) = {f(v) ∈ E|v ∈ E˜} y el
nu´cleo de f como ker(f) = {v ∈ E˜|f(v) ∈ M × {0} ⊂ E} (esto es, tomar la
imagen y el nu´cleo fibra a fibra).
Una distribucio´n es cualquier subconjunto de un fibrado que pueda
obtenerse como imagen de un morfismo.
Una codistribucio´n es cualquier subconjunto de un fibrado que pueda
obtenerse como nu´cleo de un morfismo.
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Un subfibrado es una distribucio´n que puede obtenerse como imagen de
un monomorfismo (es decir, imagen de un morfismo cuyo nu´cleo es la
seccio´n nula).
Una definicio´n equivalente para subfibrados consiste en decir que un subfi-
brado es un subconjunto de un fibrado localmente generado por k secciones
linealmente independientes.
La definicio´n de distribucio´n dada arriba es difrente a las definiciones
halladas en la bibliograf´ıa. En algunos casos, la palabra distribucio´n se utiliza
para subfibrados del fibrado tangente. Nosotros damos una definicio´n ma´s
general debido a que trabajaremos con mucha frecuencia con el fibrado TM⊕
T ∗M .
En otros casos, la palabra distribucio´n se usa para referirse a subconjun-
tos de TM localmente generados por secciones que no son necesariamente
linealmente independientes. Esta definicio´n es, en principio, ma´s general que
la de distribuciones de TM en el sentido de la definicio´n 2.12, pero en los
casos en que la cantidad total de secciones utilizadas para generar el subcon-
junto sea finita, ambas definiciones coinciden (en el caso de la definicio´n 2.12
puede construirse un morfismo con dominio en un fibrado trivial de rango
suficientemente grande).
El rango de una distribucio´n es una funcio´n semicontinua inferiormente
y el rango de un codistribucio´n es una funcio´n semicontinua superiormente.
El rango de un subfibrado es constante. Es inmediato verificar que cualquier
distribucio´n de rango constante es un subfibrado.
Las codistribuciones introducidas en la definicio´n 2.12 son objetos duales
de las distribuciones en el siguiente sentido: Dada una distribucio´n D ⊂ E,
entonces existe un morfismo f : E˜ → E cuya imagen es D. El morfismo f
induce otro morfismo f ∗ : E∗ → E˜∗. El nu´cleo de f ∗ es D◦ que resulta ser
una codistribucio´n.
Las distribuciones son, como hemos visto, objetos generados por seccio-
nes, y las codistribuciones resultan ser objetos definidos por ecuaciones li-
neales.
Ejemplo 2.4. Este ejemplo adelanta algunas de las discusiones sobre estructu-
ras de Dirac generalizadas que se dara´n en el cap´ıtulo 4, y sirve para motivar
la definicio´n de mapas sobre distribuciones que se dara´ ma´s adelante.
Dado un fibrado E sobre M, una forma bilineal es una seccio´n ω de
L(E⊕E,M×R). Tambie´n puede ser vista como una seccio´n ω de L(E,E∗),
es decir como un morfismo ω : E → E∗ (esto es as´ı porque para espacios
vectoriales L(V ⊕ V,R)  L(V, V ∗)). Finalmente, tambie´n puede verse a la
forma bilineal como la gra´fica de ω, que es un subfibrado de E ⊕ E∗.
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Una forma de generalizar el concepto de formas bilineales consiste en
considerar cualquier subfibrado D ⊂ E ⊕E∗ y considerarlo como una forma
bilineal cuyas variables toman valores en dos distribuciones adecuadas.
Tomemos por ejemplo E = TR y D ⊂ TR⊕T ∗R generado por la seccio´n
x → (x, x3, 1). La proyeccio´n de D sobre E es una distribucio´n ED que
verifica (ED)x = TxR para x = 0 y (ED)0 = {0}. Para x = 0 resulta que D
es la gra´fica de una funcio´n E → E∗ dada por (x, v) → v/x3. Querr´ıamos
entonces que la funcio´n ω : ED ⊗ ED → M × R dada por
ω(x, v1, v2) =
{
(x, v1v2/x
3) x = 0
(0, 0) (x, v1, v2) = (0, 0, 0)
fuera una aplicacio´n lineal de ED ⊗ ED en M × R, donde ED ⊗ ED es una
distribucio´n de E ⊗ E tal que (ED ⊗ ED)x = (ED)x ⊗ (ED)x.
En principio, ω no puede extenderse a una funcio´n continua E ⊗ E, por
eso es que hace falta una definicio´n ma´s sutil de aplicaciones lineales definidas
sobre una distribucio´n.
Definicio´n 2.13. Dados dos fibrados E y F sobre la misma variedad M ,
dada una distribucio´n ED ⊂ E y una funcio´n f : ED → F , decimos que f es
un mapa lineal si la gra´fica de f es una distribucio´n en E ⊕ F .
Entornos tubulares. Hay dos operaciones diferentes con fibrados que ge-
neran fibrados ma´s pequen˜os: los subfibrados y la restriccio´n a subvariedades.
Esas dos operaciones se relacionan del siguiente modo: dada una variedad M
y una subvariedad N , el fibrado TN es un subfibrado de TNM .
Hay un resultado un poco ma´s fuerte que esto, que vamos a usar en el
cap´ıtulo 4, que si bien parece esta´ndar no lo hemos encontrado en la biblio-
graf´ıa de referencia: existe U un entorno de N y un fibrado E sobre U tal
que E es un subfibrado de TUM y EN = TN , es decir, E es una extencio´n
de TN como subfibrado de TNM a un entorno de N . Esto lo utilizaremos en
el cap´ıtulo 4 para poder escribir ciertas ecuaciones de manera global.
El resultado en s´ı no es muy novedoso, y resulta de combinar dos resul-
tados conocidos:
Definicio´n 2.14. Sea N ⊂ M una subvariedad. Un entorno tubular de N
en M es un fibrado E sobre N junto con un encaje f : E → M tal
f |N es la identidad en N (identificando N con la seccio´n nula),
f(E) es un entorno abierto de N en M .
Tambie´n se llama entorno tubular a la imagen f(E).
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Teorema 2.4. Sea N ⊂ M una subvariedad, entonces existe un entorno
tubular de N en M
Demostracio´n. Ver [35] teorema 4§5.2.
Lema 2.5. Dado un fibrado E, existe una me´trica riemanniana en E tal que
las fibras sean ortogonales a la seccio´n nula.
Demostracio´n. El resultado es trival para fibrados triviales. Tomando tri-
vializaciones locales, pueden construirse me´tricas locales tales que las fibras
resulten ortogonales a la seccio´n nula. Esas me´tricas locales pueden combi-
narse mediante una particio´n de la unidad para obtener una me´trica como
en el enunciado.
Corolario 2.6. Sea N ⊂ M una subvariedad y U un entorno tubular, en-
tonces existe F un subfibrado de TUM tal que FN = TN .
Demostracio´n. Sea E un fibrado y f : E → M un encaje como en la defini-
cio´n de entornos tubulares, con f(E) = U .
Consideremos en TE el subfibrado F tangente a cada fibra (es decir que
F(x,v) = Tx,vEx; F es un fibrado isomorfo a E ⊕ E). Elijamos una me´trica
riemanniana en E como en el lema 2.5. y consideremos F⊥ el complemento
ortogonal de F . Por construccio´n F⊥ es ortogonal a las fibras de E, y por lo
tanto es tangente a la seccio´n nula, luego F⊥|N = TN .
2.2. Ecuaciones Diferenciales Impl´ıcitas Cua-
silineales
A continuacio´n definiremos una clase particular de EDIs, las cuasilineales,
con las que trabajaremos en los Cap´ıtulos 5 y 6, mostraremos adema´s como
una EDI general del tipo (1.1) puede llevarse de manera simple a una cua-
silineal equivalente. Definiremos tambie´n una hipo´tesis fundamental que se
utilizara´ en esos cap´ıtulos, y que llamaremos hipo´tesis de “rango localmente
constante.”
Ecuacio´n diferencial impl´ıcita cuasilineal. Sea M una variedad de di-
mensio´n n y F un espacio vectorial de dimensio´n m. Sea a : TM −→ F una
aplicacio´n suave tal que a(x, x˙) ≡ a(x)x˙ es lineal en x˙. Sea f : M −→ F
una aplicacio´n suave dada. Una ecuacio´n diferencial impl´ıcita cuasilineal -
EDICL- tiene la forma,
a(x)x˙ = f(x). (2.1)
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Dada una EDICL del tipo (2.1) se tiene inmediatamente un sistema lineal
algebraico, para cada x ∈ M, que depende de manera suave sobre x, donde la
inco´gnita del sistema lineal es el vector x˙, con base en x, para cada x ∈ M.
Observar que los ejemplos presentados en la Introduccio´n representan
EDICLs. En efecto, si llamamos
a(x) =
⎡
⎣ 0 0 01 0 0
0 1 0
,
⎤
⎦ , f(x) =
⎡
⎣ x1 − cos x2x3
1
⎤
⎦ ,
podemos ver que (1.2) resulta una EDICL. Lo mismo ocurre con (1.3)-(1.4)
considerando ahora
a(x) =
[
1 1
0 0
]
, f(x) =
[
1
x1x2
]
.
Por u´ltimo (1.5)-(1.6) resulta una EDICL tomando
a(x) =
[
0 0
0 1
]
, f(x) =
[
x21 + x2
1
]
.
Reduccio´n de una EDI general a una EDICL. Es fa´cil ver que una
EDI general del tipo (1.1) donde la aplicacio´n ϕ : TM −→ F puede ser no
lineal en x˙, no es mucho ma´s general que una ecuacio´n cuasilineal del tipo
(2.1).
En efecto, supongamos por simplicidad que M es un subconjunto abierto
de un espacio vectorial E de dimensio´n finita. Una EDI del tipo (1.1) se
puede reescribir en la forma (2.1) con dominio M × E y rango E × F as´ı:
x˙ = u, 0 = ϕ(x, u),
que tiene la forma (2.1) si consideramos
a(x, u) =
[
I 0
0 0
]
, f(x, u) =
[
u
ϕ(x, u)
]
.
EDICL de rango localmente constante. Consideramos la ecuacio´n (2.1),
y supongamos que el sistema lineal algebraico asociado tiene solucio´n x˙ para
cada x ∈ M. Entonces podemos pensar que (2.1) define una distribucio´n af´ın,
en general singular, sobre M. Si adema´s, rg[a(x)] = rg[a(x), f(x)] es local-
mente constante, es decir, es constante sobre cada componente conexa de M,
entonces la ecuacio´n (2.1) se dice que es de rango localmente constante. Esto
es equivalente a decir que la correspondiente distribucio´n af´ın tiene rango
constante sobre cada componente conexa de M.
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Curva solucio´n de una EDICL. Recordemos que una solucio´n de (2.1)
en un punto x ∈ M es un vector (x, v) ∈ TxM tal que satisface (2.1). En el
Cap´ıtulo 1 introdujimos la nocio´n de curva solucio´n en un intervalo abierto.
Estableceremos ahora el concepto de curva solucio´n de una EDICL pero
admitiendo que su dominio pueda ser tambie´n un intervalo semiabierto o
cerrado.
Definicio´n 2.15. Una curva x(t) es solucio´n de (2.1) si es una funcio´n conti-
nua x : I → M con I = (t0, t1) un intervalo real (resp. I = (t0, t1], I = [t0, t1)
o I = [t0, t1]), x diferenciable en el interior de I y (x(t), x˙(t)) es solucio´n
de la ecuacio´n en el punto x(t), para todo t en el interior de I. Adema´s, si
t0 ∈ I entonces (x(t0), x˙(t+0 )) es solucio´n y si t1 ∈ I entonces (x(t1), x˙(t−1 )) es
solucio´n; siendo x˙(t+0 ) = l´ım
t→t+0
x(t)− x(t0)
t− t0 y x˙(t
−
1 ) = l´ım
t→t−1
x(t)− x(t1)
t− t1 .
19
Cap´ıtulo 3
Teor´ıa de ligaduras de Dirac
En este cap´ıtulo estudiaremos las ideas presentadas por Paul Dirac a
partir de 1950 para el estudio de sistemas meca´nicos con Lagrangianos dege-
nerados [7] y desarrollos posteriores en el mismo sentido, que incluyeron en
el mismo contexto a los sistemas Lagrangianos con v´ınculos no–holo´nomos.
La formulacio´n Lagrangiana establece la dina´mica de un sistema en te´rmi-
nos de las coordenadas q y de las velocidades q˙ mediante un principio varia-
cional. En efecto, dado un espacio de configuracio´n Q y dada una funcio´n
L : TQ → R, a la que se denomina Lagrangiano, se considera el funcional
que a cada curva q(t) le asigna el valor
∫
L(q(t), q˙(t))dt. La dina´mica del
sistema estara´ dada por las curvas extremales de este funcional, es decir, por
las curvas que satisfagan la ecuacio´n
δ
∫
L(q, q˙) = 0.
A partir de este principio se obtienen las ecuaciones de Euler-Lagrange,
que son un ejemplo muy importante de ecuaciones diferenciales impl´ıcitas.
Las ecuaciones de Euler-Lagrange habitualmente se escriben en la forma
d
dt
(
∂L
∂q˙
(q, q˙)
)
=
∂L
∂q
(q, q˙),
y pueden reescribirse como
∂2L
∂q˙2
(q, q˙) q¨ =
∂L
∂q
(q, q˙)− ∂
2L
∂q∂q˙
(q, q˙) q˙,
de este modo se ve ma´s claramente que se trata de una ecuacio´n diferencial
impl´ıcita de segundo orden.
En cambio, mediante la formulacio´n Hamiltoniana, se obtienen ecuaciones
diferenciales expl´ıcitas en te´rminos de las coordenadas q y de los momentos
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p, con (q, p) ∈ T ∗Q. En efecto, dado un Hamiltoniano H : T ∗Q −→ R,
mediante el corchete de Poisson, la fo´rmula
f˙ = {f,H}
define de manera expl´ıcita una derivacio´n, y por lo tanto define tambie´n un
campo vectorial. Las ecuaciones de Hamilton muestran esto de manera ma´s
clara y se escriben as´ı:
q˙ =
∂H
∂p
, p˙ =
∂H
∂q
.
En el caso de contar con un Lagrangiano regular, puede pasarse de la
formulacio´n Lagrangiana a la Hamiltoniana, y rec´ıprocamente, mediante el
cambio de variables
p =
∂L
∂q˙
,
pero en el caso en que la matriz
(
∂2L
∂2q˙2
)
no sea invertible, la transformacio´n
p = ∂L
∂q˙
tampoco lo sera´.
El problema de estudiar sistemas con Lagrangianos degenerados fue ana-
lizado por Paul Dirac a partir del an˜o 1950, siendo uno de sus objetivos
cuantizar estos sistemas [7, 8, 9].
En lo que sigue revisaremos el me´todo de Dirac y algunas versiones ma´s
geome´tricas que se desarrollaron con posterioridad.
3.1. Me´todo de Dirac
En su trabajo de 1950 [7], Dirac propone un me´todo para transformar
un sistema con Lagrangiano degenerado en otro del tipo Hamiltoniano. Este
me´todo fue reformulado por el propio Dirac en 1958 [8], y presentado de un
modo matema´ticamente ma´s adecuado.
El primer paso del me´todo consiste en considerar las ecuaciones
pi =
∂L
∂q˙i
(q, q˙). (3.1)
A partir de (3.1) se trata de eliminar q˙, es decir hallar la condicio´n que debe
satisfacer un punto (q, p) para que el sistema de ecuaciones (3.1) tenga al
menos una solucio´n q˙. Esta condicio´n no siempre viene dada por una relacio´n
φm(q, p) = 0,
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con φm diferenciable. Sin embargo Dirac asume que s´ı es posible, y supone
tambie´n que las otras relaciones que aparecen a lo largo del algoritmo tam-
bie´n pueden escribirse de esta manera.
Desde un punto de vista ma´s geome´trico, el planteo Lagrangiano se desa-
rrolla en el fibrado tangente (q, q˙) ∈ TQ, siendo Q el espacio de configura-
cio´n, y el planteo Hamiltoniano en el fibrado cotangente (q, p) ∈ T ∗Q. La
aplicacio´n L : (q, q˙) 7→ (q, ∂
∂q˙
L(q, q˙)), llamada transformada de Legendre, es
una funcio´n entre dos fibrados vectoriales (no necesariamente lineal) y las
ecuaciones φm(q, p) = 0 que definen localmente a la imagen de L se denomi-
nan restricciones, v´ınculos o ligaduras (no hay una traduccio´n unificada, en
ingle´s se las llama constraints). En el caso en que el Lagrangiano sea regular
resulta que L es localmente invertible, y por lo tanto no hay restricciones φm.
El segundo paso consiste en definir el Hamiltoniano, que en el caso regular
resulta,
H(q, p) = pq˙ − L(q, q˙),
donde q˙ es calculado usando la inversa de la transformacio´n L. Pero en el caso
de un Lagrangiano degenerado, esta ecuacio´n so´lo define a H en la imagen
de L, y luego debe ser extendido al resto de T ∗Q. Esta extensio´n no es u´nica,
ya que puede ser reemplazada por
HT = H +
∑
λmφm,
donde los λm son para´metros arbitrarios. La funcio´n HT se llama Hamilto-
niano total y los multiplicadores λm son nuevas variables a determinar.
El tercer paso surge de observar que, como φm = 0 a lo largo de la
evolucio´n del sistema, entonces necesariamente
φ˙m = {φm, HT} = 0,
lo que da lugar a nuevas ecuaciones, que en algunos casos sirven para deter-
minar los valores de λm, pero en otros casos dan lugar a nuevas restricciones
para los valores de q y p, apareciendo entonces nuevas ecuaciones
χj(q, p) = 0,
que deben satisfacerse a lo largo de las trayectorias del sistema, y por lo tanto
nuevamente se debe cumplir
{χj, HT} = 0,
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lo que podr´ıa implicar nuevas restricciones. El proceso se repite hasta que las
nuevas ecuaciones no impongan nuevas restricciones a las variables q y p.
Al finalizar el proceso tenemos las restricciones φm y χj, el Hamiltoniano
totalHT = H+
∑
λmφm y las ecuaciones para los λ
m dadas por {φm, HT} = 0
y {χj, HT} = 0. Para simplificar la escritura, unificaremos la notacio´n de
las restricciones primarias φm y las restricciones secundarias χj. Para eso
llamaremos χm = φm para m = 1, . . . ,M a las restricciones primarias y χj
para j = M + 1, . . . , J a las restricciones secundarias. Aunque la notacio´n
resulta redundante, esto permite simplificar las expresiones puesto que ahora
φm se refiere so´lo a las restricciones primarias mientras que χj se refiere a
todas las restricciones, tanto primarias como secundarias. Esta eleccio´n de
notacio´n difiere levemente del trabajo de Dirac [7], donde llama φm a todas
las restricciones.
Con la nueva notacio´n, las ecuaciones {χj, HT} = 0, j = 1, . . . , J escritas
en forma matricial resultan⎛
⎜⎝
{χ1, φ1} · · · {χ1, φM}
...
...
{χJ , φ1} · · · {χJ , φM}
⎞
⎟⎠
⎛
⎜⎜⎜⎝
λ1
λ2
...
λM
⎞
⎟⎟⎟⎠ = −
⎛
⎜⎝
{χ1, H}
...
{χJ , H}
⎞
⎟⎠ . (3.2)
Por u´ltimo, para concluir con el me´todo propuesto por Dirac, se considera a
la ecuacio´n (3.2) como un sistema lineal en el que los para´metros λm son las
inco´gnitas, que dependen de p y q, y a esta ecuacio´n se le aplica un cambio
de coordenadas lineal, de manera que se anulen la mayor cantidad posible
de columnas de la matriz de la izquierda en (3.2) (es decir, se realizan com-
binaciones lineales de las columnas para anular la mayor cantidad posible,
o ma´s expl´ıcitamente, se calcula el nu´cleo de la matriz). Esto puede hacerse
siempre que la matriz tenga rango localmente constante. Supongamos que
ese cambio ya fue realizado y se tiene entonces que las primeras K columnas
de la matriz son linealmente independientes y las u´ltimas M −K columnas
son todas nulas, siendo K = 2s. Luego, teniendo en cuenta la ecuacio´n (3.2),
los para´metros λ1, . . . , λK esta´n un´ıvocamente determinados como funciones
de q y p, mientras que λK+1, . . . , λM son funciones arbitrarias de t.
Dirac llama funciones de primera clase a aquellas funciones f que ve-
rifiquen {f, χj} = 0 sobre la variedad de restricciones final para todo j,
mientras que las restantes se llaman funciones de segunda clase. Por ejem-
plo las restricciones φm, m = K + 1, . . . ,M son funciones de primera clase.
Esta distincio´n es importante porque los valores λK+1, . . . , λM son variables
dina´micas arbitrarias, y por lo tanto no deber´ıan tener significado f´ısico.
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3.2. Algoritmo de Gotay-Nester
El me´todo de Dirac desarrollado arriba es local, en el sentido que las
restricciones φm y χj definen localmente el conjunto de valores posibles para
q y p. Un paso importante es dar a este me´todo una formulacio´n global, que
permita una visio´n ma´s geome´trica del problema.
Ese paso fue dado por Gotay, Nester y Hinds en 1978 [10]. La ecuacio´n
estudiada por ellos toma como datos una variedad presimple´ctica (M0, ω) y
una 1–forma α. Esta ecuacio´n
ωx(x˙, ·) = αx (3.3)
puede ser vista como un caso particular de la ecuacio´n que estudia Dirac, si
tomamos M0 igual a la subvariedad de restricciones primarias, y ω igual a
la restriccio´n de la 2–forma cano´nica Ω. En efecto, la ecuacio´n estudiada por
Dirac
f˙ = {f,H +
∑
λmφm} = 0
puede ser reescrita como
Ω(x˙, ·) = −dH +
∑
λmdφm (3.4)
y como los dφm son un sistema de generadores del anulador de TM0, la
existencia de para´metros λ tales que se satisfaga (3.4) es equivalente a
Ω(x˙, ·)|TM0 = −dH|TM0
que, junto con la condicio´n de que la imagen de x este´ contenida en M0,
resulta equivalente a (3.3).
En [10] desarrollan un algoritmo similar al de Dirac para la ecuacio´n
(3.3), y luego desmuestran que en el caso en que M0 sea la subvariedad de
restricciones primarias, el algoritmo de Gotay–Nester reproduce exactamente
los mismos pasos que el algoritmo de Dirac.
A diferencia del camino utilizado por estos autores para la presentacio´n
del me´todo, seguiremos el camino inverso, es decir partiremos del algoritmo
de Dirac y lo reescribiremos aprovechando la estructura presimple´ctica de
M0, para llegar al algoritmo de Gotay–Nester.
Recordemos que, luego de haber calculado las restricciones primarias φm,
cada paso del me´todo de Dirac consiste en considerar las restricciones ob-
tenidas en los pasos anteriores, a las que llamaremos χj (en el primer paso,
las χj sera´n exactamente las φm, en los otros pasos sera´n las φm junto a
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las restricciones calculadas en los pasos anteriores), considerar las ecuaciones
provenientes del hecho de que χ˙j = 0
{χj, H +
∑
λmφm} = 0 (3.5)
y buscar los valores de p y q para los cuales (3.5) tiene solucio´n (λm). Las
nuevas restricciones secundarias resultan las ecuaciones que definen el sub-
conjunto donde el sistema tiene solucio´n.
Llamaremos M0 al conjunto definido por las restricciones primarias
φm = 0;
llamaremos M1 ⊂ M0 al subconjunto que surge de agregar las restricciones
secundarias que aparecen en el primer paso, es decir que
M1 ={(q, p) ∈ M0| el sistema{χj, H +
∑
λmφm} = 0, j = 1, . . . ,M,
tiene solucio´n},
(recordar que χj = φj = 0, j = 1, . . . ,M, son las ecuaciones que definen M0);
las ecuaciones que definen M1 sera´n χj = 0, j = 1, . . . , J1; luego de aplicar
el segundo paso resulta la restriccio´n M2 ⊂ M1
M2 ={(q, p) ∈ M1| el sistema{χj, H +
∑
λmφm} = 0, j = 1, . . . , J1,
tiene solucio´n},
y as´ı sucesivamente. Tambie´n supondremos que cada uno de estos subcon-
juntos es una subvariedad, definida regularmente por ecuaciones (al menos
localmente).
Supongamos que ya se han realizado k pasos del algoritmo y queremos
describir el paso k + 1 de un modo ma´s geome´trico.
El sistema (3.5) puede reescribirse en te´rminos de la estructura simple´cti-
ca de M = T ∗Q como〈
dH +
∑
λmdφm , (dχj)
	
〉
= 0, (3.6)
donde (dχj)
	 es el u´nico campo vectorial v tal que dχj = Ω(v, ·), siendo Ω la
2-forma simple´ctica cano´nica.
Dado que M0 esta´ definido por las ecuaciones φm = 0 y que Mk esta´ de-
finido por las ecuaciones χj = 0, j = 1, . . . , Jk, y como estamos suponiendo
queMk es subvariedad deM, para todo k, resulta entonces que los covectores
dφm forman un conjunto de generadores del anulador (TM0)
◦ ⊂ T ∗M y los
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covectores dχj forman un conjunto de generadores de (TMk)
◦ ⊂ T ∗M . Se
tiene entonces que los vectores (dχj)
	 generan (TMk)
Ω, donde el super´ındi-
ce Ω significa ortogonal respecto a la 2–forma Ω, es decir, dado un vector
Vx ∈ TxM se cumple Vx ∈ (TMk)Ω si y so´lo si Ω(Vx,Wx) = 0 para todo
Wx ∈ TxMk.
Luego, podemos reescribir el sistema (3.6) como〈
dH +
∑
λmdφm , (TMk)
Ω
〉
= 0
donde se han reemplazando las funciones χj, que definen localmente a Mk,
por (TMk)
Ω, que es un objeto geome´trico definido globalmente.
Observar que au´n aparecen las φm en la ecuacio´n. Dado que las dφm
anulan a TM0, podemos descomponer el sistema en la parte que esta´ en
TM0 y la que esta´ en su complemento,〈
dH , (TMk)
Ω ∩ TM0
〉
= 0, (3.7)〈
dH +
∑
λmdφm , VMk
〉
= 0, (3.8)
siendo VMk un fibrado vectorial tal que (TMk)
Ω = ((TMk)
Ω∩TM0)⊕VMk . En
el caso en que (TMk)
Ω∩TM0 tenga rango constante, VMk puede ser tomado,
por ejemplo, como el complemento ortogonal de (TMk)
Ω ∩ TM0 respecto a
alguna me´trica.
La ecuacio´n (3.8) contiene elementos definidos localmente, sin embargo
siempre tiene solucio´n para λm (como mostraremos a continuacio´n) y por eso
no interviene en la definicio´n de Mk+1. Para probar que (3.8) siempre tiene
solucio´n consideramos el subespacio generado por los dφm, m = 1, . . . ,M ;
el anulador de este subespacio es TM0, que contiene al complemento de
VMk , entonces los dφm|VMk generan al dual (VMk)∗; en particular, hay una
combinacio´n lineal de los dφm|VMk que es igual a −dH|VMk , y los coeficientes
de esa combinacio´n lineal son una solucio´n de (3.8). En general esa solucio´n
no es u´nica. Sin embargo lo que en este momento nos interesa es el hecho
que para que el sistema completo (3.7)-(3.8) tenga solucio´n es necesario y
suficiente que se satisfaga la ecuacio´n (3.7).
Otra cuestio´n interesante es que, dado que los vectores que aparecen en
(3.7) esta´n todos en TM0, entonces so´lo son importantes los valores de H en
M0; de este modo se salva la ambigu¨edad que surg´ıa en el me´todo de Dirac
por las mu´ltiples posibles formas de extender el hamiltoniano (originalmente
definido en M0) a todo M = T
∗Q. Adema´s, restringie´ndonos a M0 podemos
simplificar ma´s la notacio´n de la ecuacio´n del siguiente modo: consideramos
la inclusio´n i : M0 → M y el pullback ω = i∗Ω, de modo que (TMk)Ω∩TM0 =
(TMk)
ω.
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Con esto hemos llegado a la expresio´n para Mk que se define en el algo-
ritmo desarrollado por Gotay y Nester,
Mk+1 = {x ∈Mk|〈dH, (TMk)ω〉 = 0}. (3.9)
De este modo la subvariedad Mk+1 queda definida en te´rminos de la 1–forma
cerrada dH (so´lo nos interesan los valores de H a lo largo de M0) y de
la estructura presimple´ctica de M0. Adema´s de la ventaja de que todo el
algoritmo se desarrolle dentro de M0, tambie´n es importante remarcar que
ahora el proceso esta´ planteado en te´rminos geome´tricos globales, que no
dependen de ninguna eleccio´n de coordenadas.
El enfoque que hemos utilizado para presentar el me´todo sigue un orden
opuesto al seguido por Gotay–Nester–Hinds. En efecto, ellos parten de una
variedad presimple´ctica (M0, ω), una 1–forma cerrada dH y la ecuacio´n
ι(x˙)ω = dH (3.10)
(donde ι(x˙)ω es la 1–forma ω(x˙, ·)). Muestran luego que la ecuacio´n
〈dH, (TMk)ω〉 = 0
es una condicio´n necesaria para la existencia de soluciones tangentes a la
subvariedad Mk y utilizan esta ecuacio´n para establecer la sucesio´n de sub-
variedades M1,M2, . . . que construimos ma´s arriba; muestran adema´s que el
me´todo de Dirac es un caso particular del algoritmo planteado por ellos.
La ventaja de trabajar directamente con una variedad presimple´ctica (sin
hacer referencia a la variedad simple´ctica de fondo) es que es posible aplicar
otros me´todos para simplificar las ecuaciones, como por ejemplo reduccio´n
por un grupo de simetr´ıa actuando en M0 por acciones que preserven ω.
3.3. Sistemas dina´micos de Dirac y algoritmo
de ligaduras.
La te´cnica para trabajar con ecuaciones diferenciales impl´ıcitas utilizada
en las secciones anteriores puede generalizarse au´n ma´s, incluso cuando se
trata de una ecuacio´n diferencial impl´ıcita general. Nos ocuparemos de esta
generalizacio´n en otro cap´ıtulo.
Ahora nos centraremos en la generalizacio´n necesaria para incluir el prin-
cipio de D’Alembert dentro del mismo formalismo.
La ecuacio´n de Euler–Lagrange con una fuerza externa F toma la forma
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ddt
(
∂L
∂q˙
(q, q˙)
)
− ∂L
∂q
(q, q˙) = F.
Supongamos que el sistema en consideracio´n tiene las velocidades restrin-
gidas por una distribucio´n lineal Δ ⊂ TQ, tenemos entonces la ecuacio´n
q˙ ∈ Δ,
esto significa que localmente las velocidades esta´n restringidas por ecuaciones
lineales. Un ejemplo de esto ser´ıa una rueda que gira sin deslizarse, en este
caso la velocidad de avance es proporcional a la velocidad de giro.
Si suponemos adema´s que las fuerzas que realizan el v´ınculo no hacen
trabajo sobre las velocidades, es decir, que se conserva la energ´ıa, entonces
tenemos la ecuacio´n
F ∈ Δ◦.
Se obtienen as´ı las ecuaciones de Lagrange–D’Alembert{
q˙ ∈ Δ
d
dt
(
∂L
∂q˙
(q, q˙)
)
− ∂L
∂q
(q, q˙) ∈ Δ◦ (3.11)
que son otro ejemplo importante de ecuaciones diferenciales impl´ıcitas. Estas
ecuaciones pueden deducirse del mismo principio variacional de Lagrange,{
q˙ ∈ Δ
δ
∫
L(q, q˙) ∈ Δ◦
restringiendo las velocidades y las variaciones a Δ. Esto se conoce como
principio de D’Alembert.
Luego de escribir estas ecuaciones en el contexto Hamiltoniano se obtienen
las ecuaciones ⎧⎪⎨
⎪⎩
q˙ ∈ Δ
q˙ = ∂H
∂p
p˙− ∂H
∂q
∈ Δ◦.
(3.12)
Estas ecuaciones ya no corresponden a una funcio´n que relaciona dH con
(q˙, p˙), sino que es un sistema de ecuaciones lineales donde aparecen (q˙, p˙) y
dH pero de donde quiza´ no sea posible despejar p˙.
Las ecuaciones de Hamilton–Jacobi se escriben de manera intr´ınseca me-
diante el uso de una estructura simple´ctica. Para lograr algo similar con
ecuaciones ma´s generales como (3.12) utilizaremos una estructura ma´s gene-
ral, llamada estructura de Dirac.
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Estructuras de Dirac. Las estructuras y variedades de Dirac fueron de-
finidas por Theodore Courant en 1990 [6], como una generalizacio´n de las
variedades simple´cticas y de las variedades de Poisson y desde entonces se
utilizaron en diferentes contextos . As´ı por ejemplo Yoshimura y Marsden
utilizaron estructuras de Dirac con el objeto de transformar sistemas Lagran-
gianos con v´ınculos no holo´nomos a una forma similar a la Hamiltoniana, [14].
A continuacio´n definimos estructura de Dirac y damos algunas propiedades
que usaremos ma´s adelante.
Definicio´n 3.1. Una estructura de Dirac lineal sobre un espacio vectorial
n–dimensional V es un subespacio D ⊂ V ⊕ V ∗ con dim(D) = n y tal que si
(v1, α1), (v2, α2) ∈ D se cumple que
〈α1, v2〉+ 〈α2, v1〉 = 0. (3.13)
Notar que en particular esta ecuacio´n implica que 〈α, v〉 = 0 para todo
(v, α) ∈ D.
La condicio´n que dim(D) = n es equivalente a la condicio´n de maxima-
lidad respecto a la condicio´n (3.13). Es decir que (v1, α1) ∈ D si y so´lo si la
condicio´n (3.13) se cumple para todo (v2, α2) ∈ D.
Dada una estructura de Dirac D, llamamos ED al subespacio
ED = {v ∈ V | ∃α ∈ V ∗, tal que (v, α) ∈ D}.
En ED puede definirse el producto
ωD(v, w) = αw, con (v, α) ∈ D.
A partir de la igualdad (3.13) resulta que el producto ωD esta´ bien defini-
do y es antisime´trico. Ma´s au´n, una estructura de Dirac cualquiera queda
un´ıvocamente determinada por ED y ωD.
Dado un subespacio W ⊂ V definimos
D(W ) = {α ∈ V ∗| ∃v ∈ W , tal que (v, α) ∈ D},
y definimos el ortogonal a W con respecto a D como
WD = (D(W ))◦.
Notar que esta definicio´n es equivalente a WD = (W ∩ ED)ωD , que es una
forma ma´s pra´ctica para calcular el ortogonal cuando ED y ωD son conocidos.
A partir de la definicio´n de ortogonalidad con respecto a D obtenemos la
fo´rmula
D(W ) = (WD)◦, (3.14)
que nos da una forma ma´s simple para calcular D(W ).
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Definicio´n 3.2. Una estructura de Dirac sobre una variedad M es un sub-
fibrado de la suma de Whitney D ⊂ TM ⊕ T ∗M, tal que Dx ⊂ TxM ⊕ T ∗xM
es una estructura de Dirac lineal sobre TxM, para cada x ∈ M . En este caso
ED es la distribucio´n que a cada punto x ∈ M le asigna el subespacio EDx .
Sistemas dina´micos de Dirac
Definicio´n 3.3. Un sistema dina´mico de Dirac sobre una variedadM es una
ecuacio´n de la forma
x˙⊕ μ ∈ D, (3.15)
donde μ es una 1–forma sobre M y D es una estructura de Dirac sobre M.
Ejemplo 3.1. Las ecuaciones (3.12) pueden reescribirse como
(q˙, p˙)⊕ dH ∈ D(Ω,Δ), (3.16)
donde D(Ω,Δ) es la estructura de Dirac sobre M = T
∗Q definida por
D(Ω,Δ) = {(q˙, p˙)⊕ (αdq + βdp) ∈ TM ⊕ T ∗M |
q˙ ∈ Δ, q˙ − β = 0, p˙+ α ∈ Δ◦}
= {(q˙, p˙)⊕ ν ∈ TM ⊕ T ∗M | q˙ ∈ Δ, (q˙, p˙) − ν ∈ Δ◦ ⊕ 0}.
Mediante ca´lculos sencillos se puede probar que la ecuacio´n (3.16) es equi-
valente a (3.12) y que D(Ω,Δ) as´ı definida es una estructura de Dirac. Notar
que para que la estructura anterior sea una estructura de Dirac no es nece-
sario que Ω sea no–degenerada sino que so´lo hace falta que sea antisime´trica,
esto es importante para poder incluir el caso de sistemas definidos con formas
antisime´tricas degeneradas.
Antes de seguir avanzando, remarquemos que la definicio´n de D(Ω,Δ) en
el ejemplo anterior es independiente del sistema de coordenadas. En efecto,
si llamamos τM a la proyeccio´n cano´nica τM : M = T
∗Q → Q, entonces
mediante la aplicacio´n tangente TτM : TM → TQ podemos redefinir D(Ω,Δ)
como
D(Ω,Δ) = {x˙⊕ μ ∈ TM ⊕ T ∗M | x˙ ∈ ((TτM)−1Δ), x˙ − μ ∈ ((TτM)−1Δ)◦}.
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Ejemplo 3.2. Vamos a escribir el sistema Lagrangiano con v´ınculos no–holo´no-
mos (3.11) utilizando estructuras de Dirac como en el ejemplo anterior, pe-
ro ahora incluyendo el caso de Lagrangianos degenerados. Esto ya fue he-
cho en [14], pero aqu´ı vamos a recorrer un camino diferente considerando
M = TQ⊕ T ∗Q, ver [15], en lugar de M=T ∗Q, como en [14].
Para poder definir la funcio´n de energ´ıa E = pv−L(q, v) trabajaremos en
coordenadas (q, v, p) ∈ TQ⊕T ∗Q. Al costo de agregar nuevas variables hemos
simplificado el problema que aparece cuando la transformada de Legendre
no es invertible (y por lo tanto las coordenadas v no son funciones de las
coordenadas p).
Supongamos dados un Lagrangiano L : TQ → R y una distribucio´n Δ ⊂
TQ. Consideramos M = TQ⊕T ∗Q, y sean τM : M → Q y πT ∗Q : M → T ∗Q
las proyecciones cano´nicas, Ω la 2–forma cano´nica sobre T ∗Q, ω = π∗T ∗QΩ y
Δ˜ = (TτM)
−1Δ.
Definimos
D(ω,Δ˜) = {x˙⊕ μ ∈ TM ⊕ T ∗M | x˙ ∈ Δ˜, ω(x˙)− μ ∈ Δ˜◦}, (3.17)
y el sistema dina´mico de Dirac asociado
x˙⊕ dE ∈ D(ω,Δ˜), (3.18)
que resulta equivalente a (3.11). En efecto, en coordenadas tenemos x˙ =
(q˙, v˙, p˙) y dE = − ∂
∂q
Ldq + (p− ∂
∂v
L)dv + vdp, adema´s ω = dq ∧ dp de donde
ω(x˙) = −p˙dq + q˙dp y finalmente Δ˜x = Δx ⊕ Rn ⊕ Rn y Δ˜◦ = Δ◦ ⊕ 0⊕ 0.
Luego, la ecuacio´n x˙ ∈ Δ˜ se reduce a
q˙ ∈ Δ;
mientras que la ecuacio´n ω(x˙) − dE ∈ Δ˜◦, en coordenadas (q, v, p), corres-
ponde a las tres ecuaciones
∂L
∂q
− p˙ ∈ Δ◦
∂L
∂v
− p = 0
q˙ − v = 0.
Es inmediato verificar que estas cuatro ecuaciones son equivalentes a (3.11).
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Observar que las estructuras de Dirac definidas en esta subseccio´n genera-
lizan a las formas presimple´cticas, en el sentido de que si ω es una forma pre-
simple´ctica sobre M entonces x˙⊕μ ∈ D(ω,TM) si y so´lo si ω(x˙) = ι(x˙)ω = μ.
En consecuencia, las ecuaciones de la forma
x˙⊕ μ ∈ D,
donde D es una estructura de Dirac y μ es una 1–forma, generalizan la
ecuacio´n de Gotay–Nester (3.10).
Algoritmo de ligaduras para estructuras de Dirac . Presentaremos
un algoritmo que generaliza el algoritmmo de Gotay–Nester (3.9) para sis-
temas de la forma (3.15), al que llamaremos algoritmo CAD (Constraint
Algorithm for Dirac Dynamical Systems), [15].
Tomaremos M0 = M y definiremos Mk+1 como el conjunto de puntos x
donde la ecuacio´n lineal x˙ ⊕ μx ∈ Dx tiene solucio´n x˙ ∈ TxMk, es decir, los
puntos x para los que μx ∈ Dx(TxMk). Utilizando la formula (3.14) podemos
escribir,
Mk+1 = {x ∈ Mk| 〈μ, (TMk)D〉 = 0}. (3.19)
Luego, utilizando la forma en que hemos definido el concepto de orto-
gonalidad respecto a una estructura de Dirac, obtenemos un algoritmo que
formalmente es muy similar al algoritmo de Gotay–Nester, y que bajo las
mismas hipo´tesis, es decir suponiendo que en cada paso se obtiene una sub-
variedad, se termina construyendo una subvariedad final donde hay existencia
de soluciones (aunque en general no hay unicidad).
3.4. Ejemplos
En esta subseccio´n daremos algunos ejemplos de sistemas que pueden
describirse mediante estructuras de Dirac y obtendremos en cada caso el
resultado de aplicar el algoritmo CAD.
Ejemplo 3.3 (Algoritmo de Gotay–Nester y algoritmo CAD). Utilizando la
estructura de Dirac correspondiente a la forma presimple´ctica ω :
Dω = {x˙⊕ μ ∈ TM ⊕ T ∗M |μ = ω(x˙, ·)},
resulta que las ecuaciones (3.10) y (3.15) son equivalentes. Adema´s (TMk)
D =
(TMk)
ω. Por lo tanto en este caso el algoritmo CAD coincide exactamente
con el algoritmo de Gotay–Nester.
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En [15] se prueba que en el caso en que la distribucio´n ED es integra-
ble, entonces el algoritmo CAD restringido a cada hoja integral de ED es
equivalente a un algoritmo de Gotay–Nester. El ejemplo anterior es un caso
particular de esto.
Ejemplo 3.4 (Circuitos LC). Un circuito LC es un circuito ele´ctrico com-
puesto por inductores y capacitores (en la figura 3.1, L es un inductor y
C1,C2 son capacitores).
L
vL
C2
vC2
C1
vC1
Figura 3.1: circuito LC
Hay diferentes maneras de describir un
circuito LC, en este trabajo tomaremos la
utilizada en [14, 15], que parten del espacio
de cargas Q, que es un espacio vectorial de
dimensio´n igual a la cantidad de componen-
tes del circuito. El fibrado tangente TQ es el
espacio de corrientes y el fibrado cotangente
T ∗Q es el espacio de flux linkage.
La ley de Kirchoff para las corrientes
(LKC) indica que las corrientes que entran a un nodo en un circuito de-
ben ser iguales a las que salen (vL = vC1 + vC2 en el circuito del gra´fico). Las
ecuaciones de la LKC definen una distribucio´n constante Δ ⊂ TQ.
La ley de Kirchoff para los voltajes (LKV) indica que la suma de los
voltajes en un circuito cerrado debe ser cero (en el gra´fico vL + vC1 = 0 y
vC1 − vC2 = 0). La distribucio´n constante definida por la LKV es Δ◦ ⊂ T ∗Q.
La dina´mica de un circuito LC puede ser calculada mediante el principio
variacional
δ
∫ ∑ Li
2
(q˙Li)
2 − 1
2Cj
(qCj)
2 = 0 (3.20)
sometido a las restricciones v = q˙ ∈ Δ y δq ∈ Δ◦. El hecho que el subespacio
que resulta de la aplicacio´n de la ley de Kirchoff para los voltajes sea el
anulador de Δ puede demostrarse usando te´cnicas de teor´ıa de grafos, y
f´ısicamente corresponde a la conservacio´n de la potencia ele´ctrica.
El subespacio Δ puede calcularse de manera sencilla a partir de la topo-
log´ıa del grafo del circuito y Δ◦ es su anulador.
Este planteo variacional da lugar a a las ecuaciones de Lagrange–D’Alembert{
q˙ ∈ Δ∑
d
dt
(Liq˙Li) + qCj/Cj ∈ Δ◦.
(3.21)
Estas ecuaciones pueden escribirse mediante una estructura de Dirac.
En [14] construyen una estructura de Dirac sobre T ∗Q, pero para describir
las ecuaciones necesitan definir el diferencial de Dirac del Lagrangiano. En
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[15] evitan esta complicacio´n al costo de trabajar con ma´s variables, ya que
construyen la estructura de Dirac sobre M = TQ ⊕ T ∗Q. Aqu´ı tomaremos
este segundo camino. La estructura de Dirac queda entonces definida sobre
M (con coordenadas (q, v, p)) como:
D = {(x, x˙, μ) ∈ TM ⊕ T ∗M | q˙ ∈ Δ, q˙ = μp, p˙+ μq = 0}.
Definimos la funcio´n de energ´ıa
E = p · v −
∑ Li
2
(vLn)
2 − 1
2Cn
(qCi)
2.
Luego, la ecuacio´n
x˙⊕ dE ∈ D
describe la dina´mica del circuito.
C2
vC2 L
vL
C3
vC3
C1
vC1
Como caso particular, observe-
mos que en el circuito de la derecha
la ley de Kirchoff para las corrientes
esta´ dada por
Δ = {(vL, vC1 , vC2 , vC3)
| vL = vC2 = vC1 + vC3},
y la funcio´n de energ´ıa resulta
E = p · v − 1
2
Lv2L +
1
2
q2C1
C1
+
1
2
q2C2
C2
+
1
2
q2C3
C3
.
Al aplicar el algoritmo CAD a la ecuacio´n x˙⊕ dE ∈ D obtenemos,
M0 = M = TQ⊕ T ∗Q,
(TM0)
D = {(x, x˙) ∈ TM |q˙ = 0, p˙L + p˙C1 + p˙C2 = 0, p˙L + p˙C2 + p˙C3 = 0},
dE =qC1
C1
dqC1 +
qC2
C2
dqC2 +
qC3
C3
dqC3+
(pL − LvL)dvL + pC1dvC1 + pC2dvC2 + pC3dvC3+
vLdpL + vC1dpC1 + vC2dpC2 + vC3dpC3 .
Entonces la expresio´n 〈dE , (TM0)D〉 = 0 corresponde a las ecuaciones⎧⎪⎨
⎪⎩
pL = LvL
pC1 = pC2 = pC3 = 0
vL = vC2 = vC1 + vC3
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que definen M1.
Calculamos ahora
TMD1 = {(x, x˙) ∈ TM1M |q˙L = q˙C1 = q˙C2 + q˙C3 = 0,
p˙L + p˙C1 + p˙C2 = 0, p˙L + p˙C2 + p˙C3 = 0}.
Luego la ecuacio´n 〈dE , (TM1)D〉 = 0 agrega una nueva restriccio´n,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pL = LvL
pC1 = pC2 = pC3 = 0
vL = vC2 = vC1 + vC3
qC1
C1
=
qC3
C3
.
Estas ecuaciones definen M2.
De manera ana´loga al paso anterior calculamos
TMD2 = {(x, x˙) ∈ TM2M |q˙L = q˙C1 = q˙C2 + q˙C3 = 0,
(C1 + C3)p˙L + C1p˙C1 + (C1 + C3)p˙C2 + C3p˙C3 = 0}.
La ecuacio´n 〈dE , (TM2)D〉 = 0 agrega otra restriccio´n,⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
pL = LvL
pC1 = pC2 = pC3 = 0
vL = vC2 = vC1 + vC3
qC1
C1
=
qC3
C3
vC1
C1
=
vC3
C3
,
obtenie´ndose las ecuaciones que definen M3.
En el siguiente paso resulta M4 = M3, por lo que el algoritmo se detiene.
La variedad M3 puede parametrizarse por las coordenadas pL, vL, qL y qC1 .
La variable qL es una variable arbitraria, porque no aparece en ninguna de
las ecuaciones.
Estas ecuaciones llevan al mismo resultado al que llevar´ıan las fo´rmulas
para combinar capacitores en serie y en paralelo que se usan habitualmente.
Cabe mencionar que, si bien en el ejemplo se utilizaron inductores y capa-
citores lineales, el me´todo funciona igualmente con capacitores e inductores
no lineales, utilizando el Lagrangiano propio del sistema, en el cual las in-
ductancias y capacitancias en general dependera´n de p o de q [16]. Casos
ma´s generales esta´n contemplados por la teor´ıa, pero tal como esta´ no puede
aplicarse a circuitos con resistencias. Nos ocuparemos de eso en la seccio´n
4.4 (ejemplo 4.7).
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Ejemplo 3.5 (Sistemas Lagrangianos con v´ınculos no-holo´nomos). En el
ejemplo 3.2 (pa´g. 30) hemos visto que dado un Lagrangiano L : TQ → R,
y una distribucio´n de velocidades permitidas Δ ⊂ TQ, el sistema meca´nico
con v´ınculos no holo´nomos puede describirse mediante el sistema dina´mico
de Dirac,
x˙⊕ dE ∈ D(ω,Δ˜),
utilizando la estrucutra de Dirac sobre M = TQ⊕ T ∗Q definida como
D(ω,Δ˜) = {x˙⊕ μ ∈ TM ⊕ T ∗M | x˙ ∈ Δ˜, ω(x˙)− μ ∈ Δ˜◦}.
Si llamamos τM : M → Q, πTQ : M → TQ y πT ∗Q : M → T ∗Q a las
proyecciones cano´nicas y Ω a la 2–forma cano´nica sobre T ∗Q, entonces ω y
Δ˜ quedan definidas mediante
ω = π∗T ∗QΩ Δ˜ = (TτM)
−1Δ.
La funcio´n de energ´ıa E : M → R esta´ definida en coordenadas como
E = pv − L(q, v). Esta definicio´n puede obtenerse de manera independiente
de las coordenadas haciendo
E(x) = 〈πT ∗Q(x), πTQ(x)〉 − L(πTQ(x)).
El algoritmo CAD desarrollado a partir de la estructura de Dirac D(ω,Δ˜)
no es una generalizacio´n inmediata del me´todo de Dirac, ya que este u´ltimo
da lugar a subvariedades en T ∗Q,mientras que a partir de aplicar el algoritmo
CAD se obtienen subvariedades en TQ⊕T ∗Q. Sin embargo cabe preguntarse
si habra´ alguna relacio´n entre el algoritmo de Gotay–Nester y las proyecciones
de las subvariedades obtenidas a partir del algoritmo CAD.
En [15] se muestra que el algoritmo CAD aplicado en M = TQ ⊕ T ∗Q,
cuando Δ = TM , es equivalente al algoritmo de Gotay–Nester en la misma
variedad tomando como forma presimple´ctica a la restricio´n a M de la 2–
forma cano´nica de T ∗TQ (considerando el embeding (q, v, p) → (q, v, p, 0),
esta restriccio´n es lo mismo que el pullback de la 2-forma cano´nica de T ∗Q).
De este modo, el algoritmo CAD resulta equivalente al me´todo de Dirac,
pero aplicado sobre T ∗TQ con variedad de restricciones primarias igual a
TQ⊕ T ∗Q
Una pregunta que, hasta donde sabemos, no ha sido respondida au´n,
es en que´ sentido y bajo que´ condiciones esto es equivalente al me´todo de
Dirac aplicado sobre T ∗Q. La variedad M1 resultante del primer paso del
algoritmo se proyecta sobre la variedad de restricciones primarias en T ∗Q. Si
esto continu´a ocurriendo con las siguientes iteraciones del algoritmo es una
pregunta interesante que podr´ıa ser un tema de estudio futuro.
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Cap´ıtulo 4
Sistemas con friccio´n
En el Cap´ıtulo anterior ya se ha mencionado que la idea principal subya-
cente en el algoritmo de Gotay–Nester puede ser aplicada a otras clases de
EDIs, en particular se desarrollo´ el caso de los sistemas dina´micos de Dirac,
que permiten trabajar con sistemas meca´nicos con v´ınculos no–holo´nomos y
circuitos ele´ctricos LC con un formalismo bastante similar al del algoritmo
de Gotay–Nester [15].
Otras formulaciones au´n ma´s generales son las que se presentan para
el caso C∞ en [12] y para el caso anal´ıtico en [2], ambos enfoques sera´n
desarrollados en el Cap´ıtulo 5.
Volviendo a los algoritmos considerados en el Cap´ıtulo anterior, hay que
observar que la formulacio´n geome´trica general provino de la nocio´n de orto-
gonalidad (respecto a una forma presimple´ctica en el caso del algoritmo de
Gotay–Nester, y respecto a una estructura de Dirac en el caso del algorit-
mo CAD). En este Cap´ıtulo consideraremos algunas estructuras geome´tricas
que nos permitan definir algu´n concepto de ortogonalidad para poder imple-
mentar algoritmos similares al de Gotay–Nester o´ al CAD, pero aplicables a
sistemas donde no haya necesariamente conservacio´n de energ´ıa.
4.1. Principio D’Alembert generalizado
La antisimetr´ıa de las formas presimple´cticas esta´ directamente vinculada
con la conservacio´n de la energ´ıa en los sistemas que pueden ser tratados
mediante el algoritmo de Gotay–Nester, ya que de la ecuacio´n de tipo (3.10)
ι(x˙)ω = dH,
surge que 〈dH x˙〉 = ω(x˙, x˙) = 0.
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Igualmente la condicio´n de isotrop´ıa de las estrucutras de Dirac (3.13)
implica tambie´n la conservacio´n de la energ´ıa, pues a partir de la ecuacio´n
de tipo (3.15)
x˙⊕ μ ∈ D,
reemplazando (x˙, μ) en los dos pares que aparecen en (3.13) resulta que
〈μ, x˙〉+ 〈μ, x˙〉 = 0 =⇒ 〈μ, x˙〉 = 0.
Para poder incluir sistemas no conservativos en formalismos similares
a los del Cap´ıtulo anterior, es necesario perder las hipo´tesis que implican
antisimetr´ıa.
En el caso del principio de D’Alembert, la condicio´n de antisimetr´ıa apa-
rece al suponer que la fuerza que realiza el v´ınculo (o las variaciones) esta´ en
el anulador del subespacio Δ de las velocidades admisibles. Por lo tanto para
obtener un principio de D’Alembert generalizado que incluya tambie´n siste-
mas disipativos es necesario incluir como datos, adema´s de las restricciones
cinema´ticas (i.e. q˙ ∈ Δ), a las restricciones variacionales, que tendra´n la for-
ma δq ∈ ΔV . Notar que el caso del principio de D’Alembert para sistemas
conservativos aparecera´ cuando ΔV = Δ.
Diferentes trabajos han estudiado este tipo de ideas, entre ellos [1, 3, 4, 5].
Aqu´ı consideraremos el caso en que las restricciones cinema´ticas Δ son
una distribucio´n en TQ y las restricciones variacionales ΔV son otra distribu-
cio´n en TQ. En esta situacio´n el problema variacional dado por el principio
de D’Alembert generalizado{
q˙ ∈ Δ
δ
∫
L(q, q˙) ∈ (ΔV )◦
da lugar a las ecuaciones{
q˙ ∈ Δ
d
dt
(
∂L
∂q˙
(q, q˙)
)
− ∂L
∂q
(q, q˙) ∈ (ΔV )◦ .
(4.1)
El objetivo de este Cap´ıtulo es buscar formas adecuadas para plantear
este tipo de ecuaciones sobre una estructura geome´trica que nos permita
aplicar un algoritmo del tipo Gotay–Nester. La clave para poder llegar a
este resultado consistira´ en poder definir de manera adecuada el concepto de
ortogonalidad.
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4.2. Algoritmo de ligaduras para formas que
no son antisime´tricas
Consideremos la ecuacio´n
ω(x˙, ·) = dH (4.2)
donde dH es una 1–forma y ω es una forma bilineal (no necesariamente
antisime´trica).
Esta forma bilineal ω puede ser vista como una aplicacio´n ω : TM →
T ∗M, dada por ω(v)(w) = ω(v, w), de modo que (4.2) toma la forma
ω(x˙) = dH. (4.3)
Para aplicar un algoritmo similar al de Gotay–Nester a una ecuacio´n de
la forma (4.3) es necesario ser cuidadoso al momento de definir un concep-
to relacionado con la ortogonalidad, ya que cuando ω no es antisime´trica,
ω(u, v) = 0 no implica necesariamente que ω(v, u) = 0.
Definicio´n 4.1. Dados una forma bilineal ω definida en un espacio vecto-
rial V y un vector v ∈ V definimos ω(v) ∈ V ∗ como la 1–forma tal que
ω(v)(w) = ω(v, w), para todo w ∈ V .
Dada una forma bilineal ω sobre una variedad M definimos ω : TM →
T ∗M de modo que ω|TxM = (ω|TxM).
Definicio´n 4.2. Dada una forma bilineal ω en V y dado un subespacio
E ⊂ V definimos el subespacio ortogonal respecto a ω como
Eω = {u ∈ V |ω(v, u) = 0, ∀v ∈ E} =
⋂
v∈E
kerω(v) = (ω(E))◦,
donde la u´ltima igualdad se obtiene a partir de la identificacio´n entre V
y V ∗∗.
Definicio´n 4.3. Dada una forma bilineal ω sobre una variedad M y una
distribucio´n E ⊂ TM definimos la distribucio´n ortogonal respecto a ω como
Eω =
⋃
x∈M
(Ex)
ωx .
De esta u´ltima definicio´n, y dado que estamos considerando el caso finito
dimensional, resulta la fo´rmula ω(E) = (Eω)◦.
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Con estas definiciones puede establecerse un algoritmo similar al de Gotay–
Nester para formas bilineales que no sean antisime´tricas. Ma´s precisamente,
dada una ecuacio´n de la forma (4.3) el conjunto
M1 = {x ∈ M0 | la ecuacio´n ωx(v) = dH(x) tiene solucio´n v ∈ TxM0}
puede redefinirse as´ı,
M1 = {x ∈ M0|〈dH, (TxM0)ω〉 = 0},
y los siguientes pasos del algoritmo quedan determinados del siguiente modo,
Mk+1 = {x ∈ Mk|〈dH, (TxMk)ω〉 = 0};
donde estamos considerando M0 := M.
Formalmente estas definiciones parecen coincidir con las establecidas a
partir del algoritmo de Gotay–Nester, pero debe tenerse en cuenta que el
concepto de ortogonalidad con respecto a ω ha sido modificado convenien-
temente. Es necesario remarcar que Eω = {u ∈ V |ω(v, u) = 0, ∀v ∈ E} =
{u ∈ V |ω(u, v) = 0, ∀v ∈ E}, es decir, es importante el orden de u y v en la
definicio´n del conjunto ortogonal.
Ejemplo 4.1. Consideremos un pe´ndulo, con espacio de configuracio´n Q = S1,
y Lagrangiano L = 1
2
mv2 +mg cos q, donde m es la masa del pe´ndulo, g es
la aceleracio´n de la gravedad, q ∈ Q es el a´ngulo que forma la varilla del
pe´ndulo con la vertical y v = dq/dt (suponemos que la varilla tiene longitud
1). Tomamos M0 = TQ ⊕ T ∗Q, con coordenadas (q, v, p), y la funcio´n de
energ´ıa H(q, v, p) = pv − L(q, v) = pv − 1
2
mv2 −mg cos q.
Consideremos la forma bilineal ω dada por ω(q˙, v˙, p˙) = q˙dp− p˙dq− kq˙dq
que es la suma del pullback de la forma simple´ctica cano´nica sobre T ∗Q y de
la forma lineal sime´trica −kq˙dq, donde k es el coeficiente de friccio´n.
Se tiene que TMω0 = {q˙ = 0, p˙− kq˙ = 0}, de aqu´ı que al aplicar el primer
paso del algoritmo se obtiene
M1 = {(q, v, p) ∈ M0 | p = mv}.
Adema´s, para cada x ∈ M1 se tiene que TxMω1 = TxMω0 , con lo cual el
algoritmo se detiene en este paso.
Si en M1 tomamos coordenadas (q, v) la ecuacio´n resulta{
mq˙ = mv
−mv˙ − kq˙ = mg sin q
o lo que es lo mismo
mq¨ = −mg sin q − kq˙,
que es la ecuacio´n del pe´ndulo con friccio´n. Aqu´ı puede notarse que la parte
sime´trica de la forma bilineal ω representa la fuerza de roce.
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4.3. Estructuras de Dirac generalizadas
Comenzamos recordando la definicio´n de estructura de Dirac sobre un
espacio vectorial. Dado un espacio vectorial V de dimensio´n finita, una es-
tructura de Dirac sobre V es un subespacio D ⊂ V ⊕ V ∗, que es maximal
respecto a la propiedad 〈α1, v2〉 + 〈α2, v1〉 = 0. Un ejemplo muy importante
es la gra´fica de una forma bilineal antisime´trica ω definida sobre V, es decir,
D = {(v, ω(v, ·))| v ∈ V }.
Para dar diferentes formas equivalentes de esta definicio´n, en D ⊂ V ⊕V ∗
podemos introducir los siguientes productos bilineales:
〈(v1, α1), (v2, α2)〉 = α1v2,
〈(v1, α1), (v2, α2)〉− = (α1v2 − α2v1)/2,
〈(v1, α1), (v2, α2)〉+ = (α1v2 + α2v1)/2.
As´ı resulta que un subespacio D ⊂ V ⊕ V ∗ es una estructura de Dirac si y
so´lo si D es maximal isotro´pico respecto a 〈, 〉+.
Consideramos las proyecciones cano´nicas piV : V ⊕ V ∗ → V y piV ∗ :
V ⊕V ∗ → V ∗, a partir de ellas definimos los siguientes objetos, para cualquier
subespacio D ⊂ V ⊕ V ∗ :
ED = piV (D), que es un subespacio de V .
Para v ∈ ED se define D[(v) = piV ∗(D ∩ pi−1V (v)). As´ı D[(0) es un
subespacio de V ∗.
Para v, w ∈ ED se define ωD(v, w) = αw, α ∈ D[(v).
Si D es una estructura de Dirac, vale que ED = D
[(0)◦. En efecto, sea
α ∈ D[(0), entonces (0, α) ∈ D. Sea v ∈ ED, entonces existe β ∈ V ∗ tal que
(v, β) ∈ D. Como D es isotro´pico tenemos que 0 = 〈(0, α), (v, β)〉+ = αv.
Luego v ∈ α◦. Como esto ocurre para cada v ∈ ED y para cada α ∈ D[(0),
resulta ED ⊂ D[(0)◦.
Por otro lado tenemos que ED = Im(piV |D) y D[(0) = piV ∗(ker(piV |D)) =
piV ∗(ker(piV ) ∩D).
La restriccio´n piV ∗|ker(piV ) es un isomorfismo, luego podemos escribir dimD[(0) =
dim ker(piV |D) = dimD − dim Im(piV |D) = dimV − dimED.
Finalmente, dimD[(0)◦ = dimV − dimD[(0) = dimED. Como adema´s
vale que ED ⊂ D[(0)◦, concluimos que ED = D[(0)◦.
La propiedad que acabamos de probar garantiza que ωD este´ bien definida,
ya que si α, β ∈ D[(v) entonces α− β ∈ D[(0) = ED◦, luego αw = βw, para
todo w ∈ ED.
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4.3.1. Estructuras de Dirac generalizadas sobre un es-
pacio vectorial
Nos ocuparemos ahora de la generalizacio´n de las estructuras de Dirac.
Dado que la propiedad de isotrop´ıa en las estructuras de Dirac es la
que garantiza la conservacio´n de la energ´ıa en los sistemas de Dirac, para
generalizar el concepto de estructura de Dirac podemos simplemente eliminar
esta propiedad.
Definicio´n 4.4. Una estructura de Dirac generalizada sobre un espacio vec-
torial de dimensio´n finita V es un subespacio D ⊂ V ⊕ V ∗.
Esta definicio´n es, quiza´, demasiado general. Nuestro intere´s consiste en
hallar dos modos de generalizar las estructuras de Dirac que permitan incluir
sistemas no conservativos, uno incluyendo la fuerza disipativa expl´ıcitamente,
como ocurrio´ en el caso de las formas bilineales no antisime´tricas y otro
tomando la forma de las ecuaciones del principio de D’Alembert generalizado.
Para el primero de estos objetivos deber´ıan generalizarse las estructuras
de Dirac de modo que la forma bilineal ωD pudiera ser una forma bilineal
cualquiera (no necesariamente antisime´trica), y para el otro objetivo deber´ıan
considerarse estructuras donde la propiedad D(0)◦ = ED no se cumpla (ya
veremos que ED jugara´ el papel de Δ y D
(0)◦ jugara´ el papel de ΔV en el
principio de D’Alembert generalizado).
La definicio´n 4.4 engloba ambas posibilidades, y permite hacer una gran
parte del trabajo de modo tal de incluir ambas situaciones. Las particulari-
dades de cada caso las consideraremos cuando sea necesario.
Las definiciones de ED y D
 dadas para estructuras de Dirac, se extienden
sin problemas si consideramos estructuras de Dirac generalizadas (no as´ı la
de ωD). Es conveniente, adema´s, agregar las siguientes definiciones.
E˜D = D
(0)◦, que resulta un subespacio de V .
Para α ∈ πV ∗(D) se define D	(α) = πV (D ∩ π−1V ∗(α)).
Notar que en general D y D	 no son funciones inversas. En cambio se
cumple que α ∈ D(v) ⇐⇒ v ∈ D	(α).
Para generalizar la defincio´n de ωD procedemos del siguiente modo.
Definicio´n 4.5. Dado un espacio vectorial V y dado D ⊂ V ⊕V ∗ un subes-
pacio, definimos ωD : ED × E˜D → R como ωD(v, v˜) = αv˜, con α ∈ D(v).
La funcio´n ωD esta´ bien definida, ya que si α, β ∈ D(v) entonces α−β ∈
D(0) = (E˜D)
◦ y por lo tanto αv˜ = βv˜. Adema´s, es inmediato verificar que
se trata de una funcio´n bilineal.
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Lema 4.1. Los subespacios ED, E˜D junto con la funcio´n bilineal ωD deter-
minan un´ıvocamente a la estructura de Dirac generalizada D. Ma´s au´n, se
tiene que,
D = {(v, α) ∈ V ⊕ V ∗| v ∈ ED, α|E˜D = ωD(v, ·)}.
Demostracio´n. Sea (v, α) ∈ D, por definicio´n tenemos que v ∈ ED y ωD(v, w) =
αw para todo w ∈ E˜D, por lo tanto D ⊂ {(v, α) ∈ V ⊕ V ∗| v ∈ ED, α|E˜D =
ωD(v, ·)}.
Por otro lado dimD = dim Im(piV |D)+dim ker(piV |D) = dimED+dimD[(0) =
dimV +dimED−dim E˜D = dim{(v, α) ∈ V ⊕V ∗| v ∈ ED, α|E˜D = ωD(v, ·)}.
Definicio´n 4.6. Dados dos vectores v ∈ ED y w ∈ E˜D decimos que v y w
son ortogonales respecto a D si y so´lo si ωD(v, w) = 0.
Dado un subespacio W ⊂ ED, definimos el subespacio ortogonal respecto
a D, WD ⊂ E˜D como
WD = {w ∈ E˜D | v y w son ortogonales respecto a D , ∀v ∈ W}.
Cuando no se cumpla que W ⊂ ED, por abuso de notacio´n escribiremos
WD para referirnos a (W ∩ ED)D.
Equivalentemente, dos vectores v, w ∈ V son ortogonales respecto a D
si y so´lo si w ∈ (D[(0))◦ y existe α ∈ V ∗, con (v, α) ∈ D y αw = 0.
En consecuencia, teniendo en cuenta que 0 ∈ W y entonces (D[(W ))◦ ⊂
(D[(0))◦, se tiene la siguiente fo´rmula,
WD = (D[(W ))◦. (4.4)
Esta fo´rmula tendra´ utilidad ma´s adelante escrita de la siguiente manera:
dados α ∈ V ∗ y W ⊂ V,
α ∈ D[(W ) ⇐⇒ α · (WD) = {0}.
Ahora pasaremos a calcular algunas fo´rmulas que permitira´n ver a WD
de una manera diferente.
Definicio´n 4.7. Dada una estructura de Dirac generalizada D ⊂ V ⊕ V ∗
definimos
D> = {(w, β) ∈ V ⊕ V ∗|〈(v, α), (w, β)〉− = 0, ∀(v, α) ∈ D},
D⊥ = {(w, β) ∈ V ⊕ V ∗|〈(v, α), (w, β)〉+ = 0, ∀(v, α) ∈ D}.
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Lema 4.2. Se tienen las siguientes igualdades:
ED = ED⊥ = E˜D.
E˜D = E˜D⊥ = ED.
ωD(w, v) = ωD(v, w).
ωD⊥(w, v) = −ωD(v, w).
Demostracio´n. Primero notar que, dado que 〈, 〉+ y 〈, 〉− son formas bilineales
no degeneradas, entonces resulta que dimD = dimD⊥ = 2dimV − dimD.
Notar adema´s que si α ∈ D(0), i.e. si (0, α) ∈ D, y si w ∈ ED (resp.
w ∈ ED⊥) entonces existe β ∈ V ∗ tal que αw + β0 = 0 (resp. αw − β0 = 0),
en consecuencia αw = 0. Por lo tanto resulta que ED ⊆ D(0)◦ = E˜D (resp.
ED⊥ ⊆ E˜D).
Vale tambie´n que, si (0, β) ∈ D (resp. (0, β) ∈ D⊥), resulta que βv = 0,
para todo v ∈ ED, por lo tanto ED ⊆ E˜D (resp. ED ⊆ E˜D⊥).
Para concluir tenemos que dimD = dimV + dimED − dim E˜D ≤
dimV + dim E˜D − dimED = 2dimV − dimD, y la igualdad se cumple so´lo
si ED = E˜D y ED = E˜D . Con un razonamiento semejante se prueba que
ED⊥ = E˜D y ED = E˜D⊥ .
Para terminar, si (v, α) ∈ D y (w, β) ∈ D, entonces βv = αw, de
donde ωD(w, v) = ωD(v, w). Del mismo modo, si (v, α) ∈ D y (w, β) ∈ D⊥,
entonces βv = −αw, de donde ωD⊥(w, v) = −ωD(v, w).
De este resultado podemos obtener otra fo´rmula para calcular E˜D que
resultara´ u´til ma´s adelante.
Corolario 4.3.
E˜D = πV (D
⊥) = πV (D). (4.5)
Demostracio´n. Del lema anterior se tiene E˜D = ED⊥ = ED ; adema´s ED⊥ =
πV (D
⊥) y ED = πV (D), de donde se deduce la fo´rmula (4.5).
Lema 4.4. Dados D ⊂ V ⊕ V ∗ una estructura de Dirac generalizada y
W ⊂ V un subespacio, consideramos D +W ⊂ V ⊕ V ∗ dado por D +W =
{(v, α) ∈ V ⊕V ∗ | ∃w ∈ W, (v−w, α) ∈ D}. Entonces el subespacio ortogonal
WD puede calcularse como
WD =
(
(D +W )(0)
)◦
= E˜(D+W ) = πV ((D +W )
⊥).
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Demostracio´n. Por definicio´n D(W ) = {α ∈ V ∗ | ∃w ∈ W, (w, α) ∈ D}, y
(D +W )(0) = {α ∈ V ∗ | (0, α) ∈ D +W} = {α ∈ V ∗ | ∃w ∈ W, (−w, α) ∈
D}. De esto se deduce que D(W ) = (D + W )(0) y por lo tanto WD =
D(W )◦ =
(
(D +W )(0)
)◦
= E˜(D+W ) = πV ((D +W )
⊥); la u´ltima igualdad
surge del corolario 4.3.
Para finalizar, resumimos las definiciones y fo´rmulas presentadas en esta
seccio´n que se utilizara´n luego.
Dados D ⊂ V ⊕ V ∗, W ⊂ V (⊂ V ⊕ V ∗):
ED = πV (D),
D(W ) = {α ∈ V | ∃w ∈ W, (w, α) ∈ D},
E˜D = D
(0)◦ = πV (D⊥) (⊥=ortogonal respecto a 〈, 〉+),
WD = D(W )◦ = πV ((D +W )⊥),
α ∈ D(W ) ⇐⇒ α · (WD) = {0}.
4.3.2. Estructuras de Dirac generalizadas sobre una
variedad
En esta seccio´n desarrollaremos una teor´ıa de estrucutras de Dirac gene-
ralizadas sobre variedades diferenciales. Todas las definiciones y resultados
sera´n va´lidas ya sea considerando que tanto la variedad M como todos los
objetos utilizados en las definiciones (como campos vectoriales, secciones de
fibrados, etc.) son de clase C∞, o tambie´n considerando que son Cω. En tra-
bajos previos es habitual trabajar en la clase C∞, pero en nuestro caso es
importante que los resultados valgan tambie´n para el caso Cω para que se
puedan coordinar con los cap´ıtulos siguientes de esta tesis. Desarrollar una
teor´ıa similar a esta para el caso Ck requerir´ıa un trabajo un poco ma´s cui-
dadoso porque no todas las operaciones que utilizamos conservar´ıan el grado
de regularidad.
En general no aclararemos cua´ndo los objetos considerados son C∞ o Cω,
y la palabra “suave” se utilizara´ como sino´nimo en cualquiera de los dos
casos, salvo cuando resulte estrictamente necesario ya sea porque se trabaje
con objetos no habituales o porque haya alguna diferencia entre un caso u el
otro; ver definiciones en el Cap´ıtulo 2.
Definiremos a las estructuras de Dirac generalizadas sobre una variedad
M como subfibrados de la suma de Whitney TM ⊕ T ∗M . En esta seccio´n
llamaremos πTM y πT ∗M a las proyecciones cano´nicas de TM ⊕ T ∗M sobre
TM y T ∗M, respectivamente; y llamaremos τTM⊕T ∗M , τTM y τT ∗M a las
45
proyecciones sobre M de TM ⊕T ∗M , TM y T ∗M, respectivamente. Se tiene
el siguiente diagrama,
TM ⊕ T ∗M
TM T ∗M
M
piTM
τTM⊕T∗M
piT∗M
τTM
τT∗M
Con estas proyecciones damos la definicio´n de estructura de Dirac gene-
ralizada.
Definicio´n 4.8. Dada una variedad M , una estructura de Dirac generalizada
sobre M es un subfibrado D del fibrado TM ⊕ T ∗M .
D TM ⊕ T ∗M
M
i
τTM⊕T∗M |D
τTM⊕T∗M
Es decir, se cumplen las siguientes dos propiedades:
para cada x ∈M , se tiene Dx = (τTM⊕T ∗M |D)−1(x) que es un subespa-
cio de TxM ⊕ T ∗xM , o equivalentemente Dx es una estructura de Dirac
generalizada sobre el espacio vectorial TxM , y la dimensio´n rgD = k
es constante;
Dx depende de manera suave de x. Esto es, existen trivializaciones loca-
les, o sea, para cada x0 ∈M existen un entorno U , campos vectoriales
vi : U → TM y 1–formas αi : U → T ∗M , i = 1, . . . , k tales que para
cada x ∈ U el conjunto {(vi(x), αi(x))|i = 1, . . . , k} es una base de Dx.
A continuacio´n definiremos, para una estructura de Dirac generalizada
sobre una variedad M, los objetos correspondientes a aquellos que definimos
en la seccio´n anterior para una estructura de Dirac generalizada sobre un
espacio vectorial.
Definicio´n 4.9. Dada una estructura de Dirac generalizada sobre M , defi-
nimos ED = piTM(D) ⊂ TM .
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Dada una trivializacio´n local de D, los campos vectoriales vi, i = 1, . . . , k
generan localmente a ED, pero en general no son linealmente independientes.
Por esto ED es una distribucio´n, pero en general no tiene rango constante.
La definicio´n de E˜D no sigue de manera tan directa de la definicio´n corres-
pondiente para espacios vectoriales. Teniendo en cuenta que para el caso li-
neal se definio´ E˜D = D
(0)◦, ser´ıa natural llamar E˜D = (πT ∗M(ker(πTM |D)))◦,
pero a partir de esta definicio´n se presentar´ıa el siguiente inconveniente: da-
do que la dimensio´n de Im(πTM |D) = ED es semicontinua inferiormente,
entonces la dimensio´n de ker(πTM |D) es semicontinua superiormente, y por
lo tanto no hay sistemas de generadores de ker(πTM |D).
Debido a esto resulta ma´s conveniente definir E˜D a trave´s deD
⊥, guia´ndo-
se por las fo´rmulas del lema 4.2.
Para poder definir D⊥ notar que el producto 〈, 〉+, definido en la seccio´n
anterior sobre V ⊕ V ∗, se extiende a un producto de secciones del fibrado
TM ⊕ T ∗M definido punto a punto.
Entonces, dada una estructura de Dirac generalizada D, consideramos
(vi, αi), i = 1, . . . , k, una trivializacio´n local de D. Esta trivializacio´n puede
extenderse a una trivializacio´n local de TM ⊕ T ∗M , dada por (vi, αi), i =
1, . . . , 2n. Las ecuaciones 〈(vi, αi), (v⊥j , α⊥j )〉+ = δji definen un´ıvocamente los
campos vectoriales v⊥j : U → TM y las 1–formas α⊥j → T ∗M . As´ı, definimos
D⊥ a la estructura de Dirac generalizada generada por (v⊥j , α
⊥
j ), j = k +
1, . . . , 2n. Adema´s se define E˜D = E(D⊥).
Lema 4.5. Dados D una estructura de Dirac generalizada sobre M , y un
punto x ∈ M , se cumple que (0, α) ∈ Dx si y so´lo si (α · (E˜D)x) = {0}.
Demostracio´n. si (α · (E˜D)x) = {0}, entonces para todo (v, β) ∈ D⊥x se tiene
〈(0, α,(v, β)〉+ = αv + β0 = 0 y por lo tanto (0, α) ∈ (D⊥x )⊥ = Dx.
Rec´ıprocamente, si (0, α) ∈ Dx y v ∈ (E˜D)x, entonces existe β ∈ T ∗xM
tal que (v, β) ∈ (D⊥)x y por lo tanto α · v = −β0 = 0.
Nota. Este resultado, visto en cada fibra, se lee como E˜D = D
(0)◦.
Corolario 4.6. Dada D una estructura de Dirac generalizada sobre una va-
riedad M de dimensio´n n resulta que rgED−rgE˜D es una cantidad constante
y rgD = n+ rgED − rgE˜D
Demostracio´n. Consideremos la fo´rmula rgD = rgIm(πTM) + rg ker(πTM) =
rgED + rgD
(0).
Del lema anterior resulta rgD(0) = rg(E˜D)
◦
= n− rgE˜D, luego reempla-
zando en la fo´rmula anterior se tiene rgD = n+ rgED − dim(E˜D)x.
Finalmente, como rgD es constante, resulta que rgED − rgE˜D es una
cantidad constante.
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Hasta ahora, para D una estructura de Dirac generalizada sobre una
variedad, hemos definido ED y E˜D. El siguiente paso sera´ definir ωD y ver
bajo que´ condiciones la terna (ED, E˜D, ωD) define a la estructura D.
Definicio´n 4.10. Dada D una estructura de Dirac generalizada sobre M ,
sea ωD : ED×M E˜D → R la funcio´n definida por ((x, v), (x, w)) → αw, donde
α ∈ T ∗xM es tal que (x, v, α) ∈ D.
El resultado no depende de la eleccio´n de α, ya que si (x, v, α′) ∈ D
entonces (x, 0, α− α′) ∈ D y por el lema 4.5 resulta que αw = α′w.
La funcio´n ωD es suave (como funcio´n de x) en el sentido de la definicio´n
2.13 del cap´ıtulo 2, considerando a la imagen como el fibrado trivial M ×R.
En el caso en que ED sea una distribucio´n de rango constante la definicio´n
anterior es equivalente a pedir que ωD sea suave al evaluarla en campos
vectoriales que formen una base local.
Establecer si la terna (ED, E˜D, ωD) define o no una estructura de Dirac
generalizada no es trivial, como puede verse en el siguiente ejemplo.
Ejemplo 4.2. Sea M = R. Sean E = E˜ ⊂ TM  R2 distribuciones generadas
por el campo vectorial x → (x, x). Sea ω definida por ω((x, v), (x, w)) =
k(x)vw donde k(x) es una funcio´n dada.
Con estas definiciones, tenemos entonces que E y E˜ son distribuciones y
ω es una funcio´n bilineal suave. Si existiera una estructura de Dirac genera-
lizada D tal que E = ED, E˜ = E˜D y ω = ωD, entonces D tendr´ıa rango 1 y
estar´ıa localmente generada por una seccio´n de TM ⊕ T ∗M .
Supongamos que tal D existe y sea (x, v(x), α(x)) la seccio´n que genera
a D en un entorno de x = 0. Como v(x) genera a ED resulta que v(0) = 0, y
α(0) = 0 puesto que D0 tiene dimensio´n 1. Por otro lado, para x = 0 se tiene
α(x)w = k(x)v(x)w, para todo w ∈ TxM = R, de donde k(x) = α(x)/v(x).
Como α(0) = 0 y v(0) = 0 resulta que k(x) diverge cuando x → 0. Esto
muestra que no todas las posibles elecciones de ω provienen de una estructura
de Dirac generalizada.
Para analizar mejor que´ es lo que puede fallar, consideremos el caso k(x) =
1. Para x = 0 deber´ıa ser (x, v, α) ∈ D si y so´lo si αw = vw, para todo w,
esto es si y so´lo si α = v; por otro lado, para x = 0 deber´ıa ser (0, v, α) ∈ D si
y so´lo si v = 0 y v0 = α0 (la segunda ecuacio´n es as´ı porque E˜0 = {0}). Por
lo tanto deber´ıa ser D = {(x, v, α)|v = α, x = 0} ∪ {(x, v, α)|x = 0, v = 0},
pero esto no es un subfibrado de TM ⊕ T ∗M , y por lo tanto D no es una
estructura de Dirac generalizada.
Respecto a bajo que´ condiciones las ternas (ED, E˜D, ωD) definen una es-
tructura de Dirac generalizada se tienen los siguientes resultados.
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Lema 4.7. Dada una variedadM , dos distribuciones E y E˜ tales que dimEx−
dim E˜x es constante, y una funcio´n bilineal ω : E×M E˜ → R, existe a lo sumo
una estructura de Dirac generalizada D tal que E = ED, E˜ = E˜D y ω = ωD.
Demostracio´n. En la seccio´n anterior (lema 4.1) vimos que una estructura
de Dirac generalizada D sobre un espacio vectorial esta´ un´ıvocamente deter-
minada por ED, E˜D y ωD. En este contexto, ese resultado implica que Dx
esta´ un´ıvocamente determinada por (ED)x, (E˜D)x y ωD|(ED)x×(E˜D)x .
Entonces la terna (E, E˜, ω) determina un´ıvocamente a las fibras Dx. Por
esto, si existe un estructura de Dirac generalizada tal que tal que E = ED,
E˜ = E˜D y ω = ωD, e´sta es u´nica.
Nota. Esta demostracio´n prueba la unicidad de D, pero no la existencia,
porque la unio´n de las fibras Dx podr´ıa no ser un subfibrado de TM ⊕ T ∗M
como se vio en el ejemplo 4.2.
El siguiente es un resultado de existencia.
Lema 4.8. Dadas una variedad M , dos distribuciones E y E˜ de rango cons-
tante, y una funcio´n bilineal ω : E ×M E˜ → R, existe una u´nica estructura
de Dirac generalizada D tal que E = ED, E˜ = E˜D y ω = ωD.
Demostracio´n. Del lema 4.7 sabemos que, si existiera una estructura de Dirac
generalizada como en el enunciado, deber´ıa ser
D = {(x, v, α) ∈ TM ⊕ T ∗M | (x, v) ∈ E y αw = ωx(v, w), ∀w ∈ (E˜)x}.
Supongamos que D as´ı definido es un subfibrado, vamos a demostrar que
E = ED, E˜ = E˜D y ω = ωD. Primero observar que ED = πTM(D) = E
por construccio´n. Como segundo paso, dado w ∈ (E˜)x, resulta que para todo
α ∈ Dx(0) (es decir (0, α) ∈ Dx), resulta αw = ωx(0, w) = 0, y por el lema
4.5 resulta w ∈ (E˜D)x = (Dx(0))◦. Luego E˜ ⊂ E˜D. Por otro lado, el rango
rgD es igual a n+rgE−rgE˜ y dim(E˜D)x = n−rgD+dimEx. De aqu´ı resulta
que E˜D tiene rango constante igual al rango de E˜, y en consecuencia E˜ = E˜D.
Finalmente ωD = ω por construccio´n.
Falta demostrar que D es efectivamente un subfibrado de TM ⊕ T ∗M .
Para esto vamos a construir trivializaciones locales de D. Como ED y E˜D son
distribuciones regulares tienen trivializaciones locales. Esto quiere decir que
para todo x0 ∈ M existen un entorno U y campos vectoriales vi : U → TM ,
i = 1, . . . ,m y v˜j : U → M , j = 1, . . . , m˜ tales que {vi(x), i = 1, . . . ,m} es
una base de Ex y {v˜i(x), i = 1, . . . , m˜} es una base de E˜x, para cada x ∈ U .
Cada una de estas trivializaciones puede extenderse a trivializaciones de TM
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obtenie´ndose vi : U → TM , i = 1, . . . , n y v˜j : U → M , j = 1, . . . , n, ambas
trivializaciones locales de TM .
Utilizando estas trivializaciones definiremos 1–formas αi, i = 1, . . . , n +
m− m˜, donde n es la dimensio´n de M , m es el rango de E y m˜ es el rango
de E˜. Primero definimos αi, i = 1, . . . ,m mediante las ecuaciones
αi · v˜j =
{
ωD(vi, v˜j), j = 1, . . . , m˜
0, j = m˜+ 1, . . . , n.
Luego, si m˜ < n, definimos αm+k, k = 1, . . . n− m˜ mediante las ecuaciones
αm+k · v˜j =
{
1, m˜+ k = j
0, m˜+ k 6= j
Con estas definiciones resulta que:
1. (x, vi(x), αi(x)) ∈ Dx, para i = 1, . . . ,m.
2. Las secciones x 7→ (x, vi(x), αi(x)), con i = 1, . . . ,m, son linealmente
independientes porque los vi son linealmente indepedientes.
3. (x, 0, αm+k(x)) ∈ Dx, para k = 1, . . . n− m˜, ya que αm+k · v˜j = 0, para
j ≤ m˜, luego αm+k · w = 0 = ωx(0, w), para todo w ∈ E˜.
4. Las secciones x 7→ (x, 0, αm+k(x)) ∈ Dx, para k = 1, . . . n − m˜, son
linealmente independientes entre s´ı porque los αm+k son linealmente
indepedientes, y adema´s son linealmente independientes de las x 7→
(x, vi(x), αi(x)), para i = 1, . . . ,m, porque los vectores vi(x) son no
nulos.
As´ı hemos construido n + m − m˜ secciones linealmente independientes, a
saber: x 7→ (x, vi(x), αi(x)), para i = 1, . . . ,m, y x 7→ (x, 0, αm+k(x)) ∈ Dx,
para k = 1, . . . n − m˜. La imagen de estas secciones esta´ contenida en D,
y rgD = n + m − m˜, para todo x. Por lo tanto estas secciones son una
trivializacio´n local de D.
Como esto vale para todo x0 ∈ M resulta que D es un subfibrado de
TM ⊕ T ∗M con lo que se completa la demostracio´n.
Estructuras de Dirac genearilzadas con nu´cleo de rango constan-
te. Para llevar adelante el algoritmo gCAD, necesitaremos una condicio´n
de regularidad para las estructuras de Dirac generalizadas con las que traba-
jaremos.
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Definicio´n 4.11. Definimos el nu´cleo de D, kerD ⊂ TM , como
kerD = piTM ((TM ⊕ {0}) ∩D) .
El conjunto kerD es el conjunto de los vectores (x, v) ∈ TM tales que
(x, v, 0) esta´ en D. En general no es una distribucio´n, ya que el rango de
kerD es semicontinuo superiormente (en lugar de serlo inferiormente como
ocurre con las distribuciones).
Definicio´n 4.12. Una estructura de Dirac generalizada con nu´cleo de rango
constante es una estructura de Dirac generalizada D tal que kerD es una
distribucio´n de rango constante.
Lema 4.9. Dada una estructura de Dirac generalizada D tal que kerD tiene
rango constante entonces:
1. F = piT ∗M(D) es un subfibrado de T
∗M .
2. Existe una aplicacio´n ν : F → TM tal que se cumple (v, µ) ∈ D ⇐⇒
v − ν(µ) ∈ kerD.
3. Dada una distribucio´n EC tal que TM = EC ⊕ kerD la aplicacio´n ν
del inciso anterior puede elegirse de modo que Imν ⊂ EC.
Demostracio´n. 1. Observar que kerD tiene rango constante si y so´lo si
ker(piT ∗M |D) tiene rango constante, y luego F = Im(piT ∗M |D) tiene tam-
bie´n rango constante y resulta, por lo tanto, un subfibrado.
2. Dado que ker(piT ∗M |D) es un subfibrado de D, entonces existe un com-
plemento D′, D = D′ ⊕ ker(piT ∗M |D). Por construccio´n se cumple que
ker(piT ∗M |D′) = 0, y por lo tanto piT ∗M |D′ es invertible. Luego llamamos
ν = piTM ◦ (piT ∗M |D′)−1. De este modo, para todo µ ∈ F se cumple
que (ν(µ), µ) = (piT ∗M |D′)−1(µ) ∈ D′, y todo elemento de D′ se escri-
be de esta manera. Por otro lado, como D = D′ ⊕ ker(piT ∗M |D), todo
elemento de D se escribe de manera u´nica como la suma de un ele-
mento (ν(µ), µ) ∈ D′ ma´s un elemento (v0, 0) ∈ ker(piT ∗M |D). Dicho
de otro modo, todo elemento de D se escribe de manera u´nica como
(ν(µ)+v0, µ), de donde se deduce que (v, µ) ∈ D ⇐⇒ v−ν(µ) ∈ kerD.
3. Para demostrar el u´ltimo punto, alcanza con tomar D′ = D∩EC en la
construccio´n del pa´rrafo anterior.
En el siguiente teorema vamos a mostrar que la existencia de F y ν es
una condicio´n necesaria y suficiente para que la terna (E, E˜, ω) defina una
estructura de Dirac generalizada con nu´cleo de rango constante.
51
Teorema 4.10. Dadas dos distribuciones E, E˜ ⊂ TM y una aplicacio´n bi-
lineal ω : E × E˜ → R, entonces existe una u´nica estructura de Dirac genera-
lizada D con nu´cleo de rango constante tal que ED = E, E˜D = E˜ y ωD = ω
si y solo s´ı se cumplen las siguentes condiciones:
1. dimEx − dim E˜x es una cantidad constante.
2. El conjunto F = {μ ∈ T ∗M | ∃v ∈ E, ω(v, ·) = μ|E˜} es un subfibrado
de T ∗M .
3. El conjunto kerω = {v ∈ E | ∀w ∈ E˜, ω(v, w) = 0} es una distribucio´n
de rango constante
4. Dada una distribucio´n EC tal que TM = EC ⊕ kerω, la funcio´n ν :
F → EC dada por ν(μ) = v ⇐⇒ ω(v, ·) = μ|E˜ es una aplicacio´n
suave.
Demostracio´n. Primero veamos que son condiciones necesarias.
El punto 1 debe satisfacerse por el corolario 4.6.
Por el lema 4.7, si existe una estrucutra de Dirac generalizada como en
el enunciado, resulta D = {(x, v, μ) ∈ TM ⊕ T ∗M |v ∈ Ex y ω(v, ·) = μ|E˜}.
Suponiendo que se trata de una estrucutra de Dirac generalizada con nu´cleo
de rango constante, el conjunto mencionado en el inciso 2 es F = πT ∗M(D),
y de acuerdo al lema 4.9 debe ser un subfibrado de T ∗M .
Adema´s kerD = kerω, por lo tanto si D tiene nu´cleo de rango constante
esto implica que kerω es una distribucio´n de rango constante.
Finalmente, la funcio´n ν coincide con la construida en el lema 4.9, ya
que si v ∈ EC y (x, v, μ) ∈ D =⇒ ν(μ) = v, y por lo tanto debe ser una
aplicacio´n suave.
Para la rec´ıproca, definimos D = {(x, v, μ) ∈ TM ⊕ T ∗M |μ ∈ F, v −
ν(μ) ∈ ker(ω)}.
Si llamamos {μi} a una trivializacio´n local de F , y {vj} a una trivializa-
cio´n local de kerD, entonces el conjunto {(ν(μi), μi)}∪{(vj, 0)} es una trivia-
lizacio´n local de D, y por lo tanto D es una estructura de Dirac generalizada.
Y tiene nu´cleo de rango constante ya que, por construccio´n, kerD = kerω.
Por construccio´n ED = ν(F ) + kerω = E.
Por otro lado, (0, μ) ∈ D ⇐⇒ ν(μ) = 0 ⇐⇒ μw = 0∀w ∈ E˜. Entonces
por el lema 4.5 resulta que E˜ = E˜D.
Finalmente, todo v ∈ ED se puede escribir de la forma v = ν(μ) + v0 con
μ ∈ F y v0 ∈ kerω, por lo tanto ωD(ν(μ) + v0, w) = μw = ω(ν(μ) + v0, w),
de donde ω = ωD.
La unicidad sigue del lema 4.7.
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Nota. . En este punto es conveniente repetir lo que dijimos al principio de
la seccio´n: las estructruas de Dirac generalizadas que estamos estudiando
pueden ser de clase C∞ o Cω segu´n el grado de regularidad que se pida
a los campos que las generan. En el teorema anterior, el mismo grado de
regularidad debe pedirse a todos los objetos involucrados: ED, E˜D, F y ν.
Ejemplo 4.3 (continuacio´n del ejemplo 4.2). En el ejemplo 4.2 hemos conside-
rado M = R, E y E˜ generadas por el campo x → (x, x) y ω((x, u), (x, v)) =
k(x)uv.
Las distribuciones E y E˜ son suaves por construccio´n.
La condicio´n que ω sea suave puede verificarse del siguiente modo: cual-
quier campo que genere a E tendra´ la forma (x, u(x)) con u(x) suave, u(0) = 0
y u(x) = 0 para x = 0. Algo similar puede decirse para E˜ y un campo
(x, v(x)). Entonces ω es suave si y so´lo si existen u y v en estas condiciones
que verifiquen que el producto k(x)u(x)v(x) sea suave, esto es equivalente a
que k(x) sea suave para x = 0 (en el caso Cω hay que pedir adema´s que k no
tenga una singularidad esencial en x = 0, en el caso C∞ no hace falta pedir
ninguna condicio´n en x = 0).
Se tiene adema´s que dimEx = dim E˜x, luego se verifica la condicio´n 1.
Por otro lado, (kerω)0 = {0} y para x = 0 (kerω)x = {0} si y so´lo si
k(x) = 0. Luego, la condicio´n 3 se cumple si y so´lo si k(x) = 0 para x = 0.
Suponiendo que esto se cumple, tenemos F = T ∗M , con lo que la condicio´n
2 se cumple automa´ticamente.
Finalmente, para la condicio´n 4, ν queda definida, para x = 0, a partir
de ν(x, k(x)u) = (x, u), es decir ν(x, μ) = (x, μ/k(x)), y para x = 0 por
ν(x, μ) = (x, 0). La terna (E, E˜, ω) definira´ una estrucutra de Dirac generli-
zada (con nu´cleo de rango constante) si y so´lo si la funcio´n ν as´ı construida
es suave (i.e. C∞ o Cω segu´n corresponda).
Distribucio´n ortogonal. Para completar el proceso de extender las defi-
niciones que dimos en el caso lineal al caso de una estructura de Dirac gene-
ralizada sobre una variedad M, so´lo nos falta definir el ortogonal respecto a
D.
Definicio´n 4.13. Dada una distribucio´n de rango constante W ⊂ TM tal
que se cumple que W ∩ kerD tambie´n tiene rango constante, definimos
WD = πTM
(
((W ⊕ {0}) +D)⊥) .
Nota. Dado que (W ⊕ {0}) ∩D = (W ∩ kerD)⊕ {0}, entonces la condicio´n
que W ∩ kerD tiene rango constante garantiza que (W ⊕ {0}) +D tambie´n
tiene rango constante y es por lo tanto una estructura de Dirac generalizada.
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Esto asegura que se puede calcular (·)⊥ en la definicio´n anterior, y que
WD sera´ una distribucio´n.
Lema 4.11. Dadas una estructura de Dirac generalizada D sobre M , una
1–forma μ y una distribucio´n de rango constante W, tal que W ∩ kerD tiene
rango constante, resulta que, para cada x ∈ M , existe v ∈ Wx tal que (v, μx) ∈
Dx si y so´lo s´ı
〈μx,WDx 〉 = 0. (4.6)
Demostracio´n. Por el lema 4.4 se tiene que elW⊥ de la definicio´n 4.13 es equi-
valente a aplicar (·)⊥ en cada fibra, y por lo tanto vale que WD = (D(W ))◦.
En consecuencia, μx ∈ D(W ) si y solo si
〈μx,WDx 〉 = 0.
El hecho que WD sea una distribucio´n implica que el conjunto
S = {x ∈ M |〈μx,WDx 〉 = 0}
es un conjunto cerrado definido por ecuaciones. En efecto, si {vi} es un con-
junto de generadores de WD, el conjunto S queda definido por las ecuaciones
〈μx, vi(x)〉 = 0.
Este hecho va a ser importante para poder generalizar el algoritmo CAD.
4.3.3. Sistemas de Dirac generalizados y gCAD
Definicio´n 4.14. Un sistema de Dirac generalizado sobre una variedad M
es una ecuacio´n de la forma
x˙⊕ μ ∈ D (4.7)
donde μ es una 1–forma y D es una estructura de Dirac generalizada sobre
M .
Ejemplo 4.4. Los sistemas dina´micos de Dirac son casos particulares de sis-
temas de Dirac generalizados, ya que las estructuras de Dirac son estructuras
de Dirac generalizadas D que adema´s verifican D⊥ = D.
Ejemplo 4.5. Dadas una variedad Q, dos distribuciones de rango constan-
te Δ y ΔV y un Lagrangiano L : TQ → R, las ecuaciones del principio
de D’Alembert generalizado (4.1) son equivalentes a un sistema de Dirac
generalizado sobre M = TQ ⊕ T ∗Q. Para verlo llamamos τM : M → Q,
πTQ : M → TQ y πT ∗Q : M → T ∗Q a las proyecciones cano´nicas, y sean
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E = (TτM)
−1(Δ), E˜ = (TτM)−1(ΔV ) y ω = (πT ∗Q)∗Ω, donde Ω es la 2–
forma cano´nica en T ∗Q. Entonces definimos D = D(E, E˜, ω) y E : M → R,
E(x) = 〈πT ∗Q(x), πTQ(x)〉 − L(πTQ(x)).
Con estas definiciones el sistema de Dirac generalizado
x˙⊕ dE ∈ D (4.8)
es equivalente a las ecuaciones del principio de D’Alembert generalizado.
En efecto, si en M tomamos coordenadas (q, v, p) la ecuacio´n (4.8) toma
la forma ⎧⎪⎨
⎪⎩
v ∈ Δ
−p˙+ ∂L
∂q
(q, v) ∈ Δ◦V
−p+ ∂L
∂v
(q, v) = 0
Ejemplo 4.6. Dada una variedad M y una forma bilineal (no necesariamente
antisime´trica) ω, entonces D = {(x, x˙, μ) ∈ TM ⊕ T ∗M |μ = ω(x˙, ·)} es una
estructura de Dirac generalizada.
Los u´ltimos dos ejemplos muestran co´mo las estructuras de Dirac generali-
zadas permiten desarrollar una teor´ıa comu´n para los problemas presentados
en las secciones 4.1 y 4.2.
Algoritmo de Ligaduras de Dirac generalizado (gCAD). Analizare-
mos ahora co´mo resulta el algoritmo de ligaduras para una ecuacio´n de la
forma (4.7).
Cada paso del algoritmo debe tomar la siguiente forma: si Mk es la sub-
variedad obtenida en el paso k, entonces Mk+1 debera´ estar formado por
aquellos puntos x ∈ Mk tales que exista un vx ∈ TxMk con (vx, μx) ∈ Dx.
A partir del lema 4.11 se tiene una ecuacio´n para resolver el problema
planteado en el pa´rrafo anterior, pero reemplazando TMk por una distribu-
cio´n de rango constante W que adema´s verifique que W ∩ kerD tenga rango
constante.
Ahora bien, TMk siempre puede extenderse a una distribucio´n de rango
constante definida en un entorno de Mk (ver corolario 2.6). Por lo tanto
tiene sentido hablar de (TMk)
D siempre que se cumpla que TMk ∩ kerD
tenga rango constante.
Entonces el lema 4.11 indica que
Mk+1 = {x ∈ Mk|〈μx, (TxMk)D〉 = 0}. (4.9)
Notar que esta definicio´n coincide con (3.19), con la salvedad que ahora D
es una estructura de Dirac generalizada.
Entonces el algoritmo gCAD queda especificado as´ı:
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1. M0 = M .
2. Si TMk ∩ kerD no tiene rango constante el algoritmo no se puede
continuar.
3. Si TMk ∩ kerD tiene rango constante se calcula
Mk+1 = {x ∈ Mk|〈μx, (TxMk)D〉 = 0}.
4. Si Mk+1 = Mk, el algoritmo termina.
5. Si Mk+1 es una subvariedad propia de Mk, se vuelve al punto 2 para el
siguiente valor de k.
Si el algoritmo termina, o sea si en cada paso TMk ∩ kerD tiene rango
constante y Mk es una subvariedad, llamamos Mc a la subvariedad que se
obtiene en la u´ltima iteracio´n.
Luego, la subvariedad Mc verifica:
Para cada x ∈ Mc existe v ∈ TxMc tal que (vx, μx) ∈ Dx.
TMk ∩ kerD tiene rango constante.
Vamos a demostrar el siguiente teorema:
Teorema 4.12. Dado un sistema de la forma (4.7) y un punto x0 ∈ M , su-
ponemos que el algoritmo gCAD termina, entonces existe una curva solucio´n
que pasa por x0 si y so´lo si x0 ∈ Mc
Para demostrar este teorema utilizaremos los siguientes lemas:
Lema 4.13. Dado un sistema de la forma (4.7), suponemos que el algoritmo
gCAD termina. Luego, la imagen de toda curva solucio´n x(t) esta´ contenida
en Mc.
Demostracio´n. Demostraremos por induccio´n sobre k, que la imagen de x(t)
esta´ contenida en Mk, ∀k. Supongamos que la imagen de x(t) esta´ contenida
en Mk, para algu´n k. Para cada t, se cumple por un lado que (x(t), x˙(t)) ∈
TMk y, por el otro, que (x(t), x˙(t), μ(x(t))) ∈ D. Teniendo en cuenta ambas
condiciones concluimos que x(t) ∈ Mk+1.
Lema 4.14. Dado un sistema de la forma (4.7), suponemos que el algoritmo
gCAD termina. Luego, la aplicacio´n ν del lema 4.9 puede elegirse de modo
que ν(μx) ∈ TxMc para todo x ∈ Mc.
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Demostracio´n. Sea ν1 una aplicacio´n como la del lema 4.9.
Sabemos que TMc puede extenderse a una distribucio´n de rango cons-
tante en un entorno de Mc, en los pa´rrafos siguientes nos referiremos a dicha
extensio´n usando el s´ımbolo T˜Mc (ver comentario previo a la ecuacio´n (4.9))
Como kerD y kerD∩T˜Mc tienen rango constante, entonces puede elegirse
K ′ un subfibrado de kerD complementario de kerD∩ T˜Mc (es decir, kerD =
(kerD ∩ T˜Mc)⊕K ′).
Como T˜Mc ∩ K ′ es la seccio´n nula, entonces puedo extender T˜Mc a un
fibrado complementario de K ′, al que llamaremos T ′. Sea PK′ la proyeccio´n
sobre T ′, paralela a K ′.
Definimos ν = PK′ ◦ ν1. Para cada μ′ ∈ π2(D) se cumple que ν(μ′) −
ν1(μ) ∈ K ′ ⊂ kerD, por lo tanto ν es una aplicacio´n que esta´ en los te´rminos
del lema 4.9.
Ahora demostraremos que ν(μx) ∈ TxMc para todo x ∈ Mc. Como Mc es
la variedad final del algorimo gCAD, sabemos que para cada x ∈ Mc existe
vx ∈ TxMc tal que (x, vx, μ) ∈ Dx, entonces vx − ν(μx) ∈ kerDx por el lema
4.9. Adema´s ν(μx) ∈ T ′x por construccio´n, y vx ∈ TxMc ⊂ T ′x, de donde
vx − ν(μx) ∈ kerDx ∩ T ′x = kerDx ∩ TxMc. En particular esto implica que
ν(μx) ∈ TxMc
Demostracio´n del teorema 4.12. Si hay una curva solucio´n que pase por x0,
la imagen de esa curva esta´ contenida en M0 = M , y por lema 4.13 resulta
que su imagen (y en particular x0) esta´ contenida en Mc.
Para la rec´ıproca, por los lemas 4.9 y 4.14 sabemos que existe una apli-
cacio´n ν : π2(D) → TM tal que
(ν(μx), μx) ∈ D para todo x (4.10)
y
ν(μx) ∈ TxMc para todo x ∈ Mc . (4.11)
Por (4.11) resulta que
x˙ = ν(μx) (4.12)
es una ecuacio´n diferencial ordinaria en Mc, y por lo tanto existen curvas
solucio´n de (4.12) por cada punto de Mc.
Finalmente, por (4.10) resulta que las curvas solucio´n de (4.12) son curvas
solucio´n del sistema (4.7).
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4.4. Ejemplos
Los siguientes ejemplos corresponden a sistemas no conservativos y que-
remos mostrar que pueden ser tratados como sistemas dina´micos de Dirac
generalizados, para lo cual hallaremos en cada caso la estuctura de Dirac
generalizada correspondiente.
Ejemplo 4.7 (Circuitos RLC). Un circuito RLC es un circuito ele´ctrico
formado por capacitores, inductores y resistencias.
La ecuacio´n que rige la dina´mica de este tipo de circuitos es similar a
la de los circuitos LC (ver ejemplo 3.4), agregando un te´rmino adicional
correspondiente a la resistencia. Las ecuaciones correspondientes a un circuito
RLC se obtienen a partir de las ecuaciones de Lagrange–D’Alembert para un
circuito LC (3.21) agregando el te´rmino correspondiente a la resistencia:{
q˙ ∈ Δ∑
i
d
dt
(Liq˙Li) +Riq˙Ri + qCi/Ci ∈ Δ◦.
(4.13)
Por tratarse de un sistema muy similar al del ejemplo 3.4 pero con un
te´rmino que implica disipacio´n de energ´ıa, podemos usar las ideas de la sec-
cio´n 4.2 y construir una estructura similar a la del ejemplo 3.4. Para esto,
utilizaremos el lema 4.8, definiendo dos distribuciones de rango constante
E y E˜ y una forma bilineal ω; la parte sime´trica de la forma bilineal ω
correspondera´ a la resistencia.
Dados Q el espacio de cargas y Δ el subespacio de TQ correspondiente
a la ley de Kirchoff para las corrientes, tomamos M = TQ ⊕ T ∗Q y con-
sideramos en M coordenadas (q, v, p). Sean E = E˜ = (TτM)
−1(Δ), donde
τM : M → Q es la proyeccio´n, y ω(u1, u2) = Ω(TπT ∗Q(u1), TπT ∗Q(u2)) −
(TτM(u1))
RTτM(u2), donde Ω es la 2–forma cano´nica en T ∗Q y R es la
matriz diagonal con los valores de las resistencias de cada rama (o cero si
no hubiera resistencia). As´ı, el primer te´rmino de ω es el pull-back de la 2–
forma cano´nica de T ∗Q y el segundo te´rmino es el pullback de un producto
sime´trico en Q pesado por los valores de las resistencias. En coordenadas,
si tomamos u = (uq, uv, up) ∈ TM y w = (wq, wv, wp) ∈ T ∗M , resulta
ω(u, w) =
∑
i(uq)i(wp)i − (up)i(wq)i −Ri(uq)i(wq)i.
La terna (E, E˜, ω) define una estructura de Dirac generalizada D porque
E y E˜ tienen rango constante (lema 4.8).
Al igual que en el ejemplo 3.4 la funcio´n de energ´ıa sera´,
E = p · v −
∑
i
Li
2
(vi)
2 − 1
2Ci
(qi)
2.
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conviniendo que 1/Ci = 0 en las ramas donde no haya capacitores.
En estas condiciones, el sistema de Dirac generalizado
x˙⊕ dE ∈ D (4.14)
es equivalente al sistema (4.13). En efecto, x(t) = (q(t), i(t), p(t)) es solucio´n
de (4.14) si y so´lo si x˙(t) ∈ ED = E y ωD(x˙, ·) = ω(x˙, ·) = dE|E˜. En primer
lugar tenemos que x˙(t) ∈ ED si y so´lo si q˙(t) ∈ Δ, que es la primera ecuacio´n
en (4.13). Adema´s,
ωD(x˙, ·) =
∑
j
q˙jdpj − p˙jdqj −Rj q˙jdqj,
dE =
∑
j
1
Cj
qjdqj + (pj − Ljvj)dvj + vjdpj
y como E˜◦ = Δ◦ ⊕ {0} ⊕ {0}, se tiene que ωD(x˙, ·) = dE|E˜ si y so´lo si⎧⎪⎨
⎪⎩
p˙j(t) +Rj q˙j(t) +
1
Cj
qj(t) ∈ Δ◦
pj(t)− Ljvj(t) = 0
vj(t)− q˙j(t) = 0;
es sencillo verificar que estas ecuaciones son equivalentes a la segunda ecua-
cio´n en (4.13).
En este caso, M es un espacio vectorial y D es constante (no depende
de x ∈ M), luego kerD es tambie´n constante y entonces tambie´n lo es su
dimensio´n. Adema´s, como todas las ecuaciones son lineales, los conjuntos Mk
que se obtienen a partir del algoritmo gCAD resultan subespacios de M , y
por lo tanto tambie´n sera´n constantes los espacios TMk ∩ kerD, para cada
k. Esto implica que el algoritmo gCAD siempre puede aplicarse.
Ejemplo 4.8 (Sistemas meca´nicos con friccio´n). Las ecuaciones del principio
de D’Alembert generalizado (4.1) tambie´n pueden escribirse como un sistema
de Dirac generalizado.
Supongamos dados Q la variedad de configuraciones, ΔK ⊂ TQ la dis-
tribucio´n de las velocidades permitidas, ΔV ⊂ TQ la distribucio´n de las
variaciones y L : TQ → R el Lagrangiano. Consideramos M = TQ ⊕ T ∗Q,
y sean τM , πTQ y πT ∗Q las proyecciones cano´nicas de M en Q, TQ y T
∗Q,
respectivamente.
Para definir la estructura de Dirac generalizada D sobre M tomamos
E = (TτM)
−1(ΔK), E˜ = (TτM)−1(ΔV ) y ω = (πT ∗Q)∗Ω, con Ω la 2–forma
cano´nica en T ∗Q. Si ΔK y ΔV tienen rango constante entonces E y E˜ tambie´n
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tienen rango constante, y por lo tanto la terna (E, E˜, ω) define la estrucutra
de Dirac generalizada D.
La funcio´n de energ´ıa queda definida como E : M → R, siendo E(x) =
πT ∗Q(x) · πTQ(x)− L(πTQ(x)).
Si en M establecemos coordenadas x = (q, v, p), entonces se tiene D =
{(q, v, p, q˙, v˙, p˙, α, γ, β) ∈ TM ⊕ T ∗M |q˙ ∈ ΔK , α + p˙ ∈ (ΔV )◦, β = q˙, γ = 0},
E = p · v − L(q, v) y dE = − ∂
∂q
L(q, v)dq + (p− ∂
∂q
L(q, v))dv + vdp.
Luego, el sistema de Dirac generalizado
x˙⊕ dE ∈ D
es equivalente al sistema de ecuaciones⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
q˙ ∈ ΔK
p˙− ∂L
∂q
(q, v) ∈ (ΔV )◦
v = q˙
p− ∂L
∂v
(q, v) = 0
que luego de realizar las sustituciones correspondientes resulta equivalente al
sistema (4.1) {
q˙ ∈ ΔK
d
dt
(
∂L
∂q˙
(q, q˙)
)
− ∂L
∂q
(q, q˙) ∈ (ΔV )◦ .
En cuanto a la aplicacio´n del algoritmo gCAD, el nu´cleo kerD esta´ forma-
do por los elementos (q, v, p, q˙, v˙, p˙) ∈ E tales que p˙ ∈ Δ◦V . Las distribuciones
ΔK y ΔV tienen ambas rango constante, entonces kerD tiene rango constan-
te. Debido a esto, al menos la primera iteracio´n del algoritmo puede llevarse
a cabo. La continuidad del algoritmo hasta la variedad final dependera´ de la
geometr´ıa de M y del Lagrangiano L.
Ejemplo 4.9 (Dina´mica de una rueda neuma´tica). En este ejemplo estudia-
remos la dina´mica de una rueda que se mueve sin deslizar sobre un plano y
que conserva la posicio´n vertical. Supondremos que el material que forma la
rueda se puede deformar levemente en el punto de apoyo debido a las fuerzas
que actu´an sobre la rueda, de manera que la direccio´n de avance no coincida
con la orientacio´n de la rueda.
Las variables que caracterizan el estado del sistema sera´n: x = (x1, x2) ∈
R2 punto del plano donde esta´ apoyada la rueda, ψ ∈ S1 a´ngulo de rotacio´n
de la rueda sobre su propio eje, θ ∈ S1 a´ngulo hacia donde esta´ orientada la
rueda, ε ∈ (−h, h) deformacio´n de la rueda en su punto de apoyo, de manera
que la direccio´n real de avance de la rueda es la correspondiente al a´ngulo
θ + ε.
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Figura 4.1: Variables de estado del sistema.
En [31] se presenta una generalizacio´n del principio de D’Alembert para
v´ınculos cinema´ticos de mayor orden, trabajando en fibrados de orden supe-
rior de tipo T (k)Q. En ese trabajo se estudia el ejemplo de la rueda en base
a la teor´ıa de [39], proponiendo los siguientes v´ınculos cinema´ticos
⎧⎪⎨
⎪⎩
x˙1 = ψ˙ cos(θ − ε)
x˙2 = ψ˙ sin(θ − ε)
−ψ¨ tan ε+ ψ˙(θ˙ − ε˙) = ψ˙|ψ˙| aM tan ε
y los v´ınculos variacionales⎧⎪⎨
⎪⎩
δψ cos θ − δx1 = 0
δψ sin θ − δx2 = 0
δθ − δε = 0,
con el Lagrangiano
L(ψ, x, θ, ε) = 1
2
Iψ˙2 + 1
2
Jθ˙2 + 1
2
M‖x˙‖2 − 1
2
Kε2,
donde I es el momento angular de la rueda sobre su eje, J es el momento
angular de la rueda sobre el eje vertical que pasa por el punto de apoyo, M es
la masa de la rueda, K es la constante de elasticidad del material que forma
la rueda y a es una constante f´ısica.
Considerando M = TQ ⊕ T ∗Q como en el ejemplo anterior, podemos
incluir los v´ınculos de segundo orden (como los que aparecen en este ejemplo)
en los sistemas de Dirac. Para ello definiremos una estrucutra de Dirac D ⊂
TM ⊕ T ∗M . En M tomamos coordenadas (q, v, p) = (ψ, x, θ, ε, vψ, vx, vθ,
vε, pψ, px, pθ, pε), y a las coordenadas correspondientes en TM ⊕ T ∗M las
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llamaremos (ψ, x, θ, ε, vψ, vx, vθ, vε, pψ, px, pθ, pε, ψ˙, x˙, θ˙, ε˙, v˙ψ, v˙x, v˙θ,
v˙ε, p˙ψ, p˙x, p˙θ, p˙ε, αψ, αx, αθ, αε, γψ, γx, γθ, γε, βψ, βx, βθ, βε), y entonces
definimos a la estructura de Dirac D mediante las ecuaciones
x˙1 = ψ˙ cos(θ − ε)
x˙2 = ψ˙ sin(θ − ε)
−v˙ψ tan ε+ ψ˙(vθ − vε) = ψ˙|vψ | aM tan ε
γ = 0
β = q˙
αθ + p˙θ + αε + p˙ε = 0
αψ + p˙ψ + (αx1 + p˙x1) cos θ + (αx2 + p˙x2) sin θ = 0
Estas ecuaciones definen una estructura de Dirac generalizada para ε 6= 0
y vψ 6= 0.
La funcio´n de energ´ıa sera´
E = pv − 1
2
Iv2ψ − 12Jv2θ − 12M‖vx‖2 + 12Kε2.
Entoces el sistema de Dirac generalizado
x˙⊕ dE ∈ D,
describe la dina´mica de la rueda siempre que esta se mantenga en movimiento
(vψ 6= 0) y el movimiento no sea en l´ınea recta (ε 6= 0).
Al aplicar el algoritmo gCAD a este sistema resulta que despue´s de la
primera iteracio´n obtenemos M1 definido por las ecuaciones
pψ = Ivψ
px = Mvx
pθ = Jvθ
pε = 0
vx1 = vψ cos(θ − ε)
vx2 = vψ sin(θ − ε)
Para realizar el paso siguiente del algoritmo calculamos TM1 ∩ ED, que
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esta´ definido por las ecuaciones
x˙1 = ψ˙ cos(θ − ε)
x˙2 = ψ˙ sin(θ − ε)
−v˙ψ tan ε+ ψ˙(vθ − vε) = ψ˙|vψ | aM tan ε
p˙ψ = Iv˙ψ
p˙x = Mv˙x
p˙θ = Jv˙θ
p˙ε = 0
v˙x1 = v˙ψ cos(θ − ε)− vψ(θ˙ − ε˙) sin(θ − ε)
v˙x2 = v˙ψ sin(θ − ε) + vψ(θ˙ − ε˙) cos(θ − ε)
Las tres ecuaciones que involucran a v˙ (y no a p˙) pueden reescribirse como
v˙ψ = ψ˙
(
vθ − vε
tan ε
− a
M
1
|vψ|
)
v˙x1 = ψ˙
(
vθ − vε
tan ε
− a
M
1
|vψ|
)
cos(θ − ε)− vψ(θ˙ − ε˙) sin(θ − ε)
v˙x2 = ψ˙
(
vθ − vε
tan ε
− a
M
1
|vψ|
)
sin(θ − ε) + vψ(θ˙ − ε˙) cos(θ − ε)
y D[(TM1) queda definido por las ecuaciones
γ = 0
βx1 = βψ cos(θ − ε)
βx2 = βψ sin(θ − ε)
αψ + αx1 cos θ + αx2 sin θ = −βψ
(
vθ−vε
tan ε
− a
M
1
|vψ |
)
(I +M cos(ε))
−Mvψ(βθ − βε) sin(ε)
(en la u´ltima ecuacio´n aplicamos las equivalencias cos(θ) cos(θ−ε)+sin(θ) sin(θ−
ε) = cos(ε) y − cos(θ) sin(θ − ε) + sin(θ) cos(θ − ε) = sin(ε)).
Entonces M2 esta´ formado por aquellos puntos de M1 que, adema´s, sa-
tisfacen la ecuacio´n
vψ(vθ − vε)
(
I +M cos(ε)
tan(ε)
+M sin(ε)
)
=
a
M
vψ
|vψ|(1 + cos(ε)).
A esta ecuacio´n, por comodidad, la escribiremos como
vθ − vε = g(vψ, ε).
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Entonces TM2 queda definido por las mismas ecuaciones que TM1, ma´s
la ecuacio´n adicional
v˙θ − v˙ε = v˙ψ g1(vψ, ε) + v˙ε g2(vψ, ε),
donde g1 y g2 son las derivadas parciales de g respecto a vψ y ε, respectiva-
mente.
La variable v˙ε puede tomar cualquier valor, por lo tanto esta u´ltima
ecuacio´n no implica ninguna restriccio´n nueva sobre D[(TM2), y entonces
D[(TM2) = D
[(TM1) y M3 = M2. Luego, el algoritmo termina en el paso 2.
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Cap´ıtulo 5
Algoritmos de restricciones
En el Cap´ıtulo 3 hemos introducido el algoritmo de Gotay-Nester para
resolver una EDI del tipo (3.10). La forma presimple´ctica ω juega un rol
fundamental en la descripcio´n de este algoritmo y en hacerlo de fa´cil aplica-
cio´n en distintos ejemplos, especialmente en casos infinito-dimensionales. Sin
embargo, algunos aspectos ba´sicos no esta´n relacionados necesariamente a la
estuctura presimple´ctica y entonces el algoritmo puede aplicarse a EDIs ma´s
generales, por ejemplo a las cuasilineales, ya definidas en el Cap´ıtulo 2, que
son el tipo de ecuaciones con que el trabajaremos de aqu´ı en ma´s.
En adelante cuando digamos solucio´n de una EDICL nos estaremos refi-
riendo a curva solucio´n como fue definida en el Cap´ıtulo 2.
Usando la notacio´n del Cap´ıtulo 2, consideramos una EDICL (2.1) y una
condicio´n inicial x0 ∈ M. Con el objetivo de establecer existencia de solucio´n
presentamos dos algoritmos de restricciones ya conocidos, que llamaremos,
por simplicidad, regular y singular, aunque esta no sea una nomenclatura
esta´ndar en la literatura. En el caso regular [12], se trabaja en el contexto C∞,
mientras que en el caso singular, desarrollado en [2], se trabaja en el contexto
anal´ıtico. Daremos una breve descripcio´n de ambos algoritmos, buscando
enfatizar bajo que´ hipo´tesis pueden aplicarse y en que´ casos se resuelve el
problema de existencia de solucio´n.
Por u´ltimo, analizaremos para que´ condiciones iniciales el problema de
existencia de solucio´n no puede resolverse aplicando estos algoritmos. Para
tratar estos casos sera´n necesarios nuevos resultados que se establecera´n en
el Cap´ıtulo 6, que contiene los principales resultados originales de esta tesis.
65
5.1. Algoritmo de restricciones regular
Para resolver una EDICL del tipo (2.1) se introduce un algoritmo que
llamaremos algoritmo de restricciones regular [12]. Sea x(t) una curva solu-
cio´n dada de (2.1), segu´n se definio´ en el Cap´ıtulo 2, entonces, para cada t,
el sistema lineal algebraico asociado tiene al menos una solucio´n, v(t) = x˙(t).
Esto implica que, para cada t, x(t) debe pertenecer al subconjunto
M1 = {x ∈ M | a(x)v = f(x) tiene al menos una solucio´n v ∈ TxM}.
Supongamos que M1 es una subvariedad de M. Como x(t) ∈ M1, para
todo t, debe cumplirse que x˙(t) ∈ Tx(t)M1, para todo t. Esto implica que,
para cada t, x(t) debe pertenecer al subconjunto
M2 = {x ∈ M1 | a(x)v = f(x) tiene al menos una solucio´n v ∈ TxM1}.
Se puede continuar de modo similar y definir Mk+1 recursivamente as´ı,
Mk+1 = {x ∈ Mk | a(x)v = f(x) tiene al menos una solucio´n v ∈ TxMk},
bajo la hipo´tesis que Mk es una subvariedad para k = 1, 2, . . . . Como M es
de dimensio´n finita la secuencia M ⊇ M1 ⊇ . . . ⊇ Mk ⊇ . . . se estabiliza,
es decir, existe q ∈ N tal que Mq = Mq+p, para p ∈ N. El menor entero q
tal que Mq = ∅ o, Mq = ∅ y Mq = Mq+1 se llama ı´ndice geome´trico de la
ecuacio´n (2.1). Si Mq = ∅, la ecuacio´n no admite soluciones. Si en cambio
Mq = ∅, suponiendo que la matriz a(x) tiene rango localmente constan-
te en Mq, podemos garantizar la existencia local de soluciones para (2.1).
En efecto, supongamos que se toman coordenadas locales (x1, . . . , xn) en M
centradas en un punto dado x0 ∈ Mq, y que Mq esta´ definida por las ecua-
ciones xc+1 = 0, . . . , xn = 0, siendo c la dimensio´n de Mq. Se puede probar
que si r = dim(ker a(x)|TxMq), las soluciones del sistema pueden describirse
as´ı: luego de una permutacio´n de ı´ndices si fuera necesario se eligen funcio-
nes arbitrarias x1(t), . . . , xr(t), y luego se resuelve (2.1) un´ıvocamente para
xr+1(t), . . . , xc(t). La ecuacio´n (2.1) restringida a Mq, es un ejemplo de una
EDI de rango localmente constante.
Ejemplo 5.1. Consideremos la ecuacio´n presentada en el ejemplo 1.1, que
puede reescribirse como una ecuacio´n cuasilineal⎡
⎣1 0 00 1 0
0 0 0
⎤
⎦
⎡
⎣x˙1x˙2
x˙3
⎤
⎦ =
⎡
⎣ x31
x1 − cosx2
⎤
⎦
En este caso M = R3 y M1 = {x = (x1, x2, x3) ∈ M | x1 − cosx2 = 0}.
Para calcular M2 consideramos que x˙ ∈ TM1 implica que x˙1 = −sin(x2)x˙2,
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y por lo tanto a(x)x˙ tendra´ la forma (−sin(x2)x˙2, x˙2, 0), para que esto sea
igual a (x3, 1, x1 − cos x2) es necesario que x3 = −sin(x2), y entonces
M2 = {x = (x1, x2, x3) ∈ M |x1 − cos x2 = 0, x3 + sin(x2) = 0}.
En el paso siguiente resulta M3 = M2, por lo que el algoritmo se detiene en
el segundo paso.
En M2 podemos tomar como coordenada a x2, y la ecuacio´n restringida
a M2 adquiere entonces la forma x˙2 = 1.
La hipo´tesis que en cada paso k cada Mk resulta una subvariedad es
demasiado restrictiva y no se satisface en muchos ejemplos de intere´s. Un
ejemplo sencillo en el que esta condicio´n no se satisface es el ejemplo 1.2,
donde si intentamos aplicar el algoritmo regular obtenemos
M1 = {x = (x1, x2, x3) ∈ R2 | x1x2 = 0},
que no es una subvariedad.
Mostraremos que para evitar en parte estas limitaciones se pueden utili-
zar resultados de la teor´ıa de desingularizacio´n anal´ıtica real. Esto es posible
teniendo en cuenta la teor´ıa de conjuntos semianal´ıticos y subanal´ıticos desa-
rrollada originalmente por Lojasiewicz [22], y tambie´n a partir de trabajos
posteriores de Hironaka [23], Bierstone y Milman [24], Sussmann [25], entre
otros. A continuacio´n introduciremos el algoritmo de restricciones singular,
que permite, dada una EDICL del tipo (2.1), hallar una EDICL equivalente
restringida a una subvariedad de dimensio´n menor, que resulta ser de rango
localmente constante, donde se puede garantizar existencia de solucio´n.
5.2. Algoritmo de restricciones singular
Se presenta en esta subseccio´n una breve descripcio´n del algoritmo de
restricciones singular desarrollado detalladamente en [2]. Se trabajara´ con
variedades y aplicaciones anal´ıticas reales. Luego, si (2.1) es una EDICL
dada con dominio M, entonces M sera´ una variedad anal´ıtica real y a, f
sera´n aplicaciones anal´ıticas reales. A continuacio´n enunciaremos algunas
definiciones y algunos resultados ya conocidos que nos permitira´n describir
el algoritmo, los resultados esta´n demostrados en el trabajo de Bierstone y
Milman [24].
Conjuntos semianal´ıticos y subanal´ıticos. Sea A un anillo de todas las
funciones a valores reales definidas sobre un conjunto E. S(A) esta´ formado
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por todos los subconjuntos de E de la forma X =
⋃p
i=1
⋂q
j=1Xij, donde cada
Xij es, o bien {x ∈ E : fij(x) = 0}, o bien {x ∈ E : fij(x) > 0}, con
fij ∈ A.
Sea M una variedad anal´ıtica real. Si U es un subconjunto abierto de M,
llamamos O(U) al anillo de las funciones anal´ıticas reales definidas sobre U.
Definicio´n 5.1. Un subconjunto X de M es semianal´ıtico si para cada
a ∈ M existe un entorno U de a tal que X ∩ U ∈ S(O(U)).
Definicio´n 5.2. Un subconjunto X de M es subanal´ıtico si cada punto de
M admite un entorno U tal que X ∩ U es una proyeccio´n de un conjunto
semianal´ıtico relativamente compacto (es decir, existe una variedad anal´ıtica
real N y un conjunto semianal´ıtico relativamente compacto A de M ×N tal
que X ∩ U = π(A), con π : M ×N → M la proyeccio´n usual).
Definicio´n 5.3. Sea M una variedad anal´ıtica real y sea X un subconjunto
subanal´ıtico de M. Una desingularizacio´n de X es una aplicacio´n anal´ıtica
real propia f : N → M tal que f(N) = X, donde N es una variedad anal´ıtica
real de la misma dimensio´n de X.
El siguiente teorema garantiza la existencia de desingularizaciones.
Teorema 5.1 (Hironaka 1973, [23]). Sea M una variedad anal´ıtica real y sea
X un subconjunto subanal´ıtico cerrado . Entonces existe una desingulariza-
cio´n f : N → M de X.
En el algoritmo que describiremos a continuacio´n so´lo necesitaremos el
siguiente resultado de desingularizacio´n, ma´s de´bil que el anterior [24].
Teorema 5.2. Sea M una variedad anal´ıtica real y sea X un subconjunto
anal´ıtico cerrado. Entonces existe una desingularizacio´n f : N → M de X.
Descripcio´n del algoritmo. Sea M una variedad de dimensio´n d y sea
(2.1) una EDICL dada con dominioM y rango F, que simbolizaremos (a, f)|M.
Se probara´ que esta ecuacio´n puede transformarse en una EDICL equivalente,
a˜2(y)y˙ = f˜2(y), (5.1)
sobre una variedad anal´ıtica M˜2, que es una EDICL de rango localmente
constante. Las dos ecuaciones resultan equivalentes en el siguiente sentido:
existe una proyeccio´n de M˜2 enM tal que las soluciones de (5.1) se proyectan
como soluciones de (2.1), y rec´ıprocamente, todas las soluciones de (2.1) se
obtienen concatenando proyecciones de soluciones de (5.1). Para construir la
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variedad M˜2 se utilizara´ un algoritmo que involucra un proceso de desingu-
larizacio´n.
Dado que M es una variedad de dimensio´n d, las componentes conexas
de M sera´n de dimensio´n menor o igual que d. Sea Mma´x =
⋃
j Wj la unio´n
de todas las componentes conexas de M con dimensio´n d. Se puede probar
que M es la unio´n disjunta
M = M (0) ∪M (1) ∪M (2),
donde M (1) y M (2) son subvariedades abiertas de M de igual dimensio´n
que M, mientras que M (0) es una unio´n finita de subconjuntos definidos por
ecuaciones anal´ıticas sobre cadaWj, unio´nM−M (ma´x), siendo dimM (0) < d.
Se tiene que el sistema lineal algebraico asociado a (2.1) no tiene solucio´n
para x ∈ M (1) y tiene solucio´n para todo x ∈ M (2), ma´s au´n, el sistema
(2.1) restringido a M (2), (a, f)|M (2), es una EDICL de rango localmente
constante. Por otro lado, M (0) es unio´n de conjuntos anal´ıticos cerrados, que
se podra´n desingularizar, si fuera necesario. Los detalles de como se obtiene
la descomposicio´n M = M (0) ∪M (1) ∪M (2) se pueden ver en [2].
Nota. Si M es una variedad conexa se tiene que, o bien M (1) = ∅, o bien
M (2) = ∅; adema´s, en cualquiera de las dos situaciones M (0) resulta un
subconjunto anal´ıtico cerrado de la variedad M y de dimensio´n menor.
Sabemos que dada una condicio´n inicial x0 ∈ M se tiene que si x0 ∈ M (2),
podemos garantizar existencia de solucio´n, mientras que´ si x0 ∈ M (1) no
existe solucio´n. Luego resta analizar que sucede si x0 ∈ M (0). Aplicando el
teorema (5.2) se obtendra´ una desingularizacio´n de M (0),
π0 : M
1 → M, donde π0(M1) = M (0).
El sistema (2.1) restringido a M (0) puede ser “levantado”de manera na-
tural, usando la operacio´n pull-back. a un sistema cuasilineal (a1, f1) =
π∗0((a, f)|M (0)) sobre M1 as´ı:
a1(y)y˙ = a(π0(y))Tyπ0(y, y˙), f1(y) = f(π0(y)),
donde si y(t) es una curva anal´ıtica en M1 entonces
Tyπ0(y, y˙) =
dπ0(y(t))
dt
∣∣∣∣
t=0
es un vector tangente a M (0) en π0(y(0)).
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Nota. Observar que M1 es una variedad de dimensio´n dimM1 = dimM (0) =
d1 < d. Adema´s, si a(x) es una matriz cuadrada, entonces a1(x) es una matriz
cuyo nu´mero de filas coincide con el nu´mero de filas de a(x), es decir es d,
mientras que su nu´mero de columnas es igual a dimM1 = dimM (0) = d1 < d.
El ana´lisis de este sistema sobredeterminado en principio puede reducirse a
un nu´mero finito de sistemas cuadrados dados por submatrices de orden d1
de a1(x).
Este proceso se repite para la EDICL (a1, f1) con dominio M
1 y rango F.
Obtenemos una descomposicio´n
M1 = M1(0) ∪M1(1) ∪M1(2), (5.2)
donde no existe solucio´n para el sistema lineal asociado si y ∈ M1(1), exis-
te solucio´n para el mismo sistema lineal asociado si y ∈ M1(2), adema´s,
(a1, f1)|M1(2) es una EDICL de rango localmente constante. Como antes se
desingulariza M1(0) y se repite el proceso. Se obtiene as´ı una secuencia de
variedades y aplicaciones
M q
πq−1−−→ M q−1 πq−2−−→ . . . π1−→ M1 π0−→ M,
donde πi(M
i+1) = M i(0), para i = 0, . . . , q − 1, con M0 ≡ M.
La coleccio´n de EDICLs (ak, fk)|Mk(2), k = 0, . . . , q, define una EDICL
(a˜2, f˜2) de rango localmente constante en la unio´n disjunta M˜(2) =
⊔q
k=0M
q
(2).
Se tiene la proyeccio´n natural π˜2 : M˜(2) → M. La EDICL (a˜2, f˜2) con dominio
M˜(2) y rango F se llama EDICL desingularizada.
Resolucio´n de una EDICL v´ıa desingularizacio´n. Se resume en lo que
sigue cual es la estrategia a seguir para hallar las soluciones anal´ıticas de una
EDICL dada v´ıa desingularizacio´n.
1. Dada una EDICL del tipo (2.1) encontrar el sistema desingularizado
(a˜2, f˜2), como se explico´ ma´s arriba.
2. Encontrar todas las soluciones anal´ıticas y(t), t ∈ (t0, t1) de (a˜2, f˜2).
Observar que dada una condicio´n inicial y0 ∈ Mk(2), k = 0, 1, . . . , q,
todas las soluciones y(t) ⊂ Mk(2), t ∈ (t0, t1), pueden encontrarse apli-
cando el algoritmo regular descripto antes.
3. Para cada solucio´n proyectada x(t) = π˜2(y(t)), t ∈ (t0, t1), determi-
nar si existen extensiones continuas a los intervalos [t0, t1), (t0, t1] y si
estas extensiones son derivables a izquierda en t1 y a derecha en t0, res-
pectivamente. Finalmente, determinar si estas extensiones satisfacen la
EDICL dada en los puntos t0 y t1.
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Observamos que dada una solucio´n anal´ıtica x(t), t ∈ (t0, t1), existe una des-
composicio´n de x(t) a trozos del tipo x|(τi, τi+1), i = 1, 2, . . . , y cada trozo
es una proyeccio´n v´ıa π˜2 de una solucio´n y(t), t ∈ (τi, τi+1, ) de (a˜2, f˜2). Con-
cluimos entonces que cualquier solucio´n anal´ıtica de (a, f) puede recuperarse
pegando extensiones por los extremos derechos de los intervalos donde esta´n
definidas, si tales extensiones existen, de proyecciones v´ıa π˜2 de soluciones de
(a˜2, f˜2).
Ejemplo 5.2. Revisitamos el ejemplo 1.2 aplicando el algoritmo singular.
El sistema {
x˙1 + x˙2 = 1
x1x2 = 0
no puede ser analizado con el algoritmo regular debido a que el conjunto
{(x1, x2) | x1x2 = 0} no es una subvariedad.
Aplicando el algoritmo singular y considerando que M = R2, en el primer
paso obtenemos
M (0) = {(x1, x2) | x1x2 = 0}
M (1) = R
2 −M (0)
M (2) = ∅
Una desingularizacio´n de M (0) se obtiene tomando M
1 igual a la unio´n
disjunta de dos rectas, proyecta´ndose la primera sobre x1 = 0 y la segunda
sobre x2 = 0. Por ejemplo, podemos considerar M
1 = {(y1, y2) ∈ R2 | y2 =
1 o y2 = 2} y π0 : M1 → M (0), dada por π0(y1, 1) = (y1, 0) y π0(y1, 2) =
(0, y1). El sistema levantado tiene la forma{
y˙1 = 1
0 = 0
Entonces tenemos
M1(0) = ∅
M1(1) = ∅
M1(2) = M
1.
El algoritmo concluye en este punto, siendo M˜(2) = M
1
(2) = M
1. Las
soluciones del sistema desingularizado son de la forma: y1(t) = C + t e y2(t)
igual a 1 o 2, siendo C una constante arbitraria. Las proyecciones de estas
soluciones resultan x1(t) = C + t con x2 ≡ 0 y x2(t) = C + t con x1 ≡ 0,
ambas soluciones de la ecuacio´n original. Notar que para el problema de
valores iniciales con x(0) = (0, 0) hay dos soluciones diferentes.
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Ejemplo 5.3 (Bola rodando sobre un plano horizontal sin deslizamiento y
sin girar sobre su eje vertical). En este ejemplo trabajamos con las ecuaciones
que modelan la dina´mica de una bola r´ıgida rodando sobre un plano hori-
zontal. Asumimos que dos de los momentos de inercia principales de la bola
son iguales entre s´ı, mientras que el tercero podr´ıa ser diferente. Tambie´n
supondremos que la bola rueda sin deslizamiento y que no gira alrededor de
su eje vertical. Este modelo se representa mediante un sistema no-holo´nomo
sobre la variedad SO(3)×R2, donde para un elemento (A, x) ∈ SO(3)×R2,
A representa una rotacio´n r´ıgida y x la posicio´n del punto de contacto de
la bola sobre el plano. Ma´s precisamente, consideramos una base ortonormal
fija (e1, e2, e3) en el espacio y otra base ortonormal que se mueve con la bola
(Ae1, Ae2, Ae3) donde A = A(t) ∈ SO(3) depende del tiempo. Definimos la
variable z ∈ S2, z = Ae3, entonces la velocidad angular espacial ω puede
escribirse como ω = v0z+ z× z˙, donde v0 = 〈ω, z〉 es la componente de ω en
la direccio´n de z.
Las variables z, v0 y x son suficientes para describir el sistema ya que
a partir de ellas se puede reconstruir ω, y a partir de ω se pueden definir
ecuaciones diferenciales ordinarias para recuperar A.
El v´ınculo no holo´nomo correspondiente al no deslizamiento es x˙ = ω ×
re3, donde r es el radio de la bola, y el v´ınculo correspondiente al no giro
alrededor del eje vertical es ω3 = 〈ω, e3〉 = 0.
El Lagrangiano del sistema esta´ dado por la energ´ıa cine´tica
1
2
I1z˙
2 + 1
2
I3v
2
0 +
1
2
Mx˙2
donde I1 = I2 son los dos momentos de inercia iguales, I3 es el momento de
inercia que podr´ıa ser diferente y M es la masa de la bola.
En [32] se deducen las ecuaciones de este sistema, recurriendo a un cambio
de variables para el caso z3 = 0. En [2] se analiza el mismo problema recu-
rriendo al algoritmo singular que presentamos en este cap´ıtulo. Las ecuaciones
del sistema resultan:
z˙ = z × u
(1 + β)z3(z1u˙2 − z2u˙1) = (α + β)u23
0 = (1 + β)u2 + (α + β)v20 − 2E
0 = (1 + β)z23u
2 + (α + β)u23 − 2Ez23
0 = z2 − 1
0 = 〈z, u〉
donde E representa la energ´ıa normalizada, α = I3/I1 y β = Mr
2/I1.
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Al aplicar el algoritmo de restricciones singular a estas ecuaciones, se
tiene
M (0) = {z3 = 0} ∪ {z1 = z2 = 0}∪
{(1 + β)u2 + (α + β)v20 = 2E,
z3 6= 0, u3 = z3v0, z2 = 1, 〈z, u〉 = 0, z1z2 6= 0};
M (1) = R7 −M (0); M (2) = ∅.
La desingularizacio´n M1 de M (0) sera´ la union disjunta de las tres subvarie-
dades de R7, es decir, M1 = M1a unionsqM1b unionsqM1c, siendo
M1a = {z3 = 0},
M1b = {z1 = z2 = 0},
M1c = {(1+β)u2+(α+β)v20 = 2E, z3 6= 0, u3 = z3v0, z2 = 1, 〈z, u〉 = 0, z1z2 6= 0}.
Al levantar el sistema a la componente M1a las ecuaciones resultantes
son:
z˙1 = z2u3
z˙2 = −z1u3
0 = z1u2 − z2u1
0 = u3
0 = (1 + β)u2 + (α + β)v20 − 2E
0 = z2 − 1
0 = 〈z, u〉
Se ve ra´pidamente que las soluciones contenidas en esta componente de
M1 son las soluciones en las que z es constante y horizontal, es decir, corres-
ponden a la esfera rodando alrededor del eje que tiene momento de inercia
distinto.
Al levantar el sistema a la componente M1b las ecuaciones que se obtienen
son:
0 = u2
0 = u1
z˙3 = 0
0 = u3
0 = +(α + β)v20 − 2E
0 = −2Ez23
0 = z3 ± 1
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En este caso no existen soluciones si E = 0, si en cambio E = 0 la bola no
se mueve.
Finalmente, al levantar el sistema a la tercera componente M1c las ecua-
ciones resultan ser un ODE, por lo cual, en esa componente hay existencia y
unicidad de soluciones.
Problema abierto. El algoritmo de restricciones singular descripto en esta
seccio´n, si bien permitir´ıa encontrar todas las soluciones de una EDICL del
tipo (2.1), no da respuesta al siguiente problema de valores iniciales: dada
una condicio´n inicial x(t0) = x0 ∈ M0, determinar si existe una solucio´n x(t)
con t ∈ [t0, t0+ 
) (resp. t ∈ (t0− 
, t0]) tal que x(t) ∈ M2, para t ∈ (t0, t0+ 
)
(resp. t ∈ (t0 − 
, t0)) y x(t0) = x0. Ma´s generalmente, dada una condicio´n
inicial y(t0) = y0, donde y(t) con t ∈ [t0, t0 + 
) (resp. t ∈ (t0 − 
, t0]) tal que
y(t) ∈ Mk2 , para t ∈ (t0, t0 + 
) (resp. t ∈ (t0 − 
, t0)) y y(t0) = x0.
5.3. Comparacio´n entre ambos algoritmos
El algoritmo de restricciones regular descripto en la seccio´n 5.1 es un al-
goritmo muy general, del cual se han estudiado casos particulares. El motivo
por el cual es u´til especializar este algoritmo en ciertas clases de ecuaciones
es que no siempre resulta sencillo calcular la subvariedad M1 de los puntos
donde el sistema lineal asociado a la EDICL tiene solucio´n. El algoritmo de
Gotay–Nester descripto en la seccio´n 3.2 es un ejemplo de estos casos parti-
culares. El algoritmo gCAD que introdujimos en la subseccio´n 4.3.3 es otro.
En ambos casos las estructuras geome´tricas utilizadas permiten que las sub-
variedades que aparecen en cada algoritmo queden definidas expl´ıcitamente
por ecuaciones. En particular, recordemos que en el caso del algoritmo gCAD
se ped´ıa, con el objeto que los conjuntos quedaran definidos por ecuaciones,
que el nu´cleo de la estructura de Dirac generalizada tuviera rango constante.
El algoritmo de restricciones singular descripto en la seccio´n 5.2 requiere
la hipo´tesis adicional que los datos sean anal´ıticos, pero tiene la ventaja que
no se necesitan estructuras geome´tricas adicionales para que los subconjuntos
que aparecen en el algoritmo resulten ser conjuntos definidos por ecuaciones
e inecuaciones.
Para colocar ambos algoritmos de restricciones, regular y singular, en un
contexto comu´n que permita compararlos debemos suponer que los datos a(x)
y f(x) sean funciones anal´ıticas. Por otro lado, por simplicidad, supondremos
que el rango de la matriz a(x) es constante en M.
Con estas hipo´tesis, y suponiendo que M es una variedad conexa, resulta
que, para el caso del algoritmo singular, o bienM (2) = M yM (0) = M (1) = ∅,
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o bien M (2) = ∅, M (0) = {f(x) ∈ Im(a(x))}, M (1) = M −M (0).
En el primer caso, sabemos que en todo M (2) existen soluciones de la ecua-
cio´n (2.1), y por lo tanto el conjunto M1 que se obtiene en el primer paso
del algoritmo regular tambie´n coincide con M . Es decir, ambos algortimos
concluyen en el primer paso y M (2) = M1 = M .
En el otro caso, el conjuntoM1 que se obtiene en el primer paso del algorit-
mo regular es el conjunto de los puntos x donde el sistema lineal a(x)v = f(x)
tiene solucio´n, es decir que M1 = M (0). Una de las hipo´tesis necesarias para
poder aplicar el algoritmo regular es que M1 sea una subvariedad, luego la
desingularizacio´n de M (0) es el mismo conjunto M (0). Se concluye entonces
en este caso que M (0) = M
1 = M1.
Si suponemos que el pullback de a(x) a M1 tiene rango localmente cons-
tante, entonces las mismas consideraciones que hicimos en los pa´rrafos an-
teriores pueden hacerse para cada componente conexa de M1, es decir que
si iteramos sobre cada componente conexa ambos algoritmos continuara´n
dando las mismas subvariedades.
En resumen, bajo la hipo´tesis de que a(x) y de que el pullback de a(x)
a cada uno de los Mk tengan rango localmente constante, resulta que el
algoritmo singular es una generalizacio´n del algoritmo regular.
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Cap´ıtulo 6
Singularidades de Ecuaciones
Diferenciales Impl´ıcitas
Cuasilineales
En este cap´ıtulo consideraremos EDICLs de la forma
a(x)x˙ = f(x), (6.1)
donde a(x) : TxM −→ Rm es una transformacio´n lineal para cada x ∈ M.
Se estudiara´ la existencia de soluciones para este tipo de ecuaciones, con-
sidera´ndose especialmente soluciones por cierta clase de puntos singulares
que definiremos en forma precisa ma´s adelante.
Supondremos a lo largo de este Cap´ıtulo que M es una variedad cone-
xa. Si bien en la seccio´n 6.4 supondremos que a(x) y f(x) son aplicaciones
anal´ıticas, varios de los resultados previos valdra´n con menores requisitos de
regularidad, que sera´n mencionados expl´ıcitamente en cada caso. Cuando no
se indique, se asumira´ que a(x) y f(x) son anal´ıticas.
6.1. Definicio´n de puntos de cruce y puntos
de impasse
En lo que sigue se recuerda el concepto general de curva solucio´n de una
EDICL como fue establecido en el Cap´ıtulo 2, y se da una clasificacio´n de
curvas solucio´n con distintas propiedades de regularidad. Recordemos que
una solucio´n de (6.1) en un punto x ∈ M es un vector (x, v) ∈ TxM que
satisface (6.1).
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Definicio´n 6.1. Una curva x(t) es solucio´n de (6.1) si es una funcio´n continua
x : I → M con I = (t0, t1) un intervalo real (resp. I = (t0, t1], I = [t0, t1)
o I = [t0, t1]), x diferenciable en el interior de I y (x(t), x˙(t)) es solucio´n
de la ecuacio´n en el punto x(t), para todo t en el interior de I. Adema´s, si
t0 ∈ I entonces (x(t0), x˙(t+0 )) es solucio´n y si t1 ∈ I entonces (x(t1), x˙(t−1 )) es
solucio´n, siendo x˙(t+0 ) = l´ım
t→t+0
x(t)− x(t0)
t− t0 y x˙(t
−
1 ) = l´ım
t→t−1
x(t)− x(t1)
t− t1 .
Definicio´n 6.2. Una curva solucio´n x(t) de (6.1) es Ck (1 ≤ k ≤ ∞) en I
si se cumplen las siguientes condiciones:
- Las derivadas de x de orden menor o igual a k existen y son continuas
en el interior de I.
- Si I = (t0, t1] o I = [t0, t1] entonces las derivadas de orden menor o
igual a k tienen l´ımite cuando t → t−1 ; notar que en este caso x˙(t−1 ),
x¨(t−1 ), x
(3)(t−1 ), etc. coinciden con estos l´ımites.
- Si I = [t0, t1) o I = [t0, t1] entonces las derivadas de orden menor o
igual a k tienen l´ımite cuando t → t+0 ; notar que en este caso x˙(t+0 ),
x¨(t+0 ), x
(3)(t+0 ), etc. coinciden con estos l´ımites.
Definicio´n 6.3. Decimos que una curva solucio´n x(t) de (6.1) es anal´ıtica
en I si es C∞ en I y adema´s x es una funcio´n anal´ıtica en el interior de I.
Decimos que x es una solucio´n-as en I si es una solucio´n anal´ıtica en I y
adema´s la imagen x(I) es un subconjunto semianal´ıtico de M (en este caso
se trata de un subconjunto semianal´ıtico de dimensio´n 1, ver definicio´n 5.1).
Hipo´tesis: En adelante supondremos que dimM = m,, es decir, que a(x)
es una matriz cuadrada. Supondremos tambie´n que det(a(x)) no es ide´nti-
camente nulo sobre M .
Nota. Todo sistema del tipo (6.1) puede ser localmente estudiado como un
sistema cuadrado (si fuera dimM < m tomamos dimM filas que sean li-
nealmente independientes y si fuera dimM > m agregamos filas con ceros).
Nuestro objetivo es resolver el problema que queda abierto del algoritmo sin-
gular del cap´ıtulo anterior, a saber, resolver el problema de valores iniciales
con condiciones iniciales en M (0) y con la curva solucio´n en M (2). Podemos
suponer que el sistema ha sido levantado a una variedad donde hay existencia
de soluciones. En los casos en que en M (2) haya unicidad de soluciones se
cumplira´ que det a(x) es no nulo en M (2). Los casos en que no haya unicidad
de soluciones enM (2) pueden ser estudiados como un sistema con para´metros.
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A partir de las hipo´tesis anteriores y teniendo en cuenta la descomposicio´n
M = M (0) ∪M (1) ∪M (2) introducida en (5.2), se tiene que M (1) = ∅, luego
M sera´ la unio´n disjunta M = M (0) ∪M (2). Ma´s precisamente,
M (0) = {x ∈ M | det(a(x)) = 0},
que lo llamaremos conjunto de puntos singulares o conjunto singular y
M (2) = M −M (0),
que lo llamaremos conjunto de puntos regulares o conjunto regular. Observe-
mos que M (2) es una subvariedad abierta de M, y luego de igual dimensio´n,
donde hay existencia y unicidad de solucio´n, mientras que M (0) es un sub-
conjunto anal´ıtico cerrado de M de dimensio´n menor.
Las soluciones de (6.1) con condiciones iniciales en M (0) y totalmente
contenidas en M (0) pueden ser estudiadas a partir de un levantamiento del
sistema restringido a M (0), como fue planteado en el Cap´ıtulo anterior. Sin
embargo, el algoritmo singular planteado en el Cap´ıtulo 5 no da respuesta al
problema abierto planteado al final de dicho Cap´ıtulo.
Ma´s precisamente, queremos estudiar el siguiente problema. Dado x0 ∈
M (0) queremos determinar condiciones para la existencia de soluciones tales
que x(t) ∈ M (2) para t ∈ (t0, t0 + 
) y x(t) → x0 cuando t → t+0 o soluciones
tales que x(t) ∈ M (2) para t ∈ (t0 − 
, t0) y x(t) → x0 cuando t → t−0 . En el
caso de la existencia de tal solucio´n queremos determinar si puede extenderse
ma´s alla´ de x0. En particular, nos interesa estudiar la existencia de soluciones
con cierto tipo de singularidades, que definiremos a continuacio´n.
Definicio´n 6.4. Dado un punto x0 ∈ M (0) decimos que una curva x(t)
solucio´n de (6.1) en I = (t0, t1), con x(t) ∈ M (2) para t ∈ (t0, t1), tiene
un punto de impasse de entrada (resp. punto de impasse de salida) en x0
si x(t) → x0 cuando x → t−1 (resp. x → t+0 ) y adema´s no existe x˙(t−1 )
(respectivamente x˙(t+0 )).
Si existe una curva solucio´n x(t) que tiene un punto de impasse (de entra-
da o de salida) en x0, decimos que x(t) es una solucio´n de impasse de (6.1)
por x0.
Nota. Observar que si a una solucio´n de impasse x(t), con t ∈ I, la exten-
demos por continuidad hasta el borde de I, la curva resultante no es una
solucio´n.
Definicio´n 6.5. Una curva x(t) solucio´n de (6.1) es una solucio´n de cruce
si esta´ definida como solucio´n en (t0 − 
, t0 + 
), para algu´n 
 > 0, x(t0) =
x0 ∈ M (0) y x(t) ∈ M (2) para t = t0.
En este caso decimos que x0 = x(t0) es un punto de cruce de (6.1).
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Nota. Observar que si suponemos que los datos son anal´ıticos, las soluciones
x(t) contenidas enM2 sera´n soluciones anal´ıticas. Dada una solucio´n de cruce
x(t), las restricciones de x a los intervalos (t0 − 
, t0) y (t0, t0 + 
) sera´n
soluciones anal´ıticas, luego el grado de regularidad de una solucio´n de cruce
dependera´ del grado de regularidad de dicha solucio´n en el punto x0.
Presentamos ahora una serie de ejemplos simples, donde, a partir del
estudio de la dina´mica en cada uno de ellos, podemos detectar soluciones de
cruce y/o soluciones de impasse, segu´n sea el caso.
Ejemplo 6.1. Consideremos el sistema{
(x1 + x2)x˙1 = x1
x˙2 = −1.
En este caso M (0) = {(x1, x2) | x1+x2 = 0}. Las soluciones en R2−M (0) son
de la forma {
x1(t) = t±
√
t2 − C
x2(t) = −t.
Para C < 0 resultan soluciones que nunca se aproximan a M (0).
Para C > 0, t >
√
C resultan soluciones que tienen un punto de impasse de
salida en (
√
C,−√C).
Para C > 0, t < −√C resultan soluciones que tienen un punto de impasse
de entrada en (−√C,√C).
Para C = 0 se obtienen cuatro soluciones, que combina´ndolas de manera
adecuada dan lugar a dos soluciones de cruce: t → (0,−t) y t → (2t,−t).
Figura 6.1: Soluciones del ejemplo 6.1
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Ejemplo 6.2. {
x˙1 = 1
−2x2x˙1 + x1x˙2 = x21
En este caso el conjunto singular es M (0) = {x1 = 0}.
Las soluciones para x1 = 0 son de la forma x(t) = (t, t2(K + ln |t|)).
Todas las soluciones de este sistema llegan al punto (0, 0) o salen de ese
Figura 6.2: Soluciones del ejemplo 6.2. Las curvas se recorren de izquierda a
derecha.
punto. Combinando cualquiera de las que llegan al punto con cualquiera de
las que salen resulta una solucio´n de cruce que es C1 (pero no C2).
Ejemplo 6.3. ⎧⎪⎨
⎪⎩
x1x˙1 + x2x˙2 = 2x
3
3
−x2x˙1 + x1x˙2 = x23
x˙3 = 1
En este caso se tiene M (0) = {(x1, x2, x3) | x1 = x2 = 0}. Una solucio´n
particular para t = 0 es ⎧⎪⎨
⎪⎩
x1 = t
2 sin(1/t)
x2 = t
2 cos(1/t)
x3 = t,
que puede completarse en t = 0 de manera que resulte una curva continua que
intersecta a M (0) en (0, 0, 0). Adema´s la curva es diferenciable en t = 0, con
vector tangente (0, 0, 1), y por lo tanto es una solucio´n del sistema para todo
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Figura 6.3: La curva (recorrida de abajo hacia arriba) es una solucio´n de
cruce del sistema. En el punto (0, 0, 0) es diferenciable, pero no es C1.
t, resultando entonces una solucio´n de cruce por (0, 0, 0) ∈ M (0). Observar
sin embargo que no es una solucio´n C1, ya que x˙ no es continua en t = 0.
6.2. Reparametrizacio´n
Queremos analizar la existencia de puntos de impasse y puntos de cruce
de (6.1), o equivalentemente estudiar la existencia de soluciones de cruce y
soluciones de impasse. Para ello introducimos una nueva ecuacio´n asociada a
la EDICL (6.1), que se obtiene premultiplicando (6.1) por la matriz adj(a(x)),
h(x)x˙ = g(x), (6.2)
donde h(x) = det(a(x)) y g(x) = adj(a(x))f(x).
Los siguientes lemas preliminares sera´n importantes para estudiar la exis-
tencia de puntos de impasse y puntos de cruce.
Lema 6.1. Sea x : I → M una curva al menos C1 tal que x(t0) = x0 ∈ M (0)
y x(t) ∈ M (2) para t = t0, entonces x(t) es solucio´n de (6.1) si y so´lo si x(t)
es solucio´n de (6.2).
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Demostracio´n. La ecuacio´n (6.2) se obtiene a partir de premultiplicar (6.1)
por adj(a(x)), por lo tanto toda solucio´n de (6.1) es tambie´n solucio´n de
(6.2).
Por otro lado, la matriz adj(a(x)) es invertible si x ∈ M (2), luego si x(t)
es solucio´n de (6.2) resulta que (x(t), x˙(t)) es solucio´n de (6.1) para t = t0.
Como adema´s x(t), x˙(t), a(x) y f(x) son continuas resulta que (x(t0), x˙(t0))
tambie´n es solucio´n de (6.1).
La deduccio´n del pa´rrafo precedente sigue siendo va´lida si las hipo´tesis de
regularidad para las soluciones son reemplazadas por cualesquiera otras que
garanticen la continuidad de x˙. Notar en particular que para el caso en que
t0 sea un borde del intervalo I, es necesario que la derivada de x sea continua
hasta ese borde (ver definicio´n 6.2).
Lema 6.2. Si x0 ∈ M (0) es un punto de cruce de (6.1), entonces g(x0) = 0.
Demostracio´n. Sea x(t) una solucio´n de cruce de (6.1) con x(t0) = x0. Luego
x(t) tambie´n es solucio´n de (6.2), entonces g(x0) = g(x(t0)) = h(x0)x˙(t0) =
0.
Lema 6.3. 1. Las soluciones de (6.1) y (6.2) contenidas en M (2) son
reparametrizaciones de las soluciones de la ecuacio´n reparametrizada
y′ = g(y), (6.3)
siendo y′(s) = dy(s)
ds
.
2. Sea y(s) una solucio´n de (6.3) con y(s0) = x0 ∈ M (0) e y(s) ∈ M (2)
para s = s0, y consideramos las dos curvas y1(s) = y(s), para s < s0
e y2(s) = y(s), para s > s0. Mediante la reparametrizacio´n de cada
una de estas curvas se obtienen dos nuevas curvas x1(t), x2(t), ambas
soluciones de (6.1); adema´s, x1(t) tiende a x0 = y(s0) o bien cuando
t → 0+ o bien cuando t → 0−; lo mismo ocurre con x2(t).
Demostracio´n. 1. Sea y(s) una curva solucio´n de (6.3).
Supongamos que y(s) esta´ contenida en M (2) y consideremos la funcio´n
t(s) =
∫ s
s0
h(y(u))du y su funcio´n inversa s(t) (la inversa siempre existe
puesto que, al ser h(y) de signo constante resulta que t(s) es mono´tona),
entonces x(t) = y(s(t)) es una solucio´n de (6.2) y tambie´n de (6.1).
Como en M (2) hay existencia y unicidad de soluciones, las soluciones
obtenidas mediante reparametrizacio´n son las u´nicas soluciones de (6.2)
y (6.1) en M (2).
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2. Por otro lado, si y(s0) = x0 ∈ M0 e y(s) ∈ M (2) para s = s0, entonces
h(y(s0)) = 0 y existe un 
 > 0 tal que h(y(s)) no se anula en (s0− 
, s0)
ni en (s0, s0 + 
). Luego, cada uno de estos intervalos da un dominio
donde la funcio´n t(s) es invertible, por lo tanto hay dos inversas s1(t) y
s2(t) con imagen en (s0 − 
, s0) y en (s0, s0 + 
) respectivamente. Para
cada una de estas inversas se obtiene una reparametrizacio´n diferente
xi(t) = yi(si(t)), y para cada una se tiene xi(t) → y(s(0)) = y(s0) = x0
cuando t → 0+ o t → 0−, dependiendo del signo de t(s).
Nota. En [19] se prueba lo anterior en el contexto C∞, agrega´ndose la hipo´te-
sis adicional que∇h(x0)y˙(s0) = 0. En el caso anal´ıtico la funcio´n s → h(y(s))
debe tener ceros aislados porque no es ide´nticamente nula, sin embargo en el
caso C∞ es necesaria una hipo´tesis adicional que garantice que su derivada
no se anule, al menos para s = s0, con s pequen˜o.
Proposicio´n 6.4. Dado x0 ∈ M (0), si g(x0) no es tangente a M (0) entonces
x0 es un punto de impasse de (6.1).
Demostracio´n. Sea y(s) la curva solucio´n de (6.3) con y(0) = x0. Como
g(x0) no es tangente a M (0), entonces existe 
 > 0 tal que y(s) ∈ M (2) para
0 < |s| < 
.
Por el lema anterior existen dos curvas x1(t) y x2(t) solucio´nes de (6.1)
y (6.2) tales que para cada una de ellas xi(t) → x0 cuando t → 0+ o cuando
t → 0−. Consideremos el caso que t → 0+, el otro se prueba de manera
similar.
Vamos a demostrar que x˙(0+) no existe.
Como h(x(t))x˙(t) = g(x(t)) resulta, usando teorema del valor medio, en
una carta local de M (2), que
x˙(0+) = l´ım
t→0+
x(t)− x0
t
= l´ım
t→0+
x˙(ξ) = l´ım
t→0+
g(x(ξ))/h(x(ξ))
donde ξ es un valor intermedio entre 0 y t.
Como adema´s h(x(ξ)) → 0 y g(x(ξ)) → g(x0) = 0, entonces ‖x˙(ξ)‖ → ∞
y por lo tanto no existe x˙(0+), es decir, x0 es un punto de impasse de (6.1).
Lema 6.5. Sea x(t) una solucio´n de cruce Ck, k = 1, . . . ,∞, ω de (6.1)
con x(t0) = x0 ∈ M (0) y x˙(t0) = 0, entonces existe una subvariedad W de
dimensio´n 1, con el mismo grado de regularidad que x, que contiene a x0 y
que es invariante por el flujo de la ecuacio´n (6.3).
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Demostracio´n. Podemos suponer que x˙ no se anula nunca (achicando el do-
minio de x si fuera necesario), entonces la imagen de x es una variedad W de
dimensio´n 1 con el grado de regularidad necesario, que contiene a x0. Adema´s
W − {x0} es invariante por el flujo de (6.1) (recordar que (6.1) es una EDO
en M (2)).
Como las soluciones de (6.3) contenidas en M (2) son reparametrizaciones
de las soluciones de (6.1), entonces W − {x0} es invariante por el flujo de
(6.3). Adema´s, por lema 6.2, x0 es un punto de equilibrio de (6.3), entonces
W es invariante por el flujo de (6.3).
En el siguiente teorema [28], del cual daremos una idea de su demostra-
cio´n, se establecen condiciones suficientes para la existencia de puntos de
cruce.
Teorema 6.6. Consideramos la ecuacio´n (6.1) y supongamos que a(x) y
f(x) son aplicaciones C1. Sea x0 ∈ M (0), si se cumple que
1. g(x0) = 0,
2. ∇h(x0) = 0,
3. existe una subvariedad W de dimensio´n 1, invariante por el flujo de
(6.3), transversal a M (0) y tal que el sistema (6.3) restringido a W
tiene un punto de equilibrio exponencialmente atractivo (o repulsivo)
en x0,
entonces x0 es un punto de cruce de (6.1).
Demostracio´n. Daremos un esquema de la demostracio´n, los detalles se pue-
den ver en [28]. Primero, se restringe el sistema a la subvariedad W .
Del hecho de que W sea transversal a M (0) y que ∇h(x0) = 0 se deduce
que la derivada de h|W es no nula.
Del hecho de que el equilibrio del sistema reparametrizado restringido
a W sea exponencialmente atractivo, se deduce que la derivada de g|W es
estrictamente negativa.
Como h|W y g|W ambas se anulan en x0, y ninguna de sus derivadas
se anula, entonces el cociente g/h puede extenderse de manera continua a
todo W , por lo tanto el sistema restringido a W es equivalente a una ecua-
cio´n diferencial ordinaria en una sola dimensio´n, que tendra´ en consecuencia
solucio´n u´nica.
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Para la aplicacio´n pra´ctica de este teorema, la hipo´tesis 3 sobre la exis-
tencia de una subvariedad de dimensio´n 1 que cumpla con determinadas con-
diciones resulta algo dif´ıcil de verificar. En [19] se menciona que en ciertas
circunstancias el teorema de la variedad estable puede resolver el problema,
y es comu´n que eso suceda en sistemas de dimensio´n 2.
En la seccio´n siguiente, luego de pasar por varios resultados intermedios, al-
gunos de ellos ya conocidos, enunciaremos y probaremos un resultado nuevo,
que puede verse, bajo ciertas condiciones, como un rec´ıproco del teorema 6.6.
6.3. Algunos resultados sobre existencia de
curvas invariantes
Comenzaremos esta seccio´n con algunos resultados intermedios vincula-
dos con la existencia de curvas invariantes.
El Teorema de la Variedad Estable es un resultado cla´sico que puede
encontrarse demostrado en diferentes textos, como por ejemplo en [34] (Teo-
rema 4.1, pag. 330). Presentamos aqu´ı un resultado levemente ma´s general,
cuya demostracio´n (que se agrega como ape´ndice) no var´ıa demasiado de la
demostracio´n original del teorema.
Teorema 6.7. Consideramos la ecuacio´n (6.3), y asumimos que g es Ck,
k = 1, . . . ,∞, ω. Sea x0 ∈ M (0) y supongamos que:
1. g(x0) = 0,
2. existen α > 0 y dos subespacios E y F , invariantes por Dg(x0), con
Rm = E ⊕ F , tales que Dg(x0)|E tiene todos sus autovalores con parte
real menor que −α y Dg(x0)|F tiene todos sus autovalores con parte
real mayor que −α,
entonces existe una subvariedad W , con el mismo grado de regularidad que
g, invariante por el flujo de (6.3), tangente a E en x0 y tal que todas las
soluciones con valores iniciales enW suficientemente cercanos a x0 satisfacen
‖x(t)− x0‖ ≤ δe−αt.
Demostracio´n. Ver Ape´ndice A.
El siguiente Corolario garantiza la hipo´tesis 3 del teorema 6.6.
Corolario 6.8. Si g(x0) = 0, Dg(x0) tiene un autovalor real simple λ <
0 y todos los otros autovalores de Dg(x0) tienen parte real mayor que λ,
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entonces existe una variedad W de dimensio´n 1, tangente en x0 al autovector
correspondiente al autovalor λ, invariante por el flujo de (6.3) y tal que el
sistema (6.3) restringido a W tiene un equilibrio exponencialmente atractivo
en x0.
Demostracio´n. El resultado vale considerando en el teorema anterior α =
−λ+ 
, con 
 > 0 suficientemente pequen˜o.
arriba es α = −λ+ 
, o α = −λ− 
,?
En el siguiente corolario se determinan condiciones suficientes para la
existencia de puntos de cruce.
Corolario 6.9. Dado x0 ∈ M (0), si se cumple que
1. g(x0) = 0,
2. ∇h(x0) = 0,
3. Dg(x0) tiene un autovalor real simple λ < 0,
4. todos los dema´s autovalores de Dg(x0) tienen parte real mayor que λ,
5. el autovector correspondiente al autovalor λ no es tangente a M (0),
entonces x0 es un punto de cruce de (6.1).
Demostracio´n. Las hipo´tesis 3 y 4 garantizan que existe una subvariedad W
de dimensio´n 1, invariante por el flujo de (6.3) y tal que el sistema (6.3) res-
tringido a W tiene un equilibrio exponencialmente atractivo en x0; mientras
que la hipo´tesis 5 garantiza que W es transversal a M (0). Con esto se cumple
la hipo´tesis 3 del teorema 6.6. Las hipo´tesis 1 y 2 coinciden con las hipo´tesis
1 y 2 de ese teorema. Luego, x0 resulta un punto de cruce de (6.1).
Nota. Un resultado similar puede obtenerse para el autovalor real ma´ximo.
Para verlo alcanza con invertir el tiempo en el sistema, cambiando entonces
g por −g, con lo que se invierten todos los signos de los autovalores.
El siguiente teorema [38] es un versio´n un poco ma´s fuerte del teorema
de Hartman–Grobman [33], y se debe al mismo Hartman.
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Teorema 6.10. Consideremos el sistema (6.3), supongamos que g es de
clase C2, que g(x0) = 0 y que todos los autovalores de Dg(x0) tienen el
mismo signo, entonces existe un difeomorfismo C1 de un entorno de x0 en
un entorno de 0 que lleva las soluciones del sistema (6.3) en soluciones del
sistema linealizado.
Ma´s precisamente, existe un difeomorfismo C1 R : U → V , con U, V
abiertos, x0 ∈ U , R(x0) = 0, tal que si x(t) es una curva solucio´n de (6.3),
contenida en U , entonces R(x(t)) = exp(tDg(x0))R(x(0)).
Combinando los resultados anteriores puede probarse el siguiente corola-
rio.
Corolario 6.11. Consideremos el sistema (6.3) y supongamos que g es al
menos C2. Sea x0 tal que g(x0) = 0 y sea v un autovector de Dg(x0) tal que
el autovalor correspondiente es no nulo, entonces existe una subvariedad W
de dimensio´n 1, tangente a v en x0, que es invariante por el flujo de (6.3).
Demostracio´n. Supongamos que el autovalor correspondiente a v es negativo
(si el autovalor fuera positivo, cambiando g por −g se obtiene el mismo
resultado).
Por el teorema 6.7, existe una subvariedad invariante por el flujo de (6.3)
que es tangente a todos los autovectores cuyos autovalores sean negativos
(tomamos λ1 un autovalor con parte real ma´xima entre los autovalores con
parte real negativa, tomamos α = Re(λ1)/2 y aplicamos el teorema 6.7).
Llamemos W˜ a esa subvariedad.
Consideramos el sistema (6.3) restringido a W˜ . Como D(g|W˜ ) tiene todos
sus autovalores con parte real negativa, entonces por el teorema 6.10, existe
un difeomorfismo R de clase C1 que transforma las trayectorias de (6.3) en
trayectorias del sistema linealizado.
El sistema linealizado tiene curvas invariantes tangentes a v, entonces si
llamamos W a la preimagen por R de cualquiera de estas curvas, resulta que
W es una subvariedad de dimensio´n 1 tangente a v e invariante por el flujo
de (6.3).
Veamos ahora que cualquier curva invariante sera´ tangente a algu´n auto-
vector.
Proposicio´n 6.12. Sea x0 tal que g(x0) = 0, sea W una subvariedad de
dimensio´n 1 que pasa por x0 invariante por el flujo de (6.3), entonces W es
tangente a un autovector de Dg(x0).
Demostracio´n. Para cada punto x ∈ W en un entorno de x0 consideramos el
subespacio (TxW )
◦ ⊂ T ∗xM . Sean α1, α2, . . . , αm−1 ∈ T ∗M los elementos de
87
una base de (TW )◦ a lo largo de W . Estos covectores pueden extenderse de
manera suave a un entorno de W .
Entonces fi(x) := αi(x)g(x) son funciones definidas en un entorno de x0
que se anulan en W .
Sea v un campo vectorial no nulo definido sobre la variedad M tal que
v(x0) ∈ Tx0W,
Como fi se anula en W resulta ∂vfi|x=x0 = 0.
∂vfi = (∂vαi)g + αi(∂vg)
= (∂vαi)g + αi(Dg · v).
Evaluando en x = x0 resulta
(∂vfi)|x=x0 = (∂vαi)|x=x0g(x0) + αi(x0)(Dg(x0)v)
0 = 0 + αi(x0)(Dg(x0)v)
Entonces Dg(x0)v esta´ en el anulador del subespacio generado por los
αi(x0), i = 1, . . . , n−1, que es precisamente la recta tangente Tx0W , generada
por v. Luego v es un autovector de Dg(x0).
Teorema 6.13. Consideramos la ecuacio´n (6.1) con datos suficientemente
suaves y sea x0 ∈ M (0). Supongamos que existe una curva x(t) solucio´n Ck, precisar lo de
”suficiente-
mente”suaves
k = 1, . . . ,∞, ω de (6.1) que es solucio´n de cruce por x0, esto es x(t0) = x0
y x(t) ∈ M (2) para todo t = t0. Supongamos tambie´n que x˙(t0) = 0. Entonces
g(x0) = 0 y x˙(t0) es un autovector de Dg(x0).
Si adema´s el autovalor correspondiente a x˙(t0) es no nulo, entonces ∇h(x0) =
0 y x˙(t0) no es tangente a M (0).
Demostracio´n. Observemos primero que g(x0) = 0 por el lema 6.2. Adema´s,
por lema 6.5, x(t) esta´ contenida en una subvariedad W de dimensio´n 1, de
clase Ck, e invariante por el flujo de (6.3). En particular x˙(t0) es tangente a
W y por la proposicio´n 6.12 resulta que x˙(t0) es un autovector de Dg(x0).
Ahora consideremos el hecho de que para t = t0 se tiene x˙ = g(x)/h(x)
para todo x ∈ W , x = x0. Esto implica que
g(x)
h(x)
−−−→
x→x0
x∈W
x˙(t0).
A partir de lo anterior vamos a demostrar que si λ, el autovalor correspon-
diente a x˙(t0), tambie´n es distinto de cero entonces ∇h(x0)x˙(t0) = 0.
Sea v(x) un campo vectorial no nulo tangente a W en un entorno de x0,
supongamos que v(x0) = x˙(t0) (si hiciera falta multiplicamos por un escalar
88
no nulo). El campo vectorial v puede utilizarse para definir una parametri-
zacio´n de W as´ı: γ(t) =
∫ t
0
v(s)ds. De este modo γ′(t) = v(γ(t)) y para
cualquier funcio´n F definida sobre W se tiene que d
dt
F (γ(t)) = ∂vF (γ(t)).
Entonces, por la regla de L’Hoˆpital se tiene
l´ım
x→x0
x∈W
g(x)
h(x)
= l´ım
x→x0
x∈W
∂vg(x)
∂vh(x)
. (6.4)
Adema´s ∂vg(x) −−−→
x→x0
∂v(x0)g(x0) = Dg(x0)x˙(t0) = λx˙(t0).
Luego el numerador del l´ımite (6.4) tiende a un vector no nulo, por lo
tanto el denominador debe tender a un valor no nulo, es decir
l´ım
x→x0
x∈W
∂vh(x) = 0;
y como ∂vh(x) → ∇h(x0)x˙(t0) resulta que
∇h(x0)x˙(t0) = 0.
En particular esto implica que ∇h(x0) = 0, por lo que la ecuacio´n h(x) = 0
define regularmente aM (0) en un entorno de x0. Adema´s x˙(t0) no es ortogonal
a ∇h(x0), o lo que es lo mismo x˙(t0) es transversal a M (0).
Nota. Como ya lo adelantamos, el teorema 6.13 puede verse, bajo ciertas
consideraciones, como el rec´ıproco del teorema (6.6). En efecto, se tiene que
algunas de las hipo´tesis del teorema 6.13 son tambie´n condiciones necesarias
para la existencia de un punto de cruce (estas son: g(x0) = 0, la existencia
de la curva W y consecuentemente que x˙(t0) sea un autovector de Dg(x0)
o x˙(t0) = 0). Adema´s, si x˙(t0) = 0 y Dg(x0)x˙(t0) = 0, entonces todas las
hipo´tesis del teorema 6.13 son condiciones necesarias y suficientes para la
existencia de un punto de cruce.
Nota. Queda como un problema a resolver que´ es lo que ocurre cuandoDg(x0)
tiene autovalores nulos o cua´ndo existen soluciones de cruce con x˙(t0) = 0.
6.4. Existencia de soluciones de cruce y de
impasse
En esta seccio´n nos ocuparemos de estudiar la existencia de soluciones
para una ecuacio´n del tipo (6.1) y una condicio´n inicial x0 ∈ M. Se enuncian
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ma´s abajo las hipo´tesis que suponemos va´lidas a lo largo de la seccio´n.
Hipo´tesis:M es una variedad conexa; a(x) y f(x) son aplicaciones anal´ıti-
cas sobreM ; dimM = m (luego, a(x) resulta una matriz cuadrada); det(a(x))
no es ide´nticamente nulo sobre M.
Bajo estas hipo´tesis M se descompone en la unio´n disjunta M = M (0) ∪
M (2), con M (0) = {x ∈ M : det(a(x) = 0} = ∅. En particular, estudiaremos
si existen soluciones de cruce o soluciones de impasse por x0.
Sabemos que si x0 ∈ M (2) entonces existe y es u´nica la solucio´n de (6.1),
pues en este caso la ecuacio´n resulta equivalente a una EDO, al menos local-
mente en un entorno U de x0, U ⊂ M (2). Luego, supondremos de ahora en
ma´s que x0 ∈ M (0) = M −M (2).
En adelante utilizaremos una clasificacio´n de singularidades dada en [29].
Comenzaremos dando algunas definiciones y enunciando algunos resultados
de ese trabajo, que aplicaremos en particular considerando g(x) = adj(a(x))f(x)
y h(x) = det(a(x)).
La siguiente clasificacio´n de singularidades corresponde al ana´lisis del
campo F (x) = g(x)
h(x)
, y se basa en el estudio de la existencia de una extensio´n
continua de este campo. Como primera observacio´n se tiene que, si x0 ∈ M (0)
y g(x0) = 0, entonces no es posible extender el campo F (x) en forma continua
por x0, puesto que
l´ım
x→x0
‖F (x)‖ = ∞,
Teniendo en cuenta esto se tienen las siguientes definiciones.
Definicio´n 6.6 (Singularidades esenciales).
M e(0) = {x ∈ M (0) : g(x) = 0}.
Definicio´n 6.7 (Singularidades no esenciales).
M ne(0) = M (0) −M e(0).
Adema´s, al conjunto M ne(0) lo podemos descomponer en la unio´n disjunta
de singularidades no esenciales fuertes M s(0) y singularidades no esenciales
de´biles Mw(0), siendo
M s(0) = ∂M (0)M
e
(0), M
w
(0) = M (0) −M e(0).
90
A partir de las definiciones anteriores se puede concluir que el conjunto de
singularidades fuertes corresponde a la frontera del conjunto de singularida-
des esenciales relativa a la topolog´ıa deM (0), es decir, a los ceros de g que son
puntos de acumulacio´n de singularidades esenciales, mientras que el conjunto
de singularidades de´biles es el interior en M (0) del conjunto de ceros de g.
Por u´ltimo observemos que el conjunto singular M (0) puede escribirse como
la unio´n disjunta:
M (0) = M
e
(0) ∪M s(0) ∪Mw(0). (6.5)
La siguiente proposicio´n, probada en general en [29], puede aplicarse al con-
junto regularM (2) correspondiente a la ecuacio´n (6.1), para h(x) = det(a(x))
y g(x) = adj(a(x))f(x).
Proposicio´n 6.14. Sea h ∈ Cω(M,R). Si h ≡ 0, entonces M (2) = {x ∈ M :
h(x) = 0} es denso en M.
Los siguientes teoremas, probados en [29], establecen una caracterizacio´n
del conjunto maximal M˜ (2) ⊃ M (2) donde el campo vectorial F puede exten-
derse en forma continua.
Teorema 6.15. Sean g(x) y h(x) funciones continuas sobre M. Entonces el
conjunto maximal M˜ (2) donde F puede extenderse en forma continua verifica
M˜ (2) ⊂ M (2) ∪Mw(0).
Teorema 6.16. Supongamos ∇h(x) = 0, ∀x ∈ Mw(0). Si g ∈ Ck(M,Rn),
h ∈ Ck(M,R), k = 1, . . . ,∞, ω, entonces
M˜ (2) = M (2) ∪Mw(0).
Nota. A partir de las hipo´tesis dadas al comienzo de esta Seccio´n sabemos
que las aplicaciones h(x) = det(a(x)) y g(x) = adj(a(x)) son anal´ıticas, luego
vale el teorema 6.16 si suponemos ∇h(x) = 0, ∀x ∈ Mw(0).
Nota. A partir de las definiciones y resultados dados arriba y de las defini-
ciones de punto de impasse y punto de cruce dadas en la seccio´n anterior
observamos que:
Los puntos de cruce de (6.1) son singularidades no esenciales, conse-
cuencia inmediata del Lema 6.2.
La observacio´n anterior puede generalizarse au´n ma´s: si x0 es una singu-
laridad esencial, entonces no existen soluciones de (6.1) que pasen por
x0. En efecto, dado que g(x0) = 0, resulta que f(x0) /∈ ker adj(a(x0)),
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y luego f(x0) /∈ rg(a(x0)) (porque adj(a(x0))a(x0) = 0). Se tiene en-
tonces que no pueden existir soluciones de cruce por x0 ni tampoco
soluciones contenidas en M (0) que pasen por x0.
Nos ocuparemos ahora de estudiar la existencia de soluciones de cruce
y soluciones de impasse para la ecuacio´n (6.1). Es decir, dada (6.1) y dado
x0 ∈ M (0), nos preguntamos si existe una solucio´n de cruce o una solucio´n
de impasse por x0. Teniendo en cuenta la descomposicio´n disjunta de M (0)
dada en (6.5), consideraremos 3 casos.
Caso I: x0 ∈ M e(0).
Como dijimos ma´s arriba, en este caso no existen soluciones de cruce de
(6.1). Luego, buscamos resultados sobre la existencia de soluciones de impasse
de (6.1) por x0. Para ello consideramos la ecuacio´n diferencial algebraica -
EDA-
y′ = g(y) (6.6)
0 = h(y), (6.7)
con y ∈ M e y′(s) = dy(s)
ds
.
Nota. Observar que la ecuacio´n (6.6) tiene una u´nica solucio´n por x0. Si
esa solucio´n estuviera contenida en M (0), entonces x0 no ser´ıa un punto de
impasse de (6.1). En efecto, si x0 fuera un punto de impasse de (6.1), habr´ıa
una solucio´n de (6.1) (y por lo tanto de (6.6)) enM (2) que tender´ıa en tiempo
finito a x0, esta solucio´n de (6.6) en M (2) podr´ıa extenderse de modo tal de
obtener otra solucio´n de (6.6) por x0, lo cual no puede ser por unicidad de
solucio´n de la EDO por x0.
Llamamos Y a la derivacio´n correspondiente al campo vectorial g(y). Se
definen ϕ0, ϕ1, . . . , ϕk, . . . as´ı
ϕ0(y) = h(y)
ϕ1(y) = Y [ϕ0](y) =
∑ ∂ϕ0
∂yj
gj(y)
...
ϕk(y) = Y [ϕk−1](y)
...
ϕ0, ϕ1, . . . , ϕk, . . . ∈ Cω(M) generan una cadena de ideales
Jk = 〈ϕ0, . . . , ϕk〉 ,
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con J0 ⊆ J1 ⊆ . . . ⊆ Jk ⊆ . . . .
El anillo Cω(M) es Noetheriano, luego Jk˜ = Jk˜+p para un cierto k˜ y
∀p ∈ N. Se tiene entonces el siguiente conjunto correspondiente a los ceros
del ideal final Jk˜:
N = Z(Jk˜) = {ϕ0(y) = 0, . . . , ϕk˜(y) = 0}.
El siguiente resultado establece cuando un punto x0 ∈ M e(0) es un punto de
impasse de (6.1).
Teorema 6.17. Sea la ecuacio´n (6.1) y sea x0 ∈ M e(0). Supongamos va´lidas
todas las hipo´tesis enunciadas al comienzo de esta seccio´n. Consideramos la
EDA (6.6)-(6.7), los ideales Jk definidos a partir de ella y los conjuntos de
ceros Z(Jk), k = 0, 1, . . . , k˜. Entonces x0 es un punto de impasse de (6.1) sii
x0 /∈ N = Z(Jk˜).
Demostracio´n. Supongamos que x0 ∈ N. Sea y(s) la solucio´n al problema de
valores iniciales (6.6) con y(0) = x0. Se tiene que,
ϕn(x0) = 0, ∀n;
d
ds
ϕn(y(s)) = ∇ϕn(y(s)).y˙(s) = Y [ϕn](y(s)) = ϕn+1(y(s));
dk
dsk
ϕn(y(s)) = ϕn+k(y(s));
luego,
dk
dsk
ϕn(y(s))
∣∣∣∣
s=0
= 0, ∀k.
Como y(s) y la ϕn son funciones anal´ıticas, entoces ϕ(y(s)) ≡ 0, y por lo
tanto y(s) ∈ N, ∀s.
Si x0 es punto de impasse de (6.1), la solucio´n de impasse correspondiente
resulta, v´ıa una reparametrizacio´n , una solucio´n de (6.6), que por tratarse poner referen-
cias internasde una EDO puede extenderse hasta x0. Luego, (6.6) tiene dos soluciones
distintas por x0, la solucio´n de impasse de (6.1) reparametrizada y extendida
y la solucio´n de (6.6) con condicio´n inicial en x0 ∈ N, que esta´ contenida en
N, y luego en M (0), lo cual no puede ser. Concluimos entonces que si x0 ∈ N,
entonces no puede ser punto de impasse de (6.1). O equivalentemente, si x0
es punto de impasse de (6.1) entonces x0 /∈ N.
Rec´ıprocamente, supongamos que x0 /∈ N, luego la u´nica solucio´n y(s)
de (6.6) por y(0) = x0 no esta´ contenida en N y luego tampoco en M (0).
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En efecto, como y(s) no es solucio´n de (6.6)-(6.7) entonces h(x0) = 0 pero
h(y(s)) no es ide´nticamente nula; como adema´s h(y(s)) es anal´ıtica, no puede
tener acumulacio´n de ceros, es decir, existe 
 > 0 tal que si 0 < |s| < 

entonces h(y(s)) = 0. Luego, y(s) so´lo corta a M (0) en x0, a trave´s de una
reparametrizacio´n de esta solucio´n obtenemos un punto de impasse de (6.1). poner referen-
cias internasObservemos finalmente que este ana´lisis incluye tambie´n el caso en que g(x0)
es transversal a M (0).
Caso II: x0 ∈ Mw(0).
Por ser x0 una singularidad esencial de´bil, sabemos que existe un entorno
U de x0, tal que si x ∈ U ∩M0, entonces g(x) = 0. Sabemos tambie´n por
Teorema 6.16 que si ∇h(x) = 0 en U ∩ M0 entonces el campo F (x) =
g(x)/h(x) puede extenderse en forma anal´ıtica a todo U. Luego, llamamos F˜
a la extensio´n anal´ıtica del campo F, es decir, F˜ esta´ definido y es continuo
en U.
Consideramos ahora la EDO
x˙ = F˜ (x), x ∈ U (6.8)
que para x ∈ M (0) tiene las mismas soluciones que (6.1).
Sabemos que la EDO (6.8) con condicio´n inicial x0 tiene una u´nica solu-
cio´n; sea x(t) esa solucio´n. Para dar una respuesta al problema de existencia
de solucio´n de (6.1) con condicio´n inicial x0, deberemos considerar las si-
guientes posibilidades.
1. La u´nica solucio´n de (6.8) por x0 esta´ contenida en M (0).
2. La u´nica solucio´n de (6.8) por x0 intersecta a M (0) so´lo en ese punto
(es decir, es una curva contenida en M (2) salvo x0).
Como las intersecciones de x(t) con M (0) corresponden a los ceros de h(x(t))
que es una funcio´n anal´ıtica, estas dos son las u´nicas posibilidades (o h(x(t))
es constante igual a cero o los ceros son aislados).
Para determinar en cua´l de los dos casos nos encontramos consideramos
la EDA
x˙ = F˜ (x) (6.9)
0 = h(x) (6.10)
Como en el Caso I se define X como la derivacio´n correspondiente al campo
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F˜ y
ϕˆ0(x) = h(x),
ϕˆ1(x) =
∂ϕˆ0
∂xj
(x).Gj(x) = X[ϕˆ0](x),
...
ϕˆkˆ(x) = X[ϕˆkˆ−1](x)
que generan una cadena de ideales
Jˆk = 〈ϕˆ0, . . . , ϕˆ0〉,
con Jˆ0 ⊆ Jˆ1 ⊆ . . . ⊆ Jˆk ⊆ . . . , y nuevamente se tiene una variedad final
Nˆ = Z(Jˆk¯) = {ϕˆ0(y) = 0, . . . , ϕˆk¯(y) = 0}.
El siguiente resultado determina que un punto x0 ∈ Mw(0), con ∇h(x0) = 0,
no puede ser un punto de impasse, y establece una condicio´n necesaria y
suficiente para que resulte punto de cruce.
Teorema 6.18. Sea la ecuacio´n (6.1) y sea x0 ∈ Mw(0). Supongamos va´li-
das las hipo´tesis del comienzo de esta seccio´n y supongamos tambie´n que
∇h(x0) = 0. Consideramos la EDA (6.9)-(6.10) y los conjuntos Z(Jˆk), k =
0, 1, . . . , k˜, definidos a partir de ella. Supongamos que Z(Jˆk) es una subva-
riedad de Z(Jˆ0) para todo k = 1, . . . , k˜. Entonces,
1. Si x0 ∈ Nˆ , entonces x0 no es punto de cruce ni de impasse de (6.1) (la
u´nica solucio´n de (6.8) con condicio´n inicial en x0 se mantiene en Nˆ
y luego en M (0)).
2. Si x0 /∈ Nˆ , entonces x0 es punto de cruce de (6.1) (la u´nica solucio´n
de (6.8) por x0 no esta´ contenida en Nˆ y tampoco en M (0), entonces
corta a M (0) so´lo en x0, esta solucio´n sera´ una solucio´n de cruce de
(6.1) por x0.)
Demostracio´n. 1. Supongamos que x0 ∈ Nˆ , luego, la u´nica solucio´n de
(6.8) por x0 esta´ contenida en M (0), veamos que x0 no es punto ni de
cruce ni de impasse de (6.1). En efecto, si x0 fuera punto de cruce o
de impasse, habr´ıa una solucio´n de (6.1) (y por lo tanto de (6.8)) en
M (2) que tender´ıa en tiempo finito a x0, esta solucio´n de (6.8) en M (2)
podr´ıa extenderse de modo de tal obtener otra solucio´n de (6.8) por x0,
lo cual no puede ser por unicidad de solucio´n de la EDO.
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2. Supongamos que x0 ∈ Nˆ . Luego, la u´nica solucio´n de (6.8) por x0
intersecta a M (0) so´lo en ese punto (es decir, es una curva contenida
en M (2) salvo x0). Veamos que x0 resulta un punto de cruce de (6.1).
En efecto, la misma curva es solucio´n de (6.1) y (6.8) en M (2), y es
solucio´n de (6.1) en x0 por continuidad, luego resulta una solucio´n de
cruce de (6.1).
Caso III: x0 ∈ M s(0).
La te´cnica que describiremos para este caso puede aplicarse tambie´n a
aquellas singularidades de´biles a las que no pueda aplicarse el teorema 6.18.
El primer paso consiste en identificar las curvas invariantes. Una vez
identificadas las curvas invariantes, el siguiente paso sera´ analizar el siste-
ma restringido a cada uno de esas curvas, para determinar si las soluciones
contenidas en ellas tienen en x0 un punto de cruce o un punto de impasse.
Para identificar curvas invariantes consideramos el Jacobiano Dg(x0). Sa-
bemos por el corolario 6.11 que, para cada autovalor real no nulo λ, y para
cada autovector vλ, existen curvas C
1 tangentes a vλ invariantes por el campo
g(x). En general estas curvas no sera´n u´nicas, salvo en el caso del autovalor
con ma´xima parte real positiva y el autovalor con mı´nima parte real negativa.
Adema´s de estas curvas invariantes, podr´ıa haber otras tangentes a auto-
vectores de autovalor cero, pero para analizar la dina´mica en estas direcciones
ser´ıa necesario considerar informacio´n de mayor orden respecto del campo
g(x).
Existen resultados que en base a hipo´tesis adicionales respecto a ciertas
ecuaciones diofa´nticas entre los autovectores garantizan una regularidad ma-
yor que C1, pero para los objetivos de este trabajo nos alcanza con este nivel
de regularidad.
Si vλ no es tangente a M (0), entonces sabemos que las curvas invariantes
tangentes a vλ cortan a M (0) so´lo en x0 (localmente). Pero si vλ es tangente
a M (0) no tenemos forma de determinar si x0 es la u´nica interseccio´n entre
las curvas invaritantes tangentes a vλ o si, por el contrario, existen infinitas
intersecciones, siendo x0 un punto de acumulacio´n de tales intersecciones. La
te´cnica utilizada en los dos casos anteriores no puede ser utilizada aqu´ı porque
lo u´nico que sabemos de las curvas en cuestio´n es que son C1, y para aplicar
aquella te´cnica necesitar´ıamos que fueran Cω.
Debido a esto nos concentraremos principalmente en los casos de autova-
lores no nulos y de autovectores que no sean tangentes a M (0).
Teorema 6.19. Sea x0 ∈ M s(0) ∪Mw(0). Consideremos el Jacobiano Dg(x0),
un autovalor λ y un autovector correspondiente vλ.
96
1. Si λ = 0 y vλ no es tangente a M (0) entonces las soluciones a lo largo
de las curvas invariantes tangentes a vλ alcanzan x0 en tiempo finito y
adema´s
a) si ∇h(x0) · vλ = 0 entonces, estas soluciones son soluciones de
cruce por x0,
b) si ∇h(x0) · vλ = 0 entonces, estas soluciones tienen un punto de
impasse en x0.
2. Si λ = 0 y vλ es tangente M (0) entonces
a) no hay soluciones de cruce tangentes a vλ,
b) si existen curvas invariantes tangentes a vλ que corten a M (0) so´lo
en x0, entonces las soluciones a lo largo de estas curvas tienen un
punto de impasse en x0.
Este resultado deja pendiente, por un lado, el caso de λ = 0, que requiere
informacio´n de mayor orden, y por otro lado no da ninguna te´cnica que
permita determinar la existencia de curvas invariantes como las requeridas
para el punto 2b). A pesar de eso, este resultado es ma´s abarcativo que
resultados semejantes anteriores.
Observar adema´s que este teorema no es redundante con el teorema 6.18,
debido a que, bajo las hipo´tesis del teorema 6.18 resulta que Dg(x0) tiene a
lo sumo un autovalor no nulo, ya que para todas las direcciones v tangentes
a M (0) se cumple Dg(x0)v = 0, y el teorema 6.19 no dice nada respecto a
estas direcciones.
Previamente a la demostracio´n del teorema 6.19 demostraremos el si-
guiente lema.
Lema 6.20. Dado el sistema
h˜(u)u˙ = g˜(u) (6.11)
donde h˜, g˜ : (−
, 
) → R son funciones C1, suponiendo que g˜(0) = 0, h˜(0) =
0, y h˜ no se anula en ningu´n punto de (−
, 
)−{0} entonces el sistema (6.11)
tiene existencia y unicidad de soluciones para u = 0 y adema´s
1. Si g˜′(0) = 0 y h˜′(0) = 0 entonces u = 0 es un punto de cruce.
2. Si g˜′(0) = 0 y h˜′(0) = 0 entonces u = 0 es un punto de impasse de las
soluciones de (6.11)
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Demostracio´n. Si u = 0 entonces el sistema (6.11) es equivalente a u˙ =
g˜(u)/h˜(u) que es C1 ya que h˜(u) = 0. Por lo tanto hay existencia y unicidad
de soluciones para u = 0.
Adema´s,
1. Si g˜′(0) = 0 podemos suponer que g˜(u) = 0 en (−
, 
)− {0}.
Si adema´s h˜′(0) = 0 entonces g˜/h˜ → g˜′(0)/h˜′(0) cuando u → 0, su-
pongamos que g˜′(0)/h˜′(0) es positiva (el otro caso es ana´logo). En-
tonces tomamos dos soluciones de (6.11), u1 y u2 con valores iniciales
u−(0) = −
/2 y u+(0) = 
/2. Como g˜(u)/h˜(u) esta´ acotada fuera del
cero, entonces existen t− > 0 y t+ < 0 tales que u−(t) → 0 cuando
t → t−− y u+(t) → 0 cuando t → t++.
Construimos entonces la curva{
u−(t+ t−) t ≤ 0
u+(t+ t+) t ≥ 0
que es, por construccio´n, una curva continua, solucio´n de (6.11) para
t = 0, y u(0) = 0. Como para t = 0 se tiene u˙(t) = g˜(u(t))/h˜(u(t))
resulta que limt→0u˙(t) = g˜′(0)/h˜′(0), y por tratarse u de una funcio´n
continua de una variable tal que existe el l´ımite de su derivada, resulta
que u es una curva C1. Adema´s, u tambie´n es solucio´n de (6.11) en
u = 0 ya que en dicho punto la ecuacio´n toma la forma 0u˙ = 0. Por lo
tanto u = 0 es un punto de cruce.
2. Supongamos en cambio que g˜′(0) = 0 pero h˜′(0) = 0. Entonces g˜(u)/h˜(u) →
±∞. Por lo tanto ocurrira´, al igual que en el punto anterior, que
g˜(u)/h˜(u) esta´ acotado fuera de cero, y por lo tanto las soluciones
con valor inicial u(0) = 0 tendera´n a cero en tiempo finito (positivo o
negativo dependiendo del signo de u(0) y de g˜(u)/h˜(u)).
Pero en este caso u˙(t) no esta´ acotada y por lo tanto u no es derivable
en u = 0, entonces las soluciones tienen un punto de impasse en u = 0
(ver definicio´n 6.4).
Demostracio´n del teorema 6.19. Consideremos una curva invariante γ(u) tan-
gente a vλ en u = 0, esto es γ(0) = x0 y g(γ(u)) = g˜(u)
d
du
γ(u). Entonces
la dina´mica del sistema (6.2) restringido a la curva γ es equivalente a la
dina´mica del sistema
h˜(u)u˙ = g˜(u) (6.12)
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donde h˜(u) = h(γ(u)).
Dado que x0 es una singularidad, resulta que h˜(0) = 0. Adema´s h˜
′(0) =
∇h(x0) dduγ(0) = ∇h(x0)vλ.
Por otro lado, como x0 es una singularidad no esencial, resulta que g˜(0) =
0. Adema´s Dg(x0)vλ = g˜
′(0)γ′(0) + g˜(0)γ′′(0) = d
du
g˜(0)vλ, de donde resulta
que g˜′(0) = λ.
1. La existencia de curvas invariantes tangentes a vλ esta´ probada por el
corolario 6.11. Dada una de esas curvas, consideramos el sistema (6.12).
Como h˜(0) = g˜(0) = 0 y g˜′(0) = λ = 0, entonces por el lema 6.20
a) si h˜′(0) = ∇h(x0)vλ = 0 entonces x0 = γ(0) es un punto de cruce
de las soluciones contenidas en la curva γ;
b) si h˜′(0) = ∇h(x0)vλ = 0 entonces x0 = γ(0) es un punto de
impasse de las soluciones contenidas en la curva γ;
2. Si vλ es tangente a M (0), resulta que h˜
′(0) = 0, por lo tanto, en caso
de existir curvas invariantes que corten a M (0) so´lo en x0 resultara´ que
las soluciones a lo largo de esas curvas tendra´n un punto de impasse en
x0, por los mismos argumentos utilizados en el punto 1b).
Revisitamos ahora los ejemplos presentados en la seccio´n 6.1, para apli-
carles los resultados teo´ricos obtenidos en esta seccio´n.
Ejemplo 6.4. En el ejemplo 6.1 se obtuvo que M (0) = {(x1, x2) | x1+x2 = 0}.
Se tiene adema´s que g(x1, x2) = [x1 − x1 − x2]T . Luego, M e(0) = M (0) −
{(0, 0)}. A partir de la secuencia:
ϕ0 : x1 + x2 = 0,
ϕ1 : x2 = 0,
ϕ2 ≡ ϕ1,
obtenemos J1 =< ϕ0, ϕ1 > y N = Z(J1) = {(0, 0)}. Se tiene entonces por
teorema 6.17 que (x1, x2) ∈ M (0) es punto de impasse sii (x1, x2) = (0, 0).
Por otro lado es fa´cil ver que (0, 0) es una singularidad no esencial fuerte. En
este caso Dg(0, 0) tiene autovalores λ1,2 = ±1, y autovectores v1 = [1 − 2]T
y v2 = [0 1]
T , respectivamente. Adema´s ∇h(0, 0) = [1 1]; ∇h(0, 0).v1 = −1
y v1 no es tangente a M (0); y ∇h(0, 0).v2 = 1 y v2 no es tangente a M (0).
Luego, aplicando el teorema 6.19 (parte 1.a)), sabemos que las soluciones
tangentes a las rectas con vectores directores v1 y v2 alcanzan el (0, 0) en
tiempo finito y son soluciones de cruce, en particular, en este ejemplo, estas
soluciones coinciden con las rectas cuyos vectores directores son v1 y v2.
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Ejemplo 6.5. En el ejemplo 6.2 se obtuvo que M (0) = {(x1, x2) | x1 = 0}.
Adema´s se tiene que g(x1, x2) = [x1 2x2+x
2
1]
T . Luego,M e(0) = M (0)−{(0, 0)}.
En este caso se obtiene la secuencia:
ϕ0 : x1,
ϕ1 ≡ ϕ0,
luego, J0 =< ϕ0 > y N = Z(J0) = {x1 = 0}. Por teorema 6.17 (x1, x2) es
punto de impasse sii x1 = 0. En este caso N coincide con M (0), luego no
existen puntos de impasse en el conjunto de las singularidades esenciales.
So´lo falta analizar que ocurre en (0, 0), que es una singularidad no esencial
fuerte. En este caso Dg(0, 0) tiene como autovalores λ1 = 1 con autovector
correspondiente v1 = [1 0]
T , y λ2 = 2 con autovector correspondiente [0 1]
T .
A partir del teorema 6.19 podemos obtener las siguientes conclusiones:
Se verifica que: λ1 = 0, v1 no es tangente a M (0) y ∇h(0, 0).v1 =
1, luego existe una solucio´n de cruce tangente a v1 por (0, 0) (parte
1.a) del teorema 6.19). Como adema´s λ1 no es el ma´ximo autovalor,
existen infinitas soluciones de cruce tangentes a v1 por (0, 0), esto es
as´ı porque en el sistema linealizado hay infinitas soluciones que tienden
al equilibrio de manera tangente al autovector cuyo autovalor no es el
de parte real ma´s alejada de cero, y las soluciones de cruce que estamos
considerando se obtienen mediante un cambio de coordenadas C1 y una
reparametrizacio´n de estas soluciones.
Como λ2 = 2 es el ma´ximo autovalor positivo hay una u´nica curva
invariante tangente a v2 (es u´nica porque en la linealizacio´n de g hay
una u´nica curva invariante tangente al autovector de autovalor ma´ximo)
y v2 es tangente aM (0), entonces que no es solucio´n de cruce (parte 2.a)
del teorema 6.19). Pero dado que en este ejemploM (0) es invariante por
el flujo del sistema, resulta que la u´nica curva invariante esta´ contenida
en M (0), y luego tampoco es una solucio´n de impasse (parte 2.b) del
teorema 6.19).
Ejemplo 6.6. En el ejemplo 6.3 se obtuvo M (0) = {(x1, x2, x3) | x21 + x22 = 0}.
Mediante ca´lculos simples se tiene que
g(x1, x2, x3) = [2x1x
2
3 − x2x23 2x2x23 + x1x23 x21 + x22]T .
Entonces M e(0) = ∅. Adema´s todas las singularidades resultan ser no esencia-
les de´biles. Pero como ∇h|M (0) ≡ 0 no puede aplicarse el teorema 6.18.
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Si calculamos el Jacobiano de g para intentar utilizar el teorema 6.19 obte-
nemos
Dg(x) =
⎛
⎝2x23 −x23 (4x1 − 2x2)x3x23 2x23 (2x1 + 4x2)x3
2x1 2x2 0
⎞
⎠
que para x3 = 0 tiene un autovalor nulo y dos autovalores complejos conjuga-
dos −2±i. En este caso, esos autovalores complejos conjugados corresponden
a soluciones que tienden en espiral al conjunto singular. Si bien no se aplican
los teoremas que hemos probado antes, la misma te´cnica permite determinar
que las reparametrizaciones de estas curvas dan lugar a soluciones que tien-
den en tiempo finito al conjunto singular. En este caso particular resultan
ser soluciones con puntos de impasse, pero las te´cnicas desarrolladas no nos
permitir´ıan determinarlo.
Para el caso x3 = 0 la matriz Jacobiana se anula, de modo que las te´cnicas
que desarrollamos en este cap´ıtulo no resultan u´tiles.
Para terminar esta seccio´n consideraremos nuevamente el ejemplo presen-
tado en la seccio´n anterior sobre la dina´mica de una bola que rueda sobre
un plano vertical. En este caso supondremos que uno de sus momentos de
inercia es nulo y que la bola puede girar alrededor de su eje vertical.
Ejemplo 6.7. Consideramos un ejemplo similar al ejemplo 5.3: una bola
rodando sobre un plano. Supondremos en este caso que uno de los momentos
de inercia es nulo y que es posible que la bola gire alrededor del eje vertical (a
diferencia de lo que ocurr´ıa en el ejemplol 5.3). Con ca´lculos muy similares a
los hechos en aquel ejemplo se obtienen las ecuaciones siguientes (las variables
y constantes que aparecen son como en el ejemplo 5.3) .⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(1 +M)u˙× e3 +Mv˙0z × e3 = −M(v0u× z)× e3
〈u˙, e3〉 = 0
z˙ = u× z
0 = 〈u, z〉
0 = ‖z‖2 − 1
Las u´ltimas tres ecuaciones son las mismas que se obtuvieron en el ejem-
plo 5.3, la segunda ecuacio´n corresponde a que no haya torque en el eje
vetical (de modo que la bola pueda rotar libremente en torno a ese eje), y la
primera ecuacio´n corresponde a la componenete horizontal de la ecuacio´n de
conservacio´n de momentos.
Al aplicar el algoritmo singular (visto en el cap´ıtulo 5) obtenemos M (0) =
{‖z‖ = 1, 〈u, z〉 = 0}, M (1) = R7 − M(0). M (0) es la imagen encajada de
TS2 × R en R7, de modo que M1 sera´ TS2 × R.
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Al restringirse a M1 resulta que 〈u˙, z〉 = 0, con esto, cuando z × e3 6= 0
puede despejarse v˙0, con lo cual resulta que el sistema tendra´ solucio´n u´nica.
Por lo tanto tenemos que M1(0) = {z1 = z2 = 0}, M1(2) = M1 −M1(0).
En M1(0) puede verse que v0 es una variable libre, y que una vez elegido
el valor de v0 las otras variables quedan un´ıvocamente determinadas.
Intuitivamente, lo que hemos determinado hasta ahora es que, cuando el
eje con momento de inercia nulo no esta´ en posicio´n vertical hay existencia
y unicidad de soluciones, y que mientras dicho eje permanece en posicio´n
vertical la bola puede girar de cualquier manera (no hay unicidad de solu-
ciones). Falta determinar de que´ maneras puede la bola atravesar la posicio´n
con el eje vertical. Para eso necesitamos una parametrizacio´n adecuada de
un entorno de M1(0). Una parametrizacio´n u´til en este caso consiste en tomar
coordenadas polares
z = (ρ cos θ, ρ sin θ,
√
1− ρ2)
v0 = v0
u = τ(− sin θ, cos θ, 0) + µ(cos θ, sin θ, ρ/√1− ρ2)
Aqu´ı debemos admitir que ρ tome tambie´n valores negativos, porque de otro
modo las soluciones de cruce deber´ıan presentar un salto en el valor de θ.
Pasado a estas coordenadas el sistema de ecuaciones toma la forma a(x)x˙ =
f(x) con
a(x) =

0 −τ sin θ + µ cos θ cos θ sin θ λρ sin θ
0 −τ cos θ − µ sin θ − sin θ cos θ λρ cos θ
0 0 0 0 ρ
cos θ −ρ sin θ 0 0 0
sin θ ρ cos θ 0 0 0

f(x) =

−λv0(−µ cos θ + τ(1− ρ2) sin θ)/
√
1− ρ2
−λv0(µ sin θ + τ(1− ρ2) cos θ)/
√
1− ρ2
−τρ√1− ρ2v0
(µ sin θ + τ(1− ρ2) cos θ)/√1− ρ2
(−µ cos θ + τ(1− ρ2) sin θ)/√1− ρ2
 .
Notar que la tercera ecuacio´n puede simplificarse dividiendo por ρ (este
es el motivo por el cual resulta importante pasar a coordenadas polares, de
otro modo ma´s adelante quedar´ıa ∇h = 0).
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Luego de simplificar resulta,
a(x) =

0 −τ sin θ + µ cos θ cos θ sin θ λρ sin θ
0 −τ cos θ − µ sin θ − sin θ cos θ λρ cos θ
0 0 0 0 1
cos θ −ρ sin θ 0 0 0
sin θ ρ cos θ 0 0 0

f(x) =

−λv0(−µ cos θ + τ(1− ρ2) sin θ)/
√
1− ρ2
−λv0(µ sin θ + τ(1− ρ2) cos θ)/
√
1− ρ2
−τ√1− ρ2v0
(µ sin θ + τ(1− ρ2) cos θ)/√1− ρ2
(−µ cos θ + τ(1− ρ2) sin θ)/√1− ρ2

y premultiplicando por la adjunta de a se obtiene,
ρx˙ =

τρ
√
1− ρ2
−µ/√1− ρ2
(λρv0µ+ µ
2)/
√
1− ρ2
(−λτρv0 + λτρ2v0)
√
1− ρ2 − τµ/√1− ρ2
−τρv0
√
1− ρ2
 =: g(x)
Evaluando en ρ = 0 obtenemos
g|ρ=0 =

0
−µ
µ2
−τµ
0
 .
Entonces para µ 6= 0 obtenemos singularidades esenciales y para µ = 0
obtenemos singularidades no esenciales fuertes.
Como M1(0) es invariante por el flujo de g, entonces no hay puntos de
impasse en las singularidades esenciales.
Falta analizar que´ pasa en las singularidades fuertes. Para ello calculamos
el Jacobiano de g
Dg|ρ=µ=0 =

τ 0 0 0 0
0 0 0 −1 0
0 0 0 0 0
−λτv0 0 0 −τ 0
−τv0 0 0 0 0

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Los autovalores de Dg|ρ=μ=0 son τ , −τ y 0. (El caso τ = 0 podemos obviarlo,
porque en este caso la velocidad angular de la bola ser´ıa vertical y estar´ıamos
en el caso que la bola permanece con el eje de inercia nula vertical).
Los autovectores de autovalor 0 son tangentes a M1(0).
Los autovectores de autovalor −τ esta´n generados por⎛
⎜⎜⎜⎜⎝
0
1
0
τ
0
⎞
⎟⎟⎟⎟⎠
Los autovectores de autovalor τ esta´n generados por⎛
⎜⎜⎜⎜⎝
2τ
λv0
0
−λτv0
−2τv0
⎞
⎟⎟⎟⎟⎠
Analicemos primero los autovectores de autovalor −τ . Como es el au-
tovalor negativo ma´s alejado del cero, resulta que hay una u´nica solucio´n
tangente a este autovector, adema´s el autovector es tangente a M1(0) y M
1
(0)
es invariante por el flujo de g, por lo tanto la u´nica curva invariante por el
flujo de g tangente al autovector de autovalor −τ permanecera´ dentro de
M1(0), y por lo tanto no puede contener soluciones de cruce ni de impasse.
Analicemos ahora los autovectores de autovalor τ . Como es el autovalor
positivo ma´s alejado del cero, hay una u´nica curva invariante tangente a cada
autovector. Adema´s el autovector no es tangente a M1(0) y el autovalor es no
nulo, de modo que esa curva corresponde a una solucio´n de cruce. Es decir,
para cada combinacio´n de valores de θ, τ, v0 con τ = 0 hay una u´nica solucio´n
de cruce.
Para analizar que sucede con los autovectores de autovalor nulo los re-
sultados obtenidos no son suficientes. Una manera de mirar este caso ser´ıa
estudiar la dina´mica en la variedad centro [40].
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Cap´ıtulo 7
Conclusiones
Para resolver ecuaciones diferenciales impl´ıcitas ϕ(x, x˙) = 0, una estrate-
gia bastante comu´n consiste en construir una secuencia de conjuntos (Mk),
de modo que Mk+1 sea el conjunto de los puntos x tales que existe un vector
v tangente en x a Mk que resuleve la ecuacio´n ϕ(x, v) = 0 en ese punto. En
esta tesis hemos visto este tipo de algoritmos desde diferentes puntos de vista
en los distintos cap´ıtulos.
Quiza´ uno de los algoritmos de este tipo ma´s conocidos sea el algoritmo
de Gotay–Nester (que describimos en el cap´ıtulo 3). La particularidad de la
formulacio´n de este algoritmo es que se basa completamente en una estruc-
tua geome´trica subyacente en el problema. Dos ventajas que se obtienen por
formular el algoritmo de esta manera es que la descripcio´n del algoritmo ob-
tenida es global y que el algoritmo resultara´ invariante por transformaciones
que no modifiquen la estructura geome´trica. En particular, en el caso del
algoritmo de Gotay-Nester, esto implica que puede reducirse un problema en
base a simetr´ıas que conserven la estructura presimple´ctica y el algoritmo
puede pasarse al cociente sin inconvenientes.
Uno de los aportes de esta tesis consiste en la definicio´n de las estruc-
turas de Dirac generalizadas y la definicio´n de un algoritmo similar al de
Gotay–Nester para estas estructuras (cap´ıtulo 4). De este modo se obtiene
un algoritmo basado en una estructura geome´trica para una clase ma´s am-
plia de problemas, entre ellos los sistemas meca´nicos con v´ınculos que no
conservan la energ´ıa y circuitos ele´ctricos RLC. Esta estructura permite una
descripcio´n global del algoritmo.
Lo que no permite el algoritmo basado en estructuras de Dirac genera-
lizadas es el paso al cociente por un grupo de simetr´ıas, debido a que la
estructura geome´trica depende fuertemente del fibrado TM ⊕ T ∗M , pero al
reducir por un grupo de simetr´ıas que actu´en en M , obteniendo una varie-
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dad cociente N , el fibrado que resulta de reducir TM ⊕ T ∗M no resulta ser
TN ⊕ T ∗N, sino un fibrado ma´s grande. Cabe aclarar que este mismo tipo
de dificultades aparecen en las estructuras de Dirac (no generalizadas). Una
posible estrategia para avanzar en trabajos futuros ser´ıa definir estructuras
geome´tricas similares a estas en fibrados de la forma V ⊕ V ∗ donde V sea
cualquier algebroide de Lie sobre M . Los algebroides de Lie son generali-
zaciones del fibrado tangente, suficientemente generales como para permitir
la reduccio´n al cociente por un grupo de Lie, pero suficientemente particu-
lares como para permitir definir ecuaciones diferenciales en te´rminos de ellas.
La limitacio´n en todos estos algoritmos es que requieren que los conjuntos
Mk obtenidos sean subvariedades. Cuando aparecen singularidades el algorit-
mo no puede continuarse preservando la estructura geome´trica. Una solucio´n
a esta cuestio´n es el algoritmo de desingularizacio´n, que de manera local
encuentra todas las soluciones cuando los datos del problema son anal´ıticos
(presentado en el cap´ıtulo 5). Otro de los aportes de esta tesis consistio´ en
avanzar en la solucio´n del problema de valores iniciales, cuando los valores
iniciales esta´n en el conjunto singular (cap´ıtulo 6).
La solucio´n obtenida para este problema utiliza so´lo informacio´n de pri-
mer orden. Un camino a explorar consiste en intentar utilizar informacio´n de
mayor orden. La principal limitacio´n para esto es la necesidad de garantizar la
existencia de curvas invariantes con mayor grado de regularidad. En algunos
casos tales resultados existen (por ejemplo, cuando los autovectores no satis-
facen ciertas ecuaciones diofa´nticas), pero no cuando los autovalores son cero.
Otro problema que no fue estudiado en este trabajo es el de soluciones de
cruce tales que su derivada se anule en el punto de cruce, es decir, soluciones
que tienden en tiempo finito a un equilibrio singular.
Finalmente, otro problema interesante y en el que no hay avances es el si-
guiente: cuando aparecen singularidades en un algoritmo de restricciones que
utiliza alguna estructura geome´trica, como por ejemplo el de Gotay–Nester
o el de estructuras de Dirac generalizadas, ¿puede utilizarse esa estructura
geome´trica para calcular ma´s facilmente la desingularizacio´n? ¿puede pasarse
la estructura geome´trica a la desingularizacio´n de modo de poder continuar
con el algoritmo?
Resumiendo, los aportes de esta tesis consisten en: la definicio´n de una
estructura geome´trica que permite aplicar una algoritmo similar al de Gotay–
Nester a una familia ma´s amplia de problemas; para los casos en que este
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tipo de algoritmos no funcionan porque aparecen singularidades, avanzamos
en la solucio´n del problema de valores iniciales cuando los valores iniciales
esta´n en el conjunto singular.
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Ape´ndice A
Demostracio´n del teorema de la
variedad estable
La siguiente es una demostracio´n del Teorema (6.7).
Demostracio´n. Consideraremos x0 = 0, cualquier otro caso puede ser redu-
cido a este mediante un cambio de coordenadas.
Si llamamos A = Dg(0) entonces la ecuacio´n (6.3) puede escribirse como
x˙ = Ax+G(x) (A.1)
donde G(0) = 0 y DG(0) = 0. Debido a esto, dado L > 0 arbitrario existe
δ > 0 tal que
‖x‖, ‖x¯‖ < δ =⇒ ‖G(x)−G(x¯)‖ < L‖x− x¯‖. (A.2)
Como los autovalores de A|E tienen parte real menor que −α y los de
A|F tienen parte real mayor que −α, entonces existe un σ > 0 tal que los
autovalores de A|E tienen parte real menor que −α − σ y los de A|F tienen
parte real mayor que −α + σ.
Como E y F son subespacios invariantes para A, entonces tambie´n lo
sera´n para exp(tA), de modo que podemos escribir
exp(tA) = UE(t) + UF (t)
de manera tal que se cumplan ImUE(t) = kerUF (t) = E y tambie´n ImUF (t) =
kerUE(t) = F .
Ahora, los autovalores de A|E tiene parte real menor que −α − σ, esto
implica que existe un K > 0 tal que para t ≥ 0
‖UE(t)‖ = ‖UE(t)|E‖ = ‖exp(tA|E)‖ ≤ Ke−t(α+σ). (A.3)
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De modo similar, tenemos que los autovalores de −A|F tienen parte real
menor que α− σ, y obtenemos
‖UF (−t)‖ = ‖UF (−t)|F‖ = ‖exp(−tA|E)‖ ≤ Ket(α−σ) (A.4)
para todo t ≥ 0.
Consideramos ahora la ecuacio´n integral
θ(t, a) = UE(t)a+
∫ t
0
UE(t− s)G(θ(s, a))ds−
∫ ∞
t
UF (t− s)G(θ(s, a))ds.
(A.5)
Un ca´lculo directo usando que d
dt
UE = AUE,
d
dt
UF = AUF y que UE(0) +
UF (0) = I muestra que toda solucio´n de (A.5) es tambie´n solucio´n de (A.1).
Ahora construiremos soluciones de (A.5) por el me´todo de aproximaciones
sucesivas
θ0(t, a) = 0
θn+1(t, a) = UE(t)a+
∫ t
0
UE(t− s)G(θn(s, a))ds
−
∫ ∞
t
UF (t− s)G(θn(s, a))ds.
(A.6)
Notar que en esta construccio´n so´lo importa la componente de a en E,
ya que F es el nu´cleo de UE(t).
Para demostrar la convergencia de esta sucesio´n, demostraremos por in-
duccio´n que para a suficientemente chico y t ≥ 0 se cumple
‖θn+1(t, a)− θn(t, a)‖ ≤ K‖a‖e
−αt
2n
(A.7)
donde K es la constante que aparece en las inecuaciones (A.3) y (A.4). Ele-
gimos la constante L en (A.2) suficientemente pequen˜a para que se cumpla
4KL/σ < 1
y elegimos a suficientemente chico para que ‖a‖ ≤ 1
2
y
2K‖a‖ < δ.
Notar que (A.7) implica que para t ≥ 0
‖θn(t, a)‖ ≤ 2K‖a‖e−αt < δe−αt ≤ δ,
por lo tanto las curvas θn(·, a) permanecen dentro de la regio´n donde vale
(A.2).
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El caso base de la induccio´n, para n = 0, la ecuacio´n (A.7) sigue inme-
diatamente de (A.3).
Para el paso inductivo, el te´rmino UE(t)a se cancela, y debemos acotar las
dos integrales. Para la primera usamos (A.3) y (A.2) junto con la hipo´tesis
inductiva (A.7) para obtener
∥∥∥∥
∫ t
0
UE(t− s)(G(θn(s, a))−G(θn−1(s, a))ds
∥∥∥∥
≤
∫ t
0
‖UE(t− s)‖ · L‖θn(s, a)− θn−1(s, a)‖ds
≤
∫ t
0
Ke−(t−s)(α+σ) · LK‖a‖e
−αs
2n−1
ds
=
K‖a‖e−αt
2n
2KL
∫ t
0
e−(t−s)σds <
K‖a‖e−αt
2n
2KL
σ
.
Una cuenta similar usando (A.4) en lugar de (A.3) nos lleva a
∥∥∥∥
∫ ∞
t
UF (t− s)(G(θn(s, a))−G(θn−1(s, a))ds
∥∥∥∥
≤
∫ ∞
t
Ke−(t−s)(α−σ) · LK‖a‖e
−αs
2n−1
ds
=
K‖a‖e−αt
2n
2KL
∫ ∞
t
e(t−s)σds =
K‖a‖e−αt
2n
2KL
σ
.
Usando estas dos cotas se obtiene
‖θn+1(t, a)− θn(t, a)‖ < 4KL
σ
K‖a‖e−tα
2n
<
K‖a‖e−tα
2n
con lo que se completa la induccio´n.
Por lo tanto, la sucesio´n θn converge uniformemente a θ y se cumple la
desigualdad
‖θ(t, a)‖ ≤ 2K‖a‖e−tα < δe−tα.
Ahora consideremos una solucio´n x(t) que cumple ‖x(t)‖ < δe−tα; vamos
a demostrar que x(t) = θ(t, x(0)).
x(t) = UE(t)x(0)+UF (t)b+
∫ t
0
UE(t−s)G(x(s))ds−
∫ ∞
t
UF (t−s)G(x(s))ds
(A.8)
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donde
b = x(0) +
∫ ∞
0
UF (−s)G(x(s))ds.
Ca´lculos similares a los hechos ma´s arriba muestran que tres de los te´rminos
de (A.8) esta´n acotados por mu´ltiplos de e−tα, salvo el te´rmino UF (t)b. Para
evaluar este te´rmino, sean bE ∈ E y bF ∈ F la descomposicio´n de b = bE+bF .
Entonces UF (t)b = UF (t)bF . Adema´s
‖bF‖ = ‖UF (−t)UF (t)bF‖ ≤ ‖UF (−t)‖ ‖UF (t)bF‖ ≤ Ket(α−σ)‖UF (t)bF‖
de donde
‖UF (t)b‖ = ‖UF (t)bF‖ ≥ ‖bF‖
K
e−t(α−σ).
Si ‖bF‖ = 0, para t suficientemente grande el te´rmino UF (t)b es ma´s grande
que todos los otros te´rminos de (A.8), haciendo imposible que se cumpla la
cota x(t) ≤ δe−tα. En consecuencia tenemos que
x(t) ≤ δe−tα ∀ t > 0 =⇒ x(t) = θ(t, x(0)).
Adema´s tenemos
x(0) = UE(0)x(0)−
∫ ∞
0
UF (−s)G(θ(s, x(0)))ds.
El te´rmino a = UE(0)x(0) es la componente de x(0) en E. Por otro lado
θ(s, x(0)) so´lo depende de esta componente (como ya hab´ıamos notado en la
construccio´n de θ). Si definimos Ψ: E → F ,
Ψ(a) = −
∫ ∞
0
UF (−s)G(θ(s, a))ds
resulta que
x(0) = a+Ψ(a)
es decir, x(0) esta´ en la gra´fica de la funcio´n Ψ. Como Ψ es una funcio´n
con el mismo grado de regularidad que g, su imagen es una variedad a la que
llamamosW . Adema´s, por unicidad de soluciones, cualquier punto de la curva
x(t) con t ≥ 0 sirve como valor inicial de una solucio´n que cumple la misma
cota ‖x(t)‖ < δe−tα, por lo tanto toda la curva x(t) t > 0 esta´ contenida en
W .
Luego W es una variedad invariante tal que las soluciones x(t) con valo-
res iniciales en W cumplen ‖x(t)‖ < δe−tα siempre que a = UE(0)x(0) sea
suficientemente pequen˜o. Para ver que es tangente a E acotamos
‖Ψ(a)‖ ==
∥∥∥∥−
∫ ∞
0
UF (−s)G(θ(s, a))ds
∥∥∥∥ ≤
∫ ∞
0
Kes(α−σ)Lδe−sαds ≤ KLδ
σ
.
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Esta cota es va´lida para ‖a‖ < δ/2K. Si recordamos que L pod´ıa ser elegido
arbitrariamente pequen˜o (y que K y σ no dependen de δ) esto demuestra
que W , la gra´fica de Ψ, es tangente al plano E.
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