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Abstract—We show that there are duals {x∗n} to a given (nonexact) frame {xn}
that are not usual frames. In particular, these duals are not Bessel sequences. We
call them pseudo-duals. A characterization and a constructions of pseudo-duals are
given. Examples and potential applications of pseudo-dual theory are discussed.
 2001 Academic Press
1. INTRODUCTION
Frame decompositions can be delicate. In a separate Hilbert spaces, frames stand for a
sequence {xn} ∈H such that
∀x ∈H, A‖x‖2 ≤
∑
|〈x, xn〉|2 ≤ B‖x‖2, (1)
where constants A,B > 0 are the frame bounds. The upper bound of the frame
condition (1) is also known as the Bessel condition for {xn}. A frame {xn} is tight if A= B .
A frame {xn} is exact if it ceases to be a frame when any of its elements is removed.
References on frames include, e.g., [3, 8, 9, 11, 12, 27].
In general, a frame is overcomplete. The redundancy of a frame is in fact a natural
reflection of practical problems where robustness, error tolerance, and noise suppression
play a vital role, e.g., [4, 7, 20, 22].
There are generally infinitely many duals for a given nonexact frame. Let {xn} be a frame
forH. Then there is a dual {x∗n} such that
∀x ∈H, x =
∑
n
〈x, x∗n〉xn =
∑
n
〈x, xn〉x∗n inH. (2)
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The standard dual frame is the inverse frame {S−1xn}, where the frame operator
S: H→H is defined by
∀x ∈H, Sx =
∑
〈x, xn〉xn.
Dual frames {x∗n} satisfying (2) can be written in an explicit algebraic and parametric
formula [14]. An optimal dual frame need not be the standard dual {S−1xn}. It depends on
applications and their concerned performance measure, e.g., [10, 15].
More is true about frames. There are framelike decompositions that do not necessarily
satisfy frame conditions (1). We call them pseudoframe decompositions. By studying and
characterizing these decomposition schemes, we hope to gain a broader understanding of
nonorthogonal decompositions, particularly in a constructive approach.
From an application point of view, the choice of “basis” elements is often required to
be adaptive to and/or matched with certain characteristics of a signal class. Flexibility is
therefore demanded. From (orthonormal) bases to frames, a significant step has been made
in this direction. There have been many studies on the subject and on their applications
in real engineering problems by Ogawa, e.g., [19, 21, 23, 26] (many of Ogawa’s early
works are in terms of pseudo-biorthogonal bases and are published in Japanese). But frame
conditions can still be restrictive in such application areas. It also comes to the authors’
attention that in irregular sampling areas the sampling points could become dense enough
so that the sample points are not relatively separated. The Bessel bound is then violated.
Usual frame theory will not apply. Sampling algorithms that could involve such massively
dense sampling points do exist, e.g., [2]. In a recent communication with Aldroubi, we also
learned that the construction of oblique and hierarchical multiwavelet bases [1] involves
systems that are like pseudoframes. These reveal potential applications of “more-than”
frame theories such as those discussed here.
We present results of some studies on duals {x∗n} (of a given nonexact frame) in a
separable Hilbert spacesH that may not be Bessel sequences. We call them pseudo-duals.
In Section 2, one example of a pseudo-dual of a wavelet frame is carefully studied.
This was our motivation for the study. We hope it will demonstrate the roles of pseudo-
duals in theoretical and practical applications. To characterize pseudo-duals, we introduce
a notion of pseudoframes for separable Hilbert spaces in Section 3. Basic properties of
pseudoframes are discussed. In Section 4, a characterization and a construction of pseudo-
duals are given. Results are constructive. We derive an algebraic and parametric formula for
pseudo-duals of a frame. The construction of a pseudo-dual of wavelet frames is illustrated
in Section 5, using the formula of pseudo-duals of Section 4. Section 6 is a short section
describing a dual problem to the pseudo-dual study we reported in this article. Numerical
stability is examined in Section 7.
2. AN EXAMPLE OF FRAMELIKE DECOMPOSITIONS THAT IS NOT A FRAME
Consider a standard multiresolution analysis (MRA), e.g., [8, 17]. As a result, there
exists an orthonormal sequence {φjk ≡
√
2jφ(2j t − k)}k that forms an orthonormal basis
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for Vj ≡ sp{φjk}k . Moreover, Vj ⊆ Vj+1, ⋃Vj = L2(R), ⋂Vj = {0}, and f (t) ∈ Vj ⇔
f (2t) ∈ Vj+1. Therefore, if Pj : L2(R)→ Vj is the orthogonal projection onto Vj defined
by
∀f ∈L2(R), Pj f =
∑
k
〈f,φjk〉φjk, ∀j ∈ Z, (3)
then
Pj → 1 strongly. (4)
Let Wj be the orthogonal complement of Vj in Vj+1, and let Qj be the orthogonal
projection onto Wj ; then
Qj = Pj+1 − Pj .
Equation (4) implies that
∞∑
j=−∞
Qj = 1 strongly. (5)
LEMMA 2.1. Let Pj be defined by (3) in an MRA. Then
Pj+1Pj = Pj = PjPj+1, ∀j ∈ Z. (6)
Proof. This is due to the nested subspace structure of MRA.
THEOREM 2.2. Let φ ∈ L2(R) generate a standard MRA as described above. Define
ψ(j, k) ≡ Qjφj+1,k . Then {ψ(j, k)}k is a tight frame for Wj with frame bounds (1).
Consequently, {ψ(j, k)}j,k is a frame for L2(R), and for every f ∈ L2(R), we have
f =
∑
j
∑
k
〈f,φj+1,k〉ψ(j, k)=
∑
j
∑
k
〈f,ψ(j, k)〉φj+1,k in L2(R). (7)
Proof. Without loss of generality, we shall consider the case when j = 0. That
{ψ(j, k)}k ⊆W0 follows from the definition of ψ . Now, for every f ∈W0, consider
∑
k
|〈f,ψ(j, k)〉|2 =
∑
k
|〈f,φ1k − P0φ1k〉|2
=
∑
k
|〈f,φ1k〉 − 〈f,P0φ1k〉|2
=
∑
k
|〈f,φ1k〉|2 = ‖f ‖2.
One can show that {ψ(j, k)} is a frame for L2(R) if and only if {ψ(0, k)} is a frame for
W0 [5, 13]. We have therefore established the first part of the theorem.
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For the second part, for every f ∈ L2(R),
f =
∑
j
Qjf
=
∑
j
(Pj+1 − Pj )Pj+1f
=
∑
j
Qj
∑
k
〈f,φj+1,k〉φj+1,k
=
∑
j
∑
k
〈f,φj+1,k〉Qjφj+1,k
=
∑
j
∑
k
〈f,φj+1,k〉ψ(j, k) in L2(R),
where we have used the continuity of the projection operator Pj and Eq. (6). The other
equality of (7) follows similarly.
Remark. Note that ψ(j, k) has a multiwavelet structure generated by translations and
dilations of two basic functions ψ(1) ≡Q0φ1,0 and ψ(2) ≡Q0φ1,1; i.e.,
ψ(j, k)=
{
ψ
(1)
j,m, k = 2m
ψ
(2)
j,m, k = 2m+ 1.
To see this, we note that, for k = 2m,
ψ(j,2m)=Qjφj+1,2m = (Pj+1 − Pj )φj+1,2m
= φj+1,2m −
∑
k
〈φj+1,2m,φjk〉φjk
= φj+1,2m −
∑
k
〈φ10, φ0,k−m〉φjk
= φj+1,2m −
∑
n
〈φ10, φ0n〉φj,n+m
= TmDjφ10 − TmDj
∑
n
〈φ10, φ0n〉φ0n
= TmDj
(
φ10 −
∑
n
〈φ10, φ0n〉φ0n
)
= TmDjψ(1) ≡ψ(1)j,m,
where operatorsDj and Tm are defined by Djf (t)≡ 2j/2f (2j t), Tmf (t)≡ f (t−m), and
from step 2 to step 3, changes of variables were performed. The case for k = 2m+ 1 is
similar.
Discussion. What is interesting is that while {ψ(j, k)}j,k is a frame for L2(R), the
sequence {φj+1,k}j,k∈Z (when both indices j and k are counted) can hardly be a Bessel
sequence (see Proposition 5.2) because φ must be a low-pass function (i.e., φˆ = 0 in a
neighborhood of 0) in order to form an MRA. Therefore, we have a stable decomposition
and reconstruction (7) with strong convergence; yet (7) is not a frame decomposition. This
motivates our study on pseudo-duals and related pseudoframe decompositions. For the
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purpose of the characterization of pseudo-duals of a frame, we introduce the following
notion of pseudoframes and/or pseudoframe decompositions.
3. PSEUDOFRAMES IN A SEPARABLE HILBERT SPACE
DEFINITION 3.1. Let H be a separable Hilbert space. We say {xn} and {x∗n} form a
pair of pseudoframes forH if
∀x, y ∈H, 〈x, y〉 =
∑
n
〈x, x∗n〉〈xn, y〉. (8)
Remarks. (a) Clearly, frames are all pseudoframes. However, a pseudoframe pair
satisfying (8) need not be the usual frames. We have seen an example in Section 2.
In particular, if {xn} is a nonexact frame, there exist non-Bessel sequences {x∗n}
satisfying (8). We call these {x∗n} pseudo-duals to {xn}. In this article, we concentrate on
the characterization and construction of pseudo-duals to nonexact frames. Equation (8) can
be particularly convenient for arguments of (weak) convergence that maybe necessary in
general cases.
(b) If {xn} and {x∗n} are both Bessel sequences in (8), they are both usual frames. In
fact, the lower frame bound of {xn} or {x∗n} is implied by the upper Bessel bound of the
other.
(c) If {x∗n} is a pseudo-dual to {xn}, the lower frame bound is necessarily observed.
This indicates that a pseudo-dual sequence {x∗n} is (more than) complete and has values in
terms of numerical stabilities (see Section 7).
PROPOSITION 3.2. If {x∗n} is a (non-Bessel) pseudo-dual to a usual frame {xn}, {x∗n}
necessarily satisfies the lower frame bound.
Proof. This is proven by Eq. (8) and the fact that {xn} is Bessel.
4. CHARACTERIZATION AND CONSTRUCTIONS OF PSEUDO-DUALS
Let {xn} ⊆ H and {x∗n} ⊆ H. Assume {xn} is a usual frame sequence for H. Define
U : H→ l2 by the standard coefficient mapping
∀x ∈H, Ux = {〈x, xn〉}. (9)
Consider a linear operator (not necessarily bounded) V : D(V )⊆ l2 →H such that
∀c≡ {c(n)} ∈D(V ), V c=
∑
n
c(n)x∗n, (10)
where the domain of V is defined by
D(V )= {c ∈ l2(Z) |
∑
n
c(n)x∗n converges in H}.
The following theorem gives a necessary and sufficient characterization of a frame and
its pseudo-duals.
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THEOREM 4.1. Let {xn} be a frame, and let {x∗n} ⊆H. DefineU and V by (9) and (10),
respectively. Then {xn}, {x∗n} form a pseudoframe decomposition if
VU = I. (11)
Conversely, if {xn} and {x∗n} are a frame and pseudo-dual pair and R(U) ⊆ D(V ), then
VU = I .
Note. If weak convergence is considered in the definition of V , the requirement of
R(U)⊆D(V ) in the second part of the theorem will not be required. This becomes clear
in the following proof of the theorem.
Proof. Assume VU = I ; one has
∀f,g ∈H, 〈f,g〉 = 〈f,VUg〉
= 〈f,V ({〈g, xn〉})〉
=
〈
f,
∑
n
〈g, xn〉x∗n
〉
=
∑
n
〈
f,x∗n
〉〈xn, g〉.
Therefore, {xn}, {x∗n} ⊆H is a frame and pseudo-dual pair (hence pseudoframes) for H,
and for all f ∈H, f =∑n〈f,x〉x∗n =∑n〈f,x∗n〉xn.
Conversely, the reversed calculation as above will show that VU = I holds, where
R(U) ⊆ D(V ) is used to ensure that ∑n〈g, xn〉x∗n exits in norm (cf. the note before the
proof).
Remark. The above characterization (Theorem 4.1) only requires that {xn} is a Bessel
sequence and that {xn} forms a pseudoframe with respect to some sequence {x∗n}. The
lower frame bound associated with {xn} need not be assumed. In fact, there are cases when
{xn} need not be a usual frame to form a pseudoframe decomposition. This is part of the
material of a theory of pseudoframes of [16].
So now, given a nonexact frame sequence {xn} ⊆ H, the construction (evaluation) of
duals, including pseudo-duals, will follow from proper left inverses V of U .
THEOREM 4.2. The class of all left inverses of U is given by
V = (U∗U)−1U∗ +W(I −U(U∗U)−1U∗), (12)
where W : D(W) ⊆ l2(Z)→H is a free linear operator whose domain D(W) ⊇ R(U)⊥
(at least).
Proof. For V to be defined, it suffices to haveD(W)⊇R(U)⊥ since I−U(U∗U)−1U∗
is the orthogonal projection onto R(U)⊥, although in many cases choices of W have that
D(W)⊇R(U).
That (12) is a class of left inverses of U can be verified by a simple plug-in verification.
To show that it consists of all left inverses of U , we note the following: Let V0 be an
arbitrary left inverse of U ; i.e.,
V0U = I.
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If one chooses W = V0 (so that D(W)=D(V0)⊇R(U), and V is defined), then the right
hand side of (12) yields nothing but V0.
Among all the duals {x∗n} generated by the left inverses V , there are usual dual frames
(that satisfy the upper frame condition) and also pseudo-duals (that do not satisfy the upper
frame bound condition) as we observed earlier. In terms of the left inverse formula (12),
these two different subclasses of duals can be separated by the properties of the operator V .
4.1. Bounded V and Usual Dual Frames
The following proposition makes it easier for the study of the boundedness of a linear
operator from l2 →H and its representation via a Bessel sequence.
PROPOSITION 4.3. Let T : D(T )⊆ l2 →H be a linear operator, and let D(T )= l2.
Then T is bounded if and only if there exists a unique Bessel sequence {x∗n} ⊆H such that
∀c ∈D(T ), T c=
∑
n
c(n)x∗n. (13)
Moreover, when T is bounded, T is extendible directly to l2 via (13).
Proof. Assume that {x∗n} is a Bessel sequence in H such that T is defined by (13). It is
a standard exercise to verify that T is bounded using the Bessel property of {x∗n}, and (13)
is well defined for all c ∈ l2.
Conversely, let T be a bounded linear operator. Since D(T )= l2, there exists a unique
continuous linear extension T of T on l2 such that ‖T ‖ = ‖T ‖, and T c = T c for all
c ∈D(T ).
For T , the adjoint T ∗ is a uniquely defined continuous linear operator with
〈T c, y〉 = 〈c, T ∗y〉, ∀c ∈ l2, ∀y ∈H, (14)
and T ∗y ∈ l2. Also, the linear functional y → 〈T ∗y, c〉 is continuous for all c ∈ l2.
In particular, the functional y → 〈T ∗y, en〉 = (T ∗y)(n) is also a continuous functional
on H. Hence, for each n, there exists a unique function x∗n ∈H such that
〈T ∗y, en〉 = 〈y, x∗n〉, ∀y ∈H,
which means that T ∗y = {〈y, x∗n〉}, and {x∗n} is Bessel since T ∗y ∈ l2. By (14), and that
T c= T c for all c ∈D(T ), we have
∀c ∈D(T ), T c=
∑
n
c(n)x∗n,
which can be clearly extended to all l2 since {x∗n} is Bessel. This proves the theorem.
COROLLARY 4.4. Let {xn} be a frame in H, and let U be defined by (9). Assume V is
a linear operator defined in l2. Then V is a bounded left inverse of U if and only if there
exists a dual frame {x∗n} to {xn} such that
∀c ∈ l2, V c=
∑
n
c(n)x∗n. (15)
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Moreover,
x∗n = V en. (16)
Proof. Let V be a bounded left inverse of U . Then V is defined on R(U) (R(U) is
closed because of the lower frame bound of {xn}) and extendible to l2 by letting V c = 0
for all c ∈R(U)⊥. Therefore, by Proposition 4.3, there exists a Bessel sequence {x∗n} such
that (15) holds on D(V ) = l2. Since VU = I , (15) suggests that {x∗n} satisfies (8), from
which the lower frame bound condition for {x∗n} is implied by the upper Bessel bound
of {xn}. Therefore, {x∗n} is a dual frame to {xn}.
Conversely, if {x∗n} is a dual frame such that (15) holds, then {x∗n} is Bessel, and
D(V ) = l2. By Proposition 4.3, V is bounded. That VU = I is because of (15) and that
{x∗n} is a dual frame satisfying (8).
Equation (16) is a simple consequence of (15).
Remark. Therefore, if V is bounded, the resulting {x∗n} is always a Bessel sequence and
hence a usual dual frame. It is when V is unbounded, the related {x∗n} is a pseudo-dual. We
will discuss the unbounded V and pseudo-duals in Section 4.2. Let us further look into the
boundedness condition for the general left inverse V given by (12).
PROPOSITION 4.5. Let U be defined by (9), and let V be the left inverses of U given
by (12). Then V is bounded if and only if W is bounded on R(U)⊥.
Proof. It is sufficient to notice that
I −U(U∗U)−1U∗ = PR(U)⊥
is the orthogonal projection onto R(U)⊥.
Choices of W
The easiest case is to let W = 0 on R(U)⊥, and let it be arbitrary elsewhere on R(U).
Then by (12), the resulting dual sequence {x∗n = V en = (U∗U)−1U∗en ≡ x˜n} is the (single)
standard dual frame.
Obviously, if {xn} is a nonexact frame, duals {x∗n} are not unique. A more interesting and
useful choice of W follows from writing V slightly differently as
V = (U∗U)−1U∗ +W −WU(U∗U)−1U∗ (17)
and defining W by a sequence {wn} such that
∀c ∈D(W)⊆ l2, Wc =
∑
n
c(n)wn. (18)
Equation (17) is different from (12) since D(W) is required to contain R(U) in (17).
Obviously, V , as in (17), is bounded if and only if W is bounded on R(U). This selection
of W is useful because it is sufficient to obtain a general dual frame formula.
PROPOSITION 4.6. Let W be defined by (18). Then W is bounded (on l2) if and only if
{wn} is a Bessel sequence in H.
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Proof. This is proven by Proposition 4.3 and the fact that W is densely defined on l2
by (18).
This leads to a parametric and algebraic formula of all dual frames {x∗n}:
PROPOSITION 4.7. Let V be given by (17), and let W be defined by (18) with a (free)
Bessel sequence {wn} ⊆H. Then, all dual frames {x∗n} to a given nonexact frame {xn} are
given by
x∗n = x˜n +wn −
∑
m
〈x˜n, xm〉wm ∀n ∈ Z, (19)
where {x˜n} is the standard dual frame.
The proof of the above proposition is a direct plug-in verification. The generality of the
formula can also be verified similarly to Proposition 4.2.
We now turn our focus on unbounded V and related pseudo-duals {x∗n}.
4.2. Unbounded V and Pseudo-Duals {x∗n}
If V is a unbounded left inverse of U (resulting from an unbounded W of (12) or (17)),
we would still obviously have
∀f ∈H, f = V ({〈f,xn〉}). (20)
It is, however, uncertain whether (20) has a pseudoframe representation (of the series type);
i.e., it is nontrivial to make sure that V has a series representation as in (10), at least on
R(U).
In an effort to provide a constructive solution to pseudo-duals, we shall still assume that
W is defined by (18) by a (non-Bessel) sequence {wn} ⊆H.
Obviously, W is densely defined in l2. The adjoint W∗ of W is therefore uniquely
defined. By standard definition,
D(W∗)≡ {h ∈H | F(c)= 〈Wc,h〉 is continuous}
and for all h ∈D(W∗), and c ∈D(W),
〈Wc,h〉 = 〈c,W∗h〉.
In a result to come, we shall use a density condition related to D(W∗). For this, we have
the following preparations:
LEMMA 4.8. Let {wn} be a (non-Bessel) sequence in H, and let H1 ≡ {h ∈ H |
{〈h,wn〉} ∈ l2}; then H1 ⊆D(W∗) where W is defined by (18).
Proof. For all c ∈D(W) and all h ∈H1,
F(c)= 〈Wc,h〉 =
∑
n
c(n)〈wn,h〉 ≤M‖c‖2.
Hence F is continuous, implying h ∈D(W∗).
298 LETTER TO THE EDITOR
As observed in [6], assume that {wn} is a complete (non-Bessel) sequence; then H1 is
dense (and so is D(W∗)) if
∀k ∈ Z,
∑
n
|〈wk,wn〉|2 <∞.
This is because all finite combinations of {wn} would then be in H1.
With these preparations, we have the following:
THEOREM 4.9. Let W and {wn} be given by (18) such that H1 ⊆D(W∗) is dense inH.
Assume that R(U)⊆D(W). Then there exists an {x∗n} ⊆H such that
∀f,g ∈H, 〈f,g〉 =
∑
n
〈f,xn〉〈g, x∗n〉, (21)
and
x∗n = x˜n +wn −
∑
m
〈x˜n, xm〉wm. (22)
Proof. Notice that (U∗U)−1U∗c =∑n c(n)x˜n for all c ∈ l2, and that D(W) ⊇ R(U)
implies that summations of the form
∑
n〈x, xn〉wn exist for all x ∈H.
So now, for all f ∈H and all g ∈H1, we have
〈f,g〉 = 〈VUf,g〉
=
〈∑
n
〈f,xn〉x˜n +
∑
n
〈f,xn〉wn −
∑
m
〈∑
n
〈f,xn〉x˜n, xm
〉
wm,g
〉
. (23)
Focusing on the third term of (23), we have
〈∑
m
〈∑
n
〈f,xn〉x˜n, xm
〉
wm,g
〉
=
〈∑
m
〈f,xm〉wm,g
〉
=
〈
f,
∑
m
〈g,wm〉xm
〉
=
〈∑
n
〈f,xn〉x˜n,
∑
m
〈g,wm〉xm
〉
=
∑
n
〈f,xn〉
〈
x˜n,
∑
m
〈g,wm〉xm
〉
=
∑
n
〈f,xn〉
〈∑
m
〈x˜n, xm〉wm,g
〉
=
〈∑
n
〈f,xn〉
(∑
m
〈x˜n, xm〉wm
)
, g
〉
.
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In a few steps above, we have used the “l2-property” of H1 and the continuity property
of inner products. Therefore, (23) continues as
〈f,g〉 =
〈∑
n
〈f,xn〉
(
x˜n +wn −
∑
m
〈x˜n, xm〉wm
)
, g
〉
=
〈∑
n
〈f,xn〉x∗n, g
〉
, ∀ f ∈H, g ∈H1, (24)
where x∗n ≡ x˜n +wn −
∑
m〈x˜n, xm〉wm.
Now, by the continuity of the inner product, and because H1 is dense in H, (24) can be
extended to all g ∈H. This proves the theorem.
Remarks. (a) As seen in the proof, the generally weak convergence of (21) is due to a
switching of limit operation (between (23) and (24)) necessary for obtaining a pseudo-dual
sequence {x∗n}.
(b) The condition that R(U)⊆D(W) can be relaxed a bit by replacing W by
∀c ∈ R(U), Wc =
∑
n
c(n)wn converges weakly.
One would still get the same result as in (21).
(c) If {wn} is itself a pseudo-dual to the frame {xn}, all conditions on {wn} discussed
above are obviously satisfied. For instance, R(U)⊆D(W) is automatic.
(d) Since W is densely defined, W∗ is always closed. With the assumption that W∗
is densely defined, we have therefore a densely defined and closed operator W∗. This
in turn implies that W has a closed linear extension [25]. It remains an open question
whether (or not) that W being densely defined with a closed linear extension will imply
that the correspondingV has a series type of representation, which in turn leads to a desired
pseudoframe (series) decomposition.
(e) Obviously, if {xn} is an exact frame, the second and third terms of (22) are
canceled. Equation (22) would naturally yield the unique biorthogonal dual {x˜n}.
In studying the convergence property of frame and pseudo-dual representations, we note
that the position of the frame {xn} and its pseudo-duals {x∗n} commutes if norm convergence
is achieved.
PROPOSITION 4.10. Let {xn} be a frame, and let {x∗n} be a pseudo-dual of {xn}. Then
∀x ∈H, x =
∑
n
〈x, x∗n〉xn inH, (25)
if and only if
∀x ∈H, x =
∑
n
〈x, xn〉x∗n in H. (26)
Proof. Assume one of the equations, say (26), holds. Then, for a fixed nontrivial x ∈H,∥∥∥∥
∑
|n|≤N
〈x, x∗n〉xn − x
∥∥∥∥= sup‖y‖=1
∣∣∣∣
〈 ∑
|n|≤N
〈x, x∗n〉xn − x, y
〉∣∣∣∣
= sup
‖y‖=1
∣∣∣∣
∑
|n|≤N
〈x, x∗n〉〈xn, y〉 − 〈x, y〉
∣∣∣∣
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= sup
‖y‖=1
∣∣∣∣
∑
|n|≤N
〈y, xn〉〈x∗n, x〉 − 〈y, x〉
∣∣∣∣
= sup
‖y‖=1
∣∣∣∣
〈 ∑
|n|≤N
〈y, xn〉x∗n − y, x
〉∣∣∣∣
≤ sup
‖y‖=1
∥∥∥∥
∑
|n|≤N
〈y, xn〉x∗n − y
∥∥∥∥ · ‖x‖
< + for all N >N0,
where we have assumed ‖∑|n|≤N 〈y, xn〉x∗n − y‖ < +/‖x‖ for all N > N0. We have
therefore proved one direction. The other direction is identical.
5. EXAMPLES OF PSEUDO-DUALS
EXAMPLE 5.1 (Revisit of the wavelet frame example in Section 2). Consider an
orthonormal MRA of L2(R), e.g., [8, 17, 18]. We have shown in the Example of Section 2
that {ψ(j, k)≡Qjφj+1,k}j,k is a frame for L2(R).
Now let {w(j, k)= φj+1,k}. Note that {φj+1,k} is complete in L2(R). Define W by (18)
with the sequence {w(j, k)}. Clearly, D(W)⊇R(U) since
∀c≡ {〈f,ψ(j, k)〉} ⊆R(U), Wc =
∑
j,k
〈f,ψ(j, k)〉φj+1,k = f,
where U : H→ l2(Z) is defined by (9) with the sequence {ψ(j, k)}.
Assume that {ψ˜(j, k)} is the standard dual to {ψ(j, k)}. Some pseudo-duals ψ∗(j, k)
can now be derived by (22):
ψ∗(j, k)= ψ˜(j, k)+w(j, k)−
∑
m,n
〈ψ˜(j, k),ψ(m,n)〉w(m,n)
= ψ˜(j, k)+ φj+1,k −
∑
m,n
〈ψ˜(j, k),ψ(m,n)〉φm+1,n
= ψ˜(j, k)+ φj+1,k − ψ˜(j, k)
= φj+1,k. (27)
Therefore, a pseudo-dual frame {ψ∗(j, k)} to {ψ(j, k)} is the sequence {φj+1,k}.
This also gives, of course, conclusions in Theorem 2.2. Notice, however, {ψ(j, k)} is
a frame and {φj+1,k} is a pseudo-dual. They form a strongly convergent pseudoframe
decomposition.
Note that we termed {φj+1,k}j,k a pseudo-dual because φ is a low-pass function (a
function whose Fourier transform is nonzero in a neighborhood of 0). This is made clear
in the following.
PROPOSITION 5.2. Let φ be a low-pass function whose Fourier transform φˆ is nonzero
in a neighborhood of 0, say [−α,α), α > 0. Assume that
∫ 1/2
−1/2
∣∣φˆ( γ2j )∣∣2 dγ ≥ c > 0, ∀j ≥ 0. (28)
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Then, under the double indices of the scaling and translation structure, {φj,k}j,k∈Z can
never be a Bessel sequence.
Proof. Note that (28) is not a strong assumption. Because if φ is a low-pass function,∫ 1/2
−1/2 |φˆ(γ )|2 dγ ≥ c > 0. Now that |φˆ(γ /2j )|2 is dilated around origin for j ≥ 1, (28) is
natural. Consider
∑
j
∑
k
|〈f,φjk〉|2 =
∑
j
∑
k
∣∣∣∣ 1√2j
∫
fˆ (γ )φˆ
( γ
2j
)
e2πik(γ/2
j ) dγ
∣∣∣∣
2
=
∑
j
∑
k
∣∣∣∣ 1√2j
∑
n
∫ (n+1/2)2j
(n−1/2)2j
fˆ (γ )φˆ
( γ
2j
)
e2πik(γ /2
j ) dγ
∣∣∣∣
2
=
∑
j
∑
k
∣∣∣∣ 1√2j
∫ 2j−1
−2j−1
∑
n
fˆ (γ + n2j )φˆ( γ2j + n)e2πik(γ/2j ) dγ
∣∣∣∣
2
=
∑
j
∫ 2j−1
−2j−1
∫ 2j−1
−2j−1
∑
n
fˆ (γ + n2j )φˆ( γ2j + n)
×
∑
n
fˆ (ξ + n2j )φˆ( ξ2j + n) 12j ∑
k
e−2πik((ξ−γ )/2j ) dγ dξ
=
∑
j
∫ 2j−1
−2j−1
∣∣∣∣
∑
n
fˆ (γ + n2j )φˆ( γ2j + n)
∣∣∣∣
2
dγ.
Let fˆ = 1[−1/2,1/2), the characteristic function on [−1/2,1/2) ⊆ Rˆ. Then, for each
j ≥ 0,
∀n ∈ Z, fˆ (γ + n2j )= 1[−1/2,1/2) on [−2j−1,2j−1),
which implies
∣∣∣∣
∑
n
fˆ (γ + n2j )φˆ( γ2j + n)
∣∣∣∣
2
=
∑
n
|φˆ( γ2j + n)|21[−1/2,1/2), on [−2j−1,2j−1).
Therefore,
∑
j
∑
k
|〈f,φjk〉|2 ≥
∑
j≥0
∫ 2j−1
−2j−1
∑
n
∣∣φˆ( γ2j + n)∣∣21[−1/2,1/2) dγ
≥
∑
j≥0
∫ 1/2
−1/2
∣∣φˆ( γ2j )∣∣2 dγ ≥ c∑j≥0 1=∞.
This proves the proposition.
6. THE DUAL PROBLEM OF THE STUDY OF PSEUDO-DUALS
In this work, we started from a usual frame {xn} and studied/constructed its duals and
pseudo-duals {x∗n}. As a result, pseudo-duals are non-Bessel sequences and satisfy the
lower frame bound.
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A dual problem exists that can be formulated as follows:
Given a (complete) non-Bessel sequence {x∗n} with the lower frame bound
condition, are there pseudoframe representations in which (pseudo-) duals that
are actually usual frames?
The answer should be yes from the dual point of view of our study. Details of the study
of the problem are related to a general theory of pseudoframes, e.g., [6, 16, 24]. Many
issues remains being open questions.
7. POTENTIAL APPLICATIONS AND NUMERICAL STABILITY
(a) Sampling: One application of studies presented here is in the general area of
sampling. It is well understood that sampling problems are related to frame representations.
The lower and upper frame conditions translate into the sampling density as being
sufficiently dense (by the lower frame bound), but not too richly oversampled (by the upper
frame bound). The “not-too-richly-oversampling” requirement is to keep the mathematics
easy, just as in frame cases where the upper frame bound is to make the frame analysis
easy. But from information point of view, no matter how dense the sampling is, it should
not be mathematically impossible to reconstruct the function. This is exactly the spirit of
pseudo-dual frames where the Bessel bound is no longer required.
(b) Another potential application of pseudo-duals and pseudoframes is on the
representation of unbounded linear operators.
(c) Numerically, frame and pseudo-dual representation is generally stable. Since {xn}
is a frame for which we know the stability properties, we shall focus on the decomposition
of a function with respect to pseudo-duals {x∗n} and consider the stability issue from two
points of view.
On one hand, since {x∗n} satisfies the lower frame bound condition, we know that if the
coefficients {〈x, x∗n〉} and {〈y, x∗n〉} are finite and close in the l2-norm, the functions x and
y will then be necessarily close in the H-norm.
This property can also be translated into the numerical point of view with the l2
measurement. If a perturbation to the coefficient sequence is small in the l2 sense, then
the represented function (reconstruction) should be close to the original function, a stable
statement that we hope for. More specifically, we have the following:
PROPOSITION 7.1. Let {+αn} be a perturbation to the coefficients of the pseudoframe
decomposition
∀x ∈H, x =
∑
n
〈x, x∗n〉xn. (29)
Assume that {αn} ∈ l2(Z), and that (29) converges in norm. Then
∥∥∥∥x −
∑
n
(〈x, x∗n〉 + +αn)xn
∥∥∥∥
2
≤ +2
(
B
∑
n
|αn|2
)
,
where B is the upper frame bound of the frame {xn}.
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Proof.
∥∥∥∥x −
∑
n
(〈x, x∗n〉 + +αn)xn
∥∥∥∥
2
=
∥∥∥∥+
∑
n
αnxn
∥∥∥∥
2
= +2 sup
‖y‖=1
∣∣∣∣
〈∑
n
αnxn, y
〉∣∣∣∣
2
= +2 sup
‖y‖=1
∣∣∣∣
∑
n
αn〈xn, y〉
∣∣∣∣
2
≤ +2 sup
‖y‖=1
∑
n
|αn|2 ·
∑
n
|〈y, xn〉|2
≤ +2
(
B
∑
n
|αn|2
)
.
On the other hand, what might be a concern is that if x and y are close, i.e., ‖x − y‖ is
small, would their related coefficients be close? Here, the answer depends on one’s measure
in mind. Theoretically, we ought not to measure the coefficients in the l2-norm since they
are not in l2. If one has to look at the issue in l2, then the two coefficients {〈x, x∗n〉} and
{〈y, x∗n〉} may not be sufficiently close in the l2 sense. However, the reconstructions from
the two coefficient sets are still close because
∥∥∥∥
∑
n
〈x, x∗n〉xn −
∑
n
〈y, x∗n〉xn
∥∥∥∥= ‖x − y‖.
Therefore, if our applications do not stop at generating coefficients, this shall not be
a concern. For instance, in irregular sampling, where pseudo-dual theory is potentially a
useful tool, the purpose is to reconstruct the signal/function. There shall be no concern for
the lack of a Bessel bound of {x∗n}.
To conclude, we presented a theory of pseudo-duals of a frame in separable Hilbert
spaces. We showed that there are pseudo-duals to a nonexact frame. Pseudo-duals in the
context of this article typically do not satisfy the upper frame bound.
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