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En el presente trabajo se han perseguido 10s siguientes dos 
objetivos: For un lado, encontrar una formulacidn adecuada de la 
cldsica teorla de concomitantes introduciendo la nocidn de opera- 
dor de concomitancia. Por otro lado, lograr nuevos resultados en 
esta teorfa y usarlos para obtener aplicaciones a la ffsica-matemStEca; 
mds precisamente para, mediante el uso de principios variacionales, 
deducir ciertas ecuaciones de campo de la flsica tedrica. 
La nocidn intuitiva de 10s concomitantes tensoriales es senci- 
lla de explicar en 10s casos elementales. Por ejemplo, si en una 
variedad diferenciable M" tenemos un campo vectorial X y una 1-forma 
w, para cada carta local (x,U) de M serd: 
Podemos considerar entonces la funcidn LU:U +a dada por: 
, Es facil de verificar que si (2,b) es otra carta local en M 
entonces L = LQ , con lo cual tenemos 
U/U n5 U/u na 
definido un "escalar" sobre M, es decir una funcidn L:M +a 
por LIU = LU. Decimos que este escalar es concomitante del campo X 
y de la 1-forma w sii existe una funcidn F: IR2" +R (operador esca- 
lar de concomitancia) tal que para cada carta local (x,U) de M es: 
En este caso la funcidn F estd dada por: 
y es importante notar que la funcidn F estd definida independiente- 
mente de las cartas Locales de la variedad. 
Un ejemplo cldsico de concomitante es la conexibn de Levi-Civita 
de un espacio pseudo-Riemanniano. Si G es una pseudo-metrica sobre 
una variedad M I  para cada carta local (x,U) de M serd: 
Podemos formar entonces 10s sfmbolos de Christoffel 
como : 
donde, por definicibn, gjsrk - asjs /a xk. Es sabido que las n3 funcio- 
i 
nes I' asf definidas son componentes de una conexibn, la llamada jk 
conexi6n de Levi-Civita. Es claro que la forma en que Ti depende jk 
de 10s gij y de sus derivadas parciales es la misma cualquiera sea 
la carta local de la variedad, asf que nuevamente tenemos la nocidn 
de concomitante. La funci6n F correspondiente es en este caso mucho 
mas complicada de escribir per0 se ve que sus "variables" son 10s 
coeficientes gij y sus derivadas parciales. Esta aparicibn de las 
derivadas parciales es lo que hace natural trabajar en la teorfa 
de jets para obtener una formalizacibn adecuada. 
En la Seccidn 1 se recuerdan 10s conceptos elementales de la 
teorfa de jets que serdn necesarios en las subsiguientes secciones. 
En la Seccidn 2 se definen 10s operadores tensoriales de conco- 
mitancia. La idea bdsica es que la nocibn de concomitante se reduce 
a la existencia de una cierta funcidn FiRn +xm tal que si se 
reemplazan las variables de I? por componentes de tensores de un tip0 
fijo y sus derivadas parciales, entonces lo que resulta son componen- 
tes tensoriales de un tip0 fijo (Definici6n 2.6). A continuacidn se 
definen las identidades de invariancia [15] que resultan ser herramien- 
tas fundamentales para la determinacidn de 10s concomitantes. 
En la Seccidn 3 se aplica la formalizacidn indicada para obtener 
teoremas particulares sobre escalares concomitantes. Se obtienen en 
esta seccidn la forma general de: Los escalares concomitantes de un 
campo vectorial y una 1-forma (Teorema 3.3), 10s escalares ~0ncomitanteS 
de un tensor pseudom6trico y de un campo vectorial (Teorema 3.51, 10s 
escalares concomitantes de un tensor pseudom6tric0, de un escalar 
y de sus primeras derivadas (Teorema 3.7), 10s escalares concomitantes 
de un tensor pseudom6trico y un tensor antisimgtrico no singular (Teo- 
rema 3.9), y 10s escalares concomitantes de un tensor pseudom6trico y 
una 1-forma (Teorema 3.11) . 
En la Seccidn 4, una~vez asentada la formalizacidn de la teorfa, 
se recupera la notacidn cldsica y se encuentran 10s tensores de tip0 
(r,s) para r + s 9 4  concomitantes de un tensor pseudom6trico y una 
1-forma (Teoremas 4.2, 4.3, 4.4 y 4.5). 
La Seccidn 5, dltima seccidn, estd dedicada a la aplicacidn a la 
ffsica-matembtica de algunos de 10s resultados anteriores. Una de las 
aplicaciones, no incluida aquP ya que pertenece a otro autor [21, 
consiste, a partir del Teorema 4.5, en encontrar todos 10s Lagrangianos 
concomitantes de un tensor m6tric0, una 1-forma y sus derivadas parcia- 
1es.hasta cualquier orden, compatibles con las unidades ffsicas en 
cuestidn (de longitud, de tiempo, de carga, etc.) [ 11 . Las aplicaciones 
incluidas son dos y en ambas se demuestra que la elecci6n habitual del 
tensor momento-energla da lugar a las ecuaciones de Maxwell en la 
teorla de Einstein-Maxwell (Teorema 5.2) y a la ecuaci6n de Klein- 
Gordon en el correspondiente caso (Teorema 5.3). 
Con la intencidn de que este trabajo sea autocontenido para 
una persona con nociones bdsicas de geometrla diferencial, se desa- 
rrolla en la Seccidn 6 (Apsndice I) la teorfa de k-jets bosquejada 
en la Secci6n 1. 
Por dltimo, se han relegado a la Seccidn 7 (Apgndice 11) el 
andlisis de ciertos aspectos de la teorla de k-jets en el caso 
particular en que el context0 sea el de la Seccidn 2, asl como 
parte de la demostracidn del Lema 2.2 de esa seccidn. 
Sean % y P variedades d i f e r e n c i a b l e s  de dimensiones m y m+n 
respectivamente,  y sea T :P -+ 54 una submersi6n su ryec t iva  (o sea ,  
una ap l i cac idn  C" su ryec t iva  t a l  que su  d i f e r e n c i a l   IT*^: P + M P .rr (PI  
es epimorfismo V p E P ) .  
Una seccibn Local de T e s  una apl icac idn  s : U  -+ P ,  donde U 
e s  un a b i e r t o  de M, t a l  que n o s = i d .  Notaremos con I' ( u , P )  a 1  
conjunto de  todas  l a s  seccidnes loca les  C- de .rr con dominio U ,  
Dado k E No, dos secciones loca les  C- de n ,  slE I' (U1,P) y 
s E r (U 2 , P ) ,  s e  d i c e  que es tdn  (para xo E U1 n U 2 )  k, xo-keeaciona- 2 
s2) s i i ,  en c a r t a s  l o c a l e s ,  l a s  der ivadas  p a r c i a l e s  daA ('1 k,xo a 
basta e l  orden k de  sl y s2 coinciden en x 0. 
k Se  d e f i n e  P ( x )  como e l  coc ien te ,  por e s t a  r e l ac idn  de equi- 
va lenc ia ,  d e l  conjunto de todas  l a s  secciones cm de IT con dominio 
algdn entorno a b i e r t o  de x, para  cada x E M; y pk como l a  uniBn 
k de todos 10s P (x)  para  x E M. 
h Se d e f i n e  l a  proyeccidn n : pk -r M de l a  manera n a t u r a l :  
n k  (y )  = x s i i  y E pk (x)  . 
Para s E r ( U , P )  se def ine  e l  k -  j e t  de s a  l a  ap l i cac i8n  
k k -k,x j (6):U + pk dada por: j (s) ( X I =  s = c l a s e  de  equiva lencia  de s 
por l a  r e l ac idn  - definSda antes .  
k, x  
Para k y k E No,  con k > k ,  se def ine  l a  pnoyeccidn candnica 
de 10s k - j e t s  sobre 10s k -jets como l a  ap l icac idn  
k .k k 
n: : pk -+ p' dada por r k  ( 3  (s )  (x)  1 = j ( s )  ( X I .  
E s  f a c i l  v e r  que Po = P y por l o  t a n t o  s e  i d e n t i f i c a n .  
Una cakRa de cookdenadas adapRada paka P es una t e r n a  
m (U, q o , v l ,  donde U e s  a b i e r t o  de P y v o : n ( U )  - R y y:U + R ~ X R ~  
son difeomorfisrnos que conmutan e l  s i g u i e n t e  diagrama: 
donde P1 e s  l a  proyeccidn sobre e l  primer f a c t o r .  
Para cada c a r t a  adaptada (U, vo, 9) , Sean : 
donde cAti i n d i c a  l a s  combinaciones con r e p e t i c i d n  de rn elernentos 
tornados de a i. 
S i  y € ' v U ,  entonces e x i s t e  W entorno a b i e r t o  de 
k Y s E r (W,U)  / y = j s ~ r ~ y ) ) .  Se def inen entonces: 
donde q i  i n d i c a  l a  coordenada m+i de l a  f uncidn p (notarnos 
1 m 1 n 
P = ( cP I . . . ,  l P , Y  I..., P 1 ) .  
Definimos entonces: 
k m : V, + R~ por: 
k donde x = n ( y )  . 
k La f a m i l i a  de todos 10s (VU,m ) l e  dan a pk una e s t r u c t u r a  de 
var iedad  d i f e r e n c i a b l e  de dimensi6n h,  dado por (1.1), con l a  c u a l  
k k 
' { (VU, m ) I r e s u l t a  ser un a t l a s  C- para P . 
Sea M una variedad diferenciable de dimensi6n m y, para un 
ntimero natural c y enteros no negativos rl,sl, ..., r crscr sea : 
'1 r C P = u (T (Mp) X . . . x Ts (Mp) , 
PE M s1 C 
* 
donde T: (M ) es el product0 tensorial de M (r veces) y M (s veces) . P P P 
Sea: 
P + M dada por: 
sii S . E T ~ ~ ( M ~ ) ,  V l Q j C c  
3 j 
Sea: 
Para cada carta local (x,U) de M consideramos el conjunto 
* j p  E u / s = (sl ,.., SC) con S. ETs3 (M ) ,  V 1 Cj Qc. Por lo tan- 
3 -i P 
to, para l C  j Qc, serd : 
Definimos entonces: 
-1 tU: n (u) + X(U) x nn por 
il.. . i 
a 'C 1 (c) hl.. . hs 
C 
Como en el caso del fibrado tangente, TM, es fdcil ver que las 
aplicaciones t determinan sobre P una estructura de variedad dife- U 
renciable de dimensidn m+n, donde n esta dado por ( 2 . 2 ) ,  con la cual 
-I la familia I(tU, n (U))) resulta un atlas c m d e  P. Es fdcil ver 
tanbi6n que, con esta estructura diferenciable,~ resulta una submer- 
sidn suryectiva. Por lo tanto (Ver Seccidn 1) podemos considerar, 
para cada k E hlo, el espacio de 10s k-jets, pk, correspondiente a la 
variedad P def inida en (2.1) . 
Si a = I(x,U) 1 es un atlas cm de M con x(U) = lRm, se obtiene 
-1 
a partir de a un atlas cm a '  = i(tu, s (u)) ! de P con la propiedad 
de que tU(n-'(U)) = Elm x lRn. Luego el atlas a nos proporciona una 
-1 familia de cartas adaptadas para P, i(n (U) , tU ,x) 1 cuyos dominios 
cubren P. De aqul, usando 10s resultados de la Seccidn 6, obtenemos, 
k k para cada k entero no negativo, un atlas cm a = ( f ~  , V -, 1 1  de 
'kA (U) 
pk tal que m k  (V = lRhr donde V y h (=dim P ) estdn da- 
T - I  (u) (u) 
dos por (1.1) y n estd dado por (2.2). 
Consideremos ahora un elemento p de M fijo y una carta local 
(x,U) de M alrededor de p tal que x(u) = nm. Sea k E No 
m Para cada carta ($,u) de M con ;(u) = lR definimos: 
k 'L ilp (x) : lR h-m Elh la aplicacidn (cm) dada por: 
donde 1GiGn (n el dado en (2.2)) y lGalG...GatG mp lGSk. 
k Sea A el conjunto de todas las funciones JI ($1 Para cartas 
P 
locales de M(%,u) con % (u) = Elm. 
2.2. Lema 
donde GL(m&) indica el conjunto de matrices inversibles de 
R~~ y q = dim(M x M) - 2m - m2 (donde(M x M) k+l es el espacio k+l 
de 10s (k+l)-jets correspondiente a la variedad MxY con la proyeccidn 
natural sobre el primer factor). 
Dem. : 
Sea: 
dada por: 
donde 
No es claro, en principio, que f este bien definida. Sin embar- 
go esto es verdadero y su demostracibn, por lo engorroso de su nota- 
cidn ha sido relegada a1 Apendice 11- Seccidn 7. 
%- 1 Por el contrario, como x 0 x es una aplicaci6n inversible, 
i 
es claro que B . (p) E GL (m,R) y por lo tanto, ef ectivamente, 3 
£(A) c GL(m,lR) x lRq. 
Para probar el lema definimos: 
de la siguiente manera: 
i % Dado (circi ,...,C ) E GL(m8) x mq, sea (x,~) una j  jlj2 jl- =jk+l 
carta de M con 2 (U) = lRm tal que: 
Es claro que una tal carta siempre existe (bastarfa, 
por ejemplo, componer x con el polinomio de gradoG k+l cuyos 
i 
coeficientes son 10s C 1 .  1, -I+ 
Definimos entonces: 
Como antes, y por la misma razdn, tambign relegamos la demostra- 
cidn de la buena definicidn de g a1 Apgndice 11- Seccidn 7. 
De la definicidn de g se desprenden automdticamente las igualda- 
des : 
g ~ f = i d ,  f o g = i d  
de donde g = f-I y por lo tanto f es biyectiva. ///. 
2.3. Definiciones 
En particular podernos considerar M = lRmt para algh m natural, 
m p=O y (x,U) = (id, R ) , la carta usual de lRm. 
Cada elemento de A, definido en 2.1, es una aplicacidn (diferen- 
ciable) de R h-m en Rh. El lema 2.2 nos permite, por lo tanto, defi- 
nir una accidn para cada k E N o  Sea: 
ffb: GL(mpl) x lEtq x lEt h-m + =h-m dada por: 
-1 
H ~ c B , ~ )  = (f (B) (b) , (2.5) 
V B E GLLmpl) x Rqf 57 b E Rh-m; donde f-I es la aplicacidn dada 
en (2.4) y n1:xh + IRh-m es la proyeccidn sobre las dltimas h-m 
h 
coordenadas de R . 
Diremos que un abierto V de IR h-m es i n v a h i a n t e  por Hk sii 
2.4. Observaciones 
La accidn H~ definida por ( 2 . 5 )  sera de fundamental importan- 
cia en nuestra futura definicidn de operador tensorial de concomi- 
tancia. Por esta razdn es necesario el perfecto entendimiento de 
su comportamiento. En las siguientes lineas es nuestra meta lograr 
ese cometido. 
Cada elemento C E GL(m,IR) x IElq es de la forma: 
i i i c = (C.,C 
3 jlj2, ,cj 1 1 lk+1 
donde, por supuesto, 141, j- y 1 4 s m para todo 
1.G s .4k+l. 
Q, m Dado C vimos en 2.2 que existe una carta (xJR ) tal que: 
(-1) Bi (0) = C;  , Y lQs<k+l jl- - .ls I= -ls 
s i %I 1 j donde Bi S = a x / ax . . .ax . Quedan definidos por lo tanto: l ~ - - ~ l s  
i i Definimos entonces un elemento D = (.D.,D ....ID i 
I jlj2 jl-jk+l 1 
Es facil ver de aquf que: 
i donde en general, inductivamente, 10s siguientes D se obtienen jlo -js 
de la igualdad: 
reemplazando luego por las igualdades (1) y (2) 
Ahora bien, cada elemento b ~ ~ ~ - ~ ~ u e d e  ser p nsado en la forma: 
Luego serb: 
k -1 k "J k -1 H (~,b) = nv(f !~)(b)) = n'(~l~(x)(b)) = nl((;k 0 ( 4  )(orb))- 
(2.5) 
Teniendo en cuenta el Apdndice 11-Seccibn 7 y las igualdades 
(3) resulta que: 
donde : 
y en general las expresiones de las siguientes componentes se consi- 
i....i . 
I guen considerando para cada R a b ra como las coordenadas, (R) jl=. .j 
en el punto 0, de un tensor de tip0 (ratse S~ ) en la carta (id, lRm) y 
calculando formalmente 10s cambios de coordenadas a la carta ( x ,  nm) 
del tensor y sus derivadas hasta el orden kt y reemplazando luego 
por las igualdades (1) y (2). 
Es claro entonces que H~ resulta ser una funcidn diferenciable. 
Estamos ahora en condiciones de dar nuestra definicidn de ope- 
rador tensorial de concomitancia. Damos primer0 una definicidn 
auxiliar . 
h-m Sean m,r,s,w,k €No y sea V un abierto d e n  (h el dado por 
(1.1) 1 
h-m Ifi (r+s Dada F:V cIR +. IR se define la apRicaciGn a ~ o c i a d a  
(r+s) 
A ( F ) :  GL(~,IR) x lRqxv + nrn dada por: 
i i i donde q estd definido en 2.2, B = (B.,B ,...,B jl-=jkcl )E 1 jlj, 
2.6. Def inici6n 
Sea c un nhero natural y Sean m,r,s,w,k,rl,sl~...IrCI~c enteros 
no negativos. 
Un b-opehadok kensohiaL de (k, ,A ,; . . . ;kC,hc) -concumi~ancia de 
tip0 (r ,s) y peso w es una funcidn diferenciable 
h-m + IRm (r+s) F:V C IR 
h-m definida sobre un abierto V de IR (h dado por (1.1) ) invariante 
por la accidn H~ tal que: 
donde H~ estS dada por (2.5) y A(F) por (2.6). 
2.7. Definicidn 
h-m + =m (r+s) Si F:V c 7R es un k-operador tensorial de 
(rl,sl; ...; r ,s )-concornitancia de tip0 (r,s) y peso w, entonces 
C C: 
de (2.7) se sigue que: 
para todo X vector tangente a (GL (mp) x IRq) c (GL (rn,lR) x lRq x 7R h-m) 
Las identidades (2.8) reciben el nombre de idenkidaden de inva- 
tiancia para F. 
~stamos ahora en condiciones de definir la noci6n cldsica de 
"tensores concomitantes de ciertos tensores". 
Aunque las definiciones deben darse en cada caso particular, es 
posible dar una definici6n general de este hecho con ciertas impre- 
cisiones. 
co 
Si L es una densidad tensorial C de tip0 (r,s) y peso w sobre 
una variedad diferenciable M m-dimensional y T L J  E (M) (campos 
s i s 4 
m J J 
tcnsorfales C de tip0 (r , s . ) ) para 1 9 j < c, decimos entonces que : j J - 
L es concorniXanXe de 10s tensores T L J  y sus derivadas 
i J 
hasta el 0rden.k sii existe un k-operador tensorial de 
(rl, sl: . . . z 
crsc )-concornitancia de tip0 (r,s) y peso w 
h-m , IRm (r+s 
F:V C IR tal que: 
i) V es un abierto invariante (que depende de 10s tensores da- 
r2 
dos T~'). 
j 
ii) F satisface ciertas propiedades (que dependen de 10s tensores 
r 
dados . 
j 
iii) Para cada carta local (x,U) de M 
donde (2) significa colocar todas las variables para 
i .i 
E<C, a rE indican las coordenadas de TS en esa 
(2) j l -  j 
S~ 
R 
carta y la coma indica deriuada parcial usual. 
ES claro que las imprecisiones de esta defincidn radican 
en la determinacidn del abierto invariante V(i)) y en las propie- 
dades que debe satisfacer el operador F (ii)). Por el contrario, la 
condicidn iii) es bien precisa y es, en definitiva, la condicidn 
fundamental que debe cumplir el operador F para que L sea concomi- 
tante: por lo tanto dicha condicidn serd una constante en todas 
las definiciones particulares. Como ejemplo definimos. 
2.9. E j emplo 
Sea L una densidad kensorial de tipo (r,~) y peso w, y Sean 
G E D;(M) un tensor simgtrico no-singular y $ E D1(M) una 1-forma. 
Decimos que L es concomitante de G hasta el orden kl y de P 
hasta el orden k2, o sea: 
sii existe un k-operador tensorial de (0,2;0,1)-concomitancia 
h-m , (r+s) (k=mbx(kl,k2) ) de tip0 (r,s) y peso w F:V c XI XZm tal 
que : 
il.. .ir 
ii) F es simgtrica Y bE XIm, o sea: 
1 s  G L  i i b ~  
il.. .. ir il.. . . .i 
.I+ (arb) = F (at , b) , donde at signif i- j,. . . . js jl. . . js 
ca transpuesta de a. 
i, ... i- 
iii) si k=kl 
i v )  Para cada c a r t a  l o c a l  (x,U) de M 
i donde G = gij  dxi @ dxj  y 4J = 4Ji  dx en esa  c a r t a  y donde l a  
coma ind ica  derivada p a r c i a l  usual.  
En la presente Seccidn mostraremos como 10s conceptos desarro- 
llados en la Seccidn 2 pueden ser usados para demostrar algunos nue- 
vos resultados de la teorfa de 10s escalares concomitantes. Los argu- 
mentos aqul usados se basan fundamentalmente en el exacto conocimien- 
to del dominio de definicidn de cada concomitante. Esto en general 
no ocurre con el tratamiento cldsico en donde 10s espacios en 10s 
cuales se trabaja no estdn definidos con precisi6n, lo que hace 
que ciertos argumentos de la teorla de variedades puedan no enten- 
derse con claridad. Por este motivo, y para reforzar nuestro concep- 
to,hemos incluido tambi6n redemostraciones de ciertos resultados 
ya conocidos de la teorfa. 
Trataremos aqul con operadores tensoriales de concomitancia 
de tip0 (0,O) y peso 0, que es considerar r=s=w=O en la definLci6n 
2.6 de la Secci6n 2. Por su importancia damos entonces la siguiente - 
definici6n particular: 
Un k-operador escaLak de (rl,sl: ...; r sc)-concomitancia C' 
es una funcidn diferenciable F:V C 7 ~ ~ - ~  -+ W definid.a sobre un 
abierto invariante V tal que: 
Sea L:M -+IR un escalar definido sobre una variedad diferencia- 
1 ble m-dimensional M y Sean $ E D1(M) y fl D (M) una 1-forma 
y un campo vectorial respectivamente tales que $(v) es nunca nulo. 
Diremos que L es concomitante de y p , o sea L = L(qi;pi) 
sii existe un 0-operador escalar de (O,l;l,O)-concornitancia 
F: ~ $ 7  + IR tal que, para cada carta local (x,U) de M: 
i a en esa carta. donde $ = $i dx y cp = VJ - 
a 
3.3. Teorema 
Si L es un escalar concornitante de una 1-forma $ y un carnpo 
vectorial cp , tales que $ (cp) es nunca nulo, e x i ~ t e  ntonces una 
funcidn f:R #O + IR cW tal que: 
Dem: 
Por la definicidn 3.2 existe un 0-operador escalar de (0,1;1,0)- 
concornitancia F : IR2rn + R verificando (3.2) . #O 
1 2 Como k=O es dim(24 x M) = 2m-m . Tenemos entonce~~por (1.1) y 
(2.2), que: 
De aquf, la acci6n H(=HO) definida por (2.5) es, como puede 
observarse de 2.4, la aplicaci6n: 
+ R~~ dada por: #O 
Se sigue de 2.7 que F debe satisfacer las identidades de inva- 
riancia (2.8) correspondientes. Notamos: 
las coordenadas de GL(m3) x ]R2m #o . Deben satisfacerse entonces las 
ecuaciones: 
( a 1 (F H) = 0 
8 8 ;  (C ,arb) 
Y lGs. tGrn y Y (C,a,b) E GL(mp) x l ~ ~ ~  $0 . Pero: 
Si notamos: 
la igualdad anterior puede escribirse en la forma: 
Por otra parte,de : (3.4) : 
j S i  l G i G m e s  ~ ~ ( D , u , v )  = D .  u luego: 1 j r  
i y s i  m + l  <i 2m es H (D,u,v) v j  , de donde , teniendo en 
a B / a B; -1 k cuenta  que = - (B-I) ( B  ) , r e s u l t a  que: 
( a HI = -bJcc -1 ) j  t (C -1 i - m  
a BE (c , a , b )  
Reemplazando (3.7) y (3.8) en (3.6) r e s u l t a  que: 
2m 
-1 t -1 i - m  
Fi-m ( ~ ( c , a , b ) ) b j ( c  )j (C I S  
En p a r t i c u l a r  podemos tomar C = I  (matr iz  i d e n t i d a d ) ,  luego 
H ( I , a , b )  = ( a r b ) .  Usando (3.5) tenemos que: 
i i F ( a , b ) a j  = F .  ( a r b )  b 
3 
v ( a , b )  E R ~ ~ ,  V l C i ,  j < m  , o sea :  
Sea: 
A =' ((a, b )  E R2m : 3 l<ie con ai=O 1 U . f 0  
2m : 3 I <  j < m  con b j =  01. u '  { ( a , b ) ~  E+O 
Luego en xZrn - A sera por (3.9) : #O 
V lGi, jGm, donde c E IR es una constante. Luego serb: 
i F ~ = c ~  , F = C X  j j 
y por lo tanto por continuidad: 
Para cada t E IR sea : 
20 
Luego St es una hipersuperficie en IR2m. Sea i:S + la inclu- t #O 
si6n. Luego serb: 
(por 3.10)) 
* i i 
= i (cy dxi + c xi dy ) = 
= c d((xi Yi)O i) = 
i 
.( (xiy 10 i = cte) 
De donde: 
F/St= constante. 
0 sea, existe fs +IR tal que: #O 
2m 
Luego Y (a, b) E R20 tal que ai bi#O es: 
Ahora bien, dado p E M I  sea (x,U) una carta de M alrededor de 
i p. Luego $ = $i dx y 7 = pi ( a en esa carta. Como $ (c ) es 
a xi 
i 
nunca nulo resulta qi c nunca nulo,y por lo tanto de (3.2) y 
(3.11) resulta que: 
3.4. Definicidn 
Q.E.D. 
Sea L:M + IR un escalar definido sobre una variedad diferencia- 
ble m-dimensional M. Sea G E D; (M) un tensor 2-covariante, simetrico 
I y no-singular, y sea cp E D (M)un campo vectorial, tales que 
G (c ,c ) sea nunca nulo. 
i Diremos que L es concomitante de G y c , o sea L = ~ ( g ~ ~ :  0,
sii existe un O-operador escalar de (0,2;1,0)-concomitancia 
F:GL(m, R) x Itm #O + IR tal que: 
m Y a $ GL (m, R) , Y b E It+0, donde at significa transpuesta de a. 
ii) Para cada carta local (x,U) de M: 
donde G = gij i axi e dxj y p = p - a en esa carta. 
i 
ax 
3.5. Teorema 
Si L es un escalar concomitante de un tensor 2-covariante, simg- 
trico y no-singular G y de un campo vectorial v, tales que 
G (9 ,p ) es nunca nulo, exia;te entonces una funcibn f : C- tal 
que : 
Dem : 
Por la definicibn 3.4 existe un 0-operador escalar de (0,2;1,0)- 
concomitancia F:GL (ma) x lRm * lR verificando (3.12) y (3.13) . #O 
Como k=O es(como en el teorema 3.3) q=O. Calculando (1.1) y 
(2.2) en este caso resulta que: 
2 2 
n = m + m ,  h = m + m  + m ,  2 h-m = m + m. 
De aqul, la accidn H (=HO) definida por (2.5) es la aplicacibn: 
dada por: 
I R  -1 i H(B,a.b) = (B. B. a,, (B )j bJ) 
1 I 
Notamos : 
las coordenadas de GL (ma) x GL (m*) x lRm #O - 
. Luego F debe satisfacer las identidades de invariancia (2.8). 
Estas son: 
+J l < s I  t s m  , Y (C,a,b)E GL(mS) x GL(mJR) x lR:o. Si notamos: 
tenemos que: 
En particular si C=I jmatriz identidad) sera por (3.15): 
Es fdcil verificar que: 
Luego reemplazando (3.18) en (3.17) se obtiene por (3.16) que: 
Pero (3,12) nos dice que: 
por lo tanto serb: 
Si en particular consideramos a E SGL (m*) , donde con SGL (m,X) 
indicamos el conjunto de matrices simgtricas e inversibles, resulta 
que : 
o sea: 
donde xsJ (a) = (amllsj. Usando (3.19) y el hecho que restringign- 
donos a SGL (mJ?) es xij - 
- Xji resulta de (3.20) que, en SGL(m&) x Xm PO 
es: 
o sea: 
1 SeaA = tlx,y) ESGL(m,R) x ~;~:':lCr<rn con Y 1 Xjr = 0 1.  
Luego de (3.22) serd: 
donde c es una constante. Como SGL(mJl) es una subvariedad de 
GL(mrR), por continuidad tendremos que: 
, en SGL (m,lR) x lRm #O 
Para cada t E IR sea: #O 
Luego St es una subvariedad de SGL (ms) x lRm #O 
Sea i: S + SGL (ms) x  la inclusi6n. t 
Consideremos F y las coordenadas del espacio restringidas a la 
subvariedad SGL (m,lR) x lRm #O - Son vdlidas entonces las relaciones 
(3.21) y (3.22). Tenemos entonces que: 
* ij s 
= i (I? dxij + FS d y )  = 
De donde: 
F = cte = f(t) 
'St 
para una cierta funcidn f: IR #O + IR. 
Luego V (a, b) E SGL (mp) x IRm tal que ai bi bJ # 0 es : #O 
Ahora bien, dado pEM, sea (x,U) una carta de M alrededor de p. 
Luego G = i j gi j dx dx y p = pi a en esa carta. Como G(q,p) a xi 
es nunca nulo resulta que gij pi pj es nunca nulo. AdemSs es 
gij(q) €SGL(~&) V q E U. Por lo tanto de (3.13) y (3.24)tenemos 
que : 
Q.E.D. 
Sea L:M IR un escalar definido sobre una variedad diferencia- 
ble m-dimensional M. Sea G ED;(M) un tensor 2-covariante, simetrico 
y no-singular y sea $:M +IR un escalar, tales que G(grad 4, grad 4) 
es nunca nulo. 
Diremos que L es concomitante de G y I$ y sus primeras deriva- 
das, o sea L = L(gij;gijtQ;$;$ sii existe un 1-operador escalar 
3 d 
de (0,2;0,0)-concomitancia F:GL(m&) x R  xIRrn X ? R ~ ~  + R  tal que: 
o sea: 
t F(atb,ctd) = F(a ,b,c,d) 
donde at signif ica transpuesta de a. 
ii) Para cada carta local (x,U) de M: 
L (PI = F (gi j (PI t 4 (PI t gi j tQ (p)  4ti(~)) t V P E U  (3.26) 
i j donde G = gij dx 8 dx en esa carta y donde la coma indica 
derivada parcial usual. 
3.7. Teorema [ 91 
Si L es un escalar concomitante de un tensor 2-covariante, sim6- 
trico y no-singular G y de un escalar .$ y sus primeras derivadas, 
tales que G(grad $ , grad $ j  es nunca nulo, exiade entonces una 
funcidn f: IR x R  +IR cmtal que: #O 
L = f (4, G(grad 9, grad 4)) 
Dem. : 
Por 3.6 existe un 1-operador escalar de (0,2;0,0)- concornitancia 
3 
F:GL(m,iR) x R  x XIm X I R ~ ~  -+ R verificando (3.25) y (3.26). En 
este caso es k=l y por lo tanto es ftcil ver que: 
h-m = m2 + 1 + m3 + m 
1 De aquf , la accidn H (=H ) definida por (2.5) es la aplicacibn: 
dada pcr: 
i i don& B = (BjtBja) EGL(m,iR) x Rq y q estt dado por (3.28). ~otamos: 
i i (Bj, I3 j a f~ij,xtxijRtxi) 
3 
las coordenadas de GL ( m m  x lRq x GL (ma) x R x Rm x Las 
identidades de invariancia correspondientes para este operador son: 
Consideramos la siguiente notacibn: 
La condicidn (3.25) nos dice que: 
Luego es fdcil ver que en particular tomando C=(I,O) y usando 
(3.29) y (3.31) las eanaciones (3.30) se convierten en: 
En particular si a E SGL(m,lR) (matrices simgtricas e inversibles) 
resulta de (3.33)que: 
m y como a es inversible, en SGL (ma) x R x IRm x RZO es : 
de donde reemplazando en (3.32) resulta: 
de donde: 
si -1 donde X (a) = (a ) si. Como por (3.31) el primer termino de esta 
igualdad es simetrico en i y t tambib lo debe ser el segundo, luego: 
3 
Sea A = I(a,b,c,d) E SGL(~,X) x R x IRm xnz0: 3 i r r < m  con 
Luego de (3.36) , tenemos que fuera de A: 
donde c es una constante. Como SGL(m,R) es una subvariedad de GL(m-1, 
por continuidad resulta que: 
an todo SGL (ma) x IR x IRm3x IR70. 
Para cada t E IR y cada u E IR sea: #O 
3 
Luego S es una subvariedad de SGL (ma) x IR x XIm x IEI;~ con t,u 
inclusi6n i. 
3 
Consideremos F restringida a la subvariedad SGL(.mJR) x IR x IRm x IRm $0. 
Son vdlidas entonces las relaciones (3.34) , (3.35) y (3.37) . Resulta 
entonces que: 
* ija 
= i ( ~ ~ j  dx ij + F '  d x + ~  dxij, + 
donde hemos usado que dxiJ = -xi] xJr dx y la simetrla xi' = x j i j r 
en SGL (m, W) . Luego es : 
F = cte = f Cult) 
'St.u 
para una cierta funcidn fa x W -+ IR. #O 
Luego para todo (a,d) E SGL(~P() x Wm tal que ail di d.#O es: f 0 3 
Dado pEM, sea (x,U) una carta de M alrededor de p. Luego 
i j 
G = gij dx B dx en esa carta. La condicidn de que G(grad +,grad + )  es 
nunca nulo se traduce, en tgrminos de coordenadas, en la condicidn 
i j 
que 9 +,i $,, es nunca nulo. AdemSs es gij (q) E SGL (m$) V q € U. 
Por lo tanto de (3.26) y (3.38) se concluye We: 
Q.E.D. 
Sea L:M + IR un escalar definido sobre una variedad diferencia- 
0 
ble m-dimensional M. Sean G y F E D2(M) dos tensores 2-covariantes 
y no-singulares con G simgtrico y F antisimetrico. 
Diremos que L es concomitante de G y F, o sea L = L(gij;Fij), 
sii existe un 0-operador escalar de (0,2;0,2)-concomitancia 
T:GL(mJEU x GL(m,lR) + IR tal que: 
o sea: 
donde la t significa transpuesta. 
ii) Para cada carta local (x,~) de M: 
L(p) = T(gij(p), FijLp)), V P E U  
i j i donde G = gij dx 63 dx y F = Fij dx Q dx j en esa carta. 
3.9. Teorema [ll] y 1141 
Si L es un escalar sobre una variedad 4-dimensional M 
concomitante de dos tensores 2-covariantes y no-singulares G simetrico 
y F ~.antisim6trico,e~ih~~ entonces una funcidn f Sl x IE? -+ IE? C- #O 
tal que: 
donde + ,= det (Fij gjL ) y += ri Frs Fij g gSj , siendo Fij y gij 
i j -1 las coordenadas de F y G y (g ) = (g. . )  . 
1 7  
Dem. : 
Por 3.8 existe un 0-operador escalar de (0,2;0,2)-concomitancia 
T:GL(4,R) x GL(I&) + IR verificando (3.39) y (3.40). Como k = 0 
y m=4 entonces: 
Luego la accidn H(=HO) es la aplicacibn: 
dada por 
Si notamos: 
(xi,, yij: 
las coordenadas de GL (4 ,lR) x GL (4 ,lR) (dominio de T) y con: 
entonces las identidades de invariancia correspondientes para T 
nos dicen que: 
Si en particular a E SGL(4,R) (matrices simtStricas inversibles) 
y b E AGL(4,lR) (matrices antisimetricas inversibles) resulta que: 
Pero la condicidn (3.39) nos dice que: 
Tir ri ir = -T I ri 
= T I 
Reemplazando (3.43) en (3.42) tenemos entonces que en 
SGL(4S) x AGL(4,lR) es: 
de donde: 
donde (como siempre) xJs(a) = (a-l) js. 
Consideremos ahora sobre la subvariedad SGL (4 $I) x AGL (4 3) 10s 
siguientes escalares: 
det (-yi 
( = det(yij xJS) = 
Para cada a E IR y B E IR sea: $0 
Luego S es una subvariedad de SGL (4s) x AGL (4s). Sea i la 
a t  B 
inclusibn. Luego: 
y por lo tanto: 
ES fdcil ver de (3.45) que: 
Es fdcil ver que por ser T un 0-operador escalar de (0,2;0,2)- 
concornitancia, T rs resulta ser un 0-operador tensorial de (0,2;0,2)- 
concornitancia de tip0 (2,O) y peso 0. Por lo tanto, por ser la varie- 
dad 4-dimensional , el Corolario 2.1 de [ 5 ]  nos asegura que 
3? (arb) E SGL(4,R) x AGL(43): 
y por lo tanto: 
Consideremos T restringido a la subvariedad SGL (4 ,lR) x AGL (4 3) , 
se verifican entonces (3.44), (3.46),(3.47) y (3.48)~ por lo tanto: 
= (C, o i) d(lp o i) + (C2, i) d($ o i) = 
T = cte = f (a,~) 
is 
a r B 
para una cierta funcidn f: IR x IR -+ IR. #O 
Luego para todo (a,b) E SGL(4,R) x AGL(4,JR) es: 
donde 9 y $ estdn dadas por (3.45). 
Por dltimo, para concluir el teorema, consideremos p E M y 
i j (xIU) una carta de M alrededor de p. Luego es G = gi dx Ol dx y 
F = Fij dxi G.3 dxj en esa carta con g (q) E SGL(4J3) y F i j  (q) E i j 
AGL(4JR) Y q EU, por lo tanto de (3.40) y (3.49) se concluye que: 
que es (3.41) . 
Q.E.D. 
3.10, Def inicidn 
Sea L:M +1R un escalar definido sobre una variedad diferencia- 
ble m-dimensional M. Sea G E)P~(.M) un tensor 2-covariante simgtrico 
y no-singular y sea q €  D (M) una 1-forma tales que G (p,o ) es 
I 
nunca nulo, donde p es el Cznico campo vectorial ( (p E D (M)) 
tal que G(v,.) = $ . 
Diremos que L es concomitante de G y $ , o sea L = L(gij; qi). 
sii existe un 0-operador escalar de (0,2; 0,l) -concornitancia 
F:GL(mJR) x lRm + R tal que: #O 
ii) Para cada carta Local (x,~) de M: 
i donde G = gij dxi B dxJ y $ = qi dx en esa carta. 
3.11, Teorema 
Si L es un escalar concomitante de un tensor 2-covariante, si- 
metric0 y no-singular G y de una 1-forma $, tal que G(cp,cp) es nunca 
nulo, siendo (P el dnico campo vectorial tal que G ((P , . ) =  + , exi4;te 
entonces una funcidn f: R #O + IR cmtal que: 
Dem. : 
Por 3.10 existe un 0-operador escalar de (0,2;0,1)-concornitan- 
cia F: GL(m,R) x B~ -+ R verificando (3.50) y (3.51). Como k=O #O 
resulta en este caso: 
2 
n=m + m, h-m = m2 + m. 
0 
Luego la accidn H(.=H ) es la aplicacidn: 
H: GL(m, R )  x GL(m;R) xlRm #O + GL (m*) x R;~ dada por: 
Si notamos: 
(xi j 'yi) 
las coordenadas de GL (m*) x XZm (dominio de F) y con: #O 
F i ~  = a F , Fi = - a F 
a a yi 
resulta de las identidades de invariancia de F que: 
t Fts(a,b) aRs + Frt(atb) ar, + F (a,b)bR = 0  
Si en particular a SGL (mJE3) serb: 
Pero (3.50) nos dice que: 
F i j  = F ji 
de donde , en SGL (m*) x 
y por lo tanto: 
Como (3.53) nos asegura que el primer tdrmino .de (3.54) es sim6 
- 
trice en t y s tambien lo debe ser el segundo. Luego: 
ir S e a A =  {(arb) E SGL(.mJR) xlRm ::a l G r G m  conx y i =  0 1 .  f 0 
Resulta entonces de (3.55) que fuera de A es: 
donde c es una constante. Como SGL(mJE3) es una subvariedad de GL(m&), 
por continuidad resulta que: 
en todo SGL (ma) x XIm f 0 '  
Para cada t E IR sea: #O 
Luego St es una subvariedad de SGL(mJR) x IRm #o Sea i su inclu- 
si6n. 
Consideremos F restringido a la subvariedad SGL(m,lR) x IRm #o ' Se 
verif ican entonces (3.54) y (3.56) , tenemos entonces que: 
1 
= (-C) d((,Yrys~rs) oi)) = .  
2 ( (yrysxrs) o--i .= cte) 
1 
Por lo tanto: 
F = cte = f (t) 
'st 
para una cierta f: IR + IR #O 
. . 
Luego Y (a,b) E SGL (ma) x IRm tal que a13 bi b . # 0 (ai1= (a -1 #o I 'i 
Como siempre, dado p E M  sea (x,U) una carta de M alrededor de 
i p. Luego G = gij  dxi 63 dxj y 4 = Pi dx en esa carta. La condicidn 
ij G (q ,q ) nunca nulo implica, en coordenadas , la condicibn g ) $ 
nunca nulo y como ademds es gij (q) E SGL(m,lR) Y q E  U se concluye de 
(3.51) y (3.57) que: 
En 10s teoremas 3.3, 3.5, 3.7, 3.9 y 3.11 hemos probado la 
existencia de ciertas funciones f que caracterizan 10s concomitantes 
alll dados. Hemos asegurado tambien que esas funciones son de tipo 
c". Sin embargo no queda claro de nuestras demostraciones que este 
dltimo hecho sea cierto. Demostraremos entonces aquf un resultado 
general que abarca todos nuestros casos. 
Sean g3Etm +,R C" y h: XIm+ lRn C'de rango n(n<m). Sea f: JRn +lR 
tal que g = f 0 h. Entonceb f resulta c". 
Dem. : 
Como h tiene rango n podemos suponer, sin pgrdida de generali- 
dad, que localmente: 
det A # 0 siendo A = 
m Sea entonces 2: JRm -+ t dada por: 
o sea, 
donde ni: IEIm + R es la proyeccidn a la i-dsima coordenada. 
'L 
Luego h es cm y: 
'L A ' X  
D (h) = (--- ' ---) 
I 
0 1 1  
'L 
* det (D(h)) # 0. 
'b 
Concluimos entonces que, localmente,h es un difeomorfismo. Re- 
sulta entonces que: 
y por lo tanto: 
Ahora bien, como g y son C" resulta que: 
00 f 0 (nl x.. .xnn) es C . 
m Por filtimo sea I : lRn + IR la inclusidn natural 
n,m 
1 n 1 n I (X I... ,X = (X , ... I X  101 ... 1 0 )  
n,m 
por lo tanto I es cm y: 
nrm 
de donde resulta lo afirmado. -///- 
En la Seccidn precedente hemos explicado porqu6 10s conceptos 
desarrollados en la Seccidn 2 son necesarios en la teorla de 10s 
escalares concomitantes. En el caso de 10s tensores concomitantes 
aquella explicacidn sigue siendo v%lida, per0 hay dos razones de peso 
que hacen que elijamos, a partir de ahora, el tratamiento clbsico. 
La primera es que, en general, 10s resultados sobre tensores concomi- 
tantes se obtienen recurrentemente, o sea se basan en resultados 
previos sobre tensores concomitantes de menor orden y por lo tanto 
sobre escalares concomitantes (para determinar la forma general de 
10s tensores concomitantes de ciertos tensores dados es necesario 
determinar primer0 la forma general de 10s escalares concomitantes 
de esos tensores). La segunda es que, como siempre ocurre, una vez 
que una cierta teorfa se ha desarrollado y entendido pueden, y deben. 
tomarse ciertas libertades de notacidn y argumentacibn: 
4.1. Introduccidn 
Sean gij las componentes de un tensor metric0 y qi las componen- 
tes de un covector en una variedad m-dimensional M. Es ya conocida 
141 la forma general de 10s tensores de tip0 (r,s) concomitantes de 
gij y qi en 10s casos.04r + s42. Los casos r+s=3 y r+s=4 tambien 
han sido determinados en [4] per0 bajo ciertas condiciones restricti- 
vas de simetrla en sus Indices. 
En esta Seccidn determinaremos en general (sin restricciones de 
ningfin tipo) todos 10s tensores de tip0 (r,s) concomitantes de gij y 
4 .  para r+s = 3 y r+s =4. Observemos antes que 10s escalares 
1 
estdn determinados por el Teorema 3.11 y 10s tensores de orden 1 y 2 
por 10s siguientes dos teoremas: 
4.2. Teorema [ 41 
Si Li = Li(grsiqr) 
exid ten  entoncea funciones a y tales que: 
Li = "(PI qi + 6: [B(P) Jg lr cril (4.1) 
rs donde ylr = g $,, g = det(grs) ,cri es la densidad tensorial de Levi- 
C i v i t a y  donde p es un escalar dado por: 
rs 
P = 4 '!Jr $s 
4 . 3 .  Teorema [ 41 
e x i s t e n  entonced funciones ai(14i46)tales que: 
donde E il.. .ir es la densidad tensorial de Levi-Civita y p viene 
dada por (4.2).///. 
4.4. Teorema 
exid ten  entonced funciones ai (1 < i < 18) tales que: 
donde ci 
.i es la densidad tensorial de Levi-Civita y p viene 
r 
dada por ( 4 . 2 ) .  
Dem. 
-
Notamos : 
La identidad de invariancia correspondiente para Lijh nos dice 
que : 
bt en b y t tenemos contrayendo con y usando la simetrfa de Lijh 
que : 
~ o m o  el primer miembro de esta igualdad es simgtrico en b y t 
tambign lo debe ser el segundo, de donde: 
contrayendo b=i y contrayendo luego con gts en (4.5) resulta que: 
Pero : 
donde (Li jh i a - 
'Lijh IJi) 
de donde reemplazando en (4.6) : 
ai 
+ gjs Liah + ghs g a i ~  ija 
Llamemos : 
' jhs 
Podemos escribir entonces: 
Anblogamente, si contraemos b=j y b=h en (4.5) obtenemos: 
+ Lsji + LiSj - (m-2) Lijs "ijs 
donde : 
Es claro que en las expresiones de 8 jhs' 'ihs y Q~~ , dadas por 
(4.7 , (4.11) y (4.12) respectivamente, s610 aparecen tensores conco- 
mitantes de grs y $, 1-covariantes y 2-covariantes cuya forma general 
es ya conocida por 10s teoremas 4.2 y 4.3. Por lo tanto si pudiese- 
mos despejar Li jh en funcidn de Bjhs , cihS y vijs habremos obteni- 
do la forma general de 10s tensores 3-covariantes concomitantes de 
gr s Y '4,- 
Ahora bien, podemos escribir: 
donde Ssjh y Asjh son tensores 3-covariantes concomitantes de grt 
'r 
satisfaciendo: 
'sjh = S shj 
Asjh = -A shj' 
Es claro entonces que para determinar Lijh bastard determinar 
todos 10s tensores Sijh Aijh satisf aciendo (4.14) . Es claro tambi6n 
que Sijh y Aijh satisfacen ecuaciones andlogas a (4.81, ( 4 . 9 )  y 
(4.10) . En particular por (4.14) tenemos que: 
donde (S) significa reemplazar Lijh por Sijh en (4.8) , (4.9) y 
(4.10). Haciendo (3) + (2) - (1) obtenemos: 
lo que determina Ssjh totalmente. 
Para determinar Asjh procedemos en forma anbloga. Teniendo 
en cuenta (4.14) podemos reescribir (4.8) , (4.9) y (4.10) obtenien- 
do para Ajhs las ecuaciones: 
Haciendo (4) - (5) - (6) obtenemos: 
- (4-m) Asjh - ejhS (A) - sShj (A)  - usjh(A) 
y por lo tanto para mf4: 
Sea entonces m=4 y definamos: 
acbu 
E Acbu 
,la = 
donde E es la densidad tensorial de Levi-Civita. Es claro 
que ff es un vector (tensor 1-contravariante) concomitante de 
a 
grs y $, y por lo tanto usando el hecho que nb = s gab es 
un covector tambiOn concomitante de grs y y que n b  estd bien 
determinado por el teorema 4.2 resulta que na es un vector cuya 
forma general es conocida. 
Resulta de (4.17) que: 
a 
- 
acbu Jg  Easjh E A c b ~  E asjh 
Es fdcil ver, teniendo en cuenta que m=4, que: 
E 
acbu 
E - 
- Asjh - Ashj - Ajsh + Ajhs - Acbu asjh 
de donde, por (4.14): 
E 
acbu 
E - A ~ b ~  asjh - 2 [Asjh + Ajhs + Ahsjl 
Reemplazando (4.19) en (4.18) obtenemos: 
Por otra parte reemplazando Lijh por A ijh en (4.8) y teniendo 
en cuenta que m=4 resulta que: 
Multiplicand0 (4.21) por 2, sumdndole (4.20) y teniendo en 
cuenta (4.14) ,obtenemos en el caso m=4 : 
Teniendo en cuenta entonces (4.7) , (4.11) , (4.12) , (4.13) , 
(4.151, (4.16), (4.17),(4.22) y 10s teoremas 4.2 y 4.3 se concluye 
lo afirmado en (4.4). 
Q.E.D. 
4.5. Teorema 
Un Aihtema de genetradoheb para el espacio de 10s tensores 
4-covariantes concomitantes de grs - 
'r (=i jkh - Lijkh(9rs:$r) 1 I 
con coeficientes funciones a = a ( ~ )  donde p est6 dada por (4.21, 
viene dado por: 
ii) Si m>5 
G2 '{bi 'bj )k Oh i glij qk IVh1 g[ij 'khl 3 
iii) Si m=5 
-
G~ = G~ LJ tJg $S E 
sjkhi 1 
iv) Si m=4 
-
vi) Si m=2 
7
donde E il.. .ir es la densidad tensorial de Levi-Civita y donde 10s 
corchetes significan considerar el conjunto formado por todas las 
posibles simetrizaciones de 10s subindices encerrados por ellos 
(por e jemplo: 
Dem. : 
Notamos : 
rs = a Lijkh r - a Li jkh 
Lijkh I Lijkh 
a 4rs a 'r
rs - sr Usando la simetrfa Lijkh - Lijkh de la identidad de invarian- 
cia correspondiente para Lijkh resulta que: 
bt - b t b at b 
2Li jkh --Lijkh$ + Sig Lajkh + 6 gat Liakh + j 
Usando nuevamente la simetrla de L bt en b y t: i j kh 
Contrayendo b=i y contrayendo luego con gts en (4.23) resulta 
que : 
donde : 
- i i rt 
jkhs - Lijkh $s - (Lijkh $ 1 ai 
'ts + 'js Liakh + 
Andlogamente, contrayendo b=j, b=k y b=h en (4.5) se obtiene: 
- (m-2) Liskh + Lsikh + Liksh + Lihks - 'ikhs 
- (m-2) Lijsh + Lsjih + LisYh + Lijhs  rijhs 
(m-2) Lijks + Lsjk2 + L iskj + Lijsk - nijks 
donde : 
71 - h ijks - Lijkh @s - (Lijkh 
Es claro que en las expresiones de ejkhs cikhs , vijhs Y 
I T  ijks dadas por (4.25) y (4.29) a (4.31) sdlo aparecen tensores 
concornitantes de grs y $, 2 y 3-covariantes cuya forma general 
es ya conocida por 10s teoremas 4.3 y 4.4. Por lo tanto si pudiese- 
mos despejar Lijkh en funci6n de e t < , p  y~ habremos obtenido la 
forrna general de 10s tensores 3-covariantes concornitantes de grs y $,. 
Ahora bien, podemos escribir: 
donde S , T , Q  y A son tensores 4-covariantes concornitantes de grs y 
qr satisfaciendo: 
- - 
'sjkh - 'jskh - 'sjhk 
- - 
- 
Ts jkh - Tjskh Ts jhk 
- - 
Qs jkh - -Q jskh - Qsjhk 
= -A - 
As jkh j skh - -Asjhk 
ES claro entonces que para determinar Lsjkh bastard determinar 
todos 10s tensores S,T,Q y A satisfaciendo (4.33). Es claro tarnbien 
que S,T,Q y A satisfacen ecuaciones andlogas a (4.24) y (4.26) a (4.28). 
Cambiando fndices y haciendo (4.24) + (4.26) - (4.27) - (4.28) 
se obtiene: 
2[Ljskh - Lsjhkl = ykhs - 
+ 'skhj 'sjhk 
de donde, usando (4.33) tenemos que: 
- IT 
s jkh 
donde (TI y (Q) significan reemplazar en (4.25) y (4.29) a (4.31) L 
por T y Q respectivamente. Por lo tanto (4.34) y (4.35) determinan 
T y Q totalmente. 
Para determinar S reemplazamos L por S en (4.24) y tenemos 
en cuenta (4.33) para obtener: 
- (m-l) 'sjkh + 'kjsh + 'hjks - ejkhs (S) 
y cambiando fndices: 
- 
(m-l) 'hjks + 'kjhs + 'sjkh - ejksh(S) 
Sumando estas tres dltimas ecuaciones y teniendo en cuenta 
(4.33) obtenemos: 
(m+l) [ SSjkh + Shjks + Skjshl = jkhs (S) + ejksh(') + 
de donde multiplicando (4.36) por (m+l) y restdndole (4.37) resul- 
ta para todo m#2: -
Para determinar A reemplazamos L por A en (4.24) y teniendo 
en cuenta (4.33) obtenemos : 
- (m-3) Asjkh 
+ Akjsh + Ahjks - ejkhs(A) 
y cambiando Indices: 
Sumando estas tres dltimas ecuaciones y usando (4.33) resulta: 
(m-1) Asjkh + (m-3) Akjsh + (m-3) Ahjks = 
- 
- 'jkhs (A) + BjShk(A) + ejkSh(A) 
de donde multiplicando (4.39) por (m-3) y restdndole (4.40) resul- 
ta para todo m#2 y m#5 : 
- - 
- 
1 
A. jkh [ (mW4) ejkhs(A) - ejshk (A) - j kshlA) 1 
Supongamos ahora m=5 y definamos: 
E 
acbud 
qa = Acbud 
donde E acbud es la densidad tensorial de Levi-Civita. Por la misma 
raz6n dada en el teorema anterior es claro que qa es un vector cuya 
forma general es conocida por el teorema 4.2. 
Es fdcil ver, teniendo en cuenta que m=5, que: 
E acbud E - Acbud as jkh - Asjkh - Asjhk - Askjh + Askhj - 
- Ashkj + Ashjk - Ajskh + Ajshk + 
+ Ajksh - Ajkhs + Ajhks - Ajhsk + 
+ Aksjh - Akshj - Akjsh + Akjhs + 
+ Akhs j - Akhjs - Ahsjk + Ahskj + 
+ Ahjsk - Ahjks + Ahkjs - Ahksj 
de donde teniendo en cuenta (4.33) y (4.42) resulta que: 
4[Asjkh + Ajksh + Ajhksl + 4[Askhj + Ashjk + Akhsj 1 = 
=Jg E 
as jkh' 
De (4.39) y (4.27) y el hecho que m=5 resultan: 
de donde por (4.44) y (4.45) results: 
Reemplazando (4.46) y (4.47) en (4.43) resulta: 
Por filtimo, cambiando fndices en (4.45) y restdndole esta Glti- 
ma ecuacidn obtenemos, en el caso m=5: -
+ %kjh (A) 11- 
Supongamos ahora m=2. 
Es facil ver, teniendo en cuenta (4.33) que para m=2: 
-
donde ( es un escalar concornitante de grs y $, y por lo tanto ( = a ( p )  
por el teorema 3.11. Para verificar (4.49) basta considerar ( = A1212/g 
en cada sistema de coordenadas y probar que ( es un escalar conco- 
mitante de grs y $,. 
Por Gltimo nos queda por determinar S cuando m=2. 
Cambiando fndices en (4.24) y (4.27) y restdndolas se obtiene: 
Podemos escribir: 
donde V y W son tensores 4-covariantes concomitantes de gr, y $, 
satisfaciendo: 
- 
's jkh - vjskh 
- 
Ws jkh - 'jskh = V? sjhk= - Wkhsj 
Es claro entonces que para determinar S en el caso m=2 basta- 
rd con determinar V y W satisfaciendo (4.52) y (4.53) . 
Por(4.50) y (4.53) resulta que para m=2: -
lo que determina W. 
Para determinar V consideremos para p E M  el subespacio H 
P 
de TO(M ) formado por 10s elementos: 
4 P 
j k h 
's jkh (dxS) ~3 (dx ) I (dx I p  64 (dx )p P P 
cuyas componentes Csjkh satisfacen (4.52). Es fdcil ver que 
existen Bnicamente 6 componentes independientes, a saber: Cllll, 
dim H < 6 
P 
Consideremos entonces X (1) "(6) 10s siguientes tensores 
4-covariantes concomitantes de grs y qr: 
- 
X(l)sjkh - gs j %I 
- 
'(2)sjkh - gsj Qk $h + gkh qs $j 
X(3)sjkh = $s lJj IVk IJh 
- 
'(4) sjkh - 'sk gjh + gjk gsh 
- t 
(5) s jkh - ' F  [EtS 9j $k $h + ctj IUS qk $h + 
+ E qj qh + Eth $S $j qk] tk s 
(6) s jkh 
Claramente X (PI E H V 19 iG 6. Probaremos ahora que (i P 
'(i) (PI) i=l 6 es linealmente independiente . Sean hi E R  (14i46) 
tales que 1 Ai X (p) = 0. Por lo tanto sera: 
e=1 (i) 6 
Para p dado consideremos un sistema de coordenadas tal que: 
$J2 (P!-O. gij (P) - 
= + 'ij 
y por lo tantc: 
2 4.J (PI= 0 , 
Teniendo en cuenta (4.57) y (4.58) para 10s fndices sjkh = 
1111, 1112, 1122, 1222, 2222 y 1212 y usando (4.59) y (4.60) se 
qbtienen las siguientes 6 ecuaciones: 
- Es fdcil ver de aqul que A1= A 2  - ... = A6 = 0 y por lo tanto 
10s X (P) son linealmente independientes,de donde teniendo en (i) 
cuenta (4.56) resulta: 
dim H = 6 
P 
y por lo tanto t(i) (P)} es una base de H . . y .  entonces: 
i=l P 
donde, es fdcil verlo, 10s Pi son escalares concornitantes de grs y 
$ ya conocidos por el teorema 3.11. 
r 
Teniendo en cuenta entonces (4.25) , (4.29 /32) , (4.34/5) , 
(4.38), (4.41/2), (4.48/9), (4.511, (4.541, (4.61) y 10s teoremas 
. 3.11 y 4.2/4 se obtiene lo afirmado. 
Q.E.D. 
Es bien conocido que muchas de las ecuaciones de campo de la 
ffsica tedrica pueden deducirse de la aplicacidn de un principio 
variacional a un Lagrangiano adecuadamente elegido. MSS precisa- 
A 
mente si p y ha son las componentes de dos objetos geom6tricos y 
si L es una funcidn de las pA y sus derivadas hasta el orden M y 
de ha y sus derivadas hasta el orden Q, es decir: 
a 
entonces la aplicacidn de un principio variacional a ~~fijando X , 
da como resultado las ecuaciones de Euler-Lagrange: 
donde : 
EA (L) = - - aL + 
a P 
A 
y donde hemos empleado la convencidn de Einstein para la suma 
(cada i va sumado de 1 a m) . 
R 
Si en lugar de suponer que las. haestbn prefijadas suponemos 
que lo estbn las pA y les aplicamos el mismo principio variacional, 
entonces obtenemos otro grupo de ecuaciones: 
donde Ea(L) viene dado por una expresidn andloga a (5.3) cambiando 
pA por hay M por Q. 
Por un resultado de Lovelock ( 6 1  estas expresiones son operadores 
tensoriales de concornitancia. 
.I 
En la teorfa de la relatividad general, la interaccidn del 
campo gravitacional (caracterizado por un tensor simgtrico y 
no-singular gij) y el campo electrornagn6tico sin fuentes (caracte- 
rizado por un tensor antisimetrico Fij) se supone gobernado por 
las ecuaciones de capo de Einstein-Maxwell: 
i j ik- is kt Fst, FJk = g Fikf R la curvatura escalar, donde F - g g 
k Rij - 
- Rthk gti ghJ y donde la barra verticil indica .derivada covarian-.. 
Es conocido que estas ecuaciones pueden Ser obtenidas mediante - 
la aplicacidn de un principio variacional a partir de una eleccidn 
adecuada de una densidad Lagrangiana L, inkroduciendo un campo vec- 
torial $i y un campo tensorial F definido por: i j 
En efecto, sea 
donde Fij esta dado por (5.8). Luego L1 es una densidad 
na del tipo: 
L = L(gij'gij ,h'gij,hk'J,i'JIif j) 
Lagrangia- 
En particular, por (5.2) y (5.4) , las ecuaciones de Euler- 
Lagrange correspondikntes son: 
donde, por (5 -3) y su anblogo: 
i a~ E (L) = - - + - aL 1 
a+i ax3 
En particular para el Lagrangiano L1 dado por (5.9) es conocido 
que (5.11) se reduce a (5.5), (5.12) a (5.6), mientras que (5.7) 
es una consecuencia inmediata de la definicibn (5.8). 
Ahora bien, la densidad Lagrangiana L1 dada por (5.9) es del 
tipo: 
donde 
'L 'L 
L = L(gij;$i;Qif ,) (5 -16) 
Lovelock [ 7 1  ha encontrado todas las densidades Lagrangianas 
del tip0 (5 -15) tales que (5.12) se reduce a (5.6) y ha mostrado 
que ellas tienen esencialmente el mismo tensor momento-energfa 
que el del Lagrangiano L1 dado por (5.9) (o sea, tambien (5.11) se 
reduce a (5.5)). 
% 
Las densidades Lagrangianas Ldel tip0 (5.15) (donde L es del 
tip0 (5.16)) se dice que satisfacen el "Principio de mfnimo acopla- 
miento grauitacional" (MGC). Si suponemos ademds que L es "gauge 
invariant" (invariante por medidas) es conocido [ 3 1 que 2 ( (5 -16) )
es del tipo: 
El mismo Lovelock [8] ha probado tambien una especie de 
recfproca de lo anterior "Si L es una denszdad Lagrangiana del 
tip0 (5.15) (con 2 del tipo (5.17)) tal que (5.11) se reduce a 
(5.5) entonces tambien (5.12) se reduce a (5.6)". 
Daremos aquf una demostracidn mas sencilla de este dltimo 
resultado basdndonos en el hecho que por el teorema 3.9 de la Sec- 
cidn 3 conocemos la forma general de 10s escalares del tipo (5.17). 
Sea L una densidad Lagrangiana gauge invariant verificando el 
principio de mfnimo acoplamiento gravitacional (MGC).  Luego L es 
del tip0 (5.15) con 2 una densidad Lagrangiana del tip0 (5.17) . 
Sea V el abierto del espacio 2m2-dimensional dado por gij y Fij 
definido por la condicidn det Fij+ 0. 
2, 
Como L es una densidad Lagrangiana del tip0 (5.17) resulta que 
es un escalar del mismo tipo, y por el teorema 3.9 sabemos que, 
si nos restringimos a1 abierto V, existe una funcidn f C~ tal que: 
y por lo tanto 
donde 
Por lo: tanto de (5.15) con (5.17) y (5.18) resulta que: 
Como queremos determinar L de forma t a l  que (5.11) s e  reduzca 
a (5.5) una t a l  L debe v e r i f i c a r  l a  ecuacibn: 
Pero,como es conocido: 
entonces.  por  (5.21) y e l  hecho que E i J ( L )  = E ~ '  (6 R) + 
+ E ( f ,  , (5.22) s e  redude a: 
Puede ve r se  de (5.19) y (5.20) que d' f($.$) no depende de l a s  
primeras y segundas der ivadas de gij.  por  l o  t a n t o  de (5.13) y (5.23)- 
r e s u l t a  que: 
Ahora bien: 
a ~r + 6 ~ , f ( + , $ )  - 
asij 
donde D l f  y D2f indican l a s  der ivadas p a r c i a l e s  de f  r e spec to  
i j de sus  v a r i a b l e s .  D e l  hecho que ag/ agij = g g results: 
Por o t r a  p a r t e  de (5  -19) podemos observar que + = d e t  (Frs) / g  
de donde: 
rh sk Para calcular a $ /  agij observemos de (5.20) que $ = g 9 FhkFrs 
y por lo tanto: 
a $ 
- 
a grh + a gsk grh Fhk Frs = (cambiando %Iij asij asij Indices) 
- - gri ghj gsk hi sk F = (cambiando F~~ Frs - gr' g g F~~ rs 
f ndices ) 
Reemplazando entonces (5.261, (5.27) y (5.28) en (5.25) resulta 
que : 
De (5.24) y (5.29) resulta que: 
Ahora bien, como estamos restringidos a1 abierto V, para cada 
punto fijo de la variedad 4-dimensional espacio-tiempo sabemos que 
Vamos a probar, usando este sistema de coordenadas especial, 
i j que 10s tensores g y Fis F'S son linealmente independientes en V. 
existe un sistema de coordenadas tal que, en el punto: 
Supongamos que: 
(gij + Fij) = 
Luego, en el punto considerado 
- 1 a o o  
-a -1 0 0 
0 0 - 1  $ 
0 0 - $ 1  
considerando el sistema de coordenadas donde vale (5.31) y tomando 
i= j= 1 primer0 . e i=j=4 despu6s tenemos que : - I 
2 de donde u ta2 + 8 ) = 0. Pero-como astamos restringidos a1 abierto V 
2 resulta a* + f3 # 0, por lo tanto serd h = a =  0, lo que prueba la in- 
dependencia lineal de 10s tensores. Resulta entonces de (5.30) que: 
De (5.32) resulta que existe h dependiendo solo de @ tal que: 
de donde reemplazando (5.34) en (5.33) obtenernos que h satisface 
la siguiente ecuaci6n diferencial: 
entonces resulta, para una cierta constante C, que: 
h($) = C 47 
de donde por (5.34): 
Reemplazando por filtimo (5.35) en (5.21) resulta que: 
Ahora bien, la igualdad (5.36) (6 (5.37)) es vdlida en V. 
Pero V es un abierto denso y por lo tanto por continuidad 
(ambos miembros de la igualdad son C- ) resulta que (5.36) (y (5.37) 
es vdlidad en todo el espacio. 
Hemos demostrado entonces el siguiente teorema: 
5.1. Teorema 
Si L es una densidad Lagrangiana en el espacio- tiempo concomi- 
tante del tensor mgtrico y de un covector y sus primeras derivadas 
y si L es gauge invariant, satisface el principio de mlnimo aco- 
plamiento gravitaclonal (MGC) y verifica (5.221, enzonceh L es de 
la forma: 
L = Jg (R + ly + CJfl 
4 
donde C es una constante, y donde $ y$estSn dadas por (5.19) y 
(5.20) respectivamente. ///. 
Estudiaremos ahora las ecuaciones de Euler-Lagrange (5.14) co- 
rrespondientes a una densidad Lagrangiana L de la forma (5.36). 
Para ello observemos que de (5.19): 
donde F = det(F. . )  . Afirmamos que: 
11 
1 ijrs JF  = I -  E 
8 Fij Frs I 
En efecto: Si Ff 0 para cada punto fijo del espacio-tiempo 
. 
existe un sistema de coordenadas tal que, en el punto, se verifica 
(5.31). Por lo tanto es facil ver, usando ese sistema de coordena- 
das, que en el punto: 
ijrs 
E ij Frs = 8 a p  
y que: 
Juntando (5.40) y (5.41) se concluye (5.39) en el caso F# 0. 
Ahora bien si F=O se sabe tambign que dado un punto existe un siste- 
ma de coordenadas tal que, en el punto: 
de donde es facil ver que, en el punto: 
ijrs 
E Fij Frs 
y par lo tanto (como F=O) tambign se verif ica (5.39) . 
De (5.39) concluimos que localmente: 
Pero : 
E 
ijst 
/ j 
€ 
ijst - 1 €ijst 
- - - 
IVi/j Fst , ($i/ - +j/i) Fst 
E 
ijst - 1 ijst 
- - (E 
+i 'i Fst/j + 
+ E istj + E itjs $i F tj /s IVi Fjs/t) = 
- 1 ijst 
- E 
'i + F tj /s + F 3 js/t) = O 
esto dltimo por (5.7) que es consecuencia inmediata de (5.8). 
Por lo tanto juntando (5.44), (5.45-1 y (5.46) results Glue: 
i jrs 
E ijrs Fij Frs = 2 ( ~  $i Frs)/j 
o sea 
ijrs 
E Fij Frs es una divergencia, de donde por (5.43) lo- 
calmente JF es una divergencia y por lo t a n t o ,  como ya es conocido: 
E~ (JF) = o (5.47) 
Luego resulta que si L es una densidad Lagrangiana de la forma 
(5.36) entonces por (5.38) y (5.47): 
donde L1 es la densidad Lagrangiana definida en (5.9). Concluimos 
entonces el siguiente Teorema: 
5.2. Teorema 
Si L es una densidad Lagrangiana en el espacio-tiempo,conco- 
mitante del tensor m6trico y de un covector y sus primeres 
derivadas y si L es gauge invariant, satisface el principio de mf- 
nimo acoplamiento gravitational (MGC) y verifica (5.22) , e f i t ~ f i c e b  
E verifica tambign que: 
Es decir, la eleccidn usual del tensor momento-energfa implica 
las ecuaciones de Maxwell. 
5-11. EL TENSOR MOMENTO-ENERGIA Y LA ECUACION DE KLEIN-GORDON 
- - -  -
Es sabido 1161 que, en la ffsica tebrica, la ecuacidn que des- 
cribe el campo escalar de partlculas sin cargas de masa K y spin 
cero, y que es la contraparte relativista de la ecuacidn de 
~chrgdin~er, es la ecuacidn de Klein-Gordon: 
donde es un campo escalar y K una constante. 
Es conocido que esta ecuacidn puede obtenerse mediante la 
aplicacidn de un principio variacional a partir de una eleccidn 
adecuada de una densidad Lagrangiana. En efecto, sea 
luego L2 es una densidad Lagrangiana del tipo: 
L = L(4:4 
I 
1 
Los operadores de Euler-Lagrange asociados a un L de este tipo 
son : 
y las ecuaciones de Euler-Lagrange correspondientes son: 
y E~~ (L) = 0 
Es conocido, y fdcil de ver, que para el Lagrangiano L2 
dado por (5.50 ) resulta: 
1 ijK2 2 
- - g  9 1 
2 
por lo tanto la eleccidn de L2 y la aplicacidn del principio 
variacional nos determina la ecuacidn de Klein-Gordon, y el segundo 
miembro de (5.56) puede eonsiderarse como el correspondiente tensor 
Momento-Energfa. 
Ahora bien, Noriega [lo] ha encontrado todas las densidades 
Lagrangianas L del tip0 (5.51) tales que: 
determinando que ellas son de la forma: 
con a constante. 
Es facil ver que estos Lagrangianos verifican que: 
Demostraremos aquf una especie de recfproca. Varnos a encontrar 
todos 10s Lagrangianos L de la forma (5.511.) que verifiquen (5.59). 
Sea L un Eagrangiano de la forma (5,5I).Por el teorema 307 
existe una funcidn cm f tal que L es de la forma: 
donde 
Como queremos encontrar 10s L que verifiquen ( 5 . 5 9 )  se debe 
verificar entonces la ecuacidn: 
Ahora bien, por (5.5 3) serb: 
donde D2f indica la derivada parcial de f respecto de su segunda 
variable. Reemplazando en (5.61) obtenem~s que: 
de donde serd: 
Ahora bien, si ( mf1,. . . , + ) = 0 entonces resulta que 
m 
2 Si en cambio consideramos el abierto V del espacio m +m+l 
dimensional dado por gij y definido por la condicidn ( ( . . , ( m ) # O  11' I 
i j ir js 
vamos a probar que 10s tensores g y g g + r$ son linealmen- 
te independientes en V. En efecto: 
Dado un punto de la variedad sabemos que existe un sistema 
de coordenadas tal que en el punto: 
con d#O. Por l o  t a n t o  serd :  
Aesulta entonces,  usando e s t e  sistema de coordenadas, en  e l  
punto: 
Por l o  t a n t o  s i  
Tornando i = j = 2  primer0 e  i= j= l  despties r e s u l t a  A =  u =  0 Y 
i r  js 
son l inealmente independientes 
2n V. En p a r t f c u l a r  es vdl ido  (5 .62)  , de donde: 
1 2 2 f(+,$)= - ( $  + K 4 + a )  
2 
1 (y claramente D2f ( 4,) ) = -) 
2 
Reemplazando entonces en (5.60) serb:  
que e s  exactamente de l a  forma (5.58) y por l o  t a n t o  v e r i f i c a n  
(5.57).  Hemos demostrado entonces e l  s i g u i e n t e  teorema: 
5.3. Teorema 
S i  L es una densidad Lagrangiana concornitante d e l  t ensor  
metr ic0 g i j  y de un e s c a l a r  ( y sus  primeras d e r i v a d a s , ~  sea  
L = L(gi j ;  4: ( ...), y L s a t i s f a c e  ( 5 . 5 8 ) ,  e n t o n c e s  L e s  de l a  forma: 
1 
siendo L2 e l  Lagrangiano dado por (5.50) .  
Ademds L v e r i f i c a  que: 
E s  d e c i r ,  l a  e l ecc idn  de un t ensor  Momento-Bnergfa como e l  
segundo miembro de (5.59) determina l a  ecuacidn de  Klein-Gordon. 
5.4. Corolar io  
E l  d n i c a  Lagrangiano d e l  t i p 0  (5.51) que mediante l a  ap l i cac idn  
de un p r i n c i p i o  v a r i a c i o n a l  determina l a  e lecc idn  de  un t ensor  
Momento-EnerglZa como e l  segundo miembro de (5.56) es e l  Lagrangiano: 
6.1. Introduccidn 
Sean M y P variedades d i f e r e n c i a b l e s  de  dimensiones m y m+n 
respectivamente,  y sea  IT:P -+ M una submersidn su ryec t iva  (o sea,  una 
ap l i cac idn  cm suryect iva  t a l  que su  d i f e r e n c i a l  
**p :Pp+ Ma (p) e s  
epimorfismo V p E P ) .  
Por ser r g  a = m (= dim Im(a,) ) se puede a p l i c a r  forma l o c a l  
normal y,  por l o  t a n t o ,  en coordenadas es: 
o sea ,  IT es l a  proyeccidn a l a s  primeras m coordenadas (en coordenadas) 
Para cada x E M, a" ( x )  es una subvariedad sumergida de  P (no 
vacfa,  por  ser IT su ryec t iva )  de  dimensidn n llamada dibha epz x .  
Una deccidn Local de r e s  una ap l i cac idn  s : U  -+ P ,  donde 
U es un a b i e r t o  de M, t a l  que a o s = i d .  
Dado W a b i e r t o  de  M, notaremos con r ( W , P )  a 1  conjunto de  todas 
l a s  secciones l o c a l e s  C- de 7 con dominio W, o sea: 
I'(W,P) = . { s : ~  + P/s  es seccidn cm de IT} 
Dem. : 
-
Sea W a b i e r t o  de  P. Veamos que 
q = a ( p )  E I T ( W ) ,  
IT (W) es a b i e r t o  en M. Sea 
. . ex i s ten  (x,U) c a r t a  de M alrededor de q = ~ ( p )  e  (y,V) c a r t a  
de P al rededor  de p con V C W t a l e s  que I T ( V )  C U y 
-1 1 1 m 
m+n) = (a , . . . , a  1 x o IT o y ( a  ,..., a 
-1 Luego, x o IT o y : y (V) + x ( U )  es una apl icac idn  a b i e r t a ,  
-1 -1 por l o  t a n t o  como T(V)  = x ( (x o n o y (y (V) 1 )  r e s u l t a  que 
IT (V) es a b i e r t o  en U y por l o  t a n t o  a b i e r t o  en M. D e  e s t o  dlt imo 
y d e l  hecho que q = ~ ( p )  E T ( V )  C n (W) , hemos encontrado un 
a b i e r t o  IT (V) de  M contenido en T (W) al rededor  de q.  De aquf resu l -  
t a  l o  afirmado. ///. 
6.3. D e f  i n i c idn  
Sea k E No. 
Dos secciones locales  C* de  I T ,  sl E r (U1, P) Y s2E r ( U 2 , P )  se 
d i r d  que es tdn  $ara xo E u1 n U2) h, x o -  *elacionadas, y  se l o  
notard AlhYx X 2  , sii: 
0 
ii) e x i s t e n  c a r t a s  (x,u) de M alrededor de xo e  (y,V) de P alrede-  
dor  de s1 (xo) (= sZ (xi) ) t a l e s  que: 
6.4. Observaciones 
1. La notacidn usada en if) de 6.3. s i g n i f i c a :  
2.  La igualdad en ii) de 6.3 se debe v e r i f i c a r  en e l  punto xo; 
i luego para que tenga sen t ido  y 
O 
o x-I , j = 1 , 2 ,  deberfa 
ser U C U l n  U2 y s . ( U )  C V ,  j = 1 , 2 .  Como s d l o  importa e l  3. 
punto xo bas tard  con r e s t r i n g i r  l a  c a r t a  (x,U) de l a  s i g u i e n t e  
forma: 
E s  c l a r o  que - d e f i n e  una r e l a c i d n  de  equivalencia  sobre  k , ~ ,  
- 
l a s  secciones l o c a l e s  ca de n def in idas  en un entorno de x 0' 
En o t r a s  pa labras :  s 1 k,xo r~ ' 2  s i i ,  en coordenadas, l a s  deriva- 
das  p a r c i a l e s  has ta  e l  orden k de sl y s2 coinciden en xo. 
La condici6n ii) de 6.3 - no depende de l a s  c a r t a s  l o c a l e s  e l eg idas  
6.5. Def i n i c i d n  
Para cada k E N y cada x E M definimos: 
0 
k P ( x )  = {s E r(W,P): W es entorno a b i e r t o  de  x en M I  ,, 
'k,x 
k p k  = U P (x) 
xEM 
Dem. : 
-
k k Supongamos que e x i s t e  y E P (xl) n P (x2) 
* e x i s t e n  si E r (Ui ,P)  , i = 1 , 2 ,  t a l e s  que: 
Sea V un entorno a b i e r t o  de xl en M t a l  que x2 9 V ( M  es T ~ )  
Sea U = U1 n V y sea 
= SIAJ 
luego, claramente es s 1 = -kt s 2  x2 
=+ x2E V Absurdo. ///. 
6.7. Def i n i c i d n  
Def inimos l a  proyeccidn r b  :pk + M de l a  manera n a t u r a l :  
s i i  y E pk(x)  
6.8. Observaciones 
La proyeccidn nk e s t d  bien def in ida  g r a c i a s  a 6.6. 
k P (x) = (rk)-' (x) Y x E M 
6.9.  Definicidn 
Para cada s E r ( U , P )  y cada k E No s e  def ine  e l  h- jeX de 
s a l a  ap l i cac idn :  
k k j (4): U -+ P dada por: 
k j (s) (XI  = -k,x s 
6.10.. Observaciones 
k k 1. nk o j (s) = idU,  por l o  t a n t o  j (s) e s  una secci6n l o c a l  de n k 
2. Luego veremos que pk t i e n e  una e s t r u c t u r a  de  var iedad d i feren-  
k 
c i a b l e  con l a  cua l  j (s) r e s u l t a r d  ser C* (o  sea ,  jk ( s ) ~  r (u,pk)) 
k 3. pk = (j ( s ) ( x )  : s E r ( W , P )  con W a b i e r t o  de  MI 
6.11. Definicidn 
Para k y L E No con k 2 L se def ine  l a  pkoyeccibn candnica 
de 10s k- je t s  sobre 10s % - j e t s  como l a  ap l icac i6n:  
, T k :  P + P  L dada por: 
Su buena d e f i n i c i d n  es c l a r a  g r a c i a s  a 3 -  de 6.10 y 6.6. 
D m .  : 
-
Sea f:PO + P dada por:  
Claramente f est8 bien  de f in ida  
Veamos que f es una biyeccibn. 
(1) f  es inyect iva :  
En e f ec to ,  Sean s .E F ( U i , P )  y xi€ Ui, i = 1 , 2  t a l e s  que 1 
( 2 )  f  es suryect iva:  
En e fec to ,  sea p E P. 
Por ser n submersibn, usando forma l o c a l  normal, r e s u l t a  
que ex i s t en  c a r t a s  (x,U) de M alrededor de n (p)  e (y,V) de 
P al rededor  de p con n (V) C U t a l e s  que: 
1 bm+ n Notemos y ( p )  = (b , . . tbmt . . , 1. 
sea i : ~ ~  + R ~ + ~  dada par  
1 m 1 m+n) i ( c  , . . , c  1 = ( c  ,=-., cm,bm+lt . . ,b  
Por ser y (V) a b i e r t o  de Rm+" e x i s t e  E > 0 y V e  entorno abier -  
G 
m+n 
t o  a l rededor  de y ( p )  dado por V = n (yJ (p) - E ,  yJ (p)  + E 1 E j=1 
'I, 
-1 Sea V = Y (VE)  Y sea 5 = n (5) .  Luego por ser n ab i e r t a  
(6 .2 )  5 es un ab i e r t o  de M alrededor de 
(V) = U ) .  
T (p) contenido en U (pues 
Ademds 
Luego , 
y por l o  tanto podemos d e f i n i r  
% 
s : U + P  por: 
Luego s es C- y adends 
'L 
de donde s E r ( U , P )  con 5 un entorno ab ier to  de n (p) en 
Sea entonces j (s) ( T  (p) ) E P o  
claramente f ( j o  (s) ( n  (p) 1 )  = s ( n  (PI = P 
de donde f es suryect iva /. 
Luego de (1) y (2 )  f es biyect iva  .///. 
6.13. Observaciones 
A P o l e  damos l a  dnica e s t r u c t u r a  d i f e r e n c i a b l e  con l a  cua l  f  
r e s u l t a  un difeomorfismo. Ident i f icaremos entonces 10s elemen- 
t o s  de POcon 10s de  P y, por l o  t an to ,  POcon P. 
La demostracidn de l a  suryect iv idad  de f  nos brinda v a r i a s  
conclusiones de importancia. L a  primera es que dado p E P 
e x i s t e  una seccidn l o c a l  C- s de n def in ida  en algdn entorno 
k de  a(p) t a l  que s ( n ( p ) )  = p.  La segunda es que P ( x ) j +  
V x E M pues por ser IT suryect iva  v a l e  l a  conclusidn a n t e r i o r  
-1 para  x E M y cualquier  punto de T ( x ) .  
k L a s  ap l i cac iones  r ,  n y n: def in idas  en 6.1, 6.7 y 6.11 respec- 
t ivamente cumplen l a s  s i g u i e n t e s  re lac iones :  
Para a )  y  e )  debe t e n e r s e  en cuenta l a  observacidn 6.13-2 
y por l o  t a n t o  a )  y  e )  s i g n i f i c a n  en r e a l i d a d  T O =  n o f  y  
k ri o f  o  no =  IT^ respectivamente 
La demostracidn se s igue  teniendo en cuenta 6.1, 6.7, 6.11 
y 6.12. ///. 
6.15. Def in ic ibn  
una cat.ta de cootdenadas adaptada pana P e s  una terns (U,*,,*) , 
morfismos que conmutan e l  s i g u i e n t e  d i a g r a m :  
donde pl es l a  proyeccidn sobre e l  primer f a c t o r .  
6.16. Observaciones 
Por 6.2 a ( U )  e s  un a b i e r t o  de M. 
vo(a (U) )  = Rm y p ( U )  = Rm x R", pues son difeomorfismos. 
(Y ,, n ( U )  y (p , U )  son c a r t a s  l o c a l e s  de M y P respectivamente 
t a l e s  que ( n ( ~ j c  ~ ( u ) ) :  
0 a o ;'(a1,.., I m 0 
m+n sen) = ( a  ,..., a 1, v ( a 1  ,..., a ) E R ~ X  R" 
0 sea ,  son c a r t a s  que dan l a  forma l o c a l  normal para  a con 
I,' l a  propiedad de c u b r i r  10s R r e spec t ivos  
6.17. Proposicibn 
S i  p E P e x i d . t e  entonces una c a r t a  adaptada para  P , ( U , Y ~ , Y ) ,  
a i rededor  de p (p E U )  . 
Dem. : 
Por l a  forma l o c a l  normal e x i s t e n  c a r t a s  (x,W) de M al rededor  
de  ~ ( p )  e (y,V) de P al rededor  de p con IT(V)  C W t a l e s  que: 
1 m 1 m+n 
am+n) = (a ,..., a ) , V ( a  ,..., a ) E ~ ( v )  x o IT o y ( a  ,-., 
Por ser y(V) a b i e r t o  e x i s t e  E > 0 y VE entorno a b i e r t o  de y ( p )  
m+n 
dado por VE = n (y i (p)  - E ,  yi(p)  + €1 c ~ ( v ) .  
i= 1
-1 Sea U = y ( 'ilE), luego U es entorno a b i e r t o  de p en P con 
'L 
Sea 8 = IT ( U )  C W (pues U .C V) , luego W es entorno a b i e r t o  de 
Sean 'L 'L 'L 'L x = x,$ e y = yIU , luego (x,W) e @,u) son c a r t a s  
de M al rededor  de ~ ( p )  y de P al rededor  de p respectivamente t a l e s  
que A ( U ) C  W, para  l a s  cua les  s igue  val iendo (* ) .  
m 
S i  notamos UE= uYi (p) - E ,  yi (p)  + € 1  r e s u l t a  por (*I  que* 
'L % i= 1
Sean entonces : 
f : UE + Rm dada por 
1 f ( z  , . . , z  = zm - Ym(P) 
E-lzm- ym(p)  I 
g: V + R r n x ~ " d a d a p o r  
E 
1 zm+n - y g ( z  , . . , z  I . . . ,  
€ - I  z m+n- ym+n (p)  I 
Luego f y g r e s u l t a n  difeomorfismos (por  ejemplo: 
m f-':Rm + U E  viene  dada por f - l ( a l , . . , a  ) =  
Ademss s i  p l : ~ m  x Rn + Rrn es l a  proyecci6n sobre e l  primer 
f a c t o r ,  r e s u l t a :  
Sea entonces:  
Claramente po y q r e s u l t a n  difeomorfismos y por l o  t a n t o  
, n ( U )  ) y ( p , U )  son c a r t a s  de  M alrededor  de T (p)  y de P a l r e -  
dedor de p respectivamente t a l e s  que 
= Rm Y q ( U )  = R~ x Rn 
Se afirma entonces que ( U , q o , q )  e s  una c a r t a  adaptada para 
P al rededor  de p. 
En e fec to ,  por 6.15 bas tard  con v e r  l a  conmutatividad d e l  diagra-  
ma,  per0 : 
o sea:  ~ o o n = p l o q  /// 
6.18. Observaciones 
S i  V es un a b i e r t o  de P ,  e x i s t e  entonces U a b i e r t o  de P t a l  
que: i ) U C V  
ii) U es dominio de una c a r t a  adaptada para P,(U,p , u ) .  0 
Por l o  t a n t o  s e  concluye que l a s  c a r t a s  adaptadas para P dan 
una base de  l a  topologfa de  P. (En e f e c t o  bas ta  observar  que 
l a s  c a r t a s  que dan l a  forma l o c a l  normal para T son base de 
l a  topologfa de P y que dadas e s a s  c a r t a s  una c a r t a  adaptada 
para  P se consigue achicando l a  c a r t a  correspondiente  a P 
( V e r  6.171). 
S i  ( U , Y ~ , V )  e s  una c a r t a  adaptada para P notaremos: 
1 m 1 n 
'4 = ( c P I . . . f  V l c )  r . . . , "  ) 
Con e s t a  notacidn en mente r e s u l t a  de 6.15 que: 
Indicaremos : 
Luego serd:  
a ta ="$, = q o  o r ,  ' T T l f a G m  
y por lo. t a n t o  : 
1 m 
"0 0 TT = (t ,..,t 1 
o d s  brevemente: 
Ipo 0 T= ta 
Como estamos en e l  context0 de una c a r t a  adaptada podemos iden- 
t i f i c a r ,  si  no e x i s t e  p e l i g r o  de  confusi6n, l a s  coordenadas de 
3 con l a s  t" , o sea indicaremos simplemente: 0 
(en vez de 9 o n = t") 
0 
3 . -  Sea (U,@ , Y )  una c a r t a  adaptada para  P. 
0 
S i  s E r ( W  C .rr ( U )  , U )  r e s u l t a :  
En e fec to :  
B t 0 s =  
y por  l o  tan to :  
Se concluye entonces que: 
Dadas slE r (U1 t P )  , s2E r (U2 ,P  y xoE ul n u2 results que 
sl N 8 Y A610 Ai exks te  (U,yO, .p)  c a r t a  adaptada para P 
k' xo 2 
a l r ededor  de  s1 (xO) t a l  que: 
En o t r a s  pa labras ;  para  ver  s i  dos secciones son equiva lentes  
bas ta rd  v e r i f i c a r  l a  igualdad de  sus  der ivadas  has ta  e l  
orden k de l a s  Ultimas n coordenadas en alguna c a r t a  adapta- 
da ( l a s  primeras m coordenadas siempre son i g u a l e s ) .  
6.19. Comentario 
Sea k 21. Queremos d a r l e  a pk una e s t r u c t u r a  de  variedad 
d i f e r e n c i a b l e .  
Sea (U,  r~ , p  ) una c a r t a  adaptada para P . 
0 
k -1 Sea v U  = ( n o )  (u)  c p k  
(en r e a l i d a d  deberfamos poner VU = (n:)-l(f-'(U)), donde f  e s  l a  
a p l i c a c i d n  d e f i n i d a  en 6.12 per0 tenemos en cuenta  6.13). 
Se af i rma l o  s igu ien te :  
k Dado y E P ; 
k 
y E V U 6 i  y 6610 6 2  e x i s t e  W entorno a b i e r t o  de  IT (y)  en M 
k 
Y s E p (W,U) t a l  que y = j (s) ( I T ~ ( Y ) ) .  
En e fec to :  
k k k  Como y E P s y E P ( (y) ) v entorno 
6.7 6.10 
'L k 'L 
a b i e r t o  de  nk  ( y )  en M y s E r (V,P)  t a l  que rj ( s )  ( n k  ( Y )  ) . 
Por o t r a  p a r t e  como y E VU IT: ( Y )  E U. 
s e a  w = v n 8-'(u) 
k Luego W es un entorno a b i e r t o  de n (y)  en M. 
Ademb s : 
'L Sea s = s  
/w 
Luego s E r (W,U)  y claramente 
Se observa ademds que como s E r ( w , U )  * 
Sea 
donde con c; ,~ indicamos l a s  combinaciones con r e p e t i c i d n  de  m e le -  
mentos tornados de a i. 
Queremos def i n i r  
Sea AU = 1s  E r ( W , U ) :  W es a b i e r t o  de MI. 
Por l o  observado an tes  r e s u l t a :  
, k .  
Vu = l j  ( s ) ( x ) :  s E AU A x  fS Dom sl 
Sea y fS VU e x i s t e  W entorno a b i e r t o  de 
k k y s E r (W,U)  t a l  que y = j (s) (T ( y ) )  . Se definen: . 
hi = v i  o s o p - l :  q O ( w )  c R~ + R  , Y 1 G i G n 0 
Y en genera l :  
= D 
a,.. .a+ 
(si) : q O  (W)C Rm + R, 
S i  1< al,..,a < m es un conjunto a r b i t r a r i o  de  l n d i c e s  aswnire- t 
mos que: 
donde {al,. . ,a ) s i g n i f i c a r d  tomar 10s l n d i c e s  al, . a en forma t t 
c r e c i e n t e .  
Definimos ent0nceS : 
k donde x = IT ( y ) ,  
8 i Por 6.18- 2 y 3 v o  (x) = *v o s (x)  y como s (cp, (x)  ) = 
.= p i  (s (XI  ) , entonces las  primeras m+n coordenadas de m k  r e s u l t a n  
ser cp (s (x)  ) , por l o  t an to :  
Por o t r a  p a r t e ,  por  de f in ic ibn :  
con l o  c u a l  podemos e s c r i b i r :  
k k k  (Y)  = (j ( s ) ( x ) )  = ( P ( s ( x ) ) ,  a vio s I * . . ?  a k  pi  0 S 
a P: a v o  "1 . . avo  "k 
1 
X X 
y por l o  t a n t o  por 6.18- 3 l a  de f in ic idn  de a k  no depende de l a  
seccidn s elegida .  Luego gk e s t d  bien de f in ida .  
Veamos entonces que es pos ib le  d a r l e  una e s t r u c t u r a  de var ie -  
k  dad d i f e r e n c i a b l e  a pk de t a l  forma que l a  f ami l i a  { ( @  ,VU) 1 corres-  
pondiente a c a r t a s  adaptadas para P sea  un a t l a s  C- . 
h P LLene una estauctuaa de vaaiedad d i d e ~ e n c i a b l e ,  con l a  
k 
c u a l  i (a  , V U ) l  e s  un a t l a s  C-, Y k E No. 
Dem. : 
Sea k 1 
En e fec to :  
k h 2.-  @ : VU -+ R e s  b iyec t iva  
En e fec to :  
k -1 h Calculemos ( @  ) : R -+ Vu 
Sea f :  R ~ . +  R m+n 
P,fm+l,..., f = ( f  , . . I  P+") = ( f " , f i )  
t a l  que: 
' )  f a  = proyeccidn a l a  a-esima coordenada , Y 16% 
- b i - m  ii) f i ( a )  - Y m+lG i G  m+n 
iii) Da 
.a 
($1 ( a )  = bi-m 
ale .a Y mtl<iGm+n , Y 1 G r G k  
r r 
E s  f d c i l  v e r  que una t a l  f cm siempre e x i s t e .  
Recordemos que tenemos una c a r t a  adaptada ( U , v o , v )  para P. 
Sea entonces : 
Luego s es cOD y adembs: 
Def inimos entonces : 
( a )  - ( ~ ~ 1 - l  e s t d  b ien  de f in ida :  
En e fec to :  
% 
~i f : ~ ~  .+ R ~ + ~  es o t r a  funcidn cm ver i f icando i) ,ii) , e iii) y 
% -1 'L 
s = v o f o cpo entonces: 
-1 -1 -1 'L 'L -1 
s (v0 ( a )  1 = r f a  1 = r b = v (f ( a )  ) = s (vo  ( a )  ) 
= D 
a,. . .a- 
v i  o s o pi1) (a) = 
'L 
Luego, por 6.18-3, s k -1 k 'L -1 s * j (s) (vo (a) = j (s) (vo (a) ./. 
k,vo (a) 
(b) - @k o (ak)-' = id y (rk)-l 0 rk = 14, : 
R~ U 
k k -1 Esto es trivial a partir de las definiciones de @ y (@ . .//. 
Luego mk es biyectiva -//- 
k h 3.- r (vU n V;) es un abierto de R 
En efecto: 
k % Veamos que @ (VU n Va) = 9 (U n U) x R h-m-n 
i i Sea (a,b,ba,. . . ,b ) E mk(vU n ~ $ 1  * 
al" 
'L 
* existe W entorno abierto en M y s E r(W;U n U) tal que 
k k  @ (j (s) (x)) = (a,b,bi,=-orb i ) , para algan x E W * 
al" 
I 
'L 'L 
* (a,b) = r (s(x)) E r (U n U), pues s(x)E U n U. * 
- - 
6-19 i * (a,b,ba , ... , b i ) E v(U n $)x R h-m-n 
a1t.. fak -1- 
3) Sea (a,b,b:,. . . ,b i )E r(U n $1 x R h-m-n c R~ * 
al" -"k 
* (a,b)E p (u n G) *jp E U n tal que (a&) = P (p) * 
Sea f : R ~  + R ~ + ~  C-la aplicacidn definida en 2. 
'L 
sea w = ro(n (U nu) )n f-'(r (U n 8) 1 
-1 Luego W es un abierto de R ~ ,  f (W)c r (un5) y aEW. Luego Vo (W) 
es un abierto de M. 
-1 'L Sea s = p o f o po la seccidn dada en 2.- y sea s = 
s/ -1 
(W) 
?I -1 Claramente s E r (r, (W) ,U n 8) , pues f (W)c r (U n 8) . Como 
-1 -1 
(Po (a) E v O  (W) , pues a E W, resulta: 
k 'L -1 k -1 j (s) (ro (a) = j (s) (ao (a) 1. 
Luego: 
i (~~)-l(a,b,b~ ,.. .,b i al.. .ak = j k (s) (v0 -1 (a) * 
i k .k 'L -1 
* (a,b,bi , . . . ,b ) = 4 (1 (s )  (ro (a) 1 )  
a al.. .ak 
Pero como: 
k .k 'L -1 'L -1 'L -1 
n o I (s) (ro (a) 1 )  = jO (s) (ro (a)) = s(v, (a) ) = 
- - -  
-1 -1 'b 'L 
=(P (f (a) = cp (a,b) E Un U, pues f (a) = (arb)€ r (U nu). Re- 
sulta entonces que: 
k 'L -1 k -1 'b k -1 k -1 j (s) (ro (a) E (no) (U n U) = (no) (U) n (no) (u) = 
i Luego (a,b,b ,. ..,b i k 
a 5 .  . .a )€a (VU"V$) ./. k 
Como v es un difeomorfismo, se concluye lo afirmado.//. 
i i Sea (a,b,ba,. . ,b )E@ k (Vun V;). 
"1. "fak 
'L 
Si s es la seccidn dada en 3- resulta: 
Bastars entonces observar que las funciones "coordenadas" de 
;k o ( ~ ~ 1 - l  son ~ ~ c o m o  funci6n de las variables a,b,b~.. . ,b i 
al" -" k
En efecto: 
Por otra parte: 
Pero f (a) = (a,b) y DB (fJ) (a) = 
si m+lG jGrn+n 
Luego : 
En general serb: 
Observemos que a1 derivar ( * )  respecto de a2, ..., a apareceran r 
terminos de la forma: 
B Q-1 'Ir iii) Da . . .D (v0 o q O  10 (pO o vil) (a) 
1 a R 
multiplic.ados y sumados entre sf. 
Claramente 10s del tip0 i) y iii) son C- como funcidn de las 
i 
variables a,b,b, ,..., b i . Para 10s tgrminos del tip0 ii) 
al" '"k 
basta observar que para ~ > 2  (el caso R=l ya fue analizado): 
que es claramente C-. Resulta entonces lo afirmado.//.- 
6.23 
En conclusibn, de 1,2 , 3 ,y 4, resulta que existe sobre pk una 
estructura de variedad diferenciable, bnica, tal que la familia 
k ( ,VU)l, correspondiente a cartas adaptadas para P, es un atlas 
00 
f l  . Lo que no nos asegura lo anterior es que, con esta estructura, 
k P sea una variedad T2 y N2. Veamos esto: 
Por ser P una variedad N2 y 6.18-1 podemos conseguir una fami- 
lia numerable { (Uitvo ,vi) liEN de cartas adaptadas para P corres- 
i 
pondiente a un atlas numerable I (Ui ,") IiE de P. Por lo tanto 
k (de I.-) la familia { (VU ,Oi) IiER es un atlas numerable de pk. Lue- 
i 
go pk es N2.-//- 
Sean Y1tY2 E pk tales que yl# y2. 
Sean (U1,co, ,vl) y (U2tvo,t92) cartas adaptadas para P 
I k  L tales que no (yi) E Ui, i=1,2 y U1 nu2= ( (esto siempre 
se puede conseguir pues P es T2 y 6.18-1). 
k -1 Luego VU = (ro) (Ui) son entornos abiertos de y i=1,2 
i it 
tales que VU 
1 
Existe entonces (U,P~,O) carta adaptada para P alrededor 
k Sean W1 y W2 entornos ahiertos de @ (yl) y @k(Y2) 
h 
en tales que WlnW2 = ( (siempre es posible conseguir 
h k k k esto pues R es T2 y @ (yl) # @ (y2) pues @ es biyectiva). 
k -1 Luego (Q ) (Wi) , i=1, 2, son entornos abiertos de yien VU , 
luego abiertos en pk tales que: 
Basta observar por dltimo que si k=O, por 6.13-1, POtiene 
una estructura diferenciable con la cual {(mO,VU)] es un atlas 
c". Observemos que en este w o  es m 0  Y 7 y V U z  U -///- 
- 
6.21. Notacidn 
Sea (Qk,vU) una carta de pk c~rres~ondiente a una carta adap- 
tada para P, (U,P~,P). 
k Queremos darle nombres a las funciones coordenadas de Q . 
Teniendo en cuenta 6.18-2 notaremos: 
o sea: P a  = ta 0 , V l G a G m  
1 n 
q = (t',.., tm, X I.., X ) 
o sea: a P = ta , v 1 < a  Q m  
P = X  I i , V l G i G n  
Recordernos que las ta de P, no son las mismas que las de P, 
si por un momento indicamos Xa - a 
- 
se cumple la relacidn 
ta = ;a 0 n. 
Por analogfa notamos: 
k a i i  i Q = (t ,X ,Xa ,.. ,X , 
ax.. .ak' 
donde: 
k ta (j s x = P, (x) = ta (XI = ta (S (XI 1 , 
y en general 
Recalcamos que aunque estamos usando la misma notacidn para 
k ciertas funciones coordenadas de ro,r y @ , Ostas no son iguales 
parten de distintos conjuntos), per0 indicando 
(10s finicos posibles) entonces esas fun- 
ciones (ta y xi) toman 10s mismos valores. 
6.22. Observaciones 
k k 1.- Si s EI'(W,P), en ; tonce4  j (s) E r (W,P ) .  En efecto: 
k Por 6.10-1 sabemos que j (s) es una seccidn de nk. Bastard 
k 
entonces ver que j (s) :W + pk es C-. 
Sea x E W * s(x) EP. 
Sea (U,qo,v) una carta adaptada para P alrededor de s(x) .Sea: 
'L -1 
w = s (U) 
'L 
Luego W es un entorno abierto de x en M tal que & C  W y 
s(3) c u. 
Luego, V z E 8 resulta: 
nk(jk(s) o (z) = jO(s) (2) = s(z)E u 
I L  - 
y 'pdf lo tanto: 
k QJ j (s) (W)C Vu 
k Luego las cartas (v , de M alrededor de x y ( @  ,VU) de P k 
0 
k k 
alrededor de j (s (x) son tales que j (s) ($1 c VU, y ademds: 
C 
es claramente cm. -//- 
2 .  - Si s E r (Wi,P) , i=1,2, son tales que s1 % s2 Y xE Win W2, i k,x 
k k cnXonces j (sl) = j (s2). La demostracidn es trivial-//- 
El propdsito de este apsndice es analizar en detalle ciertos 
aspectos de la teorfa de 10s k-jets (vista en el Apgndice I) en 
el caso particular que nuestro contexto sea el detallado en 2.1 de 
la Seccidn 2. 
sin pgrdida de generalidad y para no aumentar la ya complicada 
notacidn supon@emos que en 2.1 c=l y notaremos entonces rl=r y sl=s. 
En este caso (2.1) y (2.2) se convierten en: 
Como en 2.1 consideramos p E M  y (x,U) una carta local de M al- '' 
rededor de p tal que x(U) = IRm. Sea (2,~) okra carta local de M 
con ;(u) = R ~ .  
k 'L Nuestra intencidn es describir la aplicacidn $ (x). Para ello 
P 
k -1 = . 7 , 7  es necesario conocer el comportamiento de la aplicacidn ;k o ( (  1 
Recordemos (ver 6.19) que las cartas ($k.~U) de pk se consegufan 
partiendo de cartas adaptadas,(U,tpofp),para P. En nuestro contexto 
actua1,dado por (7. l), las cartas (x,U) y (2,~) nos determinan dos 
k "Jk k 
cartas ( (  ,VU) y ( (  ,VU) de P a partir de las cartas adaptadas 
-1 -1 'L 'L (n (U) . tU, X) y ( n  (U) , tU . x) correspondientes. Recordemos tambign 
que en 6.20 para definir ((k)-l nos valfamos de una cierta funcidn 
auxiliar f. Para no confundir dicha funcidn con.la definida en el 
Lema 2.2 aquf la llamaremos 8. 
Cada elemento de lRh es de la forma: 
Luego para (a,b) E lEZh definZamos: 
1 m Al*--L 0 = (0 ,..., 0 ,0 ) tal que : 
jl= -*Js. 
i) Eli= proyeccidn a la i-esima coordenada, Y 1 Gi g m 
il.. .i il.. .i, 
ii) 0 r (a) = b jl* j1- -js 
il.. .i il.. .i 
r, = b r iii) D (0 jl.. . js al.. .a , Y 1< r< k 
al...ar jl...js r 
Resulta entonces, reemplazando en 6.20-4 todo lo necesario 
que : 
Ahora bien, es conocido (y fdcil de verlque: 
%h l...hr 
donde , bk - hl -1 (X (a))... Ai '1 -1 l.. .ks - Ail hr(x-l(a)).B  kl (x (a)).. . 
js -1 il.. .ir 
. .. Bk (X (a)) bj ,. . . j y donde A ~ =  a gi/ a xj y B ~ =  a xi/a S s j j 
Por otra parte por 6.20-4: 
i .i 
donde con J indicamos todas las coordenadas posibles ( jl.. . j 
S 
de lRn. 
Ahora bien: 
Luego serd: 
i .i 
y aado J = ( r jl.. . j sera: 
S 
hl.. .h 
r -1 hl -1 
0 tU (a,b) = Ail hr -1 '1 -1 D~((t~)kl...k (X (a)) .-.A~ (X (a))Bk (x (a)).. 
s r 1 
's -1 
... Bk (X (a)). 
s 
Adernds 
Q-1 i -1 D~ (xi o x ) ( (t o x-l) (a)) = B~ (X (a) 
Por (Iltimo, reemplazando ( 4 ) ,  (5) y (6) en ( 3 )  y teniendo en 
i cuenta que B' = br resulta que: j r 
t,, hl.. .h 
Da '(t'k 
-1 
r ~ $ l o  0 o x o x  ) o (10x-')(a) = 
. .ks 
,,hl.. . 
Es claro que si notamos con bk hr a1 primer termino de 
1-1 -ks 
esta igualdad y pensamos a 10s btl"'lr como las componentes de un 
J1" -1, 
tensor de tip0 (r,s), dicha igualdad resulta ser el cambio de 
coordenadas del "tensor" de la carta (xlU) a la carta ( z , ~ )  . 
Es claro de aquf que realizando un trabajo similar, aunque 
"k k -1 
mucho mds engorroso, con las restantes coordenadas de 9 o (4 
Bstas serdn elementos de la forma: 
"hl. - . h r 
bkl...ks al...a 
t 
il.. .i 
donde su expresi6n vendrd dada considerando b como las j1---js 
componentes de un tensor de tip0 (rls) y calculando formalmente 
. el cambio de coordenadas ae la carta (x,~) a la carta (%,u) de las 
derivadas de orden t . 
Por lo tanto conclufmos que: 
t,,k 4 0 (4 k -1 (arb) = ( (X t,, 0 x-') (a) I bkl.. .k I bkl.. .ksB "h l...hr *hl...h r 
I.. 
S 
%hl.. .hr 
..*, bkl.. .ks B1.. . % 1 
n.4 
Es fdcil ver a partir de (7.3) que si (2,~) y (2,~) son dos 
'L 
'L k 'L 'L k 'L 
cartas con a (u) = x (U) = nm tales que qp (x) =$ (x) entonces: 
donde f es la aplicacidn definida en el Lema 2.2, por lo tanto f 
% 
estd bien definida. Reclprocamente si (;,u) y (x,U) son dos cartas 
'L 
'L 
'L 
'L 'L 'L 
con x (u) = x (U) = mrn tales que x (p) = x (p) = x (p) y 
entonces : 
y por 16-tanto la aplicacidn g definida en el Lema 2.2 (g=f-l) tambien 
resulta bien definida. 
Por tiltirno remarcarnos que efectivamente el hecho de haber consi- 
derado c=l no hace perder generalidad, ya que si cfl habrla que 
il.. .i 
repetir el mismo razonamiento anterior considerando b , . . . ,  
il.. .i 
b r (I) jl* ~jsl c como las componentes de c tensores de tip0 (rR,s,) (c) jl-. . js 
" b 
(1 G R < c) y calculando formalmente 10s cambios de coordenadas de 
una carta (x,U) a otra (2,~) de dichos tensores y sus derivadas 
hasta el orden k. 
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