Abstract. We obtain generalisations of some inequalities for positive unital linear maps on matrix algebra. This also provides several positive semidefinite matrices, and we get some old and new inequalities involving the eigenvalues of a Hermitian matrix.
Introduction
Let M (n) be the C * -algebra of all n × n complex matrices. Let Φ : M (n) → M (k) be a positive unital linear map [3] . Kadison's inequality [11] says that for any Hermitian element A of M (n) For more details, generalisations and extensions of this inequality, see Davis [9] and Choi [7, 8] .
A complementary inequality due to Bhatia and Davis [2] says that if the spectrum of a Hermitian matrix A is contained in the interval [ The inequality (1.4 ) provides a refinement of (1.3) . For more details and applications of these inequalities, see [4 − 6] . The Kadison inequality (1.1) is a noncommutative version of the classical inequality 5) where E (X) = xf (x) dx, f (x) ≥ 0 and f (x) dx = 1. Kadison [11] remarks that the standard proof of the corresponding inequalities for scalars do not apply to give simple proofs for linear maps. In case of Kadison's inequality (1.1), if Φ(A) and Φ(A 2 ) commute one can reduce the problem to the real valued case, and the results follow from these considerations. The inequality (1.5) is subsumed in a more general Jensen's inequality that says that if f is a convex function on (a, b) then
One generalisation of the Kadison inequality (1.1) is a noncommutative analogue of (1.6) that says that if A is a Hermitian matrix whose spectrum is contained in (a, b) and if f is matrix convex function [3] on (a, b) and Φ is a positive unital linear map, then
see Davis [9] and Choi [7] . Bhatia and Sharma [4] have shown that for 2 × 2 matrices the inequality (1.7) holds true for all ordinary convex functions on (a, b) . It is well known that the same is true for every positive unital linear functional ϕ : M(n) → C. The inequality (1.5) is also subsumed in one more general inequality that says that [E (X i+j−2 )] is a real symmetric positive semidefinite matrix, see [10] . Here, we study such possible extensions of the noncommutative inequalities (1.2) and (1.4) . The proof of the inequality (1.2) involves the Spectral theorem and the properties of tensor product, see [3] . By the Spectral theorem,
where λ k are the eigenvalues of A and P k the corresponding projections with
We augment the technique of the proof [3] of the inequality (1.2) and prove one more generalisation of the Kadison inequality that says that the matrix Proof. The matrix [x i+j−2 ] is psd for all x ∈ R. Its rank is one and trace is non-negative.
Likewise, the matrix [x − y] is psd for x ≥ y. The Schur product
is also psd.
and
where 1 ≤ i, j ≤ r + 1, r = 0, 1, 2, ...
where ⊗ denotes the tensor product of matrices. So,
Since P k is psd, Φ (P k ) are psd. It follows from Lemma 2.1 that the matrix λ
is psd. The tensor product of two psd matrices is psd. Each summand in (2.3) is psd, and so is the sum. So, (2.1) holds true. Likewise, (2.2) follows from the fact that the matrix Mλ
Corollary 2.1. Under the conditions of Theorem 2.1,
Proof. Adding (2.1) and (2.2), we immediately get (2.4). The inequality (2.5) is a special case of (2.1); m = 0.
For λ k ≥ m > 0, k = 1, 2, ..., n, the matrix 1 − m λ k is psd and so is the matrix
Using arguments similar to those used in the proof of Theorem 2.1, we have the following theorem.
Theorem 2.2. Let A, Φ, m and M be as in Theorem 2.1. If A is positive definite, then
Proof.
It is enough to note that the Schur product
is psd. Theorem 2.3. Under the condition of Theorem 2.1, we have
Proof. Using the Lemma 2.2, we see that the matrix
is psd. The proof now follows on using arguments similar to those used in the proof of Theorem 2.1.
Theorem 2.4. Let Φ : M (n) → M (k) be a positive unital linear map. Let A be any Hermitian element of M (n) with distinct eigenvalues λ 1 < λ 2 < ... < λ k . Then
Proof. Since all the λ k (k = 1, 2, ..., n) lies outsides (λ j−1 , λ j ) , j = 2, 3, ...k, we have (λ k − λ j−1 ) (λ k − λ j ) ≥ 0. Therefore, the Schur product
Theorem 2.5. Let A, Φ, m and M be as in Theorem 2.1. If A is positive definite, then
Proof. The arguments are similar to the proof of the above theorem. Note that for x ≥ y ≥ z and y > 0, we have x + z − xzy −1 − y ≥ 0. So, the Schur product
is psd.
Special Cases
If A and B are positive definite matrices then the block matrix A X X * B is psd if and only if A ≥ XB −1 X * , see [3] . Using this result we can discuss various special cases of inequalities derived above. We demonstrate some of these cases here .
We find, on adding (2.7) and (2.8), that if A > 0 then
This gives Choi [7] inequality
see [3] .
For r = 1, Theorem 2.1 says that
For Φ(A) > mI, we therefore have
and for Φ(A) < MI, we have
For the corresponding commutative cases of the inequalities (3.1) and (3.2) ,
see [14] . The bounds for E (X 2 ) in terms of E (X −1 ) and E (X) are derived in [13] on using derivatives. These inequalities follow from our Theorem 2.2 for r = 1. Likewise, the bounds for E (X 4 ) in [15] ≥ O.
Likewise, we can discuss the corresponding inequalities for functionals related to Theorem 2.2-2.5.
A special case of Corollary 2.1 says that for every Hermitian matrix A,
We prove a refinement of this inequality for positive definite matrices in the following theorem. 
Proof. The second inequality (3.5) follows from the fact that for 0 < m ≤ λ j , the Schur product
Likewise, the first inequality (3.5) follows from the fact that the matrix
is not always psd. It is here interesting to note the following theorem.
Theorem 3.2. Let Φ be as in Theorem 2.1. For A > 0, we have
Proof. We have
In this context, one can easily obtain the following inequalities
Bounds for eigenvalues in terms of the entries of the matrix have been studied extensively in literature, [13 − 16] . A special case of our Theorem 2.1 gives inequalities related to extreme eigenvalues. Theorem 3.3. Let A be any Hermitian element of M(n). Let µ min and µ max be the smallest and largest eigenvalues of A − ϕ(A)I. Then the cubic equation
is positive or negative according as x = µ max or x = µ min , where Also, λ min I ≤ A ≤ λ max I. So, a = λ min − ϕ(A) = µ min . Expanding the determinant (3.7) we see that the expression (3.6) is non-positive. Likewise, the inequality (3.4) implies that (3.6) is non-negative for b = µ max .
where
