We consider a class of stationary Schrödinger-Poisson systems with a general nonlinearity f (u) and coercive sign-changing potential V so that the Schrödinger operator −∆ +V is indefinite. Previous results in this framework required f to be strictly 3-superlinear, thus missing the paramount case of the Gross-Pitaevskii-Poisson system, where f (t) = |t| 2 t; in this paper we fill this gap, obtaining non-trivial solutions when f is not necessarily 3-superlinear.
Introduction
The dynamic of a Bose-Einstein condensate can be described (see [1, 2] ) by the Gross-Pitaevskii equation i ∂ t ψ = −∆ψ +V ψ + g |ψ| 2 ψ
where ψ : R 3 × [0, +∞[→ C is the wave function of the condensate, V = V (x) is the potential, |ψ| 2 is the particle-density, whose integral gives the total (large) number of particles N and g is related to the scattering length of the mutual short-range atomic interaction (resulting in positive g for repulsive interaction and negative for attractive ones). The Gross-Pitaevskii equation is a particular case of the nonlinear Schrödinger equation
for p > 1, which is usually called focusing NLS if g < 0 and defocusing NLS if g > 0. If the particles are electrically charged, long-range electrostatic interaction can be effectively modelled by a potential term (see [3] for a formal justification), so that V = V ext +φ , where V ext is the external potential and φ is the electrostatic potential determined by the Poisson equation with charge density k|ψ| 2 which has been object of extensive studies in the last decades. Assuming vanishing boundary conditions at infinity, the total energy
is conserved along the motion, as well as the total mass N = |ψ| 2 2 , where | · | q stands for the L q -norm over R 3 . A particularly interesting case of the previous system is when long-and shortrange mutual strengths compete with each other, for example when k > 0 (repulsive electrostatic interaction) and g < 0 (short-range binding). This is the case for a Bose-Einstein condensate of charged ions with attractive interatomic interaction, trapped in a potential well.
Standing waves for (1.1) are obtained through the ansatz ψ(x,t) = e −iωt u(x) with u : R 3 → R,
where we set f (t) = |t| p−1 t, V = V ext − ω and k = 1 for simplicity of notation. Conservation of total energy E and mass N gives the relation ω N = E, so that ω is the energy per particle of the standing wave. A natural question, to which we will give a positive answer in the present paper, is wether standing waves of arbitrarily large energy per particle can occur. Notice that for large values of ω, the potential V = V ext − ω is sign-changing and the linearisation of the first equation turns out to be an indefinite Schrödinger operator. From the mathematical point of view, the energy functional E :
where
is such that critical points (u, φ ) of E are solutions of (1.2). However, since E is strongly indefinite and thus difficult to deal with, Benci et al. [4, 5] proposed the following reduction procedure. For
if and only if (u, φ u ) solves (1.2); see [4, 5] or [6, pp. 4929-4932] for more details.
Based on this reduction method, many results on the system (1.2) appeared in the last twenty years which we will now briefly review, starting from those assuming that the associated Schrödin-ger operator −∆ + V is positive definite. For V ≡ 1 and f (u) = |u| p−1 u with p ∈ ]1, 5[, Ruiz [7] thoroughly investigated the existence of solutions for (1.2). The first paper on Schrödinger-Poisson systems with non-constant potential seems to be Wang and Zhou [8] , where f is asymptotically linear. The asymptotically linear case was also studied by Sun et al. [9] , where as in an earlier paper [10] by Mercuri, the potential is radial and vanishing at infinity. System (1.2) with such potentials was also studied by Liu and Huang [11] for sublinear nonlinearities. Azzolini and Pomponio [12] obtained a ground state for p ∈ ]2, 5[ and positive constant potentials, while under assumption
they obtained a ground state for p ∈ ]3, 5[. Assuming (1.4) and some additional properties on V , Zhao and Zhao [13] obtained ground states also for p ∈ ]2, 3]. Moreover, they considered periodic potentials as well, proving the existence of infinitely many geometrically distinct solutions for 3-superlinear nonlinearities f , i.e.
Results on (1.2) with periodic potential can also be found in [14, 15] . For other types of potential we mention Chen and Tang [6] , where V is in some sense coercive, so that the working space can be compactly embedded into L 2 (R 3 ). For 3-superlinear, odd nonlinearities they obtained a sequence of solutions {u n } such that J(u n ) → +∞. Jiang and Zhou [16] studied the steep potential well case V (x) = 1 + µg(x), where g(x) ≥ 0 is such that g −1 (0) is bounded and has nonempty interior. Then, for pure power nonlinearities, nontrivial solutions are obtained for sufficiently large µ. Asymptotic behavior of the solutions as µ → +∞ is also investigated. Cerami and Vaira [17] obtained a ground state for the generalized Schrödinger-Poisson system 6) where V ≡ 1, p ∈ ]3, 5[, K and Q are nonnegative functions on R 3 satisfying suitable assumptions. It is also possible to obtain solutions when no ground state exists, see e.g. [18] for p ∈ ]3, 5[ and [19] in the critical case p = 5 with Q ≡ 1. Sun et al. [20] found at least k positive solutions for (1.6) for sufficiently large λ assuming Q has k strict positive maxima. Concerning sign-changing solutions of (1.2), the first result seems to be obtained by Ianni [21] via a dynamical approach for the case V ≡ 1 and f (u) = |u| p−1 u with p ∈ [3, 5[; see also Kim and Seok [22] for a similar result. Notice that the relations
where u ± = max{±u, 0} fail to be true for J, thus posing additional difficulties when trying to construct sign-changing solutions if V is not a constant. In this direction, the first breakthrough seems to be made by Wang and Zhou [23] in the case f (u) = |u| p−1 u with p ∈ ]3, 5[. Motivated by Bartsch and Weth [24] , they sought minimizer for J over a constraint M and showed that the minimizer is a sign-changing solution via degree theory. Using the method of invariant sets of descending flow, Liu et al. [25] obtained sign-changing solutions for 3-superlinear nonlinearities. In these papers a compactness condition related to V was assumed, which fails if V obeys e.g.
(1.4) (finite potential well). A least energy sign-changing solution assuming (1.4) and (1.5) was obtained by Alves et al. [26] . We emphasize that in the aforementioned papers the Schrödinger operator −∆ + V is always assumed to be positive definite (as when inf R 3 V > 0). With this assumption u ≡ 0 is a local minimizer of J, leading to a mountain pass geometry if f is 3-superlinear (actually, superquadratic will often suffices, but require more intricate arguments). However, if we seek for standing waves with large ω, then V = V ext − ω will be negative somewhere, disrupting the mountain pass geometry. For stationary NLS equations
with indefinite Schrödinger operator −∆ +V , one usually applies the linking theorem to get solutions, see e.g. [27, 28] . For system (1.2), however, because the term involving φ u in the functional J is nonnegative, J may be positive somewhere on the negative space of −∆ + V . It thus seems hard to verify the linking geometry and get critical points of J via the linking theorem; see [29, [31, 30] . The first result without any smallness assumption on the factor of φ u is due to Chen and Liu [29] , where a nontrivial solution for (1.2) was obtained when V is coercive in the sense
and f is assumed to be 3-superlinear and subcritical. The key observation of [29] is that although J may not posses the linking geometry, it nevertheless has a local linking at 0 as soon as f is superlinear near 0. Critical points for J can thus be obtained via the local linking theory [32, 33] .
Notice that condition (V 0 ) ensures that for some m > 2,Ṽ := V +m > 1 and that the embedding
is compact, where the norm in X is given by
In general, the natural working space fails to compactly embed into L 2 (R 3 ) and in [34] , Liu and Wu studied the case V ∈ C(R 3 ) being bounded. Assuming f (x,t) = a(x) |t| p−1 t where a > 0 vanishing at infinity and p ∈ ]3, 5[, they obtained a nontrivial solution for (1.8) via local linking and Morse theory [35, 36] .
We underline that in the previous papers [29, 34, 31, 30] , the nonlinearity is 3-superlinear, i.e. (1.5) holds and, to the best of our knowledge, currently there is no result for the Schrödinger-Poisson system (1.2) with indefinite potential and nonlinearity not 3-superlinear. The relevance of this latter framework is clear from the introductory discussion on Bose-Einstein condensates, since the nonlinearity f (t) = |t| 2 t corresponding to the Gross-Pitaevskii equation is exactly 3-linear.
Our first result treats subquadratic nonlinearities. By σ (−∆ + V ) we mean the spectrum of −∆ +V , which is understood as the natural self-adjoint operator on X corresponding to the bilinear form given by (2.2) below.
and F(t) ≥ c |t| p+1 for all t ∈ R, then there are at least two nontrivial solutions to (1.2).
Under the stated assumptions, the functional J is coercive, hence (PS) sequences are automatically bounded and precompact by (V 0 ). Since J has a local linking at 0, Theorem 1.1 follows from the three critical points theorem of Liu [37, Theorem 2.2].
Our next and main result deals with the superquadratic case, which includes f (u) = |u| p−1 u with p ∈ ]2, 5[. In addition to the basic assumptions (V 0 ), we will need the following
(V 2 ) There exists κ > 0 such that
( f 2 ) There exists µ > 3 such that
It is easy to check that any coercive, radially increasing potential with at most polynomial growth satisfies our assumptions, an explicit example being V (x) = |x| 2 −1. For a more detailed discussion on assumptions (V 1 ) and (V 2 ), we refer to the beginning of Section 3. Moreover, we let X + , X − and X 0 denote the positive, negative and null eigenspaces of the Schrödinger operator, respectively.
2) has at least a nontrivial solution.
Let us discuss some features of Theorem 1.2 in the model case f (u) = |u| p−1 u. The main difficulty in studying the Schrödinger-Poisson system in the range p ∈ ]2, 3] is that it is not known (even in the easiest setting V ≡ 1) wether (PS) sequences are bounded or not. This issue disappears in the 3-superlinear setting p > 3, allowing an easier application of variational methods (this is also why most of the previous papers on the subject assume (1.5)). To overcome this difficulty there are typically two approaches:
• seek for a minimum on a suitable manifold M . Coercivity is still an issue for p ∈ ]2, 3] and the standard Nehari manifold won't help, so one usually works on the Pohozaev manifold (or variants of it);
• employ Struwe's monotonicity trick, i.e., define monotonic perturbations of J and find a solution for almost every perturbation. Boundedness of the resulting sequence is proved via the Pohozaev identity.
Both approaches can be successful when the Schrödinger operator −∆ +V is positive definite, but run into serious issues when it is not, for reasons which we will briefly outline. For NLS (1.7) with indefinite potential, the Nehari manifold N can be modified as in Szulkin and Weth [38] to produce ground states. This is possible thanks to a linearity feature of the Nehari manifold, namely that N is the set of critical points of J along lines through 0. On the contrary, the natural curves defining the Pohozaev manifold (which is the one apparently needed to get coercivity) are highly nonlinear and may have nothing to do with the orthogonal decomposition of the space dictated by the linear operator −∆ +V .
On the other hand, Struwe's monotonicity trick is usually successful when a uniform mountain pass geometry or more general linking geometry holds for the family of monotonic perturbations of J, see [39, 40] respectively. This cannot hold for the indefinite Schrödinger-Poisson systems we are considering because, as pointed out in [29, p. 47] , our functional J only has a local linking at the origin. Currently, it seems unclear how to implement the monotonicity trick in a local linking geometry, due to the lack of an explicit minimax description of the critical values in this setting.
To get around these difficulties, motivated by [41] , we consider an augmented functionalJ : R × X → R, see (3.4) . It turns out thatJ easily satisfies the (PS) condition (Theorem 3.6), and if (s,ū) is critical point ofJ, thenū is critical point of J (Lemma 3.5). Moreover,J has a local linking at (0, 0) and we can compute the homology ofJ at infinity, so that eventually we will apply Morse theory to get a critical point ofJ and thus of J.
The paper is organized as follows. In Section 2 we recall the functional analytic tools we'll need and prove Theorem 1.1. In Section 3, we deal with the superquadratic case and present the proof of Theorem 1.2.
The coercive case
Let us discuss some first consequences of assumption (V 0 ). From the lower boundedness we will henceforth fix m > 2 such that
As already mentioned, by [42] we see that the Hilbert space
is essentially selfadjoint (by Kato's criterion), semibounded from below on X ⊆ L 2 (R 3 ) and the spectrum of the corresponding Schrödinger operator σ (−∆ +V ) is discrete (with finite multiplicity) and bounded from below. In the following, we will denote by X + , X − and X 0 respectively the positive, negative and null eigenspaces of the Schrödinger operator, and by u → u ± and u → u 0 the corresponding orthogonal projections. Accordingly, there exists λ ± > 0 such that
As already pointed out, solving (1.2) is equivalent to finding critical points of the C 1 functional J : X → R,
where φ u is the unique solution of
see e.g. [6] . We will also need the following estimate, whose proof is similar to [7, Eqn (19) ], therefore is omitted.
Lemma 2.1. For any u ∈ H 1 (R 3 ) we have
Given a Hilbert space X , we say that a functional J ∈ C 1 (X ) has a local linking at 0 if X = X − ⊕ X + for some closed proper subspaces X ± and for some ρ > 0 there holds
This implies that u = 0 is a trivial critical point of J. The following three critical point theorem can be found in Liu [ 
for all t ∈ R, then J is coercive on X .
Proof. Let us choose m > 0 as in (2.1) and set Λ : X → R,
For u ∈ X , using (2.5) we have
Therefore, it suffices to show that the functional Λ is bounded from below. For any M > m, since V (x) ≥ −m for all x ∈ R, we have
Accordingly, we split all the remaining integrals on the two sets {V > M} and {V ≤ M}, proving boundedness of the corresponding quantities separately.
On {V ≤ M}, which has finite measure by assumption (V 0 ), Hölder inequality gives
.
Similarly, using (2.6) as well,
for some constants C r depending on M, V and r ∈ [1, 2[. Hence
and since q, p ∈ [1, 2[, for any choice of M, m the right hand side is clearly bounded from below. Consider now
For r ∈ {p + 1, q + 1}, by the interpolation inequality we have
We can suppose that u = 0 on {V > M} (otherwise Λ + M (u) = 0) and set
Then applying (2.9) for r = q + 1, p + 1 to (2.8) we have
With this choice of M at the very beginning, the above argument shows that Λ
is exactly the right hand side of (2.7), we deduce that Λ is bounded from below and the proof is concluded.
Remark 2.4.
• Regarding the potential, coercivity holds under slightly weaker assumptions, namely that the measure of {V ≤ M} is finite for a suitable large M prescibed by the validity of (2.10). However, without assuming the full (V 0 ) in the previous proposition, compactness starts becoming the main issue to prove existence of a solution.
• The case 1 ≤ p < q = 2 can also be treated but is border-line: consider in (1.2) the nonlinearity f (t) = λ |t|t for λ > 0. The previous proof still works for λ ≤ λ 0 being λ 0 a small positive number that can be explicitly computed, but fails for λ > λ 0 . The arguments in [7, Theorem 4.1] show that for λ > λ 0 there are actually no solutions. Now we can give the proof of Theorem 1.1.
Proof of Theorem 1.1. The arguments of [6, p.4933 ] and the coercivity of J imply that the (PS) condition holds. Let X − , X + and X 0 be the negative, positive and zero eigenspaces of the bilinear form Q defined in (2.2), with u − , u + and u 0 being the respective orthogonal projections of u. We claim that J has a local linking at 0 with respect to the decomposition (X − ⊕ X 0 ) ⊕ X + . By the compactness of X ֒→ L 2 (R 3 ), both X − and X 0 are finite dimensional and (X − ⊕ X 0 ) has positive dimension because inf σ (−∆ + V ) ≤ 0. By the embedding X ֒→ L r (R 3 ) for r ∈ {p + 1, q + 1}, there holds
where, recalling that p, q > 1 and (2.4)
This immediately forces J > 0 on B R ∩ X + \ {0} for suitably small R > 0. For u in the finite dimensional space X − ⊕ X 0 (where all norms are equivalent), it holds
for somec > 0. Therefore, by (2.4) and (2.3) we deduce
for an even smaller R > 0. The conclusion now follows from Theorem 2.2.
Remark 2.5. The condition F(t) ≥ c|t| p+1 is only used to deal with the case dim X 0 > 0. If dim X 0 = 0 it is not needed and the multiplicity result above holds under the sôle assumption (1.9) with p, q ∈]1, 2[.
The superquadratic case
Let us recall the assumptions we will use in this section to prove Theorem 1.2:
is bounded from below and |{V ≤ k}| < ∞ for all k ∈ R,
and there exists R > 0 such that
(
We first briefly discuss the meaning of the previous hypotheses, as well as some of their consequences.
• Assumption (V 1 ) can be seen as a lack oscillation condition at infinity. For coercive radial potentials V (x) = v(|x|) it can be rephrased requiring that r → v(r) r 2 is non-decreasing. An example of coercive potential failing to satisfy (V 1 ) is V (x) = |x| 2 + |x| sin |x| 2 .
• Condition (V 2 ) rules out exponentially growing potentials for which the implication u ∈ X ⇒ u(λ ·) ∈ X may fail for λ = 1. For example, if V (x) = e |x| and u = e −|x| /(1 + |x| 4 ), then certainly u ∈ X but u(λ ·) fails to be in X for any λ ∈ ]0, 1[. A quantitative version of this is given in Lemma 3.1.
• Notice that condition ( f 1 ) implies that |F(t)| ≤ C (|t| 2 + |t| p+1 ), p < 5, so that J is well defined on X . We avoid the critical case p = 5, which would require a separate concentrationcompactness analysis.
• Hypothesis ( f 2 ) is a 3-superlinear condition of Ambrosetti-Rabinowitz type. By standard arguments, it implies that t → F(t)/|t| µ−1 t is non-decreasing and therefore,
Proof. For t ≥ 1 we have
ThereforeṼ (tx) ≤ t κṼ (x). The argument for the case 0 < t < 1 is similar.
For any t > 0 and u
and define on the Hilbert space R × X (with natural norm (s, u) 2 = s 2 + u 2 ) the augmented functionalJ
Proposition 3.3. Assume (V 2 ) and ( f 1 ). Then the functionalJ is well defined on R × X , of class C 1 and
F(e 2s u) dx, (3.5)
2 f (e 2s u) e 2s u − 3F(e 2s u) dx. (3.7)
Proof. By changing variables, it suffices to prove the statement for J(t, u) = J(u t ) on R + × X . A simple scaling argument shows that φ u t (x) = t 2 φ u (tx), so that the following change of variables is justified by φ u ∈ L 6 (R 3 ) and u ∈ L 12/5 (R 3 )
Similarly,
For the potential term, thanks to the continuity of V the change of variable x = y/t is justified on any fixed ball B R and the previous Lemma ensures
so that letting R → +∞ proves thatJ is well-defined. Formula (3.5) directly follows from changing variables. Formula (3.6) can be computed in a standard way, while (3.7) is obtained by deriving under the integral sign in (3.5). Observe that 2 f (e 2s u) e 2s u − 3F(e 2s u) ≤ C(e 4s |u| 2 + e 2ps |u| 6 ) (3.8)
by the growth condition ( f 1 ) and
due to |V | ≤Ṽ + m, (V 2 ) and Lemma 3.1. Moreover both
are continuous by dominated convergence and standard arguments yields the differentiation formula (3.7). Finally, the estimates (3.8), (3.9) ensure the continuity of the corresponding Nemitskii operators appearing in (3.6) and (3.7), so thatJ is of class C 1 . Proof. Let u (t) (x) = u(tx). The same argument used in the proof of Proposition 3.3 shows that under assumption (V 2 ) the curve t → u (t) is continuous in X at t = 1, and the functions ϕ(t) := J(u t ) and ψ(t) := J(u (t) ) are differentiable at t = 1. By the mean value theorem
for some ξ t lying on the segment from u t to u (t) . Therefore ξ t → u in X as t → 1, because both u t and u (t) possess this property. Consequently, DJ(ξ t ) → DJ(u) = 0 and
because u (t) is continuous. It follows from (3.10) and ϕ(1)
By the usual form of the Pohozaev identity 1 the last term vanishes, thus proving the theorem.
In the following, we denote byDJ the total differential ofJ with respect to both variables s and u. The map t → J(ū t ) is C 1 by Proposition 3.3 and The function t → J(v t ) is C 1 by Proposition 3.3 and
where the first equality is due to Remark 3.2. By the Chain Rule and ∂ sJ (s,ū) = 0 we have
f (e 2s u) e 2s u − λ F(e 2s u) dx.
Using (2.5) on the second integral and ( f 2 ) on the last, we thus obtain
F(e 2s u) dx. (3.12)
The third integral is bounded from below through (V 0 )-(V 2 ) and Hölder's inequality. Indeed, set
Then, by a change of variables,
As W λ is bounded on bounded sets, we let C λ ∈ R be such that
. (3.14)
On R 3 \ B R , we split the integral on the two sets {V ≥ 0} and {V < 0}, the latter having finite measure by (V 0 ). Because 2(λ − 2) > 2, assumption (V 1 ) implies that
On the other hand, by (V 2 ) and V ≥ −m we have
We thus have, for some possibily larger C λ
(3.15) Combining (3.13), (3.14), (3.15) and computing |v| 3 in terms of |u| 3 by changing variable, we get
Inserting the latter into (3.12), for our (PS)-sequence {(s n , u n )}, we have
F(e 2s n u n ) dx
From λ > 3 we infer (λ −3)ξ n −C λ ξ 2/3 n → +∞ if ξ n = e 3s n |u n | 3 3 → +∞, while also using µ −λ > 0 and F ≥ 0 we deduce from the previous estimate that 17) and recalling thatJ(s n , u n ) = O(1) we also get through the previous bounds
To complete the proof of the boundedness of u n , let S ≥ 1 be such that |κs n | ≤ S. Applying Lemma 3.1 for x being xe −s n and t being e s n , we get
Choose k ≥ m large enough such that
Thus, also using V ≥ −m on {V ≤ k}, we deduce
where we used (V 0 ) and (3.17) in the last inequality. From (3.18) we thus infer
Finally, due to k > m it holds V + m ≤ 2V on the set {V > k} and V + m ≤ 2k on {V ≤ k}, thus
n dx + 2k |{V ≤ k}| 1 3 |u n | 3 dx 2 3 ≤ O (1) by (3.17) , proving the boundedness of {u n } in X . Finally, the proof of the strong compactness of {u n } again follows as in [6] thanks to the compactness of X ֒→ L p (R N ) for p ∈ [2, 6[. 
(3.20)
Proof. The estimate is independent of τ and u, so we let v = u e τ and observe that Proof. We first show that for some r > 0 J(s, u) > 0 for |s| < r, u ∈ X + , u < r. , u) 2 ).
The latter readily yelds (3.24) and, for s = 0,
proving the claimed local linking in case (1).
In case (2) we proceed as in Theorem 1.1: the previous computations yield
and being all norms in X − ⊕ X 0 equivalent we deducẽ
Thanks to ν < 4, we inferJ (0, u) < 0 for u ∈ X − ⊕ X 0 , u < r, concluding the proof in this case. 
