Within GMPLS framework, the signaling protocol Resource reSerVation Protocol with Traffic Engineering extensions (RSVP-TE) is extended to support the requirements of an Automated Switched Optical Network architecture. This paper presents the extensions of the end-to-end connection services in an overlay network built on two control planes. RSVP-TE protocol extensions are first described between an IP/MPLS router and a SDH/GMPLS core optical cross-connect, defining GMPLS-UNI. Dimensioning of three scenarios proving the benefits of GMPLS-UNI is discussed.
INTRODUCTION
247 network elements hosting non-packet based switching matrix, from labeled packet, frame, cell switching technologies to circuit switching technologies including SDH and Optical Transport Hierarchy (OTH). E.g. an IP/MPLS-over-SDH/GMPLS network architecture is considered within this paper, all the results presented apply to an SONET/GMPLS transport network. The core network comprises two control planes: IP packet transport layer on top of the time-division-multiplexing (TDM) transport layer. The TDM layer consists of optical cross-connects (OXCs) interconnected by one or more optical fibers (physical links). Each SDH connection corresponds to a logical link for the IP/MPLS layer. These links interconnecting Label Switching Routers (LSRs), constitute a virtual topology. The control plane interactions i.e. the fiinctional coordination capabilities between the layers are described in the following section. The section 2 provides the new signaling extensions required at the router-OXC interface to enable end-to-end connection coordination. In section 3, three multilayer network recovery scenarios are presented and the section 4 allows to position the new User-to-Network Interface GMPLS-UNI capabilities.
CONTROL PLANE INTERCONNECTION MODELS
As defined in [1] , different control plane interconnection configurations can be deployed at the User-to-Network Interface (UNI) reference point. Optical Internetworking Forum did specify the OIF UNI version 1.0 implementation agreement [2] . This signaling interface is applicable when the IP/MPLS client and SDH/GMPLS server belong to separate administrative domains. End-to-end signaling functions, the exchange of reach-ability, topology or explicit route connection information between the control plane instances are not possible. The messages exchanged through the OIF UNI are limited to requests for and acknowledgements of the establishment and tear-down of transport connections. OIF UNI introduces GENERALIZED_UNI object enabling address separation, both types and spaces increasing complexity. More GENERALIZED_UNI object functionality can be addressed with EXPLICIT_ROUTE object.
From the OIF-UNI inherent complexity, a user-to-network signaling interface is being developed at the IETF: the GMPLS-UNI (a.k.a. GMPLS for overlay networks [3] ). The major differences between the OIF UNI and the GMPLS UNI signaling interface can be summarized as follows: (i) simplify end-reference point identification to numbered (IPv4/IPv6) or unnumbered interfaces (ii) allow clientdriven explicit routing, typically loose routing and (iii) maintain a single end-toend RSVP [4] signaling session (see the more in [1] ).
The GMPLS UNI interface [3] is defined as an RSVP-TE signaling interface for packet-over-circuit and circuit-over-circuit networks that provides: connection provisioning and multi-layer recovery. The former includes LSP establishment, deletion, modification, and status inquiry. The latter entails failure notification, establishment of resource disjoint paths in response to a failure.
For end-to-end recovery, GMPLS-UNI enables to associates explicitly one or more working connections with one protecting connection with the ASSOCIATION object [4] . This object is carried in the Path message of the working LSP and in the protecting LSP. Each transit node along the LSP route transmits the ASSOCIATION object without any modification. GMPLS UNI allows the usage of the PROTECTION object as extended in [4] . The client LSR's explicitly specify the desired end-to-end LSP recovery level starting at the ingress and terminating at the egress router. The protection types defined are: dedicated protection, protection with extra-traffic, (pre-planned) re-routing without extratraffic and dynamic re-routing. The Notify message provides a fast mechanism to notify non-adjacent nodes of events such as LSP failures [4] . Notify messages are only generated when explicitly configured during LSP establishment with the NOTIFY_REQUEST object. The Notify message does not have to follow the same path as the Path/Resv messages used to establish the LSP and is not processed at intermediate nodes. From GMPLS-UNI signaling function such as (i) end-to-end explicit routing and label control, (ii) end-to-end LSP association, (iii) end-to-end LSP protection, (iv) end-to-end route diversity, and (v) multi-layer fast notification, three recovery scenarios are developed.
MULTI-LAYER NETWORK RECOVERY SCENARIO
To dimension the recovery in IP/MPLS-over-SDH networks, three scenarios have been developed. For each, the OIF-UNI and the GMPLS-UNI interfaces are compared. The Italian network topology was used, composed with 30 point-ofpresences (PoP's) interconnected with 62 physical links. At each PoP, a single backbone router office is set-up. The line side interfaces of the router are supposed to be the same as OXC ones i.e. STM-X with X= 1,16 or 64. The total number of STM-X ports is summed from add/drop ports and in/out ports. Through each scenario, the interface STM-X sends/receives VC-4-Xc virtual containers. The TDM recovery connections are pre-planned (see [1] ) i.e. network resources are computed, selected and reserved but not cross-connected. The recovery resources can not carry any traffic because they are not provisioned at the data plane but only at the control plane level (i.e. "soft-provisioned"). Soft-provisioned connections enable the sharing of the recovery resources. In case of failure, switching from the working to the recovery sub-connection occurs at the edge i.e. OXCs b and f The issue intrinsic to scenario 1 is at UNI reference point between the router and its adjacent OXC, it requires link protection. The protection only works between the edge cross-connects inside the transport network. The recovery resources can not transport router driven best-effort traffic because the recovery switching point is located inside SDH/GMPLS network. The recovery connection is established from B to F and is route diverse. The protecting TDM connections are soft-provisioned and can be shared between several source-destination pairs. For a link failure event, after reception of Notify message, the ingress router signals the corresponding soft-provisioned recovery connection. This bottom-up end-to-end connection recovery requires a coordination based on the Notify message from the OXC to the router. This scenario requires to implement GMPLS-UNI between each router-OXC pair. Finally this scenario enables dual homing protection at UNI reference point i.e. the edge devices when an edge router is connected to two edge routers. In the scenarios represented in fig. 6 , the provisioning of the packet LSP's is completely processed on the logical topology created by the IP/MPLS network [5] . Each packet LSP and its detour LSP (i.e. its protecting LSP) can use one or more TE links. In the transport network, the recovery SONET/SDH connection used to protect the working SONET/SDH connection is used by the detour LSP protecting the packet LSP. This packet LSP is nested in the working TDM connection and its detour LSP is nested in the recovery TDM connection. In this scenario, the recovery SONET/SDH connection are fully reserved i.e. the network resource along the TDM recovery connection route are computed, selected and reserved and cross-connected (see [1] for details). Each detour LSP reserves the same amount of bandwidth than its attached protected packet LSP. A detour LSP can be shared between one or more packet LSP's i.e. the bandwidth reserved for the detour LSP can be shared by other detour LSP's. This technique is referred as "Facility backup" in [5] . In scenario 3, there is no dedicated TDM connection either for working connection or for recovery connection. Each TDM LSP can nest a set of packet LSP's and detour LSP's. Inside a TDM connection, the set of packet LSP's are route diverse from the other packet LSP's protected by the detour LSP's.
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GMPLS-UNIDIMENSIONINGS
The results prove that the GMPLS-UNI based multi-layer recovery is superior in terms of recovery speed and/or resource utilization (Figs. 7-9) . Fig.7 illustrates, the total number of interfaces i.e. routerfOXC for STM-1 {left) and STM-16 (right) interfaces. Fig.8 gives STM-64 filling ratio with VC-4 {left) and VC-4-16c {right) and Figure 9 , the traffic recovery ratio in function of the recovery delay (ms). For the same recovery level (IP/MPLS protection), sce.2 is the optimal for resource usage and scenario 3 is the fastest. The recovery time is the duration elapsed from a failure detection and the time the failed connection is recovered, 7 . The recovery of the first connection is completed at T;^'^ (/=1,2,3), the recovery of the ultimate connection is at TJoo • It appears that the recovery speed of SDH connection (scenario 1 & 2) is slower than packet LSP-based recovery, SDH/GMPLS recovery requires an additional round trip time to signal network resource compared to P/MPLS one: Due to TDM soft-provisioning applied in see. 1 & 2, protecting SDH connection requires to be cross-connected before traffic can be switched onto them. The difference between see. 1 and 2 (~5 ms) is due to one additional hop along the route of the Notify message. For scenario 1 & 2, IP/MPLS recovery mechanism can be a fallback mechanism of SDH/GMPLS recovery failure. These recovery mechanisms are resource optimal, provide fast recovery and yield a deterministic network status.
CONCLUSIONS
GMPLS UNI benefits were proved qualitatively and quantitatively facilitating sequences of recovery actions between layers which in turn allows optimizing the resource usage and the delays inferred by the restoration of the traffic. New contributions are further extending the capabilities of the GMPLS UNI by allowing routing information to be exchanged to evolve towards an augmented model. The GMPLS UNI as defined by the IETF, is an important step in the continued evolution towards the delivery of integrated and intelligent network solutions.
