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Abstract
The work of this thesis is mainly on an 
investigation of the "corner transfer matrices" (CTM) of 
the Ising model in statistical mechanics. The thesis starts 
with a review on the Ising model and is followed by a brief 
discussion of various methods for investigating the Ising 
model. In particular, new techniques and approaches 
developed by Baxter form the basis for further research 
described in this thesis. Thus in Section I, the review is 
introduced first.
In Section II, the new technique for investigating 
the zero field, eight-vertex model on the squ are lattice 
using the CTM suggested by Baxter (1976) is applied to the 
anisotropic, ferromagnetic, triangular Ising lattice in zero 
field below its critical temperature. The diagonal form of 
the CTM of the triangular lattice shows essentially the 
same structure as that for the square Ising lattice. The 
spontaneous magnetization can be obtained easily from this 
method. It is hoped that this technique will give 
illuminating insights into the problems of critical phenomena.
In Section III, the variational approximation 
approach for the square lattice Ising model developed by 
Baxter (1978) is studied. The accuracy and rate of
vi
convergence of this approach is tested by applying the 
method to the zero field Ising model on the square lattice.
The problem is simplified to that of solving a relatively 
small system of non-linear equations. The estimates to the 
spontaneous magnetization and the critical temperature from 
the sequence of variational approximations are obtained.
The results converge rapidly to the exact ones. They exhibit 
a cross-over phenomenon and satisfy a scaling relationship 
for the spontaneous magnetization. Since this method can be 
applied to many systems such as the square lattice Ising 
model with a magnetic field, where the exact solution is not 
available yet, one may expect to obtain good approximations 
to the thermodynamic functions of these models by using 
this method.
The work described in this thesis has been reported 
in the following papers :
(i) Tsang, S. K., (1977) J. Stat. Phys. 17:137-152.
'Corner Transfer Matrices of the 
Triangular Ising Model'
(ii) Tsang, S. K., (1979) J. Stat. Phys. 20:95-114.
'Square Lattice Variational Approximations
Applied to the Ising Model'
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SECTION I
statistical mechanics of 
phase transit ions
Phase Transitions and 
Critical Phenomena 1
Statistical mechanics is the study of the 
equilibrium properties of macroscopic systems in terms of 
their microscopic properties. It was only in 1902 that a 
comprehensive formulation of statistical mechanics was 
given by Gibbs (1902). Since then, a better understanding 
of the relations between the macroscopic description of 
many physical phenomena through thermodynamics and the 
underlying atomic theory has been established.
One of the oldest problems in equilibrium 
statistical mechanics is the theory of phase transitions. 
In particular, a great deal of attention has been given 
to the theoretical and experimental investigation of 
critical phenomena in phase transitions (Stanley, 1971).
A wide variety of physical systems exhibit 
critical phenomena, for example, fluid systems, magnetic 
systems, ferroelectric systems, metallic alloy systems. 
Since this is a fairly general physical phenomenon, using 
equilibrium statistical mechanics alone, one expects to be 
able to find the existence of the critical phenomena and 
the thermodynamic behaviour near the critical region of 
such systems.
3Consider, for example, a system of magnetic spins, 
in the presence of a strong magnetic field H parallel to 
the magnetic axis of the system. At sufficiently low 
temperature, if we decrease the magnetic field to zero, a 
spontaneous magnetization of the system remains. Fig. 1.1 
shows the change of this spontaneous magnetization with the 
temperature of the system. Above a certain temperature 
known as the critical temperature of the system, the 
spontaneous magnetization vanishes completely. The point at 
which the spontaneous magnetization of the system vanishes 
is known as the critical point of the system.
In the study of such critical phenomena, we are 
interested in the thermodynamic behaviour of functions like 
the magnetization, the specific heat, the susceptibility
this region
Fig. 1.1 The spontaneous magnetization M as a function 
of temperature T , T^ being the critical 
temperature.
4and the correlation function. Obviously, the spontaneous, 
magnetization of the system is singular at this point.
It is customary to consider the singularity at the critical 
point as a power law singularity. That is, we expect that 
near the critical point, the spontaneous magnetization 
behaves as
M * ( T - T ) ^ , T + T ~  (1.1.1)0 v c ' o
where 3 is known as the critical exponent for Mq .
Other commonly considered critical exponents are
(i) 6 for the critical isotherm,
H % I M I6 , (1.1.2)
where H is the magnetic field and M the 
magnetization;
(ii) a j a ' for the specific heat 
magnetic field,
CH % ( Tc - T .
cH % ( t - to y a ,
(iii) y , y' for the zero field isothermal susceptibility,
XT ^ ( Tq - T )"Y , T -> T~
(1.1.4)
XT * ( T - Tc )"Y , T - T+o
Cu at constant
tl
T + T
(1.1.3)
T -y T+
5(iv) v , v' for the correlation length,
£ v ( T - T )
6 v ( T - T ) s c
-v
-V
T T
T + T
(1.1.5)
(Stanley, 1971).
Consequently, a problem of central interest in the 
theory of critical phenomena is the determination of the 
critical exponents governing the approach of the system to 
the critical point.
Using standard statistical mechanics, for a 
molecular system with general intermolecular forces, the 
relative statistical weight of a state s of the system 
with y E(s) is given by exp ( - E(s)/kßT )
where kn is the Boltzmann’s constant and T the
D
temperature of the system. By forming the partition 
function of the system
Z = I exp ( - E(s)/k T ) (1.1.6)
(s)
where the summation is over all allowable states s of the 
system, we can then derive all the thermodynamic functions 
of the system by the usual procedures of statistical 
mechanics and in particular, one can find out whether the 
system undergoes a phase transition nv "tkc L'^ 't
However, the interactions between the molecules in 
a real macroscopic system are far too complicated for the sum 
over states in (1.1.6) to be tractable. So, some kind of
6approximation or idealization of the system is necessary.
In general, a model of some kind,simplifying the interactions 
and the Hamiltonian of the system is introduced. Amongst 
these, we have the Ising model, the spherical model, the 
Heisenberg model, the ferroelectric model, the eight-vertex 
model, the Potts model etc. In particular, the Ising model 
undoubtedly has received the most attention.
The
Ising Model 2
An ideal model in statistical mechanics should 
describe the characteristics of a realistic system which 
is important for the phenomenon under study and at the same 
time be tractable mathematically. The Ising model provides 
such a model in the study of ferromagnetism.
The system considered in the model is an array of 
N fixed points in a d-dimensional periodic lattice.
Associated with each lattice site j is a spin variable a .
0
which may take up values +1 or -1 . A particular set of
values of all the spins constitutes a configuration of the 
lattice and one may assume particular interactions between 
spins such as nearest-neighbour or next nearest-neighbour 
interactions or even other two-body or many body interactions. 
However, in general, to resemble the realistic situation, it 
is usually assumed that there are only short range forces 
between the molecules, in particular, that there are only 
nearest-neighbour interactions.
a model for ferromagnetism. He studied the one-dimensional 
Ising chain with nearest-neighbour interaction and found no 
phase transition. There was not much development on the
The model was first considered by Ising (1925) as
8model until 1936 when Peierls (1936b) showed that the Ising 
model in two and three dimensions did exhibit spontaneous 
magnetization at sufficiently low temperatures. 
Unfortunately, his proof not rigorous and mas corrected 
by Griffiths (1964). In 1941, Kramers and Wannier (1941a,b) 
investigated, on the square lattice, an Ising model with 
nearest-neighbour interactions only and were able to locate 
the transition temperature of the system using a dual 
transformation relating the low and high temperature 
expansions of the partition function. Approximations for 
the free energy of the system were obtained using a 
variational method (Kramers and Wannier, 1941b). A major 
breakthrough in the development came in 1944 when Onsager 
(1944), using the transfer matrix formulation of the model 
(Kramers and Wannier, 1941a; Montroll, 1941), obtained the 
exact solution of the two-dimensional square Ising model 
in the absence of a magnetic field. In 1949, a simplified 
version of his solution was given by Kaufman using spinor 
algebra (Kaufman, 1949; Kaufman and Onsager, 1949).
Although the result for the spontaneous magnetization of 
the system was announced by Onsager (1949), the derivation 
was given only in 1952 by Yang (Yang, 1952; Chang, 1952). 
Exact results for many other lattice systems such as the 
triangular lattice (Newell, 1950; Wannier, 1950), the 
honeycomb lattice (Husimi and Syozi, 1950; Syozi, 1950; Houtappel, 
1950) and the Kgome lattice (Syozi, 1951) were put forward 
almost simultaneously. Unfortunately all these results are 
for zero magnetic field. Further advances in our
9mathematical and physical understanding of the model was 
provided by Yang and Lee (1952a,b) in their description of 
the model as a lattice gas and their theorem on the roots 
of the partition function of the system. In the 1960 s, 
many different methods for obtaining the exact results were 
developed. Examples are the combinatorial method 
(Kac and Ward, 1952; Potts and Ward, 1955; Potts, 1955); 
the Pfaffian approach (Hurst and Green, 1960; Fisher, 1961, 
1966; Kasteleyn, 1961,1963; Montroll, Potts and Ward, 1963); 
the field theory approach (Schultz, Mattis and Lieb, 1964; 
Hurst, 1966; Gibberd and Hurst, 1967); using perturbation 
theory (Herman and Dorfman, 1968) and recently, using 
star-triangle relations (Baxter and Enting, 1978; Hilhorst, 
Schick and van Leeuwen, 1978). However, all these methods 
merely re-derived the original results: no new results 
were produced. The two-dimensional Ising model in the 
presence of a magnetic field and the three dimensional 
problem has yet remained unsolved.
It is therefore necessary to investigate these 
problems using other approximation methods. Some of the 
better known approximation methods studied are :
(i) Closed form approximation methods including the
cluster variation method (Peierls, 1936a; Li, 1949; 
Kikuchi, 1951; Kikuchi and Brush, 1967); the constant 
coupling approximation (Kasteleyn, 1956; Danielian, 
1963); and the matrix and variational methods 
(Kramers and Wannier, 1941b; Woodbury, 1969).
10
However, these methods, although they give reasonably 
good description of the system away from the critical 
point, fail to account for the correct thermodynamic 
behaviour of the system near the critical region. 
Recently, a special approximation method using the 
variational principle was developed (Baxter, 1978). 
The method is interesting as it is possible to 
obtain reasonably good estimates of the critical 
temperature as well as many other thermodynamic 
properties of the system with only moderate amount 
of computational efforts.
(ii) Series expansions in powers of some appropriate
variable (Domb, 1949; Sykes, Essam and Gaunt, 1965; 
Sykes et at,, 1973a,b,c; Domb, 1974). If 
sufficient terms in the expansions can be derived, 
it is possible to estimate the critical temperature 
and the critical exponents of the system from the 
series. In particular, they provide the best 
estimates of the critical temperature and critical 
exponents of the three-dimensional Ising model. 
However, using the conventional combinatorial 
technique, enormous amount of computation work is 
required to obtain the series. Hence, it may be 
more efficient to obtain the series using algebraic 
techniques like the variational method (Baxter, 1978; 
Baxter and Enting, 197 9) .
11
(iii) Renormalization group method (Kadanoff, 1966;
Wilson, 1971a,b). In this method, one focusses 
attention on the critical region directly, by means
ffoöt/vöte.
of a sequence of transformations. Though very good 
estimates of the thermodynamic functions of the 
systems considered may be obtained using simple 
approximation methods (Kadanoff, 1975; Southern, 1978) 
no exact result has yet been arrived through this 
approach, with the exception of the recent derivation 
of the critical exponent a of the two-dimensional 
Ising model by Hilhorst, Schick and van Leeuwen (1978)
Despite all the intensive studies on the model, 
exact results have only been obtained in the two-dimensional 
case in the absence of a magnetic field. It is therefore 
interesting to further investigate the properties of the 
model. It is hoped that such investigation may bring 
illuminating insights to various unsolved problems of the 
model as well as problems vfisinj from other models for 
phase transition.
Recently, a new technique for investigating the 
zero field, eight-vertex model on the square lattice using 
"corner transfer matrices" was suggested by Baxter (1976). 
The following sections of the work will be devoted to the 
corner transfer matrices of the triangular Ising model as 
well as the investigation of the convergence of the 
variational approximation when applied to the square lattice 
Ising model.
S E C T IO N  n
corner t r ans fe r  m a t r i ces  o f  
t h e  t r i a n g u l a r  I s i n g  m o d e l
In t r o d u c t i o n 1
The "transfer matrix" technique has proved to be 
very useful in solving many models of statistical mechanics. 
The idea was first applied by Kramers and Wannier (1941a), 
and Montroll(1941) to the Ising problem. It was shown 
that the partition function of a two-dimensional square 
Ising lattice can be written as the trace of a product of 
row (or column) transfer matrices. In the thermodynamic 
limit, this is proportional to the largest eigenvalue of 
the transfer matrix involved.
\
From the time Onsager (1944) solved the 
two-dimensional Ising model on the square lattice, papers 
began to flow forth on the subject and the "transfer matrix" 
technique was used to solve many models of phase transitions 
(e.g. the Ising model, the eight-vertex model,
etc.). In 1976, a new form of transfer matrix was 
suggested by Baxter (1976): namely, the "corner transfer 
matrix" (denoted by CTM). Baxter used this technique to 
investigate the zero field, eight-vertex model on the square 
lattice. In the special case when the eight-vertex model 
reduces to two independent and identical Ising models, an 
exact solution of the CTM can be obtained (Baxter, 1977). 
This method is interesting because the diagonal form of the
14
CTM has a very simple direct product structure. So, it is 
encouraging to see. Aether other models also have similar 
properties.
The following work aims at applying these ideas to 
the anisotropic, ferromagnetic, triangular Ising model.
One of the advantages of this approach is that it provides 
a relatively simple derivation of the spontaneous 
magnetization of the system.
The triangular Ising lattice has been of great 
interest to many authors. Since Onsager's celebrated 
result of the square lattice Ising model was produced, the 
thermodynamic properties of the triangular lattice have been 
studied independently by various authors (Husimi and Syozi, 
1950; Wannier, 1950; Newell, 1950; Temperley, 1950).
The spontaneous magnetization of the lattice was obtained 
in 1952 by Potts (1952) after Yang (1952) gave the derivation 
of the spontaneous magnetization for the square lattice.
A thorough investigation on its spin correlations both in
4
the ferromagnetic case and the antiferromagnetic case was 
carried out by Stephenson (1964, 1966, 1970a,b).
It is the purpose of this work to evaluate the CTM 
of this model. We will define the CTM for the triangular 
Ising lattice in Section II.2. We are able to diagonalize 
the CTM and obtain its eigenvalues by using spinor 
representatives, which were first developed by Kaufman (1949). 
The essential procedures in the derivation and the results 
of our analysis of the representatives of the CTM are
15
presented in Section II.3 to II.5. In Section II.6, we 
conclude by giving the diagonal form of the CTM and obtain 
the expression for the spontaneous magnetization of the 
ferromagnetic triangular Ising model.
The CTM of
t h e Tr i a n g u l a r  La t t i c e
§ 2,1 THE CORNER TRANSFER MATRIX
As the starting point of our formulation, we 
define the corner transfer matrix for a general anisotropic 
triangular Ising lattice in zero magnetic field.
Consider a hexagonal-shaped lattice plane with 
( 2n + 1 ) spins sites along the major diagonals of the 
hexagonal as shown in Fig. 2.1. We impose the condition 
that the boundary spins of the lattice are all +1 
Label the three principal directions of the lattice as 
a j t and c , and assume only nearest-neighbour 
interactions with energies J i , Jz and J 3 along these 
three directions a , t and c respectively.
Let = ± 1 be the spin of the i th site, then, the
Hamiltonian of the system is given by
ln .n
J . . a . a .
'Z'J  ^ J
(2.2.1)
where the summation is over all nearest neighbours and 
J,. = J i , J 2 or J 3 depending on whether the bond betweenij " 1
the spins a and o . is in the direction a
i 0
respectively. The partition function is given by
t
Zn = I exp ( - H/kßT ) ( 2 . 2 . 2)
17
where kß is the Boltzmann's constant and T the temperature. 
The summation here is over all possible spin configurations 
of the lattice.
lattice into six "corners" ( A to F ) with three cuts along 
the major diagonals of the hexagon. The partition is such 
that each corner contains all the bonds between the spins 
inside the corner but only bonds on the left cut, as seen 
from the centre spin of the lattice ( see Fig. 2.2 for 
corner A ).
T 5
Fig. 2.1 A triangular lattice with hexagonal boundary
and 2n + 1 ( n =  4 ) spins along each diagonal.
In a similar way to Baxter (1976), we divide the
a ->•o
18
+
Fig. 2.2 Comer A of the lattice corresponding to CTM A .
The sumnation in (2.2.4) is over all dotted spins.
Let the centre spin of the lattice be oi and
denote the six half-cuts of the lattice by Ti , t 2 t 6
as in Fig. 2.1. Clearly, if all the spins on Ti to t 6
are held fixed, the summation in (2.2.2) can be factorized
into six parts and Z can be written as r n
Zn = i ••• I 4(T ! I T 2 ) B( T2|t 3) ... F(t 6 I T1 )
Tl Te (2.2.3)
where 4 (t i |t 2) > F(t 2 |t 3) , ... , F(t 6|t i) are the corner
transfer matrices that account for the contributions to Zn
from bonds in the respective corners. More explicitly, if 
we denote the spins of Tj by ax , a2 , ... , and
r r tT2 by ai , a2 , ... , a , we have, for example, that the
matrix A is given by
I exp ( - H^/kBT)A (t i I t 2) = 5 (2.2.4)
19
where H^  is the interaction Hamiltonian involving all the 
bonds of the corner and the summation is over all interior 
spins of the corner as shown in Fig. 2.2.
Furthermore, it can be seen readily that the matrix 
D is the same as A , E as B , and F as C . Hence 
(2.2.3) can be written as
Z = Trace ( ABC )2 . (2.2.5)n
We further note that B is obtained from A by replacing 
Ji by J2 , Jz by J3 and J3 by Ji . Similarly C is 
obtained from A by replacing Ji by J3 , J3 by J2 and 
J 2 by J i .
In the thermodynamic limit, the partition function 
per site is given by
Z = lim Z1/N (2.2.6)n 
oo
where N is the total number of sites in the lattice and 
the free energy per site f is
k T
f  = - lim -2- In Zn (2.2.7)
n->°°
Also, the spontaneous magnetization M is just
< g  i  >
Trace { S(ABC) } 
Trace { (ABC)2 }
( 2 . 2 . 8)
where
t t
S( oi,...,on I ol, ...,on ) G i 6 ' 6 '
o  1 > 0  1 O 2 , O 2
. 6G , G ft ft
(2.2.9)
20
is the diagonal centre-spin operator. Since the matrices 
A , B and C all break into two diagonal blocks 
corresponding to Oj = fl or -1 , they commute with the 
diagonal matrix S .
The trace of a matrix is simply given by the sum of 
all its eigenvalues and therefore by (2.2.5) , the problem 
of evaluating the partition function reduces to finding 
the eigenvalues of the product of the corner transfer 
matrices ABC .
The following arguments will be mainly focussed on 
the analysis of the CTM A . Those for B and C may be 
obtained similarly by making the necessary changes of the 
parameters involved.
§ 2,2 HALF-ROW MATRICES
To further simplify the corner transfer matrices, we 
would like to decompose them into row matrices in a similar 
way as for the square lattice (Baxter, 1976).
We consider a more symmetric corner which includes 
the bonds on both of the cuts and denote it by A' for 
corner A and similarly B' and C' for corners B and 
C respectively. Denote
K- = J ■ / kßT , j = 1, 2> 3 . (2.2.10)
21
Obviously, the new corner transfer matrix A ' is 
related to CTM A through
A = La A ' (2.2.11)
where L A is the matrix which cancels the effect of the 
added bonds, or, more explicitly
V  ai’°2... °n
t i r
h , a 2 , . . .,on )
{ exp [- K2 (o iO 2+o 2o 3 + - • • +o o .-)]} 6 '...6 'K L n n+1 J ai,ö ! o2,o2 °n>°n
(2.2.12)
with a , = 1 . n + 1
The corner A ' can be built up by rows of triangles 
as shown in Fig. 2.3. If we define 2n x 2n matrices 
G. ( j = 1 , 2 , . . . , n ) by
J
G A  h >o2,...,on
6 '6 'öl ,Ö1 O 2 , O 2
t t tai,a2,...,
6 ' exp {a ., a . r
)
Kl0SL+l°$L+l + Kz°l°Sl + l
1=0
+ K * ° l \ +1 }
(2.2.13)
t t
The j th row of the corner A 1 , which 
corresponds to the matrix G . .
Fig. 2.3
22
Fig. 2.4 The spin interactions correspond to matrix 7. .
with °n+l °n+l 1 it can be easily seen that
A' = Gl G2 ... Gn (2.2.14)
Furthermore, each row can be regarded as building up by 
triangles of spins one at a time (see Fig. 2.4).
So each G . can be written as
0
G . = V V * ... V . (2.2.15)«7 n n-1 o
where V . is given by J
V . ( 0 i,ö2,...,oj n
1 t rö i , a2 , . . . , cr^  )
6 ' 6  ' ... 6 ' 6 '
01)01 G 2 ’° 2 ° 0 > ° C  ° j + 2 > ° j + 2
6a , a n n
exp [K1aj+1oj+1 + K2o + K3o.a.^ ]
(2.2.16)
23
§ 2.3 SPIN MATRICES
We introduce a set of Pauli spin operators in terms 
of which all the v s can be conveniently expressed.
Denote the three familiar anticommuting 2 x 2  Pauli 
spin matrices by
(where i = /-I )
d
(2.2.17)
a n d  d e f i n e  t h r e e  c o r r e s p o n d i n g s e t s o f  2
s . , q . a n d
J J di ( J' =
2, . . .  ^ n ) as
s . =J I 2 ©  I 2 ©  . . ,. ©  s ©  . . . ©  1 2
c . =J
I 2 ©  I 2 ©  . . . ©  (3 ©  .. . ©  1 2
III^3 I 2 ©  I 2 ©  . . . ©  d ©  ... ©  I 2
1
j t h  f a c t o r
x 2n matrices, 
follows
( n factors )
( n factors )
( n factors )
(2.2.18)
where I is the m x m identity matrix and ©  denotes 
the direct product of the matrices.
One can easily verify that 
a given j ( j = 13 2, . . . , n )
s .C o . and d . forJ J
(i) are anticommuting with each other, i.e.
s .J c .J + o .J s . J = 0
e .J d  .J + d •<7 e .J = 0
d •J s .J + s .J d .J =  0
(2.2.19)
24
whereas they commute with any other matrix of the 
sets of operators;
(ii) satisfy the following relations
2 2S . = C . =J J d2 = I J (2.2.20)
s • c . = i d . ;J J 0 o . d . =0 3 i s .3 ; d . s . = i3 J
(2.2.21)
§ 2.4 THE MATRICES AS A PRODUCT OF SPIN OPERATORS
o . .
3
In order to express the matrices in terms of the spin
operators defined in Section II.2.3, we further decompose V .
0
into a product of three matrices. From (2.2.16) , we have
7. = R (.2) Y(.1) R (3)
0 0 0 0
(2 .2 .22)
where
(i) I r > I
R • ( o i, o 2 , . . . , a I o i , a 2 , . . . , o )
6 ' <5 '
O 1>0 1 CT 2 , O 2 6 ' exp ( K no .o . )a ,a  ^ v £ j J-/-2n’ n
and
(i) ' ' 'F . ( oi,o2,...,a I 0 1 , 0 2 , . . . ,o„ )
&°u°i&°2,Oz---Soj,o'.öo;j+2,o[+2---Son,o^  ®*P ( V jV iV j }
i = 1, 2, 3
3=1, 2, n-i .
(2.2.23)
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It may be noted that for any matrix X whose square 
is the unit matrix, the following identity holds :
exp ( QX ) = cosh 9 + X sinh 0 (2.2.24)
for any scalar 0 . Hence, it is obvious that
exp ( Kn s . s . )& J o+l (2.2.25)
and by equating elements, we have
= ( 2 sinh 2K£ )^ exp ( K* c. + 1 )
1 , 2 , 3
7 , 2 , . .. , n-1
(2.2.26)
where
tanh K exp ( - 2 K0 ) , 1 = 1 ,  2, 3 . (2.2.27)
Hence, we may write
= (2 sinh 2KlY2 exp(K2s .q .+ )^. e x p . + J) exp(K3sj.s^+1 )
J = 7, 2, ..., n-7
and also
I, e X P  ( -  S i  > >
s = 1 n + 1
(2.2.28a)
Vn = exp ( £2 ) exp ( K 3 ) . (2.2.28b)
Similarly, L can be written as
(2.2.29)
In view of (2.2.24), F. can also be written in the
J
26
form
7 .
3
where
% Uf+9) + tf-g)s.s.+1 + (h+r)c.+1 + (h-r)s.s.+1e.+1]
(2.2.30)
f = exp ( Ki + Kz + K
9 = exp ( K l - K2 - K
h = exp ( - K i + K 2 - K
r = exp ( - - K 2 + K
(2.2.31)
The form is similar to that obtained for the square lattice 
Ising model (Baxter, 1977).
Hence, all the corner transfer matrices can be 
written as a product of matrices of the type exp ( xs )
and exp ( yo . ) . In fact, it is one of the delightful
properties of the Ising model that in the absence of the 
magnetic field, all the 2 x 2 matrices that occur have 
this structure. As will be shown in the next section, this 
means that they belong to the group of spinor representations.
T h e  Re p r e s e n t a t i v e s  
o f  t h e  CTFI 3
The problem now is to diagonalize the CTMs A , B 
and C . In Section II.2, we have shown that, in the absence 
of a magnetic field, all the matrices that occur in the model
are of the type exp ( xs .s . ) , exp ( yo . ) and theirJ J 0
products. It was illustrated by Kaufman (1949) that all such 
matrices form a 2 -dimensional representation of the group 
of rotations in 2n-dimensions and hence they can be 
represented by 2n x 2n matrices. As a result, we may 
equivalently work on the representation of the CTMs in this 
2n-dimensional rotational space.
§ 3,1 THE S P I N O R  R E P R E S E N T A T I O N S
We study here the relations between the 
2n-dimensional rotation ( i.e. orthogonal matrix ) and 
the corresponding 2 -dimensional matrix in the spin 
representation.
Given a set of y operators, Y. of dimensions
0
Yl Yl2 x 2 with ( j = 1 , 2, . . . , y ; \i >_ 2n ) satisfying
the anticommutation rule
28
r . o r .o >
y
(2.3.1)
ihe set of all non-singular 2n x 2n matrices X 
such that
_ 7
X r0 X = I X  . 0 T . , l = 1, 2, . . . , y .£ • “ .£ J , £  J
(2.3.2)
for some £ .  ^ , forms a group . The y x y matrix with 
elements x ^  is called the representative of X and is
A
denoted by X . The representatives have the following 
properties
(i) From the anticommuting properties of the r . , each
0
representative of the group is orthogonal.
Furthermore, each representative determines its parent 
matrix to within a multiplicative constant.
(ii) If X\, X 2 , X . t Y are members of the group ^
such that XiXz-'-X. = Y then the corresponding
J
representatives Xi, X 2 , •••, X ., Y satisfy the same
J
relationship, i.e. X \ X 2...X. = Y .
J
In order to formulate our problem in this spin 
representations, we define a set of 2n anticommuting 
operators by
d c l s 2
r2j-I a 1o 2 ...a._1 V2j C l O  2 . . . C . 8 . 1 ,
1 , 2 , . . . , n . (2.3.3)
where s. , u. and d. are the Pauli spin operators acting 
0 0 0
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on the j th spin as defined in (2.2.18), and sn+-j i-s 
the identity matrix.
With this set of operators, for any X  in the group 
formed by the transformation in (2.3.2), we may further 
establish the following properties on the representatives :
(iii) If X  is real and symmetric, then X  is Hermitian 
and
X n = JL X j[^ (2.3.5)
where * here denotes the complex conjugate of the 
matrix and ^  is a 2n  x 2n  diagonal matrix with 
elements
JL-, = ( -1 )J , .
J ) J
(2.3.6)
_ /\(iv) If X  is real and orthogonal, then X  is real and
1 = <4 X JL . (2.3.7)
This implies that X  is built up of 2 x 2  diagonal 
subblocks.
(v) If X  is diagonal, it must be of the form
X const, x n  % [ ( 7 t p . )  + ( l - p . ) s  . s .  ]
0 J 3 + 1
(2.3.8)
for some scalars p .  ( j  = 1, 2 , ..., n ) and X  is
3
block diagonal in the form
30
^ i
A 2
X = A . 
3
(2.3.9)
where A . are 2 x 2  orthogonal matrices and can be written 
as
A . 
3 %
, -1 
p . + p * i (p:-3 - P •) \3 3 3 3
-i (p"-7 - P •) P- t p '-7 )J 3 3 3
3 = 1 , 2 , . . . , n
(2.3.10)
( i = / - : ) .
§ 3.2 THE REPRESENTATIVES OF THE V.
We are now ready to express the corner transfer 
matrices in terms of spin representation.
It can be verified that all the matrices V . and 
3
defined in (2.2.16) and (2.2.12) belong to the
group mentioned above. Using the set of operators
defined in (2.3.3) , we find that
(i) r, r '/*-1 = “ V2j-1 1 g V2j '
1~H1•^>CK1II<=>?4-1•H
= l2j-l + “ r2j ’ if * = 2j
= h otherwise .
(2.3.11a)
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(ü)
( i ü )
where
/\
V .
3
E (S>
3
r e (.3)£ 3 = cl’T2j-l " l ß 'r 2j ’ if
T-S1cviII<=>?
i 3 'r 2j-2 + a 'r 2j ’ if £ = 2 3
r £ > o t h e r w i s e
( 2 . 3 . 1 1 b )
a n d
Y (V
3
(1 ) ~ 2 r 0 i .£ 3 = Y r 2j 1 6  r 2 j + r if £ = 2 j
= i 6 r 2j + 7 T2j + 1 > if £ = 2 3 +I
= r £ > o t h e r w i s e
( 2 . 3 . 1 1 c )
Y = c o t h  2 K 1 } 6 = c o s e c h  2K\
a = c o s h  2 £ 2 ) 3 = s i n h  2K 2 ( 2 .3.12)
a ' = c o s h  2 Z 3 } 3' = s i n h  2K 3
H e n c e ,  from ( 2 . 2 . 2 2 )  , V . i s  s i m p l y  g i v e n  by
3
23-1
23
2j + l
23-1 23 23 + 1
a a ' - f 3 3 ' y  i ( a $ ' - f a ' 3 y )  - 36
- i  (a ' 3+063 ' y)  3 3 , TLota, Y i a 6
-63' - i a '6 y
( 2 . 3 . 1 3 )
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and from (2.2.29) ,
a -iß 0 0
13 a 0 0
0 0 a -13 (2.3.14)
0 0 13 a
Hence the CTMs A , B and C are also members of
the group ( i.e. their representatives under T. exist ).<7
The D i a g o n a l i z a t i o n
OF A B d 4
5 4 , 1  THE CTMS AND THEIR REPRESENTATIVES
Before we continue our analysis, we observe that 
the CTMs A , B and C ( hence their representatives ) 
do not necessary commute with each other for arbitrary 
J i , J 2 and J 3 . However, our aim is to diagonalize the 
matrix
representatives (Section II. 3.1), this is equivalent to
A
finding a similarity transformation which brings $  to 
a block diagonal form. We have
*9 =  A B C (2.4.1)
i.e. to look for a matrix, say P 2 , such that
P i 1 $  P i  =  cö d (2.4.2)
where oOj is a diagonal matrix. From property (v) of the
A 2
< & d = 2 (2.4.3)
X .c
2 x 2  orthogonal matrices.
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Since pQ and oD^ are orthogonal matrices, one can choose
^ A . A /\
P2 to be orthogonal also. As A , B and C are all 
orthogonal matrices, we may define orthogonal matrices
Pi and P 3 such that
A -7 A
P 2 4
A
P 3 =
/\
(2.4.4a)
A -1 A
P 3 5
/N
Pi = Bd (2.4.4b)
A -7 A
Pi c
A
P2 =
/\
cd (2.4.4c)
and require that /V. /S^  - s
/\
^  and C^  are all orthogonal and
of block diagonal form. /NFor example, A ^ is given by
^ l(1)
(1)
x (1>
0
(2.4.5)
where
J ^ /\
Bj and C, a a
respectively.
are 2 x 2  orthogonal matrices, similarly
with A r e p l a c e d  by A  ^ and x(2/)
J ^ J J J
Obviously, we then have
for
Bd cd .9d (2.4.6)
ANote that from the set of equations (2.4.4a-c), P i is a
AAA /\
matrix which diagonalizes the matrix CAB and P3 a matrix
/ \  / \  /Nwhich diagonalizes BCA to block diagonal form.
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From prpperties (i) and (ii) of the representatives,
the corresponding matrices in of the representatives
/ \  ^  /\, B £ , Cd and P^ can be chosen to satisfy the set of 
equations (2.4.4a-c) also, i.e. we can find 2 x 2 
matrices , C^ and P^ , i  = 1,  2,  3 in
satisfying
P 2 1 A P3A d • BPl * B d ■ P‘2 -
(2.4.7)
Also
A d Bd Cd & (2.4.8)
Hence, if we can solve (2.4.3) or equivalently (2.4.4a-c), 
we shall have obtained the diagonal form of q9
We now perform the analysis on the representatives.
It is convenient to group the elements of the matrices A ,
/N /\
B , C and \  < * 1, 2, 3 ) into 2 x 2 blocks and
w r i t e
/\
A = iai p  ’
A
B = (bi P and
A
c =
{oi,p
(2.4.9)
and
/\
p i "
, U )  
( ) , 1 = 1, 2 , 3 (2.4.10)
i , C = 1 , 2 > • • • ) n
w h e r e a . . ’ b a  - G . .
A (l)and p .. are all 2 x 2 m a t r i c e s
In the limit of n large, each element tends to a limit. 
These limiting values are conveniently expressed in terms 
of generating functions defined by
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4 ( y ^ )
00
= I
1 , 3  = 1
i - l  3 - 1  a . . y z ( 2 . 4 . 1 1 a )
<& ( ^ x )
00
= I
\  i - l  3 - 1b . . z  x
^>3
( 2 . 4 . 1 1 b )
& ( x 3 y ) T-HII
8
II i - l  3 - 1  c . . x  y ( 2 . 4 . 1 1 c )
and
vp ( x )  r m
00
= I
3 = 1
P ( l )  J - 1 , 1 = 1 ,  2 ,  3
m = 1 , 2 , ,. . .  . ( 2 . 4 . 1 2 )
From ( 2 . 4 . 1 2 )  we have
p ( l > = (2i r i )~ J S c
i
U )  , * ,
p m ( y )  dlJ > 1 = 1 ,  2 ,  3
3 > rn = 1 , 2 , ,. . .  . ( 2 . 4 . 1 3 )
where the contour of integration o is a simple closed
curve surrounding the origin in the y plane within and 
( £)on which p . ( y ) is analytic.
J
In view of equations (2.4.9) and (2.4.10) , the 
set of equations (2.4.4a-c) can be expressed in the form
001
1 = 1
a ir%
(3)
pt,3
(2) .(1) 
 ^i' >0 3 (2.4.14a)
001
1 = 1
h i x p(1> P 1,3
(3) ,(2) = p . . A  .^ ,3 3 (2.4.14b)
001J1=1 ° i X pi2’. P 1,3 = p i 1 ’. X (.S)1 , 3  0 (2.4.14c)
i, 3 =  1, 2 , . . .
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Hence, from (2.4.11a-c), (2.4.13) and (2.4.14a-c) , one 
can easily arrive at the coupled integral equations
( 2 7T i) 1 I034  ( ( 3 ) ,  , dz/z ( 2 ) , s . ( 1 )= ( y )
(2.4.15a)
( 2 TT i) ” 1 \ C B  ( ( 1 ) sP3 (X) dx/x = p ' i h s )  y z>0 3
(2.4.15b)
(2v±)-2 la £  f e y " 1 ) (2) , vPj \y) d y / y
( i ; , s , rsj= p  . (x) A .
3
(2.4.15c)
The main task reduces to solving these set of 
coupled integral equations.
§ 4.2 THE GENERATING FUNCTION M (i/,2)
It is possible to evaluate the generating function 
<A ( and similarly (z^x) , 1o (x3y) ) explicitly.
Define matrices H ( r = 1, 2, . n ) by
(2.4.16)
We can evaluate H directly from (2.3.13) .
With w . , j = 0, 1, 2 and h . , g . , j = 0, 1, 2, ..., n
0 C J
being 2 x 2  blocks defined as follows :
w o
-36
ia6
0
0
38
Wi
-63' -ia'6
0 0
h .
3
and
y o
o 1
aa '-f 88 'y 
-i(a'3*a3 'y)
(2.4.17)
i (a3 '+0L' 3y)
88 ' +OL0L 'y
V 1
-68 ' (aa ' + 83 'y) -ia ' 6(aa ' + 88 'y)
i6 8 ' (a ' 8t*-068 'y) - a ’ 6 (a ' 8+a8 ' y)
(-68')/ \ 3 1
h w2 o
l > j = 1 , 2 n (2.4.18)
y(aa'iL88,y) i(a8'iLa'8y) 
-iy(a'8+a8'y) 88'*aa'y
0i /■z iW2
-68 ' Y (aa'-/-88 'y) -ia ' 6 (aa ' + 88 'y)
i68 'y(a'8+a8fy) - a '6(a'8+a8'y)
9 j = ( - S ß ')'7' 2 gi ,
(2.4.19)
we have,
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h w 0 0 0 00 0
hi ^0 wo 0 0 0
hz 9i ^0 w0 0 0
^3 9 2 9i f o  • 0 0
// = •r
• . • • • . .
?Z 7r -1 $r-2 &r-3 ^r-4 w0 0
r  t h  
b lock (-63 ')2 ~wi (-ö $ ,) Pwfw2 (-63 ')pwiW2 ( - 6 3 ' ) Pw tw 2 . . WiW2 w 2 0
0 0 0 0 . 0 0 I
r  = 1,  2 n . ( 2 . 4 . 2 0 )
/ \  / \  A
H e n c e  t h e  m a t r i c e s  H , H . , H . . . . . ,  h a v er  r+1 r+2
t h e i r  f i r s t  2 ( r - l ) r o w s  i n  common a n d  so  we e x p e c t  e a c h  
e l e m e n t  (£ ,m )  o f  t e n d s  t o  a  l i m i t  a s  r  a n d  n t e n d
t o w a r d s  i n f i n i t y .
I n  v i e w  o f  ( 2 . 2 . 1 5 ) ,  we h a v e
Gi = Hn , ( 2 . 4 . 2 1 )
s o ,  i n  t h e  t h e r m o d y n a m i c  l i m i t  ( ) , we e x p e c t
G = l i m  G l = l i m  H . ( 2 . 4 . 2 2 )
n->°° n , r-^00
A l s o ,  n o t i n g  t h e  s t r u c t u r e  o f  V.  f r o m  ( 2 . 3 . 1 3 ) ,  we o b s e r v e
J
t h a t  f o r  n = 00 ,
( 2 . 4 . 2 3 )
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or equivalently using (2.2.14), we may write
(2.4.24)
To calculate the generating functions of the CTMs , we define 
a matrix by
*1
12 0
6 3 f 1 2 1 2 0
0 6 3' I2 I2
0 6 3 f 12
0
(2.4.25)
and write (2.4.24) as
Note that
r’i  a  =
w 0 0o
17li w 0o
0 m m i w 
o o
m o Wl
(2.4.26)
(2.4.27)
0 0
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where
m = öß'/z f  1
0 0
m 1 6 ß 'w + g
0 v 0
I n  a s i m i l a r way t o ^  (2
f 00
j4  ( y  , z ) = I
1, 3 = 1
where  (a ' .) a r e 2 x 2
e l e m e n t s  i n ( 2 . 4 . 2 6 )  , T
e q u a t i o n s  :
a l,l = h (
a* . = w1
6ß- a ' 2 = m
1
+ a ju>
= 0
and
6 e ' * a ^ , j ■ ~
0 - i 6 a  \
, 0 - 6 3 /
ß ß ' - f a a ' y  i ( a ß  '-/-a ' ßy) \ 
- i ( a ß  1+0L ' ßy) ß ß ' - f a a ' y  /
( 2 . 4 . 2 8 )
ho
i - i  i - i ( 2 . 4 . 2 9 )
o 1 , 0 - 1 3 = 2,  3,
l  = 3 , 4 ,
( 2 . 4 . 3 0 )
a!  n . - -f »zi a / - . - + w a !  . -o SL-2 , 0 - 1  k - 1 , 0 - 1  o 1 , 0 - 1
1 , 3  > 2 ( 2 . 4 . 3 1 )
£ - 1  7 - 7M u l t i p l y i n g  ( 2 . 4 . 3 1 )  by z/ 3  and summing ov e r
& > 3 = 2 ,  3, . . .  g i v e s
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I
& , «7=2 K . J  + 6B' ai-2.j
X l-l 3-1) y z
+ + Wo y
l-l 3-1 z
(2.4.32)
On simplification and using (2.4.30) also, this gives the
r
generating function A  (2/, a) as
. t _ 2
A  Oj , z )  = ( 1 + 63 ' y -  rn^y2z -  ml y z  - Wq 2 ) ( h Q + mQy)
(2.4.33)
It can be easily verified that
( 1 + 6ß'y - m^y2z -  mi y z  - w^s )-1
2 /  l+&$,y - ( $ $ ,+aa,y ) y z +6$y2z i yz (aß ,+a., $y-a.6y) '
(i-f6ß y) A ( y , z ) y -i[(aß '-fa fßy)y-a6]2 1+S$'y+S$z- ( $$ ,+aoL,y ) y z i
(2.4.34)
with
A ( y , z )  =  1 + 2/ 6 ß f + s6ß - 2 y z  (ßß '-faa ' y) +  y 2 z S $
+ zy 2  2 5 ß ' + y 2z 2 (2.4.35)
where y , 6 , a , a' , ß and 3' are defined in (2.3.12). 
Note that if we put y = e^9 and z =  e ^  , (2.4.35)
becomes
A (y ,z) =  s \ " ( coshSKi cosh2£2 cosh2X3 +
sinh2#i sinhSX2 sinh2Z3 - sinh2i£2 cos0 
sinhSXi cos(0-f(j)) - sinh2X3 cose}) )
(2.4.36)
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The logarithm of the expression in brackets is just the 
integrand of the double integral for the free energy of the 
triangular lattice [ Temperley, 1950: Eqt. lo].
As for the generating function A  (y ,z) , from
(2.4.33)
A  (y,z) A (2/ ,z)
aa '-/-33 ry-yyz i (a3 '+a ' ^ y-6ay)
■l(a'$+a & 'y-&a1z) 33 ' taa 'y - 6 3^-6 3 ' z
-yz
(2.4.37)
Using (2.2.11) and (2.3.14), we have
£, j
where
I a ' . , Ü , 3 = 1 , 2 , . . .a l
a - i3
i3 a
(2.4.38)
(2.4.39)
or equivalently, we may write
A(y,z) = A  (y,z) • (2.4.40)
We have therefore in fact obtained the generating function
A(y,z) :
(^  ,2) 1h(y ,2 )
/ a’ (l+z&$)-yzoci 
\ -i(3,yti/3 3y-2aa,6)
i{ 3'.(7+z 6 3) +y z 3-y 6 } 
a'y-,sa(ö3r+y)
(2.4.41)
Similarly, 'f6 (z ,x) and tS (x,y) can be evaluated
A Aexplicitly. The elements of A ( and similarly B and
A
C ) can now in principle be obtained by Taylor expanding
44
(y,z) ( respectively $  (z,x) and T? (x ,y) ) in powers
of y and z .
§ 4,3 E L L I P T I C  F U N C T I O N  P A R A M E T R I Z A T I O N
To solve the coupled integral equations (2.4.15a-c), we 
apply the elliptic function parametrization which occurs 
naturally for the triangular lattice as follows :
cosh 2K .
0
sinh 2K.
J
cn(2v .)
3
- i sn(2v^ .) , j = 1, 2, 3
(2.4.42)
where sn , cn and dn are Jacobian elliptic functions with 
modulus k given by (Stephenson, 1964) :
[U-*?)(2-tf)(2-tb]2
k 2 = --------------------------------------------------------------
1 6 (1 + t it zt 3) (t i+t zt s') 2 + t 3~k 1) 2 l ~fc 2 )
(2.4.43)
where t . = tanhX . , j = 1 . 2 , 3 .
J 3
Now if we restrict ourselves to the regime where all
the K. are real and positive ( i.e. we consider only the
J
pure ferromagnetic case ), the v . will be all purely
J
imaginary and are subjected to the following conditions :
0 < Im(v.) < K'/2 and Vi + v2 + v 3 = i K r/2
where K , K' are the complete elliptic integrals of the 
first kind of moduli k , k' = (1-k2)'2 , respectively.
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(These are not to be confused with the energy coefficients 
K i , K 2 and K 3 used above.) If we apply the following 
transformations to the variables of the integral equations 
(2.4.15a-c),
x = k sn( ui+Vi) sn(ui-Vi)
y = k sn(u2tv2) sn(u2-v2) (2.4.44)
z = k sn(w3+v3) s n ( u 3 - V 3 )
we can solve the equations in terms of the new variables 
m i , u 2, u 3 . It is more convenient to work on the new 
kernel defined by
W 1 ( u 2 , M  3 ) du 3 = (y dz/z (2.4.45a)
CO
3CM .Wl) du 1 = (2,^~2) dx/x (2.4.45b)
f/3 (m 1,^2) du 2 = 6 ,y~2) dz/A (2.4.45c)
We now restrict the analysis to (y,z) •
We are able to factorize h(y ,z ) in terms of the 
variables u 2 and u 3 . Using the transformation given 
in (2.4.44) and considering the sum and product of the 
roots of the expression in (2.4.35) as a function of y , 
we obtain
_<2
22A(y, z ) = k 2 (2 - /c2sn(u3-Fvr3)sn(M3-V3)sn(2v2-/-2v3)sn(2v2))
x (sn(M2tv2)sn(M2-v2) - sn(u3-fv3)sn(u3-fV3+-2v2)) 
x (sn(w2-fv2)sn(u2-v2) - sn(M3-v3)sn(w3-v3-,2v2))
[Appendix IIB ] .
(2.4.46)
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Similarly, we may obtain Wi(u2)u3) as a function of u2 
and u 3 . Consider the following matrix
-1 (w2 ,v2) M i (u 2 ,1^ 3 ) Z}(w3 ,v3)
where D(u,v) and M .(w.,«„) are
^ J &
2 x 2  matrices given by
D (u, v)
/ -cn(w-v) dn(u-fv) sn(w-v) \
\ cn(u-fv) sn(w-fv) dn(w-v) J
(2.4.47)
-*(yMÄ+vvÄ)
(2.4.48)
with
<f)(w) = dn(u)/sn(w) (2.4.49)
and i c l cyclic permutation of 1 2 3 .
It can be shown that this matrix has the same poles and 
residues as f/i(w2 »w3) and hence by Liouville's theorem 
and their periodicity, they are in fact the same matrix 
[ Appendix IIA, B ] We may then write the kernels as
Wi<'uj'U%) = D ku-.v.) Mi{u.,ul) D(ul,vl) (2.4.50)
where i j i are cyclic permutations of 1 2 3 .
The coupled integral equations (2.4.15a-c) become
<2lTi>’2 A ’ V V V  P (ml>('ul) dul = pm >(ui 47 ^
m = 1, S, ... (2.4.51)
with i j i being cyclic permutations of 1 2 3 .
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§ 4.4 T H E  C O N T O U R  OF I N T E G R A T I O N
Before we proceed any further, we would like to 
comment on the contour of integration for the coupled 
integral equations in (2.4.15a-c) and hence for (2.4.51). 
We would like to focus our attention on the z plane for 
the integration of (2.4.15a) . Similar arguments can be 
applied to the integrations of (2.4.15b) and (2.4.15c) in 
the x and y plane respectively with necessary change of 
variables.
( 3 )Suppose that the radius of convergence for p (z) ,
( m = 1, 2, ... ) as defined in (2.4.12) is R
/Northogonality requirements for P3 , we have
By the
J=1 P m ’l pL j  = ’ K  3 = 1, 2, ... (2.4.52)
( 3 )This implies that we must have p . -* 0 as l °° and ^> J
so, the radius of convergence R cannot less than unity. 
The contour of integration c3 must then be a circle of 
radius less than R and yet, it must be sufficiently large 
that j4t (y yz )^ is an analytic function of z for z 
outside and on o3 .
For y = 0 , (y ,z has poles at z = 0 and
z = - 63 only. Hence, we may choose the radius of the 
contour to be greater than | -63 | surrounding the origin.
By continuity, for a small circular domain D surrounding 
the origin in the y plane, the integral equation (2.4.15a)
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is valid by choosing o3 such that
(i) c3 is a simple closed curve surrounding the origin;
(ii) p^2{z) is analytic for z inside and on o3 ;
(iii) for y e D , both poles of (y,z ^) in the z 
plane lie inside o3 .
Under the transformation from z to u3 , we find
that provided
v3 < n ' < iK ’ - v3 (2.4.53)
we have
(i) a straight line with Im(u) = n ' maps to a simple 
closed curve c in the z plane surrounding the 
origin;
(ii) the domain v 3 < |Im(w)| < n' maps to the interior 
of o ;
(iii) as u moves from left to right a distance 2K along 
the line Im(w) = r\' , z moves monotonically once 
around c in an clockwise-direction.
So, the contour of integration in the complex u3 
plane for (2.4.51) becomes a line segment (in3+K,ins-K) , 
where ri3 is such that the corresponding contour o 3 in 
the original z plane surrounds the poles of the kernel 
&l (y,z )^ . An appropriate choice of H 3 for (2.4.51) is
|Im(w2)| + IIm(v2-/-v3) I < n3 < min(2lA,-|Im(w2 ) |-Im(v2-fv3) ,iX’-v3)
(2.4.54)
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Using this, we may solve the coupled integral equations 
(2.4.51) in the complex u^ plane using Fourier 
transforms.
So l u t i o n of 
the In t e g r a l Eq u a t i o n s 5
The coupled integral equations of (2.4.51) can 
be solved in the complex u\ , u2 and u 3 planes for
analytic within and on the contour of integrations 
( £ = 1, 2, 3 ) in the x , y and z planes respectively. 
We will check the analyticity of our result on p^{x) ,
l = 1, 2, 3 in Section II.5.3.
§ 5,1 SOLUTION BY FOURIER TRANSFORMS
(i) (%)\ a n d  pm (uß) ( £ = 1 , 2 , 3 ) with the assumption
that the corresponding and are
Define
^
1 = 1, 2 , 3  .
(2.5.1)
m = 1 , 2 , . .
Substituting this to (2.4.51), we have
(2TTi) d u
m = 1 , 2 , . (2.5.2)
where is defined in (2.4.48) and i j £ are
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cyclic permutations of 1 2  3. Note that the elements of 
M.(u.,u ) depend only on either (u.-u0) or (u.+u0) ,
but not both, so the transformation from x , y , z -> 
u\ , u 2 , « 3  can be regarded as reducing the integral 
equations (2.4.15a-c) to a difference kernel form (Onsager, 
1970).
Consider the case i j Z = 1 2 3 for (2.5.2).
/  ^  \ / ^  \
Since p. \z) is analytic within and on c3 , f . \u3 )
3 0
must be analytic in the region v 3 £  |lm(u3)| <_ n 3 • 
Further, p^ (2 ) is a single-valued function of z . 
Incrementing u3 by 2K negates D(u3 ,v3) while leaves 
z unchanged. This implies that f ^ { u 3) is a periodic 
function with period 4K and therefore must have a Fourier 
series. Similar arguments can be applied to and
2 ) . Hence, we may write
, f U  V
fm (uP ln=-' (0 1Fn .m exp(i^Tm z/2K)
1 , 2 , 3 .
1 , 2 , . . .
(2.5.3)
(Ü)for some 2 x 2  matrices F . This should be convergentn ,m 0
for v^ <_ Im(w^) <_ . From the definition of <f>(w) > we
have
c|)(u) = dn(w) / sn(u)
00
= -it\/K £ exp{ ir (2n-l)u/2K} / (l+q2n 1) 
n=-°°
(2.5.4)
provided that 0 < Im(w) < 2K’ . q is the "nome" of the
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elliptic functions given by
exp( - ttK'/K ) (2.5.5)
Provided that u . is in D and is on ,
the imaginary parts of the arguments of all the functions (|) 
in M.(u .,u q) lie in the region (0 , 2K’) . Thus we mayt J )L
substitute (2.5.3) and (2.5.4) to (2.5.2) to give
_1_
2K
±r]^ +K
l 1
exp{±(2n-l)'n(u0-u .+v .+vQ)/2K}3o J  J  x,
2n-l■r=-oo (1+q ) \ -exp{i(2n-I)7T(w .+u0+v .+v0) /2K)rri^ -A j x, j X/
-exp{i(2ft-7)TT(u -+uQ-v .-v q)/2K} \
3 f 3
ii uf ^ r v
n)] P exp(i7rrftp/2P) 
e x p { i (2f t -7)Tr(ft0-ft .-v .-v ) /2K] ) r ,m
l
n=-'
 ^ exp (in nu./2K) A ^  ^ft , 772 r  J  772 (2.5.6)
1 , 2,
After performing the integration, we have
I exp{ i (2ft-1) it (-u .+v .+vg) / 2K} J 3 ^_  0 y\ _  7 Ift=_oo (j-fq ) \-exp{i(2ft-2) tt(w .-fv .-fvQ) / 2K]
0 0 &
-exp{i(2w-2)Tr(w^-v^-vÄ)/2K} \ ^
exp{ i (2ft-I) tt (-w . -v . -v^) / 2K] /
J P ^  exp(lTTftw ./2K) A^  ft , 772 r  J  777ft = -  oo ’ w
ri; (2.5.7)
7, 2,
Define w 0 by
q 2 exp( -inVp/P ) , 1 = 1, 2, 3.
(2.5.8)
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Noting that
wi ^ 2 = q ,
and equating terms in (2.5.7) we have
and
F U)
2n , m 0
(2.5.9)
(2.5.10)
1
(l+q~2n+1)
F(V 
2n-l,m
a V n_I)
F<u
-2n+l,m
= F(J\2n-1,m m n
m
1 , 2 , ...
(2.5.11)
7, 2, ...
The left-hand side of the equation is unchanged if we change 
(2n-l) to (-2n + l) and at the same time premultiply it 
by -  ^^   ^^  . Thus, requiring that all the to be
non-singular,
F (J) 
2n-l ,m
F U)
-2n+l,m (2.5.12)
Substituting back to (2.5.11) gives
( F U) 2n-ltm F(j} \('l)2n-1 ,m m (2.5.13)
Using all three cyclic permutations of 1 2 3  for i j i , 
we obtained three coupled equations :
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-n+%Wl
0 \
0 n-h )GO 1 /
-n+%GO 2 0  \
0
i3
-n+%
g o 3
0 ur%/
F ( 3 )2n-l , m
A D
2n-l .m
A 2 )  
2n-l ,m
f (2) \ (1)2n-1,m m
w(3) ,(2)
2n-l,m m
F (1) X (3)2n-l}m m
n , m = 1 , 2 , ... . (2.5.14)
Combining the three equations and noting that from (2.4.6)
A x(l) x(2)3)m m m (2.5.15)
(Dand all the A s commute with each other, we obtain
-n+%
) h ' h  = F (9j) 1 AJ  2n-l ,m 2n-1 ,m m
Z = 1 , 2 , 3 ; n , m = 1 , 2 , . . . (2.5.16)
Hence, each A^ has eigenvalues which are odd integer powers 
of q 2 . Arrange the A s in such a way that the eigenvalues 
for A^ ( m = 1 ,  2 , ... ) are q ~ m+% and q m~'2 | then, for 
a given m , we must have
F = 0 unless n = t {2m-1) . (2.5.17)
n , m
In view of the structure of A defined in (2.4.3) we
may write
%
-m+% , m-% q 2+q
. , -m+%-l(<? - q )
. , -m+% m-h\ i(<7 - q  )
-m+h m-% q 2+q
(2.5.18)
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(I)From (2.5.16) , F- - must then take up the formx 7 ’ 2m-1 ,m r
F U)2m-1 .m
and hence
U)F-2m+l,m
ip
iv
iv
ip
a ; Pa; \AT? \
a ;
m
a)
\m
a ; - p a ;  j
1 = 1, 2 ,
(2.5.19a)
(2.5.19b)
1 , 2 , ...
( A/ y ( x, ]for some p and v , ( fi, = 1 , 2 , 3  ). Also, we haveot m
=  [exp(iiT (2m-l)u/2K) ~  (^°2  ^^  exp(-Itt {2m-l)u/2K)~\ F(^ _ 11 0 
1 = 1 , 2 , 3 
m = 1, 2 , ..
(2.5.20)
§ 5,2 ORTHOGONALITY PROPERTIES OF P,
(%) (%)and may be determined explicitly by the
orthogonality properties of P^ and P^ . Since all the
A
P£ s are orthogonal matrices/using (2.4.52) and (2.4.13), 
we may write
(2tti) 1 j pL^ix) pi^i* 2) da: = 6n m ,n
l = 1 , 2 , 3 
m , n = 1 , 2 , ...
(2.5.21)
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Using (2.5.1) and applying the transformation of variable 
from x to u^ through
x = k sn(u^+v^) sn(u^-v^) (2.5.22)
(2.5.2) becomes
- (2iri) -1
±T]Z+K ,n ,T
f (m l> (up to b r v Ä)}r zTJ (i/f'-u£ ,v£)
inr x
m , n
(2.5.23)
By the definition of D(u^,v^) in (2.4.47), we have
-1
{D ±W l,vi)}T D~2 (iX'-u^Vg)
i k sn(w£-v£) sn(w£-fvp 
sn(2u ) U-k2sn2 (u.fvdsn2 (u.-vj)
X/ Xj Xj a / X/
0 7 
7 0
(2.5.24)
and so the left-hand side of the integral equation becomes
- (k/2u)
±r]Z+K ,n,T
irv *
\ 1  I )  fd u
- (2kK/v)(q-m+h + qm- h  v (l) 6m , n
(2.5.25)
Thus,
(V U) P v m m - w / {2kK (q-} (2.5.26)
Further, it can be seen readily that the matrix L is
_p
symmetric, so, it is natural to require that L 2P 2 be
orthogonal. From properties (iv) of the representatives,
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th e  r e p r e s e n t a t i v e  o f  an o r th o g o n a l  m a t r ix  X  i s  made up 
o f  two by two d ia g o n a l  s u b b lo c k s .  T h is  im p l i e s  t h a t
i s  d i a g o n a l .  We may impose s i m i l a r  c o n d i t i o n  
on Pi  and P 3 a l s o .
N o t in g  t h a t
/  co sh  7 2 i  s i n h  K2
a V - i  s in h  K. 2  cosh  K2
we have
cn(v2) sn(v2)dn(v2) \
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( I - r s n 4(v2)) \ - s n ( v 2)dn(v2) cn(v2)
( 2 .5 .2 7 )
ppiu2)a *■ m l * D 1 (u 2 , v 2) f ( 2 { u 2)
- (1 - k2sn4 (v2))~^{sn(2u2) ( l - k 2 sn2 (u2-/-v2)sn2 (u2-v2)) }
/  {cn(v2) sn(u2-fv2)dn(u2-v2)-cn(w2-fv2) sn(v2)dn(v2) }
x(
\ - { s n (v 2)dn(v2)sn(w2-/-v2)dn(w2-v2)-/-cn(u2-/-v2)cn(v2) }
-{cn(v2)dn(w2-fv2)sn(u2-v2)-fcn(w2-v2) sn(v2)dn(v2) } 
{dn(u2Pv2) sn(w2-v2) sn(v2)dn(v2)-cn(v2)cn(u2-v2) }
x f (J { u 2 ) ( 2 .5 .2 8 )
U sing  th e  i d e n t i t y  g iv e n  in  ( I I . A . 6) o f  A ppendix  IIA  
we may s i m p l i f y  ( 2 . 5 . 2 8 )  t o
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0 - %  (21 v£ p (w2)a '
U-/c2sn2 (w2+v2) snz (u2- v 2) } /  i ( p ^ 2)+\>^ 2 ) ) (e r +er ) / c n (iO
2 (1 -k 2snk (v2)),1 i ( p ^ 2/,-v ^ 2>)) ( e  P-e r ) /sn(i^dn(i^)
/ f2J (2 A / - r  2?v , / \(p -v ) (e -/-e ) / c n ( i ^  w m \
(p^ ; ^ ; ) ( e “P- eJ>)/sn(^ dn(^  /
2, ( 2 . 5 . 2 9 )
w h e r e i r  ( 2 m - l ) u 2/ 2 K  . H e n c e ,  r e q u i r i n g  t h a t  £ ^ p ^ { w 2)
t o  b e  d i a g o n a l  i m p l i e s  t h a t  p (2 ) a n d  v rs;
S i m i l a r  r e s u l t s  may b e  o b t a i n e d  f o r  p ( 1 )
m u s t  b e  e q u a l ,  
a n d
( 3 ;
V
r s ; So f r o m  ( 2 . 5 . 2 6 )
a;
a ;  = ± i  { lr/2 W E ( « f 'B+* +, w“ * ) > * ( 2 . 5 . 3 0 )
1,  2 ,  3 ; 1 , 2 ,  . . .
f 0  )
i n d e p e n d e n t  o f  S, . T h i s  s i m p l i f i e s  f  \ u )  t o
/ % )J m x ' U m q m+h-qm-h)\
% / / v  - r \  . , v/  (e -fe ) i ( e  - e  )
\ , r  - r s . /  r  - z \\  - ( e  -/-e ) i ( e  - e  )
( 2 . 5 . 3 1 )
w h e r e  r  = i i \ ( 2 m - l ) u / 2 K  . F i n a l l y ,  i f  we s u b s t i t u t e  ( 2 . 5 . 3 0 )  
t o  ( 2 . 5 . 1 3 )  f o r  n = m , we o b t a i n
AU )m %
co
- i(co
&
-m+% Li m-% 
£ * £
£ - “ 4  }
-m+% m-h  / 
“ a ^  /
toC\]II m = 1 ,  2 ,  . . . ( 2 . 5 . 3 2 )
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§ 5.3 ANALYTICITY OF Pm U)(i )
(%)We still need to check the analyticity of p^ (x) 
within and on the contour of integration.
Since the solution for f {^{un) in (2.5.31) is anJ m i
(%)entire function of u0 , p (w0) is analytic except at the
X/ 77? X/_ 2
simple poles of D » i*e. at u^ = nK + in'K’ for
any integers n and n ’ . Consider the residue of p (u 
at the pole u^ = 2nK :
lim
u^2nK D'1(~uv^i>
- /®(vpdti(vp
(I-/c2sn4 (v^)) \ -cn(v£)
sn(v£)dn(v£)
-cn(v£)
, C'21 "
\ 2i 0
= 0 . (2.5.33a)
Also, at u£ = (2n + l)K ,
lim
u^(2n+l)K
f f ;*,dn2<V
(dn4(v£)-k2cn4 (v£))
x
/ -cn(vp 
\ -Sn(V£)dn(V£)
\ x
sn(v£)dn(v£)/
2(-i)mi \ 
2(-l)Wi /
= 0 . (2.5.33b)
Hence, p^ (u£) is in fact analytic at u£ = nK for all 
integers n and so it is analytic in the strip 0 < u^ < iK 
However, the mapping from x to u£ as given in (2.5.22) 
is not conformal at u~ = nK since ( dx/dw_ ) is zero at
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this point also. Yet, from (2.5.31) and (2.4.47)
- - (: i) <2 -5 -34>
and
D ^~u 5L}W9? = " ( i  0) D ^u l ,v9? ’ (2.5.35)
so,
= * (2‘5*36)
By periodicity of P ^ { u 0) and x(u„) , we then have
171 X/ X/
p^inK-hu^-nK) = p^1 {- %+
= p ^ i n K - i u ^ - n K ) )  (2.5.37)
( jJJSo, p (u0) is an even function of (u„-nX) for any
171 X/ X/)integer n and so p^ (a:) is analytic at the point
x = - k sn2(v^) . (2.5.38)
( I )Hence, p^ (x ) is analytic inside and on c . In fact, 
the only singularity of p^ (a:) are branch points at the 
points in the a; plane corresponding to = nK ± ±K' ,
i . e .
x = - ( k sn2(v£) ) " 1 . (2.5.39)
When T < T , 0 < k < 1 , this is greater than unity and
so is i? the radius of convergence. Hence the summation in 
(2.4.12) is convergent at least inside and on the unit
circle.
The D iagonal Form of the Corner Transfer Matrices
and the Spontaneous Magnetization
§ 6.1 the diagonal form of the ctm
(I)In Section II.5, we have obtained A , £ = 2, 2, 3m
A  A A /\
and A^ and hence A d ' B d ' Cd an<^  d * Usi-ng property 
(v) of the representatives, we can determine , C^
and within a multiplicative constant. For instance,
the matrix cD , can be written as
& d const, x n % { ( 2 +q^ '2) + (l-q^ ^)s.s. -} (2.6.1)J = 2 J
We now consider the following transformation of the 
representation ( which corresponds to merely re-arranging 
the rows and columns of the matrices ). We replace
r r toi , ö2 , ... , g  ^ and Oi , a2 , ... , a by the new spin
t r t
variables \i1 , y2 , ••• , Vn and , y2 » ••• , Pn
through
ö . c - J J2-2 G . G . 7 ;J «7*2
2 , 2 , ..., rc-2 ( 2 . 6 . 2)
f fand y = g , y = g w n n n
Under this transformation, we have
s . s . 1 -> s .
0 J+l J
S j S ^  S 2 ... S (2 . 6. 3)
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with the new s . , o . , d . defined under the new spin
3 3 3
trepresentation y . and y . . Hence, the matrix S in 
(2.2.9) under the new representation is given by
S = s i s 2 • • . sn
= ^ 2 M  ©   ^ 2 ° \  ®  . . .  (2.6.4)
and also, (2.6.1) becomes
JO j = const, x n h i  (1+q^ ~'2) + ( l - q ^  ~'2) s .} (2.6.5)
3 = 1
The diagonal form of the matrix can therefore be
written in a direct product form
( 2 . 6. 6)
Using a similar argument, A^ , B^ and C^ can also be 
written in this form under the new representation :
(2.6.7)
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The matrix ( similarly B^ or C^ ) obtained,
depends on Vi ( v2 or v3 respectively ) only through 
co! = exp{-in (Vi-%i K')/K} . Hence it can be written in the 
form exp{(vi-%iK')ß/} , where -Mf is a diagonal matrix 
independent of Vi , v2 and v3 .
& = - fi j2 ' (2’6'8)
Unfortunately, the matrices P i , P2 and P3 do 
not appear to have any simple structure, but we do note from 
(2.5.1) and (2.5.31) that Pi depends only on k and v x 
( not on v2 or v3 ), and similarly for P2 and P3 .
Although each CTM A ( B or C ) depends on all 
the three parameters Vi , v2 and v3 , yet as seen from 
(2.4.7) ,
A = P2 A dP p  (2.6.9) 
and from the fact that P . depends only on v . ( j = 1 , 20 c
or 3 ) , the CTMs can be factorized into a product of
three matrices each of which depends on only one of the 
parameters in the limit of an infinite lattice. For example
A = P(v2) 4^(vi) P"2(v3) . (2.6.10)
64
§ 6.2 THE SPONTANEOUS MAGNETIZATION
In the original representation, all the matrices 
A ,B and C break into two diagonal blocks corresponding 
to oi = +1 or -1 and so are all the P s . Also, in 
this representation
( 2 . 6 . 11)
Hence, all the matrices ( A , B , C and P^ , 1 = 1 ,  2, 3 ) 
commute with S . This is still true when we go to the new
rspin representation y. and y. as suggested in (2.6.2) .J C
Hence from (2.2.8) , we may write the spontaneous
magnetization as
Trace{ S(ABC)2 } 
Trace{ (ABC)2 }
n
3=1
i-q
2j -1
1+q23-1
= ( k ' T  
= (l-k2A ( 2 . 6 . 12)
which is just the exact result obtained by other methods 
(Stephenson, 1964).
Co n c l u si o n
The most interesting result obtained in this work 
is the diagonal form of the CTMs A , B , C and their 
products. The fact that c9^ can be written in a direct 
product form in essentially the same way as the square 
lattice suggests that this may be an inherent characteristic 
of a ferromagnetic Ising model independent of the type of 
lattice.
No new thermodynamic result has yet been obtained 
by this approach. For this, we will need to have a better 
knowledge of the diagonalizing matrices (£ = 1, 2, 3 ) .
However, it is hoped that the simplicity of the final 
expression for the diagonal form of the corner transfer 
matrices may provide illuminating insights into the model.
Appendix IIA
THE JACOBIAN ELLIPTIC FUNCTIONS AND THETA FUNCTIONS
The technique of elliptic functions has playa/an 
important role in the evaluation of the CTMs. For the 
convenience of the reader, we give here some of the properties 
and relations between the three Jacobian elliptic functions 
as well as their relations with the Theta functions. This 
account is by no means complete and only relations relevant 
to the derivations for the work 4'^  quoted here. For a more 
complete understanding of the functions, the reader is 
referred to Byrd and Friedman (1954); Gradstein and Ryshik 
(1965); Neville (1971).
The Jacobian elliptic functions sn , cn and dn 
( with modulus k ) are double-periodic functions with two 
poles of first order in each period parallelogram. Their 
periods, zeros, poles and residues are given in Table IIA.l.
The elliptic functions are related to the Theta 
functions through
sn(w) = H(u) / k*  0(m)
cn(u) = (k 1 / k )  2 Hi(u) / Q(u)
and
dn(u) = k 01 (u) / 6(w) (II.A.1)
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T a b l e  I I A . l .  P e r iods ,  ze ros ,  po le s  and r e s id u e s  o f  s n ( u , k ) , c n ( u , k )
and dn (u ,k )  . ( G ra d s t e i n  and Ryshik,  1965)
Per iods Zeros Poles Residues
sn(w) 4mK+2niK' 2mK+2niX' 2mK+(2n+l) iX ' ( - l ) m/ k
cn (u) 4mK+2n(K+iK') (2m+l)K+2niX' 2mK+(2n+l) i X ’ (r l ) m~1x /k
dn (u) 2mK+4niK' (2m+l)K+(2n+l) i X ’ 2mK+(2n+l)iX' ( - i f b
( K and K'  a r e  t h e  complete e l l i p t i c  i n t e g r a l  o f  the  f i r s t  k ind  w i th  
moduli  k and k ’ = (1 - k 2) 2 r e s p e c t i v e l y .  )
The f o l l o w i n g  r e l a t i o n s  b e t w e e n  t h e  J a c o b i a n  e l l i p t i c  
f u n c t i o n s  a n d  T h e t a  f u n c t i o n s  a r e  u s e f u l  f o r  o u r  a n a l y s i s  :
( i )  s n 2 (u )  + c n 2 (u )  = 1
( I I . A . 2)
k 2c n 2 (u)  + d n 2 (u)  = 1
( i i )  s n ( a ) s n ( b )  -  s n ( a )  s n ( d )  -  0 (0 )  0 O y  ) H ( q - d ) H  ( b - d )s i H a ; s i H ß ;  s n i c j s i u a j  j. e ( a)  0 ( b )  e ( e )  0 ( d )
1 - k 2sn (a ) s n (b ) s n (a ) s n (d )  = Q(°)®(a+ ) ° ( a' d) e(.b- d')l  K s n w s n ^ ^ s r u c ^ s r n a ;  0(a)0(fc)0(e)0(d)
( I X . A . 3)
w h e r e  a+b = c+d  ( B a x t e r ,  1 9 7 2 ) .
( i i i )  s n ( a±b)  = (sn (a )cn (b )dn (b )±sn (b )cn (a )dn (a ) )  /  ( l - k 2sn2 ( a ) s n 2 (b))
cn(a±b) = ( c n ( a ) c n ( b ) 7 s n ( a ) s n ( b ) d n ( a ) d n ( b ) ) / ( l - b 2sn2( a ) s n 2 (b)) 
dn(a±b) = (dn(a)dn(b)?7c2sn(a)  sn (b )cn (a )cn (b ) )  /  (;Z-fc2sn2 (a) s n 2 (b))
( I I . A . 4)
( i v )  c n ( a ) c n ( b )  - dn  (a + b ) sn  (a )  s n ( b )  = c n (a - fb )  
d n ( a ) d n ( b )  -  k 2 c.n (a+b)  s n  ( a )  s n ( b )  = d n (a+b)
( I I . A . 5)
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(v) Using (iv) above, we may further establish the 
identities
cn(fc)sn(a+b)dn(a-b) - cn(a+b)sn(b)dn(b)
= cn(b) sn(a-b) dn(a+b) + cn(a-b)sn(b)dn(b)
and
cn(a+b)cn(b) + sn(a+b)dn(a-b)sn(b)dn(b)
= cn(a-b)cn(b) - sn(a-b)dn{a+b)sn(b)dn(b) .
(II.A.6)
We state also the Liouville's theorem for analytic 
functions which is useful in various parts of the 
calculations :
Liouville's theorem
If a function of 2 is analytic at all points in 
the complex z plane and is bounded everywhere, 
including everywhere at | z \ = 00 , then the function 
is a mere constant, independent of z .
It is a direct consequence of this theorem that a 
doubly periodic function without singularity is a constant.
Ap p e n d i x IIB
THE KERNEL Wi('uj'ul)
We apply the following transformation as given in 
(2.4.44) to the variables x , y and z .
x = k sn(wj-fvi) sn(wi-Vi)
y = k sn(w2+V2 ) sn(^2-V2) (II.B.l)
z = k sn(u3+v3) sn(w3-v3)
and substitute it into (2.4.41) to obtain the corresponding 
kernel of the integrals in the u^ plane.
Firstly, consider A (y,z ) as a quadratic function
in y .
z2k(y,z )^ = y2(l+z&3) + y{6$' (l+z2)-2z($$,+aoLr’Y)} + z2 +
(II.B.2)
Let yi , y 2. be the roots of the equation. The product of 
the roots is given by
z (z-z-63)
yi yi ~ (l+z&$)
k2sn(u3+v3)sn(u3-v3) (sn(u3+v3) sn(u3-v3)-sn(gy2t2v3) sn(2v2))
( 1 - k2sn(u3+v3) sn(u3-v3) sn(2v2+2v3) sn(2v2) )
= /c2sn(w3-fv3)sn(w3-v3)sn(w3-fv3-f^ v2)sn(u3-v3“2v2) (II. B. 3)
( using identities (II.A.3) ).
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The  sum u f  t h e  r o o t s  i s
y i + y 2 = -  {63 ' ( 1 +z 2) - 2 z  (33  ' + c l c l  ' y )  } /  ( l + z 6  3)
= k { sn (2 v 2+2v3) sn (2 v 3) (l+ k2sn 2 (u 3-fv3) sn2 (u 3- v 3))
2sn(w3-fv3) s n ( u 3- v 3) (cn (2v 2) c n ( 2v 3) d n ( 2v 2-/-2v 3) - s n ( 2v 2) s n ( 2 v 3) ) } 
1 ( 1 -  k 2s n (u 3+v3) sn(w3- v 3) s n ( 2 v 2-t2v3) s n (2 v 2) )
= j f (w 3) • ( I I . B . 4)
f ( u 3) i s  a d o u b l y - p e r i o d i c  f u n c t i o n  o f  u 3 w i t h  p e r i o d  
( 2mK , 2 ± n K f ) w i t h
( i )  u 3 + v 3 = -f ( 2n + l ) ± K 1 ;
( i i )  w3 -  v 3 = 2mK + ( 2 n + l ) ± K r ;
( i i i )  w3 f  v 3 -h 2\r2 = 2mK + (2n + l ) i . K ’ ;
( i v )  u 3 -  v 3 — 2v 2 = 2mK + ( 2 n + l ) ± K ' ;
f o r  a l l  i n t e g e r s  m a n d  n , a s  i t s  p o l e s  o f  s i n g u l a r i t i e s .  
The  r e s i d u e s  o f  t h e  f u n c t i o n  a t  t h e s e  p o l e s  a r e  g i v e n  b y  :
( i )  a t  u 3 + v 3 = i K r
l i m  (u 3+ v 3- ± K ' )  f ( u 3) = l / k s n ( 2 v 2) ( I I . B . 5 a )
u 3-+±K ' -  v  3
( i i )  a t  u 3 -  v 3 = IK '
l i m  ( u 3- v 3- ± K ' )  f ( u 3) = -1 / / c s n ( 2 v 2) ( I I . B . 5 b )
u 3 -*■ IK ' +v 3
( i i i )  a t  u 3 + v 3 -f S v 2 = i £ ' ,
l im  (u 3+v3+2v2- i X r) / ( w 3) = - l / k s n ( 2 v 2) ( I I . B . 5 c )
u 3-+iX' - v 3-2 v 2
a n d
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(iv) at u 3 - v 3 - 2v 2 = iK ’ ,
lim (u3-v3-2v2-iK') /(w3) = l/ksn(2v2) . (II.B.5d) 
u3-+iX'+v3+2v2
So, f(u3) has the same poles and residues as the following 
function
s(w3) = k (sn(u3+v3)sn(u3+v3+2v2) + sn(u3-v3)sn(u3-v3-2v2))
(II.B.6)
and hence by Liouville's theorem, f(u3) must be differ 
from g (u3) by a constant only ( independent of u 3 ). 
Consider the point at u 3 + v 3 = 0 , we have
/ (“V 3) = k sn (2v 3) sn(2v 2-f2v 3)
= S' (-v3) . (II. B. 7)
So, we must have f(u 3) the same as g(u3) or
/(u3) = ksn(u3+v3) sn(u3+v3+2v2) -/- /csn(u3-v3) sn(u3-v3-2v2) (II.B.8)
Together with (II.B.3), we conclude that
2/i = k sn(u3+v3) sn(u3+v3 + 2v2)
and
y 2 = k sn(u3-v3) sn(u3-v3-2v 2) (II.B.9)
_ 2and A (y,z ) is given by
_ 2
z2k(y,z ) = k2 (l-k2sn(u3+v3) sn(w3-v3) sn(2v2+2v3) sn(2v2))
x (sn(w2-/-v2)sn(u2-v2) - sn(u3+v3) sn(u3+v3+2v2)) 
x (sn(u2-/-v2)sn(u2-v2) - sn(w3-v3) sn(w3-v3-Sv2))
[cf. (2.4.46)J .
(II.B.10)
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Now, t h e  k e r n e l  Wi ( u 2 , « 3) i s  g i v e n  by
JVi ( u 2 , u 3) = — —  4 (y , z  2) ( I I . B . l l )
2  d w  3
S u b s t i t u t e  ( 2 . 4 . 4 1 )  and ( I I . B . l )  t o  i t ,
{cn(2v3) (sn(u3-/-v3)sn(w3-V3) - sn ( 2v 2)sn(^v2^ 2v3)) 
^ i (w2,m3) r)k _ cn(2v2) (5n (2v2+2v3)sn (u2+v2)sn(u2-v 2)}
{cn(2v 2)cn(2v 3)sn(2v 2-/-^ V3) - sn (2v 3)dn(2v2-/-2v 3) sn(w3-fv3) 
sn(u3-v 3) - sn(2v2)dn(2v2T(-2v3)sn(u2^V2) sn(u2-v2) }
(sn(2v3) (sn(u3-fv3) sn(w3-v3) - sn (2v 2) sn(2v2+2v3)) + 
sn(u2+v2) sn(u2-v2) (sn(2v2) -/c2sn(2v2-f2v3) sn(w37-v3) sn(u3-v 3) ) }
{cn(2v3)dn(2v2+2v3)sn (u 3+v3)sn (u3- v 3) - 
cn(2v2) (sn(u2+v2) sn(u2-v 2) -sn(2v3) sn(2v2+2v3) ) }
k n R ( u 2 ,u 3) ( I I . B . 1 2 )
where
dz / 2 a/ - 7 N N-7
duT ( 2 A (y ’2 } }
sn (2 w 3) ( 7 - k 2s n 2 ( u 3+v3) s n 2 (w3- v 3) )
- 7k z 2 h ( y , z )
( I I . B . 1 3 )
I f  we t e m p o r a r i l y  r e g a r d  ^ i ( m2 , m3) ( = W(u3) ) as  a
f u n c t i o n  o f  u 3 o n ly ,  w i t h  w2 > v 2 and v 3 b e in g  f i x e d ,  
t h e n  W(u3) i s  a d o u b l y - p e r i o d i c  f u n c t i o n  o f  p e r i o d  
(2K , 2±K’) and a l s o
W(u3) - W( - u 3) ( I I . B . 1 4 )
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The only poles of W(u3) are simple poles of
(i) U 3 = u 2 - V 2 - v 3 + -f 2n±K' ,
(ii) u 3 11 £ N> + v 2 -f v 3 + + 2n±Kr ,
(iii) u 3 =  - U z + v 2 + v 3 + 2mK + 2niK'
(iv) «3 - - u 2 - V 2 _ v 3 + 2mK + 2niK'
(II.B.15)
Note that the matrix R in (II.B.12) has zero 
determinants at these poles. For the residues at these 
poles, by periodicity of W(u3) , we may just consider the
case in which m = n = 0 .
(i) At U 3 = u2 - v 2 - v 3 , with repeated usage of 
(II.A.3) to (II.A.5) , we find that
lim (w3-u2-/-v2-/-v3) k n
W 3-W2+V2-/-V3->-0
- 1 / (sn(2u2) sn(2v2-/-2v3) (I-/c2sn2 (u2-fv2) sn2 (u2-v2))}
(II.B.16)
sn(2v2-/-2v3)
and the matrix R at u 3 = u2 - v 2 - v 3 becomes
-sn(u2-fv2)dn(w2-v2)cn(u2-v2-2v3) 
cn (u 2 tv2) cn (u 2-v2 - 2v 3)
I sn(u2-/-v2)dn2 (m2-v 2) sn(w2-v2-2v3)
1 -cn(u2-fv2)dn(u2-v2) sn(w2-v2-2v3)
(II.B.17)
Noting that in this case u 3 + v 3 = u2 - v 2 and 
W 3 - v 3 = u2 - v 2 - 2v 3 , the residue of W(u3)
— U 2 - V 2 ~at u 3 v 3 is
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- { s n (2u2) ( l - k 2sn 2 (u2+v2) s n 2(w2- v 2) ) ) - 7
/  sn(w2^v2)d n (u 2 -v 2) 
\  - c n ( u 2+v2)
x ( - c n ( u 3- v 3) s n ( u 3- v 3) d n ( u 3-fv3) )
( i i )  S i m i l a r l y  a t  u 3 = u 2 + v 2 + v 3 , t h e  r e s i d u e  o f  
W( u 3) i s
(sn(2w2) (7-fc2sn2 (u2+v2) sn2 (u2- v 2))  } x
sn (u 2 - v 2) dn (w 2 t v 2) cn (w 2 t v 2 -f 2 v  3) sn (u 2 t v 2 7-2V3) sn (w 2 - v 2) dn2 (w 2 t v 2 )\
cn (u2-fv2-/-2 v 3) c n ( u 2 -V2 ) cn (u2-V2 )d n (u 2^V2 ) s n (u 2+v27-2v3) /
- ( sn (2u2) ( 1 - k 2sn2 (u 2^ v2) s n 2 (u2- v 2) ) }-7
f- sn (u 2 v2) dn (u 2+v2) \
x i  I ( c n (u 3iLv 3) s n (u 3-fv3) dn (u 3- v 3) )
( I I . B . 1 8 )
- c n ( u 2- v 2)
( u s i n g  t h e  f a c t  t h a t  u 3 7-v3 = u 2 + v 2 + 2 v 3 a n d  
“  V 3  =  W 2 •t V 2 . )
( i i i )  A t  u 3 = - u 2 + v 2 + v 3 , s i n c e  W( u 3) = - W ( - u 3) ,
t h e r e f o r e  ,
l i m  ( u 3- t )  W( u 3) = -  l i m  ( u 3+t )  W ( - u 3)
w3-*£ u 3+ - t
= l i m  (w 3- ( - t ) )  W( u 3) 
u 3-+-t
( I I . B . 1 9 )
H e n c e  t h e  r e s i d u e  i n  t h i s  c a s e  i s  t h e  same a s  ( i )  
g i v e n  i n  ( I I . B . 1 6 )  a n d  ( I I . B . 1 7 )  e x c e p t  t h a t  i n  
t h i s  c a s e ,  we h a v e  u 3 + v 3 = - u 2 + v 2 + 2 v 3 a n d
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u3 - v 3 = - u2 + v 2 . So, the residue becomes
{sn(2u2) (l-k2sn2 (u2+v2) sn2 (u2-v2)) }-7
/ sn(u2-/-v2)dn(u2-V2)'
l
-cn(w2-/-v2)
( cn(w3*v3) sn(u3-/-v3)dn(u3-v3) )
(II.B.20)
(iv) Similarly at u 3 = - u2 - v 2 - v 3 , the residue of 
W(u3) is
__ *7
{sn(2u2) (l-k2sn2 (u2+v2) sn2 (w2-v2)) } x
-sn(w2-v2)dn(u2-fv2)\
-cn(u2-v2) ) (-cn(w3-v3) sn(u3-v3)dn(w3+-v3) )
(I1.B.21)
Hence, it is clear that W(u3) has the same poles and 
residues as the following matrix product :
/sn(w2TLv2)dn(u2-v2)
-{sn(2u2) (l-k2sa2 (w2-fv2)sn2 (m 2-v 2)) }_i (
-cn(w2-fv2)
-sn(w2-v2)dn(w2-fv2) \ 
-cn(w2-v2)
/ ^(w3-u2+v2+v3)
\ -(\>(.U3+U2+V2+'V3)
- <j> (w 3 - /-W  2 V2 V 3 ) 
(j) (w 3 -u 2 -v2 -V 3 )
/ -cn(u3-v3) 
\ cn(u3^ -v3)
sn(u3-v3)dn(u3+-v3)
sn(w3+-v3)dn(u3-v3)
— D (u2,v2) M\ ( u 2} U 3) D(u 3,v 3) (II.B.22)
where D(u^,v^) and Af^(w . ,w^) are as defined in (2.4.47) 
and (2.4.48) . We require that <J>(u) has simple poles of 
residue unity at u = 2mK + 2±nKr as its only singularities
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for any integers m and n . The periodicity of (/j («2 , w 3) 
requires that
(j) (w-f 2 i.K') = cf)(u+2K) = - (j) (u) . (II.B.23)
These conditions define 4> (w) uniquely as
<J>(m ) - dn(w) / sn(w) . (II.B.24)
[cf. (2.4.49)] .
By Liouville's theorem, the difference of Wi(u2,u3) from 
the matrix product in (II.B.22) is a constant independent 
of u 3 The constant may depend on u2 , v 2 and v 3 , 
however, changing u3 to - u 3 negated both W(u3) and 
(II.B.22) . Hence, their difference must be zero or we may
write
_ j
Wi(u2)u3) = D (u2,v2) M i(u 2,us) D(u 3,v 3)
[cf. (2.4.50) ] .
(II.B.25)
SECTION in
square lattice variational 
a p p r o x im a t io n s  app l ied  
the Ising model
Introduction
In Section II, we have shown that the partition 
function of a lattice may be written as the trace of a 
product of corner transfer matrices. In fact, the partition 
function can also be written as the trace of a product of 
row ( or column ) transfer matrices as shown by Kramers 
and Wannier (1941a) and Montroll (1941). The transfer 
matrix method, besides giving suggestive ideas for solving 
several lattice models of statistical mechanics exactly, also 
enables the use of variational approximations to tackle the 
problem. From the fact that the trace of a matrix is simply 
given by the algebraic sum of the eigenvalues of the matrix 
involved, in the thermodynamic limit, the partition function 
per site of the lattice is proportional to the maximum 
eigenvalue of the row ( or column ) transfer matrix of the 
lattice. This obviously suggests the use of the variational 
principle for solving the eigenvalue problem.
This idea was first applied to the Ising problem by 
Kramers and Wannier (1941b). Using the variational method, 
they were able to obtain approximations for the critical 
temperature and the partition function per site of the system. 
The idea was again taken up by Baxter (1968) for solving the 
monomer-dimer system on a rectangular lattice numerically in 
1968. A set of matrix equations was derived from the
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variational method which gives the statistical mechanical 
properties of the system in the thermodynamic limit. Very 
good estimates of the free energy of the system was obtained. 
In 1976, Kelland used a similar approach for the square 
lattice Potts model and hence was able to obtain estimates 
for the critical exponent 3 of the model (Kelland, 1976).
Recently, Baxter (1978) extended the method to a 
fairly general Ising model on the square lattice. A similar 
set of matrix equations was obtained and a rapidly convergent 
sequence of approximations to the free energy was developed. 
This approach is interesting as it provides a way of locating 
the critical point of the system and gives very good 
numerical estimates of some thermodynamic properties of the 
system.
It is the purpose of the following work to test the 
convergence of this approach. We apply the method to the 
zero field square lattice Ising model. With this system, 
it is possible for us to compare the result of the various 
approximations with the exact solution of the model. The 
variational method developed by Kramers and Wannier (1941*) 
is a special case of this method (Baxter, 1978).
The sequence of approximations generated by the 
method is solved numerically for the spontaneous 
magnetization below the critical point and for the critical 
temperature of the system. The convergence of the results 
to the exact values and the critical behaviour of the 
spontaneous magnetization are studied. The variational
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method is found to give good estimates to the thermodynamic 
properties of the system.
We formulate the method and hence derive the set of 
variational equations for the square lattice Ising model in 
Section III. 2. Some thermodynamic functions of the system 
may be obtained from the equations. They are given in 
Section III.3. In Section III.4, we calculate the lowest 
order of the sequence of variational approximations in a 
leading order expansion. The result is proved to be the 
same as Kramers and Wannier approximation. An iterative 
procedure for the solution of the equations is also given. 
From Section III.5 onwards, we focus on the case of zero 
magnetic field. The technique of spinor representations is 
used to simplify the matrix equations, thereby reducing the 
problem to one of solving a relatively small system of 
non-linear equations. The analytic solution of these 
equations for the infinite system is given in Section III.6. 
For the finite system, the equations are solved numerically 
for the spontaneous magnetization and the critical 
temperature. The method is given in Section III.7 and the 
results in Section III.8. They support a scaling hypothesis 
for the spontaneous magnetization.
The
Va r i a t i o n a l  Ap p r o x im a t io n
We outline below the variational approach for the 
square lattice models developed by Baxter (1978). We 
restrict the derivation to the Ising model with nearest- 
neighbour interactions only. However, it can be readily 
seen that the result can be easily generalised to a more 
general Ising model as considered by Baxter (1978).
§ 2 , 1  THE TRANSFER MATRIX
Consider a square Ising lattice of rows and
columns with interaction energies J i and J 2 along 
the horizontal and vertical direction respectively 
( Fig. 3.1 ). Associated with each lattice site is a spin 
variable a^ with value +1 or -1 . The energy of the
system in the configuration specified by {a} is
F{c} = - I J . . o . ^, j ^ a .J - *  l<i> (3.2.1)
where the summation is over all nearest neighbours with
J. . = J i or J 2 if the bond connecting spins o. and ^> C ^
o . is in the horizontal or vertical direction
J
respectively. The second summation is over all spins ck
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of the lattice. The partition function of the system is 
then given by
n = I exp( - E/k T ) (3.2.2)
r ’ a
where kn is the Boltzmann's constant and T the
D
temperature. The summation here is over all possible spin 
configurations of the lattice.
Impose toroidal boundary conditions on the lattice, 
i.e. require that the spin configuration of the (n +1) th 
row and (n +1) th column of the lattice is identical with ikat 
the first row and column of the lattice, respectively.
Denote the spin configuration of the j th row by
( j >  = { a i j >  , ctP'h... ,<*W }
c
,2,. . . tnr. (3.2.3)
i ta i = an +1 r
0 2
a i a 2
J ■
J i
a =  a in +1 c
Fig. 3.1 The square Ising lattice with toroidal boundary
conditions.
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(  A )where ( = + or -1 ) is the spin value of the l th
site of the j th row of the lattice. If we define
n
c  I t
V( a I a') = n 'w(ai>at + l’ai,CLl+l') (3.2.4)
where
w(a,a',ß,3f) = exp{[_2 J i (olol’+$$ ’)+2 J 2 (oL$+a, $ ,)+H(a+a '+$+$’) ' ] / 4k ßT]
(3.2.5)
is the weight function of a square face of the lattice, then 
(3.2.2) becomes
= l l I exp( - E{a)/kBT )
(1) (2) (n )a ,a . ,a r
n n
= l I 1 n i X w<a^>a^*a^;J=1 1=1(1)a .,a!nr)
= l 1 ■■■ 1 V(a(V \a(2J) V ( a ™  |c/3;)
(1) (2) (n )Oi ,a . ,a r
... |aaJ)
Yl
= Trace ( V r  )
a(j‘+1)) 
* 1+1 '
(3.2.6)
Hence, the partition function of the system is written as the
nc nctrace of the n th power of the 2 x 2 matrix V .
V is called the row transfer matrix of the lattice.
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§ 2,2 THE VARIATIONAL APPROACH
The object of statistical mechanics is to calculate 
the partition function per site of the system in the 
thermodynamic limit ( i.e. as n and approach
infinity ).
It is a fundamental fact in matrix theory that 
the trace of a matrix is merely the sum of its eigenvalues 
and the eigenvalues of Vm are the eigenvalues of V raised 
to the m th power. So, from (3.2.6)
n , n r c l3 = 1
(3.2.7)
where A . ( j = 1, 2, . . . , n ) are the eigenvalues of theJ ö
matrix V . In the thermodynamic limit, we may write
Z v X ^n , n maxr c
(3.2.8)
where A is the maximum eigenvalue of V . Hence themax °
partition function per site of the system becomes
K
1/n
Zft ,
nr
nc
o %
1/no
max (3.2.9)
Since V is symmetric, we may apply the variational 
principle to obtain its maximum eigenvalue ^max •
Given an arbitrary non-zero column vector I , we 
define a function L by
TT V 1 
TT I
(3.2.10)
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The derivative of L with respect to T is
dL
dT -4- ( W  - L't ) (3.2.11)
L is stationary if and only if
FT = TT (3.2.12)
i.e. if L is an eigenvalue of V and T the corresponding 
eigenvector. So, the greatest eigenvalue of the matrix V 
is simply the maximum of all the stationary values of the 
expression (3.2.10) with respect to T , i.e.
A = max { stat. -  > (3.2.13)max T
Let ^max he the eigenvector of V corresponding 
to its greatest eigenvalue. We have in the limit of m 
large
T oc V™ <bmax (3.2.14)
for any arbitrary vector <J> which is not orthogonal to ^max-
Hence, choosing any arbitrary <J> not orthogonal to T ,max
Vm § gives a reasonable approximation to the unnormalised 
eigenvector ^max and is exact if m becomes infinitely 
large.
If <J> is chosen so that each of its elements is 
unity, then using the definition (3.2.4) of V , 
we have
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A>Ol,02,---o ) l l l V(au a2,...,a |a,i7)
Jl) J2) (m) nc
)
V{a(1)\a(2))...7(a
(1)
(m-1) I (m)-a ' )
I l ••• I
m (2) fm)Oil 1i CX i > . . . ,0t J
m (2J J m )a 2 ,a2 ,.. . ,a2
irz; *62;rv ryUC> • Uu | •
n c n c "  n a
(0)
^ 0V°H+l,CLl 'aU T
J 2) a(1) *(2) a(2)' £ * Ul* £ * l+V
w(a(m-1) (m-1) M(m) (m)£-/-2 ’ 0 * 1+1'*
(3.2.15)
where a = Oj and a ’w' = ainc+:Z nc-fi
rj; ( J = 1 , 2 , . . . , ?n )
Define a new set of indices y . by-J
/ (1) (2) (m) v
L j  ( “ j -01 j > • • • • a j > - j •2 , 2 , . . . , wI
(3.2.16)
Then, (3.2.15) can be written as
^  <t>(öi,a2... a ) = I I
y.i > y_2, • • •,
O' 1 » cr2 ° 2  ,°3
£ F F44 yi,y2 y2,y3
where
a,a
F ■ , = w(a,o',aa j ,ßaj) w(oa ; ,ßa ; ,ar2;,8f2;)
VGl. . F c 
hn ’hi
(3.2.17)
with y = (a(1) ,ol(2)
... w(arw-j;, ß ^ 2;.aW .ßW ) (3.2.18)
a rm;) and u'= (ßm ,er2;.... ßf” ;)
The summation in (3.2.17) is over all possible 
configurations of s . We may write (3.2.17) as
V™ <j>(tfi ,a2,...,a ) = Trace {F(oi ,a2)F(a2 ,cr3).. .F(a ,ai)}
(3.2.19)
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where each of F(+,+) , F(+,~) , F(-,+) , F(-,-) is a
2m x 2m matrix with the (£,£') th element given by
F /a,o') = F°>0 , ; a, a' = + or - . (3.2.20)y,yA y , y ' ’
As m tends towards infinity, the eigenvector  ^ x is 
proportional to V™§ and hence it must be of the form
(ai,a2,...,o ) « Trace {F(o1,o2)F(a2,a3).. .F(a ,0^ } (3.2.21)
lIlcUs. YIq  O
where, here, the matrices F(o,a') are infinite dimensional
matrices. It follows that even for small dimensionality, by
taking the matrices F(a,a') to be arbitrary, (3.2.21)
provides a reasonable form for the trial function ¥ ofr max
the variational principle.
Further, we note from (3.2.18) that is
symmetric with respect to interchanging a and £ with 
o' and jj' provided that
w(a , a ' , 3 > ß ') = w(a ' , a , 3 ' , 3) (3.2.22)
which is obviously true in this case. It is natural to keep 
this property even in the case F(o,o') being arbitrary, 
that is, we require that
F(o,o’) = F^(a',o) . (3.2.23)
The problem now reduces to finding the maximum of all 
the stationary values of the expression (3.2.10) with 
respect to ¥ while keeping ¥ to be of the form (3.2.21) 
with F(a,a') being 2m x 2m matrices satisfying (3.2.23)
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b u t o t h e r w i s e a r b i t r a r y .  Using ( 3 . 2 . 2 1 ) ,  we have
'fZV ii
4
5
c-'
1 I
a .
J
a i , a 2 a 2, a 3 
i^7 i^7
yi ,.y2 y_2 ,£3
0^  , a 3 a i , a 2 a 2, a 3
F 0 f  F
Uh ,y i  v i , v 2 v2,v3
0 - 1 , 2 , . . • ' nc OL, ,ai
. . .  F c
»vi
= I I I ^ ( a i , y i , V i | a 2,y2,v2) # ( a2,y2,v2 | a 3,y3,v3)
a .0
3=2,2, . . ■•ne . . . >y?2 1 ^  1 >y 1 1  ^  1 )0 0 0 ~  ~
= T race  (ä” c ) ( 3 . 2 . 2 4 )
where  R i s  a 2 ^ m+  ^ x 2 ^ m+  ^ m a t r i x  w i t h  e l e m e n t s
i ? ( a , y , v I a ' , y ' , v ' ) „ a , a ' a , a ' ,F ,F . : a .  a '  = -f o r  -y , y  v , v '
( 3 . 2 . 2 5 )
S i m i l a r l y ,
4- ha. B. A ^
ßJ ’ßJ+i
0=1 , 2 , . . .  yn
Trace  (5 ) ( 3 . 2 . 2 6 )
where  5 i s  a 2 ^m+2 x 2^m+2 m a t r i x  w i t h  e l e me n t s
S ( a , e , y , v | a \ 0 \ u \ v ' ) '  = f“ ' “ | w(m ’ , W ' ) fS ' ! '
k > M V , V
a, 8, a ' ,  $'  = -f or - . . ( 3 . 2 . 2 7 )
So, ( 3 . 2 . 1 3 )  r e d u c e s  t o
max max { s t a t .  ? r a c e  ( s ----I  }T race  ( R c )
( 3 . 2 . 2 8 )
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In the limit of large n ,
A vmax ( n / K ) (3.2.29)
where E, and 
respectively. 
as given in
K
n are 
In this 
(3.2.9)
1/n
= Amax
the maximum eigenvalues of R and S 
case, the partition function per site 
becomes
c = n/C • (3.2.30)
As for the maximum eigenvalues of R and S , let the column
vectors defined by X e (Xa ) and P = (Pa> )^ be the£>£ _y,y_
associated eigenvectors of R and 5 respectively, and
define 2m x 2m matrices Z(a) and p(o.e) ( a ,3 = + or - )
with Xa and Pa ’  ^ as £, V their ( £> v ) th element.
Obviously, we may write
I I I  P(a,y ,v |a' ,y' ,v ') X* , ,
y' v' a' h
£ Xy , v (3.2.31a)
and
I l l I S(a,3,y,v|a',3',y',v') p“,*?*, 
y1 v' a' 3' - n p
,a,3 (3.2.31b)
or equivalently ( from (3.2.25) and (3.2.27) ) we have
V V V „ a , a ' a ' „ a , a '
L L L u u ' u ' v ' u v '  y' v' a ' y , v
(3.2.32a)
and
l l l 1 w(o,a',e,B') p“ £ '  = n P“’f. (3.2.32b)
y' v ' a ' 3' y,y y',v' v,v
Using the symmetric properties of P(a,3) 
(3.2.32a,b) reduces to
in (3.2.23) ,
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I F(a,a') 2(a') F(a',a) = £ 2(a) (3.2.33a)
a '
and
I I w(a,a',3,3') F(a,a') P(a',3') F(3r,3) = ii P(a,3) (3.2.33b)
a ' 3'
The equations (3.2.33a,b) are consistent with the 
conditions
2(a) = XT(a)
and (3.2.34)
P(a,ß) = Pr(ß,a)
provided that
w(a,a ',3,3 ') = w(3,3 ' ,a,a ') (3.2.35)
which is obviously true in our case also. So, for simplicity, 
we will choose the solution for 2(a) and P(a,3) with this 
symmetry.
5 2.3 MAXIMIZATION OF <
As illustrated in the last section, to obtain X ,* max
we need to determine the maximum eigenvalues of R and S . 
Since R and S are themselves symmetric matrices, we may 
again apply the variational principle.
Similarly to (3.2.13) , the maximum eigenvalue of R
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is given by
—T —
5 = max { stat. _ R J - } (3.2.36)
X X
With X being defined to be the eigenvector corresponding 
to £ and using (3.2.25) , we may write
Trace ( £ X(ol ) F(a,a') X ( a') F(a',a) )
£ = max { stat. ------ -----------------------------  } (3.2.37)
Trace ( £ A2 (a) ) 
a
From the definition of X in (3.2.32a) , the 
expression in the right-hand side of (3.2.37) is in fact 
stationary with respect to the variation of any arbitrary 
element of X .
Similarly for the matrix S , its maximum eigenvalue 
is given by
—T —P S PX] = max { stat. - }
P1 P
max { stat.
Trace ( I w(a,a', 3,3 f)P(3,a)F(a,a ')p(a', 3 ')F($', 3)) 
a,B.a',3'_______________________________________
Trace ( I P(3,a) P(a,3) )
a,3
(3.2-38)
Again, the right-hand side of (3.2.38) is stationary with 
respect to variation of any of the elements of P by its 
definition. Hence, from (3.2.30),
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K
Trace ( £ J 2(a) )
max { s t a t .  -------------------------------------------------------------
Trace ( £ X(a) F (a ,a ' )  X( a ' )  F(a ' , a )  )
a , a '
Trace ( £ w (a ,a ' ,3 ,3 ' )P (3 ,o 0 F (a ,a ' )P (a ' ,3 ' )P (3 ' ,3 )  )
______a , 3 , a f ,3 '___________________________________________  }
Trace ( £ P(3,a) P(a,3) )
a , 3
( 3 . 2 . 3 9 )
S in c e  t h i s  e x p r e s s i o n  i s  s t a t i o n a r y  w i t h  r e s p e c t  to  
t h e  v a r i a t i o n  o f  X ( a ) and P ( a , 3 )  , so ,  t h e  r e m a in in g  
r e q u i r e m e n t  f o r  k i s  t h a t  i t  has  to  be s t a t i o n a r y  w i t h  
r e s p e c t  to  t h e  v a r i a t i o n  o f  any o f  t h e  P ( a , 3 )  ( a , 3 = + o r  - )  
a l s o .  L e t  G(F)  =
Trace(J /2(a))*Trace( I w (a ,a ' ,3 ,3  ' ) P ( 3 , a ) P ( a , a ' ) P ( a ' t 3 ' )F (3 ',  3)) 
______a_____________a, 3,a ' ,  3 '_________________________________________
Trace( £ X (a )F (a ,a ' ) ^ (a ' )P (a ' , a ) )x  Trace( £ P(3,a)P(a,3))
c l , a '  a , 3
( 3 . 2 . 4 0 )
and
T rac e  ( £ P ( 3 ,ot) P ( a , 3 )  )
_________ a , 3___________________
T ra c e  ( I  X 2 (a)  )
( 3 . 2 . 4 1 )
I f  we v a r y  a p a r t i c u l a r  e le m e n t  F ° ’ 0 o f  P ( a , 3 )  such  t h a t
t 1 , t  2
( Fa >3)* P , v '
FCL, >^ + e , i f  c l= o  , 3 = 0 ' I y = T  1 and v=t 2* 
j j , v_ ’ — —1 ------
, a , 3 
p , v o t h e r w i s e  .
( 3 . 2 . 4 2 )
t h e n
dG(F)
3c “ I w(a , a ' , 6 , ß ' )  P ° f  p ° ' > ^  f M ;  £=0 y fy ' , 3 , 3 '  - 1 l 2, ~
-  Z I  X° X0 ' , F ° ' 0 \
H > £  12
( 3 . 2 . 4 3 )
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For G(F) to be stationary, we require that (3.2.43) equal 
to zero or equivalently
w(a,a',3,3')F(a,3)F(3,3')P(ß',a') = t X(ol)F(ol,cl')X(ol’)
(3.2.44)
Hence, k will be stationary with respect to all its 
parameters if (3.2.33a,b) and (3.2.44) are satisfied. 
Solving this set of equations for q , £ , £ and the 
matrices X ( ol) , P(a,3) and P(a,3) (a, 3 = + or - ) we 
should be able to obtain estimates for k using (3.2.30) . 
All the matrices in these equations are of 2m x 2m 
dimensions. They should give us the exact result for k if 
all the matrices are infinite in size. Hence, a sequence of 
variational approximations may be obtained for k by taking 
m = 0, 1, 2, ...
The arguments so far do not depend on the exact form 
of w(a,a',3,3') as long as it satisfies conditions (3.2.22) 
and (3.2.35). So, they may equally be applied to a more 
generalised square Ising lattice such as that considered by 
Baxter (1978).
11 
ß 3
Thermodynamic Properties 
of the System 3
In this section, we shall examine some of the 
thermodynamic properties of the system that can readily 
be obtained from the matrices X(a) , F(a,ß) and P(a,ß) .
§ 3.1 row-column symmetry
It is interesting that the symmetry of rows and 
columns in the lattice is reflected in the expression of 
k obtained.
If we introduce matrices A(+) , d(-) , F (+,+) ,
F (■/-,-) , F (-,-/-) and F such that
X(a) = A^ ( c l ) A (a) (3.3.1a)
and
P(<x,B) = AT(a) /'(a,s) A{&) (3.3.1b)
with
f '\ a,ß) = F’^ CS.a) (3.3.2)
a, ß = + or -
then, k in (3.2.39) becomes
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Trace ( £ (AT (a)A(a.))2 )
K max { stat. a x
Trace( £ A1 (a)d(a)F(a,a')d^(a f)d(ot')F(a' ,a)) 
a,a'
Trace( £ (3)F (3,a)d(a)d^ (a)F (a,3)-A(3) )
(3.3.3)
Equation (3.3.3) is essentially unaltered by the interchange
simultaneously replacing w(a,a',3,3') by w(a , 3 > a ' , 3 ') •
From the definition of the function w in (3.2.5), this is 
equivalent to interchanging the columns with the rows in the 
lattice. k is therefore symmetric with respect to row and 
column interactions.
§ 3.2 T H E R M O D Y N A M I C  F U N C T I O N S
Some of the thermodynamic functions can be easily
JU
written in terms of the matrices d(a) , F(a,3) and F (a,3).
Firstly, it is readily seen from (3.2.9) that the 
free energy per site of the system is given by
of F(a,3) with F (a,3) and A (a) with AT (a) while
f
k nT In k
D
(3.3.4)
Many of the thermodynamic functions can be written in terms 
of derivatives of the free energy per site f  of the system.
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Since k is stationary with respect to the matrices /1(a) ,
/VF(a,3) and F (a,3) ( a ,3 = + or - ) , the differentiations 
of k with respect to H , J \  , J z or T can be carried 
out as if these matrices were constants.
Before we perform any such differentiation, it is 
more convenient to write the expression of k in (3.3.3) in 
terms of the following new matrix variables :
A i (a) 
f \ ( a ,  ß)
exp( - H a / 4 k . . T )
D
exp( H(a+$)/4kßT ) 
exp( H (a-z-3) /4knT )
D
A (a)
exp( J iaß/2feßr ) 
exp( J 2aQ/2kBT )
F(a,ß)
Mcc.ß)
(3.3.5)
Using the above variables , can then be written as
k = max{stat.
Trace( I exp(#a/kßT) (A1(a)di(a))2 )
a
Trace ( I e x p ( - ^ j ~ - ) A T1(a)A1(ci.)Fl(a>CL, )A1l ( a , )A 1(cL, )Fl(cL, 
a,a' B1
x
Trace( l d / ß ^ ' i C ß . a ) ^  (a)F,( a , a ' ) Ä a ' ) d ( a ' , ß 'M i (S ')?i  (ß'  ,ß))
a,3,a',3'___________j_ _____________
Trace( I exp(z^^)dT(3)f,i (3,a)di (a)d?(a)Fi (a, 3)41 (3) ) 
a, 3 *5
(3.3.6)
■}
From the fact that k is stationary with respect to
■?Vvariations in d(a) , F(a,3) and F (a,3) , it can be shown
that it is stationary with respect to the newly defined
Vcmatrices di(a) , F x(a,3) and F :(a,3) also. Hence, the 
differentiations with respect to H , J \ , J2 or T can be 
performed as if they were constants also.
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Using (3.3.6), some of the thermodynamic functions 
can be calculated readily.
Magnetization
The magnetization per site of the lattice is given by
M = < ö i >
= , 9 In(k )
B dH
Trace( I a exp(Ha/kgT) (a\(a)A i(a))2)
= ------- ----------------- ---------------  (3.3.7)
Trace( £ exp(tfa/fc MZ7) (a)A 1 (a) ) 2 ) 
a
which using (3.3.5) gives
Trace( £ a (AT ( a ) A (a))2 )
M = ------- ?------------------  (3.3.8)
Trace( £ (.4 (a)4(a))2 ) 
a
Nearest-neighbour correlation
The horizontal nearest-neighbour correlation is
<aiVhori. = V  3(ln K)/3Jl
Trace( Y aa'exp(-t/1aa'/k_2')I4i'(oi)/li (u)F\(a'Mi (“' ,<*) )/ &rv rv '
Trace( £ exp(-Jiaa'/k T)/!^ (a)^ i (a)Fx (a,ar)i4"f (a')di (a')Fi (a' ,a) ) 
a,a'
Trace( £ aa' AT (a),4 (a) F (a , a ') A1 (a ' )A (a ' ) F(a ' , a) ) 
_______a, a '_________________________________________
Trace( \ A^ (a) A (a) F (a , ol r) A^ (a 1) A (a ') F (a' ,a) )
a, a '
(3.3.9)
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The v e r t i c a l  n e a r e s t - n e i g h b o u r  c o r r e l a t i o n  c a n  be  o b t a i n e d  
s i m i l a r l y  b y  r e p l a c i n g  F ( a , a ' )  w i t h  F ( a , a ' )  an d  A ( a )  
w i t h  A T ( a )  .
I n t e r n a l  e n e r g y
F i n a l l y ,  t h e  i n t e r n a l  e n e r g y  p e r  s i t e  o f  t h e  s y s t e m  
i s
U = k „ T 2 3 ( l n  k ) / 3 TD
T rac e ( \  Ha exp(Ha/knT) (A^(a)A1( a ) ) 2 )
D
T race ( I  exp(Ha/k^T[) (^T(ot)zli ( a ) ) 2 )
Trace( I J i a a ' e x p i - J ^ a ' / k ^ A ^ ^ A i ^ F i i a ^ ^ A i i a ^ A i i a ^ F i i a '  ,a) )
t &rv rv '
Trace(  I e x p ( - J ia a 1/kFT) AT^ (a)Ai {a)F1 ( a ' M i  ( a ' ) F i  ( a '  ,a)  )
„  ^  /  o
T race ( £ J 2a3 e x p ( - J 2ct3/k T) A^(a)Fi  (a,  3M i (3)4?(3)fh  (3,a)i4! (a) ) 
a,  3__________________  __________________
T rac e ( £ e x p ( - J 2a3/k  ^T(a)F?(a ,  3 ) ^  (3) i i?(3)f?(3 ,a)i4 j  (a) ) 
a , 3
HM + J  i <a . a . >,j  h o n + J ? < o  . o  .>i  j  v e r t . ( 3 . 3 . 1 0 )
The r e s u l t  r e f l e c t s  t h e  f a c t  t h a t  t h e  o n l y  c o n t r i b u t i o n s  t o  
t h e  i n t e r n a l  e n e r g y  o f  t h e  s y s t e m  a r e  t h o s e  f r o m  t h e  m a g n e t i c  
f i e l d  an d  t h e  n e a r e s t - n e i g h b o u r  i n t e r a c t i o n s  o f  t h e  s y s t e m  
( O n s a g e r ,  1 9 4 4 ) .
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5 3.3 GRAPHICAL INTERPRETATION OF THE MATRICES
When m approaches infinity, the form (3.2.21) of 
^max as exact the elements of F(a, 3) as given in
(3.2.18). So, if we consider the case when all the matrices 
are of infinite dimensions ( i.e. m = 00 ), F(a,3) may be
interpreted as the half-column transfer matrices whose elements 
being the Boltzmann weight of half of a lattice column with 
(a,3) as their bottom spins (Fig. 3.2a). From (3.2.25),
R is then the column-to-column transfer matrix with its 
element R (a ,y_,yj 3 >jj' ,y/) being the weight of the full column 
as given in Fig. 3.2b. Similar interpretation can be given 
for S(ol, 3,JJ, v I a ', 3 ' , v ') (Fig. 3.2c).
Since, in the limit of m' large,
X = Rm \p (3.3.11)
for some vector <J> not orthogonal to X  , the elements 
X  ^  ^ of the maximal eigenvector X  of R  can be interpreted 
as the weight for half of the lattice, as shown in Fig. 3.3a, 
summing over spins of solid circles. That is, it is the 
probability that the left-hand edge of a lattice with (2m+l) 
rows and (m'+l) columns has the spin configuration (p,a,v). 
In view of (3.3.1a), the element is then the weight
of the spins of the corner shown in Fig. 3.3b ( summing over
dotted spins ). Hence apart from the outer boundary which is 
irrelevant in the limit when m approaches infinity,
(N
.B
. 
B
onds connected by fu
ll lin
es are given the fu
ll in
teractio
n
 energies 
betw
een th
e spins connected
by th
e bonds w
heisas only h
alf o
f th
e in
teractio
n
 energies 
are considered fo
r bonds connected by
broken lin
es.)
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summing over the dotted spins.
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the 2m+-7 x 2m+1 matrix
(3.3.12)
and its transpose is the corner transfer matrix for the square
•}'<lattice (Baxter, 1977). Also, by (3.3.1b) , F (a,3) may 
then be interpreted as the "half-row" transfer matrix of the 
lattice.
With the above graphical interpretation for the
matrices, each term in the expression (3.3.3) of k can be
interpreted as a partition function for the lattice of a
certain size with a different partition ( see Fig. 3.4).
If we still adopt this definition of 4(a) , F(a,3) and
•>v
F (a,3) for a given finite m , then (3.3.3) implies
Z2m+l,2m+l Z2m+2,2m+2 
^2m+l,2m+2 ^2m+2,2m+l
(3.3.13)
where Z is the partition function of a lattice of nnr ,nc r r
rows and columns as defined in (3.2.2) . This provides
an approximate formula for k and is exact if m is 
infinite (Woodbury, 1969; Enting and Baxter, 1977).
As proposed in Section III.2, for finite m , by
ktaking the matrices 4(a) , F(a,3) and F (a, 3) to be
arbitrary, a sequence of variational approximations for k 
of the infinite system may be obtained. When m is finite, 
one may imagine a similar graphical interpretation for the 
matrices in the finite lattice, except that now the 
interactions between sites of the lattice are more
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complicated and are such as to maximize the free energy of 
the system at a given temperature. Moreover, the 
interpretation of the matrices as corner ( row or column ) 
transfer matrices of the system may provide a good initial 
guess to the solution of the sequence of variational 
approximations.
The Sequence of Va r i a t i o n a l Ap p r o x im a t io n s 
for the Is otropic Square Ising Model 4
§ 4.1 r e p r e s e n t a t i o n s IN WHICH A (±) d ia g o n a l
The variational method reduces the calculation of 
the partition function of the system to the evaluation of 
equations (3.2.33a,b) and (3.2.44) . In terms of matrices 
4(a) , F(a,3) and F (a, 3) ( a, 3 = + or - ) , they can be 
written as
\ F(a,a') AT(ol') 4(a') F(ol',ol) = £ AT (a) /1(a) (3.4.1a)
a'
I I w ^ a ' ^ ^ O f ’C^a'M^aOP (a', 3 ')4 (3 0^(3', 3) = q AT(cl)f' (a, 3)4(3)
a' 3' (3.4.1b)
and
l l w(a,ß,a\ß')i?X(a,a')4(a')F(a')6')/'(e')F’W(ß\ß) = c ^ (^ FCa.ß)/!2^ )
a' 3' (3.4.1c)
The set of equations (3.4.1a-c) , (3.2.23) and 
(3.3.2) are unchanged by the following transformations:
4(a) -* <? Q( a) 4(a) PT (a) ;
F(a,ß) * P( a) F(a, ß) PT (£) ; (3.4.2)
/"(a,ß) + £?( a) f " (a, ß) QT (&) ;
a,3 = + or -
where P(+) , P(-) , Q(+) and $(-) are 2m x 2m orthogonal
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matrices and o is some scalar. Hence, without loss of 
generality, the matrices A(+) and d(-) can be chosen to 
be diagonal with the maximum diagonal element of A(+) 
being unity. In this case, we have
4(a) = (a) , a = + or - . (3.4.3)
kSince multiplying the matrices F(a,3) und F (a,3)
( a J  = + or - ) by some scalar constants a i and e2 
respectively only changes the value of £ , n and C 
accordingly without any change in the structure of the 
equation, we may normalise the equations such that
5 =  1
and (3.4.4)
c = n
It follows that, in this case, we have
k = n = C • (3.4.5)
We have shown the symmetry of the row and column 
interactions in the expression of k in (3.3.3) . So, for 
simplicity, we will just consider the isotropic case in 
which the horizontal and vertical nearest-neighbour 
interactions of the lattice are the same, bearing in mind 
that all the derivations maybe generalised to the anisotropic 
case.
For the isotropic case, we have
J = J i = J 2 and F ( o t , B )  = F(a,3) , (3.4.6)
a ,$ = ■/■ or - .
107
Equations (3.4.1b) and (3.4.1c) become identical and we 
may write (3.4.1a-c) as
£ F(a,a') A2(ol') F( a',a) = A2 (a) (3.4.7a)
a '
and
I I w(a,a^,30F(a,a')4(a')F(a',3')d(3')F(3',3) = k 4(a)F(a,3)4(3)a' 3'
(3.4.7b)
From this set of equations, we may then evaluate A(+) , d(-), 
F ( + , + ) , F(+,~)  ( = F T (-,+) ) , F(-,-)  and hence k with
d(-z-) and 4(-) being in the diagonal representation.
§ 4.2 ZEROTH ORDER APP R O X I M A T I O N
Equations (3.4.7a,b) provide a sequence of 
variational approximations for k by taking the size of the 
matrices to be 2m with m = 0,  1 , 2, ... . The case for
m = 0 in zero magnetic field is found to be the same as the 
Kramers-Wannier approximation.
For m = 0 , all the matrices that occur in (3.4.7a,b)
are just simple scalars. To simplify the notation, let
a O) = a+ f AO) = a_ ;
f (.+ ,+) = ) ?(-,-) = f_ ;
?o,-) = F(- > +) (3.4.8)
where a , a , , f_ and f areJ 0 all scalars. It is
obvious that in the representation defined above, we must
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have
a + =  1 (3.4.9)
Define
z = exp( -2J/kßT )
u = exp( -2H/kßT ) (3.4.10)
then (3.4.7a) gives
f 2 + f 2 a 2 = 10 (3.4.11a)
f 2 J 0 + fl a z_ =  a* (3.4.11b)
and (3.4.7b) gives
z ' 2u~'2f 3+ + 2u~*f+f 2a_ + f 2Qa 2J _ =  K f+ (3.4.12a)
u~^f^ + f +a_f _ + z a _ f 2o + u^ a 2_f2_ = K a (3.4.12b)
f 20f+ + 2u'4f 20f_a _ + z ~ 2u ^ f 3_ a 2_ = K a 2J _ (3.4.12c)
For z small ( i.e. in the low temperature region ) and 
H positive, a series expansion in z of the solution may 
be obtained for k .
Firstly, to leading order, equations
Df pot note
(3.4.11a,b)
and (3.4.12a-c) imply
- 2  - kK v z u ; f  v 1
f  v a ^  z ;J o
f  v z u 2
and
(3.4.13)
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Assuming that
_ 7K = z u 2 ( 1 + 6k )
f+ = 1 + &f+
f 0 = z u 4 ( 1 + Sf0 ) (3.4.14)
/_ = z ( 1 + 6f_ )
a_ = z ( 1 + 6a_ )
and equating subsequent higher order terms in the equations, 
we find that at low temperatures,
k = z  ^ u 2 { 1 + z1'u + 2z8 uz 
~h z 8 ( — 2u2 ~h 6u3 -f~ u + )
+ s 10 ( - 14us + 18uh + 8u5 + 2us )
+ z 12 ( <9u3 - 77uk + 44u5 + 40u6 V- 22u7 -f 6u8 )
+ ... } (3.4.15a)
or equivalently
In k = (2J+H)/knT + zhu + 2z6uz
D
•h z 8 ( - 2%u2 + 6 u 3 •f u* )
+ z  ^8 ( -  1 6 u 8 + 18 h 1* ~h 8 u b + 2 u 8 )
-f 312 ( - 85u 4 ¥- 43u5 -f -f 22u7 + 6u8 )
O
+ ... . (3.4.15b)
Compared with the exact series expansions for the square 
Ising lattice (Sykes, Essam and Gaunt, 1965),
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(z j + n ) / k B T + z hu + 2 z 6u 2
+ Z* ( - 2 % u 2 ~h 6 u 3 ~h U.1* )
+ B 10 ( - 1 6 u  ^ ~h 18 -f~ 8 u 5 2 u ^ )
+ z 12 (1 öjpi 3 - 8 5 u 4 + 4 S u 5 + 4 0 u 6 + 27 -f 6 u ^ -h u 9)
+ f (3.4,.16)
the result for m = 0 already agrees with the exact result 
up to terms of order 2 10 in the expansion.
It can be shown that our equations are in fact 
identical with those given by Kramers and Wannier (1941b) 
if we make the following transformations of variables
4M
and
f f / f J + J - Jo
f + / f.
(3.4.17)
for the variational function in equation (75) of Kramers 
and Wannier (1941b).
§ 4.3 ITERATIVE METHOD OF SOLUTION
With a reasonable initial guess to the solution of 
the equations (3.4.7a,b) for a given m , an iterative 
procedure for the solution similar to Baxter (1978) may be 
obtained.
Define matrices
#(a,8'|8) = \ w(a,a',3,ß') F (a,a ')A (a')F (a ' ,8 ')
a '
(3.4.18)
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V ß)
and
U W
I A  (+) F  (+ , Q) A ~1 (E>)
yA(-)F(-,ß)A"i(6)
(3.4.19)
H (+ > + I 3) ^ - I 3)
ff(-, + |ß) ^ - I 3)
(3.4.20)
a , 3 = + or - .
Equation (3.4.7b) can be written as
i/(3) Fq (3) = k Fq (3) 4(3) , 3 = + or - . (3.4.21)
It follows that the elements of k4(a) are contained 
in the set of eigenvalues of U(a) and all the column 
vectors of FQ(a) are eigenvectors of U(a) . So, with a
knowledge of the leading order behaviour of the elements of 
4(a) , we are able to select from the set of eigenvalues of
U(a) , the appropriate elements for the matrices K4(a) and
hence obtain the solution for F(a,a') also from the 
corresponding eigenvectors of £/(a) .
This suggests the following iterative procedure for 
solving the equations for a given value of m . Given a 
reasonable initial guess at the solution for 4(a) and 
F(a,3) :
(i) Calculate U(+) and U(-) and obtain their normalised 
eigenvectors and eigenvalues.
(ii) Since the maximum eigenvalue for 4 (-/-) is unity, k
is equal to the largest eigenvalue of U(+) .
(iii) From the 2m+  ^ eigenvalues of U(a) (a = + or - )
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select the 2m of these which are closest to the 
previous values of the elements of k 4(a) and hence 
redefine 4(a) accordingly.
(iv) Using this selection and ordering of the eigenvalues, 
obtain the matrices F (a) from the corresponding set 
of eigenvectors.
(v) The matrices F(a,ß) may be obtained from the elements 
of
M
F o ( cl) A ( cl)
/ F(+,a) 
\ F(-,a)
(3.4.22)
by (3.4.19).
§ 4.4 LEADING ORDER CONSIDERATIONS
It is more convenient to define matrices
and
A
f
A O )
u~kA{~)
F ( + , + )  s ,-)
A %F(-,+)
(3.4.23)
(3.4.24)
where z and u are defined in (3.4.10) 
readily that
'I \ /I \
U( + )
U(-)
- 1  -*z u
- 1 -4z u
% TZ I h j z I,
%
zh I
It can be shown
(3.4.25)
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where
% = (3.4.26)
and I is the identity matrix.
Define a 2m+2 x 2m+2 matrix V by
zu% H+)
u *U(-)
(3.4.27)
then (3.4.21) can equivalently be written as
V lF 0<+> 0
\ 0 F0(-)
/ F (V-) 0 \
° ) 4  (3.4.28)V o v-> /
Also define matrix P to be the orthogonal matrix which 
diagonalizes V and let the corresponding diagonal matrix 
containing the eigenvalues of V to be
C = (dp ; 0 = 1 , 2 .....2m+Z . (3.4.29)
With this set of matrix variables, we have obtained the 
leading order solution of d' , ^  and k for m = 0 and 
m = 1 using the iterative procedure defined previously, in 
Appendix III.A .
If we order the column vectors of P in such a way 
that at low temperatures, P is almost diagonal ( i.e. 
p 0 0 - 1 and p . < < p  for l ^ j ) , then from the
leading order behaviour of the matrices involved ( see 
Appendix III.A ), for small values of m , we find that
k =  d\ / zu2 (3.4.30)
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and with
A  2 (o'.) , 0 = 1,2,..., 2m+1 , (3.4.31a)
tl
we have
= d 2j-l / dl ’ j = 1, 2, 2™^
(3.4.31b)
We may form F (*) and F (-) 
column vectors of P . Let
# = (v+) .
/ i?(+,+> «
\ u%F(-,+)
from the corresponding odd
r0(-) )
~h F(+,-) \
F /
(3.4.32)
can then be obtained from its definition (3.4.24) .
The Variational Equations 
in their Representatives
The argument up to now is still applicable even in 
the presence of a magnetic field. However, since we are 
interested in the convergence of the sequence of 
approximations to the exact solution as m increases, we 
will focus our attention on the case in which the magnetic 
field is zero. In this case, we are able to apply Kaufman's 
technique of spinor representations, as defined in Section 
II.3.1.
§ 5.1 T H E  R E P R E S E N T A T I V E S  O F  T H E  M A T R I C E S
In order to formulate the problem in the spinor 
representations, we define a set of (2p+l) spin operators,
Ti l ; r 2 — (c i s 2 -/-id i ) //£ ; r3 — (c i s 2 - id 1 ) //2 ;
r 2 . = clc1...c._1 (.C s + t
r 23 + 1 = 0,0,...o.^(c.s. + 1-±d.)/S2 J
«7 = 2, 3 , , p . (3.5.1)
where s . , c . and d . are the Pauli spin operators acting
0 0 J .
= 1 0 
p+1 lö 1on the j th spin as defined in (2.2.18) and s
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the identity matrix ( i = /-l ). The set of operators is 
not totally anticommuting with each other, yet the 
representatives under this set of operators can be obtained 
by a similarity transformation from the following set of 
(2 p + l ) anticommuting operators :
r i - s i  ; T 2 -  d \ r 3 = o i s 2
V2j =  d r .2 j  + l
2 , 3 .
C i O 2  • • • C . S .
, P
J 0+1
(3.5.2)
The representatives X under r . s are related to those
A f( X ' ) under r . s by
0
where
(3.5.3)
i//2 -i />/2
l / y / 2  1 / V 2
i//2 -i//2
l/y/2 l/y/2
(3.5.4)
Clearly, the representatives under (3.5.1) also form a 
group . Similar to the case in Section II.3.1, we can 
establish the following corresponding properties of the 
representatives :
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(i) /SThe inverse of any X is given by
X - 1 L X L
where
L =
0 1 
1 0
0 1 
1 0
(3 . 5. 5)
(3 . 5. 6)
(ii) Each representative determines its parent matrix to 
within a multiplicative constant. Furthermore, if
X\ , X 2 , . . • , X. , X are members of the groupJ
such that XiXi'^'X. = Y , then the correspondingC
S' /\ /\ ^representatives X\ , X 2 , ... , X. , Y satisfy the
same relationship, i.e. X i X2'--X. = Y .
0
A(iii) If X is real and symmetric, then X is real and 
symmetric.
(iv)
/sIf X is orthogonal, X is orthogonal and has the 
following structure
a q q r r 
s u v f g 
S v u g f 
t y z & h 
t z y h Z
(3 . 5. 7)
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(v) If X is diagonal, it must be of the form
x = P x _n % {(l+yj) + (3.5.8)
where p is some scalar factor, and X is diagonal, 
with diagonal elements xj , x 2 , ... , x2p+±
satisfying
Xl = 1 • X2j + 1 = 1/X2j = ’ j = 1 ’2 ....... P -
(3.5.9)
It can be verified that the representatives of ft*
and ^  exist under (3.5.1) with p = m+1 . For matrices
en
V , P and C , we apply an enlarged set of operators r .
0
defined similarly in (3.5.1) with p = m+2 . From the 
definitions of the matrices V , P and C , and the
/S /\ Arepresentatives, one can obtain V from and also ££
from P [Appendix III.B] . So, in a similar way to above, 
an analogous iterative procedure for the equations in their 
representatives may be developed.
§ 5.2 ITERATIVE METHOD OF SOLUTION
Given a reasonable initial guess of and ^  at a
particular value of z and setting n = m+2 :
(i) Define U by
V = +  &  = (u£ .). 1,3=1,2. .
(3 . 5 . 10)
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(ü)
( H i )
(iv)
Then V is given by
1,1
0 0 0
+l)/2z (u2 2-l)/2 (2z) u2 j _ 2
z(M2 2+l)/2 W 2 ) K 2 J _ 2
U1 - 2  , j - 2
£,3 = 4 , 5 , ...,2n+l .
Note that V is symmetric. 
Solve the eigenvalue equation
(3.5.11)
V P P c (3.5.12)
for C and P such that C is diagonal and P is 
orthogonal and almost diagonal.
A ' jWith C = (a .) ,3  = 1 , 2 ,  ..., , *r is obtained
0
A
by truncating the last two rows and columns of C ,
(3.5.13)i.e. 4  = ( u p  , 3 1 , 2 , ... , .
Given
/\
P =
and let
(pn , P  ‘i ^ , 3 ~ 1 , 2 , • . (3.5.14)
/\
J 4 > & > 3 = 1 , 2 , . .,.,2n-I (3.5.15)
then, we have
1 . 1 (p 2 , 2 n +P 3 , 2r? ^ 2 , 2n P 3 , 2r?
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7,J Ä  { - ^ 2„7 pg„P (fjJ2n^^  2 ,ZnP 3 ,Zr?
hj,l = aiJ/2 { Pj>2,2n / <Pg to?3i2J  >
and
7z0 .£,j P, oJ2,2n ^ 3,2n 
Z ,j= 2 ,3,...,2n-7
From (3.4.24) and (3.4.32) ,
(3.5.16)
-1 r _ P3,P \
a Z * P Z+2,j P Z+2,2n (p, ^  “ v * ° 1
(3.5.17)
2
hl,l+v h .hi
1+vhl,l ch(J/kßT) (l+vh2 2)
h V\ / V
Z,j l+vh2 2
lj=2,3,. .. , 2n-l .
(3.5.18)
where v = tanh(cJ/k T) . [Appendix III.B]B
The whole procedure may be repeated until we arrive 
at a solution of £  and $  with satisfactory accuracy.
5 5,3 SYMMETRY PROPERTIES OF &
The problem can be further simplified by using the
/\
symmetry properties of . By definition, is symmetric
/N
and hence using property (iii) of the representatives, 
is symmetric. That is, we have,
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hQ . = h. 9 , for 1,3=1,2,...,2n-l.
(3.5.19)
Firstly, since V breaks into two diagonal blocks, 
we must have
pi,i = 1 a n d  =  pj,i r 0 •
3 = 2, 3, . .., 2n+l . (3.5.20)
In view of (3.5.16) and (3.5.17) , (3.5.19) implies that
P 3 + 2 , 2n = aj ( P2,2nP3 j  ' P2 J P3,2n ^
3 = 2S 3, ..., 2n-l , (3.5.21)
and
alPj+2,l ajPl+2,j “H  (P2, lP 3,J- P2,iP 3 tl)
£ , 3 = 2 , 3, ..., 2n-l . (3.5.22)
Noting the special structure of P from property (iv) of the 
representatives, we define
V3,l P2j ,21 P 23+1 ,21+1
1,3=1 ,2 ,... ,n . (3.5.23)
VJ,«.
and also
P2j,2l+1 P 23+1 ,2 £
c . =3 a2j+l = 1/a23 (3.5.24)
If we put £ -*• 2% and j -*23 in (3.5.22) , we have
-2 -2
(tJl , P l  ,3 ~ V 1 ,3V1
£ ,3 = 1 ,2,...,n-l .
-2 -2
V3 + l, Pl + 1 , c n a .£ 3
(3.5.25a)
Also, if we put £ -*■ 21 + 1 and j -> 2j + l , then (3.5.22)
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gives
V j + 1 ,Z°Z - U e 2Z + l ) 0 0
1,3 =  1 ,2 , . . . ,n-l . (3.5.25b)
Hence, combining both equations, we have
'1+ 1,3
o 2A l + o \ )  (u, .V, „ - P, „Vl' 3' 1 ,3 1 t & 1,1 1,3
Z ^ 0 ; Z , 0 = 1 , 2 , .  . .,71-1
) / < * H )
(3.5.26)
Similarly, by putting Z , j -*■ 2j + l and Z -* 2£-fi ,
j -> 2j respectively in (3.5.22), we obtain
-2
V0+ 1 ,Z°Z Z + l , o ~ o
.c2
and
^ j +1 , Z Z i + l , j  j
Thus, combining, we have
<V l , t V l.j - Vi.*Vi.i> ° l  ° 23
(v, 0v, ,• - y ) °  n °1 , 1 1 , 0  1 > 1 1  >0 Z 3
(3.5.27)
Z+l ,3
o 2A l + c \ )  (y f - V, „V, ,) / U ’ C l c p
Z ^ ' ~ o '  " ~ 1 , Z ^ 1 , 3 1 A  1,3
Z ,0 = 1 ,2,...,n-l (3.5.28)
(3.5.26) and (3.5.28) can be combined into one equation 
given by
* 1 + 2 , 3  = a A + a P  ( P 2 , 3 P 3, l  - P 2 , l P 3 , j ) 7 A A
z ^ 0 ; Z ,0= 2 , 3 ,...,2n-l . (3.5.29)
In view of (3.5.21) , we may extend the equation to include 
the case when j = 2n and 2n+l also. If we define
3 - =  (1 + cl\) , «7 =  2,3 , . . . , 2n-l
v J
(3.5.30)
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and 32n , $2n + l = * * we may wr^te
PSL + 2,j ('P2,3P3,i7 ßP
A ^ J £=2y 3,.. . , 2n-1 ,
« 7 = 2 ,3 , . . . , 2n- fl ,
(3.5.31a)
where
and
P 3,2j
P3,23+1 P2,2j
, for j=l,2,...,n . (3.5.31b)
/s
Hence, the only independent elements of P are p . for
2 , J
«7 = 2, 3 , . , Sn-fi and p . , 0 . for j = 2, 3 , . . . , 2n-5 .
One can substitute (3.5.31a,b) into (3.5.18) to
/\
obtain 5^  • If we write
A
5T = , 1,3 = 1,2,... ,2n-l (3.5.32)
then
P  , 2 P^2,2n + Zlp2,2n + l) ^ 9 2n
fl,3 = f3,l = (22)% V i  7 (Bp 2 n } >
b  > j = - aj V i  7 (ep 2 n } ’
fS.J = V 1 = a3al (V  1 ' glV3) 7 ^«/"^A^w
A ^ J ; A , «7 = 2,5 , . . . , 2n-2 , (3.5.33)
where
93 = P 2,3 - ZP3,3
(3.5.34)
r .. J SJ ('P2,2nP3,j ' P2,3P3,2n)
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§ 5.4 REDUCTION OF THE MATRIX EQUATIONS
The main problem in the iterative procedure is to
^  /ssolve for C and P in equation (3.5.12) . However, the
^  /s
elements of V is related to the elements of U through
A
(3.5.11) . Also, the elements of U , from (3.5.10) and
(3.5.33) , can again be written in terms of elements of C
/\
and P . Hence, equation (3.5.12) provides a set of
/\ /\
equations relating elements of C and P only.
(3.5.12) implies that with
V = (v£ p  , l,o=l,2,...,2n+l , (3.5.35)
we have
2n+l
v . = I p a. p . ; Ü,o=1,2, . . .,2n+l. (3.5.36)
** ) t l  { ,  =  1  ^  } U U t/ ) u
/NHowever, the special structure of V from (3.5.11) 
requires that
and
and
VJ , 3 — Z2 V2,2
V2,3 = ZV2,2 " 1
V3,j = Z V2,J ’
the various cases
i (2 ,3) in (3.5.
2n + l
l
i=2
a . Pl,i " 2
2n + l
l
i=2
a .X P2,i P3,i
3 = 4 , 5 , . . . ,2n+l
(3.5.37)
(3.5.38)
(3.5.39)
zo - 1
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where
2n+l
0 = l a; Pi i • (3.5.40)
i=l ’
Also, if we take the square of (3.5.12), bearing in mind
that P  is orthogonal, we have
^ /n /\ /n rn
V 2 =  P  C 2 p 1
Hence, using (3.5.37) and (3.5.38) , we obtain
(3.5.41)
2n + l
1 a2 pi . =  s 2  p - 2 z ( l - z 2 ) o  + 1 - z 2• -7 'Is 6 y 'Is
% =  1
and
2 n + l
l a \ P ,  i P 3 i =  Z P -- 3
i = l  * *
(3.5.42)
where
2n + l
p = £ a 2  p 2 .
3 =  13 ^ . 3
Let
(3.5.43)
J 2,Jand
=  *3 (SP2,i - ^
(3.5.44)
then, from (3.5.39) to (3.5.43) , one can easily arrive at
Sn-fi 2n + l
l x) = 1 y) = l = 1 + 2 2 •
0=1 3 3=1 J 3=1 3 3
Hence, we may write
(3.5.45)
2n+l
l (* • - y -)2 = 0
0=1 C J
(3.5.46)
/\However, since C and P are real matrices and hence C
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and P are real, we have 
(3.5.46) implies
x .J and real also. So,
Xj = Vj > j=l,2,... ,2n+l . (3.5.47)
That is, we have
P 3,3 P o J (l-za.)/(z-a.)“ ) tl d d ,2n+l .(3.5.48)
Equation (3.5.48) enables us to simplify the matrix 
equations a lot. The main conditions for the matrices can 
be summarized in the following equations :
/s /s ✓<. / \  rp  ^  m  s . Si
V =  P C P  = / ( £  4 jf )(3.5.49)
and also the orthogonality condition for P , i.e.
a  s\ rp
P P = I . (3.5.50)
Using (3.5.48) , equation (3.5.39) reduces to
U - 3 2)2 \ 2
2n + l a .pi . 2n + l a .pi .
I - J ^  + 23 (J-*2) I - Ä i
<7=2 (3-a.)2 J=2 (s-a^ .)
3
z-a . (3.5.51a)
and
a .pi .
U - 3 2) I 3 3'3 = -1 . (3.5.51b)
<7=2 (z-a .)
tl
Combining, we obtain
a .p I .
I 3 A ’3 = 2z / (1-z2)2 . (3.5.52)
<7=2 (z-ap2
Similarly, (3.5.42) implies
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2n + l a 2p 2 .
I .J ^ ' 1 = ( l + z 2) / ( l - z 2) 2 (3.5.53)
3=2 (3-a .) 2
The orthogonality condition of P provides us the 
normalization equation for the elements p
2,0
2n + l
l P§
3=2 ,J
(3.5.54)
The conditions that
2n + l
l -2
and
0=2 2,0
2n + l
0=2 2,0 y 2,o
(3.5.55)
are automatically satisfied provided that (3.5.52) and 
(3.5.53) are satisfied. The orthogonality of other row
A
vectors of P with the vector formed by p . provides us
2,0
additional conditions on elements of p 0 . . The fact that2,o
2n + l
^ Ä ^  >2
(3.5.56)
implies that for i = 2 ,
2Y2 V 2 , & aj-(<V g.70
k=2/o (3^-3j)
and for i = 3 ,
Pj + 2 j (z-ap/il-z2) (3.5.57)
2n+l &J p l ^ ( a 1 -aJ H
1=2^0 (3^-3 J.) (z-a£) 2 PJ+Z,3 d-za.)/a-z2)
(3.5.58)
Multiplying (3.5.57) by s and subtracting it from
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(3.5.58) gives
Y1 *ip2,taj<ar a.i'>
1= 2^0 (3Ä-3^) (s-a£)2 pj +2.j 7 (I'z2)
0=2,3,..., 2n + l . (3.5.59a)
Similarly multiplying (3.5.58) by z and subtracting it 
from (3.5.57) gives
Y 1 *lp l.la la.i{al~an ) 
k=2^j (3£-3p  (z-az) 2 P 3+2,3 /
j = 2 ,3,... ,2n + l .(3.5.59b)
Noting the condition
2o + l 1/a2j (3.5.60)
from the properties of a diagonal matrix in its 
representatives and also the relation (3.5.48) , we find 
that (3.5.59b) is just an equivalent form of (3.5.59a) .
Equation (3.5.59a) provides us a relation between
the elements a. ( j = 2, 3, . .., 2n+l ) , p .
0 3,0
( 0 = 2 ,  3, ..., 2n+l ) and Pj + 2 j ( 0 = 2 ,  3, ..., 2n-l ) .
However, another set of equations relating them is given by 
(3.5.49). Consider equations for v9 . 9 ( and hence u . )
0 = 2, 3, ..., 2n-l . From (3.5.11) we have
(23)' h 1,3
a (1-3 2) 2n+l ,
a.pn . { p. . . --- d-------- ) ----- 2---------- )J 2,3 3+2,3 {z_a^  4=2^ - (ß^.) (s-a£)
(3.5.61)
whems, from (3.5.10) and (3.5.33) , we have
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(22) " X j = 2* afrtn { * tot'to+WB.tn+JYi " ]/($
2” - J r oa o " Qjfj)+  J- r &  ^,7 & ___
3£ (3^-ep
} (3.5.62)
which on simplification using (3.5.34) , (3.5.52) , (3.5.53), 
(3.5.59a) etc., reduces to
(,2z )  2u
+
1,J
B^ -tf-*2)
(s-a .)J
a/2J { Pj+2,d
' 4a.
1+ -2-
z-a
(1+z2)2 a.J
2 (1-z2) (z-a .)
-f P2,2n ß,7
L(S-ap2 (*-«»,) S « aj-J
a . (I-g2) 2f  BtPl.fcafc(V a.7) j
(2-0^ .) &=2/j (ß£-3^ .) (s-a£)
(3.5.63)
Comparing with (3.5.61) , we obtain
2 \ 2
PJ>2 , j
( W )
4z(l-zz)
B,(i-a2)t/______
4 a
2 > J
(s-a •) L J
+ P 2,2n ß,-
( s - a o ) 2 a 0 ^ 3.2n j-
j=2,3,...,2n-i (3.5.64)
Hence, the matrix equations involve only 2n independent 
variables, namely, a2j + l an<^  ?2 2j+l ^or  ^ = ^
We still have the equations for the elements 
v^+2 j+2  ^ >^«7 — 2 ) from equation (3.5.49) . However, 
after some tedious, yet straightforward simplifications on 
the summations involved, they can be proved to be identities 
provided that (3.5.52) , (3.5.53) , (3.5.59a) and (3.5.64) 
are all satisfied. Hence, we are left with 2n independent 
equations involving the 2n variables a2j + i anc^ ?2 2j + l 
for j = 1, 2, ..., n . To simplify the notation, we
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define
and
o • = a c . ,n3 2j+l
1-3
1/c a2 . , 3 = 1,2,... ,n ,(3
w .
3
and
1-3 3 0, ^ P / a . - (s-a „ -)23+1*2,23+1 2 23 + 1 ^23+1
3 = 1 ,2 ,. . . ,n-l . (3.5
P2,2n + 1// a2n + l ^  a2n+l) (3.5
For convenience, we choose only (n-l) equations from 
(3.5.59a) and take another set of (n-l) independent 
equations from (3.5.59b) . The equations then become
wi wÄ°Aci-(er c'7)£ A i i — —— + w
4 i=2-n^j {a)-op
w . n-J w (e -0 )
4 l=2-n&
Ö GYi n , 2 2  3 3-----—  c <3 . - <3 <3 .
e c2 w W J
L- J «7
= % (j)(cI
3=1,2,... ,n-l , (3.5
2 3 C <32 2 , n nc c . - c c .  —n j n j 2^ ^3
3 3
=  %  <|>(c 
3=1,2,... ,n-l , (3.5
n- 3
I w 0cl/(l+c J) -f w o (1+c2) = (1+z2)/ (1-z2)2SL l n nH=2-n 
and
I w j,ei/(J+cP  + 2™n°n l=2-n * n
2 \ 22z/(l-z2)
(3.5
(3.5
where
<K*0
2 \ 2(1+z2)
z ( 1 - Z 2 )
-  W <3 4 (uk + 2 + u ^ ) 2 n 2 n n N 7
5.65)
.66a)
.66b)
.67a)
.67b)
.67c) 
. 67d)
(3.5.68)
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The iterative procedure for the solution is replaced 
by solving the system of equations (3.5.67a-d) for the
o . s and w . s .
J 0
The In f i n i t e So l u t i o n and 
the Th e r m o d y n a m i c Fu n c t i o n s
§ 6.1 THE I N F I N I T E  S O L U T I O N
It is possible to solve the problem for the infinite 
system by noting the fact that the matrices A  and S? 
should tend towards the corresponding corner transfer matrix 
and row ( or column ) transfer matrix of the infinite 
lattice as their limit, when n approaches infinity.
■A.
Since is diagonal, from property (v) of the
spin representations, with an appropriate normalization and 
arrangement of rows and columns, can be written as
The corner transfer matrices for the square lattice 
Ising model were obtained by Baxter (1977). For the case 
n = 00 , the corresponding corner transfer matrix for A  is 
similar to that considered by Baxter (1977) except that 
instead of having diagonal interaction energy coefficients 
J and J' , we have interaction energy coefficient J in 
both the horizontal and vertical directions (Fig. 3.3b).
Instead of going through the whole derivation again,
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we note that if we put J 3 = 0 and let J = J i = J 2 in the 
case of the triangular Ising lattice considered in Section II, 
the system reduces to that of a square lattice. Let A  
be the corner transfer matrix representing the corner shown 
in Fig. 3.3b. We have
4 sq a a5 a c a A
^ < 3 L (3.6.2)
where A^ , B^ , C^ are the matrices A , B , C defined in 
(2.2.3) and (2.2.4) , and, L^ and <£) are as defined in 
(2.2.12) and (2.4.1) . Since, by (2.4.2), P2 is the 
matrix which diagonizes <?9 , it is obvious that the matrix
L^2P2 brings -^r Sq to a diagonal form. Hence we have
f fiL )2 £ d (3.6.3)
where (-^gq)^ the corresponding diagonal form of A
By (2.6.6) , we may write, within a normalisation constant,
A sq const, x h
where q is the nome of the elliptic function. Here the 
elliptic modulus k defined in (2.4.43) reduces to
{ sinh(2J/k T)}
D
- 2 (3.6.5)
In the diagonal representation of A  , for n = 00 , 
A  is in fact equal to A  apart from a constant factor.
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So, in view of (3.6.1) , we have
c, = ,
J
(3.6.6)
We may solve for w. from the set of equations
(3.5.67a-d) when n 
we have
. Adding (3.5.67a) with (3.5.67b),
n-1
l
i=2-n (o0+o.)
+ w {o (o.+cd) - c3(c3.+c.S)} 2 n n c C n J j
j = 2 - n ,3 - n , . . . ,n - 1
h <Kc-)
J
(3.6.7)
Using the fact that the determinant of a N * N matrix X
with elements Xf, J
det A
0<$l<j <N
_ j
(yÄ+vj) is siven by
A/ A/ -2(y0-y.) (v0-v .) x n n (yo^J31 j v £ J &=0 j=0 £ J
(3.6.8)
we may solve the equation (3.6.7) by Cramer's rule of 
linear equations to obtain
w . q .
0 0
( det  ^ ) / ( det 0  ^ ) 
j=2-n,3-n,. . . ,n-1 (3.6.9)
where 0 ^ is the (2n-2) x (2n-2) matrix with (c]+c2.)~1 ^ J
as its elements and Afrj; is the corresponding matrix with
the (n-l+j) th column of the matrix M 
by the column vector formed by
(0) being replaced
/ o p  = ho-Uio.) -
j = 2 - n ,3 - n , . . . ,n-2 (3.6.10)
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Hence by (3.6.8) , we may write
Yi—l n-1
w .<?. = n n (o2 +o2 ) n (c2 -cz y 2J J O  „  Ml m2 o  . “i . - Ml M2 ^0 m\=2-n m2=2-n 2-n<mi<ni2<n-l
X l
n (o2 -c2 ) n (c2 -c2 )o  ^ - - - Ml m 2 „ . . . - Ml M22-n<mi<m2<n-l 2-n<mi<m2<n-l
\ rrii ,m 2^ &____________ Mi ,m 2^ j__________
0 „ & n-2 n-i
n n n («**>*)
rrii=2-n rri2=2-n
A (3.6.11)
For the case n =  °° , we have being zero and the
summation and product being from negative infinity to positive 
infinity. So, (3.6.10) becomes
f(e.)
2 \ 2
( l + z z )
2zo . (1 -z 2) 2 «7
(3.6.12)
Substituting (3.6.6) to the equations and using the 
properties of elliptic functions, we have
n-1
n (o2+c2)
i=2-n * J
n-1
n ^ 2-c2)
%=2-n J
7^ J
n-1
n
%=2-n
( / - V ' b
n-1
n
i=2-n
2( - i ) n ' 2+V ~ % ”’n'J
1=1 ” ÄJ
n-2+j
n '
Z=n-1-c
i+q
-7 ÄU - q  J
0 =2-n,3-n ,... ,n-l (3.6.13)
Letting n in (3.6.11) , we have
w .c .
0 J
( • D V ^ t o y
2 \ 2a 0-s2)
n
J
4 v 2(-7) V (&-»)
2.00 (/ - v %)
0 = 1 , 2 , . . .  .
(3.6.14)
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Since
n
1=1
tt/  (2 K k  ') (3.6.15)
and
y (-l)V(t4) %  -f o°^-%W-%) £
1=1 ( i + q 1 )
= (-3)J <j ( ! - k ) K / IT (3.6.16)
where X is the complete elliptic integral of the first kind 
of modulus fe and fe’ ( = / T ^ k T  ) is the associated 
elliptic modulus of the elliptic functions, we obtain from 
(3.6.14),
or
w . e . 
0 0
q 2 tt/ 2 z K
w. = tt/Ss Z , V- j (3.6.17)
J
Hence, apart from a sign of multiplication, we can determine
p . through (3.5.66a). From (3.5.48), it is obvious that
% > J
P 2 , 2 j  + 1 / l'3 a 2j + l ’> (3.6.18)
Also, as pointed out in step (ii) of the iterative procedure 
(p. 119), P is almost diagonal and it is natural to take
p. . to be positive. By (3.5.31a), we have
J > J
P J , J (P2,dP3J-2
8-a J 9p (a.-a. 0)(i-2 2)J j - 2 ^  2 2 , j - 2 j ,7-2
(z-ap (a-a^.p (ßj-ßj-.P
(3.6.19)
«7 =  4 , 5 , . . . , .
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Taking p . . to be positive implies that we require
3 ) 3
2 , 3 P2,,7-2 <
( z - c t j )  (2-a^._2)
(3.6.20)
j=4,5,... ,2n + l .
Also requiring p9 9 and p to be positive, (3.6.18)
u } u o f O
and (3.6.20) will both be satisfied if we take
,%(j-%)
*2,23+1
(z-a 2j+l^
P 2 > 2 j
tz-a2j)
( - 1) «7+7
7T q
2zK(l+q2j'~1)
3— 1)2 , 2,... (3.6.21)
We may then obtain from (3.5.33) with
f 1 .1 (l+z2)/(l-z2)
f 1 ,3
(2z)^ y
and
, J M(l +z2) 2/ z( l-z2) + %y 2 a 2 (1-z2) (3ak.-l)
f 1,3
J C
i 7^ J ; i , J > 2 (3.6.22)
where a. is related to c . through (3.5.65) and is given
C 3
by
a 2j+ l = 1/a2j'
,%(j-%)
j=I,2,5,...
2 + a\ 
3
(3.6.23a)
(3.6.23b)
and
sgn(j) {ttu V(2sZ3 0 )2i! d (3.6.24)
with sgn(j)
-z-2 if j = 1 or 2 (modulo 4)
-2 if j = 0 or 2 (modulo 2)
(3.6.25)
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For finite n , we are able to solve the equations
numerically only. However, the n = 00 solution for a given 
matrix element is approximately correct for finite n at 
low temperature, at least to leading order. Hence, they 
serve as a good initial guess to the solution for numerical 
calculations.
§ 6.2 THE THERMODYNAMIC FUNCTIONS IN THEIR REPRESENTATIVES
In Section III.3.2, it was shown that most of the 
thermodynamic functions can be written in terms of the traces 
of products of matrices. Using the set of operators defined 
in (3.5.1) , the trace of a matrix in the original
representation can be conveniently expressed in terms of the 
determinants of the matrix itself and of its representative.
Consider the 2  ^ x 2  ^ diagonal matrix X defined 
in (3.5.8) . The trace of the matrix is
P
Trace X = p n  U + y  j )
3
(3.6.26)
and the determinant of the matrix is given by
det X = (3.6.27)
and by (3.5.9)
(3.6.28)
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So combining the equations (3.6.26) with (3.6.28) , we 
have
Trace X
2~P( det X )
n ( i + y n-)/y*-
o = i  J c
{ % det (I + X)}2 (3.6.29)
Since both the trace and determinant of a matrix are invariant 
under similar transformations, equation (3.6.29) is true 
for any matrix X in group ^  . So, we may write the 
thermodynamic functions of the system in terms of 
determinants.
Spontaneous magnetization
When the magnetic field is zero, (3.3.8) can be 
written as
Trace ( s i )
M = -----------j----  (3.6.30)
Trace ( )
Since £  is already diagonal, in the representation 
considered in (3.6.1) , the spontaneous magnetization is
given by
n-1 (l-c\)
M = FI ---- 3—  . (3.6.31)
0=1 (1+c\)
tl
The partition function and free energy
For the isotropic case, in the absence of any 
magnetic field, using (3.3.3) , the partition function per
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s i t e  o f  t h e  sys tem  can  be w r i t t e n  as
Trace(J/4 (a))xTrace( £ w ( a , a ' , 3,3 ')4(3)^,(3,oc)i4(a)F(a,a,)4(aO
k = a_____________a , e , a ' , g '_____________FCa' .ßQACßQfCS'.ß) )
{ Trace( £ A2 (a )F (a ,a ' )d 2 ( a ' ) ^ ( a ' ,a) ) }2 
a , a '
( 3 . 6 . 3 2 )
which  i n  te rm s  o f  t h e  m a t r i c e s  sß , Iß and ß f  can  be  w r i t t e n
e x p ( 2 J / k T )  T r a c e ( ^ ^ )  x T r a c e ( s ^ ^ )
D
2 j j s 2 , 2
{ T race  { 4  1 4 )  >
Thus,  u s i n g  ( 3 . 6 . 2 9 )  , we have  
z ~ 1 { d e t ( I  - f*£^)xde t  [ i  +
( 3 . 6 . 3 3 )
de t{  I  + ( 42 # ) 2 }
d e t ( ^  )
- p  + 2
_det  ( # ) _
( 3 . 6 . 3 4 )
However, from ( 3 . 4 . 2 4 )  and ( 3 . 4 . 3 2 )  , we n o t e  t h a t
T rac e  ^  = T race  j 4 ( 3 . 6 . 3 5 )
So, we may w r i t e
- 1 {d e t ( I  + S 4 1) x d e t [ l  + ( * f ^ ) 4 ]} 
d e t { I  + ( 4 2# ) 2 }
% d e t  ( I  + # )  2 
_ d e t ( I  + j f ) .
( 3 . 6 . 3 6 )
The f r e e  e n e rg y  p e r  s i t e  o f  t h e  sys tem  can  be w r i t t e n  
s i m i l a r l y  i n  te rm s  o f  d e t e r m i n a n t s  by ( 3 . 3 . 4 ) .
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Nearest-neighbour correlation
In a similar way for k , we may write the nearest- 
neighbour correlation in (3.3.9) as
< o .o .>, ^ j hori.
Trace ( s ^ 2# ) 2 
Trace {s4^i4'>2
det{ I + C s , 4 Z# ) 2} 
det jl + ( 4 2‘j4'')Z 1
h
(3.6.37)
Internal energy
Similarly, from (3.3.10), the internal energy per 
site of the system is given by
U 2J
deftl + 
det jI +
Cs.4 H > ]
(JA£)2\
*
(3.6.38)
The Numerical Method 
of Solution
§ 7.1 polynomial form of equations
It is possible to further reduce the number of 
variables in (3.5.67a-d) to n by expressing the equations 
in polynomials.
Define, for all complex numbers u ,
G(u) = w {c (u-u~2) + cHu2- u 2) + cHu*-u~3)} + h I w .(c.+u)/(c.-u) 
n n n n j=2-n 0 0  J
(3.7.1)
From (3.3.65) , G(u) satisfies the relation
G(u) + G{u~2) = 0 . (3.7.2)
In terms of this function, the equations (3.5.67a) and 
(3.5.67b) can be written as
2G(-u) - (1 + 1) G(iu) - (l-l)G(-lu) = <t>(w) , (3.7.3a)
- 2G(-u) + (l-l)G(lu) + (l + l)G(-lu) = 4>(w) , (3.7.3b)
for u = cn , o 7 , e - , where d)(w) is defined by
(3.5.68) and i = /-i . An equivalent and simpler form of 
this pair of equations is
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2i { G(-u) - G(iw) } = <j>(w) , (3.7.4a)
- 21 { G(-u) - G(-iu) } = <Kw) , (3.7.4b)
for u = o  , q ,..., c . We now define f(u) by
a — 71 o — 71 71— 1
n-1
Hu) = n (w-c.) , (3.7.5)
C=2-n J
and the function R(u) by
R(u) = 2l{G(-u) - G(lu)} - 4>(^ ) • (3.7.6)
R(u) is a ratio of two polynomials of degree 4n in u and 
satisfies
r \ u) = R(lu) = _I) . (3.7.7)
By examining G(u) in (3.7.1) , the zeros of f(-u) and 
f(lu) are (4n-4) simple poles of R(u) and by (3.7.4a,b), 
the zeros of f(u) and f(-lu) are also zeros of R(u) .
So, R(u) can be factorized into the form
R(u) = ./(») f(-iu) a(u) (3.7.8)
/(-“) f(i«)
where w4a(w) is a polynomial in u of degree eight. Hence 
we obtain the following identity, true for all complex 
numb er s u :
2i{G(-u) - G(iu)} s 4,(u) - />) a(u) . (3.7.9)
/(-u) /(iw)
Further, since /(w) satisfies condition similar to (3.7.7), 
a(u) must also satisfy
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a (u) = a(iu) = a (u  ^) . (3.7.10)
Hence, a(-aiw) is a polynomial in (u+u ) and
a (w) a(-oo) = a (a) )^ a (-a) ^) (3.7.11)
where
a)4 = -7 ; a) = (I-fi)//2 . (3.7.12)
It is therefore clear that u8a(w)a(-w) is a polynomial in 
u4 and u4a(-wiO must factorize into the form
u^a(-byu) = const, x (u+uxz) (u+l/uxz) (u+a/u>) (u+ud/a) (u+ub) (u+l/ub)
x (u+b/u>) (u+ui/b) (3.7.13)
for some scalars a and b . Thus, we have
a(u) = const, x p(u) p(-iu) (3.7.14)
with p(u) given by
p (u )  = (a+a -^ u - u  )^ (b-/-b ^-u-u )^ .(3.7.15)
We can identity the constant in (3.7.14) to be w^c4 by 
equating terms in (3.7.9) .
Three additional equations can be obtained from 
(3.7.9) by replacing u by iu , -u and -iu respectively 
The function G(u) can be eliminated between these four 
forms of (3.7.9) giving
4^) = f W  {f 2 (-iu)cL(u)+fz (iu)aL(iu)} + f ( - u ) { f 2 ( iu ) a ( -u )+ fz ( - i u ) a ( - i u)} 
f ( - u ) f(iw) /(-iw) f ( u )  f ( i u )  f ( - i u )
(3.7.16)
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If we consider poles of f(-u) in the equation, it can be 
easily seen that /(-u) must be a factor of 
{/2(-iw)a(u) + / 2(iu)a(iu)} and since p(u) is a factor of 
both a (u) and a(iu) from (3.7.14) , we obtain
f 2(-iu)p(-iw) + f2(iu)p(iu) = f(-u)R(u) (3.7.17)
for some polynomial R(u) . The left-hand side of (3.7.17) 
is unaltered by negating u , so f(u) must be a factor of 
R (u) , i . e .
i?(w) = f(u) a (u) (3.7.18)
where o(u) is an even function of u . Substituting 
(3.7.17) and (3.7.18) to (3.7.16) , we find that
^n°n = o (lu) o (u) . (3.7.19)
It follows that
o(u) = - 2w ck (u2-m +u )^ (3.7.20)v n n s o
where
o
(l+z2) 2
z (1-z2)2w c4 N ' n n
%
(3.7.21)
The negative sign of (3.7.20) is chosen so as to fit the 
limit of the left-hand side of (3.7.17) as u approaches 
zero.
We can solve for p(u) from equations (3.5.67c) 
and (3.5.67d) . From (3.5.67c) , we have
{(jhc(co) - -h aGiuT1) - uG(-(jj'2)} = 4(l+z2)/(1-z1)2
(3.7.22a)
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and f rom ( 3 . 5 . 6 7  d) , we have
- 7 -1
o o 2 {  -  G ( w )  -  £ ( - g o )  +  G ( u )  )  + G(-iX) ) }
S i n c e  by ( 3 . 7 . 2 )  ,
8 z / ( l - z 2 )
(3.
and
G ( go ^ )  =  -  G  ( g o )
£ ( - o o  2) = -  £ ( - c o )
(3
( 3 . 7 . 22 a ,b )  can be w r i t t e n  as
and
(oo — oo)  ( £ ( o o )  -  G ( - oo)  }
-  oo2 { G( oo)  v- £ ( - o o )  }
4  ( 7 - f 3  2) / ( 1 - z  2) 2 (3
4 z / { l - z 2 ) 2 . (3
On s o l v i n g ,  we o b t a i n
and
C ( ü o )
C ( - o o )
-G(io 2 )
-GC-oT1)
S 2 i ( l  + / 2 z + z 1) / ( l - z 2) 2 (3
-  J 2 ± ( l - ^ z + z 2) /  ( 1 - z 2) 2 (3
- 7 - 7I f  we p u t  w  t o  be go and - go r e s p e c t i v e l y  i n  
we o b t a i n
a ( o o  'Z )  =  a ( - o o  ^ )  =  ( 7 - 6 z 2 + z h) /  z ( 1 - z 2) 2 (3
L e t
and
a + a -1
(3
b + b -1
i n  ( 3 . 7 . 1 5 ) ,  t h e n  ( 3 . 7 . 2 6 )  i m p l i e s  t h a t
( f c i - 2 ) ( h \ - 2 ) 2 \  2m2 ( l - 6 z 2+ z " ) / ( l + z 2)
7 .22b)
. 7 . 2 3 )
7 .24a )
7 .24b)
7 .25a )
7 .25b)
( 3 . 7 . 9 ) ,
. 7 . 2 6 )
».7.27)
( 3 . 7 . 2 8 )
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Equating coefficients of powers of u in (3.7.9) , we have 
for terms of the order 
3
n-1
(i) u
(h± + h2) = 2 (c 1 - I o. )
n j=2-n 0
(3.7.29a)
(ii) u-1
Yl—1 Yl— 1
(hi+hz) (hihz+l) = 1 °j)3+ 1 °3 ~°J>^
j=2-n  ^ j=2-n ^
(3.7.29b)
(iii) u
Yi— 2
h\h\+4hihz+2 = m1 - 2 + I .)
0 d n j=2-n 3
7 n-1 n-1
x{(c - y c.)3 + y cl - c }
n
(3.7.29c)
Hence eliminating all the summations of c . in the equations,
J
we have
(hl-2)2 + (hz-2) 2m2 o (3.7.30)
Together with (3.7.28) , we can solve the equations to give
hi
and
2 + (l + 2z-z2) / (1+z2)
2 + m^ (l-2z-z2)/ (1+z2)
(3.7.31a)
(3.7.31b)
In summary, the matrix equations are reduced to the
following polynomial equation involving u. , j=l,2,... yn-l
0
and only :
p(iw)f2(iw) + p(-lu)f2(-iw) -2(u2-mQ+u 2)f(u)f(-u)
(3.7.32)
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where f(u) , p(w) and mQ are given by (3.7.5) , (3.7.15) 
and (3.7.21) respectively.
§ 7.2 THE CRITICAL POINT OF THE SYSTEM
Before proceeding any further, it is convenient to 
define the critical point of the system at this stage.
In the thermodynamic limit, the critical point can be 
defined to be the point at which the spontaneous magnetization 
of the system vanishes as the temperature increases. A 
similar definition may be used for the case when n is 
finite. From (3.6.31) , the spontaneous magnetization will
vanish if any of the c . s is unity. Since, both from the
0
infinite solution ( i.e. when n = 00 ) and the low 
temperature expansions from the equations, all the c. s are 
less than unity and decrease as j increases for all 
temperatures below the critical temperature, for any finite 
n , we expect
1 > cj > o2 > ... > o . (3.7.33)— n
Also, c. increases as z increases for any given j .
Hence, one can equivalently define the critical point for a 
system with finite n to be the point at which c\ = 1 .
As seen from (3.6.1) , it is also the point at which the 
maximum eigenvalue of the matrix degenerates.
It is interesting to note that at the critical
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temperature of the system, f(l) = 0 from (3.7.5) 
f(u) « f(u ■Z) and p(i) = p(-i) , if we set u = 1 
(3.7.32) , we have
p(i) /2(i) = 0
which implies that
p(i) = 0 or h. \ h 2 = 0
at the critical temperature. Now h\ > h2 , so h 
vanish at the critical point of the system for all 
values of n .
§ 7,3 THE n = 2 SOLUTION
We can solve the polynomial equation (3.7
o . s when n = 2 .
J
Let p(w) be given by
- 1 - 2p(u) = pQ - b (u+u ) + u2 + u 
We can identify pQ and bQ as
oCL — h i h  2 + 2
b0 = h  1 ~h oi
For n = 2 , we may write (3.7.5) as
_ j
f(u) = u { (u+u ) - o }
Since
in
(3.7.34)
(3.7.35)
must
finite
.32) for
(3.7.36)
(3.7.37)
(3.7.38)
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where
e = (ci + el2) . (3.7.39)
Equating coefficients in (3.7.32) gives
and
m0 - p = 4 + 2b c0 0 (3.7.40a)
m0 + p = 2 c 2 + b c3 - 2b c0 0 0 (3.7.40b)
Also (3.7.30) implies
m20 =  p 2 - 2 b 2 ( p - 7 ) - f % b 40 o v o 0 (3.7.40c)
Hence, if we make the following transformations of variables
y = b Q/ c
and (3.7.41)
r = b c/4 ,o
we obtain from (3.7.40a-c)
4 (l + 2r) (l+2r-y) = ry3 -f örz/2 t1- 3i/2 - 4ry - 8r2y
(3.7.42)
which implies that
(y + 2) {pi/2 -f (6r+3)y - 2(4r2 + 4r+l)} = 0 . (3.7.43)
The zeros of the expression inside the brackets { } occur 
at
r = {y2+6y-8 ± y(y2+12y+20)^}/16 . (3.7.44)
So, if we make the parametrization
s + s  ^ = k(y+6) ; |s| £ 1 (3.7.45)
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then from (3.7.44)
v = s(s-3)/2 (3.7.46a)
or
v = (l-3s)/2s2 . (3.7.46b)
If we put u = i in (3.7.32) , we note that
hi h2 > 0 (3.7.47)
provided that _> 2 ( which we would justify later in
Section III.7.4 ). Also, from the low temperature expansion
on c. s , the left-hand side of (3.7.29a) is positive, or
J
we have
h! + h 2 0 . (3.7.48)
Hence, with hi being greater than h2 for all temperatures 
from (3.7.31a,b) and h2 being zero at the critical point, 
we expect that, by continuity, (3.7.48) holds for all 
temperatures below the critical temperature. So, from 
(3.7.37) and (3.7.41) ,
r > 0 . (3.7.49)
Hence, from (3.. 7.46a, b) with s <_ 1 , the only acceptable 
solution is
r = (l-3s)/2s2 . (3.7.50)
Also, this implies that we must have
s < 1/3 . (3.7.51)
The parameter s is related to z by the side condition
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(3.7.28) which on simplification gives 
z2 = s (l-3s)/ (l-3s+s2)
Also, we obtain the solution for o and m as ’ o
c2 = (1-3s)/s(1-3s+s2)
(3.7.52)
(3.7.53a)
and
= (l-3s+2s3)/s3
At the critical temperature, 0 \ =  1 . So, by
c = 2
which by (3.7.53a) implies that
(3.7.53b)
(3.7.39)
(3.7.54)
s = (5±/l7)/4 . (3.7.55)
With the condition in (3.7.51) , we must have
s = (5-/l7)/4 (3.7.56)
and so the critical temperature of the n = 2 system is 
given by
= (5-/17)/2
= 0.4384471872 (3.7.57)
As expected, this is the same as predicted by the Kramers and 
Wannier (1941) approximation.
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§ 7 A  THE NUMERICAL APPROACH
We may note from (3.5.67c) that each term of the
left-hand side of (3.5.67c) is greater than w c3 . So wen n
must have
Snw^c^ ■< (1+z2) / (1-22) 2 < (1+z2)2 / 2 (1-z2)2 (3.7.58)
for 2 £ 1 . Since the minimum value for n is 2 and
o is less than 1 , we must haven
2 \ 2w c4 < (1+z 2)2/4z (1-z 2)n n (3.7.59)
In view of the definition of m in (3.7.21) , this implies 
that
m > 2  o (3.7.60)
for all finite n . So, we can define a real parameter c 
by
c2 + c~2 n n 0 < q < 1 n (3.7.61)
( The o defined here is different from that used x n
previously. ) The zeros of the right-hand side of equation 
(3.7.32) occur at o\ , c2 ,•••> c , so
P(icp f2( iOj7-) 
p(-io.)
J tl
-1 1, 2, ..., n. {3.7.62)
We consider now the low temperature expansions for 
the polynomials in (3.7.62) . We may write
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. n-1 ( 1 - i o . o )  3-1 ( l - l o . / o )  n-1 ( l + i e j c . )
__________ 3 _  ±( -2)  J fl _____________ 3 X ' Yl _____ o' z  p  _____ ^  J
f ( - i o  .) ih=l (1+ic .o ) SL=1 ( l+ i-c . /c  ) 1=3+1 
3 ~ 3 ~
ooII ( 3 . 7 . 6 3 a )
a n d
j f ( i c  ) n n-1
=  n
i = i
( 1 - i o  o ) ( 1 - i e  / o  ) n i  n V
f ( - ± o  ) J n (1 + l c  o Q) (1 + l c  / c 0) n V  x n V
( 3 . 7 . 6 3 b )
A l s o ,
p a . . ) (h i - i c . + 1 / c  . ) ( h i - l c  . + 1/ o  .) 3 3 3 3 ( 3 . 7 . 6 4 )
P ( - i U )
+ l c  . - 1 / c  . ) ( h 2+ l c  . - 1 / c  .) 
J  J 3 3
T ak ing  l o g a r i t h m s  o f  b o t h  s i d e s  o f  ( 3 . 7 . 6 2 )  , we c o n s i d e r  
t h e  b r a n c h  f o r  t h e  p r i n c i p a l  v a l u e  o f  t h e  l o g a r i t h m i c  f u n c t i o n  
i n  t h e  complex p l a n e  and e q u a t e  t h e  im a g in a ry  p a r t  o f  t h e  
e x p r e s s i o n .  Then, we o b t a i n  t h e  e q u a t i o n
r -1 io . -o  . r -1 n c . - o .
tan ^ 3 3
- fci -
■f tan ^ 3 3
- h2
n-1
l  • 
1=1
-7 3~2 -7- 2  I tan (.o.o,) - 2  \  tan ( c . / c  )
3 1 £=1
n-1
+ 2 I tan ( o j o . )  
1=3+1 * J
0 > 3=1,2y. . .  ,n-1 .
tt/ 2 , j=n
( 3 . 7 . 6 5 )
U sing  th e  f a c t  t h a t
and
t a n  = tt/ 2 - t a n  1 (x 2 )
-1 -1 -1t a n  x i  + t a n  x 2 = t a n
~X 1 + X  2 
1-XiX2_
we may w r i t e  ( 3 . 7 . 6 5 )  e q u i v a l e n t l y  as
n-1 
2 £ tan
1=1
-1 +ci
-1[a • - e •j  
J
i- tan-1 -1lo • - c .  j
3 3
+ tan -1
h2
-1Lo . -o  . j
J 3
( 3 . 7 . 6 6 )
(n-3+h) tt
j = l , 2 , . . . , n . ( 3 . 7 . 6 7 )
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where hx and h2 are given by (3.7.31a,b).
Equation (3.7.67) provides a system of n 
non-linear equations in n unknowns. We are able to solve 
the equations numerically only. Since the Jacobian matrix 
of the functions with respect to . s can be calculated 
readily, it is natural to apply the Newton-Raphson method 
of numerical analysis.
Given a system of equations
with x
f 3 (-> - °
x r 
2
Xn
3=1 , 2 , . . . ,n (3.7.68)
Let the approximation to the solution of the equations at the 
n th iteration be x^ . Then, Newton-Raphson iterative 
procedure gives the (n+1) th approximation of the solution 
as
*n+1 —n ' {f lF^at x=x 
—  — n
(3.7.69)
where F is the column vector formed by (f.(x)) and $  
is the Jacobian matrix formed by the partial derivatives of
F with respect to the parameters x . .
= ( ) (3.7.70)
The convergence of the method usually depends on 
having a good starting approximation. For our case, the 
infinite solution of the equations provides a good initial
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guess to the solution for finite n at least for temperatures 
far enough from the critical region. Hence, at low 
temperature, for a given n , we may use the following as a 
starting approximation for the method :
v
c\ v q4 % z
and (3.7.71)
c . ^ c2J ~ 2 , j=2,3,. . . ,n .
J
However, for temperatures nearer to the critical point, we 
need a better initial approximation for convergence. This 
is achieved by using quadratic extrapolation on the 
variables, as a function of z . Since at the critical 
point ci = 1 for any n , it is more convenient to treat 
ci as the fixed parameter and z as the variable in the - 
equation . Also, z only occurs in the equation through 
hi and h2 . So, we may equally treat h2 as the variable 
of the equation and write hi as a function of h2 and 
Gn , given by
h\ = h2 + 4z(c>+c-n2)/(l3.7.72)
Using this set of variables, we are able to solve the 
equation (3.7.67) , using the UNIVAC 1100/42 computer, for
z and c. , j = 2, 3, ..., n , up to the critical point
3
of the system.
The Numerical Solution
Equation (3.7.67) has been solved numerically for
a range of values of z below the critical point using the
Newton-Raphson method. The computation was done on a UNIVAC
1100/42 computer using double-precision floating point
arithmetic with 18 significant digits. A solution was
assumed to have converged only when the relative change of
-14each variable, through one iteration, was less than 10 
As a measure of the degree to which an equation was satisfied, 
we calculated also the difference between the right- and 
left-hand sides divided by the absolute sum of all the 
additive terms in the equation. This was never greater 
than 10 16 .
Solutions were obtained for n = 2 up to 20 .
Since the n = 2 case can be solved analytically, it serves 
as a guide to the degree of accuracy of the solution.
Another plausible guide to the accuracy is provided by the 
fact that some quantities tend very rapidly to their known 
n =  0° values, differing from them only in the last few digits 
( see, for example, column 2 in Table III.l ). Combining 
both, we are able to conclude that the numerical results we 
obtained are accurate at least to 11 significant figures.
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§ 8,1 SPONTANEOUS MAGNETIZATION
The spontaneous magnetization of the system is given 
by (3.6.31). We tabulate in Table III.l the difference of 
the spontaneous magnetization calculated at a given n from 
the exact value, at some particular values of z
The exact value of the spontaneous magnetization of 
the system is given by (Yang, 1952)
m = a  - k2)* (3.8.1)
where k is as defined in (3.6.5). The convergence of the
approximations for the spontaneous magnetization per site to
the exact value is extremely rapid away from the critical
temperature of the infinite system ( denoted by T ) andc ,00
even for temperatures very close to T ( e.g. column 5c ,00
of Table III.l ), the convergence is still at least 
geometric.
5 8.2 THE CRITICAL TEMPERATURE
Another quantity of interest is the estimation of the 
critical temperature of the system and the way it converges 
towards the exact result.
A more convenient temperature parameter to be used is 
t = cosech4(2J/kßT) - 1 (3.8.2)
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Table I I 1 .1 .  Approximations to the spontaneous magnetization for
various values of z with n = 2 to 20 }
M -  Mn 00
n z = 0 .4 z = 0.414 z = 0.4142 z = 0.414213
2 0.02392802714 0.27069383063 0.40964931899 0.52166267553
3 0.00114718221 0.13961159480 0.27329853612 0.38495721146
4 0.00003110890 0.06200532571 0.18216108501 0.29280635216
5 0.00000064786 0.02135243598 0.11642461140 0.22459790868
6 0.00000001171 0.00548872105 0.06856599103 0.17146657416
7 0.00000000193 0.00110682362 0.03561995801 0.12882150103
8 0 .0 0.00018921799 0.01572474294 0.09408287799
9 . 0.00002906023 0.00583086002 0.06581275992
10 • 0.00000415274 0.00185340100 0.04330353924
11 • 0.00000056384 0.00052339043 0.02626341718
12 0.00000007370 0.00013571881 0.01441855726
13 0.00000000935 0.00003310139 0.00709879411
14 0.00000000116 0.00000771716 0.00314589825
15 0.00000000014 0.00000173848 0.00127286235
16 0.00000000002 0.00000038124 0.00047878871
17 0 .0 0.00000008182 0.00017022932
18 . 0.00000001725 0.00005796032
19 . 0.00000000358 0.00001908212
20 0 .0 0 .0 0.00000000073 0.00000611736
M00 0.80554134201 0.48198594815 0.34155136722 0.22944135750
*T The rate of convergence to the exact value is  a t least geometric.
z
a ,°°
0.414213562373
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T a b le  I I I .  2 .  The values o f  t  and o a t  the c r i t i c a l  pointo ,n n r
for  n = 2 up to 20 .
n t o rn cn
2 0.38883618289 0.17034166992
3 0.055708351974 0.069221620115
4 0.013533606104 0.034470127987
5 0.0041397721372 0.019108958190
6 0.0014589742584 0.011351755016
7 0.00056804454817 0.0070847910329
8 0.00023846971442 0.0045907985350
9 0.00010626511883 0.0030646532019
10 0.000049720759649 0.0020963364563
11 0.000024234867745 0.0014635757443
12 0.000012232230534 0.0010397980729
13 0.0000063637896075 0.00074998870553
14 0.0000033998957695 0.00054818852449
15 0.0000018597394040 0. 00040543697430
16 0.0000010389642033 0. 00030303841587
17 0.00000059157832392 0.00022866703980
18 0.00000034270961999 0.00017404462601
19 0.00000020169352724 0.00013351912150
20 0.00000012043354466 0.00010317422824
( f o r  T n e a r  T , t h i s  i s  p r o p o r t i o n a l  t o  T - T ) .c , 00 c , 00
From ( 3 . 7 . 3 1 b )  , we h a v e
( l + 2 z - z 2) ( 1 + z 2) 3 ( 2 - h \ )
t  = ------------------------------- 3 p-------- . ( 3 . 8 . 3 )
( 1 - z 2 ) 4 ( o 2+o )N 7 s n n
A l s o ,  a t  t h e  c r i t i c a l  p o i n t  o f  t h e  i n f i n i t e  s y s te m  ( n = 00 ) , 
t  = t  = 0 . ( 3 . 8 . 4 )
Q , 00
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Let t be the critical value of t for finite c*, n
n . At t = t , h2 vanishes for all finite values of o ,n
n . So, from (3.8.3)
2 (l+2z-z2)(l+z2)3
(1-z2)4(c2+c 2)N ' n n
(3.8.5)
For n large, z is then close to the limiting critical 
value (/2 - 1) , so from (3.8.5)
t * 8 /2 c2 . (3.8.6)
q , n n
In Table III.2, the critical value of t calculated 
at the n th level (  ^ ) is given. We give also the
value of o at the critical point of the system. We find
numerically that we are able to fit the 
accurately to the formula
o s extremely
cn = 1.6817928304 exp( - /"4.9348022005 n - 4.6263770635 ) .
(3.8.7)
For n _> 5 , this fits to our numerical accuracy of 11 
significant figures. ( Even for n = 2 it is accurate to 
7 figures. ) It is almost certainly the large n 
asymptotic form of c . The corresponding asymptotic form 
for ^ follows immediately from (3.8.6) .
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§ 8.3 CROSS-OVER PHENOMENON
It is interesting to study the critical behaviour of 
the spontaneous magnetization per site below the critical 
point of the system. In terms of the t defined in (3.8.2), 
the exact n = 00 result is
M = ( -t ) ^ (3.8.8)
where 3 is the critical exponent and is equal 
However, for finite n , and t very close to 
vanishes according to the classical law
to 1/8 .
tc , n M
M “ ( *c>n - t )h ■ (3.8.9)
For large, but fixed, n , the cross-over from (3.8.8) to 
(3.8.9) is easily seen in Fig. 3.5, when log M is plotted 
against log t for various values of n , where
t = ( t - t )/t . (3.8.10)
For t sufficiently less than ^ , this plot is almost a
straight line, with slope 1/8 , while for t very close to
tQ n it changes to one with slope 1/2 . The cross-over
occurs when ( t - t ) v tg ,n ' c ,n
We give in Table III. 3 rough estimates of the slope 
of the curve at various values of x for n = 3 and 6 .
It is readily seen for quite small values of n , the cross­
over is already predominant, and it is possible to get very 
good estimates of 3 provided that we work in the low 
temperature region away from the critical point. This is 
not surprising, since we have chosen the temperature
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The cross-over can be seen easily even for quite small
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Table III. 3. Estimates of 3 from slope of log-log plot of log M
v.s. log t  for n = 3 and 6 .
n = 3 n = 6
T 3 T 3
18.936 0.13197 685.87 0.12518
15.943 0.13338 406.01 0.12531
11.607 0.13687 120.07 0.12612
6.3175 0.14795 59.493 0.12740
2.4218 0.18212 23. 767 0.13151
0. 70898 0.26037 7.3456 0.14618
0.17427 0.37496 1.8116 0.18763
0.075442 0.43114 0.43840 0.26202
0.025400 0.47476 0.12021 0.35373
0. 0075640 0.49062 0.031410 0.44075
0.0023273 0.49715 0.0048358 0.48612
0.00088441 0.49901 0.00092492 0.49752
parameter t such that M is exactly equal to  ^ - t)
at all temperatures below the critical point for n = °° .
To describe the cross-over phenomenon, we propose a 
scaling hypothesis similar to that used by Hankey and Stanley 
for describing the cross-over of a system from two dimensions 
to three (Hankey and Stanley, 1972; Liu and Stanley, 1972).
We assume that the spontaneous magnetization per site as a 
function of n and the temperature parameter t ( = m )
satisfies the scaling hypothesis, i.e. for temperature near 
to the critical point and for n large, the spontaneous 
magnetization per site is asymptotically a generalized
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homogeneous function,
M(t,n) = |t|ß g{l,\nt) , (3.8.11)
where ß = 1/8 and A^  is a monotonic increasing function
of n . At t , the left-hand side of (3.8.11) vanisheso ,n
for all values of n . Since t is non-zero at t = t ,
q , n
the scaling function g(l,x) must have a zero for some fixed
value of x called x and at x ,o o ’
X = x / t . (3.8.12)n o c ,n
Equation (3.8.11) now becomes
M(t,n) = It Iß g(l,xQt/to n)
= I * 16 g(l,xt)) (3.8.13)
where t is defined by (3.8.10) . Hence, we have
D
M(t,n)/\t\ = a function of t only.
(3.8.14)
If the left-hand side of (3.8.14) is plotted 
against x , scaling predicts that all the data points near 
the critical point should collapse asymptotically into a 
single curve. In Fig. 3.6, log(2 + t/M8) is plotted against 
T for n = 4, 6, 10 and 20 . The data supports the 
scaling hypothesis very well.
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§ 8.4 ESTIMATION OF THE CR IT IC AL  EXPONENT B
The scaling hypothesis suggests a way for estimating 
the critical exponent 3 of the spontaneous magnetization.
From (3.8.13) , we have
In M(t,n) = 3ln|f|-/-^i(i) (3.8.15)
where gi is a function of t only. Consider the 
spontaneous magnetization in (3.8.15) for a particular 
value of t and denote t by t^(n) ( as a function of t
and n ) . If we compare the value of the spontaneous
magnetization at successive values of n , we obtain
In M(t ^ {n + 1) , n + 1) - In M(t^{n),n)
= 3 ( In \t^{n+l)\ - In \t^{n)\ )
= 3 ( In It J - ln It I ) (3.8.16)
(using (3.8.10) and the fact that t is fixed ) .
Since (3.8.13) is asymptotically correct, we should 
be able to obtain reasonable good estimates for 3 from 
(3.8.16) for large n . In Table III.4, the estimation of 
3 from (3.8.16) at t = t ^ for n = 2 to 19 is given. 
The data suggests the following asymptotic form for the 
approximations :
3 ^ 3  exp( - a/n ) (3.8.17)n 00
where 3^  should correspond to the exact value for the
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T a b le  I I I .  4. Estimates of 3 from (3.8.16) for n = 2 to 19 
a t  t = tc
n 3 from (3.8.16) 3 from (3.8.17)
2 0.10340900
3 0.11490989 0.14189122
4 0.11837555 0.12941239
5 0.11997858 0.12661076
6 0.12091610 0.12571473
7 0.12154229 0.12536813
8 0.12199537 0.12521458
9 0.12234067 0.12513849
10 0.12261354 0.12509692
11 0.12283505 0.12507228
12 0.12301865 0.12505642
13 0.12317340 0.12504563
14 0.12330565 0.12503788
15 0.12342000 0.12503209
16 0.12351987 0.12502761
17 0.12360785 0.12502406
18 0.12368594 0.12502117
19 0.12375574 0.12501880
geometric extrapola t ion =  0.1250076
c r i t i c a l  e x p o n e n t  3 • We g i v e  i n  column 3,  t h e  e s t i m a t i o n  
o f  3^ and hen ce  e x t r a p o l a t e  to  o b t a i n  a b e t t e r  e s t i m a t e  
f o r  3 by g e o m e t r i c  e x t r a p o l a t i o n .  The r e s u l t  i s  r e a s o n a b l y  
a c c u r a t e  as  compare w i t h  t h e  e x a c t  v a l u e  o f  0 . 1 2 5  .
Co nc l usion
For the zero field Ising model, the variational 
method converges rapidly to the exact results and gives quite 
good estimates with only a moderate amount of computational 
effort. The approximations for M at a given n appear 
to agree with exact series expansions up to and including
[rfootndTe 2.3
8 n — 6 Jterms of the order z . It has been shown that the system
with finite n exhibits a cross-over phenomenon, and good 
estimates for the exponent 3 can be obtained. Since the 
free energy and internal energy per site of the system can
/ \  /-v
be written in terms of determinants involving &  and 5? ,
their behaviour can also be studied using this method.
Most recently, Baxter and Enting (1979) studied the 
variational equation of the square Ising lattice in the 
original representation for the case of non-zero magnetic
field and are able to obtain a series expansion of the free
4 6energy of the system up to terms of the order z
This method proves to be a very efficient method for 
estimating the thermodynamic properties of the square lattice 
Ising model. The method has the advantages over many other 
closed form approximation methods in its rapid convergence 
towards the exact result of the model even for temperatures 
quite near to the critical region of the system and also in
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the possibility of obtaining as much accuracy as one wishes by 
increasing m , the order of approximation. Hence, it may 
be useful to generalize the method to apply to other models 
also.
The technique can be applied to many other square 
lattice models e.g. the monomer-dimer system, the Potts 
model. Essentially, the variational approximation method can 
be applied on any system whose partition function can be 
written as the trace of some transfer matrix. However, the 
possible simplification of the equations and hence the form 
of the trial function involved depend on the possibility of 
writing the transfer matrix as a product of weight functions 
of a square face of the lattice. This makes the 
generalization of the technique to other lattices without 
this property quite difficult. Futhermore, the variational 
equations (3.4.1a-c) require the symmetry conditions 
(3.2.22) and (3.2.35) of the weight function w(a,a ' ,3,8 ')• 
Without these conditions, the equations may be a bit more 
complicated as the symmetry conditions for F(a,3) , P(a,3) 
etc. will not hold also..
The formulation of the equations does not depend on 
the number of values taken up by the spin variable. Hence, 
the method can easily be generalized to systems in which the 
spin variable takes up more than two values, for instance, 
l values. In this case, it would be necessary to require the 
matrices Z(a) , F(a,3) , P(a,3) etc. to be x im
matrices.
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Nevertheless, this method is interesting as it not 
only provides a sequence of variational approximations which 
converges rapidly and gives good estimates of many 
thermodynamic properties such as the spontaneous 
magnetization and the critical temperature, but also exhibits 
cross- -over of the predictions from the behaviour of the 
infinite lattice to those from classical theories as the 
system approaches the critical temperature of the system 
for finite m .
Appendix I I IA
LOW TEMPERATURE LEADING ORDER BEHAVIOUR OF THE VARIATIONAL 
EQUATIONS
We may deduce some relations between the matrices juf 
and C from the leading order behaviour of the equations in 
the iterative procedure.
We start from the lowest order of approximation with 
m = 0 . For the low temperature case, we try the initial 
guess
(III.A.l)
Following the iterative procedure in Section III.4.3, using 
the matrices defined in Section III.4.4, we have
and
(III.A.2)
0
0
0
(III.A.3)
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and so, on solving for C and P , we have
1 
C
and (III.A.4)
As there are only two non-zero eigenvalues of C , it is 
natural to choose the two non-zero eigenvalues of C to be 
the elements of k ^  . In fact, we know from previous low 
temperature expansions (Section III.4.2) that to leading 
order in z ,
n -1 -% K ^ Z U
and
4
(III.A.5)
% 1 0
0 z
Hence, our choice is correct at least to leading order and 
we obtain
and
%
% 1
0 0
A hz u
(III.A.6)
If we repeat the procedure once again, we have
1
%
A hz u
% 1 %z u  z u
(III.A.7a)
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V v
2 % Z U
2 H 4 Z U  Z U
2 % Z U
2 % 3Z U Z U
(III.A.7b)
and hence
p V
2 % Z U
2 % ■Z^U
ZUh
-zu
1
h
(III.A.8a)
Also
C ^ (III.A.8b)
Choosing the eigenvalues in the same way as the last 
iteration, we obtain
A 1 0
0 z
and
$
v % %zu zu
7 ^  ^1 z u
3- p '2a U 2 M
(III.A.9)
which is correct already to leading order.
We may estimate the leading order behaviour similarly 
for the higher order approximations. For example, for the
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m = 1 case, we may use the initial guess as
=
and
0
z
0
k k 11 0 z2u 0
0 0 0 0
z2 u2 0 zu 0
0 0 0 0
(III.A.10)
and repeat the whole procedure again. For the first 
iteration, we have
\ h1 0 z 2u2
v
and
V v
0
0 0 0 0 
z^vt2 0 2z 3u 2 0
0 0 0 0
1 0 z2u* 0
z2u2 0 2zku 0
0 z2ut2 0
zlu 0 2z u 0 
0 0 0 0
(III.A.11)
So,
C ^
zhu2
3 2Z U
(III.A.12a)
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and
p 'v
1
0
2 % zzu
0 -zzui.h
1
0
zu
0
%
0 -zu
1 0 
0 1 
0 0
h (III.A.12b)
Hence with a similar choice of eigenvalues from C , we have 
to leading order
- i  - hK V  z U
A a.
and
4 2Z W
2 6 % A  % >-2 3- z u z u - Z  U
0 0 0 0
| % z'2 2 >2 2u Z U z u Z ^ U
0 0 0 0 (III.A.13)
If we repeat the process again, we obtain to leading order 
1
A V
and
it
4 2Z U
3 2Z U
1 6 4- z 6u 1  hz u
g  1 1  „
Z 2 U
MSVJ
- 1  %  u *2 2 Z U zu
>"2 3
w
5 - >  ■2 -2 z u
>2 " 2  
Z U
I. ,
>  >  -2 -f
2 "2 Z U
ZU
(III.A.14)
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This again agrees with the variational equations at least to 
leading order in z . So, from the structure of C and P , 
we then conjecture that with P being almost diagonal
( pi,i “ 2 a n d  p £ . << p £ £ f o r  l 4 3 ) a n d C g i v e n  b y
c = ( d p  , j= , (III.A.15)
k a n d a r e  g i v e n  b y
- 2 - %
k =  a i z u (III.A.16)
and
4
a
C
i a ' . ) 3 — 1 ,2 ,3 ,... , 2
\
m+1
W  di 3 — 1 ,2 ,3 ,... , 2 m+1
where (III.A.17)
Ap p e n d i x IIIB
R E L A T I O N S  BETWEEN M A T R I C E S  IN T H E I R  R E P R E S E N T A T I V E S
In order to formulate the iterative procedure of 
Section III.4.3 in terms of the matrices in the 
representatives, we must establish the relations between the
/S ^  A ^
matrices ^  and V , and P under the set of operators
enT. and r. respectively.J J
pnIt may be seen readily that T . ( j
0
can be related to r . ( i 2 , , 2n-l )
1 , 2 ,...,2n+l) 
through
and
j=4,5,...,2n+l •
(III.B.l)
Define
Iy
yI
x (III.B.2a)
179
Yl — 2w h e r e  y = 2 , a n d
en ( I I I . B . 2 b )
t h e n  b y  ( 3 . 4 . 2 7 )
_ en
x U  x ( I I I . B . 3 )
U s i n g  t h e  s e t  V . d e f i n e d  a b o v e  i n  ( 3 . 5 . 1 )  , we h a v e
d
X
-%
h
L e t  t h e  r e p r e s e n t a t i v e  o f  'll, u n d e r  r  . s b e
1 , 3  =  1 , 2 , . . .
( I I I . B . 4 )
( I I I . B . 5 )
a n d  l e t  t h e  r e p r e s e n t a t i v e  o f  <K,en u n d e r  r .  s b e
Z , j =1 , 2  , . .  . , 2n + 1 ( I I I . B . 6 )
By t h e  d e f i n i t i o n  o f  r e p r e s e n t a t i v e s ,  
^ e n  „ e n , ^  e n s -1
( * 2 t r  >d
2n + l
l >pi=i
„ en
l ,0 1 l 3 = 1 , 2 , . . . , 2n + l  
( I I I . B . 7 )
U s i n g  ( I I I . B . l )  , t h e  r i g h t - h a n d  s i d e  o f  t h e  e q u a t i o n  i s  
g i v e n  b y
2n+lv I r e nii 1
2n+l (  0, „en , . „en , . „en , v / ^  ,-fi + dr3 + I
^4 \1,3  2,0  3,3
3 = 1 ,2 , . . . ,2n+l
4^ \ V / j i-20
( I I I . B . 8 )
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For j = 1 , the left-hand side gives
I^en ren( u en}-i ■2n-l
-I <n-l
ren 
a l
(III
This implies that
; 6ip . 7
3 >1 3,1
j=l,2f...,2n+l (III:B
For j _> 4 , the left-hand side of the equation gives
u en rf (  u eny 2
0-2 %
-1
*lL r ,7 -  2 U
-1
2n-l
ii u^ j-2 h  0
Equating it with (III.B.8) , we obtain
{* 2 J  + *3,0)//2 = Ul,j-2
*2,0 -
and
*3,j
-e- ii U 1-2,o-2 , i ,j=4 , 5,...,2n+1
For the cases 0 = 2  and 0 = 3  , we consider
U en (rfn + r f V ^ V 1 /  o 'll r i= /2 7
\ 'll? i'0
(III.B
-1
2n-l
S2 I u 
1=1 l, 1 0
(III.E
Hence,
2,2 3 , 3
B . 9)
.10)
. 11)
.12)
.13)
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and
*2,2 + *3,3 + 2*2,3 " 2u l , l (III.B.14)
Also from
% en ( rfn - rfn ) (^en)_1 = /2
0 i
1 0
(III.B.15)
we have
^ 2 , 2  +  ^ 3 , 3 2*2,3 - 2
On solving, we obtain
and
^2 , 2  =  ^ 3 , 3 =  ( 1 + u  2 2)/%
^3 , 2  =  ^ 2 , 3 = (,u1>1~1'>/2
Hence, from (III.B.3) ,
1 0 o :
0 (u2 1+l)/2z (u1 2~l)/2
0 W 2 2~l)/2 z {u  ^ 2+l)/2
(2z) ^ u
(z/2)K
1,3-2
1,3-2
(III.B.16)
(III.B.17)
1- 2 ,3-2
01,3=4,5,. . . ,2n+l.
(III.B.18)
( Compare with (3.5.11) )
/\
After diagonalization of V , the next step in the iterative
/N ^
procedure is to obtain from C and ^  from P .
To obtain ef from C , we note that T . can be
J
recognized from r . in another way :
pen r . ©  12J 3=1,2 ,. . . ,2n-l (III.B.19)
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Since 4 is diagonal, we have
where
4  r . 4  1 =  a0 r .
” 3 “  3 3
s4r = (a^) , «7 = 2 ,2,...,2n-2
J
It is obvious that
0a 1 2
(III.B.20)
(III.B.21)
With a given j ( j >_ 2 ) , we must have for any non-zero
element ( Z , £' ) of r . ,
J
a °j - a' a - 1 = d ^ , _ 2 (III.B.22)
where a ’, s are elements of ^  as given in (3.4.31a,b) .
J
However, by (III.B.19) , if the ( £ , &' ) th element of
T. is non-zero, then the ( 21-1 , 2 H ' - 1 ) th and 
0
p r ^( 2% , ) th element of T. are non-zero. Since, with
J
C = (a.) , j = l , 2 , . . . , 2n + l , (III. B. 23)<2
we have
3 Ten J'7 = a. T^n , (III.B.24)
J J J
so, the ( 2£-2 , 2 % ' - l ) th element of the matrix equation 
is given by
d 2 l - l  d 2 l ' - l  a j ’ (III.B.25)
By (III.B.22) , we then obtain
a°. = a . , 3 = 2 , 3 , . . . , 2 n - 1 . (III. B. 26)
J J
2Hence, is obtained from C by truncating the last two
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rows and columns of C .
/\
As for ^  , we form the matrix
Q = ( ?0( + ) > *,(-) ) (III.B.27)
from the odd eigenvectors of P and let
1,3=1,2 ,... ,2n-l . (III.B.28)
Write P as
<t> i . 4> 2 . - - - •<t'2n-l
® i ,02 . • • • <62„-2
where d> . and 0 . are column vectors, and let
3 J
and
( 4)i > ct) 3 > * - ‘ , (t) 2 n ~  1 _  j ^
< 6>- 0 3 ....  92n-2_J >
Then Q is given by
(III.B.29)
(III.B.30)
( $ , 0 ) (III.B.31)
Next, we consider the representative of P .
PTen
2n + lv Pen „
l P 1 j  ^ ^
1=1
I 0 \ / 0 I
{ P-7 .-I I + (Po rP*ö -I 2,«7 3,J' -I 0
+ ^2,6^3,
0 r‘\ + 2f 2 ( 0 h-2 , , _
d. P*,j( r 0 '}p
£-2Ti 0 / 1=4
3=1,2,...,2n+l . (III.B.32)
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Let Y b. ( j = 1 , 2, 2 n - 3 ) be a set of 2 n 2 x 2n ~ 2
3
spin operators as defined in (3.5.1) . So,
r. = T k. ®  I2 , j = l , 2 . , 2 n - Z  . (III.B.33)3 3
Hence, for j _> 4 , the odd columns of (III. B. 32) imply
2n+l
l
1=4
$ r*T3-2 {(P2,J P3,j)//2 + Tl(p2,3+P3,j')/l/2 + 1 9
(III.B.34)
and
2n+l
b-2 = {~ ('P 2 , f P 3,j')//Z + ri(p2,j'fp3,i)//2 + P l,oVl-2 1 $
j = 4 ,5,...,2n-l . (III.B.35)
However, if we consider the representative of $ , we have
2 n - 1
l q
1=1 1,3 H  ( $  - 0  >
( $ , 0 ) <9J-2
(-$,0) (p 2 ^.-p s^.)//2 -f r i ($,0)(p 2 ^.f p 3 ^.)/>/2
2n + l
+ i4pa.jrJi-2(*,0) «7 =  4 , 5 , . . . , .(III.B.36)
For 3 = 2  and 3 = 3 ,  using the fact that
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we have
ren 
1 2 %/2
and
ren-L 3
Ö Ti-fl
r i -1 o
0 Ti-I
Ti+I 0
r f - i
o ri+i
0
©  I
(III.B.38)
%
rf+i
o r j- i 
o
©  I;
Result similar to (III.B.36) can be obtained for j = 2 
and j = 3 by substituting (III.B.38) to (III.B.32) . 
Hence, (III.B.36) in fact holds for j = 2 and 3 also, 
or we have 
2n-l
l q ^ . r ^ . e )  = -(o ,e )rl (p2jJ-p3)y / /2  +
$L—1
2n-l
+ I P0Mo fo(^ ,0) , j=2}3,... ,2n-l ., j &
(III.B.39)
As for the j = 2n case, we note that
2n y/2 (III.B.40)
So, in combining the odd columns of (III.B.32) only, we 
obtain
2n-l
( ' i \ 9 ) r i  (P2 j 2n-p 3 , 2 n ) / / 2 = r i >0) -^P2,2n+P 3 , 2 r ? ^ Z + J;2 p 1+2,2n
(III.B.41)
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Thus, provided that
p2,2n ^ P3, 2n (HI
(III.B.39) becomes
2n-l
1=1
( , W  /„ ('P2,2n+P3,2ri)(Po ^ P. ----^ ^ ----2-----*---
6,J /2 (p0 0 -p, 9 )^2,2n ^3,2n
2Vr1 (Pp 1~P 3 ?
+ ^2  ^V u 2 'i n PU2,2y) Y l
P^2,2n P 3,2n)
3=2,3,... ,2n-l (HI
From (III.B.41) and (III.B.43) , we obtain
and
1 , 1
l, 1
1 ,3
1,3
(p 2 ,2n+P 3 ,2r? ^  P^2 ,2n P 3,2r?
^2 P l+2,2n / (p2,2n P 3 ,2r?
y/2
1 // \ _ (P2,J P g,j) ip2,2n+P3,2n
U P2,3+P3,3> ~ ( )
Kp2,2n ^ 3,2nJ
P  1+2 , j  P1 + 2 ,2n^P 2 , j  P  3 , P  ^ ^ P  2 ,2n P 3 ,2r?
$L , j = 2,3 2n- 1 . (Ill.
Hence, one can easily obtain ^  as given by (3.5.16) 
the fact that
Q 4  . (Ill
In the original representation, in the absence 
magnetic field ( i.e. u = 1 ) ,
?(+,+) ?(+,-)
?(-,+) F(-,-)
B . 42)
r i
(4>,0)
B.43)
i,
B . 44) 
from
. B .45) 
of
(III.B.46)
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and
f o,+)
z*F (.-,+)
zhF(+,-)
F
(III.I
Hence,
44 = (.l+vY1{%+ v„r13f Tj) (III. B
or equivalently
$  = (2-v )~2 (J4 - v I’,#!',) (Ill.B
where
v q = tanh( J/2kßT ) (III.]
So, obviously, we have
3  r, = (ifv )//r j - v r , y (iiij
and also
?  r •* 0
2n-l 2v h, . ,,
I h. .r,? + 0 r ,t=l ** (l-v )
j = 2,3 , . . . , 2n-1 . (III.!
Combining the equations, we have
2v 7zo 7 , j 2n-7
(7-vz) v o'
J r ,  = I h +
i=i
2v2h, .
0 1 .,7
(2 -v 2)0
r 1?
(III.
Hence with ^  given by ^  e (/ .) , £,j=l,2, . . . ,2n-1£, 0
and
/, . = h. . (1+v2-2v f, ,)/(l-v2) (IIIJ 7 , j 7 , j v o oJ 7 , 7 7 x o' '
(1+v 2-2v f , ,)
/a • = - 2V hQ . ---- -^-- ° ^J <7 0 1,11,0 (7-v2) 2
£ , j = 2 ,3, . . . , 2n- 7 .
.47)
48a)
.48b)
.49)
.50)
.51)
.52)
B . 53)
(III.B.54)




3. DERIVATION OF (3,4.13) .
The set of equation (3*4.11-3-4.12) naturally 
consists of at least two solutions, one corresponds to 
the state of the system with most of its spins pointing 
to the positive direction (i.e. most cr = +1 ) and the 
other corresponds to the state with most spins in the 
negative direction (i.e. most< r  ^  = -1 ) .
Consider the solution for the state with most
spins positive and normalise a+ to be +1 , we may assume
that f is higher order in magnitude (at least for small
z) than f , f and a • From (3-4.11a) , this immediately
implies that f+^  1 to leading order. Using this, the
leading order term for Ks (from (3-4.12a)), a (from
(3-4.12b)), f (from (3-4.11b)) and f (from (3-4.12c)) o -
can then be obtained to give (3-4.13)-
B ibliography
Baxter, R. 
Baxter, R. 
Baxter, R.
Baxter, R. 
Baxter, R.
Baxter, R.
Baxter, R. 
Byrd, P. F
J., (1968) 'dimers on a rectangular lattice'.
J. Math. Phys. 9: 650-654.
J., (1972) 'Partition function of the eight-vertex
lattice model' . Ann. Phys. 10:193-228.
J., (1976) 'Corner transfer matrices of the eight-
vertex model: I Low temperature expansions 
and conjectured properties'.
J. Stat. Phys. 15:485-503.
J., (1977) 'Corner transfer matrices of the eight-
vertex model: II The Ising model case'.
J. Stat. Phys. 11:1-14.
J., (1978) 'Variational approximations for square
lattice models in statistical mechanics'.
J. Stat. Phys. 19:461-478.
J. and Enting, I. G., (1978) '399th solution
of the Ising model' . J. Phys. A 11: 2463-2473.
J. and Enting, I. G., (1979) (to be published).
and Friedman, M. D., (1971) 'Handbook of
elliptic integrals for engineers and 
scientists' . (2nd. ed.) Springer Verlag,
Berlin.
190
Chang, C.
Danielian,
Domb, C.,
Domb, C.,
Enting, I.
Fisher, M.
Fisher, M.
Gibberd,
Gibbs, J.
H., (1952) 'The spontaneous magnetization of a two- 
dimensional rectangular Ising model'.
Phys. Rev. 88:1422.
A., (1963) 1 The ordering of a face-centred cubic
lattice' . Physica 29 : 67-77.
(1949) 'Order-disorder statistics: II A two- 
dimensional model' . Proc. Roy. Soc.
A199 : 199-221.
(1974) 'Ising model'. In "Phase transitions and
critical phenomena", Vol. Ill (C. Domb and 
M. S. Green, eds.) pp.357-484. Academic Press, 
London and New York.
G. and Baxter, R. J., (1977) 'A special series
expansion technique for the square lattice ' . 
J. Phys. A 10 :L117-L119.
E., (1961) 'Statistical mechanics of dimers on a
plane lattice' . Phys. Rev. lid: 1664-1672.
E., (1966) 'On the dimer solution of planar Ising
models' . J. Math. Phys. 7 :1776-1781.
L. W. and Hurst, C. A., (1967) 'New approach to 
the Ising model II '. J. Math. Phys.
8:1427-1436.
W., (1902) 'Elementary principles in statistical
mechanics ' . Reprinted in "The collected 
works of J. Willard Gibbs", Vol. II (W. R. 
Longley and R. G. Van Name, eds.) Yale
191
Gradstein,
Griffiths,
Hankey, A.
Herman, P.
Hilhorst,
Houtappel,
Hurst, C.
Hurst, C.
University Press, New Haven.
I. S. and Ryshik, I. M., (1965) 'Tables of
series, products and integrals' . Academic 
Press, New York.
R. B., (1964) 'Peierls proof of spontaneous
magnetization in a two-dimensional Ising 
ferromagnet' . Phys. Rev. A 136 : 437-439.
and Stanley, H. E., (1972) 'Systematic
application of generalized homogeneous 
functions to static scaling> dynamic scaling 
and universality' . Phys. Rev. B 6:3515-2542.
T. and Dorfman, J. R., (1968) 'Some remarks on
perturbation theory and critical phenomena' . 
Phys. Rev. 17 6: 295-301.
. J. , Schick, M. and van Leeuwen, J. M. J., 
(1978) 'Differential form of real space 
renormalization : Exact results for two- 
dimensional Ising models' .
Phys. Rev. Letters 40 :1605-1608.
R. M. F., (1950) 'Order-disorder in hexagonal 
lattices' . Physica 16:425-455.
l . , (1966) 'New approach to the Ising problem' .
J. Math. Phys. 7 :305-310.
l . and Green, H. S., (1960) 'New solution of the
Ising problem for a rectangular lattice' .
J. Chem. Phys. 33 -.1059-1062.
192
Husimi, K. and Syozi, I., (1950) 'The statistics of
honeycomb and triangular lattice I '.
Prog. Theor. Phys. 5 : 177-186.
Ising, E., (1925) 'Beitrag zur theorie des ferromagnetismus' .
Z. Physik 31 -.253-258.
Kac, M. and Ward, J. C., (1952) 'A combinatorial solution
of the two-dimensional Ising model'.
Phys. Rev. 88 -.1332-1337.
Kadanoff, L. P., (1966) 'Scaling laws for Ising models near
T ' . Physics 2 : 263-272.
Kadanoff, L. P., (1975) 'Variational principles and
approximate renormalization group 
calculations'. Phys. Rev. Letters 
34:1005-1008.
Kasteleyn, P. W., (1956) 'Constant coupling approximation
for Ising spin systems ' .
Physica 22 : 387-396.
Kasteleyn, P. W., (1961) 'The statistics of dimers on a
lattice' . Physica 27 :1209-1225.
Kasteleyn, P. W., (1963) 'Dimer statistics and phase
transitions' . J. Math. Phys. 4 :287-293.
Kaufman, B., (1949) 'Crystal statistics II Partition function
evaluated by spinor analysis' .
Phys. Rev. 7 6 :1232-124S.
193
Kaufman, B. and Onsager, L., (1949) 'Crystal statistics 
III Short-range order in a binary Ising 
lattice' . Phys. Rev. 7 6 : 1244-1252.
Kelland, S. B., (1976) 'Estimates of the critical exponent 3
for the Potts model using a variational 
approximation' . Can. J. Phys. 54:1621-1626.
Kikuchi, R., (1951) 'A theory of cooperative phenomena
Phys. Rev. 81:988-1003.
Kikuchi, R. and Brush, S. G., (1967) 'improvement of the 
cluster-variation method' .
J. Chem. Phys. 47 :195-203.
Kramers, H. A. and Wannier, G. H., (1941a) 'Statistics of 
the two-dimensional ferromagnet. Part I '. 
Phys. Rev. 60:252-262.
Kramers, H. A. and Wannier, G. H., (1941b) 'Statistics of
the two-dimensional ferromagnet. Part II '. 
Phys. Rev. 60:263-276.
Li, Y. Y., (1949) 'Quasi-chemical method in the statistical 
theory of regular mixtures ' .
Phys. Rev. 76 -.972-979.
Liu, L. L. and Stanley, H. E., (1972) 'Some results
concerning the crossover behaviour of quasi- 
two-dimensional and quasi-one-dimensional 
systems' . Phys. Rev. Letters 29:927-930.
Montroll, E. W., (1941) 1Statistical mechanics of nearest
neighbour systems' . J. Chem. Phys. 9:706-721.
194
Montroll, E
Neville, R.
Newell, G.
Onsager, L.
Onsager, L.
Onsager, L.
Peierls, R.
Peierls, R.
Potts, R.
. W. , Potts, R. B. and Ward, J. C., (1963)
'Correlations and spontaneous magnetization 
of the two-dimensional Ising model1.
J. Math. Phys. 4:308-322.
H., (1971) 'Elliptio functions : a primer1. 
Pergamon Press.
F., (1950) 'Crystal statistics of a two-dimensional
triangular Ising lattice '.
Phys. Rev. 1 9 :876-882.
, (1944) 1Crystal statistics I A two-dimensional
model with an order-disorder transition1. 
Phys. Rev. 65: 117-149.
, (1949) Discussions in Nuovo Cimento (suppl.)
6 : 261.
, (1970) 'The Ising model in two dimensions1 . In
"Critical phenomena in alloys, magnets and 
superconductors", (R. E. Mills, E. Ascher 
and R. I. Jaffee, eds.) pp.3-12. McGraw-Hill.
, (1936a) 'Statistical theory of adsorption with
interaction between adsorbed atoms1.
Proc. Cambridge Phil. Soc. 32: 471-476.
, (1936b) 'On Ising's model of ferromagnetism1.
Proc. Cambridge Phil. Soc. 32 -.477-481.
$., (1952) 'Spontaneous magnetization of a
triangular Ising lattice 1 .
Phys. Rev. 8 8 :352.
195
Potts, R. B .,
Potts, R. B.
Schultz, T.
Southern, B.
Stanley, H.
Stephenson,
Stephenson,
Stephenson,
(1955) 'Combinatorial solution of the 
triangular Ising lattice' .
Proc. Phys. Soc. (London) A 68 -.145-148.
and Ward, J. C., (1955) 'The combinatorial
method and the two-dimensional Ising model' . 
Prog. Theor. Phys. 13:38-46.
, Mattis, D. C. and Lieb, E. H. , (1964)
'Two-dimensional Ising model as a soluble 
problem of many fermions'.
Rev. Mod. Phys. 36:856-871.
W. , (1978) 'Kadanoff’s variational
renormalization-group method' .
J. Phys. A 11 :L1-L4.
!., (1971) 'Introduction to phase transitions and
critical phenomena'. Oxford University Press.
A, (1964) 'Ising model spin correlations on the
triangular lattice' .
J. Math. Phys. 5 : 1009-1024.
\.f (1966) 'Ising model spin correlations on the
triangular lattice II Fourth-order 
correlations' . J. Math. Phys. 1:1123-1132.
(1970a) 'Ising model spin correlations on the 
triangular lattice III Isotropic 
anti ferromagnetic lattice ' .
J. Math. Phys. 11:413-419.
196
Stephenson, J., (1970b) 'Ising model spin correlations on the
triangular lattice IV Anisotropic 
ferromagnetic and anti ferromagnetic lattice' 
J. Math. Phys. 11:420-431.
Sykes, M. F. , Essam, J. W. and Gaunt, D. S., (1965)
'Derivation of low-temperature expansions 
for the Ising model of a ferromagnet and an 
antiferromagnet' . J. Math. Phys. 6 : 283-298.
Sykes, M. F. , Gaunt, D. S. , Essam, J. W. and Hunter, D. L
(1973a) 'Derivation of low-temperature 
expansions for Ising model II General 
theory' . J. Math. Phys. 14:1060-1065.
Sykes, M. F. , Gaunt, D. S. , Mattingly, S. R. , Essam, J. W.
and Elliott, C. J., (1973b) 'Derivation of 
low-temperature expansions for Ising model
III Two-dimensional lattices - field 
grouping' . J. Math. Phys. 14: 1066-1070.
Sykes, M. F. , Gaunt, D. S. , Martin, J. L. , Mattingly, S. R
and Essam, J. W . , (1973c) 'Derivation of 
low-temperature expansions for Ising model
IV Two-dimensional lattices - temperature 
grouping' . J. Math. Phys. 14:1071-1074.
Syozi, I., (1950) 'The statistics of honeycomb and triangular
lattice II '. Prog. Theor. Phys. 5:341-351.
Syozi, I., (1951) 'Statistics of kgome lattice' .
Prog. Theor. Phys. 6 : 306-308.
197
Temperley,
Wannier, G.
Wilson, K.
Wilson, K.
Woodbury, G
Yang, C. N.
Yang, C. N.
Yang, C. N.
I. N. V., (1950) 'Statistical mechanics of the
two-dimensional assembly'.
Proc. Roy. Soc. A 202 : 202-207.
H. , (1950) 'Anti ferromagnetismthe triangular
Ising net' . Phys. Rev. 19:357-364.
j., (1971a) 'Renormalization group and critical 
phenomena I Renormalization group and the 
Kadanoff scaling picture' .
Phys. Rev. B 4: 3174-3183.
j . y (1971b) 'Renormalization group and critical 
phenomena II Phase-space cell analysis of 
critical behaviour' .
Phys. Rev. B 4: 3184-3205.
. W., (1969) 'New approximation method for lattice
statistics' . J. Chem. Phys. 50 -.2247-2254.
, (1952) 'Spontaneous magnetization of a two-
dimensional Ising model'.
Phys. Rev. 85:808-816.
and Lee, T. D., (1952a) 'Statistical theory of
equations of state and phase transition
I Theory of condensation ' .
Phys. Rev. 87 -.404-409.
and Lee, T. D., (1952b) 'Statistical theory of 
equations of state and phase transition
II Lattice gas and Ising model'.
Phys. Rev. 8)1:410-419.
