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Abstrat
We onstrut a sequene of states alled m-monotone produt states whih
give a disrete interpolation between the monotone produt of states of Muraki
and the free produt of states of Avitzour and Voiulesu in free probability. We
derive the assoiated basi limit theorems and develop the ombinatoris based on
non-rossing ordered partitions with monotone order starting from depth m. The
Hilbert spae representations of the limit mixed moments in the invariane prin-
iple lead to m-monotone Gaussian operators living in m-monotone Fok spaes,
whih are trunations of the free Fok spae F(L2(R+)). A new type of ombina-
toris of inner bloks in non-rossing partitions leads to expliit formulas for the
mixed moments of m-monotone Gaussian operators, whih are new even in the
ase of monotone independent Gaussian operators with arsine distributions.
1. Introdution.
The aim of this paper is to onstrut an interpolation between free probability [V,VDN℄
based on the notion of the free produt of states [Av,V℄ and monotone probability based
on the notion of the monotone produt of states [M2℄. Our interpolation is given by a
sequene of produt states alledm-monotone, where m ∈ N, whih gives the monotone
produt for m = 1, whose asymptotis leads to the free produt for m =∞.
The denition of the free produt of states is based on the freeness ondition
φ(a1a2...an) = 0 for ak ∈ Aik ∩Kerφik (1.1)
on the free produt ∗i∈IAi of unital *-algebras with identied units (1i = 1k for all
i, k ∈ I), where i1 6= i2 6= . . . 6= in.
1
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It is interesting to observe that the monotone produt of states an also be dened
using (1.1), exept that one has to take the free produt without identiation of units
⊔i∈IAi, provided I is linearly ordered, and give onditions on moments involving units,
namely
φ(a1...ak−11ikak+1...an) = φ(a1...ak−1ak+1...an) (1.2)
for i1 < i2 < . . . < ik and a1, . . . , ak−1 taken from the kernels of the states (if the rst
unit is in a dierent onguration of indies, then it vanishes).
This observation leads to a onstrution of a sequene of states (φ(m))∞m=1 on ⊔i∈IAi,
dened by (1.1) on ⊔i∈IAi and identifying units on an inreasing sequene of `subspaes'.
This gives a disrete interpolation between the monotone produt for m = 1 and the
free produt obtained in the limit m → ∞, whih in some sense `neglets order' with
inreasing m. The sequene of produt states is alled the monotone hierarhy and the
assoiated `independent' variables are alled m-monotone.
The pae of this interpolation is based on the ombinatoris of ordered non-rossing
partitions with monotone order (olor) starting from depth m, giving monotone non-
rossing partitions for m = 1 and all ordered non-rossing partitions for m = ∞. In
partiular, the (even) moments of the standard (mean zero, variane one) entral limit
laws are given by
M
(m)
2k = 1/k!|ONC22k(m)| (1.3)
where ONC22k(m) stands for ordered non-rossing pair partitions of a 2k-element set,
whih have a monotone order starting from depthm. In partiular, form = 1 we get the
moments M
(1)
2k = 2
−k(2k
k
)
of the arsine law supported on [−√2,√2], and in the limit
m→∞ we obtain the moments M (∞)2k = 1k+1
(
2k
k
)
of the Wigner measure supported on
[−2, 2].
On the level of Cauhy transforms of entral limit laws, the interpolation an be
niely desribed in terms of their ontinued frations. Thus, let
G(z) =
1
z − β1
z − β2
z − β3
.
.
.
(1.4)
be the Cauhy transform of a probability measure assoiated with the Jaobi sequene
(βn) = (β1, β2, β3, . . .). Then, to sequenes
(β(m)n ) = (1, 1, . . . , 1︸ ︷︷ ︸
m times
, 1/2, 1/2, . . .) (1.5)
orrespond Cauhy transforms G(m)(z) of the m-monotone entral limit measures. In
partiular, for m = 1 we get (β
(1)
n ) = (1, 1/2, 1/2, . . .), orresponding to the arsine
law, and for m = ∞, we get (β(∞)n ) = (1, 1, 1, . . .), orresponding to the Wigner law.
Thus, suesive iterations of G(∞)(z) are obtained from G(1)(z) by taking the m− 1-th
2
power of the right-sided shift on the set of Jaobi sequenes of the form (1.3), with 1's
replaing 1/2's at the rst m sites.
We also derive the invariane priniple and give a realization of the limits using
m-monotone Gaussian operators ω(m)(f), where f ∈ Θ = {χ(s,t] : 0 ≤ s < t}, on trun-
ations F (m)(H) of the free Fok spae F(H), where H = L2(R+), alled m-monotone
Fok spaes. If f1, f2, . . . , f2k ∈ Θ have idential or disjoint supports, then expliit om-
binatorial formulas for the mixed moments of ω(m)(f1), ω
(m)(f2), . . . , ω
(m)(f2k) in the
vauum state ϕ are derived. It is worth noting that even in the monotone ase we get
a new formula
ϕ(ω(1)(f1)ω
(1)(f2) . . . ω
(1)(f2k)) =
∑
pi∈NC2
2k
pi∼(f1,...,f2k)
k∏
i=1
t(i) − s(i)
Inn(πi) + 1
(1.6)
where summation runs over non-rossing partitions π = {π1, π2, . . . , πk} `ompatible' (in
the sense speied in Setion 10) with the supports of f1, f2, . . . , fn (support (s
(i), t(i)] is
assoiated with blok πi), with Inn(πi) denoting the number of bloks whih are inner
with respet to blok πi and are assoiated with supports idential to that assoiated
with πi.
Our approah resembles the onstrution of the hierarhy of freeness [L1℄ (see [FL℄
for the limit theorems) whih gave a disrete interpolation between the boolean produt
of states and the free produt of states. The latter is understood in [L1℄ in the weak
sense of onvergene of moments. However, a redution of free independene (free
produt of states) to tensor independene (tensor produt of states) in the strong sense
(redution of the free produt of states to the tensor produt of states on extended
algebras) has reently also been given [L2℄. A similar approah to that in [L2℄ an also
be given for the monotone hierarhy.
Other interpolations between various models of quantum probability were studied
in [BLS℄, [BW℄.
2. Produts of states
In this setion we introdue a new denition of the monotone produt of states, whih
allows us to ompare it with the free produt of states and later leads to the onstrution
of a disrete interpolation between the two produts.
By a nonommutative probability spae we understand a pair (A , φ), where A is
a unital *-algebra over C and φ : A → C is a positive (φ(x∗x) > 0 for all x ∈ A)
normalized (φ(1) = 1) linear funtional alled state. Elements of the *-algebra A are
alled random variables. A nonommutative probability spae (A , φ) is alled a C*-
probability spae if A is a unital C*-algebra. By the distribution of the random variable
a ∈ A we understand the linear funtional µa : C[X ]→ C, dened on the polynomials
of X by
µa(P) = φ
(
P(a)
)
.
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Of ourse, the distribution µa is uniquely determined by the moments φ(a
n) of the
variable a for n ∈ N.
We assume in this paper that I is a linearly ordered set of indies.
Definition 2.1. By the monotone produt of states φi we understand the state φ
on the free produt ⊔i∈IAi without identiation of units given by
φ(a1...ak−1akak+1...an) = φik(ak)φ(a1...ak−1ak+1...an), (2.1)
for aj ∈ Aij whenever neighboring variables ome from dierent algebras and ik−1 <
ik > ik+1 (with only one inequality if k ∈ {1, n}).
Note that the freeness ondition (1.1) is of quite dierent form than the monotoniity
ondition given by (2.1). However, as we demonstrate below, one an redue Denition
2.1 to the freeness ondition plus onditions on moments involving units. In the ase of
the free produt of states, the ondition on moments involving units is trivial, namely
units of *-algebras Ai always play the role of a `global unit' and an be identied. In
the ase of the monotone produt of states, units of *-algebras Ai play the role of a
`monotone approximate unit'. This an be done even if *-algebras Ai are not unital -
it is enough to take their unitizations.
Definition 2.2. Let (Ai, φi)i∈I be a family of nonommutative probability spaes.
Dene ψ : ⊔i∈IAi → C to be the linear funtional dened by the freeness ondition
(1.1) for all aj in the kernels of the φij , respetively, and by the ondition
ψ(a1...ak−11ikak+1...an) =
{
ψ(a1...ak−1ak+1...an) if i1 < i2 < . . . < ik
0 otherwise
(2.2)
where 1 ≤ k ≤ n and only the variables aj preeeding 1ik are assumed to be in the
kernels of the states φij , respetively, with φi = ψ|Ai for every i ∈ I.
Example 2.1. Let I = {1, 2} (with natural order) and a ∈ A1, b ∈ A2 and denote
a0 = a−ψ(a)11, b0 = b−ψ(b)12. Then ψ(a012a0) = ψ((a0)2) and ψ(b011b0) = 0 are the
key formulas whih, together with (1.1), lead to dierent fatorizations
ψ(aba) = ψ(a2)ψ(b)
ψ(bab) = ψ2(b)ψ(a)
harateristi of the monotone produt of states.
Theorem 2.3. The state ψ agrees with the monotone produt of states φi, i ∈ I.
Proof. Let a1 ∈ Ai1, a2 ∈ Ai2 ,. . . , an ∈ Ain. Denote a0j = aj − φij(aj)1ij for any
aj ∈ Aij and let φ stand for the monotone produt of states φi. Using (2.2) for n = 1
and the fat that ψ(1i1) = 1, we obtain
ψ(a1) = ψ(a
0
1 + φi1(a1)1i1) = φi1(a1).
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Suppose now that ψ agrees with the monotone produt of φi's on words of lenght smaller
than n and assume that i1 < i2 < ... < ik > ik+1 (if k = n, then the last inequality is
ignored). Deomposing aj = a
0
j + φ(aj)1ij for 1 ≤ j ≤ k, we obtain
ψ(a1a2...an) = ψ
(
a01...a
0
kak+1...an
)
+
∑
1≤j≤k
ψ
(
a01...1ija
0
j+1...a
0
kak+1...an
)
+
∑
1≤j<r≤k
ψ
(
a01...1ija
0
j+1...1ira
0
r+1...a
0
kak+1...an
)
+ . . .
+ ψ
(
1i1 ...1ikak+1...an
)
.
Now, applying (2.2) to all moments exept the rst one, we an redue them to moments
of order < n. Therefore, by the indutive assumption, they agree with the orresponding
moments in the state φ. A typial alulation is of the form
ψ
(
a01...1ija
0
j+1...an
)
= ψ
(
a01...a
0
j+1...an
)
= φ
(
a01...a
0
j+1...an
)
= φ
(
a01...1ija
0
j+1...an
)
where the last equation is an easy property of φ for i1 < i2 < . . . < ik. Thus we get
ψ(a1a2...an) = ψ(a
0
1a
0
2...a
0
kak+1...an)
+ φ
(
a1a2...an
)− φ(a01a02...a0kak+1...an).
However, from (2.1) we obtain
φ
(
a01a
0
2...a
0
kak+1...an
)
= 0
sine a0k ∈ Kerφik and ik−1 < ik > ik+1. In turn, using (2.2) again we get
ψ
(
a01a
0
2...a
0
kak+1...an
)
= ψ
(
a01a
0
2...a
0
k(a
0
k+1 + 1ik+1)...an
)
= ψ
(
a01a
0
2...a
0
ka
0
k+1ak+2...an
)
= ...
= ψ
(
a01a
0
2...a
0
n
)
= 0
whih ompletes the proof of the indutive step. This allows us to pull out the moment
orresponding to the rst loal maximum in the sequene (i1, ..., in). In the same man-
ner we an pull out the moment orresponding to every loal maximum. 
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3. The monotone hierarhy
In this setion we introdue a sequene of produt states indexed by m ∈ N, whih
gives a disrete interpolation between the monotone produt of states (m = 1) and the
free produt of states (m =∞).
Definition 3.1. Let {Ai}i∈I be a family of unital *-algebras with units {1i}i∈I ,
where I is a linearly ordered set, and let φ : ⊔i∈IAi → C be a linear funtional. The
family {1i}i∈I is alled an m-monotone family of units with respet to φ if φ(1i) = 1 for
all i ∈ I and
φ(a1 . . . aj−11ijaj+1 . . . an) = φ(a1 . . . aj−1aj+1 . . . an)
whenever j ≤ m or (m < j ≤ r and i1 6= . . . 6= im < . . . < ir > ir+1) and otherwise
the moment vanishes, where a1 ∈ Ai1 ∩ Ker φ, ..., aj−1 ∈ Aij−1 ∩ Kerφ and aj+1 ∈
Aij+1, . . . , an ∈ Ain.
Let us observe that if {1i}i∈I is an m-monotone family of units w.r.t. φ, then eah
1i behaves as a unit when it appears at the rst m positions in a given moment or if
its position preedes the rst disorder in the sequene (im, . . . , in). Otherwise, 1i ats
as a null projetion.
Definition 3.2. Let m ∈ N and let {(Ai, φi)}i∈I be a family of nonommutative
probability spaes, where I is a linearly ordered index set. By the m-monotone produt
of states φi, i ∈ I, we understand the linear funtional φ : ⊔i∈IAi → C suh that
φ(a1a2...an) = 0, whenever ak ∈ Aik ∩Kerφik
and {1i}i∈I is an m-monotone family of units w.r.t. φ. The sequene of m-monotone
produt states will be alled the monotone hierarhy (of produt states).
With the m-monotone produt of states we an assoiate a notion of `independene'
in a natural way for every m.
Definition 3.3. Let {Ai}i∈I be a family of *-subalgebras of a nonommutative
probability spae (A, φ). A family of projetions {1i ∈ Ai}i∈I is an m-monotone family
of units w.r.t. φ if 1i is an internal unit in Ai for every i ∈ I and onditions of Denition
3.1 are satised. If suh a family exists, then we say that {Ai} are m-monotone with
respet to φ if and only if
φ(a1a2...an) = 0 whenever ak ∈ Aik ∩Kerφ
where k = 1, . . . , n and i1 6= ... 6= in. The assoiated sequene of independenes will be
alled the monotone hierarhy (of freeness).
In partiular, *-subalgebras are 1-monotone w.r.t. φ if and only if they are monotone
independent w.r.t. φ. Also, if we extend Denitions 3.1 and 3.3 to inlude the ase
m =∞, we an say that *-subalgebras are ∞-monotone w.r.t. φ if and only if they are
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free w.r.t. φ. In turn, the m-monotone hierarhy ontains models whih give examples
of `freeness without identiation of units'.
Example 3.1. Let H be a Hilbert spae, Ω ∈ H - a unit vetor and ϕ(.) = 〈.Ω,Ω〉 -
the assoiated state. Then 11 = 1 ⊗ PΩ, 12 = 1 ⊗ 1 give a 1-monotone family of units
w.r.t. the state ϕ⊗ϕ, with respet to whih A1 = B(H)⊗ PΩ and A2 = 1⊗B(H) are
1-monotone.
Lemma 3.4. Let {Ai}i∈I be a family of *-subalgebras of a nonommutative proba-
bility spae (A, φ) whih are m-monotone with respet to φ. Then
φ(a01 . . . a
0
rar+1...an) = 0
whenever i1 6= . . . 6= im < im+1 < . . . < ir > ir+1, where a0k ∈ Aik ∩Kerφ for 1 ≤ k ≤ m
and ar ∈ Air for m+ 1 ≤ r ≤ n.
Proof. Using the denition of the m-monotone family of units, we obtain
φ(a01 . . . a
0
rar+1 . . . an) = φ(a
0
1 . . . a
0
ra
0
r+1 . . . an) + φ(ar+1)φ(a
0
1 . . . a
0
r1kr+1ar+2 . . . an)
= φ(a01 . . . a
0
ra
0
r+1ar+2 . . . an)
We repeat the same for ar+2, . . . , an, whih leads to
φ(a01 . . . a
0
rar+1 . . . an) = φ(a
0
1 . . . a
0
r ...a
0
n)
and this vanishes by the denition of m-monotone *-subalgebras. 
Lemma 3.5. Let {Ai}i∈I be a family of *-subalgebras of a nonommutative proba-
bility spae (A, φ) whih are m-monotone with respet to φ. Then
φ(a1 . . . aj−11ijaj+1...an) = φ(a1 . . . aj−1aj+1 . . . an)
whenever j = 1, . . . , r and i1 6= . . . 6= im < im+1 < . . . < ir > ir+1, where ak ∈ Aik for
1 ≤ k ≤ n.
Proof. For n = 1 the statement is obvious. Suppose it holds for 1 ≤ s ≤ n − 1.
Then, deomposing ak = a
0
k + φ(ak)1ik suesively for k = 1, . . . , j − 1, we obtain
φ(a1 . . . aj−11ijaj+1 . . . an) =
j−1∑
k=1
φ(ak)φ(a
0
1 . . . a
0
k−1ak+1 . . . aj−11ijaj+1 . . . an)
+φ(a01 . . . a
0
j−11ijaj+1 . . . an)
whih, by the indutive assumption and the denition of the m-monotone family of
units, gives
j−1∑
k=1
φ(ak)φ(a
0
1 . . . a
0
k−1ak+1 . . . aj−1aj+1 . . . an) + φ(a
0
1 . . . a
0
j−1aj+1 . . . an)
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= φ(a1 . . . aj−1aj+1 . . . an)
and that ompletes the indution proof. .
Example 3.2. Suppose that A1,A2 are 2-monotone *-subalgebras of (A, φ) and
{11, 12} is a 2-monotone family of units. Let a ∈ A1, b ∈ A2. It an be easily shown
that mixed moments of orders ≤ 4 agree with the orresponding moments in the free
ase. Namely
φ(ab) = φ(a)φ(b),
φ(aba) = φ(a2)φ(b),
φ(abab) = φ(a2)φ2(b) + φ(b2)φ2(a)− φ2(a)φ2(b).
Let us ompute the `alternating' mixed moment of order 5. We have
φ(ababa) = φ(a0baba) + φ(a)φ(baba)
= φ(a0b0aba) + φ(b)φ(a0aba) + φ(a)φ(b0aba) + φ(a)φ(b)φ(aba) .
Let us observe that the rst term in this expression vanishes by Lemma 3.4. Besides,
easy omputations of lower-order moments give
φ(a0aba) = φ(b)φ(a3)− φ(b)φ(a)φ(a2),
φ(b0aba) = φ2(a)φ(b2)− φ2(a)φ2(b),
φ(aba) = φ(b)φ(a2).
Thus we nally obtain
φ(ababa) = φ3(a)φ(b2)− φ3(a)φ2(b) + φ(a3)φ2(b),
whih gives the lowest order moment for m = 2 whih diers from the orresponding
moments in both the free and the monotone ases.
4. Hilbert spae representations
We begin this setion with realling the denition of the free produt of nonommutative
probability spaes [V℄. Let I be a linearly ordered set of indies and let (Ai, φi)i∈I be a
family of C∗-nonommutative probability spaes. For eah i ∈ I we denote by (Hi, πi, ξi)
the GNS triple of (Ai, φi), i.e. Hi is a Hilbert spae, ξi is a yli (unit) vetor in Hi
and πi : Ai → B(Hi) is a *-homomorphism, suh that
φi(a) = 〈πi(a)ξi, ξi〉
for all a ∈ Ai, where 〈· , ·〉 denotes the salar produt in Hi (for simpliity, we use the
same notation for all salar produts).
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Let H0i be the orthogonal omplement in Hi of the one-dimensional subspae gener-
ated by ξi, i.e. H0i = Hi⊖Cωi. For any h ∈ Hi, let h0 denote the orthogonal projetion
of h on H0i . Besides, let H denote the Hilbert spae
H = CΩ⊕
∞⊕
n=1
⊕
i1 6=i2 6=... 6=in
H0i1 ⊗H0i2 ⊗ ...⊗H0in (4.1)
with the anonial salar produt, where Ω is the so-alled vauum (unit) vetor. The
pair (H,Ω) is alled the free produt of (Hi, ξi).
On H we dene a *-representation λi : Ai → B(H) of eah algebra Ai, i ∈ I as
follows:
λi(a)Ω = (πi(a)ξi)
0 + 〈πi(a)ξi, ξi〉Ω
λi(a)(h1 ⊗ ...⊗ hn) =


(πi(a)ξi)
0 ⊗ h1 ⊗ ...⊗ hn + 〈πi(a)ξi, ξi〉h1 ⊗ ...⊗ hn
if i 6= i1
(πi(a)h1)
0 ⊗ h2 ⊗ ...⊗ hn + 〈πi(a)h1, ξi〉h2 ⊗ ...⊗ hn
if i = i1
Finally, on B(H) we dene the so-alled vauum state ϕ(·) = 〈·Ω,Ω〉.
In order to introdue the m-monotone produt of Hilbert spaes, we want to har-
aterize admissible simple tensors whih appear in the produt. For that purpose we
introdue the assoiated families of sequenes In(m) ⊂ In. We set
In(m) = {(i1, ..., in); i1 6= i2 6= ... 6= in} for n 6 m,
whereas
In(m) = {(i1, ..., in); i1 > ... > in−m+1 6= in−m+2 6= ... 6= in} for n > m.
Thus, in ontrast to the free produt ase, all sequenes (i1, i2, . . . , in) subjet to i1 6=
i2 6= . . . 6= in are allowed only if n ≤ m. In turn, if n > m, then the rst n −m + 1
indies must be in a dereasing order.
Definition 4.1. Let H(m) be the losed subspae of the Hilbert spae H of the
form
H(m) = CΩ⊕
∞⊕
n=1
⊕
(i1,...,in)∈In(m)
H0i1 ⊗H0i2 ⊗ ...⊗H0in (4.2)
The pair (H(m),Ω) will be alled the m-monotone produt of Hilbert spaes (Hi, ξi).
It is natural to ompare this trunation with the m-free produt of Hilbert spaes
[F-L℄ given by
H(m) = CΩ⊕
m⊕
n=1
⊕
i1 6=i2 6=...6=in
H0i1 ⊗H0i2 ⊗ . . .⊗H0in
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and observe that, in ontrast to H(m), H(m) is a trunation of the free produt of Hilbert
spaes whih takes into aount only sequenes (i1, i2, . . . , in) of lenght ≤ m. In the
ase of H(m), the trunation is more deliate and depends on the order in whih indies
appear. Thus, for instane, if I is innite, simple tensors of arbitrary lenght appear in
H(m).
Example 4.1. Let I = {1, 2}. If m = 1, we obtain
H(1) = CΩ⊕H01 ⊕H02 ⊕ (H02 ⊗H01)
thus the 1-monotone produt of H1 and H2 oinides with the monotone Fok spae.
In turn, the 2-monotone produt of H1 and H2 is of the form
H(2) = CΩ⊕H01 ⊕H02 ⊕ (H02 ⊗H01)⊕ (H01 ⊗H02)⊕ (H02 ⊗H01 ⊗H02)
thus it is a diret sum of of all simple tensors of order ≤ 2 and only one simple tensor
of order 3.
Let us introdue the losed subspae of H(m) given by
H(m)(i) = H(m−1) ⊕
( ∞⊕
n=m
⊕
(i1,...,in)∈In(m)
i1 6 i
H0i1 ⊗ ...⊗H0in
)
,
where i ∈ I, whih allows us to dene suitable trunations of the free produt repre-
sentation. Let representations λ
(m)
i of Ai on H(m) be dened by
λ
(m)
i : Ai → B(H(m)) , λ(m)i (a)h =
{
λi(a)h if h ∈ H(m)(i)
0 if h ∈ H(m)(i)⊥ .
Thus, λ
(m)
i is a trunation of λi for every m. The `level' of this trunation depends
on the order of Hilbert spaes at all sites exept the last m sites where the order is
irrelevant as in the ase of representations λi. Of ourse, the free produt ∗i∈Iλ(m)i is
then a trunation of the free produt representation ∗i∈Iλi and agrees with the latter
on the m-free produt of Hilbert spaes.
Theorem 4.2. Algebras {λ(m)i (Ai)}i∈I are m-monotone *-subalgebras of the non-
ommutative probability spae (B(H(m)), ϕ), where ϕ is the vauum state on B(H(m)).
Proof. Let us x m ∈ N. We will show that {λ(m)i (1i)}i∈I is an m-monotone family
of units for {λ(m)i (Ai)}i∈I . Notie that
λ
(m)
i (1i)h =
{
h if h ∈ H(m)(i)
0 if h ∈ H(m)(i)⊥ .
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Besides, let a1 ∈ Ai1 , ..., an ∈ Ain be suh that i1 6= i2 6= ... 6= in. For notational
simpliity we denote Xk = λ
(m)
ik
(aik). Then
ϕ(X1...Xj−1 λ
(m)
i (1ij)Xj+1...Xn) = 〈X1...Xj−1 λ(m)i (1ij )Xj+1...XnΩ,Ω〉
= 〈Ω, X∗n...X∗j+1 λ(m)i (1ij )X∗j−1...X∗1Ω〉 .
Let Xk ∈ Kerφ for k = 1, . . . , j − 1. If (ij , ..., i1) ∈ Ij(m), then it an be seen that
X∗j−1...X
∗
1Ω is a simple tensor from H(m)(ij), hene
ϕ(X1...Xj−1 λ
(m)
i (1ij)Xj+1...Xn) = 〈Ω, X∗n...X∗j+1 λ(m)i (1ij )X∗j−1...X∗1Ω〉
= 〈Ω, X∗n...X∗j+1X∗j−1...X∗1Ω〉
= ϕ(X1...Xj−1Xj+1...Xn) .
If, in turn, (ij , ..., i1) /∈ Ij(m), then X∗j−1...X∗1Ω ∈ H(m)(ij)⊥, hene
λ
(m)
i (1ij )X
∗
j−1...X
∗
1Ω = 0,
whih proves that {λ(m)i (1i)}i∈I is an m-monotone family of units.
Let us show now that variables X1, ..., Xn satisfy onditions of Denition 3.3. As-
sume that X1, ..., Xn ∈ Kerφ. Then X∗n...X∗1Ω ⊥ CΩ sine it is a simple tensor from
H(m)(in), and thus
ϕ(X1...Xn) = 〈Ω, X∗n...X∗1Ω 〉 = 0 ,
whih ompletes the proof. 
Corollary 4.3. The m-monotone produt of states is a state whih agrees with
the free produt of states on words of lenght less than or equal to 2m.
Proof. It follows from the GNS representation in the proof of Theorem 4.2 that the
m-monotone produt of states is positive, thus it is a state. Moroever, by denition, it
satises the freeness ondition and the units at as an identied unit at the rstm plaes
in the moment. From this and the fat that any state is a hermitian funtional it follows
that units at as an identied unit at the last m plaes in the moment. Therefore, the
moments have to agree if their lenghts are smaller or equal to 2m. 
5. Combinatoris
This setion is devoted to the ombinatoris of the monotone hierarhy. It is based
on ordered non-rossing partitions with disorders starting at dierent depths (ompare
with the ombinatoris of non-rossing parititions in free probability [S℄).
An ordered partition P of the set {1, 2, . . . , n} is a tuple (P1, P2, . . . , Pk) of disjoint
non-empty subsets alled bloks suh that P1 ∪ P2 ∪ . . . ∪ Pk = {1, 2, . . . , n}. For any
blok Pr the number r is the order of Pr, whih an also be interpreted as olor. If
bloks are two-element sets, then P is alled an ordered pair-partition. An ordered
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partition S is alled rossing if and only if there exist s, s′ ∈ Pi and r, r′ ∈ Pj for some
i 6= j suh that s < r < s′ < r′. If P is not a rossing partition, then it is alled
non-rossing. The olletion of ordered non-rossing partitions (pair-partitions) of the
set {1, 2, . . . , n} will be denoted ONCn (ONC2n). Blok Pi is alled inner with respet
to blok Pj , whih we denote Pj < Pi, if and only if there exist two numbers p, q ∈ Pj
suh that the interval (p, q) ∩ Pj = ∅ and for every s ∈ Pi we have p < s < q. Then Pj
will be alled outer with respet to Pi. By the depth of blok Pi, denoted d(Pi), we will
understand the number of bloks of P whih are outer w.r.t. Pi or oinide with Pi. In
partiular, if there are no bloks whih are outer w.r.t. Pi, then d(Pi) = 1.
Definition 5.1. By ONCn(m) we will denote the olletion of all ordered non-
rossing partitions P = (P1, P2, ..., Pk) of the set {1, 2, ..., n} suh that for all i, j ∈
{1, ..., k} the following impliation holds:
d(Pj) ≥ m and Pj < Pi =⇒ j < i.
In other words, the olor of bloks is a monotone funtion of their depths starting from
depth m. In partiular, we all ONCn(1) monotone non-rossing partitions (we also
denote them MNCn). The orresponding pair partitions will be denoted ONC2n(m)
and MNC2n, respetively.
Example 5.1. For instane, for n = 8 the tuples
P=({4,7},{1,8},{2,3},{5,6}) and R=({1,8},{2,3},{4,7},{5,6})
are dierent ordered pair-partitions of the set {1,2,...,8}. The orresponding diagrams
are drawn in Figure 1, where bloks are labelled by olors assoiated with their orders.
2
3
1
4
r r r r r r r r
1 2 3 4 5 6 7 8
1
2
3
4
r r r r r r r r
1 2 3 4 5 6 7 8
R=({1,8},{2,3},{4,7},{5,6})P=({4,7},{1,8},{2,3},{5,6})
Figure 1. Diagrams of partitions P and R.
In the ase of partitions P and R in Figure 1 all bloks but {1, 8} are inner w.r.t.
{1, 8}, but {5, 6} is the only blok whih is inner w.r.t. {4, 7}. The depths are given by
d({1, 8}) = 1, d({2, 3}) = d({4, 7}) = 2, d({5, 6}) = 3. Note that R ∈ MNC28 sine its
oloring is monotone, whereas P ∈ ONC28(2) \MNC28 sine the oloring of the whole
partition is not monotone, however it is monotone starting from depth 2.
Proposition 5.2. For every k ∈ N we have ∣∣MNC22k∣∣ = (2k − 1)!!.
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Proof. The proof is elementary and is left to the reader. 
Definition 5.3. Let i1, ..., in ∈ N and set {i1, . . . , in} = {k1, . . . , kr}, where
k1 < k2 < . . . < kr. By an ordered partition assoiated with the tuple (i1, . . . , in)
we understand the partition P = (P1, . . . , Pr) given by Pj = {s : is = kj}. We then
write P ∼ (i1, . . . , in).
Example 5.2. Let i1 = i4 = 2, i2 = i5 = 4, i3 = 1. Then (P1, P2, P3) ∼ (2, 4, 1, 2, 4),
where P1 = {3}, P2 = {1, 4}, P3 = {2, 5}.
We shall also need a 'ontinuous' version of Denition 5.3 with the tuple of indies
replaed by a tuple of harateristi funtions. For that purpose, on the set
Θ = {χ(s,t] : 0 ≤ s < t <∞} (5.1)
introdue a partial order by setting f = χ(s1,t1] < χ(s2,t2] = g if and only if t1 ≤ s2 and
f ≤ g i f < g or f = g.
Definition 5.4. Let f1, f2, . . . , fn ∈ Θ have idential or disjoint supports. We say
that P ∈ OPn is ompatible with the tuple (f1, f1, . . . , fn) if and only if
1. i, j ∈ Pk =⇒ fi = fj ,
2. i ∈ Pk, j ∈ Pl and k < l =⇒ fi ≤ fj.
We then write P ∼ (f1, f2, . . . , fn).
Example 5.3. Let f1 = f2 = f5 = f6 = χ(0,1] and f3 = f4 = χ(1,2]. Then the
partition P = ({1, 6}, {2, 5}, {3, 4}) is ompatible with the tuple (f1, f2, . . . , f6), whereas
P ′ = ({3, 4}, {1, 6}, {2, 5}) is not sine, for instane, blok {3, 4} preedes blok {1, 6}
and f3 = f4 > f1 = f6.
The ombinatorial formulas derived in this paper an be expressed in terms of the
usual non-rossing partitions. If P = (P1, P2, . . . , Pk) ∈ ONCn and π = {π1, . . . , πk} ∈
NCn have the same bloks, then we shall write π ∼ P (by abuse of notation).
Let us assume now that we have a pair of objets: a partition π = {π1, π2 . . . , πk} ∈
NC22k and a tuple of funtions (f1, f2, . . . , f2k), where fi = ξ(si,ti], i = 1, . . . , 2k, have
idential or disjoint supports and suh that π ∼ P ∼ (f1, f2, . . . , f2k) for some ordered
partition P . This implies that if {p, q} = πi for some i, then fp = fq := f (i) =
χ(s(i),t(i)]. Thus f
(1), f (2), . . . , f (k) will denote harateristi funtions assoiated with
bloks π1, π2 . . . , πk and s
(1), s(2), . . . , s(k) as well as t(1), t(2), . . . , t(k) will be the left and
the right endpoints of their supports, respetively.
Computations will be based on ounting inner bloks whih are 'ompatible' with
the supports of assoiated harateristi funtions. For that purpose, to every blok πi
of π we assign the number of its bloks whih are inner w.r.t. πi and are assoiated
with funtions of the same supports as f (i), namely
Inn(πi) = #(πj : πj > πi and f
(j) = f (i)). (5.2)
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Note that Inn(πi) depends on the tuple (f1, f2, . . . , f2k), but this fat is supressed in
the notation.
Finally, to every π and (f1, f2 . . . , f2k) we assoiate the number
cπ(f1, f2, . . . , f2k) = #(P ∈ MNC22k : π ∼ P ∼ (f1, f2, . . . , f2k)) (5.3)
whih gives the number of `admissible' olorings of π.
Example 5.4. Let π ∈ NC28 be given by the diagram in Figure 2 with supports
f = χ(0,t], and g = χ(t,t′] assoiated with bloks as shown. Set π1 = {1, 8}, π2 = {2, 3},
π3 = {4, 7}, π4 = {5, 6}.
f
g
f
g
r r r r r r r r
1 2 3 4 5 6 7 8
Figure 2. Diagram of the partition π.
Blok π1 has one inner blok with support equal to f , thus Inn(π1) = 1, whereas the
remaining bloks have no inner bloks with idential supports, thus Inn(π2) = Inn(π3) =
Inn(π4) = 0. Note also that cπ(f, g, g, f, g, g, f, f) = 3 (blok π1 must be olored by 1,
blok π2 an be olored by 2, 3 or 4 and for every suh hoie there is only one oloring
of the remaining bloks sine π3 < π4).
6. Lemmas on mixed moments
In the lemmas given below we assume that {Ai}i∈I is a family of *-subalgebras of a
nonommutative probability spae (A, φ) whih are m-monotone with respet to φ and
that ak ∈ Aik for 1 ≤ k ≤ n.
Lemma 6.1. Let {Ai}i∈I be m-monotone *-subalgebras of (A, φ) and let a1 ∈
Ai1, ..., an ∈ Ain be suh that i1 6= i2 6= ... 6= in. If there exists j ∈ {1, ..., n}, for
whih φ(aj) = 0 and ij 6= ik when j 6= k, then φ(a1a2...an) = 0.
Proof. We use indution w.r.t. n. For n = 1 the statement is obvious. Suppose that
it holds for l < n. We have
φ(a1a2...an) = φ(a
0
1a2...an) + φ(a1)φ(1i1a2...an)
= φ(a01a2...an) + φ(a1)φ(a2...an) .
If j 6= 1, then φ(a2...an) = 0 from the indutive assumption. If j = 1, then φ(a1) = 0,
whih gives
φ(a1a2...an) = φ(a
0
1a2...an) = φ(a
0
1a
0
2a3...an) + φ(a2)φ(a
0
11i2a3...an)
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As before, onsider two ases. In the rst ase, namely j = 2 we have φ(a2) = 0,
whereas in the seond ase, for j 6= 2 we have two possibilities:
1. m 6 1. If i1 < i2, then φ(a
0
11i2a3...an) = φ(a
0
1a3...an) = 0 from the indutive as-
sumption. In turn, if i1 > i2, then φ(a
0
11i2a3...an) = 0, whih follows from Denition 3.1.
2. m > 1. Then φ(a011i2a3...an) = φ(a
0
1a3...an) = 0 from the indutive assumption.
Thus, in all onsidered ases, either φ(a011i2a3...an) = 0, or φ(a2) = 0, hene
φ(a1a2...an) = φ(a
0
1a
0
2a3...an).
By ontinuing this reasoning we obtain φ(a1a2...an) = φ(a
0
1a
0
2...a
0
n), whih is equal to
zero by Denition 3.2. 
Lemma 6.2. Suppose that (i1, . . . , in) ∼ P , where i1 6= i2 6= . . . 6= in and where P
is a rossing partition. Then the mixed moment φ(a1 . . . an) is expressed in terms of
produts of at least p+ 1 marginal moments, where p is the number of bloks of P .
Proof. For n = 4, where the indution starts, the statement is true sine φ(abab) =
φ(a2)φ2(b) for m = 1 (monotone ase) and
φ(abab) = φ2(b)φ(a2)− φ2(b)φ2(a) + φ2(a)φ(b2)
for m > 1 (then, by Corollary 4.4, moments of order 4 agree with those in the free ase).
Let n > 4 and suppose that i1 6= . . . 6= im < im+1 < . . . < ir > ir+1. In the formula
φ(a1a2 . . . an) = φ(a
0
1a2 . . . an) + φ(a1)φ(a2 . . . an)
the seond summand is a produt of at least p + 1 fators sine either (i2, . . . , in) or-
responds to a non-rossing partition P ′, and then P ′ must have p bloks, or (i2, . . . , in)
orresponds to a rossing partition, in whih ase we use the indutive assumption. In
turn, we an write
φ(a01a2 . . . an) = φ(a
0
1a
0
2a3 . . . an) + φ(a2)φ(a
0
1a3 . . . an)
and use a similar argument to onlude that the seond summand fatorizes into at
least p + 1 fators. Continuing this reasoning, we an redue the proof to the ase of
φ(a01 . . . a
0
rar+1 . . . an), whih vanishes by Lemma 3.4. 
Lemma 6.3. Suppose that (i1, . . . , in) ∼ P ∈ ONCn(m), where i1 6= i2 6= . . . 6= in.
Then the mixed moment φ(a1 . . . an) is a produt of exatly p marginal moments, where
p is the number of bloks of P .
Proof. We use indution w.r.t. n. For n ≤ 2m, we get the same expression for the
moments as in the free ase by Corollary 4.4 and thus a produt of p marginal moments
[Sp℄. Thus let n > 2m and suppose that i1 6= . . . 6= im < . . . < ir > ir+1 6= . . . 6= in.
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Sine (i1, . . . , in) is non-rossing, hene there exists 1 ≤ j ≤ r suh that ij 6= ik for
every k 6= j. Then
φ(a1 . . . an) = φ(a1 . . . aj−1a0jaj+1 . . . an) + φ(aj)φ(a1 . . . aj−11ijaj+1 . . . an)
= φ(aj)φ(a1 . . . aj−1aj+1 . . . an)
by Lemma 3.5 sine a0j is a singleton of mean zero. To omplete the proof, it is now
enough to use the indution argument sine (i1, . . . , ij−1, ij+1, . . . , in) ∼ ONCn−1(m).

Lemma 6.4. Suppose that i1 6= i2 6= . . . 6= in and that (i1, . . . , in) ∼ P ∈ ONCn \
ONCn(m). Then the mixed moment φ(a1 . . . an) is a produt of at least p+ 1 marginal
moments, where p is the number of bloks of P .
Proof. Consider rst the ase when there exists 1 ≤ r ≤ n suh that i1 6= . . . 6=
im < . . . < ir > ir+1 and that for every 1 ≤ j ≤ r there exists r + 2 ≤ k ≤ n suh that
ij = ik. Then the seond summand in the expression
φ(a1 . . . an) = φ(a
0
1a2 . . . an) + φ(a1)φ(a2 . . . an)
is a produt of at least p+ 1 fators sine the partition assoiated with (i2, . . . , in) has
p bloks. Hene it sues to onsider the rst summand
φ(a01a2 . . . an) = φ(a
0
1a
0
2a3 . . . an) + φ(a2)φ(a
0
1a3 . . . an)
and apply the same argument, using the property of m-monotone units. This redues
the proof to the ase of φ(a01 . . . a
0
rar+1 . . . an), whih vanishes by Lemma 3.4. The
general ase an always be redued to that onsidered above by means of Lemma 3.5
and Lemma 6.1. 
7. Central limit theorem
We will formulate now the entral limit theorem for the normalized sums ofm-monotone
random variables. Then we shall give a reurrene relation for the sequene of their
Cauhy transforms.
Theorem 7.1. Let {Xi}∞i=1 be identially distributed m-monotone random variables
with respet to φ of mean zero and variane one, i.e. φ(Xi) = 0 and φ(X
2
i ) = 1. Then
lim
N→∞
φ
([
X1 +X2 + ... +XN√
N
]n)
=


0 if n = 2k + 1∣∣ONC22k(m)∣∣
k!
if n = 2k
.
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Proof. Sine mixed moments are invariant under order-preserving injetions, we get
φ((X1 + . . .+XN)
n) =
∑
1≤k1,...,kn≤N
φ(Xk1 . . .Xkn)
=
∑
P∈OPn
(
N
b(P )
)
m(P )
where OPn denotes all ordered partitions of the set {1, . . . , n},
m(P ) = φ(Xk1 . . .Xkn) for (k1, . . . , kn) ∼ P
and b(P ) denotes the number of bloks of P .
Let us now analyze the ontribution from every ordered partition P for large N . If
there is a singleton in P , then by Lemma 6.1, m(P ) = 0. Thus suppose that P has no
singletons. If n = 2k + 1, then b(P ) ≤ k and after dividing ( N
b(P )
)
by Nk+1/2 we get
a ontribution of order smaller or equal to N−1/2. If n = 2k, then either b(P ) < k,
when the ontribution is of order smaller or equal to N−1, or b(P ) = k, when we get
1/b(P )!m(P ), but only for those ordered pair-paritions for whih m(P ) fatorizes into k
fators. Lemmas 6.2-6.4 imply that if P ∈ ONC22k(m), then m(P ) fatorizes into b(P )
fators, whereas if P /∈ OP22k \ ONC22k(m), then m(P ) fatorizes into more than b(P )
fators. This implies the latter do not ontribute to the limit. In turn, the ontribution
from the former is 1/k! sine variane is assumed to be equal to one. This ompletes
the proof. 
Remark. If m = 1, then using Theorem 7.1, we get in the CLT
M (1)n =


0 if n = 2k + 1
1
2k
(
2k
k
)
if n = 2k
the moments of the arsine law supported on [−√2,√2].
Theorem 7.2. The Cauhy transforms G(m)(z) of the limit laws obtained in the
CLT for the monotone hierarhy satisfy the reurrene
G(1)(z) =
1√
z2 − 2 , G
(m)(z) =
1
z −G(m−1)(z) for m > 2
for z ∈ C+ = {z : Imz > 0}.
Proof. That G(1)(z) is the Cauhy transform of the arsine law is well-known (see,
for instane [M2℄). Thus let m > 2. Denote by N2n(m) the ardinality of ONC22n(m).
We will express N2n+2(m) in terms of N2k(m) for k 6 n. From the set {2, 4, ..., 2n+ 2}
hoose an even number whih will form a pair with 1 and denote it 2k. Using the fat
that partitions from ONC22n+2(m) are non-rossing, we an separate bloks whih are
inner w.r.t. {1, 2k} from other bloks (subsets of {2k + 1, ..., 2n + 2}). The olletion
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of the latter forms a partition of {2k + 1, ..., 2n + 2} assoiated with ONC22n+2−2k(m)
and there are exatly
(
n+1
n+1−k
)
N2n+2−2k(m) suh partitions. On the other hand, bloks
whih are inner w.r.t. {1, 2k} form a partition assoiated with ONC22k−2(m − 1), and
there are
(
k
k−1
)
N2k−2(m− 1) ways of hoosing them. Thus
N2n+2(m) =
n+1∑
k=1
k
(
n+ 1
k
)
N2k−2(m− 1)N2n−2k+2(m).
Dividing both sides of the equation by (n+1)! and denoting the moments of the entral
limit laws by M
(m)
n , we obtain
N2n+2(m)
(n+ 1)!
=
n+1∑
k=1
N2k−2(m− 1)
(k − 1)!
N2n−2k+2(m)
(n− k + 1)!
M
(m)
2n+2 =
n+1∑
k=1
M
(m−1)
2k−2 M
(m)
2n−2k+2 .
This identity allows us to derive a reurrene for the Cauhy transforms:
G(m)(z) =
∞∑
n=0
M
(m)
2n z
−2n−1 =
1
z
+
∞∑
n=0
M
(m)
2n+2 z
−2n−3
=
1
z
+
1
z
∞∑
n=0
n+1∑
k=1
M
(m−1)
2k−2 z
−2k+1 M (m)2n−2k+2 z
−2n+2k−3
=
1
z
+
1
z
( ∞∑
n=0
M
(m)
2n z
−2n−1
)( ∞∑
n=0
M
(m−1)
2n z
−2n−1
)
=
1
z
+
G(m)(z)G(m−1)(z)
z
,
whih leads to
G(m)(z) =
1
z −G(m−1)(z) ,
and this ompletes the proof. 
The table given below gives even moments of lowest orders obtained in the CLT
for the monotone hierarhy as well as those of the Wigner law whih orresponds to
m = ∞. Let us observe that for given m, moments of orders smaller or equal to 2m
agree with the moments of the Wigner law.
n = 2 n = 4 n = 6 n = 8 n = 10
m = 1 1 3/2 5/2 35/8 63/8
m = 2 1 2 9/2 21/2 199/8
m = 3 1 2 5 27/2 75/2
m = 4 1 2 5 14 83/2
m =∞ 1 2 5 14 42
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Table 1. Low-order moments of the m-monotone entral limit laws.
Example 7.1. If m = 2, then the Cauhy transform of the entral limit law takes
the form
G(2)(z) =
1
z − 1
z
√
1− 2
z2
.
In order to ompute the absolutely ontinuous part of the limit measure for m = 2 we
use the Stjelties inversion formula:
f (2)(x) = −1
π
lim
y→0+
Im G(2) (x + iy)
=


1
π
√
2− x2
1 + x2(2− x2) for |x| 6
√
2
0 for |x| > √2
.
The singular part of the limit measure is obtained by omputing the residua at the real
poles of G(2)(z), namely
Res√√
2+1
G(2)(z) = Res−
√√
2+1
G(2)(z) =
2−√2
4
.
Figure 3 below shows both the absolutely ontinuous and the singular parts of the
entral limit law for m = 2.
Using similar omputations and Mathematia paket form = 3, we obtain a measure
with the absolutely ontinuous part
f (3)(x) =


1
π
√
2− x2
x2 + (x2 − 1)2(2− x2) for |x| 6
√
2
0 for |x| > √2
.
and the singular part onsisting of two atoms of masses approximately equal to 0, 099
eah, onentrated at ±1, 685, see Figure 4. An analogous piture for m = 4 is given
in Figure 5.
0.1
0.2
0.3
0.4
√
2 2−√22
Figure 3. The entral limit law for m = 2.
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0.1
0.2
0.3
0.4
√
2 2−√22
Figure 4. The entral limit law for m = 3.
0.1
0.2
0.3
0.4
0.5
√
2 2−√22
Figure 5. The entral limit law for m = 4.
8. Poisson's limit theorem.
In this Setion we prove the Poisson's limit theorem.
Theorem 8.1. Let m ∈ N and suppose that for every N ∈ N the variables
X1,N , . . . , XN,N are identially distributed and m-monotone with respet to φN . If
NφN(X
k
i,N)→ λk for every natural k, where λ > 0, then
lim
N→∞
φN((X1,N + . . .+XN,N)
n) =
n∑
q=1
λq
q!
|ONCn(q,m)|
where ONCn(q,m) denotes the subset of ONCn(m) onsisting of partitions whih have
q bloks.
Proof. Using invariane of mixed moments under order-preserving injetions, we get
φN((X1,N + . . .+XN,N)
n) =
∑
1≤k1,...,kn≤N
φN(Xk1,N . . .Xkn,N)
=
∑
P∈OPn
(
N
b(P )
)
mN(P )
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where OPn denotes all ordered partitions of the set {1, . . . , n},
mN (P ) = φN(Xk1,N . . .Xkn,N) whenever (k1, . . . , kn) ∼ P
and b(P ) denotes the number of bloks of P .
Lemmas 6.2-6.4 imply that if P ∈ ONCn(m), then mN(P ) fatorizes into b(P )
fators, whereas if P /∈ ONCn(m), then m(P ) fatorizes into more than b(P ) fators.
This implies that the latter do not ontribute to the limit. In turn, the ontribution
from P ∈ ONCn(m), depending on b(P ), gives the desired formula. 
Again, as in the ase of the entral limit theorem, the reurrene for Cauhy trans-
forms is the same as in the m-free ase [L-F℄ and only the intitial ondition is dierent.
We use the notations:
M (m)n (λ, q) =
λq
q!
|ONCn(q,m)| , H(m)(λ, z) =
∞∑
n,q=0
M (m)n (λ, q) z
−n−1
with M
(m)
n (λ, 0) = δn,0.
Lemma 8.2. The hierarhy of generating funtions {H(m)}∞m=0 satises the reur-
rene relation
H(m)(λ, z) =
1−H(m−1)(λ, z)
z − zH(m−1)(λ, z)− λ
for m = 2, 3, ... and H(1)(λ, z) is the produt log funtion desribed in [M2℄.
Proof. The ase m = 1 follows from [M2℄. Suppose that m > 2. To get an ordered
non-rossing partition of {1, ..., n} we pik the elements that will be put in the same
blok as the rst element; denote this blok by {1, p1, . . . , pr−1} as in the diagram
given below, with Q1, Q2, . . . , Qr denoting subpartitions of the intervals (1, p1 − 1),
(p1 + 1, . . . , p2 − 1), . . . (pr−1, n], respetively.
r r r r r
...
...
1 p1 p2 pr−2 pr−1
Q1 Q2 Qr−1 Qr
As ompared with the m-free ase we need to take into aount the number of possible
blok olorings. Denoting Nn(q,m) = |ONCn(q,m)|, we get
Nn(q,m) =
n∑
r=1
∑
k1+...kr=n−1
∑
q1+...+qr=q−1
q!
q1!q2!...qr!
× Nk1−1(q1, m− 1)...Nkr−1−1(qr−1, m− 1)Nkr(qr, m)
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for n, k1, ..., kr−1 > 1 ; kr, b1, ..., br > 0, where
k1 = p1 − 1, k2 = p2 − p1, . . . , kr−1 = pr−1 − pr−2
sine there are q!/(q1! . . . qr!) ways to hoose sets of olors for subparitions Q1, . . . , Qr
from among q = q1 + . . . qr olors and then `admissible' olorings of these sets give
numbers Nk1−1(q1, m − 1), . . ., Nkr(qr, m). Now, multiplying both sides by λq/q!, we
get
M (m)n (λ, q) = λ
n∑
r=1
∑
k1+...+kr=n−1
∑
q1+...+qr=q−1
M
(m−1)
k1−1 (λ, q1)× ...M
(m−1)
kr−1−1(λ, qr−1)M
(m)
k1
(λ, qr)
Then we have
H(m)(λ, z) =
∞∑
n,q=0
M (m)n (λ, q) z
−n−1
=
1
z
+
λ
z
∞∑
n,q=1
n∑
r=1
∑
k1+...+kr=n−1
∑
q1+...+qr=q−1
M
(m−1)
k1−1 (λ, q1) z
−k1
×...M (m−1)kr−1−1(λ, qr−1) z−kr−1 M
(m)
k1
(λ, qr) z
−kr−1
=
1
z
+
λ
z
∞∑
r=1
( ∞∑
β,ν=0
M (m−1)ν (λ, β) z
−ν−1
)r−1 ∞∑
µ,α=0
M (m)µ (λ, α) z
−µ−1
=
1
z
+
λH(m)(λ, z)
z
(
1−H(m−1)(λ, z)) ,
and therefore
H(m)(λ, z) =
1−H(m−1)(λ, z)
z − zH(m−1)(λ, z)− λ
whih ompletes the proof. 
9. Invariane priniple
Let (Xi)i∈N ∈ A be a sequene of identially distributed random variables of mean zero
and variane one, whih are m-monotone with respet to a state φ on A. Below we
shall investigate the asymptoti behavior of normalized sums
SN(f) =
1√
N
[tN ]∑
i=[sN ]+1
Xi (9.1)
for f = χ(s, t] ∈ Θ (see (5.1)) as N →∞.
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It is onvenient to give a formula for mixed moments of sums indexed by funtions
whih have idential or disjoint supports.
Theorem 9.1. Suppose f1, f2, . . . , fn ∈ Θ have idential or disjoint supports and
let σ(f) = {σ1, σ2, . . . , σp} be the partition dened by the tuple (f1, f2, . . . , fn), i.e. eah
blok σk onsists of all those indies j, for whih fj oinide. Then
lim
N→∞
φ(SN(f1)SN(f2) . . . SN(fn)) =
1
b1!b2! . . . bp!
∑
P∈ONC2n(m)
P∼(f1,f2,...,fn)
∏
{α,β}∈P
〈fα, fβ〉 (9.2)
where bk = |σk|/2 for k = 1, . . . , p, with the understanding that ONC2n(m) = ∅ for n
odd.
Proof. It is lear that if n is odd, we get zero ontribution - we understand here
that in that ase ONC2n(m) = ∅. Thus, let n = 2k and let fk = χ(sk,tk ] for k = 1, . . . , n.
We have
φ(SN(f1)SN(f2) . . . SN(fn)) =
1
Nn/2
[t1N ]∑
i1=[s1N ]+1
. . .
[tnN ]∑
i=[snN ]+1
φ(Xi1 . . . Xin)
=
1
Nn/2
∑
P∈ONC2n(m)
AP (f1, f2, . . . , fn;N) +O(1/N)
where AP (f1, f2, . . . , fn;N) denotes the number of tuples (i1, i2, . . . , in) suh that
[sjN ] < ij ≤ [tjN ] for j = 1, . . . , n
and (i1, i2, . . . , in) ∼ P . Now, Lemma 6.1 together with the mean zero assumption result
in the fat that only ontributions from pair partitions are of order 1 - other partitions
must have fewer than k bloks and thus their ontribution is at most of order 1/N as
in the CLT. Moreover, moments assoiated with ordered pair partitions whih are not
in ONC2n(m) fatorize into more than k fators by Lemmas 6.2-6.4 and thus vanish by
the mean zero assumption. Finally, if P ∈ ONC2n(m) and P ∼ (f1, f2, . . . , fn), then
AP (f1, f2, . . . , fn;N) =
(
N1
b1
)(
N2
b2
)
. . .
(
Np
bp
)
where Nj = [t
(j)N ] − [s(j)N ] and t(j), s(j) denote the end-points of fr for any r ∈ σj ,
where j = 1, . . . , p (thus Nj ounts the number of possible values of those indies in the
tuple (i1, i2, . . . , in) whih are assoiated with blok σj). For suh P we get
AP (f1, f2, . . . , fn)
Nk
=
p∏
j=1
Nj(Nj − 1) . . . (Nj − bj + 1)
bj !N bj
→
p∏
j=1
(t(j) − s(j))bj
bj !
=
1
b1!b2! . . . bp!
∏
{α,β}∈P
〈fα, fβ〉
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whereas if P 6∼ (f1, f2, . . . , fn), then AP (f1, f2, . . . , fn;N) = 0, whih nishes the proof.

10. m-monotone Gaussian operators
In this setion we introdue the m-monotone Fok spae as an m-th order iteration of
the free Fok spae, on whih we give a realization of the limit moments in the invari-
ane priniple for m-monotone independene.
The m-free Fok spae over a Hilbert spae H [FL℄ is dened by the diret sum
F(m)(H) = CΩ⊕
m⊕
n=1
H⊗n
with the anonial salar produt inherited from the free Fok spae F(H), wherem ∈ N
and Ω is a unit vetor alled vauum.
Let H = L2(R+), then H⊗n ∼= L2(Rn+) and thus another diret sum
F (m)(H) = F(m)(H)⊕
∞⊕
n=m+1
L2(∆(m)n ) (10.1)
an be viewed as a subspae of F(R+) with `order starting from the m-th level', where
∆(m)n = {(x1, x2, . . . , xn) : x1 > . . . > xn−m+1 > 0}
for every n ∈ N. We equip F (m)(H) with the anonial salar produt inherited from
F(H) and all it the m-monotone Fok spae. In partiular, F (1)(H) is the monotone
Fok spae over H [M2,Lu℄.
If we denote by P(m) the anonial projetion from F(H) onto F (m)(H), then
F (m)(H) is spanned by Ω and vetors of the form
f1 ⊗m . . .⊗m fn := P(m)(f1 ⊗ . . .⊗ fn)
where f1, . . . , fn ∈ H and n ∈ N.
Dene m-monotone reation operators on F (m)(H) as bounded extensions of
a(m)(f)Ω = f
a(m)(f)(f1 ⊗m . . .⊗m fn) = f ⊗m f1 ⊗m . . .⊗m fn
and the m-monotone annihilation operators a(m)∗(f) as their adjoints.
It is easy to see that a(m)∗(f)Ω = 0 and that
a(m)∗(f)(f1 ⊗m . . .⊗m fn) =
{ 〈f1, f〉f2 ⊗m . . .⊗m fn 1 ≤ n ≤ m
Mψf2 ⊗m . . .⊗m fn n > m
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where (Mψg)(x) = ψ(x)g(x) is the multipliation operator by funtion ψ and
ψ(x) = 〈f1, f〉x =
∫
y>x
f1(y)f¯(y)dy (10.2)
(dependene of ψ on f and f1 is supressed). Note that if suppf1 ∩ suppf > suppf2,
then we have ψ(x) = 〈f1, f〉 for every x ∈ suppf2.
Now let us dene vauum states on all bounded operators T on the Fok spaes
F (m)(H):
ϕ(T ) = 〈TΩ,Ω〉
(by abuse of notation we use the same notation for all m), and position operators
ω(m)(f) = a(m)(f) + a(m)∗(f)
for f ∈ Θ given by (5.1), whih may be alled m-monotone Gaussian operators.
Our goal is now to express the limit moments obtained in the invariane priniple in
terms of the vauum expetations of the m-monotone Gausssian operators. For larity
of exposition, we rst onsider the monotone asem = 1. A generalization to all natural
m is rather straightforward. The ombinatorial formulas for mixed moments even in
the ase of monotone Gaussians (with arsine distribution) are new.
To every π ∈ NC22k and (f1, f2 . . . , f2k) we assoiate the operator
aπ(f1, f2, . . . , f2k) = a
ǫ1(f1)a
ǫ2(f2) . . . a
ǫ2k(f2k) (10.3)
where ǫp = ∗ and ǫq = 1 whenever {p, q} is a blok of π. We also use notations (5.2)
and (5.3).
Lemma 10.1. Let π = {π1, π2, . . . , πk} ∈ NC22k and π ∼ (f1, f2, . . . , f2k), where
f1, f2, . . . , fn ∈ Θ have idential or disjoint supports. Then
ϕ(aπ(f1, f2, . . . , f2k)) = ψπ1(s
(1))ψπ2(s
(2)) . . . ψπk(s
(k)) (10.4)
where ψπi(x) = (Inn(πi) + 1)
−1(t(i) − x) is the linear funtion assoiated with blok πi
for x ∈ [s(i), t(i)], i = 1, . . . , k.
Proof. Clearly, if k = 1 and π = {{1, 2}}, then
aπΩ = a
∗(f1)a(f1)Ω = (t(1) − s(1))Ω = ψπ1(s(1))Ω,
whih gives the formula for k = 1.
Claim: Abbreviating notation (10.3) to aπ, we get
aπ(g1 ⊗1 . . .⊗1 gn) =
∏
1≤i≤k
suppfi 6=suppg1
ψπi(s
(i))(
∏
1≤j≤k
suppfj=suppg1
Mψjg1)⊗1 . . .⊗1 gn
for g1, . . . , gn ∈ H with suppg1 = suppf2k or suppg1 < suppf2k, where n ∈ N.
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Suppose this formula holds for π ∈ NC22r for 1 ≤ r ≤ k − 1. If π = π′ ∪ π′′,
where π′ is a non-rossing partition of {1, . . . , 2r} and π′′ is a non-rossing partition
of {2r + 1, . . . , 2k}, then it is obvious that the laim holds for π. Therefore, suppose
that π = π′ ∪ {{1, 2k}}. Then, using the indutive assumption (and abbreviated self-
explanatory notation aπ′), we get
aπ(g1 ⊗1 . . .⊗1 gn) = a∗(f1)aπ′(f2k ⊗1 g1 ⊗1 . . .⊗1 gn)
=
∏
2≤j≤k
fj 6=f2k
ψπi(s
(i))a∗(f1)(
∏
2≤j≤k
fj=f2k
Mψjf2k ⊗1 g1 ⊗1 . . .⊗1 gn)
=
∏
2≤j≤k
fi 6=f2k
ψπi(s
(i))(Mψg1 ⊗1 . . .⊗1 gn),
where
ψ(x) =
{
ψπ1(x) if suppg = suppf2k
ψπ1(s
(1)) if suppg < suppf2k
follows from
ψ(x) =
∫ t(1)
x
∏
2≤j≤k
fj=f2k
Mψj1dx =
∫ t(1)
x
(t(1) − y)b1−1dy = 1
b1
(t(1) − x)b1
where b1 = Inn(π1) + 1, whenever suppg = suppf2k, whereas if suppg 6= suppf2k, then
ψ(x) = ψπ1(s
(1)). This proves the laim, from whih (10.8) follows easily. 
Example 10.1. Let us evaluate the moment 〈aπΩ,Ω〉, where π is given by the diagram
in Figure 2 (see Setion 5). In view of Lemma 10.1, we get
〈aπΩ,Ω〉 = 1
2
t2(t′ − t)2
sine φ1(x) = 1/2(t − x), φ2(x) = t′ − x, φ3(x) = t − x, φ4(x) = t′ − x (f. Example
5.3).
For omparison, note that in the ase of vauum expetations of free reation and
annihilation operators there is a multipliative formula similar to (10.4), exept that on
the RHS we get (t(1)− s(1)) . . . (t(k)− s(k)). Thus, the dierene is that in the monotone
ase the produt enodes additional information about inner bloks.
Moreover, as the lemma below demonstrates, the number of admissible olorings of
π an also be expressed in terms of the same information about inner bloks.
Lemma 10.2. Let π = {π1, π2, . . . , πk} ∈ NC22k and π ∼ (f1, f2, . . . , f2k), where
f1, f2, . . . , fn ∈ Θ have idential or disjoint supports. Then
cπ(f1, f2, . . . , f2k)
b1!b2! . . . bp!
=
k∏
i=1
(Inn(πi) + 1)
−1
(10.5)
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with the same notation as in Theorem 9.1.
Proof. Clearly, the formula is true for k = 1 and π = {1, 2}. Suppose the formula
holds for non-rossing pair partitions of sets onsisting of 2k − 2 elements and let
π ∈ NC22k.
Case 1. Suppose π = π′ ∪ π′′, where π′ = {π′1, . . . , π′r} is a non-rossing pair
partition of {1, . . . , 2r} and π′′ = {π′′1 , . . . , π′′k−r} is a non-rossing pair-partition of
{2r+ 1, . . . , 2k}. Let ai denote the number of non-empty bloks of the partition τ (i) =
{π′1 ∩ σi, . . . , π′r ∩ σi}, where i = 1, . . . , p. Sine π ∼ (f1, . . . , f2k), there are
(
bi
ai
)
ways
to hoose olors for bloks of τ (i). Sine olors are hosen independently for dierent
supports, we get
cπ(f1, . . . , f2k)
b1! . . . bp!
=
(
b1
a1
)
. . .
(
bp
ap
)
cπ′(f1, . . . , f2r)cπ′′(f2r+1, . . . , f2k)
b1! . . . bp!
=
cπ′(f1, . . . , f2r)
a1! . . . ap!
cπ′′(f2r+1, . . . , f2k)
(b1 − a1)! . . . (bp − ap)!
=
r∏
i=1
(Inn(π′i) + 1)
−1
k−r∏
j=1
(Inn(π′′j ) + 1)
−1
=
k∏
i=1
(Inn(πi) + 1)
−1
whih gives (10.9) for the partition π.
Case 2. Suppose π = π′ ∪ {{1, 2k}}, where π′ = {π2, . . . πk} is a non-rossing pair-
partition of the set {2, . . . , 2k − 1}. Thus all bloks of π′ are inner w.r.t. the blok
π1 = {1, 2k} and this implies that π1 must be olored by 1. Therefore, there are exatly
the same numbers of ways of oloring π as well as π′. Choosing b1 to be the number of
bloks of π with the same support as f1 = f2k, we get
cπ(f1, . . . , f2k) = cπ′(f2, . . . , f2k−1)
= (b1 − 1)!b2! . . . bp!
k∏
i=2
(Inn(πi) + 1)
−1
= b1!b2! . . . bp!
k∏
i=1
(Inn(πi) + 1)
−1
sine b1 = Inn(π1)+1, whih gives (10.9) for the partition π. This ompletes the proof.

Theorem 10.3. Suppose f1, f2, . . . , fn ∈ Θ have idential or disjoint supports.
Then
ϕ(ω(1)(f1)ω
(1)(f2) . . . ω
(1)(fn)) =
1
b1!b2! . . . bp!
∑
P∈MNC2n
P∼(f1,f2,...,fn)
∏
{α,β}∈P
〈fα, fβ〉
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with the same notation as in Theorem 9.2.
Proof. If n = 2k, we have
ϕ(ω(1)(f1) . . . ω
(1)(f2k)) =
∑
pi∈NC2
2k
pi∼(f1,...,fn)
〈aπ(f1, . . . , f2k)Ω,Ω〉
=
∑
pi∈NC2
2k
pi∼(f1,...,fn)
ψπ1(s
(1)) . . . ψπk(s
(k))
=
∑
pi∈NC2
2k
pi∼(f1,...,fn)
k∏
i=1
t(i) − s(i)
Inn(πi) + 1
=
1
b1! . . . bp!
∑
pi∈NC2
2k
pi∼(f1,...,fn)
cπ(f1, . . . , f2k)
∏
{α,β}∈π
〈fα, fβ〉
=
1
b1! . . . bp!
∑
P∈MNC2
2k
P∼(f1,...,fn)
∏
{α,β}∈P
〈fα, fβ〉
where we used Lemmas 10.2-10.3. It is lear that if n is odd, then the expetation
vanishes. This ompletes the proof. 
In partiular, the ombinatoris of inner bloks allows us to express the moments of
the arsine law as a sum M
(1)
2k =
∑
π∈NC22k ϕ(aπ), where the vauum expetations ϕ(aπ)
are multipliative funtions over bloks of π, namely
ϕ(aπ) = ψπ1(1)ψπ2(1) . . . ψπk(1).
Note that in the ombinatoris of blok depths given in [AB℄, the vauum expetations
ϕ(bπ) on the algebra generated by reation and annihilation operators on the interating
Fok spae do not have the above property, i.e.
ϕ(bπ) 6= βd(1)βd(2) . . . βd(k)
with βj's as in (1.5) and d(j)'s denoting the depths of πj 's, although the moments of
the arsine law are equal to the sums of suh produts.
Finally, let us remark that Lemmas 10.1-10.2 and Theorem 10.3 an be generalized
to arbitrary m ∈ N by setting Inn(πk) = 0 for bloks of depth dk < m and keeping
Inn(πj) as in (5.2) for bloks of depth dj ≥ m. This means that up do depth m we have
the ombinatoris of free probability and starting fropm depth m we have the ombina-
toris of monotone probability. Proofs are very similar but slightly more tehnial and
are omitted.
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