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FRACTIONAL INTEGRATION AND OPTIMAL ESTIMATES
FOR ELLIPTIC SYSTEMS
FELIPE HERNANDEZ AND DANIEL SPECTOR
Abstract. In this paper we prove the following optimal Lorentz embedding
for the Riesz potentials: Let α ∈ (0, d). There exists a constant C = C(α, d) >
0 such that
‖IαF‖Ld/(d−α),1(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)
for all fields F ∈ L1(Rd;Rd) such that divF = 0 in the sense of distributions.
We then show how this result implies optimal Lorentz regularity for a Div-Curl
system (which can be applied, for example to obtain new estimates for the
magnetic field in Maxwell’s equations), as well as for a vector-valued Poisson
equation in the divergence free case.
1. Introduction
Let α ∈ (0, d) and define the Riesz potential of order α acting on f ∈ C∞c (R
d)
by
Iαf(x) :=
1
Γ(α2 )
ˆ ∞
0
t
α
2−1pt ∗ f(x) dt,(1.1)
where pt(x) = 1/(4πt)
d/2exp(−|x|2/4t) is the heat kernel. The initiation of the
study of the mapping properties of fractional integrals in this spirit1 is due to
G. H. Hardy and J. E. Littlewood [10], while for the Riesz potentials (1.1) it was
F. Riesz [15] and S. Sobolev [19] who obtained the first estimates on the spaces
Lp(Rd): If α ∈ (0, d) and 1 < p < d/α, then there exists a constant C > 0 such
that
‖Iαf‖Ldp/(d−αp)(Rd) ≤ C‖f‖Lp(Rd)
for all f ∈ Lp(Rd). In the case p = 1, such an inequality is classically known
to fail, cf. [24, p. 119]. Indeed, if true, by approximation in the strict topology
it would necessarily hold for all finite Radon measures, and therefore for a Dirac
mass. However, as this measure is the identity for convolution, this would imply
that Iα ∈ L
d/(d−α)(Rd), and the contradiction becomes evident from the alternative
formula for the Riesz kernel
Iα(x) ≡
1
γ(α)
1
|x|d−α
,
see, e.g. [24, Theorem 5 on p. 73]. That the Dirac mass is the only obstruction to
such an inequality is an idea which subsequently emerged in the works [4–6,17,20,
21, 27–31], and which we further explore in this paper.
This principle concerning the Dirac mass is manifest, though certainly not ex-
plicit, in an early replacement of the L1(Rd) inequality, a Hardy space estimate of
2010 Mathematics Subject Classification. Primary .
1Hardy and Littlewood’s results concern one-sided Riemann-Liouville fractional integrals, with
the comment that “the differences between integrals, whether right or left-handed, with different
origins, though not of importance for our purposes here, are not entirely trivial” [10, p. 567].
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E. Stein and G. Weiss in [26]: For any α ∈ (0, d) there exists a constant C > 0 such
that
‖Iαf‖Ld/(d−α)(Rd) ≤ C‖f‖H1(Rd)(1.2)
for all f ∈ H1(Rd), where
‖f‖H1(Rd) := ‖f‖L1(Rd) + ‖Rf‖L1(Rd;Rd)
and Rf := ∇I1f is the vector Riesz transform. From the perspective of ruling out
singularities concentrated at a point as the limit of norm bounded sequences, this
is a rather strong imposition on the class of functions, as not only does the Hardy
space not contain Dirac masses, it does not contain measures concentrated on any
lower dimension. Indeed, one of the results of Stein and Weiss in [26] asserts that if
one has a Radon measure whose Riesz transforms are Radon measures, then in fact
the Radon measure is absolutely continuous with respect to the Lebesgue measure.
In particular, the result of Stein and Weiss shows that a space which contains no
lower dimensional concentrations admits a fractional integration inequality.
Thus one may wonder whether it is possible to find other subspaces of L1(Rd)
whose closure in the strict topology does not contain measures supported at a point,
though which possibly contains measures supported on sets of various dimensions
< d, which admit such an inequality. Without further qualification this seems
hopeless, though if we view the problem from a slightly different perspective some
structure emerges. In particular, in the spirit of Stein and Weiss’s approach we may
identify functions in the Hardy space as elements in the space L1(Rd;Rd+1), and not
only that, to view the Hardy space itself as a closed subspace of this vector-valued
L1 space. This, in turn, allows us to view their embedding as a statement about an
embedding for a closed subspace of L1(Rd;Rd+1). This raises the question of which
subspaces of L1(Rd;Rk) support an inequality in the spirit of (1.2). A full answer to
this question is lacking at present (see [3, Definition 1.1 and Conjecture 1] for a con-
jecture in this direction), though for differentially constrained subspaces one has an
elegant characterization due to Jean Van Schaftingen. Precisely, in [30, Definition
1.3 on p. 881], Van Schaftingen introduced the notion of a cocancelling operator:
A homogeneous linear differential operator L(D) : C∞c (R
d;Rk) → C∞c (R
d;Rl) is
cocancelling if ⋂
ξ∈Rd\{0}
kerL(ξ) = {0}.
He then proved in Proposition 8.7 in [30] a result which implies that one can have
the inequality
‖IαF‖Ld/(d−α)(Rd;Rk) ≤ C‖F‖L1(Rd;Rk)(1.3)
for all F ∈ L1(Rd;Rk) such that L(D)F = 0 if and only if L is cocancelling. The
connection of the cocancelling condition with the Dirac mass counterexample is that
the former restricts the class of F in the inequality to a subspace of L1(Rd;Rk) for
which the strict limit of any norm bounded sequence does not concentrate on any
zero dimensional subset, a fact which is evident when one examines the alternative
description given by Proposition 2.1 in [30], that one has the equality⋂
ξ∈Rd\{0}
kerL(ξ) =
{
e ∈ Rd : L(δ0e) = 0
}
.
In short, the imposition of a differential constraint which rules out concentrations
at a point, the classical counterexample to such an inequality, is necessary and
sufficient for the validity of the inequality.
FRACTIONAL INTEGRATION AND OPTIMAL ESTIMATES FOR ELLIPTIC SYSTEMS 3
Two typical examples of cocancelling operators are L(D) = curl and L(D) =
div. For the former one has that such vector functions are curl-free and therefore
gradients. Thus, as a consequence of the coarea formula one deduces that they
admit concentrations on sets no smaller than dimension (d − 1). For the latter, a
result of M. Roginskaya and M. Wojciechowski [16] shows that limits of bounded
sequences of this subspace may not concentration on sets of dimension smaller 1.
In either case, one has k = d and the inequality (1.3) reads
‖IαF‖Ld/(d−α)(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)(1.4)
for all F ∈ L1(Rd;Rd) such that curlF = 0 or divF = 0. The case curlF = 0
is actually connected to the inequality of Stein and Weiss, as was observed in the
paper of the second named author [21, Inequalities (1.1) and (1.3) on p. 2], where
it was shown that the inequality (1.4) is equivalent to the estimate
‖Iαf‖Ld/(d−α)(Rd) ≤ C‖Rf‖L1(Rd;Rd)(1.5)
for all f ∈ C∞c (R
d) (see also [17], where the inequality (1.5) was first observed).
In particular, (1.5) is a version of (1.2) with the L1(Rd) norm removed, hence a
stronger inequality.
The discovery of the admissibility of (1.3) under further conditions has its origins
in a paper of J. Bourgain, H. Brezis, and P. Mironescu [6], where using Littlewood-
Paley theory they proved the following inequality: There exists a constant Cd > 0
such that ∣∣∣∣
ˆ
Rd
Y · γ˙dH1|Γ
∣∣∣∣ ≤ Cd|Γ|‖∇Y ‖Ld(Rd;Rd)(1.6)
for every closed rectifiable curve Γ ⊂ Rd and every Y ∈ W˙ 1,d(Rd), where γ˙ is the
tangent to the curve Γ and |Γ| denotes the length of Γ. By the definition of the
Riesz potential and using the boundedness of the Riesz transforms on Ld(Rd), this
is equivalent to the integral estimate∣∣∣∣
ˆ
Rd
I1Y · γ˙dH
1
|Γ
∣∣∣∣ ≤ C′d|Γ|‖Y ‖Ld(Rd;Rd)(1.7)
for every Y ∈ Ld(Rd;Rd). When one takes into an account a result of S. Smirnov
[18], which can be shown to imply that linear combinations of such circulation
integrals are dense in the space of solenoidal fields in the strict topology, one finds
a further equivalent formulation in the inequality
‖I1F‖Ld/(d−1)(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)(1.8)
for all F ∈ L1(Rd;Rd) such that divF = 0 in the sense of distributions. This is
precisely (1.4) under the constraint that divF = 0 in the case α = 1, while the full
generality of (1.3) for α ∈ (0, d) can be argued2 by a result of J. Van Schaftingen
[30].
A central question in the theory of these embeddings that has not been resolved
is that of optimal estimates on the Lorentz scale. This question is motivated by
what is known in the classical theory and has been raised in various forms for
differential analogues of the preceding inequalities as an open problem in a number
of papers [5, Open problem 1; 23, Questions 1.1 and 1.2; 29, Open problem 2;
30, Open problem 8.3; 31, Open problem 2]. Here we recall that around the same
time as Stein and Weiss’s result concerning an integral replacement of the failure
2Proposition 8.7 implies the case α ∈ (0, 1) which in combination with Sobolev’s inequality
yields the full range.
4 F. HERNANDEZ AND D. SPECTOR
of Sobolev’s inequality for L1(Rd), E. Gagliardo [9] and L. Nirenberg [13] proved
an alternative replacement in the form of the differential inequality
‖u‖Ld/(d−1)(Rd) ≤ C‖∇u‖L1(Rd;Rd)(1.9)
for all u ∈ W 1,1(Rd). This was then refined on the Lorentz scale by A. Alvino in
[2], where it was proved that one has the inequality
‖u‖Ld/(d−1),1(Rd) ≤ C‖∇u‖L1(Rd;Rd)(1.10)
for all u ∈W 1,1(Rd). Here the inclusion
Ld/(d−1),1(Rd) ⊂ Ld/(d−1),d/(d−1)(Rd) = Ld/(d−1)(Rd) ⊂ Ld/(d−1),∞(Rd)
implies that (1.9) is sharper than (1.10), while simple examples show that Alvino’s
result is optimal. However, the gradient is not the only operator for which one has
such a Lorentz space improvement. Indeed, one also has such an improvement for
the symmetric part of the gradient in the vector-valued setting, along with a class
of operators in this spirit. We here refer to firstly the classical work of M. J. Strauss
[25], where it was proved that one has the Korn-Sobolev inequality
‖u‖Ld/(d−1)(Rd;Rd) ≤ C‖∇u+ (∇u)
t‖L1(Rd;Rd×d)
for all u ∈ L1(Rd;Rd) such that ∇u + (∇u)t ∈ L1(Rd;Rd×d), and secondly to its
Lorentz space refinement [23], where it was proved that one has the inequality
‖u‖Ld/(d−1),1(Rd;Rd) ≤ C‖∇u+ (∇u)
t‖L1(Rd;Rd×d)
for all u ∈ L1(Rd;Rd) such that ∇u + (∇u)t ∈ L1(Rd;Rd×d). As noted, the latter
paper also contains analogous inequalities for a more general class of operators,
though like the gradient and the symmetric part of the gradient, all of the dif-
ferential operators which it treats, and therefore all that were known to admit the
optimal Lorentz inequality before this paper, are those for which bounded sequences
admit concentrations on sets of dimension no smaller than (d− 1).
A simple example of an inequality valid on the Lebesgue scale whose differential
operator admits concentration on sets strictly smaller than (d − 1) is due to J.
Bourgain and H. Brezis in [5], that one has
‖Z‖L3/2(R3;R3) ≤ C‖ curlZ‖L1(R3;R3)(1.11)
for all Z ∈ L1(R3;R3) such that divZ = 0. In particular, the fact that curlZ is
divergence free implies, by the result of Roginskaya and Wojciechowski [16, Theo-
rem 3 on p. 218], that any measure obtained as the weak-star limit of a bounded
sequence of such functions may concentrate on sets of dimension 1, but not smaller.
Moreover, the limiting measure curlZ = γ˙dH1|Γ
shows that this result is optimal.
Such an inequality with one dimensional concentrations is in a sense the strongest
possible result among the class of operators3 introduced by Van Schaftingen, since
the inequality fails if one allows for zero dimensional singularities, and there is no
more room between one and zero. We return to this point momentarily.
Concerning results for integral inequalities, whether the optimal Lorentz inequal-
ity holds for all cocancelling operators is not known (and an answer to this would
resolve all of the open problems mentioned above). In fact, prior to this paper there
were only two optimal Lorentz embeddings known for the Riesz potentials. The
first is that one can improve the result of Stein and Weiss to the optimal estimate
on the Lorentz scale, a result which has been argued by J. Dorronsoro [7, p. 1032].
3For the differential inequalities we speak of, the notion is not cocancelling, but the dual notion
of cancelling operators introduced by Van Schaftingen in [30, Definition 1.2 on p. 880].
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The second is the curl free case of the inequality (1.4) [21, Theorem 1.1], that one
has
‖IαF‖Ld/(d−α),1(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)(1.12)
for all F ∈ L1(Rd;Rd) such that curlF = 0. These results are of comparable
strength to the known results for differential inequalities in that the Hardy space
estimate does not admit any concentrations, while the curl-free case admits concen-
trations on (d−1)-dimensional sets. In parallel to the question for their differential
analogues, a natural question is whether one can obtain such optimal estimates for
all cocancelling operators, or even for a single cocancelling operator which admits
singularities of F of dimension < d − 1. The question of whether F ∈ L1(Rd;Rd)
such that divF = 0 satisfies the optimal Lorentz inequality (1.12) was raised by
Haim Brezis at the conclusion of a lecture of the second named author at Rutgers
in January, 2019, and was the impetus for this paper.
Indeed, our main result is the following theorem which gives an affirmative an-
swer to his question.
Theorem 1.1. Let d ≥ 2 and α ∈ (0, d). There exists a constant C = C(α, d) > 0
such that
‖IαF‖Ld/(d−α),1(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)(1.13)
for all fields F ∈ L1(Rd;Rd) such that divF = 0 in the sense of distributions.
Let us make some comments on the theorem and its application to PDE before
we discuss the proof. First, that one has the inequality
‖IαF‖Ld/(d−α),q(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)(1.14)
for all F ∈ L1(Rd;Rd) such that divF = 0 for any q > 1 can be deduced from
J. Van Schaftingen’s result [27]. Second, the validity of Theorem 1.1 for d = 2
already follows from work of the second named author in [21], as in two dimensions
the assumption that curlF = 0 is equivalent to divF = 0. Finally, concerning
applications to PDE. The work of J. Bourgain and H. Brezis [4, 5] established new
estimates for the Div-Curl system
curlZ = F in R3,
divZ = 0 in R3,
including the inequality (1.11). As Maxwell’s equation for the magnetic field in the
static regime falls under such a framework, their work shows a surprising estimate
for the magnetic field B = Z when the electric current density F = J has finite
integral. From our Theorem 1.1 and some simple estimates for singular integrals
we can improve this result to the optimal Lorentz regularity of the magnetic field
when one assumes finite total current, which can be deduced as a consequence of
the following
Theorem 1.2. Suppose F ∈ L1(R3;R3). The function Z = curl(−∆)−1F satisfies
curlZ = F
divZ = 0
and there exists a constant C > 0 such that
‖Z‖L3/2,1(R3;R3) ≤ C‖F‖L1(R3;R3).
In particular, one has
Z(x)
|x− y|
∈ L1(R3;R3)
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for every y ∈ R3.
Thus we improve the differential inequality (1.11) on the Lorentz scale, the first
such improvement for differential operators which admit a singularity of dimension
< d − 1. Let us also remark that this gives an answer to the Euclidean space
analogue of [5, Open Problem 1 on p. 295], where Bourgain and Brezis ask whether
one has such an estimate for the Div-Curl system on the torus. The case of the
torus is more subtle from the perspective of our method and will be treated in a
forthcoming work.
As it may also be of interest, let us also record here a refinement of the estimates
for Poisson’s equation discussed in the beginning of [5], the following
Theorem 1.3. Suppose F ∈ L1(Rd;Rd) is such that divF = 0. The function
U = I2F satisfies
−∆U = F
and there exist constants C,C′ > 0 such that
‖U‖Ld/(d−2),1(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)
‖∇U‖Ld/(d−1),1(Rd;Rd) ≤ C
′‖F‖L1(Rd;Rd).
We conclude the introduction with a discussion of the idea of the proof. The
strategy for d ≥ 3 begins with a technique developed by the second named author
in [21], which has been clarified in [11, 22]. Indeed, in [21] it was observed that it
suffices to obtain the estimate for characteristic functions, while in [11] the estimates
were made in a general setting with the heat kernel, which led to [22] where it was
shown how for such functions the central estimate is
|IαDχE | ≤ C
(
sup
t>0
|pt ∗DχE |
)1−α(
sup
t>0
t1/2|∇pt ∗ χE |
)α
(1.15)
for χE ∈ BV (R
d), where ∇pt denotes the classical gradient of the heat kernel and
DχE denote the distributional derivative of χE (which is a Radon measure).
From this estimate one deduces two further estimates:
|IαDχE | ≤ C
(
sup
t>0
|pt ∗DχE |
)1−α
(1.16)
|IαDχE | ≤ C
(
sup
t>0
|pt ∗DχE |+ sup
t>0
|t1/2∇pt ∗ χE |
)
.(1.17)
The key point is that these two estimates, the former above and the latter below
the natural scaling exponent, yield nonlinear weak-type estimates as a result of the
heat kernel bounds. Therefore by interpolating the two one can obtain a linear esti-
mate at the correct scaling exponent which has the optimal second parameter. The
general case then follows from the coarea formula, which is the underlying struc-
tural property which enables one to reduce to the case of characteristic functions
of sets of finite perimeter.
For the divergence free case we prove in Theorem 1.1, there are several ideas
which need to be expanded. First, there is the need to replace sets of finite perime-
ter, which are the fundamental functions in the curl free case, with their analogue for
divergence free functions, the closed loops of S. Smirnov [18]. In particular, we here
utilize a variant of an assertion of Bourgain and Brezis that given F ∈ L1(Rd;Rd)
such that divF = 0, there exist C1 closed curves Γi,l, which we parameterize by
arclength via γi,l ∈ C
1([0, Li,l];R
d), l ≤ Li,l ≤ 2l, such that
ˆ
Rd
Φ · dF = lim
l→∞
1
Nl · l
Nl∑
i=1
ˆ
Rd
Φ · γ˙i,lH|Γi,l
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for any Φ ∈ C0(R
d;Rd) and
lim
l→∞
1
Nl · l
Nl∑
i=1
|Γi,l| = ‖F‖Mb(Rd;Rd).
An analogous argument for these closed loops yields a replacement for (1.17) in
Lemma 1.4. Let α ∈ (0, 1). There exists a constant C1 = C1(α, d) > 0 such that
|Iαγ˙H
1
|Γ
| ≤ C1
(
sup
t>0
|pt ∗ γ˙H
1
|Γ
|
)1−α (
sup
t>0
t1/2|∇pt| ∗ ||S||
)α
for every piecewise C1 closed curve Γ ⊂ Rd, where S ∈ I2(R
d) is an integral current,
the generalized minimal surface which satisfies
∂S = γ˙H1|Γ
||S||(Rd)1/2 ≤ c|Γ|
and ||S|| ∈Mb(R
d) denotes the total variation of S.
While this estimate yields an adequate replacement for (1.17), the term
sup
t>0
t1/2|∇pt| ∗ ||S||
is never bounded in the case we are considering, d ≥ 3. We therefore require an
alternative replacement for the inequality (1.16). In fact, one should have looked
for two inequalities in the first place, as the argument for curl free functions was a
very special one. In particular, an appropriate replacement for the local estimate
is found in
Lemma 1.5. Let α ∈ (0, d − 1). There exists a constant C2 = C2(α, d) > 0 such
that
|Iαγ˙H
1
|Γ
| ≤ C2
(
sup
t>0
|pt ∗ γ˙H
1
|Γ
|
)1− αd−1
‖Id−1γ˙H
1
|Γ
‖
α
d−1
BMO
for every piecewise C1 curve Γ ⊂ Rd.
Finally it would suffice to show that there is a universal constant C3 = C3(d) > 0
such that
‖Id−1γ˙H
1
|Γ
‖BMO ≤ C3(1.18)
for every piecewise C1 curve Γ ⊂ Rd. If d = 2, this is indeed true, and it follows
from the boundedness of the Riesz transforms from L∞ into BMO: If E is the set
of finite measure which Γ encloses then
‖I1γ˙H
1
|Γ
‖BMO = ‖I1∇
⊥χE‖BMO = ‖RχE‖BMO ≤ C‖χE‖L∞.
However, without further qualification the inequality (1.18) cannot hold with a
universal constant for d ≥ 3. We therefore need to work a little more. The idea
is that perhaps not every curve from Smirnov’s approximation satisfies this, but
that it is possible to write any curve as the sum of curves that do. Here we rely on
a result of D. Adams [1] which shows that the BMO estimate (1.18) holds when
µ = γ˙H1|Γ
satisfies the ball growth condition
||µ||(Br(x)) ≤ C4r(1.19)
for some C4 > 0 (and then C3 depends on C4). Therefore it suffices for our purposes
to show that given a smooth closed curve Γ one can find a finite number of curves
{Γj}
N
j=1 such that
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(1)
γ˙H1|Γ
=
N∑
j=1
γ˙jH
1
|Γj
(2)
N∑
j=1
|Γj | ≤ 2|Γ|
(3)
µj := γ˙jH
1
|Γj
satisfies (1.19) with a uniform constant.
We prove a more general statement of this result below in Section 4. Putting
together all of these arguments yields our Theorem 1.1.
The plan of the paper is as follows. In Section 2 we recall some necessary
preliminaries. In Section 3, we prove Lemmas 1.4 and 1.5. In Section 4, we state
and prove the surgery lemma - a general decomposition result which says that given
any smooth closed curve one can decompose it into the sum of curves such that the
total length increases by ǫ, each of which satisfies a uniform ball growth condition
with constant ǫ−1. Finally, in Section 5 we prove Theorems 1.1, 1.2, and 1.3.
2. Preliminaries
In this paper we begin with F ∈ L1(Rd;Rd) such that divF = 0, though the
result holds more generally for vector-valued Radon measures F ∈Mb(R
d;Rd) such
that divF = 0, which is also more useful to treat for pedagogical reasons. Thus,
we will here consider vector-valued Radon measures F which are solenoidal (have
zero divergence). It will be useful to view these objects and some closely related
objects from several perspectives. In particular, given such an F one can write it
in terms of its components
F = (F1, F2, . . . , Fd),
where each Fj ∈Mb(R
d;R). For such finite “charges” (in the terminology of [18]),
one can define the total variation of F , ||F || ∈ Mb(R
d), the scalar Radon measure
defined for Borel sets E ⊂ Rd by
||F ||(E) := sup
E=∪kEk
∑
k
|F (Ek)|
where |F (Ek)| denotes the Euclidean norm of the vector obtained by integration
of each of the components Fj over Ek and {Ek}k∈N is a partition of E into Borel
subsets.
The assumption that F is solenoidal implies that F is a normal current, i.e.
F ∈ N1(R
d). Among other results, one of the achievements of Smirnov in [18] is
to prove that such objects admit an integral representation over curves of length l.
His results can be shown to imply that there exist C1 closed curves Γi,l, which we
parameterize by arclength via γi,l ∈ C
1([0, Li,l];R
d), l ≤ Li,l ≤ 2l, such that
ˆ
Rd
Φ · dF = lim
l→∞
1
Nl · l
Nl∑
i=1
ˆ
Rd
Φ · γ˙i,lH|Γi,l
with
lim
l→∞
1
Nl · l
Nl∑
i=1
|Γi,l| = ‖F‖Mb(Rd;Rd).
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Each of these curves (γi,l,Γi,l), as well as the pieces obtained by the surgery in
Section 4, is a piecewise C1 closed curve and therefore can be identified with an
integral current, i.e. (see [8, p. 381])
T := γ˙H1|Γ
∈ I1(R
d).
Moreover, as for any 1-form
∂T (ψ) := T (dψ) ≡ 0,
one has by [8, 4.2.10] that there exists a generalized minimal surface S ∈ I2(R
d)
such that
∂S = T
||S||(Rd)1/2 ≤ c||T ||(Rd) = c|Γ|,
where ||S|| and ||T || denote the total variation measures, as above and ||S||(Rd)
and ||T ||(Rd) their masses.
The current S can be expressed in coordinates by
S =
∑
ij
Sij
∂
∂xi
⊗
∂
∂xj
,
where Sij are distributions. In these coordinates, the expression pt ∗ ∂S can also
be written
pt ∗ ∂S =
∑
ij
pt ∗ ∂i(Sij − Sji)
∂
∂xj
=
∑
ij
∂pt
∂xi
∗ (Sij − Sji)
∂
∂xj
.
In particular, we have the pointwise bound
|pt ∗ ∂S| ≤ c(d)|∇pt| ∗ ||S||
for some c(d) > 0 that depends only on the dimension.
3. Lemmas
We begin this section with a proof of Lemma 1.4:
Proof of Lemma 1.4. As discussed in Section 2 we identify
T = γ˙H1|Γ
∈ I1(R
d).
In particular we have
Iαγ˙H
1
|Γ
=
1
Γ(α/2)
ˆ ∞
0
tα/2−1pt ∗ Tdt
=
1
Γ(α/2)
ˆ r
0
tα/2−1pt ∗ T dt+
1
Γ(α/2)
ˆ ∞
r
tα/2−1pt ∗ T dt
=: I(r) + II(r).
For I(r), we have
|I(r)| =
∣∣∣∣ 1Γ(α/2)
ˆ r
0
tα/2−1pt ∗ T dt
∣∣∣∣
≤
1
Γ(α/2)
sup
t>0
|pt ∗ T |
ˆ r
0
tα/2−1 dt
=
1
Γ(α/2 + 1)
rα/2 sup
t>0
|pt ∗ T | .
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Meanwhile, for II(r), we use the fact that T = ∂S to write circulation integral as
an integral over the minimal surface spanning Γ:
|II(r)| =
∣∣∣∣ 1Γ(α/2)
ˆ ∞
r
tα/2−1pt ∗ ∂S dt
∣∣∣∣ .
Then as the computation in Section 2 shows
|pt ∗ ∂S| ≤ c(d)|∇pt| ∗ ||S||
we have
|II(r)| ≤
c(d)
Γ(α/2)
rα/2−1/2
1/2− α/2
sup
t>0
t1/2|∇pt| ∗ ||S||
One can then optimize in r, though the choice such that the upper bounds we
obtain for I(r) and II(r) are equal is sufficient for our purposes, from which we
obtain
|Iαγ˙H
1
|Γ
| ≤ C
(
sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣)1−α(sup
t>0
t1/2|∇pt| ∗ ||S||
)α
with
C1 = 2
1
Γ(α/2 + 1)1−α
(
1
Γ(α/2)
c(d)
1/2− α/2
)α
.

We next prove Lemma 1.5.
Proof of Lemma 1.5. We have
Iαγ˙H
1
|Γ
=
1
Γ(α/2)
ˆ ∞
0
tα/2−1pt ∗ γ˙H
1
|Γ
dt
=
1
Γ(α/2)
ˆ r
0
tα/2−1pt ∗ γ˙H
1
|Γ
dt+
1
Γ(α/2)
ˆ ∞
r
tα/2−1pt ∗ γ˙H
1
|Γ
dt
=: I(r) + II(r).
For I(r), we proceed as in the proof of Lemma 1.4 to obtain
|I(r)| =
∣∣∣∣ 1Γ(α/2)
ˆ r
0
tα/2−1pt ∗ γ˙H
1
|Γ
dt
∣∣∣∣
≤
1
Γ(α/2)
sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣ ˆ r
0
tα/2−1 dt
=
1
Γ(α/2 + 1)
rα/2 sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣ .
Meanwhile, for II(r), we introduce the fractional Laplacian and its inverse the Riesz
potential on pt, which is justified for t > 0 as pt is smooth and decays exponentially:
pt = Id−1(−∆)
(d−1)/2pt.
In particular, Fubini’s theorem and a change of variables implies that
|II(r)| =
∣∣∣∣ 1Γ(α/2)
ˆ ∞
r
tα/2−1(−∆)(d−1)/2pt ∗ Id−1γ˙H
1
|Γ
dt
∣∣∣∣ ,
so that by H1 −BMO duality we find
|II(r)| ≤
1
Γ(α/2)
ˆ ∞
r
tα/2−1‖(−∆)(d−1)/2pt‖H1(Rd)‖Id−1γ˙H
1
|Γ
‖BMO dt.
The observation that
‖(−∆)(d−1)/2pt‖H1(Rd) =
c
t(d−1)/2
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thus yields
|II(r)| ≤
c
Γ(α/2)
‖Id−1γ˙H
1
|Γ
‖BMO
ˆ ∞
r
tα/2−1−(d−1)/2 dt
=
c
Γ(α/2)
‖Id−1γ˙H
1
|Γ
‖BMO
rα/2−(d−1)/2
(d− 1)/2− α/2
.
One can then optimize in r, though the choice such that the upper bounds we
obtain for I(r) and II(r) are equal is sufficient for our purposes, from which we
obtain
|Iαγ˙H
1
|Γ
| ≤ C
(
sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣)1−
α
d−1
‖Id−1γ˙H
1
|Γ
‖
α
d−1
BMO
with
C2 = 2
1
Γ(α/2 + 1)1−
α
d−1
(
c
Γ(α/2)
1
(d− 1)/2− α/2
) α
d−1
.

4. The Surgery Lemma
In this section we will state and prove the surgery lemma. This lemma is a
statement about how to take a C1 closed curve in Rd and write it as a sum of
piecewise C1 closed curves such that the total length of the sum can be bounded by
a constant times the original length and such that each piece satisfies a ball growth
condition with a fixed constant that is independent of the initial curve.
To this end, let us introduce some notation. For a piecewise C1 closed curve
Γ ⊂ Rd we denote by γ its parameterization by arclength, and in the sequel we
identify Γ and γ. In particular,
(1) γ ∈ C1([0, L] \ {si}
k
i=1;R
d) for some finite set {si}
k
i=1,
(2) γ(0) = γ(L),
(3) |γ˙(s)| = 1 for every s ∈ [0, L] \ {si}
k
i=1.
For any such Γ, we associate a measure µΓ ∈M(R
d) defined so that
ˆ
f(x) dµΓ =
ˆ L
0
f(γ(s))γ˙(s) ds.
The goal of this section is then to prove
Lemma 4.1. Suppose Γ is a C1 closed curve parametrized by arc length. For every
ǫ ∈ (0, 1/10) there exist piecewise C1 closed curves {Γj}
N(ǫ)
j=1 such that
(1)
γ˙H1|Γ
=
N∑
j=1
γ˙jH
1
|Γj
(2) Each Γj satisfies the ball growth condition
sup
x∈Rd
||µΓj ||(Br(x)) ≤ 100⌈ǫ
−1⌉r,
(3) The total length of the curves obtained in the decomposition satisfies
N(ǫ)∑
j=1
|Γj | ≤ (1 + 20ǫ)|Γ|.
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If one is going to attempt to make a decomposition of a curve, a natural first
question is whether Γ itself is admissible with a uniform ball growth constant. For
this consideration without loss of generality we take |Γ| = 1 and ask what must
happen for the ball growth constant for Γ to be large. Since the total mass is one,
it must be the case that a positive fraction of this mass is found in a small ball.
With such a curve looping on a small scale, one can see that the invertibility of the
curve is quantifiably as bad as the radius of the ball. Conversely, this informs us
that if one knows the curve is globally invertible then one can probably control the
ball growth constant. Indeed, and moving back to the more general case of Γ with
length L, if we introduce a distance associated to the curve Γ
dΓ(s, t) := min
k∈Z
|s− t+ kL|,
we prove
Lemma 4.2. Suppose that γ : [0, L]→ Rd is a piecewise C1 parameterization of a
curve Γ ⊂ Rd (not necessarily closed) and that
|γ(s)− γ(t)| ≥ ǫ0dΓ(s, t)(4.1)
for some ǫ0 ∈ (0, 1) and for all s, t ∈ [0, L]. Then µΓ satisfies the ball growth
condition
||µγ ||(Br(x)) ≤ 4ǫ
−1
0 r.
Proof. Let x ∈ Rd and r > 0. If ||µΓ||(Br(x)) > 0, then there exists s ∈ [0, L] such
that γ(s) ∈ Br(x). Then Br(x) ⊂ B2r(γ(s)), and so
||µγ ||(Br(x)) ≤ ||µγ ||(B2r(γ(s))) = |{t ∈ [0, L]||γ(s)− γ(t)| ≤ 2r}|.
Because γ satifies (4.1),
|{t ∈ [0, L]||γ(s)− γ(t)| ≤ 2r}| ≤ |{t ∈ [0, L]|dL(s, t) < 2ǫ
−1
0 r}| ≤ 4ǫ
−1
0 r,
as desired. 
However, there is no reason for general curves, and in particular those we obtain
by Smirnov’s approximation, to satisfy such a condition uniformly. To achieve this
we will perform surgery on the original loop, cutting out pieces which satisfy a
variant of (4.1) so that the ball growth condition can be enforced. Our surgery
procedure is as follows.
Let γ be any piecewise C1 closed curve and for t, t′ ∈ [0, L] we define x = γ(t),
y = γ(t′). The cut operation C(γ, t, t′) takes γ, t, and t′ as input and produces
two new piecewise C1 closed curves γ′ ∈ C0,1([0, L + |y − x| − (t′ − t)],Rd) and
g ∈ C0,1([0, |y − x|+ (t′ − t)],Rd) so that
µγ = µγ′ + µg.
The curves γ′ and g are defined by the formulas
γ′(s) =


γ(s), s ≤ t
x+ (s− t)(y − x)|y − x|−1, t < s < t+ |y − x|
γ(s− |y − x|+ (t′ − t)), s > t+ |y − x|
and
g(s) =
{
γ(s+ t), s < t′ − t
y + (s− (t′ − t))(x − y)|x− y|−1, t′ − t < s < t′ − t+ |x− y|.
We call the two straight line segments introduced in the cut “bridges” and the
endpoints “corners”.
The idea of our approach is as follows. Given a C1 closed curve γ, there is
some small scale δ on which it is locally straight. On a scale larger than δ, it is
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possible this curve fails to be invertible. If this is the case, we cut out a piece of
length greater than or equal to δ which is minimal in the sense that invertibility
holds on this smaller piece. We call this step a Type I cut, which will select two
places to cut in order to produce a good piece of the curve g which is the sum of
two invertible pieces - a portion of the original γ and the bridge introduced. By
Lemma 4.2, the invertibility of these two pieces then implies this curve satisfies
an appropriate ball growth condition. We would like to continue in this way until
there are no more pieces which fail invertibility. A problem may arise, however,
as this procedure may introduce new discontinuities in the derivative at the end
of the bridges, which would destroy the initial minimal lengthscale, δ, as it could
introduce a lot of curvature, self-intersections, etc. We separately keep track of the
number of corners which happen in a small interval, and when this number reaches
a threshold we perform what we call a Type II cut, which cuts out a large number
of these which happen in a small place. In this way we go back and forth: If we
are below the threshold, we can continue in these Type I cut. If this condition
is violated, we perform a Type II cut to remove many of these corners. Then we
can return to Type I cuts until it is violated again, and so on until we finish. By
the construction, each Type I cuts out a quantity of at least δ(1 − ǫ), reducing
the length, and so there are a finite number of Type I cuts. Each Type I cut may
introduce two new corners, while each Type II cut removes many corners (with a
number we specify) while adding a small amount of length to the curve (less than
2δ). For these arguments it will be convenient to have a few lemmas that provide
ball growth estimates for curves - and not necessarily loops - that satisfy certain
conditions. In particular, let us first show the following lemma that for a general
curve one has a ball growth condition inherited from the curvature.
Lemma 4.3. Let γ ∈ C1([0, L];Rd) be a curve parametrized by arc length (but not
necessarily a closed loop) and satisfying the uniform continuity condition
|γ˙(t)− γ˙(t′)| ≤
1
3
.
for all t, t′ with |t− t′| ≤ δ.
Then µγ satisfies the ball growth condition
||µγ ||(Br(x)) ≤ 8⌈δ
−1L⌉r.
for all x ∈ Rd.
Proof. We begin by dividing γ into ⌈δ−1L⌉ pieces of size less than δ,
γ =
⌈δ−1L⌉⋃
i=1
γi.
For each γi we have
γi(t)− γi(t
′) =
ˆ t′
t
γ˙i(s) ds
=
ˆ t′
t
γ˙i(s)− γ˙i(t) ds+ (t
′ − t)γ˙(t),
which because |t− t′| ≤ δ, the continuity of γ˙, and |γ˙| ≡ 1 implies
|γi(t)− γi(t
′)| ≥
2
3
|t− t′|.
In particular, by Lemma 4.2 one has
||µγi ||(Br(x)) ≤ 8r.
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But then the decomposition implies
||µγ ||(Br(x)) ≤
⌈δ−1L⌉∑
i=1
||µγi ||(Br(x))
≤
⌈δ−1L⌉∑
i=1
8r
= 8⌈δ−1L⌉r,
as claimed. 
Next let us introduce a definition of a class of curves for which we can prove
quantitative ball growth estimates. These are piecewise C1 curves whose curvature
(measured only away from discontinuities in the derivative, the corners) is on a
scale larger than δ and who have at most ǫ−1 such discontinuities:
Definition 4.4 ((δ, ǫ)- curves). We say that a piecewise-C1 curve Γ with disconti-
nuities in the derivative (corners) {sj}
k
j=1 is a (δ, ǫ)-curve if the following conditions
hold:
• Uniform continuity of γ˙: For each j ∈ {1, . . . , k} and every t, t′ ∈
(sj , sj+1) with |t− t
′| ≤ δ,
|γ˙(t)− γ˙(t′)| ≤
1
3
.
• Spacing condition on corners: For each t, t′ with |t− t′| < ǫ−1δ
|γ(t)− γ(t′)| < δ
the interval (t, t′) contains at most ⌈ǫ−1⌉ of the {sj}
k
j=1.
This definition is relevant as we will iterate the Type I and Type II cuts until
we end up with a curve satisfying these hypothesis. When we do, the algorithm
terminates, for which it will be useful to have the following ball growth estimate
for this terminal piece.
Lemma 4.5. Let ǫ ∈ (0, 1). If γ is a piecewise-C1 curve which is a (δ, ǫ)-curve
and which satisfies
(4.2) |γ(s)− γ(t)| ≥ ǫdΓ(s, t)
for all s, t with dΓ(s, t) ≥ δ, then Γ satisfies the ball growth condition
||µΓ||(Br(x)) ≤ C⌈ǫ
−1⌉r.
Proof. Let x ∈ Rd and r > 0. If r > δ/2 and ||µγ ||(Br(x)) > 0, then there exists
s ∈ [0, L] such that γ(s) ∈ Br(x). Then Br(x) ⊂ B2r(γ(s)), and so
||µγ ||(Br(x)) ≤ ||µγ ||(B2r(γ(s))) = |{t ∈ [0, L]||γ(s)− γ(t)| ≤ 2r}|.
Because γ satisfies (4.2),
|{t ∈ [0, L]||γ(s)− γ(t)| ≤ 2r}| = |{t ∈ [0, L]||γ(s)− γ(t)| ≤ 2r, dΓ(s, t) < δ}|
+ |{t ∈ [0, L]||γ(s)− γ(t)| ≤ 2r, dΓ(s, t) ≥ δ}|
≤ 2δ + |{t ∈ [0, L]|dL(s, t) < 2ǫ
−1r}|
≤ 4r + 4ǫ−1r
≤ 8ǫ−1r.
If instead r < δ/2, we again find s ∈ [0, L] such that γ(s) ∈ Br(x). We next define
I := {t ∈ [0, L] : dΓ(s, t) < ǫ
−1δ}.
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We claim that if γ(t) ∈ B2r(γ(s)) then t ∈ I. Indeed, arguing by contradiction, if
t /∈ I then dΓ(s, t) ≥ ǫ
−1δ ≥ δ and therefore by the invertibility condition (4.2) we
have
|γ(s)− γ(t)| ≥ ǫdΓ(s, t) ≥ δ,
which says
γ(t) /∈ Bδ(γ(s))
and the result follows as r < δ/2 implies
B2r(γ(s)) ⊂ Bδ(γ(s)).
This says that the part of the curve in B2r(γ(s)) is a subset of the image of two
intervals of length at most ǫ−1δ. We denote these intervals I+, I−, to which we now
utilize the spacing condition on (δ, ǫ)-curves which ensure that for any t ∈ I+, t′ ∈
I− there are at most ⌈ǫ−1⌉ corners in each of the intervals (t, s), (s, t′). Thus we
may find two sets of times {τ+j }
K
j=1, {τ
−
j }
K
j=1 with K ≤ ⌈ǫ
−1⌉+ 1 and such that
I+ =
K⋃
j=1
[τ+j , τ
+
j+1] =:
K⋃
j=1
I+j
I− =
K⋃
j=1
[τ−j , τ
−
j+1] =:
K⋃
j=1
I+j
and γ|I+j
∈ C1(I+j ;R
d), γ|I−j
∈ C1(I−j ;R
d). Now using Lemma 4.3 we find
||µγ ||(B2r(x)) ≤ 16r

 K∑
j=1
(1 + δ−1(τ+j+1 − τ
+
j )) +
K∑
j=1
(1 + δ−1(τ−j+1 − τ
−
j ))


≤ 16r
(
(K + δ−1(ǫ−1δ)) + (K + δ−1(ǫ−1δ))
)
≤ 100⌈ǫ−1⌉r,
and we have shown it suffices to take C = 100. 
We are now ready to prove Lemma 4.1.
Proof of Lemma 4.1. Let γ ∈ C1([0, L];Rd). Since γ is uniformly continuous on
[0, L], there exists some δ > 0 such that for all s, s′ ∈ [0, L] with dγ(s, s
′) < δ,
|γ˙(s)− γ˙(s′)| ≤
1
3
.
In particular, γ is a (δ,∞)-curve.
We will iteratively construct a set {γj}
k
j=1 of closed curves formed by doing a
cut operation on the curve γ. We will argue that each of the curves γj satisfies
a ball growth condition by reducing to the cases of the Lemmas argued preceding
this proof. Let ǫ < 110 . If γ satisfies the conditions of Lemma 4.5 with this value of
ǫ, we are done. Otherwise since there are no corners on γ, there exist s, s′ ∈ [0, Lk]
with d(s, s′) ≥ δ and
|γ(s)− γ(s′)| ≤ ǫdγ(s, s
′).
In this case, set
τ = min{dγ(s, s
′) | s, s′ ∈ [0, Lk], dγ(s, s
′) ≥ δ and |γ(s)− γ(s′)| ≤ ǫdγ(s, s
′)},
and denote by t, t′ the values for which the minimum is attained. Then the curve
γ|[t,t′] satisfies the conditions of Lemma 4.5, by minimality of t, t
′, and we perform
a Type I cut C(γ, t, t′) of γ at the times (t, t′), producing a new curve γ′ and a loop
γ1 formed from the path γ|[t,t′]. The loop γ1 satisfies the ball growth condition with
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constant 4ǫ−1+1 ≤ 5ǫ−1 (4ǫ−1 for the curved portion of γ cut off, 1 for the straight
line segment added, and the sum because the ball growth condition is subadditive
for curves composed of several pieces), has length at least δ, and moreover at this
step we have added a length 2ℓ = 2|γ(t)− γ(t′)| ≤ 2ǫdγ(t, t
′).
We then label γ := γ′ and iterate. These Type I cuts will happen at least
⌈ǫ−1⌉/2 > 5 times before the spacing condition on the corners is violated (possibly
more). When there are enough corners, each time before performing a Type I cut
we check to see if the spacing condition on the corners is violated. If so, we stop
the Type I cuts and begin a Type II cut. In particular, by the violation of the
condition there exist t, t′ with |t− t′| < ǫ−1δ,
|γ(t)− γ(t′)| < δ
and so that the interval (t, t′) contains more than ⌈ǫ−1⌉(> 10) corners. In fact,
since this is the first time this condition has been violated, we know it contains no
more than ⌈ǫ−1⌉ + 2. We now perform a Type II cut C(γ, t, t′) and remove this
piece g as a γi and label the remainder of the curve γ
′. We claim that γi defined
in this way satisfies a ball growth condition. Indeed, following the argument of
Lemma 4.5 we find a set of times {τj}
K
j=1 with K ≤ ⌈ǫ
−1⌉+ 3 and so that
(t, t′) =
K⋃
j=1
[τj , τj+1] =:
K⋃
j=1
Ij
and γi|Ij ∈ C
1(Ij ;R
d). Then again Lemma 4.3 implies
||µγ ||(Br(x)) ≤ 16r
K∑
j=1
(1+δ−1(τj+1−τj)) ≤ 16r(⌈ǫ
−1⌉+3+δ−1(ǫ−1δ)) ≤ 48⌈ǫ−1⌉r,
so that with the additional line segment this piece satisfies the ball growth condition
with constant at most 48⌈ǫ−1⌉+1 ≤ 50⌈ǫ−1⌉. In this way ⌈ǫ−1⌉ corners are removed,
while possibly two are added to γ′, thus removing ⌈ǫ−1⌉− 2 > 8 corners. One then
asks whether the spacing on corners is violated and continues Type II cuts until it
is no longer violated, whereupon one resumes Type I cuts (each time checking to
see if the spacing on corners is violated).
In a Type II cut, we have added a length of at most δ to the cut piece γi and
a length of at most δ to γ := γ′. Let us see that the algorithm terminates in
finitely many steps. Denote by T1, T2 the number of Type I cuts and Type II cuts
respectively. As each Type I cut adds at most two corners and each Type II cut
removes ⌈ǫ−1⌉ − 2 corners, we have the relation
T2 ≤
2T1
⌈ǫ−1⌉ − 2
≤ 4T1ǫ.
Meanwhile, the fact that each Type II cut adds δ in length to the main curve and
each Type I cut removes at least (1− ǫ)δ in length we deduce that
T1 ≤
L+ δT2
(1 − ǫ)δ
.
Inserting the upper bound for T2 we find
T1 ≤
L
(1− ǫ)δ
+
4T1ǫ
(1− ǫ)
,
which says that (
1−
4ǫ
1− ǫ
)
T1 ≤
L
(1− ǫ)δ
.
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This implies that one has the bound
T1 ≤
2L
(1 − ǫ)δ
,
which in turn can be plugged into the inequality for T2 to obtain
T2 ≤
8Lǫ
(1 − ǫ)δ
.
The fact that these numbers are bounded implies that the algorithm terminates in
a finite number of steps, while when it does the final curve γ′ satisfies the conditions
of Lemma 4.5, and so it satisfies the ball growth condition with constant 100⌈ǫ−1⌉.
Thus we find {γi}
N
i=1 with ball growth constant at most the maximum of
Type I cuts 5ǫ−1,
Type II cuts 50⌈ǫ−1⌉,
Terminal Piece 100⌈ǫ−1⌉.
Turning to the total length of the curves obtained in the decomposition, we find
that with each Type I cut we add 2ǫ× the geodesic distance cut out. Therefore
Type I cuts add at most 2Lǫ. Meanwhile, Type II cuts add at most 2δ in length,
so we add at most 2δT2 from these cuts. Finally, the terminal loop does not add
any length. In summary, we find that we have added at most
Type I cuts 2Lǫ,
Type II cuts 18Lǫ,
Terminal Piece No additional length.
This completes the proof.

5. Proofs of the Main Results
We begin with the proof of Theorem 1.1.
Proof of the Theorem 1.1. First let us observe that it suffices to prove the inequality
for α ∈ (0, 1), since once the theorem has been proved for any given value of α > 0,
we may obtain the result for general α′ ∈ (0, d), by the semi-group property of the
Riesz potentials and O’Neil’s result concerning convolution in Lorentz spaces, i.e.
‖Iα′F‖Ld/(d−α′),1(Rd;Rd) = ‖Iα′−αIαF‖Ld/(d−α′),1(Rd;Rd)
≤ C ‖IαF‖Ld/(d−α),1(Rd;Rd) .
We therefore proceed to treat the case α ∈ (0, 1). Next, we claim it is sufficient
to prove the inequality ∥∥∥IαγH1|Γ
∥∥∥
Ld/(d−α),1(Rd;Rd)
≤ C|Γ|(5.1)
for every piecewise C1 closed curve Γ ⊂ Rd with ball growth constant
||µγ ||(Br(x)) ≤ C4r.
Indeed, supposing we have established (5.1) for such curves, we let Γi,l by a
sequence of C1 closed curves parameterized by arclength, γi,l ∈ C
1([0, Li,l];R
d),
l ≤ Li,l ≤ 2l, such that
ˆ
Rd
Φ · dF = lim
l→∞
1
Nl · l
Nl∑
i=1
ˆ
Rd
Φ · γ˙i,lH|Γi,l
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with
lim
l→∞
1
Nl · l
Nl∑
i=1
|Γi,l| = ‖F‖Mb(Rd;Rd).
An application of Lemma 4.1 with ǫ = 1100 to each Γi,l yields a decomposition
of Γi,l into piecewise C
1 loops Γi,l,j whose measures µγi,j,l satisfy the ball growth
condition with uniform constant C4 = 10
4, and such that
N∑
j=1
|Γi,l,j | ≤ 2|Γi,l|.
For fixed l and i, this decomposition and an application of the inequality (5.1)
yields
∥∥∥Iαγ˙i,lH1|Γi,l
∥∥∥
Ld/(d−α),1(Rd;Rd)
≤
N∑
j=1
∥∥∥Iαγ˙i,l,jH1|Γi,l,j
∥∥∥
Ld/(d−α),1(Rd;Rd)
≤
N∑
j=1
C|Γi,l,j |
≤ 2C|Γi,l|
Therefore, for Φ ∈ Cc(R
d;Rd), ‖Φ‖Ld/α,∞(Rd;Rd) ≤ 1, we have by Fubini’s the-
orem, Ho¨lder’s inequality in the Lorentz spaces, and the preceding estimate the
chain of inequalities
ˆ
Rd
IαF · Φ dx = lim
l→∞
1
Nl · l
Nl∑
i=1
ˆ
Rd
Φ · Iαγ˙i,lH|Γi,l
≤ lim inf
l→∞
1
Nl · l
Nl∑
i=1
∥∥∥Iαγ˙i,lH1|Γi,l
∥∥∥
Ld/(d−α),1(Rd;Rd)
≤ lim inf
l→∞
1
Nl · l
Nl∑
i=1
2C|Γi,l|
However, now the convergence of norms
lim
l→∞
1
Nl · l
Nl∑
i=1
|Γi,l| = ‖F‖Mb(Rd;Rd)
implies
ˆ
Rd
IαF · Φ dx ≤ 2C‖F‖Mb(Rd;Rd),
so that by the Hahn-Banach theorem the result follows by taking the supremum
over such Φ (which utilizes the fact that Ld/(d−α),1(Rd;Rd) is a Banach space).
Therefore we proceed to prove the inequality (5.1), and without loss of generality
we assume |Γ| = 1 (by dilation of Γ). Let us prove the estimate for the equivalent4
4This equivalence follows from a version of Hardy’s inequality in one dimension, see e.g. [12,
Section 2] for a proof of this fact.
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norm∣∣∣∣∣∣∣∣∣Iαγ˙H1|Γ
∣∣∣∣∣∣∣∣∣
Ld/(d−α),1(Rd;Rd)
=
ˆ ∞
0
|{|Iαγ˙H
1
|Γ
| > s}|(d−α)/d ds
=
ˆ 1
0
|{|Iαγ˙H
1
|Γ
| > s}|(d−α)/d ds+
ˆ ∞
1
|{|Iαγ˙H
1
|Γ
| > s}|(d−α)/d ds
=: I + II.
For I we use the lower level set estimate from Lemma 1.4 (which requires α ∈ (0, 1)),
Young’s inequality, and the fact that{
sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣+ sup
t>0
t1/2|∇pt| ∗ ||S|| >
s
C1
}
⊂ {sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣ > s
2C1
} ∪ {sup
t>0
t1/2|∇pt| ∗ ||S|| >
s
2C1
}
to obtain
I ≤
ˆ 1
0
(∣∣∣∣
{
sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣ > s
2C1
}∣∣∣∣+
∣∣∣∣
{
sup
t>0
t1/2|∇pt| ∗ ||S|| >
s
2C1
}∣∣∣∣
)(d−α)/d
ds.
Next, the weak-type estimate for the maximal functions
ν 7→ M1(ν) := sup
t>0
|pt ∗ ν|,
ν 7→ M2(ν) := sup
t>0
t1/2|∇pt| ∗ ||S||,
which follows from the weak-type estimate for the Hardy-Littlewood maximal func-
tion and the upper bound given by [24, Theorem 2 on p. 62], implies
I ≤
ˆ 1
0
(
2C′1
s
|Γ|+
2C′′1
s
||S||(Rd)
)(d−α)/d
ds
Finally, the general isoperimetric inequality ||S||(Rd)1/2 ≤ c|Γ| from [8, 4.2.10 on
p. 408] and the fact that |Γ| = 1 yields
I ≤
ˆ 1
0
(
2C′1
s
+
2c2C′′1
s
)(d−α)/d
ds
=: C5 < +∞.
since (d− α)/d < 1.
For II we use Lemma 1.5 and the fact that Γ satisfies the ball growth condition
with constant C4 = 10
4 to obtain
|Iαγ˙H
1
|Γ
| ≤ C2 sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣1− αd−1 C αd−13
This upper bound implies
II ≤
ˆ ∞
1
|{C2 sup
t>0
∣∣∣pt ∗ γ˙H1|Γ
∣∣∣1− αd−1 C αd−13 > s}|(d−α)/d ds,
so that again by the weak-type estimate for the maximal function M1 we deduce
the upper bound
II ≤
ˆ ∞
1
(
C′2
s(d−1)/(d−1−α)
|Γ|
)(d−α)/d
ds
=
ˆ ∞
1
(
C′2
s(d−1)/(d−1−α)
)(d−α)/d
ds
=: C6 < +∞
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since
d− 1
d− 1− α
×
d− α
d
> 1.
Thus we have proved that for a curve of length 1 one has the estimate
‖Iαγ˙H
1
|Γ
‖Ld/(d−α),1(Rd;Rd) ≤ C5 + C6.
The result for general curves follows by dilation. Thus we have completed the proof
of the claim (5.1) and therefore the theorem is demonstrated. 
We next prove Theorem 1.2.
Proof of Theorem 1.2. It is a simple calculation to show that
Z = curl(−∆)−1F
satisfies the equations and so it only remains to prove the estimate. However, if we
denote by Ri the ith Riesz transform
Rif(x) :=
∂
∂xi
I1f
then we may express
Z = 〈R2(I1F3)−R3(I1F2), R3(I1F1)−R1(I1F3), R1(I1F2)−R2(I1F1)〉.
In particular, as the boundedness of Ri : L
p(R3)→ Lp(R3) for 1 < p < +∞ implies,
by interpolation, its boundedness on the Lorentz spaces Lp,q(R3) for 1 < p < +∞
and 1 ≤ q ≤ +∞, we obtain
‖Z‖L3/2,1(R3;R3) ≤ C‖I1F‖L3/2,1(R3;R3),
which combined with Theorem 1.1 completes the proof of the Lorentz scale inequal-
ity. The fact that one has
Z(x)
|x− y|
∈ L1(R3;R3)
for every y ∈ R3 then follows by Ho¨lder’s inequality on the Lorentz scale, as Z ∈
L3/2,1(R3;R3) and |x−y|−1 ∈ L3,∞(R3), see e.g. [14, Theorem 3.5] for a statement
and [12, Section 2] for a proof. 
We conclude this section with a proof of Theorem 1.3.
Proof of Theorem 1.3. As the solution of the vector Poisson equation is given by
U = I2F,
the inequality
‖U‖Ld/(d−2),1(Rd;Rd) ≤ C‖F‖L1(Rd;Rd)
follows immediately from Theorem 1.3. Meanwhile, similar to the proof of Theorem
1.2 we may express the gradient of U as the vector Riesz transform of the vector-field
F ,
∇U = RI1F,
where I1 denotes the Riesz potential in all of R
d. Therefore
‖∇U‖Ld/(d−1),1(Rd;Rd×d) ≤ C‖I1F‖Ld/(d−1),1(Rd;Rd)
≤ C′‖F‖L1(Rd;Rd).

FRACTIONAL INTEGRATION AND OPTIMAL ESTIMATES FOR ELLIPTIC SYSTEMS 21
Acknowledgements
The impetus for this paper was a question asked by Haim Brezis after a lec-
ture given by the second named author at Rutgers University. The second named
author would like to warmly thank Haim Brezis and Rutgers University for the
invitation and hospitality, while both authors would like to thank Haim Brezis for
his wonderful question which led to the mathematics we were able to explore here.
Additionally, the authors would like to thank Ulrich Menne for discussions regard-
ing minimal surfaces and maximal functions, as well as Jean Van Schaftingen and
Jesse Goodman for discussions regarding Smirnov’s approximation. Needless to say
the remaining shortcomings are our own.
References
[1] D. R. Adams, A note on Riesz potentials, Duke Math. J. 42 (1975), no. 4, 765–778. MR458158
↑7
[2] A. Alvino, Sulla diseguaglianza di Sobolev in spazi di Lorentz, Boll. Un. Mat. Ital. A (5) 14
(1977), no. 1, 148–156. ↑4
[3] R. Ayoush, D. Stolyarov, and M. Wojciechowski, Martingale approach to Sobolev embedding
theorems, arXiv:1811.08137. ↑2
[4] J. Bourgain and H. Brezis, New estimates for the Laplacian, the div-curl, and related Hodge
systems, C. R. Math. Acad. Sci. Paris 338 (2004), no. 7, 539–543. ↑1, 5
[5] , New estimates for elliptic equations and Hodge type systems, J. Eur. Math. Soc.
(JEMS) 9 (2007), no. 2, 277–315. ↑1, 3, 4, 5, 6
[6] J. Bourgain, H. Brezis, and P. Mironescu, H1/2 maps with values into the circle: minimal
connections, lifting, and the Ginzburg-Landau equation, Publ. Math. Inst. Hautes E´tudes Sci.
99 (2004), 1–115. ↑1, 3
[7] J. R. Dorronsoro, Differentiability properties of functions with bounded variation, Indiana
Univ. Math. J. 38 (1989), no. 4, 1027–1045, DOI 10.1512/iumj.1989.38.38047. MR1029687
↑4
[8] H. Federer, Geometric measure theory, Die Grundlehren der mathematischen Wissenschaften,
Band 153, Springer-Verlag New York Inc., New York, 1969. MR0257325 ↑9, 19
[9] E. Gagliardo, Proprieta` di alcune classi di funzioni in piu` variabili, Ricerche Mat. 7 (1958),
102–137. ↑4
[10] G. H. Hardy and J. E. Littlewood, Some properties of fractional integrals. I, Math. Z. 27
(1928), no. 1, 565–606, DOI 10.1007/BF01171116. MR1544927 ↑1
[11] S. Krantz, M. Peloso, and D. Spector, Some remarks on L1 embeddings in the subelliptic
setting, arXiv:1906.01896. ↑6
[12] A´. D. Mart´ınez and D. Spector, An improvement to the John-Nirenberg inequality for func-
tions in critical Sobolev spaces, arXiv:2007.04576. ↑18, 20
[13] L. Nirenberg, On elliptic partial differential equations, Ann. Scuola Norm. Sup. Pisa (3) 13
(1959), 115–162. ↑4
[14] R. O’Neil, Convolution operators and L(p, q) spaces, Duke Math. J. 30 (1963), 129–142.
MR146673 ↑20
[15] F. Riesz, Sur Une Inegalite Integarale, J. London Math. Soc. 5 (1930), no. 3, 162–168, DOI
10.1112/jlms/s1-5.3.162. MR1574064 ↑1
[16] M. Roginskaya and M. Wojciechowski, Singularity of vector valued measures in terms of
Fourier transform, J. Fourier Anal. Appl. 12 (2006), no. 2, 213–223, DOI 10.1007/s00041-
005-5030-9. MR2224396 ↑3, 4
[17] A. Schikorra, D. Spector, and J. Van Schaftingen, An L1-type estimate for Riesz potentials,
Rev. Mat. Iberoam. 33 (2017), no. 1, 291–303, DOI 10.4171/RMI/937. MR3615452 ↑1, 3
[18] S. K. Smirnov, Decomposition of solenoidal vector charges into elementary solenoids, and
the structure of normal one-dimensional flows, Algebra i Analiz 5 (1993), no. 4, 206–238
(Russian, with Russian summary); English transl., St. Petersburg Math. J. 5 (1994), no. 4,
841–867. MR1246427 ↑3, 6, 8
[19] S. L. Sobolev, On a theorem of functional analysis, Mat. Sb. 4 (1938), no. 46, 471-497
(Russian); English transl., Transl. Amer. Math. Soc. 34, 39-68. ↑1
[20] D. Spector, New directions in harmonic analysis on L1, Nonlinear Anal. 192 (2020), 111685,
20, DOI 10.1016/j.na.2019.111685. MR4034690 ↑1
[21] , An optimal Sobolev embedding for L1, J. Funct. Anal. 279 (2020), no. 3, 108559,
DOI 10.1016/j.jfa.2020.108559. MR4093790 ↑1, 3, 5, 6
22 F. HERNANDEZ AND D. SPECTOR
[22] , A noninequality for the fractional gradient, Port. Math. 76 (2019), no. 2, 153–168,
DOI 10.4171/pm/2031. MR4065096 ↑6
[23] D. Spector and J. Van Schaftingen, Optimal embeddings into Lorentz spaces for some vector
differential operators via Gagliardo’s lemma, Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl.
30 (2019), no. 3, 413–436, DOI 10.4171/RLM/854. MR4002205 ↑3, 4
[24] E. M. Stein, Singular integrals and differentiability properties of functions, Princeton Math-
ematical Series, No. 30, Princeton University Press, Princeton, N.J., 1970. ↑1, 19
[25] M. J. Strauss, Variations of Korn’s and Sobolev’s equalities, Partial differential equations
(Univ. California, Berkeley, Calif., 1971), Proc. Sympos. Pure Math., vol. XXIII, Amer. Math.
Soc., Providence, R.I., 1973, pp. 207–214. ↑4
[26] E. M. Stein and G. Weiss, On the theory of harmonic functions of several variables. I. The
theory of Hp-spaces, Acta Math. 103 (1960), 25–62. ↑2
[27] J. Van Schaftingen, A simple proof of an inequality of Bourgain, Brezis and Mironescu, C. R.
Math. Acad. Sci. Paris 338 (2004), no. 1, 23–26, DOI 10.1016/j.crma.2003.10.036 (English,
with English and French summaries). MR2038078 ↑1, 5
[28] , Estimates for L1 vector fields under higher-order differential conditions, J. Eur.
Math. Soc. (JEMS) 10 (2008), no. 4, 867–882, DOI 10.4171/JEMS/133. MR2443922 ↑1
[29] , Limiting fractional and Lorentz space estimates of differential forms, Proc. Amer.
Math. Soc. 138 (2010), no. 1, 235–240, DOI 10.1090/S0002-9939-09-10005-9. ↑1, 3
[30] , Limiting Sobolev inequalities for vector fields and canceling linear differential op-
erators, J. Eur. Math. Soc. (JEMS) 15 (2013), no. 3, 877–921, DOI 10.4171/JEMS/380.
MR3085095 ↑1, 2, 3, 4
[31] , Limiting Bourgain-Brezis estimates for systems of linear differential equations:
theme and variations, J. Fixed Point Theory Appl. 15 (2014), no. 2, 273–297, DOI
10.1007/s11784-014-0177-0. ↑1, 3
(F. Hernandez) Department of Mathematics, Building 380, Stanford, California 94305
E-mail address: felipehernandezbarroso@gmail.com
(D. Spector) Okinawa Institute of Science and Technology Graduate University, Non-
linear Analysis Unit, 1919–1 Tancha, Onna-son, Kunigami-gun, Okinawa, Japan
E-mail address: daniel.spector@oist.jp
