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Abstract 
SLEt<; is a random growth process based on Loewner's equation with driv-
ing parameter a one-dimensional Brownian motion running with speed K,. This 
process is intimately connected with scaling limits of percolation clusters and 
with the outer boundary of Brownian motion, and is conjectured to correspond 
to scaling limits of several other discrete processes in two dimensions. 
The present paper attempts a first systematic study of SLE. It is proved 
that for all K, -I- 8 the SLE trace is a path; for K, E [0,4] it is a simple path; for 
K, E (4,8) it is a self-intersecting path; and for K, > 8 it is space-filling. 
It is also shown that the Hausdorff dimension of the SLEt<; trace is almost 
surely (a.s.) at most 1 + K,/8 and that the expected number of disks of size E 
needed to cover it inside a bounded set is at least E-(1+t<;/8)+o(1) for K, E [0,8) 
along some sequence E '\. O. Similarly, for K, 2': 4, the Hausdorff dimension of 
the outer boundary of the SLEt<; hull is a.s. at most 1 + 2/ K" and the expected 
number of disks of radius E needed to cover it is at least E-(1+2/t<;)+o(1) for a 
sequence E '\. o. 
1. Introduction 
Stochastic Loewner Evolution (SLE) is a random process of growth of a 
set K t . The evolution of the set over time is described through the normal-
ized conformal map gt = gt(z) from the complement of Kt . The map gt is 
the solution of Loewner's differential equation with driving parameter a one-
dimensional Brownian motion. SLE, or SLEt<;, has one parameter K, 2': 0, which 
is the speed of the Brownian motion. A more complete definition appears in 
Section 2 below. 
The SLE process was introduced in [SchOO]. There, it was shown that 
under the assumption of the existence and conformal invariance of the scaling 
limit of loop-erased random walk, the scaling limit is SLE2 . (See Figure 9.1.) 
It was also stated there without proof that SLE6 is the scaling limit of the 
*Partially supported by NSF Grants DMS-0201435 and DMS-024440S. 
990
884 STEFFEN ROHDE AND ODED SCHRAMM 
Figure 1.1: The boundary of a percolation cluster in the upper half plane, with 
appropriate boundary conditions. It converges to the chordal SLE6 trace. 
boundaries of critical percolation clusters, assuming their conformal invariance. 
Smirnov [SmiOl] has recently proved the conformal invariance conjecture for 
critical percolation on the triangular grid and the claim that SLE6 describes 
the limit. (See Figure 1.1.) With the proper setup, the outer boundary of SLE6 
is the same as the outer boundary of planar Brownian motion [LSW03] (see 
also [WerOl]). SLE8 has been conjectured [SchOO] to be the scaling limit of the 
uniform spanning tree Peano curve (see Figure 9.2), and there are various fur-
ther conjectures for other parameters. Most of these conjectures are described 
in Section 9 below. Also related is the work of Carleson and Makarov [CMOl], 
which studies growth processes motivated by DLA via Loewner's equation. 
SLE is amenable to computations. In [SchOO] a few properties of SLE 
have been derived; in particular, the winding number variance. In the series of 
papers [LSWOla], [LSWOlb], [LSW02]' a number of other properties of SLE 
have been studied. The goal there was not to investigate SLE for its own sake, 
but rather to use SLE6 as a means for the determination of the Brownian 
motion intersection exponents. 
As the title suggests, the goal of the present paper is to study the funda-
mental properties of SLE. There are two main variants of SLE, chordal and 
radial. For simplicity, we concentrate on chordal SLE; however, all the main 
results of the paper carryover to radial SLE as well. In chordal SLE, the set 
K t , t 2': 0, called the SLE hull, is a subset of the closed upper half plane 1HI 
and gt : 1HI \ K t ---+ 1HI is the conformal uniformizing map, suitably normalized 
at infinity. 
We show that with the possible exception of /'i, = 8, a.s. there is a (unique) 
continuous path , : [0, 00) ---+ 1HI such that for each t > 0 the set K t is the 
union of ,[0, t] and the bounded connected components of 1HI \ ,[0, t]. The path 
, is called the SLE trace. It is shown that limt-HXl !r(t) I = 00 a.s. We also 
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describe two phase transitions for the SLE process. In the range K, E [0,4], a.s. 
K t = ,[a, t] for every t 2 a and, is a simple path. For K, E (4,8) the path 
, is not a simple path and for every z E 1HI a.s. z tf:- ,[0,(0) but z E Ut>o K t . 
Finally, for K, > 8 we have 1HI = ,[0,(0) a.s. The reader may wish to examine 
Figures 9.1, 1.1 and 9.2, to get an idea of what the SLE/i; trace looks like for 
K, = 2, 6 and 8, respectively. 
We also discuss the expected number of disks needed to cover the SLE/i; 
trace and the outer boundary of K t . It is proved that the Hausdorff dimension 
of the trace is a.s. at most 1 + K,/8, and that the Hausdorff dimension of the 
outer boundary aKt is a.s. at most 1 + 2/ K, if K, 2 4. For K, E [0,8), we also 
show that the expected number of disks of size c needed to cover the trace 
inside a bounded set is at least c-(1+/i;/8)+o(1) along some sequence c '\. O. 
Similarly, for K, 2 4, the expected number of disks of radius c needed to cover 
the outer boundary is at least c-(1+2//i;)+o(1) for a sequence of c '\. o. Richard 
Kenyon has earlier made the conjecture that the Hausdorff dimension of the 
outer boundary is a.s. 1 + 2/ K,. These results offer strong support for this 
conjecture. 
It is interesting to compare our results to recent results for the deter-
ministic Loewner evolution, i.e., the solutions to the Loewner equation with 
a deterministic driving function ((t). In [MR] it is shown that if ( is Holder 
continuous with exponent 1/2 and small norm, then K t is a simple path. On 
the other hand, there is a function e, Holder continuous with exponent 1/2 
and having large norm, such that K t is not even locally connected, and there-
fore there is no continuous path, generating K t . In this example, K t spirals 
infinitely often around a disk D, accumulating on aD, and then spirals out 
again. It is easy to see that the disk D can be replaced by any compact con-
nected subset of 1HI. Notice that according to the law of the iterated logarithm, 
a.s. Brownian motion is not Holder continuous with exponent 1/2. Therefore, 
it seems unlikely that the results of the present paper can be obtained from 
deterministic results. 
Our results are based on the computation and estimates of the distribution 
of 19~(z)1 where z E 1HI. Note that in [LSWOlb] the derivatives 9~(X) are studied 
for x E R 
The organization of the paper is as follows. Section 2 introduces the basic 
definitions and some fundamental properties. The goal of Section 3 is to obtain 
estimates for quantities related to E[19~(z)laJ, for various constants a (another 
result of this nature is Lemma 6.3), and to derive some resulting continuity 
properties of 9;:1. Section 4 proves a general criterion for the existence of a 
continuous trace, which does not involve randomness. The proof that the SLE/i; 
trace is continuous for K, i- 8 is then completed in Section 5. There, it is also 
proved that 9;:1 is a.s. Holder continuous when K, i- 4. Section 6 discusses the 
two phase transitions K, = 4 and K, = 8 for SLE/i;. Besides some quantitative 
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properties, it is shown there that the trace is a.s. a simple path if and only if 
'" E [0,4], and that the trace is space-filling for", > 8. The trace is proved to 
be transient when", 0; 8 in Section 7. Estimates for the dimensions of the trace 
and the boundary of the hull are established in Section 8. Finally, a collection 
of open problems is presented in Section 9. 
Update. Since the completion and distribution of the first version of this 
paper, there has been some further progress. In [LSW] it was proven that 
the scaling limit of loop-erased random walk is SLE2 and the scaling limit of 
the UST Peano path is SLEs. As a corollary of the convergence of the UST 
Peano path to SLEs , it was also established there that SLEs is generated by a 
continuous transient path, thus answering some of the issues left open in the 
current paper. However, it is quite natural to ask for a more direct analytic 
proof of these properties of SLEs. 
Recently, Vincent Beffara [Be~ has announced a proof that the Hausdorff 
dimension of the SLEII; trace is 1 + ",/8 when 4 0; '" ::; 8. 
The paper [SS] proves the convergence of the harmonic explorer to SLE4 . 
2. Definitions and background 
2.1. Chordal SLE. Let B t be Brownian motion on JR, started from Bo = O. 
For '" ~ 0 let ~(t) := yl"fiBt and for each Z E 1HI \ {O} let 9t(Z) be the solution 
of the ordinary differential equation 
(2.1) 90(Z) = z. 
The solution exists as long as 9t(Z) - ~(t) is bounded away from zero. We 
denote by T(Z) the first time T such that 0 is a limit point of 9t(Z) - ~(t) as 
t / T. Set 
H t := {z E 1HI: T(Z) > t}, K t := {z E 1HI: T(Z)::; t}. 
It is immediate to verify that K t is compact and H t is open for all t. The 
parametrized collection of maps (9t : t ~ 0) is called chordal SLEII;' The sets 
K t are the hulls of the SLE. It is easy to verify that for every t ~ 0 the map 
9t : Ht ----+ 1HI is a conformal homeomorphism and that H t is the unbounded 
component of 1HI \ K t . The inverse of 9t is obtained by flowing backwards from 
any point w E 1HI according to the equation (2.1). (That is, the fact that 9t is 
invertible is a particular case of a general result on solutions of ODE's.) One 
only needs to note that in this backward flow, the imaginary part increases, 
hence the point cannot hit the singularity. It also cannot escape to infinity in 
finite time. The fact that 9t(Z) is analytic in Z is clear, since the right-hand 
side of (2.1) is analytic in 9t(Z). 
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The map gt satisfies the so-called hydrodynamic normalization at infinity: 
(2.2) lim gt (z) - Z = 0 . 
z---+oo 
Note that this uniquely determines gt among conformal maps from H t onto 1HI. 
In fact, (2.1) implies that gt has the power series expansion 
2t (2.3) gt(z) = Z + - + ... , Z ----+ 00. 
Z 
The fact that gt i- gt' when t' > t implies that K t, i- K t . The relation K t, ::J K t 
is clear. 
Two important properties of chordal SLE are scale-invariance and a sort 
of stationarity. These are summarized in the following proposition. (A similar 
statement appeared in [LSW01a].) 
PROPOSITION 2.1. (i) SLEI< is scale-invariant in the following sense. Let 
K t be the hull of SLEI<' and let a > O. Then the process t f----+ a-1/ 2 Kat has the 
same law as t f----+ K t . The process (t, z) f----+ a-1/ 2 gat ( y'az) has the same law as 
the process (t, z) f----+ gt(z). 
(ii) Let to > O. Then the map (t, z) f----+ jit(z) := gHto o g;;; 1 (z+~(to)) -~(to) 
has the same law as (t, z) f----+ gt(z); moreover, (jit)t>o is independent from 
(gt)o<t<to ' 
The scaling property easily follows from the scaling property of Brown-
ian motion, and the second property follows from the Markov property and 
translation invariance of Brownian motion. One just needs to write down the 
expression for atiit. We leave the details as an exercise to the reader. 
The following notations will be used throughout the paper. 
+ -1 Jt := gt , 
The trace, of SLE is defined by 
,(t) := lim It(z) , 
z---+o 
where z tends to 0 within 1HI. If the limit does not exist, let ,(t) denote the set 
of all limit points. We say that the SLE trace is a continuous path if the limit 
exists for every t and ,(t) is a continuous function of t. 
2.2. Radial SLE. Another version of SLEI< is called radial SLEI<' It 
is similar to chordal SLE but appropriate for the situation where there is a 
distinguished point in the interior of the domain. Radial SLEI< is defined as 
follows. Let B(t) be Brownian motion on the unit circle aU, started from a 
uniform-random point B(O), and set ~(t) := B(K,t). The conformal maps gt 
are defined as the solution of 
gt(z) + ~(t) 
atgt(z) = -gt(z) gt(z) _ ~(t) , go(z) = z, 
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for Z E 1[J. The sets K t and H t are defined as for chordal SLE. Note that the 
scaling property 2.1.(i) fails for radial SLE. Mainly due to this reason, chordal 
SLE is easier to work with. However, appropriately stated, all the main re-
sults of this paper are valid also for radial SLE. This follows from [LSWOl b, 
Prop. 4.2], which says in a precise way that chordal and radial SLE are equiv-
alent. 
2.3. Local martingales and martingales. The purpose of this subsection is 
to present a slightly technical lemma giving a sufficient condition for a local 
martingale to be a martingale. Although we have not been able to find an 
appropriate reference, the lemma must be known (and is rather obvious to the 
experts). 
See, for example, [RY99 , §IV.l] for a discussion of the distinction between 
a local martingale and a martingale. 
While the stochastic calculus needed for the rest of the paper is not much 
more than familiarity with Ito's formula, this subsection does assume a bit 
more. 
LEMMA 2.2. Let B t be stardard one dimensional Brownian motion, and 
let at be a progressive real valued locally bounded process. Suppose that X t 
satisfies 
X t = it asdBs , 
and that for every t > a there is a finite constant c( t) such that 
(2.4) a; ::; c(t)X; + c(t) 
for all s E [0, t] a.s. Then X is a martingale. 
Proof We know that X is a local martingale. Let M > a be large, 
and let T := inf{t : JXtJ 2:: M}. Then yt := Xt/\T is a martingale (where 
t 1\ T = min{t, T}). Let f(t) := E[Y?J. Ito's formula then gives 
t' 
f(t') = E [i a; ls<T dS] . 
Our assumption a; ::; c(t)X; + c(t) therefore implies that for t' E [0, t] 
(2.5) f(t') ::; c(t) t' + c(t) itl f(s) ds. 
This implies f(s) < exp(2c(t)s) for all s E [O,t], since (2.5) shows that t' 
cannot be the least s E [O,t] where f(s) 2:: exp(2c(t)s). Thus, 
E [(X, X)t/\T J = E [(Y, Y)tJ = E [~2J = f(t) < exp(2 c(t) t) . 
Taking M ----7 00, we get by monotone convergence E [(X, X)tJ ::; exp(2 c(t) t) 
< 00. Thus X is a martingale (for example, by [RY99 , IV. 1.25]). D 
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3. Derivative expectation 
In this section, gt is the SLEt;; flow; that is, the solution of (2.1) where 
~(t) := B(K,t), and B is standard Brownian motion on lR starting from o. Our 
only assumption on K, is K, > O. The goal of the section is to derive bounds on 
quantities related to E [Ig~ (z W]. Another result of this nature is Lemma 6.3, 
which is deferred to a later section. 
3.1. Basic derivative expectation. We will need estimates for the mo-
ments of 11;1. In this subsection, we will describe a change of time and obtain 
derivative estimates for the changed time. 
For convenience, we take B to be two-sided Brownian motion. The equa-
tion (2.1) can also be solved for negative t, and gt is a conformal map from 
1HI into a subset of 1HI when t < O. Notice that the scale invariance (Proposi-
tion 2.1.(i)) also holds for t < o. 
LEMMA 3.1. For all fixed t E lR the map z f--t g-t (z) has the same distri-
bution as the map z f--t it(z) - ~(t). 
Proof Fix tl E lR, and let 
(3.1) 
Then ~h : lR --t lR has the same law as ~ : lR --t R Let 
fft(z) :=9h+togt;:1(z+e(td) -e(tl), 
and note that ffo(z) = z and ff-t, (z) = it, (z) - e(tl). Since 
8 A 2 2 
tgt = fft + ~(td - ~(t + tl) fft - edt) , 
the lemma follows from (2.1). D 
Note that (2.1) implies that Im(gt(z)) is monotone decreasing in t for 
every z E 1HI. For z E 1HI and u E lR set 
(3.2) 
We claim that for all z E 1HI a.s. Tu i- ±oo. By (2.1), 
18tgt(z)1 = 2Igt(z) - ~(t)l-l. 
Setting ~(t) := sup{I~(s)1 : s E [O,tn, the above implies that Igt(z)1 :::; Izl + 
~(t) + 20 for t < T(Z), since 8t lgt (z)1 :::; 2/(lgt(z)1 - ~(t)) whenever Igt(z)1 > 
~(t). Setting Yt := Imgt(z), we get from (2.1), 
-8dog Yt ~ 2 (Izl + 2 ~(t) + 20)-2 . 
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The law of iterated logarithms implies that the right-hand side is not integrable 
over [0,(0) nor over (-00,0]. Thus, ITul < 00 a.s. 
We will need the formula 
(3.3) 
1 '( )1 (azEh9t(Z)) ( '( )-1 2 ) at log gt Z = Re gi(z) = Re gt z az gt(z) _ ~(t) 
= -2Re( (gt(z) - ~(t)r2) . 
Set u = u(z, t) := log Imgt(z). Observe that (2.1) gives 
(3.4) 
and (3.3) gives 
(3.5) 
Fix some z = x + if) E H. For every u E JR, let 
and 
x(u) := Re(z(u)), y(u) := Im(z(u)) = exp(u). 
THEOREM 3.2. Let z = x + if) E H as above. Assume that f) =I- 1, and set 
v := -sign(1ogf)). Let b E R Define a and oX by 




Before we give the short proof of the theorem, a few remarks may be 
of help to motivate the formulation and the proof. Our goal was to find an 
expression for E[lg~o(z)(z)la]. It turns out to be more convenient to consider 
The obvious strategy is to find a differential equation which F must satisfy and 
search for a solution. The first part is not too difficult, and proceeds as follows. 
Let Fu denote the (J" - field generated by (~( t) : (t - Tu) v 2: 0). Note that the 
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strong Markov property for ~ and the chain rule imply that for u between 0 
and it := log y, 
(3.8) 
Hence, the right-hand side is a martingale. Observe that 
2 x dt d _ - 2 y dt 4 y2 dt (3.9) dx = 2 2 - d~, y - 2 + 2' dlog'ljJ = (2 2)2 . X +y x y x +y 
(The latter easily follows from (3.3) and (3.4).) We assume for now that F is 
smooth. Ito's formula may then be calculated for the right-hand side of (3.8). 




(The -v factor comes from the fact that t is monotone decreasing with respect 
to the filtration Fu if and only if v = 1.) Guessing a solution for the equation 
AG = 0 is not too difficult (after changing to coordinates where scale invariance 
is more apparent). It is easy to verify that 
F(x + iy) = Fb,>..(X + iy) := (1 + (x/y)2) by>", 
satisfies AF = O. Unfortunately, F does not satisfy the boundary values F = 1 
for y = 1, which hold for F. Consequently, the theorem gives a formula for F, 
rather than for F. (Remark 3.4 concerns the problem of determining F.) 
Assuming that F is C 2 , the above derivation does apply to F, and shows that 
AF = O. However, we have not found a clean reference to the fact that FE C 2 . 
Fortunately, the proof below does not need to assume this. 
Let 
Proof of Theorem 3.2. Note that by (3.4) 
du = -2Izl-2 dt. 
Then B is a local martingale and 
d(B) = -2Izl-2 dt = duo 
Consequently, B(u) IS Brownian motion (with respect to u). Set Mu .-
'ljJ(u)a F(z(u)). Ito's formula gives 
bx ;n- bx A dMu = - 2M 2 2 d~ = V 2 K, M dB. 
x +y Jx2 +y2 
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Thus M is a local martingale. In fact, Lemma 2.2 then tells us that M is a 
martingale. Consequently, we have 
(3.11) 
and the theorem clearly follows. D 
In Section 8 we will estimate the expected number of disks needed to 
cover the boundary of K t . To do this, we need the following lower bound on 
the expectation of the derivative. 
LEMMA 3.3. Let", > 0 and b < ('" + 4)/(4",), and define a and.x by (3.6) 
with 1/ = 1. Then there is a constant c = c( "', b) > 0 such that 
E[Ij{(2W 1rm(il(z»:;:C] 2: c(1 + (x/y?)b yA-a 
holds for every 2 = x + iy E lHI satisfying 121 :s; c. 
Proof As before, let u := logy. Set v = v(u) := sinh-l(x/y); that is, 
x = ysinh(v). Then Ito's formula gives 
The formula for dv in terms of Band du is 
(3.12) ~ A X dv= y",/2dB- 41z1 (8+"'1/)du. 
Recall that 'lj; ( u) a F (z ( u)) is a martingale, since F = F. Define a new 
probability measure by 
for every event A. This is the so-called Doob-transform (or h-transform) cor-
responding to the martingale 'lj;(u)a F(z(u)). Recall that if a(w) is a positive 
martingale for a diffusion process dw = ql(W, t) dB(t)+q2(W, t) dt, t :s; tl, where 
B(t) is Brownian motion, then for t < tl, dw = ql(W, t) dB(t) + q2(W, t) dt + 
ql (w, t) 8w log a( w) ql (w, t) dt, where B is Brownian motion with respect to the 
probability measure weighted by a(w(tl)); that is, the Doob transform of a. 
This follows, for example, from Girsanov's Formula [Dur96, §2.12]. We apply 
this with w = (v, 'lj;) and u as the time parameter (in this case, ql and q2 are 
vectors and 8w loga(w) is a linear functional), and get by (3.12) 
~ - x 1 
dv = y ",/2 dB - -1-1 (8 + "') du + - '" 8v log F du , 4 z 2 
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where B(u) is Brownian motion under P. This simplifies to 
(3.13) dv = J 1'1,/2 dB - b tanh(v) du, 
where 
Thus, v(u) is a very simple diffusion process. When Ivl is large, tanh(v) is close 
to sign(v), and v has almost constant drift -bsign(v), pushing it towards o. 
At this point, do not assume 121 ::; c, but only 121 ::; 1. Let W : [il,O] ----t lR 
be the continuous function that is equal to 1 at 0, equal to lill + 1 at il, has slope 
- (b 1\ 2 + 1) /2 in the interval [il, il/2] and has constant slope in the interval 
[il/2,0], and let A be the event 
A := {\fu E [il,O], Iv(u)l::; W(u)} . 
Note that our assumption 121 ::; 1 implies that Ivl ::; lill + log 2. Since b > 1 it 
easily follows from (3.13) that there is a constant Cl = cl(b, 1'1,) > 0 such that 
P[A] > Cl. In particular, Cl does not depend on 2. This means 
However, note that v(O) and hence x(O) are bounded on A. Therefore, there 
is some constant C2 > 0 such that 
(3.14) 
We now estimate To on the event A. Recall that To ::; O. From (3.4) we 
have ouTu = -lzI 2/2 and therefore on A 
10 y2 1° x 2 y2 1 1 1° To = - -du- -du= - - - - - sinh(v)2e2U du 
'112 '112 442'11 
> -~ _ ~ fO e 2\[1(u)+2u du > -C3 
- 4 2 Ju -, 
where C3 = c3(b,K,) < 00 is some constant. That is, we have To E [-C3,0] 
on A. On the event To 2': -C3, we clearly have 1m (g-C3 (2)) 2': 1 and also 
Ig~o (2) I ::; Il-C3 (2) I, by (3.3). Consequently, Lemma 3.1 and (3.14) give 
(3.15) E [lj~3 (2) la lIm(!c3(z))~1] 2': C4 (1 + (x/y)2) b yA-a . 
This is almost the result that we need. However, we want to replace C3 
by 1. For this, we apply scale invariance. In this procedure, the assumption 
121 ::; 1 needs to be replaced by 121 ::; 1/.JC3. The proof of the lemma is now 
complete. D 
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It is not too hard to see that for every constant C > ° the statement of 
the lemma can be strengthened to allow c < 121 < C. The constant c must 
then also depend on C. 
Remark 3.4. Suppose that we take 
b=~+211 
4 /'1, 
and define a and A using (3.6). Define P as in the proof of the lemma. Then 
as the proof shows, v becomes Brownian motion times v' /'1,/2 under P, since b 
vanishes. This allows a detailed understanding of the distribution of Ig~o(2)1. 
For example, one can determine in this way the decay of P['lf'!(O) > 1/2] as 
f) '\. 0. It also follows that for such a, b, A, and every A C ~ one can write 
down an explicit expression for E [Ig~o (2) la 1x(a)EA] , since for every Va E ~ we 
have 
A((1 + (x/y)2)b yA ~ exp (va - v)2) = 0. 
yllU lI/'1,U 
This equation is the PDE facet of the fact that v is Brownian motion times 
.JKJ2 under P. However, these results will not be needed in the present paper. 
3.2. Derivative upper bounds at a fixed time t. From Theorem 3.2 it is not 
hard to obtain estimates for 11£1 : 
COROLLARY 3.5. Let bE [0,1 + 4/'1,-1], and define A and a by (3.6) with 
1I = 1. There is a constant C(/'1" b), depending only on /'1, and b, such that the 
following estimate holds for all t E [0,1], y,8 E (0,1] and x E ~. 





s > 0, 
s = 0, 
s < 0. 
Proof Note that a ~ 0. We assume that 8 > y, for otherwise the 
right-hand side is at least C(/'1" b), and we take C(/'1" b) ~ 1. Take z = 
x + iy. By Lemma 3.1, jHz) has the same distribution as g'-t(z). Let U1 := 
log Im(g_t(x + iy)). Recall the notation Tu from (3.2). Note that 
(3.17) Il-t(z)/g~u(z)(z)1 ~ exp(lu - u11), 
since lau log Ig~(z) II ~ 1, by (3.5). Moreover, it is clear that there is a constant 
c such that U1 ~ c, because t, y ~ 1. Consequently, 
a 
p[ll-t(z)1 ~ 0(1)8y-1] ~ 0(1) L P[lgh(z)(z)1 ~ 8y-1]. 
j=ilogyl 
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The Schwarz lemma implies that ylg'(z)1 ::; Im(g(z)) if 9 : 1HI ----+ 1HI. Therefore, 
the above gives 
o 
(3.18) p[lg~t(z)l::::: 0(1)8y-1J ::; 0(1) L P[lg~j(z)(z)l::::: 8y-1J. 
j=ilog<51 
By scale invariance, we have for all j E [logy, 0] 
where F = Fb is as in Theorem 3.2. Hence 
P[lg~j(z)(z)1 ::::: 8y-1J = P[lgh(z)(zWya8-a ::::: 1J 
::; E[lgh(z)(zWya8-aJ ::; 8-aeja Fb(e-jz). 
Consequently, by (3.18) and Theorem 3.2, 
o 
p[lg~t(z)1 :::::0(1)8y-1J ::;0(1)(1+x2/y2)b8-ayA L ej(a-A). 
j=ilog<51 
The corollary follows. D 
3.3. Continuity of it(O). In the deterministic example of nonlocally 
connected hulls described in the introduction, there is a time to for which 
limz-to ito (z) does not exist (the limit set is the outer boundary of the pre-
scribed compact set). Even when the SLE trace is a continuous path, it is not 
always true that (z, t) f---+ it (z) extends continuously to 1HI x [0, (0) (this is only 
true for simple paths). The next theorem shows that it(O) = it(~(t)) exists as 
a radial limit and is continuous. Together with the result of Section 4 below, 
this is enough to show that the SLE trace is a path. 
THEOREM 3.6. Define 
H(y, t) := it(i y), y>O, tE[O,oo). 
If'" #- 8, then a.s. H(y, t) extends continuously to [0,(0) x [0,(0). 
Proof Fix", #- 8. By scale invariance, it is enough to show continuity of 
H on [0, (0) x [0,1). Given j, kEN, with k < 22j , let R(j, k) be the rectangle 
R(j, k) := [Tj-\ Tj] x [k T 2j, (k + 1) T 2j], 
and set 
d(j, k) := diamH(R(j, k)) . 
Take b = (8 + ",)/(4",) and let a and A be given by (3.6) with v = 1. Note that 
A> 2. Set 0"0:= (A - 2)/max{a, A}, and let 0" E (0,0"0). Our objective is to 
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prove 
00 22j-1 
(3.19) L L P[d(j,k) ~ Tja] < 00. 
j=O k=O 
Fix some such pair (j, k). The idea of the proof is to decompose the 
time interval [k 2-2j , (k + 1) 2-2j ] into (random) sub-intervals using partition 
points iN, iN- 1, ... , io such that the change of e on each interval is controlled. 
Then it is not hard to control it on each sub-interval. Now, the details. Set 
to = (k + 1)2-2j . Inductively, let 
tn+1 := sup{t < tn : le(t) - e(tn)1 = Tj}, 
and let N be the least n E N such that tN :S to - 2-2j . Also set too .-
to - 2-2j = k 2-2j and 
in := max{ tn, too} . 
Observe that the scaling property of Brownian motion shows that there is a 
constant p < 1, which does not depend on j or k, such that P[N > 1] = p. 
Moreover, the Markov property implies that P [N ~ m + 1 I N ~ m] :S p for 
every mEN. In particular, P[N > m] :S pm. 
For every s E [0,(0), the map is is measurable with respect to the (T-field 
generated by ~(t) for t E [0, s], while in is determined by ~(t) for t ~ tn (i.e., 
in is a stopping time for the reversed time filtration). Therefore, by the strong 
Markov property, for every n E N, s E [too, to] and 8 > 0, 
and consequently, 
p[liiJiTj)1 > 8 I in> too] :S sup p[IR(iTj)1 > 8]. 
sE[O,l] 
This allows us to estimate, 
P[3n EN: liiJiTj)1 > 8] 
00 
:S P [liLJi Tj)1 > 8] + L p[in > too] P [liiJi Tj)1 > 8 I in > too] 
n=O 
:S E[N + 1] sup P [Ii~(i Tj)1 > 8] :S 0(1) sup P [Ii~(i Tj)1 > 8] . 
sE[O,l] sE[O,l] 
By Corollary 3.5, and because (T < (A - 2)/ max{a, A}, this gives 
(3.20) 
for some c: = C:(/'i;) > 0. Let S be the rectangle 
S:= {x+iy: Ixl:S Ti+3 , y E [Tj-1, Ti+3]} . 
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We claim that 
N 
(3.21 ) H(R(j, k)) C U fiJ8) , 
n=O 
and 
(3.22) \In E N 
Indeed, to prove (3.21), let t E [in+1' in] and y E [2- j-1, 2-j]. Then we may 
write 
(3.23) 
We want to prove (3.21) by showing that 9in +1 (It(iy)) - ~(in+1) E 8. Set 
cp(s) := gs(lt(iy)) for s:S t. Then cp(t) = iy + ~(t) and by (2.1) 
oscp(s) = 2 (cp(s) - ~(s)r1 . 
Note that osIm(cp(s)) < 0, and hence Im(cp(s)) ~ Im(cp(t)) ~ 2-j- 1. This 
then implies that loscp(s) I :S 2]+2, and therefore It - in+11 :S 2-2j gives 
Icp(in+1) - cp(t) I :S 22- j . Since I~(t) - ~(in+1)1 :S 21- j , by (3.23) this gives 
ft(iy) EftA (8) and verifies (3.21). We also have (3.22), because taking 
n+l 
t = in in the above gives ftA (iy) EftA (8). Since If;(z)I/Ii:(i2- j )1 is bounded 
n n+l 
by some constant if z E 8 (this follows from the Koebe distortion theorem, 
see [Pom92, §1.3]), we find that 
diam(!t(8)) :S 0(1) Tj 1i£(iTj)l. 
Therefore, the relations (3.21) and (3.22) give 
N N 
(3.24) 
d(j,k):S 2: diam (liJ8)) :S O(l)2-j 2:lfi)iTj)1 
n=O n=O 
By (3.20), we get 
P [d(j, k) > TjO"] :S P[N > j2] + 0(1)2-2j Tcj 
:S rJ2 + 0(1)2-2j Tcj :S 0(1) T 2j Tcj , 
which proves (3.19). 
From (3.19) we conclude that a.s. there are at most finitely many pairs 
j, kEN with k :S 22j - 1 such that d(j, k) > 2-jO". Hence d(j, k) :S C(w) 2-jO" 
for all j, k, where C = C(w) is random (and the notation C(w) is meant to 
suggest that). Let (y', t') and (y", t") be points in (0,1)2. Let j1 be the small-
est integer larger than min { - log2 y', -log2 y", - ~ log2 It' - t" I } . Note that 
a rectangle R(j1, k') that intersects the line t = t' is adjacent to a rectangle 
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R(j1, k") that intersects the line t = t". Consequently, I H (y', t') - H (y", t") I ::; 
Lj~jl (d(j, kj)+d(j, k'j)) ::; 0(1) C(w) 2-aj1 , where R(j, kj) is a rectangle meet-
ing the line t = t' and R(j, k'j) is a rectangle meeting the line t = t". This 
shows that for every to E [0,1) the limit of H(y, t) as (y, t) ----t (0, to) exists, 
and thereby extends the definition of H to [0,00) x [0,1). Since H is clearly 
continuous in (0,00) x [0, t), the proof is now complete. D 
For /'i, = 8, we are unable to prove Theorem 3.6. However, a weaker result 
does follow easily, namely, a.s. for almost every t 2: ° the limit limy,,"o It(iy) 
exists. 
Update. It follows from [LSW] and the results of the current paper that 
the Theorem holds also when /'i, = 8. 
4. Reduction 
The following theorem provides a criterion for hulls to be generated by a 
continuous path. In this section we do not assume that ~ is a (time scaled) 
Brownian motion. 
THEOREM 4.1. Let ~ : [0,00) ----t lR be continuous, and let 9t be the cor-
responding solution of (2.1). Assume that f3(t) := limy,,"o 9i1(~(t) + iy) exists 
for all t E [0,00) and is continuous. Then gil extends continuously to 1HI and 
Ht is the unbounded connected component of 1HI \ f3([0, t]), for every t E [0,00). 
In the proof, the following basic properties of conformal maps will be 
needed. Suppose that 9 : D ----t ill is a conformal homeomorphism. If a : 
[0,1) ----t D is a path such that the limit h = limV1 a(t) exists, then l2 = 
limt/1 goa exists, too. (However, if a : [0,1) ----t ill is a path such that 
the above limit exists, it does not follow that limt/1 9-1 0 a(t) exists. In other 
words, it is essential that the image of 9 is a nice domain such as ill.) Moreover, 
limt/1 9- 1(tl2 ) exists and equals h. Consequently, if a: [0,1) ----t D is another 
path with limV1 a existing and with limV19 0 a(t) = limV1 go a(t), then 
limV1 a(t) = limV1 a(t). 
These statements are well known and easily established, for example with 
the notion of extremal length. See [Pom92, Prop. 2.14] for the first statement 
and [Ahl73 , Th. 3.5] implies the second claim. 
Proof Let S(t) c 1HI be the set of limit points of 9i1(z) as z ----t ~(t) in 
1HI. Fix to 2: 0, and let Zo E S(to). We want to show that Zo E f3([0, to)), and 
hence Zo E f3([0, to]). Fix some c > 0. Let 
t' := sup{ t E [0, to] : K t n D(zo, c) = 0} , 
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where D(zo, c:) is the open disk of radius c: about zoo We first show that 
(4.1) (3(t') E D(zo, c:). 
Indeed, D(zo,c:) n Hta # 0 since zo E 8(to). Let p E D(zo,c:) n H ta , and let 
p/ E Ktt n D(zo, c:). Let p" be the first point on the line segment from p to p/ 
which is in Ktt. We want to show that (3(t/) = p". Let L be the line segment 
[P,p"), and note that L c Htt. Hence gtt(L) is a curve in 1HI terminating at a 
point x E R If x # ((t/), then gt(L) terminates at points x(t) # ((t) for all 
t < t/ sufficiently close to t/. Because gT(P") has to hit the singularity ((7) at 
some time 7 ::; t', this implies p" E K t for t < t/ close to t/. This contradicts 
the definition of t/ and shows x = t;(t/). Now (3(t/) = p" follows because the 
conformal map g;;l of 1HI cannot have two different limits along two arcs with 
the same terminal point. 
Having established (4.1), since c: > ° was arbitrary, we conclude that 
zo E (3([0, to)) and hence zo E (3([0, to]). This gives 8(t) C (3([0, t]) for all 
t 2: 0. We now show that H t is the unbounded component of 1HI \ UT::;t 8(7). 
First, H t is connected and disjoint from UT::;t 8(7). On the other hand, as the 
argument in the previous paragraph shows, 8Ht nlHI is contained in UT::;t 8(7). 
Therefore, Ht is a connected component of 1HI \ UT<t 8(7); that is, Ht is the 
unbounded connected component of 1HI \ (3([0, t]). Since (3 is a continuous path, 
it follows from [Pom92, Th. 2.1] that g;:l extends continuously to 1HI (which 
also proves that 8(t) = {(3(t)}). D 
5. Continuity 
We have now established all the results needed to show that the SLE" 
trace is a continuous path a.s. 
THEOREM 5.1 (Continuity). Let K, # 8. The following statements hold 
almost surely. For every t 2: ° the limit 
'Y(t):= lim It(z) 
z-+O,zElH! 
exists, "1 : [0,(0) ----7 1HI is a continuous path, and Ht is the unbounded component 
of 1HI \ "1([0, t]). 
We believe the theorem to be valid also for K, = 8. (This is stated as 
Conjecture 9.1.) Despite repeated efforts, the proof eluded us. 
Update. This extension to K, = 8 is proved in [LSW]. 
Proof of Theorem 5.1. By Theorem 3.6, a.s. limy,,"o It(iy) exists for all 
t and is continuous. Therefore we can apply Theorem 4.1, and the theorem 
follows. D 
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It follows from Theorem 5.1 that it extends continuously to 1HI a.s. The 
next result gives more information about the regularity of it on 1HI. It neither 
follows from Theorem 5.1, nor does it imply 5.1. 
THEOREM 5.2 (Holder continuity). For every Ii; # 4 there is some h( Ii;) > 0 
such that for every bounded set A C 1HI and every t > 0, a.s. it is Holder 
continuous with exponent h(li;) on A, 
for all z, z' E A, 
where C = C(w, t, A) is random and may depend on t and A. Moreover, 
limA;","o h(li;) = ~ and limA;/,oo h(li;) = 1. 
Since it(z) - z ---+ 0 as z ---+ 00, it easily follows that for every t a.s. 
(5.1) [it(z) - it(z')[ :S C(w, t) max([z - z'[, [z - Z'[h(A;»). 
We do not believe that the theorem holds for Ii; = 4, for then the trace is 
a simple path which "almost" touches itself. 
Update. For Ii; :S 4, the fact that 'Y is a simple path in 1HI, Theorem 6.1 
below, implies h(li;) :S 1/2. Thus the estimate limA;","o h(li;) = ~ is best possible. 
On the other hand, this nonsmoothness of it is localized at it-l (0): Joan 
Lind (manuscript in preparation) has shown that the Holder exponent h(li;) of 
(}tC.jz))2 satisfies limA;","o h(li;) = 1. 
Proof Fix Ii; # 4 and t > O. By scaling, we may assume 0 < t :S 1 and 
A = [-1,1] x (0,1]. Denote 
Zj,n=(j+i)Tn, O:Sn<oo, _2n <j<2n. 
We will first show that there is an h = h(li;) > 0 such that a.s. 
(5.2) [i; (Zj,n) [ :S C(w, t)2n(1-h), \fj,n. 
Using Corollary 3.5 with 8 = 2-nh we have 
Hence 
00 2n L L p [[i;(Zj,n)[ 2:: 2n(1-h)] < 00 
n=Oj=-2n 
provided that 
1 + 2b - (1 - h)>" < 0 and a - >.. :S 0, 
or that 
1 + 2b - >.. + ah < 0 and a - >.. 2:: O. 
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If 0 < '" ::; 12, b = 1/4 + 1/", and h < ('" - 4)2/((", + 4)('" + 12)), the first 
condition is satisfied. For", > 12, b = 4/", and h < 1/2 - 4/", the second 
condition is satisfied, and (5.2) follows. 
To see that one can actually achieve h(",) ---+ 1/2 as '" "" 0, set b := -1/2+ 
Jl/2 + 2/", for 0 < '" < 4, and let h be smaller than but close to ("\-1-2b)/..\. 
To get liml</oo h(",) = 1, take b := (~v'",2 + 10", + 16 - 2",)/(",2 + 4",) for 
'" ~ 2(3 + v'I7) and let h be smaller than but close to (..\ - 1 - 2b)/a. 
From the Koebe distortion Theorem and (5.2) we obtain 
[j;(z)[ ::; 0(1) C(w, t) yh-l 
for all z E A. It is well-known and easy to see, by integrating [f'[ over the 
hyperbolic geodesic from z to z' (similarly to the end of the proof of The-
orem 3.6), that this implies Holder continuity with exponent h on A. The 
theorem follows. D 
The following corollary is an immediate consequence of Theorem 5.2. In 
Section 8 below, we will present more precise estimates. 
COROLLARY 5.3. For", # 4 and every t, the Hausdorff dimension of 8Kt 
a. s. satisfies 
dim8Kt < 2. 
In particular, a.s. area8Kt = O. 
Proof By [JM95] (see also [KR97] for an easier proof), the bound-
ary of the image of a disk under a Holder continuous conformal map has 
Hausdorff dimension bounded away from 2. Consider the conformal map 
T(z) = (z - i)/(z + i) from 1HI onto 1U. By (5.1), To it 0 T- 1 is a.s. Holder 
continuous in 1U. Since T preserves Hausdorff dimension, the corollary follows. 
D 
6. Phases 
In this section, we will investigate the topological behavior of SLE, and 
will identify three very different phases for the parameter "', namely, [0,4], 
(4,8), and [8,(0). 
The following result was conjectured in [SchOO]. There, it was proved 
that for '" > 4, a.s. K t is not a simple path. The proof was based on the 
calculation of the harmonic measure F(x) below, which we will repeat here for 
the convenience of the reader. 
THEOREM 6.1. In the range", E [0,4], the SLEI< trace "( is a.s. a simple 
path and "([0,00) c 1HI U {O}. 
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LEMMA 6.2. Let K, E [0,4], and let "( be the SLEI< trace. Then a.s. 
"([0,00) C 1HI U {O}. 
Set Yx(t) := gt(x) - ~(t), x E JR, t :::::: O. Then Yx(t)/ y'K, is a Bessel process 
of dimension 1 + 4/ K,. The basic theory of Bessel processes then tells us that 
a.s. Yx(t) i- 0 for t :::::: 0, x i- 0 and K, E [0,4]' which amounts to x i- Kt. 
However, we will prove this for the convenience of the reader unfamiliar with 
Bessel processes. 
Proof Let b> a > O. For x E [a, b], let 
T = Tx := inf{t :::::: 0 : Yx(t) t/'- (a, b)}. 
Set 
A {X(I<-4)/1< K, i- 4, 
F(x) := 
log(x) K, = 4, 
and 
F(x) := ~(x) - ~(a) . 
F(b) - F(a) 
ItO's formula shows that F(Yx(t 1\ T)) is a local martingale, and since F is 
bounded in [a, b], this is a martingale. Consequently, the optional sampling 
theorem gives F(x) = E[F(Yx(T)J = P[Yx(T) = bJ. 
Note that F(x) ----7 1 when a '\. O. (That's where the assumption K, ::; 4 is 
crucial.) Hence, given x > 0, a.s. for all b > x, there is some s > 0 such that 
gt(x) is well defined for t E [0, s], inf{Yx(t) : t E [0, sJ} > 0 and Yx(s) = b. 
Note that the Ito derivative of Yx(t) (with respect to t) is 
dYx = (2/Yx) dt + d~ . 
It follows easily that a.s. Yx(t) does not escape to 00 in finite time. Observe 
that if x' > x, then YX1(t) :::::: Yx(t). Therefore, a.s. for every x > 0 we have 
Yx(t) well defined and in (0,00) for all t :::::: O. This implies that a.s. for every 
x > 0 and every s > 0 there is some neighborhood N of x in <C such that the 
differential equation (2.1) has a solution in the range zEN, t E [0, s]. This 
proves that a.s. "([0,00) does not intersect (0,00). The proof that it a.s. does 
not intersect (-00,0) is the same. D 
Proof of Theorem 6.1. Let t2 > tl > O. The theorem will be established 
by proving that ,,([O,tl] n"([t2,00) = 0. Let s E (tl,t2) be rational, and set 
§t ( z) : = gHs 0 g';- I (Z + ~ ( s )) - ~ ( s ) . 
By Proposition 2.1 (§t : t :::::: 0) has the same distribution as (gt : t :::::: 0). Let 
i's(t) be the trace for the collection (§t : t :::::: 0); that is, 
i's(t) = gs 0 gtJs(~(t + s)) - ~(s) = gs 0 "((t + s) - ~(s). 
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We know from Lemma 6.2 that a.s. for all rational s E [tl' t2], 
'i'8[0, (0) clHIU{O}. 
Consequently, by applying g;l, we conclude that a.s. for every rational s > 0, 
'Y[s, (0) n (JR. U K 8 ) = b(s)} . 
Since gt2 ogi/ is not the identity, it follows from Theorem 5.1 that there is some 
s E (tl' t2) such that 'Y(s) ~ JR.UKt" and this holds for an open set of s E (tl' t2). 
In particular, there is some rational s E (tl' t2) with 'Y( s) ~ JR. U Kt, . Since 
'Y[O, tIl C Ktl U JR., it follows that 'Y[O, tIl n 'Y[t2, (0) = 0, proving the theorem. 
Recall the definition of the hypergeometric function in Izi < 1, 
(6.1) 
where (1J)n := rr:i~t(1J + j). Let 
A A 2 2 2 G(x+iy)=Ga,,,.(x+iY):=2Fl(1JO,1Jl,1/2,x /(x +y )), 
where 
LEMMA 6.3. Let 1'1, > ° and z = x + iy E 1HI. Then the limit 
Z(z):= lim y Ig~(z)I/Im(gt(z)) 
t/T(Z) 
D 
exists a.s. We have Z(z) = 00 a.s. if 1'1, ::::: 8 and Z(z) < 00 a.s. if 1'1, < 8. 
Moreover, for all a E JR. we have 
{
Ga,,,.(z)/Ga,,,.(l) a < 1 - 1'1,/8, 1'1, < 8, 
E[Z(z)aJ = 00 a::::: 1- 1'1,/8, a> 0, 
° a < 0, 1'1,::::: 8. 
Before proving the lemma, let us discuss its geometric meaning. For 
Zo E 1HI and t < T(ZO) we have Zo E Ht. Set rt := dist(zo,8Ht ), and let 
¢ : 1HI ----+ 1U be a conformal homeomorphism satisfying ¢(gt(zo)) = 0. Note 
that I¢'(gt(zo)) I = (2Imgt(zo)r l . Hence, the Schwarz lemma applied to 
the map z f---+ ¢ 0 gt(zo + rt z) proves rt Ig~(zo) I :::; 2Imgt(zo). On the other 
hand, the Koebe 1/4 Theorem applied to the function gil 0 ¢-l implies that 
Imgt(zo):::; 2rt Ig~(zo)l. Therefore, since limt/T(zo)rt = dist(zo,'Y[O,oo) UJR.), 
(6.2) Z(zo)-l 1m zo/2 :::; dist(zo, 'Y[O, (0) U JR.) :::; 2 Z(zo)-l 1m Zo. 
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In particular, the lemma tells us that ,[0,(0) is dense in H if and only if K, 2 8. 
(For K, = 8 we have not proven that, is a path. In that case, ,[0,(0) is defined 
as the union over t of all limit points of sequences Jt(Zj) where Zj ----t 0 in H. 
By an argument in the proof of Theorem 4.1, Ut~O 8Kt = ,[0,00 ).) 
The way one finds the function G is explained within the proof below, and 
is similar to the situation in Theorem 3.2. 
Proof Let G(z) = Ga,,,,(z) := E [Z(z)aJ. Fix some 2 = x + i Y E H, and 
abbreviate Z := Z(2). Let Zt = Xt + iYt := gt(2) - ~(t). From (3.9) we find 
that 
which implies that 
(6.3) 1
7(2) 17(2) -2 y2 
Z = exp ( 4y; IZtl-4dt) = exp ( 2 t 2 dlogYt). 
o 0 Xt + Yt 
In particular, the limit in the definition of Z exists a.s. and G(2) = E[za] 
(possibly +(0). 
Let Ft denote the iT-field generated by (~(s) : s::; t). A direct application 
of Ito's formula shows that 
is a local martingale 1 . 
As before, let Ut = logYt. Note that w(u) = Wt := xt!Yt is a time-
homogeneous diffusion process as a function of u. It is easy to see that 7(2) 
is a.s. the time at which u hits -00. (For example, see the argument follow-
ing (3.2).) 
If tl < 7(2) is a stopping time, then by (6.3) we may write 
(6.4) 
Note that if s > 0 then the distribution of Z(2) is the same as that of Z(s 2), 
by scale invariance. It is clear that for every z' E H there is positive proba-
bility that there will be some first time tl < 7(2) such that Zt)IZt11 = z'/lz'l. 
Conditioned on tl < 7(2) and on F t1 , the second integral in (6.4) has the same 
distribution as log Z(z'), by the strong Markov property and scale invariance. 
Consequently, we find that P [Z (2) > sJ 2 c P [ Z (z') > sJ holds for every s, 
where c = c(2, z', K,) > O. In fact, later we will need the following stronger 
lThe Markov property can be used to show that (fj [g~(z)[/Ytr G(zt) is a local martingale. 
One then assumes that G is smooth and applies Ito's formula, to obtain a PDE satisfied by 
G. Scale invariance can then be used to transform the PDE to the ODE (6.9) appearing 
below. Then one obtains G as a solution. That's how the function G was arrived at. 
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statement (which is not needed for the present lemma, but we find it conve-
nient to give the argument here). Let w E (0, (0). Then assuming Iwol :::; w, 
there is a c = c(w, "') > 0 such that 
(6.5) Vs > 0, P[Z(i) > sJ 2: P[Z(2) > sJ 2: cP[Z(i) > 2sJ. 
The right-hand inequality is proved by taking t1 to be the first time smaller 
than 7(Z) such that Rezt1 = 0 and the first integral in (6.4) is greater than 
log 2, on the positive probability event that there is such a time. The left-
hand inequality is clear, for if IRegt(i)/Imgt(i)1 never hits Iwol, then we have 
Z(i) = 00, by (6.3). 
Note that G(i) = 1. Assume, for now, that G(i) < 00. We claim that in 
this case G(x+i) > 0 for each x E lR. Let So > 0, let T := inf{ t 2: 0 : IWtl = so}. 
Since w(u) is time-homogeneous, clearly, T < 7(2). If G(x + i) :::; 0 for some 
x E R, we may choose So := inf{x > 0 : G(x + i) = O}. Then MT = 0 if 
Iwol :::; So· Note that 1 :::; Y Ig~(2)I/YT < Z. Since Mt is a local martingale 
on t < 7(2), there is an increasing sequence of stopping times tn < 7(2) with 
limn tn = 7(2) a.s. such that Mt/\tn is a martingale. Set En := T 1\ tn. The 
optional sampling theorem then gives for 2 = i 
1 = G(2) = Mo = E[Md = E[(y IgL (2)I/YtJ a G(ZtJJ 
:::; E[max{l, za} G(ZtJJ . 
Since G(Zt/\T) is bounded, limn--->oo G(ZtJ = 0 a.s., and E[za] < 00, we have 
limn--->oo E [max{l, za} G(ZtJ J = 0, contradicting the above inequality. Con-
sequently, G(x + i) > 0 for every x E R. 
We maintain the assumption G(i) < 00. By (6.5), this implies G(z) < 00 
for all Z E lliI. Let Sl, S2, ... be a sequence in (0,00) with Sn ----t 00 such that 
L := limn G(Sn + i) exists (allowing L = (0). Now set Tm := inf{ t 2: 0 : IWtl = 
sm}. The argument of the previous paragraph shows that Mo = E[MT",/\tnJ ----t 
E[MT",J, as n ----t 00. Therefore, 
m----t 00, 
unless L = 00, which happens if and only if G(2) = O. Moreover, L does not 
depend on the particular sequence Sn, and we may write G(l) instead of L. 
Thus, when G( i) < 00, 
(6.6) G(2) = G(2)/G(1). 
When a = 1 - ",/8, G simplifies to (y/lzl)(S-",)/"" with G(l) = 00 if", > 8 
and G(l) = 0 if '" < 8. It follows that G(z) = 00 if a = 1 - ",/8 and", < 8. 
Clearly, G(z) = 00 also if a> 1- ",/8, and", < 8. Similarly, we have G(z) = 0 
if '" > 8 and a = 1 - ",/8. This implies that Z = 00 a.s. when", > 8, which 
implies G = 0 when '" > 8 and a < o. There are various ways to argue that 
Z = 00 a.s. when", = 8. In particular, it is easy to see that G1 s(1) = 00 
4 ' 
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(if an denotes the n-th coefficient of 2Fl (~, ~, ~, z), then (n + 1) an+1 = nanbn 
with bn = (n + 1/4)2 /(n(n + 1/2)) and it follows from ITn bn > 0 that nan is 
bounded away from zero) so that the above argument applies. It remains to 
prove that G(i) < 00 when a < 1 - ",/8 and", < 8. 
Assume now that", < 8 and a < 1 - ",/8 and a is sufficiently close to 
1 - ",/8 so that TJl > O. We prove below that in this range 
(6.7) inf G(z) > O. 
zEIHI 
Since G(2) = Mo = E[MtnJ when 2 = i, we immediately get G(i) < 00 
from (6.7). Since G(i) < 00 for some a implies G(i) < 00 for any smaller a, it 
only remains to establish (6.7) in the above specified range. 
To prove (6.7), first note that TJo ::::; TJl, 0 < TJl < 1/2 and TJo + TJl = 
1 - 4/", < 1/2. By [EMOT53, 2.1.3.(14)]' when TJ2 > TJl + TJo and TJ2 > TJl > 0, 
the right-hand side of (6.1) converges at z = 1 and is equal to 
r(TJ2) r(TJ2 - TJl - TJo) 
r(TJ2 - TJd r(TJ2 - TJo) . (6.8) 
This gives G(l) > O. Now write 
g(x) := Ga,,,,(x + i)/G1_",/8,,,,(X + i) = (1 + x2)(8-",)/(2",) Ga,,,,(x + i). 
Since G satisfies 
(6.9) 
for y = 1, it follows that 
(6.10) ('" - 8 + 8a) 9 + 2 ('" - 4) x (1 + x2) g' + '" (1 + x2)2 g" = O. 
It is immediate that g(O) = 1, g'(O) = 0 and g"(O) > 0, e.g., by differentiation 
or by considering (6.9). Consequently, 9 > 1 for small Ixl > O. Suppose that 
there is some x i- 0 such that g(x) = 1. Then there must be some Xo i- 0 such 
that g(xo) > 1 and 9 has a local maximum at Xo. Then g'(xo) = 0 2: g"(xo). 
But this contradicts (6.10), giving 9 > 1 for x i- O. Together with G(l) > 0, 
this implies (6.7), and completes the proof. D 
We say that z E 1HI is swallowed by the SLE if z ~ ,/[0,00) but z E K t for 
some t E (0,00). The smallest such t will be called the swallowing time of z. 
THEOREM 6.4. If'" E (4,8) and z E 1HI \ {O}, then a.s. z is swallowed. If 
'" ~ (4,8), then a.s. no z E 1HI \ {O} is swallowed. 
LEMMA 6.5. Let z E 1HI \ {O}. If'" > 4, then P [T(Z) < 00 J = 1. 
In fact, in this range", > 4, the stronger statement that a.s. for all z E 1HI 
we have T(Z) < 00 holds as well. This follows from Theorem 7.1 (and its 
extension to '" = 8 based on [LSW]). 
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Proof Let b:= 1- 4/11" and 0:= exp(i1r(l - b)/2). Set 
h(z):= Im(Ozb), z E 1HI. 
A direct calculation shows that the drift term in Ito's formula for (gt(z) -e(t)) b 
is zero. Consequently, h (gt (z) - ~ (t)) is a local martingale. Note that 11, > 4 
implies that h(z) -+ 00 as z -+ 00 in 1HI, that h(z) > 0 in 1HI \ {O} and h(O) = O. 
Fix some Zo E 1HI and some E > O. For t 2: 0 set Zt := gt(zo) - ~(t). We 
shall prove that there is some T = T(zo, E) such that P [zo E KT J > 1 - E. 
Indeed, let R> 1 be sufficiently large so that E inf{h(z) : Izl = R} > 2h(zo). 
Let 
TR:= inf( {t E [O,T(ZO)): IZtl2: R} U {T(ZO)}). 
We claim that if T = T(zo, E) is sufficiently large, then P [TR > TJ < E/2. 
Let t 2: 0 and let itl := inf{k E Z : k 2: t}. Say that t is a sprint time if 
I~(t) - ~(ltl)1 = R and there is no s E [t, itl] such that I~(s) - ~(ltl)1 = R. 
Note that for every integer k 2: 0 there is positive probability that there is a 
sprint time in [k, k + 1] and this event is independent from (~(t) : t E [0, kJ). 
Therefore, there are infinitely many sprint times a.s. Let to < tl < t2 < . .. be 
the sequence of sprint times. Let Aj be the event that ~(ltj l) > ~(tj). Observe 
that for all j EN, 
(6.11) 
where Ft denotes the O"-field generated by (~(s) : s E [0, tJ), because given tj 
and (~(t) : t E [0, tjJ), the distribution of (~(t) : t > tj) is the same as that 
of (2~(tj) - ~(t) : t > tj), by reflection symmetry. Let Xt := Re(zt), and note 
that 
Consequently, for s 2: tj, 
(6.12) 
On Aj we have ~(s)-~(tj) > 0 for all s E [tj, itj l]. Hence, it follows from (6.12) 
that on Aj and assuming Xtj :::; 0, we have Xs :::; 0 for all s E [tj, itj l] and 
moreover Xitjl < -R. Similarly, if Xt j 2: 0 and ,Aj holds, then Xitjl > R. 
Hence, by (6.11) we have P [TR > itj lJ :::; 2-j , which implies that we may 
choose T such that P[TR > T] < E/2. Set T* := TR 1\ T, where T is as above. 
Since h(zt) is a local martingale, and h(ZtM*) is bounded, h(ZtM*) is a 
martingale. Therefore, 
h(zo) = E[h(ZT*)] 2: inf{h(z) : Izi = R} P [IZT* 1= RJ . 
By our choice of R, this gives P [IZT* I = RJ < E/2. Since P[TR > T] < E/2, it 
follows that P[T(ZO) :::; T] 2: 1 - E, and the lemma is thereby established. D 
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We now prove a variant of Cardy's formula. (See [Car] for a survey of 
Cardy's formula.) A proof of (a generalized) Cardy's formula for SLEr.; appears 
in [LSWOla]. However the following variant appears to be different, except in 
the special case K, = 6, in which they are equivalent due to the locality property 
of SLE6 . (See [LSWOla] for an explanation of the locality property.) 
LEMMA 6.6. Fix K, E (4,8) and let 
X := inf([I, (0) n 'Y[O, (0)) . 
Then for all s 2: 1, 
P X >s = 4(r.;-4)/r.; )7f2F l(1 - 4/K" 2 - 8/K" 2 - 4/K" l/s) s(4-r.;)/r.; 
(6.13) [ -] r(2-4/K,)r(4/K,-1/2) 
The proof will be brief, since it is similar to the detailed proof of the more 
elaborate result in [LSWOla]. 
Proof Let s> 1, and set 
y; ._ gt(1) - ~(t) 
t .- gt(s) - ~(t) , 
for t < T(I). It is not hard to see that limt/7(1) yt = 1 if X > sand 
limt/7(1) yt = 0 if X < s: Just notice that for X > sand t / T(I), the ex-
tremal distance within Ht from [1,s] to [Re'Y(t),'Y(t)] tends to 00, whereas for 
X < s we have T(I) < T(S). Direct inspection shows that the right-hand side 
of (6.13) is zero when s = 00 and is 1 when s = 1. In particular, it is bounded 
for s E [1,(0). Moreover, Ito's formula shows that when we plug l/yt in place of 
s in the right-hand side of (6.13), we get a local martingale. Since Yo = 1/ sand 
yt E (0,1) for t < T(I), it therefore suffices to prove that limt/7(1) yt E {O, I} 
a.s. The only way this could fail is if X = s occurs with positive probability. 
However, scale invariance shows that P[X = Sf] 2: P[X = s] when Sf E (1, s). 
Hence P[X = s] = 0 for all s i- 1. D 
Proof of Theorem 6.4. The case K, E [0,4] is covered by Theorem 6.1 
and Theorem 5.1. 
Suppose that K, E (4,8) and z E 1HI. Lemma 6.5 shows that Z E Ut>o K t 
a.s. If Z E 1HI, then Lemma 6.3 and (6.2) show a.s. Z ~ 'Y[O, (0). Lemma 6.6 
shows that 1 ~ 'Y[O, (0) a.s., and the same follows for every Z E ~ \ {O} by scale 
and reflection invariance. This covers the range K, E (4,8). 
Now suppose that Zo is swallowed, and let to be the swallowing time. If 
8 > 0 is smaller than the distance from Zo to 'Y[O, to], then all the points within 
distance 8 from Zo are swallowed with Zo. Therefore, if the probability that 
some Zo E 1HI \ {O} is swallowed is positive, then by (6.2) there is some Zo such 
that P [Z(zo) < 00] > O. By Lemma 6.3, this implies that for K, 2: 8 a.s. there 
is no z E 1HI \ {O} which is swallowed. D 
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Exercise 6.7. Prove that P[T(Z) < ooJ = ° when t£ E (0,4] and Z E JH[. 
7. Transience 
THEOREM 7.1 (Transience). For all t£ -I- 8 the SLE,,; trace ,( t) is tran-
sient a.s. That is, 
P [liminf b(t)1 = 00] = 1. 
t-+oo 
LEMMA 7.2. Suppose that t£ :S 4, and let x E lR \ {o}. Then a.s. x ~ 
---;-::--;-
,[0,(0). 
Proof By symmetry, we may assume that x > 0. Moreover, scaling shows 
that it is enough to prove the lemma in the case x = 1. So assume that 
x = 1. Let s E (0,1/4) and suppose that there is some first time to > Osuch 
that I,(to) - 11 = s. This implies that Igto(1/2) - ~(to)1 = O(s). Indeed, 
Igto(1/2) - ~(to)1 is the limit as y ----+ 00 of y times the harmonic measure in 
JH[ \ ,[0, to] from i y of the union of [0,1/2] and the "right-hand side" of ,[0, to]. 
By the maximum principle, this harmonic measure is bounded above by the 
harmonic measure in JH[ of the interval [1, ,(to)], which is O(s/y). 
In the proof of Lemma 6.2, we have determined the probability that 
Yx(t) = gt(x) - ~(t) hits b before a, where x E [a, b] and ° < a < b. For 
t£ < 4, that probability goes to 1 as a '\,. 0, uniformly in b. Consequently, a.s. 
there is a random E > ° such that for all b > x, Yx (t) hits b before E. Since 
SUPtE[O,T] Yx(t) < 00 a.s. for all finite T, it follows that inft :::::o Yx(t) > ° a.s. 
Using this with x = 1/2, we conclude from the previous paragraph that a.s. 
1 ~ ,[0,(0), at least when t£ < 4. 
Assume now that t£ = 4. Although the above proof does not apply (since 
Yx(t) is recurrent), there are various different ways to handle this case. Let 
° < y < x < 00. Let 1(t) denote the complex conjugate of ,(t), and set 
Dt := C \ (,[0, t] u 1[0, t] u (-00, yJ). Using Schwarz reflection, gt may be 
conformally extended to Dt. Note that gt(Dt) = C \ (-oo,gt(y)J. By the 
Koebe 1/4 Theorem applied to gil, the distance from x to oDt is at least 
-,Hgt(x) - gt(y))/gi(x). Consequently, it suffices to show that a.s. 
supg~(x)/(gt(x) - gt(Y)) < 00. 
t:::::O 
Set Q(t) = Qx,y(t) := loggi(x) -log(gt(x) - gt(Y)). Then the above reduces 
to verifying that SUPt Q(t) < 00. The time derivative of Q is 
OtQ(t) = -2 Yx(t)-2 + 2 Yx(t)-l Yy(t)-l . 
In particular, Q(t) is increasing in t. Define 
1 . G(s) := log s 10g(1 + s) - "2log2(1 + s) + L12( -s), 
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where Li2(z) = Jzo s-llog(1 - s) ds. Note that G satisfies s (1 + s)2 G"(s) + 
s (1 + s) G'(s) = 1. A straightforward application of ItO's formula shows that 
Q(t) - Gt is a local martingale, where 
G '= G(gt(x) - gt(Y)) 
t . gt(Y) - ~(t) . 
Consequently, there is an increasing sequence of stopping times tn tending to 
00 a.s. such that E[Q(tn)] = E[Gd + Q(O) - Go. It is immediate to verify 
that sup{G(x): x > O} < 00. Hence, limsuPn---tooE[Q(tn)] < 00. Because Q is 
increasing in t, it follows that E[supt Q(t)] < 00 and hence SUPt Q(t) < 00 a.s., 
which completes the proof. D 
LEMMA 7.3. Suppose that K, > 4, K, 0; 8, and let t > O. Then a.s. there is 
some c > 0 such that K t ~ {z E 1HI: Izl < c}. 
Proof Consider first the case K, E (4,8). We know that "((t) is a continuous 
path, by Theorem 5.1. Note that by scale and reflection invariance, Lemma 6.6 
shows that for a < b < 0 there is a positive probability that the interval [a, b] 
is swallowed all at once; i.e., P [la, b] n "([0, (0) = 0J > 0, but a.s. there is some 
t such that [a, b] C K t . When this happens, we have [a, b] n Ht = 0. 
Let S be the set oflimit points of gT(l)(Z) as z ---+ 0 in HT(l)' (If 0 ¢:. HT(l), 
set S = 0.) Then S C (-00, ~(7(1))). Note that (gT(l)b(t + 7(1))) - ~(7(1)) : 
t 2: 0) has the same distribution as ("(( t) : t 2: 0). Consequently, by the above 
paragraph, there is positive probability that gT(l) b[7(1), (0)) is disjoint from 
S, but there is some t > 7(1) such that gT(l)(Kt \ KT(l») ~ S. This implies 
that with positive probability there is some t > 0 such that 
6:= P[O ¢:."1:lt] > O. 
By scale invariance, 6 does not depend on t. Since these events are monotone 
in t, it follows that 
P [Vt > 0, 0 ¢:. "1:lt] = 6. 
By Blumenthal's 0-1 law it therefore follows that 6 = 1. This completes the 
proof in the case K, E (4, 8). 
Now suppose that K, > 8. The above argument implies that it is sufficient 
to show that there is some t > 0 such that with positive probability 0 ¢:. H t . 
Striving for a contradiction, we assume that for all t > 0 a.s. 0 E H t . 
Let Zo E 1HI be arbitrary. We know from Theorem 6.4 and Lemma 6.5 that 
a.s. Zo E "([0,00). Set to := 7(ZO)' Then Zo = "((to). Let t > O. Conditioned on 
F to , the set gto(Kt+to \KtJ has the same distribution as Kt+~(to). It therefore 
follows by our above assumption that a.s. ~ (to) E gto (HHto)' Mapping by gt"a r, 
this implies that a.s. Zo E HHto; that is, Zo E 8Kt+to' We conclude that for 
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every z E 1HI and every t > 0 a.s. z E 8KHT (z). Therefore, a.s. 
area( 8Kt ) = 1 1zE8K, dx dy ;:: 1 1t >T(z) dx dy , 
zE~ zE~ 
and Fubini implies that 8Kt has positive measure with positive probability for 
large t. However, this contradicts Corollary 5.3, completing the proof of the 
lemma. D 
Proof of Theorem 7.1. First suppose that K, > 4. Then we know from 
Lemma 7.3 that there is a random but positive r > 0 such that K1 ::) 
{z E 1HI : Izl < r}. Let c: > 0, and let ro = ro(K" c:) > 0 be a constant 
such that P[r < ro] < c:. Then the scaling property of SLE shows that for all 
t>O 
This implies that 
P [3t' > t : Ir(t') I < roVt] < c:. 
Since c: > 0 was arbitrary, this clearly implies transience. 
Consider now the case K, E [0,4]. In this range, "( is a simple path. Then 
a.s. there are two limit points xo, Xl for gl (z) as z ----* 0 in H1. Note that 
gl(,,([l,oo)) has the same distribution as "([0,00) translated by ~(1). Con-
sequently, Lemma 7.2 shows that a.s. Xo and Xl are not in the closure of 
gl("([l,oo)). This means that 0 rt. ,,([1,00) a.s. The proof is then completed as 
in the case K, > 4 above. D 
COROLLARY 7.4. Suppose that K, > 8, then "([0,00) = 1HI a.s. 
Proof From Lemma 6.3 and (6.2) we know that "([0,00) is a.s. dense in 
1HI. Since "( is a.s. transient, "([0,00) is closed in te, and hence is equal to 1HI. D 
Update. Corollary 7.4 and Theorem 7.1 are true also for K, = 8. The 
proofs are based on the extension [LSW] to K, = 8 of Theorem 5.1, and are 
otherwise the same. 
8. Dimensions 
In this section we study the size of the SLE trace and the hull boundary. 
When K, ~ 4, these two sets are the same, and it is interesting to compare the 
methods and results. For sets A c te, denote by N(c:) = N(c:, A) the minimal 
number of disks of radius c: needed to coverA. 
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8.1. The size of the trace. 
THEOREM 8.1. For every nonempty bounded open set A with A c H, 
. logE[N(c,/,[O,oo)nA)] {1+/1,/8 /1,<8, 
hmsup = 
c---+o I log c I 2 /1, 2:: 8. 
Proof We may assume /1, < 8 because /,[0,00) = H if /1, > 8, by Corol-
lary 7.4, and when /1, = 8 we know that for every Z E H we have Z E /,[0,00) 
a.s., by Theorem 6.4 and Lemma 6.5. Fix c > ° smaller than the distance from 
A to JR, and denote those points Z E cZ2 with dist(z, A) < c by Zj, 1 :S j :S n. 
Then n is comparable to 1/c2. Set N := N(c,/,[O, oo) n A). Obviously 
N :S #{Zj : dist(zj,/,[O,oo)) < c} :S lOON. From (6.2) and (6.5) we get 
that E[N] is comparable to 
n 
LP[Z(Zj) > c-1]. 
j=l 




hmsup I = /1,/8 - 1. 
t---+oo ogt 
Ga ,,,(l) lim 
a/l-,,/8 1 - /1,/8 - a 
y0rr(4//1, - 1/2) 
2r(4//1,) 
and since Ga,,,(i) = 1 from Lemma 6.3 we obtain 
C-1 1 <E[Z(i)a] <C 1 
1 - /1,/8 - a - - 1 - /1,/8 - a 
for all a < 1- /1,/8 sufficiently close to 1- /1,/8. Hence, for small ~ = ~(/1,) > 0, 
C~ 2:: 1D. E [Z(i)1-,,/8-i5] 8 d8 = 1D.1OO (1 - /1,/8 - 8) C,,/8-i5 F(t) dt 8 d8. 
From faD. C,,/8-i5 8 d8 2:: C C,,/8 / (log t)2 for t 2:: e (where ~ is treated as a 
constant), we obtain 100 C,,/8 F(t) 
e (logt)2 dt=O(l). 
Using F(t)/F(2t) = 0(1) from (6.5) this easily implies for large t 
F(t) :S Ct,,/8-1 (logt)2. 
There is a sequence tn --+ 00 with 
t,,/8-1 
F( tn) 2:: (l~g tn)2 ' 
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for otherwise we would have E[Z(i)I-fi:/8] = 0(1) Jeoo t(I~;t)2 < 00, contra-
dicting Lemma 6.3. D 
An immediate consequence is 
COROLLARY 8.2. For 1'1, < 8, the Hausdorff dimension of ,[0, 00) is a.s. 
bounded above by 1 + 1'1,/8. 
8.2. The size of the hull boundary. When studying the size of the hull 
boundary fJKt , it suffices to restrict to t = 1, by scaling. We will first estimate 
the size of fJH1 n {y > h} for small h > 0 in terms of the convergence exponent 
of the Whitney decomposition of HI. A Whitney decomposition of HI is a 
covering by essentially disjoint closed squares Q C HI with sides parallel to 
the coordinate axes such that the side length d( Q) is comparable to the distance 
of Q from the boundary of HI. One can always arrange the side lengths to be 
integer powers of 2 and that 
(8.1) d(Q):S dist(Q,fJH1):S 8d(Q). 
For example, one can take all squares of the form Q = 2n ([k, k + 1] x [j, j + 1 J) 
such that Q CHI, d(Q) :S dist(Q, fJHl) , and Q is not strictly contained in any 
other Q' satisfying these conditions. One important feature of the Whitney 
decomposition is that the hyperbolic diameters of the tiles in the decomposition 
are bounded away from 0 and 00. (The hyperbolic metric on HI is the metric 
for which the conformal map gl : HI ---+ 1HI is an isometry, where 1HI is taken 
with the hyperbolic metric with length element y-1 [dz[.) This follows from the 
well-known consequence of the Koebe 1/4 theorem saying that the hyperbolic 
length element in HI is comparable to dist(z, fJH1)-1 [dz[. This description of 
the hyperbolic metric will be useful below. 
Fix a Whitney decomposition of HI, and denote by W the collection of 
those squares Q for which dist(Q,Kl) :S 1 and sup{Imz : z E Q} 2 h. For 
a> 0 let 
S(a) = Sh(a) := L d(Q)a. 
QEW 
THEOREM 8.3. Set 
8(1'1,) := {I + 1'1,/8 K,:S 4, 
1+2/1'1, 1'1,>4. 
For 1'1, > 0, 1'1, i- 4, and all sufficiently small h E (0,1) we have 
E[S(a)] {< 00 a> 8(1'1,), 
= 00 a:S 8(1'1,). 
For j, nEZ, let Xj,n := j 2-n , Yn := 2-n and Zj,n = Xj,n + i Yn. Let I be 
the interval gl(fJK1 ) - ~(1); that is, j-l(fJKd. 
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LEMMA 8.4. There are constants C = C(h), c = c(h) > 0 such that the 
following holds. Every Q E W is within distance C in the hyperbolic metric of 
HI from some 11 (Zj,n) with Xj,n E I and n 2: 0, and every 11 (Zj,n) such that 
Xj,n E I, n 2: 0 and 1m 11 (Zj,n) 2: h is within hyperbolic distance C from some 
Q E W. Moreover, in each of these cases, 
Proof Observe that the diameter of Kl is bounded from below, because 
the uniformizing map 9 : 1HI \ K ----t 1HI with the hydrodynamic normaliza-
tion (2.2) tends to the identity as K tends to a point, and the uniformizing 
map gl for Kl satisfies gl(Z) = Z + 2/z + ... near 00, by (2.3). 
Let 2 E Q E W. It follows from the definition of Wand the fact that 
diam(KI} is bounded from zero that the harmonic measure of Kl from 2 in HI 
is bounded from zero. Therefore, the harmonic measure of I from /;1(2) in 
1HI is bounded from zero. This implies that there is some Zj,n within bounded 
distance from /;1(2) in the hyperbolic metric of 1HI such that Xj,n E I. Then 
11(Zj,n) is within bounded hyperbolic distance from Q. Because s~p{Imz : 
Z E K 1} = 0(1), we also have 1m2 = 0(1), and therefore Im!I(zj,n) = 
0(1). Since Im!I(zj,n) 2: Imzj,n, it follows that max{O, -n} = 0(1). Then 
z' := Xj,n + i 2nAO is equal to Zj',n' for some j' E Z, n' E N, and satisfies the 
requirements in the first statement of the lemma. 
From the fact that diam(Kl) is bounded from zero it also follows that 
iIi, the length of I, is bounded from zero. Suppose that we have Xj,n E I, 
j E Z, n E N. Then the harmonic measure of I from Zj,n is bounded from zero. 
Consequently, the harmonic measure of Kl from !I (Zj,n) in HI is bounded from 
zero. Now suppose also that 1m 11 (Zj,n) 2: h. Since sup{Imz : Z E K 1} = 0(1) 
and 1m 11 (Zj,n) = 0(1), it follows that the Euclidean distance from 11 (Zj,n) to 
Kl is bounded from above. If dist (!1 (Zj,n), K 1) ::::; 1, then the Whitney tile 
Q containing 11 (Zj,n) is in W. Otherwise, let p be a point closest to f~ (Zj,n) 
among the points Z satisfying 1m Z 2: hand dist(z, KI} ::::; 1. Since h < 1 and 
dist(!1 (Zj,n), Kl) = 0(1), it follows that Ip- 11 (Zj,n) I = 0(1). Since the points 
in [p, 11 (Zj,n)] have distance at least h from 8H1, it follows that the hyperbolic 
distance from p to 11 (Zj,n) is bounded above. For the second statement of the 
lemma we may then take Q to be the Whitney tile containing p. 
The last statement holds because 11 is an isometry from the hyperbolic 
metric of 1HI to the hyperbolic metric of HI. D 
Proof of Theorem 8.3. Set 
00 00 
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We now show that this quantity is comparable to S(a). Let C be the constant 
in the lemma. Since each square Q E W has a bounded diameter in the 
hyperbolic metric of HI, and the hyperbolic distance in 1HI between any two 
distinct Zj,nJs bounded from below, it follows that there are at most a bounded 
number of h(zj,n) within distance C, in the hyperbolic metric of HI, from any 
single Q E W. Similarly, there are at most a bounded number of Q E W within 
hyperbolic distance C from any point in HI. Moreover, if Z is within hyperbolic 
distance C from some Q E W, then 1m Z is bounded away from zero, because 
the hyperbolic distance in HI between any two points is an upper bound on the 
distance between them in the hyperbolic metric of 1HI (by the Schwarz lemma, 
for instance). Consequently, Lemma 8.4 implies 
(8.2) 
for some constant el, h', which depends only on hand a. Now, 
00 00 00 
(8.3) E[Sh(a)] = L L L E[lif(Zj,n) Ynl a 1A(j,n,m)] 
n=O m=O j=-oo 
whereA(j,n,m) denotes the event {Xj,n E I,Imil(Zj,n) 2': h,m:::::: III < m+1}. 
We split this sum into two pieces, depending on whether m :::::: n or m > n. 
Clearly, 0 E I. It is easy to see that 
III:::::: 0(1 + O~f~II~(t)l) , 
for example, by considering the differential equation (2.1) directly. This implies 
p [III 2': m] :::::: 0(1) e-C(~) m2, for some C(K,) > O. Since 
lyj{(x+iy)l:::::: 0(1)Imil(x+iy):::::: 0(1) 
for 0 < y :::::: 1, we have the trivial estimate 
00 
E [L lif (Zj,n) Ynla1A(j,n,m)] :::::: 0(1) m 2n p [III 2': m] 
j=-oo 
:::::: 0(1) m 2n e-C(~)m2 
for all m 2': O. This shows that in (8.3) the terms with m 2': n have finite sum. 
For m :::::: n, we use Theorem 3.2 together with (3.17) and obtain 
00 E[ L lif(zj,n) Ynla1A(j,n,m)] :::::: C(h,K"b) m2b+ I T n(A-2b-I), 
j=-oo 
where a, >., band K, are related by (3.6) with 1/ = 1 and b > O. For b between 
1/2 and 2/K, we have>. - 2b - 1 > 0 and conclude that E[S(a)] < 00 in this 
range. By (8.2), E[S(a)] < 00 for K, < 4, a> 1+K,/8 and for K, > 4, a> 1+2/K,. 
Now consider a = 8(K,). Suppose that 2-n < h/4 and il(Zj,n) 2': h. We 
claim that the harmonic measure in HI of KI from il(Zj,n) is bounded from 
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zero. Indeed, fix a constant h1 > 1 such that ht/2 2: sup{Im Z : Z E K1}. (It 
is easy to see that h1 = 4 works.) Consider the harmonic function Y(z) := 
Img1(z) on H1. Then Y(x + iy) - y ----+ 0 uniformly in x, as y ----+ 00, by the 
hydrodynamic normalization (2.2) of gl. Since 1HI + ~ h1 C H1, the maximum 
principle applied to Y(z) - Imz implies that Y(x + i h1) 2: ht/2 for all x E R 
Consequently, for every z E H1 with Imz < h1, the harmonic measure in 
H1 n {y < h1} from z of the line y = h1 is at most 2Y(z)/h1. However, the 
harmonic measure from z of y = h1 in the domain 1HI n {y < hd is Imz/h1. 
Therefore, the harmonic measure from z of K1 is at least the difference between 
these two quantities, which is at least Imz/h1 - 2Y(z)/h1. Applying this to 
z := i1 (Zj,n) proves our claim that the harmonic measure of K1 from i1 (Zj,n) 
in H1 is bounded from zero. This implies that the harmonic measure of I 
from Zj,n in 1HI is bounded from zero, which implies that at bounded hyperbolic 
distance from Zj,n we can find a point Zj',n' with Xj',n' E I. Consequently, to 
prove that E [Sh (15(1\;))] = 00 for all sufficiently small h > 0, it suffices to prove 
that for all no E fir and all sufficiently small h > 0 
00 
L 1Im!1(Zj,n»h IR (Zj,n) Ynl"(K)] = 00. 
j=-oo n=no 
This follows from Lemma 3.3 with b = 1/2 if I\; < 4 or b = 2/1\; if I\; > 4. An 
appeal to (8.2) gives E[S(i5(I\;))] = 00. Since E[S(a)] < 00 for a > 15(1\;), it 
also follows that E [ S (a)] = 00 for a < 15 (1\;), and the proof is complete. D 
COROLLARY 8.5. FoT' all I\; > 0, I\; 0; 4, and all sufficiently small h > 0 
lim sup Ilog tf+h c"(K) E [N(c, 8K1 n {y > h})] = 00. 
c:--+O 
Proof Denote by W(n) the number of Q E W with 2-n - 1 < d(Q) S 2-n . 
Then (8.1) immediately gives 
(8.4) W(n) S C N(Tn,8K1 n {y > h}). 
The corollary now follows from S(a) = 2:~=o W(n)2-an and Theorem 8.3. D 
Finally we state an upper bound for the covering dimension. 
THEOREM 8.6. FoT' all 1\;, h > 0 and a> 15(1\;), a.s. 
limca N(c,8K1 n {y > h}) = O. 
c:--+O 
Proof Suppose first that I\; 0; 4. By Theorem 5.2 we know that i1 is 
a.s. Holder continuous. There is no lower bound version of (8.4) for general 
domains. However, by results of Pommerenke [Pom92] and Makarov [Mak98] 
it is known that for Holder domains (i.e., the conformal map from lU into the 
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domain is Holder) the asymptotics of N can be recovered from the convergence 
exponent of the Whitney decomposition. Our proof follows this philosophy. 
We claim that there is a (random) constant C = C(w) > 0, depending on h 
and the Holder norm of iI, such that for every small E > ° and every point 
Zo E 8Kl n {y ~ 2h} 
(8.5) :3Q E W, Q C D(Zo,E), E ~ d(Q) ~ CE/llogEI. 
In fact, this follows from [KR97], but we include a short proof here, for the 
convenience of the reader. 
Let Xo E lR be a point such that il(XO) = ZOo Clearly, there is such an Xo, 
because il extends continuously to 1HI. Let {3 (s) : = il (xo + is), s > 0, let Q (s ) 
be the set of Whitney cells Q E W which intersect {3 ((0, s)), and set 
q(s):= L d(Q). 
QEQ(s) 
Since il is an isometry between the hyperbolic metric of 1HI and that of HI, it 
follows that for every s > ° the arc {3[s, 2s] meets a bounded number of Whitney 
cells, and each of these has Euclidean diameter comparable to the Euclidean 
diameter of {3[s, 2s]. Suppose that il is Holder with exponent a > 0. Then, 
d(Q) :::; 0(1) sa for Q E Q(s), and consequently also q(s) :::; 0(1) sa. Observe 
that there is a constant Co so that q(s)/sup{q(s') : s' < s} < Co, because 
there are constant upper bounds on the number of Whitney cells containing 
a point, and on the ratio d(Q)/d(Q') for neighboring Whitney cells Q and 
Q'. Let So := sup{s : q(s) < E} and Sl := sup{s : q(s) < cOl E/2}. The 
choice of Co ensures that q(so) - q(Sl) ~ E/2. Clearly Q(so) \ Q(Sl) has at 
most 0(1 + log(so/ Sl)) cells. Therefore, there is some Q E Q(so) \ Q(Sl) with 
d(Q) ~ E/0(1 + log(so/sr)). Since q(s) :::; 0(1) sa, it follows that 0(1) Sl ~ 
Ella, and we get 0(1) d(Q) ~ E/llogEI, proving (8.5). 
We know that for every set Fee the covering number N(E, F) is bounded 
by a constant times the maximum number of disjoint disks of radius E centered 
in F. Therefore, by (8.5), N(E, 8Kl n{y > 2 h}) is bounded by a constant times 
the number of Whitney cells in W with size between 0(1) E and E/O(llog EI); 
that is, 
n+O(logn) 
N(Tn,8Kl n {y > 2h}) :::; C(w) L W(j), 
j=n 
which implies for all a' > 0, 
N(Tn,8Kl n {y > 2 h}) :::; C(w) 2(n+O(logn»a' S(a') . 
By Theorem 8.3, S(a') < 00 a.s. for a' > 8(A;). Therefore, the case A; i- 4 in 
Theorem 8.6 now follows by taking a' E (8 (A;) , a) . 
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The following argument covers not only the case I'\, = 4, but the whole 
range I'\, E (0,4]. For such 1'\" Theorem 8.1 can be used, since oK1 = ,,[0,1] 
for I'\, E (0,4]. Although Theorem 8.1 discusses the expected number of balls 
needed to cover ,,[0,(0) n A, where A is an arbitrary bounded set satisfying 
A c 1HI, one can refine the result to bound N(c,oKl n {y > H}), as follows. 
Given a point z = x + i y, y> h, we need to estimate the probability that z is 
close to Kl. We may certainly restrict attention to the case where y is bounded 
by some constant. There is a constant C 2: 1 such that the probability that 
z is close to Kl is bounded by the probability that there is some time tl < 1 
such that ~(tl) is within distance C from x times the probability that Z(z) is 
large, conditioned on the existence of such a tl. The proof is then completed by 
applying the estimates in the proof of Theorem 8.1 and the Markov property. 
The details are left to the reader. D 
The upper bound for the Hausdorff dimension follows immediately: 
COROLLARY 8.7. For I'\, > 4, the Hausdorff dimension of OKI is a.s. at 
most 1 + 2/1'\,. 
9. Further discussion and some open problems 
We believe Theorem 5.1 to hold also in the case I'\, = 8: 
CONJECTURE 9.1. The SLE8 trace is a continuous path a.s. 
Update. This is proved in [LSW]. 
CONJECTURE 9.2. The Hausdorff dimension of the SLE/i trace zs a.s. 
1 + 1'\,/8 when I'\, < 8. 
Update. A proof of this result is announced in [Be~ for I'\, i- 4. 
Corollary 8.2 shows that the Hausdorff dimension cannot be larger than 
1 + 1'\,/8. 
CONJECTURE 9.3 (Richard Kenyon). The Hausdorff dimension of oK1 
is a.s. 1 + 2/ I'\, when I'\, 2: 4. 
Corollary 8.7 shows that the Hausdorff dimension cannot be larger than 
1+2/1'\,. 
Problem 9.4. Find an estimate for the modulus of continuity for the trace 
of SLE4 . Improve the estimate for the modulus of continuity for SLE/i for 
other 1'\,. What better modulus of continuity can be obtained with a different 
parametrization of the trace? 
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Figure 9.1: A sample of the loop-erased random walk; believed to converge to 
radial SLE2. 
Based on the conjectures for the dimensions [DupOO], Duplantier suggested 
that SLE16/,,; describes the boundary of the hull of SLE,,; when Ii, > 4. This 
has further support, some of which is discussed below. However, at this point 
there isn't even a precise version for this duality statement. 
Problem 9.5. Understand the relation between the boundary ofthe SLE,,; 
hull and SLE16/,,; when Ii, > 4. 
Update. See [Dub] for recent progress on this problem. 
We now list some conjectures about discrete processes tending to SLE,,; 
for various Ii,. Let D be a bounded simply connected domain in C with smooth 
boundary, and let a and b be two distinct points in aD. Let ¢ be a conformal 
map from H to D such that ¢(O) = a and ¢( (0) = b. The SLE trace in D 
from a to b is defined as the image under ¢ of the trace of chordal SLE in 
H. Similarly, one defines radial SLE in arbitrary simply connected domains 
strictly contained in C. 
In [SchOO] it was shown that if the loop-erased random walk in simply 
connected domains in C has a conformally invariant scaling limit, then this 
must be radial SLE2. See Figure 9.1 for a sample of the loop-erased random 
walk in U. 
In [SchOO] it was also conjectured that the UST Peano curve, with appro-
priate boundary conditions (see Figure 9.2), tends to SLEs as the mesh goes 
to zero. This offers additional support to Duplantier's conjectured duality 9.5, 
Since the outer boundary of the hull of the UST Peano curve consists of two 
loop-erased random walks, one in the tree and one in the dual tree. See [SchOO] 
for additional details. 
1026
920 STEFFEN ROHDE AND ODED SCHRAMM 
Figure 9.2: A piece of the UST Peano curve; believed to converge to SLEs. 
Update. The convergence of LERW to SLE2 and of the UST Peano path 
to SLEs is proved in [LSW]. 
CONJECTURE 9.6. Consider a square grid of mesh c in the unit disk U. 
Then the uniform measure on simple grid paths from 0 to au on this grid 
converges weakly to the trace of radial SLEs as c '\.. 0, up to reparametrization. 
The uniform measure on simple paths joining two distinct fixed boundary points 
converges weakly to the trace of chordal SLEs , up to reparametrization. 
We have not bothered to make this conjecture entirely precise, since there 
is more than one natural choice for the topology on path space. However, this 
does not seem to be very important at this point. 
Note that we do not require that the grid path be space filling (i.e., visit 
every vertex). Indeed, it is not hard to see that a uniformly selected path will 
be essentially filling, in the sense that the probability that a nonempty open 
set inside 1U is unvisited goes to zero as c '\.. o. 
Consider an n x n grid in the unit square, and identify the vertices of the 
right and bottom boundary arcs to a single vertex woo Let Gn denote this 
graph, and note that the dual graph G~ is obtained by rotating Gn 1800 and 
shifting appropriately. See Figure 9.3. Let w be a sample from the critical 
random-cluster measure on Gn with parameters q and p = p(q) = y'Q/(1 + y'Q) 
(which is the conjectured value of Pc = Pc(q)) and let wt be the set of edges 
in G~ that do not cross edges of w. Then the law of wt is the random-cluster 
measure on G~ with the same parameters as for w. Let f3 be the set of points in 
the unit square that are at equal distance from the component of w containing 
Wo and the component of w t containing the wired vertex of Gt. 
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Figure 9.3: A partially wired grid and its dual. 
CONJECTU RE 9.7. If q E (0 , 4), then as n --+ 00, the law of f3 converges 
weakly to the trace of SL£It , up to reparamei1ization, where "" = cos I t':Jii/2)' 
The above value of K is derived by applying the predictions [SD87] of the 
dimensions of t he perimeters of clusters in the random cluster model. 
Consider a random~uniform domino tiling of the unit square, such as in 
the top right of Figure 9.4. Taking the union with another independent domino 
tiling with the two lower cornel' squares removed, one gets a path joining t he 
two removed squares; see Figure 9.4 . This model was considered by [RHA97]. 
Richard Kenyon proposed t he following 
Problem 9.8. Does th is double-domino model converge weakly (up to 
reparametrization) to SL£ 4 as t he mesh of t he grid tends to zero? 
Kenyon also produced some calculations for this model that agree with 
the corresponding calculat ions for 5L£4. 
Let a E JR, c > 0, and consider the following random walk S on the grid 
c Z2. Set So = 0, and inductively, we construct SII+1 given { So, ... , SrI} ' If 
Sn fJ. 1IJ, t hen stop. Otherwise, let hn : c Z2 --+ [0, 1] be the function which 
is 1 outside of 1IJ, ° on {So, .. . , Sn}, and discrete-harmonic elsewhere. Now 
choose 8 11 +1 among t he neighbors v of SII such t hat h{v) > 0, with probability 
proportional to h(v)u. When a = 1, this is called Laplacian random walk, and 
is known to be equivalent to loop-erased random walk. When a = 0 this walk 
is believed to be closely related to t he boundary of percolation clusters. 
The following problem came up in discussions with Richard Kenyon. 
Problem 9.9 . For what values of a does this process converge weakly to 
radial SLE? \Vhat is the c01'l'csponcience K = K(a)? 
1028
922 ST EFFEN ROHDE AND ODED SC HRAi\It.l 
Figure 9.4: The double domino path. 
IVlotivated in part by Duplantier 's duality conjecture 9.5, in [LSW03] it is 
conjectured t hat chordal 8L£8/3 is t he scaling limi t of t he self-avoiding walk 
in a half-plane. (That is, the limit as J '\. 0 of the limit as n / 00 of the 
law of a random-uniform n-step simple path from 0 in SZ2 n IHI.) Some strong 
support to this conjecture is provided there, which in turn can be viewed as 
fur ther support for the duali ty in 9.5. 
Many of the processes believed to converge to chordal SLE have the fol-
lowing revers ibility property. Up to reparametrization, the path from a to b 
in D (a, bEaD) has the same distribut ion as t he pat h from b to a. It is t hen 
reasonable to conject ure: 
C ONJECTURE 9.10. The chordal SLE trace is reversible for Ii E [0,8J . 
It is not too hard to see that this fails for fi > 8. In particular, when fi > 8 
the chordal SLE path is more likely to visit 1 before visit ing i . Since inversion 
in the unit circle preserves 1 and i, the probabili ty for visiting i before 1 would 
have to be 1/ 2 if one assumes reversibility. To apply this argument one has to 
note that a.s. t he path visits 1 and i exactly once. 
Update. The above conjecture is known to hold when fi = 0,2,8/3, 6,8. 
The cases Ii = 2,8 follow from [LSW) (though some additional work is needed 
in the case where Ii = 2, since the convergence of the LERW is to radial SLE), 
the case fi = 6 follows from Smil·nov's Theorem [SmiDl], and the case fi = 
8/3 follows from the characterizat ion in [LSWD3] of SLEsj3 as the restrict ion 
measure with exponent 5/8. 
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Some conjectures and simulations concerning the winding numbers of 
SLE's are described in [WW]. 
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