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We study the Casimir potential between two impurities immersed in a spin-orbit coupled Bose-
Einstein condensate (BEC) with plane-wave order. We find that, by exchanging the virtual
phonons/excitations, a remarkable anisotropic oscillating potential with both positive and nega-
tive parts can be induced between the impurities, with the period of the oscillation depending on
the spin-orbit coupling strength. As a consequence, this would inevitably lead to a non-central
Casimir force, which can be tuned by varying the strength of spin-orbit coupling . These results are
elucidated for BECs with one-dimensional Raman-induced and two-dimensional Rashba-type SOC.
PACS numbers: 03.75.Kk, 03.75.Mn, 05.30.Jp
I. INTRODUCTION
The research on quantum impurity problem in a many-
body system provides a promising way to study the
few-body and many-body physics in condensed matter
physics [1–10]. The interplay between the impurity and
the background many-body ground state can lead to
many intriguing phenomena [11–21], such as the orthogo-
nality catastrophe of a time-dependent impurity in ultra-
cold fermions [22, 23], an electron dressing Bose-Einstein
condensate by a Rydberg-type impurity [24], and Yu-
Shiba-Rusinov state [25–29], etc. One of the remarkable
effect is that an effective interaction may be induced be-
tween impurities via exchanging the virtual excitations
of the underlying ground state fluctuations, which is also
known as the Casimir effect [30–35].
Recent years, with the realization of artificial gauge
fields in ultracold atoms, the spin-orbit coupled quan-
tum gases have attracted attentive studies and many in-
teresting physics brought by SOC have been explored
[36, 37]. For example, a plane-wave (PW) phase and a
stripe phase can be identified in BECs with SOC [38].
More recently, it was found that a point-like impurity
moving in a BEC with Rashba SOC would experience a
drag force with a nonzero transverse component [39] and
a Fulde-Ferrell-Larkin-Ovchinnikov-like molecular state
[40, 41] may exist in spin-orbit coupled Fermi gas. Based
on these developments of SOC and impurity physics in
ultracold atoms, a natural and important question then
raises: how the Casimir potential between impurities in
a BEC is affected by SOC?
To address this problem, in this paper, we calculate the
instantaneous Casimir potential between two impurities
immersed in a BEC with SOC. We find that, by exchang-
ing the virtue phonons/excitations of the PW phase, the
inter-impurity potential exhibits a remarkable oscillating
∗Electronic address: sunqing@cnu.edu.cn
behavior with both repulsive and attractive components.
Specifically, for the Raman-induced 1D SOC, such oscil-
lation only exists along the direction of the SOC. While
for the 2D Rashba SOC, the potential oscillates in both
directions with different oscillation periods: the period in
the direction of the PW wave-vector is about half of the
one along the perpendicular direction. Such anisotropy
of the potential would inevitably lead to a non-central
Casimir force between the impurities.
This paper is organized as follows: First in Sec. II,
we model the system and present the general formalism.
Then, we analyze the results and underlying physics in
Sec. III. Finally in Sec. IV, we give a brief summary.
II. MODEL AND FORMALISM
A. Model
We consider two impurity atoms immersed in a two-
component interacting Bose gas with SOC. The Hamil-
tonian of the system can be written as
H =
∫
drφˆ†(r)
[
− ~
2∇2
2mB
− µ− i
∑
i,j=x,y,z
vij∂iσj
+
∑
i=x,y,z
Λiσi
]
φˆ(r) +
1
2
∫
dr
[
g↑↑nˆ2↑ + 2g↑↓nˆ↑nˆ↓
+g↓↓nˆ2↓
]
+
∫
drψˆ†(r)
(
−~
2∇2
2mI
)
ψˆ(r)
+gI
∫
drnˆ(r)ψˆ†(r)ψˆ(r). (1)
Here, φˆ(r) = (φˆ↑(r), φˆ↓(r))T and ψˆ(r) are the annihila-
tion operators of the two-component boson and impurity
atom fields (boson or fermion) at position r, with the
mass mB and mI respectively. nˆ = nˆ↑ + nˆ↓ denotes the
density operator with nˆ↑ = φˆ
†
↑φˆ↑ and nˆ↓ = φˆ
†
↓φˆ↓. σx, σy
and σz are the Pauli matrices. µ is the chemical potential
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2of bosons. vij and Λi (i, j = x, y, z) describe the strength
of effective SOC and magnetic field along i-direction. g↑↑
(= g↓↓) and g↑↓ are the intra- and inter-component inter-
actions between bosons, while the impurity atoms cou-
ple to the bosons via a density-density interaction with
strength gI . In this paper, we are interested in the unique
features of the induced interaction between impurities in-
troduced by the SOC, which is shown to be independent
with the statistics of the impurity atom. Further for sim-
plicity, we have neglected the possible direct interaction
between impurity atoms, which would not affect the main
physics essentially.
B. Casimir potential between two impurities
Before proceeding, let us briefly discuss the effects
brought by SOC. As well known that in the absence of
impurities, the presence of SOC would largely change
the single-particle spectrum, and give rise to degener-
ate single-particle ground states, e.g. double minima
for Raman-induced 1D SOC and ring degeneracy for
Rashba SOC. Here, the 1D SOC (along x-direction) cor-
responds to vxz = −~2kL/mB , Λx = Ω and the Rashba
SOC has vxx = vyy = ~2kL/mB with kL and Ω the
strength of SOC and Raman coupling respectively. the
SOC strength. In both cases, all of the other vij and
Λi (i, j = x, y, z) are zero. As a result, the many-body
ground state for a homogeneous Bose-Einstein conden-
state could be in a PW phase or a stripe phase, de-
pending on the atomic interaction parameter η = g↑↓/g↑↑
[38, 42, 43]. Correspondingly, the excitation spectrum of
each phase would be also changed dramatically. When
the impurities get involved, they would interplay with
such excitations of the background condensate, and a
unique SOC-dependent interaction may be induced be-
tween the impurities. To show this more concretely, we
take the PW ground state as an example in the following.
In the path-integral formalism, we write
the partition function of Hamiltonian (1) as
Z = ∫ D[φ¯, φ, ψ¯, ψ]e− 1~S[φ¯,φ,ψ¯,ψ], with S[φ¯, φ, ψ¯, ψ] =∫ β
0
dτ
[
~φ¯∂τφ+ ~ψ¯∂τψ +H(φ¯, φ, ψ¯, ψ)
]
. For a low
average density of the impurity atoms and moderate
impurity-boson interactions, it is assumed that we can
safely neglect the modifications on the properties of the
condensate as well as the dispersion of the excitations
due to the impurities [30]. In this way, we further write
the boson fields as φ(r, τ) = φ0(r) + δφ(r, τ), where
φ0(r) is the wave function of the condensate and δφ(r, τ)
are quantum fluctuations above the condensate. In the
PW phase, we have φ0(r) =
√
n0(u, v)
T eik0·r with k0
the condensed momentum of the plane wave. n0 is the
density of the condensed bosons and u, v are the relative
amplitudes of each component satisfying |u|2 + |v|2 = 1.
To facilitate the following discussions, we turn to the
momentum-frequency space via the Fourier transforma-
tion
δφ(r, τ) = (~βV )−1/2eik0·r
∑
q,ν
δφ(q, ν)eiq·r−iντ , (2)
ψ(r, τ) = (~βV )−1/2
∑
k,ω
ψ(k, ω)eik·r−iωτ . (3)
Here, q (relative to the condensed momentum k0) and
k are the momenta of the quantum fluctuation δφ(q, ν)
and the impurity field ψ(k, ω), respectively. ν and ω are
Matsubara frequencies in the imaginary time.
Within the Bogoliubov approximation of a weakly
interacting gas, the partition function can be ex-
panded up to second order, which becomes Z =∫ D[δφ¯, δφ, δψ¯, δψ]e− 1~ [S0+S(2)]. Here, S0 is the action in
the classical level, and S(2) is the Gaussian part, which
is given by
S(2) =
1
2
∑
q,ν
δΦ¯(q, ν)M(q, ν)δΦ(q, ν)
+
∑
k,ω
~2k2
2mI
ψ¯(k, ω)ψ(k, ω)
+
1
2
∑
q,ν
[
J†(q, ν)δΦ(q, ν) + h.c.
]
, (4)
where δΦ(q, ν) =
[
δφ↑(q, ν), δφ↓(q, ν), δφ¯↑(−q,−ν),
δφ¯↓(−q,−ν)
]T
, J(q, ν) = gI
√
n0ρ(q, ν)(u, v, u, v)
T with
ρ(q, ν) =
∑
k,ω ψ¯(k, ω)ψ(k+ q, ω + ν), and
M(q, ν) = −i~ν
(
I 0
0 −I
)
+
(
Aq +B B
B A†−q +B
)
(5)
with I the 2× 2 unit matrix and
Aq = H0(q+ k0)I − µI + ηgn0I
−(η − 1)gn0
[
u2 0
0 v2
]
,
B = gn0
[
u2 ηuv
ηuv v2
]
. (6)
Here, H0(q) =
~2q2
2mB
+
∑
i,j=x,y,z vijqiσj +
∑
i=x,y,z Λiσi.
We further introduce the time-ordered Green’s func-
tion of the boson fields δΦ as
G0(r, τ ; r′, τ ′) ≡ − 1
2~
〈0|TτδΦ(r, τ)δΦ¯(r′, τ ′)|0〉, (7)
and its Fourier transformation
G0(r, τ ; r′, τ ′) = 1~βV
∑
q,ν
G0(q, ν)eiq·(r−r′)−iν(τ−τ ′),
G0(q, ν) = [−M(q, ν)]−1 . (8)
Here, |0〉 is the vacuum state in the quasi-particle basis.
Then the effective action for impurities can be obtained
3by integrating out the fluctuations of boson fields in Eq.
(4), which gives
Seff =
∫ ~β
0
dτ
∫
drψ¯(r, τ)
(
~∂τ − ~
2∇2
2mI
)
ψ(r, τ)
+
1
2
∫ ~β
0
dτdτ ′
∫
drdr′
×|ψ(r, τ)|2V (r, τ ; r′, τ ′)|ψ(r′, τ ′)|2, (9)
where
V (r, τ ; r′, τ ′) =
1
~βV
∑
q,ν
V (q, ν)eiq·(r−r
′)−iν(τ−τ ′),
V (q, ν) = g2In0(u, v, u, v)G0(q, ν)(u, v, u, v)T .
(10)
Above, Eq. (10) is the main start-point of this pa-
per. In general, the fluctuations of the condensate can
mediate an interaction between impurities. And we are
interested in the instantaneous component of ν = 0 [30],
which is justified by the dominant processes of emitting
and absorbing of virtual quasi-particles between two im-
purities. In this case, the Casimir potential takes the
form of V (r, τ ; r′, τ ′) ' V (|r−r′|)δ(τ −τ ′), reflecting the
“vacuum” energy modification from these exchanging of
quasi-particles.
To explore the main features of the induced poten-
tial, in the following, we take the Raman-induced 1D
and Rashba-type SOCs as examples to demonstrate the
underlying physics.
III. RESULTS
A. Raman-induced 1D SOC
In this case, the PW phase survives in the param-
eter regime with 0 < α < 1 (α ≡ ΩmB/~2k2L) and
η > ηc = (2 − 3α2)/(2 − α2), which would transit to
FIG. 1: (a). Distribution of the Casimir potential V (r) (in
unit of εL) in x, r⊥-plane of the relative coordinate r between
two impurities in a three-dimensional BEC with Raman-
induced one-dimensional (along x-direction) SOC. (b). The
Casimir potential V (x, r⊥ = 0) along x-axis for γ = 10 (red
solid), 3 (blue dashed), and 0.1 (green dash-dotted). Other
parameters are α = 0.25 and η = 1.0.
FIG. 2: The Fourier distribution V (q) of the Casimir poten-
tial V (r) given in Fig. (1): (a). V (qx, qy, 0) in qx, qy-plane
with qz = 0; (b). V (qx, 0, 0) along qx-axis with qy = qz = 0.
Here, α = 0.25, η = 1, and γ = 3.
a zero-momentum phase at α = 1 [42]. For α  1, we
have 
u = − sin γk02
v = cos
γk0
2
k0 = −
√
1− α2kLex,
(11)
with sin γk0 = Ω/
√
(kLk0/mB)2 + Ω2. Correspondingly,
the chemical potential µ is given by
µ = εk0−kL sin
2 γk0
2
+ εk0+kL cos
2 γk0
2
− Ω sin γk0
+gn0 +
1
2
(η − 1)gn0 sin2 γk0 − εL, (12)
with εL ≡ ~2k2L/2mB . With Eqs. (11, 12), one can de-
rive the explicit expression of the instantaneous Casimir
potential V (r) given by Eq. (10) (not shown here). In
Fig. (1a), we plot V (r) in the plane of the relative co-
ordinate r with γ = 3. Here, γ ≡ ξ−2/k2L denotes the
ratio between boson-boson interaction energy and the ki-
netic energy characterized by the strength of SOC, where
ξ = ~/
√
2gn0mB is the healing length of the boson sys-
tem. We find that, in contrast to that without SOC, the
instantaneous Casimir potential exhibits a remarkable os-
cillation between repulsive and attractive parts with the
varying of the distance between impurities. Furthermore,
such oscillation is found to be along the x direction, with
period about pi/|k0|, as shown in Fig. (1b).
The oscillating behavior can be understood as follows.
In the basis of single particle states of the free boson gas,
the inter-impurity Casimir potential is a consequence of
the scattering between the condensed bosons and the ex-
cited ones, as can be seen in the last term of Eq. (4).
In the static limit of impurity potential (that is, ν = 0),
it prefers scattering process between states with small
energy difference. To see it more clearer, in Fig. (2),
we give the Fourier component V (q) of the Casimir po-
tential. One can see that, for the Raman-induced 1D
SOC, V (q) is domianted by the excited states around
the condensed momentum and those around the other
degenerate momentum, with the exchanged momenta
about zero and ±2k0, respectively. The distribution of
V (q) around zero momentum are common to that of the
BEC without SOC, and it will contribute to an attrac-
tive, divergent, and damping Casimir potential. While
4those around ±2k0 are the unique feature brought by
the Raman-induced 1D SOC, which give rise to the os-
cillations of the potential with a period about pi/|k0|. It
is noteworthy that, this oscillating behavior bears some
similarity with the well-known Ruderman-Kittel-Kasuya-
Yosida (RKKY) indirect exchange between two localized
spins. The main difference is that, the RKKY interac-
tion is mediated by the delocalized fermions around the
Fermi surface [44]. While in our case, the induced inter-
action is mediated by the bosonic excitations around the
ground state with finite momentum. Moreover, due to
the macroscopic occupancy of the condensed state, there
is a bosonic enhancement n0 in the Casimir potential,
making the oscillations prominent.
We also find that the range of the Casimir potential
is on the order of the healing length ξ, similar to that
without SOC. Since the period of oscillation is about
pi/|k0|, the number of oscillations gets lesser for smaller
|k0|, which can be achieved by making kL smaller or α
larger. Furthermore, as ξ gets larger, that is for larger γ,
the positive humps at small relative distance gradually
becomes negative humps and even vanish, as shown in
Fig. 1(b).
The amplitude of the oscillations grows quickly as the
strength of SOC gets larger, as shown in Fig. 1 in which
the the Casimir potential is scaled with εL. So the
Casimir potential can be prominent for large enough SOC
strength. We have also calculated the Casimir potential
in 2D with Raman-induced 1D SOC. By comparing the
results in 2D ans 3D systems, we find that the amplitude
of the oscillation in Casimir potential is more prominent
in lower dimensional systems. It is because that the ratio
of the those scatterings contribute to the oscillations to
all of the scatterings is larger in lower dimension. We
also find that as η increases, the amplitude of the os-
cillations becomes diminished. This is because the gap
of excitations which corresponds to momentum transfer
around ±2k0 along the kx axis goes larger when η is in-
creased, and it results in smaller scattering probability
with corresponding transfered momentum.
Another important feature of the Casimir potential is
that it is anisotropic due to the anisotropic excitation
spectrum, which means that the Casimir force between
the two impurities is non-central. Similar behavior has
also been found previously in drag force experienced by
a moving impurity in BEC with SOC [39].
B. Rashba-type SOC
For isotropic Rashba SOC [43], the PW phase appears
for η ≤ 1. We have{
u = v = 1√
2
k0 = −kLex, (13)
and
µ = −~
2k20
2mB
+ gn0 + 2(η − 1)gn0u2v2. (14)
FIG. 3: (a) The real space distribution V (x, y) and (b) the
momentum space distribution V (qx, qy) of the Casimir poten-
tial between two impurities in a two-dimensional BEC with
Rashba-type SOC. (c) and (d) are the Casimir potential along
x- and y-axis respectively, with γ = 0.1 (red solid), 1 (blue
dashed), and 10 (green dash-dotted). η = g↑↓/g = 0.9.
After some straightforward calculations, the dimension-
less Casimir potential takes
V (r) =
∫
d2q
(2pi)2
V (q) cos(q · r), (15)
where
V (q) = −2g
2
I
g
γ · {q6 − 4q2(2q2x − q2y) + 16q2x
+(1− η)γ(q4 + 4q2x)
}/{
(q4 − 4q2x)2
+2γ
[
q2x(q
2 − 4)2 + q2q2y(q2 + 4)
]
+(1− η2)γ2(q4 + 4q2x)
−4(1− η)γ [q4 + 4q2x(1− q2)] }. (16)
It is interesting to see that, above V (q) is just the dynam-
ical structure factor at zero Matsubara frequency [45, 46].
In Fig. (3), we plot the distributions of V (r) and V (q)
in the real space and momentum space respectively. One
can see that, the potential in this situation also shows
significant oscillating behavior as in the case of Raman-
induced 1D SOC. Nevertheless, there are some important
differences arising from the ring degeneracy of the single-
particle states brought by the isotropic Rashba SOC.
First, the Casimir potential for the Rashba SOC os-
cillates both along x- and y-direction as depicted in Fig.
(3c) and (3d). In particular, the periods of oscillations
along both directions are found to be around pi/kL and
2pi/kL, respectively. The reason is that, due to the
Rashba SOC, the scattering processes with momentum
transfer around 2kL and kL along x- and y-direction be-
tween the impurity and the background BEC, are largely
5enhanced. Second, along the y-axis, a positive hump is
developed (see Fig. 3d). Third, with the decrease of η,
the excitation gap along x-direction increases. As a re-
sult, the oscillating behavior along x-direction gradually
diminishes. While the behavior of the potential along
y-direction is not changed.
IV. CONCLUSIONS AND DISCUSSIONS
In conclusions, we have calculated the instantaneous
Casimir potential between two impurities immersed in
BECs with Raman-induced 1D SOC and Rashba-type
SOC. We find that due to the SOC, the Casimir poten-
tial between impurities exhibits remarkable oscillations
with both positive and negative components, and the
period of the oscillation is inversely proportional to the
strength of SOC. In addition, the amplitude of the os-
cillations become prominent with the increasing of the
SOC strength, and can be further tuned by varying the
atomic interactions. Moreover, the anisotropic potential
suggests a non-central Casimir force between two impu-
rities. Our results would be beneficial for the study of
impurity physics as well as the nontrivial effects brought
by SOC.
Up to now, we have only considered the single-phonon
process and neglected the possible multi-phonon pro-
cess to obtain the instantaneous Casimir potential. This
is valid for the weakly interacting two- and three-
dimensional Bose gases at zero temperature (our case),
where the fraction of the quantum depletion is rather
small with a much smaller possibility of the multi-phonon
process. On the other hand, for 1D BEC at finite temper-
ature, the quantum depletion becomes quite large, and
the multi-phonon process can not be neglected. It is
pointed out that, when the two-phonon exchanging pro-
cess is included, the potential would become long-ranged
[47]. We leave the SOC effect on the Casimir potential
with multi-phonon process for the future study.
Experimentally, BECs with Raman-induced 1D SOC
have been realized in ultracold atom experiments [38, 48–
52] and many proposals on two-dimensional isotropic
Rashba SOC have been proposed [53–55]. Moreover,
techniques in detecting dynamics and correlations with
single atom resolution [56] have also been achieved. With
these advances, our theoretical results may be verified in
the near future.
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