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Abstract
This paper is concerned with a class of unconstrained binary polynomial pro-
grams (UBPPs), which covers the classical binary quadratic program and has a host
of applications in many science and engineering fields. For this class of NP-hard
problems, by leveraging the global exact penalty for its DC constrained SDP refor-
mulation, we achieve two equivalent DC penalized composite programs respectively
involving the PSD matrix variable and its factor variable. Then, by seeking a finite
number of approximate stationary points for the DC penalized problems associated
to increasing penalty parameters, we propose two relaxation approaches that can
deliver an approximate feasible solution to the UBPPs under a suitable condition.
To achieve such stationary points, the majorization-minimization (MM) methods
with extrapolation are also developed for the DC penalized matrix programs with
a fixed penalty parameter and their global convergence are established. Numerical
experiments on 138 test instances show that the relaxation approach based on the
DC penalized factored problem is effective in terms of the quality of outputs and
the CPU time taken, which can solve the problem of 20000 variables in 45 minutes
and yield an upper bound to the best one with a relative error at most 2.428%.
Keywords: UBPP; global exact penalty; factorized form; relaxation approaches
1 Introduction
Let Sp represent the vector space of all p×p real symmetric matrices equipped with trace
inner product and let Sp+ denote the set of all positive semidefinite (PSD) matrices in S
p.
We are interested in the following unconstrained binary polynomial program (UBPP):
min
xi∈{−1,1}n
q∏
i=1
(
xTi Qixi + c
T
i xi + ai
)
(1)
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where Qi ∈ Sn, ci ∈ Rn and ai ∈ R for i = 1, . . . , q are the given data. When q = 1,
it reduces to the classical unconstrained binary quadratic program (UBQP), which is
found to have a large spectrum of applications in many science and engineering fields; for
example, it is frequently used to represent the optimization problems on graphs, facility
locations problems, resources allocation problems, clustering problems, set partitioning
problems, and various forms of assignment problems (see, e.g., [1, 7, 22, 29, 35, 37]).
Over the past several decades, a variety of solution methods have been developed for
this class of NP-hard problems (see the survey [22]), which can be roughly classified into
the exact method [23, 26], the metaheuristic method [43, 41] and the relaxation method.
Among the existing relaxation methods (see, e.g., [2, 9, 12, 16, 33]), the semidefinite
program (SDP) relaxation is the most popular owing to the significant result in [16],
which states that for the max cut and max 2-satisfiability problem, the SDP relaxation
gives a solution with the expected value at least 0.87856 times the optimal value. Notice
that x ∈{−1, 1}n if and only if X =xxT is a rank-one PSD matrix with one diagonals.
These UBQPs can be reformulated as the following SDP with a rank-one constraint:
min
X∈Sn
{
〈C,X〉 s.t. rank(X) ≤ 1,diag(X) = e,X ∈ Sn+
}
, (2)
and the SDP relaxation method delivers a satisfactory solution by solving its relaxation
min
X∈Sn
{
〈C,X〉 s.t. diag(X) = e,X ∈ Sn+
}
. (3)
Recently, some attentions are also paid to the double nonnegative cone (the intersection
of the PSD cone and the nonnegative matrix cone) relaxation (see [21, 14]). Since the
solution to the linear SDP (3) or double nonnegative conic program is far from rank-one,
a tailored rounding is required for it so as to obtain a feasible solution of the UBQPs.
Since rank(X) ≤ 1 is equivalent to the DC constraint ‖X‖∗− ‖X‖ = 0, where ‖X‖∗
and ‖X‖ denote the nuclear norm and spectral norm of X, respectively, the BPP (1) can
be reformulated as the following DC (difference of convex) constrained SDP problem:
min
X∈Sp
{
f(X) s.t. 〈I,X〉 − ‖X‖ = 0, diag(X) = e,X ∈ Sp+
}
, (4)
where f : Sp → R is a smooth function with gradient Lipschitz relative to BΩ, a compact
set containing (1+ γ)Ω − γΩ for all γ ∈ [0, 1] with Ω := {X ∈ Sp+ | diag(X) = e};
see Section 6.4 for the detail. The equivalence between (1) and (4) means that the DC
constraint 〈I,X〉−‖X‖ = 0 makes the feasible set of the problem (4), denoted by F , still
combinatorial. Indeed, F is exactly the set of all p × p rank-one PSD binary matrices.
Since numerically it is more convenient to handle DC objective functions than to handle
DC constraints, we are motivated to focus on the following penalized version of (4):
min
X∈Ω
{
f(X) + ρ(〈I,X〉 − ‖X‖)
}
(5)
where ρ > 0 is the penalty parameter. From [5, Theorem 3.1], the problem (5) associated
to every ρ ≥ ρ := (1+2p)L has the same global optimal solution set as the problem (4)
2
and then the BPP (1) does, where L is the Lipschitz constant of f relative to Ω. In fact,
by Lemma 7.1 in Appendix, a refined version of [5, Proposition 2.3], the threshold ρ can
be updated as ρ∗ = min(ρ, ρ̂) with ρ̂ := (1 + 2
√
2p)L̂ for L̂ := supX 6=Y ∈Ω
|f(X)−f(Y )|
‖X−Y ‖∗
. It
is worthwhile to point out that the penalty problem of form (5) first appears in [15].
In this work, we propose a relaxation approach to solving the BPP (1) by its equivalent
DC penalized problem (5). In particular, inspired by the recent renewed interest in the
BM factorization method [8] for low-rank matrix recovery problems (see, e.g., [36, 42,
45, 46]), we also propose a relaxation approach by the factorized formulation of (5):
min
V ∈Rm×p
f(V TV ) + ρ(‖V ‖2F − ‖V TV ‖)
s.t. ‖Vj‖ = 1, j = 1, 2, . . . , p (6)
where 1 < m ≤ p is an appropriate integer and Vj denotes the jth column of V . It is not
hard to verify that if X∗ is a global optimizer of rank r to the problem (5) associated to
ρ > 0, then V ∗=
√
Λ∗(P ∗1 )
T is globally optimal to (6) associated to this ρ and m ≥ r,
where P ∗1 is the matrix consisting of the first m column of the eigenvector matrix P
∗ of
X∗ and Λ∗ is the m × m diagonal matrix consisting of the first m largest eigenvalues
of X∗. Conversely, if V ∗ is a global minimizer to (6), then X∗ = (V ∗)TV ∗ is globally
optimal to the problem (5) with an additional rank constraint rank(X) ≤ m. This means
that in a global sense, one may replace the solution of (5) by solving its factorized form
(6). By Lemma 3 in Appendix, the function Rm×p ∋ V 7→ ‖V TV ‖ is convex. Hence, the
problem (6) is a DC penalized matrix program with a column sphere constraint.
In Section 4 and 5, by seeking a finite number of approximate stationary points to
the DC penalized problems (5) and (6) respectively with increasing penalty parameters,
we develop two relaxation approaches to the BPP (1). To achieve such stationary points,
inspired by the recent works on the DC program (see, e.g., [17, 34, 28, 27]), we propose
an MM method with extrapolation for solving the problems (5) and (6) associated to a
fixed penalty parameter. Among others, each step of the MM method for (5) involves
solving a strongly convex quadratic SDP over the set Ω and the dual semismooth Newton
method in [38] is employed to achieve this goal. Our global convergence results for the
proposed MM methods partially extend those obtained in [27] for the DC program to the
setting where f is allowed to be nonconvex even be restricted on the nonconvex column
sphere constraint. For the proposed relaxation approaches, under a suitable condition
we show that their outputs are approximately feasible to (1), and provide a quantitative
estimation for the bound of their objective values to the optimal value.
Notice that Jiang et al. [20] recently proposed a relaxation approach to the quadratic
assignment problem by a similar penalty problem for the corresponding rank-one double
nonnegative cone program. Contrary to our relaxation approaches, their method only
solves a single penalty problem associated to a well-chosen penalty parameter which is a
DC SDP problem and a convergent proximal MM method was developed for solving the
penalty problem. As shown in Figure 1 of Section 6, there indeed exists a best penalty
parameter but generally it is impossible to capture it, and if the chosen penalty parameter
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is greater than the unknown best one, the quality of solution will become worse. This
implies that solving a single penalty problem will miss those outputs of high quality. In
addition, for the unconstrained BQP, Wen and Yin [44] provided a continuous approach
by solving the factorized form of (3). Since such a factorized form neglects the rank-one
constraint in (2), their solution is far from rank-one. Whereas our relaxation approach is
shown to deliver approximate rank-one solutions under a suitable condition. In fact, the
numerical results in Section 6 show that approximate rank-one outputs always occur.
To confirm the power of the proposed relaxation approaches termed as dcSNCG and
dcFAC, which are respectively based on the DC penalized problems (5) and (6), we apply
them to solving 112 UBQPs from the G-set, OR-Library and Palubeckis instances with
800 to 20000 variables, and 26 UBPPs constructed for q = 2 with 4 to 4000 variables.
We also compare their performance with that of dcFOptM, a relaxation method designed
by the linear approximation to (5) for which the involved linear SDPs are solved with
the feasible method FOptM in [44]. Numerical results show that dcFAC is superior to
dcSNCG and dcFOptM by the quality of its outputs and the CPU time taken. For the
total 138 instances, the outputs of dcFAC have the best objective value for 116 instances.
The infeasibility of the outputs for dcSNCG, dcFAC and dcFOptM is respectively lower
than 10−4, 10−8 and 10−9, and the relative errors of their outputs to the best one are
respectively at most 4.115%, 2.428% and 3.222% for all test instances. The dcSNCG
has a worse scalability and takes more 5 hours for the OR instances of 2500 variables.
2 Notation and preliminaries
Throughout this paper, Rn1×n2 represents the vector space of all n1 × n2 real matrices,
equipped with the trace inner product 〈·, ·〉, i.e., 〈X,Y 〉 = tr(XTY ) for X,Y ∈ Rn1×n2 ,
and its induced Frobenius norm ‖ · ‖F , and Op denotes the set of all p × p orthonormal
matrices. For X ∈ Rn1×n2 , ‖X‖ and ‖X‖∗ denote the spectral norm and the nuclear
norm of X, respectively. For a given X ∈ Sp, write λ(X) = (λ1(X), . . . , λp(X))T with
λ1(X) ≥ · · · ≥ λp(X) and O(X) := {P ∈ Op| X = PDiag(λ(X))PT}. The notation e
and I denote a vector of all ones and an identity matrix, respectively, whose dimensions
are known from the context. For a closed set Υ, δΥ denotes the indicator function of Υ,
and if Υ ⊆ Sp, write d(X,Υ) := minZ′∈Υ ‖Z ′ −X‖F for any given X ∈ Sp.
We first recall from the monograph [40] the concept of generalized subdifferentials.
Definition 2.1 Consider a function h : Rp → (−∞,+∞] and a point x ∈ Rp with h(x)
finite. The regular subdifferential of h at x, denoted by ∂̂h(x), is defined as
∂̂h(x) :=
{
v ∈ Rp ∣∣ lim inf
x 6=x′→x
h(x′)− h(x)− 〈v, x′ − x〉
‖x′ − x‖ ≥ 0
}
;
while the (limiting) subdifferential of h at x, denoted by ∂h(x), is defined as
∂h(x) :=
{
v ∈ Rp | ∃xk → x with h(xk)→ h(x), vk ∈ ∂̂h(xk) s.t. vk → v as k →∞
}
.
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Remark 2.1 (i) The sets ∂̂h(x) and ∂h(x) are closed with ∂̂h(x)⊆ ∂h(x), and the set
∂̂h(x) is convex. When h is convex, they reduce to the subdifferential of h at x in the
sense of convex analysis. Let {(xk, vk)}k∈N be a sequence in the graph gph∂h converging
to (x, v) as k →∞. By Definition 2.1, if h(xk)→ h(x) as k →∞, then (x, v) ∈ gph∂h.
(ii) The point x at which 0 ∈ ∂̂h(x) (respectively, 0 ∈ ∂h(x)) is called a regular (respec-
tively, limiting) critical point of h. In the sequel, we denote ĉrith and crith by the set of
regular and limiting critical points of the function h, respectively.
Generally, it is not an easy task to characterize the subdifferential of a nonsmooth
nonconvex function. The following lemma provides a characterization for the (regular)
subdifferential of the concave function Sp∋ Z 7→ −‖Z‖ at a rank-one matrix.
Lemma 2.1 Let h(z) := −‖z‖∞ for z ∈ Rp and H(Z) := −‖Z‖ for Z ∈ Sp. Then,
(i) for x ∈Rp with ‖x‖∞= |xi|> |xj | for all j 6= i, ∂̂h(x) ={−sign(xi)ei}= ∂h(x);
(ii) for any rank-one X ∈ Sp, ∂̂H(X)= ∂H(X) ={−PiPTi | P ∈ Op(X)} = −∂(−H)(X),
where Pi is the ith column of P and i ∈ {1, . . . , p} is such that |λi(X)| = ‖X‖.
Proof: (i) By Definition 2.1, it is easy to check that −sign(xi)ei ∈ ∂̂h(x). So, we have
{−sign(xi)ei} ⊆ ∂̂h(x). Now take an arbitrary ξ ∈ ∂̂h(x). Then ξ 6= 0 (if not, it will hold
that 0 ≤ lim inf06=d→0 −‖x+d‖∞+‖x‖∞‖d‖ = lim inf06=d→0 −sign(xi)di‖d‖ ≤ −1). By Definition 2.1,
0 ≤ lim inf
06=d→0
−‖x+ d‖∞ + ‖x‖∞ − 〈ξ, d〉
‖d‖ = lim inf06=d→0
−sign(xi)di − 〈ξ, d〉
‖d‖
≤
{
min
(−1− ξi, 1 + ξi,− ξi‖ξ‖ − ‖ξ‖) if xi > 0;
min
(
1− ξi,−1 + ξi, ξi‖ξ‖ − ‖ξ‖
)
if xi < 0
which implies that ξi = −sign(xi) and ξj = 0 for each j 6= i. Thus, ∂̂h(x) ⊆ {−sign(xi)ei},
and the first equality holds. The second one holds by the definition of subdifferential.
(ii) Notice that H(Z) = h(λ(Z)) for Z ∈ Sp and h is absolutely symmetric. Hence, H is
the spectral function associated to h. By invoking [25, Theorem 6], it follows that
∂H(X) =
{
PDiag(ξ)PT | P ∈ O(X), ξ ∈ ∂h(λ(X))
}
.
Since rank(X) = 1, we have |λi(X)| = ‖X‖ > |λj(X)| for all j 6= i. By part (i), we get
the first three equalities. For any Z ∈ Sp, from [25, Theorem 6] it follows that
∂(−H)(Z) = ∂‖ · ‖(Z) =
{
QDiag(ξ)QT | Q ∈ O(Z), ξ ∈ ∂‖ · ‖∞(λ(Z))
}
(7)
where ∂‖ · ‖∞(λ(Z))= conv{sign(λj(Z))ej | j ∈ J(Z)} with J(Z) = {i | |λi(Z)| = ‖Z‖}.
Since X ∈ Sp is rank-one, the last equality follows by the last two equations. ✷
Let Υ ⊆ Sp be a closed set. By [40, Exercise 8.14], the (regular) subdifferential of the
indicator function δΥ at a point X ∈ Υ is precisely the (regular) limiting normal cone to
5
Υ at X. For the definitions of the regular normal cone N̂Υ(X) and the limiting normal
cone NΥ(X) of Υ at X, please refer to [40, Chapter 6]. The following lemma provides a
characterization on the regular and limiting normal cone to the rank constraint set.
Lemma 2.2 Let R := {Z ∈ Sp | rank(Z) ≤ r} for an integer 1 ≤ r ≤ p. Consider an
arbitrary X ∈ R. If rank(X) = r, then N̂R(X) = NR(X) = [[X]]⊥. If rank(X) = s < r,
then N̂R(X) = {0} ⊂ NR(X) = {H ∈ Sp | rank(H) ≤ n−s} ∩ [[X]]⊥.
Proof: Let R :={z ∈ Rn | ‖z‖0 ≤ r} where ‖z‖0 is the zero-norm of z. Since δR(Z) =
δR(λ(Z)) and δR(·) is absolutely symmetric, δR is the spectral function associated to δR.
Combining [4, Proposition 3.8 &Theorem 3.9] with [25, Theorem 6] yields the result. ✷
To close this section, we recall the Kurdyka-Lojasiewicz (KL) property of functions.
Definition 2.2 Let h : Rp → (−∞,+∞] be a proper lower semicontinuous (lsc) function.
The function h is said to have the KL property at x ∈ dom ∂h if there exist η ∈ (0,+∞],
a neighborhood U of x, and a continuous concave function ϕ : [0, η)→ R+ satisfying
(i) ϕ(0) = 0 and ϕ is continuously differentiable on (0, η),
(ii) for all s ∈ (0, η), ϕ′(s) > 0;
such that for all x ∈ U ∩ [h(x) < h(x) < h(x) + η], ϕ′(h(x)− h(x))dist(0, ∂h(x)) ≥ 1. If
h satisfies the KL property at each point of dom ∂h, then h is called a KL function.
As discussed in [3, Section 4], many classes of functions have the KL property; for
example, the semialgebraic function. A function h : Rp → (−∞,+∞] is semialgebraic if
its graph is a semialgebraic subset of Rp×R; see [11] for the detail on semialgebraic sets.
3 Stationary points of equivalent models
The BPP (1) or its DC constrained reformulation (4) is equivalent to the DC penalized
problems (5) and (6) in a global sense. It is well known that equivalent nonconvex models
may have different sets of stationary points even local optimizers. So, it is necessary to
discuss the relation among the local optimizers and stationary points of these models.
First, we have the following conclusion on the local optimizers of the problem (4)-(6).
Proposition 3.1 The following statements hold for the local optimizers of model (4)-(6).
(i) The feasible set F of the problem (4) is exactly its local optimizer set.
(ii) Each feasible point of (4) is locally optimal to (5) associated to ρ ≥ ρ∗.
(iii) If X∗ is a local optimizer of rank r for (5) associated to ρ > 0, then
√
Λ∗(P ∗1 )
T is lo-
cally optimal to (6) associated to this ρ andm ≥ r, where P ∗1 is the matrix consisting
of the firstm columns of P ∗∈ O(X∗) and Λ∗= Diag(λ1(X∗), . . . , λr(X∗), 0, . . . , 0) ∈
Sm with λ1(X
∗) ≥ · · · ≥ λr(X∗); and conversely, if V ∗ is a local optimizer of (6)
with m = 1 and ρ > 0, then (V ∗)TV ∗ is locally optimal to (5) associated to ρ ≥ ρ∗.
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Proof: Part (i) holds since F is a discrete set, part (ii) follows by the proof of [5, Theorem
3.1(b)] and part (i), and the last part of (iii) is easy to obtain by (ii). ✷
Definition 3.1 We call X ∈ Sp a stationary point of (4) if 0 ∈ ∇f(X)+NF(X), and
call X ∈ Sp a stationary point of the problem (5) associated to ρ > 0 if
0 ∈ ∇f(X) + ρ[I − ∂‖ · ‖(X)] +NΩ(X). (8)
The following proposition states the relation of stationary points for model (4)-(5).
Proposition 3.2 Let F be the set of stationary points of (4), and let Ωρ and Ω̂ρ be the
set of stationary points and local optimizers of (5) associated to ρ > 0. Then,
(i) X ∈ F if and only if 0 ∈ ∇f(X) + NΩ(X) + [[X]]⊥ and rank(X) ≤ 1. Moreover,
F = F = ĉritF = critF where F (Z) := f(Z) + δF (Z) for Z ∈ Sp.
(ii) Ω̂ρ ⊆ ĉritΦρ ⊆ critΦρ ⊆ Ωρ where Φρ(Z) := f(Z) + ρ(〈I, Z〉−‖Z‖) + δΩ(Z) for
Z ∈ Sp. In particular, for each ρ ≥ ρ∗, F ⊆ Ω̂ρ, and hence a rank-one stationary
point of (5) associated to any ρ > 0 is a rank-one local optimizer of (5) with ρ ≥ ρ∗.
(iii) For each X ∈ F , there exists a neighborhood in which the stationary points of (5)
associated to ρ > ρ∗ with objective values not more than Φρ(X) are all rank-one.
Proof: (i) Let X ∈ F . Clearly, X ∈ F which implies that X ∈ Ω and rank(X) = 1.
Notice that F = Ω ∩ R with R := {Z ∈ Sp | rank(Z) ≤ 1}. Combining Lemma 2 in
Appendix and [19, Section 3.1], we have NF (X) ⊆ NΩ(X) +NR(X). In addition, since
rank(X) = 1, Lemma 2.2 implies that N̂R(X) = NR(X) = [[X]]⊥, which by [40, Corollary
10.9] and the convexity of Ω implies that NΩ(X)+NR(X) ⊆ N̂F (X) ⊆ NF(X). The two
sides show that NF (X) = NΩ(X) +NR(X) = NΩ(X) + [[X]]⊥. Thus, rank(X) ≤ 1 and
0 ∈ ∇f(X)+NΩ(X)+ [[X]]⊥. Conversely, if X ∈ Sp satisfies 0 ∈ ∇f(X)+NΩ(X)+ [[X]]⊥
and rank(X) ≤ 1, we have X ∈ F and rank(X) = 1, and NΩ(X) + [[X]]⊥ = NF (X).
So, X is a stationary point of (4). By Proposition 3.1 and [40, Theorem 10.1], clearly,
F ⊆ F . This implies that F = F . Taking an arbitrary X ∈ F , from the above arguments
we have X ∈ ĉritF . Along with ĉritF ⊆ critF ⊆ F = F , the second part follows.
(ii) By [40, Theorem 10.1], it is immediate to have Ω̂ρ ⊆ ĉritΦρ ⊆ critΦρ. Now take an
arbitrary X ∈ critΦρ. By [40, Exercise 10.10] and the Lipschitz continuity of −‖ · ‖,
∂Φρ(X) ⊆ ∇f(X)+ρ
[
I + ∂(−‖ · ‖)(X)] +NΩ(X) ⊆ ∇f(X)+ρ[I − ∂‖ · ‖(X)] +NΩ(X)
where the second inclusion is since ∂(−‖ · ‖)(X) ⊆ ∂C(−‖ · ‖)(X) = −∂C‖ · ‖(X) =
−∂‖ · ‖(X). Here, ∂Ch(X) is the Clarke subdifferential of h at X and the equality is by
[10, Proposition 2.3.1]. The second part holds by part (i) and Proposition 3.1 (ii).
(iii) By part (ii), each X ∈ F is a local optimizer of (5) associated to ρ∗. Hence, there
exists ε > 0 such that for all Z with ‖Z −X‖F ≤ ε, Φρ∗(Z) ≥ Φρ∗(X). Fix an arbitrary
Xρ ∈ Ωρ associated to ρ > ρ∗ with ‖Xρ −X‖F ≤ ε. From the given assumption,
f(Xρ) + ρ(〈I,Xρ〉 − ‖Xρ‖) ≤ Φρ(X) = f(X) = f(X) + ρ∗(〈I,X〉 − ‖X‖)
= Φρ∗(X) ≤ Φρ∗(Xρ) = f(Xρ) + ρ∗(〈I,Xρ〉 − ‖Xρ‖),
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which by ρ > ρ∗ implies that 〈I,Xρ〉 − ‖Xρ‖ = 0. This along with Xρ  0 implies that
λ2(Xρ) = · · · = λn+1(Xρ) = 0. Hence, the matrix Xρ is rank-one. ✷
Remark 3.1 (i) By Proposition 3.2 (i), for any X ∈ F , there exists H ∈ NΩ(X) such
that −∇f(X)−H ∈ [[X]]⊥, but −ρ−1(∇f(X) +H) may not lie in I + ∂(−‖ · ‖)(X) since
now by Lemma 2.1(ii) the set I+∂(−‖ ·‖)(X) is a singleton {I− 1pX}. This means that,
the rank-one stationary point set of (5) associated to each ρ > 0 is far smaller than F .
(ii) By the last part of Proposition 3.2(ii), each rank-one stationary point of (5) w.r.t.
any ρ > 0 will be a good local optimizer provided that the value of f at this point is small.
Definition 3.2 We call V ∈ Rm×p a stationary point of (6) associated to ρ > 0 if
0 ∈ 2V (∇f(V TV )+ρI)− ∂ψ(V ) +NS(V ) with ψ(V ) := ‖V TV ‖, (9)
where S := {V ∈ Rm×p | ‖Vj‖ = 1, j = 1, 2, . . . , p} denotes the feasible set of (6).
Remark 3.2 By [40, Exercise 6.7 & Proposition 6.41], for any V ∈ S it holds that
N̂S(V ) =
{
VDiag(w) | w ∈ Rp} = NS(V ),
which means that the set S is Clarke regular. In addition, from [40, Theorem 10.6], we
have ∂ψ(V ) = 2V ∂‖ · ‖(V TV ) for any V ∈ Rm×p. So, V is a stationary point of (6) iff
there exist W ∈ ∂‖·‖(V TV ) and y ∈ Rp such that V [∇f(V TV )+ρ(I−W )+Diag(y)] = 0.
Proposition 3.3 Let Ωρ and Sρ be the stationary point set of (5) and (6) associated
to ρ > 0, respectively. If X ∈ Ωρ with r = rank(X) ≤ m, then V = Λ1/2PT1 ∈ Sρ
where Λ = Diag(λ1(X), . . . , λr(X), 0, . . . , 0) ∈ Sm and P1 is the matrix consisting of
the first m columns of P ∈ O(X). Conversely, if V ∈ Sρ and the associated multiplier
(W,y) ∈ ∂‖·‖(V TV )×Rp such that ∇f(V TV )+ρ(I−W )+Diag(y) ∈ Sp−, then V TV ∈ Ωρ.
Proof: Let X ∈ Ωρ with rank(X)≤ m. Clearly, X ∈ Ω. By [40, Theorem 6.14], we have
NΩ(X) = {Diag(z) | z ∈ Rp}+NSp
+
(X). From Definition 3.1, there exist W ∈ ∂‖ · ‖(X),
y ∈ Rp and S ∈ NSp
+
(X) such that 0 = ∇f(X) + ρ(I−W ) + Diag(y) + S. Notice that
V S = 0 since S ∈ NSp
+
(X). Then, 0 = V
[∇f(X)+ρ(I−W )+Diag(y)]. Since X = V TV ,
from Remark 3.2 we have V ∈ Sρ. Conversely, if V ∈ Sρ and the associated multiplier
(W,y) ∈ ∂‖·‖(V TV )×Rp such that ∇f(V TV )+ρ(I−W )+Diag(y) ∈ Sp−, then by writing
S = ∇f(X) + ρ(I−W ) + Diag(y) ∈ Sp− and X = V TV , we have XS = 0 by Remark 3.2.
This along with X ∈ Sp+ means that S ∈ NSp+(X). Then, X ∈ Ωρ by Definition 3.1. ✷
4 Relaxation approach based on (5)
Although the penalty problem (5) associated to every ρ ≥ ρ∗ is equivalent to the BPP
(1) in a global sense, a direct application of optimization algorithms to a single problem
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(5) with a certain ρ ≥ ρ∗ may not yield a solution of high quality to (1), since generally
one can achieve a stationary point of (5) due to its nonconvexity. In addition, by Remark
3.1(ii), it is very likely for the problems (5) with smaller ρ to lead to a good solution
path. This inspires us to propose the following relaxation approach to the BPP (1).
Algorithm 1 (A DC relaxation approach to the BPP (1))
Initialization: Choose ǫ > 0, lmax ∈ N, ρmax > 0, ρ0 > 0, σ ≥ 1 and an initial X0 ∈ Ω.
while l ≤ lmax
1. Starting from X l, seek an approximate stationary point X l+1 to the problem
min
X∈Ω
{
f(X) + ρl(〈I,X〉 − ‖X‖)
}
. (10)
2. If 〈I,X l+1〉 − ‖X l+1‖ ≤ ǫ, then stop; otherwise go to Step 3.
3. Let ρl+1 ← min(σρl, ρmax) and l← l + 1, and then go to Step 1.
end while
Remark 4.1 By Definition 3.1, X l+1 being an approximate stationary point means that
there exists El+1 ∈ Sp with ‖El+1‖F ≤ µl+1 for a suitable µ ∈ (0, 1) such that
El+1 ∈ ∇f(X l+1) + ρl
[
I − ∂‖ · ‖(X l+1)]+NΩ(X l+1).
The stopping criterion in Step 2 aims to seek an approximate rank-one stationary point.
We say that Algorithm 1 exits normally if Step 2 occurs at some l < lmax. By Lemma 4.1
below, this will occur if the assumption there holds and large lmax and ρmax are chosen.
Lemma 4.1 Let {X l} be the sequence generated by Algorithm 1 with lmax = +∞. Then,
{X l} has a nonempty limit point set, say ∆, and the multiplier set associated to each
X ∈ ∆ is nonempty. If there exists η > 0 such that the multiplier y ∈ Rp associated to
every X ∈ ∆ for the constraint diag(Z) = e satisfies |eTy| ≤ η, then for any ε > 0, there
is ρ˜ > 0 (only depending on ε) such that if ρmax ≥ ρ˜, every X ∈ ∆ satisfies p−‖X‖ ≤ ε.
Proof: Since {X l} ⊆ Ω, it is bounded and has a nonempty limit point set. It is easy to
check that the Robinson’s CQ holds at each Z ∈ Ω. So, the multiplier set associated to
each X ∈∆ is nonempty and NΩ(Z) = {Diag(y) | y ∈ Rp} +NSp+(Z). Fix an arbitrary
X∈∆. Let {X l}l∈L be a subsequence converging to X as L ∋ l→+∞. By Remark 4.1,
for each l ∈ L, there exist El∈ Sp,W l∈ ∂‖ · ‖(X l) and yl ∈ Rp such that
− [El +∇f(X l) + ρl−1(I −W l)]+Diag(yl) ∈ NSp
+
(X l). (11)
Notice that {W l}l∈L is bounded since ‖W l‖∗ ≤ 1 for each l ∈ L by W l ∈ ∂‖ · ‖(X l). We
next argue by contradiction that {yl}l∈L is bounded. If not, for each l ∈ L, we have
−E
l +∇f(X l)
‖yl‖ −
ρl−1(I −W l)
‖yl‖ +Diag
( yl
‖yl‖
)
∈ NSp
+
(X l).
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Let y be a limit point of { yl
‖yl‖
}l∈L. There exists L′ ⊆ L such that y = limL′∋l→+∞ y
l
‖yl‖
.
Since ρl−1 ≤ ρmax, taking the limit L′ ∋ l → ∞ and using the outer semicontinuity of
NSp
+
(·) yields y ∈ NSp
+
(X). By the Robinson’s CQ, we get y = 0, a contradiction to
‖y‖ = 1. Now we assume (if necessary taking a subsequence) that {yl}l∈L and {W l}l∈L
converge to y and W . Clearly, W ∈ ∂‖ · ‖(X). Taking L ∋ l→ +∞ to (11) yields
Diag(y)−∇f(X)− ρmax(I −W ) ∈ NSp
+
(X). (12)
Since ∇f is continuous on Ω, there exists a constant η′ > 0 (independent of X such that
|〈X,∇f(X)〉| ≤ η′. Since 〈X,Y 〉 = 0 for any Y ∈ NSp
+
(X), from (12) we have
ρ˜(p − ‖X‖) ≤ ρmax(p− ‖X‖) = ρmax〈X, I −W 〉 = −〈X,∇f(X)〉+ eTy ≤ η′ + η
where the first equality is by W ∈ ∂‖ · ‖(X). Thus, ρ˜ = η′+ηε satisfies the requirement. ✷
The kernel of Algorithm 1 is how to efficiently get an approximate stationary point.
Fix an arbitrary Y ∈ BΩ and W ∈ ∂‖ · ‖(Y ). By the convexity of ‖ · ‖, we have
ρl(〈I,X〉 − ‖X‖) ≤ ρl(〈I,X〉 − ‖Y ‖)− ρl〈W,X − Y 〉 ∀X ∈ Sp.
In addition, from the Lipschitz continuity of ∇f on BΩ and the descent lemma, we have
f(X) ≤ f(Y ) + 〈∇f(Y ),X−Y 〉+ (Lf/2)‖X−Y ‖2F ∀X∈ BΩ (13)
where Lf denotes the Lipschitz constant of ∇f in BΩ. Clearly, the function F (·, Y ) :=
〈∇f(Y )+ρl(I−W ), ·〉+Lf2 ‖·−Y ‖2F+f(Y )+〈∇f(Y ), Y 〉−ρl(‖Y ‖−〈W,Y 〉) is a majorization
of the objective function of (10) at Y . Inspired by this, we apply the following MM with
extrapolation to seeking the approximate stationary point X l+1 to (10).
Algorithm 4.1 (An MM method with extrapolation for (10))
Initialization: Choose 0 ≤β0≤β < 1 and α > Lf . Set ρ = ρl and X−1 = X0 = X l.
For k = 0, 1, 2, . . .
1. Choose a matrix W k ∈ ∂‖ · ‖(Xk).
2. Compute an approximate optimal solution with Xk as a starting point: Y
k = Xk + βk(X
k−Xk−1), (14a)
Xk+1 ≈ argmin
X∈Ω
{
〈∇f(Y k)+ρ(I−W k),X〉 + α
2
‖X−Y k‖2F
}
. (14b)
3. Update βk by βk+1 ∈ [0, β].
end for
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Remark 4.2 Since ∂‖ · ‖∞(λ(Xk))= conv{ej | j ∈ Jk} with Jk= {i |λi(Xk) = ‖Xk‖},
by (7) one may choose W k = P k1 (P
k
1 )
T where P k1 is the first column of P
k ∈ O(Xk). The
inexactness of Xk+1 means that there exist Ek+1 ∈ Sp and 0 < τ < 2(α−Lf )Lf such that
Ek+1∈∇f(Y k)+ρ(I−W k)+α(Xk+1−Y k)+NΩ(Xk+1), ‖Ek+1‖≤ τLf
2
‖Xk+1−Xk‖F . (15)
Algorithm 4.1 is similar to the proximal DC algorithm proposed in [27] for the DC
program, but the conclusion of [27, Theorem 3.1] is not applicable to our algorithm since
the convexity of f is not required here. Inspired by the analysis in [27, 32], we define the
following function associated with ρ > 0 to achieve the convergence of Algorithm 4.1:
Ξρ(X,W,Z) := f(X) + ρ〈I−W,X〉 + δΩ(X) + ρδB(W ) + (Lf/2)‖X−Z‖2F , (16)
where B := {Z ∈ Sp | ‖Z‖∗ ≤ 1} denotes the unit ball on the nuclear norm.
Proposition 4.1 Let Ξρ be the extended real-valued function associated to ρ > 0 in (16).
Let {(Xk,W k)}k∈N be the sequence generated by Algorithm 4.1. Then,
(i) for each k ∈ N, with νk = Lf − [α
2+6αLf−(7+4τ)L
2
f
]β2
k
2α−(2+τ)Lf
it holds that
Ξρ(X
k+1,W k,Xk) ≤ Ξρ(Xk,W k−1,Xk−1)− 0.5νk‖Xk−Xk−1‖2F .
(ii) The sequence {(Xk,W k)} is bounded. So, the set of cluster points of the sequence
{(Xk,W k−1,Xk−1)}, denoted by Υρ, is a nonempty compact set.
(iii) The limit ω∗ := limk→∞ Ξρ(X
k,W k−1,Xk−1) exists if β <
√
2αLf−(2+τ)L
2
f
α2+6αLf−(7+4τ)L
2
f
, and
moreover Ξρ(X
′,W ′, Z ′) = ω∗ for every (X ′,W ′, Z ′) ∈ Υρ.
(iv) For all k ≥ 1, with ϑ =
√
2((2 + 0.5τ)Lf + α)2+ρ2 + L
2
f it holds that
d(0, ∂Ξρ(X
k,W k−1,Xk−1))≤ϑ[‖Xk−Xk−1‖F + ‖Xk−1−Xk−2‖F ]
Proof: (i) By Remark 4.2 and the strong convexity of the objective function of (14b),
the optimality of Xk+1 and the feasibility of Xk to the subproblem (14b) imply that
〈∇f(Y k)+ρ(I−W k)−Ek+1,Xk+1〉+ (α/2)‖Xk+1−Y k‖2F
≤ 〈∇f(Y k)+ρ(I−W k)−Ek+1,Xk〉+ α
2
‖Xk−Y k‖2F −
α
2
‖Xk+1−Xk‖2F ,
which, after a suitable rearrangement, can be equivalently written as
ρ〈I−W k,Xk+1〉 ≤ 〈∇f(Y k),Xk−Xk+1〉+ ρ〈I−W k,Xk〉+ 〈Ek+1,Xk+1−Xk〉
+
α
2
‖Xk−Y k‖2F −
α
2
‖Xk+1−Xk‖2F −
α
2
‖Xk+1−Y k‖2F . (17)
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Since W k ∈ ∂‖ · ‖(Xk) and the spectral function is the support of B, by [39, Corollary
23.5.3] we have W k ∈ B and 〈W k,Xk〉 = ‖Xk‖ ≥ 〈W k−1,Xk〉. Thus, for each k ∈ N,
δB(W
k) = 0 and 〈I−W k,Xk〉 ≤ 〈I−W k−1,Xk〉. Along with the last inequality, we have
ρ〈I−W k,Xk+1〉 ≤ 〈∇f(Y k),Xk−Xk+1〉+ ρ〈I−W k−1,Xk〉+ 〈Ek+1,Xk+1−Xk〉
+
α
2
‖Xk−Y k‖2F −
α
2
‖Xk+1−Y k‖2F −
α
2
‖Xk+1−Xk‖2F . (18)
Notice that f(Xk+1) ≤ f(Y k) + 〈∇f(Y k),Xk+1 − Y k〉+ Lf2 ‖Xk+1 − Y k‖2F by using (13)
with X = Xk+1, Y = Y k, and f(Y k) ≤ f(Xk) + 〈∇f(Xk), Y k −Xk〉 + Lf2 ‖Y k −Xk‖2F
by using (13) with X = Y k, Y = Xk. Together with the Lipschitz continuity of ∇f ,
f(Xk+1) ≤ f(Xk) + 〈∇f(Y k),Xk+1−Xk〉+ Lf
2
‖Xk+1−Y k‖2F +
3Lf
2
‖Xk−Y k‖2F .
By summing this inequality to (18) and using (15) and {(Xk,W k)} ⊂ Ω× B,
f(Xk+1) + ρ〈I−W k,Xk〉 ≤ f(Xk) + ρ〈I−W k−1,Xk〉+ α+3Lf
2
‖Xk−Y k‖2F (19)
− α−Lf
2
‖Xk+1−Y k‖2F −
α− τLf
2
‖Xk+1−Xk‖2F .
Substituting (14a) into the last inequality and using the expression of Ξρ yields
Ξρ(X
k+1,W k,Xk) ≤ Ξρ(Xk,W k−1,Xk−1) + βk(α−Lf )〈Xk+1−Xk,Xk−Xk−1〉
− 2α−(2 + τ)Lf
2
‖Xk+1−Xk‖2F −
Lf−4Lfβ2k
2
‖Xk−Xk−1‖2F .
For the inner product term on the right hand side, for any t > 0 it holds that
|(α−Lf )βk〈Xk+1−Xk,Xk−Xk−1〉| ≤ t(α−Lf )
2
2
‖Xk+1−Xk‖2F +
β2k
2t
‖Xk−Xk−1‖2F .
From the last two equations, the following inequality holds for any t > 0:
Ξρ(X
k+1,W k,Xk) ≤ Ξρ(Xk,W k−1,Xk−1)− Lf−(4Lf+1/t)β
2
k
2
‖Xk−Xk−1‖2F
− 2α−(2 + τ)Lf − t(α−Lf )
2
2
‖Xk+1−Xk‖2F .
By taking t =
2α−(2+τ)Lf
(α−Lf )2
, we obtain the desired result.
(ii)-(iii) Part (ii) is immediate by noting that {Xk} ⊆ Ω and {W k} ⊆ B. We next prove
that part (iii) holds. Since 0 < τ <
2(α−Lf )
Lf
, we have α2 + 6αLf − (7+4τ)L2f > 0 and
2α − (2+τ)Lf > 0 for each k ∈ N. Hence, νk ≥ Lf − [α
2+6αLf−(7+4τ)L
2
f
]β
2
2α−(2+τ)Lf
> 0 for each
k ∈ N. By part (i), the sequence {Ξρ(Xk,W k−1,Xk−1)} is nonincreasing. Notice that Ξρ
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is proper lsc and level-bounded. By [40, Theorem 1.9], the function Ξρ is bounded below.
Thus, the limit ω∗ := limk→∞ Ξρ(X
k,W k−1,Xk−1) exists. By using part (i) and νk ≥
Lf − [α
2+6αLf−(7+4τ)L
2
f
]β
2α−(2+τ)Lf
> 0 again, we have limk→∞ ‖Xk−Xk−1‖F = 0. We next show
that Ξρ ≡ ω∗ on the set Υρ. Take an arbitrary (X̂, Ŵ , Ẑ) ∈ Υρ. By part (ii), there exists a
subsequence {(Xk,W k−1,Xk−1)}k∈K such that lim
K∋k→∞
(Xk,W k−1,Xk−1) = (X̂, Ŵ , Ẑ).
Since the sequence {‖Xk−Xk−1‖F } converges to 0, we have limK∋k→∞ ‖Xk−Xk−1‖F = 0.
Thus, along with the expression of Ξρ and {Xk} ⊆ Ω and {W k} ⊆ B, it follows that
ω∗ = lim
K∋k→∞
Ξρ(X
k,W k−1,Xk−1) = lim
K∋k→∞
[
f(Xk) + ρ〈(I−W k−1),Xk〉]
= f(X̂) + ρ〈(I − Ŵ ), X̂〉 = Ξρ(X̂, Ŵ , X̂) = Ξρ(X̂, Ŵ , Ẑ),
where the last equality is due to X̂ = Ẑ, implied by limK∋k→∞(X
k,Xk−1) = (X̂, Ẑ) and
limk→∞ ‖Xk −Xk−1‖ = 0. The arbitrariness of (X̂, Ŵ , Ẑ) in Υρ implies the result.
(iv) By the expression of Ξρ and [40, Exercise 8.8], for any (X,W,Z) it holds that
∂Ξρ(X,W,Z) =
∇f(X)+ρ(I−W ) + Lf (X−Z) +NΩ(X)−ρX + ρNB(W )
Lf (Z−X)
 . (20)
Recall that W k−1 ∈ ∂‖ · ‖(Xk−1) and the conjugate of the spectral function is δB. Thus,
by [39, Theorem 23.5], Xk−1 ∈ ∂δB(W k−1) = NB(W k−1). Together with (20) and (15),∇f(Xk)−∇f(Y k−1)+Lf (Xk−Xk−1)−α(Xk−Y k−1)+Ekρ(Xk−1−Xk)
Lf (X
k−1−Xk)
∈ ∂Ξρ(Xk,W k−1,Xk−1).
This implies that the desired inequality holds. Thus, we complete the proof. ✷
Remark 4.3 (i) When f is convex, the coefficient 3Lf in (19) can be removed and then
the restriction on β in part (iii) can be updated to β <
√
Lf (2α−(2+τ)Lf )
α2−(1+τ)L2
f
.
(ii) Let (X̂, Ŵ ) be an arbitrary accumulation point of the sequence {(Xk,W k)}. By using
(15) and the outer semicontinuity of the operators NΩ and ∂‖ · ‖, we have Ŵ ∈ ∂‖ · ‖(X̂)
and 0 ∈ ∇f(X̂) + ρ(I − Ŵ ) + NΩ(X̂), which by (20) and Definition 3.1 implies that
Π1(Υρ) ⊆ Π1(crit Ξρ) ⊆ Ωρ, where Π1(Υρ) := {Z ∈ Sn+1 | ∃W s.t. (Z,W,Z) ∈ Υρ}.
Since the sets Ω and B are semialgebraic by [11], Ξρ is semialgebraic and then a KL
function. By using Proposition 4.1 and the same arguments as those for [27, Theorem
3.1] (see also [3, Theorem 3.1] or [6, Theorem 1]), we obtain the following conclusion.
Theorem 4.1 Let {(Xk,W k)} be generated by Algorithm 4.1 with β <
√
2αLf−(2+τ)L
2
f
α2+6αLf−(7+4τ)L
2
f
for solving the DC penalized problem (5) associated to ρl > 0. Then, the sequence
{(Xk,W k)} is convergent and the limit of {Xk} is a stationary point of (5).
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Now we show that the normal output of Algorithm 1 is approximately feasible and
provide an estimation on the bound of its objective value to the optimal value of (1).
Theorem 4.2 Let υ∗ be the optimal value of (1) and X lf be the normal output of Algo-
rithm 1. For each l ∈ N, let {(X l,k,W l,k)} be the sequence given by Algorithm 4.1 with
X l,0 = X l and βk ≡ 0. If there is an integer l∗ ∈ [0, lmax) such that f(X l∗) ≤ υ∗, then
f(xlf (xlf )T) ≤ υ∗ + ρl∗p(1−1/r∗) +
∑lf−1
j=l∗(ρj+1 − ρj)(p −‖Xj+1‖) + Lǫ, (21a)
‖xlf ◦ xlf − e‖ ≤ ǫ with xlf = ‖X lf ‖1/2P1 (21b)
where P1 denotes the first column of any P ∈ O(X lf ) and r∗ = rank(X l∗).
Proof: Fix an arbitrary l ∈ [0, lmax). For each k ∈ N, from βk ≡ 0 and (17) we have
〈∇f(X l,k) + ρl(I −W l,k)− El,k+1,X l,k+1−X l,k〉 − α‖X l,k+1−X l,k‖2F ≤ 0.
Notice that f(X l,k+1) ≤ f(X l,k)+〈∇f(X l,k),X l,k+1−X l,k〉+ Lf2 ‖X l,k+1−X l,k‖2F by using
(13) with X = X l,k+1, Y = X l,k. Together with the last inequality, it follows that
f(X l,k+1)− f(X l,k) + ρl〈(I −W l,k)−El,k+1,X l,k+1−X l,k〉 ≤ Lf − 2α
2
‖X l,k+1−X l,k‖2F .
By the convexity of ‖·‖, we have ‖X l,k+1‖−‖X l,k‖ ≥ 〈W l,k,X l,k+1−X l,k〉. From equation
(15) and 〈I,X l,k+1〉 = 〈I,X l,k〉 = p implied by X l,k+1,X l,k ∈ Ω, it follows that
f(X l,k+1)+ρl(p−‖X l,k+1‖) ≤ f(X l,k) + ρl(p−‖X l,k‖),
where the inequality is also using τ <
2α−Lf
Lf
. Since this inequality holds for each k ∈ N,
f(X l,k+1) + ρl(p−‖X l,k+1‖) ≤ · · · ≤ f(X l,0) + ρl(p−‖X l,0‖) = f(X l) + ρl(p − ‖X l‖).
By Theorem 4.1, the sequence {X l,k} is convergent. Let X l,∗ denote its limit. Then
X l+1 = X l,∗. Thus, from the last inequality, for each l ∈ [0, lmax) it holds that
f(X l+1) + ρl(p−‖X l+1‖) ≤ f(X l) + ρl(p − ‖X l‖). (22)
Notice that X lf =
∑p
i=1 λi(X
lf )PiP
T
i ∈ Ω where Pi denotes the ith column of P . By the
Lipschitz continuity of f relative to Ω with modulus L, it follows that
f(X lf ) = f
(∑p
i=1λi(X
lf )PiP
T
i
)
= f
(
λ1(X
lf )P1P
T
1 +
∑p
i=2λi(X
lf )PiP
T
i
)
≥ f(xlf (xlf )T)− L‖∑pi=2λi(X lf )PiPTi ‖F ≥ f(xlf (xlf )T)− Lǫ. (23)
On the other hand, adding (ρl+1 − ρl)(p−‖X l+1‖) to the both sides of (22) yields that
f(X l+1) + ρl+1(p−‖X l+1‖) ≤ f(X l) + ρl(p−‖X l‖) + (ρl+1−ρl)(p −‖X l+1‖).
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Hence, f(X lf )+ρlf (p−‖X lf ‖) ≤ f(X l
∗
)+ρl∗(p−‖X l∗‖)+
∑lf−1
j=l∗(ρj+1−ρj)(p−‖Xj+1‖).
Combining this inequality with (23) and noting that ‖X l∗‖ ≤ p/r∗ yields (21a). Since
diag(X lf ) = e, we have ‖xlf ◦ xlf − e‖ = ‖∑pi=2 λi(X lf )Pi ◦ Pi‖ ≤ ǫ. ✷
By Theorem 4.2, if Algorithm 1 exits normally and there is an integer l∗ ∈ [0, lmax)
such that f(X l
∗
) ≤ υ∗, it delivers an approximate feasible output whose objective value
provides an upper bound to the optimal value of (1). Also, the difference between the
upper bound and the optimal value becomes less if l∗ is closer to lf . Clearly, if there is
an integer l∗ ∈ [0, lmax) such that f(X l∗) is close to the optimal value of (4) without the
DC constraint, it is more likely for the condition f(X l
∗
) ≤ υ∗ to hold.
5 Relaxation approach based on (6)
Similarly, by seeking a finite number of approximate stationary points to the penalty
problems (6) associated to increasing ρ, we propose the following relaxation approach.
Algorithm 2 (A DC relaxation approach to the BPP (1))
Initialization: Select an integer m > 1, a small ǫ > 0 and suitable large lmax ∈ N and
ρmax> 0. Choose ρ0 > 0, σ ≥ 1 and an initial V 0 ∈ Rm×p with ‖V 0j ‖ = 1 for each j.
while l ≤ lmax
1. Starting from V l, seek an approximate stationary point V l+1 of the problem
min
V ∈S
{
f˜(V ) + ρl(‖V ‖2F − ‖V TV ‖)
}
with f˜(V ) := f(V TV ). (24)
2. If ‖V ‖2F − ‖V TV ‖ ≤ ǫ, then stop; otherwise go to Step 3.
3. Let ρl+1 ← min(σρl, ρmax) and l← l + 1, and go to Step 1.
end while
Remark 5.1 By Definition 3.2 and Remark 3.2, the inexactness of V l+1 means that
there exists El+1 ∈ Sp with ‖El+1‖F ≤ µl+1 for a suitable µ ∈ (0, 1) such that
El+1 ∈ 2V l+1[∇f((V l+1)TV l+1)+ρl(I − ∂‖ · ‖((V l+1)TV l+1)]+NS(V l+1).
By Lemma 5.1 below, if the assumption there holds and lmax and ρmax are chosen to be
suitable large, Algorithm 2 exits normally, i.e., Step 2 occurs at some l < lmax.
Lemma 5.1 Let {V l} be generated by Algorithm 2 with lmax = +∞. Then, {V l} has
a nonempty limit point set, say ∆, and the multiplier set associated to each V ∈ ∆ is
nonempty. If there exists η > 0 such that the multiplier y ∈ Rp associated to every V ∈ ∆
for the constraint V ′ ∈ S satisfies |eTy| ≤ η, then for any ε > 0, there is a constant ρ♮ > 0
(only depending on ε) such that if ρmax ≥ ρ♮, every V ∈ ∆ satisfies p−‖V TV ‖ ≤ ε.
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Proof: Since {V l} ⊆ S, it has a nonempty limit point set. Fix an arbitrary V ∈ ∆.
There exists L ⊆ N such that limL∋l→+∞ V l = V . By Remark 5.1, for each l ∈ L, there
exist El ∈ Sp, W l ∈ ∂‖ · ‖((V l)TV l) and Y l ∈ NS(V l) such that
Y l − El − V l[∇f((V l)TV l) + ρl−1(I −W l)] = 0.
Notice that {W l}l∈L is bounded since ‖W l‖∗ ≤ 1 for each l ∈ L by W l ∈ ∂‖·‖((V l)TV l).
Since ρl−1 ≤ ρmax, it is easy to argue by contradiction that {Y l}l∈L is bounded. We
assume (if necessary taking a subsequence) that {Y l}l∈L and {W l}l∈L converge to Y
and W . Clearly, W ∈ ∂‖ · ‖(V TV ) and Y ∈ NS(V ). Taking the limit L ∋ l → +∞ to
the last equality yields that
Y − V [∇f(V TV ) + ρmax(I −W )] = 0. (25)
Since Y ∈ NS(V ), by Remark 3.2, there exists y ∈ Rp such that Y = VDiag(y). Together
with the last equality, y is precisely the multiplier associated to the constraint V ′ ∈ S.
Since ∇f is continuous on Ω, there exists a constant η′ > 0 such that |〈V TV,∇f(V TV )〉| ≤
η′. Making an inner product by V with the both sides of (25) for Y = V y yields that
ρ♮(p− ‖V TV ‖) ≤ ρmax(p− ‖V TV ‖) = eTy − 〈V TV,∇f(V TV )〉 ≤ η′ + η
where the equality is due to the relation 〈I, V TV 〉 = p and 〈V TV, y〉 = eTy. By taking
ρ♮ = η
′+η
ε , we obtain the desired result p− ‖V TV ‖ ≤ ε. ✷
Notice that the function f˜ is smooth with Lipschitz gradient relative to BS , a compact
set containing (1 + γ)S − γS for any γ ∈ [0, 1]. We denote by L
f˜
the Lipschitz constant
of ∇f˜ relative to BS . Fix an arbitrary Z ∈ BS . From the descent lemma, it holds that
f˜(V ) ≤ f˜(Z) + 〈∇f˜(Z), V −Z〉+ (L
f˜
/2)‖V −Z‖2F ∀V ∈ Rm×p. (26)
In addition, by Lemma 3 in Appendix, the function ψ is convex, which implies that
ψ(V ) ≥ ψ(Z) + 〈Γ, V −Z〉 for any Γ ∈ ∂ψ(Z). Together with (26), it follows that
f˜(V ) + ρl(‖V ‖2F − ψ(V )) ≤ 〈∇f˜(Z)− ρlΓ, V 〉+ ρl‖V ‖2F + (Lf˜/2)‖V −Z‖2F
− 〈∇f˜(Z), Z〉 − ρlψ(Z) + ρl〈Γ, Z〉+ f˜(Z) := F˜ (V,Z)
and F˜ (Z,Z) = f˜(Z) + ρl(‖Z‖2F − ψ(Z)). This shows that F˜ (·, Z) is a majorization of
the objective function of (24) at Z. By this, we propose the following MM method.
Remark 5.2 By Remark 3.2, we know that ∂ψ(V k) =
{
2V kHk | Hk ∈ ∂‖ · ‖(Xk)}
with Xk = (V k)TV k. From the characterization on ∂‖ · ‖(Xk) by (7), one may choose
Γk = 2V kP k1 (P
k
1 )
T where P k1 is the first column of P
k. Clearly, P k1 can be achieved by
the SVD of V k, whose computation cost is cheap since V k has a small number of rows.
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Algorithm 5.2 (An MM method with extrapolation for (24))
Initialization: Choose 0 ≤β0≤β < 1, α > Lf˜ . Set ρ = ρl and V −1= V 0= V l.
For k = 0, 1, 2, . . .
1. Choose a matrix Γk ∈ ∂ψ(V k).
2. Compute U
k = V k + βk(V
k−V k−1), (27a)
V k+1 ∈ argmin
V ∈S
{
〈∇f˜(Uk)−ρΓk, V 〉+ρ‖V ‖2F+
α
2
‖V −Uk‖2F
}
. (27b)
3. Update βk by βk+1 ∈ [0, β].
end for
Next we focus on the convergence analysis of Algorithm 5.2. Due to the nonconvex-
ity of the subproblem (27b), the convergence results in Section 4 are not applicable to
Algorithm 5.2. To this end, we define Θρ : R
m×p × Rm×p × Rm×p → (−∞,+∞] by
Θρ(V,Γ, U) := f˜ (V )+ρ‖V ‖2F − ρ〈V,Γ〉+ ρψ∗(Γ) + δS(V ) +
γα
2
‖V −U‖2F (28)
where 0 < γ < (α−L
f˜
)/α is a constant and ψ∗(Γ) = 14‖Γ‖2∗ by Lemma 3 in Appendix.
The following proposition states the properties of Θρ along the sequence {(V k,Γk)}.
Proposition 5.1 Let Θρ be the extended real-valued function associated to ρ > 0 in (28),
and let {(V k,Γk)} be the sequences generated by Algorithm 5.2. Then,
(i) for each k ∈ N ∪ {0}, with νk :=
(γα−4L
f˜
β2
k
)(α−L
f˜
−γα)−(α−L
f˜
)2β2
k
(1−γ)α−L
f˜
it holds that
Θρ(V
k+1,Γk, V k) ≤ Θρ(V k,Γk−1, V k−1)− νk
2
‖V k−V k−1‖2F .
(ii) The sequences {(V k,Γk)} is bounded. Hence, the set of accumulation points of the
sequence {(V k,Γk−1, V k−1)}, denoted by ∆ρ, is a nonempty compact set.
(iii) When β <
√
γα(α−L
f˜
−γα)
α2−3L2
f˜
+2αL
f˜
−4γαL
f˜
, the limit ̟∗ := limk→∞Θρ(V
k,Γk−1, V k−1) exists
and moreover Θρ(V
′,Γ′, U ′) = ̟∗ for any (V ′,Γ′, U ′) ∈ ∆ρ.
(iv) For all k ∈ N, with ϑ′ =
√
2(L
f˜
+ α+ γα)2 + ρ2 + γ2α2 it holds that
d(0, ∂Θρ(V
k,Γk−1, V k−1))≤ ϑ′[‖V k−V k−1‖F + ‖V k−1−V k−2‖F ].
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Proof: (i) By the definition of V k+1 and the feasibility of V k to (27b), it follows that
〈∇f˜(Uk)−ρΓk, V k+1〉+ ρ‖V k+1‖2F + (α/2)‖V k+1−Uk‖2F
≤ 〈∇f˜(Uk)−ρΓk, V k〉+ ρ‖V k‖2F + (α/2)‖V k−Uk‖2F .
Combining this inequality with the expression of Θρ(V
k+1,Γk, V k), we obtain
Θρ(V
k+1,Γk, V k) = f˜(V k+1)+ρ‖V k+1‖2F−ρ〈Γk, V k+1〉+ρψ∗(Γk) +
γα
2
‖V k+1−V k‖2F
≤ f˜(V k+1) + 〈∇f˜(Uk), V k−V k+1〉−ρ〈Γk, V k〉+ρψ∗(Γk) + ρ‖V k‖2F
+
γα
2
‖V k+1−V k‖2F +
α
2
‖V k−Uk‖2F −
α
2
‖V k+1−Uk‖2F
= f˜(V k+1) + 〈∇f˜(Uk), V k − V k+1〉−ρψ(V k) + ρ‖V k‖2F
+
γα
2
‖V k+1−V k‖2F +
α
2
‖V k−Uk‖2F −
α
2
‖V k+1−Uk‖2F ,
≤ f˜(V k) + ρ‖V k‖2F − ρψ(V k) +
γα
2
‖V k+1−V k‖2F
+
α+ 3L
f˜
2
‖V k−Uk‖2F −
α−L
f˜
2
‖V k+1−Uk‖2F (29)
where the equality is using ψ∗(Γk)+ψ(V k)= 〈Γk, V k〉 by Γk ∈ ∂ψ(V k), the last inequality
is using (26) with V = V k+1, Z = Uk and V = Uk+1, Z = V k, respectively. Notice that
ψ∗(Γk−1) ≥ 〈Γk−1, V k〉 − ψ(V k). Together with (28) and (27a), it follows that
Θρ(V
k+1,Γk, V k) ≤ Θρ(V k,Γk−1, V k−1)−
γα− 4L
f˜
β2k
2
‖V k−V k−1‖2F
−
α−γL−L
f˜
2
‖V k+1−V k‖2F + (α−Lf˜ )βk〈V k+1−V k, V k−V k−1〉.
Since |(α−L
f˜
)βk〈V k+1−V k, V k−V k−1〉| ≤ t2 (α−Lf˜ )2‖V k+1−V k‖2F +
β2
k
2t ‖V k−V k−1‖2F
for any t > 0, it follows that the following inequality holds for any t > 0:
Θρ(V
k+1,Γk, V k) ≤ Θρ(V k,Γk−1, V k−1)−
[γα− 4L
f˜
β2k
2
− β
2
k
2t
]
‖V k−V k−1‖2F
−
[α−γα−L
f˜
2
−
(α−L
f˜
)2t
2
]
‖V k+1−V k‖2F .
By taking t =
α−γα−L
f˜
(α−L
f˜
)2 , we obtain the desired result.
(ii)-(iii) Since {V k} ⊆ S and ∂‖ · ‖(Xk) ⊆ B, by Remark 5.2 the sequence {(V k,Γk)}
is bounded. We next prove that part (iii) holds. Since 0 < γ < (α−L
f˜
)/α, we have
(1 − γ)α − L
f˜
> 0 and α2 − 3L2
f˜
+ 2αL
f˜
− 4γαL
f˜
> 0. In addition, for each k ∈ N, we
have νk ≥
(γα−4L
f˜
β
2
)((1−γ)α−L
f˜
)−(α−L
f˜
)2β
2
(1−γ)α−L
f˜
:= ν > 0. By part (i), {Θρ(V k,Γk−1, V k−1)}
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is nonincreasing. Notice that Θρ is proper lsc and level-bounded. By [40, Theorem 1.9],
the function Θρ is bounded below. So, the limit ̟
∗ := limk→∞Θρ(V
k,Γk, V k−1) exists.
Using part (i) and νk ≥ ν > 0 again, we also have limk→∞ ‖V k−V k−1‖F = 0. We
next show that Θρ ≡ ̟∗ on the set ∆ρ. Take an arbitrary (V̂ , Γ̂, Û) ∈ ∆ρ. By part
(ii), there exists K ⊆ N such that limK∋k→∞(V k,Γk−1, V k−1) = (V̂ , Γ̂, Û). Since the
sequence {‖V k−V k−1‖F } converges to 0, we have limK∋k→∞ ‖V k−V k−1‖F = 0. Then,
by the expression of Θρ(V
k,Γk−1, V k−1) and {V k}k∈K ⊆ S, it is not hard to obtain
̟∗ = lim
K∋k→∞
[
f˜(V k)− ρ〈Γk−1, V k〉+ ρ‖V k‖2F + ρψ∗(Γk−1)
]
= f˜(V̂ )− ρ〈Γ̂, V̂ 〉+ ρ‖V̂ ‖2F + ρψ∗(Γ̂) = Θρ(V̂ , Γ̂, V̂ ) = Θρ(V̂ , Γ̂, Û),
where the second equality is due to the continuity of ψ∗ by Lemma 3, the third is using
V̂ ∈ S implied by {V k}k∈K ⊆ S, and the last is due to V̂ = Û by limK∋k→∞ ‖V k−
V k−1‖F = 0. By the arbitrariness of (V̂ , Γ̂, Û) ∈ ∆ρ, the desired result follows.
(iv) By using the expression of Θρ and [40, Exercise 8.8], it is not difficult to have
∂Θρ(V,Γ, U) =
∇f˜(V )+2ρV − ρΓ + γα(V −U) +NS(V )−ρV + ρ∂ψ∗(Γ)
γα(U−V )
 (30)
for any (V,Γ, U) ∈ S ×Rm×p × Rm×p. In addition, from the definition of V k in Step 2,
0 ∈ ∇f˜(Uk−1)−ρΓk−1 + 2ρV k + α(V k−Uk−1) +NS(V k).
Since Γk−1 ∈ ∂ψ(V k−1), we have V k−1 ∈ ∂ψ∗(Γk−1) by [39, Theorem 23.5]. Thus,∇f˜(V k)−∇f˜(Uk−1)− α(V k−Uk−1) + γα(V k−V k−1)ρ(V k−1−V k)
γα(V k−1−V k)
 ∈ ∂Θρ(V k,Γk−1, V k−1).
This along with Uk−1 = V k−1 + βk−1(V
k−1−V k−2) implies the desired inequality. ✷
Remark 5.3 (i) When f˜ is convex, the coefficient 3L
f˜
in (29) can be removed and then
the restriction on β in part (iii) can be updated to β <
√
γ(α−L
f˜
−γα)
α−(1+γ)L
f˜
.
(ii) By Remark 2.1(i) and the proof of part (iii), we have ∆ρ ⊆ critΘρ, while by (30) and
Definition 3.2, it is easy to check that Π1(critΘρ) ⊆ Sρ, where the mapping Π1 is defined
as before and Sρ is the stationary point set of (6). So, Π1(∆ρ) ⊆ Π1(critΘρ) ⊆ Sρ.
Since the functions δS and ψ
∗(·) = 14‖ · ‖2∗ are semialgebraic, Θρ is semialgebraic and
then a KL function. By Proposition 5.1 and Remark 5.3(ii), using the same arguments
as those for [3, Theorem 3.2] or [27, Theorem 3.1] yields the following conclusion.
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Theorem 5.1 Let {(V k,Γk)} be the sequence generated by Algorithm 5.2 for solving the
problem (6) associated to ρ > 0 with β satisfying the restriction in Proposition 5.1(iii).
Then, {(V k,Γk, V k)} is convergent and the limit of {V k} is a stationary point of (6).
In addition, using the similar proof to Theorem 4.2, under a suitable condition we
can show that the normal output of Algorithm 2 is approximately feasible and provide
an estimation on the bound of its objective value to the optimal value of (1).
Theorem 5.2 Let υ∗ be the optimal value of (1) and V lf be a normal output of Algorithm
2. For each l ∈ N, let {(V l,k,Γl,k)} be the sequence given by Algorithm 5.2 with V l,0 = V l
and βk ≡ 0. If there is an integer l∗ ∈ [0, lmax) such that f((V l∗)TV l∗) ≤ υ∗, then
f(xlf (xlf )T) ≤ υ∗+ρl∗p(1−1/r∗) +
∑lf−1
j=l∗(ρj+1−ρj)(p −‖(V j+1)TV j+1‖) + Lǫ;
‖xlf ◦ xlf − e‖ ≤ ǫ with xlf = ‖V lf ‖P1,
where P1 denotes the first column of any P ∈ O((V lf )TV lf ) and r∗ = rank(V l∗).
6 Numerical experiments
This section confirms the power of the proposed matrix DC relaxation approaches via
numerical tests. Notice that each step of Algorithm 4.1 involves the solution of a strongly
convex quadratic SDP to which there is no off-shelf-software applicable. In this section,
we apply the semismooth Newton method (SNCG) in [38] for solving its dual problem and
test the performance of Algorithm 1 armed with Algorithm 4.1 whose subproblems are
solved with this dual SNCG (dcSNCG for short) and Algorithm 2 armed with Algorithm
5.2 (dcFAC for short). We also compare their performance with that of dcFOptM, which
is Algorithm 1 armed with Algorithm 4.1 in which the quadratic SDPs are replaced with
Xk+1 ≈ argmin
X∈Ω
{
〈∇f(Xk)+ρ(I−W k),X〉
}
, (32)
and the feasible method FOptM in [44] is applied to solving its factorized formulation.
Algorithm 4.1 involving the linear SDP subproblems has no convergence certificate, and
we here use it just for numerical comparisons. Although FOptM in [44] can be directly
applied to the factorized formulation of the quadratic SDP subproblem, our preliminary
tests show that it has a little worse effect than solving the factorized form of (32) since, the
latter only solves a quadratic rather than quartic polynomial optimization over S. Our
code can be downloaded from https://github.com/SCUT-OptGroup/rankone_UPPs.
The test problems include 112 UBQPs from the G-set1, OR-Library2 and Palubeckis
instances3 with 800 to 20000 variables, and 26 UBPPs of 4 to 4000 variables constructed
with q = 2. All the experiments were performed in MATLAB on a laptop computer
1http://www.stanford.edu/yyye/yyye/Gset
2http://people.brunel.ac.uk/~mastjjb/jeb/orlib/bqpinfo.html
3https://www.personalas.ktu.lt/~ginpalu/
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running on 64-bit Windows Operating System with an Intel(R) Core(TM) i7-8700 CPU
2.20GHz and 8 GB RAM. We measure the performance of a solution method by the
relative gap and infeasibility of its outputs and the CPU time taken. Let x∗= ‖X∗‖P ∗1
or ‖(V ∗)TV ∗‖Q∗1, where X∗ is the output of dcSNCG, V ∗ is the output of dcFAC or
dcFOptM, and P ∗1 and Q
∗
1 are the first column of P
∗ ∈ O(X∗) and Q∗ ∈ O((V ∗)TV ∗),
respectively. The relative gap and the infeasibility of x∗ are respectively defined by
gap :=
Bval−Obj
Bval
× 100% and infeas := ∥∥(x∗ ◦ x∗)1/2 − e∥∥
∞
,
where Bval means the known best value of a test instance and Obj denotes the objective
value of (1) at x∗. Notice that no rounding technique is imposed on the output x∗.
6.1 Choice of parameters for the solvers
To choose appropriate ρ0 and σ for Algorithm 1 and 2, we take dcFAC for example to
look at their influence on the relative gap of outputs. Figure 1 plots the relative gap
curve of dcFAC when solving G11 with m = 50, σ = 1.005 (for the left subfigure) and
m = 50, ρ0 = 10
−3 (for the right subfigure) from the same starting point. We observe
that a smaller σ always leads to a better relative gap, and there is a best ρ0 that is not
necessarily the smallest one. Since the search for the best ρ0 is too time-consuming, an
appropriate small ρ0 seems to be a reasonable choice. Consider that it is expensive if
too small ρ0 and σ are used, for the subsequent tests we choose ρ0 = 10
−1, σ = 1.05 for
dcSNCG, ρ0 = 10
−3, σ = 1.005 for dcFAC, and ρ0 = 10
−2, σ = 1.03 for dcFOptM. In
addition, we choose ǫ = 10−8, ρmax = 10
6 and lmax = 10
4 for Algorithm 1 and 2.
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Figure 1: The relative gap and computing time of dcFAC for G11 under different ρ0 and σ
Next we pay our attention to the choice of m, the row number of variable V for the
solvers dcFAC and dcFOptM. Generally, the problem (6) with a smaller m is vulnerable
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to more worse stationary points; for example, form = 1, it reduces to the original discrete
problem and every feasible point is a stationary point, but the problem (6) with a larger
m requires more computation work when it is solved with an algorithm. Figure 2 plots
the relative gap and CPU time curves of dcFAC when solving G32 from the starting
point V 0 = EDiag( 1‖E·,1‖ , . . . ,
1
‖E·,m‖
) with ρ = 10−3, σ = 1.005, where E is an m × p
matrix of ones and E·,j denotes the jth row of E. We may observe that there is no law
for the relative gap variation as m increases, except that the variation for m > 10 is
smaller than the variation for m ≤ 10. So, unless otherwise stated, we choose m = 50
for the solvers dcFAC and dcFOptM to solve the subsequent test instances.
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Figure 2: The relative gap and computing time of dcFAC for G32 under different m
We choose the starting point V 0 of dcFAC by V˜ Diag(‖V˜1‖−1, . . . , ‖V˜p‖−1), where V˜
is an m×p matrix generated in MATLAB command randn(m, p) with a fixed seed for all
test instances; use an inexact solution of minX∈Ω〈∇f((V 0)TV 0),X〉 as the starting point
for dcSNCG, where V 0 is chosen in the same way as for dcFAC; and choose the output
of FOptM applied to the problem minV ∈S f˜(V ) as the starting point of dcFOptM. In
addition, we choose the Nesterov’s accelerated strategy [31] to yield βk in Algorithm 4.1
and 5.2, i.e., βk =
tk−1
tk+1
with t1 = 1 and tk+1 =
1+
√
4t2
k
+1
2 . Although the convergence
analysis of Algorithm 4.1 and 5.2 requires a restriction on β, our preliminary tests indicate
that such a restriction has a bad influence on the performance of three solvers. So, we
remove it for the subsequent tests and leave this gap for a future research topic.
6.2 Results for the G-set instances
Given a graph G = (V, E) with |V| = n and a weight matrix W = [wij ]n×n, the max
cut problem partitions V into two nonempty sets (Z,V\Z) so that the total weights
of the edges in the cut is maximized. For each node i ∈ {1, . . . , n}, by letting xi = 1
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if i ∈ E and xi = −1 otherwise, the max cut problem can be formulated as (1) with
q = 1, Q1 =
1
4W , c1 = 0 and a1 = −14eTWe which, with X = xxT for x = (x1, . . . , xn)T,
can be reformulated as (4) with p = n and f(X) = 〈C,X〉 for C = Q1 − 14diag(We).
Table 1 reports the relative gap, the infeasibility and the value of ρ associated to the
outputs and the CPU time taken by the solvers for the G-set, where “-” means that the
CPU time is more than 5 hours and the gap value in red means the best one in the same
row. From Table 1, we may observe that the relative gaps yielded by dcSNCG, dcFAC
and dcFOptM are at most 3.763%, 2.428% and 3.222%, respectively, and for the total
71 instances, the solver dcFAC yields the least relative gap for 61 test problems, while
the solvers dcSNCG and dcFOptM yield the least relative gap only for 5 and 19 test
problems, respectively. When n attains 5000, the CPU time taken by dcSNCG is more
than 5 hours, while the solvers dcFAC and dcFOptM can deliver the desired result within
200 and 800 seconds, respectively. When n attains 20000, dcFAC still delivers the desired
result in 2500 seconds while dcFOptM needs to take more 4 hours. In addition, for these
instances, though the parameter ρ associated to the outputs is far less than the threshold
ρ∗, the infeasibility of the outputs for dcFAC and dcFOptM are less than 10−8, and the
infeasibility of the outputs for dcSNCG is less than 10−4.
Table 1: Numerical results of three solvers for the G-set instances
dcSNCG dcFAC dcFOptM
Name n BVAL gap time(s) infeas ρ gap time(s) infeas ρ gap time(s) infeas ρ
G1 800 11624 0.052 318.8 2.92e-5 1.87 0.017 9.2 1.77e-10 3.41 0.052 33.4 4.44e-15 1.87
G2 800 11620 0.129 343.9 1.64e-5 1.96 0.086 9.4 8.04e-10 3.36 0.120 32.8 1.89e-15 2.17
G3 800 11622 0.146 377.0 3.28e-5 1.96 0.155 9.5 7.10e-10 3.62 0.198 31.8 1.89e-15 2.17
G4 800 11646 0.249 377.2 3.94e-5 1.96 0.103 10.1 2.13e-10 3.44 0.232 28.1 1.89e-15 2.11
G5 800 11631 0.146 333.7 2.55e-5 1.87 0.146 9.2 1.96e-10 3.53 0.146 31.2 1.89e-15 2.17
G6 800 2178 1.194 344.4 1.56e-5 2.16 0.230 9.0 3.48e-10 3.07 1.148 35.7 1.89e-15 2.11
G7 800 2006 1.396 321.3 2.69e-5 1.96 0.997 9.7 7.70e-10 3.01 2.642 43.8 1.89e-15 2.30
G8 800 2005 1.845 307.3 1.35e-5 2.06 1.147 9.5 6.84e-10 3.24 2.045 47.2 1.89e-15 2.44
G9 800 2054 1.412 275.2 2.82e-5 1.96 1.168 8.9 6.47e-10 3.04 1.266 41.1 1.89e-15 2.05
G10 800 2000 1.700 280.8 4.59e-5 2.16 0.650 9.1 4.30e-10 3.12 1.150 45.1 1.89e-15 2.23
G11 800 564 2.128 219.2 2.49e-6 0.67 2.128 8.9 9.56e-10 1.02 2.128 18.4 6.05e-12 0.57
G12 800 556 2.518 160.0 1.00e-5 0.64 1.439 11.0 7.41e-10 1.00 1.079 18.6 7.78e-12 0.56
G13 800 582 1.375 140.6 6.65e-6 0.61 0.687 11.9 1.02e-09 1.00 2.405 22.3 3.96e-12 0.57
G14 800 3064 0.914 133.1 3.88e-5 1.69 0.490 13.7 1.53e-09 2.39 0.555* 19.4 4.70e-11 1.04
G15 800 3050 0.787 129.0 5.44e-5 1.39 0.557 14.9 7.47e-11 3.26 0.623 21.3 1.59e-13 2.11
G16 800 3052 0.918 102.3 6.24e-5 1.20 0.590 14.2 2.73e-09 3.45 0.590 19.3 1.93e-11 0.87
G17 800 3047 0.460 96.4 9.51e-5 0.94 0.558 10.7 4.20e-10 3.26 0.459 18.9 3.85e-10 0.79
G18 800 992 2.722 186.1 6.66e-5 2.06 1.411 10.2 8.13e-10 2.68 1.411 20.1 2.33e-13 1.10
G19 800 906 2.428 186.5 3.59e-5 3.04 2.428 9.9 1.66e-09 2.81 3.091 22.3 1.89e-15 1.99
G20 800 941 1.807 153.5 4.37e-5 1.33 1.169 8.9 1.14e-09 2.05 1.594 20.7 1.02e-14 1.13
G21 800 931 1.611 1603.8 3.02e-5 1.26 2.256 9.7 1.36e-09 2.12 3.222 18.3 9.06e-14 1.20
G22 2000 13359 0.314 2284.1 5.25e-5 1.39 0.225 155.0 5.40e-10 2.42 0.299 82.3 4.89e-15 1.48
G23 2000 13344 0.510 2480.5 5.99e-6 1.61 0.322 159.6 1.16e-09 2.37 0.442* 81.6 4.89e-15 1.43
G24 2000 13337 0.367 2798.8 5.45e-5 1.61 0.285 153.5 2.83e-09 2.38 0.322 79.9 2.98e-14 1.35
G25 2000 13340 0.457 2241.8 6.58e-6 1.39 0.307 130.0 2.06e-10 2.22 0.450 77.6 2.35e-14 1.43
G26 2000 13328 0.435 2524.2 3.12e-5 1.61 0.158 112.7 3.31e-10 2.31 0.353 74.3 1.33e-13 1.35
G27 2000 3341 1.317 2183.8 1.25e-5 1.39 0.718 173.5 1.37e-09 2.31 1.227 102.9 4.88e-15 1.39
G28 2000 3298 1.668 2176.8 6.10e-6 1.33 0.303 184.9 4.64e-10 2.24 1.522* 111.7 4.88e-15 1.52
G29 2000 3405 1.233 2095.0 5.07e-6 1.26 1.087 179.2 8.16e-10 2.24 1.292 119.9 1.78e-13 1.31
G30 2000 3413 1.172 2395.6 1.67e-5 1.39 1.113 170.0 7.01e-10 2.28 1.172 108.9 4.53e-14 1.39
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G31 2000 3310 1.329 2208.7 1.80e-5 1.26 0.634 164.0 4.85e-10 2.17 1.420 174.4 4.88e-15 1.57
G32 2000 1410 3.688 3013.9 4.16e-5 0.64 1.277 48.8 4.46e-10 1.02 1.702* 109.6 1.23e-11 0.54
G33 2000 1382 3.763 3058.7 2.78e-5 0.64 1.447 46.0 4.03e-10 1.01 1.302 125.5 2.27e-12 0.57
G34 2000 1384 2.890 3360.7 5.08e-5 0.74 1.301 49.9 5.84e-10 1.03 1.445 120.4 3.86e-12 0.57
G35 2000 7687 1.145 2167.4 9.63e-5 1.69 0.442 47.0 1.76e-09 3.13 0.494 111.7 2.41e-9 0.95
G36 2000 7680 1.081 2495.2 1.39e-5 2.27 0.404 44.1 2.17e-09 2.78 0.573 106.3 2.44e-10 0.67
G37 2000 7691 1.326 2234.9 3.08e-5 2.76 0.507 46.3 2.35e-09 3.69 0.546 112.9 5.90e-11 1.35
G38 2000 7688 1.093 3255.5 1.64e-5 2.27 0.637 53.0 8.54e-10 4.76 0.676 104.0 1.01e-10 0.98
G39 2000 2408 2.990 3882.6 1.64e-4 1.69 1.744 53.8 7.92e-10 2.97 2.492 144.8 4.88e-15 1.82
G40 2000 2400 3.083 3297.4 8.48e-5 2.16 1.458 53.7 1.34e-09 4.00 2.042 115.9 2.71e-14 1.31
G41 2000 2405 3.160 4013.3 3.02e-5 2.38 0.707 53.8 1.27e-09 3.16 0.582 131.4 5.37e-14 0.98
G42 2000 2481 2.056 4528.6 5.39e-5 3.88 1.854 53.9 1.03e-09 3.13 2.217 149.8 4.88e-15 1.52
G43 1000 6660 0.210 298.1 4.78e-5 1.46 0.090 17.9 7.11e-10 2.13 0.180 34.6 3.55e-13 1.24
G44 1000 6650 0.120 297.6 2.61e-5 1.54 0.105 18.0 1.75e-10 2.22 0.135 37.6 2.89e-15 1.52
G45 1000 6654 0.406 312.9 1.26e-5 1.39 0.271 17.6 8.03e-10 2.28 0.601 35.6 2.89e-15 1.52
G46 1000 6649 0.301 557.5 4.02e-5 1.26 0.271 12.5 2.94e-10 2.11 0.256 33.9 1.09e-14 1.31
G47 1000 6657 0.300 544.8 5.41e-5 1.39 0.240 12.2 2.61e-10 2.13 0.270 35.3 2.89e-15 1.31
G48 3000 6000 0 524.7 9.19e-11 0.17 0 25.0 1.73e-12 0.12 0 18.1 3.55e-15 0.01
G49 3000 6000 0 473.5 1.10e-10 0.17 0 30.0 1.03e-12 0.13 0 38.5 3.55e-15 0.01
G50 3000 5880 0.001 2133.9 1.01e-5 0.39 0 45.5 5.24e-12 0.60 0 157.5 4.73e-14 0.36
G51 1000 3848 1.143 241.0 6.03e-5 1.87 0.780 13.2 1.73e-09 4.53 0.728 27.5 1.40e-12 1.01
G52 1000 3851 0.675 225.8 2.92e-5 1.33 0.623 14.0 2.15e-09 4.31 0.415 25.9 1.72e-11 1.24
G53 1000 3850 0.961 254.4 2.47e-5 2.06 0.623 12.8 3.07e-09 3.59 0.675 26.7 5.55e-12 1.10
G54 1000 3852 1.038 234.7 2.86e-5 1.39 0.649 10.9 1.78e-09 2.70 0.649 26.4 6.77e-10 0.75
G55 5000 10299 - - 0.408 117.3 1.74e-09 1.30 0.544 757.5 7.74e-14 0.73
G56 5000 4017 - - 1.095 118.3 1.07e-09 1.34 1.294 786.4 2.34e-14 0.73
G57 5000 3494 - - 1.431 133.9 4.71e-10 1.06 1.603 585.2 4.07e-12 0.57
G58 5000 19293 - - 0.549 119.8 2.16e-09 3.75 0.684 390.7 4.25e-11 0.95
G59 5000 6086 - - 2.021 146.3 1.60e-09 4.23 2.202 468.2 7.55e-15 1.52
G60 7000 14188 - - 0.585 204.1 1.44e-09 1.26 0.684 1160.5 5.77e-15 0.73
G61 7000 5796 - - 1.363 208.9 1.73e-09 1.40 1.311 1308.3 5.77e-15 0.73
G62 7000 4870 - - 1.602 241.0 3.87e-10 1.10 2.012 1209.5 1.15e-10 0.56
G63 7000 27045 - - 0.666 213.6 1.40e-09 4.91 0.673 1032.0 6.11e-15 2.23
G64 7000 8751 - - 2.091 237.7 1.33e-09 3.75 2.765 1131.8 5.77e-15 3.59
G65 8000 5562 - - 1.654 318.9 4.71e-10 1.08 1.654 1654.6 3.56e-12 0.59
G66 9000 6364 - - 1.948 406.3 4.18e-10 1.09 1.917 2022.8 1.07e-13 0.63
G67 10000 6950 - - 1.525 482.9 2.75e-10 1.08 1.755 3007.2 6.66e-16 0.61
G70 10000 9591 - - 0.229 380.2 1.29e-09 0.92 0.313 1472.8 6.66e-16 0.43
G72 10000 7006 - - 1.856 499.5 2.11e-10 1.10 2.084 2838.9 6.21e-12 0.57
G77 14000 9938 - - 1.851 920.7 5.82e-10 1.10 1.851 9567.2 9.44e-15 0.61
G81 20000 14048 - - 1.723 2418.2 6.93e-10 1.13 1.651 16391.5 5.04e-13 0.61
6.3 Results for the OR-Library and Palubeckis instances
We report the numerical results of three solvers for the OR-Library and Palubeckis
instances, which take the form of maxz∈{0,1}n z
TAz for A ∈ Sn. With z = (x+ e)/2, one
may transform them into (1) with q = 1, Q1 = −14A, c1 = −12Ae and a1 = −14eTAe. So,
it can be reformulated as (4) with p = n+1 and f(X) = 〈C,X〉 for C = −14
(
0 eTA
Ae A
)
.
Table 2 reports the relative gap, the infeasibility and the value of ρ associated to the
outputs and the CPU time taken by the solvers for the 20 OR-Library test instances. We
observe that the relative gaps yielded by dcSNCG, dcFAC and dcFOptM are not more
than 0.574%, 0.684% and 0.642%, respectively, and for the total 20 test problems, the
solver dcFAC yields the least relative gap for 16 instances, while dcSNCG and dcFOptM
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give the least relative gap only for 1 and 3 instances. Among the three solvers, dcFAC
takes the least CPU time for each instance, dcSNCG takes at least 80 times that of
dcFAC for n = 1000, while dcFOptM takes at least 2 times that of dcFAC for n = 2500.
Table 2: Numerical results of three solvers for the OR-Library instances
dcSNCG dcFAC dcFOptM
Name BVAL gap time(s) infeas ρ gap time(s) infeas ρ gap time(s) infeas ρ
1000_1 371438 0.280 1993.8 5.17e-4 158.3 0.164 22.8 1.74e-10 569.1 0.342 29.3 9.55e-15 188.3
1000_2 354932 0.441 2038.2 1.14e-4 158.3 0.433 21.2 3.71e-10 563.5 0.389 26.9 2.44e-15 172.3
1000_3 371236 0.234 3028.3 1.09e-5 166.3 0.233 21.7 3.11e-10 601.2 0.389 24.3 2.44e-15 172.3
1000_4 370675 0.217 1485.9 5.26e-5 150.8 0.151 21.2 6.17e-10 577.7 0.275 28.8 9.94e-13 167.3
1000_5 352760 0.367 3230.0 7.03e-5 158.3 0.046 20.1 2.90e-10 541.4 0.353 24.6 2.44e-15 172.2
1000_6 359629 0.329 2327.7 7.19e-5 150.8 0.361 19.4 1.68e-10 563.5 0.532 23.8 8.75e-14 177.5
1000_7 371193 0.574 2449.1 4.66e-5 150.8 0.684 19.5 1.51e-10 607.3 0.447 29.3 1.85e-12 167.3
1000_8 351994 0.529 2431.7 1.87e-4 166.3 0.354 20.2 2.43e-10 566.3 0.413 26.6 2.44e-15 172.3
1000_9 349337 0.066 2017.1 1.00e-4 136.8 0.034 19.1 2.28e-10 566.3 0.247 27.6 3.22e-13 167.3
1000_10 351415 0.284 3048.5 6.09e-5 143.6 0.191 19.3 4.96e-10 560.7 0.385 25.6 1.65e-14 172.3
2500_1 1515944 - - - - 0.191 65.0 2.25e-10 1289.6 0.437 174.2 8.05e-11 260.6
2500_2 1471392 - - - - 0.172 61.4 9.57e-11 1257.9 0.490 164.6 4.64e-13 238.5
2500_3 1414192 - - - - 0.287 64.7 9.09e-11 1276.8 0.278 172.6 7.03e-13 268.4
2500_4 1507701 - - - - 0.206 63.3 1.90e-10 1251.6 0.246 159.0 2.11e-15 238.5
2500_5 1491816 - - - - 0.188 58.9 1.05e-10 1251.6 0.439 154.7 2.11e-15 253.0
2500_6 1469162 - - - - 0.213 59.8 1.51e-10 1270.5 0.279 153.0 9.95e-13 253.0
2500_7 1479040 - - - - 0.302 59.5 1.75e-10 1276.8 0.642 137.9 1.68e-10 284.8
2500_8 1484199 - - - - 0.129 56.6 1.66e-10 1257.9 0.276 170.9 2.11e-15 253.0
2500_9 1482413 - - - - 0.272 58.8 8.29e-11 1296.1 0.368 173.4 2.11e-15 260.6
2500_10 1483355 - - - - 0.283 57.9 1.57e-10 1276.8 0.333 182.6 6.77e-11 245.7
Table 3 provides the results with dcFAC and dcFOptM solving the Palubeckis in-
stances. Since these instances involve more than 3000 variables, considering that it is
too time-consuming for dcSNCG to compute an instance, we here do not use it to solve
these instances. We observe that the relative gaps yielded by dcFAC and dcFOptM are
at most 0.358% and 0.606%, respectively, and dcFAC yields the least relative gap for
all 21 instances and spends about half of the CPU time of dcFOptM.
Table 3: Numerical results of two solvers for the Palubeckis instances
Palubeckis dcFAC dcFOptM
Instance BVAL gap time(s) infeas ρ gap time(s) infeas ρ
p3000.1 3931583 0.358 99.4 1.10e-10 3343.3 0.376 260.8 1.64e-9 671.1
p3000.2 5193073 0.221 109.5 1.24e-10 4333.2 0.414 285.1 8.85e-13 825.4
p3000.3 5111533 0.303 111.3 7.84e-11 4290.2 0.485 279.8 3.33e-15 825.4
p3000.4 5761822 0.231 110.6 5.02e-11 4740.2 0.606 312.4 9.65e-12 1045.6
p3000.5 5675625 0.299 111.8 1.35e-10 4860.0 0.527 321.0 8.88e-15 985.6
p4000.1 6181830 0.228 157.5 9.06e-11 4290.2 0.478 511.3 1.39e-14 801.3
p4000.2 7801355 0.316 156.5 8.40e-11 5532.9 0.469 423.5 3.82e-10 1045.6
p4000.3 7741685 0.347 155.8 6.66e-11 5478.0 0.518 470.6 1.39e-14 985.6
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p4000.4 8711822 0.239 174.5 7.66e-11 6143.8 0.486 471.3 1.39e-14 1109.2
p4000.5 8908979 0.352 172.8 8.04e-11 6174.5 0.439 423.5 4.20e-14 1076.9
p5000.1 8559680 0.296 247.3 6.97e-11 5237.5 0.463 645.1 2.76e-14 901.9
p5000.2 10836019 0.281 241.4 1.31e-10 6621.1 0.445 690.9 2.09e-13 1109.2
p5000.3 10489137 0.258 230.8 5.58e-11 6654.2 0.451 695.8 4.33e-14 1109.2
p5000.4 12252318 0.262 234.2 5.21e-11 7575.5 0.424 701.1 3.29e-13 1176.8
p5000.5 12731803 0.241 236.0 6.90e-11 7575.5 0.542 782.1 3.08e-15 1248.5
p6000.1 11384976 0.287 291.9 6.35e-11 6236.4 0.461 1147.8 1.14e-9 901.9
p6000.2 14333855 0.211 279.2 7.41e-11 7962.9 0.368 1209.2 2.22e-13 1142.5
p6000.3 16132915 0.333 275.2 6.98e-11 8798.2 0.520 1130.5 5.03e-14 1364.2
p7000.1 14478676 0.237 424.7 6.25e-11 7352.2 0.482 1395.4 5.86e-10 985.6
p7000.2 18249948 0.263 757.5 3.90e-11 9248.1 0.430 1747.6 8.88e-15 1248.5
p7000.3 20446407 0.319 722.9 5.35e-11 10320.7 0.517 1699.6 3.09e-13 1405.2
6.4 Results for the unconstrained BPPs
With X = (1;x1; . . . ;xq)(1;x1; . . . ;xq)
T, the problem (1) can be reformulated as (4) for
p = nq + 1 and f(X) =
∏q
i=1〈Ci,X〉, where each Ci ∈ Sp takes the following form
Ci =
(
ai b
T
i
bi Bi
)
with bi =
0n(i−1)ci/2
0n(q−i)
 ∈ Rnq and Bi =

0 0 · · · 0
0 Qi · · · 0
...
...
. . .
...
0 0 · · · 0
 ∈ Snq.
In this part, we test the performance of three solvers for the BPP (1) constructed with
q = 2 and compare their performance with that of GloptiPoly3 [18], which is a software
for solving the Lasserre relaxation to the BPP (1). For two given r, k ∈ N, by writing
Nkr := {α ∈ Nk :
∑k
i=1 αi ≤ r}, s(r) := ( qn+rqn ) and p(x) :=
∏q
i=1
(
xTi Qixi + c
T
i xi + ai
)
for
x = (x1; . . . ;xq) ∈ Rqn, the r(r ≥ q)-order Lasserre relaxation of (1) takes the form of
inf
y
{ ∑
α∈Nqn
2r
pαyα s.t. Mr(y) ∈ Ss(r)+ ,Mr−1(hiy) = 0, i = 1, . . . , nq
}
where pα is the component of the coefficient vector for the polynomial p(x), hi is the
coefficient of the polynomial hi(x) = x
2
i − 1 for i = 1, . . . , qn, and Mr(y) and Mr−1(hiy)
are respectively the moment matrix of dimensions s(r) and s(r−1); see [24]. In addition,
we choose m = min(100, round(p/2)) rather than m = 50 for dcFAC and dcFOptM since
these instances are more difficult than those in the previous two subsections.
The first class of problems is using Qi =
1
4Di, ci =
1
2Die and ai =
1
4e
TDie + ωi with
Di =
Mi
‖Mi‖
for i = 1, 2, where the entries of Mi ∈ Sl and ωi are generated randomly to
obey the standard normal distribution. Such a problem is actually a reformulation of
min
x,y∈{0,1}l
{
(xTD1x+ ω1)(y
TD2y + ω2)
}
. (33)
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Table 4 reports the results of three solvers for solving the BPP (1) associated to (33)
with different l and the results of GloptiPoly3 for solving the 2-order Lasserre relaxation
of (1), where the obj in red means the best one in the same row. Notice that for l = 20
the objective value given by dcSNCG is a little smaller than those yielded by dcFAC and
dcFOptM, but it is not regarded as the best since after rounding its objective value is
same as that of dcFAC and dcFOptM due to a little worse infeasibility. We observe that
for l = 2 and 8, dcFAC and dcFOptM deliver the same objective value as GloptiPoly3
does, which implies that now the objective value is optimal since the Lasserre relaxation
provides a lower bound for the optimal value, whereas dcFAC and dcFOptM provide
an upper bound for the optimal value. For l ≥ 20, GloptiPoly3 fails to delivering the
result due to out of memory, while other three solvers can provide an upper bound for the
optimal value for l = 1000 within 5500, 250 and 310 seconds, respectively. Compared with
the output of dcFAC and dcFOptM, the output of dcSNCG has a little worse objective
value and infeasibility. The relative gaps of the outputs given by dcSNCG, dcFAC and
dcFOptM are respectively at most 1.009%, 0.060% and 0.175% for the 12 instances.
Table 4: Numerical results of GloptiPoly3 and three solvers for solving (33)
GPoly3 dcSNCG dcFAC dcFOptM
l obj obj time(s) infeas obj time(s) infeas obj time(s) infeas
2 -5.6696 -5.6685 0.19 1.02e-4 -5.6696 0.08 1.74e-9 -5.6696 0.08 1.11e-16
8 -22.3922 -22.3901 0.22 4.94e-5 -22.3922 0.19 5.27e-10 -22.3922 0.34 4.44e-16
20 * -57.8071 1.30 6.78e-6 -57.8066 1.16 7.63e-10 -57.8066 2.16 2.22e-16
100 * -883.2648 16.4 2.48e-5 -884.0073 25.3 4.03e-10 -883.7263 16.6 1.11e-15
200 * -3.7586e+3 137.3 2.06e-5 -3.7681e+3 44.9 4.50e-10 -3.7681e+3 63.6 1.78e-15
300 * -7.9281e+3 288.8 3.56e-5 -7.9862e+3 73.7 1.81e-10 -7.9862e+3 140.8 4.44e-16
500 * -2.4343e+4 650.0 1.31e-4 -2.4442e+4 86.9 2.58e-10 -2.4442e+4 114.7 2.44e-15
800 * -5.3090e+4 2786 9.20e-6 -5.3446e+4 170.8 7.76e-11 -5.3352e+4 207.1 2.44e-15
1000 * -8.6428e+4 5408 1.68e-4 -8.7310e+4 222.4 1.66e-10 -8.7223e+4 303.8 3.77e-15
1200 * - - - -1.3493e+5 292.6 6.99e-11 -1.3483e+5 432.0 1.11e-15
1500 * - - - -2.0752e+5 414.9 8.96e-11 -2.0764e+5 648.0 3.33e-15
2000 * - - - -3.6136e+5 664.4 8.65e-11 -3.6125e+5 1132 1.39e-14
The second class of problems takes Qq =
1
4(−1)qW
q
, aq =
1
4(−1)q+1eTW
q
e and cq = 0
with W
q
= W
q
‖W q‖ for q = 1, 2, where each W
q ∈ Sl is chosen from the G-set and the Biq
Mac Library4. Such a problem is a reformulation of the generalized max-cut problem
min
x,y∈{−1,1}l
1
4
{[∑
i<j
w1ij(1− xixj)
][∑
i<j
w2ij(1− yiyj)
]}
. (34)
Since this class of problems at least involves 400 variables, we do not use GloptiPoly3 to
solve them by considering the memory of our laptop computer. Table 5 reports the results
of dcSNCG, dcFAC and dcFOptM for solving the problem (34) with different (W 1,W 2)
from the G-set and Biq Mac Library. We observe that among the 14 instances, dcFAC
4http://biqmac.uni-klu.ac.at/biqmaclib.html
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and dcFOptM respectively deliver the best output for 7 instances, while dcSNCG only
delivers the best output for 2 instances. The relative gaps of the outputs yielded by dc-
SNCG, dcFAC and dcFOptM are respectively at most 4.115%,1.1741% and 0.2883%.
When n ≥ 400, dcFAC takes the least CPU time, while dcFOptM and dcFAC take at
least twice of its CPU time, and when n = 2000, the difference become more remarkable.
Table 5: Numerical results of three solvers for solving the problem (34)
dcSNCG dcFAC dcFOptM
(W 1,W 2) n Obj time(s) infeas Obj time(s) infeas Obj time(s) infeas
ising2_200(5,6) 200 -8.4532e+3 155.8 1.85e-5 -8.4516e+3 36.4 9.76e-10 -8.4516e+3 28.2 1.78e-15
ising3_200(5,6) 200 -8.2111e+3 151.8 1.63e-5 -8.2060e+3 63.9 1.64e-9 -8.1988e+3 28.8 1.78e-15
ising2_300(5,6) 300 -1.9651e+4 589.9 8.96e-5 -1.9678e+4 91.6 2.09e-9 -1.9687e+4 136.1 4.44e-16
ising3_300(5,6) 300 -1.9669e+4 393.1 4.01e-6 -1.9675e+4 75.9 1.92e-9 -1.9680e+4 52.4 4.44e-16
t2g20(5,6) 400 -5.7591e+4 792.9 3.12e-5 -5.7777e+4 143.2 2.02e-9 -5.7624e+4 415.9 2.44e-15
t2g20(6,7) 400 -5.9295e+4 738.3 4.23e-5 -5.9303e+4 113.2 2.16e-9 -5.9303e+4 294.7 2.44e-15
t2g20(5,7) 400 -5.7484e+4 791.8 4.34e-5 -5.7637e+4 105.8 1.93e-9 -5.7637e+4 302.1 2.44e-16
(G7,G8) 800 -3.5780e+5 3322 4.72e-5 -3.6212e+5 287.9 1.00e-10 -3.6194e+5 553.5 2.44e-15
(G8,G9) 800 -3.5252e+5 3262 6.86e-6 -3.5439e+5 206.4 1.21e-10 -3.5405e+5 642.5 2.44e-15
(G9,G10) 800 -3.5778e+5 3224 1.30e-5 -3.6001e+5 206.4 1.19e-10 -3.5967e+5 549.1 2.44e-15
(G43,G44) 1000 -2.9472e+5 6184 4.06e-5 -3.0240e+5 323.9 1.61e-9 -3.0492e+5 770.5 3.77e-15
(G45,G46) 1000 -2.9123e+5 5794 1.68e-6 -3.0016e+5 325.0 3.19e-9 -3.0373e+5 837.2 3.77e-15
(G31,G32) 2000 - - - -2.2953e+6 813.3 4.92e-10 -2.2960e+6 5498 1.39e-14
(G33,G34) 2000 - - - -2.4522e+6 984.3 4.26e-10 -2.4452e+6 8735 1.39e-14
From the previous numerical results, we conclude that dcFAC is superior to dcSNCG
and dcFoptM in terms of the quality of the outputs and the CPU time taken, whether for
the 112 BQP test instances or for the 26 UBPP test instances constructed with q = 2.
The superiority is remarkable for the OR-Library and Palubeckis instances and those
UBPP instances. The solver dcFoptM is superior to dcSNCG though the algorithm for
solving the subproblems of dcFoptM is lack of convergence certificate.
7 Conclusions
For the unconstrained BPP (1), we have presented two equivalent DC penalized matrix
programs (5) and (6) by leveraging the global exact penalty for its DC constrained SDP
reformulation, and proposed two relaxation approaches by seeking a finite number of
approximate stationary points to the DC penalized problems associated with increasing
penalty parameters. Two globally convergent MM methods with extrapolation were de-
veloped to achieve such stationary points. Numerical experiments for the 112 UBQP
test instances and the 26 UBPP test instances demonstrate that the relaxation approach
dcFAC based on the problem (6) is effective. It delivers the outputs which have infea-
sibility at most 10−8 and the objective value at least 97.572% of the best ones for the
UBQP instances and 98.826% of the best ones for the UBPP instances. The solvers
dcSNCG and dcFOptM yield the outputs with a little worse objective values and require
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more time when the dimension becomes large. Our future work will focus on the DC
matrix relaxation approach to more tough combinatorial optimization.
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Appendix
In this part, for a closed set Γ ⊆ Sp, we define dist(X,Γ) := minZ∈Γ ‖Z−X‖∗. By
refining the proof of [5, Proposition 2.3], it is not hard to obtain the following result.
Lemma 1 Let R := {Z ∈ Sp | rank(Z) ≤ 1}. Then, for any X ∈ Ω, it holds that
dist(X,F) ≤ (1+2√2p)[λ2(X) + · · ·+ λp(X)] = (1+2√2p)dist(X,R).
Lemma 2 Let R be same as in Lemma 7.1. Fix an arbitrary X ∈ F . Then, there exists
δ > 0 such that for all ‖X−X‖∗ ≤ δ, dist(X,F) ≤ 2
(
1+
√
2p
)[
dist(X,Ω) + dist(X,R)].
Proof: Fix an arbitrary δ > 0. Let X ∈ Sp be such that ‖X −X‖F ≤ 2δ. If X ∈ Ω, by
Lemma 7.1 we have dist(X,F) ≤ (1+2√2p)dist(X,R), and the desired inequality holds.
Now assume that X /∈ Ω. Let ΠΩ(X) be the unique optimal solution of minZ∈Ω ‖Z−X‖∗.
Then, ‖ΠΩ(X)−X‖∗ ≤ ‖ΠΩ(X)−X‖∗ + ‖X −X‖∗ ≤ 2δ. By using Lemma 7.1,
dist(X,F) ≤ ‖X −ΠΩ(X)‖∗ + dist(ΠΩ(X),F)
≤ dist(X,Ω) + (1+2√2p)dist(X,R)
≤ dist(X,Ω) + (1+2√2p)[‖ΠΩ(X)−X‖∗ + dist(X,R)]
≤ 2(1+√2p)dist(X,Ω) + (1+2√2p)dist(X,R)
which implies that the desired inequality holds. We complete the proof. ✷
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Lemma 3 For any given Z ∈ Sp+, define φ(V ) := 〈V Z, V 〉 and ψ(V ) := ‖V TV ‖ for
V ∈ Rm×p. Then, φ and ψ are convex functions in Rm×p. Also, ψ∗(U) = 14‖U‖2∗.
Proof: For any V ∈ Rm×p, an elementary calculation yields that ∇2φ(V ) = 2Z  0.
So, φ is a convex function in Rm×p. By [25, Theorem 2] and the definition of ψ, we have
ψ(V ) = sup
‖z‖1≤1
〈z, λ(V TV )〉 = sup
z∈Rp
+
, ‖z‖1≤1
〈z, λ(V TV )〉 = sup
Z∈Sp
+
, ‖Z‖∗≤1
〈V Z, V 〉.
By using this equality, for any V 1, V 2 ∈ Rm×p and τ ∈ [0, 1], it follows that
ψ(τV 1+(1−τ)V 2) = sup
Z∈Sp
+
, ‖Z‖∗≤1
〈(τV 1 + (1−τ)V 2)Z, τV 1 + (1−τ)V 2〉
≤ sup
Z∈Sp
+
, ‖Z‖∗≤1
[
τ〈V 1Z, V 1〉+ (1−τ)〈V 2Z, V 2〉]
≤ τψ(V 1) + (1−τ)ψ(V 2)
where the first inequality is by the convexity of φ. Hence, ψ is convex in Rm×p.
Next we calculate the conjugate of the function ψ. For a given U ∈ Rm×p, we have
ψ∗(U) = sup
V ∈Rm×p
〈U, V 〉 − ‖V TV ‖ ≤ sup
V ∈Rm×p
‖U‖∗‖V ‖ − ‖V ‖2 = 1
4
‖U‖2∗.
Let U = PΣQT be the singular value decomposition of U . Take V = 12‖U‖∗PQT. Then,
it is easy to check that 〈U, V 〉 − ‖V TV ‖ = 14‖U‖2∗. This shows that ψ∗(U) = 14‖U‖∗. ✷
Proposition 7.1 Let Ω := {Z ∈ Sp | diag(Z) = e, Z  0}. Then, for any X ∈ Ω,
dist(X,F) := min
Z∈F
‖Z−X‖∗ ≤
(
1+2
√
2p
)[
λ2(X) + · · · + λp(X)
]
.
Proof: The proof is similar to that of [5, Proposition 2.3]. We include it for completeness.
Fix an arbitrary X ∈ Ω. Let X have the eigenvalue decomposition given by X =∑p
i=1 λi(X)uiu
T
i with λ1(X) ≥ · · · ≥ λp(X) ≥ 0 and [u1 u2 . . . up] ∈ Op. Then
1 = Xjj = λ1(X)u
2
1j + λ2(X)u
2
2j + · · ·+ λp(X)u2pj for j = 1, 2, . . . , p. (35)
In the following, we proceed the arguments by two cases: |u1| > 0 and |u1| ≯ 0.
Case 1: |u1| > 0. Write u1|u1| := (
u11
|u11|
, . . . ,
u1p
|u1p|
)T and define X̂F :=
u1
|u1|
(
u1
|u1|
)T
. Clearly,
X̂F ∈ F . Take X̂R = λ1(X)u1uT1 . Then, it is immediate to obtain that[
X̂F
]
kl
=
1
λ1(X)|u1k ||u1l|
[
X̂R
]
kl
for k, l = 1, . . . , p. (36)
Combining equation (35) with λi(X) ≥ 0 for i = 1, . . . , p, we have 0 < λ1(X)|u1k||u1l| ≤
1. From the last equation, it follows that ‖X̂F − X̂R‖F ≤ ‖X̂F‖F = p.
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Subcase 1.1:
∑p
i=2 λi(X) ≥ 12 . Now the result follows by the following inequalities:
dist(X,F) ≤ ‖X − X̂F‖∗ ≤ ‖X − X̂R‖∗ + ‖X̂F − X̂R‖∗ (37)
≤ ‖X − X̂R‖∗ +
√
2‖X̂F − X̂R‖F ≤ ‖X − X̂R‖∗ +
√
2p
≤ ‖X − X̂R‖∗ + 2
√
2p
∑p
i=2λi(X) = (1 + 2
√
2p)
∑p
i=2λi(X)
where the third inequality is using the fact that rank(X̂F ) = 1 and rank(X̂R) = 1.
Subcase 1.2:
∑p
i=2 λi(X) <
1
2 . From equation (36), it is not difficult to obtain
‖X̂F − X̂R‖2F =
p∑
k=1
p∑
l=1
[ 1
λ1(X)|u1k ||u1l| − 1
]2[
X̂R
]2
kl
≤ max
1≤k≤p
[ 1
λ1(X)u21k
− 1
]2‖X̂R‖2F
where the inequality is due to 0 < λ1(X)|u1k||u1l| ≤ 1 for each k, l = 1, . . . , p. Thus,
‖X̂F − X̂R‖F ≤ max
1≤k≤p
[ 1
λ1(X)u21k
− 1
]
‖X̂R‖F ≤ p max
1≤k≤p
[ 1
λ1(X)u21k
− 1
]
= p max
1≤k≤p
λ2(X)u
2
2k + · · ·+ λp(X)u2pk
λ1(X)u
2
1k
≤ p max
1≤k≤p
∑p
i=2 λ2(X)
λ1(X)u
2
1k
where the equality is due to (35). Since
∑p
i=2 λi(X) <
1
2 , from (35) we have λ1(X)u
2
1k ≥
0.5 for each k. Along with the last equation, ‖X̂F − X̂R‖F ≤ 2p
∑p
i=2 λi(X). From (37),
dist(X,F) ≤ ‖X − X̂R‖∗ + 2
√
2p
∑p
i=2λi(X) = (1 + 2
√
2p)
∑p
i=2λi(X).
Case 2: |u1| ≯ 0. Now there exists j ∈ {1, . . . , p} such that |u1j | = 0. Then, from (35)
we have
∑p
i=2 λi(X) ≥ λ2(X)u22j + · · ·+ λp(X)u2pj = 1. Consequently,
dist(X,F) ≤ ‖X − eeT‖∗ ≤ ‖X‖∗ + ‖eeT‖∗ = 2p ≤ 2p
∑p
i=2λi(X).
This implies that the desired inequality holds. The proof is completed. ✷
Now by replacing such an inequality f(X)− f(Y ) ≤L‖X−Y ‖F in the proof of [5,
Theorem 3.1(i)] with f(X)−f(Y ) ≤ L̂‖X−Y ‖∗ and using Proposition 7.1, we obtain the
following result, which along with [5, Theorem 3.1] and the discussions in the introduction
shows that the BPP (1) is equivalent to the problem (5) associated to ρ ≥ ρ∗.
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