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Abstract
We introduce a theory of elation and translation semipartial geometries (SPG). Starting from
an SPG-family (G, J ), i.e. a not necessarily abelian group G and a collection of subgroups J =
{S0, . . . , St } satisfying some extra condition, we construct a semipartial geometryS as a coset ge-
ometry. We show that there are strong relations between the theory of these geometries and that of
elation and translation generalized quadrangles. We show for example that the theory of translation
semipartial geometries is in fact almost equivalent to the study of SPG-reguli in PG(n, q). We in-
troduce a special class of automorphisms, called parallelisms, for these geometries and examine the
structure of ﬁxed points and lines under these automorphisms. In the case that G is abelian we show
that in almost all cases Aut(S)AL(n+ 2, q) for certain n and q.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction and basic notions
A semipartial geometry with parameters s, t,  and  (denoted as spg(s, t, ,) or for
short as SPG) is a partial linear space of order (s, t) satisfying the following axioms:
(i) if a point x and a line L are not incident, then there are 0 or  ( > 0) points which are
collinear with x and incident with L;
(ii) if two points are not collinear, then there are  ( > 0) points collinear with both.
E-mail address: sgdwinte@cage.ugent.be
1 The author is Research Assistant of the Fund for Scientiﬁc Research Flanders (FWO-Vlaanderen).
0097-3165/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcta.2004.07.005
314 S. De Winter / Journal of Combinatorial Theory, Series A 108 (2004) 313–330
Semipartial geometries were introduced byDebroey andThas [4]. If in a semipartial geome-
try there holds that for each non-incident point-line pair (x, L) there are exactly  points onL
collinearwith x then the geometry is called a partial geometry [1]. In that case condition (ii) is
trivially satisﬁed with  = (t+1) and conversely we have that every semipartial geometry
with  = (t+1) is a partial geometry.A semipartial geometry that is not a partial geometry
will be called a proper semipartial geometry. A partial geometry satisfying t =  is called
a Bruck-net and unless stated otherwise we will always assume that the semipartial geome-
tries under consideration are no Bruck-nets.We remark that the point graph of a semipartial
geometry is a strongly regular graph srg(1+ (t+1)s(+t (s−+1)) , (t+1)s, s−1+t (−1),).
Several examples of partial and proper semipartial geometries are known, and for an excel-
lent overview on these geometries we refer to [8,5].
A spread  of a (semi)partial geometry S is a set of lines of S such that each point of S is
contained in a unique element of . A packing P = {0, . . . ,t } of S is a partition of the
line set of S into t + 1 spreads of S.
An SPG-regulus is a set R of m-dimensional subspaces PG(1)(m, q), . . . ,PG(r)(m, q),
r > 1, of PG(n, q), such that PG(i)(m, q) ∩ PG(j)(m, q) = ∅ for all i = j , satisfying:
(1) (-condition) If PG(m+1, q) contains PG(i)(m, q), then it has a point in common with
0 or  ( > 0) spaces inR \ {PG(i)(m, q)}. If PG(m+ 1, q) contains PG(i)(m, q) and
has no point in common with PG(j)(m, q) for all j = i, then it is called a tangent ofR
at PG(i)(m, q).
(2) (-condition) If the point x of PG(n, q) is not contained in an element of R, then it is
contained in a constant number  (0) of tangents ofR.
By counting one can show that  = ((qn−m−1)−(r−1)(qm+1−1))rqm+1((qn+1−1)−r(qm+1−1)) [15]. SPG-reguli were
introduced byThas [15].An SPG-regulusR is called -geometric if the (2m+1)-space gen-
erated by any two distinct elements of R contains exactly  + 1 elements of R
(see [7]).
LetR be an SPG-regulus in H := PG(n, q). Embed H as a hyperplane in PG(n+ 1, q)
and deﬁne the incidence structure S(R) = (P, B, I) as follows: the points of S(R) are
the points of PG(n+ 1, q) \H ; the lines of S(R) are the (m+ 1)-dimensional subspaces
of PG(n + 1, q) not contained in H but intersecting H in an element of R and the inci-
dence I is the incidence inherited from PG(n + 1, q). In [15] Thas proved the following
theorem.
Theorem 1.1. The incidence structure S(R) arising from an SPG-regulus as above is a
semipartial geometry with parameters s = qm+1 − 1, t = r − 1,  =  and
 = (r − ).
An example of an SPG-regulus that will be useful in this paper is the following. If B =
PG(n, q) is a Baer-subspace of PG(n, q2), n2, then the points of B form an SPG-regulus
in PG(n, q2). The semipartial geometry S(B) is an spg(q2 − 1, qn+1−1
q−1 − 1, q, q(q + 1))
and is denoted by T ∗n (B). This semipartial geometry satisﬁes the following property, known
as the diagonal property [3].
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If x I L I y, x = y, u/IL/Iv, u = v, if u and v are both collinear with x as well as y,
with x, y, u, v points and L a line, then u is collinear with v.
In [3] Debroey proved the following characterization of T ∗n (B).
Theorem 1.2. Let S be a semipartial geometry with  = ( + 1) and  > 1. Then
S ∼= T ∗n (B) if and only if S satisﬁes the diagonal property.
It is also characterized by the following theorem, which is due to Brouwer and
Wilbrink [16].
Theorem 1.3. Let S be a semipartial geometry spg(s, t, ,)with  > 1 and  = (+1).
If  = 2 and (s, t) = (28, 28) or if 4 and sf (), with f (4) = 12, f (5) = 16, f (6) =
f (7) = 17, f (8) = 18, f (9) = 19, f (10) = 21, f (11) = 23, f () = 2 if 12, then
S ∼= T ∗n (B) for some Baer-subspace B = PG(n, q) in PG(n, q2).
We say that a set R = {M1, . . . ,Mr} consisting of disjoint PG(m, q) in PG(n, q), for
which (1) and (2) in the deﬁnition of SPG-regulus hold, satisﬁes the polar property iff
n > 2m + 1 and the union of tangents at each element Mi of R is a PG(i)(n − m − 1, q)
(i ∈ {1, . . . , r}), see [9].
Almost all known SPG-reguli satisfy this property. In fact, we have the following exam-
ples:
• unitals and the SPG-reguli derived from unitals (see [9]);
• m-systems of H(n, q2) with n even, m-systems ofQ−(n, q), and m-systems ofW(n, q)
with n odd and n > 2m + 1 (if the m-system is a spread then this was shown by Thas
[15], and the general case was handled by Luyckx [12]); further the examples derived
from these (see [13]);
• pseudo-ovoids consisting of q2n + 1 (n− 1)-dimensional spaces in PG(4n− 1, q) (see
[14] for more on pseudo-ovoids).
We say that two lines of an SPG constructed from an SPG-regulusR are parallel iff they
determine the same element ofR. In [9] the following was proved.
Lemma 1.4. Let R be an SPG-regulus satisfying the polar property. If L and N are two
distinct lines of S(R) then {L,N} can only be of four types:
1. every point of L is collinear with a point of N and vice versa, with L ∩M = ∅;
2. no point of L is collinear with a point of N and vice versa;
3. all but one of the points of L are collinear with a point of N and vice versa;
4. L and N intersect.
This lemma implies that parallelism is well deﬁned for SPG arising from SPG-reguli
satisfying the polar property since we can state: two lines L and M are parallel iff L = M
or {L,M} are of type 1 or 2, completely independent of the representation of S(R). This
will be useful in the section on parallelism.
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Remark. SPG with  = 1, the so-called partial quadrangles [2], form a special class of
SPG and are an object of study on their own. Henceforth, we could say that we will only
study the  > 1 case; but as a large part of the theory also will hold whenever  = 1, we
will develop the theory for general  and mention explicitly when  > 1 is necessary.
2. Elation and translation semipartial geometries
For the rest of this section let I denote the set {0, . . . , t}.
2.1. SPG-families
Let G be a ﬁnite not necessarily abelian group, and suppose that J = {S0, . . . , St } is a
set of t+1 (t1) subgroups of order s+1 ofG (s1) with Si ∩Sj = {1}whenever i = j ,
i, j ∈ I . Then the pair (G, J ) is called a geometric family. Deﬁne for each i ∈ I the set S∗i
as follows: S∗i := Si ∪ {g ∈ G | Sig ∩ Sj = ∅,∀j ∈ I }. We say that the pair (G, J ) is an
SPG-family with parameters (s, t, , ) if the following two conditions are satisﬁed.
1. (-condition) There exists an  with 0 <  < s + 1 such that for each Si and each
g ∈ Sj \ {1}, j = i, there exists a unique set {j1 = j, j2, . . . , j} ⊂ I with the property
that Sjkg ∩ Si = ∅, ∀k ∈ {1, . . . , }.
2. (-condition) There exists a  such that for each g ∈ G \⋃i∈I Si there exists a unique
set {j1, . . . , j} with the property that g ∈ S∗jk ,∀k ∈ {1, . . . , }.
This deﬁnition generalizes the concept of 4-gonal families [11] which was used to study
elation and translation generalized quadrangles, see Chapters 8 and 10 of [14].
It is our aim to develop a theory for semipartial geometries analogously to the theory of
elation and translation generalized quadrangles. We will start by showing that each SPG-
family gives rise to a semipartial geometry. In order to do so we need the concept of a (right)
coset geometry [11].
LetG be a group and let J = {Si | i ∈ I } be a set of subgroups ofG. Then the right coset
geometry S(G, J ) is the incidence geometry with as points, the elements of G, as lines the
right cosets Sig, i ∈ I and g ∈ G, and in which the incidence relation is containment.
Lemma 2.1. If (G, J ) is an SPG-family, then
(a) ∣∣Sig ∩ Sjh∣∣ ∈ {0, 1},∀i = j,∀g, h ∈ G;
(b) G = 〈S0, . . . , St 〉.
Proof. (a) Suppose that y, z ∈ Sig∩Sjh. This implies the existence of elements siy , siz ∈ Si
and sjy , sjz ∈ Sj for which y = siy g = sjy h and z = sizg = sjzh. Hence yz−1 = siy s−1iz =
sjy s
−1
jz
, yielding yz−1 ∈ Si ∩ Sj , i.e. y = z.
(b) Consider s0 ∈ S0 \ {1} and the coset S1s0. If each element of S1s0 would belong
to a certain Sj then we would ﬁnd for each s1 ∈ S1 a j ∈ I such that s1s0 = sj , with
sj ∈ Sj . From (a) it then follows easily that distinct elements of S1 determine distinct
indices j, yielding s + 1, a contradiction. Hence there exists a g ∈ S1s0 such that
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g ∈ G \⋃i Si . Clearly g ∈ S∗1 implying  < t + 1. Thus we may conclude that for each
g ∈ G \⋃i Si there are indices i = j such that g = sisj , with si ∈ Si and sj ∈ Sj , i.e.
G = 〈S0, . . . , St 〉. 
Theorem 2.2. The right coset geometry S(G, J ) is a semipartial geometry spg(s, t, ,
(t + 1− )).
Proof. From Lemma 2.1 it follows that S(G, J ) is a partial linear space of order (s, t).
Now let Sih be any line of S(G, J ) and let g be any point of S(G, J ) not contained in
Sih. Suppose that g is collinear with a point sih ∈ Sih. This implies the existence of some
j ∈ I \ {i} such that gh−1s−1i ∈ Sj . Because of the -condition there exists a unique set
{j1 = j, . . . , j} such that Sjkgh−1s−1i ∩ Si = ∅, k = 1, . . . , . Consequently there exist
elements sik ∈ Si and sjk ∈ Sjk , k = 1, . . . , , such that sjkg = sik sih. Hence we have
constructed  points of Sih collinear with g in S(G, J ). On the other hand, it is clear that
each point of Sih collinear with g must be as constructed above. This implies that S(G, J )
is a (0, )-geometry. Finally, suppose that g and h are two non-collinear points of S(G, J ).
This is equivalent with hg−1 ∈ G\⋃i Si . Because of the -condition and Lemma 2.1 there
exist exactly t + 1−  > 0 indices i such that hg−1 ∈ S∗i . For each of these indices i there
are exactly  indices j such that Sihg−1 ∩ Sj = ∅. This yields the existence of exactly
(t + 1− ) points collinear with g as well as h. This proves the theorem. 
Corollary 2.3. If (G, J ) is an SPG-family, then t + 1− .
Proof. This follows immediately from the fact that for a semipartial geometry there must
hold that 2 [4]. 
Deﬁnition. A semipartial geometry constructed as above will be called an elation semi-
partial geometry (ESPG); whenever G is abelian it will be called a translation semipartial
geometry (TSPG).
Example. Let S(R) be the semipartial geometry constructed from an SPG-regulus R in
PG(n, q). Let G be the group of all elations of PG(n + 1, q) with axis PG(n, q). Then G
is a regular group of automorphisms of S(R). Choose a point x of S(R) and denote by
L0, . . . , Lt the lines of S(R) through x. Deﬁne Si := {g ∈ G | Lgi = Li}, which are clearly
subgroups of G of order s + 1. It is an exercise to check that (G, J ) with J = {S0, . . . , St }
is an SPG-family. It is now easily seen that S(G, J ) is a TSPG isomorphic to S(R).
2.2. Translation semipartial geometries
For the rest of this subsection suppose that (G, J ) is an SPG-family with parameters
(s, t, , ) and that G is abelian. Let K be the set of all endomorphisms  of G satisfying
S

i ⊂ Si,∀i ∈ I . From the fact that G is abelian it follows immediately that K,+, . , with
the usual addition and multiplication of endomorphisms, is a ring. This ring is called the
kernel of the TSPG.
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Theorem 2.4. If t −  > , then K,+, . is a ﬁeld.
Proof. It is clearly sufﬁcient to show that g = 1, with  ∈ K , g ∈ Si \ {1}, implies  = 0.
So supposewithout loss of generality that g = 1, with g ∈ S0\{1} and ∈ K . Furthermore
consider any h ∈ Si \ {1}, i > 0. There are two possibilities. If there exists a j ∈ I such that
hg ∈ Sj , then we see that applying  yields (hg) = h ∈ Sj ∩ Si (notice that i = j ), i.e.
that h = 1. So from now onwe suppose that hg ∈ G\⋃i Si . Since S(G, J ) is a semipartial
geometry and hg = gh is collinear with h ∈ Si in S(G, J ), we know there exists a unique
set {j1, . . . , j} ⊂ I with the property that Sjkhg ∩ Si = ∅, with k = 1, . . . , . By our
assumption that t −  >  we can always ﬁnd some l ∈ I such that l ∈ {i, j1, . . . , j} and
hg ∈ S∗l . Consequently there is a (unique) set of  indices {m1, . . . , m} with the property
that Slhg ∩ Smk = ∅, k = 1, . . . , . Notice that i ∈ {m1, . . . , m}, since otherwise l would
belong to {j1, . . . , j}. This means that we can put hg = s1sm1 = s2sm2 = · · · = ssm ,
with s1, . . . , s ∈ Sl and smk ∈ Smk (k = 1, . . . , ). If we now let  act, we ﬁnd h =
s

1 s

m1 = s2 sm2 = · · · = s sm . Assume that h = 1. If smk = 1 for all k ∈ {1, . . . , }, then
we see that also sk = 1 for all k (since h ∈ Si \ {1} and i ∈ {m1, . . . , m}). Furthermore it
is clear that all sk are distinct, as s

a = sb , a = b, a, b ∈ {1, . . . , }, would imply sma = smb .
Clearly a contradiction as Sma ∩Smb = {1}. Hence h would be collinear with at least +1
points of Sl in S(G, J ), namely s

1 , . . . , s

 and 1, a contradiction. So assume without loss
of generality that sm1 = 1. This would imply that h = s1 , i.e. l = i, again a contradiction.
Hence we have proved that h = 1. It easily follows that Si = 1, ∀i ∈ I . Since, by Lemma
2.1, G = 〈S0, . . . , St 〉, we have that h = 1, ∀h ∈ G, i.e.  = 0. This concludes the
proof. 
Theorem 2.5. Each TSPG with t −  >  is isomorphic to a semipartial geometry con-
structed from an SPG-regulus R in PG(n, q), where GF(q) is a subﬁeld of the kernel.
Conversely, every semipartial geometry constructed from an SPG-regulusR in PG(n, q) is
isomorphic to a TSPG S(G, J ), with G the group of all elations of PG(n+ 1, q) with axis
PG(n, q), and with GF(q) a subﬁeld of the kernel.
Proof. Let GF(q) be any subﬁeld of the kernel K of the TSPG S(G, J ). Then clearly G
as well as the sets Si i = 0, . . . , t , can be seen as vector spaces over GF(q). Let PG(n, q)
denote the projective space arising from the vector space G, then the Si (i = 0, . . . t),
induce t + 1 mutually disjoint m-dimensional subspaces PG(0)(m, q), . . . ,PG(t)(m, q) of
PG(n, q). Hence s + 1 = qm+1. Clearly the -condition, respectively, the -condition, of
SPG-families implies the -condition, respectively, the -condition, of SPG-reguli. Hence
we have proved the ﬁrst part of the theorem.
Now suppose that S(R) is a semipartial geometry constructed from an SPG-regulus
R in PG(n, q). From the example in Section 2.1 we already know that S(R) is a TSPG
S(G, J ). Let x be the point of PG(n+1, q)\PG(n, q) corresponding with 1 ∈ G. It is well
known that the multiplicative group of GF(q) is isomorphic to the group of homologies
of PG(n + 1, q) with axis PG(n, q) and center x. We will now show in detail that this
group can be seen as a group of automorphisms of G. In order to simplify notation we will
S. De Winter / Journal of Combinatorial Theory, Series A 108 (2004) 313–330 319
identify the elements of G with the corresponding points of PG(n + 1, q) \ PG(n, q). So
let  = 1 be a homology of PG(n+ 1, q) with axis PG(n, q) and center x and let g = h be
elements ofG \ {x}. First suppose that x, g and h are not collinear in PG(n+ 1, q). Deﬁne
g∞ := 〈x, g〉 ∩ PG(n, q), h∞ := 〈x, h〉 ∩ PG(n, q) and l∞ := 〈g, h〉 ∩ PG(n, q). Then
the triangle with vertices g, g, h∞ and the triangle with vertices h, h, g∞ are perspective
triangles with center l∞. The Desargues Theorem now implies that x, gh and gh are
collinear, which in turn implies that gh and (gh) must coincide, i.e. (gh) = gh.
The cross ratio (x, g∞, g, g−1) = −1 and as  preserves the cross ratio there holds that
(x, g

∞, g, (g−1)) = (x, g∞, g, (g−1)) = −1, implying (g−1) = (g)−1. Finally
suppose that x, g and h are collinear and that h = g−1. Choose any l not on 〈x, g〉. Then
x, gl and l−1h are not collinear in PG(n + 1, q) since otherwise gll−1h = gh would be a
point of 〈x, gl〉, implying h = g−1 as 〈x, gh〉∩〈x, gl〉 = {x}. Hence (gh) = (gll−1h) =
(gl)(l−1h) = gl(l−1)h = gh. It is now clear that the group of homologies with
axis PG(n, q) and center x can indeed be seen as a group of automorphisms of G and the
last part of the theorem follows easily. 
Hence we have shown that whenever t −  >  the theory of TSPG is equivalent to the
theory of SPG-reguli. Furthermore, it follows that in this case K is the largest ﬁeld such
that there exists an SPG-regulus R in PG(n,K) with the property that S(G, J ) ∼= S(R).
Notice that because of Corollary 2.3 this is in fact the general case. The cases t + 1−  ∈
{,  + 1} that were not handled yet will be solved almost completely in the following
theorems.
Theorem 2.6. Translation semipartial geometriesS(G, J )with = 2, i.e. (G, J ) satisﬁes
t + 1−  = , do not exist.
Proof. Assume by way of contradiction that (G, J ) is an SPG-family with G abelian
and t + 1 −  = . Let g be any point of G \ ⋃i∈I Si . We may suppose that g ∈ S∗i ,
i = 0, . . . , −1, and that g ∈ S∗i , i = , . . . , t . Hence there exists an index j ∈ I such that
s0g = sj with s0 ∈ S0 and sj ∈ Sj . As G is abelian this implies that s−1j g = s−10 . Hence g
is collinear with  points of S0 in S(G, J ), i.e. there exist a unique set {j1, . . . , j} ⊂ I \{0}
such that sjkg = s0k with sjk ∈ Sjk and s0k ∈ S0, k = 1, . . . , . We ﬁnd that g ∈ S∗jk . As
g ∈ S∗0 , this implies that g belongs to at most t −  sets S∗i , a contradiction. 
Theorem 2.7. IfS(G, J ) is aTSPGwith t− = , > 1, = 3 and (s, t, ) = (28, 28, 2),
then S(G, J ) ∼= S(R) for some SPG-regulus R in PG(n, q), where GF(q) is a subﬁeld of
the kernel.
Proof. First suppose that  = 2 and (s, t) = (28, 28). Then by Theorem 1.3 S(G, J ) ∼=
T ∗m(B) for a certain m.
So from now on we will suppose that 4. Let the ring K be deﬁned as before and let
 be an element of K. Let g ∈ G be such that g = 1 and let h ∈ Sj be such that h ∈ Sig
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for some i = j . Then by writing h = sig, si ∈ Si , and acting  on this relation we see
that h = si ∈ Si ∩ Sj , implying h = 1. Next suppose that h ∈ G \
⋃
i Si and that
h = s1g1 = s2g2 with s1 ∈ Si , s2 ∈ Sj , i = j and g1 = g2 = 1. Acting  on this relation
implies that h = s1 = s2 ∈ Si ∩ Sj , i.e. h = 1.
Now deﬁne an -line to be any line of S(G, J ) intersecting
⋃
i Si in exactly  points.
Put C = ⋃i Si \ {1} and consider the graph (C,∼), in which two distinct vertices are
adjacent if and only if there exists an -line containing both. If (C,∼) is connected, the
above implies that  = 0 and that K is a ﬁeld. Hence whenever (C,∼) is connected one
shows as in Theorem 2.5 that S(G, J ) ∼= S(R), withR an SPG-regulus in some PG(n, q).
So from now on assume that (C,∼) is not connected. Deﬁne A := {c ∈ C | c = 1} and
B := C \ A. It is easy to deduce that |Si ∩ A| = x + 1 for some x − 1, where x is
independent of our choice of i ∈ I . If B = ∅ then clearly K is a ﬁeld and there is nothing
left to prove. So suppose B = ∅ and choose a ﬁxed y ∈ B. We will count in two ways the
pairs (p, l), with p collinear with y in S(G, J ), p ∈ C, p = 1, p collinear with l and l ∈ A.
There are t (s+ 1− ) choices for p. Deﬁne xi to be number of possible choices for l, given
the ith choice for p. We ﬁnd
t (s+1−)∑
i=1
xi = xt (− 1)+ tx(2 − + 1),
where xi. Hence
t (s + 1− ) t (− 1)2 + t (− 1)(2 − + 1).
This implies that s2 − 1. Because of Theorem 1.3 we now have that S(G, J ) ∼= T ∗m(B)
for some m. The fact that GF(q) is a subﬁeld of the kernel follows as in Theorem 2.5. 
We introduce the following notation. Let X be any set of subspaces of some projective
space, then we denote by X˜ the set of points covered by all the spaces in X.
Theorem 2.8. Let R = {M0, . . . ,Mt } be an SPG-regulus in PG(n, q), each Mi being a
PG(l, q), for which t −  =  ∈ {1, ql+1 − 1, ql+1} with  = 0, then S(R) ∼= T ∗m(B) for
certain m.
Proof. First notice that if a space 〈p,Mi〉, p ∈ Mi , intersects  elements, M1, . . . ,M
of R distinct from Mi , then for every point p′ ∈ 〈p,Mi〉 \ R˜ there holds that 〈p′,Mj 〉
is not a tangent space if j ∈ {1, . . . , , i}, while 〈p′,Mj 〉 is a tangent space for each
j ∈ {1, . . . , , i}.
Step 1.R is -geometric. If theMi are points then this is trivial. So suppose that theMi
are of dimension l > 0.
• Wesuppose that  < ql+1−ql+2. Let p be any point not belonging to R˜with the property
that 〈p,M0〉 is not a tangent space. We may assume thatM1, . . . ,M are the  elements
of R intersecting 〈p,M0〉. We must prove that M = M2 is completely contained in
〈M0,M1〉. Deﬁne X to be the setX = 〈p,M0〉 \ R˜. Furthermore, letm := M1∩〈p,M0〉
andm1 := M ∩〈p,M0〉. Choose x1 ∈ X \ 〈m,m1〉. There holds thatM ∩〈x1,M1〉 = ∅,
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say m2 := M ∩ 〈x1,M1〉. If l = 1 then we are done as m1,m2 ∈ 〈M0,M1〉 implies
that M ⊂ 〈M0,M1〉. So suppose that l > 1. Now choose some x2 ∈ X \ 〈m,m1, x1〉.
There holds that 〈x2,M1〉 ∩ 〈x1,m1,M1〉 = M1. Furthermore, there must hold that
M ∩ 〈x2,M1〉 = ∅, so we can put m3 := M ∩ 〈x2,M1〉. Because  < ql+1 − ql + 2 we
can continue this process, i.e., choose xi ∈ X \ 〈m,m1, x1, . . . , xi−1〉 and put mi+1 :=
M ∩〈xi,M1〉, for i = 3, . . . , l. AsM = 〈m1, . . . , ml+1〉 andm1, . . . , ml+1 ∈ 〈M0,M1〉
it follows thatM ⊂ 〈M0,M1〉. HenceR is -geometric.
• We suppose that ql+1−ql+2 and q3. Letp,M0,M1, . . . ,M be as before. Choose
p1 ∈ 〈p,M0〉 \ R˜, with p1 = p. We may assume thatM1 ∩ 〈p, p1〉 = ∅. If l = 1 then
every line in {M0,M2, . . . ,M} must have a point in common with 〈p,M1〉 as well as
with 〈p1,M1〉. This implies that all these lines belong to the 3-space 〈p, p1,M1〉, i.e.R
is -geometric. So suppose that l > 1. Choose a point p2 ∈ 〈p,M1〉 \ R˜, with p2 = p.
We may assume thatM2 ∩ 〈p, p1, p2〉 = ∅ (as  > q2 + q − 2). If l = 2 we are done.
If l > 2 we can choose p3 ∈ 〈p,M2〉 \ (R˜ ∪ {p}). As ql + ql−1 + · · · + 1− (l + 1) <
ql+1 − ql + 2 we can continue this process till we have chosen a point pl . The same
inequality then implies that there must exist someMj ∈ {M0, . . . ,M} withMj disjoint
from the l-space 〈p, p1, . . . , pl〉. Every element of {M0, . . . ,M} \ {Mj } must have a
point in common with each of the spaces 〈p,Mj 〉, 〈p1,Mj 〉, . . . , 〈pl,Mj 〉 implying
Mi ⊂ 〈p, p1, . . . , pl,Mj 〉 for every i ∈ {0, . . . , }, i.e. R is -geometric. Notice that
this proof does not work whenever q = 2 as the inequality we used fails to be true in that
case.
• Finally, we suppose that ql+1 − ql + 2 with q = 2. Again let p,M0, . . . ,M be as
before. Deﬁne x to be such that  = 2l+1 − x. Deﬁne z to be such that 2zx > 2z−1.
Finally deﬁne k to be such that kz l > (k − 1)z. We then have that the points of
〈p,M0〉\ R˜ generate at least a z-space (with z1). Let 1 be a z-space generated by such
points containing p. If not every element of {M0, . . . ,M} intersects1, sayM1∩1 = ∅,
then we can choose in an analogue way a z-space  ⊂ 〈p,M1〉 containing p. In this way
there will hold that 2 := 〈1,〉 is a 2z-space generated by points not belonging to the
points covered by the spaces in {M0, . . . ,M}. If not every element of {M0, . . . ,M}
has a point in common with 2 we can continue the process and construct a 3z-space 3.
Suppose that ﬁnally we ﬁnd some az-space a such that every element of {M0, . . . ,M}
has a point in common with a , but not with a−1 (notice that a2 since z < l+ 1). As
we know that a of these spaces intersect a in a (z− 1)-space this implies
(2az+1 − 1)− a(2z − 1)− 1− az+ 1− a.
If we replace  by 2l+1 − 2z this yields
2az+1 − (a − 1)2z − 2− a(z− 2) > 2l+1
from which we can deduce that ak.
First suppose that a > k. Then dim(a−1) = (a − 1)z l. Consequently we can ﬁnd
some l-space generated by points p, p1, . . . , pl not belonging to R˜, with the property
that there exist some Mi ∈ {M0, . . . ,M} with Mi ∩ 〈p, p1, . . . , pl〉 = ∅ and such
that Mj has non-empty intersection with each of the spaces 〈p,Mi〉, 〈p1,Mi〉, . . . ,
〈pl,Mi〉, for every j ∈ {0, . . . , } \ {i}. There follows thatR is -geometric.
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Now suppose that a = k. Then there holds that dim(a−1) = (k − 1)z < lkz
= dim(a). This implies that we can construct an l-space  with a−1 ⊂  ⊆ a where
 is generated by l + 1 points, among which the point p, not belonging to R˜. Deﬁne
u := l−dim(a−1) > 0. Assume that every element of {M0, . . .M} intersects . As we
know that a − 1 of these spaces intersect  in a (z − 1)-space and one of these spaces
intersects  in a (u− 1)-space, there must hold that
(2l+1 − 1)− (a − 1)(2z − 1)− (2u − 1)− (l + 1)+ 1− a.
Replacing + 1 by 2l+1 − 2z yields
−2− a2z + 2.2z + 2a − 2u − l > 0.
If we now write a as 2+  we ﬁnd (notice that 0)
2+ 2− 2z − 2u − l > 0,
a contradiction as z1 and u1. Hence there exists an element of {M0, . . . ,M} not
intersecting . As before there follows that R is -geometric. This concludes the proof
of Step 1.
Step 2: S(R) satisﬁes the diagonal property. Let x, y, u and v be four distinct points
of S(R) with x ∼ y, with u, v ∈ {x, y}⊥ and such that u, v do not belong to the line L
incident with x and y. We must show that u and v are collinear. Suppose that v ∈ U and
v ∈ V , with U the line incident with x and u, and with V the line incident with y and u, as
otherwise u ∼ v is trivially satisﬁed.We consider S(R) in its representation in PG(n+1, q)
where R consists of PG(l, q) in 	 := PG(n, q). Deﬁne z := 〈u, v〉 ∩ 	. Let M0 be the
element of R determined by 〈x, y〉 and suppose thatM1, . . . ,M are the  elements of R
determined by the lines of S(R) through u intersecting L. As R is -geometric by Step 1,
there holds thatM0,M1, . . . ,M are completely contained in some (2l + 1)-space. Deﬁne
 to be the (2l + 2)-space 〈u,M0,M1〉. First suppose that v ∈ . Let M1 be the element
of R determined by 〈u, x〉 and M2 the element determined by 〈u, y〉. The projection of
〈u,M1〉 from v on	 yields the (l+ 1)-space 〈z,M1〉. This space intersects + 1 elements
ofR, but notM2 as z ∈ 〈M0,M1〉. Similarly the projection of 〈u,M2〉 from v on	 will be
〈z,M2〉 and this space will intersect + 1 elements of R, but notM1. If now u would not
be collinear with v the point z would be a point not belonging to R˜ with the property that
there are at least  + 2 elements Mi of R such that 〈z,Mi〉 is not a tangent space of R, a
contradiction as t −  = . Hence u and v are collinear. Next suppose that v belongs to .
In S(R) there t ( − 1) points not on L collinear with both x and y. The space  contains
exactly (− 1) of these points. As t >  we can choose a point w ∈  with the property
that w is collinear with x and y in S(R). Because of the foregoing there holds that u and w
as well as v and w are collinear in S(R). LetM be the element ofR determined by 〈u,w〉.
AsM ∈ {M0,M1, . . . ,M} it is easily seen that v ∈ 〈u,M,M1〉. The above (where we let
w play the role of y) implies that u and v are collinear in S(R). Hence S(R) satisﬁes the
diagonal property.
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From t −  =  it follows that S(R) is a semipartial geometry with parameters
(s, t, , (+1)).As S(R) satisﬁes the diagonal property Theorem 1.2 implies that S(R) ∼=
T ∗m(B) for certain m. 
Remark.Notice that the restriction  ∈ {1, ql+1−1, ql+1} is in fact a weak restriction as in
each of these cases S(R) turns out to be a special type of semipartial geometry. In the ﬁrst
case S(R) is a partial quadrangle (see [2] for details), and examples of partial quadrangles
with  = 2, so not isomorphic to a T ∗m(B), constructed from an SPG-regulus, are known,
see e.g. [2]. In the second case S(R) is a ﬁnite reduced copolar space (see [10]), and these
were classiﬁed in [10] (it is reduced as we supposed that S(R) is not a partial geometry).
In the ﬁnal case S(R) is a 2-design, which we do not consider.
Corollary 2.9. If S is a proper translation semipartial geometry with  = ( + 1) > 2
and with  = 3, (s, t, ) = (28, 28, 2) then S ∼= T ∗m(B) for certain m.
Theorem 2.8 also yields a characterization of “blown up” Baer-subspaces. It is well
known that by ﬁeld reduction PG(n, qm) can be seen as PG(m(n+ 1)− 1, q). If X is a set
of points in PG(n, qm), then by ﬁeld reduction X is mapped onto a set X of PG(m− 1, q)
in PG(m(n+ 1)− 1, q). We will denote this map by X q
m →q→ X.
Corollary 2.10. LetR be an SPG-regulus in PG(n, q)with the property that r− = +1,
with  = 0. Then there exist natural numbers l and m and a Baer-subspace B in PG(l, qm)
such that n = m(l + 1)− 1 and such that B q
m →q→ R where we identiﬁed B with its point
set.
Remark.In this subsection we have shown that the theory of TSPG is almost completely
equivalent to the theory of SPG-reguli, where the small gaps are due to gaps in Theorem
1.3. In the case t− = with  = 3 we still can say something, although little. Namely that
a same technique as in Theorem 2.7 allows us to state that if s < 8 the graph (C,∼) must
be connected and hence that the TSPG is isomorphic to a semipartial geometry constructed
from an SPG-regulus. Theorem 2.8 then implies that such a semipartial geometry cannot
exist.
Conjecture. If  > 1, then the theory of TSPG is equivalent to the theory of SPG-reguli.
Furthermore, each TSPG with  = ( + 1) > 2 that is not a Bruck-net is isomorphic to
T ∗m(B) for some m.
2.3. Parallelism in ESPG and TSPG
Let S(G, J ) be an ESPG.
Deﬁnitions.
• We say that two lines Sig and Sjh of S(G, J ) are G-parallel if and only if i = j . For
two G-parallel lines L and M we write L ‖G M or L ‖ M if no confusion is possible.
Clearly parallelism is an equivalence relation.
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• A G-parallelism is any automorphism  of S(G, J ) with the property that L ‖G L for
every line L of S(G, J ).AG-parallelism is called aG-elationwhenever it acts ﬁxed point
free; by deﬁnition the identity mapping will also be called a G-elation. If G is abelian, a
G-elation will also be called a G-translation.
Clearly, the group G of an ESPG S(G, J ) acts as a group of G-elations by right multi-
plication.
Theorem 2.11. Let  be a G-parallelism of the ESPG S(G, J ), with  > 1. Then one of
the following situations occurs:
•  is a G-elation;
•  has a unique ﬁxed point;
• the incidence structure S′ = (P,L, I) with P the set of ﬁxed points of , with L the
set of lines of S(G, J ) that contain a ﬁxed point and with I the natural incidence is a
semipartial geometry spg(s′, t, ,).
Proof. Let FL denote the set of ﬁxed points of any line L of S(G, J ). Suppose that  is
neither a G-elation nor has a unique ﬁxed point. First note that any line containing a ﬁxed
point is also ﬁxed. Let p be an element of P and let L be an element of L not containing p.
If p is collinear with a point l of L in S(G, J ) then clearly pl is ﬁxed under , implying that
l = L ∩ pl belongs to P . This also yields that if p ∈ G is collinear in S(G, J ) with two
non-collinear elements of P , there must hold that p ∈ P . Now we show that all lines of
S′ contain the same number of points. Since  has at least two ﬁxed points we can always
choose a line L such that |FL| 2. Now letM be any other line of S(G, J )withFM = ∅. If
L andM are concurrent in a point z we see that z ∈ FL ∩FM , since any line that contains a
ﬁxed point is a ﬁxed line. Each point ofFL\{z} determines, by collinearity in S(G, J ), −1
points ofFM \{z}, and vice versa each point ofFM \{z} determines −1 points ofFL \{z},
implying |FL| = |FM |. (Note that this count is invalid whenever  = 1.) Now suppose that
L and M are disjoint. Choose points l ∈ FL and m ∈ FM . There are two possibilities. If l
and m are collinear in S(G, J ) the foregoing implies that |FL| = |Flm| = |FM |. If l and m
are not collinear we choose a point k ∈ {l, m}⊥. By the ﬁrst part of the proof we know that
k must be ﬁxed by . Hence |FL| = |Flk| = |Fkm| = |FM |. We have proved that all lines
of S′ contain the same number of points, say s′ + 1, with s′1. So clearly S′ is a partial
linear space of order (s′, t). Again by the ﬁrst part of the proof it follows that S′ is in fact
an spg(s′, t, ,). 
Theorem 2.12. LetS(G, J ) be aTSPG,with = (+1) and  > 1.Then aG-parallelism
of S(G, J ) that is not the identity has at most one ﬁxed point.
Proof. Let  = 1 be a G-parallelism of S(G, J ) and suppose that  has more than one
ﬁxed point. Since S(G, J ) is a TSPG Theorem 2.11 implies that the incidence structure of
ﬁxed points and ﬁxed lines of  is an spg(s′, t, ,). Furthermore Theorem 2.5 states that
S(G, J ) ∼= S(R), with R an SPG-regulus in PG(n, q). Now choose a point y that is ﬁxed
under  and a line L through y. Consider a point z ∈ L that is not ﬁxed by  and ﬁnally
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choose a point x collinear with y not on L that is ﬁxed by . Since  > ( + 1), we can
always choose a lineKz = L through zwith the property that x is collinear with  points on
Kz, but such that the line through x andG-parallel to L does not intersectKz (notice that z is
not collinearwith x). Denote the lines through x intersectingKz byM1, . . . ,M. There holds
thatMi = Mi , i = 1, . . . , . Hence, if we putKz = (Kz), we see that (since  preserves
incidence) Mi ∩ Kz = ∅. For the rest of the proof we shall consider S(G, J ) ∼= S(R) in
its representation in AG(n+ 1, q), where 	∞ = PG(n, q) is the hyperplane at inﬁnity of
AG(n+ 1, q). Suppose thatR is an SPG-regulus consisting of m-dimensional spaces. Let
	z be the projection from x onto	∞ of the (m+ 1)-dimensional space determined by Kz
and deﬁne in an analogous way the space 	z as the projection of the space determined
by Kz . There holds that 	z and 	z are (m+ 1)-dimensional and both contain the same
element K ofR. Letmi denote the point of	z determined byMi ∩Kz under the projection
from x. Similarly let m′i denote the point of 	z determined by Mi ∩ Kz . There are two
possibilities. First suppose that	z = 	z . This implies that the point z′ of	∞ determined
by the projective line 〈z, z〉 belongs to 	z. Notice that z′ belongs to some element of R
since z and z both belong to the line L of S(R). Furthermore, there must hold thatmi = m′i
and z′ = mi (sinceMi/‖L, i = 1, . . . , ). It follows that	z intersects at least +1 elements
of R distinct from K, in contradiction with the deﬁnition of an SPG-regulus. So we may
suppose that 	z = 	z , i.e. 	z ∩ 	z = K and 〈	z,	z〉 is an (m + 2)-dimensional
subspace 	 of 	∞. Clearly all points mi and m′i , i = 1, . . . , , belong to 	 and all these
points are distinct. Hence we found  projective lines 〈mi,m′i〉 ⊂ 	, i = 1, . . . , , each
belonging to some element of R; clearly all these elements of R are distinct. If m = 0,
we have a contradiction, so we may suppose that m > 0. The point z′ = 〈z, z〉 ∩ 	∞
belongs to the intersection of 	 with some element of R, but z′ ∈ 〈mi,m′i〉 since Mi/‖L,
i = 1, . . . , . Consider the (m+1)-dimensional space 〈z′,K〉. Since it must have a point in
common with each line 〈mi,m′i〉 and clearly contains z′, we found an (m+ 1)-dimensional
space containing K and intersecting at least +1 other elements ofR, a contradiction. This
concludes the proof. 
Corollary 2.13. The translation group of a TSPG S(G, J )with t− > , i.e.  > (+1),
and  > 1 is uniquely determined and is elementary abelian; it is isomorphic to the group
of elations of PG(n+ 1, q) with axis a ﬁxed PG(n, q) for some n.
Proof. By Theorem 2.12 the group of all parallelisms of S(G, J ) is a Frobenius group (as
permutation group on the points of S(G, J )). This implies that the set E of all elations is
a group with a regular action on the points of S(G, J ). Hence E ∼= G, i.e. G is uniquely
determined. Furthermore, since S(G, J ) ∼= S(R) for an SPG-regulus in some PG(n, q)
there holds that G is isomorphic to the group of all elations of PG(n + 1, q) with axis
PG(n, q), hence G is elementary abelian. 
We can now describe all parallelisms.
Theorem 2.14. If S(R) is a semipartial geometry with  > 1 constructed from an SPG-
regulus R with t −  >  in PG(n,K), with K the kernel of S(R), then the group of all
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parallelisms of S(R) is isomorphic to the group of all perspectivities of PG(n+ 1,K) with
axis PG(n,K).
Proof. By Theorem 2.12 we know that a parallelism of S(R) has at most one ﬁxed point
and by Corollary 2.13 there holds that all translations of S(R) are induced by the elations of
PG(n+ 1,K) with axis PG(n,K). There only remains to show that every parallelism with
a ﬁxed point is induced by a homology of PG(n+ 1,K) with axis PG(n,K); the converse,
namely that every homology of PG(n+ 1,K)with axis PG(n,K) is a parallelism of S(R),
is trivial. This is essentially the same as the analogue for TGQ, but as it is short and for the
sake of completeness, we prove it here. So let  be a parallelism of S(R) having a unique
ﬁxed point. Denote the unique translation group of S(R) by G and let x be the unique ﬁxed
point of . With the point z of S(R) there corresponds the element of G which maps x onto
z. So with the lines through x there correspond the subgroups S0, . . . , St of G. We have
S(R) ∼= S(G, J ), where S(G, J ) is deﬁned in the natural way. By the uniqueness of G it
follows that −1G = G. We will show that  deﬁnes an element of the kernel of S(G, J ).
Of course  deﬁnes a permutation 
 of the elements of G, with g
 = −1g, and as  ﬁxes
x there holds that S
i = Si for all i = 1, . . . , t . So we only need to show that 
 preserves
the operation of G. But this is obvious as (hg)
 = −1(hg) = (−1h)(−1g) = h
g
.
Hence 
 belongs to the kernel K of S(G, J ). As the multiplicative group of K corresponds
to the group of all homologies of PG(n+ 1,K) with axis PG(n,K) and center the point x,
the theorem follows. 
Theorem 2.15. If S(R) is a semipartial geometry with  > 1 constructed from an SPG-
regulus R with t −  >  in PG(n,K), with K the kernel of S(R), and such that every
automorphism of S(R) maps parallel lines to parallel lines, then Aut(S(R))AL(n +
2,K).
Proof. Let (G, J ) be the SPG-family such that S(R) ∼= S(G, J ) and let  be any auto-
morphism of S(G, J ). We will use the additive representation of the group G. Notice that
G is a K-vector space. Denote by t the translation t : G → G : g → g + t , for t ∈ G.
Deﬁne t such that (0G) = 0G with  := t. Let a be any translation. Because of
our assumptions a−1 is a parallelism. Assume that a = 0G and that a−1(g) = g
for some g ∈ G. Then clearly a−1(g) = −1(g), implying a to have a ﬁxed point,
a contradiction. Hence a−1 is a translation. By the regularity and the uniqueness of
G we have that a = (a). We will now show that  can be seen as an endomorphism
on G. To do so it is clearly sufﬁcient to prove that  is additive. Let x, y ∈ G, then
(x+y) = x+y−1 = xy−1 = x−1y−1 = (x)(y) = (x)+(y).
Since G is regular and unique it follows that (x + y) = (x) + (y). Now deﬁne
 : K → K, k → k−1. It is obvious that (k) is a parallelism if k = 0 as well
as an endomorphism on G ﬁxing 0G. Hence (k) belongs indeed to K. There holds that
(0K) = 0K ; (1) = 1; (k + l)(g) = (k + l)−1(g) = (k−1(g) + l−1(g)) =
k−1(g) + l−1(g) = (k)(g) + (l)(g) = ((k) + (l))(g) for all g ∈ G and all
k, l ∈ K . Hence (k + l) = (k)+ (l).
Finally (kl) = kl−1 = k−1l−1 = (k)(l) for all k, l ∈ K . Henceforth 
belongs to Aut(K). Now consider any g ∈ G and any k ∈ K . There holds that (kg) =
S. De Winter / Journal of Combinatorial Theory, Series A 108 (2004) 313–330 327
k(g) = k−1(g) = (k)(g). This, together with the additivity of , implies that 
can be seen as an automorphism of the K-vector space G, which in turn implies that  is
induced by an element of AL(n+ 2,K). Finally, as  = −t, it follows that also  is
induced by an element of AL(n+ 2,K). 
Corollary 2.16. If S(R) is a semipartial geometry with  > 1 constructed from an SPG-
regulusR in PG(n, q) satisfying the polar property, then Aut(SR))AL(n+ 2, q).
Proof. AsLemma 1.4 implies that every automorphismmustmap parallel lines onto parallel
lines, the previous theorem applies. 
2.4. Recognition of ESPG and TSPG
Theorem 2.17. Let S be an spg(s, t, ,) with  < s + 1, and suppose that G is a regular
automorphism group of S. If there exists a point x such that either Lg = L or Lg ∩ L = ∅
for all lines L incident with x and all g ∈ G, then S is an ESPG.
Proof. We ﬁrst show that in fact there holds that either Mg = M or Mg ∩ M = ∅ for
any line M of S. Assume by way of contradiction that Mg ∩M = y for some line M and
some point y. Let h be the element of G mapping x onto y. Put L = Mh−1 . One sees that
Lhgh
−1 = L, while from y = M∩Mg it follows that x ∈ Lhgh−1 , implyingL∩Lhgh−1 = ∅,
a contradiction. Choose any point z and denote by L0, . . . , Lt the lines of S through z. Now
deﬁne Si := {g ∈ G | Lgi = Li}, i = 0, . . . , t . By the regularity of G and the above
it follows that each Si , i = 0, . . . , t , is a subgroup of G of order s + 1. Suppose that
g ∈ Si ∩ Sj , with i = j . This implies zg = Lgi ∩ Lgj = Li ∩ Lj = z and hence by the
regularity of G that g = 1. So there holds that Si ∩ Sj = 1 whenever i = j . It is now
an easy exercise to prove that (G, J ) with J = {S0, . . . , St } is an SPG-family. Deﬁne the
mapping  : S → S(G, J ) : y → g with zg = y. Clearly  is an isomorphism, implying
that S is an ESPG. 
Deﬁnitions. Let S be an spg(s, t, ,), with  > 1, and suppose that P = {0, . . . ,t } is
a packing of S.
• A P-parallelism of S is any automorphism  of S with the property that for every line L
there holds that whenever L ∈ i then also L ∈ i ; if a P-parallelism acts ﬁxed point
free it is called a P-elation.
• A P-symmetry about i is any P-parallelism  such that for every line L ∈ i there holds
that L = L.
Lemma 2.18.
• The conclusion of Theorem 2.11 holds for any P-parallelism.
• Any P-symmetry that is not the identity acts ﬁxed point free.
• If we denote by SymP (i ) the set of all P-symmetries about i there holds that SymP (i )
Aut(S); furthermore | SymP (i ) | s + 1.
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Proof. Theﬁrst assertion is proved as inTheorem2.11, one only has to replaceG-parallelism
by P-parallelism. Let  be a P-symmetry about i , and suppose that  ﬁxes the point x.
Let y = x be any point collinear with x not on the line of i through x, then y = L ∩M ,
with L a line through x andM ∈ i . As  is a P-parallelism it must ﬁx every line through
x, hence L. On the other hand it ﬁxes the lineM by deﬁnition. There follows that  ﬁxes y.
Now let z be collinear with x, where x = z and xz ∈ i . Consider a line N = xz through
z and let u = z be a point on N collinear with x. By the foregoing  ﬁxes u and, as N does
not belong to i , there follows that  also ﬁxes z. Hence  ﬁxes every point collinear with
x. By the connectedness of the geometry it follows that  must be the identity. Hence the
second assertion. The third assertion is now an immediate consequence. 
Lemma 2.19. If  ∈ SymP (i ) and  ∈ SymP (j ), with i = j , then  = .
Proof. Consider any point x of S and put L ∈ i with x ∈ L and M ∈ j with x ∈ M .
We clearly have that x = L ∩ M = L ∩ M = L ∩ M = x, proving
 = . 
Theorem 2.20. Let S be an spg(s, t, ,), with t > 2 and 2 < s + 1. Suppose that
P = {0, . . . ,t } is a packing of S. If | SymP (i ) | = s + 1 for all i ∈ I = {0, . . . , t},
then S is a TSPG.
Proof. Put Si := SymP (i ), G := 〈Si〉i∈I , Gi := 〈Sj 〉j∈I\{i}, and ﬁnally Gij :=
〈Sk〉k∈I\{i,j}. We will denote by i (x) the line of i through the point x. Because of the
previous lemma we know that [Si,Gi] = 1.We will ﬁrst show thatGij acts transitively for
any {i, j} ⊂ I . Consider points x = y and suppose that x is collinear with y. If y ∈ k(x)
with k ∈ {i, j}, then clearly there exists an element of SkGij mapping x onto y. So
suppose without loss of generality that y ∈ i (x). Since y is contained in at least four lines
and 2 we can always ﬁnd some k ∈ I \ {i, j} such that there exists a point z ∈ k(y)
with the property that x ∈ l (z), with l ∈ I \ {i, j}. Hence there are elements sl ∈ Sl
and sk ∈ Sk such that xslsk = zsk = y. It is clear that slsk ∈ Gij . If x is not collinear
with y, the existence of some g ∈ Gij such that xg = y follows from the above together
with the connectedness of S. Henceforth Gi and Gj are transitive. We will now prove that
Gi is in fact regular. Suppose that xg = x for some g ∈ Gi . Consider any y ∈ i (x).
Because of our assumptions there exists an element s ∈ Si such that xs = y. We see that
yg = ys−1gs = xgs = xs = y. This implies that g ﬁxes all points of i (x). Lemma 2.18 now
implies that the structure of ﬁxed points and ﬁxed lines of g is an spg(s, t, ,), i.e. all points
of S are ﬁxed and g = 1. Hence also Gij and Gj are regular, yielding Gi = Gij = Gj .
Since G = 〈Si,Gi〉 = 〈Si,Gj 〉 = Gj it follows that G is an abelian regular group of
automorphisms of S. It is an easy exercise to check that (G, J ), with J = {S0, . . . , St }, is
an SPG-family. Hence S(G, J ) is a TSPG. Choose some point x of S and consider the map
 : S → S(G, J ) : y → g, with xg = y. It is not difﬁcult to show that  is an isomorphism
between S and S(G, J ). This proves the theorem. 
Remark. The assumption t > 2 in the previous theorem is not really a restriction. Suppose
namely that t = 2. Since for semipartial geometries there holds that s t (if S is a partial
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geometry with s > t we consider its dual) it follows from the assumption 1 <  < s + 1
that s =  = 2, i.e. S is a cotriangular space. Clearly S is indecomposable and reduced,
yielding either S ∼= M(3) or S ∼= U2,3(5) [10]. So in the case t = 2 the geometry S is
always known.
2.5. A special property
Deﬁnition. Let (G, J ), with J = {S0, . . . , St }, be an SPG-family with parameters
(s, t, , ). We say that (G, J ) is special at Si iff for each j ∈ I \ {i}, with I = {0, . . . , t},
there exists a set W(i, j) ⊂ I \ {j}, with |W(i, j)| = , and such that SiSj = SkSj , for
each k ∈ W(i, j). Notice that for G abelian and t −  >  the fact that (G, J ) is spe-
cial at each element is equivalent with the fact that the corresponding SPG-regulus is -
geometric.
In [7] a theory of translation partial geometries was introduced as follows. Let G be an
abelian group of order (s + 1)3 (s1) and let J = {A0, . . . , At } be a set of subgroups of
G of order s + 1, with t = (s + 2), and satisfying:
(1) for any pair {i, j} ⊂ I = {0, . . . , t}, there exists a subset V (i, j) of I, |V (i, j)| = +1,
such that AiAj = AkAl , for all {k, l} ⊂ V (i, j);
(2) AiAj ∩ Ak = {1} for all k ∈ I \ V (i, j).
Then it is possible to prove, see [7] (but it also follows from the following theorem), that
the coset geometry S(G, J ) is a partial geometry with parameters (s, t, ). In [7] these
geometries are called translation partial geometries and it is shown that they are equivalent
to SPG-reguli in PG(3n − 1, q) consisting of PG(n − 1, q) with the property that the
PG(2n− 1, q) generated by any two distinct elements of the SPG-regulus contains exactly
+1 elements of the SPG-regulus.We would prefer to call them special translation partial
geometries, and use the name translation partial geometries for any TSPG that is a partial
geometry. The reason for this being the following theorem.
Theorem 2.21. Any special translation partial geometry S(G, J )with s+1 =  is a TSPG
S(G, J ) such that (G, J ) has parameters ((s + 2), s, , 0) and such that(G, J ) is special
at each element; and conversely.
Proof. Let (G, J ) with J = {A0, . . . , At }, be such that S(G, J ) is a special translation
partial geometry. We will show directly that (G, J ) is an SPG-family. Lemma 3.3.4 of [7]
states thatAi∩Aj = {1}whenever i = j . The -condition for SPG-families is an immediate
corollary of (1) and (2) in the above deﬁnition. Now consider any i ∈ I . As G is abelian,
the AiAj , i = j , are groups of order (s + 1)2 with the property that AiAj ∩ AiAk = Ai ,
whenever k ∈ V (i, j).As t = (s+2) this implies that for every pointg ∈ G\⋃i∈I Ai there
exists some j ∈ I such that g ∈ AiAj . Hence (G, J ) satisﬁes the -condition with  = 0.
Thus (G, J ) is an SPG-family with the desired parameters. The fact that (G, J ) is special at
each element follows immediate from (1) puttingW(i, j) = V (i, j) \ {j}. Conversely, the
parameters ((s + 2), s, , 0) imply that the TSPG is a partial geometry constructed from
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an SPG-regulus consisting of PG(n − 1, q) in PG(3n − 1, q) for certain n. It can easily
be seen that the fact that the TSPG is special at each element implies that the constructed
partial geometry is a special partial geometry (by putting V (i, j) = W(i, j) ∪ {j}). 
That translation partial geometries with parameters (s, (s + 2), ) arising from SPG-
reguli consisting of PG(n − 1, q) in PG(3n − 1, q) are indeed more general than special
translation partial geometries does not only follow from the deﬁnitions but also from the fact
that there is an example of such a translation partial geometry that is not special. Namely
the partial geometry pg (8,20,2) constructed from the SPG-regulus of Mathon in PG(5, 3),
see [6]. The authors list the elements (lines) of the SPG-regulus. It is easily checked that the
PG(3, 3) generated by the ﬁrst and the sixth line has equations x2− x3 = 0 and x5− 2x4 =
0 and does not contain a third element of the SPG-regulus. Hence the constructed partial
geometry is a translation partial geometry that is not special.
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