Introduction
With the increase in popularity of portable computing devices such as PDAs and handheld computers [3] . non-keyboard based methods for data entry are receiving more attention. The most promising options are pen-based and speech-based inputs. Pen-based input devices generate handwritten documents which have on-line or dynamic (temporal) information encoded in them. As computing platforms which use pen-based input such as the IBM Thinkpad TransNote [2] and Tablet PCs [4] , which generate on-line documents. become available and affordable, the demand for algorithms which can process on-line data for efficient storage and retrieval also increases.
On-line documents may be written in different languages and scripts. betic system, which is adopted by scripts like Roman and Greek, or the syllabic-alphabetic system, which is adopted by most Indian scripts. A specific script like Roman may be used by multiple languages such as English, German and French. During the evolution of languages, existing scripts were adopted or modified by many languages to suit their specific words and sounds [9] . Due to such interactions, the scripts of many languages are either identical or have only minor variations.
Nakanishi [I I] gives a comprehensive survey of the scripts currently used in the world. The six scripts, Arabic, Cyrillic, Devnagari, Han, Hebrew and Roman cover the languages used by a majority of the world population. Most of the other scripts are used exclusively by specific languages. Based on the above observation of the relationship between languages and their scripts, the six most popular scripts, Arabic, Cyrillic, Devnagari, Han, Hebrew and Roman, were chosen for our on-line classification study (see figure 1) Most of the published work on automatic script recognition deals with off-line documents, i.e., documents which are either handwritten or printed on a paper and then scanned to obtain a two-dimensional digital representation. Approaches for script identification in printed documents can be found in Spitz 1141, Jain et al. [SI, Tan [I51 and Pal and Chaudhuri [13] . For off-line handwritten script identification one may refer to Hochberg et al. [ 6 ] . Note that some of the previous work on on-line documents (e.g., [12]) uses the term on-line to refer to documents on the Internet where the goal is to infer the language of a character-coded text document. The only work in processing multi-lingual online documents that we are aware of is by Lee et al. [IO] , which attempts to do recognition of multiple languages simultaneously using a hierarchical Hidden Markov Model.
The most important characteristic of on-line documents is that they capture the temporal sequence of strokes'. This allows us to analyze the individual strokes and use the additional temporal information for both script identification as well as text recognition. Unfortunately, the temporal information also introduces additional variability to the handwritten characters which creates large intra-class variations of strokes in each of the script classes. Figure 2 shows two samples of the character 'r' (different writing directions), with and without the temporal information. Even though the spatial representations in 2(a) and 2(b) look similar. the temporal differences introduce large intra-class variability in the on-line script (see 2(c) and 2(d)). We attempt to solve the problem of script recognition, where either an entire document or a part of it (upto word level) is classified into one of the six scripts mentioned above. Jain et al. [71 discusses extraction of text regions from an on-line document. The problem of identifying the actual language often involves recognizing the text and identifying specific words or sequence of characters, which is beyond the scope of this paper.
. . ' A stroke is defined PI the locus oi rip of the pen from pcn-down ID the next pen-up position.
Data Collection and Pre-processing
The data used in this paper was collected using the CmssPad @ [I] . The CmssPad has a pen and paper interface along with the ability to digitally capture the (x, y) position of the pen tip at a resolution of 254 dpi. The pen position is sampled at a constant rate of 132 H z . We must point out that the actual device for data collection is not important as long as it can generate a temporal sequence of x and y positions of the pen tip. The users were asked to write one page of text on a ruled paper in a particular script, with each page containing approximately 20 lines of text. No restriction was imposed on the content or style of writing.
During pre-processing, the individual strokes are resampled to make the sampled points equidistant. The strokes are then smoothened using a Gaussian (lowpass) filter to reduce noise in sampling. The strokes are again resampled to make the points equidistant. During the lowpass filtering and resampling operations, the critical points in a stroke are retained. A critical point is defined as a point (x: y) in the stroke where the sign of Ax or Ay changes, in addition to the pen-up and pen-down points. Figure 2 shows an example of the preprocessing operations. The data available to a script recognizer is usually a complete handwritten page or a subset of it. To identify the individual lines, first the inter-line distance is estimated. The inter-line distance, d, is defined as the distance between successive peaks in the autocorrelation of the y-axis projection of the text. Lines are identified by finding valleys in the projection, keeping the inter-line distance as a guiding factor. The temporal information from stroke order is used to disambiguate strokes which fall arross line boundaries and also to correctly group small strokes which may fall into an adjacent line. The segmentation of a line into words is done using an x-axis projection of the text in the line. The gaps in the projection are noted as word boundaries and the strokes which fall between two boundaries is collected and labeled as a word. Figure 4 shows the output of our line and word detection algorithms for the multicolumn document of figure I , where the text lines are underlined and alternate words are shown in dark and light shades. 
Feature Extraction
It is helpful to study the general propenies of each of the six scripts for feature extraction. (i) Arabic lines are written from right to left. A typical Arabic character contains a relatively long main stroke, drawn from right to left, along with one to three dots. The length of the strokes vary considerably. (ii) Cyrillic script, although similar to the cursive Roman script, has its individual characters connected together to form a long stroke in a word. The absence of delayed strokes (e.g., the horizontal stroke of the letter r drawn after writing the whole word) is another notable difference. The most distinguishing factor of Hebrew from Arabic is that the strokes are more uniform in length. (vi) The length of the strokes in Roman script tend to fall between that of Devnagari and Cyrillic scripts. The features were extracted either from the individual strokes or from a collection of strokes. Here, we describe each of the feature and how it is computed. 
Experimental Results
The data set consisted of 13; 379 words; 1,423 Arabic, 1,002 Cyrillic, 3,173 Devnagari, 1,981 Han, 2,261 Hebrew and 3 ; 575 Roman. The data was randomly divided into 5 groups and a 5-fold cross validation (repeating the experiment 5 times, each time using a different group as test set and the rest of the data for training) was done. The error rates reported are the averages of the five trials. Table l shows the performance of different classifiers. The normalization mentioned in table 1 ensures that each feature has zero mean and unit variance. The SVM-based classifier gives the best performance of 86.5% for word-level classification. The classification accuracy increases as the number of words in a sample increases (evidence accumulation); with 5 words in a test sample, we obtain an accuracy of 95%. Figure 5 gives an example of the output of the script classifier on a test page containing all the six scripts.
Note that a few Roman words written using short strokes are misclassified as Han and some Roman words written in a cursive manner are misclassified as Cyrillic.
' Figure 5 . Example of script classification.
Misclassifications are boxed and labeled.
Conclusions and Future Work
The papers presents a script identification algorithm to recognize 6 different scripts in an on-line document The classification accuracy is 86.5% at word level and it increases to 95% as the number of words in a sample in increased to 5 and 95.1% for complete lines (7 words on an average). Techniques io combine the results of multiple classifiers are being investigated.
