We present a measure to compare the labeling of automatic neuron reconstruction methods against ground truth. This measure, which we call tolerant edit distance (TED), is motivated by two observations: (1) Some errors, like small boundary shifts, are tolerable in practice. Which errors are tolerable is application dependent and should be a parameter of the measure. (2) Non-tolerable errors have to be corrected manually. The time needed to do so should be reflected by the error measure and minimized during training.
Introduction
In the last decade the automatic volumetric reconstruction of neurons from electron microscopy has become an acknowledged part of computer vision research (for recent advances see [6, 7, 9, 10, 14, 15, 19, 20, 28] ). Reconstruction is an interesting computer vision problem on its own, assessing the ability of our methods to deal with noisy signals and missing data in a stereotyped setting with strong priors. Neuron reconstruction can teach us valuable lessons about other similar problems in computer vision. Other differences (remaining white pixels) are tolerable and can be ignored during evaluation and training.
ample, neuron reconstruction from anisotropic volumes is very similar to tracking multiple objects over time; similar models are used for the tracking of cells in 2D or 3D movies [12, 13] or pedestrians in natural scenes [11, 29] . But besides being a challenge for computer vision, automatic neuron reconstruction has a clear objective to meet biological needs. To serve as a tool to study the structure and function of nervous systems, automatic methods need to provide high accuracy. However, depending on the biological question, there are different criteria for the assess- (c) According to a local tolerance criterion, the reconstruction is allowed to be relabeled to match the ground truth as closely as possible. For that, regions obtained by intersecting the ground truth and reconstruction are considered: For each of these regions, the tolerance function allows a set of alternative labels (indicated by colored pins) that would change the labeling only within certain bounds. This can be, for instance, a boundary shift criterion, allowing relabelings that correspond to boundary shifts up to a certain distance. Regions without a pin can not be relabeled according to the tolerance function and have to keep their reconstruction label. All other regions can choose between their original label or any of the pin labels.
(d) From all the possible ways to relabel the reconstruction, the relabeling minimizing the number of split and merge errors compared to the ground truth is chosen by solving an integer linear program.
ment of reconstruction accuracy. On one hand, reconstruction of skeletons of neurons is sufficient to identify individual neurons [21] , to study neuron types and their function [5] , and to obtain the wiring diagram of a nervous system (the so-called connectome) [3] . In these cases, topological correctness is far more important than the diameter of a neural process or the exact location of its boundary: A falsely added or missed branch has dramatic consequences. On the other hand, for biophysically realistic neuron simulation, volumetric information is needed to model action potential time dynamics, and to understand and simulate information processing capabilities of single neurons [16] . In this case, the reconstruction should be close to the true volume of the reconstructed neurons. Only small deviations in the boundary location might still be tolerable.
But even if a complete volumetric reconstruction is desired, there are two reasons to be tolerant to small deviations of boundary locations: First, the EM preparation protocol can alter the volume of a neural process, such that it is hard to know what the true size was [23] . Second, the location of membranes in EM images can be ambiguous, such that it is hard to clearly identify the boundary of a neuron. In fact, it is commonly assumed that there is no unique "ground truth" for the boundary location [3] .
To address the different biological needs, we present a method to evaluate and train EM reconstruction algorithms on clearly specified accuracy requirements:
(i) We introduce a novel error measure, the tolerant edit distance (TED), to evaluate segmentation algorithms 1 . At the core of this measure is an explicit tolerance criterion 1 Source code available at http://github.com/funkey/ted.
(e.g., boundary shifts within a certain range). We present a method to find the minimal weighted sum of split and merge errors exceeding the tolerance criteria, and thus provide a time-to-fix estimate. Our measure works on both isotropic and anisotropic volumes and does not require a background label. The results are intuitive, easy to interpret, and errors can be localized in the volume.
(ii) We present a structured learning framework for assignment models [6, 12, 13, 28] , a set of models that gained popularity also outside the field of neuron reconstruction. For that, we developed a primal bundle-method solver that efficiently solves the structured risk minimization to optimality. (iii) We show how our structured learning framework can be used to minimize the TED on annotated training samples and evaluate it on two publicly available EM datasets. Our method shows consistently higher reconstruction accuracy than existing learning methods even by pre-existing measures. Furthermore, we show how an appropriately defined tolerance criterion allows us to train on skeleton (i.e., nonvolumetric) annotations, which are in practice much faster to obtain.
Related Work
Segmentation Evaluation In the computer vision literature, several approaches to assess the quality of contour detection and segmentation algorithms can be found. Most of these measures have been designed to capture the intuition of what humans consider to be two similar results. In particular, these measures are supposed to be robust to certain tolerated deviations, like small shifts of contours. For the contour detection in the Berkeley segmentation dataset [17] , for example, the precision and recall of detected boundary pixels within a threshold distance to the ground truth became the widely used standard [1, 18] . Contour error measures are, however, not a good fit for segmentations, since small errors in the detection of a contour can lead to the split or merge of label regions. Therefore, alternatives like the variation of information (VOI), the Rand index [22] (RI), the probabilistic Rand index [26, 27] , and the segmentation covering measure [1] , have been proposed.
Error Measures for Neuron Reconstruction
With the advent of automatic methods for neuron reconstruction, some of the segmentation error measures were adopted to compare the quality of different approaches. Error measures were chosen to represent the topological errors in neuron reconstruction. This follows the intuition that merging or splitting a neuron is a more severe error than a boundary shift, even if the number of affected pixels is smaller.
Current state-of-the-art methods for automatic neuron reconstruction can broadly be divided into isotropic [9, 15, 19, 20] and anisotropic methods [6, 7, 14] . For both types, reporting reconstruction accuracy in terms of VOI or RI became the de-facto standard [9, 14, 15, 19, 20] . Less frequently used [6, 7, 10] is the anisotropic edit distance (AED) [6] and the warping error (WE) [10] . The AED is tailored to the specific error correction steps required in anisotropic reconstruction (splits and merges of 2D neuron slices within a section, connections and disconnections of slices between sections). Its value is determined from a heuristic matching of neuron slices between a reconstruction and ground truth. The WE aims to measure the difference between ground truth and a reconstruction in terms of their topological differences. As such, the WE was the first error measure for neuron reconstruction that deals with the delicate question of up to which point a boundary shift is not considered to be an error. However, since the WE assumes a foreground-background segmentation where connected foreground objects represent neurons, it is only applicable to isotropic volumes (in anisotropic volumes, connectedness of neurons is not always preserved). Furthermore, only suboptimal solutions to the WE are found using a greedy, randomized heuristic, which makes it difficult to use for evaluation purposes. Consequently, the WE has found its main application in the training of neural networks for image classification [10] .
Learning of Assignment Models Assignment models constitute the current state of the art for anisotropic neuron reconstruction [6, 7, 14, 28] . In those models, a set of 2D candidate segmentations is extracted for each section of an EM volume individually. Across sections, possible assignments, (i.e., correspondences), of the candidates are enumerated and represented by binary indicator variables. Of all possible assignments, a consistent and cost-minimal subset is found by formulating linear constraints on the assignment indicators, and providing costs for each assignment. The resulting optimization problem is then formulated as an integer linear program, which is handled efficiently by current solvers.
Learning in these models consists of finding suitable assignment costs. Currently, these costs are set by hand [11, 12, 14, 29] , learned from a random forest classifier based on positive and negative assignment examples [6, 28] , or found via grid-search on linear weights for a small number of features [13] . Except for grid-search, which does not scale to larger sets of parameters, none of the currently used training methods minimizes an application specific error measure. Overview In the following section, we present the tolerant edit distance (TED). We present a principled structured learning framework for assignment models in Section 3 and show how it can be used to train assignment models to minimize the TED between ground truth and reconstruction. Our experiments in Section 4 show that assignment models for anisotropic neuron reconstruction trained with our method consistently outperform others, even by preexisting measures. Furthermore, we demonstrate how the flexibility of the TED allows us to train from skeleton annotations.
Tolerant Edit Distance
The tolerant edit distance (TED) is a generalization of the warping error [10] and is based on two observations: (1) Certain types of errors like boundary shifts or holes in the reconstructed neurons are tolerable to some extent. Which errors are tolerable and to what extent is application dependent and should be left as a parameter of the measure. ( 2) The errors made by current automatic reconstruction methods render manual proofreading necessary. Minimizing the time that has to be spent on fixing the errors is therefore a sensible objective.
The TED measures the difference between two labelings x and y in terms of the minimal number of splits (FS) and merges (FM) (and in the presence of a background label also false positives (FP) and false negatives (FN)) appearing in a relabeling of y, as compared with x. How y is allowed to be relabeled is defined on a tolerance criterion, e.g., the maximal displacement of an object boundary.
More specifically, we assume that a neuron reconstruction can be represented as a label function y : Ω → K y , where Ω is a discrete set of voxel (or supervoxel) locations in an EM volume of neural tissue and K y = {1, 2, . . .} is a set of neuron identifiers used by the labeling y. Note that this formulation does not require regions with the same label to form connected components in the volume. This way, this notation supports labelings of anisotropic volumes with registration errors (i.e., the 2D images do not line up perfectly), missing data, or known connections via tissue outside the volume being considered.
For two labelings x and y, let M be the matching matrix, i.e., a matrix whose elements M kl count the number of locations in Ω where a label k from x coincides with a label l from y. Each row k in M that contains more than one non-zero entry indicates a split of label k from x into several labels from y. Each additional non-zero in such a row is counted as one split error. Analogously, each column l with more than one non-zero entry indicates a merging of several labels from x into label l from y. We denote the total number of splits and merges from x to y by s(x, y) and m(x, y), respectively. Let a tolerance function T be a binary indicator on two labeling functions y and y ,
Further, let Y be the set of all labeling functions y : Ω → K y , i.e., all possible labelings of Ω using the labels of y, and let Y + (y) = {y ∈ Y | T (y, y ) = 1} be the set of all tolerated relabelings of y. The TED is now the minimal weighted sum of split and merge errors over all tolerable relabelings Y + (y):
TED(x, y) = min
where the weights α and β represent the time or effort needed to fix a split or merge error, respectively. To find the sought labeling y that provides the minimum value for the TED, we propose to formulate an integer linear program. For that, we introduce a set A i ⊆ K y for each location i that contains all possible labels that a location i can assume under any tolerated relabeling, i.e., A i = {y (i)|y ∈ Y + (y)}. For each location i ∈ Ω and each label l ∈ A i we introduce one binary indicator variable v i←l to indicate whether label l got assigned to location i. We formulate the following constraints to ensure that exactly one of the labels gets chosen for each location and that each label of y has to appear at least once:
We say that a tolerance function is local if it can be expressed as
where 1 is the function returning 1 if its argument is true and 0 otherwise. 2 An example of a local tolerance function is the boundary shift with threshold θ, as shown in Figure 2 .
If the tolerance function is local, then the constraints given in Eq. (3) (left side) are sufficient to guarantee a tolerated relabeling. If a more intricate, non-local tolerance function were to be used, then additional constraints would need to be added to guarantee the required coordination among labels used at different locations. The tolerance functions used in this paper are all local.
Further, we introduce binary variables a kl that indicate the presence of a joint assignment of label k from x and label l from y at at least one location. With the following constraints we make sure that each a kl = 1 if and only if there is at least one location i ∈ Ω such that x(i) = k and y (i) = l:
For each label k from x, we can now introduce an integer s k , counting the number of times this label is split in y . This is the number of times k was matched with any other label, minus one:
Similarly, we introduce variables m l , counting the number of merges caused by label l from y :
The final split and merge numbers s and m are just the sums of the label-wise splits and merges:
and the TED is the minimal value of the following integer linear program:
Structured Learning of Assignment Models
Assignment models for anisotropic tracking problems introduce binary indicator variables z ∈ {0, 1} n for possible assignments of tracking candidates across the coarsest dimension. For anisotropic EM reconstruction, the candidates are 2D connected components representing neuron slices in a section, which are assigned across sections [6, 7, 14, 28] . For tracking in videos, the candidates represent location hypotheses of objects, which are assigned over time [11] [12] [13] 29] . The meaning of the assignment indicators is two-fold: First, they indicate that the involved candidates are the correct ones (as opposed to other, possibly contradictory candidates), and second, that the candidates belong to the same object. Linear constraints are formulated on the binary assignment indicators to ensure that a solution is consistent, i.e., no pair of contradictory candidates is selected.
In the most general sense, the set of consistent solutions subject to linear constraints (A, b) to an assignment problem is given as
where we write a b to say that a is element-wise less than or equal to b. Given a cost vector c for the assignment variables, the optimal assignment is the solution to the integer linear program min z∈Z c, z . Without loss of generality, we assume that the costs c i for selecting an assignment z i are a weighted sum of features extracted for this assignment:
where φ i (d) is the feature vector for assignment z i , extracted from some measurements d.
Structured Learning
We propose to use the structured learning framework [25] to find the optimal w given annotated training data (d , z ). More specifically, we suggest to use the margin rescaling variant to find the weights w * as the minimizer of (13) where Ω(w) is a convex regularizer and ∆(z , z) is an application specific loss function. L(w) is convex and piecewise linear. We implemented an efficient bundle method solver [24] for this class of problems with quadratic regularizers, which solves the objective in the primal 3 . Details about our solver can be found in the supplemental material.
Training Sample
The structured learning framework requires us to provide a training sample (d , z ) with z ∈ Z. Even apart from the difficulties in obtaining unambiguous human generated ground truth for the neuron reconstruction problem in the first place, the provision of z is not trivial: We have to find a member of Z, i.e., the set of all possible reconstructions using the found 2D neuron candidates, that is as close as possible to a human annotated ground truth. We have to note that the extracted 2D neuron candidates can be imperfect and thus there might not be a z ∈ Z that corresponds to the human annotated ground truth. Consequently, we have to accept that the training sample z will only represent a best-effort reconstruction and not the ground truth. We found the z with the maximal spatial overlap to the human annotated ground truth to best capture our intuition of a best-effort solution.
Loss Function
A proper choice of ∆(z , z) is crucial for the success of the structured learning method. Ideally, we would use the error measure that we use to evaluate the results of our automatic reconstruction as ∆(z , z). However, we have to make sure that the maximization in Eq. (13) is still tractable.
Let y z be a labeling function on Ω (as defined in Section 2), such that all locations that have been assigned to belong to the same object according to z have the same unique label. Since the TED is a minimization over a set of variables extracted from a labeling, there is no straightforward way to efficiently incorporate it into Eq. (13) . Therefore, we propose to use a first-order approximation
where we find the coefficients l i by inverting the corresponding binary indicator z i of the best-effort solution z to obtain a reconstructionz(i) and measure the TED of this reconstruction compared to the segmentation proposed by the unchanged z . Since inverting an arbitrary indicator variable z i might not yield a reconstruction that is consistent with the constraints (A, b), we findz(i) as the closest reconstruction z ∈ Z that has z i inverted by minimizing the Hamming distance to z :
Let a i = TED(y z , yz (i) ) be the TED value of comparing the labelings proposed by reconstructions z andz(i). We investigate two linear approximations in our experiments: For the first, that we refer to as S-TED 1 , we set
and for the second, that we refer to as S-TED 2 , we perform a linear regression to minimize i | l,z(i) + c − a i | 2 . Since both approximations are linear in z, we can merge each into the energy difference term in L(w). Thus, the objective and structure of the maximization in Eq. (13) is very similar to the assignment inference problem, making it tractable in practice. , and tolerant edit distance (TED) as functions of object boundary displacements. Given a ground truth labeling X, the error measures are plotted as functions of the split position between two objects in a reconstruction Y . The TED is given as the sum of the possible errors, which is one split and one merge error unless the reconstruction object boundary is within the tolerated distance (0.025 in this example) to the true object boundary. VOI is in bits (lower is better) and 1-RI is 1 minus the ratio of agreeing pairs over all pairs (lower is better). In experiment grow, the labels of the ground truth were dilated by 10nm (b). For the split and merge experiments, ten random locations were chosen where the ground truth neurons were manually split or merged, respectively. Both RI and VOI assign better scores (i.e., higher for RI, lower for VOI) to the split and merge experiments then to the grow experiment. The TED boundary shift tolerance was set to 20nm thus counts only the true morphological errors as false splits (FS) and false merges (FM).
Results
We use two publicly available datasets for our experiments, which we refer to as DROSOPHILA [8] (FP and FN) , and an estimated time-to-fix (TTF).
sists of two stacks of 20 EM sections with 4 × 4 × 40nm resolution, and MOUSE CORTEX [2] , which consists of two stacks of 100 EM sections with 6 × 6 × 30nm. For both datasets, we use the membrane predictions from [4] .
Comparison of Error Measures
Shift of Object Boundary To illustrate the behaviour of different error measures in the case of object boundary displacements, we created a simple artificial 1D labeling consisting of two regions. We show the errors of reconstructions obtained by shifting the object boundary in Figure 3 . Modified Ground Truth We evaluated the error measures RI, VOI, and TED in three experiments: grow, split, and merge. For the grow experiment, we dilated the neuron labels of the ground truth of dataset DROSOPHILA by 10nm. For the split experiment, we randomly picked 10 locations in the same volume and manually removed the closest link of a neuron to the previous section. For the merge experiment, we randomly picked 10 locations in the volume where a neural process ended and introduced a link to the closest neuron in the direction of the end. The results comparing the RI, VOI, and the TED with a boundary shift tolerance criterion of 20nm are shown in Figure 4 . In this particular setup, the TED is the only measure that is able to disambiguate between minor boundary shifts and real morphological errors.
Training of EM Reconstruction Algorithms
We trained and evaluated the assignment model implemented in SOPNET [6] for anisotropic neuron reconstruction on both datasets using various training methods for the assignment costs. 2D neuron candidates were extracted from component trees [6] . We used the default features MOUSE CORTEX DATASET [ DROSOPHILA and 2 × 50 sections for MOUSE CORTEX).
For each dataset, we trained all methods on a sample z (see Section 3.2) extracted from the first stack and report the results on the second stack.
Comparison of Learning Methods
We compare the structured learning method proposed in Section 3 to learning from random forests (RF) as proposed in [6, 7] , support vector machines (SVM), and overlap as a baseline, where assignment costs are hard-coded to favour maximal overlap. Since these methods fail to learn sensible priors for the occurrence of assignments, we trained them on a subset of the training data (5 sections for DROSOPHILA, 40 sections for MOUSE CORTEX) and used the rest to validate the priors with a grid-search on the Hamming distance to z . To study the performance of the structured learning method, we compare three versions with different loss functions ∆(z , z): As a structured learning baseline, S-Ham uses the Hamming distance of z to z . S-TED 1 and S-TED 2 are the linear TED approximations that we introduced in Section 3.3.
For all TED methods, we used a tolerance function that tolerates boundary shifts in the reconstruction up to 100nm. For the time-to-fix (TTF) estimates of the TED, we set the time needed for fixing a false split to α = 1 and for fixing a false merge to β = 2 to account for the fact that merges lose geometric information and thus usually take more time to repair. Results are shown in Table 1 . The structured learning methods are in general superior to overlap, RF, and SVM. Learning method S-TED 2 is most successful in minimizing the TTF, whereas S-TED 1 scores best in the conventional error measures VOI and RI. Learning from Skeletons We show on MOUSE CORTEX that an appropriately defined tolerance criterion allows us to train and validate on skeleton annotations. For that, we skeletonized the ground truth by replacing each neuron slice in each EM section with its center of mass. We implemented a local tolerance function that allows reconstructed neurons to shrink to a skeleton that is within 100nm of the original neuron. Our results shown in Table 2 indicate that there is almost no loss in accuracy compared to training from volumetric annotations.
Discussion
We introduced the TED, a flexible error measure that can be used in many learning contexts. As an example, we showed how it can be used for structured learning with a commonly used type of assignment model, improving its performance on anisotropic neuron reconstruction. We expect that isotropic neuron reconstruction methods will similarly be able to take advantage of TED-based training methods.
We argue that the superior performance of models trained to minimize the TED stems from the consideration of topological errors during training. Previous attempts tried to minimize the classification error to a best-effort solution and did not take into account the severity of the deviation from the best-effort in terms of split and merge errors in the result. Training on the TED overcomes this problem and even provides explicit localization of split and merge errors.
For our experiments, we used two tolerance criteria: the boundary shift tolerance and the skeleton tolerance. It is worth noting that these criteria are just examples of the flexibility the TED offers. Depending on the biological question, more elaborate criteria can be used. For example, boundary shifts could be tolerated to an extent that depends on the diameter of the ground truth neuron. We hope that this flexibility helps to improve the inter-disciplinary dialog: On one side, biologists are encouraged to formalize their accuracy requirements and thus have the means for communicating clearly what really matters. On the other side, algorithms can provide information that are intuitive, easy to interpret, and even allow a time-to-fix estimate.
Although we present our results in the domain of neuron reconstruction, our error measure is not intrinsically limited to this application. The TED is applicable to all areas of computer vision where segmentation results need to be compared and tolerance criteria can be made explicit.
