We study invariants of linear partial differential operators (LPDOs) on two variables. Using results of BK-factorization, we construct general invariant for LPDO of the second order and show that Laplace invariants correspond to some particular cases of general invariant. For the LPDO of the third order, one general invariant and one semi-invariant are constructed. Properties of general invariants and semi-invariant are studied and some examples are presented. Hierarchy of invariants for LPDO of arbitrary order is constructed.
Introduction
Laplace invariants are quite well-known and have been studied by many researchers (see, for instance, [5] and bibl. herein). These are invariants constructed for a bivariate hyperbolic operator of the second order, and they are used extensively in the theory of integrability ( [6] , [4] , [2] , [10] , [7] , [8] , [9] ) and others.
Recently, some new pure algebraic factorization method has been developed for bivariate LPDOs of arbitrary order -BK-factorization ( [1] , [3] ). In this paper we will present general invariants for operators of the second and third order using BKfactorization procedure. Therefore in Section 2, results provided for these two cases by BK-factorization are given. In Section 3 general invariants are constructed and some of their properties are studied while in Section 4 construction hierarchy of general invariants is described. In Section 5 a few interesting examples are given. In particular, it is shown that both Laplace invariants can be constructed as a simple particular case of our general invariant. In Section 6 brief discussion of the results obtained is presented.
BK-factorization
Speaking generally, BK-factorization produces following result: in case of LPDO with characteristic polynomial having at least one simple root, factorization is constructed algebraically for an operator of arbitrary order n while in case of some multiple roots of characteristic polynomial of LPDO, factorization is formulated in terms of Riccati equation(s). Factorization of LODO is always equivalent to solving some Riccati equation(s). Below explicit procedure for order 2 and 3 is briefly described.
LPDO of order 2
Let us outline here BK-factorization procedure [1] for the simplest case of bivariate LPDO of second order. Consider an operator
with smooth coefficients and seek for factorization
Equations on p i can be written out explicitly (keeping in mind the rule of left composition, i.e. that ∂ x (α∂ y ) = ∂ x (α)∂ y + α∂ xy ) in the following form
where we use the notation L = p 1 ∂ x + p 2 ∂ y . In generic case we assume that (after a linear change of variables if necessary) a 20 = 0 and p 1 = 1.
Then expressions for all p i can be computed in terms of the simple root ω of a polynomial P 2 (ω) := a 20 ω 2 + a 11 ω + a 02 = 0 and simplicity implies P ′ 2 (ω) = 2a 20 ω + a 11 = 0. Then .
Remark 1 It easy to notice that operator A 2 can always be written out in the form of factorization with remainder
where remainder l 2 is defined by (3):
In particular, it means that arbitrary LPDO of second order whose characteristic polynomial has simple roots can be represented in this form which will be used below to define general invariants of LPDO of order 2.
LPDO of order 3
Now we consider an operator
with smooth coefficients and look for a factorization
Now the equations on p i take form
with the same
Once again we may assume without loss of generality that the coefficient of the term of highest order in ∂ x does not vanish, and that the linear factor is normalized:
Then, using a simple root ω of a polynomial
and keeping in mind that 
while conditions of factorization take form
Explicit form of p 9 and also factorization conditions (8) can obviously be written out explicitly in terms of ω and α ij and we do not present these formulae here just in order to keep the text readable.
Remark 2 Similar to the case of order two, arbitrary LPDO of third order A 3
whose characteristic polynomial has a simple root can be represented in the form of factorization with remainder
In contrast to the second order LPDO, in this case factorization with remainder gives us not a function but a linear first order operator and it is convenient for our further investigations to regard in this case two "remainders" l 3 and l 31 which are defined by Sys. (8):
General invariants and semi-invariants
Let us first recollect definition of two equivalent operators.
Definition 3 Two operators of order n
The definition is given for an operator L of arbitrary order n and obviously
can be written out in equivalent form
Below we will take function f in a form f = e ϕ for convenience.
Theorem 4 For an operator of order 2, its remainder l 2 is its invariant under the equivalence transformation, i.e.l 2 = l 2 .
For an operator of order 3, its remainder l 3 is its invariant, i.e.
while remainder l 31 changes its form as follows:
◮ Introducing notations
for operator of order 2 we have
For operator of order 3
i.e.
Corollary 5: If l 3 = 0, then l 31 becomes invariant.
That is the reason why we call l 31 further semi-invariant.
Corollary 6:
If
third order operator two its invariants have to be equal to zero, l 3 = l 31 = 0. On the other hand, if operator of third order is not factorizable we can always regard it as an operator with only one non-zero invariant. Of course, all this is true for each simple root of characteristic polynomial, so that one expression, say, for l 3 will generate three invariants in case of three simple roots of corresponding polynomial.
In case of second order operator demand of the existence of at least one simple root is equivalent to the demand of an initial operator to be hyperbolic. For a hyperbolic second order operator two Laplace invariants are known, namely any hyperbolic LPDO of the second order of the following form
has two Laplace invariantsâ = c − ab − a x andb = c − ab − b y which do not change their form under the equivalence transformation and following classical theorem keeps true:
Theorem 7 Two operators of the form (9) are equivalent iff when their Laplace invariants coincide pairwise.
Below, in Section 5, we will show that Laplace invariants can be regarded as a particular case of the general invariant l 2 .
Hierarchy of invariants
As it was shown above, every general invariant is a function of a simple root ω of the characteristic polynomial and each simple root provides one invariant. It means that for operator of order n we can get no more than n different invariants. Recollecting that BK-factorization in this case gives us one first order operator and one operator of order n − 1, let us put now following question: are general invariants of operator of order n − 1 also invariants of corresponding operator of order n?
Let regard, for instance, operator of order 3
e. l 2 is also invariant of operator A 3a . Let us notice that general invariant l 3 = l 3 (ω (3) ) is a function of a simple root ω (3) of the polynomial
while general invariant l 2 = l 2 (ω (2) ) is a function of a simple root ω (2) of the polynomial
with p 4 , p 5 , p 6 given by (7) for ω = ω (3) . In case of all simple roots of both polynomials P 3 (z) and R 2 (z), one will get maximal number of invariants, namely 6 general invariants. Repeating the procedure for an operator of order n, we get maximally n! general invariants. In this way for operator of arbitrary order n we can construct the hierarchy of its general invariants l n , l n−1 , ..., l 2
and their explicit form is given by BK-factorization.
For instance, let us regard a third order hyperbolic operator in the form
y + a 03 ∂y 3 + terms of lower order (10) with constant high order coefficients, i.e. a ij = const ∀ i + j = 3 and all roots of characteristic polynomial a 30 ω 3 + a 21 ω 2 + a 12 ω + a 03 = P 3 (ω)
are simple and real. Then we can construct three simple independent general invariants in following way. Notice first that in this case high terms of (10) can be written in the form
for all non-proportional α j , β i and after appropriate change of variables this expression can easily be reduced to
Let us introduce notations
, then all terms of the third and second order can be written out as
with a 20 = a 2 , a 02 = a 1 , a 11 = a 1 + a 2 + a 3 and c ijk = C − C ijk is an operator of the first order which can be written out explicitly.
As it was shown above, coefficients of c ijk in front of first derivatives are invariants and therefore, any linear combination of invariants is an invariant itself. These invariants have the form:
for c 123 we have
for c 312 we have
for c 231 we have
Direct calculation gives us three simplest general invariants of the initial operator C: l 21 = a 2,x − a 1,y , l 32 = a 3,y − a 2,t , l 31 = a 3,x − a 1,t .
Proposition 8 General invariants l 21 , l 32 , l 31 are all equal to zero iff operator C is equivalent to an operator
i.e. ∃ function f :
for any smooth function f . Notice that it is the form of an operator C ijk and introduce a function f such that
This system of equations on f is over-determined and it has solution f 0 iff
i.e. l 21 = l 32 = l 31 = 0. ◭ Indeed, if C is equivalent to (11) , then a 20 = a 02 = a 11 = 0 and obviously
At the end of this section let us notice that the reasoning above can be carried out for the hyperbolic operator of order n with constant leading coefficients and analog of Proposition 9 keeps true with n order terms as
and terms of order n and n − 1 can be written as
while corresponding linear general invariants will take form l ij = ∂ i (a j ) − ∂ j (a i ).
Examples

Operator of order 2
Let us regard first for simplicity LPDO of the second order with constant leading coefficients, i.e.
and all roots of characteristic polynomial are simple. Then obviously any root ω also does not depend on x, y and expressions for p ij can be simplified substantially. Let us introduce notations
and notice that now ω and P ′ 2 (ω) = 0 are constants.
Using formulae from Section 2.1 we get
,
and invariant l 2 takes form
• Let us regard hyperbolic operator in the form
i.e. a 20 = 1, a 11 = 0, a 02 = −1 and ω = ±1, L = ∂ x − ω∂ y . Then l 2 takes form
ωa 10 + a 01 2ω which yields, for instance for the root ω = 1, to
and after obvious change of variables in (13) we get finally first Laplace invariant a l 2 = c − ∂xa − ab =â, where a = a 10 − a 01 2 , b = a 10 + a 01 2 , c = a 00 .
Choice of the second root, ω = −1, gives us the second Laplace invariantb, i.e. Laplace invariants are particular cases of the general invariant so that each Laplace invariant corresponds to a special choice of ω.
• Let us proceed analogously with an elliptic operator
then ω = ±i, L = ∂ x − ω∂ y and
where choice of upper signs corresponds to the choice of the root ω = i and choice of lower signs corresponds to ω = −i.
Operator of order 3
Now let us regard LPDO of the third order with constant leading coefficients, i.e. a ij = const ∀(i + j) = 3 with at least one simple root of characteristic polynomial
and notice that now ω and P ′ 3 (ω) = 0 are constants. Using formulae from Section 2.2 we get
, p 4 = a 30 , p 5 = a 30 ω + a 21 , p 6 = a 30 ω 2 + a 21 ω + a 12 ,
The formulae are still complicated and in order to show the use of them let us regard here one simple example of an operator
with a 30 = a 03 = a 20 = a 02 = 0, a 21 = a 12 = 1. Then (semi)invariants l 3 = ∂ x a 11 − a 01 and l 31 = ∂ x a 10 − a 00 have very simple forms and gives us immediately a lot of information about the properties of operators of the form (15), for instance, these operators are factorizable, i.e. has zero invariants l 3 = l 31 = 0, iff a 11 = a 01 dx + f 1 (y), a 10 = a 00 dx + f 2 (y) with two arbitrary functions on y, f 1 (y) and f 2 (y). Another interesting fact is that if coefficient a 11 = a 11 (y) is function of one variable y, then a 00 is general invariant and there definitely should be some nice geometrical interpretation here, etc.
Summary
At the end of this paper we would like to notice following very interesting fact -beginning with operator of order 4, maximal number of general invariants is bigger then number of coefficients of a given operator, (n + 1)(n + 2) 2 < n! ∀n > 3.
It means that general invariants are dependent on each other and it will be a challenging task to extract the subset of independent general invariants, i.e. basis in the finite space of general invariants.
As to semi-invariants, notice that an operator of arbitrary order n can always be rewritten in the form of factorization with remainder of the form l n ∂ k x + l n,1 ∂ k−1 x + ... + l n,k−1 , k < n and exact expressions for all l i are provided by BK-factorization procedure. The same reasoning as above will show immediately that l n is always general invariant, and each l n,k−i 0 is i 0 -th semi-invariant, i.e. it becomes invariant in case if l n,k−i = 0, ∀i < i 0 .
In this paper, explicit formulae for l 2 , l 3 , l 31 are given. Formulae for higher order operators can be obtained by pure algebraic procedure described in [1] but they are too tedious to be derived by hand, i.e. programm package for symbolical computations is needed.
Important remark. Already in the case of three variables, the factorization problem of a corresponding operator and also constructing of its invariants becomes more complicated, even for constant coefficients. The reason of it is that in bivariate case we needed just to factorize leading term polynomial which is always possible over C. It is not the case for more then 2 independent variables where a counter-example is easily to find:
and it is easy to prove that x 3 + y 3 + z 3 is not divisible by a linear polynomial αx + βy + γz + δ for any complex coefficients α, β, γ, δ. Thus, some non-trivial conditions are to be found for factorization of polynomials in more then two variables.
