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ABSTRACT
Understanding the sources of instrumental systematic noise is a must to improve the design of
future spectrographs. In this study, we alternated observations of the well-suited pair of M-stars
GJ 725A+B to delve into the sub-night High Accuracy Radial Velocity Planet Searcher for
the Northern hemisphere (HARPS-N) response. Besides the possible presence of a low-mass
planet orbiting GJ 725B, our observations reveal changes in the spectral energy distribution
(SED) correlated with measurements of the width of the instrumental line profile and, to
a lower degree, with the Doppler measurements. To study the origin of these effects, we
searched for correlations among several quantities defined and measured on the spectra and
on the acquisition images. We find that the changes in apparent SED are very likely related to
flux losses at the fibre input. Further tests indicate that such flux losses do not seriously affect
the shape of the instrumental point spread function of HARPS-N, but identify an inefficient
fitting of the continuum as the most likely source of the systematic variability observed in
the full width at half-maximum. This index, accounting for the HARPS-N cross-correlation
profiles width, is often used to decorrelate Doppler time series. We show that the Doppler
measurement obtained by a parametric least-squares fitting of the spectrum accounting for
continuum variability is insensitive to changes in the slope of the SED, suggesting that forward
modelling techniques to measure moments of the line profile are the optimal way to achieve
higher accuracy. Remaining residual variability at ∼1 m s−1 suggests that for M-stars Doppler
surveys the current noise floor still has an instrumental origin.
Key words: instrumentation: spectrographs – techniques: radial velocities – stars: individual:
GJ 725A – stars: individual: GJ 725B – stars: low-mass.
1 IN T RO D U C T I O N
The radial velocity (RV) method to detect extrasolar planets has
now reached long-term precisions of ∼1 m s−1, and new instru-
ments are being built to achieve accuracies in the few tens of cm s−1
regime (e.g. ESPRESSO; Pepe et al. 2010). A thorough under-
standing of the current instruments and their standard extraction,
reduction and RV determination pipelines is essential in achieving
their ultimate capabilities, and identifying the key technical aspects
that need refinement in the next generation of instruments. While
1 m s−1 precision has been enough to identify the emerging popu-
E-mail: zaira@iaa.es
lation of super-Earths in compact planetary systems, and to detect
potentially habitable planets around M dwarfs, achieving sub-m s−1
precision at all time-scales is needed to efficiently characterize Earth
and sub-Earth mass objects in hot-to-warm orbits around G and K
dwarfs. There is active discussion on whether the reported ∼1 m s−1
long-term precision limit, measured on stabilized spectrographs, is
caused by stellar processes, instrumental effects or both. While cer-
tain stars are, intrinsically, more Doppler variable than this limit,
it is unlikely that the 0.8–0.9 m s−1 (reported lower noise limit in
HARPS-ESO observations by Pepe et al. 2011, and of a handful of
very quiet M dwarfs, e.g. GJ 699 and GJ 588, by Anglada-Escude´
& Butler 2012) is a universal limit for Doppler measurements.
Studying the limits of precision of Doppler spectroscopy in the
short period domain of M-type dwarfs is one of the primary goals
C© 2016 The Authors
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of the ‘Cool Tiny Beats survey’ (CTB; Anglada-Escude´ et al. 2014;
Berdin˜as, Amado & Anglada-Escude 2015). The survey, started in
2013, was designed to obtain high-cadence observations (continu-
ous observing of a single target during several consecutive nights) of
a small sample of M dwarfs with HARPS-ESO (High Accuracy Ra-
dial Velocity Planet Searcher, installed on ESO’s 3.6 m telescope at
La Silla Observatory in Chile) and HARPS-N (High Accuracy Ra-
dial Velocity Planet Searcher for the Northern hemisphere; Mayor
et al. 2003; Pepe et al. 2004; Cosentino et al. 2012). Our objec-
tive was threefold: (1) the detection of small planets in sub-day
period orbits, (2) the search for pulsations, and (3) the study of the
time-scales of stellar activity.
From the analysis of those data, it was obvious that some kind of
instrumental or reduction-process effect was producing intranight
and night-to-night variability common to several targets. After the
first runs in each instrument, two of such effects were quickly iden-
tified: (1) Doppler shift correlations with the signal-to-noise ratio
(SNR; Bouchy et al. 2009), and (2) ∼0.5–1.5 m s−1 night-to-night
jumps in the RV series. Berdin˜as et al. (in preparation; hereafter,
CTB 2016) find that the first one was partly due to the charge-
transfer-efficiency effect, and provide an empirical correction that
should at least be valid for M dwarfs observed from HARPS-ESO.
The effect was corrected in HARPS-N (but not in HARPS-ESO) by
introducing, in 2013, modifications to the standard Data Reduction
Software (DRS) pipeline (Lovis & Pepe, private communication).
The second effect was found to be caused by random and sys-
tematic errors in the wavelength solution of unknown origin (Lo
Curto, private communication). CTB 2016 also provide a solution
for this effect that consists in using a mean wavelength solution for
each observing run instead of the one derived from individual night
calibrations, for both HARPS-ESO and HARPS-N.
While these corrections substantially reduced the common sys-
tematic variability of several observed stars, yet another source of
systematic noise was strongly affecting HARPS-N data of M-dwarf
stars. This variability correlates with the airmass, and was found
to produce structured Doppler noise at the level of ∼2 m s−1, with
even larger amplitude in the full width at half-maximum (FWHM)
of the cross-correlation function (CCF). Similar trends have been
recently reported for circular fibre-fed spectrographs like SOPHIE
for other spectral types (Bo¨hm et al. 2015).
There are many environmental effects which worsen the higher
the airmass is, such as the atmospheric refraction, which increases
with the air density at low altitudes splitting the star image in its
blue–red components in the zenithal direction; the seeing, which
also increases at low altitudes, being the blurring more severe for
shorter wavelengths; or the atmospheric extinction, caused by the
Rayleigh scattering and by the molecules and dust absorption. In
terms of airmasses, the atmospheric dispersion dominates below
∼50 deg on nights with good seeing (∼1 arcsec in the zenith).
To correct for this, HARPS-N includes an atmospheric dispersion
corrector (ADC).
The aim of this work is to study the response of the instrument
to any of these sources in the intranight regime, check if these
effects lead to variability of the spectra and provide means for cor-
recting them. The paper is organized as follows. We describe the
observations and the properties of the targets used for this study
(GJ 725A and B) in Section 2. The data reduction and the spectro-
scopic and image indices to be used in this study are presented in
Section 3. Section 4 comprises the analysis, where, in Section 4.1
we show the common variability detected in the alternating ob-
servations between GJ 725A and B, and also we intend to assess
statistical correlations between spectroscopic observables and var-
ious instrument related quantities. In Section 4.2 we introduce the
least-squares deconvolution (LSD) profiles and perform two exper-
iments to test the algorithms used in this paper (HARPS-TERRA and
DRS data reduction softwares). We propose tentative functions to
detrend the line width and the RV measurements in Section 4.3.
In Section 4.4 we present the analysis of the mean line profiles
calculated in the cross-dispersed direction. We discuss a promising
∼2.7-d Doppler signal in GJ 725B in Section 4.5. Finally, Section 5
presents the discussion and conclusions of this work.
2 O BSERVATI ONS
We used the HARPS-N spectrograph at the 3.6 m Telescope
Nazionale Galileo (TNG), settled at the Roque de los Muchachos
Observatory (ORM) in La Palma. HARPS-N is nearly a twin of
HARPS-ESO. To guarantee that the optics keep their alignment,
both are vacuum-sealed thermally stabilized fibre-fed e´chelle spec-
trographs. HARPS-N input fibre samples 1-arcsec circular apertures
on the sky, producing high-resolution optical spectra from 383 up to
693 nm. The high resolution R∼120 000 (at the central wavelength,
see table 6 in Cosentino et al. 2012), makes the RVs measured from
the spectra the most long-term accurate currently available.
Our targets were the bright nearby stars: GJ 725A and GJ 725B.1
We selected this binary system for being a bright (V = 8.91
and 9.69, for A and B, respectively; Jenkins et al. 2009), nearby
(d = 3.57 and 3.45 pc; Anderson & Francis 2012) and common
proper motion pair of almost identical spectral type (M3V and
M3.5V; Reid, Hawley & Gizis 1995) with no previous reports of
intense magnetic activity or planets. At epoch 2000, their projected
separation was 13.3 arcsec, implying a minimum separation of
47.5 au (Hipparcos; van Leeuwen 2007).
We observed the stars in two high-cadence different runs, one
in 2013 and another one in 2014. GJ 725A was the primary tar-
get of our five-day long, 2013 August run, whereas, in 2014, GJ
725A and B were observed every night for four consecutive nights
alternating exposures between the two of them. This gave us a to-
tal of 314 A data points in 2013 and 101 for A and 116 for B in
2014, after rejecting those with SNR below 45 and airmass above
2.5 (the HARPS-N atmospheric corrector does not work for higher
airmasses; Pepe, private communication). In the 2014 run, except
for the first night, we halted the alternating sequence between A and
B at the meridian passage, observing instead only one of the stars.
We did this to improve the cadence of each target at that specific
moment of the night. Exposure times were set to be between 240
and 480 s. The main observational parameters of the run are shown
in Table 1.
3 MEASUREMENTS
For each observation, we obtained a number of measurements (or
indices; see in Table 2, a portion of these measurements) to perform
this study. These indices are detailed below.
3.1 Spectroscopic measurements
Spectra were processed and extracted with the standard HARPS-
N/TNG Data Reduction Software (DRS). We obtained the RV
1 Check http://www.pas.rochester.edu/~emamajek/spt/M3V.txt and http://
www.pas.rochester.edu/~emamajek/spt/M3.5V.txt for a thorough review of
both stars properties.
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Table 1. Observational parameters of the 2014 run.
Nights Night 1 Night 2 Night 3 Night 4
NA 27 40 16 18
NB 27 21 31 37
AMmax 1.55 1.64 1.59 1.65
Seeing 0.86 0.87 0.74 0.78
Seeingmin 0.58 0.60 0.48 0.59
Seeingmax 2.83 1.47 3.64 1.20
SNRA 78 54 59 71
SNRB 63 49 53 59
Notes. Main observational parameters of the 2014 run (July 2–5). Sub-
indices A and B refer to targets GJ 725A and GJ 725B. N indicates the
number of exposures. The SNR and seeing values are median measurements
of the nights. SNR values correspond to the spectral order 60, centred at
631 nm. Since the TNG seeing monitor was out of order, we show the values
given by the nearby Isaac Newton Telescope. 1.17 was the minimum airmass
(AM) of all nights.
measurements using the maximum likelihood matching technique
implemented in the HARPS-TERRA software (Anglada-Escude´ &
Butler 2012).
The DRS cross-correlates the observed spectra with a weighted
binary mask formed by ones in the theoretical stellar lines positions
and widths and by zeros elsewhere (Pepe et al. 2002). The resulting
CCF acts as a proxy for the mean line profile for each spectral order.
In our study, we will use the so-called FWHM index (FWHM of the
Gaussian fitted to the cross-correlation profile). Since the line width
might be sensitive to the presence of spots or magnetic activity (e.g.
Reiners et al. 2013), this FWHM is often used as an activity index
to decorrelate Doppler variability.
3.2 Spectral energy distribution measurements (pSEDs
and K-index)
We also studied the distribution of the flux across the spectra. With
this aim, we used the spectra as given by the DRS reduction pipeline
for each spectral order (the so-called e2ds data-products), and we
calculated how the total flux on each spectral order varied relative
to a reference order. To do this, we first added the flux of all pixels
in each spectral order, and secondly, we normalized these measure-
Figure 1. (Upper panel) Sum of the flux of the 69 spectral orders of GJ 725A
(the so-called pseudo spectral energy distribution, pSED) plotted versus
wavelength (λc refers to the central wavelength of each spectral order). The
pSEDs cross the normalization point (R). The blue line T indicates the initial
pSED of the run. (Lower panel) Relative flux compared to T. We limited the
study to a linear pSED/T region of ±8 spectral orders from R (blue area).
Fluxes were corrected from atmospheric extinction.
ments to the total flux at the spectral order 56, which was selected
for having low telluric contamination. We named this ‘normalized
pseudo spectral energy distribution’ (pSED). As we see for the 2014
data of GJ 725A in the upper panel of Fig. 1, the pSED pivots around
the normalization order (R). Changes relative to the first co-added
spectrum (T) are shown in the lower panel of Fig. 1.
The pSED is expected to vary for a number of environmental
effects coupled with the instrument, as for example the atmospheric
dispersion or the chromatic seeing. Account for the atmospheric
dispersion is the ADC role; however, the flux reaching the telescope
will also change as a function of airmass due to the atmospheric
extinction (i.e. due to the Rayleigh scattering and to the absorption
from molecules and dust in the Earth atmosphere). We corrected
Table 2. Radial velocities observed for GJ 725A and GJ 725B with HARPS-N. The columns are as follows: barycentric Julian date, RVs calculated
with HARPS-TERRA and their error bars, FWHM of the cross-correlation function, signal-to-noise at the spectral order centred at 631 nm, airmass, the 
and  indices obtained from the autoguide camera images, the K-index measured over the spectra, the FWHM and the RV corrected from intranight
systematics.
Object BJD RV FWHM SNR AM   K FWHM2real RVC
(m s−1) (m s−1) (at 631 nm) (arcsec) (pxl) (arcsec) (µm−1) (m s−1)2 (m s−1)
GJ 725A 2456518.36 0.88 3024.13 66.48 1.22 – – 0.00 3024.13 0.88
2456518.37 1.42 3030.39 72.79 1.22 – – − 0.34 3026.87 1.18
2456518.37 1.98 3030.63 63.74 1.21 – – − 0.50 3025.55 1.63
... ... ... ... ... ... ... ... ...
2456841.39 −0.71 3002.59 67.28 1.55 6.85 − 0.04 0.68 3009.60 –
2456841.40 −0.86 2996.76 65.87 1.48 6.93 0.00 1.26 3009.73 –
2456841.41 −0.36 2991.07 53.23 1.42 7.85 0.00 1.76 3009.26 –
... ... ... ... ... ... ... ... ...
GJ 725B 2456841.39 −0.46 2984.25 52.24 1.51 7.24 0.01 0.66 2991.11 –
2456841.40 −0.24 2985.22 59.62 1.45 6.70 − 0.05 0.75 2993.00 –
2456841.42 −0.63 2978.01 58.27 1.39 6.58 0.09 1.50 2993.54 –
... ... ... ... ... ... ... ... ...
Notes. This table is available in its entirety in a machine-readable form as online Supporting Information. A portion is shown here for guidance regarding
its form and content.
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the pSED due to atmospheric extinction using the method outlined
by Hayes & Latham (1975).2 Although the atmospheric extinction
is wavelength and airmass dependent, the pSED varied less than a
4.5 per cent and the wavelength dependence in the pSED remained
equally strong after the correction.
To quantify the impact of changes in the pSED, we defined a
spectroscopic chromatic index (K). K-index accounts for changes in
the slope of the pSED depending on the wavelength. We calculated
K by fitting a linear trend in wavelength range which surround R
(orders inside the blue box of Fig. 1). Then, K was obtained from:
pSEDt (λ) = [1 + Kt (λc − λcR)] T(λ), (1)
where t indicates the observations, λcR is the central wavelength
of the reference order 56, λc refers to the central wavelength of
any other order, T (λ) corresponds to the initial pSEDt0 (λ) for each
star and, finally, Kt is a coefficient with units of 1/λ, that we call
chromatic index.
3.3 Measurements on the autoguide camera images
(semimajor axis module, , and circularity index,)
The images obtained by the autoguide camera were additional prod-
ucts that were used for trying to find an explanation for the system-
atics. In HARPS-N, the star light that is not injected into the fibre
is reflected towards the autoguide camera. To do this, the fibre head
is fitted in the central hole of a slightly tilted flat mirror. Therefore,
the images recorded by this camera show the shape of the star at
the fibre entrance. Two kind of images are stored, the acquisition
images, taken with the star off-fibre before the science exposure,
and the autoguide images, which are the average of the short images
(∼100 ms) taken during the science exposure to guide the telescope.
It must be realized that, in an equatorial telescope (or in a dero-
tated field of view in an altazimuthal telescope), the direction of the
dispersion of the atmosphere changes during the night (following
the zenithal direction), whereas in a non-derotated field of view (the
case of HARPS-N@TNG) the zenithal direction remains constant
while the field rotates (see Fig. 2).
It is important to note that, as a result of the flat mirror tilt, a
stable distortion of the images was expected; i.e. we expected the
images to be elongated in the same proportion and direction as we
measured for the circular hole of the mirror (see the shape of the
central hole in Fig. 3). However, the autoguide images presented
a variable elliptical elongated shape of the star that did not fit the
distortion of the mirror hole and did not rotate with the field (within
a maximum error of 4◦), keeping always aligned with the zenithal
direction. This result, together with the correlation of the elongation
with the airmass (see three autoguide images taken at the beginning,
middle and end of one night, with airmasses 1.30, 1.17 and 1.33, re-
spectively, in Fig. 3), led us to hypothesize that the elongated shape
was produced due to an insufficient correction of the atmospheric
chromatic dispersion by the ADC. To validate our hypothesis, we
fitted an ellipse to the autoguide images (only the outermost pixels
with fluxes within ±1 per cent of the half value between the max-
imum and the background were considered), and we checked that
the elongation was compatible with the zenithal axis. In particular,
2 See ORM atmospheric extinction values for a dust-free atmosphere at
http://www.ing.iac.es/Astronomy/observing/manuals/ps/tech_notes/tn031
.pdf. To correct from aerosol scattering we used the V-band extinction mea-
surements for the month of July from table 1 of Garcı´a-Gil, Mun˜oz-Tun˜o´n
& Varela (2010).
N
North
Zenith
Z
Horizon
Atmosphere Layer 3 
 2 
1 
 pr
ht2 ht1
 
Figure 2. Schematic view of the sky orientation of a non-derotated field of
view in an altazimuthal telescope like HARPS-N. During the night, the field
rotates following the celestial north axis direction (N), while the zenithal
axis (Z) remains perpendicular to the atmosphere and does not rotate with
the field. The atmosphere chromatically disperses the light more efficiently
when the atmospheric layers are thicker (e.g. for ht1 compared with ht2 ). pr
refers to the parallactic angle, the angle subtended by Z and N.
Figure 3. GJ 725A autoguide camera images taken at the beginning (left),
close to the meridian crossing (middle), and at the end (right) of the 2014
July 2 night. The central hole, which corresponds to the fibre position, seems
to be elliptical due the slight tilt of the flat mirror which diverts the light
towards the autoguide camera. The solid black lines refers to the elliptical
fits performed to account for the elongation of the images. After accounting
for the field rotation and the fix angle of the derotator, we measured a good
agreement of ph – the angle subtended by the north axis N, and the ellipse
semimajor axis Z’ – with pr, the real parallactic angle (or angle subtended
by the north–zenith axis). The distortion of the images is aligned with the
atmospheric dispersion axis (Z), and, thus, with the airmass.
we measured maximum differences of only 7.◦8 ± 6.◦2 between pr,
the real parallactic angle, and ph, its analogous in case the semima-
jor axis of the ellipse fitted to the image and the zenithal direction
were coincident. Furthermore, if this is so, the resulting image is
consistent with a superposition of wavelength-dispersed images of
the star caused by the atmosphere.
3.4 Summary of used measurements
For the sake of clarity, we summarize here the measurements that
will be used in this study.
(i) Spectra:
RV – extracted with HARPS-TERRA.
FWHM – given by the DRS pipeline.
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Systematic effects in HARPS-N line profile 3555
Figure 4. RV (top), FWHM (middle) and K (bottom) time series of GJ
725A observed during five nights run of 2013. The FWHM vary tens of
m s−1 peak-to-peak, while the RV peak-to-peak variability is ∼ 4.5 m s−1.
(ii) Spectral energy distribution:
Spectroscopic chromatic index (K) – quantifies the changes in the
slope of the SED.
(iii) Autoguide images:
Semimajor axis module () – module of the semimajor axis result-
ing from fitting an ellipse to the autoguide images.
Circularity index () – seeing difference, in arcseconds, between
the x- and y-axis, obtained from the autoguide image headers.
4 A NA LY SIS
4.1 Systematic effects in the time series
GJ 725A was the primary target of the high-cadence 2013 run. These
observations showed a clear ∼1-d Doppler signal highly correlated
with the airmass and common to the RVs and the FWHM time
series (see Fig. 4). We suspected an instrumental origin, but with
only one observed star, we could not distinguish systematic effects
from astrophysical ones.
As a consequence, we designed a second observational run in
2014 to separate astrophysical from instrumental effects: given that
GJ 725A+B is a common proper motion pair of almost identical
components, obtaining alternating observations of both components
is a simple and efficient way to point out common trends. For short
periods of time, we also halted the alternation strategy to monitor a
single star and increase sensitivity in the high-frequency domain.
Correlated variability, common to both stars, can readily be spot-
ted by direct inspection of the time series (see Fig. 5). For the first
observed night, the RV correlation coefficient between GJ 725A
and B time series was r = 0.30 and 0.87 for the FWHM.
To isolate real signals arising from either star, we computed
periodograms of the time series of the individual stars, together
with periodograms of their difference (see Fig. 6). Periodograms
in Fig. 6 follows the procedures outlined in Zechmeister & Ku¨rster
(2009). That is, we used the F-ratio statistic to find what is the
period of the sinusoid best-fitting the data (see detailed descrip-
tion in Zechmeister & Ku¨rster 2009). We used these periodograms
because, while being formally equivalent to the Lomb–Scargle pe-
Figure 5. GJ 725A (black squares) and GJ 725B (red dots) RVs (upper
panel) and FWHM (lower panel) time series for the first HARPS-N run
night on 2014 July 2. For the sake of clarity, we subtracted the FWHM mean
velocities (2989.97 and 2975.62 m s−1 for GJ 725A and B, respectively),
and we shifted the FWHM (−20 m s−1) and the RVs (−2.3 m s−1) of GJ
725B. We referred the time-axis to the beginning of the night at 21 h 11 min
28 s UTC. Both stars show common variability in both quantities confirming
an instrumental origin.
Figure 6. Periodograms for the RV (upper panel) and the FWHM (lower
panel) for the GJ 725A (black line) and GJ 725B (red line) data of the
2014 run. The blue line corresponds to the periodogram of the two stars
differential time series. Note the ∼3 d peak in the RVs difference over the
0.1 per cent false-alarm-probability threshold. We avoided sampling effects
by interpolating the GJ 725B times to the GJ 725A ones. We also excluded
high-cadence observations. Common variabilities result in common peaks,
which disappear on the differential periodograms. The remaining peaks are
real GJ 725A or GJ 725B signals.
riodograms (Scargle 1982), they are less susceptible to aliasing and
provide more accurate frequencies. To compute the differential pe-
riodograms, we calculated the difference between the GJ 725A and
B velocities, evaluating B at the A observing epochs (we linearly
interpolate the GJ 725B time series). RV and FWHM periodograms
of the individual stars showed common peaks (see black and red
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3556 Z. M. Berdin˜as et al.
Figure 7. Time series of ,  (images indices) and K (spectroscopic chro-
matic index) for 2014 July 2. Black squares and red dots correspond to GJ
725A and GJ 725B, respectively. For the sake of clarity, we shifted GJ 725B
−3 pxl for , −0.35 arcsec for  and −2.5 µm−1 for K. The time axis is
referred to the first observation.
lines in Fig. 6), and most of these peaks disappear in the differential
periodograms (blue lines). This result suggests common instrumen-
tal variability on the data-products of both stars. Note a promising
signal arising over the 0.1 per cent of the false-alarm-probability
(or FAP; Cumming 2004) threshold at ∼3 d in the RV differential
periodogram. This signal may correspond to some real variability
on GJ 725B as we discuss later in Section 4.5. The indices calcu-
lated over the autoguide images and the pSED (i.e. ,  and K)
also show common variability on both stars as we show in Fig. 7.
4.1.1 Analysis of the correlated variability between indices
We analysed all possible correlations between our spectroscopic,
autoguide and pSED indices using the following procedure. Given
two indices xi and yi, we modelled the existence of correlations by
fitting a linear relation between them: yi = a + bxi, where a and b
are the free parameters. Assuming that the null model containing no
correlation is b = 0 and a = y¯, our significance assessment consists
in obtaining the improvement in the χ2 statistic as
χ2 =
∑
i
(
yi − (a + bxi)
σyi
)2
−
∑
i
(
yi − y¯i
σyi
)2
, (2)
and then determining whether such an improvement could be caused
by a fortunate arrangement in the noise. Instead of using analytic
expressions for the expected distribution of χ2 in the presence of
noise, we obtained its empirical distribution using a Monte Carlo
approach. For each correlation under investigation, we generated a
large number of synthetic data sets by randomly swapping the yi
values while keeping the same xi. The FAP is empirically defined
here as the number of these random experiments which give a χ2
larger than the one obtained from the real data divided by the total
number of experiments. We performed enough experiments (in all
cases 103–104 depending on the obtained FAP) to ensure that the
FAP estimates were accurate enough.
The correlation analysis for the 2014 measurements (which in-
clude both stars) are shown in Figs 8 and 9. The two squares
in the top-right corners of the individual plots indicate the FAP
(ticked green squares mean FAP < 1 per cent, dotted orange
mean 1 per cent ≤ FAP < 10 per cent, and crossed red mean
FAP ≥ 10 per cent) for GJ 725A (black squares data) and GJ 725B
(red dots data). We excluded five outliers on  (three for having a
dispersion above 4.5 the measured standard deviation of the sample,
and two produced by sudden seeing increases and corresponding
SNR in the spectra below 40).
The strongest correlations correspond to the FWHM and the
spectroscopic K-index (Fig. 9, first column). The correlation is so
strong that all nights tested resulted in compatible fitted parameters
for both stars. This dependence, together with the correlation of K
with the image index  (Fig. 8, first panel), seems to indicate that
the issues at the fibre coupling are propagating all the way down
to the science spectrum and affecting its SED and its mean line
profile. In other words, the instrumental profile of the spectrograph
seems to vary with wavelength and time. It is important to note that
variable seeing necessarily increases the autoguide image radius
momentarily, but it will increase proportionally in both the x- and
y-axis. As a result,  will remain as a good measurement of the
asymmetry in the fibre injection.
We also measured a less strong correlation between the RVs and
the image index  (Fig. 8, third panel). We used the GJ 725B RVs
after subtracting the Doppler signal discussed in Section 4.5. The
correlation is not as strong as that of the FWHM with K; however,
both stars have the same qualitative behaviour. The FAP of all
observed nights remains below the 10 per cent threshold.
4.1.2 Analysis of the 2013 single star run on GJ 725A
Unfortunately, most of the acquisition and some of the guiding im-
ages from 2013 were lost due to an error in the acquisition software
which was later solved in March 2014.3 As a result, we could not
obtain consistent measurements over the autoguide images.
As for the 2014 alternating run, the analysis shows the K-index
clearly correlated with the FWHM (see Fig. 10). During this run
we covered a wider range of airmasses – this study includes data
only up to 2.5 in airmass – compared with the 2014 alternating
run (which covered up to 1.6 in airmass). This might have been
the cause of the larger span of K values measured in 2013, but
a punctual undercorrection of the ADC cannot be ruled out. The
slope of the correlation law is equivalent to the value measured on
the differential run. The offset could be due to a focus realignment
carried out in between the two runs (during the technical run of
2014 March; refer footnote 3).
The wider range of variability in K seems to better support the
existence of a relation between this index and the RVs as well (see
Fig. 10, central plot). The variability in both the FWHM and the RV
suggested that the mean line profile was changing during the night.
However, we could not rule out a problem in the measurements
themselves (i.e. in the algorithms) producing spurious variability in
the time series. To address this, we performed a number of tests and
applied profile measurements independent from the DRS in the next
section.
3 Instrument upgrades can be consulted in http://www.tng.iac.es/
instruments/harps/
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Systematic effects in HARPS-N line profile 3557
Figure 8. Correlation of the spectroscopic indices, FWHM (left-hand panel), K (central panel) and RV (right-hand panel), with the image indices,  and .
Each row matches one night. Black squares correspond to GJ 725A and red dots to GJ 725B. Two squares in the top-right corners of each plot indicate the FAP
for GJ 725A and B, respectively; from the left: ticked green squares means FAP < 1 per cent, dotted orange 1 per cent ≤ FAP < 10 per cent and crossed red
FAP ≥ 10 per cent. Main correlations are as follows: FWHM–, K– and RV–. GJ 725B RVs are residuals to the Doppler signal discussed in Section 4.5.
Figure 9. Best correlation linear models fitted for the spectroscopic indices: FWHM–K (left-hand panel), RV–K (central panel) and FWHM–RV (right-hand
panel). Markers and top-right corner squares are coded as in Fig. 8. Among these indices FWHM–K was the only correlation detected.
4.2 Independent measurements and validation experiments
Systematic variability in the measurements can be caused by in-
trinsic changes in the line profile (i.e. instrumental), by sub-optimal
procedures in the measurement of these quantities (i.e. algorith-
mic), or both. For example, even if the line profile is perfectly
stable, inaccuracies in the fitting of the flux or background subtrac-
tion will produce apparent variability of measurements of the line
shape. In particular, the cross-correlation profiles are obtained by
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3558 Z. M. Berdin˜as et al.
Figure 10. Spectral indices correlations for the five consecutive high-cadence nights of GJ 725A observed in 2013 August (black crosses). Alternating run
observations taken in 2014 are also shown for comparison. The FAP is coded as in Fig. 8 where the low-right square refers to the 2013 data. The wider range of
AM sampled in 2013 might have uncovered a chromatic effect also in the RVs (centre). Blue line and equation correspond to the tentative linear fit we applied
to correct the RV data (see Section 4.3). On the left plot, the negative slope of the 2013 FWHM–K correlation is compatible with the 2014 results, pointing out
towards an instrumental (or software) common origin. The FWHM–RV is shown in the right-hand panel.
computing some weighted mean of the profiles of the individual
spectral orders. Because the effective line profile of each individ-
ual order is different, changes in the weights (e.g. if the weights
are computed using Poisson statistics from the photon counts) will
produce spurious variability correlated with these changes. In other
words, a different SED implies a different local SNR for each order.
On the other hand, an inaccurate continuum or background subtrac-
tion will cause different mean line profiles at each spectral order.
As a result, we can obtain a modified final mean line profile when
we combine a variable weight distribution with different profiles
at each order. Furthermore, the RV and FWHM values obtained
from the final profile will be also different with the SED. Thus,
if our methods do not perform a good continuum or background
subtraction, we can measure spurious RV or FWHM variabilities
even when the instrument is stable.
Such an effect was earlier reported by Bourrier & He´brard (2014)
on 55 Cancri. Following their findings, the DRS flux-normalizes the
continuum of all the spectra with respect to a reference spectrum for
F, G and K stars. However this has not been yet implemented for M
stars, because, as it was defined, some zero division problems can
occur in the bluer part of the spectra (Pepe, private communication).
In order to validate if the algorithms we used could be the cause
of the observed variability in the measurements, we have performed
the two experiments detailed below.
4.2.1 Experiment 1: RV measurement against pSED variability
HARPS-TERRA fits the flux iteratively. It carries out a least-squares
fit to minimize the difference between the observations and a tem-
plate (built from the observations). In particular, the magnitude to
minimize, R, is given by
R(λ) = T [αvλ] − f [λ] FN, (3)
FN =
M∑
0
αm(λ − λc)m, (4)
where T is the template, f is the observed spectra and FN the flux nor-
malization term. Thus, HARPS-TERRA fits simultaneously the Doppler
shift (αv) and the others parameters which account for the shape of
the continuum (αm) at each order (m). As a consequence, the αm
parameters are also modelling instrumental flux variations effects
such as the atmospheric differential refraction or tracking errors.
Figure 11. RVs plotted versus the K-index when the input corresponds
to the real observations (left plot) or to a set of 100 flux-distorted spectra
calculated from an observed epoch (right plot). HARPS-TERRA measures rel-
atives values and centres the RV at 0 m s−1. The zero-values (rms below 2
× 10−6 m s−1) on the right plot indicate that the normalization carried out
by HARPS-TERRA ensures RVs independent on the flux distortions included
deliberately to perform this experiment.
In order to validate if this simultaneous continuum fitting tech-
nique applied by HARPS-TERRA prevents the RVs from being affected
by chromatic correlations, we performed the experiment detailed
below.
We selected three epochs, one for each star and run, and we
changed the flux of their spectra as
fnew(λ, t) = forig[λ, t] [1 + S(t) ∗ (λ − λcR)], (5)
where S(t) randomly takes values between 0 and 2.086 μm−1. This
range was selected to ensure positive new fluxes at least for the
last 31 orders that were used in the second experiment (detailed in
Section 4.2.2), and to result in flux distortions below 20 per cent
(approximately the SED distortion measured in the linear range
used to calculate K). We repeated this calculation several times,
and, in total, we obtained 100 new synthetic spectra for each of the
three selected epochs. Afterwards, we post-processed these syn-
thetic spectra with HARPS-TERRA, recovering in all cases an RV with
and rms below 2 × 10−6 m s−1 for the three epochs (see Fig. 11).
This result indicates that the RVs measured with this template-
matching algorithm are mostly insensitive to changes in the SED.
HARPS-TERRA is properly fitting the flux of the spectra, and thus, our
intentionally introduced wavelength distortions cannot be the cause
of the observed RVs variability (neither of the RV–K correlation).
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Systematic effects in HARPS-N line profile 3559
4.2.2 Experiment 2: line profile width against pSED variability
HARPS-TERRA provides an independent measurement of the RV, but
we do not have any equivalent for the FWHM. With the aim of
checking if the strongest FWHM–K correlation could be due to a
software issue related with the weighting of the orders (see detailed
explanation at the beginning of this section), we estimated the pro-
files using an independent LSD technique (Donati et al. 1997). In
particular, we used the implementation given by Barnes et al. (1998,
2012).
The least-squares routine involves solving the mean-line profile
which, when optimally convolved with a line list, gives the best
match to the observed spectrum. Generally, the line list used is just
a theoretical identification of wavelengths and depths. Instead, we
used the high SNR template computed by HARPS-TERRA to obtain a
more realistic empirically determined list of lines. This template is
built by co-adding all the observed two-dimensional spectra given
by the DRS (the so-called e2ds). Those regions of the spectrum with
strong telluric absorption or strong stellar molecular bands were not
used for the deconvolution.
Like the DRS, the LSD discards some wavelengths in the blue
part of the spectra (only those corresponding to the last 31 orders
were used, while the DRS uses the reddest 51 orders). However, in
contrast to the DRS, the LSD does not calculate one profile per order.
The deconvolution is performed on each spectrum using all lines
(including those repeated in adjacent orders) to obtain one single
LSD profile per exposure. Our LSD method normalizes each spec-
trum to a template to obtain an individual continuum. That is, each
spectrum in turn is divided by the template spectrum and a cubic
order polynomial is fitted to the residuals. Later, the continuum of
each spectrum is obtained by multiplying this cubic polynomial fit
by the template continuum, which was previously obtained by it-
eratively fitting a fifth degree polynomial to the template. Because
each spectrum is normalized to an individual continuum, we did not
expect variability related with weighting problems arising from the
algorithm or background issues (see beginning of this section).
The output of the LSD technique is a mean line profile in absorp-
tion. These Fi(t) profiles can be inverted (sign changed) after we
have subtracted their residual continuum w(t), producing a normal-
ized (positively defined) probability distribution function f(t). Then,
the moments of f(t) can then be computed as
fi(t) = w(t) − Fi(t) (6)
ˆMn(t) =
∑N
i=1 [fi(t)] vn∑N
i=1 fi(t)
. (7)
Before calculating the moments with equation (7), we truncated
the profiles in a range of ±20 km s−1 around the estimated zero-
velocity (the velocity of the co-added barycentric corrected high
SNR template from which we obtained the line list applied during
the deconvolution process), and we excluded the negative values
resulting after the continuum inversion. This truncation was done
to avoid including wing distortions in the moments calculation.
The profiles were calculated with a mean velocity increment of
0.81 km s−1 – value that corresponds to the pixel size of the HARPS-
N detector – and later interpolated by a factor 10 using a spline
function. The order zero moment, M0, corresponds to the integral
of the normalized profile. M1 is equivalent to its centroid (all spectra
are aligned to zero-velocity before computation of the LSD profile)
and M2 corresponds to the profile variance and thus, as the FWHM,
is a measurement of the width of the line profile.
Figure 12. Moment of second order (M2) of the LSD profiles versus the
K-index for the observed (left plot), and for the synthetic (right plot) spectra.
The trend for the synthetic data reproduces the observations pointing out a
software issue.
With the aim of testing the LSD performance, we calculated the
LSD profiles of the flux modified spectra that we used in the previous
section to test the software HARPS-TERRA; i.e. we took the same
three spectra (one for each star and run) and we modified their flux
following the equation (5). In this case, the second-order moment
(or M2) calculated from these contaminated profiles, correlated with
K in a way analogous to the observations (see Fig. 12). This implies
that, even with our method that fits the continuum of each spectrum
individually, we find a strong correlation of the measurement of the
line width (through M2) with the artificially introduced slope of the
pSED. In other words, the changes in the distribution of the flux
along the CCD can drive the FWHM variability. Then, the largest
correlation involving the FWHM–K relation can be explained as an
inaccurate computation of the profile by the algorithms. Neither the
DRS nor the LSD method produce accurate enough measurements.
Actually, the fact that we need to correct a residual continuum
w(t) for each deconvolution profile may arise from a non-perfect
description of the continuum.
According to our experiment, only the RV measurements ob-
tained by the HARPS-TERRA algorithm, seem to be insensitive to the
SED variability. This result indicates that new algorithms that si-
multaneously fit for the continuum of each echelle order and the
line profile need to be developed, or the current methods refined to
account for this.
To use the FWHM index produced with the M-dwarf mask of
HARPS-N, one should – at the very least – apply some decorrelation
procedure. Otherwise, all this index is tracing are small changes in
the measured SED produced by the expected flux loses on fibre-fed
spectrographs.
4.3 Detrending strategies for archival FWHM and RV
obtained with HARPS
Once we clarified that the strongest FWHM–K correlation has an
algorithm origin, we aimed at defining an empirical function to
detrend the FWHM time series from chromatic effects. The function
should be valid for (at least) the GJ 725A+B pair and other stars with
similar spectral types (note that the chromatic nature of the effect
will likely affect different spectral types differently). We made use
of both, 2013 and 2014 data, to compute the detrending law.
The FWHM contains additional contributions from other effects.
In particular, since the observations span over a finite amount of
time, the FWHM will be broadened by the change in the barycentric
velocity of the observer. The following procedure was designed to
remove the effect of this barycentric broadening (which can account
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3560 Z. M. Berdin˜as et al.
Figure 13. Left-hand panel: FWHM (barycentric corrected) and K-index correlation. Black squares and red dots match GJ 725A and B, respectively. Blue
lines and equation correspond to the best-fitting function. We want to emphasize that the empirical law is unique. Note that the chromatic correction consists of
detrending the data by subtracting the slope term. Right-hand panel: time series before (FWHM2B, top) and after (FWHM2real, bottom) the chromatic correction.
The FWHM is flattened and corrected from chromatic distortions caused by the atmosphere. The rms is reduced by a factor of 8 in 2013 and by a factor of 5 in
2014.
for several m s−1 depending on integration time and coordinates of
the star).
The central moments of a distribution can be denoted as Mk =<
(xi − x¯)k >. Thus, M2 = Var(x), the variance of the distribution
which, for two independent distributions, satisfies the additive prop-
erty: Var(x + y) = Var(x) + Var(x) (Press 1992). The mean line pro-
files of the spectral orders can be considered as a probability density
function. In consequence, the FWHM should also be a variance.
The observed FWHM2obs is the sum of three terms:
FWHM2obs = FWHM2real + B2 + I2, (8)
where FWHMreal is the true line profile we want to measure, and B
and I are as follows –
(i) The barycentric correction (B): it is a squared velocity value
we have to subtract to the square of the observed FWHM to correct
it from the movement of Earth on its orbit. To first order, let us
assume that the velocity v of the observer changes between the
initial instant ti and the end-of-integration time tf by dV. The effect
of the barycentric broadening is then a convolution of the stellar
profile with the double of the variance of a boxcar distribution
(F(v)) of width dV:
B2 = 2
∫ ∞
−∞
F (v)v2dv = 2 dV
2
12
, (9)
where, C being a constant, F(v) is the boxcar function f(v) normal-
ized to have unit area as follows:
F (v) = 1
C dV
f (v), (10)
f (v) =
{
C if −dV2 < v <
dV
2
0 if v < −dV2 or v >
dV
2
. (11)
This correction can be exactly computed using the observation,
the exposure time and a custom-made code used to compute the
barycentric correction (implemented within the HARPS-TERRA soft-
ware).
(ii) Chromatic effect correction (I): this term contains the correla-
tion with the chromatic K-index as computed in previous sections.
We searched for the linear model which best fitted the observed
FWHM corrected from barycentric term (FWHMB), and the K-
index series,
FWHM2B = FWHM2obs − B2 = α + β K, (12)
where α, the offset, is a nuisance parameter, which is equal
to (90.53 ± 0.02) × 105 m2 s−2 for GJ 725A, (89.34 ± 0.01) ×
105 m2 s−2 for GJ 725B, and to (91.620 ± 0.004) × 105 m2 s−2 for
GJ 725A observed in 2013.
Thus, we defined the chromatic correction term as
I2 = β K, (13)
where β = (−0.620 ± 0.003) × 105 m2 s−2 μm is the average of
the values obtained for the three data sets independently. The low
degree of scatter in the values (coefficient of variation lower than
10 per cent) means that the average is representative and, thus, we
can define a common law which is the same for both stars and all
observed nights (see Fig. 13, left-hand panel).
Finally, the FWHM corrected from barycentric and chromatic
effects can be written as
FWHM2real = FWHM2 − 2
dV 2
12
− β K, (14)
and its error, obtained by applying simple error propagation func-
tions, as
σFWHM2
real
=
√
4 FWHM2 σ 2FWHM + K2σ 2β . (15)
Results are shown in Fig. 13. The same slope for 2013 and 2014
data was expected as it is caused by the same instrumental effect.
However, results indicated some systematic residual effects, espe-
cially in the 2013 data. This extra variability might be related to
some lesser degree contributions specific to each run. However, as
the main correlation might have the same origin, we still prefer to
apply the same empirical law to detrend all the data sets. We also
expected the zero-point offset (α) of the two runs to be the same
for GJ 725A, but the change could be due to an instrument focus
readjustment carried out between the two observational campaigns.
In spite of these discrepancies, the improvement is obvious, the rms
is reduced a factor of 5: GJ 725A from 7.73 to 1.66 m s−1, GJ 725B
from 9.52 down to 1.85 m s−1; and 87 per cent for the 2013 run in
GJ 725A, from 16.71 down to 2.15 m s−1. We want to point out that
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Systematic effects in HARPS-N line profile 3561
Figure 14. 2013 RV time series of GJ 725A before (top panel) and af-
ter (bottom panel) applying the empirical function to detrend the RV–K
correlation. The rms decreases by a factor of 1.3.
the reduction of rms comes from the presence of highly structured
noise, which makes the new time series of the FWHM a much more
reliable tracer of the physics occurring in the photosphere of the
star.
On the other hand, the intranight systematic in the RVs can be
also modelled with a linear function. Bourrier & He´brard (2014)
detected similar RV correlation for the 55 Cnc high-cadence data
observed with HARPS-N. They used the ratio of SNR of two orders
as the detrending quantity, which is a simpler version of our chro-
matic K-index. As discussed before, we did not find any significant
correlation for the 2014 run. Therefore, we have only detrended the
2013 data, as following:
RVC = RV − ω K, (16)
where ω = −0.7 ± 0.2 m s−1 μm−1. This value of ω is obtained by
fitting the linear correlation law to each night independently to avoid
contamination by additional, longer term variability (e.g. planets or
induced activity happening at time-scales of a few days). Finally,
the fitting parameters (see equation in the central panel of Fig. 9)
are the weighted mean of the ith values.
Detrended RVs, shown in the bottom panel of Fig. 14, have a
mean peak-to-peak difference of 3.3 m s−1. The rms is reduced
from 1.29 down to 1.00 m s−1, which is close to the photon noise
of the HARPS-N observations.
We advise caution in using the correlation laws defined here
to detrend the FWHM and RVs from HARPS-N observations. As
we have seen, instrumental updates and (possibly) spectral types
might produce slightly different values for the correlation laws. As
a general rule, in the case of aiming at detrending archival data, first
we strongly recommend to compute the chromatic K-index, and
secondly, verify if there are chromatic effects; that is, verify if there
are correlations between the K-index and the main data-products
(e.g. RVs, FWHM or other indices). Finally, in the case of detecting
significant correlations, follow the detrending steps explained in
this study. We want to note that, in the case of detecting correlations
with the RVs, it is preferable to include K as a correlation term in
the model used to search for Keplerian signals instead of applying
pre-whitening like methods (see an example in Anglada-Escude´
et al. 2014).
(a)
(b)
(c)
Figure 15. Layout of the cross-dispersed profile calculation process. To
extract the cross-dispersed profiles (B), the raw images are cut in the spatial
axis following the direction of the blue line (A). Simultaneously with the sci-
ence observations, we recorded emission lines from a ThAr lamp (see bright
spots in the raw image). We blocked the lamp lines (B, shaded areas) before
selecting the points used to fit and subtract the floor level (B, blue dots).
Finally, after normalizing each peak to its maximum, we cross-correlated
the profile with the flat raw image to obtain a mean line profile of the
column (C).
4.4 Cross-dispersion profiles
The cross-dispersion profile, or the mean profile obtained from
making a cut of the e´chelle spectrum across the orders, is very
sensitive to illumination distortions produced at the fibre entrance
such as changes of the telescope focus, seeing increases or pointing
errors. The reason for this is that each cut across the order is a
section of the fibre image; in fact the fibre size defines the width
of the order. Therefore, the cross-dispersion profile is by itself a
measure of the instrumental profile and can be used to measure the
illumination stability in the detector. For example, if the wavelength
dependence variations of the flux of the spectra were due to a
non-perfect smoothness of the instrumental profile (i.e. due to an
inefficient fibre scrambling system on HARPS-N; Avila et al. 2004),
we would expect to find a correlation between the width of the cross-
dispersion profile and the K-index.
To measure this profile, we cut the raw images across the cross-
dispersed axis, extracting in that way the flux at each column of the
reddest half of the CCD (see diagram in Fig. 15). After blocking
the lamp emission, which is recorded in the science image simulta-
neously using a secondary fibre, we fitted and subtracted the floor
level using a polynomial. The counts obtained in between consec-
utive science orders were compatible with the bias level obtained
during the standard calibration performed at the beginning of the
night. However, we fitted a polynomial instead of subtracting a
constant bias level to better account for other possible background
effects that can introduce biases in the final width of the cross-
dispersion profile. Then, we normalized each order to its maximum
and we cross-correlated each column of the raw image with the
corresponding flat column. After that, we fitted a Gaussian to this
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cross-correlated profile, calculating the cross-dispersed FWHM at
each column as
FWHM = 2σ
√
2 log 2, (17)
whereσ corresponds to the width of the fitted Gaussian. We note that
this function includes a fourth parameter (an offset) in an attempt
to model the background flux variabilities.
Because the detector is flat, the image of the fibre on to the
detector – and thus the FWHM in the cross-dispersed direction
– increases towards the detector edges. To avoid this effect, we
took the differential cross-dispersed FWHM measurements of each
column with respect to the first epoch. Furthermore, the detector
edges are more sensitive to illumination changes (see table 7 of
the HARPS-N User Manual),4 and this causes the measurements
at the edge columns to be more sensitive to SNR variabilities.
Aiming at correcting the SNR dependences of this origin, we de-
trended the cross-dispersed FWHM using the fitted offset parameter
from the Gaussian model. The final measurement for each exposure
(FWHMcd) was obtained as the median along the column detrended
values.
We have also calculated the centroids in the cross-dispersed axis.
This measurement corresponds to the mean parameter of the Gaus-
sian function fitted to the profile. The cross-dispersed centroid (or
CENcd) of the exposure was directly defined as the median of all
the column values. In this case, we could not use the background
level to detrend this measurements because, as it was expected, the
centroid of the Gaussian did not move with changes of the back-
ground flux level; as a consequence we still had some correlation
of the CENcd with the SNR.
In spite of the corrections explained above, we detected the
FWHMcd to be more dispersed at low SNRs. Therefore, we per-
formed an additional experiment to discard possible non-linearity
effects of the detector as a source of variability. We let the values
of the cross-correlated profiles of the 20 per cent of the exposures
with worse SNR to randomly vary ±0.2 per cent, total amount that
could be associated with a non-linearity effect.5 However, we found
no significant changes, discarding the non-linearity as responsible
for any change in the FWHMcd.
If the spectral FWHM variability was due to illumination ef-
fects (instead of being a pure software issue), the variation of the
cross-dispersed FWHM with K would be significant. However, as
we show in Fig. 16, the scatter of the FWHMcd is below 1 mpxl
(1 mpxl ∼ 0.8 m s−1). Moreover, we did not detect any significant
correlation with K. The cross-dispersed centroids, whose maxi-
mum rms was only 0.8 m s−1, do not correlate with K either, op-
posite to what we detected for its spectral counterpart in the 2013
observations.
In consequence, we do not detect significant distortions of the
image on to the detector through the measurements in the cross-
dispersed direction. Bearing in mind that, in the case of the CENcd
we still deal with some correlation with the SNR, this result indicates
that, neither the large variability detected on the spectral FWHM
nor the RV–K correlation measured for the 2013 data, are due to a
non-perfect smoothness of the inhomogeneities of the injected light
spot. This result validates the use of the cross-dispersed profiles as
a useful test to account for illumination issues.
4 http://www.tng.iac.es/instruments/harps/
5 See the ESO report about the EEV44-82 CCDs at https://www.eso.
org/sci/facilities/develop/detectors/optdet/docs/reports/EEV-report.html
Figure 16. FWHM (upper panel) and centroids (lower panel) fitted to the
mean line profile calculated on the cross-dispersed direction (perpendicular
to the spectral axis). No significant correlation with the K-index was mea-
sured, ruling out a scrambling issue. The FWHMcd values are referred to
the first exposure of the series. The average values of the three CENcd series
were subtracted to better compare its scattering.
4.5 Possible GJ 725B planet candidate?
In this section we discuss a possible planet hosted by GJ 725B.
As we pointed out in Fig. 6, the F-ratio excess detected in the RV
differential periodogram could be compatible with a planet orbiting
either GJ 725B or GJ 725A.
To assess the significance of the variability and its possible fit to
a Keplerian orbit, we use likelihood periodograms as described in
Baluev (2009) and in Anglada-Escude´ et al. (2013). The model
vr (t) = γ + A cos
(
2π
P
)
t + B sin
(
2π
P
)
t, (18)
includes two sinusoids (two parameters, A and B) plus velocity
offset (+1 parameter, γ ). We used this circular model after having
obtained an eccentricity compatible with zero with the complete
Keplerian model. Like in classic periodograms, the likelihood pe-
riodograms produce a map of peaks for each of the investigated
periods. However, in this case the power of the peaks is defined by
the model that maximizes the logarithmic of the likelihood statistic
(lnL). The lnL maximization and χ2 minimization are equivalent,
but the likelihood method has the advantage, with respect to tra-
ditional periodograms, of including the so-called jitter as a free
parameter (excess white-noise, +1 parameter). Using the likeli-
hood statistic has a further advantage: lnL gives a probability, and
the ratio of likelihoods lnL= Lnull − Lmodel directly estimates the
relative probabilities between models. Properties of the likelihood
periodograms are described in full detail in Baluev (2009, 2012).
The likelihood periodogram analysis associates the peak detected
in the RVs differential periodogram with a 2.7 ± 0.3 d signal with
an amplitude of 1.2 m s−1. This means that a model of a sinusoid at
that period has a lnL = 32.79 when compared with a model with
no signal. This corresponds to an FAP <1.5 × 10−11, which is much
smaller than the usual 1 per cent threshold. A compatible period
is obtained when analysing GJ 725B RVs independently, indicat-
ing that the variability comes from this star. Besides the common
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Figure 17. GJ 725B planet candidate signal. Red dots in the top panel are the
GJ 725B RVs for the 2014 run. The black line is the circular Keplerian model
best-fitting the data (P = 2.7 d, K = 1.2 m s−1, FAP < 0.1 per cent and
lnL = 49.13). Residuals to this model are plotted in the lower panel. The
rms decreases from 1.16 to 0.76 m s−1 on the residuals. Time is referenced
to the first exposure of the run.
variability in both stars, no additional significant RV variability is
detected on GJ 725A.
The variability in GJ 725B is consistent with a 1.2 M⊕ planet with
an orbital period of 2.7 ± 0.3 d period (or 0.025 au, see Fig. 17).
While the statistical significance is very high (a sinusoidal model
is massively preferred over no signal at all), its nature cannot be
confirmed because we cannot verify its strict periodicity. Doppler
follow-up observations and/or transit searches will be needed to
confirm it.
5 D I S C U S S I O N A N D C O N C L U S I O N S
We obtained high-cadence observations using the HARPS-N spec-
trograph on the nearby M-dwarf binary system GJ 725A+B. The
two stars alternating observations unveiled common strong system-
atic effects in the measurements of the width of the mean line profile
(through the FWHM), and also in the RV measurements to a lesser
degree. The presence of these systematic effects is a likely compo-
nent of the floor noise observed in long-term Doppler programmes
of M-dwarf stars, and seriously affects the use of high-cadence
observations for very low amplitude signal searches (<2 m s−1).
The systematic effects seem to be related to flux loses due to im-
perfect corrections of chromatic effects introduced by the Earth’s
atmosphere at the telescope-fibre interface. This suspicion is mo-
tivated by several measurements and correlations observed in pre-
fibre images of the star compared to a number of measurements on
the spectrum, most notably changes in the slope of the measured
SED. The comparison of measurements between the two stars (and
their almost identical systematic behaviour) shows beyond reason-
able doubt that the significant variability observed with high cadence
on M dwarfs has an instrumental origin. While most variability in
the width of the line profile is likely to be caused by the algorithms
used, smaller residual RV variability remains unexplained.
HARPS-N includes an ADC which corrects the atmospheric dis-
persion; however, other sources of error such as the atmospheric
extinction or the wavelength dependence with the seeing remain
uncorrected. A direct consequence of a non-optimal correction of
the Earth’s atmosphere is a superposition of wavelength-dispersed
images of the star at the fibre entrance. This causes the light in-
jected into the fibre to vary in wavelength as the energy peak (used
for centring the image in the fibre during exposure) changes with
the airmass. To measure whether this was causing distortions in the
spectra, we defined the K-index, which measures how the flux is
distributed across the detector during the observations (i.e. accounts
for the SED variability). Besides, we measured variability of the K-
index. This, as well as with the airmass, resulted to be correlated with
the distortions on the pre-fibre images. However, while these SED
variabilities cause changes in the flux, this does not necessarily im-
ply that the instrumental profile shape changes too (neither the data-
products) due to illumination effects. In fact, to avoid illumination
dependences, all current high-resolution fibre-fed spectrographs ap-
ply scrambling methods (Avila et al. 2004). Therefore, a correlation
of the SED variability with the data-products is not expected. Nev-
ertheless, we found a strong correlation of the SED variability with
the line width (through the FWHM) and a correlation with the RVs
only for our 2013 single star run on GJ 725A. Further measurements
of the spectral order shapes in the cross-dispersed direction ruled out
an inefficient scrambling as the origin for these correlations. These
measurements also validate the use of the cross-dispersed profiles
as a useful test to account for illumination issues on other echelle
spectrographs.
We performed a couple of tests to validate the algorithms used in
this work. Results indicate that, whereas HARPS-TERRA properly cor-
rects and models the continuum, the DRS is sensitive to changes in
the slope of the SED. This computational issue explains the strong
FWHM–K correlation; however, 2013 RV–K correlation remains
unexplained and has to be caused by another effect. Since the width
of the mean line profile is a parameter very sensitive to magnetic
activity events (e.g. Reiners et al. 2013), the FWHM is often used as
an activity indicator and a tool to decorrelate Doppler time series.
Thus, there is a value in detrending this index. We outline a proce-
dure to decorrelate the HARPS-N FWHM measurements using the
slope of the SED. A tentative decorrelation law is also proposed for
the 2013 RVs. The decorrelation laws are likely to be slightly differ-
ent on each target (especially for targets of different spectral types),
so we advise to obtain the SED slopes changes with the K-index
and perform similar verifications on all individual targets of a given
programme.
Ideally, new algorithms that simultaneously fit for the continuum
and the line profile need to be developed to account for the FWHM
variability. Other option is to refine the current methods, as it was
already done in the last DRS version for F, G and K stars, where
the continuum is renormalized with respect to a reference spec-
trum. Regarding the variability of the RVs in the 2013 single run
in GJ 725A, given the large correlation with the airmass and the
erroneous updating of the ADC movement pointed out during other
campaigns, we suspect that the most likely explanation for it was the
sub-optimal performance of the atmospheric correction. The pos-
sibility of a systematic ADC failure only during continuous mode
observations (where the pointing procedure is not redone between
same object exposures) was ruled out by the HARPS-N core team
(Cosentino, private communication). However, our in situ monitor-
ing of the ADC parameters during posterior HARPS-N campaigns
showed that, under some unknown circumstances, the ADC values
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seem no to be updated. Therefore, we suspect that the ADC failed
during this 2013 run.
Remaining correlations with the image distortions might be the
origin for the noise floor level which popped up as common sig-
nals in the GJ 725A+B alternating run. As a by-product, we have
shown that the GJ 725A+B pair is stable enough to be used as a
benchmark case for commissioning of future high-precision spec-
trographs, at least down to ∼1–2 m s−1. Indeed, CARMENES spec-
trograph (Quirrenbach et al. 2014) is planning to use this system
for validation purposes. The ∼1–2 m s−1 limit is possibly set by
a low-mass companion orbiting GJ 725B, whose presence will be
further investigated in future campaigns.
Long-term surveys [like the HARPS Guaranteed Time Observa-
tions (HARPS-GTO)], try to observe all the stars at the same airmass
each night, minimizing sources effects related to airmass and scram-
bling, and randomizing possible systematic shifts occurring within
a night. However, this is not possible for programmes which require
continuous high-cadence observations. Many science cases, such as
the molecule detection on transiting exoplanets (Snellen et al. 2010;
Martins et al. 2013), can benefit from an extremely stabilized in-
strumental profile and robust procedures to measure it. Concerning
Doppler spectroscopy, we note that an extra effort should be put into
the image stabilization and correction of chromatic effects such as
those reported here (∼1 m s−1) in order to clean spurious signals
and get the most of the new technologies for wavelength calibration
at cm s−1 levels, like laser frequency combs (Probst et al. 2014).
The best wavelength determination is useless if systematic signals
populate the periodograms.
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