Abstract. In this paper we revisit a 1987 question of Rabbi Ehrenpreis. Among many things, we provide an elementary injective proof that
Introduction
The celebrated Rogers-Ramanujan identities [9] are given analytically as follows: (q; q) n = 1 (q 2 , q 3 ; q 5 ) ∞ .
Here we are using the following standard notations:
(a 1 , a 2 , . . . , a n ; q) L = (a 1 ; q) L (a 2 ; q) L · · · (a n ; q) L , (a; q) ∞ = lim L→∞ (a; q) L .
Subtracting (1.2) from (1.1) we have
(q; q) n−1 = 1 (q, q 4 ; q 5 ) ∞ − 1 (q 2 , q 3 ; q 5 ) ∞ , from which it is obvious that the coefficients in the q-series expansion of the difference of the two products in (1.3) are all non-negative. In other words, for all n > 0 we have
where p r (n) denotes the number of partitions of n into parts congruent to ±r (mod 5).
At the 1987 A.M.S. Institute on Theta Functions, Rabbi Ehrenpreis asked if one can prove (1.4) without resorting to the Rogers-Ramanujan identities. In 1999, Kadell [8] provided an affirmative answer to this question by constructing an injection of partitions counted by p 2 (n) into partitions counted by p 1 (n). In 2005, Berkovich and Garvan [5] constructed an injective proof for an infinite family of partition function inequalities related to finite products, thus giving us the following theorem. Theorem 1.1. Suppose L > 0, and 1 < r < m − 1. Then the coefficients in the q-series expansion of the difference of the two finite products
are all non-negative if and only if r ∤ (m − r) and (m − r) ∤ r.
We note that (1.4) is an immediate corollary of this theorem with m = 5, r = 2 and L → ∞.
In 2011, Andrews [4] used a clever combination of injective and anti-telescoping techniques to establish the following remarkable theorem.
The main object of the present manuscript is the following new theorem. Theorem 1.3. For any L > 0 and any odd y > 1, the q-series expansion of
a(L, y, n)q n has non-negative coefficients. Furthermore, the coefficient a(L, y, n) is 0 if and only if either n ∈ {2, 4, 6, . . . , y + 1} ∪ {y} or (L, y, n) = (1, 3, 9).
We note that the products on the left of (1.5) can be interpreted as
where P 1 (L, y, n) denotes the number of partitions of n into parts ≡ 1, y + 2, 2y (mod 2(y + 1)) with the largest part not exceeding 2(y + 1)L − 2 and P 2 (L, y, n) denotes the number of partitions of n into parts ≡ 2, y, 2y + 1 (mod 2(y + 1)) with the largest part not exceeding 2(y + 1)L − 1.
In the next section, we examine a norm-preserving injection of partitions counted by P 2 (L, y, n) into partitions counted by P 1 (L, y, n), where the norm of a partition π -denoted |π| -is the sum of its parts. In section 3, we give a proof of Theorem 1.3. In section 4, we look at a generalization of Theorem 1.3. In section 5, we conclude with a brief discussion of our plans for future work in this area.
The Injection
Let s t denote s + (t − 1)(2y + 2) for any positive integers s and t, and let ν(s t ) denote the number of occurrences of s t in a given partition. Then we may write any partition π 1 counted by P 1 (L, y, n) as
and similarly any partition π 2 counted by P 2 (L, y, n) may be written as
Here we are following the convention as in [3] whereby the exponents represent the frequencies of the parts. Let Q(s t ) and R(s t ) denote the quotient and remainder, respectively, upon dividing ν(s t ) by 2, taking 0 ≤ R(s t ) ≤ 1. Our injection then maps a partition π 2 to a partition π 1 as follows:
For example, we have the following mappings π 2 → π 1 as part of our injection:
if k is odd,
if k is even.
From the rules (2.3)-(2.9), it is a relatively straightforward (though perhaps slightly tedious) matter to verify that for any partition π 2 counted by P 2 (L, y, n), the corresponding image partition π 1 will be one that is counted by P 1 (L, y, n); i.e. if π 2 maps to π 1 , then |π 1 | = |π 2 |. To show that this mapping is injective, we give the inverse map:
We note that the only possibly negative quantity exhibited in either the forward map or the inverse map is the partition statistic µ, which takes a partition π 1 counted by P 1 (L, y, n) and maps it to
i.e. the numerator of the expression given for ν(2 1 ) in (2.12). This is a useful statistic since we must have µ(π 1 ) ≥ 0 iff π 1 , counted by P 1 (L, y, n), is the image of some π 2 counted by P 2 (L, y, n). (Note that the value of µ is automatically even.) For example, if L = 2, y = 3, and n = 14, then we have the following partitions π 1 counted by P 1 (2, 3, 14) and π 2 counted by P 2 (2, 3, 14) , where π 2 → π 1 if they are on the same row, as well as the corresponding value of the statistic µ.
Proof of Theorem 1.3
First, we note that the injection given in section 2 proves the first part of Theorem 1.3 by virtue of the partition interpretations given by (1.6) and (1.7). What remains to be shown is the last statement in the theorem: the coefficient a(L, y, n) is 0 if and only if either n ∈ {2, 4, 6, . . . , y + 1} ∪ {y} or (L, y, n) = (1, 3, 9) .
If n ∈ {2, 4, 6, . . . , y + 1}, then P 1 (L, y, n) = P 2 (L, y, n) = 1: here P 1 counts 1 n and P 2 counts 2 n/2 . If n = y, then P 1 (L, y, n) = P 2 (L, y, n) = 1: here P 1 counts 1 y and P 2 counts y . If (L, y, n) = (1, 3, 9), then P 1 (1, 3, 9) = P 2 (1, 3, 9) = 3: here P 1 counts 1 9 , 1 4 , 5 , and 1 3 , 6 ; and P 2 counts 2 3 , 3 , 2, 7 , and 3 3 . Thus, if either n ∈ {2, 4, 6, . . . , y + 1} ∪ {y} or (L, y, n) = (1, 3, 9), we have a(L, y, n) = 0.
To show the reverse implication we will show that the inverse is true: if n ∈ {2, 4, 6, . . . , y + 1} ∪ {y} and (L, y, n) = (1, 3, 9), we have a(L, y, n) > 0. To accomplish this, we use the partition statistic µ defined previously and we exhibit partitions π 1 counted by P 1 (L, y, n) that have µ(π 1 ) < 0, and hence are not mapped to under the injection. We now consider the following three cases (and several subcases), where throughout we assume that y is odd.
Case 1: y > 3 and L ≥ 1. Here we will examine six subcases. Subcase 1a. If 0 < b < 2y − 1, with b odd, then 1 b , (y + 2), (2y) m cannot be in the image since we would have µ = b − 1 − (y − 1)(1 + 1) = b − (2y − 1) < 0. This implies that the inequality is strict for all even n > y + 1 except possibly when n ≡ y + 1 (mod 2y).
Subcase 1b. If L = 1 then 1 y−3 , (y + 2) 2 , (2y) m cannot be in the image since we would have µ = y − 3 − (y − 1)(2) = −y − 1 < 0. This implies that the inequality is strict for all even n > y + 1 with n ≡ y + 1 (mod 2y) when L = 1.
Subcase 1c. If L > 1 then 1 y−2 , 1 2 , (2y) m cannot be in the image since we would have µ = y − 2 − 1 − (y − 1)(2) = −y − 1 < 0. This implies that the inequality is strict for all even n > y + 1 with n ≡ y + 1 (mod 2y) when L > 1.
Note that Subcases 1a, 1b, and 1c together show that the inequality is strict for any even n > y + 1. From Subcases 1a-1f we may conclude that the inequality is strict when y > 3, L ≥ 1, and n ∈ {2, 4, . . . , y + 1} ∪ {y}.
Case 2: y = 3 and L > 1. In this case the partition 1 2 , 6 m cannot be in the image since we would have µ = −2 < 0. This implies that the inequality is strict for all odd n > 3 with n ≡ 3 (mod 6). Together with Subcases 1a, 1c, 1d, and 1e (all with y = 3), this shows that if y = 3 and L > 1, then the inequality is strict when n ∈ {2, 3, 4}.
Case 3: y = 3 and L = 1. In this case the partition 5 3 , 6 m cannot be in the image since we would have µ = −6 < 0. This implies that the inequality is strict for all odd n > 9 with n ≡ 3 (mod 6). Together with Subcases 1a, 1b, 1d, and 1e (all with y = 3), this shows that if y = 3 and L = 1, then the inequality is strict when n ∈ {2, 3, 4, 9}.
Cases 1, 2, and 3 together show that the inequality is strict except for the following possibilities:
• y > 3, L ≥ 1, and n ∈ {2, 4, . . . , y + 1} ∪ {y}; • y = 3, L > 1, and n ∈ {2, 3, 4};
• y = 3, L = 1, and n ∈ {2, 3, 4, 9}.
However, we have already shown that the inequality is an equality at these points; thus the theorem is proven.
A Further Generalization
In Theorem 1.3 we may replace y + 2 with any integer x, provided 1 < x ≤ y + 2, and still have a perfectly viable inequality; thus, the following generalization.
Theorem 4.1. For any L > 0, any odd y > 1, and any x with 1 < x ≤ y + 2, the q-series expansion of
a(L, y, n, x)q n has non-negative coefficients. Furthermore, the coefficient a(L, y, n, x) is 0 if and only if one of the following three conditions holds:
(1) n < x and n is even.
(2) n = y and y < x. (3) n = 9 and (L, y, n, x) = (1, 3, 9, 5).
We note that the products on the left of (4.1) can be interpreted as
where P ′ 1 (L, y, n, x) denotes the number of partitions of n into parts ≡ 1, x, 2y (mod 2(y + 1)) with the largest part not exceeding 2(y + 1)L − 2 and, as before, P 2 (L, y, n) denotes the number of partitions of n into parts ≡ 2, y, 2y+1 (mod 2(y+ 1)) with the largest part not exceeding 2(y + 1)L − 1.
Proof. We will prove the first part of the theorem by producing a norm-preserving injection from partitions π 1 counted by P 1 (L, y, n) to partitions π ′ 1 counted by P ′ 1 (L, y, n, x) and then relying on the fact that composition of injections is injective. Using ν ′ to distinguish counting parts of π ′ 1 from counting parts of π 1 , we take
The inverse map is immediate:
It is then very straightforward to show that this injection is norm-preserving. Thus, we have (4.10) P ′ 1 (L, y, n, x) − P 1 (L, y, n) ≥ 0, and when we compose the injection given by (2.3)-(2.9) with the one presented above, we obtain a mapping of partitions
which is an injection that maps π 2 → π ′ 1 . Thus, we have (4.12) P ′ 1 (L, y, n, x) ≥ P 1 (L, y, n) ≥ P 2 (L, y, n). For the second part of the theorem, we note that it is straightforward to verify that for any n prescribed by conditions (1)-(3), one does, in fact, obtain a(L, y, n, x) = 0. Also, if P 1 (L, y, n) > P 2 (L, y, n), then P ′ 1 (L, y, n, x) > P 2 (L, y, n). So if n is even and x ≤ n < y + 2, then P ′ 1 (L, y, n, x) ≥ 2, counting at least 1 n and 1 n−x , x , whereas P 2 (L, y, n) = 1, counting only 2 n/2 ; hence condition (1) . Now if n = y and x ≤ y then P ′ 1 (L, y, n, x) ≥ 2, counting at least 1 n and 1 n−x , x , whereas P 2 (L, y, n) = 1, counting only y ; hence condition (2) . Finally, (L, y, n, x) = (1, 3, 9, 5) is the same as (L, y, n) = (1, 3, 9) in Theorem 1.3; hence condition (3).
In 1971, Andrews [1] used a simple inductive technique to prove the following theorem.
be two strictly increasing sequences of positive integers such that b 1 = 1 and a i ≥ b i for all i. Let ρ(S; n) (resp. ρ(T ; n)) denote the number of partitions of n into parts taken from S (resp. T ). Then ρ(T ; n) ≥ ρ(S; n) for all n.
We note that this theorem provides an alternate proof of the partition inequality (4.10), as well as the subset of cases 2 ≤ x ≤ y in Theorem 4.1. Observe, however, that the cases when x = y +2 and when x = y +1 in Theorem 4.1 are not covered by Andrews' theorem but are covered by our new Theorems 1.3 and 4.1. In addition, Theorems 1.3 and 4.1 also provide explicit conditions for when the inequality is strict.
Concluding Remarks
We plan to study more general partition inequalities in a later paper, including cases with higher modulus, cases where y is even, and cases with more than three residues. Experimental evidence leads us to the following conjecture for three residues, which we are actively pursuing.
Conjecture 5.1. For any L > 0, any z > 1, any y > z, any x with y < x ≤ y + z, and any m ≥ yz + 2, the q-series expansion of
a(L, y, n, x, z, m)q n has only non-negative coefficients iff z does not divide y; if z divides y then there are finitely many negative coefficients.
In particular, we plan to prove the following.
Proposal 5.2. For any L > 0 and any even y > 2, the q-series expansion of
a(L, y, n)q n has non-negative coefficients except for a(L, y, y) = −1.
Note that Conjecture 5.1 with z = 2, m = 2y + 2, and y odd is part of Theorem 4.1, and that Proposal 5.2 is the natural companion to Theorem 1.3. Also note that, as before, Theorem 4.2 would clearly establish the corresponding result to Conjecture 5.1 when x ≤ y, leaving the more difficult cases when x > y to be addressed.
Finally, we would like to point out that the problems discussed in this paper belong to a broad class of positivity problems in q-series and partitions. These problems often are very deceptive because they are so easy to state but so painfully hard to solve. As an example, consider the famous Borwein problem:
Let B e (L, n) (resp. B o (L, n)) denote the number of partitions of n into an even (resp. odd) number of distinct nonmultiples of 3 with each part less than 3L. Prove that for all positive integers L and n, B e (L, n) − B o (L, n) is nonnegative if n is a multiple of 3 and nonpositive otherwise. Further background on this conjecture may be found in [2] , [6] , [7] , [10] , and [11] .
