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Abstract
Completeness of the set of products of the derivatives of the solutions
to the equation (av′)′− lv = 0, v(0, l) = 0 is proved. This property is used
to prove the uniqueness of the solution to an inverse problem of finding
conductivity in the heat equation u˙ = (a(x)u′)′, u(x, 0) = 0, u(0, t) =
0, u(1, t) = f(t) known for all t > 0, from the heat flux a(1)u′(1, t) = g(t).
Uniqueness of the solution to this problem is proved. The proof is based
on Property C. It is proved the inverse that the inverse problem with the
extra data (the flux) measured at the point, where the temperature is
kept at zero, (point x = 0 in our case) does not have a unique solution,
in general.
1 Introduction
In a study of one and multidimensional inverse problems Property C (complete-
ness of the set of products of solutions to some homogeneous equations) was
introduced and has been used extensively [3],[5]. Completeness of the set of
products of the eigenfunctions of some Sturm- Liouville equations was studied
in [1], and, in a more general context, in [3]-[6]. In this paper we prove com-
pleteness of the set of products of the derivatives of solutions to a second-order
equation and use it to study an inverse problem for it. A similar idea was used
in [5] in the multidimensional case. It is of interest to see that property C allows
one to decide which measurements are most informative: we prove, using this
property, that the measurements of the heat flux at the point x = 1 allow one
to uniquely determine the conductivity, while the measurements of the heat flux
at the point x = 0 do not allow one to determine the conductivity uniquely, in
general.
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Denote u˙ := ∂u∂t , u
′ := ∂u∂x . Consider the following problem:
u˙ = (a(x)u′)′, 0 ≤ x ≤ 1, t > 0, (1.1)
u(x, 0) = 0, (1.2)
u(0, t) = 0, u(1, t) = f(t), (1.3)
a(1)u′(1, t) = g(t). (1.4)
Assume:
f ∈ L1([0, 1]), f 6≡ 0, a ∈W 2,1([0, 1]), a > 0,
where W 2,1 is the Sobolev space of functions twice differentiable in L1([0, 1]).
The function u(x, t) is the temperature of a medium, a(x) is its conductivity,
g(t) is the heat flux (through the point x = 1), which can be measured experi-
mentally. The inverse problem is to find the conductivity of the medium from
the flux measurements. Formulas for finding conductivity at the boundary in
the multidimensional case were derived in [6].
Applying the Laplace transform to (1.1)-(1.3) one gets the equation (a(x)v′)′−
lv = 0 (l is the spectral parameter) with certain boundary conditions and ex-
tra data. Our uniqueness result for (1.1)-(1.4) follows from the completeness
of the set of products of the derivatives of the solutions to this equation. It is
interesting to note that if (1.4) is replaced by
a(0)u′(0, t) = h(t), (1.5)
the result is no longer valid and, in fact, only ’one half’ of a(x) can be recovered,
in general. Similar non-uniqueness result was obtained in [7].
The structure of this paper is the following. In section 2 we reduce the com-
pleteness of the set of products of the derivatives of the solutions to Property
C for a Sturm-Liouville equation with the third boundary condition. Though
Property C for this equation follows from a result in [1], we give a simple alter-
native proof. In section 3 we use Property C to prove the uniqueness result for
(1.1)-(1.4) and also a non-uniqueness for (1.1)-(1.3),(1.5).
2 Completeness of the set of products of the
derivatives of the solutions
Theorem 2.1. Let vi, i = 1, 2, solve the equations
(ai(x)v
′
i)
′ − lvi = 0, 0 ≤ x ≤ 1, vi(0, l) = 0, (2.1)
where 0 < ai ∈ W
1,2([0, 1]). Then the set of products {v′1(·, l)v
′
2(·, l)|∀l > 0} is
complete in L1([0, 1]).
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To prove this theorem we need some lemmas.
Lemma 2.1. A function w solves the problem
w′′ − la−1(x)w = 0, w′(0, l) = 0 (2.2)
if and only if v(x) :=
x∫
0
a−1(t)w(t)dt solves the problem
(av′)′ − lv = 0, v(0, l) = 0. (2.3)
Proof. Let v satisfy (2.3) and let w := av′. Then v(x) :=
x∫
0
a−1(t)w(t)dt, and a
differentiation of (2.3) yields (2.2).
Conversely, let w solve (2.2), and define v(x) :=
x∫
0
a−1(t)w(t)dt. Integrating
(2.2) from 0 to x one gets (av′)′(x)− lv(x) = 0 and v(0) = 0.
By Lemma 2.1 the set of the derivatives of the solutions to (2.3) coincides,
up to a factor a−1(x), with the set of the solutions to (2.2). Our next step is to
reduce (2.2) to a Sturm-Liouville equation.
Lemma 2.2. Under the substitution ξ(x) :=
x∫
0
a−1/2(t)dt, w(x) = a1/4(x)z(ξ(x))
the problem (2.2) is equivalent to the problem:
z¨ − q(ξ)z − lz = 0, z˙(0) + hz(0) = 0, (2.4)
where z˙ := dzdξ , q(ξ(x)) :=
3
16
a−1/2(x)(a′)2(x)− 1
4
a′′(x), h := 1
4
a−1/2(0)a′(0).
Proof. Make the following substitutions
ξ(x) :=
x∫
0
φ(t)dt, w(x) := z(ξ(x))ψ(x),
where the functions φ and ψ are to be determined. Let us derive an equation
for z assuming that w satisfies (2.2). One has
w′ = ψ′z + ψφz˙,
w′′ = ψ′′z + ψ′φz˙ + ψ′φz˙ + ψφ′z˙ + ψφ2z¨ = ψ′′z + (2ψ′φ+ ψφ′)z˙ + ψφ2z¨.
Thus,
w′′ − la−1w = ψφ2(z¨ +
2ψ′φ+ ψφ′
ψφ2
+
ψ′′
ψφ2
z − l
a−1ψ
ψφ2
z) = 0.
Now we choose φ, ψ so that 2ψ′φ + ψφ′ = 0 and ψφ2 = a−1ψ, which yields
φ = a−1/2, ψ := a1/4. The equation then takes the form
z¨ +
ψ′′
ψφ2
z − lz = z¨ + (a1/4)′′a3/4z − lz = z¨ − [
3
16
a−1(a′)2 −
1
4
a′′]z − lz = 0.
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The boundary condition is
w′(0) = (
1
4
a−3/4a′z + a−1/4z˙)(0) = a−1/4(0)[z˙(0) +
1
4
a−1/2(0)a′(0)] = 0.
Since these transformations are invertible, one concludes that z satisfies (2.4) if
and only if w satisfies (2.2).
Lemma 2.3. Consider two equations of the type (2.4) with q = qi and h = hi,
where i = 1, 2. Then the set of products of the solutions {z1(·, l)z2(·, l)|∀l > 0}
is dense in L1([0, 1]).
Proof. Let z0 be a solution to (2.4) with q = 0. Then, up to a multiplicative
constant, one has: z0(ξ) = cos(kξ) +
h
k sin(kξ), l = −k
2. For z1 and z2 one has
a representation through the transformation kernels K1,K2, which depend on
qi and hi:
zi(ξ, l) = z0(ξ, l) +
ξ∫
0
Ki(ξ, η)z0(η, l)dη.
The properties of the transformation operators can be found, e.g., in [1] and [5].
Also
zi(ξ, l) = cos(kξ) + h
ξ∫
0
cos(ks)ds.
Therefore,
zi(ξ, l) = cos(kξ) +
ξ∫
0
Ti(ξ, η) cos(kη)dη, (2.5)
where
Ti(ξ, η) = hi +Ki(ξ, η) + hi
ξ∫
0
Ki(ξ, s)ds.
We have used above the following formula
ξ∫
0
Ki(ξ, η)
η∫
0
cos(ks)dsdη =
ξ∫
0
cos(kη)(
ξ∫
η
Ki(ξ, s)ds)dη.
Completeness of the set of products of the functions of the form (2.5) was proved
in [4].
Proof of theorem 2.1. Consider the set of products w1(·, l)w2(·, l), where wi are
the solutions to (2.2) with a = ai. By Lemma 2.2
w1(x, l)w2(x, l) = (a1(x)a2(x))
1/4z1(ξ(x), l)z2(ξ(x), l).
5
Define the linear operator (Af)(x) := (a1(x)a2(x))
1/4f(ξ(x)). This is a bounded
linear operator from L1([0, ξ(1)] to L1([0, 1]), wchich has a bounded inverse since
ai are continuous and positive and ξ(x) is monotone. Also A(z1z2) = w1w2 and
the same is true for linear combinations of the products. Since these combina-
tions are dense in L1([0, ξ(1)] by Lemma 2.3 and A is a linear isomorphism we
may conclude that linear combinations of products of wi are dense in L
1([0, 1]).
By Lemma (2.1) w1w2 = v
′
1v
′
2, where vi are solutions to 2.1 and the system of
products of the derivatives is, therefore, complete.
3 Finding conductivity: uniqueness and non-
uniqueness
Theorem 3.1. There exists at most one solution to the inverse problem (1.1)-
(1.4).
Proof. Define v(x, l) :=
∞∫
0
e−ltu(x, t)dt. Applying the Laplace transform to
equations (1.1)-(1.4) one gets
(a(x)v′)′ − lv = 0, 0 ≤ x ≤ 1, l > 0, (3.1)
v(0, l) = 0, v(1, l) = F (l) :=
∞∫
0
e−ltf(t)dt, (3.2)
a(1)v′(1, l) = G(l) :=
∞∫
0
e−ltg(t)dt. (3.3)
Assume that there exist a1 and a2 which generate the same data f and g and,
therefore, the same F and G. Put in equation (3.1) a = ai, v = vi, i = 1, 2, and
subtract the second equation from the first to get
(a1(x)w
′)′ − lw = (p(x)v′2)
′, (3.4)
where p := a1−a2, w := v1−v2. Let ψ be an arbitrary solution to the problem:
(a1(x)ψ
′)′ − lψ = 0, ψ(0, l) = 0. (3.5)
Multiply (3.4) by ψ and integrate by parts over [0, 1] to get:
−
1∫
0
a1w
′ψ′dx+ a1w
′ψ|10 − l
1∫
0
wψdx = −
1∫
0
pv′2ψ
′dx+ pv′2w|
1
0.
Integrating the first term by parts once more and observing that the non-integral
terms vanish because for x = 0 and x = 1 w(x, l) = 0 by (3.2), ψ(0) = 0, and
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a1(1)v
′
1
(x, l) = a2v
′
2
(1, l) by (3.3), one obtains an orthogonality relation:
0 =
1∫
0
pv′2ψ
′dx ∀l > 0.
By Theorem 2.1 the set of products {v′
2
(·, l)ψ′(·, l)} is complete in L1(0, 1).
Therefore, p = 0 and a1 = a2.
As we have mentioned in the Introduction, the uniqueness of the solution to
the inverse problem fails to hold if the flux measurements are taken at the left
end of the interval.
Theorem 3.2. Consider problem (1.1)-(1.3) with extra data (1.5). Then the
conductivities a(x) and a(1 − x) produce the same flux h(t).
Proof. Laplace transform turns problem (1.1)-(1.3) into (3.1)-(3.2) with the
extra data
a(0)v′(0, l) = H(l) :=
∞∫
0
e−lth(t)dt. (3.6)
Make the substitution b := av′ and write the problem in the form
b′′ − la−1(x)b = 0,
b′(0, l) = 0, β′(1, l) = lF (l), b(0, l) = H(l).
Introduce θ(x, l) as the solution to the problem
θ′′ − la−1(x)θb = 0, θ′(0, l) = 0, θ(0, l) = 1. (3.7)
Clearly, b(x, l) = c(l)θ(0, l) and, on the one hand,
H(l) = b(0, l) = c(l)θ(0, l) = c(l),
while on the other hand,
lF (l) = b′(1, l) = c(l)θ′(1, l) = H(l)θ′(1, l).
Thus,
H(l) =
lF (l)
θ′(1, l)
. (3.8)
The function θ′(1, l) is an entire function of exponential type, which is deter-
mined by its zeros lj by the Hadamard formula. The relation θ
′(1, lj) = 0
together with (3.7) imply that θ(x, lj) are the eigenfunctions of the Neumann
problem for equation (3.7) and lj are the corresponding eigenvalues. If some
φ(x) satisfies differential equation (3.7) and the Neumann boundary conditions
then φ(1 − x) satisfies equation (3.7) with a(x) replaced by a(1 − x) and the
Neumann boundary conditions. In other words, the set {lj} will be the same for
a(x) and a(1− x). Since the set {lj} determines θ
′(1, l) uniquely, this function
for a(x) and a(1 − x) is the same. But then by (3.8) and (3.6) the functions
h(t) are also the same.
7
Thus, if measurements are taken on a wrong end of the interval, the unique
recovery of the conductivity is impossible, in general. If a(x) 6= a(1 − x) then
these two different functions produce the same flux data.
Remark 3.3. The situation is similar to the one for the Sturm-Liouville equation:
v′′ − q(x)v + lv = 0, v(0, l) = 0, v(1, l) = F (l), (3.9)
and the extra data v′(0, l) = G(l). In this case q(x) and q(1−x) will also produce
the same extra data G. Even more can be said in this case: q is determined
by G on [0, 1/2). This follows from the old result in [2]: q on the half of the
interval can be recovered from the knowledge of one spectrum for problem (3.9)
with Dirichlet boundary conditions. It also follows from Theorem 3.1 in [3].
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