Quantum communication is an important branch of quantum information science, promising unconditional security to classical communication and providing the building block of a future large-scale quantum network. Noise in realistic quantum communication channels imposes fundamental limits on the communication rates of various quantum communication tasks. It is therefore crucial to identify or bound the quantum capacities of a quantum channel. Here, we consider Gaussian channels that model energy loss and thermal noise errors in realistic optical and microwave communication channels and study their various quantum capacities in the energy-constrained scenario. We provide improved lower bounds to various energyconstrained quantum capacities of these fundamental channels and show that higher communication rates can be attained than previously believed. Specifically, we show that one can boost the transmission rates of quantum information and private classical information by using a correlated multi-mode thermal state instead of the single-mode thermal state of the same energy.
upper bounds 29, 38, [47] [48] [49] are known for their various quantum and private capacities (one-way, two-way, energy-constrained or unconstrained).
In this paper, we establish improved lower bounds of various energy-constrained quantum capacities of thermal-loss channels that are stronger than the existing bounds. That is, we show that higher quantum communication rates can be achieved than previously believed. Specifically, we construct a family of multimode Gaussian states, called correlated multimode thermal states, and show that they yield larger coherent information (per channel use) than the corresponding single-mode thermal state of the same energy in the low input energy regime. We also show that higher two-way quantum communication rates can be achieved by using correlated multimode thermal states and hybridizing forward and backward strategies, instead of using single-mode thermal states and exclusively using a forward or a backward strategy. Finally, we apply a similar technique to further improve the lower bound of the energy-constrained private capacity of the thermal-loss channel.
Results
Correlated multimode thermal states. We first construct a family of Gaussian multimode states, called correlated multimode thermal states, which is the key ingredient for improving the lower bounds of various quantum capacities of Gaussian channels (see ref. 36 or the Methods section for the definition of Gaussian states and channels). Letτð nÞ denote the single-mode thermal state with an average photon number Tr½nτð nÞ ¼ n, that iŝ τð nÞ P 1 n¼0 n n ð1þ nÞ nþ1 n j i n h j, where n is a Fock state. Uncorrelated multimode thermal states would then simply be given by a tensor product of single-mode thermal statesτð nÞ f g N . Now, we define correlated multimode thermal states as follows:
Here, N = (N 1 ; Á Á Á ; N r ) such that P r k¼1 N k ¼ N and n ¼ ð n 1 ; Á Á Á ; n r Þ.Û ðNÞ GFT is the N-mode Gaussian Fourier transformation whose action on the jth annihilation operatorâ j is defined as follows:Û ðNÞ GFT yâ
which holds for all j ∈ {1; Á Á Á ; N}. Hence, the correlated multimode thermal stateT ðN; nÞ is a collection of single-mode thermal states (where each of the first N 1 modes supports on average n 1 photons, each of the next N 2 modes supports on average n 2 photons and so on), which are uniformly mixed by the Gaussian Fourier transfor-mationÛ ðNÞ GFT (see Fig. 1 ). We remark that each mode in the correlated N-mode thermal stateT ðN; nÞ supports on average n ¼ 1 N P r k¼1 N k n k photons. A simple nontrivial example of correlated multimode thermal states would beT ðN; nÞ with N = (1, N − 1) and n ¼ ðN n; 0Þ, and its covariance matrix 36 is given by
. . . nI 2 nI 2 Á Á Á ð n þ 1 2 ÞI 2 on average n photons. Therefore, the reduced density matrix of each mode is given by a single-mode thermal stateτð nÞ. On the other hand, the off-diagonal elements of the covariance matrix indicate that the position (or the momentum) quadratures of every pair of modes are positively correlated: this is what distinguishesT ðN; nÞ from the uncorrelated N-mode thermal stateτð nÞ f g N and why we call it a correlated multimode thermal state.
We remark that correlated multimode thermal states can be efficiently prepared because the Gaussian Fourier transformation U ðNÞ GFT can be implemented efficiently by using a variant of the fast Fourier transform technique 50 .
Coherent information and quantum capacity. Let N be a quantum channel and I c ðN ;ρÞ denote the channel's coherent information with respect to an input stateρ, i.e., where SðρÞ ÀTr½ρ log 2ρ is the quantum von Neumann entropy of a stateρ and N c is the complementary channel of N . The quantum capacity C Q ðN Þ of the channel N (i.e., the maximum achievable quantum state transmission rate without classical feedback assistance) is equal to the channel's regularized coherent information Q reg ðN Þ 13-17 :
In the energy-constrained case, the coherent information should be optimized over all input states that satisfy an energy-constraint, such that at most n mean photons are fed to the channel in each use.
The bosonic pure-loss channel N ½η; 0 with a transmissivity η ∈ [0, 1] (or loss probability γ ≡ 1 − η) is either degradable (η ∈ (1∕2, 1]) or anti-degradable (η ∈ [0, 1∕2]) 27 . Therefore, the regularization of its coherent information is unnecessary [26] [27] [28] , and the optimal input state subject to an average photon number constraint Tr½n kρ n for all k ∈ {1, ⋯ , N} is shown to be the single-mode thermal stateτð nÞ 39, 51 (see also ref. 49 ): 
where gðxÞ SðτðxÞÞ ¼ ðx þ 1Þ log 2 ðx þ 1Þ À x log 2 x is the entropy of the thermal stateτðxÞ 52 .
On the other hand, a general thermal-loss channel N ½η; n th with a nonzero environmental thermal photon number n th ≠ 0 is neither degradable nor anti-degradable 42, 43 . In this case, the single-mode thermal stateτð nÞ is not necessarily the optimal input state, and the associated coherent information (evaluated in ref. 38 ) only lower bounds the quantum capacity, i.e., C n Q ðN ½η;
n th Þ ! I c ðN ½η; n th ;τð nÞÞ
where D ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ðð1 þ ηÞ n þ ð1 À ηÞ n th þ 1Þ 2 À 4η nð n þ 1Þ q . This is the best-known lower bound for C Q ðN ½η;
n th Þ to date before our work. Below, we demonstrate that correlated multimode thermal states can outperform the single-mode thermal state of the same energy in the noisy channel (near-zero capacity) regime. By doing so, we show that higher quantum state transmission rates can be attained for thermal-loss channels than previously believed.
Theorem 1 Consider a correlated N-mode thermal statê T ðN; nÞ with N = (M, N − M) and n ¼ ð N M n; 0Þ and let x ¼ M N , where M ∈ {1, ⋯ , N}. Then, the coherent information with respect to the input stateT ðN; nÞ is given by
Since x can be any rational number in (0, 1] and the set of rational numbers is a dense subset of the set of real numbers, we have the following improved lower bound of the quantum capacity of thermal-loss channels.
The proof of Theorem 1 is given in the Methods section. Note that for N = (M, N − M) and n ¼ ð N M n; 0Þ, Tr½n kT ðN; nÞ ¼ n holds for all k ∈ {1, ⋯ , N}, and thusT ðN; nÞ is a valid input state that satisfies the energy constraint. Also, our new bound in Eq. (9) is at least as tight as the previous bound in Eq. (7) , since the previous bound can be recovered by plugging in x = 1 to the objective function. Below, we show that in the noisy channel (near-zero capacity) regime, the optimal value of x can be strictly <1, and thus our bound is strictly tighter than the previous bound. We also explain this behavior in an intuitive manner by using simple mathematical concepts such as convexity of a function and convex hull of a non-convex region.
To demonstrate that our new bound can be strictly tighter than the previous bound, we take a family of thermal-loss channels N ½η; n th with n th ¼ 1 and compute the new bound in Eq. (9) for each η = 1 − γ, assuming that the maximum allowed average photon number per channel is n ¼ 1. In Fig. 2a , we plot the quantum state transmission rates achievable with the singlemode thermal stateτð n ¼ 1Þ and with the correlated multimode thermal statesT ðN; nÞ. When the loss probability is low (i.e., γ ≤ 0.1775), the single-mode thermal state yields the largest coherent information. However, when the loss probability is higher (γ ≥ 0.1775), there exists a correlated multimode thermal state that outperforms the single-mode thermal state. Thus, we established a tighter lower bound to the quantum capacity of thermal-loss channels than previously known 38 . In Fig. 2b , we plot the optimal value of M∕N as a function of γ that allows such a higher communication rate. It is important to note that only a finite
Generation of a correlated multimode thermal state. A correlated multimode thermal stateT ðN; nÞ with N = (N 1 , ⋯ , N r ) and n ¼ ð n 1 ; Á Á Á ; n r Þ (such that P r k¼1 N k ¼ N) can be generated by applying the N-mode Gaussian Fourier transformationÛ ðNÞ GFT to an uncorrelated thermal statê τð
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Convexity of coherent information and superadditivity. We now explain the nontrivial behavior shown in Fig. 2 (i.e., x ? < 1) in an intuitive way. Specifically, we relate the observed nontrivial behavior with the convexity of the coherent information I c ðN ½η; n th ;τð nÞÞ in the allowed average photon number n for fixed values of η and n th . For concreteness, we take the thermalloss channel N ½η;
n th with η = 0.81 (or γ = 0.19) and n th ¼ 1, and plot its coherent information I c ðN ½η; n th ;τð nÞÞ with respect to single-mode thermal statesτð nÞ as a function of n. As can be seen from the solid blue line in Fig. 3a , the coherent information I c ðN ½η; n th ;τð nÞÞ is convex in n for small n and concave for large n. Consider the region of rates achievable by the single-mode thermal states A ð1Þ η; n th fð n; RÞj n ! 0 and R I c ðN ½η; n th ;τð nÞÞg (shaded blue region in Fig. 3a ) and also its convex hull A ð1Þ η; n th ConvexHullðA ð1Þ η; n th Þ (shaded red and blue regions in Fig. 3a ). We observe that the region A ð1Þ η; n th is achievable by correlated multimode thermal states: consider a generic convex combination of r points in A ð1Þ η; n th , i.e., X r k¼1 λ k n k ; I c ðN ½η;
where λ k ≥ 0 for all k ∈ {1, ⋯ , r} and P r k¼1 λ k ¼ 1. Then, the rate P r k¼1 λ k I c ðN ½η; n th ;τð n k ÞÞ can be achieved by a correlated multimode thermal stateT ðN; nÞ with N = (N 1 , ⋯ , N r ) and
Note that λ k should be a rational number. Similarly as above, however, by choosing a sufficiently large N one can approximate any irrational λ k to a desired accuracy, which can be arbitrarily small.
Importantly, due to the convexity of the coherent information I c ðN ½η; n th ;τð nÞÞ in the small n regime, the region A ð1Þ η; n th properly contains the region A
η; n th , as indicated by the shaded red region in Fig. 3a . This is why correlated multimode thermal states outperform single-mode thermal states in the noisy channel regime. In particular, the highest achievable rate can be obtained by taking the convex combination of the origin (0, 0) and the first-order contact point ( n ? ðη; n th Þ; I c ðN ½η; n th ;τð n ? ðη; n th ÞÞÞ with some weights λ and 1 − λ, respectively (see the solid red line in Fig. 3 ). Note that the rate xI c ðN ½η; n th ;τð n=xÞÞ in Eq. (9) can Thermal-loss channel (n th = 1, n = 1) _ _ Thermal-loss channel (n th = 1, n = 1) _ _ 7)), and with a correlated multimode thermal statê T ðN; nÞ (red, Eq. (9)) subject to the maximum allowed average photon number n ¼ 1 per channel use. For the correlated multimode thermal states, the achievable rate was evaluated by taking M=N ¼
The optimal value of x ? = M∕N at each γ, color-coded by the type of optimizer (blue: single-mode thermal states; red: correlated multimode thermal states), that yields the maximum quantum state transmission rate. We set x ? = M∕N = 0, when all the states we consider yield vanishing quantum state transmission rate (black). Average input photon number, n − be understood as the one that is derived from such a convex combination with 1 À λ ¼ x ¼ n= n ? ðη; n th Þ. For example, in the case of thermal-loss channel N ½η;
n th with η = 0.81 (or γ = 0.19) and
n th ¼ 1, the first-order contact point is given by n ? ðη; n th Þ ¼ 2:458 (see Fig. 3 ) which corresponds to x = 0.407 for n ¼ 1: this agrees with the optimal value x ? = 0.407 in Fig. 2b for η = 0.81 (or γ = 0.19), n th ¼ 1, and n ¼ 1. We remark that the coherent information (with respect to single-mode thermal states) of other Gaussian channels that are neither degradable nor anti-degradable, such as additive Gaussian noise channels and noisy amplification channels, also exhibit a nontrivial behavior similarly to the thermal-loss channels (see Methods for the definition of these other channels). More specifically, the coherent information of the additive Gaussian noise channel N B 2 ½σ is given by
. Also, the coherent information of the noisy amplifier channel A½G; n th is given by
where D 00
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ððG þ 1Þ n þ ðG À 1Þð n th þ 1Þ þ 1Þ 2 À 4G nð n þ 1Þ q :
As can be seen from Fig. 3b , c, the coherent information of these other channels also exhibit the same convex behavior in the small n regime. Therefore, higher quantum state transmission rates can be achieved for these other Gaussian channels, as well by using the correlated multimode thermal states instead of using the single-mode thermal states, analogously to the case of thermalloss channels as shown here.
Reverse coherent information and two-way quantum capacity.
We show that a similar technique can be used to establish an improved lower bound of the two-way quantum capacity of thermal-loss channels. Let I rc ðN ;ρÞ be the reverse coherent information of a bosonic channel N with respect to an input statê ρ 45 .
Both the coherent information and the reverse coherent information of a channel N are lower bounds of the channel's twoway quantum capacity:
In the energy-constrained cases, the maximization should be performed over all input states that satisfy the energy constraint. The best-known lower bound (before our work) of the two-way quantum capacity of a thermal-loss channel is either the channel's coherent information or reverse coherent information with respect to a single-mode thermal state, i.e., 
where I c ðN ½η; n th ;τð nÞÞ is given in Eq. (7) and I rc ðN ½η; n th ;τð nÞÞ can be obtained by replacing gðη n þ ð1 À ηÞ n th Þ in Eq. (7) by gð nÞ 29, 45 , i.e., I rc ðN ½η; n th ;τð nÞÞ ¼ gð nÞ À g D þ ð1 À ηÞð n À n th Þ À 1 2 À g D À ð1 À ηÞð n À n th Þ À 1 2 :
In the special case where n th ¼ 0 and n ! 1, the lower bound in Eq. (16) is given by − log 2 (1 − η) 45 and coincides with the upper bound established in ref. 29 . Except for this special case, it is an open question whether the lower bound in Eq. (16) equals the true two-way quantum capacity of thermal-loss channels: here, we provide a negative answer to this question by showing that higher two-way quantum state transmission rate can be achieved by using correlated multimode thermal states. Since x can be any rational number in (0, 1] and the set of rational numbers is a dense subset of the set of real numbers, we have the following improved lower bound for the two-way energy-constrained quantum capacity of a thermal-loss channel: 
where the maximization is performed subject to 0 ≤ x ≤ 1 and x n 1 þ ð1 À xÞ n 2 ¼ n. The proof of Theorem 2 is given in the Methods section. Our new bound in Eq. (19) is at least as tight as the previous bound in Eq. (16) because the previous bound can be realized by plugging in x = 1 and n 1 ¼ n or x = 0 and n 2 ¼ n. Moreover, we show that in the noisy channel (near-zero capacity) regime, correlated multimode thermal states outperform single-mode thermal states of the same energy and thus our bound is strictly tighter than the previous bound.
To demonstrate that our new bound can be strictly tighter than the previous bound, we take a family of thermal-loss channels N ½η; n th with n th ¼ 1. Then, we compute the new bound in Eq. (19) for each η = 1 − γ for three different maximum allowed average photon numbers per channel use, i.e., n ¼ 0:5 (Fig. 4a ), n ¼ 1 (Fig. 4b) , and n ¼ 1:5 (Fig. 4c ). As can be seen from the top panel of Fig. 4 , the coherent information I rc ðN ½η; n th ;τð nÞÞ (blue lines) is larger than, equal to, and smaller than the reverse coherent information I rc ðN ½η; n th ;τð nÞÞ (yellow lines) for n ¼ 0:5, n ¼ 1, and n ¼ 1:5, respectively. In all cases, our new bound obtained by using correlated multimode thermal states (red lines) can be strictly tighter than the previous bound in the large loss probability regime, where the two-way quantum capacity almost vanishes. In this regime, the best two-way quantum state transmission rate is achieved by mixing forward (coherent information) and backward (reverse coherent information) strategies, as can be seen from the bottom panels of Fig. 4 .
Private information and private capacity. Lastly, we apply our general technique to improve the lower bound of the energyconstrained private capacity of the thermal-loss channel. Consider a classical-quantum stateσ ¼ R dxpðxÞ x j i x h j ρ x , where hxjx 0 i ¼ δðx À x 0 Þ and ∫dxp(x) = 1 and letρ R dxpðxÞρ x . The private capacity of a quantum channel characterizes the channel's maximum achievable secure classical communication rate. The private information of channel N with respect to the classicalquantum stateσ is defined as
The private capacity C P ðN Þ of a quantum channel N is equal to the channel's regularized private information P reg ðN Þ 13 :
In the energy-constrained case, the maximization should be performed over all classical-quantum statesσ ¼ R dxpðxÞ x j i x h j ρ x such thatρ ¼ R dxpðxÞρ x satisfies the energy constraint. The quantum capacity of a channel N is always a lower bound of the channel's private capacity 13 and thus the coherent information I c ðN ½η; n th ;τð nÞÞ in Eq. (7) is also a lower bound of the private capacity of the thermal-loss channel N ½η; n th . Correspondingly, our new bound of the quantum capacity in Theorem 1 is also a valid lower bound of the private capacity which can be strictly tighter than I c ðN ½η; n th ;τð nÞÞ. However, it was shown that higher secure classical communication rate (than the coherent information I c ðN ½η; n th ;τð nÞÞ) can be achieved by using an ensemble of displaced thermal states 47 . More specifically, by using a classical-quantum statê σð n 1 ; n 2 Þ Z d 2 α e Àjαj 2 = n 1 π n 1 α j i α h j DðαÞτð n 2 ÞD y ðαÞ ð22Þ such that n 1 þ n 2 ¼ n, where α = α R + iα I and hαjα 0 i ¼ δ ð2Þ ðα À α 0 Þ, the private communication rate I p ðN ½η; n th ;σÞ ¼ I c ðN ½η; n th ;τð n 1 þ n 2 ÞÞ À I c ðN ½η; n th ;τð n 2 ÞÞ ð23Þ
can be achieved. Thus, we have the following lower bound of the energy-constrained private capacity of thermal-loss channels: 
Since the coherent information I c ðN ½η; n th ;τð nÞÞ can be recovered by plugging in n 2 ¼ 0, this bound is at least as tight as the coherent information bound. In the noisy channel regime, the bound in Eq. (24) is strictly tighter than the coherent information bound (see the blue and yellow lines in Fig. 5a ). Moreover, it is also strictly larger than our new bound for the quantum capacity in Eq. (9) (see the red and yellow lines in Fig. 5a ). Therefore, our new bound for the quantum capacity is not the tightest lower bound for the private capacity. Nevertheless, we show below that our general technique can also be used to further improve the bound in Eq. (24) . We establish the following result. Loss probabilty, = 1-Thermal-loss channel (n th = 1, n = 0.5) _ _ Thermal-loss channel (n th = 1, n = 1.5) _ _ Thermal-loss channel (n th = 1, n = 1) _ _ Thermal-loss channel (n th = 1, n = 0.5) _ _ Thermal-loss channel (n th = 1, n = 1.5) _ _ Thermal-loss channel (n th = 1, n = 1) _ _ Fig. 4 Achievable two-way quantum state transmission rate of thermal-loss channels. We plot the achievable two-way quantum state transmission rate of a thermal-loss channel N ½η; n th ¼ 1 subject to the maximum allowed average photon number (a) n ¼ 0:5 (b) n ¼ 1 (c) n ¼ 1:5 per channel use. In a-c, the blue and yellow lines, respectively, represent the coherent information I c ðN ½η; n th ;τð nÞÞ and the reverse coherent information I rc ðN ½η; n th ;τð nÞÞ with respect to single-mode thermal states. The achievable two-way quantum state transmission rate of correlated multimode thermal states (red lines in (ac)) was evaluated by taking ðx ? ; n ? 1 ; n ? 2 Þ ¼ argmax x; n 1 ; n 2 ½xI c ðN ½η; n th ;τð n 1 ÞÞ þ ð1 À xÞI rc ðN ½η; n th ;τð n 2 ÞÞ subject to 0 ≤ x ≤ 1 and x n 1 þ ð1 À xÞ n 2 ¼ n (see Theorem 2) . In d-f, the optimal values n ? 1 and n ? 2 are, respectively, represented by the blue and yellow lines for (d) n ¼ 0:5 (e) n ¼ 1 (f) n ¼ 1:5. The optimal value x ? can be obtained by evaluating x ? ¼ ð n À n ? 2 Þ=ð n ? 1 À n ? 2 Þ.
Theorem 3
The energy-constrained private capacity of a thermal-loss channel is lower bounded as follows:
where f ðη; n th ; nÞ is defined in Eq. (24) . The proof of Theorem 3 is given in the Methods section. As can be seen from Fig. 5a , our new bound in Eq. (25) is strictly tighter than the bound in Eq. (24) in the noisy channel regime. Similarly as above, this nontrivial advantage is due to the convexity of the function f ðη; n th ; nÞ in n in the small n regime for fixed values of η and n th . For illustration, we plot in Fig. 5b the function f ðη; n th ; nÞ as a function of n for η = 0.79 (or γ = 0.21) and n th ¼ 1. Due to the convexity of f ðη; n th ; nÞ in the small n regime, the convex hull of the achievable region fð n; RÞj n ! 0 and R f ðη; n th ; nÞg properly contains the region itself (see the shaded green region in Fig. 5b ) and this explains the superior performance of our new bound in Eq. (25) .
Discussion
In this work, we have improved the lower bounds to the various energy-constrained quantum capacities of the thermal-loss channel, which is the basic model for realistic optical and microwave communication channels. In this way, our work shows that higher communication rates can be achieved for various quantum communication tasks with these practically relevant quantum channels than previously believed. Below, we make several remarks and discuss possible new research directions.
First, it was shown in a related work 53 that a global encoding scheme with a correlated Gaussian input state can yield larger coherent information than a local encoding scheme with an uncorrelated Gaussian input state for lossy bosonic channels with correlated environmental noise. We remark that our work differs from this previous work in that we show a correlated Gaussian input state can outperform its uncorrelated counterpart even for the usual thermal-loss channels with uncorrelated environmental noise. Note that the loss model with uncorrelated environmental noise which we consider here has greater practical relevance because noise in realistic optical and microwave communication channels is well approximated by thermal-loss channels with uncorrelated environmental thermal noise 40, 41 .
In addition, our result in Theorem 1 can be understood as the establishment of the superadditivity of the coherent information of thermal-loss channels with respect to Gaussian input states: as shown in ref. 38 , the single-mode thermal stateτð nÞ is the optimal single-mode Gaussian input state for the coherent information of thermal-loss channels. Since we show that multimode correlated thermal states (which are Gaussian) sometimes outperform the single-mode thermal state, it means that the coherent information of thermal-loss channels is superadditive with respect to Gaussian input states. On the other hand, it is still unclear whether the coherent information of thermal-loss channels is genuinely superadditive with respect to all input states. This is because technically there is still a possibility that some non-Gaussian input state may outperform all Gaussian input states. We leave this optimality question in the non-Gaussian domain as an open research direction.
Another interesting open question is whether the convexity argument presented here can be adapted to explain the known superadditivity behavior of the qubit depolarization 18, 54, 55 and dephrasure [56] [57] [58] channels. To contrast, we remark that the coherent information of a degradable channel is concave with respect to input states and its quantum capacity is additive [26] [27] [28] (see also ref. 59 ).
We also remark that our improvement of the lower bounds is not strong enough to close the gap between the lower bounds and the best-known upper bounds of various energy-constrained quantum capacities of thermal-loss channels 29, [47] [48] [49] . It will thus be interesting to see whether it is possible to further improve the lower and upper bounds to get a better understanding of the various quantum capacities of thermal-loss channels.
Finally, we emphasize that we did not provide explicit strategies to achieve various quantum communication rates established in this work, but only proved their existence. This is because the achievability of the coherent information, reverse coherent information, and private information is based on random coding arguments. Therefore, it will be an interesting research avenue to look for explicit quantum communication protocols (e.g., by (7)) and correlated multimode thermal states (Eq. (9)), respectively, and are identical to the blue and red lines in Fig. 2a . The yellow line represents the lower bound of ref. 47 (fðη; n th ; nÞ; see also Eq. (24)) obtained by using the displaced thermal state in Eq. (22) . The dashed green line represents our improved lower bound (Fðη; n th ; nÞ; see also Eq. (25)) obtained by using the classical-quantum state we constructed in Eq. (39) . b Achievable private communication rate of a thermal-loss channel N ½η; n th with η = 0.79 (or γ = 0.21) and n th ¼ 1 as a function of the maximum allowed average photon number n. The yellow line represents the bound of ref. 47 (fðη; n th ; nÞ) and the dashed green line represents our bound (Fðη; n th ; nÞ).
Similarly as in the case of quantum state transmission (Figs. 2, 3) , the nontrivial advantage of our classical-quantum state in Eq. (25) is due to the fact that fðη; n th ; nÞ is convex in the small n regime, and thus the convex hull of the achievable region fð n; RÞj n ! 0 and R fðη; n th ; nÞg properly contains the region itself (see also the main text).
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Methods
Gaussian states and channels. A bosonic mode is described by its annihilation and creation operatorsâ andâ y that satisfy the commutation relation ½â;â y ¼ 1 (see, for example, ref. 35 ). Letx ðq 1 ; Á Á Á ;q N ;p 1 ; Á Á Á ;p N Þ be the quadrature operators of N bosonic modes, whereq k ðâ y k þâ k Þ= ffiffi ffi 2 p andp k iðâ y k Àâ k Þ= ffiffi ffi 2 p . The quadrature operators satisfy the commutation relation ½x j ;x k ¼ iΩ jk , where Ω is defined as
and I N is the N × N identity matrix. By definition, the characteristic function of a Gaussian stateρ is Gaussian 36 :
where x and V are the first and the second moments of the quadrature operatorx. A Gaussian state is thus fully characterized by its first two moments and one can writeρ ¼ρ G ð x; VÞ. A Gaussian channel N is a completely positive and trace preserving map (a CPTP map) 64 that maps a Gaussian stateρ G ð x; VÞ to another Gaussian statê ρ G ð x 0 ; V 0 Þ. A Gaussian channel N is fully characterized by its action on Gaussian states,
i.e., by ðT; N; dÞ. A thermal-loss channel N ½η; n th is a single-mode Gaussian channel that has T ¼ ffiffi ffi η p I 2 , N ¼ ð1 À ηÞð n th þ 1 2 ÞI 2 , and d = 0, where η ∈ [0, 1] and n th ! 0. Thermal-loss channels are a good model for realistic optical and microwave communication channels. A thermal-loss channel with n th ¼ 0 is called a bosonic pure-loss channel.
Other single-mode Gaussian channels include additive Gaussian noise channels and amplifier channels. An additive Gaussian noise channel N B 2 ½σ is characterized by T = I 2 , N ¼ σ 2 I 2 , and d = 0, and is also called a Gaussian random displacement channel. An amplifier channel A½G; n th is characterized by T ¼ ffiffiffi ffi G p I 2 , N ¼ ðG À 1Þð n th þ 1 2 ÞI 2 , and d = 0 where G ≥ 1. An amplifier channel is called a quantum-limited amplification channel, if n th ¼ 0 and a noisy amplification channel if n th > 0 (see Sec. V of ref. 36 for more details).
Gaussian Fourier transformation. We define the N-mode Gaussian Fourier transformationÛ ðNÞ GFT as a Gaussian operation that transforms the annihilation operators by a discrete Fourier transformation:
The N-mode Gaussian Fourier transformation can also be understood as a Gaussian (unitary) channel that is characterized by ; ð30Þ N = 0, and d = 0, where RðθÞ cos θ Àsin θ sin θ cos θ
Since T is an orthogonal matrix (i.e., TT T = T T T = I 2N ), the N-mode Gaussian Fourier transformation is a passive linear optical operation that does not require squeezing. 
Proofs of

