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In this Letter, we first formulate an effective theory, which generally captures long-range proximity
effects of a surface system weakly coupled to an s-wave superconductor. The long-range proximity
effects include both the emergent long-range pairing and hopping interactions in the surface system.
We then model the Rashba spin-orbit-coupled nanowire in proximity with an s-wave superconductor
by taking into account the emergent nonlocal effects in the weak-coupling limit. In this limit the
induced superconducting pair potential is found much smaller than that of the host superconductor,
which is in good agreement with recent experiments. Compared with the previously considered
strong coupling limit with local proximity effects, the long-range interactions can significantly modify
the topological phase diagram, and considerably lower the threshold magnetic field for the emergence
of Majorana zero modes.
Introduction– Thanks to the development of nano-
fabrication techniques, the hybrid structure of nanoscale
material such as quantum dots and nanowires in proxim-
ity with superconductors can be readily realized experi-
mentally1–4, where the superconducting proximity effect
can lead to a diversity of subgap states in nanodevices,
such as the Cooper-pair splitter2,3,5, Andreev bound
states6–9, and Andreev tunneling10. In particular, a one-
dimensional (1D) topological superconductor can be re-
alized by a spin-orbit-coupled nanowire in the proximity
with s-wave superconductors11–16, and tremendous ex-
perimental efforts have been paid along this direction to
confirm the existence of Majorana zero end-modes17–20.
This is mainly due to that quasiparticle excitations of
Majorana fermions located at the defects of topologi-
cal superconductor have been considered to be one of
the most promising candidates for topological quantum
computing hardware based on their nonabelian statis-
tics12,21–23.
All these researches underlined the importance of the
superconducting proximity effect in understanding and
exploring the novel quantum effects in hybrid nanostruc-
tures. Most of previous works concerning the proximity
effect adopted the scenario that the induced supercon-
ducting pairing potential (SPP) is approximately equal
to that of the host superconductor, which can be de-
rived from strong couplings between the surface system
and the host superconductor24–26. However, experimen-
tal evidences showed that the induced SPP can be much
smaller than that of the host superconductor18,27. This
suggests that the strong coupling limit may not be the
answer in some experiments, and therefore it is meaning-
ful to explore other possibilities.
In this Letter, we establish an effective theory for the
proximity effect by taking the weak-coupling limit, which
gives arise small SPPs in good agreement with the ex-
perimental evidences. Furthermore, the resultant inter-
actions feature long-range pairings and hoppings. It is
worth to note that long-range pairings and hoppings of
various forms in topological superconductors have re-
cently attracted much attention28–37. However, before
the present work, a microscopic theory for the emer-
gence of these long-range interactions, to the best of our
knowledge, was still absent, and therefore the exact form
of the induced long-range interactions had not been de-
termined. In our theory, both pairing and hopping are
rigorously derived as a result from the crossed Andreev
reflection, and exhibit exponentially damped oscillation
with the characteristic length equal to the superconduct-
ing coherence length. Since the coherence length is typi-
cally much larger than the lattice constant, the nonlocal
pairing and hopping virtually correspond to long-range
proximity effects.
We then apply the uncovered long-range interactions
to study a 1D Rashba nanowire in proximity with an
s-wave superconductor, whose importance has been ad-
dressed above. Compared with the previously consid-
ered strong-coupling limit with local proximity effects16,
the long-range interactions from the weak-coupling limit
have several significant experimental consequences: i)
The topological phase diagram has been dramatically
changed, where particularly the topological regions are
no longer symmetric under the inversion of the onsite
energy; ii) As a result of the deformed phase diagram,
a much smaller critical magnetic field is required for the
emergence of Majorana zero modes by tuning the gate
voltage of nanowire; iii) Topological phase transitions
explicitly depend on the Fermi momentum of the host
superconductor. Moreover, it is worth to note that the
framework established in our work can be applied to var-
ious other surface-superconductor hybrid systems in the
weak-coupling case as well.
The effective theory– Let us start with a binary system
consisting of two adatoms A and B in proximity with an
s-wave superconductor. Then, the Hamiltonian can be
written as
Hˆ = HˆN + HˆSC + HˆT, (1)
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2where
HˆN =
∑
i,σ
(ε0 − µF ) c†iσciσ,
HˆSC =
∫
d3r Ψ†(r)hSCΨ(r),
HˆT = t0
∫
d3r η†(r)Ψ(r) + H.c..
Here, HˆN is the Hamiltonian of the attached system,
where i = A or B labeling the two adatoms, and the
on-site energy ε0 can be controlled by the gate volt-
age. HˆSC is the Hamiltonian of the host superconduc-
tor with the Nambu spinor Ψ(r) = [ψ↑(r), ψ
†
↓(r)]
T . The
Bogoliubov-de Gennes (BdG) Hamiltonian is given by
hSC = [pˆ
2/(2m) − µF ]τ3 + ∆0τ1, where µF and ∆0
are the chemical potential and SPP, respectively. HˆT
describes the coupling between the surface system and
host superconductor, where η(r) = [d↑(r),−d†↓(r)]T , with
dσ = cAσδ(r− rA) + cBσδ(r− rB).
In contrast to previous works, we consider the weak
coupling limit,
t0, |ε0 − µF |  ∆0, (2)
namely, that the characteristic energy scale of surface sys-
tem is much smaller than ∆0, so is the coupling strength
between the surface system and host superconductor.
This condition corresponds to physics in the subgap re-
gion, since the excitations of the host superconductor
have much higher energies than those of the attached sys-
tem. In fact, there are experimental evidences favoring
the weak-coupling limit, rather than the strong-coupling
limit. For the later case, the two adatoms together with
the superconductor are tightly bounded, approximately
with the same SPP, ∆0
25. But, this contradicts with the
experimental evidences in Refs.18 and27, which showed
that the induced SPP is much smaller than that of the
host superconductor. For instance, in Ref.18, the SPP
of the host superconductor Nb is about 1.55 meV, much
larger than the induced SPP of InSb, which is about 0.25
meV. As we shall see in Eq. (8), the weak coupling limit
can lead to small SPP in agreement with these experi-
ments.
Different from the renormalization method in the
strong-coupling limit25, the effective action for the weak-
coupling limit can be derived by integrating out the
fermionic degree of freedom, Ψ(r), of the superconduc-
tor, which gives
Seff = t
2
0
∫
d4xd4x′ η†(x)G(x− x′)η(x′) (3)
with xµ = (r, τ). The Fourier transform of G(x − x′)
is just the Matsubara Green’s function, G (iωn,k) =
1/[iωn − hsc(k)], and hsc(k) can be diagonalized by
a unitary transformation, εkτ3 = Ukhsc(k)U
†
k, where
εk =
√
ξ(k)2 + ∆20 with ξ(k) = ~2k2/2m − µF . Then,
by employing the contour integral trick for the summa-
tion over the Matsubara frequencies, we can explicitly
calculate G(τ − τ ′,k) as
T
∑
iωn
U†k
1
iωn − εkτ3Uke
−iωn(τ−τ ′)
=U†k
(
−Θ(τ−τ ′) 0
0 Θ(τ ′−τ)
)
Uk e
−εk|τ−τ ′|,
(4)
where T is the temperature, and Θ(τ) is the step func-
tion. Hence, the imaginary-time correlation length is
1/εk ∼ 1/∆0, which is very small, because ∆0 is large
in the weak coupling limit. This actually reflects the
uncertainty principle, since the time uncertainty can be
evaluated as 1/∆0. As a result, at low temperatures and
time scale much larger than 1/∆0, we can approximate
that G(x − x′) ≈ −δ(τ − τ ′)K(r − r′), where K(r) is
the Fourier transform of 1/hsc(k). In other words, the
imaginary-time correlation is effectively instantaneous in
the weak-coupling limit, and accordingly, the effective
Hamiltonian reads
Hˆeff = −t20
∫
d3rd3r′ η†(r)K(r− r′)η(r′). (5)
The result can also be understood as following. As a
result of the weak coupling limit in Eq. (2), only the
frequencies |iωn| ∼  − µF  ∆0 are relevant for the
low-energy effective theory. Because the energy scale of
hsc(k) is about ∆0, the Green’s function can be approx-
imated as G (iωn,k) ≈ −1/hsc(k), from which Eq. (S7)
can be derived.
The effective Hamiltonian of Eq. (S7) can be de-
rived explicitly. Since hSC(k) is isotropic, K(r − r′)
depends only on the distance l = |r − r′|. Then,
we can proceed straightforwardly to obtain K(l) =∫
dξN(0) 1/hSC [sin(kl)/(kl)], where k = kF (1+ξ/µF )
1/2
with kF the Fermi momentum, and N(0) is the density
of states near the Fermi energy. Since the main contri-
bution comes from the states near the Fermi energy with
ξ  µF , we can approximate that k ≈ kF [1 + ξ/(2µF )],
and extend the integration interval of ξ to be (−∞,∞),
which gives
K(l) = piN(0)τ3 cos kF l + τ1 sin kF l
kF l
e−l/ξ0 . (6)
Finally, substituting Eq. (6) into Eq. (S7), and recall-
ing the explicit expression of η(r), we obtain the effec-
tive Hamiltonian of the attached system consisting of
adatoms A and B, which is given by
Hˆeff = ∆˜(c
†
A↑c
†
B↓ + c
†
B↑c
†
A↓)− t˜
∑
σ
c†AσcBσ + H.c.. (7)
t˜ and ∆˜ depend on the distance l between the two
adatoms as
t˜(l) + i∆˜(l) = [∆˜0/(kF l)] exp(−l/ξ0 + ikF l), (8)
3where the on-site SPP is given by ∆˜0 = pit
2
0N(0), and
the coherence length of the host superconductor ξ0 =
2µF /(kF∆0).
Several comments are ready for the result of Eq. (7).
First, we emphasize that, in contrast to the strong cou-
pling case, the induced SPP in the weak coupling limit of
Eq. (2) is much smaller than the SPP of the host super-
conductor, namely, that ∆˜(l)  ∆0. As afore claimed,
this is consistent with recent experimental evidences18,27.
Furthermore, ∆˜0 is even independent of ∆0, which resem-
bles the result in quantum-dot systems24. Second, we no-
tice that both terms in Eq. (7) arise from the crossed An-
dreev reflection, where two electrons with opposite spins
transfer from adatom A and B, respectively, into the su-
perconductor, and then form a Cooper pair, or vice versa.
Third, ∆˜AB and t˜AB spatially oscillate with the atomic
length k−1F of the superconductor, and exponentially de-
cay with the decaying length ∼ ξ0. However, they are
still long-range interactions, since ξ0 is typically much
larger than atomic spacings.
An application to nanowires– As an application of the
effective long-range hopping and pairing above, we con-
sider a 1D Rashba spin-orbit-coupled nanowire in prox-
imity with an s-wave superconductor, which has been
widely used for realizing Majorana zero modes16,38,39.
The Hamiltonian of an isolated 1D nanowire with Rashba
spin-orbit interaction in the presence of a parallel mag-
netic field is given by
Hˆ0 =
∑
i
(−tc†i ci+1 + H.c.) +
∑
i
¯c†i ci
+
∑
i
(iλRc
†
iσ2ci+1 + H.c.) +
∑
i
hZc
†
iσ1ci. (9)
The first term is a nearest neighbor hopping term, and
the second term is an on-site energy term, where we have
suppressed the spin index on the electron operators. The
third term is a nearest neighbor Rashba term, and the
fourth term corresponds to the Zeeman effect under the
parallel magnetic field, where σi with i = 1, 2, 3 are the
Pauli matrices.
By taking into account the long-range pairing and hop-
ping terms from the proximity effect, the total Hamilto-
nian can be written as Hˆtot = Hˆ0 + Hˆeff , where
Hˆeff = −
∑
i,r 6=0
t˜(r)c†i ci+r+
∑
i,r
∆˜(r)c†i,↑c
†
i+r,↓+H.c.. (10)
The coefficients t˜(r) and ∆˜(r) are given by Eq. (8), where
the integer r corresponds to the distance between two
atoms related by the long-range interactions. For the first
term, the case with r = 0 can be absorbed into the second
term of Eq. (9) after lattice regularization, and therefore
has been excluded in the summation. Accordingly, the
BdG Hamiltonian is
h(k) = −[2t cos k − ¯+ t˜(k)]τ3
+ ∆˜(k)τ1 + 2λR sin k τ3σ2 + hZσ1, (11)
FIG. 1. The hZ-¯ phase diagram of the nanowire system in
the absence of long-range interactions (a), and in the presence
of long-range interactions for kF = 1.2pi (b) and 0.5pi (c), and
¯-kF phase diagram with hZ = 4 (d). Here W = −1 (+1) for
the red-color (blue-color) region and W = 0 for the yellow-
color region. The other parameters are taken as t/∆˜0 = 1
and ξ0 = 10.
with the Nambu spinor (ck↑, ck↓, c
†
−k↓,−c†−k↑)T . τi with
i = 1, 2, 3 are the Pauli matrices acting in the particle-
hole space. The explicit expressions of t˜(k) and ∆˜(k) are
given by
[t˜(k) + i∆˜(k)]/∆˜0 = i+
∞∑
r=1
2 cos kr
kF r
e−r/ξ0+ikF r. (12)
The dependences of t˜(k = 0/pi) and ∆˜(k = 0/pi) on kF
and ξ0 are plotted in the Supplemental Material (SM)
40.
Topological phases– We proceed to discuss the topo-
logical invariant of the system. The nanowire with long-
range interactions belongs to class D in the Altland-
Zirnbauer symmetry classification41, where particle-hole
symmetry for Eq. (11) is represented by C = τ2σ2K with
K the complex conjugate. 1D topological superconduc-
tors in class D have a Z2 topological classification, and
the corresponding topological invariant is just the quan-
tized Berry phase of valence bands in unit of pi mod 223,41.
For Eq. (11), the Berry phase is given explicitly by
W = [sgnZ(pi)− sgnZ(0)]/2, (13)
where Z(k) = (∆˜(k) + 2iλR sin k)
2 − h2Z + [2t cos k −
¯ + t˜(k)]2, and in particular, Z(0/pi) = [2t + t˜(0/pi) −
¯]2 − [h2Z − ∆˜2(0/pi)]42–44. A detailed derivation can be
4found in the SM40. The topological phase diagram of
the nanowire system can be determined by Eq. (13), and
the phase diagrams are shown in Fig. S3, where we have
chosen t = ∆˜0 = 1 and λR > 0 without loss of generality.
In the SM40, we also numerically solve the Majorana zero
modes at the ends of the nanowire, which is consistent
with the bulk topological invariant.
Compared with the strong-coupling limit, the weak-
coupling limit with the long-range interactions leads to
three significant differences. First, the symmetry of the
phase diagram under ¯ to −¯ is violated by the long-
range interactions. Taking ξ0 → 0, the model with the
strong coupling limit in Ref.16 is formally recovered with
t˜(k) = 0 and ∆˜(k) = ∆˜0 from Eq. (12). We can derive
the phase diagram of Fig. S3(a) from Eq. (13), which
is mirror symmetric with respect to ¯ = 0. However,
the symmetry of phase diagram is broken, as observed
in Figs. S3(b) and (c), when the long-range hopping and
pairing are added. This can be understood by the follow-
ing argument. In the case of t˜(k) = 0 and ∆˜(k) = ∆˜0,
by taking ¯ → −¯ and k → k + pi in Eq. (11), Z(k)
is transformed to Z∗(k), which inverses the sign of the
winding number W of Eq. (13). But, this symmetry is
not intrinsic to the system, and can be violated when the
long-range interactions arise. Particularly, t˜(0) and t˜(pi)
[∆˜(0) and ∆˜(pi)] are in general unequal in Z(0/pi), lead-
ing to different sizes of the blue-colored and red-colored
regions in Fig. S3(b) and (c).
Second, as a result of the asymmetric phase diagram,
the threshold magnetic field at about ¯ = −2.5 in
Fig. S3(c) for the topologically nontrivial phase is van-
ishingly small compared to the effective pairing potential
∆˜0. This indicates an enlarged topological nontrivial re-
gion (with red color) in the presence of the long-range
hopping and pairing. In the strong coupling case, it was
proposed that the condition hZ > ∆0 should be required
for experimental realization of Majorana zero modes16.
But, in the weak coupling case neglecting the long-range
interactions, as shown in Fig. S3(a), the condition above
has been replaced with a relaxed condition hZ > ∆˜0,
with ∆˜0 being significantly smaller than ∆0. This condi-
tion is further relaxed when the long-range interactions
are included. The threshold magnetic field can even be
much lower than ∆˜0, as seen in Fig. S3(c).
Third, in the weak-coupling limit, changing kF leads
to topological phase transitions as shown in Fig. S3(d).
In contrast, the phase diagram in the strong coupling
limit has no explicit kF dependence. Figure S3(d) shows
the ¯-kF phase diagram with hZ = 4, where topological
phase transitions occur by varying kF at given on-site
energies ¯. This is because t˜(k) and ∆˜(k) oscillate with
kF , as seen from Eq. (12).
Summary– In summary, we have rigorously derived the
effective Hamiltonian for a surface system weakly coupled
to an s-wave superconductor. The induced long-range
pairing and hopping are much smaller than the SPP of
the host superconductor, in consistent with recent ex-
periments. They exhibit exponentially damped oscilla-
tion with the characteristic length equal to the coher-
ence length of host superconductor. Taking into account
the long-range effects, we studied a Rashba spin-orbit-
coupled nanowire in proximity with an s-wave supercon-
ductor. Several experimental consequences on the topo-
logical phase diagram have been discussed. Finally, we
note that the established framework is applicable to other
hybrid systems of superconductors, where weak coupling
takes place.
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1Supplemental Materials:
“Effective Long-Range Pairing and Hopping in a Surface System Weakly Coupled to
an s-Wave Superconductor”
I. DERIVATION OF EFFECTIVE HAMILTONIAN
In this section, we present technical details for the derivation of the effective theory Seff in the main text. After
integrating out the fermionic fields of the host superconductor, the effective action is given as
Seff = t
2
0
∫
d4xd4x′η†(x)G(x− x′)η(x′), (S1)
where x = (τ, r) and
G(x− x′) = T
∑
iωn
∫
d3k
(2pi)3
G(iωn,k)e
ik·(r−r′)−iωn(τ−τ ′). (S2)
The Green’s function G(iωn,k) = 1/ (iωn − hSC(k)) with ωn the Matsubara frequencies. We can diagonalize the
Hamiltonian of host superconductor by a unitary matrix Uk as
kτ3 = UkhSC(k)U
†
k, (S3)
where k =
√
ξ(k)2 + ∆20 with ξ(k) = ~2k2/2m− µF . Then, the Green’s function G(iωn,k) can also be diagonalized
by Uk,
G(iωn,k) = U
†
k
( 1
iωn−k 0
0 1iωn+k
)
Uk. (S4)
The summation of Matsubara frequency can be derived by contour integral trick and the Green’s function in real
space and imaginary time can be written as
G(x− x′) =
∫
d3k
(2pi)3
U†k
(
−Θ(τ−τ ′) 0
0 Θ(τ ′−τ)
)
Uk e
−εk|τ−τ ′| eik·(r−r′), (S5)
where Θ (τ − τ ′) is the step function. As discussed in the main text, because of the factor e−εk|τ−τ ′| in Eq. (S5),
the time correlation length is about 1/εk ∼ 1/∆0, which is very small in the weak coupling limit. As a result, the
interaction of effective action in Eq. (S1) is approximately instantaneous. Substituting Eq. (S5) into Eq. (S1), we
have
Seff = t
2
0
∫
d4xd4x′
∫
d3k
(2pi)3
η†(τ, r)U†k
(
−Θ(τ−τ ′) 0
0 Θ(τ ′−τ)
)
Uk η(τ
′, r′) e−εk|τ−τ ′| eik·(r−r′)
≈ t20
∫
d4xd4x′
∫
d3k
(2pi)3
η†(τ, r)U†k
(
−Θ(τ−τ ′) 0
0 Θ(τ ′−τ)
)
Uk η(τ, r
′) e−εk|τ−τ ′| eik·(r−r′)
= t20
∫
dτ
∫
d3rd3r′
∫
d3k
(2pi)3
η†(τ, r)U†k
(
− 1εk 0
0 1εk
)
Uk η(τ, r
′) eik·(r−r
′)
= −t20
∫
dτ
∫
d3rd3r′
∫
d3k
(2pi)3
η†(τ, r)
1
hSC(k)
η(τ, r′) eik·(r−r
′).
(S6)
In the second line, we have used η(τ ′, r′) ≈ η(τ, r′), since time correlation length is very small as being discussed in
the main text. In the third line, we integrated out τ ′. The fourth equality was derived by using Eq. (S3). From the
effective action in Eq. (S6), the effective Hamiltonian is given by
Hˆeff = −t20
∫
d3rd3r′ η†(r)K(r− r′)η(r′), (S7)
where K(r− r′) is
K(r− r′) =
∫
d3k
(2pi)3
1
hSC(k)
eik·(r−r
′). (S8)
2Since hSC(k) has rotational symmetry, K(r− r′) in Eq. (S8) depends only on the distance l = |r− r′|, namely, that
K(l) ≈ N(0)
∫
dξ
∫
sin θdθdϕ
4pi
ξτ3 + ∆0τ1
ξ2 + ∆20
eikl cos θ
= N(0)
∫
dξ
ξτ3 + ∆0τ1
ξ2 + ∆20
sin(kl)
kl
,
(S9)
where N(0) is the density of states of the host superconductor near the Fermi energy. Because the main excitations
of the host superconductor relevant to the effective Hamiltonian is near the Fermi energy, we have ξ  µF and
k ≈ kF [1 + ξ/(2µF )]. Hence, we can evaluate Eq. (S9) by extending the integration domain from (−ωD, ωD) to
(−∞,∞) with ωD being the Debye frequency of the host superconductor. Although the diagonal term of K(l = 0)
becomes divergent for ξ ∈ (−∞,∞), it can be absorbed into the renormalized chemical potential, which is determined
by equilibrium with the host superconductor. Consequently, only the off-diagonal terms corresponding to an induced
s-wave pairing potential are physically interesting.
II. THE EMERGENT PAIRING AND HOPPING IN A NANOWIRE
In the main text, the emergent pairing and hopping terms in a nanowire are given by
t˜(k)/∆˜0 =
∞∑
r=1
2
kF r
e−
r
ξ0 cos kF r cos kr, (S10)
∆˜(k)/∆˜0 = 1 +
∞∑
r=1
2
kF r
e−
r
ξ0 sin kF r cos kr. (S11)
For discussions on the topological phase diagram, we plot t˜(k = 0, pi) and ∆˜(k = 0, pi) with ξ0 = 10 as functions
FIG. S1. t˜(k) and ∆˜(k) as functions of kF with ξ0 = 10 [(a) and (b)] and of ξ0 with kF = 0.3pi [(c) and (d)] for k = 0 (blue)
and k = pi (red).
of kF in Figs. S1(a) and (b), respectively.All of them exhibit damped oscillation with increasing kF . When kF < pi,
∆˜(pi) is much smaller than ∆˜(0). In Figs. S1(c) and (d), t˜(k = 0, pi) and ∆˜(k = 0, pi) are plotted as functions of ξ0,
respectively, with kF = 0.3pi. Each of them tends to be a constant value for ξ0 > 10. Note that ∆˜(pi) approaches zero
3for ξ0 large enough, indicating a quite small pairing potential at k = pi, in contrast to the case of the strong coupling
limit.
III. THE DERIVATION OF TOPOLOGICAL INVARIANT
In this section, we detail the derivation of the Berry phase formula, Eq. (12), in the main text. The BdG Hamiltonian,
Eq. (10), of the nanowire can be block anti-diagonalized by a unitary transformation given by U = e−
pi
4 iτ1⊗σ2 , namely,
that
Uh(k)U† =
(
O Q(k)
Q†(k) O
)
, (S12)
where
Q(k) =
(
∆˜(k) + 2iλR sin k
)
− i (2t cos k − ¯+ t˜(k))σ2 − hZσ3. (S13)
For the purpose of topological analysis, we consider the flattened Hamiltonian h˜ =
∑
α |+, α, k〉〈+, α, k| −∑
α |−, α, k〉〈−, α, k|, where |±, α〉 are conduction and valence eigenstates of h(k), respectively, with α = 1, 2. Ac-
cordingly, the upper-right block of Uh(k)U† is a unitary matrix Qˆ(k) with
Qˆ†Qˆ = 12. (S14)
Then, the valence eigenstates can be given by
|−, α, k〉 = 1√
2
( −vα
Qˆ†(k)vα
)
, (S15)
where vα are an orthonormal basis of C2 independent of k. Hence, the Berry connection of valence bands is given by
a(k) = i
∑
α
〈−, α, k|∂k|−, α, k〉
=
i
2
trQˆ∂kQˆ
† = − i
2
trQˆ†∂kQˆ
= − i
2
∂ktr ln Qˆ = − i
2
∂k ln DetQˆ.
(S16)
In the second equality of the second line, we have used Qˆ†∂kQˆ = −(∂kQˆ†)Qˆ, which can be derived from Eq. (S14).
In the second equality of the third line, we recalled that ln DetA = tr lnA for any matrix A. The determinant of Qˆ is
related to that of Q by
DetQˆ(k) =
1
d(k)
DetQ(k), (S17)
where d(k) is a real and definitely positive function of k. Thus, the Berry phase in unit of pi over the first Brillouin
zone is
W =
∮
dk
pi
a(k) =
∮
dk
2pii
∂k lnZ(k) mod 2, (S18)
where
Z(k) = (∆˜(k) + 2iλR sin k)
2 − h2Z + [2t cos k − ¯+ t˜(k)]2. (S19)
Note that the Berry phase can be changed by an even integer under a gauge transformation, and ∂k ln d(k) vanishes
under the closed integration, since d(k) is a real function.
Let Z(k) = |Z(k)| eiθ(k) with θ(k) = argZ(k). We can write Eq. (S18) as
W =
∮
dk
2pii
(∂k ln |Z(k)|+ i∂kθ(k)) mod 2. (S20)
4FIG. S2. (a) Energy spectrum as a function of ¯ under open boundary conditions with 100 lattice sites, hZ = 1, αR = 0.8, and
the same t, ∆˜0, ξ0, kF as those in Fig. S3(c). (b) The spatial distribution of MFs for the ¯ = 2 case in (a).
Because of particle-hole symmetry, we have the identity,
Z(k) = Z∗(−k), (S21)
which can also be directly verified from Eq. (S19). Since the nonzero real function |Z(k)| is periodic over the first
Brillouin zone, the first term in Eq. (S20) vanishes for the closed path. For θ(k), equation (S21) implies
θ(k) = −θ(−k) mod 2pi, (S22)
and
θ(0), θ(pi) ∈ {npi| n ∈ Z}. (S23)
Thus,
W =
∫ pi
0
dk
pi
∂kθ(k) mod 2
=
1
pi
[θ(pi)− θ(0)] mod 2.
(S24)
which is equivalent to the formula of Eq. (12) in the main text.
IV. ENERGY SPECTRUM AND BOUNDARY STATES
To demonstrate the bulk-end correspondence, we numerically calculate the energy spectrum as a function of ¯ under
the Dirichlet boundary condition with 100 lattice sites, where we choose hZ = 1, λR = 0.8, and the same values of
t, ∆˜0, ξ0, kF as those in Fig. 1(c) of the main text. By tuning ¯, the appearance of Majorana zero modes is consistent
with the phase diagram of Fig. 1(c) in the revised manuscript. These Majorana zero modes locate at the ends of the
nanowire, which is clear from the probability density of their wave functions in real space, as plotted in Fig. S2(b)
with ¯ = −2.
