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Zusammenfassung 
Die zerstörungsfreie Ultraschallprüfung von akustisch anisotropen Werkstoffen stellt auch 
heute noch eine Herausforderung dar. Die Gefügestruktur in solchen Materialien beeinflusst 
die Wellenausbreitung derart, dass es zum einen zu starken Streuungen durch die 
großflächigen Korngrenzen und zum anderen, aufgrund der akustischen Anisotropie, zu 
einer Richtungsabhängigkeit der Schallgeschwindigkeiten kommt. 
In den vergangenen Jahren wurden bereits Lösungsansätze zur mathematischen 
Modellierung der Schallausbreitung in anisotropen Materialien vorgestellt. Diese basieren in 
der Regel auf FEM- bzw. FIT- Algorithmen, die durch die Diskretisierung des gesamten 
Volumens einen hohen Rechenaufwand erfordern und in der täglichen Prüfpraxis aufgrund 
ihrer Komplexität bei der Parametrierung nur bedingt einsetzbar sind. Aus diesem Grund 
wird hier ein Ansatz zur Schallfeldberechnung gewählt, der auf die praktische Anwendung 
von Gruppenstrahler-Prüfköpfen zugeschnitten ist. Während sich andere Verfahren auf 
einzelne Wellenanteile und monofrequente Lösungen beschränken, um den 
Rechenaufwand zu reduzieren, können mit diesem Ansatz die reale Signalform des 
Prüfkopfes sowie alle auftretenden Wellenanteile in homogenen transversalisotropen 
Medien berücksichtigt werden. 
Durch entsprechende Optimierungen im Berechnungsalgorithmus lässt sich das gesamte 
vierdimensionale Schallfeld eines Gruppenstrahler-Prüfkopfes im Halbraum in kürzester 
Zeit berechnen. Die analytische Lösung der Wellengleichung für den Halbraum in Form 
einer Greenschen Funktion wird dabei in eine Gleichung umgeformt, die hier als 
vierdimensionale Punktrichtwirkung bezeichnet wird. Dieser Modellansatz ermöglicht es, die 
Parameter eines Gruppenstrahlersystems in der praktischen Anwendung zu überprüfen 
und durch iterative Rechnungen zu optimieren. 
Mit Hilfe einer einfach zu handhabenden Visualisierungstechnik ist es möglich diesen 
Modellansatz mit realen Schallfeldmessungen zu vergleichen. Dazu werden mit 
elektrodynamischen Sonden die einzelnen Komponenten des dreidimensionalen Vektors 
der Teilchenverschiebung an der Oberfläche von Festkörpern abgetastet. Die an den 
Messpunkten ermittelten Zeitfunktionen des Verschiebungsvektors werden dann dem 
berechneten Zeitverlauf der Wellenausbreitung gegenübergestellt. Die berechneten und 
gemessenen Schallfelder stimmen in der Phasenlage und im Amplitudenverlauf gut 
überein. Die Ergebnisse zeigen, dass mit dem verwendeten Rechenmodell alle in der 
Realität auftretenden Wellenanteile vollständig berücksichtigt werden und dreidimensionale 
Problemstellungen aus der Praxis mit diesem Modell korrekt berechnet werden können. 
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Abstract 
Modelling of the sound propagation in transversely isotropic materials for the 
determination of optimised parameters for the ultrasonic testing with phased arrays 
by introduction of a four-dimensional directivity pattern 
The non-destructive ultrasonic testing of acoustic anisotropic materials is an important 
challenge. The texture of these materials causes a strong scattering of the sound wave by 
the extensive grain boundaries and a direction dependent sound velocity by the acoustic 
anisotropy. 
Several approaches for the modelling of the sound propagation in anisotropic materials 
were presented in the last years. These approaches are normally based on FEM or FIT 
algorithms using a discretisation of the complete volume. Their calculation needs extensive 
time and a very complex parameterisation. Thus these algorithms are not suitable in 
practice of ultrasonic testing. In this work an approach is presented that is optimised for the 
application of phased array transducers. The new approach considers the real frequency 
spectrum of the transducer as well as all occurring wave modes in homogeneous 
transversely isotropic media, whereas other approaches are limited to solutions for single 
wave modes and single frequencies to reduce the calculation effort. 
The appropriate optimisations of the mathematical algorithm allow the fast calculation of the 
complete four-dimensional transient wave field of a phased array transducer in the half-
space. The Green’s functions are derived by an analytical solution of the elastodynamic 
wave equation for the half-space. These functions will be transformed into an equation 
which will be referred to in this work as four-dimensional directivity pattern. This approach 
allows the verification of the parameters of a phased array system and their optimisation by 
iterative calculations in the practical application. 
To get accurate results in these calculations, the experimental verification of the applied 
mathematical model for the wave propagation is an essential task. The technique presented 
in this work applies electrodynamic probes, which provides a simple use. The probes can 
detect the particle displacement at a solid surface in all three spatial directions. The 
measured time-functions of the wave field will be compared with the calculated time-
functions. They show a good accordance in the phase and the amplitude. This confirms that 
the applied mathematical model considers completely all in practice occurring wave modes. 
The results further show that three-dimensional problems in practice can be calculated 
correctly with this model. 
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1 Einleitung 
Einordnung der Arbeit 
Neue Technologien zur Wirkungsgradsteigerung in Kraftwerken beruhen in erster Linie auf 
der deutlichen Anhebung der Dampfparameter Druck und Temperatur. Dafür werden 
dickwandige Komponenten aus austenitischem Stahl und aus Nickellegierungen eingesetzt. 
Die Herstellung und Inbetriebnahme sowie der langzeitige Betrieb von solchen 
hochbelasteten Kraftwerkskomponenten erfordert die uneingeschränkte Integrität der 
Komponenten und deren Schweißverbindungen, um die Sicherheit und Verfügbarkeit im 
Betrieb zu gewährleisten und eine Gefährdung von Mensch und Umwelt auszuschließen. 
Die Auslegung und Berechnung der Restlebensdauer von Kraftwerkskomponenten erfolgt 
dabei unter der Annahme, dass fehlerfreie Bauteile bzw. tolerierbare Fehlergrößen 
vorliegen. Daher ist neben dem Langzeitverhalten der Werkstoffe auch die zerstörungsfreie 
Prüfung auf sicherheitsrelevante Fehlstellen bzw. Werkstoffungänzen im Rahmen der 
Herstellung sowie bei den wiederkehrenden Prüfungen nach erfolgter Betriebsbelastung ein 
wichtiger Faktor für die Anlagensicherheit. Das erfordert eine einfach zu handhabende aber 
trotzdem aussagekräftige und zuverlässige Prüftechnik. 
Dickwandige Komponenten aus Nickellegierungen stellen besondere Anforderungen an die 
zerstörungsfreie Prüfung. Die Oberflächenverfahren, Eindring- und Wirbelstromprüfung, 
sind uneingeschränkt anwendbar, wenn die Zugänglichkeit der zu prüfenden Oberflächen 
gewährleistet ist. Bei den Volumenprüfverfahren, Durchstrahlungs- und Ultraschallprüfung, 
gibt es dagegen Einschränkungen. 
Die Durchstrahlungsprüfung von Bauteilen aus Nickellegierungen unterscheidet sich nicht 
grundsätzlich von der Prüfung ferritischer Stähle. Die Problematik ergibt sich hier aus den 
zu durchstrahlenden Wanddicken. Röntgenröhren und Isotope können diesen Bereich nicht 
mehr abdecken. Bei der Fertigung können für die zerstörungsfreie Prüfung Linear-
beschleuniger mit höheren Strahlungsenergien eingesetzt werden. Bei der Prüfung zur 
Inbetriebnahme und den wiederkehrenden Prüfungen im Kraftwerk sind diese Prüfanlagen 
aufgrund ihrer Abmessungen und der notwendigen Sicherheitsvorkehrungen allerdings 
nicht einsetzbar. 
Aus diesem Grund gibt es für die Ultraschallprüfung in der Praxis keine Alternative. Bei der 
Ultraschallprüfung von Komponenten aus Nickellegierungen treten ähnliche 
Schwierigkeiten wie bei austenitischen Werkstoffen auf. Das wesentliche Problem liegt in 
der akustischen Anisotropie und der Inhomogenität von gegossenen Bauteilen, durch die 
die Ausbreitungsgeschwindigkeit von Ultraschallwellen richtungsabhängig ist und die 
Schallausbreitung aufgrund von Reflexions-, Beugungs- und Streueffekten an den 
Korngrenzen gestört wird. Dadurch ist der Verlauf der Ultraschallwellen in solchen 
Komponenten nicht mehr zuverlässig vorhersagbar. 
Die zerstörungsfreie Ultraschallprüfung von solchen Komponenten stellt auch heute noch 
eine Herausforderung dar. In der Praxis wird dazu immer mehr die Gruppenstrahlertechnik 
eingesetzt, mit der der Einschallwinkel und der Fokuspunkt des Prüfkopfes in Abhängigkeit 
von den akustischen Materialeigenschaften und den geometrischen Bedingungen 
1 Einleitung 
BAM-Dissertationsreihe 2 
elektronisch durch die Änderung von Verzögerungszeiten eingestellt werden kann. Der 
reale Schallfeldverlauf bzw. die einzustellenden Verzögerungszeiten können dabei 
allerdings nur mit Hilfe einer mathematischen Modellierung des Prüfproblems korrekt 
bestimmt werden. 
 
Darlegung des Problems 
Bei der klassischen Ultraschallprüfung wird davon ausgegangen, dass die untersuchten 
Materialien akustisch isotrop und homogen sind, das heißt, dass die Korngröße im Material 
deutlich kleiner als die eingesetzte Wellenlänge ist. Unter dieser Annahme erfolgt die 
Ausbreitung der elastischen Wellen in allen Richtungen mit gleicher Schallgeschwindigkeit 
und die Materialeigenschaften sind über das gesamte Volumen identisch. Diese 
Bedingungen sind in der Regel für feinkörnige Stähle im eingesetzten Wellenlängenbereich 
des Ultraschalls gegeben. 
Beim Gießen von Komponenten aus Nickellegierungen bilden sich ebenso wie bei 
austenitischem Stahlguss lange Stängelkristallite mit großen Querschnittsflächen aus. Die 
Orientierung der Stängelkristallite ist dabei von der Erstarrungsrichtung abhängig und in der 
Regel nicht homogen. Diese Kristallite beeinflussen die Wellenausbreitung derart, dass es 
zum einen zu starken Streuungen an den großflächigen Korngrenzen und zum anderen, 
aufgrund der akustischen Anisotropie, zu einer richtungsabhängigen Schallgeschwindigkeit 
und damit zur Beeinflussung des Ausbreitungsverhaltens der Wellen kommt. Diese Effekte 
führen zur Verzerrung des Schallfeldes und somit zu einer Schwächung der Amplitude des 
empfangenen Signals. Der Signal-Rausch-Abstand des Ultraschallsignals ist deshalb 
deutlich geringer als bei feinkörnigen isotropen Materialien. Weiterhin ist aufgrund der 
richtungsabhängigen Schallgeschwindigkeit die genaue Ortung eines Reflektors nicht 
möglich. Beides erschwert die Bewertung von Fehlstellen deutlich und ist Ursache dafür, 
dass anisotroper Guss zu den schwer- bzw. nichtprüfbaren Materialien gehört. 
 
Motivation 
Motivation dieser Arbeit ist es, einen Beitrag zur Verbesserung der Prüfbarkeit von 
dickwandigen anisotropen Gussbauteilen zu leisten. Mit Hilfe der Gruppenstrahlertechnik ist 
es möglich, Ultraschallprüfungen mit elektronisch gesteuerten Schallfeldern durchzuführen, 
die an das Prüfproblem angepasst sind. Voraussetzung für eine erfolgreiche Optimierung 
des Prüfkopfschallfeldes ist es, ein mathematisches Modell für die Ausbreitung von 
elastischen Wellen in anisotropen Materialien zu entwickeln, mit dem das resultierende 
Schallfeld für die ausgewählten Steuerparameter mit wenig Aufwand und in kurzer Zeit 
berechnet werden kann. 
Die vorhandenen Lösungsansätze zur mathematischen Modellierung der Schallausbreitung 
in anisotropen Materialien auf der Basis von FEM- bzw. FIT- Algorithmen, benötigen 
aufgrund der Diskretisierung des gesamten Volumens einen hohen Parametrierungs- und 
Rechenzeitaufwand und sind deshalb in der täglichen Prüfpraxis nur bedingt einsetzbar. 
Ziel ist es deshalb, ein Berechnungsmodell zu entwickeln, mit dem zum einen der 
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vollständige zeitliche Verlauf der dreidimensionalen Schallausbreitung in isotropen und 
transversalisotropen Medien mit allen entstehenden Wellenanteilen berechnet werden kann 
und zum anderen eine schnelle Berechnung des resultierende Schallfeldes eines 
Gruppenstrahler-Prüfkopfes mit beliebiger Verzögerungszeitbelegung möglich ist. Mit einem 
solchen Rechenmodell kann dann die Parametrierung eines Gruppenstrahlersystems in der 
praktischen Anwendung überprüft und optimiert werden. 
 
Inhalt 
Die Arbeit besteht aus einem theoretischen und einem praktischen Teil. Der Stand der 
Technik bei der mathematischen Modellierung von anisotropen Materialien sowie bei der 
Visualisierung von Schallfeldern zur Verifizierung von Modellrechnungen wird im Kapitel 2 
dargelegt. Im Kapitel 3 wird neben den theoretischen Grundlagen der Schallausbreitung in 
anisotropen Werkstoffen ein neuer Modellansatz zur Berechnung der realen Schallfelder 
von Gruppenstrahler-Prüfköpfen vorgestellt. 
Im praktischen Teil werden im Kapitel 5 die Ergebnisse der Modellrechnung verifiziert. Dazu 
wird eine einfache aber leistungsfähige Methode zur Visualisierung der Schallausbreitung 
an der Oberfläche von Festkörpern eingesetzt, die in Kapitel 4 beschrieben ist. Diese nutzt 
die Fähigkeit elektrodynamischer Sonden, dynamische Teilchenauslenkungen im 
Frequenzbereich der Ultraschallprüfung richtungsabhängig zu detektieren. Damit wird der 
zeitliche Verlauf der einzelnen Richtungskomponenten des Schallschnellevektors im 
Schallfeld eines Gruppenstrahler-Prüfkopfes sichtbar gemacht und direkt mit den 
Ergebnissen der Modellrechnung verglichen. 
1 Einleitung 
BAM-Dissertationsreihe 4 
 
 
2 Stand des Arbeitsgebietes 
 5
2 Stand des Arbeitsgebietes 
2.1 Modellierung der Schallausbreitung in Festkörpern 
Die Modellierung der Schallausbreitung in Festkörpern beruht auf den Lösungen der 
elastodynamischen Wellengleichung. Diese Lösungen werden z. B. durch vereinfachte 
analytische Ansätze, Integraltransformationen oder numerische Verfahren gewonnen. 
Grundlegend lassen sich drei verschiedene Ansätze unterscheiden [Kühnicke01]. 
Als Erstes sind die strahlenakustischen Methoden zu nennen. Dazu gehören z. B. die 
Strahlenverfolgung (Ray-Tracing) und die Gaußschen Schallbündel (Gaussian-Beams). 
Diese nutzen die aus der Wellengleichung abgeleiteten Richtcharakteristiken, Reflexions- 
und Transmissionskoeffizienten für monofrequente Anregung und getrennte Wellenanteile 
unter Anwendung des Snelliusschen Brechungsgesetzes. Die Interferenzerscheinungen 
und Wellenumwandlungseffekte im Schallfeld bzw. an den Grenzflächen werden damit 
nicht abgebildet. Aus diesem Grund sind sie für die Modellierung des elektronisch 
gesteuerten Schallfeldes von Gruppenstrahlern nur bedingt geeignet, und werden hier nicht 
weiter betrachtet. 
Vorteil dieser Methoden ist die Möglichkeit einer schnellen und effektiven 2D- und 3D-
Darstellung von Schallausbreitungsvorgängen in inhomogenen anisotropen Festkörpern mit 
komplexen Geometrien. Die Ultraschallamplitude kann dabei durch die Dichte der Strahlen 
des Schallbündels beschrieben werden. Diese Methoden wurden unter anderem von 
[Ogilvy85], [Ogilvy86], [Munikoti01] (Ray-Tracing) sowie [Porter87], [Spies00a] und 
[Spies00b] (Gaussian-Beams) zur Beschreibung der Schallausbreitung in inhomogenen 
anisotropen Medien, wie z. B. austenitischen Schweißnähten, angewendet. 
Als Zweites gibt es die sogenannten diskretisierenden Verfahren. Dabei erfolgt eine 
Diskretisierung des gesamten Volumens und die Lösung der Wellengleichung mit ihren 
Randbedingungen wird numerisch ermittelt. Hier sind neben den kommerziellen 
Programmen, die mit der Methode der finiten Elemente (FEM), der Methode der finiten 
Differenzen (FDM) oder der finiten Integrationstechnik (FIT) arbeiten, vor allem die Arbeiten 
von Langenberg zur elastodynamischen FIT (EFIT) zu nennen (z. B. [Marklein97], 
[Langenberg09]). 
Bei diesen Methoden wird das gesamte betrachtete Volumen in Raumeinheiten mit 
Abmessungen unterhalb der Wellenlänge zerlegt. Insbesondere für große Schallwege oder 
3D-Darstellungen ist der erforderliche Zeitaufwand für die Berechnung der Schall-
ausbreitungsvorgänge erheblich. Dafür kann aber die Interaktion aller Wellenanteile mit 
Grenzflächen und Fehlstellen in inhomogenen und anisotropen Bauteilen mit komplexer 
Geometrie korrekt abgebildet werden. Der Zeitliche Verlauf der Wellenausbreitung lässt 
sich ebenfalls korrekt darstellen, so dass eine vollständige vierdimensionale Abbildung 
möglich ist. Damit stellen die diskretisierenden Verfahren den zurzeit leistungsfähigsten 
Lösungsansatz dar (z. B. [Langenberg00], [Marklein02], [Marklein06], [Chinta06]). 
Aufgrund der hohen Rechenzeiten und der Komplexität der Parametrierung der 
Programme, sind diese Methoden in der täglichen Prüfpraxis allerdings nur bedingt 
einsetzbar. 
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Die dritte Möglichkeit sind die analytischen bzw. halbanalytischen Methoden zur Lösung 
der Wellengleichung für ausgewählte Rand-Anfangswert-Probleme. Reine analytische 
Lösungen der Wellengleichung lassen sich im unendlichen ausgedehnten Medium bzw. im 
Halbraum mit ebener Geometrie für eine monofrequente Anregung finden und setzen 
homogene und isotrope elastische Eigenschaften im Medium voraus. Die Quellen können 
dabei punkt- oder linienförmig sein, aber auch für kreisförmige Anregungsquellen lassen 
sich geschlossene analytische Lösungen finden 
Grundlage dafür ist die Umwandlung der Wellengleichung in eine Integralform oder die 
Anwendung von Integraltransformationen mit und ohne Potentialansatz, die eine Lösung 
der Rand-Anfangswert-Probleme im transformierten Raum ermöglichen. Für komplexere 
Probleme, wie impulsförmige Anregung, geschichtete Medien und anisotrope elastische 
Eigenschaften, können die Integrale der Rücktransformation nur mit Hilfe von Näherungen 
oder mit numerischen Verfahren gelöst werden. In diesem Fall spricht man von 
halbanalytischen Methoden. 
Ein Beispiel für die geschlossene Berechnung des Schallfeldes einer impulsförmig 
angeregten kreisförmigen Quelle an der Oberfläche eines Halbraumes mit Hilfe von 
Integraltransformationen findet sich in [Bresse89]. Im Gegensatz dazu wird zur 
Modellierung von Quellen und Grenzflächen mit beliebiger Geometrie in der Praxis die 
sogenannte Punktquellensynthese (PQS) eingesetzt. Dabei wird die Quelle bzw. die 
Transmission und Reflexion einer Schallwelle an der Grenzfläche durch eine Überlagerung 
der Schallfelder einzelner Punktquellen beschrieben (z. B. [Miller54], [Stenzel58], 
[Wüstenberg72], [Boehm93], [Spies94], [Kühnicke94], [Kühnicke98]). Diese Methode kann 
auch als eine Diskretisierung von Grenzflächen betrachtet werden. 
Das Schallfeld der Punktquelle wird dabei durch eine Greensche Funktion im unendlichen 
ausgedehnten Medium bzw. im Halbraum beschrieben, die durch verschiedene Ansätze 
gefunden werden kann. Zu diesen Ansätzen gehören die bereits genannten analytischen 
Lösungen der Wellengleichung, wie z. B. die Helmholtz-Huygenssche Integralform für eine 
monofrequente Anregung einzelner Wellenanteile (z. B. [Kutzner83]). 
Mit Integraltransformationsmethoden, die mit der Fourier-, Laplace- und Hankel-
Transformation sowie mit und ohne Potentialansätzen arbeiten, lässt sich Im 
transformierten Raum eine geschlossene Lösung der Wellengleichung für ausgewählte 
Rand-Anfangswert-Bedingungen ableiten. Die Rücktransformation liefert dann eine 
Greensche Funktion in Form eines Mehrfachintegrals, das numerisch gelöst werden muss. 
Für die Zeit sowie für jede Raumkoordinate muss dabei eine Integration ausgeführt werden. 
Achsensymmetrische Probleme werden in Zylinderkoordinaten mit zwei Raumkoordinaten 
beschrieben. Dadurch kann die Lösung auf ein Dreifachintegral reduziert werden. Mit Hilfe 
eines Potentialansatzes kann die Integration für eine Raumkoordinate entfallen und man 
erhält ein Zweifachintegral, das mit Hilfe der Cagniard-Methode [Cagniard39] in ein 
Einfachintegral umgewandelt werden kann, womit sich der Berechnungsaufwand deutlich 
verringert. Die Lösung des Integrals liefert den Zeitverlauf des dreidimensionalen 
Schallfeldes einer Punktquelle für eine impulsförmige Anregung. 
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Die Anwendung der Integraltransformationen wurde bereits in [Knopoff58] dargelegt und in 
verschiedenen Lehrbüchern, wie z. B. [Brekhovskikh60] und [Achenbach73], ausführlich für 
isotrope Medien beschrieben. 
Einen weiteren Lösungsansatz stellt die ‚Generalized Ray Theorie‘ (GRT) dar. Diese liefert 
eine geschlossene Lösung für die direkten, reflektierten und transmittierten Wellenanteile 
zwischen parallelen Grenzflächen in Form einer Reihe von Integralen für die einzelnen 
Wellenanteile im transformierten Raum. Die GRT und ihre Lösung im Zeitbereich mit Hilfe 
der Cagniard-Methode sind ausführlich in [Pao77] dargelegt. In [Schleichert89] wird diese 
Methode für eine Punktquelle am Halbraum angewendet und mit einer punktförmigen 
Laseranregung verifiziert. In [Völz95] wird die Anwendung für ausgedehnte ebene Quellen 
am Halbraum gezeigt (siehe auch [Kühnicke97], [Völz10]). 
Eine Übersicht über die Lösungsansätze mit Integraltransformationen für transversal-
isotrope Medien wurde erstmals in [Kraut63] veröffentlicht. In den darauffolgenden 
Jahrzehnten gab es diverse Arbeiten zur Anwendung dieser Methoden. Beispielgebend 
seien hier [Ryan71], [Ricketts72], [Wang93], [Weaver96], [Niklasson97] und [Hurley99] 
sowie die Lehrbücher [Payton83] und [Van der Hijden87] erwähnt. 
Eine neue Lösungsmethode für transversalisotrope Medien ergibt sich aus dem 
Potentialansatz in [Eskandari-Ghadi05]. In [Rahimian07] wird damit eine Lösung im 
transformierten Raum abgeleitet, die analog [Pao77] mit der Cagniard-Methode in den 
Zeitbereich überführt werden kann und somit eine Beschreibung der Greenschen Funktion 
im Halbraum mit einem Einfachintegral ermöglicht. 
Aufgrund der Komplexität des Integrationsweges bei der Auflösung der Integrale für die 
Rücktransformation der Lösungen im transformierten Gebiet zeigen die vorgenannten 
Arbeiten nur ausgewählte Berechnungen von Zeitverläufen im Epizentrum der Punktquellen 
bzw. an der Oberfläche des Halbraumes für eine normal zur Oberfläche orientierte 
Symmetrieachse der Transversalisotropie. Eine vollständige Berechnung des Zeitverlaufs 
der Wellenfronten im transversalisotropen Halbraum mit halbanalytischen Methoden wurde 
bisher noch nicht veröffentlicht. 
Aus diesem Grund wurde der Lösungsansatz aus [Eskandari-Ghadi05] und [Rahimian07] in 
dieser Arbeit konsequent weitergeführt und aus der Lösung im transformierten Raum eine 
vierdimensionale Punktrichtwirkung (Richtcharakteristik für eine punktförmige Quelle) 
abgeleitet, die es ermöglicht, das vierdimensionale Wellenfeld im Halbraum mit je einer 
Lösung der Greenschen Funktion für jeden möglichen Einschallwinkel zu beschreiben. Mit 
diesem Lösungsansatz ist eine schnelle Berechnung des Schallfeldes einer Punktquelle in 
jedem Beobachtungspunkt möglich. Das Wellenfeld mehrerer Punktquellen kann dann mit 
Hilfe der PQS für ausgedehnte Quellen überlagert werden. 
Heute wird verstärkt daran gearbeitet, die Vorteile der diskretisierenden und der 
analytischen Methoden in sogenannten hybriden Methoden zu vereinen. Für lange 
Schallwege in homogenen Bereichen bietet sich die Berechnung mit Hilfe der PQS an, 
womit auch Berechnungen der Schallausbreitung durch Grenzflächen mit beliebiger 
Geometrie möglich sind. Das Wellenfeld der Punktquelle kann dazu mit den oben 
genannten analytischen bzw. halbanalytischen Methoden aber auch mit diskretisierenden 
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Verfahren berechnet werden. Die zeitaufwändige Diskretisierung des Volumens erfolgt 
dann für lokal begrenzte inhomogene Bereiche, wie z. B. Schweißnähte, komplexe 
Geometrien und Fehlerkonfigurationen. Auf diese Weise kann auch bei der Berechnung 
komplexer Prüfprobleme der Zeitaufwand deutlich reduziert werden (z. B. [Spies09b] und 
[Mahaut11]). 
In [Spies09a] und [Schubert10] erfolgt die Berechnung des Wellenfeldes der Punktquelle 
z. B. mit EFIT. Nachteil dabei ist neben der langen Berechnungszeit, dass mit dieser 
Methode nicht die Impulsantwort einer Punktquelle sondern nur der Zeitverlauf der 
Wellenausbreitung für ein fest vorgegebenes Anregungssignal berechnet werden kann. 
Somit muss für jeden zu modellierenden Prüfkopf die Schallfeldberechnung der Punktquelle 
unter Berücksichtigung der Signalform erneut ausgeführt werden. Die in dieser Arbeit 
vorgestellte Berechnungsmethode liefert dagegen neben einer deutlich kürzeren 
Berechnungszeit auch das Schallfeld einer impulsförmig angeregten Punktquelle und 
ermöglicht so die Berücksichtigung jeder möglichen Signalform mit Hilfe einer numerischen 
Faltung. Damit ergibt sich ein neuer Ansatz zur Optimierung der vierdimensionalen 
Schallfeldberechnung mit hybriden Methoden. 
 
2.2 Visualisierung der Schallausbreitung in Festkörpern 
Die Ultraschallausbreitung in festen Medien kann durch die oben genannten 
mathematischen Modelle recht umfassend beschrieben und simuliert werden. In der Praxis 
zeigt sich aber, dass gerade bei komplexen Geometrien sowie inhomogenen und 
anisotropen Materialien die Modelle immer noch an ihre Grenzen stoßen und eine 
Verifizierung am realen Prüfproblem notwendig ist. Deshalb wird immer wieder nach 
Techniken gesucht, mit denen die Schallausbreitung in solchen Materialien gemessen und 
anschaulich dargestellt werden kann. 
In der Literatur werden verschiedene Methoden zur Visualisierung der Ultraschall-
ausbreitung in Festkörpern beschrieben, wie die stroboskopischen Verfahren (z. B. [Hall82], 
[Köhler96] und [Schmitte12]) für optisch transparente Medien und die lasertechnischen 
Methoden, wie das Laserinterferometer (z. B. [Algernon08], [Barth09], [Köhler06a], 
[Köhler06b], [Mielentz04]), zum Abtasten von nicht transparenten Materialoberflächen. Eine 
„inverse Visualisierung“, bei der die Schallwelle mit einem scannenden Leistungslaser 
angeregt und von einem fixierten Ultraschallwandler aufgenommen wird, ist in [Yashiro08] 
beschrieben. 
Da diese Verfahren mit einem hohen technischen Aufwand verbunden sind, werden häufig 
auch einfachere Abtastverfahren, wie z. B. mit punktförmigen piezoelektrischen 
Aufnehmern (z. B. [Köhler96], [Takatsubo08]), sogenannten Stiftsensoren, bzw. elektro-
dynamischen Sonden verwendet (z. B. [Bergmann01], [Ernst04a], [Ernst04b], [Kemnitz97], 
[Köhler96], [Völz08], [Völz09]). 
Mit den genannten Verfahren, kann an optisch nichttransparenten Materialien nur der 
Schallfeldverlauf an der Oberfläche von Festkörpern, das sogenannte streifende Schallfeld, 
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erfasst werden. Beim Einsatz der genannten Verfahren sind außerdem folgende 
Einschränkungen zu berücksichtigen: 
• Die stroboskopischen Verfahren können nur bei optisch transparenten Materialien 
angewendet werden und sind mit einem hohen technischen Aufwand verbunden. 
• Abtastverfahren mit Lasern sind prinzipiell für die Messung der Teilchenauslenkung in 
Normalenrichtung also senkrecht zur Oberfläche geeignet. Zur Messung von parallel zur 
Oberfläche orientierten Teilchenverschiebungen ist ein hoher technischer Aufwand 
erforderlich. Außerdem müssen die Oberflächen durch entsprechende Beschichtung in 
allen Raumrichtungen gute optische Reflexionseigenschaften aufweisen, was die 
akustischen Eigenschaften des Materials und damit die Messung beeinflusst. Das 
Verfahren ist relativ unempfindlich und liefert ohne eine zeitaufwendige Mittelung 
mehrerer Messsignale nur einen geringen Signal-Rausch-Abstand. Die Frequenz-
bandbreite ist ebenfalls stark beschränkt. Zudem ist ein Lasermesssystem aufwendig und 
teuer. 
• Die Laseranregung benötigt einen Leistungslaser und ist ebenfalls sehr kostenintensiv. 
Außerdem sind bei der Messung entsprechende Strahlenschutzmaßnahmen erforderlich. 
• Die Messung mit piezoelektrischen Aufnehmern in Kontakttechnik ermöglicht nur die 
Erfassung der Teilchenauslenkung in Normalenrichtung zur Oberfläche, da eine gute 
akustische Kopplung notwendig ist. Horizontale Komponenten können nur durch eine 
starre Kopplung des Aufnehmers an die Oberfläche übertragen werden, wodurch eine 
Verschiebung des Sensors zur Abtastung eines Messbereiches nicht möglich ist. 
Außerdem ist der Signal-Rausch-Abstand bei kleinen Sondenflächen sehr gering. Bei 
großen Sondenflächen verringert sich die Ortsauflösung. Der Frequenzbereich ist auf die 
Resonanzfrequenz des Sensors beschränkt. 
• Die berührungslose Messung mit elektrodynamischen Sonden [Wüstenberg70] erfordert 
eine elektrisch gut leitende Oberfläche. Die Beschichtung von schlecht leitenden 
Materialoberflächen mit gut leitenden Schichten verändert die akustischen Eigenschaften 
und beeinflusst somit das Messergebnis. Die Empfindlichkeit ist sehr stark vom Abstand 
zwischen Sonde und Oberfläche abhängig. Deshalb muss der Abstand klein sein und 
während der Messung konstant gehalten werden. 
Ein Ansatz, der bereits vielversprechende Ergebnisse liefert, wird in dieser Arbeit weiter 
verfolgt. Dabei handelt es sich um eine einfache aber leistungsfähige Technik, die in 
[Ernst04a] beschrieben ist. Die Abtastung der Materialoberfläche erfolgt dabei mit 
elektrodynamischen Sonden in Kontakttechnik. Die Sonden wandeln die Teilchen-
auslenkung an der Oberfläche eines elektrisch leitenden Materials in eine der 
Schallschnelle proportionale Spannung um. Der zeitliche Spannungsverlauf kann mit Hilfe 
eines einfachen Vorverstärkers zur Impedanzanpassung an jedem handelsüblichen 
Ultraschallprüfgerät in Durchschallungstechnik aufgezeichnet werden. Dadurch ist der 
Einsatz der Sonden sehr preisgünstig. Durch die direkte akustische Kopplung der Sonden 
mit der Materialoberfläche kann die Empfindlichkeit dieser Visualisierungsmethode deutlich 
gesteigert werden. 
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3 Modellrechnung 
In diesem Abschnitt wird die vollständige Berechnung des zeitlichen Verlaufs der 
Ultraschall-Wellenausbreitung eines ebenen Gruppenstrahler-Prüfkopfes, der an die ebene 
Oberfläche eines homogenen transversalisotropen Halbraumes angekoppelt ist, dargestellt. 
Die Symmetrieachse der Transversalisotropie ist dabei normal zur Oberfläche orientiert. In 
der Literatur wird der hier beschriebene Rechenweg nur in Teilen und ohne 
Zwischenschritte dokumentiert. Deshalb wird im Folgenden die vollständige Herleitung, 
beginnend beim physikalischen Ansatz, mit allen Zwischenschritten gezeigt, um die 
Berechnung in all ihren Einzelheiten nachvollziehen und mit geeigneten 
Mathematikprogrammen realisieren zu können. Eine deutliche Reduzierung der Rechenzeit 
wird dabei durch die Ableitung einer vierdimensionalen Punktrichtwirkung erreicht. 
Notwendige Nebenrechnungen sind im Anhang A zu finden. 
3.1 Theoretische Grundlagen der Schallausbreitung in Festkörpern 
3.1.1 Elastische Materialkonstanten 
Die akustischen Eigenschaften von Festkörpern werden durch die elastischen Konstanten 
bestimmt. Diese Materialparameter beschreiben das Verhältnis zwischen Spannung σ  und 
Dehnung ε  in allen Raumrichtungen. Der Zusammenhang zwischen Spannung und 
Dehnung wird durch das Hooke’sche Gesetz dargestellt. Der Index s am Spannungstensor 
zeigt dabei an, dass dieser symmetrisch ist. 
Hooke’sches Gesetz: εσ tt ⋅= Cs  (3.1) 
C  ist dabei die Matrix der elastischen Konstanten. Im allgemeinen Fall besitzt sie 6 x 6 
Elemente. 
 
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
666564636261
565554535251
464544434241
363534333231
262524232221
161514131211
cccccc
cccccc
cccccc
cccccc
cccccc
cccccc
C  (3.2) 
 
Zum besseren Verständnis der Indizes soll die folgende Betrachtung dienen. Nimmt man 
einen unendlich kleinen Materialwürfel wie in Abb. 3.1 mit den Koordinaten r , ϕ  und z , so 
kann an jeder der 6 Würfelflächen A  in den jeweils 3 Koordinatenrichtungen eine Kraft F  
wirken. Diese Kraft führt zu einer Dehnung ε  des Würfels, die natürlich auch an jeder der 6 
Flächen in den 3 Koordinatenrichtungen auftritt. Es ergeben sich somit für die 6 x 3 = 18 
möglichen Kraftrichtungen abF  jeweils 18 mögliche Dehnungskomponenten cdε . Die 
elastischen Konstanten beschreiben nun das Verhältnis zwischen den einzelnen Kräften 
und den zugehörigen Dehnungskomponenten: 
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 cdabcd
a
ab c
A
F ε⋅=  (3.3) 
Weiterhin kann man davon ausgehen, dass der Würfel sich in einem Festkörper bei 
elastischer Verformung nicht bewegen (verschieben bzw. rotieren) darf. Das heißt, alle 
entgegenwirkenden Kräfte wie z. B. rrF  und rrF−− , ϕrF  und ϕrF−−  sowie ϕrF  und rFϕ  
müssen gleich groß sein. Dadurch reduzieren sich die zu betrachtenden Kräfte und 
Dehnungskomponenten von 18 auf 6. Das sind: ϕϕϕϕ rrzzzzrr FFFFFF ,,,,,  bzw. 
ϕϕϕϕ εεεεεε rrzzzzrr ,,,,,  deren Indizes zur Vereinfachung fortlaufend von 1 bis 6 nummeriert 
werden. Man erhält also 6 x 6 = 36 mögliche elastische Konstanten ijc , wobei der Index i  
die Kraftrichtung und j  die Dehnungsrichtung bezeichnet. 
 
z 
r
F5,ε5 
F6,ε6 
F1,ε1 
F3,ε3 
F4,ε4 
F5,ε5 
F4,ε4 
F2,ε2 
F6,ε6 
ϕ 
 
Abb. 3.1  Koordinatensystem der elastischen Konstanten 
 
Gleichung (3.3) hat mit den vereinfachten Indizes folgendes Aussehen: 
 jiji cA
F ε⋅=  (3.4) 
Werden nun noch die Symmetriebedingungen, wie sie in transversalisotropen Materialien 
auftreten, berücksichtigt, kann ein Großteil der elastischen Konstanten zu Null bzw. 
gleichgesetzt werden. Die Matrix der elastischen Konstanten von transversalisotropen 
Materialien mit einer Orientierung der Symmetrieachse in z-Richtung vereinfacht sich 
dadurch wie folgt: 
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⎟⎟
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⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
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66
44
44
331313
131112
131211
00000
00000
00000
000
000
000
c
c
c
ccc
ccc
ccc
C  (3.5) 
 
Weiterhin gilt:  661112 2ccc −=  
Es verbleiben somit nur die 5 unabhängigen Konstanten 6644331311 ,,,, ccccc . Für den 
isotropen Fall kann man außerdem 1133 cc = , 4466 cc =  und 441113 2ccc −=  setzen, so dass 
nur noch zwei unabhängige Konstanten 11c und 44c übrigbleiben. 
Die oben beschriebene Vorgehensweise ist ausführlich z. B. in [Lekhnitskii81], 
[Rosenbaum88], [Auld90], [Nayfeh95] und [Neumann95] beschrieben. 
Die Bestimmung der Konstanten mit Hilfe von Schallgeschwindigkeitsmessungen an 
einfachen Probekörpern wird ausführlich in [Matthies09] erklärt und soll hier nicht weiter 
beschrieben werden. Diese Bestimmung erfolgt in der Literatur ausschließlich in 
kartesischen Koordinaten. Da im Weiteren ausschließlich von einer bezüglich der z-Achse 
symmetrischen Transversalisotropie ausgegangen wird, wurden in den bisherigen 
Gleichungen bereits Zylinderkoordinaten verwendet, die für den gesamten Rechenweg 
Anwendung finden und erst am Ende für die bildgebende Darstellung wieder in kartesische 
Koordinaten überführt werden. Eine einfache Überlegung soll zeigen, dass die Matrix C  für 
transversalisotrope Medien unabhängig vom verwendeten Koordinatensystem ist, wie 
bereits in [Lekhnitskii81] erklärt wird. Wenn, wie oben angegeben, die Symmetrieachse der 
Transversalisotropie die z-Achse ist, sind die Dehnungen unabhängig vom Winkel ϕ  in der 
x-y-Ebene. Somit erhält man in kartesischen Koordinaten für die x- und die y-Richtung 
identische Ergebnisse. In Zylinderkoordinaten ist demnach die Dehnung in r-Richtung 
identisch mit den Ergebnissen in der x-y-Ebene. 
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3.1.2 Wellengleichung für elastische Medien 
Die Spannung σ  ist die in einem Volumenelement wirkende Rückstellkraft nach einer 
Dehnung. Diese Kraft muss gleich der Summe der Kräfte sein, die auf die Oberfläche 
dieses Volumenelementes wirken und somit gleich der Divergenz des Spannungstensors 
sdivσt . Die Gleichgewichtskraft zu der auf das Volumenelement wirkenden Rückstellkraft, 
ist die Newton’sche Trägheitskraft 2
2
t
u
∂
∂ rρ . So ergibt sich für die allgemeine Bewegungs-
gleichung: 
  2
2
t
udiv s ∂
∂=
rt ρσ  (3.6) 
u
r
 ist dabei der Vektor der Verschiebung des Volumenelementes der sogenannten 
Teilchenverschiebung. Durch Einsetzen des Hooke’schen Gesetzes (3.1) in die allgemeine 
Bewegungsgleichung (3.6) erhält man die akustische Wellengleichung (3.7) für die 
Ausbreitung elastischer Wellen in homogenen Festkörpern. Quellen im Inneren des 
Mediums werden an dieser Stelle vernachlässigt. Diese werden später in Form von 
Randbedingungen definiert. Die Verschiebung ergibt sich dabei aus der Beziehung 
ugrads
rt =ε , wobei ugrads r  der symmetrische Teil des Vektorgradienten ist. 
  ( ) 22tuugradCdiv s ∂∂=⋅
rr ρ  (3.7) 
Eine Übersicht zu diesem Ansatz ist z. B. in [Landau89] und [Neumann95] gegeben. 
Ausgeschrieben erhält man (siehe Anhang A.1): 
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erhält man die ausgeschriebene Wellengleichung für transversalisotrope Medien: 
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3.2 Berechnung der Schallausbreitung in Festkörpern 
Um die Schallausbreitung in Festkörpern für beliebige Anregungssignale zu berechnen, ist 
es notwendig eine Lösung für die Wellengleichung zu finden. An dieser Stelle wird keine 
Näherungslösung verwendet, sondern eine geschlossene vierdimensionale Lösung für 
transversalisotrope Medien hergeleitet. Dazu wird ein Halbraum mit fester Orientierung der 
Symmetrieachse der Transversalisotropie normal zur Oberfläche des Halbraumes, in z-
Richtung, betrachtet. Die Anregung erfolgt dabei ausschließlich mit einer normal 
orientierten Punktkraft an der freien Halbraumoberfläche bei 0=z . Trotz dieser 
Einschränkung, durch die sich die Berechnung vereinfacht, wird damit ein 
Ultraschallschwinger mit Flüssigkeitskopplung, bei der keine Scherkräfte auf den 
Prüfgegenstand übertragen werden, korrekt beschrieben. Das verwendete 
Koordinatensystem ist in der folgenden Abb. 3.2 dargestellt. Zur Beschreibung der 
Transversalisotropie werden Zylinderkoordinaten verwendet, da aufgrund der 
Symmetriebedingungen keine Abhängigkeit von der Koordinate ϕ  besteht. 
 
u
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0 RΘ
zF
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Punktquelle 
Aufpunkt
 
Abb. 3.2  Koordinatensystem zur Berechnung einer Punktquelle 
 
3.2.1 Potentialansatz zur Lösung der Wellengleichung 
Zur Lösung der Wellengleichung wird zunächst der Potentialansatz nach [Eskandari-
Ghadi05] verwendet. Dadurch wird die vektorielle partielle Differentialgleichung (3.11) für 
den Verschiebungsvektor in zwei skalare partielle Differentialgleichungen für die Potentiale 
P und Q überführt. 
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ϕ  (3.12) 
Die skalaren Potentiale P  und Q  sind dabei von den 3 Raumkoordinaten und der Zeit 
abhängig. Durch Einsetzen der Gleichungen (3.12) in die Wellengleichung (3.11) ergeben 
sich folgende Differentialgleichungen für die einzelnen Potentiale. 
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Dabei sind die Terme 1q  und 2q  die Lösungen der folgenden quadratischen Gleichung 
(z. B. [Eubanks54], [Lekhnitskii81], [Eskandari-Ghadi05]): 
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Zur Lösung der partiellen Differentialgleichungen (3.13) werden für eine Quelle im Inneren 
des Mediums folgende Bedingungen für die Potentiale festgelegt. Dabei wird davon 
ausgegangen, dass die Potentiale und deren Ableitungen im Unendlichen verschwinden 
und zum Zeitpunkt 0=t  ebenfalls Null sind: 
 a) für 0=t  gilt: 0=∂
∂= n
n
t
PP  und 0=∂
∂= n
n
t
QQ  
 b) für ∞→r  gilt: 0=∂
∂= n
n
r
PP  und 0=∂
∂= n
n
r
QQ  
 c) für ∞→z  gilt: 0=P  und 0=Q  (3.16) 
 
3.2.2 Integraltransformation der Potentialgleichungen 
Die Lösung des Randwertproblems lässt sich durch eine Transformation der Potential-
gleichungen bezüglich der Zeit und des Ortes bestimmen. Dazu wird zuerst eine Laplace-
Transformation: 
 ( ) ( ) ( )∫∞ −==
0
,,,,~},,{ dtetzrfpzrftzrfL pt   (3.17) 
Durchgeführt, die die doppelte Ableitung nach der Zeit in ein Produkt mit dem Quadrat der 
Transformationsvariablen überführt (siehe Anhang A.3): 
 ( ) ( ) ( ) ( )
t
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t
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  (3.18) 
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Berücksichtigt man die Bedingungen (3.16a) erhält man: 
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Die transformierten Gleichungen (3.13) haben folgendes Aussehen: 
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Unter der Bedingung, dass die Symmetrieachse der Transversalisotropie normal zur 
Oberfläche des Halbraumes orientiert ist, kann wie bei isotropen Medien davon 
ausgegangen werden, dass die Wellenausbreitung unabhängig vom Winkel ϕ  ist. Daraus 
folgt, dass die Ableitungen der Potentiale P  und Q  nach ϕ  gleich Null werden und sich 
die Gleichungen wie folgt vereinfachen. 
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Somit ist es möglich die Gleichungen mit einer Hankel-Transformation nullter Ordnung 
bezüglich r  in lineare Differentialgleichungen 4. bzw. 2. Ordnung zu überführen (z. B. 
[Eskandari-Ghadi09], [Pao77], [Sneddon51]). 
 ( ) ( ) ( ) ( )∫∞==
0
00 ,,
~,,~ˆ},,~{ rdrrpJpzrfpzfpzrfH ξξ  (3.22) 
( )rpJ ξ0  ist dabei die Besselfunktion erster Art nullter Ordnung. Die Transformationsvariable 
ξp  lässt sich dabei als räumliches Äquivalent zur komplexen Kreisfrequenz p  betrachten. 
ξ  ist die sogenannte Langsamkeit, die einer invertierten Schallgeschwindigkeit entspricht, 
was anhand der Einheiten dieser Größen gezeigt werden kann. 
 [ ] ( )[ ] ( )[ ] [ ]111 22 −−− ⋅⋅=⋅⋅⋅=⋅=⋅ λππξωξ jcTjjp  (3.23) 
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Der Ausdruck 
rrr ∂
∂+∂
∂ 1
2
2
 wird durch die Transformation in ein Produkt mit dem Quadrat 
der Transformationsvariablen umgewandelt (siehe Anhang A.3): 
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 (3.24) 
Mit Berücksichtigung der Bedingungen (3.16b) ergibt sich daraus: 
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Die Gleichungen (3.13) im zweifach transformierten Raum haben folgendes Aussehen: 
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3.2.3 Lösung des Randwertproblems für transversalisotrope Medien 
Die allgemeine Lösung der linearen Differentialgleichungen (3.26) lautet [Göhler87]: 
 zpzpzpzp eCeCeCeCP 2211 2211
~ˆ αααα ′++′+= −−  
 zpzp eCeCQ 33 33
~ˆ αα ′+= −  (3.27) 
Dieser Ansatz liefert nur dann eine Lösung für die Gleichungen (3.26), wenn die 
Exponenten iα  folgendes Aussehen haben [Rahimian07]: 
 edcba ++++= 242121 ξξξα  
 edcba ++−+= 242122 ξξξα  
 ⎟⎟⎠
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c ρξα  (3.28) 
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mit 
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Wird dabei berücksichtigt, dass es sich bei 1q und 2q um die Lösungen der quadratischen 
Gleichung (3.14) handelt, erhält man: 
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Weiterhin kann man zusammenfassen: 
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iC′  wird unter den Bedingungen (3.16c) gleich Null. Die Konstanten iC  erhält man durch 
Lösen des Randwertproblems bei 0=z . Folgende Randbedingungen ergeben sich für eine 
normal orientierte Punktkraft an der Halbraumoberfläche bei 0=r  und 0=z  unter der hier 
getroffenen Annahme, dass die Symmetrieachse der Transversalisotropie normal zur 
Oberfläche des Halbraumes orientiert ist: 
 für 0=z  gilt: 0=rzσ , 0=zϕσ  und )(2
)( tF
r
r
zzz π
δσ −=  (3.32) 
Zum einen treten keine Scherkräfte auf und zum anderen entspricht die Spannung zzσ  der 
Rückstellkraft nach der Dehnung durch die Kraft zF , wodurch die Spannung ein negatives 
Vorzeichen erhält. )(tFz  ist dabei die in z -Richtung orientierte Normalkraft. Der Ausdruck 
r
r
π
δ
2
)(  beschreibt die Inhomogenität für eine punktförmige Einheitsquelle in Zylinder-
koordinaten. Der Quellpunkt wird durch die Ausblendeigenschaft der Delta-Distribution auf 
der Oberfläche des Halbraumes, das heißt bei 0=z  in der ϕr –Ebene, definiert. Im 
zweifach transformierten Raum erhält man (siehe Anhang A.2 und A.3): 
 0~ˆ =rzσ , 0~ˆ =zϕσ  und ( )πσ 2
~
~ˆ pFz
zz −=  (3.33) 
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Nach (3.9) ergibt sich für die Komponenten des Spannungstensors: 
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Durch Einsetzen von (3.12) erhält man: 
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Im nächsten Schritt werden diese Gleichungen transformiert. Bei gleichzeitiger 
Berücksichtigung der Bedingungen (3.16a) und (3.16b) sowie der Symmetriebedingung, 
dass die Wellenausbreitung unabhängig vom Winkel ϕ  ist und somit die Ableitungen der 
Potentiale P  und Q  nach ϕ  gleich Null werden, erhält man die folgenden Gleichungen für 
die Komponenten des Spannungstensors im zweifach transformierten Raum. 
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Durch Einsetzen der allgemeinen Lösung (3.27) der linearen Differentialgleichungen und 
der transformierten Randbedingungen (3.33) in (3.36) erhält man: 
 π
αα
2
)(~0
212
0
111
21
pFeCmeCm zpp −=+ −−  
 00222
0
121
21 =+ −− αα pp eCmeCm  
 0033 3 =− αpeCm   (3.37) 
mit 
 iii cc
cccc
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cpm ααξρ ⎟⎟⎠
⎞
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 ( )ξαξρ 213211
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2 ii ccc
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 ξα34423 cpm =   (3.38) 
Damit kann man die Konstanten iC  wie folgt bestimmen: 
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1 2
)(~
mmmm
mpFC z −−= π  
 
21122211
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2 2
)(~
mmmm
mpFC z −
−−= π  
 03 =C   (3.39) 
Als Lösung für das Potential P  im zweifach transformierten Raum ergibt sich somit: 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−−=
−− zpzpz e
mmmm
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mpFP 21
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)(~~ˆ αα
π  (3.40) 
Das Potential Q  wird Null. Aus der Kenntnis, dass unter den genannten Symmetrie-
bedingungen keine horizontal polarisierte Transversalwelle auftritt (z. B. [Neumann95]), 
kann das Potential Q  dieser Wellenart zugeordnet werden. Das Potential P  muss 
demnach die beiden anderen auftretenden Wellenanteile, die Longitudinalwelle und die 
vertikal polarisierte Transversalwelle, beschreiben. Eine Trennung der Wellenanteile erfolgt 
somit nur über die Exponenten 1α  und 2α , die sich ausschließlich durch das Vorzeichen vor 
der inneren Wurzel unterscheiden, wie in (3.28) zu sehen ist. Damit unterscheiden sich 
diese Potentiale von den Ansätzen für isotrope Medien, bei denen jeder Wellenanteil einem 
eigenen Potential zugeordnet ist (z. B. [Achenbach73], [Kutzner83], [Pao77]). 
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3.2.4 Berechnung der Verschiebungskomponenten 
Zunächst werden die Vektorkomponenten der Verschiebung aus (3.12) transformiert. Dazu 
wird zuerst die Laplace-Transformation angewendet. Die transformierten Verschiebungs-
komponenten haben unter den oben genannten Symmetriebedingungen, das heißt die 
Wellenausbreitung ist unabhängig vom Winkel ϕ  und die Ableitungen der Potentiale P  
und Q  nach ϕ  werden gleich Null, folgendes Aussehen: 
 ( )
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c
ccpzrur ∂∂
∂+−=
~
,,~
2
66
4413   (3.41) 
 ( ) 0,,~ =pzruϕ   (3.42) 
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Da die Komponente ru
~  den Ausdruck 
rrr ∂
∂+∂
∂ 1
2
2
 nicht enthält, ist für sie die Hankel-
Transformation nicht anwendbar. Deshalb wird ihr das Potential P  im einfach 
transformierten Raum zugeordnet. Dafür muss das zweifach transformierte Potential Pˆ~  
der inversen Hankel-Transformation unterzogen werden, um ebenfalls die Laplace-
Transformierte zu erhalten. Die allgemeine Gleichung für die Rücktransformation lautet 
(z. B. [Bronstein01], [Davies78]): 
 ( ) ( ) ( ) ( )∫∞− ==
0
0
1
0 ,,
~ˆ,,~)},,(~ˆ{ ξξξξξ pdprpJpzfpzrfpzfH  (3.44) 
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d
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 ( ) ( ) ( )∫∞− ==
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0 ,,
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Für die Laplace-Transformierte des Potentials P  ergibt sich somit: 
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 (3.46) 
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Die zu -Komponente kann mit der Hankel-Transformation direkt in den zweifach 
transformierten Raum überführt werden. Man erhält: 
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Durch Einsetzen von (3.46) in (3.41) und (3.40) in (3.47) und unter Berücksichtigung der 
Beziehung: 
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2 1 ⋅⋅=− ρ  (3.48) 
sowie gleichzeitiges Zusammenfassen erhält man: 
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Nach Ausführung der Ableitungen und der inversen Hankel-Transformation von zuˆ
~  ergibt 
sich (vergleiche [Eskandari-Ghadi09]): 
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 21122211 nnnnN −=   (3.53) 
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3.2.5 Vereinfachung der Lösung für isotrope Medien 
Unter den oben genannten Bedingungen für isotrope Medien – 1133 cc = , 4466 cc =  und 
441113 2ccc −=  – vereinfachen sich die Gleichungen (3.31) zu: 
 1=a , ⎟⎟⎠
⎞
⎜⎜⎝
⎛ += 22 112
1
TL cc
b , 0=c , 0=d , 
2
22
11
⎟⎟⎠
⎞
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⎛ −=
TL cc
e  (3.54) 
wobei ρ
112 ccL =  und ρ
442 ccT =  gilt. Die Variablen Lc  und Tc  bezeichnen die Longitudinal- 
bzw. die Transversal-Wellengeschwindigkeit im isotropen Medium. Für die Exponenten der 
Differentialgleichung (3.28) erhält man: 
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+== ξαα  (3.55) 
Für die Verschiebungskomponenten (3.51) ergibt sich damit folgende Vereinfachung für 
isotrope Medien: 
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mit 
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 ( ) 22221 2 LTL ccn α−=  ( )( )222222 TTL ccn αξ +−=  (3.57) 
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Wird der Term ( )22224 TTL αξξαα +−=Δ  in (3.58) substituiert, ergibt sich: 
 ( ) Δ−−= LT
L
TL c
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ccN α22
222
 (3.59) 
Als Endergebnis erhält man für die transformierten Verschiebungskomponenten:
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Dieses Ergebnis ist identisch mit der Lösung für eine Normalkraft an der Oberfläche eines 
festen isotropen Halbraumes (vergleiche z. B. [Pao77], [Kühnicke01]). 
Angemerkt sei hier, dass die Lösung für isotrope Medien neben der Longitudinalwelle und 
der vertikal polarisierten Transversalwelle auch die Rayleigh-Welle enthält. Die Rayleigh-
Wellengeschwindigkeit Rc  ergibt sich aus dem Ansatz 0=Δ  durch die Beziehung 
1−= ξRc . 
 
3.2.6 Einführung von Greenschen Funktionen 
Die Vektorkomponenten der Verschiebung in den Gleichungen (3.51) bzw. (3.60) lassen 
sich als Summe von Longitudinal- und Transversalwellenanteilen interpretieren und nach 
[Pao77] bzw. [Ceranoglu81] wie folgt verallgemeinern (Index zrm ,=  bezeichnet die 
Komponente des Verschiebungsvektors). 
 ( ) ( ) ( ) ( )∑∑
==
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TLk
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k
mzm ppppGppu
,
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,
2 ~~~~~  (3.61) 
mit ( ) 24
)(~~
p
pFp zπρ=Φ  (3.62) 
k
mzG
~  ist dabei die Greensche Funktion für eine achsensymmetrische Punktkraft in z -
Richtung. Sie stellt die Impulsantwort des Mediums auf die Anregung durch eine 
punktförmige Quelle dar. kmzΓ~  ist die entsprechende Sprungantwort des Mediums. 
Für die Sprungantwort ergibt sich: 
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mit: 
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Die Exponenten iα  in (3.51) werden dabei durch Lαα =1  und Tαα =2  den entsprechenden 
Wellenanteilen zugeordnet. 
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3.2.7 Rücktransformation in den Zeitbereich mit der Cagniard-Methode 
Zur Berechnung der Verschiebung im Zeitbereich wird die Cagniard-Methode zur Laplace-
Rücktransformation angewendet (z. B. [Cagniard39], [DeHoop60], [Pao77], [Ceranoglu81], 
[Eskandari-Ghadi09]). Dafür werden zunächst die Besselfunktionen in die Integral-
darstellung überführt. Die notwendigen Zwischenschritte sind im Anhang A.4 dargestellt. 
 ( ) ( )∫= 2
0
cos
0 Re
2
π
ωξ ωπξ derpJ
rjp  (3.65) 
und ( ) ( ) ( )∫= 2
0
cos
1 cosIm
2
π
ωξ ωωπξ derpJ
rjp  (3.66) 
Eingesetzt in die Gleichungen (3.63) erhält man: 
 ( ) ( ) ( ) ( ) ( )∫ ∫∞ −Ι=Γ
0 0
cos
2
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π
ξωωξξπ
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k
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Entsprechend der Methode von Cagniard wird die Substitution: 
 ( ) ( )ξαωξ kzrjt −=− cos  (3.68) 
verwendet und damit die Integrationsvariable ξ  durch die Zeit t  substituiert. Die 
Greenschen Funktionen lassen sich dadurch in die folgende Form bringen, die der 
Transformationsgleichung (3.17) für die Laplace-Transformierte der Sprungantwort 
entspricht. Der Integrationsweg beginnt bei ( )0== ξttA . 
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 (3.69) 
Die Greenschen Funktionen im Zeitbereich können daraus direkt bestimmt werden, wenn 
der Anfangswert des Integrals Null ist. Das wird erreicht, indem der gültige Zeitbereich des 
Integrals durch die Sprungfunktion ( )AttH −  eingeschränkt wird. Mit dieser Methode ist es 
möglich die Laplace-Rücktransformation ohne zusätzliche Berechnung eines Integrals zu 
lösen. Die Greenschen Funktionen im Zeitbereich lauten: 
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Aus ( ) ( )00 kAk ztt αξ ===  erhält man unter Berücksichtigung von ( ) ebk 210 ±=α  mit 
(3.31) für die Startwerte des gültigen Zeitbereiches: 
33c
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ρ=  und 
44c
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ρ=  
Als nächstes wird die Substitution ( ) ( )ξω f=cos  aus (3.68) angewendet. 
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Der Endwert des Integrationsweges wird dabei unter der Bedingung Aktt ≥ , entsprechend 
(3.69), zu ( ) 0=Akk tξ . Der Anfangswert )(tkξ  ergibt sich aus der Substitution von Cagniard 
(3.68) bei 0=ω  nach folgendem Ansatz: 
 ( ) ( )tzrtjt kk αξ −⋅=−  (3.72) 
Durch Auflösen der Gleichung (3.72) nach ( )tkξ  mit 
 ( ) ( ) ( ) ( ) etdtcbtat kkkk ++±+= 24212 ξξξα  (3.73) 
erhält man die folgende Polynomgleichung 4. Grades: 
 ( ) ( ) ( ) ( ) 0234 =+⋅+⋅+⋅+⋅ EtDtCtBtA kkkk ξξξξ  (3.74) 
mit 
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4
4
222 zebztE , (3.75) 
die entsprechend gelöst werden muss (siehe [Bronstein01]). Aus den vier analytischen 
Lösungen können die entsprechenden Anfangswerte des Integrationsweges ( )tkξ  für die 
einzelnen Wellenarten ausgewählt werden. Die Lösungen sind symmetrisch bezüglich der 
imaginären Achse und die Auswahl erfolgt so, dass ( )tkξ  einen positiven Realteil besitzt 
und von Null beginnend stetig verläuft. Durch Einsetzen von ( ) ( ) ( )ξξωξ ω kt Kjdddtd =  mit 
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  ( ) ( )( )222 tzrK kk −+= ξαξξ  (3.76) 
(siehe Anhang A.5) erhält man: 
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Unter Berücksichtigung von ∫∫ −=
a
b
b
a
dxxfdxxf )()(  und ( )( ) ( )jbajbaj +−=+ ImRe  ergibt sich 
für die Greenschen Funktionen: 
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Dieses Integral kann nun über den Integrationsweg von 0=ξ  bis ( )tkξξ =  in der 
komplexen ξ -Ebene berechnet werden. Dabei wird der Integrationsweg, unter 
Berücksichtigung des Cauchyschen Integralsatzes (z. B. [Bronstein01]), in mehrere lineare 
Abschnitte unterteilt, die die auftretenden Polstellen möglichst weiträumig umgehen. Diese 
Vorgehensweise ist zum Beispiel in [Pao77] und [Völz95] dargestellt. 
 
3.2.8 Numerische Integration zur Berechnung der Greenschen Funktionen 
Zur numerischen Berechnung der Integrale wird eine 10-Punkte-Gauß-Quadratur 
angewendet. Dieses Verfahren hat den Vorteil, dass es mit wenig Stützstellen ein genaues 
Ergebnis liefert, und dass die Anfangs- und Endpunkte des Integrationsweges nicht 
berechnet werden (z. B. [Willers57], [Engeln-Müllges93]). Diese Eigenschaft verbessert die 
Genauigkeit des Integrals am Endpunkt ( )tkξ  wo der Term ( )ξξ kK  eine Singularität 
besitzt. Durch Einsetzen des Ansatzes von Cagniard (3.72) in (3.76) folgt: 
  ( )( ) ( ) ( )( ) 0222 =−+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ttzr
jr
ttztK kkkk ααξ  (3.79) 
Die Transformation des Integrationsweges auf den reellen Weg [-1,+1], wie er für die Gauß-
Quadratur gefordert wird, erhält man durch Einführung der Integrationsvariablen g . Dabei 
hängt ξ  wie folgt von g  ab: 
 ( ) ( )( )121221)( kkkkk gg ξξξξξ −⋅++=  (3.80) 
wobei 1kξ  und 2kξ  die Grenzen des Integrationsweges sind. 
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Die Integrale entsprechend der Gauß-Quadratur haben nach Einsetzen in (3.78) folgendes 
Aussehen: 
 ( ) ( ) ( ) ( )( )
( )
( ) ( )∫
+
−
−−Ι−=Γ
1
1
122
1Im2,, dg
rg
gzt
gK
ggttHtzr kk
k
k
k
k
rkA
k
rz ξξξ
αξ
π  
 ( ) ( ) ( ) ( )( ) ( )∫
+
−
−Ι−=Γ
1
1
122
1Im2,, dg
gK
ggttHtzr kk
k
k
zkA
k
zz ξξξπ  (3.81) 
 
3.2.9 Analytische Lösung für die Greenschen Funktionen im Epizentrum 
Im Epizentrum der anregenden Punktkraft bei 0=r  kann für die Greenschen Funktionen 
eine analytische Lösung ohne numerische Integration bestimmt werden. Die 
Polynomgleichung 4. Grades (3.74) vereinfacht sich dabei zu: 
 ( ) ( ) 024 =+⋅+⋅ EtCtA kk ξξ   (3.82) 
mit 
 ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
4
4
22 zcazA , ( )( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛−−=
4
2
4
222 zdbztazC , ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛−−=
4
4
222 zebztE  (3.83) 
Damit erhält man die folgende analytische Lösung für ( )tkξ : 
 ( )
A
E
A
C
A
Ctzrk −⎟⎠
⎞⎜⎝
⎛±−±==
2
22
,,0ξ   (3.84) 
Unter Berücksichtigung von Gleichungen (3.31) erhält man: 
 4
33
11 z
c
cA =  
 4
441133
114
4433
22
4433
4413
2
133311 11112 z
ccc
cz
cc
zt
cc
cccccC ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−−= ρρ  
 4
4433
2
22
4433
4 11 z
cc
zt
cc
tE ρρ +⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=  (3.85) 
und 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−−=
44114433
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133311 11
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2 ccccz
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4
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t
c
c
A
E ρρ +⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=  (3.86) 
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Weiterhin folgt für 0=r  aus der Substitution von Cagniard (3.68), dass ( )tkξ  und dadurch 
auch der Integrand unabhängig von ω  ist. Außerdem tritt in ( )tzrkrz ,,Γ  der Gleichung (3.78) 
eine Singularität der Form r1  auf. Somit ist die Berechnung für die Verschiebung im 
Epizentrum der Anregung mit der bisher beschriebenen Methode nicht möglich. In diesem 
Fall geht man von Gleichung (3.70) aus und erhält unter Berücksichtigung von 
( ) 1cos2
0
=∫
π
ωω d  und 
2
2
0
πω
π
=∫d  folgende analytische Lösung für die Greenschen Funktionen 
im Epizentrum: 
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⎟⎟
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und 
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Mit den Vereinfachungen in Abschnitt 3.2.5 erhält man für isotrope Medien folgende Lösung 
für die Greenschen Funktionen im Epizentrum (vergleiche [Ceranoglu81]): 
 ( ) 0,,0 ==Γ tzrkrz , ( ) ( ) ( )( ) 2,,0,,0 z
ttzrttHtzr kzkA
k
zz =Ι−==Γ ξ  (3.91) 
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3.3 Berechnung des Zeitverlaufs des Verschiebungsvektors 
Zur Berechnung der Vektorkomponenten der Teilchenverschiebung für einen beliebigen 
Zeitverlauf der anregenden Kraft wird zunächst die transformierte Zeitfunktion aus (3.61) 
und (3.62) in den Zeitbereich zurück transformiert, wobei ( ) 00 ==tf  vorausgesetzt wird: 
 ( ) ( )πρ4}~{ 31
tF
dt
d
ppL
z=Φ−  (3.92) 
Aus (3.61) erhält man folgende Lösung für die Teilchenverschiebung im Zeitbereich 
( ( ) ( )tgtf ∗  ist dabei die Faltung der beiden Zeitfunktionen): 
 ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ Γ∗⎟⎠
⎞⎜⎝
⎛= ∑
= TLk
k
mzzm ttFdt
dtu
,4
1
πρ  (3.93) 
Setzt man nun für die Zeitfunktion der anregenden Normalkraft die Sprungfunktion )(tH  ein 
erhält man ( ) ( ) ( )ttHtFz δ== && . Aus der Ableitungsregel der Faltungsoperation 
( ) ( ) ( ) ( )tgtftgtf && ∗=∗  ist erkennbar, dass der Ausdruck ( )∑
=
Γ
TLk
k
mz t
,
 die Sprungantwort )(tuHm  
des Systems aus Quellpunkt, Medium und Aufpunkt für die Teilchenverschiebung darstellt. 
 ( ) ( )∑
=
Γ=
TLk
k
mzHm ttu
,4
1
πρ  (3.94) 
Mit Hilfe der Ableitungsregel der Faltungsoperation, kann der Zeitverlauf der Teilchen-
verschiebung im Halbraum für eine beliebige Anregungsfunktion der Punktquelle nach 
folgender Gleichung berechnet werden: 
 ( ) ( ) ( )tu
dt
tdFtu Hmzm ∗=  (3.95) 
Ist die Ableitung der Anregungsfunktion nicht bekannt bzw. nicht analytisch bestimmbar, 
kann sie an dieser Stelle auch numerisch ausgeführt werden. 
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3.4 Vierdimensionale Punktrichtwirkung 
Mit dem oben gezeigten Rechenweg wurden bisher ausschließlich Zeitverläufe an 
einzelnen ausgewählten Punkten im Halbraum und an der Halbraumoberfläche berechnet 
(z. B. [Ryan71], [Eskandari-Ghadi09]). Für die Berechnung des vollständigen Verlaufes der 
Wellenfronten im gesamten Halbraum ist das Modell auch mit moderner Rechentechnik zu 
aufwändig und benötigt große Rechenzeiten. Aus diesem Grund wird im Folgenden ein 
neuer Ansatz gezeigt, der die Rechenzeit deutlich reduziert. 
Um von den Greenschen Funktionen in (3.78) zu einer Punktrichtwirkung zu kommen, ist 
es notwendig nachzuweisen, dass die Amplitude ausschließlich dem Entfernungsgesetz 
1~ −RA  folgt und der zeitliche Verlauf der Funktion unabhängig vom Abstand 22 zrR +=  
ist. Neben der Integrationsvariable ( )tkξ  sind nur die Terme ( )ξkK  und ( )r
zt k ξα−  von der 
Position des Aufpunktes ( )zr ,  abhängig. Es genügt also zu zeigen, dass diese Ausdrücke 
unabhängig von R  sind. 
Betrachten wir zunächst die Integrationsvariable ( )tkξ . Unter Verwendung des Ansatzes 
von Cagniard (3.72) und mit der Einführung von Kugelkoordinaten Θ= sinRr  und 
Θ= cosRz  hat die Substitution folgendes Aussehen: 
 ( ) ( ) Θ−Θ= sincos RtjRtt kk ξα  (3.96) 
( )tkα  ist dabei unabhängig von r  und z . Im nächsten Schritt muss nun noch t  durch eine 
Funktion von R  beschrieben werden, um R  aus der Berechnung des Integrationsweges 
eliminieren zu können. Ersetzt man die Zeit durch die normierte Zeit τ , ergibt sich: 
 
0c
Rt τ=  (3.97) 
Das bedeutet eine Normierung der Zeitachse und das Zeitraster wird in Abhängigkeit von 
R  gestreckt bzw. gestaucht. Die Referenzgeschwindigkeit 0c  kann dabei beliebig gewählt 
werden. Damit wird die Substitution (3.96) zu: 
 ( ) ( ) Θ−Θ= sincos
0
τξτατ kk jc  (3.98) 
Somit ist gezeigt, dass der Integrationsweg ( )τξk  nicht vom Abstand R , sondern nur vom 
Einschallwinkel Θ  abhängig ist. 
Der Term ( )ξkK  aus (3.76) kann mit den obigen Beziehungen zu folgender Gleichung 
umgeformt werden: 
 ( ) ( ) ( )ξξατξξ kkk KRRcRRK ′⋅=⎟⎟⎠
⎞
⎜⎜⎝
⎛ Θ−+Θ=
2
0
222 cossin  (3.99) 
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 ( ) ( )
2
0
22 cossin ⎟⎟⎠
⎞
⎜⎜⎝
⎛ Θ−+Θ=′ ξατξξ kk cK  (3.100) 
Der Ausdruck ( )
r
zt k ξα−  wird zu: 
 ( ) ( ) ( )Θ
Θ−
=Θ
Θ−
=−
sin
cos
sin
cos
00
ξατξατξα kkk c
R
R
c
R
r
zt  (3.101) 
Es folgt ( )ξkK  ist proportional R  und ( )r
zt k ξα−  ist unabhängig von R . Womit gezeigt 
wäre, dass das Integrationsergebnis im Zeitverlauf für konstante Einschallwinkel Θ  
identisch ist und die Amplitude dem Entfernungsgesetz folgt. Die Greenschen Funktionen 
(3.78) lassen sich wie folgt umformen: 
 ( ) ( ) ( ) ( )
( )( )∫ Θ Θ−⋅′Ι−=ΘΓ
−τξ
ξξ
ξατ
ξ
ξξπτττ
k
dc
K
H
R
k
k
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k
rz
0
1
0
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cosIm21,  
 ( ) ( ) ( ) ( )
( )
∫ ′Ι−=ΘΓ
τξ
ξξ
ξξπτττ
k
d
K
H
R k
zkA
k
zz
0
Im21,  (3.102) 
Verallgemeinert ist die Greensche Funktion als Produkt aus dem Entfernungsgesetz und 
der Punktrichtwirkung darstellbar: 
  ( ) ( )ττ ,1, Θℜ=ΘΓ kmzkmz R  (3.103) 
Für die vierdimensionale Punktrichtwirkung ( )τ,Θℜkmz  einer Punktkraft an der Halbraum-
oberfläche eines transversalisotropen Mediums mit normal zur Oberfläche orientierter 
Symmetrieachse ergibt sich somit: 
 ( ) ( ) ( ) ( )
( )( )∫ Θ Θ−⋅′Ι−=Θℜ
−τξ
ξξ
ξατ
ξ
ξξπτττ
k
dc
K
H k
k
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k
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 ( ) ( ) ( ) ( )
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τξ
ξξ
ξξπτττ
k
d
K
H
k
zkA
k
zz
0
Im2,  (3.104) 
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Für die Vektorkomponenten in kartesischen Koordinaten erhält man: 
 ( ) ( ) ( ) ( )
( )( ) ϕξξ
ξατ
ξ
ξξπτττ
τξ
cos
sin
cosIm2,
0
1
0 ⋅Θ
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Im2,  (3.105) 
Aus (3.94) und (3.103) lässt sich die Sprungantwort der Verschiebung wie folgt bestimmen: 
  ( ) ( )∑
=
Θℜ=Θ
TLk
k
mzHm R
Ru
,
,
4
1,, τπρτ  (3.106) 
 ( ) ∑
=
⎟⎠
⎞⎜⎝
⎛ℜ
+
=
TLk
k
mzHm z
r
zr
zru
,22
,arctan
4
1,, τπρτ  (3.107) 
Über die Beziehung: ( )
22
0
zr
ctt
+
=τ  (3.108) 
kann aus dem normierten Zeitverlauf der Verschiebung der Zeitverlauf ( )tzruHm ,,  berechnet 
werden. 
 
3.5 Betrachtungen zur Rechenzeit 
Da die absolute Geschwindigkeit von Modellrechnungen immer vom aktuellen Stand der 
Rechentechnik abhängig ist, soll hier ausschließlich die Reduzierung der Rechenzeit zur 
vollständigen Berechnung der Wellenausbreitung im Halbraum mit der vierdimensionalen 
Punktrichtwirkung im Vergleich zur Berechnung mit den Greenschen Funktionen in 
Abschnitt 3.2.8 betrachtet werden. Die Berechnung von ausgedehnten Quellen mit Hilfe der 
Punktquellensynthese ist dabei unabhängig von der gewählten Methode. Somit ist nur die 
Berechnung des Schallfeldes einer Punktquelle für diese Betrachtung relevant. Die 
Rechenzeit zur Überlagerung der Schallfelder bei der Punktquellensynthese kann im 
Vergleich zur numerischen Berechnung der Integrale der Greenschen Funktionen 
vernachlässigt werden. 
In Abb. 3.3 ist schematisch die Reduzierung der zu berechnenden Beobachtungspunkte 
dargestellt. Aus Abb. 3.4 ergeben sich die folgenden geometrische Abhängigkeiten zur 
Bestimmung der notwendigen Winkelauflösung bei der Anwendung der Punktrichtwirkung. 
Dabei muss die Winkelauflösung im entferntesten Beobachtungspunkt, von der Punktquelle 
aus, eine vergleichbare Ortsauflösung wie die Diskretisierung des gesamten Halbraumes 
ermöglichen, um die Unterschiede zwischen den Rechenergebnissen der beiden Methoden 
zu minimieren. 
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Abb. 3.3  Schema zur Anzahl der zu berechnenden Integrale in den Beobachtungspunkten, links: mit 
Greenschen Funktionen, rechts: mit vierdimensionaler Punktrichtwirkung 
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Abb. 3.4  Skizze zur Berechnung der Winkelauflösung 
 
  21
2
11 zrR +=  (3.109) 
  22 zrR Δ+Δ=Δ  (3.110) 
Am rechtwinkligen Dreieck ( )Rzr ΔΔΔ ,,  gilt für die Höhe h  über RΔ : 
  
R
zrh Δ
Δ⋅Δ=  (3.111) 
Daraus folgt: 
1
tan
RR
zr
⋅Δ
Δ⋅Δ≈ΔΘ  (3.112) 
Für hohe Winkelauflösungen gilt:  
1
0
lim
RR
zr
⋅Δ
Δ⋅Δ=ΔΘ
→ΔΘ
 (3.113) 
Die Anzahl der zu berechnenden Greenschen Funktionen für alle Beobachtungspunkte im 
Halbraum ergibt sich zu: 
  ⎟⎟⎠
⎞⎜⎜⎝
⎛ +Δ
−⋅⎟⎟⎠
⎞⎜⎜⎝
⎛ +Δ
−⋅⎟⎟⎠
⎞⎜⎜⎝
⎛ +Δ
−= 111 010101
t
tt
z
zz
r
rrNrz  (3.114) 
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Die Anzahl der zu berechnenden Greenschen Funktionen für die vierdimensionale 
Punktrichtwirkung ergibt sich zu: 
  ⎟⎟⎠
⎞⎜⎜⎝
⎛ +Δ
−⋅⎟⎟⎠
⎞⎜⎜⎝
⎛ +ΔΘ
Θ−Θ=Θ 11 0101 t
ttN  (3.115) 
Unter den praktischen Bedingungen 10 rr −= , 00 =z , °−=Θ 900 , °+=Θ 901  erhält man 
folgende anwendbare Gleichungen für die Anzahl der zu berechnenden Greenschen 
Funktionen. 
  ⎟⎟⎠
⎞⎜⎜⎝
⎛ +Δ
−⋅Δ⋅Δ
⋅Δ⋅=Θ→ΔΘ 1lim 0110 t
tt
zr
RRN π  (3.116) 
  ⎟⎟⎠
⎞⎜⎜⎝
⎛ +Δ
−⋅Δ⋅Δ=→Δ →Δ
12lim 0111
0
,0 t
tt
z
z
r
rNrz
z
r
 (3.117) 
Für das Verhältnis der zu berechnenden Greenschen Funktionen, das als Maß für die 
Reduzierung der Berechnungsgeschwindigkeit dienen kann, ergibt sich: 
  
1
11
0
,0
2lim
RR
zr
N
Nrz
z
r ⋅Δ⋅
⋅=
Θ→Δ
→Δ π  (3.118) 
Für die Beispielrechnungen im Kapitel 5 in den Bereichen [-80 mm, +80 mm] mit einer 
Auflösung von 0,25 mm in r-Richtung und [0 mm, +80 mm] mit einer Auflösung von 0,5 mm 
in z-Richtung ergibt sich eine Reduzierung der Rechenzeit bei der Anwendung der 
vierdimensionalen Punktrichtwirkung mit einer praktischen Winkelauflösung von 0,1° um 
den Faktor 57  
1801
161641 ≈⋅=
ΘN
Nrz . 
Aus Gleichung (3.113) erhält man für die minimal notwendige Winkelauflösung den Wert 
°≈ΔΘ 113,0 . Für die praktische Anwendung wurde dieser Wert auf 0,1° gerundet. Somit 
kann die maximal mögliche Reduzierung der Rechenzeit unter den gegebenen 
Bedingungen, die sich aus Gleichung (3.118) zu 64≈ΘNNrz  ergibt, in den Beispielen nicht 
ganz erreicht werden. 
Die vorhergehenden Betrachtungen zeigen, dass die Reduzierung der Rechenzeit bei der 
Anwendung der vierdimensionalen Punktrichtwirkung von der Anzahl der zu berechnenden 
Beobachtungspunkte abhängig ist. Die Einsparung an Rechenzeit erhöht sich dabei mit 
steigender Anzahl von Punkten im Halbraum. Setzt man die Ausdehnungen des 
Halbraumes azr == 11  und die Auflösungen azr Δ=Δ=Δ , erhält man aus der Gleichung 
(3.118) die vereinfachte Faustformel: 
  
a
a
N
Nrz
a Δ⋅=Θ→Δ π0lim  (3.119) 
und es zeigt sich, dass die Zeiteinsparung proportional zum Faktor 
a
a
Δ  ist. 
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3.6 Punktquellensynthese 
Zur Berechnung der Verschiebung einer endlich ausgedehnten Quelle, wird im Folgenden 
eine ebene Schwingerfläche auf der Grenzfläche 0=z  des Mediums betrachtet. Es wird 
ein kartesisches Koordinatensystem ( )zyx ,,  verwendet. Der Koordinatenursprung liegt 
dabei im Mittelpunkt des Schwingers. Da bei der Berechnung eines ausgedehnten 
Schwingers außerhalb des Epizentrums keine Symmetrie bezüglich der z -Achse 
vorhanden ist, müssen alle Komponenten des Verschiebungsvektors ( )zyx uuuu ,,=r  
berechnet werden. 
Ausgangspunkt der Berechnung ist die Punktquellensynthese. Dabei werden die 
Verschiebungen, die durch die symmetrischen Punktkräfte auf der gesamten Schwinger-
fläche angeregt werden, addiert. Als Lösung für die Punktquellen wird die Sprungantwort 
nach Gleichung (3.107) verwendet. Die Punktquellensynthese lässt sich durch das folgende 
Flächenintegral beschreiben. Dabei ist S die Schwingerfläche. 
 ∫∫=
S
dSuu HPunktHFläche
rr
 (3.120) 
Im vorliegenden Fall ist es sinnvoll die Flächenintegration in Zylinderkoordinaten durch-
zuführen. Dazu wird das Zylinderkoordinatensystem ( )zr ,,ϕ  mit 22 yxr +=  der 
jeweiligen Punktquelle verwendet. Da die Verschiebung einer achsensymmetrischen Punkt-
quelle bzgl. der z -Achse entsprechend den Voraussetzungen in Abschnitt 3.2 nur von r  
und z  abhängig ist, kann die Integration über ϕ  analytisch gelöst werden. Das bedeutet 
praktisch eine Zusammenfassung aller Punktquellen mit dem selben Radius r  bezüglich 
des Aufpunktes in einem einzigen Quellpunkt (z. B. [Harris81], [Lhémery94]). Es ergibt sich 
die folgende Lösung: 
 
( )
( ) ( )( )( )∫∫ ∫ ⎟⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
−⋅
−⋅
−⋅
=
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
=
⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛
2
1
2
1
2
1
12
21
12
coscos
sinsin
,
,
, r
r
Hz
Hr
Hrr
r
r
r
Hz
Hy
Hx
HFläche rdr
rrru
rrru
rrru
drrd
ru
ru
ru
u
ϕϕ
ϕϕ
ϕϕ
ϕ
ϕ
ϕ
ϕϕ
ϕ
r
 (3.121) 
Die Integrationsgrenzen ( )r1ϕ  und ( )r2ϕ  müssen in Abhängigkeit von der Geometrie der 
ausgedehnten Quelle bestimmt werden. Die dazu benötigten Parameter sind in der Abb. 
3.5 dargestellt. 
Da eine analytische Integration der Punktquellenverschiebung über r  nicht möglich ist, 
wird sie in eine diskrete Summe der Verschiebungsfunktionen von gleichmäßig über den 
Radius verteilten Punktquellen umgewandelt. Die Gleichung (3.121) wird dazu in die 
folgende Summenschreibweise umgeformt. 
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( )( ) ( )
( )( ) ( )
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12111
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coscos,,
sinsin,,
,,,
ϕϕτ
ϕϕτ
ϕϕτr  (3.122) 
Wobei sich die Zylinderkoordinate r  aus 22 yxr +=  ergibt und die Verschiebungs-
komponenten aus den Gleichungen (3.107) und (3.108) bestimmt werden. Die Bestimmung 
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der Integrationsgrenzen 1ϕ  und 2ϕ  in Abhängigkeit vom Radius r wird im Folgenden für die 
in der Praxis häufig genutzten kreisförmigen und rechteckigen Schwinger erklärt. 
 
Schwinger 
Aufpunkt 
projiziert in 
die x-y-Ebene 
r1 
r0 
r2 
ϕ2 
ϕ1 
r 
y 
x 
a 
b ϕ0 0 
 
Abb. 3.5  Skizze zur Flächenintegration 
 
 
3.6.1 Punktquellenbelegung eines kreisrunden Schwingers 
Punktquellenbelegung bedeutet in diesem Fall, dass auf den Kreisbögen (Radius r um den 
in die x-y-Ebene projizierten Aufpunkt) zwischen den Randpunkten iS  auf der Oberfläche 
des Schwingers durch die analytische Integration sozusagen unendlich viele Punktquellen 
überlagert werden. Die Anzahl der zu berücksichtigenden Kreisbögen auf dem Schwinger 
mit unterschiedlichem Radius r ergibt sich aus der für eine exakte Berechnung notwendigen 
Punktquellendichte. Die Bestimmung der erforderlichen Punktquellendichte wird in den 
Abschnitten 3.6.3 und 3.6.4 beschrieben. 
 
 
Schwinger 
Aufpunkt 
S1 
r0 
S2 
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-ϕ 
r 
y 
x 
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Abb. 3.6  Skizze zur Winkelbestimmung am Kreis 
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Zunächst wird das Prinzip am einfacheren Fall des kreisrunden Schwingers gezeigt. Auf 
Grund der Symmetrie des Schwingers bezüglich der z -Achse muss nur ein Schnittpunkt ( )ss yxS ,  des Kreisbogens mit dem Radius r  um den Aufpunkt mit dem Rand des 
Schwingers bestimmt werden. Die Winkel zwischen 0r  und den Schnittpunkten sind dabei 
betragsmäßig gleich und 0ϕ  kann beliebig gewählt werden. 
Für 00 =ϕ  gilt: 
 
r
xr S−= 0cosϕ , 
r
yS=ϕsin  
2
22
2
⎟⎠
⎞⎜⎝
⎛=+ ayx SS  (3.123) 
Als Lösung erhält man: 
rr
arr
0
2
22
0
2
2arccos
⎟⎠
⎞⎜⎝
⎛−+
=ϕ  (3.124) 
Für den Fall, dass kein Schnittpunkt existiert und 
20
ar <  ist wird πϕ =  gesetzt. Die 
Integrationsgrenzen 1ϕ  und 2ϕ  ergeben sich aufgrund der Symmetrie zu: ϕϕϕ −= 01 und 
ϕϕϕ += 02 . 
 
3.6.2 Punktquellenbelegung eines rechteckigen Schwingerelementes 
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Abb. 3.7  Skizze zur Winkelbestimmung am Rechteck 
 
Ein linearer Gruppenstrahler besteht üblicherweise aus rechteckigen Schwingern. Wegen 
der fehlenden Symmetrie müssen in diesem Fall alle möglichen Schnittpunkte ( )ss yxS ,  des 
Kreises mit dem Radius r  um den Aufpunkt mit den Schwingerkanten berechnet werden. 
Es können maximal 8 Schnittpunkte entstehen, wie in Abb. 3.7 gezeigt ist. 
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Dazu werden alle Schnittpunkte mit den Geraden 
2
ax ±=  und 
2
by ±=  berechnet und die 
auf dem Schwinger liegenden Lösungen selektiert. Es gilt: 
 ( )222
2 S
yyaxr −+⎟⎠
⎞⎜⎝
⎛ ±=  (3.125) 
für die Schnittpunkte mit den Geraden 
2
ax ±=  und 
 ( ) 222
2
⎟⎠
⎞⎜⎝
⎛ ±+−= byxxr S  (3.126) 
für die Schnittpunkte mit den Geraden 
2
by ±= . Die Lösungen lauten: 
 
2
2
28,5,4,1
⎟⎠
⎞⎜⎝
⎛ ±−= axryyS m  für 28,5,4,1
axS ±=  
 
2
2
27,6,3,2
⎟⎠
⎞⎜⎝
⎛ ±−= byrxxS m  für 27,6,3,2
byS ±=  (3.127) 
Die Winkel zu den Schnittpunkten iϕ  ergeben sich aus: 
i
i
S
S
i xx
yy
−
−= arctanϕ  (3.128) 
Für den Fall, dass kein Schnittpunkt existiert bzw. 
20
ar <  und 
20
br <  ist, wird 01 =ϕ  und 
πϕ 22 =  gesetzt. Zur Berechnung wird das Integral in 4 Teilintegrale: 
 ( ) ( ) ( ) ( ) ( )∫ ∫∫∫∫
Φ
+++=
8
7
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4
3
2
1
ϕ
ϕ
ϕ
ϕ
ϕ
ϕ
ϕ
ϕ
ϕϕϕϕϕϕϕϕϕϕ dfdfdfdfdf  (3.129) 
zerlegt. Dabei werden die Teilintegrale zwischen zwei nicht auf dem Schwinger liegenden 
Punkten gleich Null gesetzt. 
 
3.6.3 Berechnung der Punktquellendichte für eine impulsförmige Anregung 
Die notwendige Anzahl der Punktquellen bei der Summierung und damit ihr gegenseitiger 
Abstand rΔ  auf der Schwingerfläche sind abhängig von der Wellenlänge der erzeugten 
Ultraschallwelle und werden somit vom Frequenzspektrum des Anregungssignals bestimmt. 
Die diskretisierte Lösung nach Gleichung (3.122) liefert ein exaktes Ergebnis, wenn rΔ  
entsprechend dem Abtasttheorem gewählt wird [Spies94]. Ist das Spektrum nicht bekannt 
oder soll das Verschiebungsfeld HFlächeu
r
 für eine Anregung mit der Sprungfunktion 
berechnet werden, damit die Signale später mit einer beliebigen Zeitfunktion entsprechend 
Gleichung (3.95) gefaltet werden können, muss die Grenzfrequenz des realen 
Frequenzspektrums des Verschiebungssignales ermittelt werden [Lee94]. Im vorliegenden 
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Fall ist die Grenzfrequenz allerdings nicht analytisch bestimmbar. Aus diesem Grund wird 
eine Methode angewendet, die von der Auflösung bzw. der Grenzfrequenz der grafischen 
Darstellung ausgeht. Ausgangspunkt ist dabei die Überlegung, dass es nicht notwendig ist 
die Amplitudenwerte mit einer höheren Genauigkeit zu berechnen als die Grafik darstellen 
kann. Voraussetzung dafür ist, dass die Bewertung des berechneten Zeitverlaufs 
ausschließlich manuell mit Hilfe von grafischen Darstellungen erfolgt. 
Die Exaktheit der Abbildung einer Zeitfunktion ist abhängig von der Auflösung der 
Zeitachse tΔ  und der Zahl der dargestellten Amplitudenstufen N . Die Grenzfrequenz gf  
der Darstellung ergibt sich aus dem größten darstellbaren Sprung der Form: 
 ( )
⎪⎪⎩
⎪⎪⎨
⎧
Δ+>
Δ+<<Δ
<
=
tttN
ttttt
t
N
tt
tf
0
00
0
,
,
,0
 (3.130) 
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Abb. 3.8  Skizze des größten darstellbaren Amplitudensprunges f(t) in (3.130) 
 
Soll wie im vorliegenden Fall auch der differenzierte Zeitverlauf der Verschiebung 
dargestellt werden, muss die Grenzfrequenz gf  der abgeleiteten Funktion: 
 ( )
⎪⎩
⎪⎨
⎧ Δ+<<Δ=
sonst
tttt
t
N
dt
tdf
,0
, 00  (3.131) 
bestimmt werden. Mit Hilfe der Laplace-Transformierten für die Sprungfunktion ( ) 1}{ −= ptHL  erhält man folgende Beziehung, wobei die Grenzfrequenz an der Stelle 
festgelegt wird, an der der Betrag des Amplitudenspektrums gleich dem kleinsten 
darstellbaren Amplitudenwert 1 ist: 
 11 =Δ gjt
N
ω  (3.132) 
Als Lösung erhält man: 
t
Nfg Δ⋅= π2  (3.133) 
Mit Hilfe der Abtastbedingung: ga ff 2≥  ergibt sich die Abtastfrequenz zu: 
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t
Nfa Δ⋅≥ π  (3.134) 
Die Abtastperiodendauer wird nun der größten Ankunftszeitdifferenz maxtΔ  der von zwei 
benachbarten Punkten auf der Schwingeroberfläche eintreffenden Wellen gleichgesetzt. 
Dazu werden die beiden entferntesten Quellpunkte im Integrationsbereich von 1r  bis 2r  in 
Gleichung (3.121) bei 2r  und rr Δ−2  betrachtet (siehe Abb. 3.9). Für die Differenz RΔ  des 
Abstandes dieser beiden Punkte zum Aufpunkt gilt: 
 
min
1
c
R
fa
Δ=  (3.135) 
Die Referenzgeschwindigkeit minc  ist dabei die kleinste auftretende Wellengeschwindigkeit 
im Medium (siehe Anhang A.6): 
 
( ) ( )
ρ2
2 441344
3311
min
ccccc
c
+−⎟⎠
⎞⎜⎝
⎛ ++
=  (3.136) 
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Abb. 3.9  Darstellung des Zusammenhanges zwischen dem Quellpunktabstand Δr auf der 
Schwingerfläche und dem Abstand R zum Aufpunkt 
 
Aus der Beziehung: ( ) 2222 )( rrzRR Δ−+=Δ−  (3.137) 
entsprechend Abb. 3.9 erhält man: RRRrrr Δ−Δ+−=Δ 22222  (3.138) 
Durch Einsetzen von (3.134) und (3.135) folgt daraus die Gleichung für die Abhängigkeit 
des Quellpunktabstandes von der Amplituden- und Zeitauflösung der grafischen 
Darstellung: 
 222min
2
min2
22 2 zrN
ct
N
ctrrr +⋅Δ⋅−⎟⎠
⎞⎜⎝
⎛ ⋅Δ⋅+−=Δ ππ  (3.139) 
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Berechnet man rΔ  mit einer kleineren Anzahl von Amplitudenstufen als die, mit der der 
Zeitverlauf dargestellt wird, ist der Rechenfehler der Punktquellensynthese als 
„Numerisches Rauschen“ sichtbar. Zur Untersuchung dieses Sachverhaltes werden 
Rechnungen im Epizentrum eines kreisrunden Schwingers mit dem Durchmesser a im 
Abstand 2az =  für einen isotropen Halbraum durchgeführt. In diesem Punkt treten große 
Sprünge mit hochfrequenten Spektralanteilen auf, die für den maximalen Rauschanteil 
verantwortlich sind. Der Rauschabstand der Verschiebung wird aus den berechneten 
Impulsantworten bestimmt. Dazu wird der halbe Spitze-Spitze-Wert der maximalen 
Rauschamplitude ins Verhältnis zur maximalen Amplitude des Zeitverlaufs der 
Verschiebung gesetzt. Die berechneten Zeitverläufe sind im Anhang B aufgelistet. Die 
vorgegebene Zahl von Amplitudenstufen N  zur Berechnung von rΔ  und die daraus 
folgende Anzahl der Quellpunkte für die numerische Integration über den Radius sind 
angegeben. Der Wert für den Term minct ⋅Δ  beträgt in den Beispielrechnungen a⋅0,0025 . 
Dieser Wert repräsentiert die räumliche Auflösung der Berechnung. 
Der Dynamikumfang der Darstellung, also das Verhältnis zwischen dem größten und dem 
kleinsten darstellbaren Amplitudenwert, gibt den Grenzwert für den maximal erreichbaren 
Signal-Rausch-Abstand für die jeweilige Anzahl von Amplitudenstufen an. Der Wert des 
Dynamikumfanges ist mit dBN ⋅⋅ 10log20  gegeben. Dieser Wert wird im Diagramm in Abb. 
3.10 dem in den Beispielrechnungen ermittelten Signal-Rausch-Abstand für das 
„Numerische Rauschen“ gegenübergestellt. Die Zahl der Amplitudenstufen der grafischen 
Darstellung beträgt dabei 300 Punkte. Somit ist der größte erreichbare Dynamikumfang der 
Darstellung dBdB 5,49300log20 10 =⋅⋅ . 
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Abb. 3.10  Vergleich des Dynamikumfanges der Darstellung mit dem Signal-Rausch-Abstand (SNR) 
des „Numerischen Rauschens“ in den Beispielrechnungen 
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Deutlich ist in der Abb. 3.10 ein Maximum des Signal-Rausch-Abstandes in den 
Beispielrechnungen und damit ein minimaler Rechenfehler zu erkennen, wenn der Wert 
von N  für die Berechnung des Quellpunktabstandes gleich der Zahl der Amplitudenstufen 
der Darstellung ist, also die relative Amplitudenauflösung gleich 1 wird. Die Verringerung 
des Signal-Rausch-Abstandes (Erhöhung des Rechenfehlers), wenn N  größer als 300 
wird, ist auf den Fehler der gesamten numerischen Berechnung der Verschiebung der 
Punktquellen und insbesondere auf die Integration zurückzuführen. Durch die steigende 
Anzahl der zu berechnenden Einzelpunkte auf dem Radius in diesem Bereich erhöht sich 
dabei zwangsläufig auch die Summe der Fehler. Außerdem weicht der Signal-Rausch-
Abstand mit steigendem N  immer stärker von dem maximal erreichbaren Grenzwert ab, 
der durch den Dynamikumfang gegeben ist. Dieser Effekt kann auf die gleichen Ursachen 
zurückgeführt werden. 
Wenn man die genannten Fehlerursachen berücksichtigt, zeigt sich eine recht gute 
Übereinstimmung des berechneten Signal-Rausch-Abstandes für das "Numerische 
Rauschen" mit dem Dynamikumfang der Darstellung. Damit wird die Richtigkeit des 
verwendeten Ansatzes zur Bestimmung des notwendigen Punktquellenabstandes rΔ  bei 
der Diskretisierung des Integrals in Gleichung (3.121) bestätigt. 
 
3.6.4 Berechnung der Punktquellendichte für eine bandbegrenzte Anregung 
Dazu gehen wir zunächst von einer rein monofrequenten Anregung mit der Frequenz 0f  
aus. Der Abstand der Punktquellen rΔ  kann dabei im Gegensatz zur impulsförmigen 
Anregung direkt aus dem Anregungssignal abgeleitet werden. Abhängig ist der Abstand 
vom zugelassenen Amplitudenfehler AΔ  bei der Überlagerung der Punktquellen und von 
der Wellenlänge 0λ  der Schallwelle. Ausgehend von der Überlegung, dass der Amplituden-
fehler bei der Summierung der monofrequenten Signale von zwei benachbarten Punkten 
nicht überschritten werden darf, folgt aus der Gleichung (3.138) mit (3.135) sowie 
22
2 zrR += , 
0
min
0 f
c=λ  und den Normierungen 02 λ⋅= ar , 0λ⋅= bz : 
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+−⎟⎟⎠
⎞
⎜⎜⎝
⎛+−⋅=Δ 220
2
02
0 2 baf
f
f
faar
aa
λ  (3.140) 
Die geometrischen Bedingungen am Schwinger sind in Abb. 3.9 dargestellt. Die 
Referenzgeschwindigkeit minc  ist dabei die kleinste auftretende Wellengeschwindigkeit im 
Medium nach Gleichung (3.136). Die Beziehung für den Amplitudenfehler bei der Summe 
zweier phasenverschobener Sinusschwingungen lautet: 
 ( ) ( )( ) ⎟⎠
⎞⎜⎝
⎛ Δ⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ Δ+=Δ++
2
cos
2
sin2sinsin 0000
tttttt ωωωω  (3.141) 
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Der Faktor ⎟⎠
⎞⎜⎝
⎛ Δ
2
cos 0
tω  muss also dem Amplitudenwert beim maximal zulässigen 
Amplitudenfehler entsprechen. 
Mit 1−=Δ aft  und 00 2 fπω =  erhält man: Af
f
a
Δ−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
1cos 0π  (3.142) 
Umgestellt lautet das Ergebnis: ( )π Af
f
a
Δ−= 1arccos0  (3.143) 
Für einen Amplitudenfehler von 10% ergibt sich daraus: ( )
7
11,01arccos0 ≈−= πaf
f  
Eingesetzt in Gleichung (3.140) erhält man im Bereich ]10,10[−=a  und ]20,0[=b  das in 
Abb. 3.11 dargestellte Ergebnis für 
rΔ
0λ  in farbkodierter Darstellung. Für den Extremfall, 
dass 0=z  ist, erhält man aus Gleichung (3.140) die Beziehung: 
 
af
fr 00min ⋅=Δ λ  (3.144) 
Das bedeutet, dass rΔ  für einen Amplitudenfehler von maximal 10% im gesamten 
Halbraum nicht kleiner als 
7
0
min
λ=Δr  sein muss. Als Endergebnis erhält man zur 
Abschätzung des minimalen Punktabstandes bei der Punktquellensynthese mit 
monofrequenter Anregung: 
 ( )Ar Δ−=Δ 1arccosmin
0 πλ  (3.145) 
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Abb. 3.11  rΔ0λ  in der r-z-Ebene für einen Amplitudenfehler von 10% bei monofrequenter Anregung 
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Aus der Darstellung in Abb. 3.11 ist ersichtlich, dass im Bereich 0→z  das Verhältnis 
rΔ
0λ  
nicht kleiner als 7 werden darf, wie bereits in [Kühnicke01] gezeigt wird. Bei größerem 
Abstand z  des Aufpunktes zum Schwinger kann der Punktabstand entsprechend größer 
gewählt werden. 
Für ein bandbegrenztes Anregungssignal mit einer relativen Bandbreite B  kann die Lösung 
(3.145) für die monofrequente Anregung mit der Frequenz 0f  direkt für die obere 
Grenzfrequenz uf  des Spektrums angewendet werden. 
Mit der Beziehung: ( ) ( )πλ
λλπλ
AAr uu
Δ−=Δ−=Δ 1arccos1arccos
0
0min  (3.146) 
und den Definitionen in der EN 12668-2: lufff =0  und 
0f
ffB lu −=  die zusammen die 
quadratische Gleichung 0200
2 =−− ffBff uu  ergeben, erhält man: 
 ( ) ( )Af
Bff
r
u
Δ−=Δ 1arccos
,
0
0
min
0 πλ  mit ( ) ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎠
⎞⎜⎝
⎛++=
2
00 2
1
2
, BBfBffu  (3.147) 
und somit als Endergebnis: 
 ( )A
BB
r Δ−⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎠
⎞⎜⎝
⎛++=Δ 1arccos212
2
min
0 πλ  (3.148) 
In Abb. 3.12 ist gezeigt, dass 
rΔ
0λ  annähernd linear von der relativen Bandbreite abhängt. 
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Abb. 3.12  rΔ0λ  für einen Amplitudenfehler von 10% in Abhängigkeit von der Bandbreite 
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3.7 Berechnung des Schallfeldes eines Gruppenstrahlers 
Nach der Faltung des Anregungssignals ( )tFz  mit der Lösung für die Sprungantwort (3.122) 
eines Rechteckschwingers, entsprechend der Gleichung (3.95), kann das Schallfeld eines 
ebenen Gruppenstrahlers durch die Überlagerung der zeitverzögerten Schallfelder 
mehrerer Rechteckschwinger (Elemente) berechnet werden. Jede Richtungskomponente 
der Verschiebung ( )tzyxum ,,,  wird dabei separat behandelt. 
 ( ) ( ) ( )∑−
=
−−−∗= 1
0
,,,,,,
n
i
iiiHElement
z
iahlerGruppenstr tzyyxxudt
tdFAtzyxu τrr  (3.149) 
Die Variable n  ist die Anzahl der gleichartigen Elemente des Gruppenstrahlers, ( ix , iy ) 
sind die Koordinaten des Elementmittelpunktes, iτ  ist die Verzögerungszeit und iA  ist die 
Amplitudenwichtung des Elementes i . 
Werden die Verzögerungszeiten nicht durch Modellrechnungen bestimmt, können sie durch 
folgende Betrachtungen für einen ebenen Gruppenstrahler abgeschätzt werden 
[Matthies09]. 
 
3.7.1 Grundprinzip des Gruppenstrahlers 
Bei der Gruppenstrahlertechnik werden gleichzeitig mehrere Schwingerelemente 
angesteuert, deren Schallfelder sich im Prüfgegenstand überlagern. Durch gezielte 
Zeitverzögerungen und eine unterschiedliche Verstärkung der Sende- und Empfangskanäle 
ist es möglich, folgende Eigenschaften des Gesamtschallfeldes zu beeinflussen:  
• Ausbreitungsrichtung (Einschallwinkel) 
• Fokustiefe 
• Bündeldurchmesser 
• Divergenz  
In der Praxis werden meist rechteckige Gruppenstrahler-Prüfköpfe verwendet, deren 
Schwingerflächen sich aus einzelnen gleichartigen Rechteckschwingern zusammensetzen. 
Die Abb. 3.13 zeigt einige grundlegende Methoden der Schallfeldsteuerung, die auch 
beliebig miteinander kombiniert werden können und außerdem getrennt für Sender und 
Empfänger einstellbar sind. Die Verzögerungszeiten zum Schwenken und Fokussieren des 
Schallstrahles können für jedes Element einzeln aufsummiert werden. 
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Abb. 3.13  Elektronische Schallfeldsteuerung mit einem Gruppenstrahler 
 
Das Grundprinzip der zeitverzögerten Anregung besteht darin, dass die Signale, die von 
den einzelnen Schwingerelementen ausgesendet werden, in einem Beobachtungspunkt 
durch Überlagerung eine maximale Amplitude erzeugen, während beim Empfang die 
aufgenommenen Signale an den einzelnen Elementen so zeitverzögert addiert werden, 
dass ihre Summe über alle Kanäle einen maximalen Wert für diesen Beobachtungspunkt 
annimmt. Das heißt, dass die Sendesignale der einzelnen Schwingerelemente gleichzeitig 
(phasengleich) am Beobachtungspunkt und die dort entstehenden Echosignale gleichzeitig 
(phasengleich) am Summierer des Gruppenstrahlersystems eintreffen müssen (Abb. 3.14). 
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Abb. 3.14  Prinzip der zeitverzögerten Überlagerung 
 
Möglich wird diese Maximalwertbildung durch die Überlagerung der Phasen der 
sinusförmigen Ultraschallimpulse der Schwingerelemente. Voraussetzung dabei ist, dass 
die Schwingerelemente divergente Schallfelder, ähnlich einer Punktquelle, erzeugen, die 
sich im Beobachtungspunkt überlagern können. Deshalb muss die Elementbreite in der 
Größenordnung der Wellenlänge liegen bzw. kleiner als diese sein. 
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3.7.2 Steuerung des Einschallwinkels 
Für die Abschätzung der Verzögerungszeiten, die zur Realisierung eines bestimmten 
Einschallwinkels Θ  benötigt werden, soll das folgende geometrische Modell eines 
Gruppenstrahlers dienen (Abb. 3.15). 
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Abb. 3.15  Geometrische Bedingungen beim Schwenken 
 
Für die reine Steuerung des Einschallwinkels wird eine lineare Verzögerungszeitverteilung, 
das heißt ein konstanter Abstand der Verzögerungszeiten zwischen den einzelnen 
Elementen, verwendet. Für den Schwenkwinkel ergibt sich bei einem Elementabstand d  
aus der Abb. 3.15 die folgende Beziehung für die Verzögerungszeiten der Elemente: 
 Θ⋅= sin
k
i c
diτ  (3.150) 
 
3.7.3 Steuerung des Fokuspunktes 
Zur Fokussierung bzw. zum Ausgleich einer gekrümmten Ankoppelfläche müssen die 
Berechnungen der Verzögerungszeiten aus den Modellvorstellungen zur Schallausbreitung 
abgeleitet werden. Dabei muss man zwischen der rein geometrischen (optischen) 
Fokussierung und der akustischen Fokussierung mit Berücksichtigung des natürlichen 
Fokus, der sogenannten Nahfeldlänge, des Prüfkopfes unterscheiden, wie in Abb. 3.16 
dargestellt ist (siehe [Wüstenberg76]). 
 
Abb. 3.16  Skizze zur Fokussierung von akustischen Gruppenstrahlern 
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Der tatsächliche akustische Fokuspunkt eines Ultraschallprüfkopfes ergibt sich aus der 
Überlagerung des optischen und des natürlichen Fokus. Der resultierende akustische 
Fokusabstand ist dabei kleiner oder gleich dem natürlichen Fokusabstand. Bei 
Fokusabständen kleiner 20% der Nahfeldlänge des Prüfkopfes sind der optische und der 
resultierende akustische Fokuspunkt annähernd gleich. Die Nahfeldlänge ist bei einem 
Gruppenstrahler-Prüfkopf von der aktiven Apertur D abhängig. Als handhabbare Näherung 
für den Zusammenhang zwischen dem optischen und dem akustischen Fokus gilt nach 
[Wüstenberg77]: 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛+−−
⋅=
2
43,082,01
N
f
N
f
fN
fNf aa
a
a
o  (3.151) 
Dabei ist af  der akustische Fokusabstand, of  der optische Fokusabstand und N  der 
natürliche Fokusabstand. Für den Gruppenstrahler-Prüfkopf werden jetzt die Verzögerungs-
zeiten für den so berechneten optischen Fokusabstand nach folgender Gleichung 
bestimmt. Die geometrischen Bedingungen beim Fokussieren sind in Abb. 3.17 dargestellt. 
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Damit erhält man eine Fokussierung des Schallfeldes auf den akustischen Fokusabstand 
im Prüfgegenstand. Es ist zu beachten, dass eine Fokussierung mit einem Linear-Array nur 
in der Schwenkebene möglich ist. In der senkrecht dazu liegenden Ebene ist der natürliche 
Fokus am Nahfeldende durch die Elementlänge festgelegt. 
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Abb. 3.17  Geometrische Bedingungen beim Fokussieren 
 
Die oben beschriebenen Abschätzungen für die Berechnung der Verzögerungszeiten eines 
Gruppenstrahler-Prüfkopfes werden in den nachfolgenden Beispielen zur Schallfeld-
modellierung und -messung angewendet. 
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4 Schallfeldvisualisierung 
4.1 Einführung 
Zur Verifizierung von Modellrechnungen an Festkörpern werden in der Literatur häufig die 
Zeitverläufe der Teilchenverschiebung bzw. der Schallschnelle (Teilchengeschwindigkeit) 
an einer ausgewählten Position einer Testkörperoberfläche gemessen und mit den 
berechneten Werten für diesen einen Punkt verglichen (z. B. [Bresse89], [Hurley99], 
[Hurley04], [Pan06]). Um einen vollständigen und detaillierten Überblick über das Schallfeld 
zu bekommen, bietet sich die zweidimensionale Abtastung des Schallfeldes an 
Festkörperoberflächen mit Darstellung des momentanen Verlaufs der Wellenfronten an (z. 
B. [Ernst04a], [Köhler96]). 
Mit den bekannten Verfahren (siehe Abschnitt 2.2), kann an nicht transparenten Materialien 
nur der Schallfeldverlauf an der Oberfläche eines Festkörpers erfasst werden. Zur 
Visualisierung des Schallfeldes wird deshalb der Ultraschallprüfkopf, wie in Abb. 4.6 zu 
sehen, mit einer Hälfte der aktiven Schwingerfläche so an der Oberfläche eines Prüfkörpers 
(der Koppelfläche) angekoppelt, das ein sogenanntes streifendes Schallfeld an der im 
rechten Winkel dazu liegenden Oberfläche (der Abtastfläche) erzeugt wird Die andere 
Hälfte der aktiven Schwingerfläche steht dabei über den Rand des Prüfköpers hinaus und 
erzeugt somit keine Schallwellen im Material. 
Die streifenden Longitudinal- und Transversalwellen erzeugen dabei hauptsächlich eine 
horizontale, also parallel zur Abtastfläche orientierte, Teilchenauslenkung. Deshalb ist die 
Messung von horizontalen Komponenten der Teilchenauslenkung an der Oberfläche von 
Festkörpern eine grundlegende Voraussetzung für die Visualisierung solcher Wellen. Zu 
berücksichtigen ist dabei, dass das streifende Schallfeld von Longitudinalwellen aufgrund 
des Energieverlustes durch die Anregung einer von der Oberfläche aus ins Material 
hineinlaufenden Transversalwelle, stark gedämpft wird. Aus diesem Grund ist es notwendig 
mit hoher Empfindlichkeit zu messen, um auch bei langen Schallwegen einen 
ausreichenden Signal-Rausch-Abstand zu erzielen. 
Das hier eingesetzte Messprinzip benötigt keine transparenten Medien, wie die 
stroboskopischen Verfahren, keine reflektierende Oberfläche, wie bei der Abtastung mit 
einem Laservibrometer, und keine elektrische Leitfähigkeit des Materials, wie bei 
konventionellen elektrodynamischen Sonden. Die Messung kann somit an der Oberfläche 
von beliebigen festen Medien durchgeführt werden. 
4.2 Messprinzip 
Die Materialoberfläche wird bei der angewendeten Methode mit einer modifizierten 
elektrodynamischen Sonde in Kontakttechnik abgetastet, wie bereits in [Ernst04a] 
beschrieben wurde. Elektrodynamische Sonden wurden ursprünglich für eine 
berührungslose Messung ohne akustische Kopplung entwickelt (siehe [Wüstenberg70]) und 
seitdem hauptsächlich für die Messung der Richtcharakteristik von Ultraschallsensoren 
eingesetzt, wie in Abb. 4.1 gezeigt ist, wobei die Teilchenauslenkung an der dem 
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Ultraschallsensor gegenüberliegenden Seite in Abhängigkeit vom Einschallwinkel 
aufgenommen wird. 
Die elektrodynamischen Sonden wandeln die Teilchenauslenkung an der Oberfläche eines 
elektrisch leitenden Materials in eine der Schallschnelle proportionale Spannung um. Der 
zeitliche Spannungsverlauf kann mit Hilfe eines einfachen Vorverstärkers zur Impedanz-
anpassung an jedem handelsüblichen Ultraschallprüfgerät in Durchschallungstechnik 
aufgezeichnet werden. Dadurch ist der Einsatz der Sonden sehr preisgünstig. 
 
Elektrodynamische 
Sonde
Ultraschallsensor
Halbzylinder aus Stahl
Einschallwinkel
 
Abb. 4.1  Links: Prinzip der Messung der Richtcharakteristik von Ultraschallsensoren nach 
[Wüstenberg72], rechts: Foto einer elektrodynamischen Sonde 
 
Das Messprinzip ist in Abb. 4.2 dargestellt. In die Oberfläche des Prüfkörpers wird durch 
den Permanentmagneten der Sonde ein statisches Magnetfeld eingebracht. Bewegt sich 
die Ultraschallwelle durch dieses Magnetfeld, werden durch die Teilchenverschiebung im 
leitenden Material Wirbelströme erzeugt (Abb. 4.2 links). Das entspricht dem Prinzip eines 
bewegten Leiters im Magnetfeld wie z. B. bei einer Wirbelstrombremse oder einem 
Elektrogenerator. Das wechselnde Magnetfeld um diese Wirbelströme erzeugt gleichzeitig 
in der Messspule eine Induktionsspannung, die als Messsignal dient (Abb. 4.2 rechts). 
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Abb. 4.2  Berührungslose elektrodynamische Sonde, links: Erzeugung von Wirbelströmen 
durch horizontale Teilchenauslenkungen in einem statischen Magnetfeld 
an einer elektrisch leitenden, ferromagnetischen Prüfkörperoberfläche, 
rechts: Messung der Wirbelströme durch elektromagnetische Induktion in einer Messspule 
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Da streifende Wellen, wie bereits erwähnt, vor allem parallel zur Oberfläche orientierte 
Auslenkungen hervorrufen, werden hier ausschließlich horizontal polarisierte Sonden 
betrachtet. Die Empfindlichkeit dieser Sonden ist von der Richtung der Teilchenbewegung 
bezogen zur Wicklungsrichtung der Messspule abhängig, wie in Abb. 4.3 rechts dargestellt 
ist. Indem die Sonde normal und um 90° gedreht verwendet wird, können die Teilchen-
auslenkungen in den beiden horizontalen Koordinaten unabhängig voneinander erfasst 
werden. 
Durch eine entsprechende Wicklung der Messspule, wie in [Wüstenberg70] gezeigt, ist es 
mit elektrodynamischen Sonden auch möglich, normal zur Oberfläche orientierte Teilchen-
auslenkungen zu erfassen. Somit ist es prinzipiell möglich, die Teilchenauslenkung in allen 
drei Raumrichtungen unabhängig voneinander aufzunehmen. 
Für eine hohe Empfindlichkeit der Messung, das heißt einen hohen Signal-Rausch-
Abstand, muss eine hohe Induktionsspannung bei kleinen Schallschnellen erzeugt werden. 
Das erreicht man zum einen durch ein starkes Magnetfeld, das mit Hochleistungs-
Permanentmagneten erzeugt wird. Dadurch können schon mit kleinen Teilchen-
auslenkungen Wirbelströme mit relativ großen Stromstärken angeregt werden. Zum 
anderen wird eine gute induktive Kopplung zwischen dem Wirbelstrombereich 
(Wirkungsbereich der Sonde) und der Messspule erzeugt. Damit kann schon mit kleinen 
Stromstärken eine verhältnismäßig hohe Messspannung induziert werden. 
Entscheidend für die Signalamplitude ist dabei der Abstand zwischen Messspule und 
Materialoberfläche. Wie in Abb. 4.3 links erkennbar ist, fällt die Amplitude mit Vergrößerung 
des Abstandes zwischen Sonde und Oberfläche stark exponentiell ab. Verwendet man die 
beschriebenen elektrodynamischen Sonden in Kontakttechnik, das heißt reduziert man den 
Luftspalt zu Null, so wird die mögliche magnetische Kopplung zwischen Messspule und 
Wirbelstrombereich maximiert. 
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Abb. 4.3  Eigenschaften elektrodynamischer Sonden aus [Ernst04a] 
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Die Stärke der Wirbelströme ist von der Leitfähigkeit des Materials abhängig. Bei geringer 
Leitfähigkeit sind die Wirbelströme geringer und somit auch die induzierte Spannung in der 
Messspule. In nichtleitenden Materialien entstehen keine Wirbelströme, somit kann die 
Teilchenverschiebung hier nicht detektiert werden. Außerdem ist die Stärke der 
Wirbelströme von der Richtung der Feldlinien des statischen Magnetfeldes abhängig. Bei 
senkrechter Teilchenverschiebung gegenüber den Feldlinien ist die Wirbelstromamplitude 
am größten, bei paralleler Verschiebung gleich Null. 
Befindet sich direkt vor der Messspule eine elektrisch gut leitende, nichtmagnetische 
Kontaktschicht (μr = 1), wie in Abb. 4.4 dargestellt, die das statische Magnetfeld in dem die 
Magnetfeldlinien nahezu senkrecht zur Oberfläche verlaufen nicht beeinflusst, können sich 
darin Wirbelströme mit verhältnismäßig großer Stromstärke ausbilden. Voraussetzung dafür 
ist, dass die mechanische Bewegung der zu detektierende Schallwelle in diese 
Kontaktschicht übertragen wird und eine horizontale Teilchenauslenkung im Magnetfeld 
erfolgt. Das wird durch eine gute akustische Kopplung, insbesondere der parallel zur 
Oberfläche orientierten Wellenmoden, zwischen der leitenden Schicht und der 
Prüfkörperoberfläche erreicht. Als Kontaktschicht wird deshalb eine Folie aus weichem 
Metall mit hoher Leitfähigkeit, wie z. B. Kupfer oder Aluminium, verwendet und mit 
konstanter Kraft an die Oberfläche angepresst. Die akustischen Impedanzen der Schicht 
und des Prüfkörpers sollten dabei nicht zu stark voneinander abweichen, um eine 
ausreichende Transmission der Schallwelle zu erreichen. 
Da die akustische Kopplung durch die Verwendung weicher Metallfolien und einer 
konstanten Anpresskraft auch bei Abtastbewegungen sehr gut konstant gehalten werden 
kann, können größere Messbereiche zur Visualisierung von Schallausbreitungsvorgängen 
abgetastet werden. Als Anpresskraft sind 5 bis 10 N ausreichend. Höhere Kräfte führen 
beim Abtasten größerer Messbereiche zum schnelleren Verschleiß der Schicht, die auch 
als Schutz für die Messspule dient. Aus diesem Grund muss die Kontaktschicht 
austauschbar sein. Verunreinigungen zwischen Folie und Prüfkörperoberfläche z. B. durch 
Koppelmittel oder andere Verschmutzungen sowie raue Oberflächen verschlechtern die 
akustische Kopplung. 
Ein weiterer positiver Effekt ist, dass bei ferromagnetischen Prüfobjekten das Übersprechen 
von Komponenten der Teilchenauslenkung, die senkrecht zur Oberfläche orientiert sind, 
reduziert wird. Dieses Übersprechen entsteht durch die Wirbelströme, die im horizontalen 
Verlauf der Feldlinien des statischen magnetischen Feldes an der Prüfkörperoberfläche 
durch senkrechte Teilchenverschiebungen erzeugt werden. Durch Verschiebung des 
Wirkungsbereiches der Sonde in die leitende Schicht, beeinflussen diese störenden 
Wirbelstromkomponenten die Induktionsspannung in der Messspule deutlich weniger als 
bei der berührungslosen Messung mit Luftspalt. In nichtmagnetischen Materialien werden 
die Feldlinien des statischen magnetischen Feldes nicht an der Prüfkörperoberfläche 
abgelenkt, so dass das Übersprechen der Normalkomponenten der Teilchenauslenkung 
hier prinzipiell geringer ist. 
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Abb. 4.4  Elektrodynamische Sonde in Kontakttechnik, links: Erzeugung von Wirbelströmen 
durch horizontale Teilchenauslenkungen in einem statischen Magnetfeld 
an einer elektrisch leitenden, ferromagnetischen Prüfkörperoberfläche, 
rechts: Messung der Wirbelströme durch elektromagnetische Induktion in einer Messspule 
 
Die Wahl der Dicke der Kontaktschicht hängt von mehreren Faktoren ab. Zum einen 
können die Wirbelströme durch den Skineffekt bei hohen Prüffrequenzen nicht sehr tief in 
die Schicht eindringen und zum anderen verschlechtert eine dicke Schicht die induktive 
Kopplung zur Messspule. Aus diesen Gründen sollte die Folie möglichst dünn sein. Unter 
Beachtung des elektrischen Widerstandes der Folie, der mit dem Skineffekt verbundenen 
Abschirmwirkung und der mechanischen Stabilität sowie der Verschleißfestigkeit muss ein 
Kompromiss für eine optimale Foliendicke gefunden werden. 
 
Tabelle 4.1  Materialparameter aus [Krautkrämer86] 
Material Spezifische 
Leitfähigkeit 
σ / [MS⋅m-1] 
Relative 
Permeabilität
μr 
 
Dichte 
ρ / [kg⋅m-3] 
Schall-
geschwindigkeit
cL / [m⋅s-1] 
Akustische 
Impedanz 
Z = ρ⋅c / [kg⋅m-2⋅s-1] 
Aluminium 
(Al) 
33 1 2700 6300 17⋅106 
Kupfer 
(Cu) 
57 1 8930 4200 38⋅106 
10%Chrom-
stahl (Fe) 
8 >1 7900 5920 47⋅106 
Alloy 617 
(Ni) 
0,8 1 8320 5960 50⋅106 
Acrylglas 
(PMMA) 
0 1 1180 2730 3⋅106 
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Die Abhängigkeit der Signalamplitude von der Dicke der Kontaktschicht ist in der Abb. 4.5 
dargestellt. Zur Bestimmung dieser Abhängigkeit wurden Kupfer- und Aluminiumfolien auf 
den Grundmaterialien 10%iger Chromstahl (Fe), Alloy 617 (Ni) und Acrylglas (PMMA) 
eingesetzt. Die Materialparameter sind in Tabelle 4.1 aufgelistet. Zur Messung wurde ein 
kreisrunder 1 MHz - Prüfkopf mit einem Schwingerdurchmesser D von 24 mm so an die 
Kante des Prüfkörpers geklebt, dass die Kante die Schwingerfläche halbiert. Die Sonde 
wurde im natürlichen Fokuspunkt des Schwingers (Abstand ≈ D²/4λ), der sogenannten 
Nahfeldlänge, die vom jeweiligen Grundmaterial abhängig ist, aufgesetzt und mit einer Kraft 
von ca. 10 N angepresst. 
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Abb. 4.5  Empfindlichkeit der Sonden in Abhängigkeit von der Dicke der Kontaktschicht 
 
In den Messergebnissen fällt auf, dass auch bei direkt aufgesetzter Sonde ohne 
Kontaktschicht (Schichtdicke = 0 µm) ein Signal vom nichtleitenden Acrylglas detektiert 
werden kann. Das ist auf die mechanische Kopplung der Materialoberfläche mit den 
elektrisch leitenden Gehäuseteilen der Sonde zurückzuführen, durch die auch ohne 
Kontaktschicht eine Messspannung in der Sonde induziert wird. Weiterhin ist erkennbar, 
dass durch die elektrisch leitende Kontaktschicht, wie zu erwarten, eine deutliche Erhöhung 
der Empfindlichkeit beim nichtleitenden Acrylglas erreicht wird. Außerdem kann auch im 
verhältnismäßig gut leitenden, ferromagnetischen Chromstahl eine deutlich höhere 
Signalamplitude gemessen werden. Das ist, zum einen auf die höhere Leitfähigkeit und 
zum anderen auf die geringere Ablenkung des magnetischen Feldes in der nicht-
magnetischen Kontaktschicht zurückzuführen. Die höchste Empfindlichkeit ergibt sich bei 
den betrachteten Materialkombinationen bei einer Folienstärke von 10 bis 30 µm. Eine 20 
µm dicke Kupferfolie hat sich, auch im Bezug auf die Verschleißfestigkeit, in der Praxis 
bewährt. 
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Im Folgenden ist die vorteilhafte Wirkungsweise der elektrisch leitenden, nichtmagnetischen 
Schicht zusammengefasst: 
1. Kontakttechnik (direkte mechanische Kopplung zur Abtastfläche): 
• ermöglicht die akustische Übertragung von parallel zur Oberfläche orientierten 
Komponenten der Teilchenverschiebung, 
• dadurch Wechselwirkung der Teilchenverschiebung mit dem statischen Magnetfeld 
in der Kontaktschicht möglich, 
• minimaler Abstand zwischen dem Wirkungsbereich der Sonde und der Messspule, 
• geringe Verzerrung des parallelen Feldlinienverlaufes des statischen Magnetfeldes 
der Sonde nach dem Austreten aus dem ferromagnetischen Formteil mit der 
Messspule, 
• stärkere induktive Kopplung zwischen den Wirbelströmen und der Messspule, 
• höhere Induktionsspannung und dadurch höherer Signal-Rausch-Abstand, 
2. hohe elektrische Leitfähigkeit: 
• ermöglicht die Messung an nichtleitenden Materialien, 
• stärkere Ausbildung von Wirbelströmen, 
• höhere Induktionsspannung und dadurch höherer Signal-Rausch-Abstand, 
3. nicht ferromagnetisch: 
• keine Ablenkung der nahezu parallel verlaufenden Feldlinien des statischen 
Magnetfeldes der Sonde, 
• stärkere Wechselwirkung mit parallel zur Oberfläche orientierten Komponenten der 
Teilchenverschiebung, 
• stärkere Ausbildung von Wirbelströmen, 
• weniger Einfluss der Wirbelstrombildung (Übersprechen) durch senkrecht zur 
Abtastfläche orientierte Komponenten der Teilchenverschiebung, 
• höhere Induktionsspannung und dadurch höherer Signal-Rausch-Abstand. 
Die offensichtlichen Grenzen des Messverfahrens sollen hier nicht verschwiegen werden. 
Auf Grund der groben Ortsauflösung von ca. 1,5 x 1,5 mm² [Wüstenberg72] und der 
Bedingung, dass bei der Abtastung von Schallfeldern die Ortsauflösung weniger als λ/2 
betragen muss, ergibt sich für Longitudinalwellen in Stahl eine max. Prüfkopffrequenz von 
ca. 2 MHz und für Transversalwellen von ca. 1 MHz. Außerdem ist mit elektrodynamischen 
Sonden eine quantitative Bestimmung der Teilchenauslenkung, wie z. B. mit einem Laser-
interferometer, nicht möglich. Das liegt daran, dass die gemessene Amplitude direkt von 
der Polarisationsrichtung der Welle bezogen auf die Wicklungsrichtung der Messspule in 
der Sonde (siehe Abb. 4.3), vom Abstand der Sonde zur Materialoberfläche und von der 
elektrischen Leitfähigkeit des Materials abhängt. 
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4.3 Messaufbau 
Wie schon erwähnt, ist es nicht möglich den Schallfeldverlauf im Inneren von nicht 
transparenten Festkörpern messtechnisch zu erfassen. Aus diesem Grund beschränken wir 
uns wie auch alle anderen Verfahren auf die Messung der Teilchenauslenkung, die durch 
das Streifen des Schallfeldes an der Oberfläche des Prüfkörpers hervorgerufen wird. Dazu 
wird auf der Abtastfläche der zeitliche Verlauf der Teilchenauslenkung in jedem Punkt des 
definierten Messbereiches als A-Bild aufgezeichnet, wie in Abb. 4.6 dargestellt ist. Der 
anregende Ultraschallwandler, wird dabei so weit an den Rand des Prüfkörpers 
verschoben, dass die Kante des Prüfkörpers genau in der Mitte der aktiven Schwinger-
fläche liegt. 
 
 
Abb. 4.6  Messaufbau 
 
Zur Visualisierung des momentanen Verlaufs der Wellenfronten werden die Amplituden zu 
einem ausgewählten Zeitpunkt an allen Messpunkten im Messbereich farbcodiert 
aufgetragen, wie in Abb. 4.6 zu sehen ist. Betrachtet man nun die zeitliche Folge solcher 
Darstellungen der momentanen Amplitudenverteilung, kann die Ausbreitung der 
Wellenfronten anschaulich verfolgt werden. Möglich ist auch die Zusammenfassung vieler 
solcher Momentanbilder zu einem Video. 
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4.4 Messung der Empfindlichkeit 
An den folgenden Beispielen wird gezeigt, dass der Signal-Rausch-Abstand (SNR) bei der 
Messung mit elektrodynamischen Sonden zum einen von der Leitfähigkeit des Materials 
(Alloy 617: ca. 0,8 MS/m, Chromstahl: ca. 8 MS/m) und zum anderen von der Wellenart 
abhängt. Zu berücksichtigen ist dabei, dass wie bereits erwähnt im streifenden Schallfeld 
an der senkrecht zur Koppelfläche des Prüfkopfes liegenden Seitenfläche des Prüfkörpers 
hauptsächlich horizontal zur Oberfläche orientierte Teilchenauslenkungen in der x-z-Ebene 
zu erwarten sind. Die longitudinalen Anteile werden dabei durch die Umwandlung in eine 
ins Material laufende vertikal polarisierte Transversalwelle stärker gedämpft als die 
transversalen Wellenanteile an der Oberfläche, die hier als horizontale Transversalwelle in 
Erscheinung treten. 
Zur Anregung der Wellen werden Winkelprüfköpfe (WPK) mit einem Einschallwinkel von 
45° eingesetzt. Gemessen wird die x-Komponente der Schallschnelle. Zur Bestimmung des 
Signal-Rausch-Abstandes lassen sich in den Bildern Abb. 4.7 bis Abb. 4.14 folgende 
Rauschpegel, bezogen auf die maximale Signalamplitude, vor dem Eintreffen der 
Longitudinalwelle ablesen. 
Longitudinalwelle in Alloy 617 : Rauschpegel < 20 %, SNR > 14 dB 
Transversalwelle in Alloy 617 : Rauschpegel <   3 %, SNR > 30 dB 
Longitudinalwelle in Chromstahl : Rauschpegel <   2 %, SNR > 34 dB 
Transversalwelle in Chromstahl : Rauschpegel <   1 %, SNR > 40 dB 
An diesen Beispielen kann gezeigt werden, dass die hier vorgestellte Methode zur 
Messung und Visualisierung von Schallfeldverläufen an der Oberfläche von Festkörpern mit 
elektrodynamischen Sonden mit wenig Aufwand sehr anschauliche Darstellungen von 
Ultraschallfeldern ermöglicht. Sie bietet eine preisgünstige Alternative zu anderen 
Verfahren und erreicht einen ausreichend hohen Signal-Rausch-Abstand zur Visualisierung 
von Schallfeldern. Die Phasenverläufe der Wellenfronten von 2 MHz - Longitudinalwellen- 
und 1 MHz - Transversalwellen-Prüfköpfen können in Stahl aufgelöst werden. 
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Abb. 4.7  Wellenfront einer 2 MHz - Longitudinalwelle in Alloy 617 
 
Abb. 4.8  A-Bild mit der max. Amplitude in der Wellenfront einer Longitudinalwelle in Alloy 617 
 
 
 
Abb. 4.9  Wellenfront einer 1 MHz - Transversalwelle in Alloy 617 
 
Abb. 4.10  A-Bild mit der max. Amplitude in der Wellenfront einer Transversalwelle in Alloy 617 
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Abb. 4.11  Wellenfront einer 2 MHz - Longitudinalwelle in Chromstahl 
 
Abb. 4.12  A-Bild mit der max. Amplitude in der Wellenfront einer Longitudinalwelle in Chromstahl 
 
 
 
Abb. 4.13  Wellenfront einer 1 MHz - Transversalwelle in Chromstahl 
 
Abb. 4.14  A-Bild mit der max. Amplitude in der Wellenfront einer Transversalwelle in Chromstahl 
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5 Vergleich von Messung und Modellrechnung 
5.1 Beschreibung der Parameter 
Im Folgenden werden an mehreren Beispielen die Ergebnisse der Modellrechnung und der 
Schallfeldvisualisierung für den isotropen und den transversalisotropen Fall gegenüber-
gestellt. Da die Messgröße der elektrodynamischen Sonden die Schallschnelle 
(Teilchengeschwindigkeit) ist, wird zum besseren Vergleich der Schallschnellevektor 
t
uv ∂
∂=
rr
 berechnet. In Tabelle 5.1 sind die zur Berechnung verwendeten Materialparameter 
aufgelistet. 
 
Tabelle 5.1  Verwendete Materialparameter aus [Neumann95] 
Parameter Ferritischer Stahl (isotrop) 
Lc  = 5920 m/s 
Tc  = 3250 m/s 
Rc  = 3006 m/s* 
Austenitischer Stahlguss 
X5CrNi1810 (transversalisotrop) 
Lc  und Tc  sind abhängig 
von der Einschallrichtung 
ρ  7900 kg/m³ 7880 kg/m³ 
11c  277 GPa   (
2
11 Lcc ⋅= ρ ) 250 GPa 
13c  111 GPa   ( 441113 2ccc −= ) 124 GPa 
33c  277 GPa   ( 1133 cc = ) 207 GPa 
44c    83 GPa   (
2
44 Tcc ⋅= ρ ) 126 GPa 
66c    83 GPa   ( 4466 cc = )   71 GPa 
* berechnet wie in Abschnitt 3.2.5 beschrieben 
 
Für die Schallfeldmessungen wird ein linearer 1 MHz - Gruppenstrahler-Prüfkopf vom Typ: 
„1.0L32-A4C“ der Firma Olympus ohne Vorsatzkeil verwendet. Die aktive Apertur besteht 
aus 32 Elementen mit einem Abstand zwischen den Mittelpunkten von je 1,5 mm bei einer 
Elementbreite von 1,4 mm. Die passive Apertur über die Elementlänge beträgt 24 mm. Die 
Anregung erfolgt mit einem Rechteckimpuls mit einer Amplitude von 180 V und einer Breite 
von 500 ns. 
Die Versuchsanordnungen mit einem isotropen Stahlblock und einem transversalisotropen 
Austenitblock sind in Abb. 5.1 dargestellt. Der Prüfkopf besitzt keine interne Vorlaufstrecke 
und wird, wie bereits erwähnt, ohne Vorsatzkeil verwendet. Die Mitte der aktiven Apertur 
des Gruppenstrahler-Prüfkopfes befindet sich bei allen Messungen in der Mitte des 
Testblocks im Koordinatenpunkt (x = 100 mm, y = 0, z = 0). Wie bereits im Abschnitt 4.1 
erklärt, wird der Prüfkopf dabei so angekoppelt, dass die Schwingerfläche in der passiven 
Apertur, also in der Elementlänge von 24 mm, durch die x-z-Ebene bei y = 0 halbiert wird. 
Die Darstellung der Rechenergebnisse erfolgt wie die Messung ausschließlich in der x-z-
Ebene bei y = 0, also in der Mitte der passiven Apertur des Gruppenstrahlers. 
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Abb. 5.1  Messanordnung mit einem linearen Gruppenstrahler-Prüfkopf ohne Vorsatzkeil, 
links: an einem isotropen Stahlblock, rechts: an einem transversalisotropen Austenitblock 
 
Für die Modellrechnung wird die Zeitfunktion der Schallschnelle auf der Schwinger-
oberfläche als Anregungsfunktion verwendet, die in Abb. 5.2 dargestellt ist. Diese 
Zeitfunktion wurde mit einer elektrodynamischen Sonde an einem mittleren Element des 
Gruppenstrahler-Prüfkopfes gemessen. Die mit dem Punktquellenmodell berechnete 
Impulsantwort für die normal orientierte Punktkraft an der isotropen Halbraumoberfläche ist 
in Abb. 5.3 dargestellt. Der gemessene Zeitverlauf aus Abb. 5.2 wird, wie im Abschnitt 3.3 
beschrieben, mit der berechneten Sprungantwort gefaltet. Das so erhaltene 
Verschiebungsfeld der Punktquelle wird numerisch nach der Zeit abgeleitet, um das Feld 
der Schallschnelle in Abb. 5.4 zu erhalten. Aus der Gleichung für die Punktrichtwirkung 
(3.105) in Abschnitt 3.4 folgt, dass die y-Komponente des Vektors bei y = 0 (ϕ  = 0° bzw. 
ϕ  = 180°) gleich Null wird. Somit entspricht die hier dargestellte x-Komponente der radialen 
Komponente ru  bzw. rv . 
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Abb. 5.2  Gemessener Anregungsimpuls eines Elementes des Gruppenstrahler-Prüfkopfes, 
links: Zeitfunktion der Schallschnelle, rechts: Betrag des Frequenzspektrums 
 
Mit einer Punktquellensynthese (PQS) wird aus dem Feld der Schallschnelle der 
Punktquelle in Abb. 5.4, wie im Abschnitt 3.6 beschrieben, das Feld der Schallschnelle für 
ein Schwingerelement in Abb. 5.5 berechnet. Der Schwinger wird dabei ausschließlich in 
positive y-Richtung (senkrecht zur dargestellten x-z-Ebene in Abb. 5.1) mit Punktquellen 
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belegt, um die realen Bedingungen bei der Messung, bei der ausschließlich durch die auf 
dem Testblock aufliegende Schwingerfläche eine Anregung erfolgt, korrekt abzubilden. Die 
Beobachtungsebene liegt dabei unterhalb der Schwingermitte bei y = 0 (siehe Abb. 5.7). 
Die Berechnung des Schallfeldes des Gruppenstrahlers erfolgt (wie im Abschnitt 3.7 
beschrieben) indem dieses Feld für die 32 Einzelelemente zeitverzögert und in x-Richtung 
versetzt überlagert wird. Die verschiedenen Verzögerungszeitbelegungen für die Anregung 
der einzelnen Elemente werden, wie im Abschnitt 3.7.2. gezeigt, für den jeweiligen 
Einschallwinkel berechnet. Bei allen Berechnungen wird das zwischen den Elementen 
auftretende akustische und elektrische Übersprechen vernachlässigt, da der Einfluss auf 
den Schallfeldverlauf nur gering ist. 
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Abb. 5.3  Berechnetes Verschiebungsfeld ),( zxu
r
 einer impulsförmig angeregten, normal orientierten 
Punktkraft an der Oberfläche eines isotropen Halbraumes aus ferritischem Stahl 
im Punkt (100,0,0) zu einem ausgewählten Zeitpunkt, links: xu , rechts: zu  
 
Abb. 5.4  Berechnetes Feld der Schallschnelle ),( zxv
r
 der für die PQS verwendeten Punkt- 
quelle im Punkt (100,0,0) zu einem ausgewählten Zeitpunkt, links: xv , rechts: zv  
 
Abb. 5.5  Berechnetes Feld der Schallschnelle ),( zxv
r
 eines rechteckigen Schwingerelementes 
mit Mittelpunkt (100,0,0) zu einem ausgewählten Zeitpunkt, links: xv , rechts: zv  
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In den Darstellungen der berechneten Felder in Abb. 5.3 und Abb. 5.4 sind deutlich die 
beiden zeitlich versetzten halbkugelförmigen Fronten der Longitudinalwelle (1) und der 
Transversalwelle (2) als Schnittbild zu erkennen. Die Longitudinalwellenfront läuft dabei mit 
ca. 1,8-facher Geschwindigkeit der Transversalwellenfront voraus. An der Oberfläche folgt 
der Transversalwellenfront die Rayleigh-Welle (3) und die Longitudinalwellenfront zieht die 
sogenannte Kopfwelle (4) hinter sich her, die als gerade Linie die Transversalwellenfront 
tangiert. Die x-Komponente des Verschiebungsvektors, im linken Bild, zeigt die typischen 
Phasenwechsel in den Wellenfronten an der Symmetrieachse bei x = 100 mm. 
Abb. 5.3 stellt quasi den Schnitt durch die vierdimensionale Punktrichtwirkung am isotropen 
Halbraum bei y = 0 dar. Die impulsförmige Zeitfunktion bildet sich hierbei auf dem Radius 
der halbkugelförmigen Wellenfronten ab. Eine Messung der Punktrichtwirkung war nicht 
möglich, da keine senkrecht orientierte, punktförmige Anregungsquelle mit ausreichender 
Leistung zur Verfügung stand. Vergleichbare Messungen wurden z. B. in [Hurley99], 
[Pan06] und [Schleichert89] gezeigt. Wobei ein Leistungslaser zur Anregung einer 
impulsförmigen Explosionskraft verwendet wurde. Eine ausschließlich senkrecht orientierte 
Punktkraft lässt sich auf diese Weise allerdings nicht erzeugen. 
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Abb. 5.6  Vergleich von Punktrichtwirkungen, 
__
 Longitudinalwelle, 
__
 Transversalwelle, 
- - -  monofrequente Rechnung, 
__
 aus der Impulsantwort ),( zxu
r
 in Abb. 5.3 extrahiert 
 
In Abb. 5.6 wird der Betrag des Verschiebungsvektors aus der Impulsantwort in Abb. 5.3 in 
Abhängigkeit vom Einschallwinkel dargestellt und mit den Ergebnissen aus der 
monofrequenten Rechnung, wie sie zum Beispiel in [Wüstenberg72] und [Kutzner83] zu 
finden ist, verglichen. Die Amplitude der Longitudinalwelle ist bei beiden Rechnungen 
identisch. Bei der Transversalwelle gibt es Abweichungen im Bereich zwischen 30° und 40° 
durch den Einfluss der Kopfwelle, der bei der monofrequenten Rechnung nicht 
berücksichtigt wird. Die Abweichungen bei Einschallwinkeln über 60° sind möglicherweise 
auf den Einfluss der Rayleigh-Welle zurückzuführen, der bei der monofrequenten 
Rechnung ebenfalls nicht berücksichtigt wird. 
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5.2 Durchgeführte Messungen und Berechnungen 
Für folgende Beispiele werden die Ergebnisse der Messung und der Modellrechnung 
gegenübergestellt. Die Beispiele 1 bis 6 beziehen sich auf den isotropen Halbraum. 
1. Feld der Schallschnelle eines einzelnen Gruppenstrahlerelementes in Abb. 5.8 und 
Abb. 5.9, wobei die längere Ausdehnung des rechteckigen Elementes in y-Richtung 
orientiert ist; 
2. Schallfeld des Gruppenstrahlers mit 32 aktiven Elementen ohne Verzögerungszeit-
belegung in Abb. 5.9 und Abb. 5.10; 
3. Schallfeld des Gruppenstrahlers mit 32 aktiven Elementen für einen Einschallwinkel 
von 45° für die Longitudinalwelle in Abb. 5.11; Die Verzögerung zwischen den 
Elementen beträgt dabei jeweils 170 ns. 
4. Schallfeld des Gruppenstrahlers mit 32 aktiven Elementen mit Anregung der 
Kriechwelle, in Abb. 5.12 und Abb. 5.14; Die Verzögerung zwischen den Elementen 
beträgt dabei jeweils 250 ns. 
5. Schallfeld des Gruppenstrahlers mit 32 aktiven Elementen für einen Einschallwinkel 
von 45° für die Transversalwelle in Abb. 5.13; Die Verzögerung zwischen den 
Elementen beträgt dabei jeweils 320 ns. 
6. Schallfeld des Gruppenstrahlers mit 32 aktiven Elementen mit Anregung der Rayleigh-
Welle in Abb. 5.15; Die Verzögerung zwischen den Elementen beträgt dabei jeweils 
460 ns. 
7. In Abb. 5.16 und Abb. 5.17 werden die Ergebnisse für eine Longitudinalwelle mit 
einem Einschallwinkel von 45° für den isotropen und den transversalisotropen Fall 
gegenübergestellt. Die Verzögerung zwischen den Elementen beträgt dabei jeweils 
170 ns für den isotropen Stahl und 150 ns für den transversalisotropen Austenit. 
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5.3 Darstellung der Ergebnisse 
Auf den folgenden Seiten sind die Ergebnisse der Rechnungen und Messungen in der oben 
genannten Reihenfolge dargestellt. 
Da, wie bereits im Abschnitt 4.1 erklärt wurde, der Prüfkopf zur Erzeugung des streifend 
einfallenden Schallfeldes über die Kante des Testblocks hinausstehen muss, konnte mit der 
Sonde nicht unmittelbar unter dem Prüfkopf gemessen werden, wie in Abb. 5.7 zu sehen 
ist. Deshalb sind in den Messungen die obersten 6 mm in z-Richtung nicht erfasst worden. 
Die grafischen Darstellungen der Wellenfronten aus den Daten der Modellrechnung und 
aus den Messdaten erfolgen mit einer Auflösung von 0,25 mm in x-Richtung und 0,5 mm in 
z-Richtung. 
 
Die Ziffern in den Bildern bezeichnen die im Folgenden aufgelisteten Wellenanteile: 
 
1 Wellenfront longitudinal 
2 Wellenfront transversal 
3 Rayleigh-Welle 
4 Kopfwelle 
5 Kantenwelle longitudinal 
6 Kantenwelle transversal 
7 Kriechwelle 
8 Nebenstruktur (Nebenkeule) 
 
Die Kantenwellen 5 und 6 breiten sich zylinderförmig von den Kanten des Schwingers aus. 
Der Index x bzw. y gibt dabei die Richtung der Schwingerkante an, von der die Welle 
ausgeht, wie in Abb. 5.7 dargestellt ist. 
 
  
Abb. 5.7  Skizze zur Ausbreitung der Kantenwellen 
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Abb. 5.8  Feld der Schallschnelle ),( zxv
r
 eines rechteckigen Schwingerelementes 
mit Mittelpunkt (100,0,0) zu einem ausgewählten Zeitpunkt, oben: Modellrechnung ohne Übersprechen, 
mittig: mit 20% Übersprechen der Vektorkomponenten, unten: Messung, links: xv , rechts: zv  
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Abb. 5.9  Berechnetes Feld der Schallschnelle ),( zxv
r
 zu einem ausgewählten Zeitpunkt, 
oben: eines rechteckigen Schwingerelementes mit Mittelpunkt (100,0,0), unten: eines Gruppenstrahler-
Prüfkopfes mit 32 Elementen mit Mittelpunkt (100,0,0) ohne Verzögerung, links: yv , rechts: zv  
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Abb. 5.10  Feld der Schallschnelle ),( zxv
r
 eines Gruppenstrahler-Prüfkopfes mit 32 Elementen 
mit Mittelpunkt (100,0,0) ohne Verzögerung zu einem ausgewählten Zeitpunkt, 
oben: Modellrechnung ohne Übersprechen, mittig: mit 20% Übersprechen der Vektorkomponenten, 
unten: Messung, links: xv , rechts: zv  
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Abb. 5.11  Feld der Schallschnelle ),( zxv
r
 eines Gruppenstrahler-Prüfkopfes mit 32 Elementen 
mit Mittelpunkt (100,0,0), 45° Longitudinalwelle zu einem ausgewählten Zeitpunkt, 
oben: Modellrechnung, unten: Messung, links: xv , rechts: zv  
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Abb. 5.12  Feld der Schallschnelle ),( zxv x  eines Gruppenstrahler-Prüfkopfes mit 32 Elementen 
mit Mittelpunkt (100,0,0), Kriechwelle zu drei ausgewählten Zeitpunkten, 
links: Modellrechnung, rechts: Messung 
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Abb. 5.13  Feld der Schallschnelle ),( zxv
r
 eines Gruppenstrahler-Prüfkopfes mit 32 Elementen 
mit Mittelpunkt (100,0,0), 45° Transversalwelle zu einem ausgewählten Zeitpunkt, 
oben: Modellrechnung, unten: Messung, links: xv , rechts: zv  
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Abb. 5.14  Feld der Schallschnelle ),( zxvz  eines Gruppenstrahler-Prüfkopfes mit 32 Elementen 
mit Mittelpunkt (100,0,0), Kriechwelle zu drei ausgewählten Zeitpunkten, 
links: Modellrechnung, rechts: Messung 
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Abb. 5.15  Feld der Schallschnelle ),( zxv
r
 eines Gruppenstrahler-Prüfkopfes mit 32 Elementen 
mit Mittelpunkt (100,0,0), Rayleigh-Welle zu einem ausgewählten Zeitpunkt, 
oben: Modellrechnung, unten: Messung, links: xv , rechts: zv  
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Abb. 5.16  Feld der Schallschnelle ),( zxv
r
 eines Gruppenstrahler-Prüfkopfes mit 32 Elementen in 
isotropem Stahl mit Mittelpunkt (100,0,0), -45° Longitudinalwelle zu einem ausgewählten 
Zeitpunkt, oben: Modellrechnung, unten: Messung, links: xv , rechts: zv  
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Abb. 5.17  Feld der Schallschnelle ),( zxv
r
 eines Gruppenstrahler-Prüfkopfes mit 32 Elementen in 
austenitischem Stahlguss mit Mittelpunkt (100,0,0), -45° Longitudinalwelle zu einem ausgewählten 
Zeitpunkt, oben: Modellrechnung, unten: Messung, links: xv , rechts: zv  
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5.4 Diskussion der Ergebnisse 
Das berechnete Feld der Schallschnelle eines einzelnen Gruppenstrahlerelementes in der 
Abb. 5.8 oben bzw. in Abb. 5.5 zeigt die gleichen Wellenfronten wie bei der Punktquelle in 
Abb. 5.4. In der Richtung der kleineren Ausdehnung überlagern sich diese Fronten zu einer 
einzigen Front, da die Ausdehnung kleiner als die Wellenlänge ist. Die Wellenfronten von 
der weiter entfernten Kante in y-Richtung erreichen die Schnittfläche etwas später und sind 
deshalb getrennt sichtbar. 
Die Messung an einem mittleren Schwingerelement des Gruppenstrahler-Prüfkopfes mit 
der Messanordnung in Abb. 5.1, zeigt eine gute Übereinstimmung der Phasenlagen und 
der Amplitudenverteilung für die Longitudinal- und die Transversalwelle. Die Front der 
Longitudinalwelle in Abb. 5.8 unten zeigt allerdings in der x-Komponente der Schallschnelle 
einen deutlichen Versatz des Phasenwechsels neben die Symmetrieachse bei x = 100 mm. 
Eine Erklärung dafür liefert die mittlere Darstellung in Abb. 5.8, für die zu der jeweiligen 
Vektorkomponente 20% der Amplitude der anderen Vektorkomponente addiert wurde. 
Dadurch wird die Versetzung des Phasenwechsels in gleicher Weise sichtbar. Bei der 
Messung entsteht dieser Effekt dadurch, dass mit der elektrodynamischen Sonde anteilig 
auch ein Teil der anderen Vektorkomponente der Schallschnelle mitgemessen wird, wie in 
Abb. 4.3 rechts zu sehen ist. Dieser Effekt soll hier als Übersprechen der 
Vektorkomponenten bezeichnet werden. 
Die Rayleigh-Welle konnte mit der Messung leider nicht erfasst werden, da der 
Messbereich, wie oben beschrieben, erst ab z = 6 mm beginnt. 
Im Schallfeld des Gruppenstrahlers mit 32 aktiven Elementen ohne Verzögerungszeit-
belegung in Abb. 5.10 sind wieder die gleichen Wellenfronten wie bei der Punktquelle 
erkennbar, die sich hier von den Kanten des Schwingers ausbilden. In der Modellrechnung, 
in Abb. 5.10 oben, heben sich die Anteile der x-Komponente zwischen den Kanten 
vollständig auf. In der Messung ist hier allerdings, ebenso wie in der z-Komponente, eine 
deutliche ebene Wellenfront erkennbar. Hierbei handelt es sich offensichtlich wieder um 
das oben beschriebene Übersprechen der z-Komponente an der elektrodynamischen 
Sonde, wie durch die mittlere Darstellung in Abb. 5.10 dokumentiert wird. 
Die fehlenden ebenen Wellenfronten in der x-Komponente erklären sich dadurch, dass sich 
die Anteile der benachbarten Punktquellen bei der Überlagerung mit der Punktquellen-
synthese aufheben und nur die Wellenfronten der Randpunkte an den Schwingerkanten als 
sogenannte Kantenwellen sichtbar sind. Bei der z-Komponente addieren sich die Anteile 
der Longitudinalwelle der benachbarten Punktquellen zu einer ebenen Wellenfront. 
Bemerkenswert ist hierbei, dass in der Rechnung ebenso wie bei der Messung eine ebene 
Wellenfront der Transversalwelle unter einem Einschallwinkel von 0° in der z-Komponente 
erkennbar ist. 
In der Prüfpraxis kann bei einem Einschallwinkel von 0° allerdings keine Reflexion einer 
Transversalwelle an einem parallel zur Koppelfläche liegenden Reflektor beobachtet 
werden. Eine Erklärung für die Ausbildung der ebenen Transversalwellenfront in unserem 
Beispiel liefert die Betrachtung der y-Komponente des Vektors der Schallschnelle. Aus der 
Gleichung für die Punktrichtwirkung (3.105) in Abschnitt 3.4 folgt, dass die y-Komponente 
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bei y = 0 (ϕ  = 0° bzw. ϕ  = 180°) gleich Null wird. Deshalb erfolgt bei einer Punktquelle in 
der x-z-Ebene bei y = 0 keine Teilchenauslenkung in y-Richtung. Bei der Überlagerung von 
Punktquellen für das rechteckige Schwingerelement bzw. den Gruppenstrahler, wie in der 
Rechnung in Abb. 5.9, ist dagegen in der y-Komponente eine deutliche Auslenkung zu 
beobachten. Diese Auslenkung wird ausschließlich durch die Kantenwellen von den 
Schwingerkanten, die sich hier bei y = 0 und y = 12 mm bzw. x = 76 mm und x = 124 mm in 
der x-y-Ebene bei z = 0 befinden (siehe Abb. 5.7), verursacht. 
Die resultierende Richtung des Vektors der Schallschnelle und damit die Ausbreitungs-
richtung der ebenen Wellenfront der Transversalwelle ist somit nicht die z-Richtung wie bei 
der Longitudinalwelle. 
Ein Vergleich der Ergebnisse der Modellrechnung für den Gruppenstrahler ohne 
Verzögerungszeitbelegung (Abb. 5.10) mit einer zweidimensionalen EFIT-Rechnung aus 
[Marklein02] zeigt deutliche Unterschiede. In Abb. 5.18 ist dazu für beide 
Berechnungsmethoden der berechnete Betrag der Schallschnelle zu einem ausgewählten 
Zeitpunkt gegenübergestellt. Die linken Bilder zeigen die Quellfunktion, die für die 
Berechnung des ausgedehnten Schwingers im rechten Bild verwendet wurde. Für die EFIT-
Rechnung wurde eine senkrechte Linienkraft als Anregungsquelle eingesetzt. 
Die beiden Quellfunktionen ähneln sich in Ihrem Amplitudenverlauf sehr stark bis auf den 
Unterschied, dass die Punktkraft auch im Epizentrum bei x = 100 einen Transversalwellen-
anteil zeigt, während bei der Linienkraft die Transversalwelle vollständig verschwindet. 
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Abb. 5.18  Berechnetes Feld der Schallschnelle ),( zxv
r
 zu einem ausgewählten Zeitpunkt, 
oben links: der für die PQS verwendeten Punktquelle im Punkt (100,0,0), oben rechts: eines 
Gruppenstrahler-Prüfkopfes mit 32 Elementen mit Mittelpunkt (100,0,0) ohne Verzögerung, 
unten: Ergebnisse aus [Marklein02] – links: senkrechte Linienkraft, 
rechts: gleichförmig angeregte senkrechte Streifenkraft 
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Abb. 5.19  Zeitfunktion im Epizentrum (Abstand 50 mm) einer impulsförmig angeregten, normal 
orientierten Punktkraft an der Oberfläche eines isotropen Halbraumes aus ferritischem Stahl, 
links: Sprungantwort ( )tuHz , rechts: mit Anregungssignal gefaltete Impulsantwort ( )tvz  
 
Dass die Transversalwelle im Epizentrum nicht vollständig verschwindet ergibt sich aus der 
Lösung nach Abschnitt 3.2.9. Die Abb. 5.19 zeigt die Zeitfunktion der z-Komponente des 
Verschiebungsvektors im Epizentrum im Abstand z = 50 mm. Deutlich ist im linken Bild eine 
Unstetigkeit im Anstieg der Sprungantwort und im rechten Bild ein Signal bei der 
Ankunftszeit der Transversalwelle bei 15,4 µs erkennbar. Da bei dieser Lösung keine 
numerische Berechnung eines Integrals erforderlich ist, es sich also um eine rein 
analytische Lösung der Wellengleichung handelt, kann dieser Effekt nicht auf eine 
Ungenauigkeit bei der Rechnung zurückgeführt werden. 
Durch eine einfache Überlegung kann dieser Effekt erklärt werden. In der Sprungantwort 
der Verschiebung in Abb. 5.19 links ist erkennbar, dass auch nach dem Eintreffen der 
Longitudinalwellenfront bei 8,4 µs das Teilchen im Epizentrum weiter in z-Richtung 
beschleunigt wird. Das wird durch die elastische Kopplung mit den benachbarten Teilchen 
verursacht, die geringfügig später durch die Longitudinalwelle ausgelenkt werden. Das 
Teilchen im Epizentrum wird sozusagen von den benachbarten Teilchen mitgezogen. Erst 
mit dem Eintreffen der Transversalwelle an den benachbarten Teilchen wird diese 
Bewegung abgebremst und das Teilchen erreicht anschließend seine endgültige 
Verschiebungsposition bzw. kehrt, bei einer impulsförmigen Anregung, in seine 
Ausgangslage zurück. 
Es handelt sich dabei also nicht um eine direkte Auslenkung durch eine Transversalwelle 
im Epizentrum, was aus der reinen Orientierung der Teilchenverschiebung in z-Richtung 
resultiert, die einer Longitudinalwelle zugeordnet werden muss. Es ist vielmehr eine, durch 
die Transversalwelle verursachte, „Rückstellbewegung“ der Teilchen, was durch die in 
Abb. 5.19 rechts erkennbare Phasenumkehr gegenüber der Longitudinalwellenfront 
bestätigt wird. 
Für die Berechnung des Schallfeldes eines ausgedehnten Schwingers in Abb. 5.18 rechts 
werden bei der EFIT-Rechnung die senkrechten Linienkräfte an allen Quellpunkten auf der 
Mittellinie des Schwingers in x-Richtung zu einer in y-Richtung unendlich ausgedehnten 
Quelle zusammengefasst. Deutlich ist bei der Berechnung mit der dreidimensionalen 
Punktquellensynthese eine ebene Transversalwellenfront (6y) zu erkennen, die bei der 
zweidimensionalen EFIT-Rechnung fehlt. Ursache dafür ist, wie bereits oben beschrieben 
die transversale Kantenwelle von den Kanten des Schwingers in seiner y-Ausdehnung, die 
in der Messanordnung nur aus dem inneren des Testblocks an die Oberfläche gelangt und 
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somit nicht durch die phaseninvertierte Wellenfront der gegenüberliegenden Kante 
ausgelöscht werden kann. Dieser Effekt lässt sich mit einer zweidimensionalen EFIT-
Rechnung in der x-z-Ebene grundsätzlich nicht simulieren. 
Der Vergleich in Abb. 5.18 zeigt deutlich die Vorteile des hier verwendeten Berechnungs-
algorithmus, mit einer Punktquellenbeschreibung auf der Basis einer analytische Lösung 
der Wellengleichung für impulsförmige Anregung und der dreidimensionalen Berechnung 
des Schallfeldes mit einer Punktquellensynthese, für die Berechnung von Schallfeldern 
ausgedehnter ebener Schwinger im Halbraum. 
Im Schallfeld des Gruppenstrahlers für eine 45° Longitudinalwelle in Abb. 5.11 ist zu 
erkennen, wie sich durch die zeitlich versetzte Überlagerung der Wellenanteile der 
einzelnen Elemente die longitudinale bzw. transversale Wellenfront in der entsprechenden 
Einschallrichtung ausbilden. Diese ebenen Wellenfronten werden dabei durch die 
halbkugelförmigen Wellenfronten der Kantenwellen abgeschlossen. Die Transversalwelle 
läuft, entsprechend dem Snelliusschen Brechungsgesetz, unter einem Einschallwinkel von 
23° hinter der Longitudinalwelle her. 
Die relativ hohe Amplitude der ebenen Transversalwellenfront im Vergleich zur ebenen 
Wellenfront der Longitudinalwelle erklärt sich aus dem bereits im Abschnitt 4.1 
beschriebenen Energieverlust der Longitudinalwelle an der Oberfläche des Testblocks 
aufgrund der Umwandlung in eine ins Material laufende Transversalwelle. Bei der 
Rechnung, wird dieser Effekt nicht berücksichtigt, da das Modell von einem unendlich 
ausgedehnten Halbraum ausgeht. Deshalb ist die Amplitude der Transversalwellenfront bei 
der Rechnung deutlich schwächer als bei der Messung, wenn wie in den vorliegenden 
Beispielen die Amplituden der Longitudinalwelle in beiden Darstellungen annähernd gleich 
sind. 
In Abb. 5.12 und Abb. 5.14 wird die Verzögerungszeit so gewählt, dass die Longitudinal-
welle von der rechten Kante des Gruppenstrahlers genau in dem Moment auf die linke 
Kante trifft, in dem an diesem Randelement der Sendeimpuls ausgelöst wird. Die 
Longitudinalwellen überlagern sich so in der Phase, dass das Amplitudenmaximum parallel 
zur Oberfläche verläuft und sich eine sogenannte Kriechwelle ausbildet (siehe [Erhard78] 
und [Erhard82]). 
In Abb. 5.12 ist die x-Komponente und in Abb. 5.14 die z-Komponente des Vektors der 
Schallschnelle dargestellt. Die jeweils drei Darstellungen der Wellenfronten zeigen die 
Ausbreitung der Kriechwelle zu verschiedenen Zeitpunkten. In den oberen Bildern ist der 
Zeitpunkt kurz nach Auslösen des Sendeimpulses am rechten Randelement des 
Gruppenstrahlers dargestellt. Die mittleren Bilder zeigen den Zeitpunkt kurz nach Auslösen 
des Sendeimpulses am linken Randelement des Gruppenstrahlers. Deutlich sind hier die 
Überlagerung der longitudinalen Wellenfronten und die Ausbreitung der Kriechwelle in x-
Richtung zu erkennen. In den unteren Bildern ist ein späterer Zeitpunkt dargestellt, an dem 
die Kriechwelle an der Oberfläche des Testblockes bereits so viel Energie verloren hat, 
dass sich ein resultierendes Amplitudenmaximum unter einem Einschallwinkel von etwa 
80° ergibt. Dieser Energieverlust entsteht dadurch, dass die longitudinale Kriechwelle an 
jedem Punkt der Oberfläche die Kopfwelle anregt, die in diesem Fall mit der ebenen Front 
der Transversalwelle zusammentrifft. 
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Im Gegensatz zur 45° Longitudinalwelle in Abb. 5.11 überlagern sich im Schallfeld des 
Gruppenstrahlers für eine 45° Transversalwelle in Abb. 5.13 nur die transversalen 
Wellenanteile zu einer ebenen Front. Die longitudinalen Kantenwellen überschneiden bzw. 
berühren sich dabei nicht. Aufgrund des kurzen Anregungsimpulses kommt es auch nicht 
zur Überlagerung von longitudinalen Wellenanteilen der einzelnen Elemente, die eine 
zusätzliche longitudinale Wellenfront verursachen würden. 
An diesem Beispiel zeigt sich, dass der Gruppenstrahler-Prüfkopf auch ohne Vorsatzkeil für 
einen weiten Einschallwinkelbereich mit der Transversalwelle nutzbar ist. Das ist auch 
deshalb möglich, weil der Elementabstand des verwendeten Gruppenstrahler-Prüfkopfes 
kleiner als die halbe Wellenlänge ist und dadurch keine zusätzlichen Wellenfronten durch 
sogenannte Gitterkeulen auftreten. Diese Gitterkeulen entstehen, wenn das Verhältnis 
zwischen dem Elementabstand und der Wellenlänge größer bzw. gleich ½ ist und eine 
Verzögerungszeitbelegung angewendet wird, durch die sich in entgegengesetzte Richtung 
zur Hauptkeule eine weitere Wellenfront ausbildet. 
Nachteilig bei der Anwendung von Gruppenstrahler-Prüfköpfen ohne Vorsatzkeil ist, dass 
mit steigendem Einschallwinkel die effektive Schwingerfläche aufgrund der geometrischen 
Bedingungen kleiner wird. Dadurch verringert sich der natürliche Fokusabstand des 
Prüfkopfes und die Prüfempfindlichkeit wird reduziert. Deshalb wird in der Praxis für große 
Einschallwinkel bzw. bei der Anregung von Transversalwellen ein Vorsatzkeil verwendet. 
Bei der Anregung der Rayleigh-Welle in Abb. 5.15 trifft die Rayleigh-Welle von der rechten 
Kante des Gruppenstrahlers genau in dem Moment auf die linke Kante, in dem an diesem 
Randelement der Sendeimpuls ausgelöst wird. Die Rayleigh-Wellen überlagern sich so in 
der Phase, dass das Amplitudenmaximum parallel zur Oberfläche verläuft. 
In diesem Extremfall für die Verzögerungszeitbelegung ist eine zusätzliche Longitudinal-
wellenfront mit einem Einschallwinkel von etwa -20° erkennbar. Diese Wellenfront lässt sich 
nicht mit den üblichen Formeln für das Auftreten von Gitterkeulen erklären. Somit zeigt sich, 
dass für die Ausreizung der physikalischen Grenzen eines Gruppenstrahlers eine 
Simulation mit Berücksichtigung aller Wellenanteile unerlässlich ist. 
In allen Beispielen für das isotrope Material ist zu erkennen, dass die Messung und die 
Modellrechnung im Vergleich der Phasenlagen und der Amplitudenverläufe der einzelnen 
Wellenfronten eine gute Übereinstimmung liefern. 
Im letzten Beispiel wird die Schallausbreitung in einem Testblock aus austenitischem 
Stahlguss betrachtet. Im Schliffbild der Abtastfläche in Abb. 5.1 ist die Struktur der 
Stängelkristallite deutlich erkennbar. Diese sind im markierten Messbereich vorwiegend 
senkrecht zur Einschallebene orientiert. Dadurch ergibt sich eine Transversalisotropie mit 
einer Orientierung der Symmetrieachse in z-Richtung. 
Im Vergleich der Ergebnisse für den isotropen und den transversalisotropen Fall in Abb. 
5.16 und Abb. 5.17 sind im transversalisotropen Medium deutlich die Verzerrung der 
longitudinalen Wellenfront und die veränderte Einschallrichtung der Transversalwelle, die 
aufgrund der Schallbündelablenkung einen negativen Einschallwinkel im Vergleich zur 
Transversalwelle im isotropen Medium hat, erkennbar. 
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Zwischen den Ergebnissen der Modellrechnung und der Schallfeldmessung am 
austenitischen Stahlguss zeigt sich ein deutlicher Unterschied. Die inhomogene 
grobkristalline Struktur des Gussmaterials erzeugt eine starke Streuung und Reflexion 
insbesondere der transversalen Wellenfronten an den Korngrenzen der Stängelkristallite. 
Diese Beeinflussung der Transversalwellen zeigt sich in einem starken Gefügerauschen. 
Da diese Effekte im verwendeten Rechenmodell nicht berücksichtigt werden, sind die 
Ergebnisse nur bedingt vergleichbar. Allerdings zeigt sich, dass die Ausbreitungsrichtung 
der Wellenfronten korrekt wiedergegeben wird. 
Mit dem zur Verfügung stehenden Testblock aus Austenitguss ist somit keine detaillierte 
Verifizierung der berechneten Schallfeldverläufe im transversalisotropen Medium möglich. 
Deshalb wird an dieser Stelle auf die Darstellung weiterer Rechen- und Messergebnisse für 
den transversalisotropen Halbraum verzichtet. 
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6 Zusammenfassung und Ausblick 
In der vorliegenden Arbeit wurde ein Modellansatz vorgestellt, der auf die praktische 
Anwendung von Gruppenstrahler-Prüfköpfen zugeschnitten ist. Der Ansatz beruht auf einer 
Lösung der Wellengleichung für transversalisotrope Medien mit geeigneten Integral-
transformationen. Die theoretischen Grundlagen dazu sind seit langem publiziert und 
wurden bereits vielfältig angewendet. Hier wird zusätzlich ein für die Ausbreitung 
seismischer Wellen entwickelter Ansatz mit Hilfe von speziellen Potentialen für den 
transversalisotropen Fall eingesetzt und erstmals die vollständige Herleitung des 
Berechnungsalgorithmus und seine Anpassung für eine numerische Berechnung 
dargestellt. 
Zusätzlich wird die Lösung der Wellengleichung in Form von Greenschen Funktionen 
konsequent zu einer vierdimensionalen Punktrichtwirkung für eine senkrecht orientierte 
Punktkraft an der Oberfläche eines transversalisotropen Halbraumes weiterentwickelt. 
Diese Punktrichtwirkung beschreibt die Impulsantwort des dreidimensionalen Vektors der 
Teilchenverschiebung in jedem Punkt dieses Halbraumes. Die Lösungsgleichung besteht 
aus einem Einfachintegral, das für jeden betrachteten Einschallwinkel nur einmal numerisch 
gelöst werden muss. Damit ist es erstmals möglich den vollständigen zeitlichen Verlauf der 
dreidimensionalen Schallausbreitung bei impulsförmiger Anregung in isotropen und 
transversalisotropen Medien mit allen entstehenden Wellenanteilen zu berechnen, ohne die 
Integrale der Greenschen Funktionen in jedem Beobachtungspunkt numerisch lösen zu 
müssen. 
Die so berechnete Impulsantwort der Teilchenverschiebung kann mit jedem beliebigen 
Prüfkopfsignal gefaltet werden. Das bedeutet, dass mit der einmal ermittelten 
vierdimensionalen Punktrichtwirkung das Schallfeld verschiedener Prüfköpfe berechnet 
werden kann. Mit einer sogenannten Punktquellensynthese (PQS), bei der entsprechend 
dem Huygensschen Prinzip die Wellenausbreitung durch eine Überlagerung der 
Schallfelder von einzelnen Punktquellen beschrieben wird, kann aus der Punktrichtwirkung 
der Zeitverlauf des Schallfeldes eines beliebig geformten ausgedehnten Schwingers bzw. 
eines Gruppenstrahlers berechnet werden. Wird bei der Diskretisierung der Quellenfläche 
das Abtasttheorem berücksichtigt, erhält man damit eine mathematisch exakte Lösung. In 
der Arbeit wird die Bestimmung der notwendigen Punktquellendichte bei der PQS für eine 
impulsförmige Anregungsfunktion gezeigt. 
Die durch diese Berechnungsmethode erzielte Zeitersparnis, die gerade im Vergleich zu 
den Methoden mit einer Diskretisierung des Volumens wie FEM, FDM, FIT bzw. EFIT 
erheblich ist, ermöglicht den Einsatz des Modells bei der Optimierung der Parameter-
einstellungen von Gruppenstrahler-Prüfsystemen in der täglichen Prüfpraxis. 
Weiterhin wurde eine Methode zur Messung und Visualisierung von Schallfeldverläufen an 
der Oberfläche von Festkörpern mit modifizierten elektrodynamischen Sonden vorgestellt, 
die mit wenig Aufwand sehr anschauliche Darstellungen von Ultraschallfeldern ermöglicht. 
Sie bietet eine preisgünstige Alternative zu lasertechnischen Verfahren und kann die 
Teilchenauslenkung in allen drei Raumrichtungen erfassen. Die Visualisierung von 
Schallfeldverläufen ermöglicht es grundsätzlich, die Schallausbreitung in akustisch 
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anisotropen und inhomogenen Medien besser zu verstehen, vorhandene 
Berechnungsalgorithmen zu verifizieren und somit Prüftechniken zu optimieren bzw. 
weiterzuentwickeln. Das verwendete Messprinzip liefert bereits sehr gute Ergebnisse, hat 
aber noch ausreichend Entwicklungspotential bezüglich der Ortsauflösung und der 
Amplitudenempfindlichkeit. Die Optimierung der Sondenkonstruktion, insbesondere der 
Spulengestaltung, sowie weiterführende Untersuchungen zur Einsetzbarkeit von 
magnetoresistiven (AMR- und GMR-) Sensoren, die auf die Änderung eines äußeren 
Magnetfeldes mit der Änderung des elektrischen Widerstandes reagieren, sind daher zu 
empfehlen. 
Mit dieser Visualisierungsmethode wurde erstmals der zeitliche Verlauf der einzelnen 
Richtungskomponenten des Schallschnellevektors im Schallfeld eines Gruppenstrahler-
Prüfkopfes sichtbar gemacht und direkt mit den Ergebnissen der Modellrechnung 
verglichen. An mehreren Beispielen konnte gezeigt werden, dass die berechneten 
Schallfeldverläufe eines Gruppenstrahler-Prüfkopfes sehr gut mit den gemessenen 
Ergebnissen bezüglich der Amplitudenverteilung und der Phasenlage der einzelnen 
Wellenanteile, übereinstimmen. Dabei konnte unter anderem nachgewiesen werden, dass 
auch extreme Schwenkwinkel mit sehr großen Verzögerungszeiten, wie z. B. bei der 
Anregung von Transversalwellen bzw. Kriech- und Oberflächen- (Rayleigh-) Wellen ohne 
Vorsatzkeil, in der Praxis realisiert werden können, ohne dass störende Nebenstrukturen im 
Schallfeld auftreten. 
Der vorgestellte Modellansatz liefert eine solide Basis für die Berechnung der Schallfelder 
beliebiger Prüfköpfe mit Flüssigkeitskopplung, bei der ausschließlich normal zur Oberfläche 
orientierte Kräfte übertragen werden. Somit kann für die Berechnung von Prüfköpfen mit 
einem Vorlaufkeil der ortsabhängige Zeitverlauf an der Koppelfläche der Vorlaufstrecke, 
zum Beispiel mit den vorgestellten elektrodynamischen Sonden, gemessen und als 
Anregung für die einzelnen Punktquellen eingesetzt werden. Auf diese Weise ist es möglich 
mit diesem Berechnungsmodell beliebige Vorlaufstrecken mit ebener Ankoppelfläche zu 
berücksichtigen. 
Eine Erweiterung des Modellansatzes zur Berücksichtigung des realen Übergangs-
verhaltens an Grenzflächen zwischen isotropen Medien ist mit dem Ansatz der ‚Generalized 
Ray Theorie’ (GRT) nach [Pao77] problemlos möglich. Damit wird die Grundlage für die 
exakte Betrachtung der Beugung und Brechung sowie der Modenwandlung an einer 
ebenen Vorlaufstrecke bzw. einem ebenen Vorsatzkeil geschaffen. Eine interessante 
Aufgabenstellung für diesen Ansatz ist die Untersuchung der Phänomene des 
Bündelversatzes an Grenzflächen. Dieser Effekt ist zum Beispiel beim Einsatz von SEL-
Prüfköpfen, wie in [Matthies09] gezeigt, in der Praxis schon seit langem bekannt, aber noch 
nicht ausreichend mathematisch beschrieben und nachvollziehbar. Beim Einsatz der 
Gruppenstrahlertechnik zur gleichzeitigen Prüfung mit Longitudinal- und Transversalwellen 
und Rekonstruktion der Ultraschalldaten zur bildgebenden Darstellung, zum Beispiel mit 
dem SAFT-Algorithmus, muss dieser Effekt zwangsläufig berücksichtigt werden, um 
genaue Abbildungsergebnisse zu erzielen. 
Denkbar ist in diesem Zusammenhang auch die Anwendung einer Koordinaten-
transformation zur Berechnung all dieser Effekte an gekrümmten Grenzflächen sowie die 
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Berücksichtigung von Reflexionen zur Abbildung von Reflektoren (Ungänzen) im Material. 
Inwieweit eine solche Vorgehensweise erfolgversprechend ist, kann allerdings nicht 
abgeschätzt werden. Eine mögliche Lösung für diese Problemstellung ist die bereits 
praktizierte Diskretisierung von Grenzflächen mit Hilfe von Punktquellen. 
Eine weitere Aufgabenstellung ist die Einführung von geeigneten Potentialen zur 
Beschreibung von Halbräumen in denen die Stängelkristallite nicht normal zur Oberfläche 
orientiert sind. Dafür ist in der Literatur bisher noch kein geeigneter Ansatz zu finden. 
Weiterhin liefern die hohe Rechengeschwindigkeit des hier gezeigten Algorithmus und die 
damit erreichte Exaktheit bei der Abbildung der Wellenfelder einen neuen Ansatz für die 
Entwicklung effizienter Berechnungsmethoden. Mit der PQS kann die Schallausbreitung 
auch in geschichteten Medien über lange Schallwege berechnet werden. Die Volumen-
diskretisierung liefert dagegen in begrenzten Volumenbereichen auch Lösungen für 
komplexe inhomogene Problemstellungen. Die Vorteile beider Methoden können in 
sogenannten hybriden Methoden kombiniert werden. Dabei wird die PQS für homogene 
Volumenbereiche mit langen Schallwegen eingesetzt. Die zeitaufwändige Diskretisierung 
des Volumens erfolgt dann für lokal begrenzte inhomogene Bereiche, wie z. B. 
Schweißnähte, komplexe Geometrien und Fehlerkonfigurationen. Auf diese Weise kann 
auch bei der Berechnung komplexer Prüfprobleme der Zeitaufwand deutlich reduziert 
werden. Für die weitere Entwicklungsarbeit zu diesem Thema ist es zunächst notwendig, 
eine geeignete Schnittstelle für die Verbindung der Rechenergebnisse des hier gezeigten 
Algorithmus mit den Eingangsdaten für die FEM- bzw. FIT-Berechnung und umgekehrt zu 
finden. 
6 Zusammenfassung und Ausblick 
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Anhang A 
A.1 Umwandlung der vektoranalytischen Ausdrücke in 
Zylinderkoordinaten 
An dieser Stelle werden die im Abschnitt Modellrechnung benötigten vektoranalytischen 
Ausdrücke in Zylinderkoordinaten hergeleitet. Dazu beginnen wir mit der Beschreibung von 
Einheits- und Ortsvektor und deren Differentialen [Bronstein01]. 
Der Einheitsvektor ist wie folgt definiert: 
  zyx eeee ++=
r
 (A.1) 
Aus rein geometrischen Betrachtungen erhält man in Zylinderkoordinaten: 
  ( ) ( ) zr eeee ++= ϕϕ ϕr  (A.2) 
mit 
  ( ) yxr eee ⋅+⋅= ϕϕϕ sincos  (A.3) 
ϕe  steht in mathematisch positiver Richtung senkrecht auf re  so dass folgt: 
  ( ) yx eee ⋅⎟⎠
⎞⎜⎝
⎛ ++⋅⎟⎠
⎞⎜⎝
⎛ +=
2
sin
2
cos πϕπϕϕϕ  (A.4) 
  ( ) yx eee ⋅+⋅−= ϕϕϕϕ cossin  (A.5) 
Mit diesem Ansatz lässt sich zeigen, dass gilt: 
  ϕϕϕ ϕ∂=∂∂
∂=∂ eee rr  (A.6) 
  ϕϕϕ
ϕ
ϕ ∂−=∂∂
∂=∂ reee  (A.7) 
woraus folgt: 
  ϕϕ e
er =∂
∂  und ree −=∂
∂
ϕ
ϕ  (A.8) 
 
Die Definition des Ortsvektors lautet: 
  zyx ezeyexr ⋅+⋅+⋅=
r
 (A.9) 
und in Zylinderkoordinaten: 
  ( ) zr ezerr ⋅+⋅= ϕr  (A.10) 
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Das Differential des Ortsvektors in Zylinderkoordinaten ergibt sich zu: 
 ( )( ) zrrzr ez
zdz
r
ere
r
rdre
z
zdzer
r
drrd ∂
∂+⎟⎠
⎞⎜⎝
⎛
∂
∂+∂
∂=∂
∂+⋅∂
∂= ϕr  (A.11) 
unter Anwendung von (A.6) folgt: 
  zr edzedredrrd ⋅+⋅⋅+⋅= ϕϕr  (A.12) 
 
 
A.1.1 Vektorgradient 
Für die Bestimmung des Vektorgradienten ugrad
r
 in Zylinderkoordinaten gehen wir von der 
Definition des totalen Differentials des Vektors u
r
 aus [Bronstein01]: 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⋅⋅=⋅=∂
∂+∂
∂+∂
∂=
dz
dr
dr
ugradrdugraddz
z
ududr
r
uud ϕϕϕ
rrrrrrr
 (A.13) 
Die einzelnen Komponenten des Differentials lauten: 
 ( ) ( ) zzrr er
ue
r
u
e
r
u
r
u
∂
∂+∂
∂+∂
∂=∂
∂ ϕϕ ϕϕ
r
 (A.14) 
 ( )( ) ( )( ) zzrr eueueuu ϕϕϕϕϕϕ ϕϕ ∂∂+∂∂+∂∂=∂∂
r
 (A.15) 
Nach Auflösung der Klammern und unter Berücksichtigung von (A.8) ergibt sich: 
 ( ) ( ) ( ) ( ) zzrrrr eueueueueuu ϕϕϕϕϕϕϕϕ ϕϕϕϕ ∂
∂+−∂
∂++∂
∂=∂
∂ r  (A.16) 
 ( ) ( ) zzrr ez
ue
z
u
e
z
u
z
u
∂
∂+∂
∂+∂
∂=∂
∂ ϕϕ ϕϕ
r
 (A.17) 
Eingesetzt in (A.13) erhält man: 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⋅⋅=
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
∂
∂+∂
∂+∂
∂
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛ +∂
∂+∂
∂
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −∂
∂+∂
∂
=
dz
dr
dr
ugrad
dz
z
ududr
r
u
dz
z
u
du
u
dr
r
u
dz
z
uduudr
r
u
ud
zzz
r
rrr
ϕ
ϕϕ
ϕϕ
ϕϕ
ϕϕϕ
ϕ
rr
 (A.18) 
Durch Komponentenvergleich ergibt sich daraus für den Vektorgradienten in 
Zylinderkoordinaten: 
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⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
∂
∂
∂
∂
∂
∂
∂
∂
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +∂
∂
∂
∂
∂
∂
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −∂
∂
∂
∂
=
z
uu
rr
u
z
u
u
u
rr
u
z
uuu
rr
u
ugrad
zzz
r
rrr
ϕ
ϕ
ϕ
ϕϕϕ
ϕ
1
1
1
r
 (A.19) 
Zur Umwandlung in eine Matrix betrachten wir zunächst folgenden Ansatz: 
 ( ) ( )TT MMMM
mmm
mmm
mmm
M −++=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
2
1
2
1
333231
232221
131211
 (A.20) 
Wir benötigen nur den symmetrischen Anteil: 
 ( )
( ) ( )
( ) ( )
( ) ( ) ⎟⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
++
++
++
=+
3323321331
3223221221
3113211211
2
1
2
1
2
1
2
1
2
1
2
1
2
1
mmmmm
mmmmm
mmmmm
MM T  (A.21) 
Als Matrix mit vereinfachter Indizierung schreibt man: 
 
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
+
+
+=
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
⇒
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
2112
3113
3223
33
22
11
6
5
4
3
2
1
345
426
561
2
1
2
1
2
1
2
1
2
1
2
1
mm
mm
mm
m
m
m
m
m
m
m
m
m
mmm
mmm
mmm
 (A.22) 
Der symmetrische Teil des Vektorgradienten in Matrixschreibweise mit vereinfachter 
Indizierung ist somit: 
  
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −∂
∂
∂
∂+∂
∂
∂
∂+∂
∂ ∂
∂
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +∂
∂
∂
∂
=
r
u
uu
r
r
u
z
u
u
rz
u
z
u
u
u
r
r
u
ugrad
r
zr
z
z
r
r
s
ϕ
ϕ
ϕ
ϕ
ϕ
ϕ
ϕ
1
1
1
r
 (A.23) 
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A.1.2 Divergenz eines Tensors 
Für die Bestimmung der Divergenz des Tensors σtdiv  in Zylinderkoordinaten betrachten wir 
zunächst die Divergenz eines Vektors, die wie folgt definiert ist [Bronstein01]: 
 ( )
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂
∂
∂=⋅∂
∂+⋅∂
∂+⋅∂
∂=
z
r
zr
u
u
u
zr
r
rr
u
z
u
r
ur
rr
udiv ϕϕ ϕϕ
1111r  (A.24) 
Angemerkt sei hier, dass die Divergenz des Vektors der Hauptdiagonale des Gradienten 
des Vektors (A.19) entspricht. Ein Tensor zweiter Stufe lässt sich wie folgt als Vektor 
beschreiben: 
 ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
++
++
++
=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
zzzzrzr
zzrr
zrzrrrr
zzzzr
zr
rzrrr
eee
eee
eee
σσσ
σσσ
σσσ
σσσ
σσσ
σσσ
σ
ϕϕ
ϕϕϕϕϕ
ϕϕ
ϕ
ϕϕϕϕ
ϕt
 (A.25) 
Daraus lässt sich für die Divergenz des Tensors folgender Ansatz ableiten: 
 
( ) ( )
( ) ( )
( ) ( ) ⎟
⎟⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
++
++
++
⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂
∂
∂=
zzzzrzr
zzrr
zrzrrrr
eee
eee
eee
zr
r
rr
div
σϕσϕσ
σϕσϕσ
σϕσϕσ
ϕσ
ϕϕ
ϕϕϕϕϕ
ϕϕ11t  (A.26) 
Ausgeschrieben erhält man: 
 
( ) ( ) ( ) ( ) ( )
( )( ) ( )( )
( ) ( ) zzzzrzr
z
z
rr
zrzrrrr
e
z
e
z
e
z
e
r
e
r
e
r
er
rr
er
rr
er
rr
div
∂
∂+∂
∂+∂
∂+
∂
∂+∂
∂+∂
∂+
⋅∂
∂+⋅∂
∂+⋅∂
∂=
σϕσϕσ
ϕ
σϕσϕϕσϕ
σϕσϕσσ
ϕ
ϕ
ϕ
ϕϕϕϕ
ϕϕ
111
111t
 (A.27) 
Nach Auflösung der Klammern und unter Berücksichtigung von (A.8) ergibt sich: 
 
z
zzz
r
zr
z
z
r
r
r
r
z
rzrzrr
r
rrrr
e
z
e
z
e
z
e
r
e
r
e
r
e
r
e
r
e
rr
e
rr
e
rr
div
∂
∂+∂
∂+∂
∂+
∂
∂+−∂
∂++∂
∂+
⎟⎠
⎞⎜⎝
⎛
∂
∂++⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂++⎟⎠
⎞⎜⎝
⎛
∂
∂+=
σσσ
ϕ
σσ
ϕ
σσ
ϕ
σ
σσσσσσσ
ϕ
ϕ
ϕϕϕ
ϕ
ϕϕ
ϕ
ϕϕ
ϕ
ϕϕ
111
t
 (A.28) 
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Als Vektor dargestellt erhält man für die Divergenz eines Tensors in Zylinderkoordinaten: 
 
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
∂
∂++∂
∂+∂
∂
∂
∂+++∂
∂+∂
∂
∂
∂+−+∂
∂+∂
∂
=
zrrr
zrrr
zrrr
div
zzrzzrz
zrrr
zrrrrrr
σσ
ϕ
σσ
σσσ
ϕ
σσ
σσσ
ϕ
σσ
σ
ϕ
ϕϕϕϕϕϕ
ϕϕϕ
1
1
1
t
 (A.29) 
Wir benötigen die Lösung für einen symmetrischen Tensor mit vereinfachter Indizierung. 
Betrachten wir zunächst eine symmetrische Matrix und wandeln diese in die vereinfachte 
Indizierung um. 
 
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
⇒
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
6
5
4
3
2
1
345
426
561
332313
232211
131211
m
m
m
m
m
m
mmm
mmm
mmm
mmm
mmm
mmm
M , damit folgt: 
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
ϕ
ϕ
ϕϕ
σ
σ
σ
σ
σ
σ
σ
r
rz
z
zz
rr
s
t
 (A.30) 
Die Divergenz eines symmetrischen Tensors ist somit: 
  
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
∂
∂++∂
∂+∂
∂
∂
∂++∂
∂+∂
∂
∂
∂+−+∂
∂+∂
∂
=
zrrr
zrrr
zrrr
div
zzrzzrz
zrr
rzrrrrr
s
σσ
ϕ
σσ
σσ
ϕ
σσ
σσσ
ϕ
σσ
σ
ϕ
ϕϕϕϕϕ
ϕϕϕ
1
21
1
t
 (A.31) 
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A.2 Umwandlung der Quellfunktion in Zylinderkoordinaten 
Die Quellfunktion einer vertikalen Punktkraft an der Halbraumoberfläche wird in 
kartesischen Koordinaten mit Delta-Distributionen, die den Quellpunkt in der x-y-Ebene 
ausblenden, beschrieben (z. B. [Achenbach73], [Kutzner83], [Pao77]). 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )tFyxtFA
A
tFtyx zzz
z
z
zz δδδσ −=−=−=,,  (A.32) 
Zur Beschreibung der Quellfunktion in Zylinderkoordinaten werden im Folgenden zwei 
Ansätze beschrieben. Erstens gilt für eine Funktion ( )xg  [Bronstein01]: 
 ( )( ) ( )( )∑= ′
−=− n
i i
i
i xg
xxxxg
1
δδ  wobei n die Anzahl der Nullstellen ( ) 0=ixg  ist (A.33) 
Es folgt für unsere Punktquelle in Zylinderkoordinaten: ( ) ( ) ( )
r
rrAz π
δπδδ
2
2 ==  (A.34) 
Der zweite Ansatz geht davon aus, dass auch für mehrdimensionale Delta-Distribution die 
Ausblendeigenschaft gilt. 
 ( ) ( ) ( ) 1== ∫∫
AA
z dxdyyxdAA δδδ  (A.35) 
In Zylinderkoordinaten erhält man: 
 ( ) ( ) ( ) ( ) 12
0
2
0 0
==== ∫∫ ∫∫∫
ρπ ρ
δπϕδϕδϕδ rdrrardrdrardrdrardrdA
AA
z  (A.36) 
Daraus folgt: 
r
a π2
1=  und somit ergibt sich: ( ) ( )
r
rAz π
δδ
2
=  (A.37) 
Die Quellfunktion einer vertikalen Punktkraft an der Halbraumoberfläche in Zylinder-
koordinaten lautet demnach: 
  ( ) ( ) ( )tF
r
rtr zzz π
δσ
2
, −=  (A.38) 
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A.3 Integraltransformation ausgewählter Funktionen 
 
A.3.1 Laplace-Transformation der zweifach differenzierten Zeitfunktion 
Die Laplace-Transformation ist definiert mit (z. B. [Bronstein01], [Davies78]): 
 ( ) ( ) ( )∫∞ −==
0
~}{ dtetfpftfL pt   (A.39) 
Mit Anwendung der Produktregel: 
 ( ) ( ) ( ) ( ) ( ) ( )∫∫ ′−=′
b
a
b
a
b
a
dxxvxuxvxudxxvxu   (A.40) 
folgt für die Transformation der doppelten Ableitung nach t: 
 ( ) ( )∫∞ −∂∂=∂∂ 0 2
2
2
2
}{ dte
t
tf
t
tfL pt  ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂=∂
∂=′
−=′= −−
t
tfv
t
tfv
peueu ptpt
2
2  (A.41) 
 ( ) ( ) ( )∫∞ −
∞
−
∂
∂+∂
∂=∂
∂
00
2
2
}{ dte
t
tfpe
t
tf
t
tfL ptpt  ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=∂
∂=′
−=′= −−
tfv
t
tfv
peueu ptpt
 (A.42) 
 ( ) ( ) ( ) ( )∫∞ −
∞
− +⎟⎠
⎞⎜⎝
⎛ +∂
∂=∂
∂
0
2
0
2
2
}{ dtetfpetpf
t
tf
t
tfL ptpt   (A.43) 
  ( ) ( ) ( ) ( )
t
fpfpfp
t
tfL ∂
∂−−=∂
∂ 00~}{ 22
2
 (A.44) 
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A.3.2 Laplace-Transformation der vierfach differenzierten Zeitfunktion 
Die Transformation der vierfachen Ableitung nach t erfolgt analog wie bei der doppelten 
Ableitung: 
 ( ) ( )∫∞ −∂∂=∂∂ 0 4
4
4
4
}{ dte
t
tf
t
tfL pt  ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂=∂
∂=′
−=′= −−
3
3
4
4
t
tfv
t
tfv
peueu ptpt
 (A.45) 
 ( ) ( ) ( )∫∞ −
∞
−
∂
∂+∂
∂=∂
∂
0
3
3
0
3
3
4
4
}{ dte
t
tfpe
t
tf
t
tfL ptpt  ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂=∂
∂=′
−=′= −−
2
2
3
3
t
tfv
t
tfv
peueu ptpt
 (A.46) 
 ( ) ( ) ( ) ( )∫∞ −
∞
−
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂=∂
∂
0
2
2
2
0
2
2
3
3
4
4
}{ dte
t
tfpe
t
tfp
t
tf
t
tfL ptpt   
  ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂=∂
∂=′
−=′= −−
t
tfv
t
tfv
peueu ptpt
2
2  (A.47) 
 
( ) ( ) ( ) ( ) ( )∫∞ −
∞
−
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂=∂
∂
0
2
3
0
2
2
2
3
3
4
4
}{ dte
t
tfpe
t
tfp
t
tfp
t
tf
t
tfL ptpt  
  ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=∂
∂=′
−=′= −−
tfv
t
tfv
peueu ptpt
 (A.48) 
 
( ) ( ) ( ) ( ) ( ) ( )∫∞ −
∞
− +⎟⎟⎠
⎞
⎜⎜⎝
⎛ +∂
∂+∂
∂+∂
∂=∂
∂
0
4
0
32
2
2
3
3
4
4
}{ dtetfpetfp
t
tfp
t
tfp
t
tf
t
tfL ptpt  (A.49) 
  ( ) ( ) ( ) ( ) ( ) ( )3
3
2
2
234
2
2 0000~}{
t
f
t
fp
t
fpfppfp
t
tfL ∂
∂−∂
∂−∂
∂−−=∂
∂  (A.50) 
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A.3.3 Hankel-Transformation des Laplace-Operators 
Die Hankel-Transformation n-ter Ordnung ist definiert mit (z. B. [Bronstein01], [Davies78]): 
 ( ) ( ) ( ) rdrrpJrfrfH nn ∫∞ ⋅=
0
}{ ξ   (A.51) 
Dabei ist nJ  die Besselfunktion erster Art n-ter Ordnung. Wir verwenden für die 
Transformation des Laplace-Operators die Hankel-Transformation nullter Ordnung: 
 ( ) ( ) ( ) ( ) rdrrpJrfpfrfH ⋅== ∫∞
0
00
ˆ}{ ξξ   (A.52) 
Der Laplace-Operator ist definiert mit [Bronstein01]: 
 ( ) ( ) ( ) ( )zrf
z
zrf
r
zrf
r
r
rr
zrf ,,,,1,,1,, 2
2
2
2
2 ϕϕϕϕϕ ∂
∂+∂
∂+⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂
∂
∂=Δ  (A.53) 
Da die Hankel-Transformation für 2−r  keine verwertbare Lösung liefert, beschränken wir 
uns an dieser Stelle nur auf die Ableitung nach r. Das bedeutet, dass nur 
achsensymmetrische Probleme, bei denen die Ableitung nach ϕ  gleich Null ist, damit 
beschrieben werden können. Die Ableitung nach z wird durch die Transformation nicht 
verändert. 
 ( ) ( ) ( ) ( )rf
r
rf
rr
rf
r
r
rr
rfr 2
211
∂
∂+∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂=Δ  (A.54) 
Für die Besselfunktionen erster Art gilt [Bronstein01]: 
 ( ) ( ) ( )axJaxJaxJ
ax
n
nnn 11
2
+− +=   (A.55) 
sowie 
 ( ) ( ) ( )axJ
ax
naaxaJaxJ
dx
d
nnn −= −1   (A.56) 
Dadurch ergeben sich die folgenden, für die Transformation notwendigen, Lösungen: 
 ( ) ( )axaJaxJ
dx
d
10 −=   (A.57) 
 ( ) ( ) ( )axJ
x
axaJaxJ
dx
d
101
1−=   (A.58) 
 ( )( ) ( ) ( ) ( )axxJaaxJ
dx
daxaxaJaxaxJ
dx
d
0
2
111 =+=  (A.59) 
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Mit Anwendung der Produktregel (A.40) folgt für die Transformation der r-Komponente des 
Laplace-Operators: 
 ( ) ( ) ( ) rdrrpJ
r
rfr
rr
rfH r ∫
∞
⋅⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂=Δ
0
00
1}{ ξ   
  
( ) ( )( ) ( )
⎥⎥
⎥
⎦
⎤
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⎢
⎣
⎡
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⎛
∂
∂
∂
∂=′
−=′=
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rfrv
r
rfr
r
v
rpJpurpJu ξξξ 10
 (A.60) 
 ( ) ( ) ( ) ( ) ( )∫∞
∞
∂
∂+∂
∂=Δ
0
1
0
00 }{ drrpJr
rfrprpJ
r
rfrrfH r ξξξ   
  
( ) ( )( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=∂
∂=′
=′=
rfv
r
rfv
rprJpurprJu ξξξ 01
 (A.61) 
 ( ) ( ) ( ) ( ) ( ) ( )∫∞
∞
⋅−⎟⎠
⎞⎜⎝
⎛ +=Δ
0
0
22
0
100 )}({ rdrrpJrfprprJprfrpJr
rfrrfH r ξξξξξ∂
∂  (A.62) 
 ( ) ( ) ( ) ( ) )(ˆ)}({ 22000 ξξ∂
ξ∂ξ∂
∂ pfp
r
rpJrfrpJ
r
rfrrfH
r
r ⋅−⎟⎠
⎞⎜⎝
⎛ −=Δ
∞→
 (A.63) 
 
 
A.3.4 Hankel-Transformation des quadrierten Laplace-Operators 
Entsprechend Gleichung (A.54) folgt für den quadrierten Laplace-Operator: 
 ( ) ( ) ( ) ( )⎟⎠
⎞⎜⎝
⎛ Δ∂
∂
∂
∂=⎟⎟⎠
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∂
∂=⎟⎟⎠
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⎜⎜⎝
⎛ ⎟⎠
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⎛
∂
∂
∂
∂=Δ rf
r
r
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r
r
rrr
r
rr
rf
r
r
rr
rf rr
1111
2
2  (A.64) 
Mit Anwendung der Produktregel (A.40) und der Gleichungen (A.57) und (A.59) folgt für die 
Transformation dieses Ausdruckes: 
 ( ) ( ) ( ) rdrrpJ
r
rfr
rr
rfH rr ∫∞ ⋅⎟⎠
⎞⎜⎝
⎛
∂
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∂
∂=Δ
0
0
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( ) ( )( ) ( )
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 (A.65) 
 ( ) ( ) ( ) ( ) ( )∫∞
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Δ∂=Δ
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 ( ) ( ) ( ) ( ) ( ) ( ) ( )∫∞
∞
⋅Δ−⎟⎠
⎞⎜⎝
⎛ Δ+Δ=Δ
0
0
22
0
10
2
0 }{ rdrrpJrfprprJprfrpJr
rfrrfH rrrr ξξξξξ∂
∂  (A.67) 
 ( ) ( ) ( ) ( ) ( ) )}({}{ 0220020 rfHpr
rpJrfrpJ
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rfrrfH r
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r
r
r Δ⋅−⎟⎠
⎞⎜⎝
⎛ Δ−Δ=Δ
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A.3.5 Hankel-Transformation der ersten Ableitung nach r 
Dazu verwenden wir die Hankel-Transformation erster Ordnung: 
 ( ) ( ) ( ) rdrrpJrfrfH ⋅= ∫∞
0
11 }{ ξ   (A.70) 
Mit Anwendung der Produktregel (A.40) und der Gleichung (A.59) folgt für die 
Transformation der ersten Ableitung nach r: 
 ( ) ( ) ( ) rdrrpJ
r
rf
r
rfH ∫∞ ⋅∂∂=∂∂ 0 11 }{ ξ  
( ) ( )( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=∂
∂=′
=′=
rfv
r
rfv
rprJpurprJu ξξξ 01
 (A.71) 
 ( ) ( ) ( ) ( ) ( )∫∞∞ ⋅−=∂∂ 0 0011 }{ rdrrpJrfprprJrfr
rfH ξξξ    
  ( ) ( ) ( ) )(ˆ}{ 11 ξξξ pfprpJrfrrrfH r ⋅−=∂∂ ∞→  (A.72) 
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A.3.6 Transformation der Quellfunktion 
Die Zeitfunktion der Punktquelle wird nach Laplace und Hankel wie folgt transformiert: 
 ( ) ( ) ( )tF
r
rtr zzz π
δσ
2
, −=   (A.73) 
 ( ) ( ) ( )pF
r
rpr zzz
~
2
,~ π
δσ −=   (A.74) 
 ( ) ( ) ( ) rdrrpJ
r
rpFp zzz ⋅−= ∫∞ ξπδξσ 00 2
)(~,~ˆ   (A.75) 
Durch die Ausblendeigenschaft der Delta-Distribution ergibt sich: 
 ( ) ( ) ( )0
2
~
,~ˆ 0J
pFp zzz πξσ −=   (A.76) 
und somit erhält man für die transformierte Quellfunktion 
  ( ) ( )πξσ 2
~
,~ˆ pFp zzz −=  (A.77) 
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A.4 Integraldarstellung der Besselfunktion 
Die komplexe Integralform der Besselfunktion erster Art lautet [Bronstein01]: 
 ( ) ( ) ( ) ( )∫−= π ω ωωπ 0
cos cos dnejxJ jx
n
n   (A.78) 
Berücksichtigt wird: ( ) ( )( ) ( )( )ωωω cossincoscoscos xjxe jx +=  
Außerdem gilt aufgrund der Symmetrie um 
2
π : 
 ( )( ) 0cossin
0
=∫π ωω dx  und ( )( ) ( ) 0coscoscos
0
=∫π ωωω dx  (A.79) 
sowie 
 ( )( ) ( )( )∫∫ = 2
00
coscos2coscos
π
ωωωω
π
dxdx  und 
 ( )( ) ( ) ( )( ) ( )∫∫ = 2
00
coscossin2coscossin
π
ωωωωωω
π
dxdx  (A.80) 
was in den folgenden Darstellungen erkennbar ist. 
 
0 0.5 1
1
0
1sin 
‐sin ππ  0 0.5 11
0
1
cos1
ππ  0 0.5 11
0
1sin
‐sin ππ  0 0.5 11
0
1
cos1 
‐cos1 
ππ  
 ( )( )ωcossin  ( )( )ωcoscos  ( )( ) ( )ωω coscossin  ( )( ) ( )ωω coscoscos  
 
Damit erhält man für die Besselfunktion nullter und erster Ordnung: 
 ( ) ( )∫= 2
0
cos
0 Re
2
π
ω ωπ dexJ
jx  und ( ) ( ) ( )∫= 2
0
cos
1 cosIm
2
π
ω ωωπ dexJ
jx  (A.81) 
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A.5 Ableitung ausgewählter Funktionen 
Für die implizite Ableitung gilt [Bronstein01]: 
 ( )xfy = , ( ) 0, =yxF , ( ) ( )( )yxF
dy
d
yxF
dx
d
xf
dx
d
,
,
−=  (A.82) 
 
 
A.5.1 Implizite Ableitung des Ausdruckes ( ) ( )tt ξωξ ω ∂∂∂∂  
Für ( ) ( ) 0cos =+− tzrj k ξαωξ  (A.83) 
ergibt sich: 
  ( ) ( )ξξαω
ξ
ω ∂
∂−
−=⎟⎠
⎞⎜⎝
⎛
∂
∂
kzjrt cos
1  (A.84) 
und 
( ) ( )
( )ωξ ξ
ξαω
ξ
ω
sin
cos
rj
zjr k
t −
∂
∂−
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂  (A.85) 
Durch Multiplizieren folgt: 
  ( )ωξξ
ωξ
ω sin
1
rjt t −
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂⎟⎠
⎞⎜⎝
⎛
∂
∂  (A.86) 
Mit ( ) ( )ωω 2cos1sin −=  und ( ) ( )
rj
tz k
ξ
ξαω −=cos  erhält man als Ergebnis: 
  ( )( )222 tzr
j
t
kt −+
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂⎟⎠
⎞⎜⎝
⎛
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ξαξξ
ωξ
ω
 (A.87) 
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A.5.2 Implizite Ableitung der Integrationsvariablen ( )tkξ  
Für ( ) 0=+− tzrj k ξαξ  (A.88) 
ergibt sich: 
  ( ) ⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
∂
∂−
−=∂
∂
ξ
ξα
ξ
kzjrt
1  (A.89) 
Mit ( ) edcbak ++±+= 24212 ξξξξα  (A.90) 
erhält man ausgeschrieben: 
( ) jrdc
edc
a
edcba
z
t
−
⎟⎟
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⎠
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++
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++±+
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4
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2
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1
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2424
2
12
 (A.91) 
Zusammengefasst ergibt sich: 
  ( )
( ) 1
24
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−
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⎜
⎝
⎛
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A.6 Abschätzung der Grenzschallgeschwindigkeiten 
im transversalisotropen Medium 
Die Wellenfronten im transversalisotropen Medium breiten sich mit der Gruppen-
geschwindigkeit aus. Mit den folgenden Berechnungsgleichungen aus [Neumann95] und 
[Matthies09] kann die minimale und die maximale im Medium auftretende 
Schallgeschwindigkeit abgeschätzt werden. 
222
zx VgVgVg +=   (A.93) 
22
4433
2
4411
22
4413
22
44
2
1144
22
33
2
4411
2cos)(sin)(
cos)()cossin()cossin(sin
Vpcccc
ccVpcccVpccc
Vp
Vgx ρ
ρρ
ρ −Θ++Θ+
Θ+−−Θ+Θ+−Θ+Θ⋅Θ=  (A.94) 
22
4433
2
4411
22
4413
22
33
2
4444
22
44
2
1133
2cos)(sin)(
sin)()cossin()cossin(cos
Vpcccc
ccVpcccVpccc
Vp
Vgz ρ
ρρ
ρ −Θ++Θ+
Θ+−−Θ+Θ+−Θ+Θ⋅Θ=  (A.95) 
( ) ( )[ ] ( ) ΘΘ++Θ−+Θ−±+Θ+Θ= 22244132233442441144233211 cossincossin4112 cossin cccccccccVpk ρρ  (A.96) 
Weiterhin gilt: 
 ( )
z
x
Vg
Vg=Θ+Δtan  (A.97) 
 
x
z
V xg
V zg
Vp
Vg
Θ
Δ+ΘΔ
Stängelkristallit-
orientierung
 
0°
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qTV
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Abb. A.1  Links: verwendetes Koordinatensystem, rechts: Strahlenfläche von Austenit X6CrNi1811 
 
Unter der Annahme, dass für transversalisotrope Medien gilt ( )
2
3311
3311
cccc +≈≈ , ergibt 
sich die minimale und die maximale Schallgeschwindigkeit unter einem Einschallwinkel 
von °=Θ 45 bezogen zur Symmetrieachse der Transversalisotropie (Stängelkristallit-
orientierung). An dieser Stelle wird die Schallbündelablenkung 0≈Δ  und damit gilt für die 
Richtungskomponenten der Gruppengeschwindigkeit entsprechend (A.97) °° ≈ 4545 zx VgVg  
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sowie für die Phasen- und die Gruppengeschwindigkeit °° ≈ 4545 VpVg . Dadurch erhält man 
als genäherte Lösung für die beiden Grenzgeschwindigkeiten: 
 
( ) ( )
ρ2
2 441344
3311
45
ccccc
Vgk
+±⎟⎠
⎞⎜⎝
⎛ ++
≈°  (A.98) 
Die minimale Schallgeschwindigkeit ist dabei: 
 
( ) ( )
ρ2
2 441344
3311
45
ccccc
VgT
+−⎟⎠
⎞⎜⎝
⎛ ++
≈°  (A.99) 
Die maximale Schallgeschwindigkeit ergibt sich zu: 
 
( ) ( )
ρ2
2 441344
3311
45
ccccc
VgL
++⎟⎠
⎞⎜⎝
⎛ ++
≈°  (A.100) 
Für die in [Neumann95] beschriebenen transversalisotropen Werkstoffe (austenitischer 
Stahl und Nickellegierungen) weicht das Ergebnis dieser Näherungsrechnung um weniger 
als 1% von den realen Grenzgeschwindigkeiten ab. 
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Anhang B 
B.1 Rechnungen zur Untersuchung des „Numerischen Rauschens“ 
90 Punkte (N = 1) 180 Punkte (N = 2) 
  
 
270 Punkte (N = 3) 450 Punkte (N = 5) 
  
 
900 Punkte (N = 10) 1710 Punkte (N = 19) 
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3420 Punkte (N = 38) 6750 Punkte (N = 75) 
  
 
13500 Punkte (N = 150) 27000 Punkte (N = 300) 
  
 
54000 Punkte (N = 600) 
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Formelzeichen und Abkürzungen 
Formelzeichen 
α Einschallwinkel 
αk Hilfsvariable zur Vereinfachung des Exponenten der Lösung der linearen 
Differentialgleichungen 
δ Delta-Distribution 
Δ Hilfsvariable zur Beschreibung der Lösung der Wellengleichung, 
Winkel der Schallbündelablenkung 
εj Dehnungskomponente 
εt  Dehnungstensor 
ϕ Zylinderkoordinate 
ϕ0 Winkel zwischen r0 und der positiven x-Achse 
Φ Hilfsvariable zur Beschreibung der transformierten Zeitfunktion 
k
mzΓ  die der Greenschen Funktion kmzG  entsprechende Sprungantwort 
Ιmk Hilfsvariable zur Vereinfachung des Integranden der Greenschen Funktion 
λ Wellenlänge 
λ0 Wellenlänge der Mittenfrequenz 
Θ Einschallwinkel bezogen zur Symmetrieachse der Transversalisotropie 
ρ Massedichte 
σmz Richtungskomponente der Spannung, die in z-Richtung angeregt wird 
σt  Spannungstensor 
τ Normierte Zeit 
τi Verzögerungszeit des i-ten Elementes des Gruppenstrahlers 
ω Integrationsvariable der Integraldarstellung der Besselfunktion, 
Kreisfrequenz 
ωg Grenzfrequenz 
ξ Transformationsvariable der Hankel-Transformation (Langsamkeit) 
ξk1, ξk2 Grenzen des Integrationsweges in der komplexen ξ-Ebene 
A,B,C,D,E Polynomkoeffizienten 
a,b,c,d,e Hilfsvariablen zur Beschreibung von αi 
a,b Schwingerabmessungen, 
Normierungsfaktoren für die r- und z-Koordinate bezüglich λ 
Formelzeichen und Abkürzungen 
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A Amplitude 
Ai Fläche mit Normalenrichtung i, 
Amplitudenwichtung des i-ten Elementes des Gruppenstrahlers 
ΔA Amplitudenfehler 
a Schwingerabmessung in x-Richtung bzw. Durchmesser des Schwingers 
B relative Bandbreite des Prüfkopfes 
b Schwingerabmessung in y-Richtung 
c0 Referenzgeschwindigkeit für die Normierung der Zeitachse 
cij Elastische Materialkonstante 
ck Wellengeschwindigkeit (Schallgeschwindigkeit) 
cmin kleinste im Material auftretende Wellengeschwindigkeit 
cmax größte im Material auftretende Wellengeschwindigkeit 
C Matrix der elastischen Konstanten 
iC , iC′  Konstanten der allgemeinen Lösung der linearen Differentialgleichungen 
d Elementabstand des Gruppenstrahlers 
D Apertur 
f beliebige Funktion 
f ′  erste Ableitung der Funktion f 
f&  erste Ableitung der Funktion f nach t 
f(n) n-te Ableitung der Funktion f 
f0 Mittenfrequenz des Prüfkopfes 
fa Abtastfrequenz, 
akustischer Fokusabstand 
fg Grenzfrequenz 
fl untere Grenzfrequenz 
fo optischer Fokusabstand 
fu obere Grenzfrequenz 
fˆ  Hankel-Transformierte der Funktion f 
f~  Laplace-Transformierte der Funktion f 
F Kraft 
g Hilfsvariable für die Integration über ξ mit der Gauß-Quadratur 
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k
mzG  Komponente der Greenschen Funktion für die Welle k in Richtung m 
bei Anregung durch eine achsensymmetrische Punktkraft in z-Richtung 
H Sprungfunktion 
Hn{f} Hankel-Transformation n-ter Ordnung der Funktion f 
i Zählvariable der Summenbildung bzw. der Elemente des Gruppenstrahlers 
j imaginäre Einheit 
Jn Bessel-Funktion erster Art n-ter Ordnung 
kK  Hilfsvariable zur Vereinfachung des Integranden der Greenschen Funktion 
kK ′  Entfernungsunabhängige Hilfsvariable zur Vereinfachung des Integranden 
der Greenschen Funktion 
L{f} Laplace-Transformation der Funktion f 
mij Hilfsvariablen zur Beschreibung der Lösung der Wellengleichung 
nij Hilfsvariablen zur Beschreibung der Lösung der Wellengleichung 
M Matrix M 
MT Matrix M transponiert 
n Elementanzahl des Gruppenstrahlers 
N Hilfsvariable zur Beschreibung der Lösung der Wellengleichung, 
Anzahl der Amplitudenstufen, 
natürlicher Fokusabstand (Nahfeldlänge) 
p Transformationsvariable der Laplace-Transformation 
(imaginäre Kreisfrequenz) 
P Potential des Verschiebungsfeldes 
qi Hilfsvariable zur Beschreibung der Wellengleichung 
Q Potential des Verschiebungsfeldes 
r Zylinderkoordinate 
r0 Abstand des Aufpunktes von der z-Achse 
Δr Wegdifferenz in radialer Richtung zwischen zwei Punkten bei der 
Punktquellensynthese 
r
r
 Richtungsvektor 
R Abstand zwischen Quellpunkt und Aufpunkt 
R0 Abstand des Aufpunktes vom Koordinatenursprung 
ΔR maximale Abstandsdifferenz zwischen Quellpunkt und Aufpunkt 
k
mzℜ  die der Greenschen Funktion kmzG  zugeordnete Punktrichtwirkung 
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s Schallweg 
S Schnittpunkt, 
Integrationsbereich der Schwingerfläche 
T Periodendauer 
t Zeit 
t0 Anfangszeit der Zeitfunktion der Verschiebung 
t1 Endzeit der Zeitfunktion der Verschiebung 
tAk Anfangszeit des Integrationsweges über t 
Δt Zeitdifferenz zwischen zwei Punkten der Zeitfunktion der Verschiebung 
u Teilchenverschiebung 
um Komponente des Verschiebungsvektors in Richtung m 
uHm Komponente der Sprungantwort des Verschiebungsvektors in Richtung m 
u
r
 Verschiebungsvektor 
Hu
r
 Sprungantwort des Verschiebungsvektors 
v Schallschnelle (Teilchengeschwindigkeit) 
vm Komponente des Schallschnellevektors in Richtung m 
v
r
 Schallschnellevektor 
Vpk Phasengeschwindigkeit 
Vgk Gruppengeschwindigkeit 
x kartesische Koordinate 
xi x-Position des Mittelpunktes des i-ten Elementes des Gruppenstrahlers 
y kartesische Koordinate 
yi y-Position des Mittelpunktes des i-ten Elementes des Gruppenstrahlers 
z kartesische Koordinate, 
Zylinderkoordinate 
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Indizes 
ϕ ϕ-Komponente des entsprechenden Vektors 
i Richtungskomponente der Kraft 
j Richtungskomponente der Dehnung 
k Wellenart 
L Longitudinalwelle 
m Richtungskomponente des entsprechenden Vektors 
R Rayleigh-Welle 
r r-Komponente des entsprechenden Vektors 
s Symmetrisch 
T Transversalwelle (vertikal polarisiert) 
x x-Komponente des entsprechenden Vektors 
y y-Komponente des entsprechenden Vektors 
z z-Komponente des entsprechenden Vektors 
Abkürzungen 
EFIT Elastodynamische Finite Integrationstechnik 
FDM Finite Differenzen Methode 
FEM Finite Elemente Methode 
FIT Finite Integrationstechnik 
GRT Generalized Ray Theorie 
HAFT-SAFT Homogene Anisotrope Fouriertransformation - Synthetische Apertur-
Fokussierungstechnik 
InASAFT Inhomogene Anisotrope Synthetische Apertur-Fokussierungstechnik 
L Longitudinalwelle 
PQS Punktquellensynthese 
R Rayleigh-Welle 
SAFT Synthetische Apertur-Fokussierungstechnik 
SEL-
Prüfkopf 
Sende-Empfangs-Longitudinalwellen-Prüfkopf 
SNR Signal-to-Noise Ratio (Signal-Rausch-Abstand) 
T Transversalwelle 
WPK Winkelprüfkopf 
Formelzeichen und Abkürzungen 
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