We have obtained [Mg/Fe] measurements for 76.3% of the stars in the MILES spectral library used for understanding stellar atmospheres and stellar populations in galaxies and star clusters. These abundance ratios were obtained through (1) a compilation of values from the literature using abundances from high-resolution spectroscopic studies and (2) a robust spectroscopic analysis using the MILES mid-resolution optical spectra. All the [Mg/Fe] values were carefully calibrated to a single uniform scale, by using an extensive control sample with results from high-resolution spectra. The small average uncertainties in the calibrated [Mg/Fe] values (respectively 0.09 and 0.12 dex with methods (1) and (2)) and the good coverage of the stars with [Mg/Fe] over stellar atmospheric parameter space of the library will permit the building of new simple stellar populations (SSPs) with empirical α-enhancements. These will be available for a range of [Mg/Fe], including both sub-solar and super-solar values, and for several metallicities and ages. These models will open up new prospects for testing and applications of evolutionary stellar population synthesis.
INTRODUCTION
Evolutionary stellar population synthesis, i.e. modelling spectral energy distributions emitted by evolving stellar populations, is a natural approach to studying the stellar content of different galaxies. One of the main ingredients of these models are the stellar libraries, which can be empirical or theoretical. Stellar population models usually consider only the total metal content of stars and, therefore, ignore the different chemical abundance patterns that are present in individual stars. However, different chemical abundance patterns have a strong influence on the shape of the spectra. In particular, it is well known that stellar population models based on empirical libraries (which are mostly composed of solar neighbourhood stars) cannot reproduce the high values of Mg abundances found in giant elliptical galaxies. This is commonly interpreted as a consequence of high [Mg/Fe] in these systems, most likely due to a rapid star formation to variation of different elements (see Trippico & Bell 1995; Korn, Maraston & Thomas 2005) . Models using these response functions are those of Tantalo, Chiosi & Bressan (1998) , Trager et al. (2000a) , and Thomas, Maraston & Bender (2003) . However, the accuracy of these theoretical predictions have not been tested empirically yet.
It is the main objective of this work to provide [Mg/Fe] abundance ratios for one of the most complete empirical stellar libraries currently available (MILES) (Mid-resolution Isaac Newton Telescope Library of Empirical Spectra, Sánchez-Blázquez et al. 2006 ). The MILES database, which was especially designed for stellar population modelling, contains flux calibrated optical spectra of high signal-tonoise ratio (S/N) for 985 stars covering λλ3525-7500Å with a homogeneous resolution ∆λ = FWHM = 2.3Å. The parametric coverage of sample stars in the three-dimensional H-R diagram is quite wide: 2800 T eff 50400 K, 0.0 log g +5.0, and −2.7 [Fe/H] +1.0 dex, where [Fe/H] = log(Fe/H)⋆ − log(Fe/H)⊙ such that formally log(Fe) = log(n(Fe)/n(H)) + 12, log(H) = 12 and n(Fe) and n(H) are the numerical densities (cm −3 ) of iron and hydrogen atoms respectively. The scales for these photospheric parameters were carefully defined by Cenarro et al. (2007) . Their precisions, respectively ±100 K, ±0.2 and ±0.1 dex, makes MILES good for SSP modelling. For the present work, we excluded those stars with uncertain or wrong atmospheric parameters (see Vazdekis et al. 2010 for details about how these stars were identified).
The MILES [Mg/Fe] catalogue presented here consists of two measurement sets. The first one is composed of measurements obtained from the literature from high spectral resolution analyses properly calibrated to a common system. The second set assembles abundances measured by us directly from the MILES mid-resolution (hereafter MR) spectra and calibrated using the high-resolution (hereafter HR) sample. The catalogue is represented in two separate tables for field and cluster stars. Both tables are only available in electronic form. The paper layout is as follows: Section 2 describes the compilation of HR abundance measurements from the literature and their calibration; Section 3 shows the Mg abundance measurements from the MILES spectra; Section 4 compiles the MILES [Mg/Fe] catalogue and analyses its coverage over the library parameter space; Section 5 compares our stellar data with predictions of theoretical models focusing on the behaviour of some Lick indices with [Mg/Fe] ; and, finally, Section 6 plans for applications to building new simple stellar population models with variable α-enhancement. Section 7 summarizes the whole paper and final conclusions. There are also three appendices: Appendix A confronts the compiled HR data with a well-known stellar spectrum library, Appendix B presents comparisons of the MILES photospheric parameter scales with those from the compiled HR studies, and Appendix C compares the results for cluster stars with HR studies.
COMPILATION OF MAGNESIUM ABUNDANCES FROM HIGH-RESOLUTION STUDIES
The first step of this work consisted of performing a bibliographic compilation of magnesium abundances from highresolution spectroscopic analyses for the MILES library stars. To guarantee homogeneity between the measurements provided by several studies we performed a calibration and correction of systematic differences among sources and a chosen standard reference system, following a similar procedure as in Cenarro et al. (2001 Cenarro et al. ( , 2007 . For instance, Feltzing & Gustafsson (1998) give a detailed error analysis of elemental abundances for G and K metal-rich dwarfs also including comparisons with other studies. In this section, we describe the chosen reference sample and the procedures we followed to homogenize the measurements to a single uniform scale of [Mg/Fe] .
A reference scale for [Mg/Fe]
Our reference sample to define a scale for the Mg/Fe abundance ratio is from Borkova & Marsakov (2005, hereafter BM05 3.0). BM05 was also the reference work adopted in Cenarro et al. (2009) , where Mg and Ca abundances were compiled for 192 stars of their calcium triplet stellar library (hereafter CaT) of 706 objects. As there are many MILES stars in common with the CaT sample (132 stars), this work provides values that we can compare with (see Appendix A).
Calibration of the high-resolution [Mg/Fe]
We first checked the possible presence of systematic differences in the scales of MILES and BM05 atmospheric parameters ([Fe/H] , log g and T eff ), however we did not find any (see Appendix B for details). Apart from the BM05 compilation, we obtained [Mg/Fe] for 97 more stars from 15 other HR studies, as listed in Table 1 . Their abundance ratios were then carefully transformed onto the adopted scale as described next. Figure 1 shows the comparison of [Mg/Fe] for the stars in common between BM05 and other HR works. As can be seen, the relations are usually well described by an offset or a linear transformation. We derive these linear transformations using a 3-σ clipping least-square (lsq) method minimizing the distance in both axis (as the uncertainties in different studies are of comparable order).
[ Mg/Fe] [Mg/Fe] to the BM05 scale and other information about the consulted high-resolution spectroscopic works. References are shown in the first column as: CGS00 (Carretta, Gratton & Sneden 2000) , F00 (Fulbright 2000) , Ge03 (Gratton et al. 2003) , Be05 (Besnby et al. 2005) , T98 (Thévenin 1998) , RLA06 (Reddy, Lambert & Allende Prieto 2006) , LH05 (Luck & Heiter 2005) , EN03 (Erspamer & North 2003) , FG98 (Feltzing & Gustafsson 1998) , Ce02 (Caliskan et al. 2002) , FK99 (Fulbright & Kraft 1999) , H02 (Heiter 2002) , Ae01 (Adelman et al. 2001) , Ae06 (Adelman et al. 2006) , and Ce09 (Cenarro et al. 2009 ). The −A/B and 1/B values (second and third columns) are, respectively, the additive and multiplicative coefficients of the calibration expressions (Eq. 2). When they are represented by integer numbers it means that no calibration of [Mg/Fe] separately for each work, basically because the comparison sample adopted here is large enough (218 stars from the BM05 compilation) and because this avoids the error propagation through the transformations. The calibrated values are obtained, then, inverting the Eq. 1 as following:
The transformation was performed only when A and B were significantly different from 0 and 1 respectively, based on the student t-test with a 95% confidence level. Caliskan et al. (2002) and Fulbright & Kraft (1999) , because there are very few stars in common with the BM05 sample; Heiter (2002) and Adelman et al. (2001 Adelman et al. ( , 2006 because there is no star in common; and Cenarro et al. (2009) because their data are already on the same system we have adopted too (see Appendix A).
Sixteen stars have [Mg/Fe] values from duplicated sources. When the difference between distinct sources is larger than 4σ, then the values with smaller uncertainties were adopted (3 cases only). The final abundance ratios for the 13 remaining duplicated cases were computed as simple averages after separately calibrating to the BM05 scale. These stars were also used to evaluate the calibration process as a whole and helped us to compare the uncertainties of [Mg/Fe] 
Precision of calibrated [Mg/Fe]
The uncertainties of calibrated [Mg/Fe] to the BM05 scale were estimated through the propagation of their original errors taking also into account the precision of calibration parameters (see Table 1 and plots of Fig. 1 ). The error propagation through the linear expressions of calibration process was based on adding variances. The [Mg/Fe] tively 49% and 12% of them), which was used to define an extensive control sample for calibrating our own Mg abundance measurements at mid-resolution (Sect. 3). Dwarfs as designated when log g 3.0 whilst giants when log g < 3.0, as in BM05 and the MILES database itself. Figure 2 shows [Mg/Fe] Fig. 2 ). Recently, Nissen & Schuster (2010) have classified a kind of galactic objects named low-α(-enhancement) stars distributed over two distinct nearby halo populations based on their kinematics, whose origins might due to the accretion from dwarf galaxies and some of them from the Omega Centauri globular cluster (denominated as a progenitor galaxy). HD097855 might belong to the proposed group. All of those nine stars have been incorporated into our catalogue.
MAGNESIUM ABUNDANCES MEASURED AT MID-RESOLUTION
To extend the magnesium abundance characterization of the MILES stars, a spectroscopic analysis based on a LTE spectral synthesis of Mg features was carried out at midresolution.
Recovering element abundances in stellar photospheres at medium spectral resolution (resolving power between 1,000 and 10,000) has been a well-established and alternative approach for many decades. For instance, Pagel (1970) reported that low-resolution spectroscopic analysis was one way to find the metallicity of nearby stars, by calibrating the results with a reference sample which, indeed, has been highlighted as an important step involved (Friel & Janes 1993; Kirby et al. 2009; Marsteller et al. 2009 ).
Our present Mg abundances reported in the current section of the paper are based on the MILES spectra, which have a resolution comparable to many previous studies (e.g. Chavez, Malagnini & Morossi 1995; Terndrup, Sadler & Rich 1995; Cook et al. 2007 ).
Computation of the synthetic spectra
Our analysis is based on a LTE spectral synthesis computed with the most recent stable version of the MOOG code at the time of developing this work (Sneden 2002) . The synthesis code was fed by linearly interpolated model atmospheres over the MARCS 2008 grid (Gustafsson et al. 2008) , upto-date atomic line lists from the VALD database (Vienna Atomic Line Database, Kupka et al. 2000 , Kupka et al. 1999 , Ryabchikova et al. 1997 , and Piskunov et al. 1995 and a set of important molecular lines of C2, CN and MgH (Kurucz 1995) The abundance of all α-particle-capture elements -O, Ne, Mg, Si, S, Ar, Ca and Ti -were equally and simultaneously modified to represent a global variation of their chemistry in a stellar photosphere. Although these elements may have distinct individual abundance ratios relative to iron, assuming homogeneity for them should be a reliable approximation among many computations such as molecular dissociative equilibrium and partial pressure of different species, especially when the element abundances are not individually and previously known in each star. Moreover, changing globally these ratios for all α-elements is coherent with the model atmospheres adopted in our spectral synthesis. We tested the alternative approach at medium spectral resolution (i.e. varying the Mg abundance only, keeping the abundances of other α-elements fixed) for some MILES stars and the effect was negligible. Even adopting the homogeneous global trend for the α-elements, their individual abundances can be independently measured by separately analysing their own absorption features. For instance, the Mg abundance is only consistently quantified as one or more magnesium lines are analysed instead of computing and measuring features of other α-elements.
We selected model atmospheres whose chemistry follows the general pattern of solar neighbourhood for the α-elements (the standard composition group of the MARCS 2008 models, Gustafsson et al. 2008 A MARCS model presents a stratification over 56 planeparallel layers for its photosphere. In the case of giants, the models (with −0.5 log g 3.5 in the MARCS grid) have been originally generated under a three-dimensional geometry for different masses and afterwards transformed onto one-dimensional representations by their own developers. We chose 3-d models with one solar mass for giants (log g < 3.0 in the current work). All chosen models for dwarfs (with 3.0 log g 5.5 in the grid) and giants have a microturbulence velocity of 2.0 km s −1 . The MARCS 2008 grid ranges are:
T eff 8000 K with steps of 100 K for T eff < 4000 K and 250 K for T eff 4000 K; (ii) −1.0 log g 5.0 (or 5.5 in some cases) with 0.5 constant steps; and (iii) [Fe/H] = −5.00, −4.00, −3.00, −2.00, −1.50, −1.00, −0.75, −0.50, −0.25, 0.00, +0.25, +0.50, +0.75 and +1.00 dex.
Linear interpolations of the model atmospheres were automatically done by using the user-friendly software of Masseron (2008) , which is publicly available from the MARCS models' web-site (http://marcs.astro.uu.se/). The layers of each input model to the MOOG code were represented by the optical depth at 5000Å, the thermodynamic equilibrium temperature, the total gas pressure, and the electron numeric density (all quantities in cgs units). The micro-turbulence velocity was fixed at 2.0 km s −1 for all layers of each model. The effective broadening is dominated by the spectroscopic instrumentation and is suitably represented by a Gaussian convolution.
Our spectral synthesis computations adopt the same solar abundance pattern used to build up the MARCS 2008 model atmospheres (Grevesse, Asplund & Sauval 2007, hereafter GAS07) , aiming at an important internal consistency regarding the reference solar chemistry. The solar abundances in GAS07 of those α-elements on a logarithm scale are: log(O) = 8.66, log(Ne) = 7.84, log(Mg) = 7.53, log(Si) = 7.51, log(S) = 7.14, log(Ar) = 6.18, log(Ca) = 6.31, and log(Ti) = 4.90. The abundance of iron is given by log(Fe) = 7.45 on this scale.
Many authors re-scale the oscillator strengths (gf ) of atomic lines to reproduce the solar spectrum, i.e. calibrate the line-strengths to the Sun's photospheric conditions. However, we preferred to maintain their laboratory gf values from VALD instead of normalizing them to the solar scale because we intend to calibrate our MR measurements using our HR control sample. The theoretical spectra were calculated at 0.02Å wavelength-steps by assuming an opacity contribution for the stellar continuum at 0.50Å bins. For the often strong Mg b lines (see Sect. 3.2 and Table  2 ), we adopted the Unsöld approximation for the interaction constant (C6) of the van der Waals dump parameter γ6 multiplied by a 6.3 factor. This dumping represents collisions among neutral atomic species mainly H I and He I as in cold photospheric layers. On the other hand, the same constant multiplied by a MOOG internal factor was chosen for the other Mg feature. The Unsöld approximation (default in MOOG) means that C6 is basically due to the H I atoms as a function of the excitation potential of an electronic transition, but γ6 remains also dependent on the local gas pressure and temperature.
All our model spectra were computed at the MILES resolution, which is slightly different in each Mg feature region (FWHM = ∆λ = 2.40Å for Mg5183 and 2.35Å for Mg5528), by applying Gaussian smoothing to represent the (instrumental dominated) broadening. At this resolution, no additional stellar rotational broadening needs to be considered unless the line-of-sight rotational velocity vrotsin(i) is greater than ∼130 km s −1 . The wavelength scales of all MILES observed spectra were carefully shifted to the rest wavelength to match the theoretical model scales, i.e. wavelengths in air as available in the VALD database for λ from 2000Å up to the infrared. Spectral cross-correlations were applied for this purpose through the cross-correlation f xcor task of the Radial Velocity Analysis Package of the NOAO Optical Astronomy Packages of IRAF (Image Reduction and Analysis Facility) 1 by adopting a given correspondent model spectrum for each star as a template. The model spectra computed for either [Mg/Fe] = +0.60 dex or +0.30 dex were chosen in order to guarantee reliable spectroscopic cross-correlations for all MILES spectra, from the hotest metal-poor to the coldest metal-rich ones, i.e. with strong absorption lines in the template spectra. Then the wavelength scales of all computed spectra were re-binned to exactly agree with the sampling of the MILES spectra at each observed wavelength bin (0.90Å). Finally, flux normalizations of the empirical spectra based on the local pseudocontinuum were carefully applied at the regions around each Mg feature in order to adequately match to the flux normalized scale of the theoretical spectra. Fiorentin et al. (2007) emphasized the importance of performing reliable comparisons on compatible flux and wavelength scales between observed MR spectra and synthetic ones, paying special attention to choosing useful absorption features and accurately calibrating the abundance results.
Mg features analysed: Mg5183 and Mg5528
Two strong Mg features were chosen and carefully tested to be measurable and useful for recovering magnesium abundances at the MILES spectral resolution with acceptable precision for generating new stellar population models with [Mg/Fe] constraints, i.e. with comparable precision to that of [Fe/H] in MILES (0.10 dex). These features are: (i) the reddest line of the Mg b triplet (λ5183.604Å) named here Mg5183, which is usually the strongest and the most Mgsensitive of the three lines, and (ii) MgIλ5528.405Å, hereafter Mg5528.
Methods applied: pseudo-equivalent width and line profile fit
Two methods were chosen to measure the magnesium abundances:
(i) based on pseudo-equivalent widths, hereafter EW (pseudo-ones in fact due to the extensive line blanketing at the MILES spectrum resolution), and
(ii) applying line profile fittings, hereafter LPF.
These methods are usually adopted on HR and MR analyses and both require a previous knowledge of the photospheric parameters. When there are more than 2 lines of an element, the modelling of their equivalent widths are preferable instead of fitting their profiles. The fit of line profiles is commonly adopted to extract element abundances from molecular absorptions where a myriad of lines from a single substance are very close to each other. When analysing atomic features, both methods generally need isolated lines, however, they can work on composite lines that can be deblended in single profiles if the abundances of the others absorbers are already known. Traditionally the EW method is applied in an automatic process to extensive sets of lines. On the other hand, the second method is employed focusing on careful visual inspection in a feature-by-feature and starby-star base. The abundance precision derived from each method depends on how many features are adopted and how sensitive each absorption line is to a given elemental abundance variation.
At each chosen Mg feature region, we automatically applied these methods as explained below.
(i) The equivalent width of a weak line is proportional to the number of absorbers of element X (EW ∝ n(X)), whilst the equivalent widths of strong lines are dependent on n(X) 1/2 . Therefore direct comparisons were made on planes [Mg/Fe] vs. log(EW) by adopting simple linear lsq fittings for each set of theoretical equivalent widths. Note that the iron abundance [Fe/H] is fixed in all model computations for each star (like the other photospheric parameters assuming those compiled by Cenarro et al. 2007) and [Mg/Fe] 
Therefore we adopt that relationship instead of the direct log(EW) vs. log(n(X)). Consequently, [Mg/Fe] can be directly measured instead of [Mg/H] and they were obtained through interpolation of the [Mg/Fe] vs. log(EW) relationship for each star and feature combination. The equivalent width measurements of both Mg features were performed with the LECTOR code (A. Vazdekis' webpage, www.iac.es/galeria/vazdekis/SOFTWARE/) and INDEXF software (www.ucm.es/info/Astrof/software/indexf), however, the uncertainties have been estimated through IN-DEXF only. Both software provided the same results within an accuracy of milli-Angstroms. The measurements were carried out within the central passband of each Mg feature by adopting a linear local flux continuum that is defined by the average fluxes and wavelengths of two pseudo-continuum windows held very near to the passband (at each side of the feature). The central passband and pseudo-continuum windows of both Mg features were carefully chosen in order to provide representative measurements for their equivalent widths and are presented in Table 2 . We computed the equivalent width uncertainties as being dominated by photon statistics based on the formalism from Cardiel et al. (1998) . The relative uncertainties are distributed between few percents and 40%, whilst the equivalent widths range from 0.15 up to 2.60Å and from 0.05 up to 0.95Å for the Mg5183 and Mg5528 features respectively. We noted that the EW uncertainties are dependent on the spectral S/N, as expected, and it is more evident for the Mg5183 feature. The higher S/N, smaller the EW relative error is. The S/N has been computed as an average between the blue and red regions of MILES stellar spectra, and it ranges from 10 up to 550 perÅ with typical values around 235 perÅ. It is also noted there is a strong inverse correlation between the relative errors and the equivalent width values.
(ii) The line profile comparison between the observed Mg feature and each corresponding set of synthesized features was made within the central passband through rms statistics. Optimal [Mg/Fe] from each feature were derived for each MILES' star through rms minimization, as is shown in Fig. 3 for a dwarf and giant spectra. The pseudocontinuum windows were adopted to accurately match the continuum fluxes of the observed and model spectra. Careful attention was paid to specific cases for which the theoretical and observed spectra do not match each other simultaneously at both continuum windows. Minor corrections were applied to the observed spectrum continuum flux for this purpose based on eye-trained inspections (additive or multiplicative corrections). Each curve of rms as a function of [Mg/Fe] was fitted by a spline. Figure 3 shows examples of spectral synthesis of the Mg5183 and Mg5528 regions for a dwarf and giant. The main panels of each sub-figure (for each combination starfeature) present the MILES spectrum compared with model spectra. The sub-figures also include graphs illustrating the abundance measurement methods.
The global procedure for obtaining and calibrating [Mg/Fe] ratios from our MR spectra is as follows: 
Calibration of the mid-resolution [Mg/Fe]
The calibration to the previously adopted uniform scale relies on an inverse linear transformation,
that is obtained through a 3-σ clipping simple linear lsq fit of our MR measurements as a function of the HR calibrated values from the [Mg/Fe]HR star control sample (Sect. 2.4). We also applied a 95% t-test to verify if the fit parameters a and b are distinguishable from zero and unity respectively. In case they were not, we would adopt a = 0 and b = 1. Figure 4 Sect. 3.5) . Therefore the abundance ratios become more uncertain outside those intervals (see Fig. 4 ).
The stars' samples adopted in the calibrations are extensive enough and exhibit wide ranges of photospheric parameters, which are as extensive as those of the MILES control sample, including uncertainties. Parameter intervals covered can be seen in plots of Fig. 5 (described ahead) . We verified the atmospheric parameter sensitivity of the [Mg/Fe] differences between MR and HR results. Figure 5 presents them as a function of T eff , log g and [Fe/H] for both Mg features. There is no significant dependence on the photospheric parameters, as indicated by the linear fits (tiny linear correlation coefficients). Furthermore the differences are always smaller or comparable to rms scatter along the whole parameter scales.
Therefore, where possible, we averaged the calibrated ratios obtained from both features, in order to obtain calibrated abundance ratios as follows:
In Fig. 6 , the residuals between calibrated results from the two features are plotted as a function of T eff , log g and [Fe/H]. There is no systematic dependency on the stellar parameters, as it is noticed from the small linear correlation coefficients r. This supports our procedure of computing averages of [Mg/Fe] 
Uncertainty of the mid-resolution measurements
The internal uncertainties of [Mg/Fe] are due to the MILES photospheric parameter errors and the abundance determination methods applied (EW and LPF). We estimated the error propagation from the imprecision of T eff , log g and [Fe/H] by adopting model atmospheres directly collected from the MARCS 2008 grid, whose parameters coincide with the photospheric parameters of all MILES stars possible considering the typical errors (1σ). This sample of MILES stars is composed of 135 dwarfs and 31 giants, and it has an excellent coverage in the MARCS model parameter space (distributing between 4200 and 6200 K in T eff , 1.0 and 4.7 in log g and −2.10 and +0.40 dex in [Fe/H] well distributed around zero over all parameter scales and it does not show any stellar parameter dependence. These differences at 1σ level gave us a good estimation for the global internal uncertainty due to the star's parameter errors, σ[Mg/Fe]atm, which is around 0.09 dex for the Mg5183 feature and 0.10 dex for Mg5528.
The internal uncertainties in [Mg/Fe] The uncertainty from the LPF method depends on how accurately the minimum of the curve is determined (see Fig.  3 ). Typically this is estimated to be between 0.05 and 0.10 dex, giving a mean of σ[Mg/Fe]LPF around 0.075 dex. The final uncertainty due to the measurement process was computed as mean value of the abundance uncertainties obtained with the two methods, because, although they are not completely independent, the data is treated in different ways through them. We also investigated the influence of the models atmosphere alpha-enhancement chemistry on the spectral synthesis carried out at MR by always keeping the model chemistry unchanged at each metallicity (see Sect. 3.1). Besides the MARCS standard models adopted in our work, there are other model classes: one named alpha-poor assuming α/Fe solar for −2.00
[ The syntheses were applied to four stellar evolution stages: main sequence at T eff = 5000 K and log g = 4.5, turn-off main sequence at T eff = 6000 K and log g = 4.0, sub-giant at T eff = 5000 K and log g = 3.5, red giant branch at T eff = 4500 K and log g = 1.0. However, just the red giant stage could be adopted for the solar metallicity due to a limitation of the MARCS alpha-enhanced class coverage. Afterwards, we directly compared the equivalent widths of each Mg feature measured on theoretical spectra that have been computed for each metallicity-α-enhancement combination but assuming two different model classes.
At However, a conservative variation of ±0.2 dex for [α/Fe] in the spectral syntheses done under fixed model atmosphere chemistries could be assumed in order to figure out which abundance ratio determinations would be considered as extrapolations based on the α-enhancement compatibility. Concerning the MARCS standard models adopted and taking into account the uncertainties of [Mg/Fe] calib , we have found 33 stars, which represent just 7.5% of all MR determinations and are identified in the catalogue (Sect. 4). Consequently, the [Mg/Fe] of each case might have a less accuracy in the sense of it was based on a model atmosphere whose chemistry does not exactly follow the abundances of α-elements adopted in the spectral synthesis. These cases include those extrapolations over the Mg feature calibrations themselves (Sect. 3.4).
Coverage of the MR measurements
There are 843 MILES stars with catalogued atmospheric parameters within the MARCS 2008 grid. From those, 308 already had [Mg/Fe] measurements from HR studies (Sect. 2). The 535 residual stars were spectroscopically analysed by us at MR. The MR determinations cover wide ranges in atmospheric parameters (see Figs. 8 to 11 described in Sect. 4), reaching 81.7% efficiency or completeness level inside the MARCS parameter space when the stars with HR data are not considered. Rather than be uniform over all scales, our measurements actually complement the HR data. However, depending on the region, one Mg feature works better than the other.h Section 4 presents a more extensive discussion about the parametric coverage of all MR and HR determinations. In general, the Mg5183 feature does not work well on the coldest stars (T eff < 4000 K) due to the presence of strong molecular absorptions of TiO and MgH as well. Mg5528 is not satisfactorily applied for the hottest giants (T eff > 5500 K), since this feature becomes too weak and it is practically insensitive to abundance variation in these cases. In particular, Mg5183 gives reliable abundance measurements for dwarfs and giants with temperatures between 4000 and 8000 K, while Mg5528 basically works on dwarfs with 3500 up to 8000 K. However, for giants, Mg5528 can only be applied with great confidence for 3600 T eff 5500 K. Both Mg features can be used in the whole metallicity range.
In specified cases, the spectral synthesis does not work on a single or both features, due to line saturation, nonreproduction of spectrum continuum, extrapolation on the [Mg/Fe] vs. log (EW) and/or rmsLPF vs. [Mg/Fe] relationship, incompleteness of line lists (mainly TiO bands), and low quality spectra in some cases. The continuum and EW/LPF extrapolation cases do not exhibit any stellar parametric dependence for Mg5183. On the other hand, we noted the cases of line saturation and incomplete line list occur in metal-rich cold stars ([Fe/H] > −1.0 dex with T eff < 4000 K) for both features. A few of those non-reproduced spectral cases (that sum in total 79 dwarfs and 115 giants for Mg5183 plus 60 dwarfs and 97 giants for Mg5528) could be fixed, excepting those due to the incompleteness of line lists: 8 cases for Mg5183 (5 dwarfs and 3 giants), and 15 cases for Mg5528 (5 dwarfs and 10 giants). The line saturation effect was solved by adopting a spline fit on the EW method and sometimes a smaller number of models (9 cases in total). The sum of all measurements (HR plus MR) show fairly flat distributions across the photospheric parameter space covered by the MARCS models (histograms of Fig. 8 ). The [Mg/Fe] HR data are distributed along the main sequence (MS) basically from T eff about 4500 up to around 10000 K and on the giant branch mainly from 4000 up to 5500 K, as seen in Fig. 7-(a) . Our MR measurements have a wide distribution over the plane log g vs. T eff , however there are some deficiencies such as in the low-MS, the red giant branch tip and the hottest giants. The histogram of T eff , Fig. 8 -(a), shows a peak at 6200 K for the HR compilation data while the MR measurements has a gradual increasing from 8000 to 4200 K. There is a wide coverage over the whole MILES metallicity scale for both HR and MR data sets. In the projection [Fe/H] vs. T eff , Fig. 7-(b) , we notice a predomination of the HR data between 5000 and 6000 K. In the plane log g vs. [Fe/H], Fig. 7-(c) , the dwarfs are well covered by the HR data. The MR distribution dominates in the metalrich regime and the HR data compilation dominates in the Figs. 9-(c) and 11). Whilst the HR measurements provide mostly data for MILES dwarfs, reaching the completeness maximum around log g = 4.0 ( Fig. 8-(b) ), our MR measurements contribute significantly to giants, with a gradual decrease from log g = 2.5 to 0.0. Specifically for the mid-resolution measurements that were done within the limits of MARCS 2008 grid as shown in Figs. 8 and 9 , the highest completeness over the T eff scale occurs around 4000 K whilst the smallest is at 6000 K. The maximum coverage in the gravity scale occurs at log g = 2.5 and the minimum is around log g = 4.0. The maximum of completeness over the metallicity scale is at −0.40 dex and the minimum occurs at [Fe/H] = −2.4 dex. Figure 9 presents the MILES catalogue's [Mg/Fe] distribution itself, which is highly asymmetric around the solar ratio showing a sharp decline towards negative values and a shallow decreasing towards over-enhanced ratios (skewness = +0.129). The average of [Mg/Fe] is +0.16 dex having a standard deviation of 0.22 dex. The median of distribution is +0.12 dex. The distribution of our MR measurements match well the HR data distribution (both sets on a same homogeneous scale). The median and average of HR data are +0.16 dex and +0.19 dex (1σ = 0.19 dex) respectively, whilst they are +0.09 dex and +0.14 dex (1σ = 0.24 dex) for the MR measurements. The positive asymmetry also exists in both distributions: the HR data have skewness equals to +0.081 and for the MR measurements it is +0.220. The difference between them is that the HR data present a peaked distribution (kurtosis = +0.178) whilst the MR values show a less peaked distribution (kurtosis = −0.279). The MILES stars, therefore, now have [Mg/Fe] measurements covering a range that is not restricted to the solar abundance ratio. is smaller when the Mg5183 feature is used (see also Sect. 3.5). In the MILES data set there is a mix of stars from different kinematic populations of our Galaxy distributed over the thin and thick discs as well as the halo. Several recent studies based on homogeneous HR spectroscopic analyses have shown the intrinsic dispersion of [Mg/Fe] Borkova & Marsakov 2005) . It is not the scope of the current work to explore the details about the elemental abundances over the Galaxy's kinematic components. These issues may be the central subject of a future work. Figure 11 shows that there is good coverage of [Mg/Fe] over the T eff and log g scales (uniformly from 4000 to 5500 K and nearly uniform along whole gravity scale), with poorest completeness at the lowest and highest temperature ranges. In addition there is a dearth of stars with sub-solar [Mg/Fe] around T eff = 6000 K, and for giant stars with low log g values. Table 6 shows the stellar parameter coverage of the MILES [Mg/Fe] catalogue over the HR and MR data, and dwarfs and giants as well. Table 7 summarizes the catalogued data presenting the number of HR and MR measurements around dwarfs and giants together with their uncertainties. Such models have been used in various studies to interpret the spectra of galaxies and globular clusters (e.g. Vazdekis et al. 1997 , Trager et al. 2000b , Proctor & Sansom 2002 , Denicoló et al. 2005 , Lee & Worthey 2005 , Schiavon 2007 , Pipino et al. 2009b ). The accuracy of those response functions, however, have not been calibrated or tested empirically.
THE MILES MAGNESIUM ABUNDANCE CATALOGUE
In the present paper, variations in [α/Fe] are characterised by measuring Mg abundances in real stars and using this to represent α-elements in general. In this section, we compare the effects on Lick indices of these [α/Fe] ratios derived from observations with theoretical predictions for how Lick indices are expected to change with variations in [α/Fe]. The models of K05 are used for this comparison, since they were used in many of the above referenced studies of galaxies. Equation 7 from Thomas, Maraston & Bender (2003) shows how we can predict changes in spectral line indices with changing composition for lines that tend to zero strength as the element abundance dominating that line tends to zero. Other line indices (e.g. Hγ, Hδ, G4300, Fe4383) take both negative and positive values, due to lack of a real continuum definition in complex star spectra. This particularly affects indices in the blue part of the spectrum where the continuum level changes rapidly with wavelength in long-lived, late-type stars. For these indices we adopt the formalism given in equation 3 of K05, which modifies fluxes rather than line strengths. For molecular bands and negative going lines differences in indices are compared, whereas for positive absorption lines ratios are used for comparisons.
The catalogue of MILES atmospheric parameters (Cenarro et al. 2007) was cross-correlated with the measured [Mg/Fe] cases and with the models of K05 to find samples of stars useful for comparing observations with models, in order to test their agreement. There are then 31 stars in the MILES library whose surface temperature and gravity are the same as that of the turn-off star model (T eff = 6200 K, log g = 4.1) given in Table 13 . This allows us to use one of these two stars as a base with which to normalise the other stars in order to show how changes in chemistry affect changes in indices, in a relative way. Model stars can then be generated to match the 31 MILES stars and normalised by the model given in Table  13 of K05. To generate the model star indices the equations were first applied to correct to a specific overall metallicity (using column 14 of K05), then the equations were applied again to correct to a specific [α/Fe] ratio, modifying for all the α-elements modelled by K05. Similarly, 13 cool giant stars and 7 cool dwarfs can be compared using Tables 14  and 12 Examples of these comparisons are shown in Fig. 12 for Fe and Mg sensitive indices. Fe sensitive features in general behave as expected in that the observed changes agree well with the predicted ones. Mg sensitive features also show quite a good one-to-one agreement, but with scatter in excess of that expected from the observational errors. There is some suggestion of a slight systematic deviation below the one-to-one line in the case if Mg b in turn-off and cool-dwarf stars. These deviations will be explored in future work. In general we see from Fig. 12 that the observed [Mg/Fe] abundances reported in this paper show the trends expected for Mg and Fe sensitive features, when compared to models from K05. Other indices and comparisons with models will be discussed more extensively in a future paper.
FURTHER APPLICATIONS TO THE ANALYSIS OF STELLAR POPULATIONS
From now on, it will be possible to build up new semiempirical simple stellar population (SSP) models by adopting the MILES star spectrum library in order to more confidentially cover a range of values of metallicity and magnesium-to-iron abundance ratio for some ages greater than 1 up to 14 Gyrs. This is one of the important further applications based on the results of this work that is scheduled by our group which has experience in studying stellar populations. The MILES stars can be now selectively collected from the library taking into account their characteristics in a more extensive parameter space, i. There are some caveats to be aware of for using the present catalogue results. The measurements made and compiled in the present catalogue represent [Mg/Fe] well, as our tests of the spectral measurements show, considering all α-element or only Mg variations. However, it is important to be aware that not all α-elements may behave in exactly the same way in different populations. This needs to be considered when applying the present catalogue to stellar population studies. Other caveats are that [Mg/Fe] obtained through the MR calibrations applied for stars whose parameters lay outside the control sample coverage might be more uncertain than the other determinations, and that we warn the abundance ratios derived from the α-enhancement model atmosphere extrapolations should be used with certain precaution too. Caveats aside, making the approximation that [Mg/Fe] can be used to represent [α/Fe] is a significant improvement over the scaled solar assumption only. There is a great deal of interest in uncovering the information contained in non-solar abundance ratios. Therefore we next illustrate how the catalogue may be used to generate SSPs with empirically determined non-solar [α/Fe] abundance ratios.
In this further step of our work, it will be necessary to take into account reliable cross-matching between theoretical isochrones for non-solar ratios and real stars. Basically, the dwarf and giant stars with known Mg/Fe ratio that are collected from MILES in order to represent a given simple stellar population must be selected to precisely have on average the SSP's [Fe/H] and [Mg/Fe] . Moreover, the selected stars must be well sampled along the main evolutionary stages of an isochrone. The stars must be sufficiently close to the isochrones taking into account the errors in log g and T eff in order to be included and weighted in the computation of SSP integrated colours and spectra. It will be also necessary to generate additional stellar spectra for some non-completely-represented stages by interpolating the MILES spectra in its four-dimensional parameter space. Other approaches can be employed to extend the coverage of the SSP sets (age, [Fe/H], [α/Fe]) such as evaluating the behaviour of integrated observational properties of the SSPs at specified metallicities as a function of [α/Fe] to computing and applying corrections to the SSP observables for a larger range of parameters. Therefore we will be able to construct a large set of single-age single-metallicity single-α-enhanced stellar population models. This will open new prospects for SSP modelling and evolutionary population synthesis. Normalised observed versus normalised model indices for different stars in the MILES library. The normalisation of the observations is achieved using MILES stars with the same photospheric parameters as for the models of K05 within errors. These normalising stars are labelled with 'base' in the plots. The top row shows MILES stars plotted against cool dwarf star models derived from Table 12 of K05; the central row shows MILES stars plotted against turn-off star models derived from Table 13 of K05 and the lower row shows MILES stars plotted against cool giant star models derived from Table 14 We also consider variations in the isochrones' ages, which were estimated basically through plots of isochrones with distinct ages that are not shown in this section.
The Dartmouth isochrone models (Dotter et al. 2008) have been adopted as reference to match the stars' positions with isochrones in the HR diagram log g versus T eff Figure 13 shows examples of isochrone-based plots by using Dartmouth (Dotter et al. 2008) and BaSTI (Pietrinferni et al. 2004 ) models for 4 Gyr, [Fe/H] around zero and three distinct α-enhancements.
The BaSTI scaled solar database (Pietrinferni et al. 2004) covers stellar evolution models for masses between 0.5 and 10 M⊙ in a wide metallicity range (10 values of [Fe/H] from −2.27 to +0.40 dex). The initial He mass fraction ranges from Y = 0.245, for the more metal-poor composition, up to 0.303 for the more metal-rich one. For each adopted chemical composition, the evolutionary models were computed without (called canonical models) and with overshooting from the Schwarzschild boundary of the convective cores during the central H-burning phase. The stellar models are used to compute isochrones in a wide age range, from 30 Myr up to 15 Gyr. The overshooting models provide a better match to the observations at [Fe/H] around solar, and for ages equal and higher than 4 Gyr. Besides these models, BaSTI α-enhanced models were computed for [α/Fe] fixed at +0.4 dex and 11 values of iron metallicity between −2.62 and +0.05 dex (Pietrinferni et al. 2006) . We have also begun a study of the dependence of absorption line indices on [Mg/Fe], focusing on the observed behaviour of some indices of the Lick System as a function of the photospheric parameters, as described in Sect. 5. We intend to compute semi-empirical fitting functions for the main Lick indices in order to improve and extend the SSP models for different α-enhancements.
The predictions of new semi-empirical SSP models will be compared with the observables of distinct composite stellar systems such as globular clusters, dwarf galaxies, ellipticals and spiral bulges. Consequently, the models will be very useful to understand their star formation histories and chemical evolutions.
Moreover, we can test and apply the same approach of this work to obtaining the calcium abundances for the MILES stars. Indeed, there are interesting questions about how the calcium-enhancement behaves in several composite stellar systems relative to other α-elements like magnesium. For instance, found for a sample of 147 red-sequence galaxies from the Coma cluster and the Shapley Supercluster that the [Ca/Fe] ratio is positively correlated with the velocity dispersion, at fixed [Fe/H], however its dependence is significantly less steep than that of [Mg/Fe] . On the other hand, Pipino et al. (2009a) obtained that the [Ca/Fe]-mass relation is naturally explained by such a standard galactic chemical evolution model, and explained that the observed under-abundance of Ca with respect to Mg can be attributed to the different contributions from Type Ia and Type II supernovae to the nucleosynthesis of these two elements.
Additional applications of the present [Mg/Fe] catalogue will potentially improve areas of our understanding of stellar atmospheres and spectral flux distributions from different types of stars present in the MILES library. Compilation of high spectral resolution [Mg/Fe] abundance ratios in the literature was extremely useful in defining a uniform scale for [Mg/Fe] and in obtaining an extensive reference sample for the calibration of abundance ratios measured in our work at medium resolution. We emphasize that the calibration of mid-resolution measurements is an important step to be done in the whole process to achieve reliable results in a homogeneous reference system.
A robust spectroscopic analysis was carried out using the MILES mid-resolution spectra and LTE spectral synthesis of two Mg features. Two methods were applied through an automatic process: pseudo equivalent width and line profile fitting.
The typical error of [Mg/Fe] from the collected and calibrated high-resolution measurements is 0.09 dex, and the uncertainties from our MR analysis range from 0.10 to 0.15 dex, with a weighted average of 0.12 dex. Thus we show that the accuracy of our measurements from MR spectra is quite acceptable, but not better than those from HR analyses. It is possible to measure element abundances in many more stars with such accuracy at MR when a large control sample from HR measurements is adopted. Hence this catalogue of [Mg/Fe] measurements will be useful for a range of applications for stellar population modelling and understanding stellar spectra. Fig. 10 .
[Mg/Fe] measurements approximately characterise the alpha-to-iron ratios in stars. Although not all types of stellar populations would be well sampled by the stars in this catalogue, applications exploring the effects of non-solar abundance ratios will be possible for such objects as globular clusters, spiral galaxies, various types of low luminosity galaxies and dwarf galaxies. The importance of this is: (i) abundance patterns in stellar populations hold clues to their histories and (ii) the accuracies of previously used characterisations of abundance patterns, based on theoretical models, can now be tested. These applications will be followed up in future work.
We also plan to use the MILES [Mg/Fe] catalogue to compute empirical and self consistent models of stellar populations with Mg/Fe different from solar for certain values of age and metallicity. These models will serve as a benchmark for other models based on theoretical libraries as they will allow calibration of the effects of uncertainties in the final predictions due to uncertainties in specific groups of stars. We will study empirically the dependences of Lick System indices as a function of the Mg/Fe ratio by adopting MILES stars with similar photospheric parameters but showing distinct [Mg/Fe] in order to help computing robust stellar fitting functions of line-strengths. Comparisons of empirical and theoretical line strengths will also be made (Sansom et al., in preparation) . A1 ). Therefore there is a quite good agreement between both scales.
APPENDIX B:
In this appendix we investigate possible systematic differences between the atmospheric parameters of the MILES catalogue (Cenarro et al. 2007) , that have been adopted all over in the current work, and those of the BM05 sample. Just concerning the metallicity scale, comparisons are also made with the data of those consulted HR works (see Sect.
2). Bensby et al. (2005) , and Luck & Heiter (2005) . However, these differences are dominated by a few outliers, as can be seen in the panels (c), (e) and (h), that are specifically localized either at the metal-poor regime on the comparison with the Fulbright (2000) data, or over metal-rich stars on the comparisons with the samples of Bensby et al. (2005) , and Luck & Heiter (2005) . If we applied metallicity corrections for these samples, they would be smaller than the involved uncertainties, even for the works of Bensby et al. (2005) , and Luck & Heiter (2005) . Therefore no correction has been applied to the [Fe/H] from the consulted works because no significant systematic deviations from the MILES [Fe/H] scale has been detected.
For the comparison of BM05 and MILES T eff scales, the rms of 83 K for a linear relationship between the scales and the respective systematic deviation are comparable to the typical temperature uncertainty in MILES (1σ = 100 K). In the range 4500-7000 K, for instance, the maximum absolute difference reaches around 55 K only. For the BM05-MILES log g scale comparison, the absolute difference in the interval 3.0-5.0 gets a maximum of 0.13, which is smaller than the MILES log g uncertainty (1σ = 0.20). The rms of the linear relationship between the gravity scales is smaller than the gravity's uncertainty too (0.145). The angular coefficients of the linear lsq fits T eff (BM05) vs. T eff (MILES) and log g(BM05) vs. log g(MILES) are different, respectively, 1% and 11% only from that of the 1:1 relation. Therefore the scales of T eff and log g in BM05 and MILES agree quite well between each other, and no correction has been applied to these stellar parameters too. 
APPENDIX C:
In this appendix, comparisons with stars cluster data from high-resolution studies are presented.
There are 89 cluster stars in the MILES database (from 9 open clusters and 8 globular clusters). Our mid-resolution measurements cover 65 cluster members (73% of them) including 16 out of 17 clusters of MILES; see Table 5 (Sect. 4). Specifically for three star clusters presented in MILES (Hyades, M71 and NGC7789), we have obtained [Mg/Fe] for a reasonable number of members from our spectral synthesis at mid-resolution ( 10 stars). Average values are presented in Table C1 together with the results from other clusters for which we have done MR measurements for a minimum of two stars, providing an interesting quality test for our work. Table also Ramírez & Cohen (2002) measured in 24 giants that were spectroscopically analysed at HR. This star sample exhibits an average [Mg/Fe] equals to +0.36 (σ = 0.09 dex) and a maximum internal spread of 0.18 dex. Meléndez & Cohen (2009) ) has measured for it an average [Fe/H] = +0.04 ± 0.07 dex with 1σ dispersion of 0.10 dex and [Mg/Fe] = +0.22 ± 0.07 dex (σ = 0.10 dex) based on spectroscopic measurements of 3 red clump stars with high-quality spectra at HR, whilst previous studies at lower spectral resolution and through photometry-based techniques obtained [Fe/H] ≃ −0.2 with [X/Fe] around zero for many elements (e.g. Friel et al. 2002 , Pilachowski 1985 Concerning our star cluster data, the major conclusions are: (i) the standard deviations of computed average cluster values of [Mg/Fe] are comparable with the systematic uncertainties of our individual MR measurements as well as with the dispersion of the cluster average abundance ratios collected from the HR studies, and (ii) the [Mg/Fe] averages from the current work are in good agreement with measurements carried out with high-S/N high-resolution spectra in recent studies. This paper has been typeset from a T E X/ L A T E X file prepared by the author.
