In wavelength-routed WDM networks, a control mechanism is required to set up and take down all-optical connections. Upon the arrival of a connection request, this mechanism must be able to select a route, assign a wavelength to the connection, and configure the appropriate optical switches in the network. The mechanism must also be able to provide updates to reflect which wavelengths are currently being used on each link so that nodes may make informed routing decisions. In this work, we review control mechanisms proposed in the literature. We also investigate and compare two different distributed control mechanisms for establishing all-optical connections in a wavelength-routed WDM network: an approach based on link-state routing, and one based on distance-vector routing.
INTRODUCTION
In recent years, advances in wavelength-division multiplexing (WDM) technology have enabled the deployment of systems that are capable of providing large amounts of bandwidth. At the same time, systems utilizing optical wavelength routing switches (WRSs) or photonic cross-connects (PXCs) have emerged that enable data to be switched entirely in the optical domain without requiring conversion to electronics at intermediate nodes. Configuring these optical devices across a network enables one to establish alloptical connections, or lightpaths, between source and destination nodes (Fig. 1) .
In the absence of wavelength conversion devices, a lightpath must occupy the same wavelength on each link in its route, a restriction known as the wavelength-continuity constraint. Thus, given a set of lightpaths that need to be established, and given a constraint on the number of wavelengths, it is necessary to determine both the routes over which these lightpaths should be established and the wavelengths that should be assigned to these lightpaths. This problem is known as the routing and wavelength assignment (RWA) problem.
In a wavelength-routed network, the traffic can be either static or dynamic:
• In a static traffic pattern, a set of lightpaths are set up all at once and remain in the network for a long period of time. The RWA problem for static traffic is known as the static lightpath establishment (SLE) problem. A review of approaches to the SLE problem may be found in [1] .
• In a dynamic traffic pattern, a lightpath is set up for each connection request as it arrives, and the lightpath is released after some finite amount of time. The problem of lightpath establishment in a network with dynamic traffic demands is called the dynamic lightpath establishment (DLE) problem. This article focuses on the DLE problem.
With the rapid growth of the Internet, the bandwidth demand for data traffic is exploding. It is believed that dynamic lightpath establishment, or on-demand lightpath establishment, will enable service providers to respond quickly and economically to customer demands.
One of the challenges involved in designing wavelength-routed networks with dynamic traffic demands is to develop efficient algorithms and protocols for establishing lightpaths. The algorithms must be able to select routes and assign wavelengths to connections in a manner that efficiently utilizes network resources and maximizes the number of lightpaths established. Signaling protocols for setting up lightpaths must effectively manage the distribution 
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of control messages and network state information in order to establish a connection in a timely manner. Typically, a network control and management protocol is employed to perform the RWA and signaling tasks mentioned above.
Another issue in dynamic lightpath establishment is how to initiate requests for lightpath establishment and removal. There are a number of possible approaches for generating a connection request. For example, a customer can initiate a connection request by clicking on a Web page or calling up the service provider. A connection request can also be initiated by an IP router or other network control devices that can identify a demand between two PXCs. The problem of identifying a flow in a packet-based network, which is referred to as the flow detection problem, has been studied in the literature [2] and is beyond the scope of this article.
Recently, there has been much effort to develop the aforementioned protocols for providing on-demand establishment of lightpaths. More specifically, a number of organizations are currently working to develop standards for facilitating dynamic lightpath establishment in optical networks. The Optical Domain Service Interconnect (ODSI) group is working to standardize interfaces to allow client networks and devices to interact with the optical network. The ODSI framework does not specify how the lightpaths are actually established within the optical network, but simply defines how a client would request a lightpath or release a lightpath from the optical network. The current work of the ODSI is summarized in [3] .
Multiprotocol label switching (MPLS) is a control framework currently being developed as a standard to enable fast switching in IP networks. MPLS control mechanisms can be used to establish a label-switched path (LSP) between two nonneighboring IP routers, enabling packets to bypass IP routers at intermediate nodes. The primary signaling mechanism for establishing an LSP in MPLS is the label distribution protocol (LDP). The concept of MPLS can be extended to wavelength-routed optical networks as multiprotocol lambda switching (MPλS). The Internet Engineering Task Force (IETF) is currently working on generalized multiprotocol label switching (GMPLS), a generalized control framework for establishing various types of connections, including lightpaths, in IP-based networks. Currently, there is much work being done by the IETF to modify existing routing and signaling protocols in order to support GMPLS. In particular, the IETF is focusing on enhancements to the Open Shortest Path First (OSPF) routing protocol, and the ConstraintBased Routing Label-Distribution Protocol (CR-LDP) and Resource Reservation Protocol (RSVP) signaling protocols. A summary of the proposed enhancements can be found in [4] . OSPF is a link state protocol in which the state of each link in the network is periodically broadcast to all nodes in the form of link state advertisements (LSAs). The nodes may then make routing decisions based on this information. RSVP is an IP protocol used for signaling the resource requirements of an application to intermediate routers. CR-LDP is a protocol that enables the distribution of control messages for establishing LSPs. CR-LDP utilizes constraintbased routing and runs on top of TCP for reliability. While the current focus of the IETF is on a few specific protocols, GMPLS itself is not restricted to any single routing or signaling protocol. Furthermore, protocols such as OSPF, CR-LDP, and RSVP are flexible and lend themselves to the implementation of various routing and signaling schemes for lightpath establishment. In this article we discuss some of these underlying routing and signaling schemes that can be implemented within a GMPLS framework, and discuss these schemes from a performance perspective.
We also investigate and compare the performance of two distributed control and management protocols: a link state approach based on link state routing, and a distributed routing approach based on distance-vector routing. We choose the link state and distance-vector routing approaches for comparison because these are the primary approaches being considered by the industry today. There has been some work comparing the performance of these routing protocols for IP traffic [5] . In this article we investigate the performance of these approaches in a multiwavelength network.
The rest of the article is organized as follows. In the next section we discuss dynamic routing and wavelength assignment algorithms for WDM networks. Then we review various signaling protocols for reserving resources and setting up lightpaths in a wavelength-routed network. Next, we describe the two control mechanisms and present numerical examples to compare the performance of these two approaches. Finally, we provide a summary and conclude the article.
DYNAMIC ROUTING AND WAVELENGTH ASSIGNMENT
When lightpaths are established and taken down dynamically, routing and wavelength assignment decisions must be made as connection requests arrive at the network. It is possible that, for a given connection request, there may be insufficient network resources to set up a lightpath, in which case the connection request will be blocked. The connection may also be blocked if there is no common wavelength available on all of the links along the chosen route. Thus, the objective in the dynamic situation is to choose a route and a wavelength that maximize the probability of setting up a given connection, while at the same time attempt to minimize blocking for future connections. Similar to the case of static lightpaths, the dynamic RWA problem can also be decomposed into a routing subproblem and a corresponding wavelength assignment subproblem.
Approaches to solving the routing subproblem can be categorized as either static or adaptive, and as utilizing either global or local network state information.
FIXED ROUTING AND FIXED-ALTERNATE PATH ROUTING
Two examples of algorithms which utilize static routes are fixed routing and fixed-alternate path routing. In fixed routing, a single fixed route is predetermined for each source-destination pair. In fixed-alternate path routing, multiple fixed routes are precomputed for each source-destination pair and stored in an ordered list at the source node's routing table. As a connection request arrives, one route is selected from the set of precomputed routes. Both of these approaches are much simpler to implement than adaptive routing schemes, but may suffer from higher connection blocking.
ADAPTIVE ROUTING BASED ON GLOBAL INFORMATION
Adaptive routing approaches increase the likelihood of establishing a connection by taking into account network state information. For the case in which global information is available, routing decisions may be made with full information as to which wavelengths are available on each link. In order to find an optimal route, a cost may be assigned to each link based on wavelength availability, and a least-cost routing algorithm may be executed.
Adaptive routing based on global information may be implemented in either a centralized or distributed manner. In a centralized algorithm a single entity, such as a network manager, maintains complete network state information, and is responsible for finding routes and setting up lightpaths for connection requests. Since a centralized entity manages the entire network, a high degree of coordination among nodes is not needed; however, a centralized entity becomes a possible single point of failure.
A distributed adaptive routing algorithm based on global information may be implemented in a number of ways. In a link state approach, each node in the network must maintain complete network state information [6] . Each node may then find a route for a connection request in a distributed manner. Whenever the state of the network changes, all of the nodes must be informed. Therefore, the establishment or removal of a lightpath in the network may result in the broadcast of update messages to all nodes in the network. The need to broadcast update messages may result in significant control overhead, especially if lightpaths are being established and removed at a high rate. Furthermore, it is possible for a node to have outdated information, and for the node to make an incorrect routing decision based on this information.
A distance-vector or distributed-routing approach to routing with global information is also possible [7] . This approach does not require that each node maintain complete link-state information as in [6] , but instead has each node maintain a routing table which indicates, for each destination and on each wavelength, the next hop to the destination and the distance to the destination. The approach relies on a distributed Bellman-Ford algorithm to maintain the routing tables. Similar to [6] , the scheme also requires nodes to update their routing table information whenever a connection is established or taken down. This update is accomplished by having each node send routing updates to their neighbors periodically or whenever the status of the node's outgoing links changes. We evaluate the above two approaches from several performance metrics later.
Another form of adaptive routing is least-congested-path (LCP) routing [8] . The congestion on a link is measured by the number of wavelengths available on the link. Links that have fewer available wavelengths are considered more congested. The congestion on a path is indicated by the congestion on the most congested link in the path. Similar to alternate routing, for each source-destination pair a sequence of routes is preselected. Upon the arrival of a connection request, the least congested path among the predetermined routes is chosen. It has been shown in [8] that using shortest-path routing first and LCP second for tie breaking works better than using LCP alone.
Although routing schemes based on global knowledge must deal with the task of maintaining a potentially large amount of state information which changes constantly, these schemes often make the most optimal routing decisions if the state information is up to date. Thus, globalknowledge-based schemes may be well suited to networks in which lightpaths are fairly static and do not change much with time.
ADAPTIVE ROUTING BASED ON NEIGHBORHOOD INFORMATION
In the global-information-based LCP approach, all links on all candidate paths must be examined in choosing the least congested path. Either each node is required to maintain complete state information, or the information must be gathered in real time as the lightpath is established. A variant of LCP is proposed in [9] , which only examines the first k links on each path (referred to as the source's neighborhood information), where k is a parameter of the algorithm. It has been shown that when k = 2, this algorithm can achieve similar performance to fixed-alternate routing. 
ADAPTIVE ROUTING BASED ON LOCAL INFORMATION: DEFLECTION ROUTING
Another approach to adaptive routing with limited information is deflection routing, or alternate link routing [10] . This routing scheme chooses from alternate links on a hop-by-hop basis rather than from alternate routes on an end-to-end basis. The routing is implemented by having each node maintain a routing table that indicates, for each destination, one or more alternate outgoing links to reach that destination. These alternate outgoing links are precomputed and may be ordered such that a connection request will preferentially choose certain links over other links as long as wavelength resources are available on those links. If resources are unavailable on the preferred link, an alternate link is chosen for the route. Other than a static routing table, each node will only maintain information regarding the status of wavelength usage on its own outgoing links. Hence, there are no update messages in the network, and control bandwidth demand is greatly decreased.
WAVELENGTH ASSIGNMENT
In general, if there are multiple feasible wavelengths between a source node and a destination node, a wavelength assignment algorithm is required to select a wavelength for a given lightpath. A more detailed review of wavelength assignment algorithms can be found in [1] .
SIGNALING AND RESOURCE RESERVATION
In order to set up a lightpath, a signaling protocol is required to exchange control information among nodes and reserve resources along the path. In many cases, the signaling protocol is closely integrated with the routing and wavelength assignment protocols. Signaling and reservation protocols may be categorized based on whether the resources are reserved on each link in parallel, on a hop-by-hop basis along the forward path, or on a hop-by-hop basis along the reverse path. Protocols will also differ depending on whether or not global information is available.
PARALLEL RESERVATION
In [6] , the control scheme reserves wavelengths on multiple links in parallel. The scheme, which is based on link-state routing, assumes that each node maintains global information on the network topology and the current state of the network, including information regarding the wavelengths being used on each link. Based on this global information, the node can calculate an optimal route to a destination on a given wavelength. The source node then attempts to reserve the desired wavelength on each link in the route by sending a separate control message to each node in the route. Each node that receives a reservation request message will attempt to reserve the specified wavelength, and will send either a positive or negative acknowledgment back to the source. If the source node receives positive acknowledgments from all of the nodes, it can establish the lightpath and begin communicating with the desti-
requires global knowledge, since both the path and the wavelength must be known ahead of time.
HOP-BY-HOP RESERVATION
An alternative to parallel reservation is hop-byhop reservation in which a control message is sent along the selected route one hop at a time. At each intermediate node, the control message is processed before being forwarded to the next node. When the control message reaches the destination, it is processed and sent back toward the source node. The actual reservation of link resources may be performed while either the control message is traveling in the forward direction toward the destination, or the control message is traveling in the reverse direction back toward the source.
Forward Reservation -In forward reservation schemes, wavelength resources are reserved along the forward path to the destination on a hop-by-hop basis. The method of reserving wavelengths depends on whether or not global information is available to the source node. If the source node is maintaining complete state information, it will be aware of which wavelengths are available on each link. Assuming the state information is current, the source node may then send a connection setup message along the forward path, reserving the same available wavelength on each link in the path. The distributed routing approach [7] is an example of this scheme.
For the case in which a node only knows the status of its immediate links, the source node may utilize a conservative reservation approach, choosing a single wavelength and sending out a control message to the next node attempting to reserve this wavelength along the entire path; however, there is no guarantee that the selected wavelength will be available along every link in the path. If the wavelength is blocked, the source node may select a different wavelength and reattempt the connection. The limitation of this approach is that it may result in long setup times, since it may take several attempts before a node can establish a lightpath.
An alternate approach to maximizing the likelihood of establishing a lightpath in a forward reservation scheme is to use an aggressive reservation scheme which overreserves resources [11] . When a reservation message arrives at a node, the node reserves all wavelengths available on all of the links traversed so far. When the reservation message reaches the destination node, the destination then chooses one wavelength from the wavelengths reserved along the entire path and releases the reservations on the remaining wavelengths.
The drawback of this forward reservation scheme is that network resources are overreserved for a short period of time, which may lead to the blocking of subsequent connection requests and lower network utilization. Backward Reservation -To prevent overreservation of resources altogether, reservations may be made after the control message has reached the destination and is headed back to the source. Such reservation schemes are referred to as backward reservation schemes [11] . In backward reservation, the source node sends control packets to the destination without reserving any resources. These control packets will collect information about wavelength usage along one or more paths, and the destination will then utilize this information to decide on a route and a wavelength. The destination then sends a reservation message to the source nodes along the chosen route, and this reservation message will reserve the appropriate network resources along the way [9, 11] . One possible drawback of a backward reservation scheme is that if multiple connections are set up simultaneously, it is possible that a wavelength available on a link in the forward direction will be taken by another connection request and no longer be available when the reservation message traverses the link in the reverse direction.
TWO CONNECTION MANAGEMENT APPROACHES PROTOCOLS
We compare two connection management approaches over various metrics. The first, the link state approach, is proposed in [6] . The second, the distributed-routing approach, is presented in [7] . Both approaches have been described in previous sections.
We assume the signaling messages are delivered in a packet-switched control network. This control network is implemented on an out-ofband supervisory channel that operates on its own wavelength. The control layer has the same topology as the physical network, 1 and all packets are routed by shortest paths.
Since the control network is packet-switched, the signaling method described in [6] consumes much control bandwidth and involves longer connection setup delay than a hop-by-hop signaling method [7] . In order to look into the routing issues more closely, we modify the signaling method in [6] to be hop-by-hop signaling. Moreover, in the modified link state approach, each node computes only its next hop based on the topology information. This is different from [7] in which source routing is applied (i.e., the full route is determined at the source node). Therefore, the only difference between the compared approaches is how the routing information is updated and RWA is performed.
The following summarizes the two approaches under consideration:
• Routing: In both approaches, routing is done with global information. However, in the link state approach, each node maintains a database of network topology and the wavelength state on each link; LSAs are used to update the topology and wavelength usage information. In the distributed routing approach, a distance-vector protocol is executed to keep the routing tables up to date. • Wavelength assignment: A first-fit approach is used in both cases. • Signaling procedures: A similar signaling procedure is used in both approaches. After the source node determines the route or next hop, it sends out a RESERVE message to its next hop. Each intermediate node will examine the requested resources. If the resources are available, the node will reserve the resource and send a RESERVE message to the next hop; otherwise, the node sends a RESERVE-NACK back to the source. After the destination receives the RESERVE message, it checks whether or not it has a spare receiver on the requested wavelength. If the node has a spare receiver, it sends a RESERVE-ACK back to its previous hop; otherwise, it sends a RESERVE-NACK. The switches are configured when a node receives a RESERVE-ACK. The node is also responsible for delivering the RESERVE-ACK to its previ- ous hop on the route. If a node receives a RESERVE-NACK, it releases the reserved resources. When the source receives a RESERVE-NACK, it performs RWA again and attempts to set up the connection on another route and wavelength. If such a route and wavelength cannot be found, the connection is blocked. When the source receives a RESERVE-ACK, the connection setup is successful, and the source may begin sending data over the connection. In order to prevent a connection request from being reattempted too many times, a parameter M is used to control the maximum number of times a connection may be attempted. A connection is blocked after the Mth attempt fails. • Update procedures: Both approaches use incremental updates. In the link state approach, each LSA contains the information about one channel on one link. In the distributed routing approach, each node keeps a copy of every neighbor's routing table, and each update message only contains the recently changed entries in the sending node's routing table.
COMPARISON
We compare the performance of the two approaches via simulation on the nationwide network NSFNET (Fig. 2) . NSFNET has 16 nodes and 25 links, and the link lengths range from 750 to 3000 km. Each link is bidirectional fiber, and the number on the links in Fig. 2 represent the length of the links in units of 10 km. We assume the following: • The number of wavelengths on each link, W, is 8.
• The traffic is uniformly distributed among all node pairs.
• Connection holding time is exponentially distributed with mean 100 ms.
• Message processing time at a node, P, is 10 µs.
• The time to configure, test and set up a cross-connect, C, is 500 µs.
• The time to transmit or switch a packet in the control network, R, is 0.
• The shortest path obtained in adaptive routing is defined as the path with the minimum number of hops. Under uniform traffic and low load, the average propagation delay between two nodes is D = 14.7 ms and the average hop distance is H = 2.28. Signaling messages are routed via the path with the shortest propagation delay in the control network.
• The number of transceivers on each wavelength at each node, TR, is a parameter of the simulation; TR = 1, 2, 3.
• No reattempt is performed when a connection is blocked. We obtained simulation results over the NSFNET topology by simulating a total of 10 4 connection requests that arrive and depart from the network over time. To study the network's behavior under different loads, the arrival rate of connection requests is varied as a parameter in the simulation. Load is measured in Erlangs, which can be calculated by multiplying the connection arrival rate with the average connection holding time. Hence the load refers to the average number of connections measured at any instance of time in the network if there is no blocking.
Connection Setup Delay -Connection setup delay is the time required to establish a connection once a connection request arrives. When the network is very lightly loaded (i.e., the shortest path is available for all connections) and there are no reattempts, the following elements contribute to the average setup delays for both connection management approaches: • 2 propagation delays from source to destination node, 2D • 2H + 1 message processing delays, (2H + 1)P • Switch configuration time, C Hence, the connection setup time under light load is T D = 2D + (2H + 1)P + C = 30.02 ms. Figure 3 plots the setup delays vs. load in NSFNET, with different numbers of transceivers (TR). We observe that when the load is very low, the setup delays are fairly close to this lower bound. As the load increases, the shortest paths may become unavailable, and longer paths must be selected. Therefore, the connection setup delay may increase as load increases. However, the call blocking rate also increases when the load increases. A connection that spans more hops is more likely to be blocked than a connection that spans fewer hops; thus, as the load continues to increase, the connection setup delays will decrease.
It is interesting to observe that the distributed routing approach gives lower connection setup delays than the link state approach. Both approaches attempt to find the path with the minimal hop count. In the link state approach, if there exist multiple paths to the destination, one is chosen randomly. However, in the distributed routing approach, the routing tables are exchanged between neighboring nodes; thus, the routing table from a path with a shorter propagation delay will reach a node first. Therefore, among paths of the same hop count, the path with the shortest propagation delay will be saved in the routing table.
Blocking Probability -Blocking probability refers to the probability that a connection cannot be established due to resource contention along the desired route. Figure 4 plots the blocking probabilities vs. load for the two approaches. It has been shown that blocking in the link state approach is slightly lower than in the distributedrouting approach under low load, but slightly higher under certain high load. These differences are due to the facts that under low load, the link-state approach has more accurate routing information which comes from shorter stabilizing delays (Fig. 6) ; under high load, both approaches may not have up-to-date information on routing, but setup delays in the link-state approach are higher. Hence, resources are reserved for a longer period of time for each connection in the link state approach under high load. Figure 5 plots the network utilization vs. load obtained through simulation. When each node has only one transceiver on each wavelength (TR = 1), we observe that the network saturates at around 50 percent for a load of 160 Erlangs (where around 60 percent of the connections are blocked). When more transceivers are available (TR > 1), the network utilization is close to 70 percent for a load of 160 Erlangs (where around 45 percent of the connections are blocked). This performance is not a limitation of the routing approaches, but rather of the number of transceivers at each node (when TR = 1), as well as the wavelength-continuity constraint.
Stabilizing Time -Stabilizing time is the time required for nodes to update topology information after a connection has been established or taken down. In the link state approach, the stabilizing time is equal to the time it takes for a node's update message (LSA) to be delivered to the farthest node, which we denote as T i for node i. T i can be computed as follows. For each node i in the network, and j ≠ i, find the shortest route by the minimal propagation delay from i to j. Denote the number of hops on this route H′ ij and the propagation delay d ij . If the time to transmit/switch an LSA is R, then the time it takes for node i's LSA to reach j is H′ ij R + d ij = d ij , since we assume R = 0.
We then find j for each node i such that d ij is maximum. Thus, we have
The average stabilizing time in the link state approach will then be (1/N)Σ i T i = 23.2 ms for NSFNET, where N is the number of nodes in the network. From simulation, the average stabilizing delay is observed to be in the range [22.8 ms, 23 ms] for NSFNET, as plotted in Fig. 6 . The stabilizing delay for the distributed routing approach is studied in simulation only, since the delay for this case is difficult to model. We notice from Fig. 6 that the distributed routing approach has larger stabilizing delays than the link state approach in most cases. This is because in the distributed routing approach, it usually takes several rounds of information exchange for the network to stabilize, especially in response to "bad'' news. The stabilizing time for the distributed routing scheme decreases as the load increases, and may be lower than that of the link state approach under very high load. This is because network resource utilization is fairly high at these loads, and most routes are unavailable in the network. Hence, a change in wavelength usage does not affect the rest of the network as much as for lower loads. We also notice that in the distributed routing approach, the stabilizing delays increase as the number of transceivers decreases. This is because when each node has fewer transceivers, a change of state (connection being set up or taken down) will have a larger impact on the rest of the nodes. For example, when TR = 1, any connection being set up from or to a node means other nodes cannot connect to this node on this wavelength; hence, this information has to be propagated to every node in the network. When TR > 1, this information may not be necessary for some nodes.
CONCLUSION
The establishment of lightpaths in wavelengthrouted WDM networks requires the implementation of control and management protocols to perform routing and wavelength assignment functions, as well as to exchange signaling information and reserve resources. In this article we present some of the routing, wavelength assignment, and signaling protocols for establishing lightpaths in a wavelength routed network.
In routing and wavelength assignment algorithms for dynamic lightpaths, the goal is to minimize the number of blocked connections. The performance of these algorithms depends on the amount of state information available to each node. If global information is known, the routing and wavelength assignment decisions can be nearly optimal; however, it may be difficult to maintain complete up-to-date information in a very dynamic environment.
The performance of signaling protocols for reserving wavelengths along a lightpath will depend on whether or not global information is available, and whether or not multiple connection requests may be attempted simultaneously. For the case in which global information is available, reservations may be made either in parallel or on a hop-by-hop basis, with parallel reservations leading to lower connection establishment times. When only local information is available, wavelength selection may be combined with the reservation scheme. Reservations may be made in the forward or backward direction. In forward reservation, overreservation of wavelength resources may lead to higher blocking for other connections, while in backward reservation, it is possible that a previously available link in the route will be taken by another connection request.
We compare two control and management approaches: link state and distributed routing. We observe that the link state approach has advantages in shorter stabilizing delays. Under low load, it also has lower blocking probability than the distributed routing approach. Distributed routing has advantages in shorter connection set-up delays and, under high load, lower blocking probability.
The link state approach also has an advantage in traffic engineering. Since each node maintains global information about the network, explicit routing can be implemented. This attribute can add more fault tolerance to the network. For example, it is simple and fast to compute two link-disjoint routes at the source node. It also makes shared protection possible with the knowledge of full network topology. 
