We present a systematic X-ray study, the third in a series, of 49 active galactic nuclei with intermediate-mass black holes (IMBH; ∼ 10 5 − 10 6 M ⊙ ) using Chandra observations. We detect 42 out of 49 targets with a 0.5-2 keV X-ray luminosity 10 41 − 10 43 erg s −1 . We perform spectral fitting for the 10 objects with enough counts (>200), and they are all well fit by a simple power-law model modified by Galactic absorption, with no sign of significant intrinsic absorption. While we cannot fit the X-ray spectral slope directly for the rest of the sample, we estimate it from the hardness ratio and find a range of photon indices consistent with those seen in more luminous and massive objects. The X-ray-to-optical spectral slope (α ox ) of our IMBH sample is systematically flatter than in active galaxies with more massive black holes, consistent with the well-known correlation between α ox and UV luminosity. Thanks to the wide dynamic range of our sample, we find evidence that α ox increases with decreasing M BH as expected from accretion disk models, where the UV emission systematically decreases as M BH decreases and the disk temperature increases. We also find a long tail toward low α ox values. While some of these sources may be obscured, given the high L bol /L Edd values in the sample, we argue that some may be intrinsically X-ray-weak, perhaps owing to a rare state that radiates very little coronal emission.
INTRODUCTION
Broad-band spectral energy distributions (SEDs) provide rich diagnostics on the accretion process in black hole (BH) studies (e.g., Elvis et al. 1994; Ho 1999; Vasudevan et al. 2009 ). Not only are SEDs important for measuring the total bolometric luminosity of the active galactic nucleus (AGN), for constraining models of accretion disks, and for understanding how BHs grow, they also determine the impact of a BH on its surroundings. If supermassive BHs truly play an important role in the evolution of galaxies, we must understand how fundamental properties of the AGN, such as BH mass and accretion rate, impact the SED.
The study of accretion onto stellar-mass BHs is quite mature. Stellar-mass BHs have accurate BH mass measurements derived from the orbits of their stellar companions (e.g., Cantrell et al. 2010) and because the timescales are quite short, it is possible to watch individual systems change luminosity states over many orders of magnitude, thus determining how the SED changes as a function of the mass accretion rate (e.g., Remillard & McClintock 2006; Fender et al. 2009; Straub et al. 2011) . Since the accretion disks around stellarmass BHs peak in the X-rays when the BHs are in a high state, there are also direct measurements of the peak emission from the BH. In contrast, with a small number of exceptions, we do not have reliable BH mass measurements for supermassive BHs in AGNs. Supermassive BH accretion disks peak in the far-UV, where we cannot obtain direct observations (e.g., Shields 1978) . Furthermore, changes in accretion rate occur over prohibitively long timescales in general, so we can only probe a range of accretion rates by looking at large populations. Then, we are at the mercy of particular samples, and selection effects substantially complicate our efforts to disentangle the effects of M BH and Eddington ratio on the observed SEDs.
Thanks to the Sloan Digital Sky Survey (SDSS; York et al. 2000) , we were able to find a large sample of accreting BHs with the lowest BH masses known (10 5 − 10 6 M ⊙ ). Greene & Ho (2004; hereinafter GH04) systematically searched for and found an initial sample of 19 IMBHs from the first SDSS data release (DR1). With SDSS DR4, two larger samples have been identified, by Greene & Ho (2007b; hereinafter GH07) and Dong et al. (2012) . In GH07, the BH mass is inferred from the photoionized broad-line region (BLR) gas as M BH = f Rv 2 /G, where R and v are the radius and velocity dispersion of the BLR gas, and f is a scaling factor that accounts for the unknown geometry of the BLR, assumed here to be spherical ( f = 0, 75; Netzer 1990) . The BLR velocity dispersion is derived from the Hα line width, and the BLR radius is inferred from the AGN luminosity , using the so-called radius-luminosity relation. The relation between BLR radius and luminosity is derived from reverberation mapping of AGNs, for which radii are measured based on the delay between variations in the AGN photoionizing continuum and BLR line emission (e.g. Kaspi et al. 2005; Bentz et al. 2009 ).
BH masses derived in this way are indirect, and they rely on the radius-luminosity relation, which is susceptible to large systematic errors (due to uncertainties in the BLR geometry and kinematics; e.g., Krolik 2001) . It is certainly true that on a galaxy-by-galaxy basis we may well be fooled by highmass outliers. However, we have some confidence that the average BH masses in our sample are low. In one case, reverberation mapping points to a very low mass for a galaxy from our sample (Rafter et al. 2011) . For the rest, we must rely on indirect scalings with the host galaxy properties. Overall, the host galaxies have low mass. They are typically about a magnitude below L * (Barth et al. 2005; Greene et al. 2008; Xiao et al. 2011; Jiang et al. 2011a ) and the stellar velocity dispersions are also low (Barth et al. 2005; Xiao et al. 2011) . The BH masses expected from the stellar velocity dispersion measurements are typically 10 5 − 10 6 M ⊙ for our sample (Xiao et al. 2011) . Based on bulge masses, instead, the expected BH masses would be an order of magnitude or so larger (Jiang et al. 2011a,b) . As further caveats, we note that we have extrapolated both the M − σ and M − M bulge correlations, and also that the M − σ relation may break down in spirals (e.g. Greene et al. 2010; Hu 2008; Kormendy & Bender 2011) .
We already have some interesting constraints on the broadband SEDs for the AGNs in the GH07 sample. We have found that the sources are very radio-quiet on average (Greene et al. 2006) . We have seen very indirect evidence that the far-UV slopes are steeper than in more massive systems Ludwig et al. 2012) . Finally, we saw tantalizing hints that the sources are relatively X-ray bright (Greene & Ho 2007a; Miniutti et al. 2009; Desroches et al. 2009) . In this paper, we present Chandra observations for a larger sample of sources from GH07. The current sample contain 49 sources drawn from the 174 presented in GH07, excluding the less secure c sample (GH07 flagged a subset of their detections as low-significance in cases that they could not be confident in the presence of a broad Hα line from the SDSS spectrum alone). The general selection strategy is to observe the nearest galaxies, with the average redshift of the 49 objects being ∼ 0.05 comparing to ∼ 0.09 for the 174 GH07 objects. The observations are 2 ks "snapshots," which allow us to observe a large number of targets within a limited time. We will argue that our X-ray observations point to real changes in the structures of accretion disks as a function of M BH .
The structure of this paper is as follows. We present the data analysis and spectral fitting processes in Section 2, where we try various models to fit the spectra. Then in Section 3 we discuss the X-ray properties of the sample. The broader SEDs of the sample is discussed in Section 4, specifically we focus on the ratio of optical/UV to X-rays. We identify a potential subgroup of intrinsically X-ray-weak candidates in Section 5, and discuss the possible origins of their X-ray weakness. A short summary is provided in Section 6. The cosmological parameters assumed in this paper are H 0 = 71 km s −1 Mpc −1 , Ω m = 0.27, and Ω Λ = 0.75 (Spergel et al. 2003) .
OBSERVATIONS AND DATA ANALYSIS
The Chandra (Weisskopf et al. 1996) observations in this work were taken between 2009 September and 2010 September (proposal number 11700259). They are snapshot observations, with effective exposure times of ∼2 ks. As in Greene & Ho (2007a; Paper I) and Desroches et al. (2009; Paper II) , the Advanced CCD Imaging Spectrometer (ACIS; Garmire et al. 2003) was used, and images were obtained at the aim point of the S3 CCD in faint mode. We only read out 1/8 of the chip to reduce the effects of pile-up.
The basic data reduction steps are described in Papers I and II. Here we give only a brief summary. We begin with the standard Level 2 event files processed by the Chandra X-ray Center, which already have been corrected for cosmic rays filtered for good time intervals. Events below 0.3 keV and above 8 keV are rejected in the analysis to avoid calibration uncertainties at low energies and to limit background contamination at high energies (Gallo et al. 2008) . We follow the standard procedure of detecting faint point sources in Chandra observations, and we use the task celldetect in the Chandra Interactive Analysis of Observations (CIAO) package 3 with default parameters to detect sources and extract their centroid positions. We set an initial detection threshold of signal-tonoise ratio (S/N) ≥ 3. In every case celldetect yields 0 or 1 detection, with a detection being a point source at the aim point. We detected 42 out of 49 sources. All but two were detected with a signal-to-noise ratio (S/N) ≥ 3, while the final two had 3 >S/N≥ 2. A detection threshold of S/N≥ 3 is the standard value in Chandra faint source observations, as recommended in CIAO. However, we note that in the regime of nearly zero background, a low-S/N detection such as S/N=2 can still be a statistically significant detection. Studies of simulated Chandra data 4 show that the false detection rate with S/N≥ 1 in 10 ks ACIS on-axis observations is about 0.1 per four imaging chips in ACIS-I. The false detection rate of S/N≥ 2 in our 2 ks observations should be even lower. Interestingly, we note that the detection rate for this sample with 2 ks snapshots (42/49) is actually higher than that in the GH04 sample with 5 ks observations (13/18; Paper II). This apparent peculiarity is presumably due to the smaller distances of the current sample, whose average redshift is ∼ 0.05, compared to ∼ 0.09 for the GH04 sample. The position difference between Chandra and SDSS is less than 1 ′′ for all sources, and less than 0.
′′ 5 for 90% of the sample, which is the spatial resolution of Chandra.
The on-axis point-spread function of Chandra contains 95% of the encircled energy within 1 ′′ . We therefore extract counts from a 2 ′′ -radius circle centered on the source, in the soft (0.5-2 keV; C s ) and hard (2-8 keV; C h ) bands. We measure background rates from a concentric annulus with inner radius 7
′′ and outer radius 15 ′′ , and background-corrected count rates are calculated using the CIAO task dmextract. The background rates within the aperture are always very low (< 1 count s −1 for all cases). For the undetected objects, we calculate an upper limit of the counts in the full band necessary to make a theoretical detection with a S/N of 2 using our source detection procedure. We follow the CIAO help page 5 on how to determine the S/N given the source and background counts, then divide this full-band count upper limit into C s and C h , assuming a photon spectral index Γ = 2 [N(E) ∝ E −Γ ], which is the average value from Papers I and II and from the current sample (see below). We note here that this procedure is different from that used in Paper II, where the C s and C h upper limits for non-detections were calculated to have a theoretical detection with a S/N of 2 in each band separately, given the background counts in each band. The current strategy is more accurate in the sense that it is a direct analog to the detected cases, while the previous strategy yielded an unrealistically high upper limit. When they are used in the analysis below, the undetected objects from Paper II are reprocessed following the new strategy.
2.1. Hardness Ratios As in Gallagher et al. (2005) and in Papers I and II, we measure the hardness ratio, HR ≡ (C h − C s )/(C h + C s ), for all the detected targets. This gives a crude estimate of the spectral shape, from which we can then infer a spectral index Γ HR . We use the CIAO task psextract 6 to get the instrumental response functions, both the auxiliary response file (ARF) and the redistribution matrix file (RMF). We use the spectralfitting package XSPEC (Arnaud 1996) to generate artificial spectra with known spectral slopes (0 < Γ < 4) and Galactic absorption (Dickey & Lockman 1990;  Table 1 ). Then we "observe" the artificial spectra using the ARF and RMF extracted for each observation, and measure the HR for each input Γ. By comparing each observed HR with the HR from artificial spectra, we infer Γ HR , as listed in Table 1 . Below we check the validity of this method by comparing Γ HR with Γ fit from actual spectral fitting of bright sources, and the comparison shows that the HR-based spectral indices are reasonable (but see the caveat in Section 3.2). For the sake of uniformity, all the analysis in this paper, unless specified otherwise, is done using Γ HR .
Spectral Fitting
We perform spectral fitting for the 10 sources with sufficient total counts (> 200 in the entire band). We bin the event files to achieve at least 20 counts per bin to ensure the validity of χ 2 statistics. We use the task psextract to extract the spectra, using the same aperture and background region as above, and the appropriate RMF and ARF files. For most sources we limit the energy range to ∼ 0.3 − 5 keV to avoid large uncertainties due to detector response and low counts, while for some of the faintest ones we reduce this range even further (see Table 1 ).
All of the spectra are fitted with XSPEC with a single absorbed power-law (PL) model, with absorption fixed to the Galactic value (Dickey & Lockman 1990) . We list the fitted parameters as well as the χ 2 statistics in Table 2 and provide the spectra and their fits in Figure 1 . The quoted errors are at the 90% confidence level. With the reduced χ 2 ν being consistent with 1 and the fitting residuals randomly distributed, a simple absorbed PL model proves to be adequate for all the sources, with no additional components needed. To check if there is any sign of intrinsic absorption, we fit the spectrum with a PL model modified by an absorption component in addition to the fixed Galactic component. The results are generally worse than the simple Galactic absorbed PL model, as indicated by their χ 2 ν being farther from 1. There is no evidence for intrinsic absorption in any of the sources, at the 90% confidence level; this is consistent with the conclusions from Papers I and II. We note that this result might be influenced by the low source counts and limited spectral coverage of our snapshot observations.
We also try to look for possible evidence for a soft excess in the spectra. Soft excesses above a fiducial PL are widely observed in luminous AGNs. It is modeled in various ways, such as a broken PL, a multicolor disk blackbody (diskbb), or a Comptonized multicolor disk (Wang et al. 2004; Miniutti et al. 2009 ), although its origin is still hotly debated (Crummy et al. 2006; Done & Nayakshin 2007; Miniutti et al. 2009 ). We fit the spectra using a Galactic absorbed PL+diskbb model to see if there is any evidence for a soft excess component in our sample. In general, this model does not 6 Since we use −120 o ACIS data taken in FAINT mode, which have gone through Reprocessing III, we run mkacisrmf after psextract as recommended by the CIAO team (http://cxc.harvard.edu/ciao/why/mkacisrmf.html), and we rerun mkarf after that to match the energy grids for the ARF and RMF files.
provide an obviously better fit to the spectra. Most of the values for the fitted inner disk temperature are unnaturally high, with T in ≈ 1.5 keV), to be compared with typical values of T in ≈ 0.15 keV seen in narrow-line Seyfert 1 (NLS1) galaxies (Leighly 1999) and in the GH04 objects bright enough to be studied with XMM-Newton (Miniutti et al. 2009 ).
Another way to look for the soft excess is to fit the hardband spectrum using a single absorbed PL, and then extrapolate it into the soft band to see if there is any additional excess above the PL (Paper I; Miniutti et al. 2009 ). Unfortunately, we can only do this for two sources, SDSS J0903+0457 and SDSS J1559+3501, which have enough counts in the hard band to ensure a reliable fit. Following Paper I, we fit the data using only photons with energies above 1.5 keV with a PL component modified by fixed Galactic absorption. In the case of SDSS J1559+3501, there is no excess when the PL is extrapolated to the soft band. In fact, the fitted parameters agree, within the errors, with the fit to the full-band spectrum (0.3-5 keV), indicating that the entire spectrum is reasonably described by a single absorbed PL model; adding an extra diskbb component is not necessary. However, in the case of SDSS J0903+0457, as shown in the left panel of Figure 2 , a soft excess clearly stands out when we fix the power-law component using only photons with energies above 1.5 keV. The hard-band Γ h = 1.99 ± 0.20 is significantly flatter than that obtained from fitting the full spectrum, Γ fit = 2.42 ± 0.06. Adding a diskbb component in addition to the PL to model the full spectrum (0.3-5 keV) gives a significant improvement to the fit (right panel of Figure 2 ), resulting in χ 2 ν = 61.7/50 (the power-law component is fixed from fitting photons with energies above 1.5 keV) over the previous value of χ 2 ν = 83.3/50. The inner disk temperature of T in = 0.15 ± 0.006 keV is consistent with values seen in other IMBHs (Miniutti et al. 2009; Thornton et al. 2009 ). We conclude that for this object, a two component model (pl+diskbb) is consistent with the data, while there is no clear evidence for a soft excess in the rest of the sample.
However, an additional diskbb component has been firmly detected by Miniutti et al. (2009) for at least three out of four IMBH AGNs selected from the GH04 sample, and Thornton et al. (2009) show that POX 52 also contains a prominent soft component. Moreover, using the same technique, Porquet et al. (2004) found that soft excesses are very common in their sample of higher mass (10 7 
AGNs. Thus, we again caution that the non-detection of a soft component in most of our objects may be an artifact of the low source counts and narrow energy coverage of our snapshot observations. Indeed, none of the objects for which Miniutti et al. (2009) detected a soft excess in XMM-Newton observations show evidence for such a component in their shallower Chandra observations.
The "HR comparison" method for estimating the X-ray spectral index Γ HR , when spectral fitting is not applicable due to low source counts, has been used in the literature before (e.g., Gallagher et al. 2005 ; Papers I and II) and is potentially a very useful method in observations aiming at distant, faint sources. Here we verify the reliability of this method, by combining data from Papers I and II and the current work when both spectral fitting and HR comparison are available. Figure 3 shows the result, where error bars indicate the 90% confidence level for the spectral fitting Γ fit and the uncertainties propagated from HR to Γ HR . The two Γ measurements generally agree well, especially at the steep end, with an average difference of 0.04 and a standard deviation of 0.18.
X-RAY PROPERTIES
Compared with most AGNs previous studied, our optically selected sample 7 is distinguished by two unique features: low 7 Unless otherwise specified, the discussion below refers to the observations reported in this paper plus those from GH04 (published in Papers I and II) that remain in the GH07 sample. A few of the original GH04 objects no longer satisfy the mass cut of GH07, according to the updated mass estimator in GH07. The final combined sample contains 61 sources, 49 from this study and 12 from Papers I and II. In addition to the revised X-ray upper limits described in Section 2, all the optical parameters used in the present analysis BH mass (M BH ≈ 10 5 − 10 6.5 M ⊙ ) and high Eddington ratios (L bol /L Edd ≈ 1) 8 . A major motivation of our analysis is to investigate whether these two characteristics impart any noticeable differences on the X-ray properties of AGNs. The X-ray observations presented here provide three basic tools to study the changes in accretion disk and corona with mass and Eddington ratio. First, we look at the X-ray spectrum itself. Second, we extract the X-ray variability properties with time. Third, the SED, and specifically the relative X-ray to UV flux, provides an important diagnostic of the accretion disk. As we have also been updated with the most recent values from GH07. 8 Although the bolometric correction remains uncertain, see below. will show, our measurements of the first two are not extensive enough to provide much new information. Therefore we focus mostly on the SED. First, we introduce the comparison samples that we use.
Comparison with Other Samples and Theoretical Models
To take full advantage of the dynamic range in BH mass and Eddington ratio afforded by our sample, we must utilize comparison samples from the literature. We compare our AGN sample with two other samples from recent literature: the "small clean" sample of (Wu et al. 2012a; hereafter W12) , and the sample from Jin et al. (2012; hereafter J12) . These two samples supplement ours in the parameters space of L bol /L Edd and M BH . The W12 sample is composed of optically selected quasars from SDSS DR5, with simultaneous observations in the UV/optical and X-ray bands using Swift. These observations probe wavelengths closer to the big blue bump (BBB) than ground-based optical observations and simultaneously measure hard X-rays. Following W12, we limit the exposure time to be longer than 10 ks, resulting in a high X-ray detection rate of ∼ 85%. Based on the SED fitting, the authors determined the overall shape of the SED and subse- quently derived the X-ray spectral slope, the bolometric luminosity L bol , and L bol /L Edd . M BH in this sample ranges from ∼ 10 8 to 10 9 M ⊙ , and L bol /L Edd ranges from 10 −1.5 to 10 0.5 . The J12 sample contains 51 unobscured type 1 AGNs, with M BH spanning ∼ 1.5 dex around 10 8 M ⊙ , and log L bol /L Edd about 2 dex centered at 0.3. These objects are X-ray/optically selected to have high-quality XMM-Newton and SDSS spectra in the literature. The sample is characterized by low reddening in the optical and low gas columns as implied by their X-ray spectra, so that the observed properties are likely to be intrinsic. The authors fit the data with an energetically self-consistent accretion disk model recently proposed by Done et al. (2012) to determine the overall shape of the SEDs and various properties of the sources. The Done et al. (2012) model contains three distinct spectral components, all powered by the energy released by a single accretion flow of constant mass accretion rateṀ, onto a BH with mass M BH . The model assumes that the disk emission from outside a coronal radius R cor thermalizes to a blackbody, with a color temperature correction. At radii smaller than R cor , the energy released from accretion is split between optically thick Comptonized disk emission, which forms the soft X-ray excess, and optically thin coronal emission above the disk, which forms the high-energy X-ray tail.
In addition to these two samples, we will also compare our targets with other NLS1s. The objects in our sample, with relatively narrow broad lines (FWHM Hα < 2000 km s −1 ), technically all qualify as NLS1s according to the line width criterion commonly used to define them, although given their mass cut our objects tend to occupy the low-mass end of the NLS1 class. The two groups share a number of other properties, including the propensity to have high Eddington ratios (GH07), weak radio emission (Greene et al. 2006) , and low-mass and low-luminosity host galaxies (Greene et al. 2008; Jiang et al. 2011b) , although some optical spectroscopic properties, such as the distribution of the strength of the Fe II and [O III] lines, are somewhat different (GH04; GH07).
The X-ray spectral index Γ is an important parameter that characterizes the disk-corona structure. Many papers have reported a correlation between Γ (usually measured at 2 − 10 keV) and the Eddington ratio (e.g., Laor et al. 1997; Shemmer et al. 2008; Risaliti et al. 2009 ). Theoretically, the interpretation is that as the UV flux from the disk increases, Compton cooling is more effective, leading to a steeper power-law slope (e.g., Pounds et al. 1995; Cao 2009 ). On the other hand, more recent studies of local active galaxies with lower luminosity and lower BH mass have not confirmed these relations, but rather observe a wide range of Γ values (Ai et al. 2011; Kamizasa et al. 2012) . At lower L bol /L Edd , there is a suggestion that the X-ray spectral slope changes (Constantin et al. 2009 ) in analogy with that the spectral state changes from hard to soft seen when X-ray binaries go from a low to a high state (e.g. Meier 2001; Maccarone et al. 2003) . We would like to investigate the distribution of Γ values in our sample, but unlike the aforementioned papers, we have not measured Γ directly. Instead, we have inferred it from the hardness ratio based on a limited spectral range.
We use disk models to test the correspondence between our measured Γ values and the intrinsic spectral shape. We generate mock AGN spectra using the Done et al. (2012) model described above (model optxagnf in XSPEC), which contains a hard power-law component characterized by an input Γ. We then "observe" these models using the same instrument response files as our targets, and recover Γ HR . We ask how Γ HR compares with the intrinsic Γ. Unfortunately, we find that Γ HR is not an accurate tracer of Γ. Specifically, for values of Γ > 2, Γ HR is highly correlated with Γ. However, when Γ < 2 (flat), Γ HR becomes steep again because of the soft X-ray excess. Our sensitivity to hard photons is too poor to return a highfidelity measurement of Γ in the presence of complex, multicomponent spectra. Therefore, we cannot directly compare our measurements with those based on XMM-Newton spectra that extend to much harder energies. We note that a similar effect may be present in higher redshift sources as well (e.g., . In this work we report our measurements of Γ, with the histogram shown in Figure 4 , but avoid detailed comparison between our sample and others on Γ-related properties. Γ HR in our sample ranges from ∼ 0.5 − 3, with a mean value of 2 and 1σ deviation of 0.5.
Larger samples of NLS1s with deeper spectroscopy often exhibit complex features in their soft X-ray spectra. These include absorption edges due to O VII (0.74 keV) and O VIII (0.97 keV) and Fe K shell emission (Brandt et al. 1994; Leighly et al. 1997; Fiore et al. 1998; Turner et al. 1998; Nicastro et al. 1999) , although their origin is not well understood (Ross & Fabian 2005 ). While we do not have enough sensitivity to detect any specific spectral features in this energy band, we do find, in agreement with Paper I, that most of our spectra show some evidence for spectral complexity around 1 keV.
THE RATIO OF OPTICAL/UV TO X-RAYS
We now consider the broader SEDs of the sample, and specifically the balance of energy coming out in the optical/UV emerging from the accretion disk as compared with the X-ray luminosity from the corona. We use the ratio of the optical-to-X-ray flux, α ox , first introduced by Tananbaum et al. (1979) . In general, there are three ways to interpret the range in α ox :
1. In a standard disk, the balance of UV to X-ray pho- tons is established via inverse-Compton scattering of UV photons into a corona (e.g., Liang & Price 1977; Haardt & Maraschi 1993) . Thus, changing the temperature of the disk, either by changing the BH mass or by changing the accretion rate, will lead to changes in the fraction of the disk energy that is reprocessed into the corona. Self-consistent magnetohydrodynamics simulations describing the fraction of energy emerging in the corona for stellar-mass BHs are in development now (e.g., Schnittman et al. 2012 ).
2. Another way to change α ox is to change the structure of the disk entirely. If at high accretion rates, for instance, the disk structure changes from a standard α-disk to a slim disk (Abromowicz & Brown 1987; Abramowicz et al. 1988) , then the disk may become very small and hot, and the fraction of energy in the disk may increase (e.g., Mineshige et al. 2000) . Alternatively, the corona may disappear, leading to higḣ M but intrinsically X-ray-weak sources (Leighly et al. 2007a,b; . In X-ray binaries, the powerlaw emission often almost completely disappears in sources radiating above a few percent of Eddington (e.g. Remillard & McClintock 2006) .
3. A third way to change α ox is through absorption. Reddening will lower the UV luminosity and flatten the UV slope, while absorption in the X-rays will harden Γ and suppress the soft X-ray flux. However, as shown by, for example, Vasudevan et al. (2009) , there is not always a direct connection between red quasars in the optical and X-ray-obscured systems. Thus, variations in absorption with time will add noise to intrinsic trends in α ox (Gallo 2006) , while trends between α ox and UV luminosity may be partially attributable to uncorrected reddening (Vasudevan et al. 2009 ). Also, we note that different gas-to-dust ratios can cause different amounts of absorption between X-rays and optical, as has been explored in the context of gamma-ray bursts (e.g. Perley et al. 2009; Zafar et al. 2011 ).
Many papers have studied whether α ox changes with either M BH or L bol /L Edd . In this Section, by extending the dynamic range in M BH by an order of magnitude, we investigate the statistics of α ox of our sample, and the correlation between α ox and various quantities. Ultimately, we seek differences in the intrinsic SEDs of these active nuclei due to their mass or Eddington ratio, and what they tell us about disk structure.
α ox and Correlations with Fundamental Parameters
We tabulate α ox for our sample in Table 1 . To be consistent with most authors in the current literature, we adopt the definition α ox ≡ −0.3838 log f 2500 / f 2 keV ,
where f ν ∝ ν αox is the specific flux. Note that this definition differs from the original one in Tananbaum et al. (1979) by a minus sign. Following Paper II, we use Hα measurements from GH07 to determine the AGN luminosity at 5100 Å (L 5100 , 
and then assume that the optical continuum follows the PL f ν ∝ ν −0.44 (Vanden Berk et al. 2001; Greene & Ho 2007a ) to calculate the monochromatic flux at 2500 Å ( f 2500 ). We do not use the directly measured monochromatic flux at 5100 Å to avoid potential contamination by the galaxy starlight. Thus we are less susceptible to reddening than in the case of a direct measurement but depend on an assumed UV spectral slope. In cases where UV fluxes are available in the literature (see next paragraph) we find good consistency with our measurements, suggesting that our assumptions are valid. The X-ray monochromatic flux at 2 keV ( f 2 keV ) is calculated from Γ HR and f s . We note that except for SDSS J0903+0457, which shows a prominent soft blackbody component in addition to the PL component, the monochromatic flux at 2 keV comes almost completely from the PL component. Six objects from the GH04 sample were observed with XMM-Newton by Dewangan et al. (2008; see also Miniutti et al. 2009 ). Dewangan et al. (2008) took advantage of the Optical Monitor onboard XMM-Newton to record simultaneous optical/UV and X-ray fluxes, which enabled them to obtain more reliable measurements of α ox for these objects. From comparison of α ox between Paper II and Dewangan et al. (2008) , we find a systematic offset of ∼ 0.1, with the Chandra values being slightly flatter (more X-ray luminous). We compare the values of L 2500 from direct measurements using XMM-Newton (Miniutti et al. 2009 ) with our values derived from L Hα and find that the two agree well (although extinction may still be a factor in individual cases; Vasudevan et al. 2010) . On the other hand, our Chandra X-ray luminosities are systematically higher than those derived from XMMNewton, which accounts for the difference in α ox . The level of difference, however, is small, and does not affect any of the conclusions below.
As in Paper II, we find that the ratio of X-rays to UV is higher in our sample of IMBHs than in AGNs with higher black hole mass. The values in our sample range from α ox ≈ −1.7 to −1 (Figure 5 ; excluding upper limits), with an average of −1.33 and a standard deviation of 0.16, higher than α ox = −1.47 ± 0.16 for the W12 sample, and α ox = −1.56 ± 0.22 for the 87 Boroson & Green (1992) 
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7 M ⊙ M BH 10 9 M ⊙ studied by Brandt et al. (2000, we converted their definition of α ox to the conventions adopted in this paper). On the other hand, our values are closer to those measured for the J12 sample, α ox = −1.36 ± 0.14. In general, our α ox values are flatter than those of SDSS-selected NLS1s (Figure 3 in Paper II), although both samples are drawn from the same parent sample, and are similar to those of the X-ray-selected NLS1s studied by Grupe et al. (2004 Grupe et al. ( , 2010 . These flatter values of α ox are expected from the wellknown correlation between α ox and monochromatic UV luminosity at 2500 Å (Avni & Tananbaum 1982; Bechtold et al. 2003; Strateva et al. 2005; Steffen et al. 2006) . We note, however, that the α ox values in our sample span a wide range. On average they statistically tend to lie below the best-fitting α ox − l 2500 relation of Steffen et al. (2006) . We will return to the "X-ray-weak" sources in Section 5.
We turn to putative correlations between α ox on the one hand and M BH and L bol /L Edd on the other (Figure 6 ). L bol is derived from the specific luminosity at 5100 Å (L 5100 = l 5100 ν 5100 ). For consistency with the J12 sample, we use an M BH -dependent bolometric correction factor. As the disk temperature increases for lower-mass BHs, less and less of the bolometric luminosity emerges in the optical and near-UV spectrum, leading to a mass-dependent bolometric correction. We fit a trend to the J12 data (their table D1):
The bolometric correction factor used for the W12 sample (see also Richards et al. 2006 ) is consistent with the J12 trend in Eq. 3 given the BH mass range of the W12 sample. The Eddington ratios that we derive here are approximately ∼ 1 dex higher than what we derive from canonical bolometric corrections (GH07), and these rather extreme values lead to super-Eddington accretion in our sources. However, since L bol /L Edd for both comparison samples is derived based on SED model fitting with similar bolometric correction factors, our approach is necessary in order to make the comparison consistent. In addition, as discussed in Section 1, we have some confidence in our black hole mass estimates on aver-
The black circles are from our IMBH sample, the red squares are from the Jin et al. (2012) sample, and the blue triangles are from . The open symbols in each sample, whenever relevant, indicate the non-detections. Done et al. (2012) models are indicated by +, ⋆, ×, and hexagrams. The magenta symbols assume Rcor = 30rg, while the cyan symbols assume Rcor = 8rg. age based on the properties of their host galaxies despite the fact that they are derived through indirect methods. We also note that our conclusions would not change if we adopted our standard bolometric corrections, since we find no correlation between α ox and L bol /L Edd in either case.
Consistent with Papers I and II, α ox shows no clear dependence on L bol /L Edd . The lack of correlation has been seen by many authors recently, spanning a wide range in redshift, M BH , and luminosity (Shemmer et al. 2008; Vasudevan et al. 2009; Jin et al. 2012; ). On the other hand, there is a hint of a trend between M BH and α ox . In particular, there is a dearth of objects with high values of M BH and α ox . Figure 6 nicely emphasizes the importance of our sample in extending the dynamic range of existing samples, particularly in M BH . It is the extra decade in M BH that highlights a weak trend between M BH and α ox .
To guide our interpretation, we also include theoretical predictions from the Done et al. (2012) model. We show tracks in M BH and L bol /L Edd , while leaving the other parameters fixed to default parameters following Jin et al. (2012) : kT e = 0.2 keV (electron temperature for the soft Comptonization component), τ = 10 (optical depth of the soft Comptonization component), Γ = 2 (spectral index of the hard Comptonization component), and f pl = 0.1 (fraction of the power below R cor that is emitted in the hard Comptonization component). After experimenting with different choices of these additional parameters, we find that although the exact value of α ox at a given M BH and L bol /L Edd is affected by their specific values, the predicted trends between α ox and M BH or L bol /L Edd are robust. There is also a long tail toward X-ray weakness in our sample. In Section 5 we will discuss whether these are absorbed or intrinsically weak sources. For now, we simply highlight the grey symbols in Figure 6 , which have R cor = 8R g rather than R cor = 30R g , but otherwise are constructed with the the same parameters. Going from R cor = 30R g to R cor = 8R g the coronal component of the disk shrinks, so that the Comptonization and the X-ray component of the disk spectrum become weaker, and the disk emission is more dominated by the (color-temperature corrected) blackbody component.
In the Done et al. (2012) models, changes in α ox are driven predominantly by changes in the accretion disk temperature, which preferentially move the UV luminosity up and down as the peak BBB temperature approaches and recedes from 2500 Å 9 . Using α ox we are not very sensitive to intrinsic changes in the X-ray SED with M BH and L bol /L Edd (Vasudevan et al. 2009; Jin et al. 2012 ), but we can detect changes in the BBB temperature. At fixed L bol /L Edd , the BBB temperature decreases systematically with M BH , leading to higher (i.e. more positive) values of α ox at lower M BH . The trend is highlighted clearly in the models but is apparent in the data as well, with the mean α ox dropping from −1.33 at M BH ≈ 10 10 M ⊙ . The scatter is obviously very large, presumably due to a spread in luminosity, absorption, and corona properties at fixed M BH . In Figure 7 , we show the correlation between α ox and l 2500 . The BH mass is calculated using the same luminosity that is the independent variable in Figure 7 . In both cases the correlation is weak -the linear correlation coefficient for α ox − log M BH is 0.41, while for α ox − log l 2500 it is 0.45. However, we suggest that the correlation between M BH and α ox may be the more fundamental one, arising simply from changes in the accretion disk temperature. We suggest that the α ox −l 2500 correlation appears so strong because there is a narrow range in L bol /L Edd at a given M BH .
X-RAY-WEAK SOURCES
As we have seen in the above section, our sample spans a wide range in α ox but there is a clear excess of points that fall systematically below the low-luminosity extrapolation of the α ox − l 2500 relation of Steffen et al. (2006) defined by more luminous sources. In other words, some IMBHs appear to be suppressed in X-rays (relative to the UV). Heavy obscuration provides a simple explanation for the X-ray-weak sources. Indeed, in Figure 8 we see a trend toward flat Γ values in the X-ray-weak sources, implicating absorption.
However, not all the sources follow this trend. There are a few objects in Figure 8 that have typical sampleaveraged Γ values (∼ 2) but low α ox values. They raise the intriguing possibility that some of these sources are intrinsically X-ray-weak. In Figure 9a , we show the relation between 2 keV and UV luminosity in a slightly different way. For reference we have added the sample of z < 0.5 PG QSOs from Brandt et al. (2000; light blue diamonds) , highlighting in magenta hexagrams the subset of objects that they dub X-ray-weak quasars. These comprise broad absorption-line quasars, and deep X-ray obser- The black circles are from our IMBH sample, the red squares are from the Jin et al. (2012) sample, and the blue triangles are from . For the IMBHs, L 2−10 keV is calculated from L 2−8 keV and Γ HR . We also include the PG QSOs from Brandt et al. (2000;  light blue diamonds; soft Xray-weak objects shown in magenta hexagrams), using values of L 2−10 keV estimated from L 5100 , αox, an assumed optical-UV spectrum fν ∝ ν −0.44 (Vanden Berk et al. 2001) , and Γ h = 1.9 (Piconcelli et al. 2005) ; L [O III] was derived from the [O III] equivalent widths of Boroson & Green (1992) and the optical spectrophotometry of Neugebauer et al. (1987) . Open symbols indicate the X-ray non-detections.
vations confirm that their X-ray weakness is caused by absorption (e.g., Gallagher et al. 2001; Brinkmann et al. 2004; Schartel et al. 2005; Ballo et al. 2008; Gallo et al. 2011) . A minority, however, appear to be genuinely X-ray-weak (e.g., Risaliti et al. 2001; Sabra & Hamann 2001; Leighly et al. 2007a; Miniutti et al. 2009; Ballo et al. 2011) , and this unusual spectral departure has been suggested to be a possible signature of accretion systems with high Eddington ratios. PHL 1811 is the prototype: not only are its X-rays unabsorbed, but they vary on a short time scale, indicating a compact size. Such objects are quite rare among optically selected samples of QSOs, comprising less than 2% of QSOs in SDSS (Gibson et al. 2008 ).
In the absence of UV spectroscopy or X-ray variability information, it is difficult to say for certain whether any of our sources are intrinsically X-ray-weak. In view of the bias toward high accretion rates in IMBHs, intrinsic weakness is an attractive possibility to account for the large fraction of Xray-weak sources in our sample. As mentioned before, type 1 IMBHs, as a class, show little direct evidence for additional absorption above the Galactic value. A few of the X-rayweak sources do have exceptionally hard X-ray spectra, with Γ ≈ 1, but the majority, in fact, have photon indices that span the same range as observed for the X-ray "normal" sources (Γ s ≈ 1.5 − 3; Figure 7) . Also, notably, Brandt et al.'s Xray-weak PG QSOs form a disjoint group significantly offset from the main population in Figure 9a (average UV/X-ray ratio lower by a factor ∼ 60), whereas, by contrast, our X-rayweak sources seem to join more or less smoothly in a continuous sequence with the "normal" sources (average UV/X-ray ratio lower by a factor ∼ 5).
A similar perspective comes from comparing the X-ray luminosity with some measure of optical line emission, as the two are strongly correlated in unobscured AGNs (e.g., Elvis et al. 1984; Ward et al. 1988; Mulchaey et al. 1994; Terashima et al. 2000; Ho et al. 2001; Heckman et al. 2005) . Heavily obscured AGNs, such as Compton-thick systems, fall off the correlation in being underluminous in X-rays for a given optical line luminosity (e.g., Bassani et al. 1999) . The correlation between 2-10 keV luminosity with [O III] λ5007 luminosity is shown in Figure 9b , where, for comparison, we include the best-fitting relation from a sample of lowluminosity Seyferts in Panessa et al. (2006) . The X-ray-weak IMBHs do tend to lie systematically below the relation defined by the higher luminosity sources, suggesting that absorption is likely an explanation for many of the sources, but perhaps not all.
In principle, infrared data could also serve as a proxy for the bolometric luminosity of the system, to indicate whether the UV-weak sources are absorbed or intrinsically weak. We examine the IR luminosities of our sample in the Wide-field Infrared Survey Explorer (WISE) all-sky catalog 10 . All of our objects except three are detected in WISE. However, the distribution of their W1-W2 colors (mean=0.63, σ = 0.27) suggests that the photometry is dominated by the light from the host galaxies in most cases (Assef et al. 2012) . This is consistent with the beam size of the WISE observations (6 ′′ − 12 ′′ at various bands). Without detailed SED decomposition, it is not possible to determine the AGN luminosities from the WISE data alone. We need to await higher resolution data.
At the moment, the true nature of the X-ray-weak sources is unclear. We suggest two future observations that could test whether the observed X-ray weakness is truly intrinsic:
1. X-ray observations with enough counts and energy resolution to allow detailed spectral fitting to determine if there is evidence for intrinsic absorption.
2. High-resolution IR observations to check if the X-ray photons have been absorbed and reprocessed as IR emission by dust.
SUMMARY
We carry out a study of the X-ray properties of 49 IMBHs in active galaxies selected from the GH07 sample using Chandra data. We detect 42 out of 49 objects at the SDSS position. The main results are consistent with Greene & Ho (2007a) and Desroches et al. (2009) . We perform spectral analysis of 10 objects with sufficient counts, and all of them are consistent with a Galactic absorbed power-law model. Spectral fitting with intrinsic absorption and an additional disk blackbody component generally produce a poor result, yielding essentially zero intrinsic column density as well as unphysical T in . We conclude that there is no significant sign of intrinsic absorption or a disk blackbody component in the bright sources. For two objects with enough counts in the hard X-ray band, we fit the spectra using an absorbed power-law model using data ≥ 1.5 keV, then extrapolate it to the whole energy range. SDSS J1559+3501 shows good agreement between the extrapolation and the spectra at lower energy, while SDSS J0903+0457 shows a prominent soft excess. We conclude that with enough counts, both situations are possible in the low-mass regime.
The Γ values that we measure for the IMBH sample occupy the same range (0.5-3) as their more luminous counterparts. However, given the limited spectral range of our 2 ks observations, we caution against detailed comparisons between our inferred slopes and those based on detailed spectroscopy with energy sensitivity at 10 keV. Exploring the true range in Γ requires deeper spectroscopy.
Our sample contains significantly flatter values of α ox than in more luminous PG QSOs (Brandt et al. 2000) and SDSSselected NLS1s (Paper II). Our values of α ox generally agree with the low-luminosity extrapolation of the well-known α ox − l 2500 correlation, but, at a given UV luminosity, there is a tendency for IMBHs to be more X-ray-weak. While absorption may be partly responsible for this trend, we suggest the intriguing possibility that some of the objects may be intrinsically X-ray-weak, as previously suggested for AGNs with high L bol /L Edd . Deeper X-ray follow-up of the X-ray-weak sources would determine whether some significant fraction of our sample is actually in a mode of accretion with little to no X-ray corona.
While α ox shows no correlation with L bol /L Edd , we do find a mild correlation between α ox and M BH , in just the sense expected by disk models. As M BH drops, the disk temperature increases, and the sources grow fainter in the near-UV, thus increasing the level of X-rays relative to the UV flux. Indeed, this correlation between α ox and M BH may drive the well-known correlation between l 2500 and α ox . Considering that extinction, variations in the corona, and uncertainties in the M BH measurements all wash out this trend, the large dynamic range in M BH afforded by our sample is essential to detect any correlation at all. 
