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Abstract
Simultaneous diagonalization via congruence (SDC) for more than two
symmetric matrices has been a long standing problem. So far, the best
attempt either relies on the existence of a semidefinite matrix pencil or
casts on the complex field. The problem now is resolved without any
assumption. We first propose necessary and sufficient conditions for SDC
in case that at least one of the matrices is nonsingular. Otherwise, we
show that the singular matrices can be decomposed into diagonal blocks
such that the SDC of given matrices becomes equivalently the SDC of the
sub-matrices. Most importantly, the sub-matrices now contain at least one
nonsingular matrix. Applications to simplify some difficult optimization
problems with the presence of SDC are mentioned.
Keywords: spectral decomposition, simultaneous diagonalization via con-
gruence, quadratically constrained quadratic programming, generalized Rayleigh
quotients
1 Introduction
Let C1, C2 . . . , Cm be a collection of real symmetric n × n matrices. This col-
lection is called
• a nonsingular collection, if it consists of at least one nonsingular matrix,
• a singular collection, otherwise;
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• an sd collection, if there exist λ1, λ2, . . . , λm ∈ R (not all of which are
zero) such that λ1C
1 + λ2C
2 + . . .+ λmC
m  0;
• an SDC collection, if the matrices C1, C2 . . . , Cm can be simultaneously
diagonalizable via congruence. See the definition below.
• a general collection, if there are not any conditions imposed.
In this paper, we study the necessary and sufficient conditions for the existence
of a nonsingular matrix P such that, for each Ci in the collection, PTCiP are
diagonal. If such a matrix P exists, the matrices are said to be simultaneously
diagonalizable via congruence. Finding such a nonsingular matrix P is called the
problem of simultaneous diagonalization via congruence. We will use SDC to
stand for both “simultaneously diagonalizable via congruence” and “the problem
of simultaneous diagonalization via congruence,” should there be no confusion.
SDC has been the interest of many studies. For example, see [25, 16, 18, 14,
15, 9, 1, 6] and the references therein.
When m = 2, SDC was resolved completely by Greub [12, 1976], Uhlig [24,
1976][25, 1979](for a nonsingular collection); and by Jiang and Duan [11, 2016]
(for a singular collection).
For m > 2, SDC is hard in general. To emphasize the difficulty, we quote the
following statements from Hiriart-Urruty and Torki[14, 2002] “When more than
two symmetric matrices are involved, none of the two aforementioned results
remains true,” and from Hiriart-Urruty [15, 2007] “So, the following problem
remains a strong one: Find sensible and palpable conditions on C1, C2, . . . , Cm
ensuring they are simultaneously diagonalizable via congruence.” The most re-
cent result form > 2 includes Jiang and Duan [11, 2016] for an sd collection; and
Bustamante, Mellon and Velasco [5, 2019] for a collection of complex matrices.
It is clear that not all SDC collections are sd collections, while the results in [5,
2019] require extra conditions to make P and PTCiP all real (see [5, Example
13]). Checking whether a given general collection (m > 3) is SDC remains open
so far.
Contribution. This paper provides necessary and sufficient conditions for a
set of any number of real symmetric matrices C1, C2, . . . , Cm to be SDC. The
result for nonsingular collection is stated in Theorem 1. For singular collection,
the proofs are constructive and inductive on the number of matrices that ifm−1
matrices C1, C2, . . . , Cm−1 are SDC then we can always construct the diagonal
matrices C¯1 = diag(C11 , 0r), C¯
2 = diag(C21 , 0r), . . . , C¯
m−1 = diag(Cm−11 , 0r)
and the block diagonal matrix C¯m, either
C¯m =
(
Cm1 0p×s
0s×p Cm6
)
or
C¯m =

 C
m
1 0p×s C
m
5
0s×p Cm6 0s×(r−s)
(Cm5 )
T 0(r−s)×s 0r−s


2
such that Cm−11 is nonsingular, C
m
6 is nonsingular diagonal and C
m
1 is symmet-
ric. The SDC of C1, C2, . . . , Cm is then equivalent to that of C¯1, C¯2, . . . , C¯m,
and, importantly, C¯1, C¯2, . . . , C¯m are SDC if and only if their sub-matrices
C11 , C
2
1 , . . . , C
m
1 are SDC and C
m
5 is zero or does not exist.
Outline. First of all, we deal with the nonsingular collection as stated in
Theorem 1, Section 2. Then, in Section 3, for singular collections. Section 4
is devoted to applications to some quadratic programming problems. We have
some final notes put in Section 5 to conclude the paper with further research
problems.
2 The SDC of nonsingular collection of matrices
In this section we assume that at least one of the matrices C1, C2, . . . , Cm is
nonsingular. The following result shows that in case m = 2, the problem was
solved.
Lemma 1 ([12]). A nonsingular collection of real symmetric matrices C1 and
C2, suppose without loss of generality that C1 is nonsingular, can be diago-
nalied simultaneously by a real congruence matrix if and only if there is a real
nonsingular matrix P such that P−1(C1)−1C2P is a real diagonal matrix.
We therefore proceed with m ≥ 3. Before going to the main result of this
section, we first need to quote the following result which is important to our
later analysis.
Lemma 2 ([24]). Let J = diag(C(λ1), . . . , C(λk)) be the real Jordan normal
form of a real matrix with Jordan blocks C(λi) associated with eigenvalue λi.
For a symmetric matrix S, if SJ is symmetric, then S is a block diagonal matrix
S = diag(S1, . . . , Sk) with dimSi = dimC(λi) for i = 1, . . . , k, and Si = S
T
i .
The main result of this section is now stated as follows.
Theorem 1. Let C1, C2, . . . , Cm be real symmetric n×n matrices and suppose
that Cl is nonsingular. Then C1, C2, . . . , Cm are SDC if and only if for each
k 6= l there exists a nonsingular matrix P such that the following conditions
hold.
1. P−1(Cl)−1CkP is diagonal,
2. Ci(Cl)−1Ck are symmetric for all 1 ≤ i ≤ m, i 6= k,
3. PTCiP and PTCjP commute for any 1 ≤ i, j ≤ m; i, j 6= k.
Proof. Suppose C1, C2, . . . , Cm are SDC and k ∈ {1, 2, . . . ,m}\{l}. Then there
exists a nonsingular matrix P such that the following matrices are diagonal:
C¯l := PTClP = diag(λ1, λ2, . . . , λn),
C¯k := PTCkP = diag(η1, η2, . . . , ηn),
3
C¯i := PTCiP = diag(βi1, β
i
2, . . . , β
i
n), 1 ≤ i ≤ m, i 6= l, i 6= k,
where λj 6= 0, j = 1, 2, . . . , n since Cl is nonsingular. From those we have
Cl = (PT )−1C¯lP−1, Ck = (PT )−1C¯kP−1, Ci = (PT )−1C¯iP−1
and
(Cl)−1 = P (C¯l)−1PT , (Cl)−1Ck = P (C¯l)−1PT (PT )−1C¯kP−1 = P (C¯l)−1C¯kP−1.
The following are then satisfied.
1. P−1(Cl)−1CkP = (C¯l)−1C¯k is the product of two diagonal matrices, it is
diagonal.
2. For each 1 ≤ i ≤ m; i 6= k, we have
Ci(Cl)−1Ck =(PT )−1C¯iP−1P (C¯l)−1C¯kP−1
=(PT )−1C¯i(C¯l)−1C¯kP−1
=(P−1)T C¯i(C¯l)−1C¯kP−1,
where C¯i(C¯l)−1C¯k is symmetric. The matrix Ci(Cl)−1Ck is thus sym-
metric.
3. (PTCiP )(PTCjP ) = C¯iC¯j is the product of two diagonal matrices, it is
symmetric. So PTCiP and PTCjP are commutable.
Now, suppose that for each k 6= l there exists a nonsingular matrix P such
that the three conditions hold. We write the diagonal matrix P−1(Cl)−1CkP
in the following form
K := P−1(Cl)−1CkP = diag(γ1Im1 , . . . , γuImu),
where Imt is the mt × mt identity matrix, mt ≥ 1 for t = 1, 2, . . . , u and
m1 +m2 + . . .+mu = n. Then
PTClPK = PTClPP−1(Cl)−1CkP = PTCkP,
where PTClP and PTCkP are symmetric. By Lemma 2, PTClP is a block
diagonal matrix with the same partition as K. That is, we can write it in the
following form
PTClP = diag(A1, . . . , Au) (1)
such that At are symmetric of size mt×mt, i.e., dimAt = dimImt . Furthermore,
PTCkP = PTClPK = diag(A1, . . . , Au)diag(γ1Im1 , . . . , γuImu)
= diag(γ1A1, . . . , γuAu) := diag(B1, . . . , Bu), (2)
where Bt = γtAt, t = 1, . . . , u.
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For each i ∈ {1, 2, . . . ,m} \ {l, k} we have
PTCiPK = PTCiPP−1(Cl)−1CkP = PTCi(Cl)−1CkP
where PTCiP and Ci(Cl)−1Ck are symmetric. By Lemma 2 again, PTCiP has
the same diagonal partition as K. That is, PTCiP is of the form
PTCiP = diag(Ci1, C
i
2, . . . , C
i
u)
such that Cit are symmetric and dimC
i
t = dimAt = dimImt , for t = 1, 2, . . . , u.
If mt = 1 for all t = 1, 2, . . . , u, then P
TClP, PTCkP and PTCiP, i ∈
{1, 2, . . . ,m} \ {l, k}, are already diagonal matrices. We complete the proof
with the congruence matrix P.
If mt > 1 for some 1 ≤ t ≤ u, since At is symmetric, there is an orthogonal
matrix Ut such that U
T
t AtUt is a spectral decomposition of At as
UTt AtUt = diag(α
t
1Imt
1
, . . . , αtltImtlt
),
where αth, h = 1, . . . , lt, are the eigenvalues of At, m
t
1+ . . .+m
t
lt
= mt.We define
a matrix U as follows: U = diag(U1, . . . , Uu) where Ut = 1 ifmt = 1 and Ut is the
orthogonal matrix defined as above if mt > 1. Then, for i ∈ {1, 2, . . . ,m}\{l, k},
UTPTCiPU = diag((U1)
TCi1U1, (U2)
TCi2U2, . . . , (Uu)
TCiuUu).
Since PTCiP and PTClP commute and UUT = I, we have
(UTPTCiPU)(UTPTClPU) = (UTPTClPU)(UTPTCiPU).
That is, (UTPTCiPU)(UTPTClPU) are symmetric. The blocks (Ut)
TCitUt
and (Ut)
TAtUt are therefore commutable for all t = 1, 2, . . . , u. By Lemma 2,
(Ut)
TCitUt are block diagonal matrices with the same partition as (Ut)
TAtUt,
which are diagonal. We now reset the indices:
α1 := α
1
1, α2 := α
1
2, . . . , αl1 := α
1
l1
, αl1+1 := α
2
1, . . . , αr := α
u
lu
,
n1 := m
1
1, n2 := m
1
2, . . . , nl1 := m
1
l1
, nl1+1 := m
2
1, . . . , nr := m
u
lu
and write matrices as follows
UTPTClPU = diag(α1In1 , α2In2 , . . . , αrInr ),
UTPTCkPU = diag(β1In1 , β2In2 , . . . , βrInr ),
UTPTCiPU = diag(N i1, N
i
2, . . . , N
i
r)
such that N it are symmetric matrices with dimN
i
t = dimInt , for t = 1, . . . , r,
r = l1 + l2 + . . .+ lu, and βj are defined using (2).
If nt = 1 for all t = 1, 2, . . . , r, the matrices
UTPTClPU,UTPTCkPU,UTPTCiPU, i ∈ {1, 2, . . . ,m} \ {l, k},
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are already diagonal. We then get the proof with the congruence matrix PU.
Otherwise, we pick one s ∈ {1, . . . ,m} \ {l, k} and consider the matrix
UTPTCsPU = diag(Ns1 , N
s
2 , . . . , N
s
r ).
Let Rst be the spectral decomposition matrix of N
s
t such that
(Rst )
TNst R
s
t = diag(γ
s
t1Inst1 , γ
s
t2Inst2 , . . . , γ
s
tht
Ins
tht
), 1 ≤ t ≤ r.
Let Rs = diag(Rs1, . . . , R
s
r) and rewrite the indices as done before, we have the
diagonal matrix (Rs)TUTPTCsPURs of the following form
(Rs)TUTPTCsPURs = diag(γs1Ins1 , γ
s
2Ins2 , . . . , γ
s
rs
Ins
rs
),
where rs ≥ r.We easily check that (Rs)TUTPTClPURs and (Rs)TUTPTCkPURs
are still diagonal matrices and we write them in new indices as follows
(Rs)TUTPTClPURs = diag(γl1Ins1 , γ
l
2Ins2 , . . . , γ
l
rs
Ins
rs
).
(Rs)TUTPTCkPURs = diag(γk1 Ins1 , γ
k
2 Ins2 , . . . , γ
k
rs
Ins
rs
).
Now, for any i ∈ {1, 2, . . . ,m} \ {l, k, s}, we have
(Rs)TUTPTCiPURs = diag((Rs1)
TN i1R
s
1, (R
s
2)
TN i2R
s
2, . . . , (R
s
r)
TN irR
s
r). (3)
Since PTCiP and PTCsP commute, (Rs)TUTPTCiPURs and (Rs)TUTPTCsPURs
commute. The blocks (Rst )
TN itR
s
t and (R
s
t )
TNst R
s
t are therefore commutable
for all t = 1, . . . , r and i ∈ {1, 2, . . . ,m} \ {l, k, s}. The matrices (Rst )TNst Rst
are diagonal, by Lemma 2, (Rst )
TN itR
s
t are block diagonal matrices with the
same partition as (Rst )
TNst R
s
t . This allows us to write (R
s)TUTPTCiPURs as
follows
(Rs)TUTPTCiPURs = diag(Di1, D
i
2, . . . , D
i
rs
),
where Dit are symmetric matrices and dim(D
i
t) = dim(Inst ), 1 ≤ t ≤ rs.
If nst = 1 for all t = 1, 2, . . . , rs, then (R
s)TUTPTCiPURs are already
diagonal for all i ∈ {1, 2, . . . ,m}\{l, k, s}. The proof is then completed with the
congruence matrix PURs.
Otherwise, we pick one j ∈ {1, . . . ,m} \ {l, k, s} and continue the process as
above. Consequently, we will obtain a sequence of matrices P,U,Rs, Rj, ... Let
R be the product of Rs, Rj , . . . , written in the order s, j, ... We then have that
RTUTPTClPUR,RTUTPTCkPUR,RTUTPTCsPUR,RTUTPTCjPUR
and RTUTPTCiPUR, ∀i ∈ {1, 2, . . . ,m} \ {l, k, s, j}, are all diagonal. This
completes the proof with the congruence matrix PUR.
The following result emphasizes that if a nonsingular matrix Cl satisfies
Theorem 1, then all other nonsingular matrices also satisfy Theorem 1.
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Corollary 1. Let C1, C2, . . . , Cm be real symmetric n×n matrices. If there is a
nonsingular matrix Cl satisfying Theorem 1 then all other nonsingular matrices
also satisfy Theorem 1.
Proof. Since there is a nonsingular matrix Cl satisfying Theorem 1, the matrices
C1, C2, . . . , Cm are SDC. Then there exists a nonsingular matrix P such that
Ai := PTCiP, i = 1, 2, . . . ,m, are all diagonal. Suppose Ct is an other nonsingu-
lar matrix, then At = PTCtP is also nonsingular. We have Ct = (PT )−1AtP−1
and (Ct)−1 = P (At)−1PT . For any j 6= t, it holds that
(Ct)−1Cj = P (At)−1PT (P−1)TAjP−1 = P (At)−1AjP−1.
Then we have the following.
1. P−1(Ct)−1CjP = (At)−1Aj , where (At)−1, Aj are diagonal matrices, the
matrix P−1(Ct)−1CjP is therefore diagonal.
2. For i 6= j, we have
Ci(Ct)−1Cj = (PT )−1AiP−1P (At)−1AjP−1 = (P−1)TAi(At)−1AjP−1.
We note that Ai(At)−1Aj is the product of diagonal matrices, it is thus
symmetric. The matrix (P−1)TAi(At)−1AjP−1 is therefore symmetric
and so is Ci(Ct)−1Cj .
3. Finally,
(PTCiP )(PTCuP ) = AiAu
are all diagonal so are symmetric for 1 ≤ i, u ≤ m. These imply that
PTCiP and PTCuP commute.
The matrix Ct thus satisfies Theorem 1.
Remark 1. In case m = 2, Theorem 1 is then reduced to Lemma 1, a result in
[12].
In the proof of Theorem 1, we observe that if all eigenvalues of the matrix
(Cl)−1Ck are single, i.e., mt = 1 for all t = 1, 2, . . . , u, the SDC process is then
efficiently checked as follows.
Corollary 2. If there exist two matrices Cl and Ck such that (Cl)−1Ck has n
distinct eigenvalues, then C1, C2, . . . , Cm are SDC by a congruence matrix P if
and only if
1. P−1(Cl)−1CkP is diagonal,
2. Ci(Cl)−1Ck are symmetric for any i 6= k.
Corollary 2 indicates that if we are lucky to have two matrices Cl, Ck sat-
isfying its two conditions, the matrices C1, C2, . . . , Cm are then diagonalized
efficiently by only finding a nonsingular matrix P that diagonalizes (Cl)−1Ck.
For illustration, we consider the following example.
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Example 1. Let
C1 =

 1 3 −23 16 −10
−2 −10 6

 , C2 =

0 0 00 −3 2
0 2 −1

 , C3 =

−1 −3 2−3 −5 4
2 4 −3

 .
1. We observe that C1 is nonsingular with det(C1) = −2 and (C1)−1C2 is di-
agonalizable since we have P =

1 2 10 0 1
0 1 2

 such that P−1(C1)−1C2P =

0 0 00 − 12 0
0 0 −1

 . The eigenvalues of (C1)−1C2 are pairwise different.
2. To check the second condition, we observe that C3(C1)−1C2 is symmetric.
We conclude that C1, C2, C3 are SDC by the congruence matrix P. Indeed,
PTC1P = diag(1, 2,−1), PTC2P = diag(0,−1, 1), PTC3P = diag(−1, 1, 0).
If one of the matrices C1, C2, . . . , Cm is the identity matrix, Theorem 1
is then reduced to the following well-known classical result in linear algebra
presented in [16], and recently with a detail proof in [11].
Corollary 3. If the collection C1, C2, . . . , Cm contain the identity matrix I,
then they are simultaneously diagonalizable via an orthogonal congruent matrix
if and only if the matrices pairwise commute.
Proof. Suppose C1, C2, . . . , Cm are simultaneously diagonalizable via an orthog-
onal congruent matrix P. Then, since PT = P−1, PTCiP commute with PTCjP
implying Ci commutes with Cj . To prove the converse, we use Corollary 1 to
choose Cl = I without loss of generality. For any k 6= l, let P be an orthogonal
matrix that diagonalizes Ck. That is P−1CkP is diagonal. Then we have
1. P−1(Cl)−1CkP = P−1ICkP = P−1CkP is diagonal.
2. Since Ci commutes with Ck, Ci(Cl)−1Ck = CiICk = CiCk is symmetric.
3. Since P is orthogonal and Ci commutes with Cj , the matrices PTCiP
and PTCjP are commutable for all i, j = 1, 2, . . . ,m; i, j 6= k.
Then by Theorem 1, C1, C2, . . . , Cm are simultaneously diagonalizable via a
congruent matrix Q. Especially, QT IQ is diagonal and positive definite. There-
fore we can find a diagonal matrix H such that HTQT IQH = I. Let U = QH,
then U is an orthogonal matrix such that UTCiU, i = 1, 2, . . . ,m, are all diago-
nal.
Without the participation of the identity matrix, the pairwise commutativity
of the matrices is only sufficient but not necessary. This can be explained that
the pair PTCiP and PTCjP may commute while the pair Ci and Cj may not.
We illustrate by considering the following example.
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Example 2. C1 =

−1 −2 0−2 −28 0
0 0 5

 , C2 =

1 2 02 20 0
0 0 −3

 and C3 =

2 4 04 1 0
0 0 7

 .
We can check that C1C2 6= C2C1 so the pairwise commutativity fails. However,
C1, C2, C3 are SDC via the nonsingular congruence matrix P =

1 0 −20 0 1
0 1 0

 .
We are also easily to check that the three conditions of Theorem 1 are all satis-
fied.
We end this section with the following example to present the process of
decomposition of SDC matrices.
Example 3. Let
C1 =

 3 0 −30 −6 0
−3 0 1

 , C2 =

−1 0 10 2 0
1 0 −1

 , C3 =

 3 −4 −3−4 10 4
−3 4 9

 .
We observe that C1 is nonsingular and (C1)−1C2 is diagonalizable by
P =

1 1 11 0 0
0 0 1

 such that K = P−1(C1)−1C2P =

2 0 00 2 0
0 0 0

 = diag(2, 2, 0).
And we have
C3(C1)−1C2 =

 6 −8 −6−8 20 8
−6 8 6


is symmetric. Moreover, PTC1P and PTC3P commute. The matrices C1, C2, C3
are thus SDC. We have
PTC1P = diag(A1, A2), where A1 =
(−3 3
3 3
)
, A2 = (−2),
PTC2P = diag(B1, B2), where B1 =
(−6 6
6 6
)
, B2 = (0),
PTC3P = diag(C1, C2), where C1 =
(
5 −1
−1 3
)
, C2 = (6).
Let U1 =


1√
4+2
√
2
1√
4−2√2
1+
√
2√
4+2
√
2
1−√2√
4−2√2

 be an orthogonal matrix that diagonalizes A1 :
UT1 A1U1 = diag(3
√
2,−3
√
2) and let U2 = (1).
Define U = diag(U1, U2), we now have that the matrices
UTPTC1PU,UTPTC2PU,UTPTC3PU
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are all diagonal. Then PU is the congruence matrix that simultaneously diag-
onalizes C1, C2, C3.
However, if we choose l = 1, k = 3, the matrices (C1)−1C3 is diagonalizable
by Q =

1 2 20 2−√2 2 +√2
1 0 0

 such that
Q−1(C1)−1C3Q =


−3 0 0
0 −1+2
√
2
3 0
0 0 −1−2
√
2
3

 = diag(−3, −1 + 2
√
2
3
,
−1− 2√2
3
).
Since (C1)−1C3 has three distinct eigenvalues and C2(C1)−1C3 is symmetric.
The two conditions of Corollary 2 are satisfied. C1, C2, C3 are therefore SDC
by the congruence matrix Q. Indeed
QTC1Q = diag(−2, 24(
√
2−1),−24(
√
2+1)), QTC2Q = diag(0, 8(1−
√
2), 8(1+
√
2)),
QTC3Q = diag(6, 8(5− 3√2), 8(5 + 3√2)).
3 The SDC of singular collection of matrices
In this section we consider the case that C1, C2, . . . , Cm are all singular. As
mentioned, the collection C1, C2, . . . , Cm is then called a singular collection. We
observe that if the collection of m matrices C1, . . . , Cm is SDC, then any sub-
collection of less than m matrices must be SDC. We therefore can use induction
method on the number of matrices. Thanks to a recent breakthrough of Jiang
and Duan [11] on dealing with two singular matrices, we can develop the idea
to apply for any number of singular matrices.
Lemma 3 ([11]). For any two singular symmetric n× n matrices C1 and C2,
there always exists a nonsingular matrix U such that
C¯1 = UTC1U =
(
C11 0p×(n−p)
0(n−p)×p 0n−p
)
(4)
and
C¯2 = UTC2U =

 C
2
1 0p×q C
2
5
0q×p C26 0q×r
(C25 )
T 0r×q 0r

 , (5)
where p, q, r ≥ 0, p + q + r = n,C11 is nonsingular diagonal, C11 , C21 have the
same dimension p× p, C25 is a p× r matrix, and C26 is a nonsingular diagonal
matrix of dimension q × q.
Observe that C1 and C2 are SDC if and only if C¯1 and C¯2 are SDC. The
SDC of C¯1 and C¯2 is now equivalent to that of the sub-matrices C11 , C
2
1 stated
as follows.
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Lemma 4 ([11], Thm6). The two singular symmetric matrices C¯1 and C¯2 are
SDC if and only if C11 and C
2
1 are SDC and C
2
5 is a zero matrix or does not
exist.
This result can be extended in the following lemma.
Lemma 5. Suppose C¯1, C¯2, . . . , C¯m are matrices of the form
C¯i = diag(Ci1, 0s, 0r−s), i = 1, 2, . . . ,m− 1, (6)
C¯m = diag(Cm1 , C
m
6 , 0r−s), (7)
where Ci1, i = 1, 2, . . . ,m − 1, are diagonal of size p × p, Cm−11 is nonsingular,
Cm1 is symmetric of size p× p, Cm6 is nonsingular diagonal of size s× s. Then
C¯1, C¯2, . . . , C¯m are SDC if and only if C11 , C
2
1 , . . . , C
m−1
1 , C
m
1 are SDC.
Proof. We suppose first that C11 , C
2
1 , . . . , C
m
1 are SDC byQ1. LetQ = diag(Q1, Is, Ir−s)
if r > s and Q = diag(Q1, Is) if r = s, we observe that C¯
1, C¯2, . . . , C¯m are now
SDC by Q.
For the converse, we suppose that C¯1, C¯2, . . . , C¯m are SDC and r > s. The
case r = s is proved similarly.
Due to the special format of the matrices, we can always choose a congruent
matrix Q of the form
Q =

Q1 Q2 0Q3 Q4 0
0 0 Ir−s

 ,
where Q1 and Q4 are square matrices of dimension p×p and s× s, respectively,
such that the p nonzero elements of the diagonal matrix QT C¯m−1Q are put in
the first p positions of the diagonal. On the other hand, we have
QT C¯m−1Q =

Q
T
1 C
m−1
1 Q1 Q
T
1 C
m−1
1 Q2 0
QT2 C
m−1
1 Q1 Q
T
2 C
m−1
1 Q2 0
0 0 0

 .
So QT1 C
m−1
1 Q1 is nonsingular diagonal of dimension p× p, QT2 Cm−11 Q2 is diag-
onal and QT1 C
m−1
1 Q2 = 0. Since both C
m−1
1 and Q
T
1 C
m−1
1 Q1 are nonsingular of
dimension p× p, the matrix QT1 Cm−11 must be nonsingular of dimension p× p.
The equation QT1 C
m−1
1 Q2 = 0 thus implies that Q2 = 0. Then
QT C¯m−1Q =

Q
T
1 C
m−1
1 Q1 0 0
0 0 0
0 0 0


and
QT C¯iQ =

Q
T
1 C
i
1Q1 0 0
0 0 0
0 0 0

 , i = 1, 2, . . . ,m− 2,
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such thatQT1 C
i
1Q1, i = 1, 2, . . . ,m−2, andQT1 Cm−11 Q1 are all diagonal matrices.
Finally,
QT C¯mQ =

Q
T
1 C
m
1 Q1 +Q
T
3 C
m
6 Q3 Q
T
3 C
m
6 Q4 0
QT4 C
m
6 Q3 Q
T
4 C
m
6 Q4 0
0 0 0

 .
SinceQT C¯mQ is diagonal, we must have thatQT1 C
m
1 Q1+Q
T
3 C
m
6 Q3 andQ
T
4 C
m
6 Q4
are diagonal and QT4 C
m
6 Q3 = 0. We note that Q is nonsingular and Q2 = 0,
the matrix Q4 must be nonsingular. On the other hand, C
m
6 is nonsingular,
the product QT4 C
m
6 is nonsingular. So the equation Q
T
4 C
m
6 Q3 = 0 implies that
Q3 = 0. As a consequence, the matrix Q
T C¯mQ is now reduced to the form
QT C¯mQ =

Q
T
1 C
m
1 Q1 0 0
0 QT4 C
m
6 Q4 0
0 0 0

 ,
where QT1 C
m
1 Q1 and Q
T
4 C
m
6 Q4 are already diagonal.
Those arguments have shown that C11 , C
2
1 , . . . , C
m−1
1 , C
m
1 are SDC by the
nonsingular matrix Q1.
We are now ready to extend the result in Lemma 3 to apply for any number
of matrices as stated in the following.
Lemma 6. Let C1, C2, . . . , Cm be a singular collection of real symmetric n ×
n matrices, m ≥ 2. If C1, C2, . . . , Cm−1 are SDC, then there always exist a
nonsingular matrix Q and a vector µ = (µ1, µ2, . . . , µm−2, 1) ∈ Rm−1 satisfying
the following conditions.
1.
C¯1 := QTC1Q = diag(C11 , 0r),
C¯2 := QT (µ1C
1 + C2)Q = diag(C21 , 0r),
C¯3 := QT (µ2(µ1C
1 + C2) + C3)Q = diag(C31 , 0r),
. . .
C¯m−1 := QT (µm−2(. . . µ3(µ2(µ1C1 + C2) + C3) + C4) + . . .+ Cm−2) + Cm−1)Q
= diag(Cm−11 , 0r),
such that the sub-matrices Ci1, i = 1, 2, . . . ,m− 1, are all diagonal of size
p× p and Cm−11 is nonsingular;
2. C¯m := QTCmQ =

 C
m
1 0p×s C
m
5
0s×p Cm6 0s×(r−s)
(Cm5 )
T 0(r−s)×s 0r−s

 such that Cm1 is a p×p
symmetric matrix, Cm6 is a nonsingular diagonal matrix of size s×s, s ≤ r,
Cm5 is a p× (r − s) matrix if s < r and does not exist if s = r; p+ r = n.
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Proof. We prove inductively step by step on the number m of matrices.
1. The case m = 2 has been stated in Lemma 3 and proved in [11] with
Q = U and µ = (1) ∈ R1.
2. We therefore begin with m = 3 to consider the matrices C1, C2, C3.
If C1 and C2 are SDC then, by Lemmas 3 and 4, there is a nonsingular
matrix Q1 such that
C¯1 := QT1 C
1Q1 = diag(Cˆ
1
1 , 0r1) and Cˆ
2 := QT1 C
2Q1 = diag(Cˆ
2
1 , Cˆ
2
6 , 0r1−s1),
where Cˆ11 , Cˆ
2
1 are diagonal of size p1 × p1, Cˆ26 is nonsingular diagonal
of size s1 × s1, Cˆ11 is nonsingular. It may happen that r1 = s1, then
Cˆ2 = diag(Cˆ21 , Cˆ
2
6 ). Suppose that
Cˆ11 = diag(α1, α2, . . . , αp1) and Cˆ
2
1 = diag(β1, β2, . . . , βp1)
where αj 6= 0, j = 1, 2, . . . , p1, since Cˆ11 is nonsingular. Let
µ1 = max
1≤j≤p1
{∣∣∣∣βjαj
∣∣∣∣+ 1
}
. (8)
Then µ1Cˆ
1
1 + Cˆ
2
1 = diag(µ1α1 + β1, . . . , µ1αp1 + βp1) is a nonsingular
diagonal matrix of size p1 × p1. Indeed, if there is an index j such that
µ1αj + βj = 0, then |µ1| = |βj
αj
|. This contradicts the definition of µ1.
Let r2 = r1 − s1, p2 = p1 + s1, C11 = diag(Cˆ11 , 0s1), C21 = diag(µ1Cˆ11 +
Cˆ21 , Cˆ
2
6 ), we now have
C¯1 = QT1 C
1Q1 = diag(C
1
1 , 0r2), C¯
2 = QT1 (µ1C
1 + C2)Q1 = diag(C
2
1 , 0r2)
such that C21 is diagonal nonsingular and µ = (µ1, 1) ∈ R2.
For C3, let Cˆ3 := QT1 C
3Q1 and decompose it
Cˆ3 = QT1 C
3Q1 =
(
M31 M
3
2
(M32 )
T M33
)
such that M31 has size p2 × p2, M33 is of size r2 × r2 and M32 is a p2 × r2
matrix. We note that Cˆ3 is symmetric so areM31 ,M
3
3 . The following cases
are all possibilities.
Case 1: M33 is diagonal and nonsingular.
In this case, we define U1 =
(
Ip2 0
−(M33 )−1(M32 )T Ir2
)
then
UT1 Cˆ
3U1 =
(
M31 −M32 (M33 )−1(M32 )T 0
0 M33
)
.
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SetQ = Q1U1 we have C¯
3 = QTC3Q =
(
M31 −M32 (M33 )−1(M32 )T 0p2×r2
0r2×p2 M
3
3
)
.
C¯3 is now of the desired form with C31 = M
3
1 −M32 (M33 )−1(M32 )T and
C36 =M
3
3 . In this case, C
m
5 does not exist.
Case 2: M33 is diagonal and singular. Then there is always a nonsingular
matrix P such that PTM33P = diag(C
3
6 , 0r2−s2), where C
3
6 is a nonsingu-
lar s2 × s2 diagonal matrix. Let U1 =
(
Ip2 0
0 P
)
then C˜3 := UT1 Cˆ
3U1 =(
M31 M
3
2P
PT (M32 )
T PTM33P
)
is a symmetric matrix. We make a new partition
of C˜3 to include C36 as C˜
3 = UT1 Cˆ
3U1 =

 M
3
1 C
3
4 C
3
5
(C34 )
T C36 0s2×(r2−s2)
(C35 )
T 0(r2−s2)×s2 0r2−s2

 ,
where C34 , C
3
5 are matrices of size p2 × s2, p2 × (r2 − s2), respectively.
Define U2 =

 Ip2 0 0−(C36 )−1(C34 )T Is2 0
0 0 Ir2−s2

 we will have
C¯3 = UT2 C˜
3UT2 =

M
3
1 − C34 (C36 )−1(C34 )T 0 C35
0 C36 0
(C35 )
T 0 0

 .
Now let C31 =M
3
1 −C34 (C36 )−1(C34 )T to have the proof with Q = Q1U1U2.
In this case C35 exists.
Case 3: M33 is not diagonal. Since M
3
3 is symmetric, there always exists
an orthogonal matrix P such that PTM33P = diag(C
3
6 , 0) is a spectral
decomposition of M33 , where C
3
6 is a nonsingular diagonal matrix of di-
mension s2 ≤ r2. Let U1 = diag(Ip2 , P ), we then can write
C˜3 = UT1 Cˆ
3U1 =

 M
3
1 C
3
4 C
3
5
(C34 )
T C36 0s2×(r2−s2)
(C35 )
T 0(r2−s2)×s2 0r2−s2

 ,
where s2 ≤ r2. Let U2 =

 Ip2 0 0−(C36 )−1(C34 )T Is2 0
0 0 Ir2−s2

 we have
C¯3 = UT2 C˜
3U2 =

M
3
1 − C34 (C36 )−1(C34 )T 0p2×s2 C35
0s2×p2 C
3
6 0s2×(r2−s2)
(C35 )
T 0(r2−s2)×s2 0r2−s2

 .
In this case we define C31 = M
3
1 − C34 (C36 )−1(C34 )T and Q = Q1U1U2. If
s2 = r2 then C
3
5 does not exist.
We note that in all above three cases we always have
QTC1Q = C¯1 and QTC2Q = C¯2.
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3. We now consider the case m = 4 such that C1, C2, C3 are SDC. Then the
following conclusions hold.
• C1, C2 are SDC.
Then using the case m = 3, there exist a nonsingular matrix Q1 and
a number µ1 ∈ R such that
Cˆ1 = QT1 C
1Q1 = diag(Cˆ
1
1 , 0r2), Cˆ
2 = QT1 (µ1C
1+C2)Q1 = diag(Cˆ
2
1 , 0r2),
Cˆ3 := QT1 C
3Q1 =

 Cˆ
3
1 0p2×s2 C
3
5
0s2×p2 C
3
6 0s2×(r2−s2)
(C35 )
T 0(r2−s2)×s2 0r2−s2

 ,
such that Cˆ11 is diagonal, Cˆ
2
1 , C
3
6 are diagonal nonsingular, Cˆ
3
1 is
symmetric;
• C1, C2, C3 are SDC if and only if Cˆ1, Cˆ2, Cˆ3 are SDC;
Indeed, if C1, C2, C3 are SDC by a nonsingular matrix K, then
Cˆ1, Cˆ2, Cˆ3 are SDC by Q−11 K. Conversely, if Cˆ
1, Cˆ2, Cˆ3 are SDC
by a matrix H, then C1, C2, C3 are SDC by Q1H.
• If Cˆ1, Cˆ2, Cˆ3 are SDC, then
(i) Cˆ2, Cˆ3 are SDC, and by Lemma 4, C35 is zero or does not exist.
(ii) Cˆ11 , Cˆ
2
1 , Cˆ
3
1 are SDC by Lemma 5. Then there is a nonsingular
matrix P1 such that
PT1 Cˆ
1
1P1 = C¯
1
1 , P
T
1 Cˆ
2
1P1 = C¯
2
1 , P
T
1 Cˆ
3
1P1 = C¯
3
1
are all diagonal.
Let Q2 =
(
P1 0
0 Ir2
)
we will have that QT2 Cˆ
1Q2, Q
T
2 Cˆ
2Q2, Q
T
2 Cˆ
3Q2 are
all diagonal. Set Q3 = Q1Q2 then
C˜1 = QT3 C
1Q3 = diag(C¯
1
1 , 0r2),
C˜2 = QT3 (µ1C
1 + C2)Q3 = diag(C¯
2
1 , 0r2),
C˜3 = QT3 C
3Q3 = diag(C¯
3
1 , C
3
6 , 0r2−s2),
such that C¯21 , C
3
6 are nonsingular diagonal. Suppose
C¯21 = diag(η1, η2, . . . , ηp2) and C¯
3
1 = diag(γ1, γ2, . . . , γp2)
where ηj 6= 0, j = 1, 2, . . . , p2, since C¯21 is nonsingular. We now define
µ2 = max
1≤j≤p2
{∣∣∣∣γjηj
∣∣∣∣+ 1
}
.
By the same argument as above, the matrix
µ2C¯
2
1 + C¯
3
1 = diag(µ2η1 + γ1, . . . , µ2ηp2 + γp2)
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is nonsingular diagonal of size p2 × p2.
Let r3 = r2 − s2, p3 = p2 + s2, C11 = diag(C¯11 , 0s2), C21 = diag(C¯21 , 0s2) and
C31 = diag(µ2C¯
2
1 + C¯
3
1 , C
3
6 ) we will have
C¯1 = QT3 C
1Q3 = diag(C
1
1 , 0r3), C¯
2 = QT3 (µ1C
1 + C2)Q3 = diag(C
2
1 , 0r3),
C¯3 = QT3 (µ2(µ1C
1 + C2) + C3)Q3 = diag(C
3
1 , 0r3)
such that C31 is diagonal nonsingular and µ = (µ1, µ2, 1) ∈ R3.
Now for C4 we make a partition of QT3 C
4Q3 as
QT3 C
4Q3 =
(
N41 N
4
2
N43 N
4
4
)
such that N41 and N
4
4 are symmetric matrices of size p3 × p3 and r3 × r3,
respectively. Now using the same arguments as in case m = 3, we will
have a nonsingular matrix R such that C¯i = RT C¯iR for all i = 1, 2, 3.
Specifically, R = U1 in Case 1, R = U1U2 in Case 2 and Case 3. Then the
matrix Q = Q3R will be the one we need to find and µ = (µ1, µ2, 1) ∈ R3.
4. Continue the process by using the same arguments as the case m = 4 we
will obtain the desired proof.
We are now ready to present the main result of this section. As seen in
the proof of Lemma 6 that the matrices C1, C2, . . . , Cm are SDC if and only
if C¯1, C¯2, . . . , C¯m are SDC. Therefore, we need only to present the SDC of
C¯1, C¯2, . . . , C¯m.
Theorem 2. Let C1, C2, . . . , Cm be a singular collection and C¯1, C¯2, . . . , C¯m
are defined as in Lemma 6. Then C¯1, C¯2, . . . , C¯m are SDC if and only if
C11 , C
2
1 , . . . , C
m
1 are SDC and C
m
5 = 0 or does not exist.
Proof. We suppose first that C11 , C
2
1 , . . . , C
m
1 are SDC by P and C
m
5 = 0 or does
not exist. Let H = diag(P, Is, Ir−s) if r > s and H = diag(P, Is) if r = s, we
observe that C¯1, C¯2, . . . , C¯m are now SDC by H.
For the converse, we suppose that C¯1, C¯2, . . . , C¯m−1, C¯m are SDC. Then
C¯m−1, C¯m are, of course, SDC. By Lemma 4, Cm5 = 0 is zero or does not exist.
Now using Lemma 5 we have that C11 , C
2
1 , . . . , C
m
1 are SDC.
We give the following example for illustration the results of this section.
Example 4. We consider the following singular collection of three matrices
C1 =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 , C2 =


0 0 0 0
0 1 0 0
0 0 14 0
0 0 0 0

 , C3 =


5 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1

 .
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Here C1, C2 are already diagonal (so Q1 = I) with Cˆ
1
1 = diag(1), Cˆ
2
1 =
diag(0), Cˆ26 = diag(1,
1
4 ).We have µ1 = 1 and diag(µ1Cˆ
1
1+Cˆ
2
1 , Cˆ
2
6 ) = diag(1, 1,
1
4 ),
Cˆ3 = C3 =
(
M31 M
3
2
(M32 )
T M33
)
, where M31 =

5 0 00 1 1
0 1 1

 ,M32 =

10
0

 and
M33 = (1). Let U1 =
(
I3 0
−(M33 )−1(M32 )T 1
)
=


1 0 0 0
0 1 0 0
0 0 1 0
−1 0 0 1

 then C¯3 =
UT1 Cˆ
3U1 =


4 0 0 0
0 1 1 0
0 1 1 0
0 0 0 1

 such that C31 =

4 0 00 1 1
0 1 1

 , C36 = (1). Define Q =
Q1U1 = U1 we then have C¯
1 = QTC1Q = diag(1, 0, 0, 0) = diag(C11 , 0), C¯
2 =
QT (µ1C
1+C2)Q = diag(1, 1, 14 , 0) = diag(C
2
1 , 0), C¯
3 = QTC3Q = diag(C31 , C
3
6 )
and C35 does not exist. Using Theorem 1 we can check that C
1
1 , C
2
1 , C
3
1 are SDC
by a congruence matrix P =

1 0 00 1 1
0 −1 4

 . Using Theorem 2, the matrices
C¯1, C¯2, C¯3 are SDC by a congruence matrixH = diag(P, I1) =


1 0 0 0
0 1 1 0
0 −1 4 0
0 0 0 1

 .
Indeed,HT C¯1H = diag(1, 0, 0, 0), HT C¯2H = diag(1, 54 , 5, 0), H
T C¯3H = diag(4, 0, 25, 1).
The given matrices C1, C2, C3 are therefore SDC by a congruence matrix K =
QH. Indeed, we haveKTC1K = HT C¯1H = diag(1, 0, 0, 0),KTC2K = HT (C¯2−
C¯1)H = diag(0, 54 , 5, 0),K
TC3K = HT C¯3H = diag(4, 0, 25, 1).
4 Applications
4.1 Quadratically constrained quadratic programming (QCQP)
(QCQP) has the following formulation with m specifying the number of con-
straints.
(Pm)
λ∗ = min xTQ0x+ qT0 x
s.t. xTQix+ q
T
i x+ ai ≤ 0, i = 1, 2, . . . ,m,
where Qi ∈ Rn×n are symmetric matrices, qi ∈ Rn and ai ∈ R.
If m = 1 and Q1 ≻ 0, (P1) is then referred as the trust region subproblem
(TRS). See a review paper by Yuan [27, 2015].
If m = 2 and Q1 ≻ 0, Q2  0, (P2) is called the CDT problem posed by
Celis, Denis, Tapia [7, 1985].
Both (TRS) and (CDT) can be solved in polynomial time, despite of the
(possibly) non-convex objective function (Q0 may be indefinite). For polynomial
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solvability of (CDT), the results are rather recent. Please refer to Bienstock [3,
2016]; Sakaue et al. [21, 2016]; and Consolini and Locatelli [8, 2017].
In general, (QCQP) is NP-hard even when Q0 has just one negative eigen-
value and Q1 = Q2 = · · · = Qm = 0 [20].
Suppose the matrices Q0, Q1, . . . , Qm are SDC. Then there is a nonsingular
matrix P such that
PTQiP = diag(α
i
1, . . . , α
i
n).
Let x = Py be a change of variables, where x = (x1, x2, . . . , xn)
T , y = (y1, y2, . . . , yn)
T .
The quadratic forms xTQix then become the sums of squares
xTQix = y
TPTQiPy =
n∑
j=1
αijy
2
j .
If (Pm) is a homogeneous QCQP problem, i.e., qi = 0, i = 0, 1, . . . ,m, let
zj = y
2
j , (Pm) is then reduced to a linear programming problem
(Pm)
λ∗ = min
∑n
j=1 α
0
jzj
s.t.
∑n
j=1 α
i
jzj + ai ≤ 0, i = 1, 2, . . . ,m,
zj ≥ 0, j = 1, 2, . . . , n.
If (Pm) is nonhomogeneous, it is equivalently written as
(Pm)
λ∗ = min
∑n
j=1 α
i
jy
2
j + (P
T q0)
T y
s.t.
∑n
j=1 α
i
jy
2
j + (P
T qi)
T y + ai ≤ 0, i = 1, 2, . . . ,m.
Let αi = (α
i
1, . . . , α
i
n)
T , ξi = P
T qi and set y
2
j = zj, j = 1, 2, . . . , n, we rewrite
(Pm) as follows
(Pm)
λ∗ = min αT0 z + ξ
T
0 y
s.t. αTi z + ξ
T
i y + ai ≤ 0, i = 1, 2, . . . ,m,
y2j = zj, j = 1, 2, . . . , n.
However, the constraints y2j = zj are not convex. We relax them to be y
2
j ≤
zj, j = 1, 2, . . . , n, (Pm) is then relaxed to a convex second-order cone program-
ming (SOCP) problem
(Qm)
γ∗ = min αT0 z + ξ
T
0 y
s.t. αTi z + ξ
T
i y + ai ≤ 0, i = 1, 2, . . . ,m,
y2j ≤ zj, j = 1, 2, . . . , n.
(Qm) is a convex problem and it can be solved efficiently in polynomial time
by interior point methods [2]. However, because of the relaxations y2j ≤ zj, j =
1, 2, . . . , n, it may happen that λ∗ > γ∗. Even if (Pm) attains, (Qm) may not.
This raises an interesting question how to use (Qm) for solving (Pm)? In any
case, (Qm) provides a lower bound for (Pm), which can incorporate with a
branch and bound method for solving (Pm).
Let us take the matrices Q0 = C
1, Q1 = C
2, Q2 = C
3 in Example 1 and
q0 = (1,−1, 0)T , q1 = q2 = 0, a1 = a2 = 0 to see how SDC can help solve a
QCQP.
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Example 5.
(P2)
min x21 + 6x1x2 − 4x1x3 + 16x22 − 20x2x3 + 6x23 + x1 − x2
s.t. −3x22 + 4x2x3 − x23 ≤ 0,
−x21 − 6x1x2 + 4x1x3 − 5x22 + 8x2x3 − 3x23 ≤ 0.
As seen, Q0, Q1, Q2 are SDC with a congruent matrix P =

1 2 10 0 1
0 1 2

 such
that PTQ0P = diag(1, 2,−1), PTQ1P = diag(0,−1, 1), PTQ2P = diag(−1, 1, 0).
Let x = Py, then (P2) becomes
(P2)
min y21 + 2y
2
2 − y23 + y1 + 2y2
s.t. −y22 + y23 ≤ 0,
−y21 + y22 ≤ 0.
Due to the simple format of (P2), ir can be directly solved with the optimal
value −9
8
at optimal solutions
(
−3
4
,−3
4
,−3
4
)T
and
(
−3
4
,−3
4
,
3
4
)T
.
4.2 Sum-of-ratios problems
Consider the sum-of-ratios problem
(Rm) max
x∈Rn\{0}
{
xTA1x
xTB1x
+
xTA2x
xTB2x
+ . . .+
xTAmx
xTBmx
}
, (9)
where Ai, Bi ∈ Rn×n are symmetric with Bi ≻ 0. If Bi = I, (9) is called the
sum of Rayleigh quotients. If Bi 6= I, (9) is the sum of generalized Rayleigh
quotients. The Rayleigh quotient has important applications in eigenvalues of
matrices and many others. See, for example, [23] and the references therein.
Ifm = 1, problem (R1) is simply finding the maximum generalized eigenvalue
of the pair (A1, B1) [13]. When m > 1, (Rm) is difficult for it possesses many
local critical points, see Example 3.1 in [26] for a special case of (R2). There
have been some studies of (R2), for example Zhang [26, 2013], Bong et al. [19,
2016], Wang et al. [28, 2019]. So far, (Rm) is still an open problem for m > 1.
When A1, A2, . . . , Am, B1, B2, . . . , Bm are SDC by P :
PTAiP = diag(α
i
1, α
i
2, . . . , α
i
n), P
TBiP = diag(β
i
1, β
i
2, . . . , β
i
n), i = 1, 2, . . . ,m.
By x = Py, zj = y
2
j , (Rm) is reduced to maximizing the sum of linear ratios
(Rm) max
z≥0,z 6=0
m∑
i=1
(αi)T z
(βi)T z
,
where z ≥ 0 means that zj ≥ 0 for all j = 1, 2, . . . , n.
Wang et al. [28] showed that the case (R2) can now be equivalently trans-
ferred to a linear programming problem. However, the case (Rm) with m ≥ 3
can only be solved approximately by numerical algorithms [10, 17, 22, 4] so far.
19
5 Concluding remarks
This paper completely answers the open question posted by Hiriart-Urruty [15,
2007] regarding the necessary and sufficient SDC conditions for a collection of
any number of real symmetric n × n matrices. The results also indicate that
if there are matrices Cl, Ck in the nonsingular collection ( respectively, Cl1, C
k
1
in the singular collection) such that (Cl)−1Ck (respectively, (Cl1)
−1Ck1 ) has n
distinct eigenvalues and Ci(Cl)−1Ck (respectively, Ci1C
l
1)
−1Ck1 ), i 6= k are sym-
metric, the collection can be simultaneously diagonalized efficiently. Otherwise,
to create an algorithm for SDC of real matrices, there are still some interesting
issues to be addressed. For example, which matrix in the collection satisfying
the first statement will also satisfy the third statement of Theorem 1?
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