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Abstract The Industry 4.0 paradigm promises shorter
development times, increased ergonomy, higher flexibil-
ity, and resource efficiency in manufacturing environ-
ments. Collaborative robots are an important tangible
technology for implementing such a paradigm. A ma-
jor bottleneck to effectively deploy collaborative robots
to manufacturing industries is developing task planning
algorithms that enable them to recognize and natu-
rally adapt to varying and even unpredictable human
actions while simultaneously ensuring an overall effi-
ciency in terms of production cycle time. In this con-
text, an architecture encompassing task representation,
task planning, sensing, and robot control has been de-
signed, developed and evaluated in a real industrial en-
vironment. A pick-and-place palletization task, which
requires the collaboration between humans and robots,
is investigated. The architecture uses AND/OR graphs
for representing and reasoning upon human-robot col-
laboration models online. Furthermore, objective mea-
sures of the overall computational performance and
subjective measures of naturalness in human-robot col-
laboration have been evaluated by performing exper-
iments with production-line operators. The results of
this user study demonstrate how human-robot collabo-
ration models like the one we propose can leverage the
flexibility and the comfort of operators in the work-
place. In this regard, an extensive comparison study
among recent models has been carried out.
1Corresponding author’s email: kourosh.darvish@gmail.com
All the authors are with the Department of Informatics, Bio-
engineering, Robotics, and Systems Engineering, University
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Fig. 1: The target application at a Schaeffler plant with
production-line operators performing part inspection
and palletization (image courtesy of Schaeffler Group).
Keywords Human-Robot Collaboration; Industry
4.0; Collaborative Robot; Task Planning; AND/OR
graph.
1 Introduction
Robots have been used in manufacturing industries
from the late 1960s. Industrial robots are very efficient
when performing repetitive tasks with high accuracy,
and are ideally suited for high volume and low mix
production. Between 2018 and 2021, it is estimated
that almost 2.1 million new industrial robots are be-
ing installed in factories around the world [1]. However,
most of the industrial robots are physically separated
from human workers by fences and tasks are organized
such that to have separate workspaces for humans and
robots. These limits pave the way for the introduction
of collaborative robots.
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A collaborative robot or cobot is a robot intended to
interact with humans in a shared workspace [2]. Cobots
can act as co-workers alongside humans in many appli-
cations such as manufacturing assembly lines, or logis-
tics. Cobots in the literature date back to pioneering
work described in [3] as a result of a General Motors
backed initiative to find a way to make robots or robot-
like equipment safe enough to team with people. In
manufacturing industries, cobots can reduce the phys-
ical and cognitive stress of human operators in the as-
sembly line, and simultaneously improve quality, pro-
ductivity and safety [4]. This is a key issue, since ac-
cording to statistics from the Occupational Safety and
Health Department of the US Department of Labour,
more than 30% of European manufacturing operators
are affected by lower back pain, leading to enormous so-
cial and economic costs [5]. Hence, ergonomy is a major
motivating factor for studying human-robot collabora-
tion (HRC) from an industrial point-of-view. Further-
more, with collaborative robots we combine the best of
both worlds: precision, speed and efficiency of robots
with human-like cognitive capabilities and dexterity in
dynamic environments.
Deploying human-robot collaboration in industrial
assembly tasks is a challenging problem as human oper-
ators can introduce potential non-determinism by their
actions as the task progresses. Robots need to be able
to plan complex sequences of actions, which involve col-
laboration and common goals with human operators or
other robots [6]. Furthermore, an optimal task sharing
between the human and the robot counterparts is essen-
tial for collaboration. Ideally, when a certain freedom
in task allocation is possible, it has been argued that
human satisfaction levels are higher when they have
the freedom to choose the tasks to perform [7]. Con-
sequently, an optimal and efficient task representation,
task allocation and task planning framework is of the
utmost importance. Furthermore, in order to enforce an
effective collaboration, human operators need to trust
their robot partners to operate in a safe and efficient
manner. There is apprehension among workers in the in-
dustry to allow for workspace and task sharing as swift
and unpredictable robot motions in close proximity gen-
erate fear in human operators [8]. Hence, the need arises
to perform experimental studies whereby factory work-
ers operate in close proximity to robots, which may also
involve physical interaction [9,10]. These aspects repre-
sent the main motivations for this paper.
The application targeted here is the collaborative
human-robot palletization of automotive wheel-bearing
parts, as shown in Figure 1. Pallets are stacked one
over another into a packaging box. Human operators
receive the part on a conveyor from the previous stage
of the production line. Then, they perform tactile in-
spection on both sides of the part to detect sharp edges
or burrs, as well as visual inspection for scratches and
defects on the polished surface. In case of presence of oil
or dirt, they clean the part before placing it inside the
pallet. Once the pallet is complete, information regard-
ing part number, date, and time are logged and placed
in the pallet, another pallet is placed above the pre-
vious one, and the process is repeated. Human errors,
such as missing defects during visual or tactile inspec-
tion or forgetting to correctly log details can happen
due to enduring physical and mental stress. More im-
portantly, the repetitive bend-pick-place sequence can
cause fatigue conditions [11]. This situation may also
result in gender bias, as it might be prohibitive to em-
ploy women for such roles. For these reasons, a collab-
orative robot is proposed to perform the palletization
task after human operators inspect the part, i.e., they
conduct part inspection and place it to a designated
pickup location. The collaborative robot, equipped with
a gripper and a vision system, recognizes the part and
performs the palletization. For various reasons, during
robot motion, human operators must be able to stop
the robot by force-contact and to perform the palleting
task themselves.
A flexible task allocation and planning framework
to properly allocate tasks between humans and robots,
as well as to sequence them, is necessary. This leads to
a more precise definition of the functional objectives of
this paper:
F1 Design a modular and adaptive software architec-
ture for collaborative robots, which attempts to op-
timize the following performance metrics:
(a) Process-centered : The architecture must at-
tempt at minimizing the overall cycle time, i.e.,
the total time from the beginning to the end of
the process.
(b) Human-centered : The architecture must be flex-
ible, i.e., human operators must not be forced
to carry out a strictly predefined sequence of ac-
tions, but should be allowed to choose an ac-
tion to perform online, whereas the collabora-
tive robot should be able to adapt reactively. It
should also ensure ergonomy so that human op-
erators avoid the picking and placing of heavy
parts.
F2 Incorporate a pseudo-linguistic or symbolic commu-
nication level between human operators and robots,
such that it enables a bi-directional and intuitive
interaction.
F3 Study the trade-off between the expressivity of the
employed formalisms and the associated computa-
tional performance, as the system is expected to
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support human-robot collaboration in a real pro-
duction line.
This paper is organized as follows. Section 2 sum-
marizes the state-of-art in task planning for human-
robot collaborative manufacturing and highlights our
contributions in the context of current and related re-
search. The proposed architecture and the theoretical
formalism regarding task representation and task plan-
ning are presented in Section 3. Experimental results
are reported in Section 4, and finally summarized in
the Conclusions (Section 5).
2 Background
The work presented in this paper touches upon differ-
ent aspects of HRC architectures, namely task repre-
sentation, task planning and task allocation integrated
with motion planning and natural interfaces for human-
robot collaboration. In this Section, we discuss relevant
approaches discussed in the literature.
In the paragraphs that follow and throughout the
paper, we refer to human operators or robots indiffer-
ently as agents. In human-robot collaboration scenarios,
all the involved agents can have a shared plan to achieve
a common goal. Hence, it is necessary for the agents to
recognize the intentions of the other agents involved
in the cooperation. The objective of task allocation in
HRC is to suitably distribute the tasks to be carried out
among the robot and the human operator while consid-
ering their capabilities in order to improve work qual-
ity [12]. Such a problem has been investigated in vari-
ous scenarios such as manufacturing, healthcare, space
missions and in the military sector [13]. The impact of
task allocation on the performance of human operators
has been studied by Gombolay et al. [14]. They argue
that the highest human satisfaction levels are reached
when human operators have the freedom to choose the
tasks, and the overall performance of the team is high.
Results show that human operators prefer autonomous
task allocation as provided by the robot while at the
same time retaining some level of partial authority over
the collaboration process. Hence, in a HRC scenario, it
is important to understand that the robot must ensure
an efficient task allocation, and simultaneously allow-
ing human operators to exert a freedom of choice. In
the literature, the task allocation problem has been ad-
dressed as a multi-objective optimization problem with
constrained resources [15], [16], [17]. These stochastic
approaches optimize certain metrics such as the cy-
cle time, human- or robot-related costs, idle time as
well as the human cognitive load [6], [18], [19]. For in-
stance, in [17] a multi-objective optimization formula-
tion based on production volumes is used, and the allo-
cation is based on the minimum expected total produc-
tion cost calculated through demand forecasting tech-
niques. Similarly, in [20] the problem is modelled as a
mixed integer linear programming (MILP) formulation
to produce feasible schedules satisfying temporal and
spatial constraints. The approaches in [6], [16], [21] are
performed offline, whereas those in [22], [18] are exe-
cuted online. As observed in [13], a robust and dynamic
task allocation, claimed to be scalable to large assem-
bly processes, is limited to research and still under-
development. In this paper, to optimize for run-time
performance, we have used a fixed task allocation solu-
tion based on the capabilities of each agent.
In a goal-oriented cooperation task, it has been ar-
gued that there is greater acceptance and better task
performance among human operators when they can
understand, explain, and predict robot behaviors [23].
Therefore, it is necessary to model the peculiar sequence
of actions performed by human operators online, and
provide robots with the capability to reactively adapt
to operator actions [24]. These peculiar sequences of
tasks or actions can be represented as graph- or tree-
like structures. The recognition of operator actions can
be performed upon completion, which incurs delays in
the process or can be predicted online for the sake of
efficiency. However, the latter approach may cause dis-
ruption in the process in case of mispredictions. Markov
Decision Processes (MDPs) have been used in [25], [26]
to enforce adaptation to human workers online. How-
ever, among different task representation approaches,
those based on AND/OR graphs and Task Networks
(TNs) explicitly consider efficiency and predictability
at the representation level [18], [27]. Behavior Trees
(BTs) are another popular approach for task represen-
tation. BTs are a very efficient way to develop software
architectures for robots, which are both modular and
reactive [28], [29], [30], [31]. For instance, CoSTAR [32]
is a research project exploring BTs with collaborative
robots for HRC. The use of BTs is intended towards
the execution of general-purpose actions that may be
learned or planned. However, BT engines are complex
to implement and, in general, they do not offer much
advantages over other control architectures when the
robot is operating in a structured environment [33].
In this paper, we develop on previous work described
in [21] and [18] to represent the cooperation task as an
AND/OR graph.
For seamless integration of human operator and
robot actions to be performed in a well-defined tem-
poral sequence, a reliable and efficient task planner is
crucial. A vast number of studies have been carried out
to investigate the role of task planning in HRC [21], [6],
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[34], [35], [36], [37], [38], [39] [9]. As noted by a recent
review on task planning in HRC by Pinto et al. [13], we
can distinguish between three major abstraction levels:
system level, team level and agent level. At the system
level, teams of human operators and robots are formed,
and the overall sequence of tasks and resources are dis-
tributed among them. At the team level, the opera-
tor and the robot must collaborate with each other to
complete a given task. Finally, the agent level planner
maps the team level planning to a level of abstraction
above the hardware (and therefore directly addressing
robot sensors and actuators). The planning strategies
can either take into account certain preferences from
human operators in order to provide a suitable sequence
of optimal actions online leading to the cooperation
goal [40], [41], [37], [38], [18] or offline [6], [35], [42]. For
the latter case, Johannsmeier and Haddadin [6] propose
a multi-agent hierarchical human-robot team approach.
The tasks are modelled using an AND/OR graph. The
team level planner produces task sequences for every
agent via an A∗ graph search induced by the AND/OR
graph. Each agent implements its modular skills via hi-
erarchical and concurrent state machines in order to
map abstract task descriptions to the subsequent real-
time level. However, a noticeable limitation of that ap-
proach is that only the agent level (responsible for real
time operations) is online, whereas the rest of the pro-
cess is offline, i.e., it is a static architecture based on
AND/OR graphs. Similarly, Hawkins et al. [35] propose
a fixed-task duration AND/OR graph with the goal of
anticipating collaborative actions in presence of uncer-
tain sensing or task ambiguity. The interaction can be
improved if human preferences are known or can be
inferred, e.g., through direct communication or learned
through experience. When preferences are known a pri-
ori, plans can be formulated as an optimization prob-
lem. Wilcox et al. [40] devise an algorithm that takes
as input a Simple Temporal Problem with Preferences
(STPP), which encloses the variables, constraints, pref-
erences and the optimization function. The outcome is
a dispatchably optimal form of the STPP, where each
executable event is assigned with a time within speci-
fied time bounds and the preference function is maxi-
mized. As anticipated above, instead of coding human
preferences beforehand, they can also be learnt from
experience. Agostini et al. [41] approach the problem
by using a STRIPS-like planner [43] that is constantly
refined by a decision-making algorithm. It is up to the
human to play the role of supervisor, in the case of fail-
ure in the planning decisions. Similarly, Markov models
are used in [36], [37] to model human and robot be-
haviors with the goal of anticipating human actions to
complete the task. Finally, task allocation and planning
can be modified online by acquiring human preferences
via speech, gestures or other user interfaces. In [38], the
authors propose a hierarchical task planner that can be
adapted online through speech and gestures. These sig-
nals are fused to recognize human intentions on the fly,
and therefore they are suitable for action replanning.
Furthermore, in [21] and [18] a framework representing
the tasks as AND/OR graphs allowing for online adap-
tation is presented. This enables a human operator to
choose freely among a number of alternatives to per-
form a task. Human preferences are acquired through
gesture recognition via wearable devices [44, 45]. This
framework was validated using a human operator and
a Baxter-dual arm manipulator performing turn taking
actions in any allowed sequence.
3 System’s Architecture
3.1 Rationale
The overall structure of the system we propose is based
on a modular, hybrid reactive-deliberative architec-
ture, which is conceptually sketched in Figure 2. The
workflow is organised into two phases, namely the of-
fline phase and the online phase. The offline phase
is related to the teaching of safe way points for the
robot in the manufacturing work-cell. This process is
application-dependent and may be done by a robot pro-
grammer using the robot teach-pendant [46], Program-
ming by Demonstration (PbD) [47] or Offline Program-
ming (through CAD-based simulations) [48], or even
using End User Development (EUD) techniques [29]. In
this paper, we use PbD techniques, in particular kines-
thetic teaching wherein the robot programmer physi-
cally guides the robot in performing the skill [49], [45].
However, other approaches would be equally legitimate.
The online phase has three layers, namely the repre-
sentation layer shown in blue in Figure 2, the perception
layer in orange and the action layer in green. The repre-
sentation layer maintains all the necessary information
regarding the overall cooperation process in the Task
Representation module. It is also responsible for task
allocation, planning and execution via the Task Man-
ager module. The perception layer, comprising of the
Object Pose Recognition module, recognizes objects to
grasp in the workspace and provides the object pose to
the interface layer. The action layer consists of the Hu-
man Interface, the Robot Interface and the Knowledge
Base modules. The Human Interface is responsible for
suggesting actions to the human operator via a Graph-
ical User Interface (GUI) and waiting for the response
from either the perception layer or the GUI. Similarly,
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Fig. 2: A graphical description of the overall architec-
ture showing the various modules and data flow.
the Robot Interface generates joint trajectories and seri-
alizes the execution of the commanded robot actions to
the Robot Controller. The latter sends low-level joint
trajectory commands to the robot and continuously
monitors joint states. The architecture reliably handles
messages between modules and the interaction between
them is necessary for the overall operation.
The layered framework serves as a way of abstract-
ing the complexity at the lowest level of robot action
execution from human operator actions via the rep-
resentation layer. The Task Representation and Task
Manager modules are extended from the previous work
on the FlexHRC framework by Darvish et al. [21].
The Task Representation module maintains knowledge
about all possible states and the transitions between
states modelling cooperative tasks. The module also
defines how an HRC process can progress by provid-
ing suggestions to the human operator or the robot
about the next action to carry out. Cooperation models
are represented using AND/OR graphs [50], [21], as de-
scribed in Section 3.2. The Task Manager operates on
the graph via an ad hoc online traversal procedure to
determine the most appropriate sequence of actions to
ground the cooperation on, based on the graph struc-
ture. In order to generate the next optimal action, the
Task Manager must be informed when the previous ac-
tion is completed successfully or unsuccessfully by the
action layer. However, there is an important difference
between the two loops involving Task Manager with
Human Interface and Robot Interface, respectively. In
the first case, the Task Manager merely suggests the
next action to the human operator, leaving them free
to execute it or not, therefore taking into account objec-
tive F1, whereas in the second case it imposes the next
action for the robot to perform. Furthermore, the Task
Manager does not have access to low level robot tra-
jectory planning and internal parameters in the Robot
Interface, as we employ a modular component-based
software architecture using the Robot Operating System
(ROS) as our middleware (objective F1) [51]. As a con-
sequence, the representation layer is robot independent,
i.e., it can be used along with any robot capable of per-
forming the desired actions. It is noteworthy that this
structure may lead to a number of issues as highlighted
in [9].
The Robot Interface maps semantic action com-
mands issued by the Task Manager to joint action com-
mands for the Robot Controller module. The main func-
tions of the Robot Interface are robot motion planning
and robot manipulation. Motion planning is the method
of breaking down a desired motion task into discrete
movements, which satisfy movement constraints and
possibly optimize some aspects of the movement [52].
In order to move the robot arm to a given position,
the individual joints or the position of the end-effector
must be controlled. In our application, the robot has
a proprietary internal controller, which accepts either
joint trajectory set-points q [53] or joint velocity set-
points q˙. As anticipated above, safe waypoints between
the grasp and the goal locations are taught to the robot
by an expert through kinesthetic teaching [49] in the of-
fline phase and stored as joint positions in the Knowl-
edge Base. The Robot Interface chooses the joint posi-
tions corresponding to the semantic action commands
from the Knowledge Base and sends these as target po-
sitions to the Robot Controller. The Robot Controller
reads the current robot pose and interpolates poses be-
tween the current pose and the target pose using a
cubic trajectory generator and streams these poses to
the robot [53]. It is important to note that the Robot
Controller shown in Figure 2 is in fact a ROS-based
driver interacting with the internal robot controller pro-
vided by Universal Robots [54]. Safe robot trajectories
are crucial in an industrial environment and simulation
5
provides robot programmers with fast feedback on the
validity of generated robot motions. Hence, robot pro-
grammers can teach way-points to the robot and test
the overall architecture in simulation before deploying
to the real robot. This is explained in Section 4.
The Human Interface handles the information ex-
change between human operators and robots in a
pseudo multi-modal approach. The Task Manager pro-
vides the suggested action for the human operator to
the Human Interface, and the latter provides informa-
tion regarding the actions through simple messages dis-
played on a GUI. It has been shown that GUIs provide
the most effective, albeit less natural, method of in-
formation exchange between agents in factory settings
(objective F2) [55]. The Human Interface module also
interacts with the perception layer to detect the con-
clusion of an operator action.
The perception layer consists of the Object Pose
Recognition module. When a human operator delivers
the part to the robot after inspection, the part pose
(i.e., position and orientation) in world/robot frame
needs to be recognized. The task of the Object Pose
Recognition module is carried out through feature ex-
traction and 2D pose estimation. We have a closed
world assumption, i.e., when the object pose estimation
is completed and the robot has not done any action, it
implies that human operators have performed the ac-
tion themselves. This information is passed to the Task
Manager through the Human Interface module. Using
well-known hand-eye calibration techniques with fidu-
cial calibration grid [56], we transform the part pose in
camera frame to the robot frame as
robotHpart =
robotHtool.
toolHcamera.
cameraHpart, (1)
where AHB refers to the 4× 4 homogeneous transform
that multiplied for a point expressed in the frame B
transforms it in a point expressed in frame A [57]. The
robotHpart is stored in the Knowledge Base.
Additionally, the architecture also allows human op-
erators to physically collaborate and stop the robot
while it is performing the palletization of the part. Once
the robot is stopped, operators can interact with the
Human Interface module through the GUI to retrieve
the part from the robot and perform the palletization
themselves, henceforth termed as the intervention pro-
cedure. A change in the operator action is recognised
by the robot and the Task Manager reactively adapts
by commanding the robot to perform a new action.
Hence, human operators are not constrained to perform
a strictly pre-defined sequence of actions, therefore ad-
dressing objective F1(b). The intervention process is
further elaborated in Section 4.
Given the flexibility and reactive nature of our
framework, it must be re-iterated that the architec-
ture assumes that human operators are not trying to
cheat the system. Although they are given the free-
dom to perform an action or not, the system cannot
determine whether human operators perform an action
completely unrelated to the overall cooperation goal,
since we are not actively monitoring them. Admittedly,
the system is not completely fool-proof, principally due
to the avoidance of using human activity recognition
algorithms [58]. Another (practical) assumption worth
mentioning is that the pallet pose is fixed and known
a priori, thus allowing to program robot goal poses of-
fline.
3.2 Task Representation and Task Manager
As anticipated in the previous Section, the Task Rep-
resentation module encodes the cooperation task as
an AND/OR graph. In general, an AND/OR graph
is a logical representation of the reduction of prob-
lems (or goals) to conjunctions and disjunctions of sub-
problems (or subgoals). AND/OR graphs are an im-
portant tool for describing the search spaces generated
by many search problems, including those solved by
logic-based theorem provers and expert systems [59]. In
the particular case of planning in production systems,
an AND/OR graph is defined as a compact represen-
tation of all possible assembly plans of a given semi-
finished product [50]. An AND/OR graph can repre-
sent the parallel execution of assembly operations and
show the time dependence of operations that can be
executed in parallel. It is ideally suited for parallelized
multi-agent assembly. Moreover, the graph can take
non-determinism and uncertainty into consideration via
the availability of various branches leading to the de-
sired solution [35], [60], [59]. In this paper, an AND/OR
graph as described in the FlexHRC framework [21] is
adopted to design a flexible human-robot collaboration
architecture in an industrial scenario. The AND/OR
graph aids in achieving the objective F1 described in
Section 1 to allow robots to reactively adapt to human
operator actions.
More formally, an AND/OR graph G(N,H) is a
data structure where N ∈ {n1, n2, . . . n|N |} represents
the set of nodes, and H ∈ {h1, h2, . . . h|H|} signifies the
set of hyper-arcs. On a semantic level, nodes represent
a unique state related to the cooperation task, whereas
an hyper-arc represents the possible actions performed
by the agents to reach a particular state, i.e., the tran-
sitional relationships between the states connected by
that specific hyper-arc. The complete set of definitions
and symbols related to the AND/OR graph formalism
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Fig. 3: A generic AND/OR graph with 6 nodes and 3
hyper-arcs, where h1 and h2 are AND hyper-arcs while
h3 is OR hyper-arc.
is presented in Table 1. Nodes follow the classical defi-
nitions of graph-like structures: the root node is the sin-
gleton node at the top of the graph, which represents
the final goal of the cooperation process, child nodes are
nodes directly connected to another node when moving
away from the root, whereas parent nodes adhere to
the converse notion of the child node. A leaf node is a
node that has no child nodes. A hyper-arc h ∈ H in-
duces the state transition between the set of child nodes
Nc(h) and the singleton set made up of one parent node
Np(h) such that:
h : Nc(h)→ Np(h). (2)
Since the root node represents the goal state, the co-
operation process can be mapped to a graph traversal
procedure from a subset of leaf nodes to the root node
optimally. A complete discussion about the theory of
AND/OR graphs is out of the scope of this paper, and
the reader is advised to the treatment in [59]. Nodes
and hyper-arcs are associated with weights defining
the associated costs, namely (wn1 , wn2 , . . . , wn|N|) and
(wh1 , wh2 , . . . , wh|H|) for nodes and hyper-arcs, respec-
tively. Figure 3 portrays a generic AND/OR graph with
6 nodes termed nr, n1, n2, . . . , n5 and three hyper-arcs
h1, h2, h3. Node nr is the root node, while n2, n3, n4, n5
are leaf nodes. Hyper-arc h1 establishes an AND rela-
tionship between nodes n1, n2 and nr, i.e., in order to
reach nr it is necessary to have reached both n1 and n2.
It can be expressed as h1 : n1 ∧ n2 → nr, where the ∧
operator defines the AND relationship. A similar rela-
tionship holds for hyper-arc h2, which connects n1, n3
and n4 via an AND relationship. In contrast, hyper-arcs
h2 and h3 express the OR relationship between nodes
n1, n3, n4 and n5. The semantics associated with h2
and h3 is such that in order to reach node n1, either
node n5 or the couple n3 and n4 (via h2) need to be
reached first, i.e., h2 ∨ h3 : (n3 ∧ n4) ∨ n5 → n1, where
∨ operator signifies the OR relationship. Depending on
the associated weights, the graph traversal algorithm
chooses the optimal path to reach nr.
Each hyper-arc hmodels a set of actions A, where an
action a ∈ A can be performed either by a human oper-
ator, a robot, or jointly during the cooperation process.
Actions in the Task Representation module are defined
at a human-centric semantic level. In this paper, an
important assumption is that action allocation is done
offline based on the capabilities of each agent. For in-
stance, an action called inspect, which is the visual
and physical inspection of the part, is always assigned
to the human operator, while another action grasp is
assigned to the robot. If an action needs more than one
responsible agent, such an action is called joint action,
an example being handover, which involves the transfer
of the part from a giver agent to a receiver agent [61]. If
the order in which to execute actions in A is important,
A is defined as an ordered set such that:
A = (a1, . . . , a|A| ;), (3)
that is a temporal sequence is assumed in the form
a1  a2  · · ·  a|A|, where  is a precedence oper-
ator. Initially, all the actions in A are labelled as un-
finished, i.e., ¬e(a) for all a ∈ A. When an action a is
executed successfully, we label it as finished, i.e., e(a).
If all actions in A are finished, then the corresponding
h is done, which is denoted by d(h). In addition, if an
ordering is induced, d(h) holds iff the temporal execu-
tion sequence is satisfied, i.e., ∀a ∈ A, if e(a) then d(h)
holds true.
Nodes can be either solved or unsolved. A node
n ∈ N is solved when the state represented by n has
been reached, therefore denoted by s(n). The necessary
condition for s(n) is at least one hyper-arc h ∈ H to this
node, i.e., p(h) = n, and h is done; otherwise, the node
is denoted as unsolved, i.e., ¬s(n). It is noteworthy that
leaf nodes in AND/OR graphs are initialized as solved
or unsolved at the beginning of the cooperation process,
depending on the initial state of the cooperation.
Using these definitions, we introduce the notion
of feasibility of nodes and hyper-arcs. During graph
traversal, any node n ∈ N is denoted as feasible, which
is indicated as f(n), iff there is at least one solved
hyper-arc h ∈ H to it such that p(h) = n; otherwise,
n is unfeasible, which is denoted as ¬f(n). Similarly,
a hyper-arc h is feasible, i.e., f(h), iff for each node
n ∈ Nc(h), then n is solved and ¬e(h) holds. Once a
hyper-arc hi ∈ H is solved, all other feasible hyper-arcs
hj ∈ H \ {hi}, which share with hi at least one child,
i.e., Nc(hi) ∩ Nc(hj) 6= ∅, are marked unfeasible. This
is done so as to prevent the cooperation process to con-
sider irrelevant alternatives repeatedly, thus speeding
up the online search.
In order to reach the objective of traversing the
graph to the root node, an optimal path in terms
of overall cost must be chosen. As mentioned above,
each node n and hyper-arc h is associated with a cost,
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Table 1: Symbols and definitions related to AND/OR graphs.
Symbol Definition
n A node in the AND/OR graph
N The set of all nodes in the AND/OR graph
h A hyper-arc in the AND/OR graph
H The set of all hyper-arcs in the AND/OR graph
G(N,H) An AND/OR graph composed of N nodes and H hyper-arcs
Nc(h), Np(h) The hyper-arc h connects the set of child nodes Nc(h) to the singleton set of parent nodes Np(h)
wn Weight/cost of node n
wh Weight/cost of hyper-arc h
a An action associated with one or more hyper-arcs in G
A The set of actions associated with with hyper-arc h
e(a) The action a is finished by an agent
d(h) The hyper-arc h is done when all actions in A are executed
s(n) The node n is solved if the state n has been reached
s(G) An AND/OR graph is solved if s(nr) holds true
f(n) The node n is feasible iff for at least one solved hyper-arc h ∈ H exists such that p(h) = n holds true
f(h) The hyper-arc h is feasible if all the child nodes of h are solved and ¬e(h) holds
Hf The set of all feasible hyper-arcs
Nf The set of all feasible nodes
cp A cooperation path in G
c(cp) The cost of cooperation path cp
M(cp) The cooperation model associated with cp, i.e., the ordered sequence of actions corresponding to cp
namely wn and wh, respectively. These costs or weights
are assigned depending on a number of parameters such
as the difficulty of the associated actions, human oper-
ator preferences, or time-to-completion. A cooperation
path cp in G can be defined as a unique way to connect
leaf nodes to the root node, such that:
cp = (n1, . . . , nk, h1, . . . , hl). (4)
According to the structure of a particular AND/OR
graph, there may be multiple cooperation paths or, in
other words, multiple ways of solving the problem. Each
cooperation path cp is associated with a traversal cost
c(cp), which defines how effortful following the path is,
on the basis of the involved node and hyper-arc weights,
such that:
c(cp) =
k∑
j=1
wnj +
l∑
j=1
whj . (5)
The different cooperation paths are ranked according
to their associated overall costs. Two cooperation paths
are said to be equal iff they share the same nodes and
hyper-arcs, whereas they are equivalent iff they share
the same overall cost. Depending on the optimal coop-
eration path, i.e., the one minimizing the overall cost
depending on node and hyper-arc weights, the robot
may start moving or waiting for human actions.
During graph traversal, the sets of feasible nodes
Nf and hyper-arcs Hf are defined. If at any stage Nf ∪
Hf = ∅ holds, then the cooperation task is stopped and
considered as failed because there are no further feasible
nodes or hyper-arcs leading to the root node. However,
when the root node nr is solved, i.e., s(nr) holds, thenG
is labelled as solved, i.e., s(G) holds and the cooperation
task is complete. Unlike other search techniques, it must
be noted that online AND/OR graphs do not require
full observability of all the states. Full knowledge of the
robot workspace and human actions is not necessary.
In fact, only the knowledge of the feasible nodes and
hyper-arcs is required for making the cooperation task
progress.
The AND/OR graph traversal algorithm is organ-
ised in two phases, the first offline and the second
online. The offline phase loads the description of the
AND/OR graph defining a cooperation process and
initializes all nodes, hyper-arcs and paths. In the on-
line phase, when the AND/OR graph is queried with
the last set Ns of solved nodes and the set Hs of
solved hyper-arcs, the algorithm updates the status of
all nodes and hyper-arcs, as well as the cost of the paths,
and provides the sets Nf and Hf of currently feasi-
ble nodes and hyper-arcs. The offline and online phases
have been described in [21].
The Task Manager invokes a Sequential Planner,
i.e., the plan is a totally ordered sequence of actions
and the optimal plan is the shortest one, i.e., the one
with the lowest cost [62]. However, it must be noted
that various other options would be equally legitimate
for the planner. The planner receives the set of feasible
states and state transitions from the Task Representa-
tion module, it determines the sequence of actions in
each state and the corresponding state transitions, it
grounds the semantic action parameters, and assigns
the actions to robots or human operators such that
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the objective of cooperation is maintained. The Task
Manager module also reactively adapts to varying op-
erator actions online. In the Task Manager, we define
the planning problem to find the ordered sequence of
actions (a1, . . . , an) from the initial state to the goal
such that the state transition is executed [21], as noted
above. However, in this paper, we do not discuss how
such a sequence can be obtained, and we consider it to
be provided a priori, otherwise assumed to be already
computed.
Given the set of feasible states or state transitions
and the associated costs, the Task Manager attempts
to achieve an optimal path to the goal by either proac-
tively deciding the state transition to follow (i.e., proac-
tive decision making), or by following human pref-
erences (i.e., reactive adaptation). Proactive decision
making is the process of selecting the state with the
minimum cost, i.e., the optimal state, according to (5),
grounding the literals, assigning the actions to the hu-
man operator or the robot, and the examination of the
optimal state execution. Reactive adaptation works on
the principle of choosing states based on the present
scenario without any effect of past experiences. The op-
timal path is the one with the least cost as defined by (5)
to reach the cooperation goal. In each state, the Task
Manager executes the ordered sequence of actions cor-
responding to the state transition to the next optimal
state. It allocates the actions to either the human op-
erator or the robot, and transmits the action command
to either the Human Interface or the Robot Interface
module, respectively.
During the cooperation process, when an acknowl-
edgement is received from the Robot Interface module,
the next action in the sequence is evaluated to deter-
mine the responsible agent. If the action must be per-
formed by the robot, then the Task Manager sends a
message to the Robot Interface, which sends the cor-
responding commands to the Robot Controller. If the
action needs to be performed by the human operator,
the Task Manager sends a message to the Human Inter-
face module asking the operator to perform the task.
Note that in this case, the human operator is free to
choose whether to follow the instructions from the Hu-
man Interface module or not. Hence, when an acknowl-
edgement is received from the Human Interface mod-
ule, a check is done to determine whether the human
operator is still following the same cooperation path.
Thus, during action execution, if operators decide to
perform another feasible action, the Task Manager re-
actively adapts to give priority to their decision, and
works towards achieving the goal state. For a complete
description on the underlying algorithms involved in the
Task Representation and the Task Manager modules,
the reader is advised to look at previous work [21], [18].
4 Experimental Evaluation
4.1 Experimental Process
We have evaluated the proposed framework using a
6 degrees-of-freedom (DoF) UR10 manipulator from
Universal Robot, which is equipped with a RG6 On-
Robot Gripper, a Cognex Vision system for determin-
ing object poses, and a workstation using a ROS In-
digo based middleware on an Ubuntu 14.04 OS run-
ning on a 64-bit Intel i7 processor with 8GB RAM.
The source code 1 developed for the representation level
adopts C++, whereas in the interface and perception
levels is developed in Python. The Robot Controller
module is an adapter that modifies the ROS Indus-
trial ur-modern-driver [53] with additional ROS ser-
vices to account for gripper control and inverse kine-
matics for grasping the part. In particular, since the
ur-modern-driver provides joint level control for the
UR10 robot, we perform inverse kinematics calculations
using URScript [54] commands to the robot’s internal
controller. In order to enforce rapid prototyping for so-
lutions based on our system, we developed a Gazebo-
based, ROS-compatible simulation [63]. The simulated
scenario is presented in Figure 5. The auxiliary fixed
structures such as the workstation table and the pal-
let in Figure 5 are 3D models provided by Schaeffler,
whereas robot models are extracted from the ROS In-
dustrial repository. The hardware setup is shown in Fig-
ure 4(a), whereas the top view is shown in Figure 4(b)
in order to better clarify the robot and the human oper-
ator workspaces. The experimental setup resembles the
target application described in Section 1, and shown in
Figure 1. It is noteworthy that a human operator can
enter the robot workspace and touch the robot during
its motion. The robot is mounted on a fixed structure.
The AND/OR graph corresponding to the complete
cooperation task is shown in Figure 6(a). As anticipated
in the previous Section, we consider the root node nr
as the goal state, which in this case corresponds to the
completion of the palletization process consisting of 15
parts, which is referred to as pallet-full state. At
each step, there are two possible cooperation paths de-
noted by hyper-arcs hi and hwi where i ∈ (1, 2, . . . , 15).
Hence there are 215, i.e., 32786 possible paths to reach
the goal state. A human operator can perform the fol-
lowing actions:
1 https://github.com/EmaroLab/industrialRobot_task_
planning
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– inspect is the careful tactile and visual inspection
of the part;
– deliver-part is the transferring of the part to the
robot by the human operator;
– palletize is the process of stacking the part inside
the pallet.
The robot can perform the following actions:
– start-pose requires the robot to move its end-
effector to a previously defined start pose;
– approach-part assumes that the robot finds the
most suitable grasping points for the part, and
moves the end-effector in a pose to grasp it;
– grasp is executed when the end-effector has reached
the grasping point and the object is graspable;
– approach-goal corresponds to robot motion ac-
tions approaching the goal pose to place the part,
and eventually release it;
– ungrasp is executed to release the part when it has
been properly positioned.
Finally, the handover action must be performed jointly
by both the human operator and the robot, according
to well-established sequential patterns [61].
Typical action sequences are shown in Figure 6(b),
parametrized with respect to generic hyper-arcs hi
and hwi, for all 15 parts. A generic hyper-arc h in-
volves a human operator to perform inspect and
deliver-part to the robot, whereas the robot is re-
sponsible to perform the palletization. A hyper-arc hw
involves the so-called intervention case where human
operators stop the robot, retrieve the part from the
robot gripper, and perform palletization themselves. In
general, we assign a higher cost to hyper-arcs in the
form of hw, i.e., w(hwi) = 4 for all i, in comparison
to hyper-arcs in the form of h, for which w(hi) = 1.
The reason is two-fold: on the one hand, a hyper-arc in
the form of hw is not required at every cycle and may
be performed at random by the human operator; on
the other hand, it helps enforce objective F1 (related to
ergonomy), i.e., the human operator should not carry
heavy parts whenever possible. As anticipated above,
the human operator can obtain information about the
cooperation process such as robot and joint actions in
a human-friendly format from the User Interface mod-
ule. The overall task is defined as failed in the following
situations: an action carried out by a human operator is
not recognized by the vision system within a time-out
period of 2 minutes, a bound that has been heuristi-
cally defined; any of robot actions are unsuccessful; the
AND/OR graph enters an unfeasible state due to com-
munication failures between the perception, the repre-
sentation and the interface layers.
We performed experiments with 10 employees from
the Schaeffler Group, comprising of production line
workers and line supervisors. Examples of such experi-
ments can be found in the accompanying video 2. It is
important to note that this study does not have a pre-
tence of being of any statistical significance, and can be
consider as a pilot study. All the volunteers are males
and between age of 29 to 45. Five volunteers had experi-
ence working with industrial robots prior to the exper-
iment. Each trial involves 3 experiments as explained
below. All volunteers performed one trial, hence in total
we performed 10 trials or 30 experiments. The experi-
ment is divided into a familiarization phase and a test
phase. Prior to the familiarization phase, each volun-
teer is shown a demo of the experiment by the experi-
ment invigilator. During the familiarization phase, vol-
unteers are allowed one rehearsal through each experi-
ment supervised and assisted by the invigilator. During
the test phase, volunteers have to perform each exper-
iment without any instructions or assistance from the
invigilator. Their consent for video-taping the experi-
ment during the test phase is taken by the invigilator.
Volunteers are provided with two Likert-scale question-
naires (for pre-experiment and post-experiment), which
provide a basis for a subjective evaluation of the system.
Furthermore, data regarding human action time, robot
action time, the time taken by Task Manager, operator
idle time, robot idle time and overall time for execution
are also recorded. These provide objective evaluation
criteria.
The three sub-experiments are detailed as follows:
1. Manual execution. Human operators take a part
from the pickup box. They perform visual and tac-
tile inspection. They place the part inside the pallet
box in the correct sequence. This is repeated un-
til the pallet box is complete. It can be observed
that the robot is not used in this sub-experiment.
The process is shown in Figure 7. The weight of the
part, the distance between the part and the pallet,
and the pallet height causes physical fatigue and
mental stress due to the monotonous nature of the
activity.
2. Co-existence. Human operators pick up a part from
the pickup box. They perform visual and tactile in-
spection. They place the part in the robot pickup
area within the vision system’s field of view. Once
the pose of the part is recognized, the robot grasps
the part and places it inside the pallet. The task is
repeated for each part until the pallet is complete.
The process is detailed in Figure 8. Additionally, we
simulate a situation in which parts arrive at a faster
2 Please refer to: https://youtu.be/mF22PPmwHN0.
10
(a) (b)
Fig. 4: (a) Hardware setup for the experiments showing the UR10 robot, a pallet, a part, the RG6 gripper, and
the Cognex vision system (the part pick-up box is not shown). (b) Schematic top view of the experiment setup to
show the workspace limits of the robot and the human operator. The area marked 1 in orange is the shared area,
whereas the area marked 2 in white is the collaboration area.
Fig. 5: The simulated environment in Gazebo showing
the robot, the workstation table, a pallet, and human
operators.
rate, and as a consequence operators are forced to
place multiple parts in the robot pickup area, si-
multaneously. This shows the robustness of the ar-
chitecture with the ability to handle moderate clut-
tered manipulation. The process is shown in Figure
9. In this case, there is task and workspace sharing
between human operators and robots, however any
contact is prevented during robot motion.
3. Collaboration. The robot executes the palletization
task, and if the human operator enters the robot
workspace (or the intervention area in Figure 4b),
and stops the robot by exerting a certain amount of
force on the its body, then the robot immediately
enters a protective stop when it detects a force of at
least 100N [54]. Human operators interact with the
robot via the User Interface, and the robot hands
the part over to them. The human operator places it
in the correct position in the pallet box. The robot
continues with the next part. The process is shown
in Figure 10. In addition to task and workspace
sharing between the human operator and the robot,
contact is allowed during robot motion. This sim-
ulates the case when a random quality inspection
needs to be performed, for instance by a manager.
It is necessary that the robot resumes smoothly from
a protective stop without the need for the operator
to access the robot controller.
Every trial was started with manual execution as the
reference experiment. This was followed by the co-
existence experiment and the collaboration experiment.
A trial is considered to be successful when all three
aforementioned sub-experiments are successful. A trial
is marked as unsuccessful if at least one sub-experiment
fails.
Through the experiments we seek to evaluate the
following hypotheses:
H1 Ergonomy. Human operators will feel less mentally
stressed when using our architecture to collaborate
with a robot than manually executing the task. We
will evaluate the mental stress through subjective
measurements.
H2 Fluency. The architecture will lead to a natural and
fluent interaction between the robot and a human
operator. For this hypothesis, we will use a combi-
nation of subjective and objective measures.
H3 Flexibility. The architecture will lead to an increased
perception of flexibility in the HRC process for hu-
man operators. For this hypothesis we will use sub-
jective measurements.
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(a) (b)
Fig. 6: (a) The AND/OR graph to traverse from the initial configuration (called empty-pallet, when a part
is available) to the final state (called pallet-full). The set of hyper-arcs hi and hwi are represented by the
solid-black arrows and the dashed-red arrows, respectively. The weights of each node and hyper-arc are shown in
brackets. The graph is truncated to avoid unnecessary repetitions. (b) A sequence of actions corresponding to each
hyper-arc of type h and hw, and the agent associated with each action.
H4 Intimidation. After the experiment, volunteers will
feel less intimidated of working alongside a robot.
For this hypothesis, we will use subjective mea-
surements through Likert-scale questionnaires be-
fore and after the experiment.
4.2 Objective Measures
We compare the human operator action time, the robot
action time and the time taken by the representation
layer, i.e., the Task Representation and the Task Man-
ager, to complete the task. In the following discussion,
we assume a given sequence of n actions (a1, a2, . . . , an).
We refer to Tm as the time taken by the Task Manager
and the Task Representation modules. Tm is defined as
the sum of all such n− 1 contributions (the first being
set by default on the optimal path), where each contri-
bution is given by the difference between the time Tnext
when the next action suggestion for ai, with i ≥ 2 and
i ≤ n, is ready and the time Tack when an acknowl-
edge for a previous action ai−1 is received by the Task
Manager, such that:
Tm =
n∑
i=2
Tnext(ai)− Tack(ai−1). (6)
We refer to Th as the amount of time a human operator
takes to perform all actions ai in the sequence. In our
experiments, Th is computed as the time taken by the
perception layer to recognize the object pose. This is
due to the fact that we do not actively measure or track
actions carried out by human operators. This quantity
is computed in the Human Interface module as:
Th =
n∑
i=1
Tresp(ai)− Trecv(ai), (7)
where Trecv is the time instant when Human Interface
receives a command, and Tresp is the time instant when
the Human Interface sends back the response. It is note-
worthy that this measures overestimate the actual con-
tribution by a human operator. Similarly, Tr refers to
the amount of time the cobot is actually active, i.e.,
when the robot is performing either a motion or a ma-
nipulation task. Tr is computed by the Robot Interface
module as:
Tr =
n∑
i=1
Tresp(ai)− Trecv(ai), (8)
where in this case Trecv is the time instant when the
Robot Interface receives a command, and Tresp is the
time instant when the Robot Interface sends back the
response. Average time and standard deviation values
for Tm, Th and Tr are reported in Table 2. We also refer
to Tc as the total cooperation time, which is related to
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(a) (b) (c)
Fig. 7: An action sequence corresponding to the Manual execution experiment: (a) the operator receives the part,
(b) performs visual and tactile inspection (inspect), (c) performs the palletization of the part (palletize). Our
system is not operational in this experiment.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Fig. 8: An action sequence depicting the Co-existence experiment: (a) the robot waits in the start position
(start-pose), (b) the human operator performs visual and tactile inspection (inspect), (c) places the part in
robot pickup area (deliver-part), (d) the robot approaches the object (approach-part), (e) the robot grasps the
object (grasp), (f-h) the robot moves the part to the pallet (approach-goal), (i) the robot places the part inside
the pallet box (ungrasp), (i-l) the robot moves back to the start position and process continues (start-pose).
These actions correspond to hyper-arcs of type h as described above.
the successful execution of the whole experiment. Fur-
thermore, Table 3 compares the Manual execution ex-
periment with the experiments when the robot is used,
on metrics such as average completion time, number of
tasks assigned to human operators or robots, and the
weight handled. Results are analysed in Section 4.4.
13
(a) (b)
Fig. 9: The system handling multiple parts: (a) the robot waits for the vision module to provide grasp locations
from the clutter of parts, (b) the robot moves to grasp the part.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 10: An action sequence corresponding to the Collaboration experiment: (a)-(c) initially proceeds along h
hyper-arc: the operator performs inspect and deliver-part, and the robot performs approach-part and grasp
actions, (d) the operator stops the robot by exerting a force on its joints and the robot enters a protective stop, (e)
the ongoing robot action is unsuccessful and Task Manager switches to the next feasible cooperation path along the
hw hyper-arc. The feasible action is joint action handover. The operator interacts with User Interface to enable
the robot and commands the robot to release the part. (f) The robot opens the gripper and the operator retrieves
the part (g) He places the part in pallet box (palletize action) and (h) he moves out of workspace and informs
Task Manager of action completion using UI. (i) Cooperation task continues with next action (start-pose).
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Table 2: Total cooperation time, and average time required by human operators, the robot, and their standard
deviations for successful experiments.
Measure Average time (s) Percentage of total time (%) Standard deviation (s) Standard deviation (%)
Tm 2.49 0.51 0.16 0.04
Th 77.75 17.97 19.20 3.72
Tr 401.57 81.52 10.19 3.51
Tc 481.82 100 24.34
4.3 Subjective Measures
Volunteers were asked to fill a set of Likert-scale ques-
tions before and after each experiment to understand
their outlook towards robots as co-workers. Questions
are shown in Figure 11. Replies assume a numerical
value of 1 for strongly disagree, and 5 for strongly
agree. Questions labelled as pre-experiment questions
were asked during the familiarization phase, prior to
any experiment, whereas the questions termed man-
ual task-specific questions were asked after they fin-
ished performing the manual task experiment during
the test phase. Similarly, after the Co-existence and
Collaboration experiments, volunteers were asked a set
of robot-specific questions and HRC-specific questions.
The latter questionnaire provides a subjective evalua-
tion of the quality of human-robot collaboration similar
to that used in [64]: volunteers rate their agreement to
statements related to their trust in the robot, robot’s
performance, team fluency, mental effort during collab-
oration, and comfort level when in close proximity with
the robot. Results are analysed in Section 4.4.
4.4 Results and Discussion
This Section discusses the outcomes of the experiments
from both a qualitative and quantitative perspective.
During the experimental trials, there were 6 failed ex-
periments out of a total number of 30 (80% success
rate). The reasons for the failures are: (i) failure in
properly picking-up the part due to incorrect grasping
pose recognition by the Object Pose Recognition module
(in four cases), (ii) the robot dropping the part during
transportation due to improper grasping (in one case),
and (iii) human error during the deliver-part action,
i.e., the part was accidentally moved after the vision
system determined the pose parameters for the robot
(in one case). Hence, failures cannot be attributed to
the Task Representation or to the Task Manager mod-
ules, but rather due to a lack of robustness in the em-
ployed vision and manipulation algorithms, which are
not the main focus of this paper. Considering the ob-
jective measures from Table 2, we first observe that
the standard deviation associated with Tm is low. This
means that the related time interval takes almost iden-
tical time duration for each trial, and demonstrates the
temporal deterministic nature of Task Manager and
Task Representation. Such a temporal determinism as-
sociated with the representation layer is an advanta-
geous feature of the proposed framework. In contrast,
the standard deviation is higher when considering the
time required by the human operator or the robot activ-
ities. This is understandable, as human operators take
different amounts of time to perform each action, and
the robot action time also varies whenever there is hu-
man intervention. Furthermore, the only time an agent
(either human operator or robot) is not performing an
action is when the Task Manager is active, which takes
only about 0.54% of the entire cooperation time. As a
consequence, we can argue that the overall idle time
is minimised, which is another desirable feature of the
framework. From these measurements, we can conclude
that the system ensures fluency in human-robot collab-
oration, thereby corroborating hypothesis H2.
Table 3 shows the comparison between the Manual
execution case and the collapsed Co-existence and Col-
laboration cases. The total amount of weight Lh (kg)
carried by human operators is negligible in the case of
HRC-related cases, in comparison to the Manual ex-
ecution case in which operators handle a maximum
weight of around 5.5 kg. This is in line with require-
ment F1 dealing with ergonomy. Considering the re-
quirement F3, which is related to computational per-
formance, it can be seen from Table 3 that the amount
of time Tc taken to complete the task while collabo-
rating with a robot almost doubles the time taken for
a human operator to complete the process alone. This
can originate from different causes. Firstly, the maxi-
mum allowed velocity of the robot’s end-effector is set
at 250 mm/s according to ISO 10218 standards, hence
robot motions consume around 80% of the total time.
For Co-existence tasks, with the availability of sensors
allowing for an intelligent workspace sharing [65], the
robot velocity can be increased thus reducing the overall
cooperation time. Secondly, a normal 8-hour work shift
induces fatigue and possible lapse in concentration in
human operators, due to the monotonous nature of the
task. However, it is not possible to simulate the exact
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(a) (b)
(c) (d)
Fig. 11: Results of the Likert-scale questionnaire survey conducted at Schaeffler with 9 volunteers: (a) pre-
experiment questions, (b) manual task specific questions (c) robot-specific questions (d) HRC task-specific ques-
tions.
Table 3: Comparison between Manual execution versus Co-existence and Collaboration (collapsed).
Property Manual execution Co-existence and Collaboration
Tc (min) 3.15 8.03
|a|h 7 5
|a|r 0 2
Lh (kg) 0.1-5.5 Negligible
Lr (kg) 0 0.1-5.5
Table 4: Result of the inferential statistics analysis highlighting the difference between the manual and HRC
execution of the task.
Studied feature #1 Flexibility #2 Comfort #3 Success #4 Physically effortless #5 Mentally effortless
p-value 0.010 0.016 .050 0.069 0.169
psychological conditions during the manual task execu-
tion experiment, which lasts for a short period of time.
Additionally, since the experiment was video-taped and
monitored by an audience, volunteers were motivated to
complete the task as effectively as possible, which is also
testified by comparing the number of actions |a|h and
|a|r carried out by the human operators or the robot,
respectively, in the two cases.
Regarding the subjective measure from Figure 11,
we present the results of Likert-scale questionnaires pre-
sented to 9 volunteers since the results from one ques-
tionnaire are unavailable. Prior to the experiments we
found that volunteers who had no prior experience with
robots were more likely to be intimidated by the robot
working in close proximity. Subsequently, eight out of
nine volunteers felt safe while interacting with the robot
after the experiment, including those who initially felt
uncomfortable with working next to the robot. This
result supports Hypothesis H4 regarding intimidation
while working close to a robot without any safety bar-
riers. Furthermore, there is a correlation with the ob-
jective measures from Table 3 that negligible weight
handled by human operators leads to a reduced phys-
ical stress. Additionally, there was consensus that in-
teracting with the User Interface module helped vol-
unteers understand robot intentions. Most human op-
erators felt confident with the physical contact with a
moving robot. This is noteworthy, since during an in-
tervention process, a human operator stops the moving
robot and waits for the gripper to open. Using collabo-
rative grippers with soft fingertips was justified, which
may not have been the case if we had used traditional
high-powered pneumatic grippers with metal fingers.
Given the low number of subjects in this study, we
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Table 5: Comparison between our proposal and a few other state-of-art approaches to solve assembly tasks using
human-robot collaboration.
Task representation
Architecture
type
Task allocation Sensors
Sound and
Complete
Flexibility Adaptability
Our Proposal AND/OR graph Online Offline RGB camera Yes High Yes
Johannsmeier et al. [6] AND/OR graph Offline Offline N.A. Yes Low No
Hawkins et al. [35] AND/OR graph Online Offline RGB-D N.A. High Yes
Lamon et al. [27] AND/OR graph Offline Offline Microsoft HoloLens Yes None No
Darvish et al. [18] AND/OR graph Online Online RGB-D+wearable sensor Yes High Yes
Tsarouchi et al. [16] Scheduling problem Offline Online Depth sensor Yes None No
Wilcox et al. [40] Scheduling problem Online Offline None Yes High Yes
Paxton et al. [32] Behavior Trees Offline Offline RGB-D
Sound but not
complete
None No
Toussaint et al. [26]
Markov Decision
Processes
Online Offline Motion capture Yes N.A. Yes
conducted a T-test as a statistical analysis of our hy-
pothesis. The alternative hypotheses are followed by the
questionnaires (b) and (d) shown in Figure 11, whereby
human-robot collaboration compared to the manual ex-
ecution of the task enhances the flexibility, comfort, and
success as well as a reduction in the physical and men-
tal effort of workers. The T-scores are identified on the
basis of a two-tailed paired (correlated) T-test, consid-
ering that the individual subjects are examined for dif-
ferent test scenarios. Accordingly, the rounded p-values
are reported in Table 4. Prior to the experiments, the
significance level is selected as α = 0.05. These evi-
dence strongly rejects the null hypothesis concerning
the HRC flexibility and comfort of the user, therefore
highly endorsing our claim regarding the flexibility (H3)
and comfort (partially H1) of the HRC system. How-
ever, evidence does not support the enhancement of the
user workload, i.e., the mental and physical efforts, and
the perceived success of the approach is not of statisti-
cal significance as well.
We compare our proposal with other state-of-art
approaches for assembly tasks involving human-robot
collaboration in Table 5. The metrics used for com-
parison are the method for task representation, archi-
tecture type (online or offline), task allocation (online
or offline), the adopted sensors, soundness and com-
pleteness, flexibility, and adaptability. For the sake of
clarity, we describe the metrics used for this compar-
ison. The architecture is classified as offline if the co-
operation model or path is pre-determined before the
cooperation process, whereas, if it is computed during
the cooperation process, then the architecture type is
tagged online. Similarly, task allocation can be classi-
fied as offline or online whether the allocation process
is predetermined or not, respectively. The architecture
is said to be sound if a provided solution is guaranteed
to be true. Conversely, the architecture is said to be
complete if it is guaranteed to return a solution if it ex-
ists. The architecture is flexible if the involved agents
have the freedom to choose which action to perform
during the interaction. This further entails the ability
of the robot to react to varying human actions online.
We classify the various approaches based on the flex-
ibility dimension with the levels none, low, and high.
This is due to the fact that various approaches define
flexibility differently and we assign the corresponding
value based on the evidence provided in the experi-
ments. Similarly, adaptability is the ability of the archi-
tecture to showcase online re-planning in case of vary-
ing or unforeseen human action. Most of the approaches
in the Table 5 use AND/OR graphs such as our pro-
posal, i.e., [6], [35], [27], and [18], while other popu-
lar techniques include scheduling problems ( [16], [40]),
BTs [32], and Markov Decision Processes (MDPs) [26].
The set of online architectures include our proposal,
[35], [18], [40], and [26], whereas the others work offline.
With the exception of [18] and [16], which offer online
task allocation, the task allocation process in all other
approaches is done offline. Sensors commonly used are
RGB or RGB-D cameras, while few techniques propose
the use of wearable devices [18] and mixed reality tech-
nology [27] for solving the perception and human action
recognition problem. All the approaches are sound and
complete with the exception of [32], where the use of
BTs entail the architecture to be sound but not com-
plete. Furthermore, in terms of flexibility and adapt-
ability, approaches based on our proposal, [35], [18], [40]
provide high flexibility and adaptability. In contrast, for
what concerns the method based on MDPs to solve a
reinforcement learning problem, described in [26], while
ensuring the presence of an adaptable architecture, it is
unclear on the level of flexibility provided. For what re-
gards the work in [6], although the authors claim their
proposal to be flexible, to the best of our understanding
no conclusive evidence for high flexibility or adaptabil-
ity is provided in the paper. Similarly, techniques such
those described in [27], [16] and [32], do not emphasise
the availability of a flexible and adaptable architecture
according to the definitions stated above. From Table
5, we can reinforce our claim that our proposal pro-
vides high flexibility for the humans during the coop-
eration process while also being comparable to other
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state-of-art approaches for the aforementioned param-
eters. In addition, we also employ an informative user
interface, which allows for a sub-linguistic communi-
cation level between the agents and helps the workers
understand robot’s intentions. Furthermore, its note-
worthy that our approach has been validated in a real
industrial setting with factory line workers.
The proposed architecture is also characterised by
a few limitations, which are to be considered for future
research activities.
1. Cooperation models take the form of turn-taking
between agents (either robots or human operators),
with a few implicit, non-modelled, turns where
physical collaboration is necessary. However, phys-
ical human-robot collaboration can increase the
scope of the architecture to a wide variety of more
realistic shop-floor activities.
2. Task allocation in our framework is performed a
priori, either to the robot or to human operators,
depending on their capabilities. Obviously enough,
on-the-fly allocations would increase the flexibility
of the whole cooperation process, also in view of
robot or human capabilities [66]
3. Robot actions are deterministic, i.e., we assume that
no errors can be managed. This has important con-
sequences on the cooperation tasks. As a matter
of fact, increasing the robustness of robot manip-
ulation through, e.g., visual servoing [67], or incor-
porating additional sensors to actively monitor the
shared workspace can greatly improve the effective-
ness of the cooperation task [68].
5 Conclusions
This paper describes a hybrid, reactive-deliberative ar-
chitecture for human-robot collaboration in industrial
scenarios. The architecture is characterised by two in-
teresting advantages with respect to existing state-of-
the-art approaches. First, and foremost, the architec-
ture allows a collaborative robot to plan for an opti-
mal sequence of actions, to be carried out either by the
robot or a human operator, and to reactively adapt to
unforeseen human actions on line, thereby allowing for
a natural and intuitive interaction. Second, the frame-
work employs a sub-linguistic, semantic-oriented, com-
munication level, whose related information is grounded
on the underlying task representation mechanism. Fi-
nally, the results have been compared with other works
previously proposed in the literature, and a statistical
analysis according to the feedback of production line
workers has been carried out.
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