Introduction
Manufacturing processing often involves combustion. American industry uses combustion to generate power, to supply heat, or to destroy wastes. Although these various applications employ combustion devices of different geometries and scales, they generally involve turbulent flames.
Each of these industries would benefit from optimizing combustion processes and devices to achieve enhanced energy or power generating capabilities, while diminishing the production of criteria pollutants and air toxics.
In the past decade, combustion models have been used as design tools, to establish performance, and for marketing applications.
The development of robust combustion models is a challenging but worthwhile effort because models can help in design by allowing us to determine the efficient generation of energy from combustion while minimizing the emissions of pollutants.
Modeling of non-reacting, low-Mach number, unsteady flows is a difficult task due to the elliptic nature of the governing equations.
When coupled with chemical reactions, the flow is further characterized by multiple time and spatial scales associated with chemical kinetics, which renders the problem even more formidable. Not only does one need to resolve the fluid time scale, but it is also necessary to resolve the chemical time scale. Therefore, one of the most challenging problems in turbulent combustion modeling is to approximate correctly the coupling between reactive and diffusive processes on the smallest scales. Future progress in combustor design (for problems such as pollutant formation, ignition, and extinction) is very promising if modeling capabilities are extended further so that details at a finer level of structure can be predicted. The success of the models as predictive tools for species concentrations requires that they include chemistry, fluid mechanics, and their interactions over a broad range of time and length scales. Our goal is particularly ambitious because it requires the inclusion of very comprehensive chemical mechanisms in the models, which in turn, amplify considerably the computational burden.
For fuels involving fast chemistry (hydrogen is an excellent example for subsonic flows), it is often satisfactory to assume that the chemical kinetics is in equilibrium to avoid the solution of the energy and species equations [1] . For most hydrocarbon fuels, however, the equilibrium assumption produces a flame temperature 10 percent greater than that obtained from a finite-rate chemistry calculation. As the molecular weight of the hydrocarbon fuel increases, results from equilibrium and finite-rate kinetics calculations deviate further. This is because as the molecules become more complex, more intermediate reaction steps are needed to reach the final products, each one of which requires finite time. Calculations of unsteady reacting flows, burning hydrocarbon fuels involving finite-rate chemistry, will be limited as to the type of flow and chemistry they can simulate realistically even with the most powerful serial supercomputers.
Previous numerical studies [2, 3] of unsteady flames have been initialized with a uniform flow condition within the domain of interest. Variations in temperature and density are then slowly introduced into the simulation. This type of calculation avoids the development of the flame, which is difficult to simulate. This is because the velocity field has an initial value of zero magnitude everywhere, and it is subject to a rapid change in density (e.g., by a factor of seven) resulting from the flame front propagating down-stream. The numerical scheme must be accurate and stable enough to resolve the rapid changes of the flow field. The present goal is to developed a time-dependent numerical code that is capable to predict the formation and development of a turbulent reacting jet where the density changes are vigorous both in space and in time.
In modeling turbulent combustion systems, it is useful to classify the problem in separate regimes such as the distributed-reaction regime or the reaction-sheet regime [4] . This classification is based on a non-dimensional parameter called the Damkohler number, which is defined as the ratio of the flow time to the chemical time. For turbulent combustion, the flow time is usually the turnover time of the smallest eddy (Kolmogorov scale), and the chemical time is the representative time of the entire chemical process. In the large-Damkholer-number or the reaction-sheet regime, the chemistry is fast compared to the fluid dynamics, and the reactions can be considered to occur only in thin sheets where the fuel and oxidizer diffuse into each other. The intractability of direct numerical simulations of turbulent combustion problems with comprehensive chemistry due to the difference in time scales has sparked interest in approximation methods to describe the fluid-chemistry interaction. In the limit of infinite Damkohler number, where chemical equilibrium is maintained, the mixing process can be described as a function of the mixture fraction, and probability density functions are often useful in describing the coupled relationship. An expression for the evolution of a joint-scalar probability density function can be derived to represent the interaction between the turbulent and molecular transport and the chemical reactioti,
The model is composed of three parts: the mean turbulent motion, the chemical reaction, and the coupling between chemistry and fluid mechanics. For turbulent reacting flows, direct numerical simulations from first principles are not feasible at practical Reynolds numbers because the length scale of the turbulence, the Kolmogorov scale, decreases proportionally to Re-9'4, where Re is the Reynolds number based on the large motion characteristics of the flow. In this study, the mixing process and the chemical reactions occurring in the flow field are described in terms of the single-point probability density function~while the st~ndard k-s model is used to determine the turbulent viscosity. The evolution of chemical kinetics is computed by the probability density function (PDF) [5, 6, 7] method in which the Monte-Carlo simulation describes the wrbulent transport of PDF statistical events to and from nearest-neighbor cells and the molecular mixing at the local grid cell. The molecular mixing is a result of both fluidmcchanical turbulence and Fickian diffusion and is currently described by the modified Cud's model [8, 9, 10] . The chemical kinetics need to be computed for each event. This portion of the computations account for 99.3% of the computer time, even with one-step chemistry [11 ] , making this probl~m particularly amenable to parallel computing. Since the computational requirements increase roughly linearly with the number of reactive species, the demand of computing power will be severe for complex chemistry.
Combustion chemistry is a complex and active area of research, and in the past 2 decades great strides have been made in the development of chemical kinetic mechanisms for hydrogen and simple hydrocarbons. Detailed mechanisms reported sometimes consist of more than one thousand elementary reactions, as in the case for ignition problems [12] . Over the last several years, reduced mechanisms have become popular and useful in many analytical and computational studies, especially in turbulent combustion research [13, 14] . In reducing a mechanism, various chemical pathways are deemed unimportant and discarded. This is typically accomplished by considering a variety of model flames. While reduced mechanisms provide insight into the more global nature of the chemistry, the discarded pathways could become important in turbulent flames due to the large scale mixing. If the critical pathways were eliminated from the mechanism, the model would fail to reproduce experimental behavior. Nevertheless, for 2-D or 3-D applications in combustion science and technology, one-step or reduced chemistry approaches are used nearly exclusively at the present to make solutions possible within realistic computing times [12] . The advantage of reduced chemistry is that the formulation for the problem is greatly simplified. However, no extrapolation is possible to other experimental conditions, and sometimes interpolations are dangerous because the rate parameters are empirical quantities.
A different approach is to use a detailed reaction mechanism; unfortunately, these sets can be quite large, and the evaluation of the chemical reaction rates is computationally intensive. This demand for computational resources necessitates the use of parallel computing to enable our calculations. -
Governing Equations
For very low speed (subsonic) flows ( Z" <<a, where tie is the characteristic velocity and a is the local sound speed), it can be shown that the momentum equation will approach a singular point when the Mach number (M) approaches zero. One method of solving this problem is to decompose all variables into a power series of&, where s-M2, and is assumed to be smaller than one. The decomposed variables are then substituted back into the governing equations. Terms of similar magnitude are then collected. The mean pressure field can be split into the mean thermodynamic pressure (which is constant in space and is defined by the equation of state) and the mean dynamic pressure (which appears in the momentum equation):~T 
where~is the mean density, and~is the mean temperature.
I. Continuity Equation:
~r
where t is time, and fia is the density weighted velocity vector.
II. Momentum Equation:
paftia + ptipdptia = -daF+a/@a~-(Pv:v; ))+ Pg.
where~is the mean dynamic pressure, ga is the gravitational vector, T@is the laminar stress tensor:
and - (p~fx) is the Reynolds stresses:
III. Turbulent Kinetic Energy Equtition:
IV, Dissipation Rate Equation:
FJ,
where the turbulent viscosity is defined as:
-2 P* = qP~ (9) . 9 * with the gradient-diffusion model for the production of turbulent energy as:
The constants for the turbulent model are CV=0.09, C1=I.44, CZ=l.92, Ok = 1,0, and 0, = 1.3.
(lo)
Scalar PDF Model
The single-point probability density function (PDF) equation~ ( The first term is the time evolution for the PDF. The second term represents the transport of the single-point PDF,~, by the mean velocity. The third term is the chemical kinetic sources, Si, which acts as convection velocities in the scalar space. All of these terms are in closed form, thus no closure model is required. The first term that appears in the right hand side of Eq. (11) is the turbulent flux term, which is unknown and is modeled by the gradient-flux model for statistical moments as:
The second term on the right hand side is the scalar dissipation term, which is also unknown. The closure for this term was based on the pair-wise interaction of fluid particles [17, 18] 
The above closure model (13) for the scalar dissipation is a simplified version of the Curl mixing model [19] .
Formal mathematical representations of each term in Eq. (11) by their corresponding statistical Monte C!arlo procedures are discussed in details by Pope [20] . Here, we present illustrations to describe the stochastic procedures in simulating effects due to each term in Eq. (11). First, the effects of convection by the mean velocity and turbulent flux on the joint PDF,~, are simulated by moving representative particles in the time and physical space. For a round jet configuration, let the downstream and crossstream directions be denoted by x and r, respectively.
If the PDF equation were solved by a five-point explicit finite difference scheme, the PDF at the new time level (t+At) can be expressed as the sum of the PDFs at time level (t) as: Simulation of the modified Curl's mixing model [19] by Janicka et al. [17] is performed by selecting randomly a pair of events within a grid cell and mixing them up to a random degree. The number of pairs to be selected is calculated by the product of the mixing frequency defined in Eq. (12) and the time step (At). The chemical reaction then moves all of the particles to new positions in the composition space according to their rate equations.
Numerical Method

I) Numerical Scheme
Cylindrical coordinates with a staggered mesh are used in this study. Radial velocity ii and axial velocity fi are defined at the left and right, upper and lower cell surfaces, respectively, while the mean density~, mean pressure~, turbulent kinetic energy~, tul"bulent dissipation rate~, and PDF~are defined at the cell centers. To minimize numerical diffusion, a second-order upwind scheme [21] is used for the convective terms. Second-order central differencing scheme is used for the diffusion term. First-order backward differencing scheme is used to advance the solution in time. A semi-explicit scheme similar to Kim and Moin [22] is used to solve for the variables at the new time level, but with an iterative scheme to solve for the pressure field at the new time level.
II) Pressure Solver
The governing equations consist of the continuity equation, two momentum equations for the velocities, and a PDF equation for the species mean mass fraction and enlhalpy of the mixture. The density field is obtained from the PDF equation. However, an explicit equation for the pressuqe P does not exist. The method that was used to obtain pressure in this study is a variation of the projection method developed by Chorin [23] . The present method involves solving the momentum equations using predictor-corrector steps as follows:
Step 1 Step 2: Corrector Assuming corrected velocity
As the numerical that the pressure correction cx is known such that p'+' = pn + a, a o;+' can be determined by: (19) solution iterates between Eqs. (18) and (19) , the pressure field at the and tia is the velocity correction necessary to satisfy mass balance, the continuity equation can be rewritten as:
By defining a scalar @such that -da$ =~'+lfiac and substituting for fiat, a Poisson equation for @is obtained:
The final step in this method is to relate the scalar @to the pressure correction a by using step 2 (corrector) in solving the momentum equation. By substituting the definition of fi~+'= ;. + tiac , we have 
III) Initial and Boundary Conditions
At time equal to zero, the velocity is initialized to zero everywhere. The density is set to that of ambient air. As time elapses, velocity and density are varied according to prescribed values at the inlet boundary. At the outer radial boundary and at the downstream boundary, a free-flow boundary condition is imposed (i.e., the second derivatives of all variables are set equal to zero). Symmetry boundary conditions are imposed at the axis.
Since @ is related to the velocity correction, and since the velocity at all boundaries (except at the outflow boundaries) are known, the velocity corrections are equal to zero. This implies that the normal gradient of @ is zero. At the outflow boundaries, since we do not know the velocity, special treatment is required. This is done by first applying the Poisson equation to the entire domain:
Applying Gauss' theorem, the above equation becomes:
Since~@. iidA is zero at the inlet and on the axis, assuming that (26) (27) the gradient of (#J along the streamlines at the outflow boundaries is a constant, the gradient of @can then be determined by the right hand side of the above equation.
IV) Stability
Due to the explicit nature of the numerical scheme, it is necessary to satisfy a stability criterion. There exists is a chemical and a fluid time scale for this problem. With the pdf method, the species and the energy equation (where the chemical scale occures) has been transformed into a system of first order (in time) ordinary differential equations. With the explicit scheme, these system of equations can be integrated without any restrictions other than the desired accuracy of the solution. Thus the only restrictive time scale is that of the fluid time scale. For the fluid field, the only time scale of concern is that of convection. The time step At" is then calculated by:
where o is the CFL number and is less than unity.
Parallel computing using POET tool-kit
There has been much interest, in recent years, in parallel computing because of its potential in scientific applications [24] . Frameworks for parallel computing have recently become popular as a potential way to encapsulate and preserve parallel numerical algorithms.
Because parallel numerics are orders-of-magnitude more complex and machine dependent than their serial counterparts, the motivation for preserving working implementations is strong. Currently, most practitioners of parallel computations write all of the component numerical code customized for each application.
If a new application is to be written, then all of the component numerical operations must be rewritten to suit the new application. Frameworks for parallel computing in general, and "r-Parallel Object-Oriented Environment and Toolkit (POET) in particular, focus on finding ways to orchestrate cooperation between components implementing the parallel algorithms. POET seeks to be a general platform for scientific parallel algorithm components which can be modified, linked, "mixed and matched" to a user's specification. The purpose of POET is to identify a means for parallel code reuse and to make parallel computing more accessible to scientists whose expertise lies outside the field of parallel computing, One of the main goals in effective parallel computing is scalability, i.e., maintaining the speed-up based on the number of processors used. Scalability enables us to solve more complex problems by employing a larger number of processors, and it cannot be achieved unless the work is distributed evenly among the processors. Unfortunately, the combustion community has not been able to resolve the scalability issue; therefore, many problems (especially those associated with turbulent combustion) cannot be addressed. The dynamic load balancing [25] module in POET is the means used to facilitate this even distribution at runtime in a parallel system to improve the overall system performance and utilization. Up to now, this method is rarely used outside of the computer science community; however, we have proven the ability to use load balancing in solving combustion problems [1 1]. Load balancing is even more essential and effective when used in systems where steep gradients exist, such as in a flame or in a heterogeneous computational environment where processors of different capabilities are employed. Without the use of load balancing, some processors may be over-burdened with computations while others remain idle, creating a bottleneck that limits the speedUp.
Problem of interest
In order to test the numerical method, a hydrogen jet, with a mean velocity of 75 nfls and a jet diameter of 5.2mm injected into a slow-moving cold air stream of 1 m/s, is si muklted. The outer radius of the computational domain is set at 25 cm, and the downstream outflow boundary is set at 41 cm. A total of 52 by 102 grid points are used in the radial and axial directions.
Historically, turbulent combustion calculations usually employ reduced mechanisms, where the chemistry is represented by a few (from one to four) global reactions.
However, since we have the use of POET coupled with parallel computing capability, we can increase the complexity of the flame chemistry so that it can characterize accurately the combustion of Hydrogen in air. The chemical kinetic mechanism used in these H2/Air turbulent flame calculations consists of 28 reactions involving 9 chemical species and is shown in Appendix I.
The flow is assumed to be ignited at t = O seconds by invoking the equilibrium assumption. The PDF is then used to calculate all of the scalar variables. Figure 1 shows the mean temperature contours at time equal 0.032 seconds after the flow initiated. Due to the high velocity and high temperature (low density) of the reaction zone, the fluid in this region accelerates and expands rapidly into the cold air region as shown in Fig. 1 . Figure  2 shows the mean density contours at the same time. One can clearly sees the expansion of the hot hydrogen gas into the surrounding gas. Figure 3 shows the velocity vectors and streamlines at the same time. We can see the fast moving hydrogen jet cuts into the air flow. Due to the high shearing action, a vortex ring is formed right under the flame front. The ability to calculated this transient reacting flow shows that the current method can be use to solve a more complex system of chemistry.
",
Conclusion
The formation and development of a turbulent hydrogen reacting jet with 9-species has been successfully predicted using the low-Mach number form of the NavierStokes equation and the PDF Monte-Carlo method. Free outflow boundary conditions that allow mass to enter or exit the computational domain are employed in this study. This allows the placement of the outer boundary of the computational domain close to the region of interest. For a given number of grid points, it is then more computationally efficient to utilize a relatively fine grid, which reduces numerical dissipation to a minimum. The PDF method enables us to model the effects of turbulence on chemical reactions more accurately. With the use of parallel computing, we can increase the number of chemical species to accommodate hydrocarbons and other pollutants in our models.
Future Work
The~lext step in OLIr research will be to model CH~Air flames with full chemistry. The representative chemical kinetic mechanism for methane/air combustion consists of more than two hundred elementary reactions involving 53 chemical species. Eventually, we will want to include Nitrogen chemistry in our mechanism in order to predict the formation of pollutants such as oxides of Nitrogen such as NOX. 
