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Nous ttudions la caracterisation de suites de nombres, ou de maniere Cquivalente de distributions de 
probabilite, definies par des fonctions generatrices, et donnant lieu a une distribution limite. Nous 
rappelons d’abord les definitions probabihstes qui seront utilisees par la suite, puis nous indiquons 
comment elles permettent eventuellement d’etablir la convergence dune suite de lois de probabilites 
vers une loi limite. Nous nous interessons tout particulierement au cas od cette loi limite est 
gaussienne. Enfin, nous presentons les principaux rtsultats dans ce domaine. 
Le probleme general traite dans cet article concerne une classe de structures 
combinatoires de taille donnee n, par exemple des permutations, pour lesquelles nous 
souhaitons ttudier un parametre U,,, par exemple le nombre de cycles. La moyenne et 
la variance apportent une premiere information; dans un certain nombre de cas, il est 
possible d’avoir des renseignements suppltmentaires sur la distribution de probabiliti 
de la variable aleatoire U,, soit de facon exacte, soit, plus frequemment, de maniere 
asymptotique, lorsque la taille n de la structure tend vers l’infini. En particulier, la 
convergence de la suite (U,) vers une loi gaussienne montre que la distribution est 
“bien” centree autour de sa moyenne, et la variance permet de quantifier l’ecart par 
rapport d cette valeur moyenne. 
La Section 1 rappelle les definitions et theoremes de base de la thtorie des prob- 
abilites qui seront utilises par la suite. Ces outils sont combines dans la Section 2 avec 
la thtorie des fonctions analytiques pour obtenir une mtthode gtntrale de recherche 
d’une distribution limite, en particulier vers une loi normale. Dans cette section, nous 
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rappelons en particulier les bases de l’approximation des coefficients d’une fonction 
analytique par une methode de col. Enfin, nous donnons dans la Section 3 des 
exemples de resultats, entre autres des theoremes de normalite asymptotique. Le point 
commun a tous ces exemples est d’avoir une description naturelle en termes de 
fonctions gentratrices. 
1. Dkfinitions et rappels probabilistes 
Les definitions de cette section peuvent presque tomes etre trouvees dans la plupart 
des livres de probabilite ; nos references principales sont les deux tomes de Feller [ 111. 
Cependant, le vocabulaire sur la transformee de Laplace et la fonction generatrice des 
moments d’une variable aleatoire ne semble pas normalise; nous suivons la aussi 
Feller. 
1.1. Fonctions associPes ci une variable al6atoire 
Soit U une variable aleatoire a valeurs reelles (ou v.a.r.). Lorsque Cl est a 
valeurs positives entieres, nous notons pk la probabilite que U prenne la valeur 
k, kg{O,1,2 ,... }. 
l Fonction de distribution: 
F(z) = Probj U d z) 
L’esperance, ou moyenne, de U est E(U) =i?zt dF(t), elle est aussi notee p; la 
variance de U.est C? =E(U’)-EE(Uj’. 
l Fonction g&iratrice de probabilitC: Elle est definie pour une v.a.r. a valeurs 
entieres positives: 
q(z)= c p&. 
k20 
Elle permet de calculer l’esperance et la variance: 
E{U)=IC/‘(l) et o2 =t+V’(l)+$‘(l)-$“(l), 
l ‘Fonction caractiristique: La fonction caracteristique est definie pour toute v.a.r. U: 
4(z)=E ieizL’} = $ + r e’=‘dF(r), 
-I 
Pour une v.a.r. a valeurs entieres positives, nous pouvons exprimer la fonction 
caracteristique a l’aide de la fonction generatrice de probabilite: 
4(z)=$(eiZ)= c pkeikz. 
k20 
Soit V la v.a.r. normahe associee a U: V= (U - P)/G; avec des notations ividentes, 
nous avons: ~V(z)=e~i(‘w’“) 4u(z/fr). 
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l Transform&e de Laplace: Elle est definie pour une v.a.r. positive U: 
s +Cr L(z) = E{emZIi} = e-“dF(t). 0 
Si, de plus, U est a valeurs entieres: 
L(z)=$(e-‘)= Cpke-kz. 
k>O 
En passant a la v.a.r. normalike V, nous obtenons L,(z) =eZP’O L,(z/o). 
l Fonction ghkratrice des moments: Le r’lmr moment d’une v.a.r. U est defini par: 
ccl =E{X’}. La f onction generatrice des moments est 
s 
+n; 
G(z)= eZ’dF(t) = E{eZu}. 
--JL 
Elle est parfois appelee “transformee de Laplace bilattrale”. Elle n’existe pas 
necessairement pour tout z; si elle existe, on a: G(z)=~r,,o~,(z’/r!). Si U est 
a valeurs entieres positives, et telle que sa fonction generatrice de probabilite $(z) 
ait un rayon de convergence strictement superieur a 1, alors G(z) existe dans un 
voisinage convenable de l’origine, et vaut $(e=)= L( -z). 
I1 existe une bijection entre une variable aleatoire et sa fonction caracteristique; une 
v.a.r. U est done totalement dt3erminte par sa fonction caracthistique. Lorsque U est 
a valeurs positives, sa transform&e de Laplace existe toujours, et vaut: L(z)= &iz). 
Dans ce cas, U est egalement determinte de maniere unique par sa transformee de 
Laplace. Attention: les moments d’une distribution de probabilite ne determinent pas 
entierement cette distribution [ 11, Tome 2, p. 2271.11 existe cependant des conditions 
qui assurent cette unicite; il suffit par exemple que Cnpzn(t”/(2n)!) converge sur un 
intervalle autour de l’origine. Curtiss [S] indique aussi le theoreme suivant: Si la 
fonction gk?ratrice des moments est dkjnie dans un voisinage r&e1 de l’origine, elle 
ditermine une distribution unique. 
1.2. Convergence d’une suite de variables akatoires 
Soit (U,) une suite de variables aleatoires rtelles, dependant d’un parametre n qui 
tend vers l’infini. Notons II, la moyenne, c,” la variance, F, la fonction de distribution, 
#n la fonction caracteristique et L, la transformee de Laplace de la v.a.r. U,. 11 existe 
differents types de convergence pour une suite de v.a.r.; nous nous interessons ici 
uniquement a la convergence faible. Nous rappelons ci-dessous sa definition [ll, 
Tome 2, p 2481. 
DCfinition de la convergence en loi, ou convergence faible. On dit que la suite de v.a.r. 
(U,) converge en loi vers une v.a.r. U pour n+ + CO, lorsque la suite (F,) des fonctions 
de distribution associees aux U, converge vers la fonction de distribution F de U, sur 
tout intervalle oti F est continue. 
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Dans la suite de cet article, le terme de convergence signifie toujours convergence 
@b/e. La convergence d’une suite de distributions est indtpendante de l’echelle; ainsi, 
il revient au meme de parler de la convergence d’une suite de distributions (U,), ou de 
la convergence de la suite normalisee (V, = (U, - pn)/an) [ 11, Tome 2, p. 2531. 
1.3. Quelques thtoremes limites de base 
Fonctions caractkistiques. La suite de distributions (F,) converge vers une distribution 
de probabilitd F si et seulement si la suite (4,) des fonctions caracteristiques associees 
converge point par point vers une,fonction limite 4, continue en 0. Dans ce cas, 4 est la 
fonction caracteristique de la distribution limite des F,. 
Ce theorlme se trouve dans [ 11, Tome 2, p. 5081 il est aussi connu sous le nom de 
thkoreme de continuite de Levy. 11 permet par exemple de donner une demonstration 
du theoreme central limite [ll, Tome 2, p. 5151. 
TransformCes de Laplace. Soit (F,) une suite de distributions de probabiliti, de trans- 
form&es de Laplace L,. Si la suite (F,) converge en loi vers une distribution F, ou F est 
une distribution de probabilite de transformte de Laplace L, alors, pour tout t >O: 
L,(t)-+L(t). Reciproquement, si, pour tout t>O, la suite L,(t) converge vers une limite 
L(t), et si L(t)+ 1 lorsque t-+0, ulors L est la transformee de Laplace d’une distribution 
de probabilite F, et la suite F, converge en loi vers F. 
C’est le Theoreme 2 du Ch. XIII, Tome 2 de Feller [ 111, p. 443, legerement modifie 
pour eliminer le cas particulier ou la limite des distributions n’est pas une distribution 
de probabilite. 
Convergence des moments 
Soit (U,) une suite de v.a.r., les U,, ayant des moments a tout ordre p?, et soit 
U une v.a.r. de moments pI. Supposons que les moments p, determinent une distribu- 
tion unique, et que, pour chaque r, on ait $” -‘Pi lorsque n+ + m. Alors, la suite des 
distributions converge vers la distribution associee a U [l 1, Tome 2, p. 2691. 
L’article de Curtiss deja cite [S] Porte sur la fonction gedratrice des moments, et 
donne un theorime de convergence analogue aux deux theoremes precedents: 
Soit (F,) une suite de distributions, et soit (G,) la suite des fonctions 
generutrices des moments associees. Supposons qu’il existe a2 > 0 et x1 > r2 
tels que, pour tout entier n d purtir d’un certain rung, et pour tout z reel 
verijiant IzI <aI, G,(z) existe, et que, de plus, pour IzI <x2, G,(z)-+G(z), ou 
G est une fonction d valeurs finies d$nie sur l’intervalle Iz/ < CI~. Alors il 
existe une variable aleatoire U, de fonction de distribution F, telle que la suite 
des distributions (F,,) converge vers F en tout point ou les F, sont continues; 
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cette convergence est uniforme SW tout intervalle de continuitC de la fonction 
F. Par ailleurs, la fonction g6n6ratrice des moments de U existe pour 1 z[ < Q, 
et vaut G(z) sur cet intervalle. 
Comparaison de ces dijErents thkortmes 
Pour une suite de v.a.r. g valeurs entiZres positives, les trois thkoremes que nous 
venons de titer traduisent en fait la convergence de la suite des fonctions g&rat- 
rices de probabilitk ($,,), sur divers sous-ensembles du plan complexe: 
Fonction caractkristique: Convergence de la suite des fonctions sur le cercle unit&. 
Transform&e de Laplace: Convergence de la suite des fonctions sur le segment 
] 0, l[ de l’axe rkel. 
Fonction gtntratrice des moments: Convergence sur un intervalle r&e1 ] a, l/a [, 01.71 
O<a<l. 
1.4. Suite de nombres en analyse combinatoire 
Soit (an,k) une suite de nombres rCels positifs, pour laquelle nous supposons connue, 
suivant les cas, la fonction gtnCratrice ordinaire: @(x, ~)=x~,~a~,~x~y’, ou la fonction 
gtnkratrice exponentielle: 6(x,y)=~n,kan,kxk(yn/n!). DCfinissons p,,k =&k/xka,,k, 
et soit $,,(x)=&~,,~x~ la fonction g&n&atrice de probabilitb des P,,~: 
Pour obtenir la &partition des a,,k, il revient au m&me d’ttudier les probabilitts p,,k. 
Une rCfirence g&n&ale sur la distribution limite de telles suites de nombres est le livre 
de Sachkov [30], qui rassemble par exemple des r&sultats analogues A ceux de Bender 
cl] et Canfield [S]. Nous nous int&ressons ici essentiellement aux suites de nombres 
qui dkfinissent une distribution convergeant vers une loi normale. Nous rappelons 
done d’abord la ditfinition d’une loi normale (dite aussi gaussienne), et quelques 
rtsultats classiques sur le thiorlme central limite. 
1.5. Loi normale 
La loi normale ,+‘(O, 1) est dCfinie par sa fonction de distribution: 
N(r)=& Ime-“-‘dt. 
s 
Elle a pour fonction caractCristique e-t212, et pour transformke de Laplace e’21*. La 
fonction gCn&ratrice des moments est aussi e”‘*; comme elle est dtfinie pour tout rtel, 
elle caracttrise la loi normale de man&e unique. 
La loi normale Jlr(p,, CJ), de moyenne p et de variance CT’, a pour fonction de 
distribution N((x-,~)/a). 
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1.6. Thkorime central limite 
I1 concerne la somme CJ, de n v.a.r. indipendantes Xi. Nous utilisons les notations 
suivantes: Xi a pour moyenne pi et pour variance $. Soit U, =X1 + ... +X,; les 
Xi ktant suppostes indkpendantes, la moyenne et la variance de U, sont don&es par: 
m,=pl +.‘.+A et s,’ = 0: + ... + D,“. Lorsque les Xi sont tquidistribukes, de 
moyenne et de variance communes p et G*, nous avons: m, = np et s,’ = no*. 
Thbor6me (Loi des grands nombres). Soit (Xi) une suite de v.a.r. indipendantes 
4quidistribu6es. Si l’espirance E[X,} =p existe, alors on a la relation suivante pour 
tout &>O, lorsque n+ + x8 [ 11, Tome I, Ch. X, p. 2431: 
Prob {1+-p/ >t)-0. 
Thkorkme central limite: Soit (Xi) une suite de v.a.r. indkpendantes Cquidistribtkes. 
Supposons que p= E{X,} et c* =02(Xi) existent. Alors, pour tout fijxe [ll, Tome I, 
Ch. X, p. 2441: 
Prob {y</?} +N(fl). 
Ce thkorkme traduit la convergence en loi de la suite des v.a.r. U, =X1 + ... +X, vers 
une loi gaussienne . 1 ‘(np, ~4%). 
V.a.r. non kquidistribuks 
I1 est possible de dttfinir des analogues A la loi des grands nombres et au tht- 
or&me central limite dans le cas oti les variables Xi ne sont plus tquidistribukes. Nous 
gardons les notations U,=Xl +...+X,,, m,=E(U,} et s,‘=o’{U,,}. 
La suite (Xi) satkfait la loi faible des grands nombres si et seulement si, pour 
tout E>O, on a: 
Prob 
i 
I u,t - % I > p -0 
, . 
n I 
La suite (Xi) satisfait le thPorPme central limite si et seulement si, pour tous 
U-C/I [ll, Tome I, Ch. X, p. 2541: 
11 existe un grand nombre de conditions sur une suite de v.a.r. indtpendantes (Xi), 
qui assurent qu’elle satisfait le thkorkme central limite, par exemple les conditions de 
Lindeberg [l 1, Tome 1, p. 254; Tome 2, Ch. VII et VIII]. Les cas que nous 
considtrons concernent des suites de v.a.r. qui ne sont pas indgpendantes; nous 
itudions ici ceux qui peuvent &tre obtenus ri l’aide des fonctions gknkratrices. 
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Considerons par exemple le modPIe d’urnes classique, qui sera presente dans la 
Section 3.3. Soient d tunes, dans lesquelles on lance aleatoirement n boules; les 
n boules se repartissent dans les urnes de man&e tquiprobable; les lancers de boules 
sont supposes &tre independants. Nous souhaitons etudier le nombre d’urnes con- 
tenant au moins une boule, en fonction de d et de n. Soit Yi le nombre de boules dans 
la i2me urne, et soit’Xi = l,,, , 0j : Xi vaut 1 si l’urne contient au moins une boule, et 0 si 
l’urne est vide. Le nombre de boules lancees est Cf= 1 Yi = n, et le nombre d’urnes 
contenant au moins une boule est Lid = C f= 1 Xi. La probabilite d’obtenir k urnes non 
vides, sachant qu’on a lance n boules, est done la probabilitt conditionnelle 
Prob( Ud = k/x i Yi = n). Or les variables Xi dont on prend la somme ne sont pas 
indtpendantes; en particulier, elles vtrifient l’inegalite CiXi <II. Le probleme de 
l’ttude du nombre d’urnes contenant au moins une bottle, lorque d et n tendent vers 
l’infini, ne peut done pas se risoudre en appliquant une des formulations classiques du 
theoreme central limite. 
2. Une mkthode pour obtenir un thkorGme central limite 
La technique esquissee ci-dessous s’applique a l’etude dune suite de nombres (u~,~) 
dont nous connaissons la fonction gentratrice bivariee, ordinaire ou exponentielle. 
Elle permet ainsi de traiter le probleme d’urnes que nous venons d’evoquer, et plus 
gentralement d’obtenir un theoreme de convergence vers une loi gaussienne, ana- 
logue au theoreme central limite, dans le cas ou les v.a.r. dont nous prenons la somme 
ne sont pas independantes. 
A partir des an.k, nous definissons une suite (U,) de v.a.r. a valeurs entieres positives 
par: Prob( U, =/~)=Lz,,~/~~~~,~. Soient $, la fonction generatrice de probabilitt de 
U,,, ,uL, et 0,’ sa moyenne et sa variance. Nous travaillons en general sur la suite des 
v.a.r. normalikes (if,,), de moyenne 0 et de variance 1: V,, = (U, -pn)/on. Lorsque la 
suite des transformees de Laplace (L,(t) =e’un’on t,bn(e-t’un)) associees aux variables 
V, converge, pour tout t fixe dans l’intervalle [0, + m[, vers la transformee de Laplace 
e@” de la distribution normale .)t”(O, l), il y a alors convergence (faible) de la suite 
normalisee ( V,) vers une variable altatoire de distribution gaussienne _4”(0, 1). 
Nous cherchons done d’abord a evaluer la fonction generatrice de probabilite $I1 
associee a U,, puis a en deduire une approximation de la transformee de Laplace de la 
v.a.r. normalisee V,, et enfin a montrer la convergence de la suite de ces transformees. 
Dans beaucoup de cas, la moyenne ,u, et la variance U: sont a priori inconnues; nous 
pouvons soit les calculer d’abord, soit verifier qu’il est possible de determiner asymp- 
totiquement leurs valeurs pour que la convergence ait bien lieu pour tout t fix6 dans 
l’intervalle [0, + w [. 
Dans un certain nombre de problemes combinatoires, la fonction $n(~) n’est pas 
connue exactement, mais par l’intermediaire d’une fonction generatrice bivariee 
@(x, y): I/I”(X) = [ y”]@(x, y)/[ y”]@( 1, y). Nous avons done a calculer, si possible exacte- 
ment, sinon de maniere approchte, le coefficient de y” dans la fonction @(x, y). 
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Lorsque nous avons une approximation de $,, nous remplaqons x par e-‘iun, puis t est 
fix6 arbitrairement dans [0, + co[; par ailleurs, la situation est g&-&alement telle que 
on-’ + co, et done que e-t’0n -+ 1 - lorsque n+ +oo. 11 suffit done d’obtenir un 
dkveloppement limit& de $n(~) pour x Gel dans un voisinage de 1. Pour cela, nous 
considbrons @(x, y) comme une fonction analytique de la variable y, paramktrte par la 
variable x. Nous avons alors B notre disposition les techniques de l’analyse complexe, 
qui permettent dans bien des cas d’obtenir une approximation de $,,. 
Si nous utilisons les fonctions caractCristiques ou les fonctions g&&a&ices des 
moments, l’approximation de II/,, se fait de la m&me mani&re, et nous cherchons ensuite 
un dkveloppement limit6 de cl/,,(x) dans un voisinage approprik de 1; nous appliquons 
enfin, suivant les cas, le thCoreme de continuiti: de LCvy ou le thkorime de Curtiss. 
2.1. Coeficients d’une fonction analytique 
Le lecteur pourra se reporter B un des nombreux livres traitant des fonctions 
analytiques, par exemple [6,33], pour une introduction i ce sujet. Les coefficients 
d’une fonction analytiquef(z) peuvent s’obtenir par la formule de Cauchy, sous forme 
d’une intCgrale sur un contour fermi: enserrant l’origine: 
[z”]f= & g dz. 
Lorsqu’il n’est pas possible de calculer explicitement cette inttgrale, un choix judicieux 
du contour d’intkgration permet souvent d’obtenir son ordre de grandeur asymp- 
totique. La mlthode retenue dtpend de la fonction initialef; de manikre g&&ale nous 
cherchons d trouver un contour d’intkgration tel que seule une petite fraction four- 
nisse la plus grande partie de l’inttgrale. On pourra consulter, entre autres, les livres de 
Bleistein et Handelsman [4], De Bruijn [lo], et Henrici [ZS] pour diverses techniques 
d’approximation susceptibles d’i?tre appliqutes B une intkgrale de type (1). 
Lorsque la fonction f a des singularit&’ de nature algkbrico-logarithmique B dis- 
tance finie, on prend un contour s’approchant de la (ou des) singulariti:(s) de plus petit 
module, qui est prkdominante. L’article de Flajolet et Odlyzko [14] prtsente une 
synthese de risultats obtenus par cette mCthode. Si la fonction .f est entiire (i.e. est 
analytique sur tout le plan complexe), ou a des singularit& essentielles, cela n’est plus 
possible, et on peut alors songer A la mbthode de col. Nous en donnons ci-apr2s une 
version simplifite et assez intuitive, reprise en partie de [12], et adaptte au cas oti il 
s’agit d’approximer un coefficient d’une fonction analytique. 
2.2. MPthode de co1 
I1 est possible de mettre une fonction entiiref(z) sous la forme exp(logf(z)), et la 
formule de Cauchy (1) s’kcrit alors: [z”]f= (1/2i7c) $ exp(logf(z) - (n + 1) log z)dz. 
’ Une singularitt de ,j est un point oli la fonction cesse d’&tre analytique. 
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Pour simplifier la presentation, nous notons g(z) = logf(z) - (n + 1) log z. Nous 
choisissons comme contour d’integration un cercle centre a l’origine, ayant pour 
rayon la solution p de l’equation g’(z)=O: 
s exp(g(peiH))d(peiH). tk-n, -t-It] 
La valeur p est le “point col” (“saddle point” en anglais). Soit ~(~10, rr[, “suffisament 
petit”. Nous divisons l’integrale en deux parties, l’une pour 101 <cc et l’autre pour 
a < 10 I d 7~. En tenant compte de la definition de p par g’(p) = 0, nous pouvons calculer 
un dtveloppement de Taylor de g a l’ordre 3 au voisinage de p: 
Y(z)=g(P)++(z-~)2Y”(l~)+o((z-~)3). 
Cela permet d’obtenir une valeur approchee de I’integrale de exp(g(pe’“)) lorsque 
0 varie dans l’intervalle [ - c(, + ~1. Soit 7 l’arc de cercle {z = pe”, 18 I <cc}: 
s 
exp(t(z-P)‘g”(p))dz. 
i 
L’integrale sur y se calcule ensuite de man&e approchee, lorsqu’il est possible de se 
ramener a l’integrale j’ 1 exp ( - f 02g”( p))dtl, dont la valeur est connue: Jm. 
Pour cela, notre technique (il y en a bien d’autres!) consiste a remplacer l’arc de cercle 
y par un contour formi de segments de droite yI uy, u y; (Fig. 1). 
I1 est souvent possible, en choisissant convenablement c(, de montrer que les 
integrales sur y1 et y’r sont negligeables, et que l’integrale sur y2 peut s’ttendre a tout 
l’axe reel. 
11 reste a montrer que l’integrale pour c( < I l? < 71 donne une contribution ntglige- 
able, ce qui fait en general intervenir des proprietes particulieres de la fonction f: En 
particulier, lorsque f est a coefficients reels positifs, des variantes de l’inegalite 
triangulaire peuvent etre utiles. En regroupant le tout, nous obtenons 
[z”]f(z) % eq(p) 
&Gm 
Yl 
Fig. 1. 
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11 est possible de difinir des classes de fonctions pour lesquelles la methode de co1 
s’applique, telles les fonctions admissibles, Ctudiees entre autres par Hayman, ou par 
Harris et Schoenfeld. On trouvera dans [3 1 , Ch. I], une presentation de ces differents 
types de fonctions. 
2.3. Application d l’btude de fbnctions bivarides 
La formule de Cauchy permet d’extraire le coefficient de y” dans la fonction 
gtneratrice @(x,y): 
.f,(x)=[y”]4(x,y)=& ehcX,“)dy, 
i 
ou l’inttgrale est prise sur un contour encerclant l’origine et od: 
h(x,y)=log@(x,y)-(n+l)logy. 
Dans de nombreux cas, il n’est pas possible de calculer explicitement l’integrale (2), 
et nous essayons alors d’obtenir une approximation d’une qualite suffisante pour 
etudier malgre tout la suite des transformtes de Laplace des distributions dont nous 
cherchons la limite. La fonction 4(x, y) est consider&e en tant que fonction analytique 
de la variable y. Lorsqu’elle a une singularite d distance finie, on utilise l’analyse de 
singularites. Lorsque la fonction @ est entiere, la methode de co1 permet d’approximer 
l’inttgrale (2). Le contour d’inttgration est alors un cercle, centre a l’origine, et notre 
premiere tache est de choisir son rayon. Pour determiner une valeur approchee 
de ce rayon, nous sommes amen& a resoudre l’equation en y, parametree par 
x: (1%/8y)(x,y)=O. Nous obtenons une solution p,(x), generaiement sous forme 
approchte, pour x dans un voisinage de 1.’ La methode de co1 precedemment exposee 
fournit ensuite une approximation du coefficient fn(x) = [y”]@(x, y) sous la forme 
f,(x) = 
eh(x.p,(xJ) 
J27@11/c’y2)(.x, p,,(x)) 
(1 so(l)). 
Nous avons alors une approximation de la fonction generatrice de 
probabilite $,(~)=f~(x)/f(l). Nous terminons en montrant qu’il est possible de 
trouver des valeurs pO.” et CT~,,, telles que la transformee de Laplace 
erKl.~ioo.” *,(ee”““.“) associte a la variable normalisee converge vers e12!2, ce qui 
prouve a la fois que la suite des distributions etudiees converge faiblement vers une loi 
normale, et que /*O.n et ~6,~ sont des valeurs approchtes de la moyenne et de la 
variance. 
‘On peut parfois admettre une certaine imprkision sur le contour d’intkgration; on prend alors 
simplement pour rayon p.(l)= p., C’est en particulier le cas pour les rlsultats prCsentCs dam le livre de 
Kolchin et al. [2X] 
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2.4. Quel type de fonction choisir? 
11 n’est pas toujours facile de savoir quel type de fonction choisir (fonction carac- 
teristique, fonction gtnlratrice des moments, transformee de Laplace), et quel tht- 
oreme de convergence appliquer. Nous donnons ci-dessous quelques indications, sans 
pouvoir cependant fournir de regles precises. La fonction caracttristique 4. est definie 
pour toute v.a.r.; par contre la transform&e de Laplace, et a fortiori la fonction 
gtntratrice des moments, ne le sont que pour certains types de v.a.r. En premiere 
approche, il semblerait done que les fonctions caracteristiques permettent de 
traiter plus de cas. Cependant, des considerations techniques peuvent interdire leur 
emploi. 
Par exemple, lorsque nous utilisons la methode de co1 pour obtenir la fonction 
generatrice de probabilite $n(x) a partir de la fonction generatrice double @(x, y), le 
rayon du cercle choisi comme contour d’integration est p,(x); pour x variant dans un 
voisinage de 1, et lorsque x est reel, le rayon l’est aussi; par contre, lorsque x est 
imaginaire, p,(x) l’est aussi. Dans ce cas, il est sans doute plus nature1 d’utiliser les 
theoremes de convergence des transform&es de Laplace, ou des fonctions generatri- 
ces des moments, que le thtoreme de Levy. Mentionnons aussi un cas particulier qui 
se rencontre dans certaines extensions des modeles d’urnes (cf. Section 3.3 et [18]): 
lorsque la fonction gtneratrice bivarite @(x, y) est entiere, de la forme tid(x,y), 
od d+ + co, l’approximation de la fonction gtneratrice de probabilite tin(x) se fait par 
la mtthode de col, et il est necessaire de supposer x < 1 et reel pour montrer que seule 
une petite partie du contour d’integration fournit une contribution significative. 
Toutes ces hypotheses imposent alors l’emploi des transformees de Laplace et du 
thtoreme de convergence associt. 
3. RCsultats 
Nous donnons d’abord des exemples de resultats portant sur des fonctions a une 
variable, puis sur des fonctions a deux variables: nombre de composants d’une 
structure combinatoire, modeles d’urnes, cas oti la fonction n’est pas connue sous 
forme close, et enfin les extensions a plusieurs variables des modeles d’urnes et du 
nombre de composants dune structure. 
3.1. Fonction d une variable 
Presentons d’abord quelques exemples oti la mtthode de co1 est utilisee pour 
approximer le coefficient dune slrie generatrice. Daniels [9] et Good [21,22] don- 
nent une formule pour approximer [y”]{f(~)~}, lorsque la fonctionfest a coefficients 
reels positifs, de rayon de convergence strictement positif, et lorsque l’on sait a priori 
que le coefficient cherche n’est pas nul: f (y) ne doit pas etre de la forme fi (y’), pour un 
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entier Y > 1. On a alors: 
oh p est l’unique solution reelle positive de y(f“/,f)(y)= n/k, pour n/k variant dans un 
intervalle don& [A, B] (A > 0), et ou c2 = (i?/au)‘logf’( pe”)l,,=,,. I1 existe aussi une 
version multi-dimensionnelle de ce theoreme. Cela ne permet pas d’obtenir des lois 
limites; on peut cependant &valuer le coefficient de xky” dans une fonction @(x, y) de la 
forme g(xf’(y)), lorsque k et n sont a peu pres proportionnels. Quelques applications 
interessantes sont: 
l g(t)= l/( 1 -t); on a alors @(x, y)= l/( 1 -uf‘(y)). Cela sert pour le nombre de 
structures combinatoires de taille II et avec k composants. 
0 g(t)=e’: 4(x,y)=e”J’Y’; c’est utilise pour le compose partitionnel abelien. 
l g(t) = (1 + t)d: @(x, y) = (1 + xf( y))“; d tend vers l’infini (on a k <II). Cela generalise 
les modeles d’urnes. 
Greene et Knuth [23] donnent une demonstration du theoreme central limite 
classique qui est assez dans l’esprit des resultats de Daniels et Good: on se ram&e 
a evaluer [y”]{g(y)k) p ar une methode de col, lorsque k est a peu pres proportionnel 
a II, et pour une fonction generatrice de probabilitt g(y). Soient p et c2 la moyenne et 
la variance des v.a.r. dont on ttudie la somme; pour II = pk + Y, on a le resultat suivant: 
CY “k+r]{g(y,“) = &exp(-&( 1-F+$))+O($). 
Cette methode permet d’avoir une information detaillee sur les probabilites; elle 
fournit plus de renseignements que la methode classique exposee par exemple par 
Feller [ 111. Si necessaire, on peut poursuivre le developpement asymptotique aussi 
loin que souhaite. 
De maniere g&&ale, lorsque la fonction caracteristique dune v.a.r. est connue, on 
peut obtenir directement des risultats de convergence asymptotique. Ainsi, le nombre 
d’inversions d’une permutation suit asymptotiquement une loi gaussienne: Sachkov 
[30] le demontre par exemple a partir de la fonction generatrice 
I,,(x)=C~~~.~X~= (1+x)(1 +x+x2)~..(1 +u+ ... +x”-‘). Un simple developpement 
limite montre que la suite des fonctions caractiristiques converge vers ee”j2, et le 
thioreme de Levy permet de conclure. 
3.2. Nomhre de composunts d’une structure combinatoire 
Bender [l] etudie des fonctions meromorphes a deux variables, du type 
~(X,y)=Cn,ka,,kXkyn=g(x,y)/P(x,y)m+l. Le theoreme principal est le suivant: 
Soit @(x, y) une fonction d coeficients posittfs, telle qu’il existe unefbnction 
continue A(s), qui ne s’annule pas dam un ooisinage de l’origine, une fonction 
r(s) telle que r”’ soit horn& et non nul duns un wisinage de l’origine, et un entier 
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m 2 0, et que lafonction (1 - x/~(s))~ @(x, es) - A (s)/( 1 - x/r(s)) soit analytique 
et bornee dans un voisinage du point (x = r(O), s = 0). Posons ,u = - (r’/r)(O) et 
o2 = uz - (r”/r)(O). Al ors, si o #O, la suite des probabilites dejinies par les 
an.k est asymptotiquement normale, de moyenne nu et de variance no2. 
Cela couvre en particulier le cas @(x, y) = l/( 1 - x.f(y)), qui correspond au nombre 
de composants (marque par x) dune structure combinatoire, de taille totale donnee 
(par y): structure suite de.. La demonstration utilise le theoreme de convergence des 
fonctions caracteristiques; la forme de la fonction generatrice @(x, y) suggere d’obtenir 
l’approximation de tin(x) par une analyse autour du pole de plus petit module de @, 
consider2 comme fonction en y. On obtient une moyenne et une variance lineaires en 
n, la taille totale de la structure. I1 y a tgalement un rtsultat du type “theoreme local 
limite”, qui donne une approximation de chaque p,+, toujours pour des fonctions de 
la m&me forme, ou lorsque la suite des an.k verifie une condition de concavite 
logarithmique: a,‘, k > an,k 1 .an.k + 1 , Des exemples d’utilisation de ces thtoremes sont: 
Le theoreme central limite classique: 
1 
@(x’y)= 1 -4’Cka,<k.uk’ 
Les nombres euleriens: nombre de permutations de c4”, a k montees: 
Le nombre de partitions de [l . .n] en exactement k 
S,,k est un nombre de Stirling de deuxieme espece: 
blocs etiquetes: c’est k!S,, k, oti 
@(.~,y)=~k!S.,k.~kz= 
1 
n.k n! 1 -x(eY - 1) 
on montre aussi que les Sri,,, eux-memes suivent une loi limite normale. 
Les nombres de Stirling de premiere espece s,,k, qui dtnombrent le nombre de 
permutations de <4”, ayant k cycles. 
Le nombre I,,k de permutations de YE ayant k inversions; 
Des problemes de placement de dominos; 
Plus gentralement, des suites de nombres verifiant une relation de recurrence 
lineaire a coefficients constants. 
Canfield [S] etudie les fonctions geniratrices exponentielles de la forme 
@(x, y) = 1 n &n k xk( y”/n!) = eXs(‘), lorsque y est un polynome a coefficients reels 
positifs, tel que’ y(O) = 0. 
Soit g(y) un polynome ci coefficients reels positifs, et qui ne soit pas de la forme 
gI(yj), pour un polyncime g1 et un entierj> 1. Alors, les coeficients an,k dejinis 
par x,,kan.k ~k(yn/n!)=exg(Y) engendrent une loi de probabilitt asymptotique- 
ment normale. 
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L’approximation de $,,(x) utilise la methode de col, oti le co1 depend de x; on se sert 
ensuite du theoreme sur la convergence des fonctions generatrices des moments. La 
moyenne et la variance sont lintaires en n. Cela permet d’etudier la construction 
ensemble de.. . . Comme pour Bender, il y a aussi un thtoreme local limite, lorsque les 
u,,~ verifient une condition de concavite logarithmique. Des exemples d’application 
sont: 
l Le nombre de graphes etiquetes sur n sommets, tels que la taille d’une composante 
connexe soit bornte: 
Dans la formule ci-dessus, C, est le nombre de graphes etiquetes connexes sur 
p sommets; il verifie par exemple la relation de recurrence suivante [24]: 
C =2P’P-1)/2_(1/P)C~=:k(kP)2(P-k)(P-k-1)/2Ck. 
P 
l Le nombre de permutations ayant k cycles de longueur au plus M: 
&x,y)=exp M Y' ( 1 x C 7 i=l 
l Le nombre de partitions d’un ensemble a n elements en k blocs, chaque bloc etant 
de taille au plus M: 
M Y' &x,y)=exp xizl 5 ( 1 
l Les nombres de Stirling de deuxieme espece: nombre de partitions de n objets en 
k blocs. 
6(x,y)=C S,,k~k $=ex(ey-l). 
n,k 
Flajolet et Soria [ 15, 16,321 etudient la construction ensemble de cycles de.. . Cela fait 
intervenir, pour le nombre de composants dans un compose partitionnel abelien 
(structures etiquettes), une fonction gentratrice exponentielle de la forme 
4(x, y)= exs(Y), et, pour le nombre de composants dans un multi-ensemble (structures 
non etiquettes), une fonction gtntratrice ordinaire @(x, y) = exp( Cpa l(~P/p)f( y”)). 
L’hypothese “ensemble de cycles de.. . ” conduit a une fonctionf( y) avec une singular- 
it& logarithmique isolee sur son cercle de convergence:f( y) = a log (l/( 1 -y/p)) + R(y), 
ou a est un nombre reel positif, et oti la fonction R est (a peu pres) analytique [15] . 
Soit 6(x, y) = c .,kan,kxk(yn/n!)=exf’y’, ou f est Li singularite logarithmique. 
Alors la suite (a,,&) definit une suite de probabilitts qui convergent faiblement 
vers une loi normale. Lorsque f a un rayon de convergence p < 1, la fonction 
~(~~~)=~~,ka~,k~k~“=~x~(~ pa l(xp/p) f (y”)) definit de meme une suite de 
distributions qui converge vers une loi normale. Dans les deux cas, la moyenne 
et la variance asymptotiques ont pour valeurs p z a log n et o2 z a log n. 
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La demonstration utilise les fonctions caracttristiques et l’analyse de singularites 
pour une singularite de type logarithmique, en utilisant un contour adapt& (contour 
de Hankel). La moyenne et la variance sont asymptotiquement en logn. Des exemples 
d’application sont: 
l Les nombres de Stirling de premiere espece: 
&-%Y)‘CSn,k 
n,k 
x*$=exp(xlog&). 
l Les derangements “generalises”: a,,& est le nombre de permutations de 9’n avec 
k cycles, lorsqu’un nombre fini de longueurs de cycles est interdit: 
$(x,Y)=exp x u 1 log--- Y’ 4) l-Y id z 
l D’autres variations sur les cycles, par exemple les rondes d’enfants (cycles orient&s, 
avec un enfant au centre): 
l Les graphes non orient& 2-reguliers (chaque sommet est de degrt exactement 2); un 
tel graphe est un ensemble de composantes connexes qui sont des cycles: 
2 
&x,y)=exp x flog--Y-$ 
cc 
1 
l-y 2 >) 
l Les fonctions aleatoires (“random mappings”) de l’ensemble des entiers (1, . . . , n} 
dans lui-meme. Une telle fonction peut 2tre represent&e comme un compose 
partitionnel d’objets formes en prenant des cycles d’arbres enracines: 
( 1 &x,y)=exp xlog- 1 I-Q(Y) 
Ici, a(y) est la fonction generatrice des arbres enracines, et verifie: a(y) = yea(“). Si on 
prend des classes d’tquivalence de fonctions par rapport a une permutation, on 
passe a des structures non etiquetees; cela revient a prendre la construction 
“nombre de composants dans un multi-ensemble”, et d remplacer a(y) par la 
fonction generatrice denombrant les arbres enracints non Ctiquetes. 
l Le nombre de facteurs irreductibles distincts dans un polynome aleatoire de degre 
n sur un corps fini: 
@x,y)=exp x~(Y)+ 1 
1+(-l)k_l(y-1)k 
k 
I(Yk) . 
ka2 > 
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Ici, I(y) dknombre les polyn8mes irrkductibles. 
Dans le deuxiime article [16], on accepte aussi que la fonction gtnkratrice ait des 
singularitirs algkbriques en y. On montre kgalement des rksultats sur la queue de la 
distribution, qui est exponentielle. Intuitivement, un tel rksultat est complkmentaire 
d’un thkor2me central limite, qui donne des informations sur le comportement a&our 
de la moyenne; cela signifie que les valeurs kloignkes de la moyenne sont t&s peu 
probables. Le but ultime est de dkfinir des conditions sous lesquelles on a une 
normalit& asymptotique, pour un objet combinatoire obtenu par suite de construc- 
tions classiques: suite-de, cycle-de, ensemble-de.. ., dans le cas itiquetk comme dans le 
cas non ttiquetk. 
Enfin, les rttsultats de Compton [7] concernent tgalement la distribution du 
nombre de composantes d’une structure, itiquetke ou non, construite comme en- 
semble de composantes Cltmentaires. Les rlsultats portent sur la probabilitt I)~.~ 
d’avoir k composantes, et sur le nombre moyen de composantes, lorsque la sCrie 
gtntratrice A une variable u(x), tnumtrant toutes les structures suivant leurs tailles, 
satisfait diverses conditions: soit R le rayon de convergence de a; a peut converger, ou 
diverger, en R; une dkrivke de CI peut diverger en R. Les techniques de preuve 
consistent d obtenir une formule explicite pour la quantitt- Li calculer, sous forme de 
somme de termes, puis A isoler et approximer les termes qui fournissent une contribu- 
tion significative. I1 ne s’agit pas d’un rt-sultat de distribution limite au sens strict: il n’y 
a pas identification de la loi limite A un type connu. Les exemples portent sur le 
nombre d’arbres dans une for&t, lorsque les arbres sont enracinks ou non, ktiquetks ou 
non... 
3.3. Modtiles d’umes 
Soient d urnes, dans lesquelles on lance successivement n boules. Les urnes ne sont 
pas iquivalentes; leur ordre a done de l’importance, d la diffkrence du nombre de 
composants d’une structure combinatoire. Dans le modirle le plus courant, chaque 
boule a une probabilitk l/d d’atterrir dans une urne donnte, et les lancers successifs 
sont indkpendants 1271 . Soit (I,,~ le nombre de facons de ripartir les II boules parmi 
k des d urnes; d-k urnes sont done vides.3 Dkfinissons la fonction gtrkratrice 
~(~,4.)=~,,,~a,,,~~(4”/n!); nous avons ~(~,~~)=(l--.~+.~e”)~. 
Lorsque le nombre d’urnes d et le nombre de boules n tendent vers l’infini, le 
nombre d’urnes contenant au moins une boule admet une distribution limite. Suivant 
les cas, on obtient une loi normale, lorsque n et d sont “comparables”, ou une loi de 
Poisson si ce n’est pas le cas 127, 281. Pour des ordres de grandeur relatifs de n et 
d don& il existe souvent plusieurs dimonstrations, faisant appel $ des techniques 
diffkrentes. Dans ce genre de problemes, la distribution dkpend en fait de deux 
parametres qui tendent vers l’infini, le nombre de boules n et le nombre d’urnes d. 
3 On s’inkkressc le plus souvent au nombre d’urnes ne contenant aucune boule, ce qui revient exactement 
au m&me lorsque le nombre total d‘urncs cst connu. 
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Nous considkrons ici un cas particulier, pour lequel la mkthode de co1 s’applique 
particulikrement bien. La fonction gtntratrice $,,(x) de la distribution est dkfinie 
implicitement, comme coefficient de la fonction bivarile @(x, y) = qd(x, y), avec 
cp(.x, y)= 1 + x(eY - 1). Nous avons done $,,(x) = [y”]rpd(x, y); lorsque d et n sont d peu 
prks proportionnels, nous pouvons nous ramener i un problirme A un paramltre, en 
posant n = Ad + o(d). 
Parmi les premiers travaux sur la distribution du nombre d’urnes vides, citons 
Geiringer [20] et Weiss [34], qui dtmontrent la normalitt: asymptotique de ce nombre 
par une mtthode de convergence des moments (et non de la fonction gkkratrice des 
moments). RCnyi [29] reprend et Ctend ceci; il utilise l’approximation de la fonction 
caracttristique par une mithode de col, et le thttoritme de LCvy sur la convergence 
d’une suite de fonctions caractkristiques. Dans le livre de Kolchin et al. [28], la 
mkthode de co1 et le thkorirme de convergence des fonctions caractkristiques sont 
utilisks pour montrer un grand nombre de rksultats, entre autres: 
la normalitk asymptotique du nombre d’urnes vides, pour une r&partition uniforme 
et lorsque 0 <A <n/d < B; (Ch. 1, p. 18); 
sous les m?mes conditions, la normalitk asymptotique du nombre d’urnes con- 
tenant i boules (Ch. 2, p. 49 et suivantes, et th. 1 p. 55); 
les urnes ne sont plus Iquiprobables, mais suivent une loi de probabilitt {pi}, et il 
existe une constante C > 0 telle que, pour tout i, on ait l’inigalitl pi d C/d. Toujours 
sous la condition 0 < A < n/d < B, le nombre d’urnes vides tend encore vers une loi 
normale (Ch. 3, th. 1 p. 137). 
Une extension des modkles d’urnes est proposke dans Gardy [17, 181, pour une 
fonction gCntratrice de la forme @(x, y) = (1 -x +x~.(Y))~, 03 la fonction R(y) est 
g coefficients positifs. Ceci permet de modkliser certains paramktres des bases de 
donnles relationnelles [ 18, 191, par exemple la variation de la taille d’une relation par 
l’opkration de projection. Un exemple de rksultat est le suivant [18]: 
Soit i(y) unefonction entihe ci cogficients posit@, telle que i(O) = 1, et non de 
la forme i1 (y”), pour une fonction entikre i, et un entier m32. Soit 
y(y) = y(i'//l)(y), et soit A > 0, tel que lim,, + X Y(J)) > A. La loi de prob- 
abilitP d$nie par ,f(~)=[y”]@(x,y)/[y~]@(l,y) est asymptotiquement nor- 
male lorsque d+ + a, et n = Ad + o(d). La moyenne et la variance asym- 
ptotiques ont pour valeurs: 
Dans cette formule, p est l’unique solution r6elle positive de l’kquation 
g(y)= A. 
La dtmonstration de ce thtorime utilise les transform&es de Laplace. 11 peut &tre 
reformuli: en termes de graphes bipartis comme suit: la fonction gkntratrice 
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@(x, y) = (1 +x(&(y)- l))d denombre les graphes bipartis orient&, a d sommets d’un 
type et 6 sommets de I’autre type, tels que le nombre d’arcs d’un sommet du premier 
type vers un sommet du second type soit enumere par la fonction is. En jouant sur 
cette fonction, on peut aussi donner une probabilite aux sommets du deuxieme type, 
ou bien faire tendre le parametre 6 vers l’infini [17] . 
Le resultat ci-dessus s’etend lorsque 0 < A < n/d < B. 11 est interessant de chercher la 
forme la plus generale d’une fonction @(.x, y)= cp(.x, Y)~, dtfinissant une suite de 
distributions de probabilitts par P,,~ = [xkyn]@(x, y)/ [y”]@( 1, y), telle que cette suite 
soit asymptotiquement normale. Le theoreme suivant donne une premiere indication: 
Soit (P(x,y)=Cn,&&yH une fonction d coeficients u,,k positffiv, qui soit 
entihe par rapport d la variable y. Supposons que les variables n et d tendent 
vers l’injini de telle maniPre que nld+A >O, et que cette constunte A vGrifie: 
lim,, + ~ ~(c&./(P)( 1, y) > A. Soit p l’unique solution rkelle positive de 1’6quat- 
ion y( cpi,/~~~)( 1, y) = A. Dijinissons les ,fonctions k(x, y) = x(cp’Jcp)(x, y) et 
1(x, y)= y(cpb/cp)(x, y), et supposons que kkl;. - ki.1: #O au point (1, p). Alors, la 
fonction f(x)= [y”]q(x, Y)~ d@nit une loi de prohahiliti usymptotiquement 
normale. La moyenne et la variance asymptotique talent: 
3.4. Fonctions non sous forme close 
I1 est parfois possible d’etudier une suite de nombres a l’aide de leurs fonctions 
gintratrices, sans avoir une formule explicite pour la fonction generatrice bivariee 
@(x, y); nous en donnons ci-dessous deux exemples. 
Flajolet et Odlyzko 1131 etudient les coefficients de polynomes definis par des 
recurrences non lineaircs: gk(y)=~,,a,,ky’, tels que le polynome go(y) soit a coeffic- 
ients positifs, et que les gk satisfassent la relation gk+ 1 (y)= P(y, gk(J’)), pour un 
polynome a deux variables P non reduit a un monome. I1 faut de plus qu’au moins une 
des fonctions go, gi ou gz atteigne son maximum sur le cercle unite au point 1, et 
quelques conditions techniques supplementaires. On a alors un risultat de normalite 
asymptotique des an,k pres de leur maximum. La demonstration ne fait pas appel a un 
theoreme de convergence du type “theoreme de Levy”, mais approxime, par une 
methode de col, a,,k/max(an,k}. Les applications concernent l’enumtration d’arbres 
de divers types, selon la hauteur et le nombre de nceuds. 
Jacquet et Regnier [26] travaillent sur une fonction generatrice @(x,y) connue 
seulement par une equation implicite. Le modele consiste a generer des cles aleatoires, 
qui sont des suites infinies de 0 et de 1. Les probabilites de gtnerer respectivement le 
bit 0 et le bit 1 valent p et q= 1 -p. Soit a,,& la probabilite qu’un trie (arbre 
lexicographique sur {0, 1)) construit sur n cles aleatoires soit de taille k (nombre de 
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nceuds internes), et definissons 6(x, y)=e-’ x,,kun,kxk(y”/n!). La fonction generat- 
rice 6(x, y) satisfait l’tquation implicite: 
~(x,y)=x~(x,py)~(x,qy)+(l -x)(1 +y)epY. 
La demonstration utilise le theoreme de convergence des fonctions caracteristiques; 
l’approximation de [y”] 6(x, y) se fait en integrant sur un contour circulaire, mais ce 
n’est pas une technique de col. 
3.5. Probltmes multivarih 
Les rtsultats de Bender et Canfield sur le nombre de composants dune structure 
combinatoire ont ete etendus par Bender et Richmond a une fonction generatrice a 
plusieurs variables [2, 31. Le premier article [2] generalise les resultats de Bender sur 
les fonctions meromorphes [l], lorsqu’on dispose dun equivalent pour la fonction 
q.(x)=xka,(k)xk (ici, k denote un vecteur dentiers, et x est le vecteur de variables 
associe). Des exemples d’application sont: 
l Le polynome de Tutte dun graphe, et des familles recursives de graphes; 
l Des permutations tnumertes par leurs nombres de montees et de descentes; 
l Des partitions ordonnees de (1, . , n}. 
Le deuxieme article [3] concerne une fonction gtntratrice 8(x) = e’(I), ou x est un 
vecteur, et P un polynome. 11 faut d’abord definir une notion d’admissibilitt pour une 
fonction multivariee; on a ensuite un theoreme central limite, demontre en utilisant 
une methode de co1 a plusieurs variables. Les applications concernent: 
l Le resultat de Canfield [S], pour une fonction a deux variables: @(x,y)=eXg(p). 
l Les permutations sur n elements, avec des contraintes sur la longueur des cycles: 
k des cycles ont des longueurs dans un ensemble fixe fini 9 d’entiers, et les autres 
cycles ont leurs longueurs dans un ensemble egalement fini f. 
l Un certain type de partitions d’un ensemble. 
Les modeles d’urnes aussi peuvent etre. generalist%. Ainsi, la fonction generat- 
rice intervenant dans l’etude de la taille dune jointure dans une base de donnees 
relationnelles 1118, 193 est une fonction a trois variables: @(x, y,z)= 4d(~,y,z), et la 
fonction caracttristique est donnee par: $,,,,(x)= [y”z”]~“(x, y, z). La’aussi, on peut 
obtenir des rtsultats de normalite asymptotique, lorsque la fonction #I satisfait 
a certaines conditions, et lorsque n et m tendent vers l’infini, en general de man&e 
proportionnelle a d. 
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