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Abstract 
Wireless ad hoc networks have numerous real life applications as they can be 
instantaneously established, require no infrastructure, and are autonomic and self-
organizing. Multihop connectivity is the ability of the multiple-hops-away nodes—nodes 
which are not directly connected—to communicate with each other. Since wireless ad 
hoc networks are infrastructure-less, the participating nodes themselves are supposed to 
establish the service of multihop connectivity by forwarding the messages on behalf of 
each other. Routing and Relaying are the two approaches to provide multihop 
connectivity in wireless ad hoc networks. In Relaying, MAC layer is the point in the 
protocol stack at which the switching or forwarding decision takes place, while Routing 
schemes perform this decision at a later stage i.e. at Network layer. Routing is a widely 
researched and practiced solution to the problem of multihop connectivity, whereas 
Relaying has not been adequately explored in wireless ad hoc networks. This thesis 
argues that due to the specific nature of the wireless ad hoc networks and the MAC 
protocols for these networks, Relaying is technically a more suitable option in these 
networks and has higher prospects. This argument is supported by designing a multihop 
version of the IEEE 802.11 MAC protocol and comparing its performance with the 
AODV routing protocol. The analysis shows that a multihop 802.11 MAC can be 
implemented in a much simpler manner and it can achieve performance comparable with 
that of AODV. In reactive or on-demand routing—the class of routing protocols widely 
acclaimed for its lower overhead—the accessibility prediction scheme is introduced 
which reduces the routing overhead by avoiding routing actions which are possible-to-
fail. Furthermore, this thesis evaluates the effect of utilizing obsolete routing 
information—a common approach to optimize the reactive routing protocols. Based on 
the analysis, it is argued that this act is inconsistent with the nature of the reactive routing 
and can have limited but unpredictable benefits, mainly when no additional overhead is 
incurred. 
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Chapter 1  
 
Introduction 
Wireless technologies are unequivocally among the most rapidly progressing 
technology sectors. There is a vast range of wireless technologies, applications and 
devices which are either already a substantial part of our daily life or could play this role 
in future. Wireless ad hoc networking is one of these applications which can potentially 
enhance our abilities to solve real life challenges. Wireless ad hoc networking or 
Infrastructure-less networking can be considered as an extension to the autonomy that 
was anticipated with the introduction of wireless networking. Wireless ad hoc networking 
makes those real life scenarios possible where there is a need of instantaneous and 
prompt communication. There is a widespread range of scenarios, from conventions or 
meetings with people quickly sharing information to the emergency search-and-rescue 
operations, where such networks are well-suited. 
A wireless ad hoc network is a random collection of devices with radio transceivers 
that accompany each other without any prior infrastructure in a temporary manner to 
collaboratively accomplish a task. The participants i.e. the devices or the nodes can be 
stationary, mobile, or both, and they can join or leave the network as per their 
requirement. Similarly, wireless ad hoc networks have technically no geographical 
limitations on their size; a wireless ad hoc network can be as large as possible provided 
that all the nodes are able to communicate with each other, though the commonly 
available range is restricted from the body area to the local area. In  Figure 1.1, a wireless 
ad hoc network consisting of different types of radio devices is shown. 
 
 
Figure 1.1. A typical wireless ad hoc network 
  1 
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The concept of wireless ad hoc networking has numerous real life applications as it 
provides a simple, flexible, effortless, and instant approach to communicate in a 
cooperative scenario. For example: 
• Wireless ad hoc networks can replace the wired networks in our offices and 
reduce the overhead of kilometers long wires. Additionally, in campuses, 
conference venues, or exhibition halls these networks can provide a provision of 
mobile communication. 
• At homes, wireless ad hoc networks of home appliances, sensors, and security 
devices can be established to provide an effective and centralized management of 
these resources. 
• In search-and-rescue operations at the places of emergency, wireless ad hoc 
networks can provide communication between the rescue personnel and devices 
in an instant manner. 
• Defense operations are usually conducted in areas with no communication 
infrastructure. Therefore, a wireless ad hoc network is the only possible solution 
for these scenarios. 
• Wireless ad hoc networking can be utilized to collect live data from the health 
monitoring sensor devices connected to the body of a patient as well as share 
other critical health information. 
• In industries, wireless ad hoc networks of safety sensors, automated machines, 
monitoring devices etc. can be established to achieve a more facile working 
environment. 
However, there are several challenges that need to be addressed to completely utilize 
the prospective benefits of the wireless ad hoc network. These problems mainly belong to 
the following categories: 
• Efficient communication 
• Technological limitations 
• Resource limitations 
• Security 
• Quality of service 
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1.1 The Challenge of Multihop Connectivity 
A major challenge evoked by the absence of the infrastructure in wireless ad hoc 
networks, is the inability of the participating nodes to communicate with the nodes out of 
their radio range i.e. nodes are not able to communicate beyond a single hop. Since it is a 
necessary characteristic of a wireless ad hoc network that all of the participating nodes 
are able to communicate with each other, a wireless ad hoc network requires additional 
mechanisms to establish multihop connectivity. 
Multihop connectivity can be defined as the ability of those nodes to communicate 
with each other which are multiple-hops away from each other. Thus, a network 
possesses the feature of multihop connectivity if the two nodes in every pair of multiple-
hops-away nodes in this network are able to communicate with each other. In a wireless 
ad hoc network, this characteristic can be achieved if the nodes forward messages on 
behalf of other nodes so that these messages can reach the destination, as shown in 
 Figure 1.2. This approach provides a solution to the problem of multihop connectivity 
and makes it possible to establish a wireless ad hoc network with desirable range. 
The two typical approaches to provide multihop connectivity in wireless ad hoc 
networks are following: 
A
S
D
B
C
• Use of a Routing protocol based on Network layer addresses. This approach is 
primarily an adaptation of routing in wired networks. Routing protocols or  
 
 
 
Figure 1.2. Multihop Connectivity in a Wireless Ad hoc Network: Node D is 
not directly accessible to node S as it is out of its radio range; node B and node 
C provide the forwarding service 
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schemes operate at the Network layer and maintain a routing table or route cache, 
a repository of the network topology information. 
• Use of Relaying scheme at the Data Link Layer. A Relaying scheme can be 
implemented as a part of the Data Link Layer or the Medium Access Control 
(MAC) protocol, or it could be an independent scheme working at the Data Link 
Layer. In Relaying schemes, the multihop connectivity decisions are based on the 
MAC addresses of the nodes. 
The first approach, the Routing, is, in fact, the most widely practiced approach to 
achieve multihop connectivity in wireless ad hoc networks. There are more than 30 
different routing schemes and protocols targeting this problem either partially or as a 
whole  [1] -  [5]. On the contrary, there are only a handful of Relaying schemes, the 
second approach, to perform the job of multihop connectivity. Particularly, the IEEE 
802.11 Wireless LAN standard  [6], the spirit of the most widely commercially available 
WLAN products, does not provide this feature in its ad hoc mode; there are some 
extensions suggested for this purpose [section  2.7]. 
1.2 This Thesis 
The objective of this thesis is to support the exploration for a robust and viable 
solution to the multihop connectivity problem in wireless ad hoc networks. The research 
work presented in this thesis contributes mainly in two dimensions: 
• Discover the possibility to enhance reactive routing 
Relaying Routing• Address the question of  vs. , and provide a simple and effective 
Relaying scheme for the IEEE 802.11 WLANs 
In the following part of this section, an overview of the research contributions of this 
thesis is presented. 
In wireless ad hoc networks, routing protocols are mainly of two types, proactive and 
reactive. Proactive protocols perform a periodic exchange of the topology information 
among the nodes to maintain routes, while reactive protocols discover the routes on-
demand; the two categories are discussed in detail in section  2.4.2. Reactive or on-
demand routing protocols have better control on the overhead traffic than proactive 
routing protocols, making them highly favorite as available wireless technologies support 
inadequate bandwidth  [5],  [7] -  [12]. However, they have their limitations as well. The 
delay as a result of on-demand route discovery is one example. 
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This thesis extends the concept of reactive routing and proposes two approaches to 
improve their performance. Firstly, it advocates the effective utilization of the available 
network resources. Particularly, it recommends an extended utilization of the collected 
routing information, beyond the traditional routing table maintenance. As an example, an 
accessibility prediction scheme is suggested which enhances the utility of the routing 
information. It is observed in the simulation based analysis that with the help of this 
accessibility prediction scheme, the Ad hoc On-Demand Distance Vector (AODV) 
routing  [13] protocol can avoid a significant amount of overhead caused by the route 
discoveries initiated for non-reachable destinations. Secondly, this thesis highlights that 
in reactive routing the dependency of routing operations on the stale or old routing 
information is not in accordance with the nature of the reactive routing. Since reactive 
routing protocols do not have any mechanism to periodically refresh the stored routing 
information, such a dependency causes an anomaly. This argument is supported by an 
analysis of the different components of the AODV routing protocol. Simulation results 
show that decreasing the level of dependency on stale routing information, improves the 
performance both in terms of throughput as well as overhead. 
As mentioned earlier, the option of Relaying based multihop connectivity is not well 
explored in wireless ad hoc networks. This thesis compares the two multihop 
connectivity approaches, the Routing and the Relaying, and proclaims that a Relaying 
scheme is more feasible and well-suited to the nature of wireless ad hoc networks. Due to 
the shared nature of the medium, at Data Link Layer it is possible to exploit the network 
conditions and take efficient and effective relaying decisions. 
As a final step, in order to demonstrate the feasibility of the Relaying approach, a 
multihop version of the IEEE 802.11 MAC protocol is suggested. This extended version 
of the IEEE 802.11 MAC, named as the Multihop 802.11, provides the Relaying service 
in addition to the standard 802.11 functionality and makes it possible to establish a 
multihop 802.11 ad hoc network. This Multihop 802.11 protocol is a comprehensive 
demonstration of the findings of the above mentioned analysis. The thesis provides a 
detailed insight into the design of the Multihop 802.11 protocol as well as presents a 
comprehensive analysis of its features. 
1.3 Overview 
The contents of this thesis are organized as follows. 
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Chapter two is a review of the current status of the multihop connectivity problem. It 
begins with a description of the wireless ad hoc networks, their characteristics and types, 
and available technologies/standards for these networks. Afterwards, the nature and the 
characteristics of the problem of multihop connectivity are discussed. Then, an overview 
of the different approaches to provide multihop connectivity in wireless ad hoc networks 
is presented. Finally, the AODV routing protocol, the IEEE 802.11 MAC protocol, and the 
available multihop extensions for the IEEE 802.11 MAC protocol are explained. 
Simulation based analysis of protocols is a major component of this research work. 
Chapter three provides a detailed insight into the simulation setup used in this work. The 
simulator settings, simulation parameters and scenarios, nature of analysis, and different 
evaluation metrics are described in this chapter. 
In chapter four, the concepts of accessibility prediction and inconsistent reactive 
routing operations are discussed. In the first part, the application of the accessibility 
prediction scheme in the AODV routing protocol and its effect on the performance of the 
AODV routing protocol is described. The second part of the chapter addresses the issue of 
inconsistency in reactive routing i.e. the dependency of routing operations on the stale 
routing information. A simulation based analysis of such inconsistent features in the 
AODV routing protocol is described in this part. 
Chapter five presents a general comparison between the two multihop connectivity 
approaches, the Relaying and the Routing. The advantages and drawbacks of the two 
schemes in respect of wireless ad hoc networks are discussed. Furthermore, the specific 
nature of the contention-based MAC protocols and the IEEE 802.11 MAC is also 
highlighted. 
The Multihop 802.11 protocol is described in chapter six. Different protocol 
components and operations are explained. Performance analysis of the protocol and its 
comparison with the AODV routing protocol is also presented in this chapter. 
Finally, chapter seven concludes the thesis with an overview of the outcomes and 
contributions of this research work, and a look into the future. 
Appendix A includes a brief description of different types of wireless networks, while 
in Appendix B some well known routing protocols for wireless ad hoc networks are 
described briefly. 
 
Chapter 2  
 
Wireless Ad hoc Networks and the Problem of Multihop 
Connectivity 
The purpose of this chapter is to elaborate the nature of the problem studied in this 
thesis with an overview of the problem background. The three topics addressed in this 
chapter are following: 
• The nature of wireless ad hoc networks and their technical features 
• The problem of multihop connectivity, its different aspects, and different 
approaches to achieve it in wireless ad hoc networks 
The related work i.e., the AODV•  routing protocol, the IEEE 802.11 MAC protocol, 
and the multihop extensions proposed for the IEEE 802.11 MAC protocol 
2.1 Wireless Ad hoc Networks 
Although, the term “ad hoc networking” has no literal association with wireless, it is 
frequently used for wireless ad hoc networking in the literature. Similarly, the term 
“Mobile Ad hoc Network (MANET)” is also often used to represent wireless ad hoc 
networks, though MANETs are actually a subset of wireless ad hoc networks. In order to 
be precise and accurate, I have preferred the term “wireless ad hoc network” in this 
thesis. It precisely differentiates that the focus of our discussion is ad hoc networks with 
wireless communication medium, and accurately defines that mobility is not the 
necessary feature of wireless ad hoc networks. 
The classification of wireless networks is complicated due to the diversity of 
applications and devices. A brief overview of the taxonomy of wireless networks is 
provided in  Appendix A. Due to this vast variety, it is difficult to precisely define 
wireless ad hoc networks. Following are some definitions available in the literature: 
“An ad hoc network is a collection of wireless mobile nodes dynamically forming a 
temporary network without the use of any existing network infrastructure or centralized 
administration.  [11]” 
“An ad hoc network is a temporary network, operating without the aid of any 
established infrastructure or centralized administration.  [14]” 
  7 
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“A mobile ad hoc network (MANET) represents a system of wireless mobile nodes 
that can freely and dynamically self-organize into arbitrary and temporary network 
topologies, allowing people and devices to seamlessly internetwork in areas without any 
preexisting communication infrastructure.  [15]” 
“A multihop mobile radio network, also called a Mobile Ad hoc NETwork (MANET) 
, is a self-organizing and rapidly deployable network in which neither a wired backbone 
nor centralized control exist. The network nodes communicate with one another over 
scarce wireless channels in a multihop fashion.  [16]” 
It is evident from the above definitions that the terms “ad hoc network” or “MANET” 
are often used for the same purpose i.e. “wireless ad hoc network”. Therefore, a better 
approach to precisely define or understand the periphery of the term “wireless ad hoc 
network” or “wireless ad hoc networking” is to consider the features and characteristics 
of these networks. 
2.1.1 Characteristics 
The following characteristics are usually associated with wireless ad hoc networks: 
 [7],  [17] -  [21]
• Shared wireless communication medium is an obvious attribute. 
• The behavior of the network is transient. This includes the elimination of two 
restrictions: fixed infrastructure, and centralized network architecture. In wired 
networks, there are always standard approaches to organize or establish the 
networks. Similarly, cellular phone networks are wireless networks which follow 
specific network architecture. On the contrary, wireless ad hoc networks do not 
have any fixed infrastructure, and they do not follow any centralized network 
architecture. They are generally purpose-specific, and their appearance and 
architecture is mainly dependent on the need and the purpose. Furthermore, 
wireless ad hoc networks are autonomous and self-organizing. They perform 
network configuration and management dynamically. 
• In a wireless ad hoc network, nodes also have a transient and dynamic behavior. 
Nodes are often able to move freely and they can dynamically join or leave the 
network. This implies that the network topology is dynamic and keeps on 
changing with the passage of time. Since the network is self-organizing, it 
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accordingly adjusts and organizes itself. It is important to consider that nodes in a 
wireless ad hoc network can be mobile even though they may not. 
• Every node is able to communicate with every other node in the network in an 
arbitrary manner. This communication could be either direct between the nodes or 
indirect through other nodes in the network. Multihop communication is also 
possible as wireless nodes are not able to communicate beyond their radio range. 
In such a situation, the nodes forward messages on behalf of the source node so 
that they can be delivered to the destination node. 
• Homogeneity of nodes in the network is not essential. Heterogeneity could be of 
different types. Link heterogeneity means the link attributes such as link quality, 
signal strength etc. in both the directions are different. The architecture of the 
nodes, and their physical attributes and properties can also be different from each 
other. However, a certain level of homogeneity such as same physical layer 
awareness of the two communicating nodes is obviously necessary for the 
successful operation of the network. 
• In typical wireless ad hoc networks, resources such as energy, memory, 
processing power etc. are limited. Wireless ad hoc nodes are typically in small 
and easy-to-carry/move-shape with only necessary resources. Therefore, these 
networks usually operate in resource-constrained conditions. 
2.1.2 Classification and Scope 
Wireless ad hoc networks have been in research for almost four decades now. The 
ALOHANET project at the University of Hawaii and the Packet Radio Network (PRNET) 
project sponsored by the Defense Advanced Research Projects Agency (DARPA) are 
some early examples. However, major research advancements are accomplished due to 
rapid technological advancement and growth of the Internet since the early 1990s. The 
concept that was originally conceived for military applications is now appropriate for real 
life scenarios such as health monitoring, environmental monitoring, surveillance and 
security, rescue operations, and access to the Internet and other data services. Wireless ad 
hoc networks are usually available in the following forms.  
Mobile Ad hoc Networks (MANETs) are wireless ad hoc networks with nodes being 
able to change their position or location. As mentioned earlier, the term MANET is often 
considered equivalent to “wireless ad hoc network”. MANETs are the most mobile and 
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least purpose-specific type of wireless ad hoc networks. Generally, they are meant to 
provide an immediate connectivity solution in any daily life situation. Conference 
participants at a conference venue, students on a university campus, people visiting an 
exhibition facility, rescue workers in a hazardous area, are some scenarios where 
MANETs of the computing devices carried by the people can be established. Vehicular 
Ad hoc Networks (VANETs) is a sub-category of MANETs in which the network consists 
of vehicles and other roadside equipment. 
Wireless Sensor Networks (WSNs) are networks of smart and compact sensor 
devices. The purpose of WSNs is to collect important data in the area where they are 
deployed. WSNs are often application-specific and less mobile. Body Area Networks 
(BANs) described in  Appendix A are WSNs that consist of health monitoring sensor 
nodes connected to the body of a patient. WSNs can also be deployed in larger 
geographical areas for environmental monitoring. In most of the cases, WSNs collect 
significant data around them and deliver to a base station or central node. This base 
station or central node is a full computing device with wireless transmitters. In some 
cases, this central node also performs the network monitoring and management activities. 
Wireless Mesh Networks (WMNs) are usually defined as the ad hoc networks having 
either a fully mesh or partially mesh network topology. The most common WMN 
scenarios are the last mile community networks and municipal mesh networks. The 
purpose of municipal mesh networks is to provide internet connectivity and services to 
the end users while roaming in the metropolitan area. Last mile community networks 
provide internet connectivity in rural or remote areas where wired infrastructure is either 
not available or is costly to provide. In WMNs, special purpose nodes such as routers and 
access points are deployed to provide connectivity between the nodes and to the internet 
backbone. Due to this fact, sometimes WMNs are not included in wireless ad hoc 
networks. 
Multihop connectivity is a challenge which is common to all kinds of wireless ad hoc 
networks. Therefore, the focus of the discussion in this thesis is on the generic nature of 
the multihop connectivity problem. However, it is important to mention that the example 
scenarios discussed in this thesis are mainly the wireless ad hoc networks of full 
computing devices and not of purpose-specific devices such as sensor nodes. 
Classification of wireless ad hoc networks is discussed in detail in references  [18], 
and  [21] -  [23]. A brief description of different types of wireless networks is also 
included in  Appendix A, notwithstanding it is out of the scope of this thesis. 
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2.2 Standards and Technologies 
Standards and technologies for wireless networks are available in a great diversity. 
However, there is a limited set which supports the features of a wireless ad hoc network. 
This section provides an overview of those standards and technologies which possess the 
ability to establish a wireless ad hoc network. 
2.2.1 IEEE 802.11 Wireless Local Area Networks Standards 
The IEEE 802.11 standards  [6] is a set of Physical Layer (PHY) and MAC 
specifications for wireless local area networks (WLANs) developed by the working group 
11  [24] of the IEEE 802 LAN/MAN standards committee. These standards address the 
wireless connectivity issues for fixed, portable, and mobile devices in a local area. The 
objective of these specifications is “To offer a standard for use by regulatory bodies to 
standardize access to one or more radio frequency bands for the purpose of local area 
communication.  [25]”. The standard contains four PHY specifications named 802.11a, 
802.11b, 802.11g, and 802.11n (currently in draft form) and a common MAC 
specification for all these PHYs. In addition, there are several other task groups working 
on QoS requirements, network management, security, performance metrics, and other 
relevant issues  [26]. The 802.11 family has no real competitor in the WLAN area and 
commercially available devices are predominantly based on these standards. Following is 
a brief description of the different 802.11 standards and specifications.  
IEEE 802.11 MAC and PHY The  [6] layer specifications is the earliest version of 
the 802.11 standards, first approved in 1997 and later revised in 1999. This standard 
specifies a common MAC layer for WLANs that can be used with the different 802.11 
PHY standards. It also provides specifications for three PHYs: Infrared (IR), 2.4 GHz 
Frequency Hopping Spread Spectrum (FHSS), and 2.4 GHz Direct Sequence Spread 
Spectrum (DSSS). All three PHYs support basic one Mbps data rate. DSSS in addition 
also provides support for 2 Mbps, an option in the other two PHYs. The 802.11 MAC 
standard is compatible with the IEEE 802.2 Logical Link Control (LLC) layer 
specifications; thereby, making it compatible with the rest of the IEEE 802 standards 
family. 
IEEE 802.11b PHYThe   [6] is an enhancement to the 2.4 GHz band 802.11 PHY to 
provide higher data rates. 802.11b is also called High Rate Direct Sequence Spread 
Spectrum (HR/DSSS) and it supports data rates up to 11 Mbps in addition to 1, 2, and 5.5 
Mbps. 
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IEEE 802.11a PHYThe   [6] specifications are developed for the 5 GHz band. 
802.11a PHY is an Orthogonal Frequency Division Multiplexing (OFDM) system and 
can support data rates up to 54 Mbps. 
IEEE 802.11g PHYThe   [6] is a further enhancement to the 2.4 GHz band. It is 
officially named as Extended Rate PHY (ERP) and it supports data rate up to 54 Mbps 
using OFDM technology similar to 802.11a. 
IEEE 802.11n draftThe  is an attempt to enhance the throughput support of 802.11 
beyond 100 Mbps. This project is still active and the IEEE has recently published the 
Draft 3.0. Products based on the 802.11n drafts are already in the market and the Wi-Fi 
Alliance  [27] has started ratifying these products since early 2007. 
Further details on these specifications can be found in  [24], and  [28] -  [32]. 
2.2.2 High Performance Radio Local Area Network (HiperLAN) 
HiperLAN is a WLAN standard developed by the European Telecommunication 
Standards Institute (ETSI). HiperLAN was supposed to provide similar services as IEEE 
802.11 standards. However, HiperLAN could not compete with the 802.11 in the market 
and is a commercial failure. HiperLAN specifications include four versions called 
HiperLAN/1, HiperLAN/2, HiperLAN/3, and HiperLAN/4. 
HiperLAN/1 includes both the MAC and the PHY specifications. It supports a symbol 
rate up to 23 Mbps, and operates in 5.2 GHz U-NII band. 
HiperLAN/2 specifications are to support indoor wireless ATM. It has an OFDM PHY 
system and a time division multiple access (TDMA) MAC system. It supports a symbol 
rate up to 20 Mbps and operates in the same 5.2 GHz band. 
HiperLAN/3 is for outdoor wireless ATM with features similar to HiperLAN/2. 
HiperLAN/4 operates in 17 GHz band with data rate support up to 155 Mbps. 
The ETSI has currently shifted the direction of the HiperLAN towards broadband 
wireless access (BWA) and metropolitan area networks (MANs). Further details about the 
HiperLAN can be found in  [33] -  [36]. 
2.2.3 IEEE 802.15 Working Group for Wireless Personal Area Networks 
The working group 15 of the IEEE 802 LAN/MAN standards committee focuses on 
the development of standards for Personal Area Networks (PANs) or short distance 
wireless networks. So far, the three task groups 802.15.1, 802.15.3, and 802.15.4 have 
ratified three different standards: IEEE 802.15.1, IEEE 802.15.3, and IEEE 802.15.4. The 
details of the activities of the working group 15 can be found on their website  [37],  [38]. 
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IEEE 802.15.1The  standard  [39] is commonly known as Bluetooth. This technology 
is mainly developed for mobile phones, laptops, digital cameras, and other personal 
consumer devices to provide short-range communication with low power consumption, 
low cost, and high security  [40]. The Bluetooth Special Interest Group (Bluetooth SIG) 
 [41] is a not-for-profit trade group responsible for the development and licensing of this 
technology. Bluetooth also operates in the 2.4 GHz unlicensed industrial, scientific, and 
medical (ISM) band. Bluetooth devices are available in three radio categories named class 
1, class 2, and class 3 with operating range up to 100 meters, ten meters, and one meter 
respectively. The typical power consumption of these classes is 100 mW, 2.5 mW, and 1 
mW respectively. The version 1.1 and 1.2 are also ratified by the IEEE as IEEE Standard 
802.15.1-2002 and IEEE Standard 802.15.1-2005  [39]. Bluetooth version 1.2 supports a 
data rate up to 1 Mbps, while version 2.0 supports data rate up to 3 Mbps. Although, 
version 1.1 and 1.2 of Bluetooth are part of the IEEE 802 suite, Bluetooth does not 
support 802.2 LLC specifications, a default feature in other IEEE MAC specifications 
(802.3, 802.4, 802.5, 802.6, 802.9, 802.11, and 802.12). However, the Logical Link 
Control and Adaptation Protocol (L2CAP) in the Bluetooth can support multiple Service 
Access Points (SAP) through which such an interaction is possible. Further details about 
Bluetooth are available in  [32],  [39],  [42], and  [43]. 
IEEE 802.15.3The   [44] is a MAC and PHY standard for high-rate (20 Mbps or 
greater) WPANs. The main objective of this standard is to provide a high rate, low power, 
and low cost solution for the needs of portable consumer digital imaging and multimedia 
applications. These networks also operate in the 2.4 GHz band and the typical range is up 
to 100 meters. Some other salient features are, multiple data rate support (11, 22, 33, 44 
and 55 Mbps), QoS isochronous protocol, ad hoc peer-to-peer networking, security, low 
power consumption, and low cost. For further details, references  [43] -  [45] can be 
consulted. 
IEEE 802.15.4The   [46] is a standard for Low-Rate Wireless Personal Area 
Networks (LR-WPAN). The objective of this standard is to develop “a low data rate 
solution with multi-month to multi-year battery life and very low complexity.  [47]” The 
supported data rates are 20, 40, and 250 kbps; the range is usually up to 10 meters. Some 
other prominent features are, energy detection (ED), link quality indication (LQI), low 
power consumption, support for both 16 bit short and 64 bit extended addresses, and fully 
acknowledged protocol for transfer reliability  [43]. The task group 4a of 802.15 has 
developed specifications  [48] for two alternative PHYs: an ultra-wide band (UWB) PHY 
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and a chirp spread spectrum (CSS) PHY. These amendments in the PHY add support of 
data rate up to 851 kbps. ZigBee is a technology for low-power and low data-rate radio 
devices based on 802.15.4 standard. Specifications for ZigBee are developed by the 
ZigBee Alliance  [49]. Typical application scenarios for this standard are building 
automation, medical sensing and monitoring, environmental control etc.  [43],  [47]
2.3 Multihop Connectivity in Wireless Ad hoc Networks 
The wireless communication medium is well known for its characteristics such as 
high bit error rate, path loss or signal strength attenuation, multi-path fading, interference, 
delay spread, and penetration loss  [50] -  [52]. Since wireless ad hoc networks have the 
same communication medium, all these factors causing signal corruption are inherited by 
them. These factors influence the performance of higher network stack layers and make 
their job more challenging. The physical communication medium used in wireless ad hoc 
networks and issues related to it are not in the scope of this thesis. 
As mentioned earlier, an additional challenge evoked by the absence of infrastructure 
in wireless ad hoc networks is the inability of nodes to communicate with those nodes 
which are more than a hop away i.e. not in their radio range. Furthermore, the practical 
operating range of wireless ad hoc nodes is often much lesser than the theoretical range 
due to the communication medium issues. This fact significantly limits the operating size 
of a wireless ad hoc network, as an essential characteristic of wireless ad hoc networks is 
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Figure 2.1. Multihop Connectivity in a Wireless Ad hoc Network: Node D is 
not connected to node S i.e. multiple hops away; node B and node C provide the 
forwarding service 
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the ability of participating nodes to communicate with each other. Devices like repeaters 
or access points (AP) can increase the range of the network. However, such a network 
does not conform to the definition of a wireless ad hoc network as wireless ad hoc 
networks should be infrastructure-less. By introducing multihop connectivity, a fully ad 
hoc wireless network with desirable range can be established. In multihop connectivity, 
two nodes—not in each others radio range—can communicate with each other by using 
other nodes as intermediate hops, as shown in  Figure 2.1. 
Multihop connectivity can be defined as, the ability of two non-connected or multiple 
hops away nodes to communicate with each other. A network possesses the feature of 
multihop connectivity if the two nodes in every pair of non-connected nodes in this 
network are able to communicate with each other. In a wired network two nodes are 
“connected” if there is a direct wired link between them. Similarly, in a wireless network 
two nodes are “connected” if they are in each others radio or wireless range. 
It is clear from the above definition that the concept of multihop connectivity has also 
been present in wired networks. In wired networks, devices such as hubs, bridges, 
switches, and routers are introduced to address this problem. These devices make the 
multihop communication possible in one way or the other. For example, a single segment 
in a bus or ring network is a single hop and all nodes on this segment are connected to 
each other. With the help of hubs, switches, or bridges more than one of such segments 
are joined together to make a LAN. These devices forward the messages from one 
segment to the other so that multihop connectivity could be achieved. 
The challenge or problem of the multihop connectivity has many additional aspects to 
be considered in the wireless ad hoc networks:  [6],  [18]
• The available bandwidth and transmission rates supported by wireless 
technologies are much lower as compared to available wired technologies. 
Furthermore, applications are becoming more and more demanding in terms of 
quality of service (QoS), jitter, delay, connection setup time, and other similar 
factors. These issues, when combined, make the multihop connectivity highly 
challenging in wireless ad hoc networks. 
• User or node mobility, one of the bigger advantages of wireless ad hoc networks, 
also has its drawbacks. On the one hand, there are disconnections causing 
disruptions in the communication; on the other hand, nodes are smaller in size and 
 
Chapter 2   16 
carrying fewer resources (computing power, energy, memory) to have a facile and 
smooth mobility. 
• The medium is by nature a shared resource among all the nodes in a wireless ad 
hoc network. The self-organizing attribute of the network requires that the 
network should adjust itself to accommodate new nodes. Since the arrival and the 
departure of the nodes is more frequent in wireless ad hoc networks, it makes the 
access to the medium a highly challenging task. Furthermore, the network also 
suffers from the hidden and the exposed terminal problems  [7],  [18]. 
This thesis addresses the problem of multihop connectivity in wireless ad hoc 
networks in its absolute form. It reviews different approaches to implement multihop 
connectivity, and analyzes their effect and performance considering various network 
level as well as node level metrics. Complexity issues such as power or memory 
consumption, or advanced application issues such as quality of service or security are not 
the main focus of this thesis. The objective is to explore a few more horizons in the area 
of wireless ad hoc networks and contribute towards a viable and comprehensive solution 
of the multihop connectivity problem. 
2.4 Multihop Connectivity Solutions 
In order to achieve multihop connectivity, messages between the two non-connected 
nodes have to be forwarded by other nodes in the network [ Figure 2.1]. In such a 
multihop scenario, a message from the source node can reach the destination node in two 
possible ways [ Figure 2.2]: 
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Figure 2.2. The two approaches to transmit a message over multiple hops 
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• Flooding: the source node initially broadcasts the message. Later, all the 
recipients further broadcast this message if they are not the destination of this 
message. In this way, the message is disseminated in the whole network. In wired 
networks, hubs follow this approach. 
• Forwarding: the source node uses an already known or learnt route/path to send 
the message to the destination node. The source sends the message to its next hop 
node on this route/path. This node forwards the message to its own downstream 
next hop node on the route/path. This process continues until the message reaches 
the destination node. In case of a shared medium, the forwarding approach 
requires that the message header carries the address of the destination node as 
well as the next hop node. It is due to the fact that unicast transmission in shared 
mediums is unicast virtually, but not physically. Every node which is physically 
connected1 to the transmitting node is actually receiving this message. However, 
it discards this message after verifying that it is not the intended recipient. A 
single address in this scenario will always be considered as the immediate 
recipient address, and this immediate recipient can forward this message only if 
the final destination address is also provided in the message header. Onwards, I 
will refer to this phenomenon as end-to-end addressing. 
In addition to the above two approaches, a third method is to combine the features of 
both flooding and forwarding. In this selective-flooding or selective-forwarding 
approach, flooding and forwarding is partially and selectively performed as per the need. 
The flooding approach is usually discouraged due to its large overhead. On the other 
hand, the forwarding and selective-forwarding approaches have their prerequisites such 
as end-to-end addressing and learning of routes or paths. 
2.4.1 Multihop Connectivity using Forwarding 
According to the Open System Interconnection (OSI) reference model, the Data Link 
Layer (OSI Layer-2) is responsible for the reliable delivery of data over a physical link. 
The Network Layer (OSI Layer-3) is the first in this model with a vision beyond the 
physical link. Due to this fact, our network protocols are mainly developed to provide 
end-to-end services at the Layer-3. The necessary attributes for forwarding based 
multihop communication such as end-to-end addressing provision in the headers, routing 
                                                 
1 Here the term connected refers to the definition provided in section  2.3 i.e. for wired medium it means a 
physical wired link, while for wireless medium it means the radio range. 
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tables, fragmentation and reassembly information, congestion feedback are commonly 
provided in the Layer-3 protocols. Hence, routing based on the Layer-3 addresses is the 
first and preferable choice to communicate over multiple hops  [53]. 
In wired networks, routing is a well established practice now. The basic concepts and 
principles of routing such as link state routing, distance vector routing, hop count etc. are 
equally applicable to wireless ad hoc networks. In the beginning, wireless ad hoc routing 
was primarily an adaptation of the routing ideas from the wired networks. However, 
routing in wireless ad hoc networks is much more challenging due to the stringent nature 
of these networks. For example, 
• As described earlier, wireless ad hoc nodes have limited supply of bandwidth, 
battery power, computation power, memory, and other resources. 
• In wireless ad hoc networks, the ordinary network nodes are supposed to perform 
the additional job of routing. 
An alternate approach to provide forwarding based multihop connectivity is relaying 
at Layer-2. This concept has been introduced in the wired networks in the form of 
bridges. However, the relaying performed by bridges at Layer-2 has many limitations 
 [53]. It is due to the fact that the OSI reference model limits the job of Layer-2 to the 
physical link between the two nodes, and our existing Data Link Layer protocols lack 
necessary ingredients for implementing multihop connectivity. Particularly, in wireless 
ad hoc networks relaying at Layer-2 has never been a popular approach as compared to 
Layer-3 based routing. Nonetheless, relaying at Layer-2 is another method to implement 
multihop connectivity. 
An important issue in this Layer-2 vs. Layer-3 debate is the use of appropriate 
terminology. Although, the term “routing” has no literal association with any specific 
layer in the OSI reference model, it is mainly used in the context of Layer-3. On the other 
hand, the meanings of the term “bridging” are literally more proximate to the 
functionality of bridges i.e. joining or bridging the LAN segments. The terms “relaying” 
and “forwarding” are more generic, and can be used to refer the operations of both the 
routers and the bridges. In order to differentiate between the two situations, in this thesis 
the term “routing” is used in its traditional context i.e. Layer-3, while the term “relaying” 
is specifically used in the context of Layer-2. The term “forwarding” is used in a general 
context, independent of any association. Following is the formal description of the two 
approaches that is adopted in this thesis: 
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Routing refers to any protocol or scheme that enables a node to communicate 
with another node in the network by considering their 
• 
Layer-3 or Network Layer 
addresses. All the operations performed and decisions taken in such a scheme are 
solely based on the Layer-3 addresses. This scheme may practice only forwarding 
or a combination of forwarding and flooding. Similarly, it could be a routing table 
based scheme, or could have a route cache; it may be based on the link state 
principle or a distance vector strategy. 
• The term Relaying includes those protocols and schemes that only consider the 
Layer-2 or MAC layer addresses of the nodes interested in communicating with 
each other. Like Routing, a Relaying scheme can also use any possible approach 
to provide connectivity provided that its operations are based on MAC addresses.  
Hence, the fundamental factor which differentiates the two approaches, Routing and 
Relaying, is the point in the protocol stack at which the switching or forwarding decision 
takes place. In a Routing scheme, a node can only identify—whether a received message 
is for itself or for another node in the network—by looking into the Network layer header. 
In Relaying on the other hand, a recipient of a message can determine by looking at the 
MAC header (an earlier stage) whether it has to forward this message or not.  Figure 2.3 
further elaborates the difference between the two schemes. In this figure, a message from 
node S to node D is forwarded by node I. 
• In case of Routing, node D is maintaining a routing table or route cache at the 
Network Layer. With the help of this routing table and the ARP cache, node D 
stores the MAC address of node I in the MAC header as the recipient node because 
node I has to forward this message. When node I receives this message, it cannot 
identify the actual recipient of the message by looking at the MAC header. 
Therefore, the message is sent up to the Network Layer where it is identified that 
the actual destination of the message is node D. Then, node I adjusts the MAC 
header based on its routing table and ARP cache, and forwards the message to 
node D. 
Relaying• In , the MAC addresses of the final destination as well as the intermediate 
node are stored in the MAC header. Hence, when node I receives the message, it 
immediately identifies by looking at the MAC header that it has to forward this 
message. It accordingly adjusts the MAC header and forwards the message. 
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Figure 2.3. Multihop Connectivity: Routing vs. Relaying 
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2.4.2 Routing in Wireless Ad hoc Networks 
Routing is undoubtedly the most extensively researched problem in wireless ad hoc 
networks. The list of routing protocols for the wireless ad hoc networks is by far longer 
than what we have in the wired networks. Although, the basic routing concepts such as 
link state routing, distance vector routing, and path count are still in practice in wireless 
ad hoc networks, a whole new world of ideas can be observed. For example: 
• One major extension is in terms of route cost metric. Here we have routing 
protocols specifically designed to perform better in terms of QoS constraints, or 
energy conservation, or security. 
• Application specific routing is another dimension available in wireless ad hoc 
networks. 
• There are routing protocols which incorporate approaches such as clustering or 
geographical information to improve their performance. 
The most common approach to categorize wireless ad hoc routing protocols is based 
on their underlying working principle. In terms of working methodology, routing 
protocols for wireless ad hoc networks can be divided into two categories: Proactive 
routing protocols and Reactive routing protocols. 
Proactive routing protocols are mainly an adaptation of traditional routing 
protocols—used in wired networks—for wireless ad hoc networks. Hence, they follow 
the concepts such as link state or distance vector in their architecture. The basic working 
principle of proactive routing protocols is that the nodes in the network periodically (at 
set time intervals) exchange routing information and maintain a route to every other node 
in the network at all times. The nodes also update their neighbors whenever a new link is 
added or an existing one is removed. Destination-Sequenced Distance-Vector (DSDV), 
Optimized Link State Routing (OLSR), Topology Dissemination Based on Reverse-Path 
Forwarding (TBRPF), Wireless Routing Protocol (WRP), Fisheye State Routing (FSR), 
and Clusterhead Gateway Switch Routing (CGSR), are some well known proactive 
routing protocols. 
In the proactive approach, routes are always available whether there is a need or not. 
However, to acquire this capability the up-to-date information of the whole topology is 
maintained at each node. This affects the performance in two ways: 
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• The periodic exchange of routing information among the nodes and its 
dissemination in the whole network incurs huge overhead. 
• At each node, the routing information of all the other nodes in the network is 
stored. This implies that the space or memory requirements to store the routing 
information at each node is in the order of number of nodes in the network. 
Due to these reasons, scalability is a major concern for proactive protocols. To 
overcome these drawbacks, proactive routing protocols usually employ techniques such 
as dissemination of routing information through selective nodes, flooding of partial 
topology information, division of a network into clusters to perform routing in a 
distributed manner, or sharing the routing information with low or high frequency based 
on its relative importance.  [1] -  [5],  [54] -  [57]
Unlike proactive routing protocols, reactive routing protocols do not periodically 
exchange routing information; instead, they do it on-demand. This is why they are also 
called on-demand routing protocols. These protocols do not have up-to-date routes for all 
the destinations at every node; instead, they maintain only the required routes. Route 
discovery and route maintenance are two major components of every reactive routing 
protocol. 
• A node performs a route discovery for a destination, when it has data to send to 
this destination and does not have a route to this destination. 
• The purpose of route maintenance is to keep an active route alive while it is being 
used. In case, a route-in-use is disturbed or disconnected, necessary actions are 
performed to recover this route. 
Ad hoc On-Demand Distance Vector (AODV) Routing, Dynamic Source Routing 
(DSR), Temporally Ordered Routing Algorithm (TORA), Associativity-Based Routing 
(ABR), Signal Stability-Based Adaptive Routing (SSAR), and Location-Aided Routing 
(LAR) are some popular reactive routing protocols. 
Reactive protocols face a connection delay due to the on-demand route discovery. 
Therefore, they are less suitable for real time scenarios. The routing overhead in reactive 
protocols is usually much lower than that in proactive routing protocols. However, in 
contrast with proactive routing protocols, this overhead is proportional to traffic diversity, 
because the time and the amount of the route discovery and the maintenance is random as 
well as spontaneous. Hence, the number of concurrent data sessions in the network 
 
Chapter 2   23 
affects their overhead and in highly congested situations they can even surpass proactive 
protocols. 
Some protocols try to combine the features of proactive and reactive routing, in order 
to overcome the negative effects of both the approaches. These protocols are called 
Hybrid routing protocols. Usually in such protocols, routes to nearby nodes are 
maintained proactively, while distant destinations are explored through an on-demand 
route discovery strategy. 
A brief description of the popular routing protocols is included in  Appendix B. For 
further details references  [1] -  [5], and  [54] -  [57] can be consulted. 
2.4.3 Relaying in Wireless Ad hoc Networks 
Practically, the Data Link Layer is divided into two sub-layers: Logical Link Control 
(LLC) layer and Medium Access Control (MAC) layer. Since the LLC is a medium-
independent layer and exists in both wired and wireless networks, the MAC layer is the 
main focus of the discussion in this thesis. 
As discussed previously, the Data Link Layer is traditionally considered as being 
responsible for the successful delivery of data over a physical link between two 
connected nodes. Therefore, most of the MAC protocols for wireless ad hoc networks are 
only capable of regulating communication between the nodes, and effective medium 
utilization; providing multihop connectivity is not considered a job of MAC protocol. 
They are generally meant to achieve better collision-avoidance, and solve hidden and 
exposed terminal problems. Following are some well known protocols from this category 
which additionally provide the relaying service to establish multihop connectivity. 
IEEE 802.11 MAC ProtocolThe  defines two operating modes of an 802.11 WLAN: 
infrastructure-based, and infrastructure-less or ad hoc. In the ad hoc mode, the nodes can 
establish a single hop ad hoc network. The nodes within the transmission range of each 
other can start communication after a synchronization phase. However, these networks 
are not able to communicate over multiple hops and requires an additional Routing or 
Relaying mechanism  [6],  [58]. Data Driven Cut-through Multiple Access (DCMA)  [58], 
 [59], “IEEE 802.11 Ad Hoc Bridge”  [60], and “A Bridging Method for Mobile Ad hoc 
Networks”  [61] are three known multihop or relaying extensions for IEEE 802.11 MAC 
protocol. The DCMA employs the concept of label switching similar to MPLS and a 
combined upstream and downstream channel access at forwarding nodes. In the IEEE 
802.11 Ad Hoc Bridge  [60] scheme, the nodes act like bridges i.e. they maintain bridging 
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tables by exchanging bridge beacon frames with each other; thus, they are able to 
communicate with the nodes up to six hops away. The Bridging Method for Mobile Ad 
hoc Networks elects a few nodes in the network as bridges to provide Relaying service to 
the rest of the nodes. The three schemes are described in detail in section  2.7. 
ETSI’s HiperLANThe  standard also supports both infrastructure and ad hoc mode of 
operations. However, the ad hoc mode of HiperLAN type 1 additionally supports 
multihop Relaying functionality. Every node can be a forwarder or can become a non-
forwarder by announcing its state to its neighbors. Only forwarders perform Relaying and 
messages are relayed from forwarder to forwarder until they reach the destination. 
HiperLAN type 2 does not support multihop Relaying service. However, there are 
Relaying extension schemes suggested for HiperLAN/2 as well.  [33],  [34],  [35]
BluetoothThe  standard has the concept of piconet and scatternet to provide multihop 
connectivity among the nodes. A Bluetooth node can be a master or a slave. A piconet is 
a group of one master node and up to seven slave nodes. A master node is responsible for 
controlling and allocating channel resources. It can communicate with other nodes 
through a point-to-point channel or a point-to-multipoint channel, while slave-slave 
communication is only possible through the master. Slave nodes can be either in active 
state or in parked state i.e. they are not active but are part of the piconet in sleeping 
mode. Each piconet has a unique frequency hopping sequence; thus, multiple piconets 
can co-exist and a node can be a part of more than one piconets. More than one piconets 
can form a scatternet [ Figure 2.4] if they have a common active station; however, such 
piconets are not synchronized with each other. Two piconets in a sactternet can 
communicate through the common station called bridge with the help of time division 
multiplexed transmission.  [42],  [43]
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2.5 Ad hoc On-Demand Distance Vector (AODV) Routing Protocol 
AODV is a reactive routing protocol. It employs the traditional distance vector 
approach, but in an on-demand fashion. AODV nodes maintain routing tables that contain 
an entry for each known destination. Like any other reactive routing protocol, AODV has 
two main functional components: route discovery and route maintenance. This section 
describes the necessary and important features of the AODV routing protocol such as 
routing table, route discovery mechanism, and route maintenance. Th description of 
AODV provided in this section is mainly based on RFC 3561  [13]. Further details can be 
found in references  [2] -  [5],  [54] -  [57]. 
2.5.1 Sequence Number 
Every AODV node maintains a local sequence number which represents its state at a 
particular instant. Sequence numbers are monotonically increasing numbers (32-bit 
unsigned integer) and each routing packet is stamped with the sequence number of its 
originator. Hence, a higher sequence number represents a more recent state of that node. 
A node increases its sequence number whenever it initiates a new route discovery. 
Furthermore, whenever a destination responds to a route discovery, it updates its 
sequence number to the maximum of the destination sequence number in the route 
request message and its current sequence number. Sequence numbers help avoiding stale 
information, loops in the topology, and count-to-infinity problem.  [13]
2.5.2 Routing Table 
Each AODV routing table entry contains the following fields: 
• Destination IP address 
• Destination sequence number 
• Valid destination sequence number flag: represents whether this sequence number 
is based on a message originated by the destination itself or originated by a node 
whose routing table entry for this destination has this flag set as valid 
• Network interface 
• Hop count: number of hops required to reach this destination 
• Next hop: the IP address of the next hop node 
• Lifetime: expiration or deletion time of the route 
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• List of precursors: a list of nodes possibly using this route. A node adds a 
neighbor to the precursor list of a certain route if it has received or forwarded the 
route reply message for this route to this particular neighbor. In case of a link 
failure, the nodes in the precursor list are notified about the link failure. 
• Other state and routing flags such as state, being repaired etc. 
Whenever a node receives an AODV control packet, it creates or updates the route 
entry for the originator of this packet as well as for the last hop node, if different. The 
route is updated only if the previously stored sequence number is invalid or the new 
sequence number, the one in the received control packet, is 
• higher than the previously stored sequence number, or 
• equal to the previously stored sequence number but the new route is shorter 
The flags are adjusted according to the received packet. The value for the Lifetime is 
either taken from the received packet or is initialized to the 
ACTIVE_ROUTE_TIMEOUT. The recommended value for the 
ACTIVE_ROUTE_TIMEOUT is three seconds, but can be adjusted according to the 
network conditions. Each time a route is used to send or forward a data packet, the 
Lifetime fields for the source, the destination, the next hop, and the previous hop (which 
ever apply) are set to no less than the current value of the respective Lifetime field plus 
the ACTIVE_ROUTE_TIMEOUT.  [13]
2.5.3 Route Discovery 
When a source is in need of a route to a destination, either because it is previously 
unknown or the route to this destination is no more valid, it disseminates a route request 
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 [13]Figure 2.5. Format of the AODV RREQ packet  
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Table 2.1. AODV route discovery parameters 
Parameter Recommend Value 
ACTIVE_ROUTE_TIMEOUT 3 seconds 
RREQ_RATELIMIT 10 packets per second 
TTL_START 1 
TTL_INCREMENT 2 
TTL_THRESHOLD 7 
NODE_TRAVERSAL_TIME 0.04 seconds 
TIMEOUT_BUFFER 2 
The purpose of this parameter is to provide a buffer if the 
response is delayed due to network congestion. 
RING_TRAVERSAL_TIME 2 x NODE_TRAVERSAL_TIME x (TTL + TIMEOUT_BUFFER) 
NET_DIAMETER 35 
RREQ_RETRIES 2 
NET_TRAVERSAL_TIME 2 x NODE_TRAVERSAL_TIME x NET_DIAMETER 
This value is used instead of RING_TRAVERSAL_TIME when 
the TTL value is equivalent to NET_DIAMETER. 
PATH_DISCOVERY_TIME 4 x NODE_TRAVERSAL_TIME x NET_DIAMETER 
 
message, called RREQ, in the network; the format of this packet is shown in  Figure 2.5. 
Every route request is assigned a monotonically increasing number called the RREQ 
ID. Since the RREQs are flooded in the network, each node is supposed to rebroadcast 
the received RREQs, except the repeated ones. Therefore, the RREQ ID is stored by the 
originator for the PATH_DISCOVERY_TIME so that this RREQ is not processed when 
received from a neighbor. After originating a RREQ, the source waits for the 
RING_TRAVERSAL_TIME, the maximum duration within which a response should be 
received. If there is no response within this interval, it initiates another RREQ. The 
parameter the RREQ_RATELIMIT specifies the recommended number of the RREQs per 
second. 
The AODV routing protocol uses an expanding ring search technique to control the 
overhead of the route discovery. According to this scheme, the value of the TTL field in 
the IP header is set to a lower value in the first RREQ i.e. TTL_START. After every failed 
attempt i.e. having no response within the RING_TRAVERSAL_TIME, the value of the 
TTL field is increased by the TTL_INCREMENT for the next attempt. Since the value of 
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the RING_TRAVERSAL_TIME is based on the TTL field, it is adjusted accordingly. This 
process continues until the value of the TTL field reaches the TTL_THRESHOLD—a 
parameter selected in a way to keep balance between the route discovery latency and the 
incurred overhead. Afterwards, the source attempts RREQ_RETRIES times with TTL = 
NET_DIAMETER. The initial value of the TTL field is set to the value of the Hop Count 
field + TTL_INCREMENT if the source has an invalid route entry for this destination. 
Every recipient of the RREQ first creates or updates the route entry for the originator 
of the RREQ, called reverse route. Then, it processes this RREQ only if it has not 
received a RREQ with the same RREQ ID and the Originator IP address within the last 
PATH_DISCOVERY_TIME. If this node is neither the destination of this RREQ nor has a 
valid route to the destination of this RREQ, it further broadcasts this RREQ. If this node is 
the destination of this RREQ or has a valid route to the destination, it will generate a route 
reply message, called RREP; the format of this packet is shown in the  Figure 2.6. A node 
which is not the destination of this RREQ, called intermediate node, but has a valid route 
to the destination can also generate a RREP if the Destination Only flag in the RREQ is 
not set. In case the Gratuitous RREP flag is set in the RREQ and an intermediate node 
responds to the RREQ, a copy of the RREP is sent to the actual destination. The RREPs 
are unicast packets and every recipient further forwards them. The recommended values 
of different parameters used in the route discovery are described in  Table 2.1.  [13]
2.5.4 Route Maintenance 
AODV nodes, if they are part of an active route, optionally maintain connectivity with 
their neighbors by sharing HELLO messages. A HELLO message is, in fact, an RREP 
packet with the TTL field set to one and it is shared after every HELLO_INTERVAL. 
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0 7654321 8 5432109 6 3210987 4 10
0 1 2 3
985 6 7
 [13]Figure 2.6. Format of the AODV RREP packet  
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Table 2.2. AODV route maintenance parameters 
Parameter Recommend Value 
HELLO_INTERVAL 1 seconds 
ALLOWED_HELLO_LOSS 2 
MAX_REPAIR_TTL 0.3 x NET_DIAMETER 
MIN_REPAIR_TTL Current hop count from the invalid route entry 
LOCAL_ADD_TTL 2 
 
ALLOWED_HELLO_LOSS x HELLO_INTERVAL is the duration for which a node 
should wait before assuming its link to a particular neighbor as lost if no HELLO 
message is received. In the AODV routing protocol, a route error occurs in the following 
situations:  [13]
• When a node while forwarding a data packet detects that the link to the next hop 
node is broken. 
• When a node receives a data packet for a destination for which it does not have a 
valid route. 
• When a node receives an intimation from a neighbor about a route error. 
In all these situations, the node prepares a list of unreachable destinations i.e. those 
routes in its routing table which are disturbed as a result of this route error. It then 
informs all neighbors belonging to the precursor lists of these affected routes. For this 
purpose, a route error message, called the RERR, is transmitted as unicast, multicast, or 
broadcast depending on the number of recipients. The format of the RERR is shown in 
 Figure 2.7.  [13]
 
 
 
Type DestCountReservedN
Unreachable Destination IP Address (1)
Unreachable Destination Sequence Number (1)
Additional Unreachable Destination IP Address (if needed)
Additional Unreachable Destination Sequence Number (if needed)
0 7654321 8 5432109 6 3210987 4 10
0 1 2 3
985 6 7
 [13]Figure 2.7. Format of the AODV RERR packet  
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The AODV routing protocol has an optional local repair feature. In case of a route 
error, the upstream node at the point-of-failure can initiate a local repair of the route if the 
destination is not more than the MAX_REPAIR_TTL hops away. Such a node originates 
an RREQ with the initial TTL = max (MIN_REPAIR_TTL, 0.5 x source hop count) + 
LOCAL_ADD_TTL.  Table 2.2 describes the recommended values of different parameters 
used in the route maintenance.  [13]
2.6 IEEE 802.11 WLAN MAC Protocol 
The IEEE 802.11 WLAN specifications provide a common MAC layer architecture for 
all IEEE 802.11 PHYs i.e. 802.11a, 802.11b, 802.11g, and 802.11n draft. Furthermore, it 
supports the IEEE 802.2 LLC specifications, a common Logical Link Control (LLC) layer  
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 [6]Figure 2.9. Different components of an IEEE 802.11 WLAN  
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protocol for all IEEE 802 LAN standards [ Figure 2.8]. In this section, the basic functional 
features and aspects of this MAC protocol relevant to future discussion in this thesis are 
described. Further details can be found in references  [6] and  [28]. 
2.6.1 IEEE WLAN Components 
An IEEE 802.11 WLAN has the following major components: 
22
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 [6],  [28],  [33],  [34]  
Station (STA) is a device supporting the 802.11 MAC layer and that has a physical 
interface to the wireless medium of any of the 802.11 PHY types. STAs are allowed to 
roam and can access the WLAN while in motion (mobile) or from different locations 
when not in motion. 
Basic Service Set (BSS) is a set of STAs that are able to communicate with each other. 
An Independent Basic Service Set (IBSS) is the simplest form of BSS consisting of two 
or more nodes that can communicate with each other in a point-to-point fashion. An IBSS 
represents the ad hoc mode of the 802.11 MAC. 
Distribution System (DS) is a backbone network that interconnects more than one 
BSS. Such a WLAN i.e. collection of a DS and some BSSs, is called Extended Service Set 
(ESS). Non 802.11 LANs can also be connected to a DS through Portals. 
Access Point (AP) is a device with STA functionality but in addition connects the BSS 
to the DS. A BSS with an AP is called infrastructure BSS. The AP acts as a coordinator in 
an infrastructure BSS and relays the intra-node communication inside a BSS; STAs in an 
infrastructure BSS are no more able to communicate directly. 
2.6.2 Frame Types and Formats 
The IEEE 802.11 standard has three major categories of frames: Data, Control, and 
Management. Every frame contains a MAC header; however, the length and the contents 
of this frame header vary for different frames. The only header fields common to all 
frames are the Frame Control and the Duration/ID. Furthermore, every frame has a 
Frame Check Sequence (FCS) at the end of the frame. The Frame Control is a 16 bit field 
containing different control parameters as shown in  Figure 2.10. The Duration/ID field is 
also 16 bits long and its contents vary with frame type. Following is a brief description of 
some important frame types:  [6]
 
 
 [6]Figure 2.10. 802.11 Frame Control field  
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 [6]Table 2.3. Address field settings for Data frame  
To DS From DS Address 1 Address 2 Address 3 Address 4 
0 0 DA SA BSSID N/A 
0 1 DA BSSID SA N/A 
1 0 BSSID SA DA N/A 
1 1 RA TA DA SA 
 
 Request to Send (RTS) [The  Figure 2.11] is a control frame sent by an STA 
(transmitter) prior to the transmission of a MAC protocol data unit (MPDU) to reserve the 
channel and acquire permission from the recipient STA. The RA field in this frame is the 
address of the recipient STA while the TA field is the address of the transmitter STA. The 
value of the Duration field is set to the time interval for which the channel is being 
reserved. 
 Clear to Send (CTS) [The  Figure 2.12] is also a control frame sent by an STA in 
response to an RTS frame to indicate its permission to the TA of the received RTS frame. 
The RA field is the address of the TA of the received RTS frame while the Duration field 
contains the remaining interval for which the channel is reserved. 
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 [6]Figure 2.12. 802.11 CTS frame format  
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Data frames [ Figure 2.13] carry the MAC service data unit (MSDU) or a fragment of 
it. Data frames have a 32 Byte header and they can carry an MSDU of up to 2304 Bytes. 
The values of the four address fields mainly depend on the To DS and From DS bits in 
the Frame Control field;  Table 2.3 explains the four possibilities. In general, the contents 
of the Address 1 field are used for address matching. However, if the Address 1 is a group 
address, an STA additionally compares Address 1 field with the BSSID to make sure that 
the frame is destined to its BSS. The Address 2 field is used to send the acknowledgement 
if it is required. The BSSID is the MAC address of the STA contained in the AP in case of 
infrastructure BSSs. In an IBSS, the BSSID is generated randomly. The Sequence Control 
field (SCF) has two parts: a 12 bit Sequence Number and a 4 bit Fragment Number. The 
Sequence Number is a modulo-4096 number starting at zero and incrementing by one. 
Each MSDU is assigned a new Sequence Number. If an MSDU has more than one 
fragment, then each fragment is assigned a different Fragment Number; hence, each 
MPDU belonging to an MSDU carries a different SCF value. Duplicate frames are 
identified based on their Sequence Control value. 
Acknowledgement (ACK) frames [The  Figure 2.14] are transmitted by the recipient 
of a Data frame to confirm the successful reception of a Data frame. The RA field of the 
ACK frame takes its value from the Address 2 field of the recently received Data frame. 
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 [6]Figure 2.15. 802.11 MAC architecture  
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2.6.3 MAC Architecture and Operations 
The 802.11 MAC can be considered as a Packet Division Multiple Access (PDMA) 
mechanism providing asynchronous, contention-free and QoS services. The Distributed 
Coordination Function (DCF) [ Figure 2.15] provides asynchronous type of service. The 
Point Coordination Function (PCF) is an optional feature, based on the DCF, to provide 
contention-free service. In QoS network configurations, an additional coordination 
function called the Hybrid Coordination Function (HCF) is used. The HCF is a 
combination of a contention-based method called the Enhanced Distributed Channel 
Access (EDCA), and a contention-free method called the HCF Controlled Channel 
Access (HCCA). Since the PCF, the HCF, the EDCA, and the HCCA are not relevant to 
the scope of this thesis, only the DCF is described in this section. Detailed information on 
all these schemes can be found in  [6],  [33], and  [62]. 
The DCF is the basic access method in the 802.11 MAC. It is a Carrier Sense Multiple 
Access with Collision Avoidance (CSMA/CA) approach. All STAs implement the DCF in 
both IBSS mode and infrastructure mode. It provides mechanisms for negotiating access 
to the medium and for reliable delivery of data.  [28],  [58]
In the DCF, an STA interested in transmitting, first senses the medium to determine if 
it is free for a certain minimum duration called Inter Frame Space (IFS). If the medium is 
found busy, it defers its transmission until the end of this transmission. If the medium is 
free and this STA has not recently completed a successful transmission, it can immediate- 
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ly start its transmission. An ACK frame transmitted in response to a unicast Data frame 
by the recipient STA identifies a successful transmission. At the end of an ongoing 
transmission, each STA which is interested in transmitting backs off for a duration 
selected randomly, called backoff interval, before actually transmitting [ Figure 2.16]. 
The purpose of this scheme is to minimize the possibility of collision.  [58],  [62]
The DCF IFS or the DIFS is used by STAs to gain access to the medium i.e. every 
STA should wait for at least a DIFS interval before starting a transmission. Short IFS or 
SIFS is used in those circumstances where an immediate reply is required e.g. before 
transmitting the ACK in response to the Data frame, before transmitting the CTS to reply 
an RTS frame, or before transmitting a subsequent MPDU of a fragmented MSDU. 
The objective of the backoff mechanism is to minimize the possibility of two STAs, 
which have backed off together, accessing the channel together again. It is a discrete 
method in which a pseudo-random integer is drawn from a uniform distribution over the 
interval [0,CW-1]. This random integer is, in fact, the number of time slots for which the 
STA will backoff. The length of these slots is usually selected according to the physical 
properties of the medium. The Contention Window (CW) is an integer in the range CWmin 
and CW
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max i.e. CW  ≤ CW ≤ CWmin max. The values of CW  and CWmin max also depend on the 
PHY characteristics. The initial value of CW is always CWmin. However, this value is 
doubled on every retransmission/collision. After a successful transmission, this value is 
again set to CWmin. During the backoff, the backoff timer is decreased if the channel is 
idle; if the channel is busy, the backoff timer is stopped. When the backoff timer reaches 
zero, the STA can start its transmission.  [6],  [58]
The second component of the DCF is the virtual carrier sense mechanism which helps 
in alleviating the hidden node problem. This mechanism employs the channel reservation 
through announcement to the neighbors before the transmission. The exchange of RTS 
 
 
 
 [6]Figure 2.17. RTS/CTS/data/ACK and NAV settings in 802.11  
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and CTS frames, prior to Data frame transmission, is one means of the channel 
reservation. The Duration field in these frames represents the period of time for which 
the channel is to be reserved for the transmission of the Data frame and the returning 
ACK frame. The STAs that can listen to the transmitter or the receiver reset their Network 
Allocation Vector (NAV) accordingly [ Figure 2.17]. 
The NAV is a timer which is continuously decremented irrespective of the channel, 
and an STA refrains from transmitting if its NAV is non-zero. The RTS/CTS exchange is 
avoided when the length of a Data frame is below a certain limit, called the RTS 
Threshold, as in such cases it causes unnecessary overhead. The Duration field in Data 
frames also indicates the time left to the end of the transmission.  [6],  [34],  [62]
2.7 Multihop Extensions for the IEEE 802.11 MAC Protocol 
As described earlier, the IEEE 802.11 MAC protocol supports only single hop ad hoc 
networks in ad hoc mode. In the following, three schemes are being described that extend 
the functionality of IEEE 802.11 MAC protocol so that multihop connectivity can be 
achieved in ad hoc scenarios. Afterwards, different drawbacks of these schemes are 
discussed. 
2.7.1 Data Driven Cut-through Multiple Access (DCMA) 
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The scheme suggested by Acharya et al.  [59] has two components which are quite 
independent of each other: Interface-Contained Forwarding (ICF) and Data Driven Cut-
through Multiple Access (DCMA). 
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• The purpose of the  is to eliminate NIC-host-NIC interaction at the forwarding 
node. The NIC-host-NIC interaction refers to the conventional sequence of actions 
performed in case of Routing ]. Figure 2.3  A forwarding node receives a frame on 
the wireless interface, de-capsulates it, and transfers it to the IP layer. There, a 
routing lookup is performed to determine the address of the next hop node. Then, 
the packet is transferred back to the wireless interface for subsequent 
transmission. The DCMA avoids this NIC-host-NIC interaction by adding label-
based forwarding functionality to the MAC NIC at the network interface card ( ). A 
label switching table is implemented in the NIC which stores tuples consisting of 
the MAC incoming  address, the incoming label, the outgoing MAC, and the 
outgoing label address. The label distribution algorithm used in the 
implementation in  [59] is same as in MPLS. However, it is claimed that different 
label distribution algorithms can be used in the ICF.  Figure 2.18 illustrates the 
architecture of the DCMA approach. 
• To fully utilize the benefits of the ICF, the DCMA introduces a channel access 
scheme that pipelines the reception from the upstream node and the delivery to 
the downstream node [ Figure 2.19]. In this scheme, an intermediate node that 
receives a packet to be forwarded, transmits a combined ACK/RTS frame to  
 
 
 
 [59]Figure 2.19. Data Driven Cut-Through MAC: DCMA timing diagram  
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acknowledge the reception of frame from the upstream node and to reserve the 
channel for the downstream node. If the downstream node transmits a CTS, the 
frame is forwarded; otherwise, it is placed in the NIC queue and normal channel 
access is resumed. Cut-through transmissions of one flow can cause starvation for 
the others. To provide competing flows equitable chance, a fairness scheme based 
on the MAC layer queue occupancy information is also suggested.  [58],  [59]
2.7.2 IEEE 802.11 Ad Hoc Bridge 
This scheme works like proactive routing protocols. The nodes periodically announce 
their presence with the help of specialized beacon frames and maintain a table of known 
destinations, called bridging table.  [60]
• The bridging table is a typical routing table with (destination, next hop, hop count, 
timer) tuples. The timer field here represents the time stamp value of the beacon 
frame from which this route was learnt. There can be more than one entry for a 
certain destination in the bridging table. These similar entries are ordered with 
respect to hop count. Entries are removed from the bridging table if they have 
already been there for a certain period of time, called the time to leave. 
BeaconThe  frame [ Figure 2.20] is a data frame with a list of fields in the frame 
body. These fields carry necessary information for maintaining the bridge tables. 
There are five additional address fields among them. Each node floods its beacon 
frame in the network after every beacon interval. However, a beacon frame is not 
further transmitted if it has already been forwarded MAXHOP times. The value of 
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MAXHOP is set to five as every forwarding node has to place its address in the 
beacon frame and there are only five additional address fields available. 
This protocol considers the four address fields in the 802.11 data frame header as the 
receiver address (RA), the transmitter address (TA), the source address (SA), and the 
destination address (DA). A frame is forwarded by the intermediate nodes only if the DA 
is known to them; the RA always carries the next hop address. 
2.7.3 A Bridging Method for Mobile Ad hoc Networks 
In contrast to the IEEE 802.11 Ad Hoc Bridge approach discussed above, the bridging 
method suggested by Zhou et al.  [61] elects a subgroup of nodes as bridges to provide the 
relaying service to the rest of the nodes. 
• The bridge election method creates a spanning tree with the help of two-hop 
neighbor tables maintained at each node. The nodes belonging to this spanning 
tree are the elected bridges. The nodes announce their presence to their neighbors 
by periodically sending beacon messages carrying their MAC and IP addresses. 
Thus, a neighbor list is maintained at each node. A node broadcasts its neighbor 
list to its neighbors whenever a change happens in the neighbor list. The 
collection of neighbor lists received (including the own neighbor list) at each node 
is in fact a two-hop neighbor table in which each row (neighbor list) can be 
considered as a network segment. Finally, each node independently elects a 
minimum set of nodes with maximum span as bridges. Since the neighbor list of a  
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node appears in the same way in the network wherever it is present, it is 
guaranteed that any two nodes will elect the same node as bridge for a same 
segment present in their two-hop neighbor tables. 
• In frame transmission and relaying, the four address fields in the 802.11 MAC  
header are used as RA TA DA, , , and SA, the same way as in the IEEE 802.11 Ad 
Hoc Bridge approach. A source sends the frame directly to the destination if it is 
in its neighbor list; if the destination is not a direct neighbor but is in the two-hop 
neighbor table, it sends the frame to the elected bridge node for this destination. If 
the destination address is not present even in the two-hop neighbor table, then the 
frame is sent as a multicast to all the bridges. 
The neighbor lists contain both the IP address and the MAC address of the nodes. 
Similarly, in beacon frames both addresses are announced. A ReQuest MAC (RQM) 
frame is used by the source to learn the MAC address of a destination that is outside its 
two-hop neighborhood. In  Figure 2.21, an ad hoc network is shown. The elected bridge 
nodes according to the bridge election scheme described above are also highlighted. 
2.7.4 Conclusion 
Following are some key observations regarding the three enhancement schemes 
discussed above: 
• All the three schemes follow a proactive approach. For example, the DCMA 
requires a label distribution algorithm to assign labels to the flows. In the other 
two schemes, beacon frames are used to learn routes or neighbor information. 
Proactive schemes are well known for their immense overhead. Particularly, when 
the topology is ever changing due to the mobility of the nodes, the reaction time 
to topology changes and its effect on overhead are significantly important. 
• The complexity of these schemes is questionable. The addition of labels or beacon 
frames, or the bridge election method requires major modifications to the existing 
802.11 MAC structure. 
• Every scheme has its limitations. The DCMA approach leads to starving flows in 
the network. In the IEEE 802.11 Ad Hoc Bridge scheme, nodes can not 
communicate beyond six hops. If the destination is not in the two-hop neighbor 
list of the source, the bridging method suggested by Zhou et al.  [61] behaves 
similar to reactive protocols, which causes an initial route discovery delay. 
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• The simulation results presented in  [63] show that the bridging method, suggested 
by Zhou et al.  [61], has better packet delivery ratio as compared to the AODV 
routing protocol. However, it also has higher average end-to-end delay. The 
normalized routing load is higher in low traffic scenarios (ten sources), but is 
lesser in high traffic scenarios (20 and 40 sources). However, the scope of these 
simulations was very limited as only the variation of pause time (from 0 to 300 
seconds) and number of packet sources (10, 20, and 40) is evaluated. 
• The analysis performed in  [59] is in fact the comparison of the DCMA with 
standard 802.11 MAC . It is difficult to conclude from these results whether the 
DCMA is a better approach than routing protocols working at Layer-3. 
• According to  [60], the evaluation of The IEEE 802.11 Ad Hoc Bridge approach 
was on-going. Unfortunately, as far as we know, this scheme has not been further 
explored. 
The presence of these schemes advocates for Relaying in wireless ad hoc networks. 
Their initial success indicates that Relaying can provide multihop connectivity in wireless 
ad hoc networks with performance comparable with that of Routing. However, the option 
of Relaying is not sufficiently explored. Particularly, the drawbacks indicated above 
motivates for a simpler and more efficient scheme with less overhead. 
2.8 Chapter Summary 
The significant characteristics of wireless ad hoc networks are their transient 
behavior, the absence of infrastructure, and the dynamic nature of the topology. On the 
one hand, these features make them an ideal solution for many real life problems such as 
health monitoring, security operations, remote sensing etc. On the other hand, due to the 
same characteristics our traditional network approaches and solutions are inadequate for 
these networks. Furthermore, the limitations of the wireless medium add insult to the 
injury and make the whole scenario more challenging. 
Multihop connectivity is one of these serious challenges; it addresses the issue that 
how the two nodes in every pair of nodes in the network can successfully communicate. 
The concept of classical Layer-3 based Routing has been widely explored to solve this 
problem. Proactive routing is mainly an adaptation of traditional wired routing, but comes 
with large overhead. Reactive routing introduces the concept of on-demand operation 
which suits well to the nature of wireless ad hoc networks. Reactive approach is more 
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appealing in wireless ad hoc networks due to its controlled overhead, but the delayed 
response due to its on-demand nature is a big concern. 
The less popular solution to the problem of multihop connectivity is Relaying at 
Layer-2. The IEEE 802.11 WLAN standard does not provide any such feature at its MAC 
layer. Few schemes have been suggested to extend the functionality of 802.11 MAC and 
make multihop 802.11 WLANs possible. These schemes mainly follow a proactive 
approach; hence, they suffer from the same problems as proactive routing protocols do. 
The widespread use and acceptability of the IEEE 802.11 based devices among the end 
users require that a simple solution to the problem should be developed. 
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Simulation Methodology 
This chapter describes the simulator settings, simulation parameters and scenarios, 
nature of analysis, and different evaluation metrics used in the simulation-based analysis 
of the protocols and schemes discussed in this thesis. Mainly, the common aspects of the 
simulation setup are explained here. Customized settings for a particular experiment are 
mentioned on the spot. 
3.1 OPNET® Modeler® 
The simulations discussed in this thesis are conducted using OPNET Modeler  [64] 
version 14.0, a commercial software designed by OPNET Technologies Inc. However, 
OPNET provides its software for free to universities for academic purposes under its 
University Program  [65] with limited rights. 
OPNET Modeler is a network modeling simulation tool that provides a discrete event, 
hybrid, and analytical simulation environment. It contains the implementation of more 
than 400 commonly used wired/wireless protocols and vendor device models with their 
source code. Thus, it provides an organized environment for designing, evaluating, and 
simulating network protocols and components. 
3.1.1 Simulation Environment 
The analysis presented in this thesis is based on discrete event simulations. The 
installation of OPNET Modeler used in the research work discussed in this thesis also 
contains OPNET Modeler Wireless Suite, which provides support for wireless networks. 
These simulations are performed on an SMP machine with the following characteristics: 
Intel• Two  Xeon 3.0 GHz processors 
• Two GB RAM 
Microsoft•  Windows Server 2003. 
3.2 The MANET_STATION Node Model 
OPNET Modeler’s model library provides a manet_station node model. This node 
model can generate raw packets over IP using the wireless LAN at Layer-2. These raw 
packets are not TCP or UDP packets; instead, they are unformatted chunks of data bits. 
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The manet_station node model functions as a traffic source as well as a destination, and 
supports MANET routing protocols such as AODV, DSR, OLSR, and TORA. This model 
includes the IEEE 802.11 PHY, the IEEE 802.11 MAC, the ARP, the IP, and the UDP 
modules as shown in  Figure 3.1 below. The feature of raw packet generation, as 
mentioned earlier, is supported through the traf_src module [ Figure 3.1]. 
The configuration of the manet_station model is divided into four groups: wireless 
LAN, ad hoc routing, node mobility, and MANET traffic generation. The only setting 
which is not part of these four categories is the initial position of the node. This position 
is provided in the form of Euclidean coordinates with the top-left corner of the graph 
being (0, 0). The initial position of the nodes in these simulations is always selected 
randomly from a uniform random interval i.e. ([0, max X], [0, max Y]). The settings for 
the area of the graph are mentioned under the node mobility configuration [section  3.2.3]. 
Following is a description of the different configuration parameters and their used 
settings from the four categories. 
3.2.1 Wireless LAN Configuration 
As mentioned earlier, the manet_station model includes the IEEE 802.11 PHY and 
the IEEE 802.11 MAC modules. These modules provide the IEEE 802.11 WLAN standard 
functionality with the following significant limitations in relation to this thesis: 
• The transmission rate of a node remains static during the simulation. 
 
arp
ip
udp
wlan_port_tx_0_0wlan_port_rx_0_0
wireless_lan_mac
ip_encap
traf_src dhcp
manet_rte_mgr
 
 [66] Figure 3.1. MANET_STATION node model structure 
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Table 3.1. WLAN Settings 
Attribute Value Description 
Physical Characteristics DSSS Specifies the IEEE 802.11 PHY settings. In 
these simulations, the 802.11b PHY settings 
are used. 
Data Rate 11 Mbps Specifies the data rate to be used for the 
transmission of Data Frames. 
Bandwidth 22 MHz Specifies the bandwidth of the radio 
channel. 
Transmit Power 0.04 Watt Specifies the transmit power of the STA. 
Packet Reception-Power Threshold 73 dBm Specifies the received power threshold 
value of the radio receiver. Packets with 
power less than this value are not sensed 
and are considered as lost. 
Rts Threshold 256 Bytes Specifies the threshold for performing 
RTS/CTS exchange. RTS/CTS protection is 
performed for only those data packets 
whose size combined with MAC header is 
above this threshold. Broadcast data frames 
are always transmitted without RTS/CTS 
exchange. In these simulations, RTS/CTS 
exchange is performed for all unicast data 
packets except the short packets such as 
AODV control packets, ARP packets etc. 
Fragmentation Threshold None Specifies the threshold for performing 
fragmentation. Data packets with size 
greater than this threshold will be 
fragmented. Since in these simulations the 
size of data packets is less than the 
maximum MSDU size (2304 Bytes), this 
parameter is selected as none. 
Short Retry Limit 7 Specifies the maximum number of failed 
transmission attempts to perform for the 
frames shorter or equal to Rts Threshold in 
size. 
Long Retry Limit 4 Specifies the maximum number of failed 
transmission attempts to perform for the 
frames greater than Rts Threshold in size. 
Buffer Size 256 kbits Specifies the maximum size of data buffer to 
store data packets from upper layer. 
Large Packet Processing Drop Specifies the action to be performed when a 
packet larger than maximum allowed data 
size is received from the upper layer. 
 
IEEE 802.11 WLAN• The    standard requires that the Physical Layer Convergence 
Procedure (PLCP) preamble and PLCP header should be transmitted at the lowest 
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PHY mandatory rate. However, this model uses the same modulation for the 
PLCP fields as well as for the rest of the frame based on the selected data rate. 
• Not all the 802.11 management frames are supported by this model. Only Beacon 
and Block-ACK management frames are modeled. 
• In case two or more valid frames collide, the model considers all the frames as 
corrupt. 
In fact, none of these limitations effect the nature of the simulations discussed in this 
thesis as the analysis is mainly focused on Routing and Relaying aspects. Hence, in most 
of the cases the default settings for the WLAN configuration parameters/attributes in these 
simulations are preferred. The only exception is the Transmit Power and Packet 
Reception-Power Threshold. The values for these two parameters are selected according 
to the commercially available WLAN cards.  Table 3.1 describes different WLAN 
configuration parameters and their used values. 
3.2.2 Ad hoc Routing and AODV Configuration 
AODV is the only routing protocol involved in the simulations reported in this thesis. 
The manet_station node model provides the implementation of AODV as a sub-module of 
the IP module. This implementation is based on the RFC 3561  [13], the only standard 
version of AODV. The OPNET Modeler provides the option to configure different route 
discovery and route maintenance parameters described in section 2.4. Mainly, the default 
values are preferred in this thesis.  Table 3.2 on the next page describes these settings. 
3.2.3 Node Mobility Configuration 
The Random Waypoint model  [67] is the most commonly used mobility model in 
wireless ad hoc simulations. Thus, in order to provide coherence between the analysis of 
this thesis and most of the research work in this area, I also have adopted the Random 
Waypoint model. 
In the Random Waypoint model, the movement of the nodes is limited inside a 
geographical area and is based on four components: the initial position, a set of uniform 
random waypoints in the selected geographical area, maximum speed, and pause time. 
The initial position of each node can be a randomly selected point in the area and nodes 
can have different initial positions. When the simulation starts, each node stays at its 
initial position for pause time seconds. Then, each node randomly selects a waypoint and 
starts moving towards this point with a uniformly distributed speed between zero and the 
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Table 3.2. AODV Settings 
Attribute Value Description 
Route Request Retries 3 RREQ_RETRIES. 
Gratuitous Route Reply Flag Disabled  
Destination Only Flag Disabled  
Active Route Timeout 3 seconds ACTIVE_ROUTE_TIMEOUT 
Hello Interval 1 second HELLO_INTERVAL 
Allowed Hello Loss 2 ALLOWED_HELLO_LOSS 
Net Diameter 20 NET_DIAMETER. 
Node Traversal Time 0.04 seconds NODE_TRAVERSAL_TIME 
Timeout Buffer  2 TIMEOUT_BUFFER 
TTL Start 1 TTL_START. 
TTL Increment 2 TTL_INCREMENT. 
TTL Threshold 7 TTL_THRESHOLD 
Local Add TTL 2 LOCAL_ADD_TTL 
Packet Queue Size Infinity Specifies the size of AODV buffer. 
Local Repair Enabled  
 
maximum speed. After reaching at this point, each node stays there for another pause time 
and repeats the process until the simulation ends. The waypoint selection of each node is 
independent of any other.  [66],  [68]
The Random Waypoint model is known to suffer from the density wave and the speed 
decay problems:  [69]
• The long-term spatial distribution of the nodes in Random Waypoint model is 
non-uniform and concentrated in the center of the region of deployment. Hence, 
during the simulation, the nodes converge in the center of the deployment area, 
disperse, and re-converge  [70]. This characteristic is called the density wave 
problem. 
• The average nodal speed in the Random Waypoint model consistently decreases 
over the time when provided in the form of a uniform value chosen from the 
interval (0, V ], where V  is the maximum speed of the simulation  [71]. This  max max
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Table 3.3. Random Waypoint Settings 
Attribute Value Description 
x_min 0 Specifies the x coordinate of top left vertex of the rectangle in 
which nodes are allowed to move. 
y_min 0 Specifies the y coordinate of top left vertex of the rectangle in 
which nodes are allowed to move. 
x_max 800 or 2000 Specifies the x coordinate of bottom right vertex of the rectangle 
in which nodes are allowed to move. Two different geographical 
areas are used in these simulations; see  Table 3.5. 
y_max 500 or 800 Specifies the y coordinate of bottom right vertex of the rectangle 
in which nodes are allowed to move. Two different geographical 
areas are used in these simulations; see  Table 3.5. 
Speed constant(X) Specifies the method to generate random speed for each node. 
The selected method “constant” means that all the nodes move 
with a constant speed X meters per second. Different speed 
values used in these simulations are described in  Table 3.7. 
Pause Time constant(X) Specifies the method to generate random pause time in the 
movement of each node. The selected method “constant” means 
that the nodes will take a pause of X seconds between two 
motions. Different pause time values used in these simulations 
are described in  Table 3.7. 
Start Time constant(0) Specifies the method to determine the time when to initiate the 
motion of the nodes. In these simulations, every node initiates its 
motion at time 0 i.e. the beginning of the simulation run. 
Stop Time End Specifies the method to determine the time after which nodes 
should not move at all. In these simulations, nodes keep on 
repeating their motion-pause cycles until the simulation run ends. 
 
phenomenon is called the speed decay. However, in the simulations discussed in 
this thesis a constant node speed is used to avoid this problem. 
In OPNET Modeler, the mobility of a manet_station can be described with the help of 
a Mobility Config model. Every instance of the Mobility Config represents one particular 
mobility profile and all the manet_station nodes interested in following this profile can 
declare this instance as their mobility profile by mentioning its name in the Mobility 
Profile Name attribute. The Mobility Config model provides the implementation for the 
Random Waypoint model. Different configuration attributes of this model and their used 
settings are given in  Table 3.3. 
The usual way to implement the mobility during simulations is to set the Mobility 
Config model parameters before executing the simulation run. In this approach, the actual 
values of these parameters are randomly selected at the run time from the specified 
ranges. The major concern with this approach is that it can only be identified at the end of  
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Table 3.4. MANET Traffic Settings 
Attribute Value Description 
Start Time uniform[0,180] In the simulations reported in this thesis, every 
packet stream is started during the first 180 
seconds of simulation at a randomly selected 
time. 
Packet Inter-Arrival Time constant(X) Packets will be generated at a constant 
interval of X seconds i.e. the bit rate is 
constant. Different packet rates used in the 
simulations are described in  Table 3.7. 
Packet Size 1024 Bytes Payload size 
Destination IP Address X.X.X.X For each stream, a random destination is 
selected. 
Stop Time End of Simulation Sources keep on generating packets until the 
simulation ends. 
 
the simulation run that whether the mobility pattern actually followed by the nodes has 
any problems such as the density wave or the speed decay. In order to ensure that the 
mobility patterns followed by the participating nodes do not have any problems indicated 
in earlier research and provide identical comparative scenarios, different random mobility 
traces are initially generated using the described parameters. During this trace-generation 
step, nodes do not perform any data activities. Five different traces for each set of 
parameter values are selected after analyzing the actual behavior of the nodes during that 
run. Later, actual simulations are performed using these selected traces. 
3.2.4 MANET Trafic Configuration 
As discussed earlier, the manet_station model provides the feature of raw packet 
generation. These packets are simply unformatted chunks of bits generated by the 
traf_src module [ Figure 3.1]. The ip_encap module encapsulates these packets as the IP 
datagrams. A node can be the source of as many packet streams as desired. These 
streams are defined under the MANET Traffic Generation Parameters attribute of the 
manet_station model. The sub-attribute Number of Rows of the MANET Traffic 
Generation Parameters specifies the count of streams to be generated. For each row, the 
attributes described in  Table 3.4 can be configured. 
3.3 Simulation Scenarios 
In order to incorporate the effect of network size, these simulations are performed for 
two different network sizes: 25 nodes and 100 nodes. The geographical area for the two  
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Table 3.5. Simulation Scenarios 
Network Size Geographical Area Traffic Pattern Data Streams Active Nodes 
LTC 5 8 25 nodes 800m x 800m 
HTC 20 20 
LTC 20 30 100 nodes 2000m x 500m 
HTC 80 85 
 
Table 3.6. Network Statistics 
Network Size Geographical Area Node Density Network Diameter 
(nodes) 
Neighbor Count 
(per sq. km) 
25 nodes 800m x 800m 39.06 4.52 7.67 
100 nodes 2000m x 500m 100 8.25 19.63 
 
Table 3.7. Simulation settings for Pause Time, Node Speed and Packet Rate 
Variation of Pause Time (seconds) Node Speed 
(meter/second) 
Data Packet Rate 
(packets/second) 
Pause Time 0, 30, 60, 300, 900, 1800 1 4 
Node Speed 0 1, 2, 5, 10, 25 4 
Packet Rate 0 1 1, 2, 5, 10, 20 
 
cases is 800 meters x 800 meters and 2000 meters x 500 meters respectively. Similarly, 
for each network size two different data traffic patterns are introduced so that the effect 
of traffic congestion can also be analyzed. One traffic pattern involves on average 30 % 
of all the nodes as source, destination, or forwarder; called Low-Traffic-Congestion 
(LTC). In the other, on average 80 % of all the nodes participate in data transfer activities 
and is named High-Traffic-Congestion (HTC). The following table [ Table 3.5] provides 
an overall picture of the four simulation scenarios. Other network statistics are presented 
in  Table 3.6. The “Active Nodes” column in  Table 3.5 indicates the total number of 
unique data sources plus destinations in the network. The “Data Streams” column 
represents the number of unique (source, destination) tuples and not the number of unique 
sources; a single node can be the source for more than one destination. Both the sources 
and the destinations are randomly selected. Every simulation run is 1800 seconds long 
and is repeated with five different seed values.  
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Wireless ad hoc simulations are usually observed against varying Pause Time, Node 
Speed, and Offered Data Load (sometimes described in the form of Data Packet Rate). In 
this way, the effect of these three factors on the behavior of the protocol and its 
performance is also analyzed. The simulations reported in this thesis follow this tradition 
and different simulation scenarios are selected by varying the values of Pause Time, Node 
Speed, and Data Packet Rate; these values are listed in  Table 3.7. Each simulation run 
has a particular combination of values for these three parameters. 
3.4 Analysis/Evaluation Metrics 
The performance analysis of different protocols performed in this thesis does not 
focus on issues such as energy consumption, CPU cycle utilization, storage requirement 
etc. The purpose of this analysis is to mainly observe the application-oriented perspective 
of these protocols such as successful delivery of data packets, delay and overhead 
incurred in delivering data etc. The following evaluation metrics are selected after an 
extensive review of the earlier research work in this area such as  [8] -  [11],  [17],  [54], 
 [55],  [57]
Throughput is defined as the amount of data delivered per unit time. The common 
unit of throughput is bits/second or bps. Throughput can be measured in different 
contexts. For example, in the context of Data Link Layer, one definition of throughput is 
the number of all kind of bits delivered per second at the Data Link Layer. However, 
control traffic is usually not included in the throughput calculation and throughput is 
limited to actual data only. Such throughput is also called effective throughput. In this 
thesis, the throughput of a traffic stream is calculated as, number of data bits (only data 
bits excluding the control traffic) successfully received at the destination node’s traf_src 
module per second. Then, the average of all the traffic streams in that simulation run is 
calculated in order to evaluate the throughput of the simulation run. The mathematical 
expression below represents the throughput of a single simulation run: 
ts
PR
nsdestinatio
i
i
×
××∑
1800
81024
 
PRwhere i is the number of data packets received by the traf_src module of the 
destination node i ts, and  is the number of traffic streams in that simulation run. In 
numerator, the number 1024 is the payload size in Bytes and 8 is the conversion factor to 
compute bits. In denominator, 1800 is the duration of the simulation run. 
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Packet Delivery Ratio is defined as the ratio of the number of data packets delivered 
at the destination to the number of data packets sent by the source. Data Packet Delivery 
Ratio or Fraction of Packets Delivered or Fraction of Data Packets Delivered are some 
alternate expressions used in the literature. Packet Delivery Ratio can be calculated in 
two ways due to the two different definitions of “data packets sent by the source”. Data 
packets sent by the source can be either data packets originated by the application layer 
of the source, or data packets transmitted by the MAC layer of the source. The first 
definition also considers the packets dropped at the routing buffer or MAC queue as sent 
packets. Since the packet loss before transmission also reflects an aspect of the protocol 
efficiency, the first definition of the packet delivery ratio is adopted in this thesis. Thus, 
the packet delivery ratio of a simulation run is evaluated as, the ratio of all the data 
packets received at the traf_src modules of all the destinations to all the data packets 
originated at the traf_src modules of all the sources, as shown in the following 
expression: 
∑
∑
sources
j
j
nsdestinatio
i
i
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PRwhere i is the number of data packets received by the traf_src module of the 
destination node i PS, and j is the number of data packets originated by the traf_src 
module of the source node j. 
End-to-end Data Packet Delay is the time interval from when a data packet is ready 
for the transmission at the source node to when it is delivered at the destination node. 
Since in case of packet delivery ratio, packets lost before transmission are considered as 
sent packets, the transmission time and the delivery time are recorded at the application 
layer as well and not at the MAC layer. Hence, the end-to-end delay of a data packet is 
calculated as, the time interval from when it is generated at traf_src module of the source 
to when it is received at the traf_src module of the destination. The average is calculated 
for all the delivered packets to calculate the end-to-end delay for the simulation run. The 
mathematical formulation of average end-to-end delay of a simulation run is: 
∑
∑ ∑−
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Nwhere j is the number of data packets received by the traf_src module of the destination 
node j trecv
IiS DIj
Data Frame Data FrameData Frame
Considered as MAC Overhead
,  is the time of reception of data packet ii  at the traf_src module of the 
corresponding destination node, tgen  is the time of generation of data packet ii  at the 
traf_src module of the corresponding source node, and i is a successfully delivered data 
packet. 
Routing Overhead is the total number of routing bits/bytes/packets sent during the 
simulation. Generally, for a multihop packet, every transmission of the same packet is 
counted independently. Once again, the packets lost before the transmission are 
considered as sent. Hence, the routing overhead of a simulation run is calculated as, the 
number of routing packets or bytes generated by the routing agent or module of all the 
nodes in the simulation run. Mathematically: 
∑nodes
i
iR  
where R  is the number of routing packets generated by the node i. i
MAC OverheadLike routing overhead,  is the total number of MAC control 
bits/bytes/frames sent during the simulation. In order to accommodate the path 
optimality, every transmission of a multihop data frame, except the first one, is included 
in the MAC overhead [ Figure 3.2]. This approach of computing the MAC overhead duly 
appreciates a protocol or scheme which has low cost routes. Mathematically, 
∑nodes
i
iM  
where M  is the number of MAC packets or bytes generated by the node i. i
Route Discovery Time or Route Acquisition Time is the time required to establish a 
route. This metric is only considered for reactive approaches as route discovery only 
exists in reactive approaches. Furthermore, the computation of route discovery time is 
only possible for successful attempts. In this thesis, the route discovery time of a route is  
 
 
 
Figure 3.2. Computation of the MAC overhead: Additional transmissions of 
Data frame are considered as MAC overhead 
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computed as, the time interval from when the first request message is generated by the 
routing agent of the source to when the first reply is received by the routing agent of the 
source. The average of all the route discoveries is calculated to compute the route 
discovery time for the whole simulation run. Mathematically, 
attemptserydisroutesuccessful
initreqtrecvrept
attemptserydisroutesuccessful
i
attemptserydisroutesuccessful
i
ii
_cov__
____
_cov__ _cov__∑ ∑−
 
tht_req_initwhere  is the time of initiating the ii  route discovery attempt at the routing 
agent of the corresponding source node, t_rep_recvi is the time of reaching the reply 
message for the thi  route discovery attempt at the routing agent of the corresponding 
source node, and i is a successful route discovery attempt. 
Efficiency is the measure of effectiveness and can be observed in many ways. The 
three efficiency metrics used in this thesis are, Normalized Throughput, Normalized 
Routing Overhead, and Normalized MAC Overhead. 
Normalized Throughput is the ratio of data delivered (packets/bits/bytes) to • 
routing overhead (packets/bits/bytes) or MAC overhead  (packets/bits/bytes). It 
measures the amount of data delivered per unit of routing or MAC overhead . 
Thus, it reflects the efficiency of the overhead traffic.  
overhead
PR
nsdestinatio
i
i∑
 
PRwhere  is the number of data packets received by the traf_srci  module of the 
destination node i overhead, and  is the MAC or routing overhead of the 
simulation run. 
Normalized Routing Overhead is the ratio of routing packets/bytes/bits sent to 
the data packe
• 
ts/bytes/bits delivered. This efficiency metric measures the amount 
of routing overhead incurred per unit of data delivered i.e. the routing cost of the 
delivered data. 
Normalized MAC Overhead is the ratio of MAC control frames/bytes/bits sent to 
the data pa
• 
ckets/bytes/bits delivered; it represents the MAC cost of the delivered 
data. 
Normalized throughput is in fact inverse or reciprocal of normalized routing overhead or 
normalized MAC overhead. 
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Enhancement of the Reactive Routing 
This chapter proposes two schemes that can help in improving the performance of 
reactive routing protocols. These are, 
• The extended utilization of collected routing information, and 
• The reduction in dependency on stale routing information 
The chapter also describes simulation based analysis and evaluation of the two 
proposed schemes. 
4.1 Extending the Utilization of Collected Routing Information 
Traditionally, the purpose of topology information collected by routing protocols is to 
establish and maintain routes in the network. However, there is always a possibility to 
expand the objective and scope of the routing operations or the routing information 
collected in this course. For example, Ad hoc On-Demand Multipath Distance Vector 
(AOMDV)  [72], a variation of AODV, additionally discovers multiple paths between the 
source and the destination during a single route discovery process. Similarly, the DSR 
 [73] routing protocol maintains alternate routes in its route cache. Such extended benefits 
usually require additional effort or overhead, which would be the wastage of resources if 
that additional information is not useful or is not used. The amount of this additional 
overhead varies for each scheme and reflects the productivity of that particular scheme. 
For example, storage of additional routes or paths increases the memory consumption in 
both AOMDV and DSR. Both the schemes employ overhearing of routing packets. The 
alternate routes in AOMDV are not helpful in the situations where a route is expired, as 
all routes to the same destination expire at the same time  [54]. Nonetheless, this concept 
of discovering additional applications of routing information provide a better insight into 
the protocol architecture and introduce new dimensions to regulate protocol operations. 
4.1.1 Predicting the Accessibility 
Routing is based on a simple principle: if a node can receive messages from some 
other node, then there is a valid route available between the two nodes assuming all the 
links on the route are bidirectional. Usually, in such a situation, in most of the routing 
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protocols, the recipient node creates or updates the route entry for the sender node in its 
routing table or routing cache. 
An alternate perception of the same routing information is that a node to which a 
valid route is available, is accessible, while a node to which a valid route is not available, 
may not be accessible. I have named this aspect of routing information as “Accessibility 
Prediction”. Precisely, the concept of accessibility prediction is based on three key 
points: 
• A destination is accessible if there is a valid route available to this destination. 
• It is highly probable that a destination, to which a valid route was available in 
recent past, is still accessible. 
• It is highly probable that a destination, for which a previous route discovery 
attempt was unsuccessful, is inaccessible. 
Although, accessibility prediction appears to be an alternate name for route 
availability, these two visions of a destination differ in their purpose and application. 
Route availability reflects that a valid route to a destination is available1 and it can be 
immediately used to transmit messages to this destination. On the other hand, 
accessibility prediction is an anticipation of the availability of a certain destination based 
on the history of its routing activities. 
The accessibility perspective of routing information can be helpful in enhancing 
different routing operations. However, such a use is highly dependent on the nature of the 
protocol and its operations. Following are two possible uses of this accessibility 
prediction: 
Accessibility prediction can help in avoiding those costly actions which have a 
high probability of failure. For example, the route discovery is usually a flooding 
operation in reactive protocols and incurs huge overhead. Protocols can avoid this 
overhead if route discoveries for “Inaccessible” nodes are not performed. 
• 
Accessibility prediction can provide an opportunity to replace high-delay 
operations with low-delay operations when the probability of success is higher. 
For example, when a route is lost, protocols usually perform a route maintenance 
phase in which first the nodes are notified about the link failure and then a new 
route discovery is performed. A rapid recovery scheme can be employed if the 
• 
                                                 
1 Assuming that any failures along the route are not detected or announced so far. 
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lost destination was recently “Accessible”. In fact, the route discovery process in 
AODV AODV employs this concept to some extent. As described in section  2.5.3,  
uses the previously known hop count as initial value for the TTL field assuming 
that the node would probably be in the same vicinity. In AODV with Backup 
Routes (AODV-BR)  [74], a variation of AODV, the upstream node at the point of 
link failure broadcasts the data packet to its neighbors to reduce the route 
maintenance time. 
4.1.2 AODV-AP: AODV with Accessibility Prediction 
In order to evaluate the feasibility of accessibility prediction, I have selected the 
AODV routing protocol. AODV is a general purpose routing protocol, and is widely 
discussed and referred in research on wireless ad hoc routing. These characteristics make 
AODV an ideal choice for such an analysis. 
AODV with Accessibility Prediction or AODV-AP is the name selected for the 
modified version of AODV having accessibility prediction features. AODV-AP introduces 
a new field to the AODV routing table called Accessible. The Accessible field stores the 
predicted accessibility information about that destination. The Accessible field can have 
three possible values:  [75]
Unknown: This value indicates that the accessibility of this destination is 
unknown—mainly due to insufficient routing information. This value is selected 
when a valid route expires for not being used or refreshed during the 
• 
ACTIVE_ROUTE_TIMEOUT, or a link failure occurs. 
Accessible: This value reflects that this destination is accessible i.e. a valid route 
to this destination is either available or is possible. Whenever a new route is 
added to the routing table, or a route is updated i.e. its state is changed to valid, 
the value of the 
• 
Accessible field is set to “Accessible”. 
Inaccessible: This value indicates that this destination is probably not-reachable 
as previous attempts to reach this node were not successful. The 
• 
Accessibility 
field of a route is set to “Inaccessible” when during a route discovery, 
RREQ_RETRIES is reached for this destination i.e. a certain number of route 
discovery attempts are failed. RREQ_RETRIES is described earlier in section 
 2.5.3. 
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In addition to the Accessible field, three other modifications are part of the AODV-AP 
to support the Accessible field: 
• Since the accessibility information of a destination is needed all the time, route 
entries are never deleted from the routing tables. 
AODV• An  node refreshes a route entry for another node when it receives a packet 
initiated or transmitted by this node. In such a situation, the Accessible field for 
this node is also refreshed i.e. it is set to Accessible if not already. Additionally, 
on receiving a repeated RREQ i.e. an RREQ with known (source, destination, 
RREQ ID Accessible) combination, the  field for the source is refreshed i.e. it is set 
to Accessible if not already. In standard AODV, the repeated RREQs, once 
identified, are straight forwardly discarded. 
RREQ_RETRIES• When  is reached for a destination and there is no route entry for 
this destination in the routing table, an invalid entry is added to the routing table 
so that its accessibility information can be stored for future use. 
The state diagram in  Figure 4.1 below shows the transition of the Accessibility field 
between different accessibility states.  [75]
AODV-AP does not require overhearing of routing messages to provide or acquire this 
additional accessibility information. Furthermore, there is no complicated algorithm 
involved in computing or evaluating this information. 
The only costs or overhead associated with this modification are, an additional field  
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Figure 4.1. Accessibility field: State diagram 
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in every routing table entry, and the size of the routing table. In order to store their 
accessibility information, a node in AODV-AP permanently keeps routing entries for all 
the other nodes in the network. Therefore, in worst case the routing table of a node can 
have as many entries in its routing table as the number of nodes in the network. Once a 
node reaches this state, the size of its routing table reduces only when it shuts down. This 
drawback of AODV-AP is not significantly serious as we know that routing tables in 
proactive routing protocols are supposed to have an entry for each node in the network. 
Similarly, reactive protocols such as AOMDV, AODV-BR, or DSR store more than one 
route per destination and can have even larger routing tables or route caches. 
4.1.3 Application of Accessibility Prediction in AODV 
Once AODV-AP is there, the next question is how accessibility prediction can 
improve the AODV routing protocol i.e. to explore the possible application of 
accessibility prediction in the AODV routing protocol. Route discovery is undoubtedly 
the most expensive action in a reactive routing protocol. Therefore, I have decided to 
benefit from the accessibility knowledge in this process. 
A slightly modified route discovery scheme is introduced in the AODV-AP. 
According to this new route discovery scheme:  [75]
• A node does not initiate a route discovery for an “Inaccessible” destination. 
RREQs• But it keeps on forwarding  or RREPs initiated by the other nodes for this 
destination. 
This modification enables the AODV-AP to avoid overhead by not initiating route 
discoveries for those destinations which were not discovered in the previous attempts. 
However, it does not obstruct a node from servicing the other nodes; thus, such a node 
does not miss any opportunity of learning this lost destination. 
Wrong prediction of the accessibility leads to two cases. First, an “Inaccessible” node 
is being considered “Accessible”. In this case, the AODV-AP performs in the same way 
as the AODV routing protocol i.e. it performs a route discovery and at the end discovers 
that the destination is not accessible any more. Second, an “Accessible” node is being 
considered “Inaccessible”. In such a situation, the AODV-AP saves the route discovery 
cost, but it also limits the productivity and throughput of the network. The AODV-AP 
nodes try to mitigate this problem to some extent by not blocking routing messages for 
“Inaccessible” nodes initiated by the other nodes. A simple approach to avoid this 
problem is to set such entries to “Start” state after a relatively long period. Since the sim- 
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Table 4.1. AODV vs. AODV-AP: MAC overhead (average) 
 AODV AODV-AP 
3 3(x10  packets) (x10  packets) 
25 nodes 5 streams 388.379 301.917 
25 nodes 20 streams 738.876 479.622 
100 nodes 20 streams 1673.949 855.861 
100 nodes 80 streams 2052.842 653.058 
 
ulations discussed in this thesis are limited in time, the effect of this approach is not 
observed.  [75]
4.1.4 Performance Analysis of the AODV-AP 
I have compared the performance of the AODV-AP with standard AODV from 
different aspects by conducting simulations. These simulations are performed according 
to the settings described in  Chapter 3.  Figure 4.2,  Figure 4.3, and  Figure 4.4 respectively 
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, the routing overhead, and the Throughput of the AODV 
and the AODV-AP. These figures present an overall picture of these metrics from all the 
simulation runs. In the given figures, the straight horizontal line illustrates the average 
value of AODV-AP while the dashed line represents the average value of AODV. These 
average values are also given in  Table 4.1 ,  Table 4.3, and  Table 4.4. 
 
 
Figure 4.2. AODV vs. AODV-AP: MAC overhead 
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Table 4.2. AODV vs. AODV-AP: Composition of MAC traffic 
 Simulation Scenario AODV AODV-AP 
25 nodes 5 stream 0.0451 0.0093 
25 nodes 20 streams 0.1228 0.0189 
Data Frames carrying Routing 
Packets / All sent MAC Frames 
100 nodes 20 streams 0.1233 0.0192 
100 nodes 80 streams 0.2253 0.0390 
25 nodes 5 stream 0.2238 0.2417 
25 nodes 20 streams 0.1921 0.2367 
Data Frames carrying Data 
Packets / All sent MAC Frames 
100 nodes 20 streams 0.1851 0.2328 
100 nodes 80 streams 0.1432 0.2275 
 
MAC overhead in AODV-AP is 20% to 60% less than in AODV [The  Figure 4.2]. 
This difference is due to the limited number of route discoveries performed by the 
AODV-AP. The fluctuation in the minimum, average and maximum MAC overhead 
values in AODV-AP is more visible than AODV, and the maximum values are 
approaching the MAC overhead values of AODV. This is mainly a result of the scenario-
specific behavior of the accessibility prediction. As stated earlier, when the AODV-AP 
wrongly predicts the “Inaccessible” nodes as “Accessible”, its performance approaches to 
that of AODV. Since, the prediction feature is highly situation-dependent and the nodes 
perform this instantaneously keeping in view the current network conditions, a significant 
variation between the results from two different scenarios can be observed. The MAC 
overhead in both of the protocol variations increases when the size of the network grows 
or the number of data streams increases. The only exception is the “100 nodes 80 
streams” scenario where the MAC overhead of AODV-AP is less than the “100 nodes 20 
streams” scenario. This phenomenon can be understood with the help of  Table 4.2, which 
provides a different perspective of the MAC overhead. 
In a wireless ad hoc network based on AODV routing protocol, the MAC traffic is 
mainly triggered by either routing packets or data packets. In  Table 4.2, the composition 
of the MAC traffic generated by all the nodes in a simulation run i.e. the percentage of the 
frames carrying routing packets and the percentage of the frames carrying actual data 
packets, is presented. In the AODV routing protocol, the contribution of routing packets 
to the MAC traffic is up to 22%, while it remains below 4% in AODV-AP. However, the 
contribution of data packets always remains above 22% in AODV-AP, while in AODV it 
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Table 4.3. AODV vs. AODV-AP: Routing overhead (average) 
 AODV AODV-AP 
3 3(x10  packets) (x10  packets) 
25 nodes 5 streams 17.529 2.820 
25 nodes 20 streams 90.719 9.098 
100 nodes 20 streams 206.389 16.249 
100 nodes 80 streams 462.437 25.496 
 
falls to as low as 14%. Furthermore, the fluctuation in the values of AODV in this table is 
significantly higher as compared to those of AODV-AP. This fact reflects that in AODV, 
the network bandwidth is mainly occupied by the routing traffic and the data traffic does 
not receive its due share. 
routing overhead in AODV-AP is 80% to 90% less than in AODV [The  Table 4.3], 
[ Figure 4.3]. This is a clear indication of less routing activities performed by the AODV-
AP, which in turn is due to the limited number of route discoveries. Like the MAC 
overhead, the routing overhead also escalates with the increase in the number of nodes in 
the network or with the increase in the number of data streams in progress. However, 
there is no exceptional case here. The difference in the routing overhead of the two 
protocols indicates the intensity of the contribution of the route discoveries to the routing 
overhead. 
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Figure 4.3. AODV vs. AODV-AP: Routing overhead 
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Table 4.4. AODV vs. AODV-AP: Throughput (average for 
all streams) 
 AODV AODV-AP 
(kbps) (kbps) 
25 nodes 5 streams 195.65 184.11 
25 nodes 20 streams 764.4 685.67 
100 nodes 20 streams 708.8 636.50 
100 nodes 80 streams 2402.4 1905.10 
 
throughput of the AODV-AP is 5% to 25% less than that of the AODV [The  Table 
4.4], [ Figure 4.4]. The reduction in the throughput indicates less number of successfully 
delivered data packets. Less There throughput could be a result of several reasons such as 
network congestion, or the mobility pattern of the nodes etc. However, an obvious reason 
is the lower number of active data streams in AODV-AP that happens as a result of 
limiting route discovery attempts for wrongly predicted “Inaccessible” nodes.  Table 4.5 
further highlights this fact. In this table, the number of data streams in progress during a 
simulation run is shown (the average value of all the simulation runs). It is evident from 
this table that the number of active data streams in AODV-AP is much lower than that of 
the standard AODV. In contrast to the MAC and routing overhead, the throughput 
decreases for both the protocols when there are more nodes in the network or there are 
more concurrent data streams in progress, which is mainly a result of network congestion. 
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Table 4.5. AODV vs. AODV-AP: Number of data streams 
in progress (average) 
 AODV AODV-AP 
25 nodes 5 streams 4.925 3.729 
25 nodes 20 streams 18.975 12.698 
100 nodes 20 streams 18.948 12.444 
100 nodes 80 streams 67.5 49.45 
 
Table 4.6. AODV vs. AODV-AP: Throughput per data 
stream (average) 
 AODV AODV-AP 
25 nodes 5 streams 39.72589 49.37249 
25 nodes 20 streams 40.28458 53.99827 
100 nodes 20 streams 37.40764 51.14915 
100 nodes 80 streams 35.59111 38.52578 
 
The bare comparison of the MAC overhead or the routing overhead is not sufficient 
as the AODV-AP performs less route discovery attempts than the AODV does, which 
eventually leads to less MAC and routing activities. Similarly, the comparison of the 
throughput or the data packet delivery ratio is not adequate to reach any conclusion, 
because the AODV-AP is supposed to deliver less data packets than the AODV due to the 
same reason. In such a situation, the comparison of efficiency and effectiveness is a 
preferable approach. In this way, we can analyze and evaluate that how effectively a 
protocol utilizes the available resources such as routing and MAC. 
The per data stream throughput can be analyzed by combining the results from the 
 Table 4.4 and  Table 4.5. In  Table 4.6 , the ratio of throughput values from  Table 4.4 to 
the concurrent data streams values in  Table 4.5 is presented. The per stream throughput 
of the AODV-AP is 8% to 27% higher than that of AODV which means the AODV-AP is 
able to deliver this many extra packets per destination. This indicates that the network 
conditions in the AODV-AP are more relaxed than in the AODV i.e. the overhead traffic is 
less, which eventually enables it to perform more effectively and successfully deliver 
more data packets per stream. The efficiency metrics are a better choice in this 
comparison as they provide information about the effectiveness of the protocol. 
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 Figure 4.5 and  Figure 4.6 depict the efficiency metric normalized throughput of the 
two protocol variations with respect to the MAC overhead and the routing overhead 
respectively. This metric represents the data bits delivered for every bit of MAC and 
routing overhead. The normalized throughput of the AODV-AP is up to two times higher 
than that of the AODV in terms of MAC overhead, and is up to ten times higher in terms 
of routing overhead. Again this difference shows that by avoiding those possibly-failed  
 
 
Figure 4.5. AODV vs. AODV-AP: Normalized throughput w.r.t. MAC overhead 
 
 
Figure 4.6. AODV vs. AODV-AP: Normalized throughput w.r.t. routing overhead 
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route discoveries and limiting the overhead, the AODV-AP reduces a significant amount 
of the routing overhead and consequently the MAC overhead. Through this optimization, 
it substantially raises its effectiveness. 
4.1.5 Conclusion 
The results of the simulation-based analysis can be summarized as following: 
AODV• In , routing traffic is a major cause of overhead and network saturation. 
ADOV-AP, on the other hand, limits the routing activities by performing less route 
discoveries which eventually eases the network conditions. 
• The absolute throughput in AODV-AP is less as it misses some possible 
connections due to wrong prediction. 
• Due to its better control on overhead traffic, AODV-AP is able to achieve higher 
per stream throughput and normalized throughput. 
accessibility predictionThe  scheme is significantly different from other enhancement 
approaches used in reactive routing protocols. It suggests a novel perception of the 
collected routing information that supports in avoiding resource-consuming but possible-
to-fail routing operations. Hence, this approach helps in improving the overhead 
efficiency of reactive routing protocols. 
4.2 Obsolete Routing Information and Reactive Routing Protocols 
Reactive routing protocols perform routing operations on-demand. Whenever a route 
is needed, a route discovery is performed. Similarly, a route is repaired when it breaks. 
On the other hand, proactive routing protocols keep on refreshing the stored routing 
information by periodically exchanging routing data. 
It is observed that the routing operations or actions of reactive routing protocols 
sometimes try to exploit existing or previously acquired routing information. Obviously, 
the objective is to optimize the performance by either reducing the response time or 
overhead. The route caches in the DSR, the backup routes in the AODV-BR, and the 
alternate routes in the AOMDV, all belong to this category as this additional routing 
information is acquired prior to its demand. Even the accessibility prediction scheme, 
discussed in the previous section, possesses this characteristic. 
Since reactive routing protocols do not have any mechanism to periodically refresh 
routing data, this feature of using the prior-to-demand collected information leads to a 
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design anomaly. The routing components which are based on this old routing information 
are inconsistent with the reactive nature of the protocol. The future and fortune of the 
stale information is totally dependent on the network and topology conditions. Therefore, 
the behavior and effect of these inconsistent operations on the overall performance is 
volatile and unpredictable. 
The important question is how significant the influence of these inconsistent 
operations is and to which extent this inconsistent behavior is tolerable. The three 
schemes referred earlier i.e. the AOMDV, the AODV-BR, and the AODV-AP try to 
overcome or balance the effect of this inconsistency. For example, in order to overcome 
this inconsistency, in the AOMDV all the routes for a destination are expired at the same 
time. However, this action also limits the advantages of the protocol as alternate routes 
are not helpful anymore if the active route fails after the minimum route life announced 
during the route discovery  [72]. The AODV-BR performs better than the AODV in terms 
of packet delivery ratio, but the end-to-end delay in the AODV-BR is higher than the 
AODV  [74]. The AODV-AP utilizes the resources more effectively, but also denies some 
possible opportunities of sharing data. 
In order to have a better insight into the dependency of the reactive routing protocols 
on the stale routing information, I have extended this analysis and observed some more 
inconsistent components of AODV and their effect. The approach of this analysis is to 
target the problem from two directions. First, observe the effect of eliminating a routing 
component which is dependent on stale routing information. Second, analyze the effect of 
introducing a new component which collects more routing data than desired for future 
use i.e. increases the amount of routing information that will be obsolete soon. The two 
AODV components selected for this analysis are the initialization of the TTL field in the 
RREQ packets, and the route sharing. In the rest of this section, first these two 
components are explained, and later their effect on the performance of the protocol is 
analyzed. 
4.2.1 Initialization of the TTL Field in RREQ Packets 
The value of the TTL field in the RREQ packet indicates how far this RREQ packet 
will travel during the route discovery i.e. how deep its dissemination would be in the 
network. As described earlier, when a node is in need of a route to another node and if an 
invalid route entry for this destination is already present in the routing table, the initial 
value of the TTL field in the RREQ packet is set to TTL_INCREMENT + the hop count 
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value in this invalid entry. The underlying assumption for this variation in the route 
discovery process is that the destination node was previously that many hops away. 
Therefore, by initiating route discovery with a TTL value higher than this previously 
known hop count, it is ensured that the RREQ will disseminate beyond that previously 
known point in the first attempt. Performing route discovery in the standard manner i.e., 
starting from TTL_START and increasing the search ring step by step, would simply 
increase the route discovery time in such a case. However, this approach only causes 
extra overhead i.e. transmits extra RREQ packets when the destination has been moved 
closer to the source. 
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The effect of the value of the TTL field on the route discovery is explained in  Figure 
4.7 and  Figure 4.8. The previously known hop count of the destination node D in these 
figures is two. In  Figure 4.7, the destination is currently closer i.e. one hop away. In this 
case, both the route discovery time and the number of RREQ packets transmitted would 
be higher if a higher initial value of the TTL field was used. In  Figure 4.8, the current 
distance to the destination is the same as the previously known hop count i.e. two. Here, 
the number of RREQ packets transmitted is slightly less when the initial value of the TTL 
field is less. However, the route discovery time would be less if a higher initial value of 
the TTL field was used as it can disseminate deep in the network in less steps. 
The unusual initialization of the TTL field in case of an existing entry is an obvious 
example of the use of stale routing information. Therefore, this component is selected for 
the analysis. Since this component is already present in AODV, the idea is to eliminate 
this component from the protocol; now in all the cases, TTL_START is the initial value 
for the TTL field. Afterwards, the effect of this change on the performance of AODV is 
analyzed. 
4.2.2 Route Sharing in AODV 
It is observed that during the route discovery process AODV can collect additional 
routing data with minor adjustments in its route discovery scheme. In  Figure 4.9 below, 
the topology-learning that happens as a result of RREQ dissemination is shown. Since the 
RREQ packet carries information about the originator node only, at each hop a recipient 
of this RREQ packet become aware of only two nodes in the network, the originator of 
the RREQ packet and the previous hop. For example, in  Figure 4.9 when node In (not 
necessarily the destination) receives a RREQ initiated by the source S through the path I1, 
I2, …, In-1 (n>2), this RREQ provides knowledge about only two nodes on this whole 
path to it i.e., S and In-1; the same is the case with previous hop nodes. However, we know 
that if the path S, I , I , …, I1 2 n, D is selected as a route, all the nodes from I1, I2, …, In will 
be part of this active route and will remain active during the use of this route. The same 
situation also occurs when the RREP packet is returned by the destination to the source,  
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Figure 4.9. AODV: Topology learning during RREQ dissemination 
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with the only exception that RREP packets are transmitted unicastly. 
The route sharing scheme proposes that information about all the intermediate nodes 
along a path should be included in the RREQ and RREP packet. Hence, there would not 
be a need for a new route discovery when a node along this path would be in need of a 
route to another node some hops away on this path. Every node which is going to forward 
an RREQ packet and is not a direct neighbor of the originator of this RREQ, appends the 
information about its previous hop in the RREQ packet. A node receiving a RREQ packet 
with this additional routing data, updates its routing table accordingly. The expiry time 
for all the destinations along a single path is kept the same. The additional routing data is 
added to RREQ or RREP packets in the form of an AODV extension  [13] shown in 
 Figure 4.10. For each additional destination, the IP address and the sequence number of 
that destination is added. Since these additional destinations are appended to the RREQ or 
RREP packet in the sequence in which they lie on the path, there is no need to mention 
the hop count for each destination independently. 
It appears from the above mentioned description that the route sharing has similarities 
with DSR and AOMDV. Although, the route sharing scheme learns additional routes in 
the same way as DSR does, it does not perform source routing. In a source routing 
scheme, the complete route which a message would follow is directed by the source node, 
and is included in the message. It is different from the AOMDV as well; the AOMDV 
learns disjoint alternate routes for the same destination, while the route sharing collects 
information about additional destinations on the same route. However, it has a property 
that is similar to AOMDV. In the route sharing scheme, the same expiry time is used for 
all the destinations on the same path; in AOMDV all the routes for the same destination 
have the same life time. 
The route sharing scheme distributes more information about the topology among the 
nodes with the expectation that this information will be required in near future and can be 
used instantly without performing an independent route discovery. This scheme collects 
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an ample amount of prior-to-use routing information which would be soon obsolete. This 
obsolete information can affect the behavior of AODV in multiple ways: 
RREQ RREP• The first obvious effect is the size of  and  packets. These packets 
will be carrying more data; hence, the routing overhead and the transmission time 
of frames containing RREQs RREPs and  will be higher. 
• As this scheme provides more routing data to each node, the nodes will probably 
have larger routing tables than usual. 
• Although, under route sharing scheme, routing tables will have more routing 
entries than usual, the number of active or in-use routing entries would remain the 
same as it depends on the active number of data streams, which is fixed. Hence, 
these additional entries will soon be expired and deleted afterwards. Since the 
presence of an expired entry for the intended route destination requires a higher 
initial value of the TTL field in the RREQ packet, it is expected that the initial 
value of the TTL field would usually be higher in the route sharing scheme. The 
effects of the higher initial value of the TTL field have been discussed earlier in 
detail in section  4.2.1. 
• The intermediate nodes can also generate an RREP in response to an RREQ if 
they have a valid route available. If the nodes have more knowledge about the 
network i.e. have more valid routes, more route replies will be initiated by the 
intermediate nodes. On the one hand, it will control the flooding of RREQ as a 
node replying to an RREQ never transmits this RREQ further; on the other hand, 
there will be many nodes responding to the same RREQ. 
The second candidate for the analysis of the inconsistent components is this route 
sharing scheme. The route sharing component is added to the AODV routing protocol, 
and the performance of this modified version of AODV is compared with the standard 
implementation. 
4.2.3 Effect of the Inconsistent Operations on the Performance of AODV 
The effect of inconsistent routing operations is analyzed through simulations. The 
three protocol variations compared in this analysis are following: 
AODV-TTL, in which the TTL field always has the same initial value i.e. • 
TTL_START. This variation of AODV is selected as “less dependent on stale 
routing information” version of AODV. 
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Table 4.7. Inconsistent routing components: MAC overhead 
(average) 
 AODV-RS AODV AODV-TTL 
3 3 3(x10  packets) (x10  packets) (x10  packets) 
25 nodes 5 stream 395.825 388.379 384.495 
25 nodes 20 streams 808.565 738.876 709.321 
100 nodes 20 streams 1905.074 1673.949 1573.513 
100 nodes 80 streams 2481.778 2052.842 1847.556 
 
AODV-RS, which is a combination of AODV and the route sharing scheme 
described earlier. This version of 
• 
AODV collects additional routing data which 
eventually increases the use of obsolete routing information. 
• The standard AODV. 
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In  Figure 4.11 and  Figure 4.12, the MAC overhead and the routing overhead of the 
three protocol variations are presented. The corresponding numerical values are provided 
in  Table 4.7 and  Table 4.8. It can be observed that AODV-TTL always has less overhead 
than AODV. On the other hand, the overhead of AODV-RS is always higher. However, 
the difference between the overhead of the three protocol variations is limited, and is 
mainly significant when the network conditions are aggressive i.e. the network size is  
 
 
 
Figure 4.11. Inconsistent routing components: MAC overhead 
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Table 4.8. Inconsistent routing components: Routing overhead 
(average) 
 AODV-RS AODV AODV-TTL 
3 3 3(x10  packets) (x10  packets) (x10  packets) 
25 nodes 5 stream 17.869 17.529 17.354 
25 nodes 20 streams 99.329 90.719 87.089 
100 nodes 20 streams 234.803 206.389 194.006 
100 nodes 80 streams 559.433 462.437 416.193 
 
large, or more data streams are in progress, or both. The overhead gain in case of AODV-
TTL is less than the overhead loss in case of AODV-RS. Since the RREQ and RREP 
packets in AODV-RS are larger in size than the RREQ and RREP packets in standard 
AODV, it is obvious that the overhead in AODV-RS would be higher when measured in 
bytes. However,  Figure 4.11 and  Figure 4.12, and the corresponding  Table 4.7 and  Table 
4.8 present the overhead results in packets, and a noticeable difference in this case is 
unexpected. As described earlier, the introduction of the route sharing scheme can affect 
the AODV route discovery method in two possible ways i.e. it either increases the number 
of RREP packets generated in response to an RREQ, or affects the initial value of the TTL 
field. The results presented in  Table 4.9 and  Table 4.10 elaborate these two aspects. 
In Table 4.9, the average initial values of the TTL field used in AODV and AODV-RS are  
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Figure 4.12. Inconsistent routing components: Routing overhead 
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Table 4.9. Inconsistent routing components: Initial value of the 
TTL field (average) 
 AODV-RS AODV 
25 nodes 5 stream 1.69 1.21 
25 nodes 20 streams 2.27 1.52 
100 nodes 20 streams 3.03 1.81 
100 nodes 80 streams 4.77 2.56 
 
Table 4.10. Inconsistent routing components: Composition of the 
routing overhead-Percentage of RREQ and RREP packets 
  AODV-RS AODV 
25 nodes 5 stream 81.73 82.42 RREQ 
25 nodes 20 streams 77.69 80.53 
100 nodes 20 streams 75.89 78.10 
100 nodes 80 streams 72.69 77.84 
25 nodes 5 stream 13.66 13.53 RREP 
25 nodes 20 streams 18.32 17.10 
100 nodes 20 streams 21.73 18.59 
100 nodes 80 streams 25.34 19.29 
 
shown; AODV-TTL always initiates the TTL field with TTL_START. It can be observed 
that in the AODV-RS the initial value of the TTL field used is significantly higher, which 
eventually leads to higher number of RREQ packets generated. Same is the reason for 
less overhead in the AODV-TTL. Since the initial value of the TTL field in the AODV is 
not much different from that in the AODV_TTL, a relatively less difference in overhead is 
observed.  Table 4.10 contains the composition of routing overhead i.e. the percentage of 
the RREQ and the RREP packets. The contribution of the RREP packets is up to 5 % 
higher in the AODV-RS while the ratio of the RREQ packets is less by the same amount. 
This difference is due to the fact that in the AODV-RS more nodes are in a position to 
respond to the RREQ packets. In general the percentage of the RREQ packets decreases 
when the network size grows or more data streams are running in parallel. The 
contribution of the RREP packets behaves inversely i.e. it is higher when the network size 
is larger or more concurrent data streams exist. Since the increase in the number of nodes 
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Table 4.11. Inconsistent routing components: Data Packet Delivery 
Ratio (average) 
 AODV-RS AODV AODV-TTL 
25 nodes 5 stream 0.96 0.97 0.98 
25 nodes 20 streams 0.91 0.95 0.98 
100 nodes 20 streams 0.83 0.88 0.93 
100 nodes 80 streams 0.68 0.76 0.83 
 
and the data streams both escalate the degree of the routing activities in the network, 
more routing information is shared among the nodes as a result. Therefore, their effect is 
similar to the effect of the higher initial value of the TTL field i.e. more nodes are in a 
position to generate RREPs. 
The comparison of the data packet delivery ratio is presented in  Table 4.11 and 
 Figure 4.13. AODV-TTL performs better than AODV, while the performance of AODV-
RS is worse than AODV. Again, the difference is less when the network conditions are 
relaxed, but as the conditions become more stringent the difference becomes more 
substantial. In general, the data packet delivery ratio is higher for larger networks or in 
scenarios with more concurrent data streams which indicates that the network saturation 
has a substantial effect on the data packet delivery ratio. 
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Figure 4.13. Inconsistent routing components: Data packet delivery ratio 
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Table 4.12. Inconsistent routing components: Route discovery time 
(average) 
 AODV-RS AODV AODV-TTL 
(seconds) (seconds) (seconds) 
25 nodes 5 stream 0.381 0.393 0.395 
25 nodes 20 streams 0.842 0.824 0.852 
100 nodes 20 streams 1.159 1.095 1.0832 
100 nodes 80 streams 1.253 1.217 1.235 
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Surprisingly, the comparison of route discovery time is inconclusive [ Table 4.12], 
[ Figure 4.14]. The main distinguishing feature among the three protocol variations under 
observation is the initial value of the TTL field. As per the discussion in section  4.2.1, we 
can determinately say that initializing the TTL field with a smaller value will always 
produce less overhead unless the destination currently locates at a distant point from the 
source; however, the effect of the TTL field on the route discovery duration is not as 
explicit and definite. Although, it appears that higher initial values of the TTL field would 
result in less route discovery duration, it is not always the case. Since the 802.11 is a 
contention based wireless MAC, high overhead increases the probability of contention 
which eventually can reduce the amount of successful transmissions. Furthermore, 
RREQs being broadcast packets are not acknowledged. Therefore, a transmitting node  
 
 
Figure 4.14. Inconsistent routing components: Route discovery time 
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can never be sure of the successful delivery of an RREQ packet. All these issues 
contribute to the indeterminate behavior of the route discovery time. In three out of the 
four scenarios, both AODV-RS and AODV-TTL have performed worse than AODV. In 
case of AODV-RS, it can be suggested that it might be due to the severe network 
conditions and the resultant overhead; the only exceptional scenario is the “25 nodes 5 
streams”. 
4.3 Chapter Summary 
The idea of the accessibility prediction for AODV routing protocol presented in this 
chapter has no significant overhead associated with it. This scheme attempts to optimize 
the route discovery process—the most costly operation in the reactive routing protocols. 
It improves the effective utility of the routing resources and reduces the effective cost of 
delivering the data. However, this scheme has some limitations as well. 
The analysis of the reactive routing protocols presented in this chapter reveals some 
novel facts about the reactive routing approach. The improvement and optimization of 
these routing protocols is a popular research question. New ideas or schemes pop up 
every other day to improve one routing protocol or the other, but the problem remains 
there. It is mainly due to the fact that most of these enhancement schemes simply increase 
the dependency on prior-to-demand collected routing data. Following are some 
fundamental issues which should be considered while designing such schemes. 
• The cost or overhead of the modifications introduced in such a scheme. 
• The limitations of the scheme. 
• The nature of the scheme. As described in this chapter, dependency on stale 
information is inconsistent with the nature of the reactive routing. Hence, any 
scheme which simply collects more routing data for future use and does not have 
a mechanism to refresh this routing information has limited or no benefits at all. 
It is observed that the dependency on obsolete routing data is in general not beneficial 
and leads to unpredictable behavior. The inconsistent operations in DSR, AODV-BR, 
AOMDV, and AODV-AP are partially successful due to the fact that they do not introduce 
any additional routing overhead. However, the route sharing scheme brings an ample 
amount of additional overhead and consequently suffers due to the negative effects of this 
overhead. 
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 Chapter 5  
 
Routing vs. Relaying 
As described in  Chapter 2, multihop connectivity in wireless ad hoc networks can be 
provided at Layer-2 (Relaying) as well as at Layer-3 (Routing). Routing refers to a 
protocol or scheme that enables a node to communicate with another node in the network 
by considering their Layer-3 or Network Layer addresses. On the other hand, Relaying 
includes those protocols and schemes that only consider the Layer-2 or the MAC layer 
addresses of the nodes interested in communicating with each other. As explained in 
section  2.4.1, the principal distinguishing factor between these two approaches is the 
point at which an intermediate or forwarding node takes the decision of switching or 
forwarding a received message. In a Routing scheme, a node can only identify that a 
received message is for itself or for another node in the network when it looks into the 
Network Layer header. On the other hand, in Relaying a recipient of a message can 
determine from the MAC header whether it has to forward this message to another node 
or this message is destined for itself. 
The problem of multihop connectivity in wireless ad hoc networks has been 
researched for more than a decade now, and an enormous amount of research work is 
available on this problem. Routing has always been the primary focus of this exploration 
and Relaying has received less attention. Some important questions which are not 
sufficiently addressed in this research are following: 
• Why is Routing the preferred approach instead of Relaying? 
• What are the benefits and drawbacks of the two approaches? 
• Which approach suits better to the nature of wireless ad hoc networks? 
In order to understand and investigate these questions, the following aspects of the 
problem are discussed in this chapter: 
• The effect of the OSI reference model on the evolution of network protocols 
• The nature of wireless ad hoc networks and their special attributes 
MAC• The specific characteristics of wireless  protocols 
Through the analysis of the different theoretical and technical characteristics of the two 
approaches, I have attempted to answer the open issue: Routing or Relaying. 
  79 
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5.1 The OSI Reference Model 
The OSI reference model is the basic guideline for our layered computer 
communication. Although, network protocols do not strictly follow this model in their 
design and the concept of cross-layer operations is rapidly becoming popular, the service 
boundaries of the key layers are rarely violated. Particularly, the two layers under 
consideration, the Data Link Layer1 and the Network Layer, are clearly distinguished on 
the issue of Link and Network2. The Data Link Layer protocols are always designed by 
keeping the single hop in view, while the Network Layer protocols usually consider the 
network-wide issues. We observe that the notions of Link and Network introduced by the 
OSI model have significant influence on the characteristics of the two layers and the 
protocols designed for these layers. The following differences between the two layers 
further highlight how the evolution of the two layers has been affected by the layer 
boundaries suggested in the OSI model: 
• The functionality of the MAC Layer is specific to the physical medium. This 
implies that standardization is a major concern in the design of the MAC Layer  
protocols. Therefore, the organizations such as IEEE or ETSI are generally 
authorized to deal with the development of the Data Link Layer protocols and 
other related issues. In fact, Perlman believes  [76] that the true definition of the 
Data Link Layer is, “A data link layer protocol is anything standardized by a 
committee chartered to standardize data link layer protocols.  [76]”. On the 
contrary, there are no legal restrictions or obligations on the use of a specific 
Network Layer protocol. 
• The two layers, the MAC layer and the Network layer, use two different 
addressing schemes. The MAC Layer addresses such as the IEEE 802  addresses 
are typically assigned at the manufacturing time and are tied up with the devices. 
On the other hand Network Layer addresses do not have a fix association with the 
devices, rather carry the sense of topology and location; MAC Layer addresses 
have no topological association. 
                                                 
1 The Data Link Layer in the OSI model is practically divided in two sub layers, the MAC and the LLC. 
Although, the main focus of the discussion in this thesis is the MAC sub layer, the term “Data Link Layer” 
or “Layer-2” whenever used refers to the combination of both MAC and LLC. 
2 Source routing bridges are the only exception to this as they perform Network wide activities at the Data 
Link Layer; Perlman suggests that they should be considered routers  [76]. 
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MAC headers usually do not contain the fields necessary for multihop 
functionality. The most important out of these is the end-to-end addressing 
provision, as explained in section 
• 
 2.4. In a multihop scenario, a message can 
reach the destination in a unicast fashion only if the message header carries the 
address of the final destination as well as the next hop, which requires more than 
two address fields in the header (the sender address should always be there). 
Other necessary ingredients for the multihop operation are hop count, congestion 
feedback, fragmentation and reassembly information etc.  [76]. Such features are 
mainly provided in the Network Layer headers. Furthermore, the buffers or 
queues provided at the Data Link Layer have limited capacity as compared to the 
Network Layer buffers. It is because that the buffering requirements of Data Link 
Layer Link are confined to a  while the Network Layer is supposed to perform 
network-wide operations.  
These issues have contributed to the widespread acceptance of Routing as a multihop 
connectivity solution in wireless ad hoc networks. In my opinion, following are some 
significant reasons: 
The concept of Routing has been introduced in the wired networks due to the 
reasons mentioned earlier. By the time the multihop connectivity in wireless ad 
hoc networks caught attention, 
• 
Routing was already a well established practice in 
the wired networks. Therefore, in the beginning researchers adapted the same 
concepts for wireless ad hoc networks. In addition, the adaptation of the same 
principles has also provided the opportunity to make the wireless ad hoc networks 
compatible with the existing wired data networks. Hence, we can observe that the 
differences between the wired and the wireless networks are limited to Physical 
and Data Link Layer. 
• As stated earlier, the Data Link Layer protocols are developed in such a way that 
they lack multihop features and support. On the other hand, the Network Layer 
protocols contain all of the necessary ingredients to establish multihop 
connectivity. Macker and Corson  [77] believe that this existing support at the 
Network Layer reduces the development and deployment costs of a multihop 
scheme and simplifies its redesign and replication. 
• Since the MAC Layer comes under the jurisdiction of the organizations such as 
IEEE or ETSI etc., for an ordinary researcher there is not enough opportunity to 
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contribute. Furthermore, the MAC protocols are usually implemented in the 
hardware; experiments with actual devices would be complicated. On the other 
hand, Network and upper layers are software layers; hence, both simulation-based 
as well as experiment-based analysis is possible. 
5.2 The Nature of Wireless Ad hoc Networks 
In a multihop scenario, wireless ad hoc nodes are generally considered analogous to 
routing devices in wired networks  [77]. However, there are some significant aspects that 
are overlooked in this analogy: 
• Since the introduction of switches and bridges into classical LANs, the wired 
medium (ETHERNET and others) is not shared anymore. The luxury of message 
filtering provided by these devices is still missing in wireless medium, and its 
performance is highly affected due to interference, collision, congestion, and 
other similar issues. Furthermore, the bandwidth and data rates supported by the 
available wireless technologies are much lower as compared to the wired network 
technologies. 
• In wired networks, shortage of resources such as power, memory, and 
computation power is often not a primary concern; however, wireless ad hoc 
networks have to commonly face these limitations. Therefore, it is essential that a 
multihop scheme for wireless ad hoc networks is effective in resource 
consumption for both the normal nodes and the forwarding nodes. 
• Although, there is no restriction on the geographical size of a wireless ad hoc 
network, practically wireless ad hoc networks remain inside the logical 
boundaries of a LAN. On the contrary, Routing carries the sense of wide area 
networking and geographical location of the nodes. Therefore, the analogy 
between the wireless ad hoc nodes and the Layer-3 routing devices is also not 
present in terms of their geographical characteristics. 
5.3 Heterogeneity and Interoperability 
In networks, we are interested in having the possibility of using different devices, 
protocols, and standards. However, it is also required that all these variations are able to 
interoperate through standard interfaces. 
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 advocate that Routing at Layer-3Macker and Corson  [77]  provides heterogeneity and 
interoperability of technologies at lower layers. As described in  [77], such a scenario is 
only possible when a node supports more than one physical layer technology. For 
example, a Bluetooth network and an IEEE 802.11 network can only communicate with 
each other if there is at least one node that supports both the technologies. This 
requirement of a multi-technology device limits the demand of heterogeneous wireless ad 
hoc networks. These days due to the technological advancement, devices which 
simultaneously support more than one type of wireless technologies are becoming 
common in the market. 
Our modern day data networks are mostly based on the IP protocol suite; at the 
customer end alternate Layer-3 protocols are rarely required. Therefore, the heterogeneity 
at Network Layer, which can be provided as a result of Relaying, is not much required. 
5.4 Dependency of Routing Protocols on the MAC Layer 
It is observed that Layer-3 based routing protocols for wireless ad hoc networks are 
largely dependent on the MAC layer. The major purpose of having Link Layer assistance 
is to reduce the overhead and optimize routing operations. The information about the 
current state of the network such as interconnectivity of nodes, link quality, and traffic 
rate is collected at the MAC layer. Following are some examples reflecting this 
relationship: 
AODV Link Layer• In ,  feedback is used to identify unidirectional links, maintain 
route connectivity, and detect link failures. Although, an alternate Network layer 
mechanism is also provided to fulfill this purpose, Link Layer feedback is 
preferred due to its cost efficiency.  [13] 
AODV-BR nodes promiscuously over-hear RREP packets destined for other nodes 
to learn backup routes. This mechanism requires that the 
• 
MAC layer does not 
filter frames based on the MAC addresses and forward all relevant frames to the 
routing layer.  [74] 
Link Layer• The  feedback mechanism is also part of DSR. It is used to optimize 
route caches by promiscuously listening messages for the other nodes, and detect 
route disruptions. Promiscuous listening also works as “passive 
acknowledgement” for the transmitted routing and data messages. However, 
alternate Network Layer based mechanisms are also available.  [73] 
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ABR• In the Associativity-Based Routing ( ) protocol  [78], the nodes maintain 
associativity information of neighbors acquired by sharing link-level beacon 
messages. Similarly, in the Signal Stability-based Adaptive (SSA) routing protocol 
 [79], signal stability of a neighbor is measured as the signal strength at which 
link-level beacon messages are received. 
5.5 The Covert Features of Collision Avoidance MAC Protocols 
The carrier detection in the wired medium and the wireless medium does not work in 
the same way. In a wireless medium, a sender can not precisely detect the presence of a 
signal at the receiver due to the fact that a wireless signal fades in proportion to the 
square of the distance from the transmitter. This situation leads to the hidden-node and 
the exposed-node problems. Therefore, the CSMA/CD scheme being used in ETHERNET 
or the IEEE 802.3 wired LANs does not suit to the nature of the wireless medium. 
Wireless networks require schemes with the provision of channel reservation and 
collision resolution1.  [80]
The collision avoidance schemes such as the CSMA/CA or the Multiple Access 
Collision Avoidance (MACA) involve channel reservation by the sender prior to data 
transmission. This channel reservation is performed by sharing control messages such as 
RTS, CTS etc2. Although, the prime purpose of these control messages is to help in 
effective channel management, they can additionally help in acquiring network topology 
information. Since these control messages are usually broadcasted by the sender, all 
nodes in the transmission range of the sender receive these messages. Based on these 
received messages, the recipients can update their routing table or cache on the sender of 
the message. Furthermore, the frequency of these MAC layer control messages is much 
higher than that of routing messages; hence, topology information is more frequently 
refreshed. 
This implies that in collision avoidance schemes, the MAC protocol has built-in 
features that can be exploited for acquiring topology information. Furthermore, the other 
network statistics such as link quality, traffic rate, or battery life are also collected at the 
MAC layer. 
                                                 
1 An alternate approach is to use contention free schemes such as FDMA, TDMA. 
2 As described in section  2.6.3, RTS/CTS exchange can be optionally omitted in IEEE 802.11 if the data 
frame being transmitted is too small in size. However, the default and recommended behavior of the 
protocol is to perform this exchange. 
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5.6 The IEEE 802.11 MAC 
1Since the IEEE 802.11 MAC is also primarily  a contention-based MAC protocol, it 
possesses all the characteristics discussed in the previous section. In addition to those 
advantages, the IEEE 802.11 MAC has the following features which further enhance its 
support for Relaying: 
In order to perform Relaying, the end-to-end addressing requirement discussed in 
section 
• 
 2.4 must be fulfilled by a MAC protocol. As described in section  2.6.2, 
the header of an 802.11 Data frame contains four address fields. The 802.11 MAC 
protocol can use those four address fields for end-to-end addressing purpose 
without any addition or modification. 
• In a multihop environment, fragmentation and reassembly of messages is another 
operation performed by the end nodes, the source and the destination. As 
described in section  5.1, this feature is traditionally associated with the Network 
Layer, being the first point with end-to-end awareness. Hence, the Network Layer  
protocols such as the IP provide the necessary functionality and required 
provisions in the message header. The 802.11 MAC protocol also contains the 
feature of fragmentation and reassembly, and the essential components such as 
frame sequence number and fragmentation information are included in the 802.11 
Data frame header [ 2.6.2]. This implies that the 802.11 MAC protocol is 
instinctively a step closer to Relaying. 
5.7 Conclusion 
The OSI reference model has certainly a significant effect on the evolution of our data 
networks and different protocols developed for these networks. By the time wireless ad 
hoc networks have received a wide-spread attention from the research community, the 
foundations for wired data networks had already quite established. In my opinion, in 
these circumstances the compatibility with the existing networking practices was also a 
major concern for the researchers. Therefore, they have initially borrowed the ideas and 
concepts from the wired networks in order to resolve the analogous issues in wireless 
networks. Routing in wireless ad hoc networks is one of those issues. 
                                                 
1 IEEE 802.11 MAC also provides optional contention-free coordination function PCF. 
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There is no doubt that in wireless ad hoc networks, Routing has some advantages over 
Relaying as Routing fits well into the existing network paradigm. The implementation of 
Routing is more straightforward and can bring more versatility, while Relaying could 
have to face implementation issues. However, it is observed that a perfect routing 
solution is not possible without Link Layer feedback. On the contrary, all the necessary 
topology information and network statistics are locally available at the Data Link Layer. 
Furthermore, in the contention-based MAC protocols, the collision avoidance mechanism 
can be exploited to acquire fresh topology information. 
The IEEE 802.11 MAC protocol is different from the other MAC protocols in the 
sense that it includes many elementary features to provide multihop connectivity. 
Additionally, being a contention-based protocol, it has the potential to exploit the routine 
MAC operations for Relaying purposes. Therefore, I believe that a successful Relaying 
solution for wireless ad hoc networks based on the IEEE 802.11 standard is possible and 
practical. The inherent characteristics of this protocol discussed in this chapter assert its 
potential for being used as a viable and flexible Relaying solution that can be 
implemented with as much facility and simplicity as a Routing solution can. 
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A Multihop Version of the IEEE 802.11 MAC Protocol 
This chapter discusses in detail the idea of a multihop IEEE 802.11 MAC protocol. 
The principle, the design, and the architecture of the protocol are explained. Then, a 
comprehensive simulation based analysis of the protocol is presented. 
6.1 Multihop 802.11 MAC Protocol 
As discussed in  Chapter 5, a Relaying based multihop connectivity solution has many 
practical and natural advantages over Routing in wireless ad hoc networks. Furthermore, 
the IEEE 802.11 MAC protocol has several necessary multihop connectivity features and 
characteristics inherent in it. Therefore, I firmly believe that the multihop connectivity 
provision can be smoothly integrated into the IEEE 802.11 MAC protocol and it can be 
reformed into a successful and viable Relaying MAC for wireless ad hoc networks. The 
widespread consumption of the devices based on the IEEE 802.11 WLAN standards 
family is another motivation for a multihop version of the IEEE 802.11 MAC protocol. 
Motivated by several technical and intuitional facts, I have decided to design a 
multihop version of the 802.11 MAC protocol. The idea is to include the Relaying service 
i.e. forwarding at the MAC layer. In this way, the nodes in an IEEE 802.11 based wireless 
ad hoc network are able to communicate over multiple hops without any routing protocol 
working at Layer-3. This multihop version of the IEEE 802.11 MAC protocol is named as 
the Multihop 802.11 MAC protocol. 
In the design of the Multihop 802.11 MAC protocol presented in this thesis, my major 
focus is on the simplicity of the scheme and the effective use of the available information 
and working conditions—a lesson learnt from the analysis of reactive routing protocols 
discussed in  Chapter 4. Furthermore, in the design of this protocol I have considered the 
recommendations and findings of the earlier research work in this area (including my 
own analysis) to make it more robust and effective. 
The Multihop 802.11 MAC protocol basically follows a reactive approach. It is a well 
known fact that multihop communication has a drastic effect on the network throughput. 
J. Li et al. have mentioned in their analysis  [81] of the IEEE 802.11 MAC that the 
network capacity of a node could be as less as a seventh of the raw channel bandwidth in 
a multihop scenario due to channel capacity and forwarding load. In such circumstances, 
  87 
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the effective utilization of the bandwidth becomes extremely essential. Hence, a proactive 
approach in which periodic sharing of the topology information consumes a significant 
amount of bandwidth would never be an ideal choice. 
As discussed earlier, there are concerns about the reactive schemes as well, e.g. the 
initial delay due to the on-demand route discovery. In order to minimize the effect of 
such limitations, the two approaches introduced in  Chapter 4 are incorporated in the 
design i.e.: 
• Maximize the utility of protocol operations, and  
• Reduce the dependency on stale network topology information. 
The Multihop 802.11 MAC protocol considerably overcomes the drawbacks of its 
reactive nature with the help of optimized operations and better utilization of the 
available resources and conditions. 
6.2 Multihop 802.11 MAC-Protocol Architecture 
In order to provide multihop connectivity, the Multihop 802.11 MAC protocol 
modifies a few of the existing IEEE 802.11 MAC protocol operations as well as 
introduces some new data structures and procedures. In fact, the Multihop 802.11 MAC 
protocol carries all the features of the IEEE 802.11 MAC protocol, and with the help of 
few additions and extensions it is able to provide the Relaying service. In this chapter, 
only the additional features and processes introduced by the Multihop 802.11 MAC 
protocol are described. The details of the IEEE 802.11 MAC protocol can be viewed in 
references  [6],  [24], and  [28] -  [32]; a brief description is included in section  2.6 as well. 
Following are the only structural modifications required by the Multihop 802.11 MAC 
protocol. 
6.2.1 End-to-End Addressing 
As discussed in section  5.1, multihop connectivity requires the provision of end-to-
end addressing in the Data frames. The MAC layer of a node usually drops those unicast 
frames which are not addressed to it. This implies that in a multihop scenario, frames 
should carry the address of the destination node as well as the intermediate node which is 
supposed to forward this frame. As described previously in section  2.6.2, the 802.11 
Data frame format contains four address fields. These address fields can be utilized to 
fulfill the end-to-end addressing requirement. In the Multihop 802.11 MAC protocol, 
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these address fields are used as recipient or next hop address (RA), transmitter address 
(TA), destination address (DA), and source address (SA) respectively [ Figure 6.1]. 
The DA and the SA fields remain the same during the journey of this frame from the 
source node to the destination node, while the RA and the TA fields are updated at each 
hop before forwarding.  Figure 6.2 describes the arrangement of the four address fields 
during the journey of a Data frame. A detailed description of this process is provided 
later in this section [ 6.2.4]. 
6.2.2 The Forwarding Table 
The end-to-end addressing issue is solved without introducing any significant 
modification. However, a data structure is required at each node to store routes to the 
other nodes in the network. For this purpose, a Forwarding Table (FWT) is maintained by 
each node. This FWT is similar to the traditional routing table used in routing protocols. 
Each entry in the FWT is a tuple containing: [ Figure 6.3] 
• The destination MAC address, 
• The MAC address of the next hop node, and 
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Figure 6.1. The purpose of four address fields in a Multihop 802.11 Data frame 
 
 
 
Figure 6.2. The values of the four address fields on the fly 
 
 
 
Figure 6.3. A forwarding table (FWT) entry 
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multiple hops loops (discussed later in section  6.3.3). This flag is unset whenever 
the entry is changed, and is reset whenever a Data frame is transmitted/forwarded 
using this path. 
In contrast to the traditional routing tables, FWTs do not have a route cost field, 
which usually stores the hop count to the destination. The Multihop 802.11 MAC protocol 
always prefers a newly learnt path over a previously stored one to have a fresh picture of 
the topology. 
6.2.3 Sequence Control 
As described in section  2.6.2, each data frame is assigned a unique Sequence Control 
field (SCF) value. The purpose of the SCF is to help the recipient nodes in identifying an 
already received frame. In the Multihop 802.11 MAC protocol, the treatment of the SCF 
is slightly modified. Since in a multihop environment, the Data frame traveling over 
multiple hops is, in fact, the property of the SA and not the TA, forwarding nodes in the 
Multihop 802.11 MAC protocol do not modify the value of the SCF. Hence, a Data frame 
always carries the SCF value assigned by the source node. 
6.2.4 The Treatment of Address Fields in the Multihop 802.11 MAC 
Protocol 
In the Multihop 802.11 MAC protocol, the treatment of address fields in the Data 
frame header can be divided into two broad categories: a frame for all or broadcast frame, 
and a frame for a specific destination. The three things which are common in both of the 
cases are following: 
• The SA is always the address of the node which has initiated the frame. 
• The TA is always the address of the node which is now transmitting the frame. 
DA• The  always remains the same during the journey of the frame i.e. the value set 
by the originator. 
frame for all (broadcast)When a node initiates a Data  the nodes in the network, the 
DA and the RA of this frame are the MAC level broadcast addresses. The only thing that 
changes at each hop in this frame header is the TA. Since these frames are for the whole 
network, every node further broadcasts these frames.  Figure 6.4 explains this case. 
When a node initiates a Data frame for a specific node (unicast) in the network, this 
frame can be transmitted or forwarded in two different ways by the source as well as by 
the intermediate nodes: 
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• The node has an FWT entry for the destination. In this case, the RA is the address 
of the next hop node in this entry. 
• The node does not have an FWT entry for the destination. The RA is the MAC 
broadcast address. 
The DA in both of the cases is the address of the destination node. The following 
figure [ Figure 6.5] explains different possible situations. In this example, the source (S) 
has originated a Data frame for the destination (D). Since S itself has an FWT entry for 
D, it uses the next hop address from this entry i.e. I  as the RA. Same happens with I1 i. 
However, I1 and I  do not have an FWT entry for D; hence, they broadcast this frame. 2
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Figure 6.4. The address fields in a Multihop 802.11 Data frame for all 
 
 
 
 
Figure 6.5. The address fields in a Multihop 802.11 Data frame for some specific 
destination 
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6.3 Multihop 802.11 MAC-Protocol Operations 
The operations of the Multihop 802.11 MAC protocol can be divided into three major 
categories: Learning, Forwarding, and Repair. 
6.3.1 Learning 
The Learning operations are responsible for the maintenance of FWT i.e. addition of 
new entries to the FWT, update in the existing entries of the FWT, or deletion of the FWT 
entries. The Multihop 802.11 MAC protocol does not contain any independent process for 
the purpose of Learning; instead, the Learning actions are performed during the 
Forwarding or the Repair. Both the Data frames and the MAC control frames contribute 
to the FWT maintenance. Following are the situations when a Learning action is 
performed: [ Figure 6.6] 
• Whenever a Data frame or control frame is received, the recipient node adds an 
entry for the TA of this frame in its FWT if there is no previous entry, or updates 
the existing entry for it. The next hop address in this entry is also set to the TA. 
Data
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• In case of a  frame, the recipient node also adds an entry for the SA of this 
frame in its FWT if there is no previous entry, or updates the existing entry for it. 
The next hop address in this entry is the TA of this frame. 
 
 
 
 
 and I  before receiving the frames (a) The FWTs of nodes Ii j
 
(b) The FWTs of nodes I  and I  after receiving the frame originated by S i j
Figure 6.6. Adding/Updating FWT entries in the Multihop 802.11 MAC protocol 
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• A duplicate  frame i.e. a frame with a known SCF value is only used for 
adding/updating the entry for the TA; the SA of a duplicate Data frame is ignored. 
Since the Multihop 802.11 MAC   protocol does not store the hop count for a 
destination in the frame header or FWTs, ignoring the SA entry of the duplicate 
frames helps it in reducing the probability of recording paths with loops or longer 
paths. Furthermore, it reduces the frequency of updates in the FWT. 
• When a node does not respond to a certain number (Short Retry Count/Limit  [6]) 
of the RTS frames during the Data frame delivery, it is assumed that the link to 
this node is either lost or broken. In such a situation, the entry for this node is 
deleted from the FWT. Furthermore, all those entries are deleted from the FWT 
for which this node is the next hop. 
• When a node detects a loop in the topology (described later in section  6.3.3), 
while forwarding a Data frame, it deletes the FWT entry for the DA of this frame, 
the FWT entry for the next hop node of the DA, and all those FWT entries in 
which this DA and the next hop node are being used as the next hop. 
Data• A  frame in which the RA is broadcast and the DA is a unicast address, 
indicates that the previous hop i.e. TA does not have a path for this destination 
[ Figure 6.7]. In such a situation, if the FWT entry of the recipient node for this 
DA suggests that the TA of the frame is the next hop, the recipient of this frame 
deletes the (DA, TA) entry from its FWT. 
 
 
 
 
 
 
 
Figure 6.7. Deleting FWT entries 
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6.3.2 Forwarding 
The Forwarding includes the origination of a new Data frame at a source node, the 
treatment of a received Data frame by the destination node or an intermediate node, and 
the actions performed by an intermediate node while forwarding a multihop Data frame. 
As mentioned earlier, these operations are basically the modified or extended versions of 
the standard 802.11 operations for sending and receiving Data frames. Forwarding 
operations of the Multihop 802.11 MAC protocol follow a simple principle: if there is an 
entry in the FWT for the destination, send the frame to the next hop node else broadcast 
it. Following is a description of different Forwarding operations: 
• While sending a Data frame, the source node does not perform any kind of path 
discovery process. Instead, it looks into its FWT for this destination. If there exists 
an entry, it unicastly transmits the frame to the next hop node; otherwise, it 
broadcasts the frame. A detailed insight into this process is provided in section 
 6.3.5. 
• Similarly, when an intermediate node has a Data frame to forward, it searches in 
its FWT for the respective destination and forwards the frame accordingly. If there 
is an entry for this destination, the frame is sent unicastly to the next hop node, 
else it is broadcasted. 
SA• The  of the frame is always the address of the node which has originated the 
frame while the DA represents the final destination. The RA and TA address fields 
are adjusted at each hop, and contain the address of the next hop node and of the 
forwarding node respectively. As mentioned earlier, the RA can be a broadcast 
address as well if there is no known path for the destination. 
Data frames (with a known SCF• Duplicate ) are never forwarded. The only 
exception is when an intermediate node detects a loop in the topology. This 
situation is discussed in detail under the Repair. 
• A node always performs the Learning actions described in the last section on the 
received frame (Data as well as control) before taking any further action. 
Different Forwarding operations are described in detail in section  6.3.4 with the help 
of flow diagrams. 
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6.3.3 Repair 
The link failure detection, loop detection, and necessary recovery actions performed 
in response to these two situations are part of the Repair. In the Multihop 802.11 MAC 
protocol, a node performs a Repair action in two situations: either when it identifies that a 
route is not valid anymore, or when it detects a loop in the topology. The Repair actions 
also follow a simple approach: maintain the FWT and broadcast the frame. Below is a 
description of different Repair scenarios and actions. 
Link Failure: In the IEEE 802.11 MAC protocol, the Short Retry Count/Limit  [6] is 
used as the limit for the number of failed RTS attempts before transmitting a unicast Data 
frame. The transmitting STA gives up if these many RTS transmissions are not responded 
by the target STA. In the Multihop 802.11 MAC protocol, this event is additionally 
considered as an indication of missing neighbor or link lost. Hence, while transmitting a  
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Data frame, a node considers its neighbor as missing when this neighbor does not 
respond to a certain number of RTS Short Retry Count/Limit frames ( ). In such a situation, 
all those routes for which this neighbor is the next hop are invalidated. As a recovery 
action, this node now broadcasts this Data frame. The recipients of this broadcast 
transmission identify that the transmitter node either has no route to this destination or 
has lost its next hop for this destination. Furthermore, if any of these recipients is using 
this TA as its next hop to the destination of this Data frame, it deletes that entry from its 
FWT as TA itself has lost its path to the destination.  Figure 6.8 graphically elaborates 
these steps. 
Loop Detection: The Multihop 802.11 MAC protocol includes two approaches to 
detect a loop, one for the single hop loops and the other for the multiple hops loops. 
Single hop loops are detected by a downstream node while multiple hop loops are  
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detected by an upstream node.
single hop loop• A node detects a  when it realizes that the previous hop node of a 
received frame is also its next hop to the destination [ ] Figure 6.9 . As a result, it 
deletes its FWT entry for the destination and broadcasts the frame. On receiving 
this broadcast frame, the previous hop node also identifies the problem in the 
route and accordingly deletes its FWT entry for the destination. Similarly, if any 
other recipient of this broadcast frame is using this TA as its next hop to the 
destination of this Data frame, it deletes that entry from its FWT. 
• A node detects a multiple hops loop when it receives a unicast Data frame with a 
known SCF SCF value. A known  value indicates that this node has already 
transmitted/relayed this frame. However, one of the downstream nodes assumes 
this node as its next hop to the destination of this frame and has unicastly sent this 
frame to it for forwarding. This phenomenon is described in  Figure 6.10. Such a 
situation is considered a loop by the recipient node only if the Used flag in the 
FWT entry for this destination is set. If the Used flag is unset, it indicates that the 
entry has not been used yet to transmit a Data frame since it has been updated; 
hence, it can not be a part of the loop. In case it is a loop, the node deletes the 
FWT entry for the destination and broadcasts the frame. However, if it is not a 
loop i.e. the Used flag is unset, this frame is treated as a non-repeated frame and it 
is forwarded in the usual way. The broadcast transmission in case of loop compels 
the recipients to accordingly maintain their FWT entries, and thereafter treat this 
frame in the usual way i.e. unicast it or broadcast it as per their FWTs. 
Path Repair Frame (PRF): When the destination receives a frame broadcasted by the 
previous hop node, it broadcasts an empty Data frame destined to the SA of the received 
Data frame [ Figure 6.11]. In the Multihop 802.11 MAC protocol, this frame is named as 
the Path Repair Frame (PRF). The purpose of transmitting a PRF frame by the 
destination node is to announce its presence to the other nodes so that in future, frames 
for this destination are not broadcasted; instead, they follow a unicast path. A PRF is not 
a new frame type with specific structure or format; it is simply an empty Data frame. 
PRFs are always broadcasted by the originator (the destination of the received Data 
frame) and their destination is the source (SA) of the received Data frame. However, the 
recipients of a PRF frame only forward it if they have an FWT entry for the destination of 
this PRF;the typical broadcast Repair action is not performed for PRF frames. PRFs can  
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be identified by the nodes from their payload size. An alternate approach is to use a 
 
 
FWT of Ii 
IiS D
Ij
D ...
... ...
Dest. NH Used
...
Ii Ij D
RA TA DA
S
SA SCF
known
FWT of Ij
D Ii
... ...
Dest. NH Used
X
...
Case A: Multiple hops loop detection: Not a loop as FWT entry of I  for D is not used i
FWT of Ii 
IiS D
Ij
D ...
... ...
Dest. NH Used
X
...
Ii Ij D
RA TA DA
S
SA SCF
known
FWT of Ij
D Ii
... ...
Dest. NH Used
X
...
Case B: Multiple hops loop detection: A loop as FWT entry of I  for D is used i
 FWT of Ii
IiS D
Ij
D ...
... ...
Dest. NH Used
X
...
D Ii
... ...
FWT of Ij
X
...
Dest. NH Used
I2
I1
FWT of I1
D Ii
... ...
Ii deletes the FWT entry for 
D as it has detected a loop
Dest. NH Used
...
...
On receiving the broadcast 
frame from Ii, I1 & Ij delete 
their FWT entry for D as Ii is 
their next hop to D
Case B recovery action: I  maintains FWT and broadcasts the frame i
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different subtype value in the frame header. In my implementation, I have distinguished 
the PRF frames from normal Data frames by looking at the frame payload size. 
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6.3.4 Forwarding and Repair Modules 
In this section, a description of different Forwarding and Repair functional modules 
is provided with the help of flow diagrams. The Learning actions, wherever occur, are 
highlighted in these diagrams. 
Frame-Received is the main module which handles the reception of a frame and 
takes necessary actions such as the 
• 
FWT maintenance, loop detection and 
recovery, and necessary decision making regarding forwarding. The major 
decisions taken inside this module are identifying whether a frame is old or new, 
broadcast or unicast, and destination of the frame. The consequent steps are 
described as independent modules. [ Figure 6.12] 
Frame-to-Send is the basic module responsible for transmitting a Data frame 
[
• 
 Figure 6.13]. Every node originating a Data frame executes this module. In 
forwarding nodes, this module is the final action performed before the transmis- 
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sion of the frame. The main activity in this module is to evaluate the nature of the 
destination (broadcast or unicast) and transmit the frame accordingly. 
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Frame-to-Forward consists of necessary actions to be performed in case there is a 
frame to forward. The only decision taken in this module is whether there is a 
single hop loop or not. It accordingly transfers control to the module responsible 
for sending the frame or the relevant 
• 
Repair module. [ Figure 6.14] 
Repair-A identifies the multiple hop loop in the topology, adjusts the FWT 
accordingly and forwards the frame accordingly.[
• 
 Figure 6.15] 
Repair-B simply deletes the FWT entry causing a loop in the topology and 
broadcasts the frame. [
• 
 Figure 6.16] 
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Figure 6.14. Module Frame-to-Forward 
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Repair-C is a response to the next hop lost scenario described in section  6.3.3. All • 
FWT entries in which this neighbor was a next hop are deleted. [ Figure 6.17] 
Generate-PRF contains the necessary steps to take while generating a PRF. As 
mentioned earlier, the originator of this frame broadcasts it and the source of the 
recently received 
• 
Data frame is the destination.[ Figure 6.18] 
PRF-Received evaluates whether the received PRF frame should be further 
forwarded or dropped. [
• 
 Figure 6.19] 
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Figure 6.19. Module PRF-Received 
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6.3.5 Route Discovery in Multihop 802.11 MAC Protocol 
Although, the Multihop 802.11 MAC protocol follows a reactive approach, it has no 
path discovery mechanism. The source simply broadcasts the data frame if it does not 
have a path to the destination. Thus, the Multihop 802.11 MAC protocol uses a normal 
data frame for discovering the path. In a reactive approach, route discovery is inevitable. 
However, the Multihop 802.11 MAC protocol maximizes the utilization of this route 
discovery mechanism by delivering a data frame as well. An apparent drawback of this 
scheme is the additional overhead incurred due to the flooding of a relatively large frame  
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and the consequent bandwidth loss. Since traditional route discovery messages are much 
smaller than the data frames, flooding of Data frames incurs more overhead. However, in 
typical networks it is possible to avoid this extra overhead as well. As we know, the MAC 
address resolution is necessary if the destination node is previously unknown to the 
source node. In such cases, the ARP protocol buffers the Data packet and initiates an ARP 
request. Since the Multihop 802.11 MAC protocol operates on a lower level, it considers 
the ARP request messages as normal Data messages. Hence, when the MAC address of 
the destination is not known, the Multihop 802.11 MAC protocol floods the ARP request 
message and avoids the possible bandwidth loss because the ARP messages are small in 
size, 28 Bytes. When the MAC address of the destination is known, this opportunity is not 
available. However, in such a case the probability that some of the nodes already have a 
path to the destination, is also high which eventually leads to a controlled flooding. 
 Figure 6.20 further explains the difference between the traditional route discovery and 
the Multihop 802.11 MAC protocol’s ARP based route discovery. 
In this figure [ Figure 6.20], the route discovery process of the AODV routing protocol 
is drawn on the left side, while the right column displays the Multihop 802.11 MAC 
protocol’s ARP based route discovery process. Step 1 is quite similar on both sides; the 
AODV floods the RREQ message in the network while the Multihop 802.11 MAC 
protocol floods the ARP request. In the second step in Multihop 802.11 MAC protocol, 
the destination sends the ARP reply back to the source on the recently learnt path. The 
AODV does the same and sends back the RREP message. However, as it has not 
performed the MAC address resolution earlier, at each hop it has to perform this address 
resolution by first broadcasting the one hop ARP request message and then receiving the 
ARP reply from the next hop node. Once the ARP reply or the RREP is at the source 
node, in both of the approaches the data packet is sent using the learnt route or path. 
6.3.6 Other Covert Features 
• An apparent impression of the Repair scheme of the Multihop 802.11 MAC   
protocol is that it is mainly a flooding based approach. However, it is important to 
mention that this flooding is extremely controlled. Since it is the basic principle of 
the Multihop 802.11 MAC SCF protocol that previously seen frames (with known ) 
are never forwarded by any node (except by the node which detects a multiple 
hops loop), the flooding as a result of a Repair action is always limited and 
performed by only those nodes which have not seen this frame yet. Furthermore, 
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only those recipients of such a flooded frame broadcast it which do not have an 
FWT entry for this destination; those having an FWT entry unicasts it. Thus, the 
Multihop 802.11 MAC   protocol immediately responds to a route failure or a loop 
situation and by taking a risk of limited flooding it delivers the data as well as 
announces this accidental situation without using any special route error 
announcing scheme. 
FWT•  entries in the Multihop 802.11 MAC   protocol do not have a route cost 
associated; it always stores the fresh path to a destination. This feature decreases 
the level of dependency on the stale topology information in the Multihop 802.11  
MAC protocol. However, it does not simply mean that FWT entries in the 
Multihop 802.11 MAC   protocol keep on changing very frequently. As described 
earlier in section  6.3, the SA entry of a previously seen or duplicate frame is not 
used to refresh the FWT entry for this SA FWT. Hence, the frequency of  updates is 
far less than as it appears. 
• Reactive routing protocols usually have the concept of sequence number to 
distinguish a new routing message from an old one. A sequence number in these 
protocols, in fact, reflects the current routing state of that node. However, the 
Multihop 802.11 MAC   protocol simply accomplishes this task with the help of 
MAC IEEE 802.11 MAC layer sequence control, a feature already present in the    
protocol. 
6.4 Performance Analysis of the Multihop 802.11 MAC 
Once the theoretical model of the Multihop 802.11 MAC protocol is accomplished, 
the next step is to evaluate its operational feasibility and analyze its behavior under 
different working scenarios such as network size, node mobility, data traffic load etc. 
Simulations with an extensive set of parameters are performed to rigorously evaluate and 
analyze the characteristics and features of the Multihop 802.11 MAC protocol. 
Furthermore, the comparison of simulation results with the AODV routing protocol is 
performed to provide a deeper insight and make the results more meaningful. This 
comparison sheds some more light on the Routing vs. Relaying debate. It is important to 
mention that in the simulation runs where the AODV routing protocol is being measured, 
the standard implementation of the IEEE 802.11 MAC protocol is used. 
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The analysis presented here is based on the evaluation metrics described in section 
 3.4. Some of those metrics are not possible to compare due to the difference in the nature 
of the two protocols. For example, the routing overhead can not be measured in case of 
the Multihop 802.11 MAC protocol as it does not require any routing protocol to perform 
the job of Relaying; hence, only the MAC overhead of the two protocols is compared. 
Similarly, the comparison of the route discovery time is not possible for the Multihop 
802.11 MAC protocol, because in this protocol there is no specific beginning and ending 
of the route discovery event as we have in the AODV routing protocol [section  3.4]. 
In this section, there are four graphs presented for each performance metric 
compared. These graphs are as under: 
• One graph depicting the minimum, the average, and the maximum value of that 
metric from all the simulation scenarios 
• One graph against the varying values of each of the Pause Time, the Node Speed, 
and the Packet Rate depicting the average value of this metric in all the scenarios 
Every figure includes one graph for each of the four simulation scenarios, described 
earlier in section  3.3. 
6.4.1 Data Packet Delivery Ratio 
The results for the data packet delivery ratio are presented in  Figure 6.21; the 
corresponding numerical values (average only) are provided in  Table 6.1. 
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Figure 6.21. AODV vs. Multihop 802.11: Data packet delivery ratio 
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Table 6.1. AODV vs. Multihop 802.11: Data packet delivery ratio (average) 
 AODV Multihop 802.11 
25 nodes 5 streams 0.97 0.98 
25 nodes 20 streams 0.95 0.95 
100 nodes 20 streams 0.88 0.94 
100 nodes 80 streams 0.76 0.78 
 
The data packet delivery ratio is in general higher in the Multihop 802.11 MAC 
protocol; the difference is up to 6% (100 nodes 20 streams). As we have observed earlier 
in  Chapter 4, the increase in the network size or the number of concurrent data streams 
has a negative effect on the performance of the AODV. A similar effect can be observed 
in the case of the Multihop 802.11 MAC protocol as well i.e. in tough network conditions 
the packet delivery ratio is less. This difference in the packet delivery ratio of the two 
protocols is mainly due to their different approach to treating a path/route failure. When a 
path/route error occurs, the Multihop 802.11 MAC protocol initiates its broadcast Repair 
operation and attempts to deliver the frame, whereas the AODV drops the packet and 
transmits the RERR message to inform the other nodes about the route failure so that a 
new route discovery can be performed1. An interesting observation in these packet 
delivery results [ Figure 6.21] is that there is a negligible difference in the performance of 
the Multihop 802.11 MAC protocol in the two scenarios: “25 nodes 20 streams” and “100 
nodes 20 streams”. In a large network, there are always more alternate paths available to 
reach a destination. Hence, the heuristic Repair approach of the Multihop 802.11 MAC 
protocol based on the broadcast actions performs significantly better when a similar 
number of data streams are operating in a larger network (100 nodes 20 streams vs. 100 
nodes 80 streams). This reflects that in contrast to the AODV, the Multihop 802.11 MAC 
protocol is mainly affected by the traffic congestion and the network size has less effect. 
 Figure 6.22,  Figure 6.23, and  Figure 6.24 present the packet delivery ratio with 
respect to the pause time, the node speed, and the packet rate respectively. The effect of 
these three parameters is not much significant in the sense that the two protocols have a 
similar looking trend. Furthermore, the increase or decrease in the performance is not 
 
                                                 
1 An AODV node observing a route failure can optionally perform the route repair itself; by default only 
the source of the stream performs a route repair. 
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1very substantial  except in the “100 nodes 80 streams” scenario, which is in fact 
thetoughest of all. It is difficult to conclude that variation in any of these parameters have 
any exclusive effect on the performance of any protocol. 
The increase in the pause time relaxes the network conditions in terms of mobility 
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Figure 6.22. Data Packet Delivery Ratio vs. Pause Time 
 
 
Figure 6.23. Data Packet Delivery Ratio vs. Node Speed 
 
1 Although, from the graphs it appears that there is a very sharp rise or decline, which is due to the small 
range of the y-axis scale. 
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and consequently the packet delivery ratio of both the protocols improves. A substantial 
improvement can be observed in the “100 nodes 80 streams” scenario. 
The increase in the node speed affects positively in some simulation scenarios and 
negatively in the others [ Figure 6.23]. It is, in fact, only the “100 nodes 80 streams” 
scenario where the packet delivery ratio notably drops with the increase in the node 
speed. 
The effect of increase in the packet rate is more conclusive than the pause time or the 
node speed [ Figure 6.24]. In all the cases, the packet delivery ratio is less when the 
packet ratio is high. Once again, the most notable scenario is the “100 nodes 80 streams”. 
Certainly, the packet rate is the real source of the traffic congestion in the network. 
The results for the pause time and the node speed reflect that it is mainly the strict 
network conditions such as network size, concurrent data streams, or the packet rate that 
affect the packet delivery ratio, and not the node speed or the pause time. 
6.4.2 MAC Overhead 
 Figure 6.25 and  Table 6.2 provide the results for the MAC overhead. The MAC 
overhead is presented only in number of packets due to the following reasons: 
• In wireless ad hoc networks, due to the contention based nature of the medium 
and the MAC, the number of transmissions is more significant than the amount of 
data delivered in those transmissions. The process of reserving the channel before 
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Table 6.2. AODV vs. Multihop 802.11: MAC overhead (average) 
 AODV Multihop 802.11 
3 3(x10  packets) (x10  packets) 
25 nodes 5 streams 388.379 393.156 
25 nodes 20 streams 738.876 781.063 
100 nodes 20 streams 1673.949 1870.741 
100 nodes 80 streams 2052.842 2114.660 
 
transmission is more complicated and time consuming; once it is done, it does not 
make a significant difference that how much payload has to be transmitted. 
Multihop 802.11 MAC• The    protocol does not use any special frames to perform 
additional Relaying activities; in most of the cases the Data frames are used for 
this purpose, which are significantly larger in size than the AODV routing 
messages. Hence, in such a situation the comparison of the MAC overhead in bits 
or bytes is not suggestive and conclusive. 
The amount of the MAC overhead is higher in the Multihop 802.11 MAC protocol. 
The difference is quite negligible in the “25 nodes 5 streams” scenario, the most relaxed 
scenario. In the “100 nodes 80 streams” scenario, the simulation scenario with toughest 
conditions, the difference between the two protocols is around 3%. “25 nodes 20 
streams” and “100 nodes 20 streams” are the two scenarios with the highest difference, 
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Figure 6.25. AODV vs. Multihop 802.11: MAC overhead 
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Table 6.3. AODV vs. Multihop 802.11: Ratio of packets left at 
the source buffer to undelivered packets 
 AODV Multihop 802.11 
25 nodes 5 streams 0.047 0.022 
25 nodes 20 streams 0.153 0.069 
100 nodes 20 streams 0.288 0.081 
100 nodes 80 streams 0.476 0.378 
 
around 6% and 10% respectively. The high amount of the MAC overhead in the Multihop 
802.11 MAC protocol is an explicit fact as the Repair operations in this protocol are 
largely broadcast1. An important observation is that the difference in the MAC overhead 
is much lower between the two large network scenarios than between the small network 
scenarios when more data streams are introduced. In the “100 nodes 80 streams” 
scenario, the network is highly congested due to the high amount of data traffic and is 
unable to perform. It is observed that in this network scenario a significant amount of 
data packets is lost at the source buffers and not during the transmission.  Table 6.3 
further elaborates this observation. 
Usually at the end of a simulation run some data packets are left undelivered in the 
buffers at the source nodes due to the congestion. In  Table 6.3, the ratio of these packets 
left in the buffers to the total number of undelivered packets is presented. This table helps 
in understanding how congestion affects the performance of data sources in the two 
protocols as well as in the four scenarios. This table reveals the following facts: 
• The amount of undelivered packets at the sources increases when the network 
conditions become more serious due to the increase in the network size or the data 
traffic. 
• In the AODV routing protocol, the effect of the network congestion directly 
affects the performance of the data sources. It is due to the fact that in the AODV 
routing protocol the sources are usually supposed to respond to the route failures. 
As a result, the source node stops transmitting data packets once it has been 
notified about the route error and this state continues until the route is recovered 
                                                 
1 As described in section  3.4, the subsequent transmissions of the data frame are also included in the MAC 
overhead. 
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or rediscovered. Hence, it can be observed in the  Table 6.3 that in the worst case 
almost 48% of the undelivered packets are in fact staying at the source. 
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• The situation is significantly different in the Multihop 802.11 MAC   protocol 
where the ratio of such packets is around 38% in the worst case scenario. Hence, 
it can be claimed that the Repair action performed by the Multihop 802.11 MAC   
protocol at the point of the path failure does not obstruct the sources from 
performing their routine operations. In this way, the effect of the path failure is 
distributed over the whole network and not just the sources. This fact also clarifies 
why the packet delivery ratio of the Multihop 802.11 MAC   protocol is less 
affected in the “100 nodes 20 streams” scenario (in the previous section [section 
 6.4.1]). Since in the “100 nodes 20 streams” scenario nodes are able to 
accommodate additional load, which is not the case in “100 nodes 80 streams” 
scenario due to very high amount of data traffic, the Repair strategy of the 
Multihop 802.11 MAC protocol helps it in delivering more data packets. 
• The results in the  Table 6.3 raise questions on the less overhead of the AODV 
routing protocol as under AODV a significant amount of data packets is actually 
never transmitted. Hence, the less MAC overhead of the AODV routing protocol in 
comparison with the Multihop 802.11 MAC   protocol is questionable to some 
extent as it is in deed a result of not transmitting the frames at all. 
 
 
 
Figure 6.26. MAC Overhead vs. Pause Time 
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The effect of the pause time on the MAC overhead [ Figure 6.26] is only substantial in 
“100 nodes 80 streams” scenario where the MAC overhead decreases with the increase in 
the pause time. In the rest of the scenarios the MAC overhead decreases slightly in the be-
ginning, but later remains almost the same for all the pause time values. In the “100 
nodes 20 streams” scenario, the initial decline in the case of Multihop 802.11 MAC 
protocol is sharper and the overall gain in the MAC overhead due to less mobility is 
higher than the AODV routing protocol. 
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Figure 6.27. MAC Overhead vs. Node Speed 
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Figure 6.28. MAC Overhead vs. Packet Rate 
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The MAC overhead of the two protocols increases with the increase in the node 
speed, mainly in the two large network scenarios [ Figure 6.27]. In the “25 nodes 5 
streams” scenario, the performance of the two protocols is negligibly different; the 
Multihop 802.11 MAC protocol even has minor improvement at some points. 
The increase in the packet rate has a clear effect on the MAC overhead of the two 
protocols [ Figure 6.28]; at high packet rates the MAC overhead is also high. Again the 
difference between the two protocols is not notable in the “25 nodes 5 streams” scenario. 
Furthermore, the difference between the two protocols in the “100 nodes 80 streams” 
scenario is less as compared to the other two scenarios, “25 nodes 20 streams” and “100 
nodes 20 streams”; the AODV even approaches the Multihop 802.11 MAC at some points. 
This appears to be an effect of the high congestion caused by the high amount of the data 
traffic; the two protocols are unable to deliver according to their true nature. 
Once again it is observed that the three varying parameters have no exclusive and 
particular effect on the performance of either of the protocols; both of the protocols have 
similar looking trends for the MAC overhead. 
6.4.3 Throughput 
The throughput results of the two protocols are presented in  Table 6.4 and  Figure 
6.29. The Multihop 802.11 MAC protocol performs slightly better than the AODV routing 
protocol in respect of throughput, except in the “25 nodes 20 streams” scenario where it 
is negligibly lower. This exception has been observed earlier in the packet delivery ratio  
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Table 6.4. AODV vs. Multihop 802.11: Throughput (average) 
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 AODV (kbps) Multihop 802.11 (kbps) 
25 nodes 5 streams 195.65 201.25 
25 nodes 20 streams 764.4 758.7 
100 nodes 20 streams 708.8 758.7 
100 nodes 80 streams 2402.4 2460.8 
 
as well [ Figure 6.21]. Since throughput has a linear relationship with the number of 
delivered packets, both the packet delivery ratio and the throughput have similar 
characteristics. 
The throughput of both the protocols improves with the increase in the pause time 
[ Figure 6.30]. A substantial progress occurs in the “100 nodes 80 streams” scenario. 
The node speed negatively affects the throughput [ Figure 6.31]. Apparently there are 
few exceptions in the two small network scenarios. However, it is important to consider 
that how small or large the range of y-axis is. Numerically, the few exceptional situations 
in the  Figure 6.31 are not significant. 
Since the packet rate is a linear relation of the offered load, the throughput graphs in 
 Figure 6.32 are all straight lines, but with different slopes. This feature is not available 
in Figure 6.30 and  Figure 6.31, as in these graphs the packet rate is fixed to four packets  
 
 
 
Figure 6.30. Throughput vs. Pause Time 
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per second [ Table 3.7]. A more comprehensible presentation of the throughput vs. packet 
rate results is to place the actual offered load on the x-axis, as presented in  Figure 6.33. 
In this figure, it is easy to precisely observe to which extent a protocol is performing in 
each of the scenarios. The Multihop 802.11 MAC protocol performs almost 100% in the 
“25 nodes 5 streams scenario”. However, the performance of both of the protocols keeps 
on decreasing and it reaches to 65% in the “100 nodes 80 streams” scenario. 
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Table 6.5. AODV vs. Multihop 802.11: End-to-end delay (average) 
 AODV Multihop 802.11 
(seconds) (seconds) 
25 nodes 5 streams 0.039 0.038 
25 nodes 20 streams 0.074 0.077 
100 nodes 20 streams 0.345 0.385 
100 nodes 80 streams 0.847 0.864 
 
6.4.4 End-to-End Delay of Data Packets 
The results of the end-to-end delay of the delivered data packets are displayed in 
 Figure 6.34 and  Table 6.5. 
In respect of the end-to-end delay, the AODV routing protocol performs slightly better 
than the Multihop 802.11 MAC protocol, except in the “25 nodes 5 streams” scenario. It 
is important to remind that the comparison of the end-to-end delay could be misleading 
due to the fact that this metric is calculated only for the delivered packets; it does not 
reveal any information concerning the lost packets. Hence, if a protocol delivers more 
data packets, but few of those packets reach the destination after a very long delay, the 
average end-to-end delay of the complete simulation run is high. It is also due to this fact 
that the end-to-end delay is the first metric for which all the four scenarios have 
significantly different behavior from each other. The end-to-end delay is in deed a highly 
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situation-dependent metric; hence, it can be observed in  Figure 6.34 that the maximum 
values are significantly higher than the average in the two large network scenarios. Both 
the network size and the data traffic have influenced the time required to deliver the data 
packets. In case of the Multihop 802.11 MAC protocol, another explicit factor is the 
Repair process; it increases the probability of successful delivery of the packets but with 
additional delay and overhead. 
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Figure 6.34. AODV vs. Multihop 802.11: End-to-end delay of data packets 
 
 
Figure 6.35. End-to-End Delay vs. Pause Time 
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The end-to-end delay of the data packets is less when the pause time is high, more 
significantly in the “100 nodes 80 streams” scenario [ Figure 6.35]. Both the protocols 
have a similar response to the varying pause time values. 
The increase in the node speed substantially increases the time to deliver data packets 
in the “100 nodes 80 streams” scenario; in the rest of the scenarios the end-to-end delay 
remains almost unaffected [ Figure 6.36]. Both the protocols perform in a similar way 
without any exception. 
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The effect of the packet rate is quite notable in all of the scenarios except in the “25 
nodes 5 streams” where both of the protocols have almost similar performance [ Figure 
6.37]. The increase in the packet rate increases the time required to deliver data packets-
more sharply in the large network scenarios. Furthermore, the effect of the increase in the 
packet rate is more severe than the pause time and the node speed; in the worst case, the 
end-to-end delay escalates up to five times. 
6.4.5 Normalized Throughput 
It has been observed that the Multihop 802.11 MAC protocol performs better than the 
AODV in respect of the packet delivery ratio and the throughput. However, the AODV is 
beneficial when it comes to the MAC overhead. In such a situation, the comparison of the 
efficiency metric, normalized throughput, is significant for this analysis. The normalized 
throughput results are presented in  Figure 6.38 and  Table 6.6. 
According to the  Figure 6.38, the normalized throughput of the two protocols is 
almost identical. This implies that the higher packet delivery ratio of the Multihop 802.11 
MAC protocol has balanced the effect of its higher MAC overhead. Thus, in terms of 
overhead efficiency it is able to deliver the same performance as the AODV routing 
protocol does. An important fact regarding the normalized throughput is that it is lower in 
the “100 nodes 20 streams” scenario as compared to the “25 nodes 20 streams” scenario. 
However, the normalized throughput of the “100 nodes 80 streams” scenario is once 
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Table 6.6. AODV vs. Multihop 802.11: Normalized throughput (average) 
 AODV Multihop 802.11 
25 nodes 5 streams 0.5038 0.5119 
25 nodes 20 streams 1.0345 0.9714 
100 nodes 20 streams 0.4234 0.4056 
100 nodes 80 streams 1.1703 1.1637 
 
again higher, even than the “25 nodes 20 streams” scenario. This fact reveals that in large 
networks the broadcast operations such as route/path discovery have more severe effects 
as the dissemination of the broadcast messages is much deeper. Hence, when a similar 
amount of traffic is introduced in a larger network, the throughput efficiency is less. 
However, the network is able to accommodate additional amount of data traffic and to 
improve its effectiveness. 
In the  Figure 6.39, the normalized throughput is presented against the varying pause 
time. The normalized throughput substantially improves in the “100 nodes 80 streams” 
scenario when the pause time is high, while in the other simulation scenarios there is a 
negligible difference. Furthermore, the normalized throughput values are substantially 
less than the respective overall average of these scenarios in the  Table 6.4. The only 
partial exception is the “100 nodes 80 streams” scenario where the normalized throughput  
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is above the scenario average when the nodes are almost stationary. 
Similarly, the effect of the node speed on the normalized throughput is notable mainly 
in the “100 nodes 80 streams” scenario [ Figure 6.40]. In all the scenarios, the normalized 
throughput is again considerably lower than the corresponding scenario average. 
The impact of the packet rate on the normalized throughput is different from the 
pause time and the node speed [ Figure 6.41]; the normalized throughput is consistently  
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increasing, a result similar to the throughput [ Figure 6.32]. Another noticeable difference 
is that in all the scenarios, the normalized throughput value is above the respective 
scenario average when the packet rate is five packets per second or above. This reflects 
that beyond this point the packet rate is the only fundamental parameter influencing the 
performance of the protocol. 
6.5 Chapter Summary 
The Multihop 802.11 MAC protocol presented in this chapter provides a simple 
approach to achieve multihop connectivity in the IEEE 802.11 based wireless ad hoc 
networks at Layer-2. It achieves this objective with minor modifications and adjustments 
to the existing MAC protocol. This protocol is reactive or on-demand in nature. However, 
it exploits the existing network infrastructure to overcome the drawbacks of its reactive 
nature. For example, route discovery is not performed using special route request 
messages, instead data frames are flooded. Similarly, in case of route failures no route 
error messages are shared; the node that identifies the failure simply broadcasts the 
frame, and the recipients identify the link failure by observing the frame header. Routes 
or paths are not updated based on their cost, rather on their freshness; thus, dependency 
on the obsolete topology information is avoided. 
A comprehensive analysis of the Multihop 802.11 MAC protocol components and its 
comparison with the AODV routing protocol reveals that: 
• The overhead efficiency of the Multihop 802.11 MAC protocol is comparable with 
that of the AODV routing protocol. It achieves a comparable normalized 
throughput in respect of the MAC overhead. 
• The major concern of the Multihop 802.11 MAC   protocol is its broadcast 
operations. They improve its data packet delivery ratio and the throughput, but 
cost it in terms of the MAC overhead and the end-to-end delay. 
• The performance of the Multihop 802.11 MAC   protocol is more vulnerable to 
concurrent connections as compared to the AODV routing protocol, but is less 
vulnerable to the network size. 
Repair• The  strategy of the Multihop 802.11 MAC   protocol attempts to respond to 
the link failure situation locally and distributes the resultant overhead over the 
nodes around the point of failure. As a result, this approach does not prohibit the 
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source node from data transmission, a situation which leads to high amount of 
undelivered packets at the source buffer. 
In short, the success of Multihop 802.11 MAC protocol indicates that Relaying can 
also provide multihop connectivity in wireless ad hoc networks with the same cost and 
advantages as Routing. Particularly, providing a Relaying solution based on the IEEE 
802.11 WLAN standard is even easier and simpler than Routing due to the inherent 
characteristics of the standard. 
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 Chapter 7  
 
Conclusions 
Wireless ad hoc networks have numerous real life applications due to their particular 
characteristics such as infrastructure-less and autonomic nature, self-organization, and 
being easy to establish. These networks can accomplish the task of communication in 
every sector of life, from home networks to military applications. Due to the extensive 
prospects associated with the wireless ad hoc networks, they are currently one of the 
prime research areas in wireless networks. 
The search for an effective and robust approach to provide multihop connectivity in 
wireless ad hoc networks is not new. A long list of routing protocols and schemes is the 
fruit of the research for over a decade. This thesis has addressed two critical aspects of 
this search for an efficacious solution to the multihop connectivity problem: 
• the enhancement of reactive routing, and  
• the feasibility of Relaying. 
7.1 Thesis Summary 
The principal conclusions of the research work described in this thesis are as under. 
• In reactive routing, the use of routing information collected prior-to-demand is 
inconsistent with the fundamental nature of these protocols as these protocols do 
not possess any mechanism to periodically refresh the stored routing information. 
Therefore, the attempts to enhance the protocol performance using obsolete 
routing information—to optimize future routing operations—have uncertain and 
limited benefits. The overhead incurred to collect additional information and the 
level of dependency on the stale information, are two significant factors affecting 
the performance of an enhancement scheme. The schemes exploiting the existing 
routing resources and expanding the use of the available routing operations are 
successful mainly due to their control on the overhead. 
accessibility predictionThe  scheme suggests a novel perception of the existing 
routing information that helps in avoiding resource-consuming but possible-to-fail 
routing operations. Hence, this approach can help in improving the overhead 
efficiency of reactive routing protocols. The implementation of this mechanism in 
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AODVthe  routing protocol has doubled the MAC overhead efficiency and has 
improved the routing overhead efficiency up to ten times. However, the absolute 
throughput can reduce up to 25% in the worst case due to the errors in prediction. 
Although, Relaying—the multihop connectivity solution at MAC layer—is a less 
popular technique and does not ideally fit into the classical 
• 
OSI model, it is a 
feasible approach and suits better to the wireless ad hoc scenario due to several 
reasons. Firstly, forwarding nodes in wireless ad hoc networks are not absolutely 
analogous to routers. Secondly, an effective routing solution is not possible 
without the support of link layer feedback. Thirdly, the contention-based wireless 
MAC protocols possess features that can be easily exploited to acquire topology 
information. 
IEEE 802.11 MAC• The    protocol can be easily transformed with minor 
modifications and adjustments to a multihop MAC protocol with Relaying 
functionality. It is mainly due to the fact that several necessary characteristics of a 
multihop protocol are already provided in it. The Multihop 802.11 protocol 
described in this thesis is a fully functional and stable example of that. The 
Multihop 802.11 protocol employs a reactive approach along with effective 
utilization of the network resources to provide multihop connectivity in a wireless 
ad hoc network. The analysis of the Multihop 802.11 protocol has revealed that 
this Relaying protocol is able to achieve performance comparable with a Routing 
protocol, the AODV routing protocol. 
7.2 Thesis Contribution 
The contribution of this thesis to the research on wireless ad hoc networks is mainly 
in two dimensions. 
Firstly, in reactive routing, the popular research question “how the reactive routing 
can be improved” is addressed. On the one hand, the concept of the accessibility 
prediction, which introduces the notion of reducing the overhead by avoiding possible-to-
fail routing operations, is presented. The implementation of the accessibility prediction, 
its prospects, and its performance analysis based on the simulations, is also provided. On 
the other hand, a baseline for the enhancement schemes suggested for reactive routing 
protocols is defined, and the important factors to be considered while designing such 
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schemes are identified. The significance of these factors is demonstrated and evaluated 
through the analysis of the AODV routing protocol and its extended versions. 
Secondly, this thesis advocates Relaying as a more suitable multihop connectivity 
approach in wireless ad hoc networks. A technical comparison of the two multihop 
connectivity approaches, Routing and Relaying, in a wireless ad hoc scenario is 
presented. A multihop version of the IEEE 802.11 MAC protocol is suggested; its 
implementation and analysis is performed. This Multihop 802.11 MAC protocol provides 
a proof-by-demonstration that a Relaying scheme is equally practicable and effective, and 
can be implemented in a simpler manner. 
7.3 Future Work 
Nothing is perfect and there is always room for improvement and extension. In my 
opinion, the Multihop 802.11 MAC protocol presented in this thesis requires attention in 
three possible areas. 
• Further investigation to optimize its operations and improve its performance can 
be done. Particularly, the Learning Repair and  actions can be made more 
intelligent by using relatively complex schemes. The additional overhead and the 
complexity would be the significant factors in such schemes. 
• In this thesis, the protocol performance is analyzed only for constant bit rate 
(CBR) traffic. The analysis of the protocol for other types of applications and data 
traffic is another possible extension of this work. 
• Finally, the implementation of the Multihop 802.11 MAC protocol in actual 
devices and its performance evaluation in real and test-bed scenarios would also 
be an interesting direction of extending this work. It is often claimed that the 
simulation based analysis of the wireless ad hoc networks is not adequate enough; 
hence, an evaluation based on real devices would make a case for the Multihop 
802.11 MAC protocol. 
Bluetooth already uses the concept of Relaying from the beginning. Now the success 
of the Multihop 802.11 MAC protocol motivates that the option of Relaying should be 
explored in other wireless ad hoc technologies as well. 
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Taxonomy of Wireless Networks 
In contrast to wired networks, wireless networks are available in a great diversity. In 
fact, the liberty in result to the absence of wires has provided the opportunity of 
multidimensional progress in wireless networks; therefore, the application of wireless 
networks is more diversified and multiplex, and there are several ways to classify 
wireless networks. Since the classification of wireless networks is out of the scope of this 
thesis, a brief review of the different classification approaches and categories of the 
wireless networks is provided in this section for a basic understanding of the area. Further 
details on the classification of wireless networks can be viewed in references  [3],  [18], 
 [31],  [43],  [62],  [76], and  [82] -  [84]. 
A.1 Based on the Geographical Area or Size of the Network 
This classification approach is similar to the traditional LAN/MAN/WAN classification 
in wired networks. Wireless networks have more divisions than wired networks due to 
their greater multiformity, notwithstanding the inter-division boundaries are obscure as in 
wired networks. Following are the common divisions of wireless networks according to 
this classification approach. 
Wireless Body Area Networks (WBAN) or simply body area networks are networks of 
wireless sensor nodes placed in an extremely limited area, usually on the human body, for 
the monitoring of body parameters. Such networks are mainly used for health monitoring 
and other similar purposes. 
Wireless Personal Area Networks (WPAN) are small scale personal or private 
purpose networks of wireless enabled devices established by individuals usually at home. 
The usual reach of such networks is the space around a person within the distance to 
which his/her voice reaches. Home networking is one typical use of such networks. 
Wireless Local Area Networks (WLAN) can be considered as the wireless equivalent 
of wired LANs. The typical range of such networks is few hundred meters. The most 
widely available WLANs are networks based on the IEEE 802.11 standards  [24]. Such 
networks are usually established at airports, train stations, restaurants, offices, or 
conferences to provide internet access or similar services to the temporary or mobile 
users. 
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Wireless Metropolitan Area Networks are usually community networks where 
wireless technologies are used for the intercommunication purpose. Like WLANs, the 
main purpose of these networks is also to provide internet related services but in a larger 
geographical area such as a university campus or a housing facility or remote areas where 
wired infrastructure is either not available or is costly to provide. 
Wireless Wide Area Networks (WWAN) mainly include cellular networks and 
satellite networks. These networks are established to provide public mobile service over a 
large geographical area. The most commonly available form is the mobile phone 
network. 
A.2 Based on the Infrastructure of the Network 
Wireless networks can also be categorized as infrastructure-based wireless networks 
and infrastructure-less wireless networks. 
Infrastructure-based wireless network are wireless networks with the concept of 
central or base station and a specific topological structure. Cellular networks and WLANs 
are two typical examples from this category. In such networks, every node is directly 
connected to a special purpose central or base node (Access Point in case of WLANs) and 
intercommunication between individual nodes as well as the delivery of network services 
is performed through this base node.  
Infrastructure-less wireless networks or wireless ad hoc networks are those wireless 
networks where individual nodes can directly communicate with each other to form a 
network. The WBANs, WPANs, and WLANs discussed earlier usually exist in both 
infrastructure-based and infrastructure-less mode. 
A.3 Based on the Topology or Mobility of the Network 
Wireless devices have the luxury to move around. Due to this feature, wireless 
networks will either be with static topology or dynamic topology. Mobility in itself is a 
versatile phenomenon. The simplest form is the relative mobility of the nodes in a 
network that are able to communicate with each other. 
Static wireless networks are wireless networks of the nodes with fixed position or 
location. Certainly, this definition predominantly depends on the type of mobility. For 
example, a WBAN is a static network as all the nodes implanted on the body of a human 
do not change their positions in relation to each other. However, usually these sensors 
have to transmit the collected data to a central monitoring node. If the person carrying 
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this WBAN is allowed to move in relation to that central node, the whole WBAN is 
changing its position. WPANs can also be static if all the participating nodes have fixed 
locations. Wireless metropolitan area networks established in remote areas to provide last 
mile connectivity to the households are other examples of static wireless networks. 
Mobile wireless networks are wireless networks with nodes being able to change their 
position or location. Cell phone networks and WLANs are the two main examples from 
this category. In fact, Mobile Ad hoc Networks (MANET), the most popular version of 
wireless ad hoc networks these days, is by definition a sub-category of mobile wireless 
networks as well as wireless ad hoc networks. 
A more concrete approach to distinguish between the static and mobile wireless 
networks is, whether the mobility of the participating nodes during the time when 
network is functional will effect the operation of the network. 
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Routing Protocols for Wireless Ad hoc Networks 
Although, Routing is the most important and popular multihop connectivity approach 
in wireless ad hoc networks, it is mainly the basic mechanism of routing—proactive 
routing and reactive routing—that is the focus of this thesis and not the individual routing 
protocols. In this section, some popular routing protocols for wireless ad hoc networks 
are briefly described to provide an overview of the diversity and variety present in 
wireless ad hoc routing. Certainly, the list of wireless ad hoc routing protocols is 
extremely long and it includes many purpose-specific schemes such as power aware, 
power efficient, location aware etc.; mainly the general purpose protocols are mentioned 
here. References  [1] -  [5] and  [54] -  [57] include a detailed explanation of different 
routing protocols for wireless ad hoc networks. 
B.1 Proactive Routing Protocols 
Destination-Sequenced Distance-Vector (DSDV) is a uni-cast, distance vector 
routing protocol based on the traditional Distributed Bellman-Ford algorithm. DSDV is 
mainly an adaptation of the Routing Information Protocol (RIP), designed for wired 
networks. Nodes maintain routing tables which contain entries about nodes in the 
network known to them, and update other nodes periodically by broadcasting this 
information. Following are the key differences when compared to traditional RIP: 
• It uses only bidirectional links for routing operations to avoid the negative effects 
of unidirectional links. Once an asymmetric link is identified, it is excluded from 
the routing table. 
• Every update broadcasted by a node has a monotonically increasing sequence 
number to indicate the freshness of the information. This sequence number is also 
stored in the routing table for every route; a route is updated only if the currently 
received sequence number is higher than the previously stored sequence number, 
or is equal to it but the new route has a smaller hop count. 
• Nodes additionally update other nodes whenever a change in the routing table 
happens. Such updates can be incremental i.e. contain only the changes happened 
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in the topology since the last full update. Incremental updates keep the processing 
overhead and bandwidth consumption low. 
• Nodes wait for settling time before updating other nodes about a route update. 
This feature prohibits nodes from sending quick updates in a situation when there 
is a possibility that a better route update is en route. Settling time of a route is 
simply the average time to receive all the updates for a certain route. 
 
Optimized Link State Routing (OLSR) protocol is a variation of the classical link 
state routing optimized for wireless ad hoc networks. The key characteristic of this 
protocol is the selection of multipoint relays (MPR) and their exclusive use for 
disseminating routing messages. OLSR also considers only bidirectional links for 
exchanging routing information. Each node in the network selects a set of nodes from its 
one-hop neighbors as relay nodes for itself. This selection is performed independent of 
other nodes in the network and the selected set of nodes is called MPR. A node selects its 
MPR in such a way that each of its two-hop neighbors is a one-hop neighbor of at least 
one of the nodes in the MPR. Routing information is not flooded, rather nodes keep on 
passing it to their MPR nodes; thereby, it is disseminated in the whole network in an 
efficient way. The multipoint relay selector set of a node contains those neighbors that 
have selected it at as MPR. Each node periodically announces its MPR selector set using 
a special control message, called topology control (TC) message. TC messages have 
sequence numbers which are incremented whenever the MPR selector set is changed. 
Furthermore, TC message intervals can be adjusted to increase or decrease the topology 
change reaction time. 
 
Topology Dissemination Based on Reverse-Path Forwarding (TBRPF) is also a link 
state routing protocol, but with a different approach to keep the overhead low. Nodes 
compute a shortest path source spanning tree; however, nodes announce only a part of 
this tree to save the bandwidth. TBRPF has two main components: TBRPF neighbor 
discovery (TND) protocol and routing module. 
TND is responsible for discovering the neighbors and the nature of connectivity 
(1-way, 2-way, or lost) with them. For this purpose, nodes periodically broadcast 
their link information to their neighbors in the form of a 
• 
HELLO message. These 
HELLO messages are differential i.e. they only contain changes happened in the 
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topology since the last HELLO message was sent. Each node keeps a neighbor 
table based on this acquired information. 
• The routing module is responsible for computing the shortest paths and their 
announcement. Nodes compute shortest-path source tree using a modified version 
of Dijkstra’s algorithm and a subset of this tree, called reported subtree (RT). If 
T(j) denotes the subtree of node i’s shortest-path source tree rooted at neighbor j, 
then for each neighbor j i RT of ,  includes T(j) if and only if i determines that one 
of its neighbors may select it as a next hop for j. Nodes broadcast their RTs 
completely to their neighbor nodes periodically at long intervals, and 
differentially at more frequent intervals. 
 
Wireless Routing ProtocolThe  (WRP) belongs to path finding algorithms (PFA), a 
class of distance vector protocols using next hop and second-to-last hop information to 
overcome the count-to-infinity problem. In addition, WRP resolves the temporary routing 
loops problem of PFAs by verifying the consistency of the second-to-last hop. Every 
WRP nodes keeps four data structures: 
• Distance table which is a matrix containing, for each destination and each 
neighbor, the distance of that destination via that neighbor and the predecessor 
node reported by that neighbor for this path. 
• Routing table having entries for each known destination in the network. Each 
entry records the distance to the destination, predecessor and successor on the 
path to this destination, and a tag specifying the state of the path (simple, loop, or 
not tagged). The knowledge of predecessor and successor for each destination 
helps in avoiding the count-to-infinity problem and temporary loops by forcing 
each node to perform consistency checks. 
• Link cost table has an entry for each neighbor. Each entry stores the cost of the 
link to that neighbor and the number of timeouts since the last error-free message 
was received from that neighbor. 
WRP nodes exchange their routing tables with their neighbors using update 
messages that can be sent periodically or when a change happens. In case there is 
no change in the topology since last update, a 
• 
HELLO message is sent. Message 
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retransmission list (MRL) is a record of route updates sent and those neighbors 
that have not yet acknowledged to it. 
 
Fisheye State Routing (FSR) is inspired by the “fisheye technique” in graphical data 
representation and introduces the concept of multilevel fisheye scope to reduce the 
routing overhead. According to this scheme, node exchanges information about nodes 
closer to it more frequently in its update messages than it does about farther nodes; 
thereby, reducing the update overhead. FSR is similar to link state protocols as it 
exchanges link state information and maintains a topology map at every node; however, 
updates are not flooded in the whole network, rather are shared with neighbors only. 
Route maintenance is similar to DSDV where update messages with higher sequence 
number are prioritized. 
 
Clusterhead Gateway Switch Routing (CGSR) protocol aggregates nodes in the 
network into clusters and a cluster-head is elected for each cluster. All nodes within the 
communication range of the cluster-head belong to its cluster and they transmit their 
packets to cluster-head for relaying up to the destination. Nodes in the communication 
range of more than one cluster-heads are called gateways and are used as relay between 
two cluster-heads. Hence, route from source to destination will usually consist of cluster-
heads and gateways appearing alternately. CGSR uses a least cluster change (LCC) 
algorithm to avoid frequent cluster-head elections. This algorithm elects a new cluster-
head only if two cluster-heads come into one cluster, or one of the nodes is moved out of 
the range of all the cluster-heads. The underlying routing approach is an adaptation of 
DSDV. Each CGSR node maintains the following two tables: 
• Cluster member table where the destination cluster-head for each node in the 
network is stored. Nodes periodically broadcast their member tables and update 
their member tables according to the member tables received from other nodes. 
• Routing table which is used to determine the next hop to a destination. When a 
node has a packet to transmit, it always sends it to its cluster-head if it is an 
ordinary node. However, cluster-heads or gateways first find out the closest 
cluster-head to reach the destination node and then find out the next hop to reach 
this selected cluster-head. 
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B.2 Reactive Routing Protocols 
Ad hoc On-Demand Distance Vector (AODV) routing protocol is described in detail 
in section  2.5. 
 
Ad hoc On-Demand Multipath Distance Vector (AOMDV)  [72] is a multi-path 
extension for AODV. During the route discovery process, AOMDV discovers multiple 
routes between source and destination. It emphasizes on disjoint paths to avoid 
simultaneous failure. A new route discovery is only started when all the available routes 
are failed. AODV usually discards duplicate RREQ messages; however, AOMDV uses 
those duplicate RREQs to learn alternate routes. 
 
AODV-BR  [74] introduces the concept of backup routing in AODV. Nodes that are 
not part of a route promiscuously overhear the RREP on its way from destination to 
source and establish routes for the destination, called alternate routes. When a node 
identifies a link failure, it broadcasts the data packet to its neighbors and indicates in the 
header that this packet is for alternate routing. 
 
Dynamic Source RoutingThe  (DSR) uses source routing, a trivially loop-free routing 
approach in which every message carries the whole route from source to destination in its 
header. Instead of routing tables, route caches are maintained by nodes storing full paths 
to destinations. The route discovery mechanism is quite similar to AODV; however, 
RREQs in DSR also carry route record and recipients of these RREQs store these route 
records in their route cache. DSR also assumes that links are bi-directional. However, an 
extension of DSR called RODA supports asymmetric links where on receiving RREQ, the 
destination initiates another route discovery for the source. Route maintenance is also 
quite similar to AODV; the node that detects a link failure removes the route from its 
cache and sends an error message to the source. 
 
Temporally Ordered Routing Algorithm (TORA) is a distributed, link reversal 
algorithm designed to quickly establish routes, provide multiple routes to the destination, 
and keep the overhead low by localizing the control traffic to the nodes near the topology 
change. Routes which are stable and can be quickly and locally repaired are prioritized 
over optimal routes. TORA operates above Internet Mobile Ad hoc Networking 
Encapsulation Protocol (IMEP). In the route discovery process, the source floods a query 
message in the network. The destination or a node having a route to the destination, 
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floods back a reply message listing its height with respect to the destination (destination 
being at height 0). During the propagation of this message, nodes establish a directed 
acyclic graph (DAG) rooted at the destination on the basis of height; thus, creating a 
series of routes from source to destination. In TORA, a node does not require route 
maintenance until it identifies that it has lost all downstream links. In this case, it adjusts 
its height so that it has maximum height with respect to its neighbors and broadcasts an 
update. As a result, a series of link reversals is performed to re-adjust the DAG. If a node 
detects a network partition, it floods a clear message in the network to reset the routing 
state. 
Associativity-Based Routing (ABR) protocol considers longevity of a route called 
association stability as main criterion for selecting a particular route. Association stability 
of a neighbor is measured in terms of “associativity ticks” which represents the number of 
beacon messages received from this neighbor. Each node generates these beacon 
messages periodically, and if there is no beacon received from a neighbor within a 
suitable period of time, then its associativity ticks is set to zero. These beacons are in fact 
link level messages. The source initiates a route discovery by flooding a broadcast query 
(BQ) message. Only the destination can reply to the BQ; however, it waits for a certain 
time so that BQ coming through other paths can also be received. BQ-reply is sent on the 
best path in terms of associativity ticks. The route reconstruction (RRC) phase is invoked 
when association stability is violated on a route. In case of source node movement, a new 
BQ-reply process is initiated and downstream nodes are informed through a route 
notification (RN) message. If the destination is moved, it performs a localized query 
(LQ[H]) process, H being the distance to destination. If this LQ message reaches the 
destination, it replies; otherwise, after certain time the LQ initiating node informs the next 
upstream node through RN message to perform LQ[H] at its level. The LQ[H] process 
discontinues if it backtracks more than halfway to the source; the source then performs a 
new route discovery. A route delete (RD) message is flooded by the source node if a 
route is not needed any more. 
Signal Stability-Based Adaptive Routing (SSAR) protocol is quite similar to ABR in 
its functionality; however, it considers signal strength as a measure of route longevity. 
Signal strengths are measured from periodically shared link level beacon messages. 
During the route discovery process, only those route queries are forwarded by 
intermediate nodes that are received on strong links. 
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Location-Aided Routing (LAR) protocol estimates the position of the destination, and 
floods route request messages only in that part of the network; thereby, the overhead 
during the route discovery process is reduced. The position can be obtained using the 
global positioning system (GPS). During the route discovery, the source calculates 
following two areas: 
• Expected zone, the area where the destination is most likely to be present. This 
area is calculated by the source based on the previously known position of the 
destination and an estimate of its velocity. For this purpose, LAR nodes send their 
current position, local time, and average speed information in routing messages. 
• Request zone is the smallest rectangle containing both the source and the expected 
zone. The four corners of this request zone are flooded with the request message 
and intermediate nodes forward this request only if they are inside the request 
zone. A second approach is to send the previously known position of the 
destination and distance from the destination based on this previously known 
position in the request messages. Intermediate nodes will forward this request 
message only if they determine that the request is moving forward towards the 
estimated position of the destination. 
B.3 Hybrid Routing Protocols 
Hybrid routing protocols try to combine the features of proactive and reactive routing, 
in order to overcome the negative effects of both the approaches. Usually in such 
protocols, routes to nearby nodes are maintained proactively, while distant destinations 
are explored through the on-demand route discovery strategy. 
Zone Routing Protocol (ZRP) is based on the concept of zones. Each node 
proactively maintains its own zone, a group of nodes within a certain number of hops 
(zone radius) around it. Nodes which are exactly zone radius hops away are called border 
nodes. ZRP has the following four components: 
Layer-2 based neighbor discovery protocol (NDP) which maintains neighbor table 
with the help of beacon messages exchanged between the neighbors. 
• 
• Intrazone routing protocol (IARP) proactively provides routes to the destinations 
within the zone of the source. In case, NDP is not supported by Layer-2 IARP,  is 
responsible to provide the functionality of NDP. 
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• Interzone routing protocol (IERP) is responsible for discovering routes on-
demand when destination is outside the zone. IERP performs selective flooding 
called bordercasting with the help of IARP to send the query messages to the 
border nodes. Every recipient of query message either replies to it if the 
destination is in its zone or forwards it to its border nodes.  
• Bordercast resolution protocol (BRP) is responsible for constructing bordercast 
trees that are used by IERP for bordercasting. 
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