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ABSTRACT 
 
A Model-Based Fault Detection and Diagnostic Methodology for Secondary HVAC 
Systems 
Shun Li 
Jin Wen, Supervisor, Ph.D. 
 
  In the U.S., buildings consume 39 % of primary energy, of which, 13.5% is 
attributed to HVAC systems.  Faults, arising from sensors, equipment, and control 
systems in building HVAC systems, are major contribution to the energy wastage and 
equipment failures in buildings.  Among all HVAC systems, the focus of this study is on 
air handling units (AHU) which greatly affect building energy consumption and indoor 
environment quality.  The first stage of this study is to develop and validate an AHU and 
building zone simulation model to produce fault free and faulty data for a large variety of 
faults with a range of fault severities that can be used to assess the performance of AHU 
automated fault detection and diagnosis (AFDD) methods.  Experiments for three 
different seasons are designed and implemented in a full scale test facility to collect AHU 
operation data with known faults.  The second stage of this study is to develop a new 
data-driven AFDD methodology using Principal Components Analysis (PCA) method.  
Two methods, namely, Wavelet-PCA and Pattern Matching-PCA are developed in this 
study.  The feasibility of using these two methods for AHU AFDD is examined using 
both experimental and simulation data.   
 
Keyword: Air handling units (AHU), automated fault detection and diagnosis (AFDD), 
model validation, Principal Components Analysis (PCA) 
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CHAPTER 1 INTRODUCTION 
 
1.1 Background 
 Heating, Ventilating, and air-conditioning (HVAC) systems are important parts of a 
building system.  HVAC systems provide building occupants with a comfortable and 
productive environment.  But the price is high.  The energy consumption of building HVAC 
systems constitutes 14 % of the primary energy consumption in the U.S (DOE, 2003), and 
about 32% of the electricity generated in the U.S (ASHRAE, 2000).  It is a big challenge to 
improve the whole building energy efficiency while maintaining the indoor environmental 
quality.   
 Faults in building HVAC systems, including design problems, equipment and control 
system malfunction, may result in energy waste.  If early detection and diagnosis of faults are 
possible, energy waste could be avoided.  Examination of data from a number of UK 
buildings showed avoidable waste levels in the range 25 to 50%.  In a well-managed building, 
avoidable waste levels of below 15% can be achieved (Cibse 2000).  Many studies in the past 
have shown that a significant fraction, as much as 30%, of energy consumption by 
commercial buildings is wasted (Ardehali and Smith 2002; Claridge et al. 2000).  
Additionally, using computer simulations and field measurements, EPRI estimated that 
change in energy consumption in the range of 10 to 35% was not uncommon due to minor 
adjustments in equipment and controls. 
 Faults in an AHU system indicate that some components are not operating properly 
according to the design intent.  They may occur at any stages of building energy system 
operation, including improper system design, installation and operation. The two basic fault 
categories, classified based on the abruptness of the occurrence: degradation and abrupt 
failure of components (Annex 25, 1996).  Degradation faults happen after some time of 
operation and gets worse gradually over time, such as the fouling of the tubes of cooling coil.  
These faults usually can not be noticed until the degradation has exceeded a critical level.  
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Abrupt failure faults means the equipment suddenly stops working and require immediate 
service to resume normal operation, e.g., a stuck damper.  They have more noticeable effects 
than degradation faults.  The scope of this study includes both degradation faults and abrupt 
failure faults.  The degradation faults are introduced and analyzed with performance data at 
different levels of severity.  Theoretically, all AHU devices including control software could 
develop faults.  Therefore, faults are categorized based on the specific device corrupted by a 
fault, with the devices grouped into four categories: sensor, controlled device, equipment, 
and controller.  Such categories are mostly used among control engineers. 
 AHUs in many buildings lack system effectiveness and integration.  Hardware failures, 
software errors, and the human factors related to the misuse of HVAC products prevent 
buildings from achieving energy efficiency that is expected.  Improper system design, 
installation and operation cause building energy inefficiency.  Eventually all of these faults 
lead to avoidable waste.  Routine maintenance and commissioning are effective ways to 
identify system faults and create an energy-efficient building, but highly skilled engineers are 
needed to conduct the process, and the process is time and cost consuming.   
 Energy management and control systems (EMCS) are widely used in modern buildings 
and are composed of many types of sensors and controllers.  Sensors measure temperature, 
flow rate, pressure, humidity, etc. and send signals to controllers, and finally to central 
stations.  In fact, large amounts of data are available on the EMCS central station.  Most 
EMCS systems record great amounts of data everyday and store the data in databases.  
Through the computer network, these data are generally available online.  However, modern 
HVAC systems and control systems have become more and more complicated.  It is very 
difficult for an average building operator to understand the stored data directly and to 
conduct advanced building operation or automated fault detection and diagnostics (AFDD) 
tasks without other help.  This abundance of data has been described as a data rich but 
information poor situation and has stimulated research into better ways of examining the data.  
In compare with the large amount of data gathered and processed, the state of the art of data 
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mining and information abstraction is poor.  Besides the large quantity of data, a number of 
problems exist with the EMCS data quality, such as missing data, erroneous values due to 
sensor accuracy, and faulty measurements due to sensor failure.  In general, there is a need to 
provide building operators with tools to analyze EMCS data and to provide user-friendly 
information. 
 The great developments in data communication, computing and data visualization 
technologies along with decreasing costs of sensors, actuators, and controllers give an 
opportunity to better utilize the collected EMCS data for AFDD purposes.  The objectives of 
AFDD techniques are to automatically detect faults and diagnose their causes at an early 
stage; and to prevent additional facility damage and energy waste.  Fault detection is a 
process of determining whether there are faults in a HVAC system.  Fault diagnostics 
involves fault identification, which includes the location, significance and causes of a fault.  
The energy consumption of existing buildings could be largely decreased by performing 
continuous commission using AFDD technologies.  AFDD technologies can be used to 
automatically identify failures in operation of HVAC equipment and systems.  If AFDD can 
identify inefficient system performance and alert building operators, the systems can be fixed 
sooner, thus reducing the time of operating in failure modes and saving energy while 
improve indoor air quality. 
 Extensive research has been conducted during the past decades in the AFDD area to 
identify different technologies that are suitable for building HVAC system (a good review is 
provided by Katipamula et al., 2005a, and 2005b).  Physical redundancy, heuristics or 
statistical bands, including control chart approach, pattern recognition techniques, and 
innovation-based methods or hypothesis testing on physical models are usually used to detect 
faults.  Information flow charts, expert systems, semantic networks, artificial neural network, 
and parameter estimation methods are commonly used to isolate faults.  Heuristic rules and 
probabilistic approaches are used to evaluate faults.  However, while AFDD is well 
established in the process control and other industries, it is still not widely used in HVAC 
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systems.  Current AFDD methods developed for HVAC systems often require extensive 
training data and high data quality.  Moreover, unsatisfactory false alarm rate and the lack of 
good AFDD strategies for degrading faults and fault diagnosis also prevent the HVAC 
industry from embracing AFDD strategies.  With the development of sensor and computer 
technologies, massive amounts of real-time measurements provide the chance for data-driven 
AFDD methods, which have already received increased attention recently.  Another 
imperative need is to efficiently evaluate different AFDD technologies and products, which 
is not an easy task, and is well appreciated by professionals in this area (Reddy 2007). 
 Among HVAC systems, air handling units (AHUs), are used extensively in commercial 
and institutional buildings.  An AHU is where 1) energy is exchanged between the liquid 
system and the air system; 2) where outdoor air is introduced into a building; and 3) where 
humidity control takes place.  Therefore, the operation of an AHU greatly affects building 
energy efficiency and indoor environment quality.  However, compared with other large 
equipments such as chillers and boilers (primary systems), AHUs tend to have poor 
maintenance.  The reasons for this are: 1) unlike the primary systems, AHUs are often build-
up systems whose components are from different manufacturers; 2) AHUs, especially the 
duct work, are often customized for a specific building; and 3) compared with the primary 
systems, AHUs have much lower cost requirements.   
 Therefore, the application of AFDD technology will significantly reduce energy waste, 
down time, and maintenance costs for AHUs.  The AFDD applications of an AHU system 
have several features due to its special operational characteristics. 
Since an AHU is relatively inexpensive, the costs to realize AFDD including additional 
software and hardware should be low.  Therefore the available sensors are limited and the 
AFDD strategy should be computationally efficient to be able to be implemented in a local 
controller. 
 AHUs are operated under very diverse weather and internal load conditions.   Variables 
associated with an AHU vary drastically with the changing operation conditions.  Hence, the 
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AFDD strategy should be robust enough to cope with the non-stationary characteristics of an 
AHU. 
 Unlike some other critical systems of which faults have zero tolerance, AHU systems 
generally allow faults to exist for a certain time period without affecting the occupants 
comfort.  Therefore, the detection and isolation of fault are accepted within several hours or 
even one or two days. 
 To assist in the development and evaluation of chiller system AFDD methods, ASHRAE 
1043-RP "Fault Detection and Diagnostic Requirements and Evaluation Tools for Chillers" 
(Comstock and Braun, 1999a, b, Bendapudi and Braun, 2002) produced several experimental 
data sets of chiller operation under fault-free as well as faulty data (under different faults and 
four severity levels for each degrading fault) as well as a dynamic simulation model for 
centrifugal chillers.  AFDD development and evaluation for AHUs have similar, if not more, 
challenges as for chillers (Norford, et al, 2000, Carling 2002).  However, only limited 
experimental studies under restrictive scope are available to evaluate AHU AFDD methods 
(Norford, et al, 2000, Carling 2002, and Castro et al, 2003).  A dynamic AHU simulation 
model that is capable of producing fault free and faulty operation data for commonly used 
AHU configurations and control & operation strategies is thus needed.  Such dynamic AHU 
model needs to be properly validated with experimental data for both fault-free and faulty 
operation before any credibility can be placed on their prediction accuracy and usefulness.  
Moreover, experimental data that can aid in AHU AFDD development and evaluation are 
also needed.  
 
1.2 Objectives 
 Based on the above discussion, there are needs for 1) a dynamic AHU simulation model 
that can simulate both fault free and faulty operation data and that is validated using 
experimental data; and 2) better AFDD methodologies for an AHU system.  Therefore, in 
this study, the first objective is to develop and validate a dynamic simulation model of an 
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AHU system that:  
z is based on first principles;  
z can capture the characteristics of time varying measurements;  
z can be used to study the impact of common faults that occur in such systems; 
z is modular with component models. 
 The second objective of the study is to obtain experimental data that can be used to 
develop and validate the AHU simulation model and to develop an AHU AFDD method 
(third objective).  Existing experimental data will firstly be identified and examined.  If 
existing data are not sufficient, experiments will be designed and implemented under both 
normal operating conditions and under known faulty conditions.   
 The third objective is to develop a practical AFDD technique for AHU system that:   
z can be developed based only on historical fault-free measurement data and does not need 
faulty training data involved in the process of AFDD model development; 
z is affordable and efficient for AHU system;  
z is robust under varying operating conditions. 
z is capable of handling different types of faults, including sensor or process faults, abrupt 
or degradation faults. 
 Figure 1.1 summarizes the relationship among the three objectives in this study.  The 
simulation model generated from Objective 1 provides simulation data for the development 
of the proposed AFDD method from Objective 3.  Compared with experimental data, the 
simulation model produces operational data under reproducible and easy to configure 
conditions.  The experimental data obtained from Objective 2 are used to validate the 
simulation model (from Objective 1) and to help the development of proposed AFDD 
method from Objective 3.    Totally, three experimental data sets, including two existing data 
sets (NIST 6964 and ASHRAE 1020) are identified from the literature (more detailed 
provided in Sec 5.3).  One more experimental data set is generated from this project and 
named as ASHRAE 1312 data set.  
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Figure 1.1 Flow chart for relationships among objectives of this study. 
 
 
1.3 Outline of Contents 
 In this study, an AHU dynamic model that is capable of generating both fault free and 
faulty operational data was developed and validated using both existing experimental data 
and new data generated from this study.  Extensive experiments were designed and 
conducted in three different seasons to generate operational data for a large variety of 
common AHU faults.  New and existing experimental data were analyzed to identify and 
summarize fault symptoms associated with common AHU faults.  A new AHU AFDD 
methodology that utilized the wavelet transform for data preprocessing, pattern recognition 
for model training, and PCA for fault detection, was developed and evaluated using 
experimental and simulated data.   
 In this thesis, Chapter 2 supplies a literature review about a) AFDD studies in general; b) 
AFDD studies for AHU systems; c) Principle Component Analysis (PCA) method 
application in process operation AFDD; d) PCA method application in HVAC system; and e) 
AHU dynamic system modeling and validation.  In Chap. 3, the background about PCA 
method, Wavelet Transform method, and pattern matching method are introduced briefly.  
Objective 1: 
Simulation model
Objective 2: 
Experimental data 
Objective 3:  
AFDD method 
NIST 6964 data
Model Validation AFDD Validation 
ASHRAE 1020 data
ASHRAE 1312 data
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Chapter 4 introduces the process of developing and validating a dynamic AHU simulation 
model.  Chapter 5 introduces the experiment design, conduct, and other available experiment 
data for this study.  Chapter 6 introduces the application of PCA methods for AHU AFDD 
with data preprocess methods using Wavelet Transform method and pattern matching 
method.  Finally, conclusions, contributions, and recommendations are given in Chap. 7. 
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CHAPTER 2 LITERATURE REVIEW 
 
2.1 General AFDD Method Overview 
 AFDD methods can be classified into two broad categories, model based methods and 
data based methods.  The two categories differ by the knowledge used to diagnose the cause 
of faults, although both may use simulation models and measurement data.  Model based 
methods use “priori knowledge” (knowledge available in advance) to identify the differences 
between model simulation results and actual operation measurements.  Simulation models are 
commonly based on first principles and do provide process insight.  However, they may not 
fit the process data that well and are not able to explain systematic variation.  Data based 
methods may not use any physical knowledge; instead, they can be driven completely by 
recorded measurement data.  These data driven models fit the data properly, but cannot be 
generalized to different situations and do not always generate good process insight. 
 Model based methods are further divided into quantitative and qualitative modeling 
methods.  Quantitative models are based on mathematical relationship derived from the 
underlying physical knowledge.  Quantitative methods rely on explicit mathematical models 
of a system to detect and diagnose faults.  By understanding the physical relationships and 
characteristics of a system, such as HVAC system, mathematical equations to represent each 
component of the system can be developed and solve to simulate the steady and transient 
behavior of the systems.  Another broad method is qualitative modeling, which uses rule 
based methods developed based on priori knowledge.  Qualitative models use the qualitative 
rule relationships to detect and diagnose faults instead of quantitative mathematical equations.  
The rules are derived from expert knowledge, process history data and quantitative models 
simulation data.  Expert knowledge is normally summarized to a database in the form of if-
then statements. 
 Data based models are derived from process history data, and are subdivided into black 
box model and gray box model.  Their difference is whether model parameters have physical 
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meaning.  Black box models use non-physical based relationship to represent the 
characteristics of a system.  Model parameters do not represent actual physical properties.  
Black box models use techniques such as linear or multiple linear regression, artificial neural 
networks, and fuzzy logic.  In a gray box model, the model parameters are determined based 
on physical principles.  Parameter estimation techniques are often used to obtain those 
parameters from measurement data.  Comparing with black box modeling, gray box 
modeling needs higher-level user expertise to form the model parameters and estimate 
parameter values. 
 
 
 
 
 
 
 
 
 
Figure 2.1 Classification of diagnostic algorithms (Venkatasubramanian (2003a)). 
 
 Venkatasubramanian (2003a,b,c) provided an overview on general AFDD concepts and 
gave a chart for classification of diagnostic algorithms (Figure 2.1).  AFDD methods are 
broadly classified into three general categories, quantitative model based methods, qualitative 
model based methods, and process history based methods.  This category provided a 
classification in terms of the manner in which these methods approach the problem of fault 
diagnosis.  Further, detail approaches were reviewed in these three papers.  These disparate 
methods were compared and evaluated for a common set of desirable characteristics that one 
would like the diagnostic systems to process.  In this study, we focus on AFFD system that is 
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built on process history data.  This classification of diagnostic algorithms in Figure 2.1 can 
help us to narrow the optional AFDD methods further.  PCA/PLS, statistical classification 
and neural networks methods are most promising one.  Finally, PCA methods attract our 
attention for its capability that the development of PCA model does not need the involvement 
of fault data. 
 
2.2 HVAC System Applications 
 There is a large body of literature on AFDD for HVAC systems, investigating various 
faults of the sensors, refrigerators, heat pumps, chillers and AHU system.  Katipamula and 
Brambley (2005a,b) provide a detailed review which will not be repeated here.  Only recent 
and representative studies are discussed here except those for AHU systems, which will be 
investigated in Sec 2.3. 
 Grimmelius et al. (1995) developed an empirical fault diagnostic system for a chiller, 
which combined fault detection and diagnostics in a single step. A reference model based on 
multivariate linear regression was developed with data from a normally operating chiller used 
to estimate values of process variables.  Differences between actual measured values and the 
estimated one from the reference model are defined as residuals.  Symptoms of residuals 
corresponding to 58 faulty conditions were collected to form a chiller faulty behavior matrix.  
Scores for given symptoms were determined based on expert knowledge about the 
corresponding faults.  Then the scores were assigned indicating the degree of symptom match 
in the matrix.  A total score was calculated by adding the individual scores of all expected 
symptoms in the symptom matrix.  The possible fault was determined by the normalized total 
score. 
 Peitsman and Bakker (1996) illustrated the possibilities of using a black box model for 
fault detection by comparing diagnostic capabilities of two types of models—a multiple 
input/output auto regressive exogenous (ARX) model and artificial neural network (ANN) 
models.  Both of the two models can be categorized as black box modeling.  A two-level 
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modeling approach was applied for both ARX and ANN models.  In a two-level model, 
system-level models were used to detect “faulty” operation and component-level models 
were used to diagnose the cause of the fault.  The two-level system model had the advantage 
that the system models were easier to calculate, and hence faster in use and more suitable for 
real-time applications.  ANN models appeared to have a slightly better performance than the 
ARX models in detecting faults at both the system and the component levels. 
 Rossi and Braun (1997) presented a method for automated detection and diagnosis of 
faults in vapor compression air conditioners which only required nine temperature 
measurements and one humidity measurement.  A steady state model was used to describe 
the relationship between operation conditions and the expected output states under normal 
operation conditions.  By comparing the measurements of the output states under steady state 
operations with those predicted by the steady state model, residuals were calculated.  For 
fault detection, statistical properties of the residuals were used for evaluation and a set of 
rules based on directional changes were used to identify the unique cause of each fault.  The 
thresholds selection of critical residuals considered the tradeoff between the sensitivity of the 
method and the false alarm rate.  Following this research, Braun and Chaturvedi (2002) 
described the development and evaluation of an inverse model.  The goals of this study were 
to allow model training using only a limited number of data acquired over a short period of 
time and make accurate prediction associated with different pre-cooling strategies.  The 
model was a hybrid or “gray-box” approach that used a transfer function model with a simple 
physical representation for energy flows in the building.  About two or three weeks of data 
were necessary. 
 Jia and Reddy (2003) proposed an online model based AFDD method for medium to 
large chillers.  Six process faults were identified based on five important characteristic 
features which were developed from fifteen variables evaluated.  Because data labeled as 
fault free and faulty generally were not available for a field chiller, online tuning of the fault 
detection thresholds had to be calculated heuristically over time.  Clean fault free data were 
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required to generate the regression model for chiller fault free behavior.  The authors 
provided clear guidance for practical implementation of the proposed AFDD methodology.  
The study was only limited to process faults. 
 Reddy (2007) proposed a general methodology for evaluating AFDD methods using 
steady state data and identified and evaluated four multivariate model based AFDD methods 
against some laboratory chiller performance data.  All four methods evaluated belong to the 
same general class, namely data driven methods. The four methods included model-free fault 
detection with diagnosis table, multiple linear regression model with diagnosis table, 
Principle Component Analysis (PCA) model with diagnosis table, and linear discriminate and 
classification approach.  The second method was identified the most promising chiller AFDD 
tool based on sensitivity analysis on various false alarm rates. 
 
2.3 AHU AFDD Method Overview 
 Recent and representative AFDD studies for AHU system are summarized in this section.  
Those studies that use PCA related methods will be introduced in Sec. 2.5. 
 Glass et al. (1995) presented a qualitative model-based approach for detecting faults in 
an AHU.  The study analyzed certain steady states of the subsystem of the plant in terms of 
qualitative criteria.  Steady state conditions of the system were observed for a sufficient 
length of time.  Then, the controller outputs of preheating coil, damper, and cooling coil were 
converted to qualitative values, such as “CLO” stands for “close”.  The temperature 
measurements of outside air, supply air and return air were input to a model-based predictor 
which outputs the expected qualitative controller states.  If the qualitative controller outputs 
are outside the allowed sectors during a certain temperature condition, a fault is detected.  
Faults are detected based on the discrepancies between the measured qualitative controller 
outputs and the corresponding model-based predictions.  No discussions or examples were 
provided for fault diagnosis.  Fault detection sensitivity and ability to deal with false alarms 
were not discussed. 
  
14
 Lee et al. (1996) presented two methods for detecting faults in a laboratory variable air 
volume (VAV) AHU.  The first method defined residuals that provided a measure of the 
difference between the normal operation condition of the system and the measured one.  A 
fault was detected when the residuals show significant difference.  In the second method, 
parameters of ARX model were estimated by employing a single-input/single output ARX 
system identification method.  Model parameters were determined using the Kalman filter 
recursive identification method.  When a process operates under normal operating conditions, 
the parameters in a continuously updated model of the process would be at their normal 
values.  If some physical changes in the system cause deviation from the normal state, some 
or all of the parameters would deviate from those normal values.  Therefore, the faulty 
condition could be identified.  Eight typical faults were discussed in this paper because each 
faults has a unique signature, no separate diagnosis is necessary.  For the parameter 
identification method, it worked well for complete or abrupt failure, but does not fit for 
performance degradation fault such as fouled cooling coil fault.  In addition, parameters were 
found to be very sensitive and varying with load. If building load change rapidly, this method 
may not detect faults. 
 Peitsman and Soethout (1997) described the application of ARX models for real time 
model-based fault diagnosis in AHU system.  In the system identification approach adopted 
in this paper, two hierarchical levels of modeling were distinguished, the system level and the 
component level.  The system level model was used to detect faults. After a fault had been 
detected, the fault would be diagnosed on the component level in order to obtain specific 
information about which part of the system is defective.  From the viewpoint of model-based 
diagnosis, the AHU is a “sequential system”.  This means that the components of the system 
are connected in a chainlike way.  The AHU was decomposed into a network of several parts, 
such as the return fan, the mixing box, the cooling coil, the heating coil, and the supply fan. 
 House et al. (1999) demonstrated the application of several classification techniques for 
AFDD of seven different faults in an AHU.  The test data for the comparison were generated 
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using a simulation model.  Residuals were used as signatures for various faults and defined as 
the difference between the actual and expected values of a variable or parameter.  An 
expected value could be a set point or a model prediction.  In this study, the training data are 
labeled, that is, the class of operation of each data point is known as priori.  Although all 
training data are taken from data sets for which the status of operation is known to be either 
normal or faulty, the residuals at any given time are not always consistent with what was 
expected for a particular operating status.  ANN classifiers, nearest neighbor classifiers, 
nearest prototype classifiers, a rule-based classifier, and a Bayes classifier were compared for 
both fault detection and fault diagnosis.  The Bayes classifier appeared to be a good choice 
for fault detection.  For fault diagnosis, there were not significant differences in the 
performance of six classifiers.  In addition, all of the classification methods as well as neural 
networks method need both fault-free and faulty data for the development of models. 
 Carling (2002) presented a comparison of three fault detection methods for AHUs.  The 
three methods included a qualitative method that compares controller outputs and model-
based predictions, a rule-based method that examines measured temperatures and controller 
outputs, and a model-based method that analyzes residuals based on steady-state models.  
The main conclusions from the comparison of three fault detection methods based on field 
data of an air-handling unit and artificially introduced faults were as follows: 
 The qualitative method was easy to set up, required no additional sensors, and generated 
few false alarms.  However, it detected only a few of the faults introduced. 
 The rule-based method used standard sensors, was straightforward, and detected more 
faults.  Some of the rules were system specific and were not applicable to the current 
plant and therefore generated false alarms. 
 The residual method also detected more faults.  However, it required additional sensors, 
was time-consuming to set up, and generated false alarms due to varying airflow and 
water flow rates. 
 Norford et al. (2002) presented two methods for detecting and diagnosing faults in 
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AHUs.  One of the AFDD methods used a first-principles based-model of system 
components, and the second method was based on semi-empirical polynomial correlations of 
sub-metered electrical power with flow rates or process control signals generated from 
historical data.  The two fault detection method compared the differences between the 
observed system behavior and a reference model of the system operation.  Experiments were 
conducted to artificially introduce faults on three AHUs, totally eleven faults were introduced.  
The two methods were then evaluated using experimental data.  The criteria used in the 
evaluation of the two AFDD methods are sensitivity, robustness, the number of sensors 
required, and ease of implementation.  Both methods detected nearly all of the faults, but 
diagnosis was more difficult than detection.  The electrical power correlation method was 
generated from data collected from normal system operation, under closed-loop control, and 
demonstrated greater success in diagnosis, although the limited number of faults addressed in 
the tests contributed to this success.  The first-principles based-model was sensitive to the 
occurrence of non-ideal system behavior which was caused by seasonal weather change, 
considered it a design fault.  The grey box electrical power models were less sensitive to the 
occurrence of non-ideal system behavior; however, it can not detect a fault that affects 
performance but had no effect on the electrical load. 
 Lee et al. (2004) proposed a scheme for on-line AFDD at the sub-system level in an 
AHU.  Four local level control systems were included: (i) cooling coil sub-system which 
includes supply air temperature; mixed air temperature; mixed air humidity; supply air flow 
rate; and cooling coil control signal; (ii) supply fan sub-system which includes supply air 
duct static pressure; supply air flow rate; mixing box damper control signal; and supply fan 
control signal; (iii) return fan sub-system which includes supply air flow rate; return fan 
control signal; mixing box damper control signal, and return air flow rate; (iv) mixing box 
sub-system which includes outdoor air temperature; return air temperature; supply air flow 
rate; return air flow rate; mixing box damper control signal; and mixed air temperature.  This 
approach requires representative training samples to adequately span the variation in the data 
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and store the training sample, which is also required by PCA method.  Clustering techniques 
group samples so that a group can be represented by a single prototype node.  Drifting sensor 
faults were examined in this paper.  However, the four residuals generated from four local 
component systems are not sufficient to diagnose faults on the component level.  As noted 
previously, the present method only indicates the presence of a fault on the subsystem level.  
Thus, the supply-air temperature sensor fault and the fouled coil would be classified as the 
same fault.  To further locate faults, expert knowledge combined with some statistical 
method are helpful; functional test methods are the last choice if measurements are not 
sufficient to isolate faults. 
 
2.4 PCA Method & Their Applications in Process Operation 
2.4.1 Introduction 
 The previous two sections cover some of the various AFDD methods that have been 
utilized in HVAC systems.  This section attempts to introduce some promising multivariate 
statistical techniques that have been used for AFDD in other industries such as chemical 
engineering and waste water treatment plants.   
 Similar to HVAC systems, systems in chemical process operation and wastewater 
treatment also produce large amounts of real time process performance measurements at high 
frequency.  Online statistical process control (SPC) is the primary tool traditionally used to 
improve process performance and reduce variation on key parameters.  Due to the high 
number of measured variables, multivariate statistical techniques are used which provide 
capabilities to compress data and reduce data dimensionality so that essential information is 
retained and analyzed more easily than the original huge data set.  By dealing with all the 
variables simultaneously, multivariate methods extends traditional univariate control chart 
methods (Schein and House, 2003) for information extraction on the directionality of process 
variation.  Principle component analysis (PCA) method is a standard multivariate technique 
to transform a number of related process variables to a smaller set of uncorrelated variables.  
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Kourti (2004) provided a good explanation for PCA method.  When using a PCA method, 
principle components (PC) can be extracted by linearly combining the original input 
variables.  Figure 2.2 illustrates a simple schematic interpretation of PCA.  Suppose that 
there are five variables in a process.  Notice those variables x1, x3 and x4 exhibit the same 
pattern; they are correlated with each other for this time period.  Therefore, two PCs can be 
used in this example.  The first PC is a weighted average of x1, x3 and x4, while the second 
PC is a weighted average of x2 and x5.  Again, the main purpose of PCA method is to find 
factors that have much lower dimensions than the original data set but can still properly 
describe the major trends in the original data set.  More information about PCA method is 
provided in Sec. 3.1.  
 
 
 
 
 
 
 
 
 
 
Figure 2.2 A simplified representation of PCA (Kourti (2004)) 
 
 Conventional PCA is applied widely for a two-dimensional matrix of data with steady 
state conditions.  Since these conditions may not be satisfied in real practice, several 
extensions of PCA have been developed and are introduced in the following sections.  
2.4.2 Multi-block PCA (MBPCA) 
 When using multi-block PCA (MBPCA), a large data matrix is decomposed into smaller 
matrices of blocks to allow easier modeling and interpretation of a large data matrix.  The 
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PCA model is then developed for each block, as well as for multiple blocks together to 
capture the relationship between the sub-blocks.  The blocks are defined based on physical 
knowledge about the system that being modeled, such as variables measured on distinct 
equipment or corresponding to different regimes of operation.  The approach provides greater 
insight into the data than conventional PCA. 
 Qin et al. (2001) explored the orthogonal properties of four MBPCA and Partial Least 
Squares (PLS) algorithms.  The use of MBPCA and PLS for monitoring and diagnosis is 
derived in terms of regular PCA and PLS scores and residuals, which can be identified in the 
contribution plot.  While the multi-block analysis algorithms are basically equivalent to 
regular PCA and PLS, blocking of process variables in a large-scale plant based on process 
knowledge helps to localize the root cause of the fault.  New definitions of block and variable 
contributions to SPE and T2 (Refer to Sec.3.1) are proposed and successfully applied by Qin 
et al. (2001). 
 In Smilde et al. (2001), the general theory of multi-way multi-block component and 
covariates regression models was explained.  The new method allows different numbers of 
components to be selected for each block, which means that blocks can be modeled with 
fewer PCs than using the existing MBPCA methods.  This is specifically helpful for 
diagnostic purposes.  Algorithms to calculate the components were presented.   
2.4.3 Dynamic PCA (DPCA) 
 In most operational processes such as waste water treatment and HVAC operating 
processes, measurement variables rarely remain at steady state but are rather driven by 
random noise and uncontrollable disturbances, such as seasonal fluctuations.  The 
measurement data are auto-correlated data and the process systems show dynamic properties.  
Therefore, a method taking into account the serial correlation in the data is needed in order to 
implement an AFDD method. 
 Ku et al. (1995) showed that a linear time-series relationship can be incorporated into 
the conventional PCA analysis.  Dynamic PCA (DPCA) model can be extracted from the 
  
20
data arranged to represent an ARX model structure (Refer to Sec. 2.2).  For a dynamic 
system, the current values of the variables depend on the past values.  The steady state PCA 
approach may be extended to model and monitor dynamic systems by augmenting the data 
matrix to include time-lagged variables: 
 
 ]),...,1()(),...,1()([ 2211 −−= txtxtxtxX  (2.4.1) 
 
The augmented data matrix uses appending lagged time-series modeling to extract the time-
dependent relations in the measurements.  DPCA extends the capability of conventional 
static PCA to be used for dynamic multivariate system and was proven to be effective at 
small disturbance detection. 
2.4.4 Nonlinear PCA  
 Conventional PCA has been found to perform well when applied to steady-state linear 
processes without serious dynamics.  For more complicated cases with particularly nonlinear 
characteristics, PCA performs poorly due to its assumption that the process data are linear.  A 
nonlinear PCA technique, called kernel principal component analysis (KPCA) has emerged 
in recent years as an effective approach to solve the problem of nonlinear data.  The basic 
idea of KPCA is to map input vectors into a high-dimensional feature space via the 
appropriate kernel function, which helps to relate input space by some nonlinear mapping.  
Then PCA is performed in the projected feature space. 
 Yoo et al. (2006) proposed a new dynamic nonlinear monitoring method that combined 
KPCA and an exponentially weighted moving average (EWMA) for biological wastewater 
treatment processes.  Biological wastewater treatment processes have several features similar 
to AHU operations.  First, most process changes occur slowly and continuously. Second, the 
processes exhibit strong non-stationary and dynamic characteristics.  The kernel functions of 
KPCA can capture the nonlinearity of bioprocesses and EWMA can catch the dynamics of 
bioprocesses.  The monitoring results on bioprocesses showed that this method was better at 
detecting small shifts than existing static, linear and nonlinear monitoring methods.  
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Therefore, the results indicated that this method is an appropriate tool to supervise process 
stability and to analyze nonlinear bioprocesses, yielding a fast and robust monitoring system. 
2.4.5 Recursive PCA (RPCA) 
 A major limitation of PCA is that PCA model, once built from the data, is time-invariant, 
while most real processes are time-varying.  Frequent external condition changes can cause 
process fluctuations and result in variables that have: (i) changes in the mean value; (ii) 
changes in the variance; (iii) changes in the correlation structure among variables.  As most 
industrial processes experience slow and normal time-varying behaviors, recursive PCA 
(RPCA) method is expected to have a broad applicability.  RPCA efficiently updates the 
model by recursively calculating the correlation matrix, determining the number of PCs, and 
confidence level for SPE and T2, which are indices for fault detection.  Li et al. (2000) 
presented a monitoring strategy that built a RPCA model with a moving time window. PCA 
model was updated at fixed time intervals to overcome the problem of changing operation 
conditions, which commonly demonstrated slow time varying behaviors.  The updated 
elements of RPCA included sample-wise update, recursive determination of number of 
principal components, and confidence limits for SPE and T2 in real time to facilitate adaptive 
monitoring. 
2.4.6 Multi-scale PCA (MSPCA) 
 Another way to handle changing process conditions is to use the wavelet transform 
method.  Wavelet transform method can be used to decompose a signal into different scales 
of decreasing level of detail or resolution.  More explanation about the wavelet transform 
method can be found in section 4.2.  Multi-scale PCA (MSPCA) combines the ability of PCA 
to extract the cross-correlation relationship between the variables with the ability of wavelet 
transform method to extract the auto-correlation features in the measurements.  MSPCA 
monitors process measurement at different time-scale by decomposing measurement data 
into separate frequency bands.  This method increases the sensitivity of fault detection, which 
makes it possible to detect small but significant events in data displaying large variations. 
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 As an application of this approach to fault detection, MSPCA has been proposed by 
Bakshi (1998).  Wavelet analysis partitions data set into frequency intervals (scales) and each 
scale is modeled locally by PCA method.  MSPCA extracted relationships between the 
variables such as supply air temperature and humidity by PCA, and between the samples by 
wavelet analysis.  It is similar to multi-block PCA in that both methods decompose the 
overall monitoring statistics.  However, the multi-block methods block the information 
according to variables, whereas the multi-scale methods block the data with respect to the 
wavelet coefficients at different scales. 
2.4.7 Model Library Based Method 
 Frequent changes of operating conditions require frequent updates of the monitoring 
models.  Hwang and Han (1999) developed a library of local monitoring models, so that each 
of them is valid for a corresponding operating condition.  The local monitoring models 
offered a higher monitoring resolution within limited operation range. However, the 
approach has many limitations.  Firstly, operation conditions are not fixed; therefore, the 
model library should be updated continuously to take into account the generation of new 
operating condition.  During the update process, it will be difficult to discriminate between 
data that are under faulty operation condition and those that are under a different operating 
condition.  Secondly, huge volume of measurement data is required for the update of 
monitoring models library, and they often exceed our capability of interpreting and practical 
applications.  This often creates overload data and redundant information.  The efficient 
reduction of training data is a big issue to solve, meanwhile maintain the quality of training 
data.  Thirdly, it is difficult to separate different operation conditions clearly, that is, the 
boundaries of different operation conditions are hard to determine. 
2.4.8 Fault Diagnosis 
 PCA methods have been found to be useful in fault detection processes based on 
historical normal operating data.  For fault diagnosis, however, they have been less powerful 
because of the non-casual nature of the data.   
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 Lu et al. (2003) proposed a new process monitoring and diagnosis method that combined 
PCA to reduce the process dimension and wavelet analysis to extract the time-frequency 
process feature.  A similarity measure was defined to compute the similarity degrees between 
pairs of process features for online fault diagnosis.  Quantitative fault features were extracted 
from fault data by wavelet analysis method and saved in a database.  The current fault is 
assumed to match an existing fault in the database if their fault features match.  The method 
can not only detect abnormal conditions, but also differentiate faults with similar time-
domain characteristics, overcoming the major difficulty associated with the existing 
contribution plot method. 
 Yoon and MacGregor (2001) improved the PCA fault isolation method using additional 
data on past faults to supplement the models.  This method extracted fault signatures that 
were vectors of movement of the fault in both the model space and the residual space.  The 
directions of these vectors were then compared to the corresponding vector directions of 
known faults obtained from historical fault data.  Fault isolation was then based on the 
observation of a joint plot of the angles between the vectors of the current fault and those of 
the known faults.  Additional conclusion of this paper was that the number of principle 
components to be included in the PCA model will not result in any difference in the fault 
isolation step, or change in fault isolation ability. 
2.4.9 Promising PCA Methods for AHU System 
 AHUs operate in a dynamic environment with ever changing weather conditions and 
internal loads.  Normal fault-free measurements change with weather and load conditions and 
are hard to distinguish from faulty conditions.  AHU operations are non-stationary and time 
varying processes.  Even if normal training data which spread over an entire year range are 
available, a PCA model may still not be able to differentiate fault conditions from fault free 
normal conditions corresponding to a different weather or load condition.  Appropriate data 
preprocessing methods are necessary to solve the problem.  The literature indicates three 
such preprocessing methods, namely, model library based method, Recursive PCA method, 
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and Multi-scale PCA method.   
 The model library based method and its problems have been discussed in Sec. 2.4.8.  
Section 2.4.6 introduced RPCA method.  Nevertheless, RPCA may be difficult to be 
implemented in practice for AHU system.  AHU system operation is scheduled for several 
settings daily, such as occupied, unoccupied with system off, night set-back, and system 
start-up.  Such operation mode changes result in abrupt process variable and parameter 
changes.  Continuous PCA model update as used in RPCA method will be interrupted by 
operation setting changes, which leads to failure of discerning faulty conditions from normal 
conditions.  Moreover, RPCA updates its models continuously.  Thus, it is difficult to detect 
degradation faults, such as sensor drifting, because the slow developing faults are hard to be 
distinguished from the normal evolution of the process. 
 As discussed in Sec. 2.5, Wang and Fu (2006) combined the model library based method 
and RPCA method to adapt to the time-variant behavior of air-handling processes.  Two 
independent variables, outdoor air temperature and outdoor air humidity were selected to 
represent the change of AHU operation conditions, supposing the internal load shifts and 
solar irradiant level change will not affect the validity of the PCA model.  However, the 
inherent drawbacks of the two methods still existed and have not been solved by the 
combination of two methods.  The operation mode changes still hinder the continuous update 
of PCA model.  Furthermore, the generation of adaptive PCA model library needs normal 
operation data for at least one year.  Even if only a minor equipment or setpoint changes, the 
PCA model library have to be regenerated and another yearly data are required again.  In 
conclusion, this method is not feasible in practice for AHU system. 
 Introduced in Sec. 2.4.7, MSPCA is promising and suitable to work with process data 
that are far from the stationary processes under the influence of slow variations, such as 
seasonal fluctuations and other long-term dynamics.  In Teppola and Minkkinen (2000), 
these low-frequency variations were filtered out from original measurement using wavelet 
transform, because they are very detrimental for masking the real process faults.  The 
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literature indicates that the wavelet transform approach is more robust in the sense that no 
model updating is needed for transient process faults.  Furthermore, low frequency 
information is assumed to represent the effect of process dynamics, varying with operation 
conditions.  Other frequency information is supposed to be free from the impact of operation 
condition changes and generic to all of operation mode.  Then fewer training data are needed 
to build PCA model for training.  
 Based on the above discussion, MSPCA using wavelet transform method shows the 
most promise for data preprocessing.  
 
2.5 The Application of PCA Methods in HVAC System 
 PCA method has been widely used for AFDD in many fields.  However, only a few 
applications of PCA in HVAC systems have been reported.  The main difficulty of applying 
PCA methods in HVAC area lies in the fact that HVAC systems are highly nonlinear and 
greatly affected by outdoor and indoor conditions, such as weather conditions and internal 
load changes. 
 Wang and Fu (2006) presented an AFDD strategy for a typical AHU to detect 
degradation sensor faults.  A condition-based adaptive scheme was used to update the PCA 
model to follow the normal shifts in the AHU process due to changing operating conditions, 
where the outdoor air temperature and humidity were selected to represent the changing 
operating conditions.  This scheme improved the performance of the adaptive PCA method in 
detecting and diagnosing slowly developing faults.  Two sub-PCA models relatively based 
on heat balance and pressure-flow balance were utilized in parallel to make variables in the 
individual model more closely correlated, consequently enhance the sensibility of PCA 
model.  Physical knowledge about the process was proven to be successful in isolating faults.  
Some simple sensor faults can be diagnosed using the Q-contribution plot (Refer to Sec. 
3.1.3) and the changing directions of the affected variables (fault pattern).  The condition-
based adaptive scheme did not consider the reality of operation mode changes, like the 
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iteration of occupied and unoccupied modes. 
 Du and Jin (2007) forwarded the research of Wang and Fu (2006) with some innovations 
for fault diagnosis.  Multi-level PCA models including system and local level models were 
built to detect faults occurred in an AHU systems.  The joint angle analysis (JAA) method 
combined with some expert rules was used to isolate faults, as the Q contribution plot (used 
by Wang and Fu, 2006) was too weak to identify complex faults with propagation 
characteristics in the AHU system.  Process faults were considered in the AFDD method 
besides sensor faults.  However, the following weaknesses still existed in this study: (i) Fan 
and controller faults were not included in this study.  The two local levels of PCA models did 
not include pressure measurement and control signals that were sent to both supply fan and 
return fan.  (ii) To use JAA method, a fault signature library for all known fault needed to be 
built.  The signature library must be developed from faulty data.  It was unclear currently 
whether such library would be generic for all AHUs from different buildings with different 
configurations.  The development of PCA model did not need involvement of the faulty data. 
 Xu et al. (2008) developed an enhanced sensor AFDD strategy for centrifugal chillers 
using wavelet analysis method and PCA method.  Processing measurements of sensors 
without pre-treatment may deteriorate the performance of sensor AFDD strategy using PCA 
because of the embodied noises and dynamics.  Wavelet analysis can extract the 
approximations of sensor measurements by separating noise and dynamics.  Through the 
application of wavelet transform method, high-frequency noise as well as sharp spikes in the 
data can be removed without smoothing out the important features in the measurement data.  
The results demonstrated that this strategy can produce better performance of sensor AFDD 
in terms of fault detection ratio, diagnosis ratio and estimation accuracy when compared with 
conventional PCA-based sensor AFDD strategy using raw or simple processing 
measurements for PCA modeling. 
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2.6 AHU Dynamic Modeling and Validation 
2.6.1 AHU Dynamic Modeling 
 Dynamic AHU simulation models are important tools for the development and 
evaluation of AFDD methods.  Dynamic performance modeling of the AHU systems has 
been of interest for well over 20 years. 
 Various building heating, ventilating, and air conditioning simulation models have been 
developed during the past decade for different purposes (Reddy et al., 2006): 1) Simplified 
Spreadsheet Programs, such as BEST (Waltz, 2000); 2) Simplified System Simulation 
Method, such as SEAM and ASEAM (Knebel 1983 and ASEAM 1991); 3) Fixed Schematic 
Hourly Simulation Program, such as DOE-2 (Winkelmann et al., 1993), and BLAST (BSL, 
1999); 4) Modular Variable Time-Step Simulation Program, such as TRNSYS (SEL, 2000), 
SPARK (SPARK, 2003), ESP (Clarke and McLean, 1998), Energy Plus (Crawley et al., 
2004), ASHRAE Primary and Secondary Toolkits (Bourdouxhe et al,, 1998 and 
Brandemuehl, 1993); and 5) Specialized Simulation Program, such as HVACSIM+ (Park et 
al, 1985), GEMS (Shah, 2001), and other CFD programs (Broderick and Chen, 2001).  
Detailed building and HVAC simulation model reviews can also be found in Kusuda (1999 
and 2001), Bourdouxhe et al. (1998), Shavit (1995), Ayres and Stamper (1995), and Yuill 
and Wray (1990).  Based on available reviews, several simulation software can be used for 
dynamic AHU model development and are discussed in further detail below. 
 HVACSIM+ (Park et al, 1985) developed by National Institute of Standards and 
Technology (NIST) uses a unique hierarchical variable time step approach in which 
components are grouped into blocks and blocks into super-blocks.  The actual breakdown of 
the system is left to the user.  Each super-block is an independent subsystem, whose time 
evolution is independent of other super-blocks. The only exception is the building envelope, 
which uses a fixed, user-specified time step. The time step in a super-block is a variable, 
which is automatically and continuously adjusted by the program to maintain numerical 
stability.  HVACSIM+ is especially appropriate for simulating secondary systems and 
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control strategies, and has been undergoing experimental validation and improvements for 
several years (Dexter et al., 1987).  
 TRNSYS (SEL, 2000) developed by the Solar Energy Laboratory, University of 
Wisconsin Madison, uses a component based methodology in which: 1) a building is 
decomposed into components, each of which is described by a FORTRAN subroutine, 2) the 
user assembles the arbitrary system by linking component inputs and outputs and by 
assigning component performance parameters, and 3) the program solves the resulting non-
linear algebraic and differential equations to determine system response at each time step.  
 SPARK (SPARK, 2003), which is similar to a general differential/algebraic equation 
solver, is an object-oriented software system that can be used to simulate physical systems 
that are described by differential and algebraic equations.  In SPARK, components and 
subsystems are modeled as objects that can be interconnected to specify the model of the 
entire system.  Models are expressed as systems of interconnected objects, either created by 
the user or selected from a library.  An HVAC tool kit library is supplied with SPARK.  An 
on-going project (Xu and Haves, 2001) conducted by the Lawrence Berkeley National 
Laboratory extends the current SPARK HVAC library to include more equipment models, 
such as AHUs and chillers, as well as models related to control systems.   
 SIMBAD (SIMBAD, 2004) is a family of HVAC system toolboxes developed for the 
MATLAB/SIMULINK environment (MATLAB 2006).  It provides 11 modules which 
simulate building and zones, production and storage devices such as boiler and storage tank, 
hydronic and air flow distribution, heat emission devices such as zone terminal units, control 
devices, and weather and occupancy profiles.   
 EnergyPlus (Crawley et al., 2004) is a building energy simulation program developed 
from BLAST and DOE-2.  It includes many innovative simulation capabilities such as time 
steps of less than an hour, modular systems and plant integrated with heat balance-based 
zone simulation, multizone air flow, thermal comfort, and photovoltaic systems (EnergyPlus, 
2005).   
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 ASHRAE 825-RP (Norford and Haves, 1997) extended the ability of HVACSIM+ and 
TRNSYS in the following areas: 1) new models such as those for controller, sensor, and air 
flow path were developed; 2) component models of the building fabric and mechanical 
equipment were enhanced; 3) a real building (building E51), including the AHU system, was 
simulated and documented in detail to demonstrate the use of the models.  This model is 
referred as the E51 model hereafter.  Although the E51 model was not validated, it provided 
a good framework and model structure for other system model development.   
2.6.2 AHU Model Validation 
 There are publications in the literature that discuss HVAC system dynamic model 
verification and validation such as those focus on a) component models (Clark et al., 1985, 
Zhou and Braun, 2007); b) primary systems (Henze et al. 1997 and Wang et al., 2000); and c) 
air conditioning process and its interaction with building zones (Brandemuehl et al., 1990 
and Ahmed et al., 1998).     
 Two papers were found that specifically discussed AHU dynamic model validation:  
z Chen and Deng (2006) developed a dynamic simulation model for a direct expansion 
VAV air conditioning system consisted of a VAV air distribution subsystem and a DX 
refrigeration plant.  AHU model was part of the overall model.  A test rig was developed 
for validating the model.  However, the validation process only included comparing 
model outputs and experimental data under an open loop step change of compressor 
speed (one speed adjustment).  No real weather conditions or internal loads was applied 
to the model. 
z Nassif et al. (2008) developed a series of simplified component models for an AHU, a 
VAV terminal unit, building zone, and their control systems.  Real operation data 
collected from the system control system were used to obtain model parameters.  Model 
outputs were compared with system measurements.  However, the component models 
were not connected to each other and it was unknown how well the entire system model 
would perform if all component models were connected.   
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 The above literature review indicates that there is a lack of a comprehensive validation 
study for AHU dynamic models that compares the entire system model predictions with real 
operation data.  In this study, three perspectives of the 1312 AHU model are to be validated:  
1. Parameters:  during the model development process, all parameters are obtained 
from either nominal design values or from manufacturer catalogs.  Those values 
often do not reflect the true parameters for a real system.  An important part of the 
validation process is to first "tune/calibrate" the parameters in the simulation model 
from system measurements;  
2. Component models: component models used in HVACSIM+ may not be able to 
simulate the test facility AHU performance satisfactorily because HVACSIM+ 
component models generally represent new and ideal component behaviors; and  
3. System performance:  even after all component models perform agreeably, the 
system performance may still not be satisfactory due to error propagation and 
numerical calculation stability. 
 
2.7 Summary of AHU Faults 
 Various AHU faults have been described in the literature.  Faults can either be described 
by their symptoms, such as "supply air temperature is too high", or by their sources (faulty 
devices), such as "cooling coil valve is stuck closed".  Among all available AHU AFDD 
studies, several studies discussed the AHU faults systematically and in great details and are 
summarized here. 
 As part of the IEA ANNEX 25 study (Hyvarinen and Kohonen, 1993), various possible 
AHU faults are provided.  A survey was conducted among AHU designers, construction 
engineers, and commissioning engineers to rank the various possible AHU faults based on 
their importance.  Seven reasons were used when considering whether a fault is important, 
which include 1) Environmental degradation and occupant complaints; 2) Increased energy 
consumption; 3) Serious secondary damage; 4) Frequent occurrence; 5) Difficult detection; 6) 
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Lengthy repair time; and 7) Costly repair.  Based on the survey, AHU faults related to air 
damper, coil valve, and fan speed appear to be fairly common.  
 Table 2.1 supplies a comprehensive list of possible AHU faults, among which, only part 
of the list has been studied in the AFDD literature.  Totally twenty seven recent articles in 
AHU AFDD are selected and summarized in Table 2.1.  Theoretically, all AHU devices 
including control software could develop faults.  Therefore, the faults listed in Table 2.1 are 
categorized based on the specific device corrupted by a fault, with the devices grouped into 
four categories: sensor, controlled device, equipment, and controller.  Such categories are 
mostly used among control engineers.  For each device, common faults are summarized in 
Column 3 of Table 2.1.  Column 4 provides fault severity magnitudes cited in the literature 
with a format of: severity [reference].  Column 5 lists studies that have cited the associated 
faults without providing fault severity.  Column 6 specifies the experimental data sets that are 
associated with different faults which have been conducted at the Iowa Energy Center 
Energy Resource Station (ERS) test facility. 
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Table 2.1 AHU fault summary. 
Category Device Type Literature with Severity Literature without Severity 
Available 
Exp. Data
discrete 0 [4]
*; 2.8C [21]; 3 and 
5F [22]; 2.5C [25] 
[15], [16], [24], 
[26], [27] [21], [22] SA Temp offset 
drift 5.4F [1]; 2.7F [4] , 1.8F [18]; -4 to 4 °C [23]   
discrete  [27]  MA Temp offset drift -4 to 4 °C [23], 1C [25]   
discrete  [26], [27]  
OA Temp offset drift 10F [20]; -4 to 4 °C [23]; 1C [25] [11]  
discrete  [26], [27]  
RA Temp offset drift 5.4F [1]; -4 to 4 °C [23]; 1C [25]   
discrete  [4], [15], [16], [27]  SA Pressure offset 
drift [25]   
discrete    Building Pressure offset drift    
discrete 0 [4]* [15], [16], [27]  SA CFM offset 
drift    
discrete 0 [4]* [15], [16], [26], [27]  RA CFM offset 
drift    
discrete  [26], [27]  OA CFM offset drift    
discrete    SA HUMD offset drift    
discrete  [26]  OA HUMD offset drift    
discrete  [26]  
Sensor 
RA HUMD offset drift    
fully open [1], [19], [20]  [22] 
fully closed [1], [20]   Stuck 
partially open 45% [19]; 40% [23] [20], [24]  
Leaking  10% 25% 40% [23] [4]  
OA Damper 
Faulty position indication    
fully open [19]  [21], [22] 
fully closed [2], [19], [25]  [22] Stuck 
partially open 50% [8];55% [19]; 10% 25% 40% [23] [10]  
RA Damper 
Leaking  10% 25% 40% [23] [12] [22] 
fully open    
fully closed    Stuck 
partially open    EA Damper 
Leaking   [4]  
fully open [4]   
Controlled 
Device 
Valve of 
Preheating Coil Stuck fully closed [4]   
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Table 2.1 AHU fault summary. (cont.) 
Category Device Type Literature with Severity Literature without Severity 
Available 
Exp. Data
fully open    
fully closed [1]   Stuck 
partially open    Valve of Heating 
Coil 
Leaking  
25% [1]; 10% 25% 40% 
[23]; 2%, 3% [21]; 5% 
[25] 
[5], [6], [19] [21], [22] 
fully open [7]; [19]; 10% 25% 40% [23];  [22] 
fully closed [1], [7]   Stuck 
partially open 50% [7]; 50% [19] [5], [15], [16], [17]; [25]  
Controlled 
Device 
Valve of Cooling 
Coil 
Leaking  
25% [1], 10% [7], 20% 
[8], 3% [13], 3% [14], 
10% [18], 10% 25% 
40% [23] 
[24] [22] 
Increased pressure drop    
Complete failure of SF and RF [4], [15], [16]   
decrease in the motor efficiency 10% [25] [5]  Fan 
belt slippage  [5] [22] 
Duct Leaking    
Fouling (fin and tube)    Heating Coil Reduced capacity    
Fouling (fin and tube) 
1mm [13, 14]; 2mm 
[18]; air 0.4m2K/kW 
[5]; water 0.5m2K/kW 
[5] 
[24]; [25] [22] Cooling Coil 
Reduced capacity 70%, 42%, 27% [22]  [22] 
Fouling    
Equipment 
Preheating Coil Reduced capacity    
Mixing Dampers Unstable    
Heating Coil Unstable    
Cooling Coil Unstable    
Sequence of 
heating and 
cooling devices 
Unstable open loop [3]   
Reverse Action   
valve actuator 
[3]; RA damper 
[12] 
 
Reverse Flow     
Return Fan stick at a fixed speed  [5]  
Controller 
Supply Fan Unstable   [22] 
 
Note: 
1) SA – Supply Air; MA – Mixing Air; OA – Outdoor Air; RA – Return or Recirculated Air; EA – Exhausted Air; Temp – 
Temperature; CFM – Air flow rate; HUMD – Humidity SF – Supply Fan; RF – Return Fan; 
2) *: faults with a severity of zero means a total failure. 
3) The list of AHU AFDD papers: 
[1]: House et al. (2001); [2]: Xu et al. (2005); [3]: Kelso and Wright (2005); [4]: Lee et al. (1997); [5]: House et al. (1997); 
[6]: Glass et al. (1995); [7]: Dexter and Ngo (2001); [8]: Salsbury (2002); [9]: Liu and Dexter (2001); [10]: Brambley 
(1998); [11]: Fasolo and Seborg (1995); [12]: Dexter (1995); [13]: Dexter and Benouarets (1996); [14]: Haves et al. 
(1996); [15]: Lee et al. (1996a); [16]: Lee et al. (1996b); [17]: Yoshida et al. (1996); [18]: Ngo and Dexter, 1999; [19]: 
Carling (2002); [20]: Katipamula (1999); [21]: Castro et al. (2003); [22]: Norford et al. (2002); [23]: Bushby et al. 
(2001)；[24]: Peitsman and Soethout, 1997; [25]: Lee et al. (2004); [26] Wang and Fu, 2006; [27] Du and Jin, 2007. 
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 In general, a wide variety of faults have been reported in the literature for AHU systems.  
Most of the studies focus on single duct VAV AHU.  Nearly all studies consider only one 
AHU operation condition with changing weather conditions.  Very few discussions about 
how the fault severities are determined for simulation or experiments can be found from the 
literature.  No detailed discussion about how various AHU faults affect energy, comfort, and 
equipment is identified from the literature review. 
 
2.8 Summary  
 Detecting and diagnosing faults can lead to improved building control and occupant 
comfort, energy savings, increased equipment life, and decreased maintenance costs.  From 
the literature review, it is found that, AHUs are used extensively in both commercial and 
institutional buildings.  However, compared to primary systems such as chillers, AHUs tend 
to be not well maintained.  Applications of AFDD to AHU will significantly reduce energy 
use, equipment down time, and maintenance costs.  EMCS data are underutilized for AFDD 
purposes.  Data-driven based methods have potential to mine large amounts of data and 
efficiently extract useful information.  
 Quantitative, qualitative and data-driven model based AFDD methods have been applied 
for HVAC systems.  But, in general, extensive prior knowledge is required to apply 
quantitative and qualitative model based methods.  They are also often building specific and 
are hard to apply to another building.  Therefore, data-driven model methods are the focus of 
this study.  PCA method is a multivariate technique capable of compressing data and 
reducing data dimensionality so that essential information is retained and analyzed more 
easily than the original huge data set.  Based on a literature review, PCA shows great promise 
to be used for AHU AFDD.   Moreover, MSPCA using wavelet transform method shows 
promise to distinguish system measurement variations due to operation condition changes 
from those due to abrupt or degrading faults.  
  
35
 Another important issue for the PCA method is the selection of training data.  Training 
data for PCA models are usually selected with a short time span to improve the sensitivity of 
PCA models.  If training data are spread over a large time span, the reliability of the PCA-
based AFDD method may be significantly affected.  Therefore, both RPCA and model 
library based methods aim at capturing the training data under operation conditions similar to 
the target data.  Existing studies that utilized PCA for AHU AFDD have not adopted any data 
preprocessing methods, which limited their applications for real systems.  One efficient 
solution, pattern matching method, is proposed and introduced in Chapter 3.   The basic idea 
of the pattern matching method is to locate periods of operation from a historical data set 
whose operational conditions are similar to the target operating condition.  This method is 
believed to improve the performance of PCA method especially in detecting and diagnosing 
slowly developing faults. 
 From the literature review, HVACSIM+ software satisfies the requirements for the 
proposed AHU dynamic model.  Two existing models, namely, the AHU and building zone 
models developed in ASHRAE 825-RP, and the cooling coil model developed in ASHRAE 
1194-RP will serve as the basis for the AHU model developed in this project. 
 In general, a wide variety of faults have been reported in the literature for AHU systems.  
Most of the studies focus on single duct VAV AHU.  Faults have been implemented in both 
simulation and field or laboratory environments.  Relatively fewer details can be found that 
report how the faults are modeled or experimentally implemented in a real AHU system.  
Nearly all studies only consider one AHU operation condition with changing weather 
conditions.  Very few discussions about how the fault severities are determined for 
simulation or experiments can be found from the literature. 
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CHAPTER 3 BACKGROUND 
 
3.1 Principle of Principal Components Analysis 
3.1.1 Data Reduction and Information Extraction 
 Principal Components Analysis is a favorite tool for data compression and information 
extraction.  Generally, there is a great deal of correlated or redundant information in 
laboratory and process measurements.  Essential information often lies not in any individual 
variable but in how the variables change with respect to one another; that is, how they co-
vary.  PCA provides combinations of variables that are more useful description of process 
conditions or events than individual variables. 
 In this section, basic concepts about PCA are explained.  Here, scalars are written as 
lowercase italics (x) and vectors as lowercase bold characters (x). Uppercase bold characters 
(X) represent matrices.  The symbol “T” refers to the transpose. 
 Let X nm×ℜ∈ denote the raw data matrix with m samples (rows) and n variables 
(columns).  The columns of X are normally first recommended for “autoscaling” (Ralston et 
al. 2001).  Autoscaling means adjusting the value of X to have zero mean and unit variance 
by dividing each column by its standard deviation.  This is because variables are measured 
with various means and standard deviations in different units.  Autoscaling will put variables 
on an equal basis for the analysis (Ralston et al. 2001). Equation 3.1.1 gives the correlation 
matrix of X. 
 
 
1
)cov( −= m
XXX
T
 (3.1.1) 
 
Two algorithms, the NIPALS or singular value decomposition (SVD) algorithm (Wise and 
Gallagher 2006) are often used to decompose matrix X.  The scaled matrix X is then 
decomposed as follows: 
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where it  is scores vectors; ip  is loadings vectors, E is residual matrix. 
 Therefore, PCA method reduces the original set of variables to k principal components 
and the remaining small variance factors are consolidated into a residual matrix ( E ).  The 
scores vectors ( it ) form an orthogonal set ( 0=jTi tt  for ji ≠ ) and contain information on 
how the samples (or conservations) relate to each other.  The loadings vectors ( ip ) are 
orthonormal ( 0=jTi pp  for ji ≠ , 1=jTi pp  for ji = ) and contain information on how the 
variables (or measures) relate to each other.  These variables ip , are the eigenvectors of the 
covariance matrix and the eigenvalue iλ is a measure of the amount of variance corresponding 
to the eigenvector ip . 
 
 iii ppX λ=)cov(  (3.1.3) 
 
The loadings vectors ( ip ) are considered as principal components, linear combination of 
the variables (columns of X).  The score vectors ( it ) represents the projection of each sample 
or observation onto the principal component axis.  Therefore, for an m by n matrix X, at most 
n principal components could be computed.  But due to correlation and noise, the first k 
principal components can accurately describe the major variances in the data already. 
There are many software that provide PCA tools.  In this study, the PCA analysis is 
performed using the PLS_Toolbox 4.0 (Wise and Gallagher 2006) with MATLAB.   
3.1.2 Graphical Representation 
 The concept of principal components (PC) is shown graphically in Figure 3.1.  Three 
dimensional data set lie mostly on a plane, thus the data is well described by a two PC model.  
The first PC represents the direction of the greatest variation in the data set, which is the 
major axis of the ellipse.  The second PC aligns with the direction of second greatest 
variation and orthogonal to the first PC.  In this case, a PCA model with two PC adequately 
describes all the variation in the measurements. 
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Figure 3.1 Graphical representation of Principal Components Analysis  
  (Wise and Gallagher 2006) 
 
3.1.3 Statistics Associated with PCA Models 
 In general, linear static PCA based fault detection methods use two indices, Hotelling’s 
T2 statistic (sum of normalized squared scores) and the squared prediction error (SPE), also 
known as Q statistic.  In Figure 3.1, T2 is a measure of the distance from the multivariate 
mean to the projection of the operating point onto the 2 PCs.  SPE is a measure of the 
distance off the plane formed by the 2 PC model.  The T2 limit defines an ellipse on the plane 
within which the operating point normally projects. 
 The SPE index is calculated using Eq. 3.1.4,  
 
 2
2
)( δ≤−= xPPISPE T  (3.1.4) 
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Where x is a new sample vector, δ2 denotes the threshold (statistical confidence limit) for the 
SPE with a significance level α (Qin 2003). 
The 100(1-α)% control limit for δ2 is given by  
 
 )/2()2/( 222 smms αχδ =  (3.1.5) 
 
where m and s are the sample mean and variance of the SPE values from the training data 
(Nomikos and MacGregor, 1995). 
 T2, known as Hotelling’s T2 statistic, is a measure of the variation in each sample within 
the PCA model. T2 is defined as 
 
 212 αλ TxPPxT TT ≤= −  (3.1.6) 
 
The 100(1−α)% control limit for Tα2 is calculated by means of a F-distribution as  
 
 );1,()1(2 αα −−
−= mkF
km
mkT  (3.1.7) 
 
where F(k,m−1;α) is a F-distribution with degree of freedom k and m−1 with level of 
significance α (MacGregor and Kourti, 1995).  Here m is the number of samples used to 
develop the PCA model and k is the number of principal component vectors retained in the 
model. 
 Once a fault is detected using the T2 or SPE, the Q-contribution plot, which is a bar 
graph representing Q residual contribution (the significance of each variable on the index) 
versus variable number for certain sample, can be used to diagnose the fault.  When the T2 or 
SPE breaks the threshold, the contribution of the individual variables to the T2 or SPE can be 
identified, and the variable making a large contribution to the T2 or SPE is indicated to be the 
potential fault source.  In general, the Q-contribution plot helps to reduce the possible fault 
sources and thus focuses on a smaller range of measurements among all original variables. 
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3.2 Principle of Wavelet Analysis 
3.2.1 Historical Review: From Fourier Analysis to Wavelet Analysis 
 The history of wavelets begins with the development of the traditional Fourier transform 
(FT) (Donald and Walden, 2000), which is widely applied in signal analysis and image 
processing.  Fourier transform breaks down a signal into the sum of infinite series of sines 
and cosines of different frequencies, in another word; FT is a mathematical technique for 
transforming our view of the signal from time-based to frequency-based.  Fourier transform 
is very effective in problems dealing with frequency location.  However, time information is 
lost during the process of transforming to frequency domain.  This means that although we 
might be able to determine all the frequencies present in a signal, we do not know when they 
are present.  In the time series process data, the most important part of the signal is the 
transient characteristics: drift, trends, and abrupt changes, and FT is not suited to detect them. 
 In an effort to improve the performance of the FT, the short time Fourier transform 
(STFT) has been developed in signal analysis.  STSF compromises between the time and 
frequency based views of a signal by examining a signal under a fixed time window.  The 
drawback of STSF is that the time window is fixed and same for all the frequencies.  Many 
signals require a more flexible approach; the window size is required to vary according to the 
frequency. 
 Wavelet analysis or wavelet transform is close in spirit to the Fourier transform, but has 
a significant advance.  It applies a windowing technique with variable-sized regions, a 
shorter time interval is used to analyze the high frequency components of a signal and a 
longer one to analyze the low frequency components of the signal.  Wavelet analysis is very 
effective for dealing with local aspects of a signal, like trends, breakdown points, and self 
similarity.  Furthermore, wavelet analysis is capable of removing noise from signal and 
compress signal. 
3.2.2 Wavelet Properties 
 Wavelets are a family of basis functions which are localized in the time and frequency 
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domains, and are obtained from a single prototype wavelet, called mother wavelet or basic 
function Ψ (t), by scaling and translation (shifting).  The wavelet family can be defined as 
 
 )(1)(, a
bt
a
tba
−Ψ=Ψ  (3.2.1) 
 
Where a and b represent the scale and translation parameters, respectively.  In the discrete 
case, the scale and translation parameters are discretised as ja 2=  and jkb 2= .  Ψ (t) can 
be rewritten as: 
 
 )2(2)()( 2/,, kttt
jj
kjba −Ψ=Ψ=Ψ −−  (3.2.2) 
 
where j and k denote the scale and translation parameters, respectively.  The translation 
parameter determines the location of the wavelet in the time domain, while the scale 
parameter determines the location of the wavelet in the frequency domain. 
 Given a function x(t), the wavelet coefficients are obtained through the inner product 
operation: 
 
 ∫∞
∞−
Ψ= dttxtbaW ba )()(),( ,  (3.2.3) 
 
where j and k denote the scale and translation parameters, respectively. 
 In general, wavelet analysis uses the wavelet functions which can be stretched and 
translated with a flexible resolution in both frequency and time.  The flexible windows are 
adaptive to the entire time-frequency domain, which narrows while focusing on high-
frequency signals and widen while searching the low-frequency background.  In this way, 
wavelet analysis allows the wavelets to be scaled to match most of the high and low 
frequency signal so as to achieve the optimal resolution with the least number of base 
functions. 
 The commonly used wavelet functions can be grouped into two main categories: 
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continuous wavelets and discrete wavelets.  The simplest discrete wavelet is the Haar wavelet, 
which is based on a box function.  Daubechies wavelets with different orders are the most 
popular wavelets.  In this study, Daubechies and Symlets wavelets are used for signal 
analysis.  They are orthonormal with a compact support and capable of capturing smooth 
low-frequency features.  Symlets are less asymmetric than Daubechies.  There are other 
wavelet functions, including Coiflet, Mayer, Morlet, and Mexican Hat.  The wavelets are 
chosen based on their shape and their ability to analyze the signal in a particular application. 
3.2.3 Wavelet Transform Decomposition 
 The common application of wavelet transform is signal decomposition.  Mallat (1989) 
developed a recursive algorithm to decompose and reconstruct a signal using wavelet 
transform method.  This method connects the continuous time multi-resolution to the discrete 
time filters.  As shown in Fig. 3.2, the wavelet transform can be used to decompose 
multivariate signals s into approximations a1 and details d1 coefficients at the first level.  
Application of the same transform on the approximations a1 causes them to be decomposed 
further into approximations a2 and details d2 coefficients at the second level.  The 
decomposition process can continue to a level L as long as the length of approximation 
coefficients in al is more than the length of coefficients in the wavelet filter.  The wavelet 
transform works like a filter.  After passing a signal through a wavelet transform filter, 
wavelet coefficients are generated.  The wavelet transform contains a low pass filter (only 
obtaining low frequencies), which is denoted by L0, and a high pass filter (only obtaining 
high frequencies), which is denoted by H0.  At each level, the original signal, s, passes 
through two both low and high pass filters and emerges as two signals, which is detail 
coefficients dn, and approximation coefficients an.  The terms “approximation” and “detail” 
are named by the fact that an. is the approximation of an-1 corresponding to the “low 
frequencies” of an-1, whereas the detail dn takes into account its “high frequencies”.  Wavelet 
coefficients at various frequencies reflect the signal variations at those frequencies and 
corresponding times.  Clearly, at the kth step of this partitioning procedure, the original 
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signal, s, is expressed by Eq. 3.2.4. 
 
 11 dddas kkk ++++= − L  (3.2.4) 
 
With ak. representing the smooth signals referring to the time scale 2k and dn is the detail of 
time series with the time scale located in the interval [2k-1, 2k].  
 
 
 
 
 
 
 
Figure 3.2 Three level wavelet decomposition tree 
Note: ↓2 means the number of coefficients is halved through the filters 
 
 One of the most important applications of wavelet analysis is the compression of signals.  
The “true” signal tends to dominate the low-frequency area.  The common approach to 
filtering is to remove the high-frequency components above a certain level since they 
represent the detailed information in the signal.  The approximation coefficients resemble a 
moving average.  The lower frequency approximation coefficient gives the identity of the 
signal and reflects the signal trend.  The number of wavelet coefficients decreases by a factor 
of 2 at coarser scales.  In this way, the original signal vector is smoothed and halved through 
the low pass filters.  This reaches the objective of signal compression. 
 The discrete wavelet transform can be used to analyze or decompose signals.  The 
inverse process of the discrete wavelet transform is called signal reconstruction, how those 
components can be assembled back into the original signal without loss of information.  
Whilst wavelet analysis involves filtering and downsampling, the wavelet reconstruction 
S 
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L0 2 
H0 2 d2 
L0 2
H0 2 d3 
L0 2 a3 
a2 
a1 
  
44
process consists of filtering and upsampling.  Upsampling is the process of lengthening a 
signal component by inserting zeros between samples.  Wavelet analysis is still a new and 
emerging field; more possible unknown applications of wavelet analysis are waiting for 
exploring. 
 
3.3 Pattern Matching in Historical Data 
3.3.1 Introduction of Pattern Matching in Time-series Data 
 Large numbers of process measurements are stored in an EMCS database which 
provides a valuable source of process information.  Building HVAC systems usually operate 
year-round and hundreds of variables are measured and recorded on a frequent basis, as often 
as every one to five minutes.  However, the information contained in these databases has 
been underutilized for many reasons.  The largest obstacle to extract useful information from 
historical data is simply the enormous amount of data that must be analyzed.    In this 
dissertation, a pattern matching methodology is developed for analyzing AHU data.  The 
proposed methodology provides a preliminary screening of historical data in order to locate 
periods of operation that are similar to current operating conditions.  When an AHU is 
operated under similar weather and internal load conditions, the process variables, such as 
supply air flow rate, operation of dampers and valves, are also similar.  If the past periods 
with similar operating conditions can be located from historic data, the data may provide 
useful information for detecting and diagnosing the current operation.  For example, if under 
certain weather and internal conditions, OA damper position from historical data is always 
40% open, but current OA damper position is 100% open. Then this information can serve as 
a warning sign that perhaps a economizer control fault or OA temperature sensor fault exists. 
 The ability to locate data with similar operating conditions will be advantageous for 
difficult AHU AFFD problems.  Ideally, the new methodology should not require a priori 
knowledge of the operating systems and should require minimal computer time.   
 A number of techniques have been developed for pattern matching in time-series data 
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(Singhal and Seborg, 2002a,b; Johannesmeyer et al., 2002 ).  Automated pattern matching 
methodology requires only minimal information from the user.  In particular, the user only 
has to supply the relevant process variables and their measurements for the duration of 
current examination data.  This data is referred to as the snapshot data and serves as a 
template for searching the historical database.  Furthermore, the historical data is sliced into 
data windows with fixed length.  Thus, the data windows contain the same variables and the 
same number of samples as the snapshot data.  Next, similarity factors (defined later) are 
calculated to characterize the degree of similarity between each historical data window and 
the snapshot.  The historical datasets that have the highest values of the similarity factors are 
selected for a candidate pool, which is available for subsequent analysis to gain further 
insight in system operation.  A primary research issue is how to calculate the similarity 
factors which are used to quantify the similarity between the snapshot data and historical data 
window. 
3.3.2 PCA Similarity Factor 
 Krzanowski (1979) developed a method for quantifying the similarity of two data sets 
using a PCA similarity factor, SPCA.  Given two data sets contain the same n variables, 
respectively, a PCA model can be built for each data set.  The corresponding PCA model has 
k principal components, where k≤n.  The similarity between the two data sets is then 
quantified by comparing the k principal components for each data set.  The appeal of this 
approach is that the similarity between two data sets is quantified with one single number, 
SPCA. 
 Consider a current snapshot data set S and a historical data set H with each data set 
consisting of m measurements of the same n variables.  Let k1 and k2 be the number of 
principal components that describe at least 95% of the variance in data set S and H, 
respectively.  Let k is the maximum of k1 and k2, which ensures that k principal components 
describe at least 95% of the variance in each data set.  Then by selecting only the first k 
principal components for each data set, subspaces of the S and H data sets can be constructed.  
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The corresponding (n×k) principal component subspaces are denoted by L and M, 
respectively.  The matrices L and M are also the eigenvector matrices corresponding to the 
first k eigenvalues of the covariance matrices of S and H, respectively.  The PCA similarity 
factor compares these reduced subspaces and can be calculated from the angles between 
principal components (Krzanowski, 1979). 
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where θij is the angle between the ith PC of data set S and the jth PC of data set H.  It can 
also be expressed in terms of the subspaces L and M as(Krzanowski, 1979): 
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Because L and M contain the k most significant principal components for S and H, SPCA is 
also a measure of the similarity between data sets S and H.  The similarity level between two 
data sets S and H can be evaluated by the value of SPCA. 
 Through comparing the spaces spanned by L and M, the first k PCs for each S and H 
data sets are given equal weight.  But because the amount of variance described by each of 
the k principal components varies significantly, this equal weighting may be inappropriate in 
many cases.  A more informative measure of the similarity between two PCA models should 
take into account the variance explained by each principal component direction.  
Consequently, a modified PCA similarity factor, λPCAS , has been proposed that weights each 
principal component by the square root of its corresponding eigenvalue.  The modified PCA 
similarity factor for two datasets S and H, is calculated as, 
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where lλ  and mλ  are the eigenvalues of L and M, respectively.  The cosine squared of the 
angle between the ith principal component of L and the jth principal component of M is now 
weighted by the product of the ith eigenvalue of L and the jth eigenvalue of M.  Thus, λPCAS  
quantifies the similarity between the L and M subspaces and lies between zero and one. 
3.3.3 Distance Similarity Factor 
 Abstract distances between items or collections of items are important measure 
implemented in multivariate databases.  Euclidean distance is a simple algorithm to calculate 
the geometric distance: square the difference in each dimension (variable), and take the 
square root of the sum of these squared differences.  This distance measure has a 
straightforward geometric interpretation and is fast to calculate, but it has two basic 
limitations.  First, the Euclidean distance is extremely sensitive to the scales of the variables 
involved.  All variables are measured in the same units of length in geometric situations, but 
this is likely not the case with other data.  Variables with many different scales would be 
dealt with in HVAC systems, such as temperature, pressure gauge, power, etc.  The scales of 
these variables are not comparable.  Second, the Euclidean distance is blind to correlated 
variables.  Consider a data set containing four variables, where one variable is an exact copy 
of one of the others.  Two variables are thus completely correlated.  Although the copy will 
not brings any new information, Euclidean distance intends to weight the copied variable 
more heavily in its calculations than the other variables. 
 The Mahalanobis distance is a useful way of determining similarity measure of a single 
sample to a data set.  It differs from Euclidean distance in that it takes into account the 
correlations among the variables and is scale-invariant.  The problems of scale and 
correlation inherent in the Euclidean distance are no longer an issue for this measure.  
Consider the data graphed in the following Figure 3.3.  The circle points make up of a data 
set, S, the mean point of the data set is close to the center of coordinates.  Table 3.1 lists the 
calculation results of the Euclidean distance and Mahalanobis distance between four asterisk 
points and S.  It is easy to be observed in Figure 3.3 that points P2 and P3 are outliers of data 
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set S comparing to points P1 and P4.  The Mahalanobis distances calculated in Table 3.1 are 
in agreement with the estimation, but Euclidean distances are not able to discern among the 
four points.  The example easily concludes that the Mahalanobis distance is more appropriate 
to measure the similarity than Euclidean distance by taking into account of the covariance of 
the data and the scales of the different variables. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 Scatter plot of similarity distance 
 
Table 3.1 Results for Euclidean distance and Mahalanobis distance 
 
 P1 P2 P3 P4 
Coordinates (1,1) (1,-1) (-1,1) (-1,-1) 
Euclidean distance 2.3173 2.0187 2.0047 1.7061 
Mahalanobis distance 1.3294 20.2278 20.0652 0.9783 
 
 The Mahalanobis distance is a very useful way of determining the "similarity" of an 
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observation sample to a snapshot dataset.  The centers of the snapshot dataset, Sx , is defined 
as the sample means 
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where Sm  is the number of observations in datasets S, and ix  is an observation in S.  The 
Mahalanobis distance Φ from the center of the snapshot dataset, Sx  to the observation sample 
Hx  is calculated as (Mardia, et al., 1979) 
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where matrix 1*−Σ S  is the pseudoinverse of SΣ  , the covariance matrix of dataset S.  It can be 
calculated using singular-value decomposition.  The distance similarity factor is defined as 
the probability that Hx  is at least a distance Φ from Sx .  Assuming a Gaussian probability 
distribution: 
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The number of singular values used to calculate the pseudoinverse is specified to be the 
minimum number of principal components needed to explain at least 95% of the variance in 
each dataset.  The novelty of the distance similarity factor is that it assigns a probability 
value lying between 0 and 1 to the Mahalanobis distance between an observation sample to a 
snapshot dataset by using the Gaussian probability distribution. 
3.3.4 Moving–window Approach for Selection of the Candidate Pool 
 In Sec. 3.3.2, the similarity between the snapshot and historical data can be 
characterized by the modified PCA similarity factor, λPCAS .  The historical data set must be 
divided into windows with the same size as the snapshot data for the application of this 
pattern similarity methodology.  Therefore, a systematic method for defining windows of 
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data in the historical database must be developed.  The method chosen will have a significant 
impact on the success of the search. 
 A simple method of selecting windows of historical data is to use a constant window 
size moving through the historical data.  The window size is equal to the length of the 
snapshot data.  The historical data set is then divided by placing windows side by side along 
the time axis resulting in equal length, non-overlapping segments of data.  For example, a 
window size of 100 minutes moving through 1000 minutes of historical data results in ten 
data segments.  However, there is shortcoming associated with this approach.  If the 
phenomenon of interest starts in the middle of one window and ends in the middle of next 
window, its effect could be “averaged out”.  Thus, the occurrence could be missed even 
though it is relevant. 
 In order to locate phenomena at various starting points in the historical database, a 
sliding window could be adopted.  The similarity of the data contained in the window could 
be compared to the snapshot data as the window slides back through the historical database.  
The rate at which the window is moved through historical data determines the accuracy of 
pattern matching and the computational load required.  To reduce the computational load, the 
moving window can be moved by w observations at a time, so that w new observations 
replace the w oldest observations each time.  The integer w is referred to as the window 
movement rate.  Choosing w to be one-tenth to one-fifth of the length of the snapshot data 
window provides a satisfactory tradeoff between the accuracy of pattern matching and the 
computational load required.   
 Furthermore, the similarity factors are sorted in decreasing order to create a rank-ordered 
list of the historical data windows.  The historical data windows with the largest values of 
similarity factors are then collected in a candidate pool.  To avoid redundant counting of data 
windows that represent the same period of operation in the simulated historical database, in 
case that historical data windows that are “too close” to each other, the historical data 
window with the largest values of the similarity factors is chosen among the overlapped 
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historical data windows.  This restriction results in the selection of data windows that are at 
least m observations apart, where m is the length of duration in the snapshot data. 
 
3.4 PCA Model Development 
 In this study, PCA models are developed using PLS Toolbox Version 4.0 in Matlab 
(Wise, 2006).  Basic steps to building a PCA model using PLS Toolbox are: 1) data loading, 
which means importing data into the Matlab environment; 2) autoscaling; 3) determining the 
number of principle components (PCs). 
 Autoscaling (mean-centers and scales the columns to unit variance) is a necessary step 
when data contains variables that have different variance and units.  For example, a data set 
may contain temperature, pressure, and humidity measurements, each of which has its own 
average value and variance.  The autoscaling approach enables all variables on an equal basis 
in the analysis. 
 After data are autoscaled, the next step is to determine the number of PCs needed in the 
model.  Rule of thumb and knowledge about the data are generally needed here. 
 Eigenvalues of a dataset are useful when deciding the number of PCs, because 
eigenvalues are the number of independent variables each PC contains. A good rule of thumb 
is that any PC with an eigenvalue less than 1 is probably not describing any systematic 
variance and is not likely to be included in the model.   
 To demonstrate the development of a PCA model, 960 measurement samples for 12 
variables are selected from an experiment conducted at the ERS test facility between 10:00 to 
18:00 on 08/19 and 09/04 as part of the ASHRAE 1312 experiment (more details about the 
experiment are provided in Chap. 5).  The PCA model is built using twelve typical AHU 
variables listed in column 2 of Table 6.1, All of these measurements can be retrieved from 
typical EMCS.  Table 3.2 is percent variance captured by the PCA model, the best choice in 
this case is to select three PCs because three PCs cumulatively cover 84.68% of the total 
variance and the third PC captures only 12.51% of the variance. 
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Table 3.2 Percent variance captured by PCA model 
 
Principle 
component 
Eigenvalue of 
cov(X) 
% Variance this 
PC 
% Variance 
cumulative 
1 4.63e+000 46.25 46.25 
2 2.59e+000 25.92 72.17 
3 1.25e+000 12.51 84.68 
4 8.27e-001 8.27 92.95 
5 4.16e-001 4.16 97.11 
6 1.37e-001 1.37 98.48 
7 8.38e-002 0.84 99.32 
8 3.12e-002 0.31 99.63 
9 2.68e-002 0.27 99.9 
10 1.03e-002 0.10 100 
 
 Another approach is to plot the relationship between the eigenvalues and PCs, shown in 
Fig. 3.4 (from PCA model shown in Table 3.2).  By looking for a sudden jump in the 
eigenvalue, a “knee” in the line, one can see how the ratio of successive eigenvalues varies.  
A “knee” occurs at PC number three for the data presented in Table 3.2, indicating that 
retaining three PCs in the model is a good choice. 
 It is also possible to choose the number of PCs based on a cross-validation procedure.  
In this procedure, a continuous block of 10% of the training data is set aside in turn and the 
remaining 90% of the data is used in modeling.  A PCA model is then built on all but the left-
out training data.  The model is then used to estimate variables with 10% of the training data.  
Generally the predictions of the left-out samples in cross-validation are presented as the root-
mean-square error of cross-validation (RMSECV).  Small value of RMSECV corresponds to 
appropriate principle component number.  From Fig.3.5, RMSECV indicates that three to 
five PCs should be retained in the model for the dataset presented in Table 3.2. 
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Figure 3.4 Eigenvalue versus principal component plot  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5 Eigenvalue versus cross-validations results plot  
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CHAPTER 4 DYNAMIC MODEL DEVELOPMENT AND VALIDATION 
 
4.1 Introduction 
 As indicated in Chapters 1 and 2, there is a need to develop and validate a dynamic 
simulation model for an AHU system.  Literature review also shows that there are existing 
models which can be adapted for the proposed AHU dynamic model.  The objective of this 
study is to identify and adapt existing models to represent a single duct variable air volume 
AHU system model, which is the most common AHU system used in commercial and 
industrial buildings.  The developed simulation model should be capable of simulating fault 
free and faulty operation data under a wide variety of faults and severity levels for AFDD 
development and evaluation purposes.  In this study, a model that simulates the Iowa Energy 
Center Energy Resource Station test facility is developed based on an existing model, E51 
model (developed from project ASHRAE 825, Norford and Haves, 1997). Details about the 
existing E51 models are provided by Norford and Haves (1997) and DeSimone (1996). In 
this chapter, Sec. 4.2 discusses the process of dynamic simulation model development, Sec. 
4.3 summarizes the fault free model validation process, and Sec. 4.4 is about fault model 
development and validation. 
 
4.2 Simulation Model Development 
 A dynamic AHU simulation model that is capable of producing operational data for 
commonly used AHU configurations will assist further research in AHU control and 
operation, as well as fault detection and diagnosis.  In this study, dynamic behaviors of an 
AHU and four building zones that were served by the AHU were modeled using 
HVACSIM+ software developed by the National Institute of Standards and Technology.  The 
model (called 1312 model hereafter) was developed based on two previous ASHRAE 
projects (RP 825 and RP 1194).  However, significant modifications, which included new 
parameters, new control strategies, and new component models, were made in this study to 
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develop the 1312 model.  The 1312 model structure, model parameter development process, 
and two new component models, namely a new coil valve model and a new fan energy model, 
are introduced in this section.   The new coil valve model considers nonlinear behaviors of a 
three way valve.  The new fan energy model outputs fan energy consumption that includes 
energy consumptions for fan, belt, motor and VFD.  Coefficients for the new fan energy 
model can directly be estimated from the total fan energy measurement. The 1312 model was 
also validated using real building operation data obtained from a large scale building 
laboratory facility.  The validation process and results are introduced in Section 4.3. 
4.2.1 Introduction 
 An AHU connects primary heating and cooling plants with building zones, controls 
building ventilation intake, and greatly affects the energy consumed for heating, cooling, and 
ventilating, as well as supply air temperature and humidity levels.  An AHU's operation 
significantly impacts building energy use, health, and comfort aspects.  Nevertheless, only 
limited experimental studies under restrictive scopes were available to evaluate AHU 
automated fault detection and diagnosis methods (Norford, et al, 2000, Carling 2002, and 
Castro et al, 2003).  A dynamic AHU simulation model that is capable of producing fault free 
and faulty operation data for commonly used AHU configurations, and control and operation 
strategies is thus needed.  Moreover, developed dynamic AHU simulation models need to be 
properly validated systematically with experimental data for both fault free and faulty 
operation before any credibility can be placed on the prediction accuracy and usefulness.  
Therefore, developing and validating a dynamic AHU simulation model that is capable of 
producing fault free and faulty operation data are objectives for an ASHRAE research project 
(RP 1312).  In this two-paper series, the fault free model development and validation 
processes are summarized.  Fault model development and validation process will be reported 
in the future. 
 The objectives of this study are to:  1) identify the proper simulation program and 
develop a full scale dynamic AHU and building zone system model that has the capability to 
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produce fault free operational data; 2) identify a proper test facility and gather experimental 
and/or field data to validate the developed system model; and 3) develop a validation strategy 
and validate the developed AHU model (reported in Li, et al., 2009).   
4.2.2 Simulation Model Structure 
 Among several qualified HVAC dynamic programs described in Sec. 2.6 , HVACSIM+ 
was selected for this project for the following reasons: 1) HVACSIM+ already has most of 
the component models needed for this project; 2) HVACSIM+ has been widely used and 
several studies have pointed out its suitability for fault modeling (Bushby et al. 2001, Dexter, 
1995, and Peitsman and Soethout, 1997); and 3) HVACSIM+ demonstrated less 
computational difficulties compared to TRNSYS (Norford and Haves, 1997).  Furthermore, 
the E51 model can serve as a starting point for this project.   
 
 
 
 
 
 
 
 
Figure 4.2.1 ASHRAE 1312 Simulation model structure. 
 
 The overall software structure, referred to as the 1312 model hereafter, is illustrated in 
Figure 4.2.1.  It consists of a user interface, simulation models (including AHU and building 
zone models), and an I/O interface.  The user can input system parameters, select AHU 
configurations, provide weather information and zone interior loads, and select faults to be 
modeled.     
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4.2.3 Test Facility  
 The same test facility, which was used by two previous studies (Norford et al, 2000, and 
Castro et al, 2003) was chosen for this project. 
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Figure 4.2.2  Energy Resource Station Layout (Price and Smith, 2003). 
 
 Details about the test facility were provided by Price and Smith (2003).  The test facility 
was built to compare different energy efficiency measures and to record energy consumption.  
To perform side-by-side testing, the facility is equipped with three AHUs (Figure 4.2.2).  
AHU-1 serves the common areas of the building.  The remaining AHUs serve two identical 
sets of test systems (the A- and B-Test Systems).  AHU-A and B are identical, with each 
AHU serving four zones.  Of the four zones, three have external exposures and one sees only 
internal conditions.  The A and B zones are mirror images.  The zones have identical 
construction and identical exposures yielding identical external thermal loads.  The 
simulation models for this project are based on the A-Test System.   
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Figure 4.2.3  Air handling unit illustration (Price and Smith, 2003). 
 
 Major components of the Test System AHUs, shown in Figure 4.2.3, are the supply air 
and return air fans; preheat, heating, and cooling coils; heating and cooling control valves; 
recirculated air, exhaust air, and outdoor air (OA) dampers; and the ducts to transfer the air to 
and from the conditioned spaces.  The preheat coil is not used in this project.  
Instrumentation consisting of humidity, pressure, and temperature sensors, air flow stations, 
and electric power meters are available to monitor the operational characteristics of the 
AHUs.  The temperatures in the zones are controlled by variable air volume (VAV) units 
with hydronic reheat coils.  The test systems are controlled by a commercial energy 
management and control system.   
4.2.4 Model Development  
4.2.4.1 AHU 
 Common AHU configurations include: 1) single duct constant air volume (CAV) AHU; 
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2) single duct VAV AHU; 3) dual duct CAV AHU; and 4) dual duct VAV AHU.  For each 
type of AHU, many different component configurations and operation strategies exist, such 
as: a) Single or Dual Fan; b) With or without pre-heating coil; c) With or without heating coil; 
d) a minimum OA damper that can be controlled using minimum position, minimum flow 
rate, mixed air temperature, or CO2 strategies; e) a Return fan that can be controlled using 
speed tracking, flow rate tracking, or building pressure difference strategies; f) using various 
supply air temperature control strategies such as separated mixed air temperature control and 
supply air temperature control, finite state control using multi Proportional-Integral-
Derivative (PID) loops, or split range control using single PID loop; and g) using various 
economizer control strategies. 
 Obviously, there are numerous possible AHU configurations and operation strategies 
(far more than what can be studied within this research project).  Furthermore, none of the 
current HVAC system simulation software provides an easy manner to allow the users to 
freely configure the system including hardware and control/operation strategy configurations.  
Similarly, the 1312 model, restricted by the HVACSIM+ configuration capability, can only 
provide limited AHU hardware and control/operation configuration choices for simulation.   
 The test facility is equipped with a single duct dual fan VAV AHU system.  The AHU 
can also be operated like a CAV system.  Consequently, the 1312 AHU model hardware 
configuration will be a single duct dual fan AHU system that is similar to the actual AHU 
system at the test facility.  Either VAV or CAV operation mode can be selected with VAV 
operation mode as the default choice.  Although the AHU component configuration cannot 
be changed, the user is allowed to alter component parameters based on specific needs.  
However, it is understood that only the default AHU simulation model which has parameters 
similar to those at the test facility can be considered as a validated model.   
4.2.4.2 Differences between E51 Model and 1312 Model 
 The E51 simulation model developed in ASHRAE 825 (Norford and Haves, 1997) 
serves as the base model here.  There are three major differences between the E51 model and 
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the 1312 model, which intends to represent the test system: differences in components, 
parameters, and control systems.  The component differences between the two systems 
include the: 1) OA duct: the E51 AHU has a minimum OA damper system.  Because of its 
popularity among commercial buildings, single OA duct AHU configuration is adopted for 
the AHU simulation model developed in this project; 2) Heating coil: the test facility AHU 
contains a heating coil which is not present in the E51 AHU; and 3) Building Zone: the test 
facility AHU serves four building zones while the E51 AHU serves six building zones.  AHU 
and building zones in the E51 building are much larger than those at the test facility.  Hence, 
values for nearly all parameters used in the simulation models need to be re-determined in 
this project.  Section 4.2.4.3 summarizes the process and results of the parameter 
determination.  The control system, including strategies and Proportional-Integral (PI) 
algorithm, used for the E51 building are very different from those used for the test facility.  
Details about the differences between the two control systems are provided in Section 4.2.4.4.  
The cooling coil model provided by HAVCSIM+ does not have the ability to simulate partial 
dry/partial wet conditions.  Therefore, the cooling coil model developed from ASHRAE 1194 
(Braun and Zhou, 2004) will be added to the 1312 model. 
4.2.4.3 Model Parameters 
 There were hundreds of parameters that needed to be determined for the 1312 model so 
that the model represented the AHU and building zones at the test facility.  Some of the 
parameters were identified directly from the manufacturer catalog data or calculated based on 
the catalog information.  Some other parameters, which could not easily be calculated based 
on catalog information or whose values in the real test system were very different from those 
reported in the catalog information, were determined using experimental data.  Those 
experimental data included data from normal system operation or from specially designed 
experiments.  Details about the process to determine these parameters using experimental 
data are summarized in this paper and in the companion paper (Author 1 et al., 2009).  The 
companion paper also summarizes the validation process of the entire 1312 model.  It is 
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noted that experimental data used for determining the parameters (or calibrating the model), 
were different from those used for validating the model,  
4.2.4.3.1 Fan Coefficients 
 Supply and return fans are modeled using HVACSIM+ TYPE 350 (Norford and Haves, 
1997; and Clark, 1985).  TYPE 350 uses a dimensionless fourth-order polynomial equation, 
Eq. (4.2.1), to represent the relationship among static pressure rise, air flow rate, fan diameter, 
and rotation speed.   
 01
2
2
3
3
4
4 aMaMaMaMa)M('P ++++=Δ &&&&&  (4.2.1)
where 'PΔ  is the dimensionless pressure rise defined in Eq. (4.2.2), and M&  is the 
dimensionless mass flow rate defined in Eq. (4.2.3), a0-a4 are model parameters need to be 
determined for each specific fan.  Equations used to define dimensionless pressure rise and 
mass flow rate are as follows: 
 (4.2.2)
where P is the pressure rise across a fan (kPa or in.w.c), ρ is the fluid density (kg/m3 or 
lbm/ft3), N is the fan rotational speed [rev/s], D is the fan diameter (m, or ft). and 
  (4.2.3)
where m&  is mass flow rate(kg/s or lbm/s). 
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 Another dimensionless fourth order polynomial equation, Eq. 4.2.4, is used to represent 
the relationship among fan efficiency, air flow rate, fan diameter and rotation speed, where 
ηf is the fan efficiency, M&  is the dimensionless mass flow rate defined in Eq. 4.2.3, e0-e4 are 
model parameters need to be determined for each specific fan. 
 Equations 4.2.1 and 4.2.4 are developed based on the fan similarity laws (ASHRAE, 
2000) and indicate that  'PΔ  is only dependent on M&  and that ηf  is also only dependent on 
M& .Parameters (a0-a4 and e0-e4) were first determined from fan curves provided by the 
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manufacturer.  The design conditions for the supply and return fans at the test facility are 
listed in Table 4.2.1.  Two supply fan curves, namely, fan curves representing rotation speeds 
of 1700 RPM and 1900 RPM, and two return fan curves, namely, fan curves representing 
rotation speeds of 900 RPM and 1000 RPM were selected to determine the unknown 
parameters for the two fans.  Nineteen points, with a flow rate range between 500 to 5000 
CFM (0.236 to 2.36 m3/s), were selected on each curve.  A common curve fitting method 
(MATLAB, 2006) was used to determine the parameters based on the fan curve data.  
However, during the model validation stage, it was found that the parameters generated from 
manufacturer data did not provide satisfactory fan model predictions.  Thus, new parameters 
were determined directly from experimental data.  Details are provided in Sec. 4.2.5.2. 
 
Table 4.2.1 Fan design conditions at the test facility. 
 
Fan Flow Rate, CFM 
(m3/s) 
Rotation Speed 
(RPM) 
Diameter, in. (m) 
Supply Fan 3200 (1.51) 1834 10.5 (0.2667) 
Return Fan 3200 (1.51) 981 12.25 (0.31115) 
 
4.2.4.3.2 Zone thermal parameters 
 Building zones in the E51 building were modeled by HVACSIM+ TYPE 403 (Norford 
and Haves, 1997, DeSimone, 1996).  TYPE 403 is also used in this study for building zone 
models.  In TYPE 403, each building zone is further modeled by two Two-Capacitor–Three-
Resistor (2C3R) sub-models (Norford and Haves, 1997, DeSimone, 1996).  One sub-model 
represents the room and the other represents the corresponding plenum (Figure 4.2.4).  The 
two sub-models are linked together by a connecting resistance (R11) which represents the 
ceiling separating the two spaces.  Air in both the room and the plenum are assumed to be 
well-mixed.  In summary, for each building zone, there are eleven parameters (R01, R02, R03, 
C02, C03, R11, R21, R22, R23, C22, C23) which need to be determined.  To determine these 
eleven parameters, there are even more intermediate parameters that need to be calculated.  
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Details about the procedure and equations used to determine these parameters are provided 
by DeSimone (1996) and are not repeated here.  Following the procedures and equations 
recommended by DeSimone (1996), parameters used in the 2C3R models for both exterior 
and interior zones at the test facility are calculated from the zone envelope thermal properties 
and are summarized in Table 4.2.2.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.4 Illustration of a 2C3R model for a building zone(DeSimone,1996). 
 
Table 4.2.1 Final parameters for the test facility building zones. 
Resistance, K/KW (R/KW) Zone R01 R02 R03 R21 R22 R23 R11 
External 46.53 (83.76)
4.43 
(7.97) 
308.73 
(555.71) infinite 
21.66 
(38.99) 
96.00 
(172.80) 
47.53 
(85.55)
Internal infinite infinite infinite infinite 54.80 (98.64) 
14.86 
(26.75) 
47.53 
(85.55)
 Capacitance, KJ/K (Btu/R 
 C02 C03 C22 C23 
External 145.92 (76.84)
5078.28 
(2674.19) 
47.34 
(24.93) 
4569.91 
(2406.48)
Internal 109.56 
(57.69) infinite 
2978.45 
(1568.43)
47.34 
(24.93) 
 
 
 
R23,iR22,i
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C23,iC22,i
R11,i 
R03,iR02,i
R01,i
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4.2.4.3.3 Duct and damper pressure resistance 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.5 Duct schematic diagram of test system (R represents return air duct and S 
represents supply air duct) 
(Price and Smith, 2000). 
 
 Duct paths of the supply and return air between the AHU and the zone VAV units are 
shown in Figure 4.2.5.  The supply air leaves AHU-A and travels through the duct supplying 
air to Test System A in the following order: Internal A, West A, South A, and finally East A 
(Fig. 4.2.2), as depicted by the dark bold line.  The air returns from Test System A to AHU-A 
through the return air duct in the opposite order, depicted by the grey bold line.  Pressure 
resistances for straight ducts, flow split junctions, flow merge junctions, and dampers are 
needed to model the relationship between air flow rates and pressure drops.  Pressure 
resistances were first determined from design conditions and manufacturer catalog data.  
Large discrepancies were found during the validation stage between pressure model 
S
S
S
R
R
R
air 
AHU- A AHU- B
AHU- 1
S
R
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prediction and experimental data.  Thus, an experiment was designed to experimentally 
determine these pressure resistances and was summarized by Li, et al., (2009).  
4.2.4.4 Control System 
 The control strategies used for this project are similar to those at the test facility (Price 
and Smith, 2003).  Key features include:  
 Four system modes: Occupied, Unoccupied, Setback, and Start-up; 
z A proportional integral (PI) control loop is used to control supply fan speed in order to 
maintain a supply air pressure setpoint; 
z The return fan can be controlled to 1) track supply fan speed, or 2) to maintain the 
difference between supply and return air flow rates at a setpoint;   
z The minimum OA damper position is either determined by a minimum OA flow rate or a 
pre-determined minimum OA damper position setpoint; 
z Split range method is used to control mixing box dampers, the heating coil valve, and the 
cooling coil valve by one PI loop in order to maintain the supply air temperature. 
 The PI controller algorithm used at the test facility is modeled using the following 
equations (Metasys, 1995):  
 [ ])k(y)k(yPB100PO sp−=  (4.2.5a)
 ct60
TIPO)1k(IO)k(IO Δ×+−=
 (4.2.5b)
 
)k(IOPO)k(CO +=  (4.2.5c)
where PB is the proportional band, y is the input to the algorithm, ysp is the setpoint, PO is 
the proportional term, IO is the integral term, k is the current time step.  The initial value of 
IO is zero.  TI is the reset time, which is the repeats of proportional control response per min.  
tc (sec) is the controller sampling rate for the algorithm to generate a new output.  CO is the 
output of the algorithm. The PI algorithm used at the test facility has an integrator windup 
feature (Åström and Hägglund, 1995; Metasys, 1995).  An integrator windup happens when 
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CO(k) is outside of its range.  If this occurs, the IO term does not vary and is kept at its 
previous value.  That is:  
 if CO(k) < COl or CO(k) > COh, then IO(k+1) = IO(k) (4.2.6)
 COl and COh, are the user specified ranges for CO.  The range for CO is from -100 to 
200 for the PI algorithm used to control supply air temperature, and is from 0 to 100 for all 
other PI algorithm used for the AHU at the test facility.  If the calculated CO(k) is outside of 
this range, then CO(k) is at its low or high value.  That is: 
 if CO(k) < COl, then CO(k) = COl (4.2.7a)
 if CO(k) > COh, then CO(k) = COh (4.2.7b)
 An output filter described by Eq. (4.2.8) is available for the PI algorithm at the test 
facility:  
 if CO(k) - COaf (k-1) > 1, then COaf (k) = αCO(k) + (1-α) COaf (k-1) (4.2.8)
where COaf is the output after the filter with COaf (0) = 0; and α is the filter weight.  If α= 1 
which is used at the test facility, then the output of the filter is equal to the input, namely, CO.     
4.2.5 New Component Models 
 During the model validation process, which is summarized by Author 1 et al., (2009), 
two component models, namely, the three-way valve model and fan model in the E51 model 
were found unsatisfactory.  New models were then developed and validated to replace the 
ones used by the E51 model.   
4.2.5.1 New Valve Model 
4.2.5.1.1. Valve Model in HVACSIM+  
 HVACSIM+ provides a three port valve model (Type 524), which is illustrated in Figure 
4.2.6.  When valve position varies, valve resistances changes which results in the change of 
water flow rates through the coil and bypass pipes.  As demonstrated in Figure 4.2.6, four 
water flow resistances are used: coil flow resistance (Rcoil), bypass pipe flow resistance (Rby-
pass), valve resistance that controls the coil water flow (Rv1), and valve resistance that controls 
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bypass water flow (Rv2).  The four resistances are calculated based on valve position and 
valve characteristics.  The following equation is used to calculate valve resistances (Norford 
and Haves, 1997):  
 22VV fK1296R −−=  (SI unit) or 22VV fK94.66R −−=  (IP unit) (4.2.9)
Where Rv can be R v1 or R v1, KV is valve capacity (m3/hr or gpm) and ƒ is fractional flow (%).  
f is a function of valve position x (ranging from 0 to 1).  In HVACSIM+, two regions, 
namely, cut-off region and linear region, are used to described the relationship between f and 
x for a linear valve, which is the type used at the test facility.  ƒ is calculated using the 
following procedures: 
 For Cut-off region (0 ≤ x ≤ xl): 
 L
l
LS
1
Cx
x
C
f V +⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=  (4.2.10)
where CL is fractional leakage (%) and SV is valve rangeability (%).  
 For Linear region (xl ≤ x ≤ 1): 
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1
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−=  (4.2.11)
 
 
 
 
 
 
 
 
 
Figure 4.2.6 Diagram of a three port valve model (Wprim refers to the total water flow rate). 
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 Notice that Eqs. 4.2.9 to 4.2.11 are used to calculate both RV1 and RV2.  For RV1 
calculation, x is the valve position in the direction of flow to the coil.  And for RV2 
calculation, x is the valve position in the direction of flow to the by-pass water path.   
 Water flow rate for the coil or by-pass water path is further calculated by: 
 R/PW Δ=  (4.2.12)
where W is the coil or by-pass water flow rate (kg/s or gpm), ΔP is the pressure drop across 
the coil and valve (KPa or in.w.c.), and R is total flow resistance (0.001 kg-m), which is 
calculated by: 
 For coil water flow rate calculation: 
 R = Rcoil + RV1 (4.2.13)
 For by-pass water flow rate calculation: 
 R = Rbypass + RV2 (4.2.14)
 At the test facility, the pressure drop across the cooling coil is normally maintained at 
77.9 kPa by a constant speed pump.  Parameters needed in Eqs. 4.2.9 to 4.2.14 were first 
identified from cooling coil valve catalog data.  However, very large disagreements were 
found between simulated and measured water flow rates.  Data (shown on figure 4.2.7) from 
experiments in which cooling coil valve position varied systematically from 0 % open to 
about 90 % open were analyzed.  Analyses indicated that cooling coil valve characteristics 
should be divided into three ranges: range 1 (0% to 20% open), range 2 (20% to 80% open) 
and range 3 (80% to 100% open).  The valve behaved very differently over these three ranges.  
Furthermore, for range 2, hysteresis was observed.  Therefore, a new valve model was 
developed.  In this model, a valve is divided into three regions: cut-off region (0 < x < xl); 
linear region (xl < x < xh); and high-end region (xh < x < 1).  Fractional flow is calculated 
using the following equations:  
 f = ax +b (4.2.15)
where a and b are:  
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Figure 4.2.7 Experimental and simulated water flow rates vs. valve positions for cooling  coil 
and bypass paths. 
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 For high-end region (x ≥ xh) 
 
h
H
x1
C1a −
−=  and 
h
hH
x1
xCb −
−=  (4.2.16c)
 CH is a new parameter which represents the fractional flow rate (%) corresponding to 
valve position xh.  Eqns. 4.2.12 to 4.2.14 are still valid for the new valve model. 
4.2.5.1.4. New parameters  
 Experimental data as shown in Figure 4.2.7 were used to estimate unknown parameters 
in the new valve model.  Combining Eqs. 4.2.12 to 4.2.14, the following model equation is 
obtained: 
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(4.2.17)
 
Table 4.2.3  Cooling Coil valve parameter estimated from measured data. 
Parameters Explanation Value 
Rcoil coil water flow resistance, 0.001 kg-m (0.001 lbm-
ft) 
0.001 (0.007)
KV valve capacity, m3/hr (gpm)  4.366 (19.210)
SV valve rangeability 1 
CL valve leakage (fractional flow), % 0.0834 
CH high-end fractional flow, % 0.9907 
Rbypass by-pass water flow resistance, 0.001 kg-m (0.001 
lbm-ft) 
0.001 (0.007)
KV-bp by-pass valve capacity, m3/hr (gpm) 4.069 (17.903)
SV-bp by-pass valve rangeability 1 
CL-bp by-pass valve leakage (fractional flow), % 0.8936 
Note: Calculation of parameters were based on Eqs. (4.2.17) and (4.2.18) 
 
 Eq. (4.2.17) can be rewritten into a linear form: 
 y = φ1 θ1 + φ2 θ2 (4.2.18)
where y = 1/W2, Φ = (ax + b)-2, Φ2= 1, θ = 1296 /(∆P KV2), and θ2= Rcoil/∆P or 
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Rbypass/∆P.   
 Observing Figure 4.2.6, xl and xh are 20% and 80% for the test facility cooling coil valve.  
Applying least squares method, unknown parameters were first estimated for the coil water 
flow model and are summarized in Table 4.2.3. Another set of parameters were created for 
the by-pass path and were estimated similarly as those for the coil path.  Parameters for by-
pass path are also included in Table 4.2.3.  Figure 4.2.7 demonstrates the comparison 
between simulated coil and by-pass water flow rates and corresponding measured values.  In 
general, the new model yields satisfactory results but does not reflect the hysteresis behavior 
that the cooling coil valve has.  
 The heating coil valve and cooling coil valve are very similar for the AHU at the test 
facility.  Therefore, parameters determined based on cooling coil experimental data were also 
used for heating coil valve due to the lack of experimental data for heating coil.   
4.2.5.2 New Fan Model 
 During the validation stage, large discrepancies (50 to 200% difference) were found 
between simulated and measured values for fan pressure rise and energy consumption using 
the fan model with assigned parameters as described in Sec. 4.2.4.3.  New parameters for the 
fan pressure model were then determined from various experimental data.  A new fan energy 
consumption model was also developed and validated using experimental data.   
4.2.5.2.1 Available data  
 A suitable data set for the development of a new fan model was gathered from a 
calibration activity (referred to as air flow calibration test) at the test facility, conducted on 
09/11/06, 09/13/06, and 09/14/06, to calibrate airflow measurement stations.  In this 
experiment, supply and return fan speeds were systematically adjusted and maintained at 
various speeds from 60% to about 100%.  Moreover, during some other tests (referred as 
normalization tests, in which, the test facility test system was operated like a common 
commercial building system), supply and return fan speeds were found to be rather stable.  
The ratio between standard deviation and average fan speed was generally less than 0.4%.  
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Steady state data from these normalization tests were later used to validate the new fan 
models.  
4.2.5.2.2 New coefficients for supply fan pressure rise model 
 Figure 4.2.8 demonstrates supply fan data from the above tests.  Notice that 
dimensionless mass flow rate and pressure rise as defined in Eqs. 4.2.2 and 4.2.3 are plotted 
in Figure 4.2.8.  In Figure 4.2.8, data from catalog supply fan curves are also plotted.  Figure 
4.2.8 shows that experimental data from different tests agree with each other.  But the 
experimental data are very different from catalog data especially when the dimensionless 
mass flow rate is between 1.8 and 2.5.  This region is where the test facility supply fan is 
mostly operated at.  Therefore, new fan model parameters needed to be obtained from 
experimental data.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Figure 4.2.8 Catalog and experimental data for the dimensionless pressure difference and 
flow rate relationship for supply fan . 
 
 A new group of supply fan coefficients were generated based on the air flow calibration 
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test data points.  The coefficients are: a4 = 3.1041; a3 = -22.7080; a2 = 58.3875; a1 = -
 60.9266; a0 = 32.2368.  The HVACSIM+ fan model provides a user specified range of 
validity.   If the operating point is outside of the validity range, an ideal fan model is then 
used: 
 
MMra)M('P nn &&& −=Δ  (4.2.19)
where an and rn are parameters selected to ensure that the curve and its gradient are 
continuous.  
 Dimensionless mass flow rate of the air flow calibration test data ranged from 1.1 to 2.5.  
This range was selected as the validity region for the supply fan pressure model.  
Experimental data from the normalization tests (as shown in Figure 4.2.8) were then used to 
validate the new supply fan pressure model.  It was found that difference between 
experimental data and model prediction was less than 3%.  
4.2.5.2.3 New supply fan efficiency model 
 The fan efficiency model (Eq. 4.2.2) provided by HVACSIM+ can be used to calculate 
fan power: 
 
f
f
f
PmE ρη
Δ= &  (4.2.20)
where Ef is the power consumed by the fan itself (KW), m&  is the mass air flow rate (kg/s or 
lbm/s), 　Pf is the fan pressure rise (Pa or in.w.c.), ρ is air density (kg/m3 or lbm/ft3), and ηf 
is the fan efficiency.  However, the measured fan power is not just fan power consumption 
alone.  It includes fan, belt, motor and variable frequency driver (VFD) power consumptions.  
Studies from the literature (Xu et al, 2006, Wang et al, 2004, and Miyata et al, 2003) 
proposed different ways to model total fan power consumption.  In general, equations similar 
to the following ones were used to model the total fan power consumption: 
 
t
f
t
PmE ρη
Δ= &  (4.2.21)
 where Et is the total fan system energy consumption (KW), and ηt is the total fan efficiency; 
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 imdft ηηηη=η  (4.2.22)
where ηd, ηm, and ηi are the driveline, motor, and inverter efficiencies, respectively; 
 01223344f eMeMeMeMe)M( ++++=η &&&&&  (4.2.23)
 ηd ≈ constant (95 to 98 %, Wang et al, 2004) (4.2.24)
 01223344m gMgMgMgMg)M( ++++=η &&&&&  (4.2.25)
 01223344i hLhLhLhLh)L( ++++=η  (4.2.26)
where L is the load factor, e0 to e4, g0 to g4, and h0 to h4 are all unknown parameters. 
 However, it is hard to find catalog data that can provide information about driveline, 
motor, and inverter efficiencies to obtain the unknown coefficients for Eqs. 4.2.23 to 4.2.26.  
Moreover, Eqs. 4.2.21 to 4.2.25 require too many unknown parameters which make it hard to 
use a parameter estimation method when total fan power is the only measurement.  Thus, two 
simpler total fan energy models are proposed here:  
Model 1: 
 01223344t jMjMjMjMj)M( ++++=η &&&&&  (4.2.27)
where j0 to j4 are unknown parameters need to be obtained for a specific fan. 
 The motivation for model 1 comes from the following factors: 1) ηt is the product of 
fan, driveline, motor, and inverter efficiencies;  2) fan and motor efficiencies have a 
polynomial relationship with dimensionless mass flow rate;  3) driveline efficiency can be 
treated as a constant; and 4) even though inverter efficiency is a function of load factor but 
not of dimensionless mass flow rate, load factor and dimensionless mass flow rate are related.  
Therefore, ηt can be considered a function of dimensionless mass flow rate.   
Model 2 
 oft ηη=η  (4.2.28a)
 imdo ηηη=η  (4.2.28b)
 01223344o kMkMkMkMk)M( ++++=η &&&&&  (4.2.28c)
where k0 to k4 are unknown parameters need to be obtained for a specific fan. 
 The motivation for model 2 comes from the fact that catalog data for fan efficiency is 
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available and can be used to estimate parameters in Eq. 4.2.23.  Then other unknown 
efficiencies can be lumped together to form another unknown efficiency ηo.  Similar to 
Model 1, a polynomial relationship between ηo and dimensionless mass flow rate can be 
assumed.   
 Using air flow calibration test data, coefficients for Eqs. 4.2.27 and 4.2.28a were 
estimated and summarized in Table 4.2.4. 
 
Table 4.2.4 Parameters for supply fan total efficiency model. 
 Parameter 1 Parameter 2 Parameter 3 Parameter 4 Parameter 5
Model 1 (Eq. 
27) 0.0947 -0.6873 1.6792 -1.4748 0.7104 
Model 2 (Eq. 
28) 0.1361 -1.0059 2.599 -2.6061 1.4643 
 
Table 4.2.5 Validation results for two models for supply fan total power model. 
Model 1 Model 2 Measured Εt 
(KW) 
Simulated Εt 
(KW) 
Error Percent 
of error 
Simulated Εt
(KW) 
Error Percent of 
error 
0.88 0.86 0.02 1.98 0.86 0.02 1.75 
1.34 1.33 0.01 0.64 1.33 0.00 0.35 
2.27 2.28 -0.02 -0.71 2.29 -0.02 -1.07 
3.41 3.47 -0.06 -1.62 3.48 -0.07 -2.05 
0.86 0.84 0.02 2.24 0.84 0.02 2.01 
1.44 1.45 -0.01 -0.72 1.45 -0.01 -0.99 
2.38 2.40 -0.01 -0.60 2.41 -0.02 -0.95 
3.61 3.68 -0.07 -2.05 3.69 -0.09 -2.46 
1.10 1.03 0.07 6.24 1.03 0.07 6.04 
0.56 0.56 0.00 0.34 0.56 0.00 0.53 
1.00 0.93 0.07 7.13 0.93 0.07 6.92 
1.15 1.09 0.06 5.31 1.09 0.06 5.10 
0.99 0.91 0.08 8.25 0.91 0.08 8.03 
Note: Calculation of Model 1 were based on Eq. (4.2.27); calculation of Model 2 were based 
on Eqs. (4.2.28).
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 Two fan models with their estimated coefficients were validated against normalization 
test data.  Comparison between simulated and measured total fan energy consumption for the 
two models are summarized in Table 4.2.5.  It is observed that Model 1 and 2 demonstrate 
similar accuracy.  The percentage of difference between simulated and measured total fan 
power is less than 9%.  Besides fourth-order polynomial relationship, second- and third-order 
polynomial relationships for Model 1 and Model 2 have also been applied and examined.  No 
improvement in simulation results were observed for other order polynomials.  Therefore, 
Model 1 as shown in Eq. 4.2.27 is used for the simulation model in this study.  
4.2.5.2.4 Return fan model 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.9 Catalog and experimental data for the dimensionless pressure difference and 
flow rate relationship for return fan. 
 
 Fan models described in Secs. 4.2.5.2.2 and 4.2.5.2.3 were used to model return fan.  
These abnormal 
data were ignored 
exp. data 1 
exp. data 2 
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Experimental data from air flow calibration test, normalization test, and some additional tests 
(marked as exp. data 1 and exp. data 2 on Figure 4.2.9), were gathered to determine 
parameters for return fan model.  Figure 4.2.9 showed dimensionless data from various 
experiments and manufacturer catalog.  It was found that return fan experimental data were 
very different from catalog data.  There were also several abnormal experimental data.  
Moreover, available experimental data were clustered between 2.2 to 3.8 for dimensionless 
flow rate.  Parameters for the return fan model were determined using a process similar to 
that for the supply fan model.  Experimental data except those abnormal ones were used to 
determine the model parameters.   
4.2.6 Conclusions 
 Dynamic simulation models (1312 model) were developed for a single duct dual fan 
VAV AHU system serving four building zones.  The 1312 model was developed in the 
HVACSIM+ environment and was based on the E51 model developed from ASHRAE 
research project RP825.  Major differences between the 1312 model and the E51 model 
included: 1) parameter differences - parameters used for 1312 model were re-determined to 
represent the test facility; 2) component model differences; and 3) control system differences.  
The 1312 model utilized a dynamic cooling coil model which was developed from ASHRAE 
research project RP 1194.  Two new component models, namely, a new valve model and new 
fan energy model, were developed for 1312 model.  The new valve model included three 
valve characteristic ranges, namely, cut off range, linear range, and high-end range.  The new 
fan energy model included energy consumptions for fan, belt, motor and VFD.  Coefficients 
for the new fan energy model can easily be estimated from total fan energy measurements.  
Validation strategies and results for 1312 model are reported in Li, et al., (2009).   
4.2.7 Additional Information 
 The E51 explicit simulation model (Norford and Haves, 1997) serves as the basis for 
this project.  There are three major differences between the E51 system and the ERS system, 
namely, component difference, parameter difference, and control system difference.  The 
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component differences between the two systems include: 1) OA duct: the E51 AHU has a 
minimum OA damper system.  Because its popularity among commercial buildings, single 
OA duct AHU configuration is adopted for the AHU simulation model developed in this 
project; 2) Heating Coil: the ERS AHU contains a heating coil which is not presented in the 
E51 AHU; 3) Building Zone: the ERS AHU serves four building zones while the E51 AHU 
serves six building zones.  Based on the component differences, new configurations for the 
air and thermal flow networks are produced for the ERS system and are provided in Figures 
4.2.10 and 4.2.11.  In Figs. 4.2.10 and 4.2.11, T represents the Type program provided in 
HVACSIM+, U represents the number of Unit, m, p, t, h, c represent the variables of flow 
rate, pressure, temperature, humidity ratio, and control respectively.  The two differences 
between the air flow network for the ERS system and that for the E51 system are: 1) the 
number of building zones is reduced to four; and 2) TYPE 325, which models single OA duct, 
is used for the ERS system.  The only difference between the thermal flow network for the 
ERS system and that for the E51 system is that the number of building zones is reduced to 
four.  
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Figure 4.2.10 The configuration of the air flow network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.11 The configuration of the thermal network. 
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Figure 4.2.12 The control signal paths. 
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4.3 Fault Free Model Validation Process 
 The validation process and result of a dynamic AHU model (referred to as 1312 model 
hereafter) were discussed in this paper. The development of the 1312 model was summarized 
in a companion paper.  Strategies to validate the model using experimental data mostly from 
common system operations were designed.  If problems were identified using system 
operation data, follow up component model calibration was used to modify and improve the 
model.  A series of experiments were designed and implemented to obtain pressure resistance 
parameters for the supply duct system and mixing box dampers.  Building operation data 
from winter, summer, and spring seasons were used to validate the 1312 model.  Good 
agreements were achieved between experimental data and simulation outputs for the 1312 
AHU model, especially for summer and winter seasons.  When using 1312 model to simulate 
AHU operation for spring season conditions, simulated outdoor and supply air flow rates and 
supply air temperature, while tracking experimental data, showed certain level of oscillation. 
4.3.1 Introduction 
 In this section, the validation strategy, process, and final results for 1312 model are 
described. Validation of Heating Ventilating, and Air Conditioning and building zone 
simulation dynamic models is not a trivial issue.  Detailed review about simulation code 
verification and validation is provided by Reddy et al. (2006).  While verification deals with 
determining whether the equations are solved correctly, validation involves solving the right 
equations and comparing simulation results against field or experimental data. 
4.3.2 Strategy 
 The key for a validation process is to separate different component dynamics and 
parameters from each other.  Ideally, before a system level validation, experiments should be 
designed and executed first for each component in the AHU without other components 
involved.  Dynamic operation data from these experiments can be used to validate 
component models, including model structure and model parameters.  However, because of 
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the limited time and budget, detailed component model validation is hard to perform for a 
real system.  System level validation, especially those that use data collected from normal 
operation period, is more realistic.  In this paper, validation strategies that utilize normal 
operation data and data from two easy-to-configure system tests are introduced.  During a 
system level validation, if a component model was found to be unacceptable, experimental 
data specifically for that component are then sought to modify the component model.  
 For system level validation, again, the process needs to be designed to separate as many 
subsystems as possible to identify unacceptable subsystems, or components, or parameters.  
Considering available operation data at the test facility, the following validation process is 
designed: 
4.3.2.1 System level steady state validation 
 During a steady state experiment, controllable variables and parameters associated with 
the AHU remain unchanged.  The simplest steady state operation which is routinely executed 
at the test facility to self-examine the facility is the Air Loop Operational Test (ALOT).  
During an Air Loop Operational Test, the AHU is operated at 100% recirculation mode, 
cooling and heating coil valves are at 100% closed position.  The return fan is manually 
operated at its maximum speed, while the supply fan is off.  Temperatures in the zones are 
maintained at around 70˚F.  Therefore, Air Loop Operational Test data can be used as a first 
check to examine the simulation model, especially the air network at maximum fan speed.  
Data from four Air Loop Operational Tests are provided by the test facility.  Each Air Loop 
Operational Test lasts for about 6 hours. 
 Another special test, Heating Coil Test (HCT), is also used to validate the AHU model.  
In a heating coil test, the AHU is operated at 100% outdoor air mode with fans operated at 
maximum speed, and heating coil valve is at 100 % open position.  Used after Air Loop 
Operational Test, Heating Coil Test can be used to examine the impacts of heating coil at 
100% open valve position and outdoor air path at 100% open damper position.  One data set 
for Heating Coil Test that lasted for about 6 hours is provided by the test facility. 
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4.3.2.2 System level dynamic validation 
 An experiment, Normalization Test, is used for system level dynamic validation.  
During a Normalization Test, the entire test system is operated as a real commercial building.  
The test facility has conducted Normalization Tests in different seasons: winter, summer, and 
transition seasons (spring or fall).   
 If available, winter Normalization Tests with heating coil operation should be used 
firstly to validate the model.  When the heating coil is used during a winter season, the 
outdoor air damper is maintained at a minimum position during the occupied period.  
Furthermore, during a winter season, the fans are mostly operated at a constant speed because 
the VAV dampers are typically maintained at their minimum positions.  Therefore, the 
dynamic behaviors of mixing box model and fan model do not impact the simulation results 
extensively.  Winter Normalization Tests can be used to validate the simulation model with a 
focus on heating coil model, fan models at constant speed, and other relevant control models.  
Summer Normalization Tests with cooling coil operation should be used secondly to validate 
the model.  During the summer season, when the cooling coil is in use, the outdoor air 
damper is either maintained at a minimum position when outdoor air conditions do not 
satisfy the economizer control conditions; or the outdoor air damper is maintained at 100% 
open position when outdoor air conditions satisfy the economizer control conditions., Under 
either situation, the dynamic behavior of mixing box model does not impact the simulation 
results significantly.  Summer Normalization Tests can be used to focus on cooling coil 
dynamic model, fan dynamic model, and relevant control model validation.   
 Winter or summer Normalization Tests with economizer operation should be used 
thirdly.  During such tests, the coils are not operated and the fans are mostly operated at a 
constant speed.  Therefore, data from such tests can be used to validate the system with a 
focus on the mixing box and relevant control models. 
 Transition season Normalization Tests should be used finally.  During a transition 
season Normalization Test, the coils are not operated for most of the time.  However, the 
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mixing box and fans are often operated across a large range of operation conditions.  
Therefore, data from such tests can be used to validate the system model with a focus on the 
mixing box and relevant control models. 
 During a Normalization Test, test settings are designed to be similar to those used in a 
commercial building.  For the AHU settings,  
1. The system operation is scheduled to be occupied between 6:00 to 18:00 and unoccupied 
otherwise.  The entire system is turned off during the unoccupied period. 
2. The minimum outdoor air damper position is 40% (summer or transition season) or 47% 
open (winter).   
3. The economizer control is enabled when outdoor air temperature is less than 65ºF (18.33 
ºC) (for winter and summer tests).  For the transition season case used in this study, the 
economizer control is enabled when outdoor air temperature is 3°F (1.67 ºC) lower than 
the return air temperature. 
4. The supply air static pressure set point is at 1.4 in.w.g. (348.34 pa).   
5. The supply air temperature set point is 55ºF (12.78 ºC) for summer and transition 
seasons and is 65ºF (18.33ºC) for winter season. 
 For a zone, 
1. The zone heating set point is 70ºF (21.11ºC) during the occupied time period.  The zone 
cooling set point is 72ºF (22.22ºC) during the occupied time period.   
2. The maximum VAV air flow rate is 1000 CFM (0.472 m3/s) for exterior zones and 450 
CFM (0.212 m3/s) for interior zones.  The minimum VAV air flow rate is 450 CFM 
(0.212 m3/s) for exterior zones and 250 CFM (0.118 m3/s) for interior zones.  .   
3. There are no window coverings. 
 Table 4.3.1 summarizes some key settings for normalization tests.   
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Table 4.3.1  Operation Condition Summary for Available Normalization Tests. 
Season Summer Winter Transition 
Minimum outdoor  
air damper 
40% open 47% open 40% open 
Heating coil Not used Used Not used 
Cooling coil Used Not used Used 
Return fan 80% speed 
tracking 
80% speed 
tracking 
80% speed 
tracking 
Economizer enabled, oF (oC) 65 (18.33) 65 (18.33) TRA-3 (1.67) 
Supply air duct static pressure 
setpoint, in.w.g. (pa) 1.4 (348.34) 1.4 (348.34) 1.4 (348.34) 
Supply air temperature setpoint, 
oF (oC) 55 (12.78) 65 (18.33) 55 (12.78) 
 
4.3.2.3 Component model calibration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3.1 Flow chart for validation and calibration processes used for 1312 model. 
 
 During the steady state and dynamic system validation processes, simulation models for 
several components, such as fan, coil, damper, and valve, did not provide accurate 
predictions of the real component performance.  Data from special experiments, which only 
focus on the dynamics of a specific component, are sought to modify existing component 
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model or to calibrate model parameters.  This process is referred to as a calibration process.  
The fan and valve models calibration processes are introduced in the companion paper (Li 
and Wen, 2009). The duct and damper model calibration process is introduced in Sec. 5 of 
this paper.  Figure 4.3.1 demonstrates the overall validation process and the interaction 
between validation and calibration processes.   More detailed discussion about the validation 
process and its interaction with the calibration process is provided in Sec. 4.3.4. 
4.3.2.4 AHU model separation  
 The scope of project ASHRAE RP 1312 only includes validating the AHU dynamic 
model.  The validation of building zone model and VAV terminal unit models, which are 
also parts of the 1312 model, are out of the scope for this project.  Therefore, during the 
validation process, it is desired to separate the AHU model from the building zone and VAV 
terminal unit models.  All models are inter-connected in HVACSIM+ code (Norford and 
Haves, 1997).  And HVACSIM+ solves all differential equations (including those for AHU, 
building zone, and VAV terminal units) together using an iteration process (Park and Kelly, 
1985).  Building zone and VAV terminal unit models affect the AHU model simulation by 
providing values of the return air temperature and supply air pressure.  To separate AHU 
model, outputs from building zone and VAV terminal units are ignored and experimental 
data are used for return air temperature and supply air pressure during the AHU model 
validation process.  
4.3.3 Analysis 
 To compare simulation results with experimental data, performance indexes need to be 
defined.  Two types of performance indexes, namely energy indexes and operation indexes 
are used in this project.  Energy indexes are used to compare the simulated energy 
consumption with real energy consumption during an experiment.  Operation indexes are 
important operation variables.  
4.3.3.1 Energy Indexes 
 In total, there are four energy indexes used in this study, namely, electrical energy 
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consumed by return and supply fan, heating water energy consumed by heating coil, and 
chilled water energy consumed by cooling coil.  The hourly energy usage is calculated for 
each hour by summing the instantaneous energy value for every minute for 1 h (60 min) 
using the relation 
  (4.3.1)
where ENdl is the accumulated energy usage (Btu or KW-h) over the hour,  ENins,i is the 
instantaneous energy consumption rate (Btu/hr or KW), Δt is the time interval between 
readings (1 min), and 60 is a time conversion factor, n is the total time and is 60 for hourly 
value.   
 The instantaneous electric power consumed by the fans and pumps (PWele,i (t), Btu/hr or 
KW) is measured directly by sensors.  The sum of the electric power for a time interval is 
computed using: 
 
 
(4.3.2)
where PWele, (Btu or KW-h) is the accumulated power usage over a time period, t1 and t2 
representing the initial and final times over which cumulative energy use over the period is 
taken.  In terms of discrete times with readings taken every minute, Eq. 4.3.2 for a time 
period of 24 h becomes: 
  (4.3.3)
where Δt is the time interval between readings (1 min).  The instantaneous chilled water heat 
transfer rate for the AHU cooling coil (qcc,i, Btu/hr or KW) is computed using  
 qcc,i, = Kcc Qcc (Tccmw − Tccew) (4.3.4)
where Kcc is the property/unit factor for water, Qcc is the total volumetric water flow rate 
(gpm or m3/s) evaluated at the location where mixed water temperature, Tccmw, is measured, 
and Tccew and Tccmw are the coil outlet and mixed water temperatures (°F or °C).  For chilled 
water, the property/unit factor is given by 
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 Kcc = Kcc,r [c1 + c2 (Tccew – Tw,r)] (4.3.5)
where Kcc,r is the reference property/unit factor for chilled water at the reference 
temperature of Tw,r and c1 and c2 are curve-fit coefficients.  Chilled water is a mixture of 
15% ethylene glycol and water.  The chilled water properties of density and specific heat are 
not sensitive to pressure for the conditions for which the tests were performed.  The reference 
temperature for water is Tcw,r = 40°F (4.44°C) yielding Kcc,r = 473 Btu/h-gpm-F (3956.23 
kJ/ m3-C).  The values of the curve-fit coefficients are c1 = 1 and c2 = - 0.0003 1/°F (or c1 = 
1.8 and c2 = - 0.00054 1/°C).  Combining Eqs. 4.3.4 to 4.3.5 yields 
 )TT(Q)]TT(cc[Kq ccewccmwccr,cwccew21r,cci,cc −−+=  (4.3.6a)
 The three measured variables for the water heat transfer rate for the cooling coil are Qcc, 
Tccew, and Tccmw.  The hourly sum of the water heat transfer rate can be determined using 
Eq. 4.3.1.  Similar to the cooling coil energy calculation, the instantaneous hot water heat 
transfer rate for the heating coil is computed using Eq. 4.3.6b: 
 )TT(Q)]TT(cc[Kq hcewhcmwhcr,hwhcew21r,hci,hc −−+=  (4.3.6b)
where Khc,r is the reference property/unit factor for water, Qhc is the loop volumetric water 
flow rate (gpm or m3/s) evaluated at the location where Thcmw, is sensed, and Thcew and 
Thcmw are the coil outlet and mixed water temperatures (°F or °C).  The reference 
temperature for water is Thw,r = 120°F (48.9°C) yielding Khc,r = 500 Btu/h-gpm-°F 
(4181.81 kJ/ m3-°C).   
4.3.3.2 Operation Indexes 
 Operation variables that are common measurements for a commercial AHU need to be 
simulated accurately.  There are three types of operation indexes in this project: 1) 
temperature indexes; 2) air flow indexes; and 3) control indexes.   
 Temperature indexes include common temperature measurements for an AHU, which 
are supply air temperature and mixing air temperature.   
 Air flow indexes include air flow rate indexes, which are outdoor air flow rate and 
supply air flow rate; and 2) pressure indexes, which are supply fan pressure rise; and return 
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fan pressure rise. 
 Control indexes include mixing box damper position, heating coil valve position, and 
cooling coil valve position, which are all control signals sent from the controllers.   
4.3.4 Validation Process 
 The validation strategy described in Sec. 4.3.2 was implemented to validate the 1312 
AHU model.  Data from Air Loop Operational Test tests were firstly compared with the 1312 
AHU model prediction.  Large discrepancies (50 to 200%) were found between simulated 
and measured values for fan pressure rise and energy consumption.  New fan coefficients and 
models were then developed and reported in the companion paper (Li and Wen, 2009).   
 Using data from the Heating Coil Test, coil and valve behaviors were validated.  Very 
large disagreements were found between simulated and measured hot water flow rates.  It 
was first believed that parameters obtained from catalog data were not accurate enough.  It 
was hoped that by changing parameters, good agreement would be established between 
simulated and measured data.  A sensitivity analysis was then performed to identify strong 
parameters, which were parameters whose values strongly affected model outputs, among 
valve parameters.  Each parameter was varied respectively while maintaining other parameter 
unchanged to observe the outputs (water flow rates) of the valve model.  However, 
systematically changing three strong parameters did not present satisfactory simulation 
results.  The valve model structure was then scrutinized.  New valve model was therefore 
developed and reported in Sec. 4.2. 
 The differences between model prediction and Air Loop Operational Test and Heating 
Coil Test data for supply, return, and outdoor air flow rates were acceptable since dampers 
were either fully open or fully closed for those tests.  However, when data from 
Normalization Tests were used, the 1312 AHU model performed poorly for air flow rate 
prediction.  Damper models and pressure resistance values were questioned.  However, there 
was no existing experimental data that can be used to check these values.  A new experiment 
was then designed and implemented for this purpose.  New pressure resistance and damper 
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coefficients were determined using experimental data.  Details about this experiment are 
provided in Sec. 4.3.5. 
 Besides component parameter adjustment, control algorithm, especially Proportional-
Integral (PI) algorithm parameters, need to be adjusted to provide stable control action.  PI 
algorithm tuning is discussed in Sec. 4.3.6.  Using the new component models and new 
pressure resistances and damper coefficients, the 1312 AHU model demonstrated better 
prediction capability for both steady state system tests and dynamic system tests.  Validation 
results are reported in Sec. 4.3.7.   
 In addition to the problems reported here, it was also found that the proposed validation 
strategy was very effective in detecting coding errors and other programming mistakes. 
4.3.5 Pressure Resistance for Damper and Duct Models 
4.3.5.1 Pressure Resistance Experiment Design 
 Pressure resistance values and damper coefficients calculated from catalog data caused 
large air flow rate simulation errors.  Therefore, pressure resistance experiment was designed 
and performed using the test facility.  The objectives of the experiment were to determine the 
pressure resistances for damper and duct models, and to validate and evaluate the air flow 
network models provided by the HVACSIM+ software. 
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a) Pressure sensor locations for AHU. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
b) Pressure sensor locations for supply air duct system. 
Figure 4.3.2 Pressure sensor locations. 
Note: the solid and blank circles represent the high and low tubing of sensors respectively.
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 Totally 20 pressure sensors were added at the -test system.  Sensors were configured as 
either differential pressure sensors or static pressure sensors (with one tubing connected to 
the space).  Sensor locations and configurations for the AHU are shown in Figure 4.3.2.  
Notice that P1 and P2 were configured as static pressure sensors and other sensors are 
configured as differential pressure sensors.  The sensor locations and configurations for the 
supply air duct system are also shown in Figure 4.3.2.  Notice that P6, P10, P14, and P18 
were configured as static pressure sensors and other sensors were configured as differential 
sensors.  Sensor accuracies were +/-0.25% of reading except P9, P11, P13, P15, P17, and 
P20, which were +/- 1-2%. 
 
 
 
 
 
 
 
Figure 4.3.3 Mixing box model illustrating duct and damper resistances. 
 
 The experiment was designed to include five cases, which corresponded to five common 
air flow rate settings as shown in Table 4.3.2.  Fans and dampers were adjusted 
systematically to create various air flow and system conditions for pressure resistance 
calculation.  Operation conditions for dampers (including AHU and VAV dampers) and fans 
are summarized in Table 4.3.2.  Cases 1 and 2 each consisted of five damper positions, where 
Case 1 represented the minimum air flow condition and Case 2 represented the maximum air 
flow condition.  Cases 3 to 5 were designed to represent other common air flow rate 
conditions.  More mixing box damper positions were also designed for these cases to validate 
the mixing box model.  For each case, each damper position was maintained for 60 minutes.  
Return air Exhausted air 
Supply air Outdoor air 
R1
R3
R2
RD1
RD2
RD3
m1 
m3 
P1
P5 
P7P4
P2
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The supply pressure set point was 1.4 in.w.g, (348.34 pa).  Return fan was controlled using 
air flow rate tracking mode (200 CFM (0.0944 m3/s) lag).  Other test settings were similar to 
those used in a normalization test.  The entire experiment was repeated several times to test 
repeatability.  The experimental data showed good repeatability.   
 
Table 4.3.2 Experiment settings. 
Damper position Interior Room air flow rate 
Exterior Room air 
flow rate 
Min. Max.  Min.  Max.  Case (outdoor & exhaust air damper %Open, return air 
damper %Close) CFM 
(m3/s)
CFM 
(m3/s) 
CFM 
(m3/s) 
CFM 
(m3/s) 
1 100, 60, 40, 60, 100 200 (0.094)
200 
(0.094) 
200 
(0.094) 
200 
(0.094)
2 100, 60, 40, 60, 100 450 (0.212)
1000 
(0.472) 
1000 
(0.472) 
1000 
(0.472)
3 100, 85, 70, 55, 40, 30, 20, 15, 10, 0, 10, 15, 20, 30, 40, 55, 70, 85, 100 
300 
(0.142)
400 
(0.189) 
400 
(0.189) 
400 
(0.189)
4 100, 85, 70, 55, 40, 30, 20, 15, 10, 0, 10, 15, 20, 30, 40, 55, 70, 85, 100 
300 
(0.142)
600 
(0.283) 
600 
(0.283) 
600 
(0.283)
5 100, 85, 70, 55, 40, 30, 20, 15, 10, 0, 10, 15, 20, 30, 40, 55, 70, 85, 100 
300 
(0.142)
800 
(0.378) 
800 
(0.378) 
800 
(0.378)
 
4.3.5.2 Mixing box model 
 The mixing box is modeled using Type 325 in HVACSIM+, which consists of four duct 
branch models and three damper models (Figure 4.3.3).  The four duct branches are: 1) 
exhaust air branch (R1), which represents the pressure drop from the outlet of the exhaust air 
damper to the outdoor environment; 2) recirculated air branch (R2), which represents the 
pressure drop from the outlet of the return fan to the inlet of re-circulated air damper; 3) 
outdoor air branch (R3), which represents the pressure drop from outdoor environment to the 
inlet of the outdoor air damper; and 4) supply air branch (R4), which represents the pressure 
drop from the outlet of the outdoor air damper to the inlet of supply air fan.  Therefore, the 
supply air branch models the pressure drop across ducts, air filter, heating coil, and cooling 
coil.  The three damper models are exhaust air damper model (RD1), recirculated air damper 
model (RD2), and outdoor air damper model (RD3). 
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4.3.5.3 Calculation of duct resistances 
 Flow resistances, R (1/kg·m or 1/lbm·ft), for ducts and dampers are calculated from Eq. 
4.3.7 (Norford and Haves, 1997).  
 2m
PR &
Δ=  (4.3.7)
where ΔP is the pressure drop across a duct or damper (Pa or psf) and m&  is the air mass flow 
rate (kg/s or lbm/hr).  m& is calculated by: 
 fvAm ρ=&  (4.3.8)
where ρ is the air density (kg/m3 or lbm/ft3), v is mean air velocity (m/s or fpm) and Af is the 
face area of the duct or damper (m2 or ft2).  
4.3.5.3.1 AHU duct resistances 
 AHU duct resistances (R1, R2, and R3) were calculated using Eq. 4.3.7 based on data 
from the pressure resistance experiment.  However, the calculated AHU duct resistances 
showed large oscillation when damper positions were below 40% open.  Further 
investigation showed that the outdoor and exhaust air flow rates fell below 100 CFM when 
the damper positions were below 40% open.  The air flow rate measurements and differential 
pressure measurements were not stable, nor accurate, at such low flow conditions, which 
caused the oscillation among calculated duct resistance  When damper position was above 
40% open, duct resistance values calculated from different testing cases, which had different 
damper positions and air flow rates, were stable and agree with each other.  Histogram chart 
was used to further analyze the distribution of the calculated duct resistance value.   
 Figure 4.3.4 showed the histogram charts for duct resistances R1 to R4.  Histogram 
charts count the number of elements within a range and display each range as a rectangular 
bin. The height of the bins represents the number of occurrence that fall within each range.  
Notice in Figure 4.3.4, pressure resistance values that have a negative value due to reverse 
flow or unstable pressure measurements were not shown.  Pressure resistance values that 
have a value larger than 1 (1/kg·m, or 0.14 1/lb·ft) are not shown due to low occurrence.   
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Figure 4.3.4 Histogram for AHU duct resistances  
(Pressure resistances that have values less than 0 or larger than 1 (1/kg·m, or 0.14 1/lb·ft) are not shown).  
 
 As shown by Figure 4.3.4, calculated values for R1 was concentrated.  Calculated values 
for R2 concentrated in two bins: 0 to 0.1 (1/kg·m, or 0.014 1/lb·ft) bin and 0.1 (1/kg·m, or 
0.014 1/lb·ft) to 0.2 (1/kg·m, or 0.028 1/lb·ft) bin.  Values in the 0.1 (1/kg·m, or 0.014 1/lb·ft) 
to 0.2 (1/kg·m, or 0.028 1/lb·ft) bin had less occurrences.  Further investigation showed that 
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values fell in the 0.1 (1/kg·m, or 0.014 1/lb·ft) to 0.2 (1/kg·m, or 0.028 1/lb·ft) bin all 
corresponded to outdoor air flow rates that were less than 100 CFM and were not accurate.  
R3 values had the same situation as R2 values because both resistances were calculated using 
outdoor air flow rate values.  Therefore, it was concluded that the calculated pressure 
resistances for outdoor, recirculated, and exhaust air branches were independent of air flow 
rate and damper positions.  Table 4.3.3 summarizes the median and mean values calculated 
for R1, R2, and R3 using all data.  The median value is recommended to be used to reflect 
the pressure resistance value calculated for most of the cases that have reliable measurements.  
However, the histogram chart for the calculated value for R4 showed rather scattered values 
(Figure 4.3.4).  Further investigation showed that the calculated value for R4 had a strong 
correlation with supply air flow rate as demonstrated in Figure 4.3.5.  On Figure 4.3.5, circles 
illustrate experimental measurements.  Different order polynomial equations were then 
applied to represent the relationship between the coil resistance and supply air flow rate.  A 
fourth order polynomial equation was chosen because it fitted experimental data well and 
because it provided reasonable resistances for supply air flow rates that were lower than 0.4 
kg/s (704 CFM) or higher than 2 kg/s (3520 CFM).  Other polynomial equations either 
predicted a sharply decreasing resistance (third order polynomial) or an increasing resistance 
(second order polynomial). 
 
Table 4.3.3 Median and mean value for AHU duct resistances, 1/kg·m (1/lbm·ft). 
 R1 (exhaust air) R2 (recirculated air) R3 (outdoor air) 
Median 0.0048 (0.0007) 0.12 (0.017) 0.10 (0.014) 
Mean 2930 (405) 277 (38) -1530 (-211) 
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Figure 4.3.5 Relationship between supply air flow rate and the resistance of the filter and 
coils (R4). 
 
4.3.5.3.2 Supply air duct resistances 
 A three flow split model was used to describe the tee sections of supply air duct. Each 
tee section was characterized by three pressure resistances (Ri, Ro,1, and Ro,2) as shown in 
Figure 4.3.6.  The relationship among resistance, pressure drop, and corresponding mass flow 
rate for each tee section was described by Eq. 4.3.7.  Each pressure resistance included both 
duct fitting resistance (if present) and straight duct resistances.  Pressure resistance 
experimental data were used to obtain the pressure resistances Ri, Ro,1, and Ro,2.  It was found 
that the calculated pressure resistances were insensitive to mass flow rate variation.  Mean 
values for the calculated pressure resistances were thus used in the 1312 model.  
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Figure 4.3.6 Generalized tee section model. 
 
4.3.5.4 Calculation of damper resistances  
4.3.5.4.1 Damper resistance model 
 Damper resistances are modeled by Eq. 4.3.9(Legg et al, 1986).  
 
2
vKP
2ρ=Δ θ  (4.3.9)
 
where ρ is air density (kg/m3 or lbm/ft3), v is mean air velocity (m/s or fpm), andKθ is the 
loss coefficient calculated by Eq. 4.3.10a. 
 θ+=θ baKloge   (15o<θ<55o for opposed, 15o<θ<65o for parallel blades) (4.3.10a)
 1121e CBAKlog +θ+θ=θ   (0o<θ<15o for both opposed and parallel blades) (4.3.10b)
 2222e CBAKlog +θ+θ=θ   (55o<θ<90o for opposed, 65o<θ<90o for parallel) (4.3.10c)
where θ is the angle between damper blade and the direction of the air flow.  a and b are 
constants.  For opposed blades, a = -1.51 and b = 0.105 deg-1; and for parallel blades, a = -
1.51 and b = 0.0842 deg-1.  A1, B1, C1, A2, B2, and C2 are parameters whose values need to be 
determined using a procedure introduced later.  
 Combining Eqs.4.3.7, 4.3.8 and 4.3.9, flow resistance for a damper is expressed by 
 2
fA2
KR ρ=
θ  (4.3.11)
 The loss coefficient K0 at θ=0o is calculated by Eq.4.3.12.  
 02f0 RA2K ρ=  (4.3.12)
Pi 
mi 
Po,2
mo,2
Po,1
mo,1Ri
Ro,1
Ro,2
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where R0 is the resistance of a fully open damper (1/kg·m or1/lbm·ft).  The resistance of a 
fully closed damper, R90  (1/kg·m or 1/lbm·ft,), is calculated from Eq. 4.3.13,  
 02l90 RfR −=  (4.3.13)
where fl is flow leakage ratio, which is the ratio of the flow with a fully close damper to the 
flow with a fully open damper.  Therefore the loss coefficient K90 atθ=90o is 
 02f2l902f90 RA2fRA2K ρ=ρ= −  (4.3.14)
 Parameters in Eqs. 4.3.10b and 4.3.10c are determined so that 1) the gradients at points 
of θ=15o and θ=55 o/65o are continuous and 2) Kθ for θ=0o and 90o agree with those 
calculated from Eqs. 4.3.12 and 4.3.14.   
 For a damper model, there are six parameters, that is, A1, B1, C1, A2, B2, and C2, that 
need to be determined  Moreover, resistance for a fully open damper R0 and a damper flow 
leakage ratio fl are also needed.  Pressure resistance experimental data were used to obtain 
the unknown damper parameters for each damper in the mixing box.  In addition, coefficients 
a and b in Eq. 4.3.10a need to be validated using the experimental data. 
4.3.5.4.2 Application of least square method  
 Figure 4.3.7 summarized measurement data from all cases described in Table 4.3.2.  
Each measurement point in Figure 4.3.7 represented calculated average resistance 
corresponding to a damper angle during a test case.  In Figure 4.3.7, X-axis was damper 
angle θ (0-fully close, 90-fully open), Y-axis was LOG(Kθ) calculated from Eqs.4.3.10a.  The 
black dashed line extending from 15o to 55o represented the predicted resistances using Eq. 
4.3.10a with parameters a = -1.51 and b = 0.105 deg-1 (opposed blades).   
 Figure 4.3.7 clearly showed that there was a discrepancy between experimental 
measurements and model predictions, although experimental data showed that a linear 
relationship existed between θ and LOG(Kθ).  Therefore, least square method was used to 
generate a new set of a and b (refer to Eq. 4.3.10a) for each damper.  New parameters were 
summarized in Table 4.3.4.  The red line on Figure 4.3.7 (between 15o and 55o) was 
generated using Eq. 4.3.10a with new parameters. 
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Figure 4.3.7 Data and generalized damper resistance model. 
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 A function (INTERPAR) provided by HVACSIM+ was then used to obtain the 
unknown parameters in Eqs. 4.3.10b and 4.3.10c.  Since Eq. 4.3.10a provided the high end 
point for Eq. 4.3.10b and low end point for Eq. 4.3.10c, one more data point was needed for 
each equation.  As discussed in Sec. 4.3.4.4, calculated pressure resistances were not stable 
when the damper angle position was is below 30% open.  Hence, for outdoor and exhaust air 
damper resistance calculation, data for damper positions at 0% and a position around 70% 
closed were used.  For recirculated air damper, calculated damper resistance corresponding to 
0% closed damper position was negative, which was caused by pressure sensor measurement 
error.  Because the outdoor air and recirculated air dampers were identical dampers from the 
same manufacturer, data for outdoor air damper at 0% closed position were used for 
recirculated air damper calculation.  It was also found that using data corresponding to 85% 
close damper position for recirculated air damper yielded better overall prediction error than 
using data corresponding to 70% closed damper position. 
 
Table 4.3.4 Calculated parameters of damper model. 
Damper a b R0 R90 fl 
Outdoor air -0.596 0.1142 0.0053 834643.4 0.003 
Exhaust air 0.9633 0.0782 0.014 79516.06 4.196E-04 
Recirculated air -1.8842 0.1338 0.0053 6636.644 8.936E-04 
 
 Based on the above discussion, parameters in Eqns. 4.3.10b and 4.3.10c were obtained.  
The damper fully open and close resistance R0 and R90, as well as flow leakage ratio, fl, were 
calculated and summarized in Table 4.3.4. 
4.3.6 Control Parameter Adjustment 
 There were two PI algorithms used in the 1312 AHU model: PI algorithm for supply fan 
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speed control and PI algorithm for supply air temperature control.  Parameters used at the test 
facility for these two PI algorithms were initially implemented in the 1312 model.  Supply 
fan PI algorithm with the parameters (PB = 5.0, TI = 50), which were used at the test facility, 
showed good performance.  Supply air temperature PI algorithm with the parameters ((PB = -
47.5, TI = 0.5), which were used at the test facility,  showed good performance for summer 
cases when the PI algorithm was used to control the cooling coil valve.  New parameters (PB 
= -75, TI = 0.4) were obtained from a trial-and-error process for the winter cases when the PI 
algorithm was used mostly to control the mixing box dampers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3.8 Building zone PI algorithm parameter adjustment for September 4th, 2007. 
 
 For each building zone, there was one PI algorithm used to control the VAV terminal 
unit, including both damper and reheat valve positions.  The PI algorithm had a output range 
of -1 to 1.  When the PI output was less than 0, it was used to control reheat valve position 
and the damper was maintained so that a minimum airflow rate was maintained.  When the 
PI output was greater than 0, it was used to control the VAV damper position and the reheat 
valve position was maintained at 0% open.  Parameters for building zone PI algorithm were 
obtained from a trial-and-error process.  Figure 4.3.8 demonstrates how simulated west 
facing zone temperature responds to different PB and TI values.  From the trial-and-error 
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process, PB = 0.5 and TI = 0.1 yielded good overall responses for all building zones and 
were used in the 1312 model.   
4.3.7 Simulation Model Validation Results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) Supply air flow rate comparison. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
b) Supply air temperature comparison. 
Figure 4.3.9 Air loop test simulation results (01/27/06 case). 
 
 After adjusting model parameters and adding new component models, the 1312 AHU 
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demonstrate typical steady state validation results.  As shown in Figure 4.3.9, the simulated 
supply air flow rate nearly overlapped with the experimental data.  The difference between 
the simulated supply air temperature and corresponding experimental data was less than 
0.5˚F.  Because the AHU was at 100% recirculation mode with no heating or cooling, all 
other flow rates and temperatures were similar to those reported here.  
 Eight Normalization Test cases from three different seasons were used for system level 
dynamic validation for the 1312 AHU model.  Table 4.3.5 summarized typical value and 
maximum hourly averages of the difference between simulated and measured values for key 
energy and operation indexes.  Notice that only data during occupied hours, that is, from 6:00 
to 18:00, were examined.  The following observations were made from Table 4.3.5: 1) 
predicted temperatures were in general within 1 to 2˚F (0.56 to 1.11˚C) of experimental data, 
except mixed air temperature in spring cases; 2) predicted air flow rates were within 100 – 
200 CFM (0.047 – 0.094 m3/s) of experimental data except in spring cases; 3) supply fan 
model performed better than return fan model; 4) predicted supply fan energy was within 10 
– 15% of experimental data; and 5) predicted cooling coil energy was within 20% of 
experimental data for the summer case, but was not accurate for spring case when the cooling 
coil valve position was small.  However, no matter what the total cooling coil energy was, 
the difference between simulated and measured cooling coil energy values were between 1 to 
3 KW (3412 Btu/hr to 10236 Btu/hr).  Among all seasons, the simulation model did not 
perform well for spring season.  The reasons are discussed in the following section.   As 
discussed in the companion paper (Author 1 and Author 2, 2009), experimental data 
collected from the test facility for the return fan were very scattered.  The return fan model 
developed from those data did not produce predictions that were close to experimental data 
either.  Further investigation is needed to improve return fan model performance. 
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Table 4.3.5 Validation results using normalization test data. 
Summer in 2007 Winter in 2008 Spring in 2008 
 
8/19 8/25 9/4 2/16 2/17 5/2 5/3 5/9 
typical 
value 
55 
(12.8)
55 
(12.8)
55 
(12.8)
65 
(18.3)
65 
(18.3)
55 
(12.8) 
55 
(12.8) 
55 
(12.8)Supply 
air max. 
diff.* 
1.6 
(0.88)
1.2 
(0.46)
0.95 
(0.53)
0.35 
(0.19)
0.1 
(0.05)
0.73 
(0.38) 
1.4 
(0.78) 
0.67 
(0.37)
typical 
value 
75 
(23.9)
74 
(23.3)
74 
(23.3)
55 
(12.8)
56 
(13.3)
65 
(18.3) 
56 
(13.3) 
65 
(18.3)
Temperature 
˚F (˚C) 
Mixed 
air max. 
diff. 
0.7 
(0.39)
1.2 
(0.66)
1.4  
(0.78)
1.3 
(0.72)
0.3 
(0.17)
4.1 
(2.28) 
1.9 
(1.06) 
2.3 
(1.27)
typical 
value 
2300 
(1.3) 
2200 
(1.25)
2000 
(0.94)
2000 
(0.94)
1750 
(0.99)
2000 
(1.15) 
1500 
(0.94) 
2100 
(1.2) Supply 
air max. 
diff. 
140 
(0.08)
180 
(0.09)
188 
(0.09)
120 
(0.06)
86 
(0.05)
345 
(0.16) 
180 
(0.09) 
254 
(0.14)
typical 
value 
430 
(0.24)
650 
(0.37)
450 
(0.21)
800 
(0.38)
710 
(0.37)
2000 
(1.15) 
1200 
(0.57) 
2000 
(1.15)
Air Flow 
Rate 
CFM (m3/s) 
Outdoor 
air max. 
diff. 
130 
(0.07)
185 
(0.09)
108 
(0.05)
91 
(0.04)
52 
(0.03)
235 
(0.13) 
120 
(0.06) 
153 
(0.08)
typical 
value 
2.81 
(0.7) 
2.81 
(0.7) 
2.81 
(0.7) 
2.81 
(0.7) 
2.33 
(0.58)
3.21 
(0.8) 
2.61 
(0.65) 
2.81 
(0.7) Supply 
fan max. 
diff. 
0.12 
(0.03)
0.12 
(0.03)
0.12 
(0.03)
0.24 
(0.06)
0.24 
(0.06)
0.68 
(0.17) 
0.24 
(0.06) 
0.24 
(0.06)
typical 
value 
0.36 
(0.09)
0.40 
(0.1) 
0.40 
(0.1) 
0.28 
(0.07)
0.24 
(0.06)
0.28 
(0.07) 
0.24 
(0.06) 
0.28 
(0.07)
Differential 
Pressure 
in.w.g. (kPa) 
Return 
fan max. 
diff. 
0.32 
(0.08)
0.08 
(0.02)
0.06 
(0.015
0.16 
(0.04)
0.02 
(0.006
0.16 
(0.04) 
0.12 
(0.03) 
0.16 
(0.04)
typical 
value 
5.8 
(1.7) 
5.5 
(1.6) 
3.4 
 (1.0)
5.1 
(1.5) 
3.4 
 (1.0)
4.1 
(1.2) 
3.4 
 (1.0) 
5.1 
(1.5) Supply 
fan max. 
diff. 
0.31 
(0.09)
0.20 
(0.06)
0.41 
(0.12)
0.17 
(0.05)
0.31 
(0.09)
0.51 
(0.15) 
0.41 
(0.12) 
0.48 
(0.14)
typical 
value 
1.4 
(0.4) 
1.2 
(0.35)
1.0 
(0.3) 
1.0 
(0.3) 
1.0 
(0.3) 
1.1 
(0.33) 
1.0 
(0.3) 
1.3 
(0.38)Return 
fan max. 
diff. 
1.3 
(0.37)
0.9 
(0.25)
0.6 
(0.18)
0.7 
(0.2) 
0.3 
(0.1) 
0.5 
(0.14) 
0.4 
(0.13) 
1.1 
(0.31)
typical 
value 
71.7 
(21) 
54.6 
(16) 
51.2 
(15) 
NA NA 
34.1 
(10.0) 
13.6 
(4.0) 
30.4 
(8.9) Cooling 
coil max. 
diff. 
5.1 
(1.5) 
4.1 
(1.2) 
8.9 
(2.6) 
NA NA 
7.2 
(2.1) 
8.5 
(2.5) 
6.5 
(1.9) 
typical 
value 
NA NA NA 
25.2 
(7.4) 
11.9 
(3.5) 
NA NA NA 
Energy 
KBtu/hr 
(KW) 
Heating 
coil max. 
diff. 
NA NA NA 
2.3 
(0.67)
2.0 
(0.6) 
NA NA NA 
* maximum difference of the hourly average values between simulated values and 
experimental data. 
 
 Beside average differences, dynamic performance of the 1312 AHU model is also very 
important.  Figure 4.3.10 demonstrated key operation indexes for a summer case 
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(09/04/2007).  Figure 4.3.10 demonstrated that the simulated variables were able to tracked 
experimental data except 1) supply air temperature during the first 30 minutes in the morning 
when the AHU system was changing significantly.  The simulated supply air temperature 
showed a larger overshooting behavior; and 2) large difference between simulated value and 
experimental data existed for cooling coil valve position (control signal). Valve position from 
the experimental data showed oscillation which was caused by chilled water temperature 
oscillation.  Although chilled water temperature was an input to the 1312 model, the 
simulated cooling valve control signal was not affected by the chilled water temperature 
oscillation as much as the measured one.  The simulated cooling coil water flow rate and 
energy (not plotted due to limited space), however, did not differ significantly from the 
measured ones.  Dynamic behaviors for the 1312 model in other summer cases were similar 
to 09/04/2007 case. 
 Figure 4.3.11 illustrated the dynamic behavior for 1312 model for a winter case 
(02/16/2008).  Observations similar to those for the summer case can be drawn for the winter 
case.  However, for the winter case, the measured supply air temperature showed larger 
overshooting behavior during the first hour in the morning.  This was because a special 
control strategy to limit mixing box dampers from moving too fast at each time step was 
added for the winter cases at the test facility to prevent the dampers from oscillation.  Figure 
4.3.11 showed outdoor air damper’s step movement at the test facility during the first hour.  
Such strategy was not added in the 1312 model because it was not considered a strategy 
commonly used in regular buildings.  Similar to cooling coil valve, the simulated heating coil 
valve position was different from the experimental data.  The simulated heating coil energy 
was close to the experimental data (less than 20% difference).  Dynamic behaviors for the 
1312 model in the other winter case were similar to 02/16/2008 case. 
 Figure 4.3.12 illustrated the dynamic behavior for 1312 model for a spring case 
(05/02/2008). In the spring case, the outdoor air damper was 100% open during most of the 
occupied period.  Therefore, only supply air flow rate was plotted in Figure 4.3.12, since 
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outdoor air flow rate had similar values. One major difference between spring cases and 
other seasons was the oscillating behavior for simulated air flow rates (supply and outdoor) 
and simulated supply air temperature.  Supply and outdoor air flow rates oscillated especially 
around 1000 CFM (0.47 m3/s) with a magnitude of ± 200 CFM (0.094 m3/s).  Further 
investigation is needed to identify the reasons that cause these oscillations.  However, it is 
suspected that artificially separating AHU model and building zone and VAV terminal unit 
models by using experimental data for AHU model inputs may add numerical difficulty for 
the entire model to converge and may contribute to the oscillation.  It is found that when 
AHU model is not separated from other models, the simulated air flow rates do not show any 
oscillation even when they are around 1000 CFM (0.47 m3/s).  Simulated supply air 
temperature also shows ± 2°F (1.1 °C) oscillation over several time periods.  It is found that 
when simulated supply air temperature oscillates, the cooling coil simulation model switches 
between fully dry and partially wet conditions.  The cooling coil simulation model is 
developed by ASHRAE project RP 1194 (Braun and Zhou, 2004).  In HVACSIM+, all 
equations that belong to the same superblock (a term used by HVACSIM+ to refer to a group 
of component models, for example, all temperature related component models), are solved 
together.  However, the cooling coil model is added in the 1312 model as a separate model 
whose equations are not solved together with other 1312 models.  This mechanism may also 
add computational difficulties and contribute to the temperature oscillation.  
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Figure 4.3.10 Summer normalization simulation results (09/04/07 case). 
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Figure 4.3.11 Winter normalization simulation results (02/16/08 case). 
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Figure 4.3.12 Spring normalization simulation results (05/02/08 case). 
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4.3.8 Conclusions 
 Strategies to validate a dynamic AHU model using experimental data mostly from 
common system operations were proposed in this study.  The proposed strategies were 
applied to validate the 1312 AHU model.  Many problems, including parameter problems, 
component model problems, and coding problems, were identified and corrected using the 
proposed validation strategies.  It was found that parameters directly generated from the 
manufacturer catalog data did not yield good simulation accuracy in general. After key 
parameters were determined directly from experimental data, the component models in 
HVACSIM+ (except return fan model) and the cooling coil model developed from ASHRAE 
RP 1194 demonstrated good performance.  The validated 1312 AHU model was capable of 
generating operational data that were close to the experimental data for three different 
seasons.  When using 1312 model to simulate AHU operation for spring season conditions, 
simulated outdoor and supply air flow rates and supply air temperature, while tracking 
experimental data, showed certain level of oscillation.  Air flow rate oscillated around 1000 
CFM (0.47 m3/s) with a magnitude of ± 200 CFM (0.094 m3/s).  Supply air temperature 
oscillated with a magnitude of ± 2°F (1.1 °C) for about 2 hours.    Future study is needed to 
identify reasons that cause these variables to oscillate and to improve return fan model.   
4.3.9 Additional Information about Building Zone Model Validation 
 Though validating the building zone and VAV unit models were not the focus of this 
study, performance of the entire 1312 model, which included AHU, building zone, and VAV 
units were examined.  Figure 4.3.13 illustrated combined system model performance for the 
summer case.  Performance of the 1312 model was similar in other Normalization Test cases.  
From Figure 4.3.13, it was observed that 1) simulated temperatures were still rather close to 
experimental data; 2) simulated air flow rates, especially return air flow rate, were somewhat 
different from the experimental data.  Further investigation in building zone model 
performance revealed that the 2C3R building zone model did not simulate well the solar load 
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that entered building zone through windows.  During Normalization Tests, there was no 
window coverings used.  External solar load affected zone temperature rather strongly.   
Figure 4.3.13 showed east facing zone temperature.  It can be observed that the measured 
zone temperature was a little bit out of control during the late morning hours.  However, the 
simulated zone temperature did not reflect this.  Therefore, different solar disturbances 
caused different VAV unit reaction and therefore resulted in different return air and supply 
air flow rates.  Although the 1312 building zone and VAV unit models do not accurately 
represent those at the ERS, they do generate reasonable predictions.   
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Figure 4.3.13 Summer normalization simulation results for combined system model 
(09/04/07 case). 
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4.4 Fault Model Development and Validation 
4.4.1 Strategy 
 In general, models of faulty component and process are used either as part of an AFDD 
method or used as part of the simulation to develop or evaluate an AFDD method (Haves, 
1997).  Although many AFDD studies simulate various faults for their own methodology 
development, few supply detailed information about how the faults are modeled.  Fewer 
studies describe how their simulated faulty operation data are validated. 
 In this study faults are categorized as sensor faults, controller device faults, equipment 
faults, and controller faults.  The real physical mechanism of a fault is often very complicated.  
It is generally agreed that the purpose of fault modeling is not to replicate all detailed 
physical phenomena but to replicate the most significant fault symptoms.  Faults can be 
modeled in two different ways (Haves, 1997), i.e., by 1) changing parameter values in a 
fault-free model, such as reducing the UA value (heat conductance coefficient) to model a 
fouled coil in a simple coil model; and 2) extending the structure of a fault-free model to treat 
faults explicitly, such as adding a new parameter that specifies the thermal resistance of the 
deposit for a detailed coil model when modeling coil fouling fault.  Furthermore, it is noted 
that if a fault is such that a basic assumption of the model is no longer valid, a major change 
in the fault-free model is needed, such as poor sensor placement, which invalidates the 
perfect mixing assumption. 
 Because fault models are often a much simplified representation of the real phenomena, 
the objective of the validation process for faulty operation simulation model is to assure that 
the simulated operational data reproduce fault symptoms and fault severities. Most AHU 
faults are modeled by adding parameters or changing values of existing parameters, which 
does not involve new component model development.  If the simulation system model has 
been well validated under fault-free condition, only the new or changed parameters used to 
generate a fault need to be validated.  Therefore, faulty operation validation does not need a 
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comprehensive process as described for fault-free validation.   
4.4.2 Available AHU Fault Experimental Data 
 Experimental data that can be used to validate fault models developed in this study have 
been identified and summarized in this section.  In total, data from four research projects are 
used in this study, including  ARTI-21CR/611-40050-01 project,  ASHRAE Project 1312-RP, 
ASHRAE Project 1020-RP, and NISTIR Project 6964. 
 Yang, et al (2004) investigated the role of filtration in maintaining clean heat exchanger 
coils and overall performance.  Although this project is not an experiment aimed at studying 
fault symptoms, it provides near real world data for coil fouling studies.  Combinations of 6 
different levels of filtration (MERV 14, 11, 8, 6, 4, and no filter) and 4 different coils (an 
eight-row lanced-fin coil, HX8L), (an eight-row wavy-fin coil, HX8W), (a four-row lanced-
fin coil, HX4L) and (a two-row lanced-fin coil, HX2L) were tested at 4 different air 
velocities (300, 400, 500, 600 ft/min).  A standard-size air duct of 24 inch×24 inch was 
constructed as part of the test facility.The fouled conditions were obtained after injection of 
600 grams of ASHRAE standard dust upstream of the filter/coil combination. This 
magnitude of dust is representative of a year of normal operation for an air conditioning 
system. Each of these coil-filter combinations was tested under clean and fouled conditions.   
 The original test measurements are recorded in directories "HX2L", "HX4L", "HX8L" 
and "HX8W". They are: test time, air velocity, coil pressure drop, air inlet temperature, air 
outlet temperature, water inlet temperature, water outlet temperature, air upstream relative 
humidity, air downstream relative humidity, water flow rate, upstream filter pressure drop 
and downstream filter pressure drop. 
 The tests that were conducted are indicated in Table 4.1.  The experimental conditions 
were set as: 
(1) Air velocity: 300, 400, 500, 600 ft/min 
(2) Air inlet dry-bulb temperature: Ta,i=80 ºF 
(3) Air inlet relative humidity: RHi=61% (for wet condition) and <20% (for dry condition) 
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(4) Water inlet temperature: Tw,i=37.4 ºF 
(5) Water flow rate: 8 gal/min, (for 8-row coil test), 5.5 gal/min, (for 4-row coil test), 4 
gal/min, (for 2-row coil test). 
Table 4.1 Test Matrix of ARTI-21CR/611-40050-01 project 
 
 
 
 
 
 
 Detailed description about the other three research projects and recorded experimental 
data are provided in Chapter 5. 
4.4.3 Fault Model Development 
4.4.3.1. Fault flag system 
 It is important to design a proper flag system that can be used for users to indicate fault 
selection and their associated severity selection. 
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Table 4.2 AHU Fault Summary. 
Category Device Type Fault variable Fault severity variable Type 
OA Temp 0 – no fault, 1 – discrete offset, 2 – drift offset OAtemp VOAtemp 
MA Temp 0 – no fault, 1 – discrete offset, 2 – drift offset MAtemp VMAtemp 
SA Temp 0 – no fault, 1 – discrete offset, 2 – drift offset SAtemp VSAtemp 
RA Temp 0 – no fault, 1 – discrete offset, 2 – drift offset RAtemp VRAtemp 
311 
SA Pressure 0 – no fault, 1 – discrete offset, 2 – drift offset SApres VSApres 305 
OA flow rate 0 – no fault, 1 – discrete offset, 2 – drift offset OAcfm VOAcfm 
SA flow rate 0 – no fault, 1 – discrete offset, 2 – drift offset SAcfm VSAcfm 
RA flow rate 0 – no fault, 1 – discrete offset, 2 – drift offset RAcfm VRAcfm 
313 
OA Humidity 0 – no fault, 1 – discrete offset, 2 – drift offset OAhumd VOAhumd 
SA Humidity 0 – no fault, 1 – discrete offset, 2 – drift offset SAhumd VSAhumd 
Sensor 
RA Humidity 0 – no fault, 1 – discrete offset, 2 – drift offset RAhumd VRAhumd 
312 
OA Damper 0 – no fault, 1 – discrete offset, 2 – drift offset OAdamp VOAdamp 
RA Damper 0 – no fault, 1 – discrete offset, 2 – drift offset RAdamp VRAdamp 
EA Damper 0 – no fault, 1 – discrete offset, 2 – drift offset EAdamp VEAdamp 
325 
Heating coil 
valve 
0 – no fault, 1 – discrete offset, 2 – drift 
offset VAVheat VVAVheat 533 
Controlled 
Device 
Cooling coil 
valve 
0 – no fault, 1 – discrete offset, 2 – drift 
offset VAVcool VVAVcool 534 
SA fan 
0 – no fault, 1 – Increased pressure drop, 
2 – Complete failure of SF and RF, 3 -- 
Decrease in the motor efficiency 
sfan Vsfan 
RA fan 
0 – no fault, 1 – Increased pressure drop, 
2 – Complete failure of SF and RF, 3 -- 
Decrease in the motor efficiency 
rfan Vrfan 
355 
Heating coil 
fouling  
0 – no fault, 1 –Air side fouling, 2 –Water 
side fouling, 3 –Reduced capacity heatingfoul 
Vheatingfoul1 
Vheatingfoul2 533 
Equipment 
Cooling coil 
fouling  
0 – no fault, 1 –Air side fouling, 2 –Water 
side fouling, 3 –Reduced capacity coolingfoul 
Vcoolingfoul1 
Vcoolingfoul2 534 
SF control 0 – no fault, 1 – unstable CONsf VCONsf 581 
RF control 0 – no fault, 1 – unstable CONrf VCONrf 582 
Mixing dampers 
control 0 – no fault, 1 – unstable CONmixdamp 
VCONmixda
mp 
Heating coil 
control 0 – no fault, 1 – unstable CONheat VCONheat 
Cooling coil 
control 0 – no fault, 1 – unstable CONcool VCONcool 
586 
Sequence of 
heating and 
cooling devices 
0 – no fault, 1 – unstable CONsequence VCONsequence 586 
Controller 
Reverse Action 0 – no fault, 1 – unstable CONreverse VCONreverse 586 
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 The simulation models developed in this study are using FORTRAN programming 
language.  Because a COMMON block is global and accessible to each units of a FORTRAN 
program (FORTRAN, 1992), it is used to store the flag system, firstly, the flag system is 
defined in the main program (MODSIM), with each block representing one category. 
Secondly, DATA statements are used to initialize all the flag values in the file of MODINO 
with a value of 0, which means fault-free. Users can then choose fault and associated severity 
from the Graphic User Interface (GUI).  
 The fault system is divided into four categories, which are sensor, controlled device, 
equipment and controller categories.  Table 4.2 summarizes the fault category (column 1), 
affected device (column 2) fault type (column 3), variables affected by the fault modeling 
(column 4), and variables used to store fault severity (column 5), and the Type number 
(column 6).  A Type is a subroutine in HVACSIM+.   
4.4.3.2.Sensor Fault  
 Two types of sensor faults, namely, discrete fault and drift fault are simulated.  Discrete 
faults are modeled by adding a user specified bias to the simulated sensor output, which is 
achieved by Eq. 4.4.1 
 
 BiYY inputoutput +=  (4.4.1) 
 
where Youtput and Yinput is the output and input of sensor, Bi is an user specified bias which 
keeps constant with time. 
 Drift faults are modeled by linearly increasing a dead band, which results in a linearly 
increased simulated sensor output.  Eq. 4.4.2 gives the explanation of Drift faults. 
 
 TSYY inputoutput ×+=  (4.4.2) 
where T is the time change after fault occurrence, S is a user specified slope of drift, the 
difference between output and input of sensor will linearly increased with time by the speed 
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of S. 
4.4.3.3. Fault controlled device category 
 Controlled device category includes three dampers (RA, EA, OA damper) and two 
valves (heating and cooling valve).  Two types of faults, namely, stuck fault and leaking fault 
are modeled.  Stuck faults are modeled by fixing the simulated controlled device position to 
be a user specified position.  Leaking faults are modeled by adding a user specified flow rate 
when the controlled device is 100% closed.   
4.4.3.4. Fault equipment category 
 For an AHU, faults could occur in two types of equipments, namely, fan (supply or 
return) and coil (heating or cooling). For supply and return fans, three types of common 
faults, namely, increased pressure drop fault, complete failure fault, and decreasing motor 
efficiency fault, are modeled.  Increased pressure drop fault is modeled by adding a user 
specified bias to the simulated pressure drop output.  Complete failure fault is modeled by 
outputting zero fan movement.  Decreasing motor efficiency fault is modeled by using a user 
specified ratio to decrease the simulated motor efficiency.  
 Three types of faults, namely, air side fouling, water side fouling, and reduced capacity, 
are modeled for coils.  Several studies in the literature discussed how to model coil faults: 
Several literatures have the content of how to model the coil fouling.  
z In the model, heat exchanger fouling can be more easily implemented by altering 
the heat-transfer coefficients. For the severest case of condenser fouling tested for, 
the water side heat transfer coefficient was scaled down to 55% of its normal value 
(Bendapudi and Braun, 2002).  
z Deposition of dirt and scale on a coil surface can increase the resistance to heat 
transfer. The thermal resistance can be represented by a fouling factor (House et al, 
1999). 
z Coil fouling may be treated in a simple coil model by reducing the UA value.  In a 
detailed coil model, fouling may be defined by a parameter that specifies the 
thermal resistance of the deposits (Haves 1997). 
 In this study, the reduced capacity fault is modeled by increasing the water flow pressure 
resistance.  In the simulation model, heating coil and cooling coil are simulated using two 
different models.  For heating coil fouling fault, two variables representing thermal 
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conductivity of fin and tube material are decreased to imitate the coil fouling.  For cooling 
coil, water conductivity and aluminum fin conductivity are decreased to simulate coil fouling. 
4.4.3.5. Fault controller category 
 Four types of control faults, namely, unstable control fault, fixed speed fault (for fans 
only), unstable sequencing fault, and reverse control fault, are modeled in this study.  
Unstable control is modeled by implementing a user specified proportional band for PID 
controller (more details about PID controller modeling are provided in Sec. 4.2.  Fan fixed 
speed fault is modeled by outputing a user specified fixed speed.  
4.4.4 Fault Model Validation 
 As discussed in Sec. 4.4.1, the purpose of fault model validation is not to replicate all the 
detailed physical phenomena but to replicate the important fault symptoms.  Therefore, fault 
symptom analysis and summary are important for fault model validation.  Fault symptoms 
are summarized for AHU faults in Chapter 5 and serve as the basis for fault model validation.    
Data sets as described in Sec. 4.4.2 are used to validate the AHU fault models.   
 The validation strategy and process are similar to normal model validation in this project, 
which has been described in Sec. 4.3.  The fault validation process is to validate the 
component model at first and then to validate system performance.  Performance indexes, 
including both energy indexes and operation indexes, are used to compare simulation results 
with fault experimental data.  Several previous research projects have implemented dozens of 
AHU faults using the ERS test facility, including ASHRAE 1312, NIST 6964, and ASHRAE 
1020.  Their fault symptom are analyzed and summarized in Section 5.3.   Table 4.3 lists all 
of the faults which have been validated in this study.  Coil fouling and capacity reduce faults 
are chosen to illustrate the process of fault component model validation with the data from 
Yang, et al (2004).  Thereafter, fault data from three research projects introduced in Section 
4.2.2 are utilized in the fault model validation process. 
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Table 4.3 AHU Fault Model Validation Summary. 
Fault description Season Date Data source 
OA temperature sensor bias (+3F) Spring 5/29/2008 ASHRAE 1312
OA temperature sensor bias (-3F) Spring 5/30/2008 ASHRAE 1312
Spring 5/7/2008 ASHRAE 1312
Summer 8/26/2007 ASHRAE 1312OA Damper Stuck (Fully Close) 
Winter 2/12/2008 ASHRAE 1312
Cooling Coil Valve Stuck (Fully Closed) Spring 5/6/2008 ASHRAE 1312
Return Fan complete failure Spring 5/12/2008 ASHRAE 1312
Return Fan at fixed speed （20%spd） Spring 5/18/2008 ASHRAE 1312
Return Fan at fixed speed （80%spd） Spring 5/19/2008 ASHRAE 1312
Mixed air damper unstable Spring 5/13/2008 ASHRAE 1312
Mixed air damper unstable/Cooling coil control unstable Spring 5/14/2008 ASHRAE 1312
Sequence of heating and cooling unstable Spring 5/17/2008 ASHRAE 1312
Supply fan control unstable Spring 6/1/2008 ASHRAE 1312
EA Damper Stuck (Fully Open) Summer 8/20/2007 ASHRAE 1312
EA Damper Stuck (Fully Close) Summer 8/21/2007 ASHRAE 1312
Return Fan at fixed speed (30%spd) Summer 8/22/2007 ASHRAE 1312
Return Fan complete failure Summer 8/23/2007 ASHRAE 1312
Cooling Coil Valve Control unstable 
(Reduce PID PB by half) Summer 8/24/2007 ASHRAE 1312
Cooling Coil Valve Reverse Action Summer 9/3/2007 ASHRAE 1312
Heating Coil Valve Leaking (Stage 2 – 1.0GPM) Summer 8/29/2007 ASHRAE 1312
AHU Duct Leaking (after SF) Summer 9/7/2007 ASHRAE 1312
AHU Duct Leaking (before SF) Summer 9/8/2007 ASHRAE 1312
Heating Coil Fouling Stage 2 Winter 2/6/2008 ASHRAE 1312
Supply Air Temperature Offset (Stage 1 – 1.7C) Summer 7/12/2001 NISTIR 6964 
 Winter 1/23/2002 NISTIR 6964 
Supply Air Temperature Offset (Stage 2 – 2.8C) Summer 7/13/2001 NISTIR 6964 
Summer 7/17/2001 NISTIR 6964 Re-circulation Damper fully open stuck Winter 1/25/2002 NISTIR 6964 
Leaking Heating Coil Valve (Stage 1 - 0.019 kg/s) Winter 1/29/2002 NISTIR 6964 
Leaking Heating Coil Valve (Stage 2 - 0.032 kg/s) Winter 1/27/2002 NISTIR 6964 
Summer 7/19/2001 NISTIR 6964 Leaking Heating Coil Valve (Stage 3 - 0.044 kg/s) Winter 1/28/2002 NISTIR 6964 
Stuck-closed Re-circulation damper Winter 2/28/1999 ASHRAE 1020
Leaking Re-circulation Damper  (Stage 2) Spring 5/13/1999 ASHRAE 1020
Leaking cooling coil valve (Stage 3 - 1.8 GPM) Spring 5/23/1999 ASHRAE 1020
Reduced coil capacity (water side) (Stage 2) Spring 5/19/1999 ASHRAE 1020
Drifting pressure sensor (Stage 3 - 0.6 in w.g.) Summer 8/9/1999 ASHRAE 1020
Unstable supply fan control Spring 5/9/1999 ASHRAE 1020
Slipping Supply Fan Belt (Stage 2) Summer 8/20/1999 ASHRAE 1020
 
4.4.4.1 ARTI-21CR/611-40050-01 project 
 Although there is no detailed description about four types of coil investigated in the 
project of ARTI-21CR (Yang, et al 2004), through personal communication from project of 
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ARTI-21CR, the author indicated that the eight-row wavy-fin coil (HX8W) was the same one 
modeled by Zhou (2005).  Parameters for the coil (HX8W) are well documented in Zhou 
(2005).  Eight tests are selected to perform the fault model validation, which are clear and 
fouled conditions under 4 different levels of filtration (MERV 14, 8, 4, and no filter).  
Therefore, test for coil (HX8W) are selected for this project to validate the fault models. 
 Notice that in the tests by Yang, et al (2004), fouling only occurred on the air side.  Coil 
air pressure drop increased and air side heat transfer coefficient changed due to airside 
fouling.  Therefore, only air side fouling will be investigated and evaluated for the fault coil 
model. 
 By analyzing the experimental data, it is found that air side fouling actually enhances 
heat transfer due to additional turbulence caused by the presence of dust.  By comparing the 
coil outlet air temperature, humidity and coil outlet water temperature between the measured 
data and predicted results from fault models, it is found that the coil air side fouling model is 
satisfactory.  The detailed evaluation procedure and results are provided in Sec. 4.2. 
4.4.4.2 ASHRAE 1312 project 
 As part of the scope for ASHRAE Project 1312-RP, wide varieties of faults are modeled; 
such models need to be validated with experimental data.  ERS test facility was capable of 
simultaneously testing two HVAC systems side by side with identical zone load.  In this 
experiment, fault test was conducted in AHU-A, meanwhile normal operation was running in 
AHU-B.  By comparison of the difference between AHU A&B, the impact of the fault can be 
observed and fault characteristics were identified.  Three AHU faults from ASHRAE 1312 
project are selected to introduce the validation process of AHU system performance. 
4.4.4.2.1. Outside air damper stuck fault 
 Winter season testing for outside air damper stuck (fully close) fault was implemented 
on AHU-A on 2/12/2008, while AHU-B was operated without implementing any fault (fault 
free).  Fault symptoms can be identified by comparing the steady state and dynamic 
operational data from AHUs-A and B.   
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 Major fault symptoms from this fault are: 1) instead of at around 45% open position, RA 
damper is nearly at fully closed position; and 2) supply air flow rate is at a very low level 
even when the supply and return fans are running at full speed.  Figure 4.1 demonstrates that 
the simulation model is able to replicate these major fault symptoms although detailed 
dynamic behaviors are not exactly the same.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Outside air damper stuck fault simulation results (02/12/08 case). 
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differences as discussed in Sec.4.2.7. 
4.4.4.2.2. OA temperature positive bias (3ºF) fault 
 Spring season testing for OA temperature positive bias (+3ºF) fault was implemented on 
AHU-A on 5/29/2008, the measured OA temperature was 3 ºF greater than the real OA 
temperature.  The Economizer dynamics were affected in this test.  As indicated in Figure 4.2, 
OA damper of AHU-B (fault-free system) changed position from fully open to its minimum 
open position at the time of the 1228th minute when OA temperature was around 69.5ºF.  
While for the fault system AHU-A, OA damper position changed earlier at the time of the 
1097th minute when the real OA temperature was around 66.5ºF.    This fault did not result 
in any other obvious symptoms.   
 
 
 
 
 
 
 
 
 
 
Figure 4.2 OA temperature positive bias (3ºF) fault simulation results (05/29/08 case). 
 The simulation results are consistent with measurements.  The major fault symptom is 
that OA damper of the system with fault closes earlier than that of the fault free system.  
Although the time difference between simulated fault free and faulty operation data is not as 
big as the real data, the trend is clear.  
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Figure 4.3 EA damper stuck fully closed fault simulation results (08/21/07 case). 
4.4.4.2.3. EA damper stuck fully closed fault 
 Summer season testing for EA damper stuck (fully close) fault was implemented on 
AHU-A on 8/21/2007.  The effect of faults on system measurements is not significant.  
Major fault symptoms include 1) reduced OA and RA flow rates; 2) reduced SF and RF 
speeds.   
 As indicated in Figure 4.3, the simulation results are consistent with real measurements. 
The fault symptom can be observed in simulation data.   
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4.4.4.3 NISTIR 6964 project 
 NISTIR 6964 project (Castro et al. 2003) implemented three AHU faults in winter and 
summer season in ERS, including supply air temperature sensor offset fault, stuck open 
recirculation air damper fault, and a leaking heating coil valve fault.  In this experiment, fault 
test was conducted in either AHU-A or AHU-B.  The detail about NISTIR 6964 test data was 
introduced in Sec 5.3.3. 
4.4.4.4 ASHRAE 1020 project 
 Seven AHU faults were implemented in the test facility at the ERS during three different 
seasons in the project of ASHRAE 1020-RP (Norford et al, 2000).  Various fault severities 
were chosen to evaluate the ability of the AHU AFDD methods.  Sec 5.3.2 summarized  the 
details of ASHRAE 1020 test data. 
4.4.4.5 Conclusion of fault model validation 
 Four experimental data sets were used to validate fault models developed in this study.  
The fault models are able to replicate all major fault symptoms although detailed dynamics 
between simulated data and measured data are not always similar.   Though the building zone 
and VAV models were not validated in this study, performance of AHU model was affected 
by the inaccuracy of building zone model, especially the return fan model and mixing box 
model.  Because the 2C3R building zone model did not simulate well the solar gain from 
windows, the inaccurate estimation of internal load lead to different supply air flow rate.  In 
general, although the building zone and VAV unit models do not accurately represent those 
at the ERS, the fault ERS model does generate reasonable predictions.   
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CHAPTER 5 SUMMARY AND ANALYSIS OF EXPERIMENTAL DATA 
 
5.1 Objectives 
   To assist the development and evaluation of AHU system simulation models, 
experimental data of AHU operation under fault-free and faulty conditions (under different 
faults and severity levels) were collected from the ERS.  Tests conducted in a laboratory 
rather than in the field allow faults to be implemented in a controlled manner.  Experimental 
data collected from this project and those identified in the literature are used to validate the 
ASHRAE 1312 simulation model and to verify the AFDD methods developed in this project.  
In this chapter, the experiment designed and implemented in this project (referred to as 
ASHRAE 1312 test) is introduced in Sec. 5.2.  Section 5.3 includes the brief analysis of 
ASRHAE 1312 test data and data from two previous projects.  Detailed test data analysis and 
summary are provided in Appendices D and E.  
The three objectives of the experiment were to 
1. Demonstrate and validate the operation of AFDD methods for AHU systems in a 
realistic building environment 
2. Evaluate and validate ASHRAE 1312 AHU simulation model under fault and fault-free 
operation conditions 
3. Archive and document the test data so they can be used to develop and test other AFDD 
methods. 
 
5.2 ASHRAE 1312 Experiment Design 
 The ASHRAE 1312 AHU experiments were scheduled in three test periods during 
summer, winter, and spring seasons.  Each test period consisted of two or three weeks of 
controlled tests, either under normal or faulty test conditions.  Table 5.1 shows the faults, 
their magnitude, their implementation methods and test seasons associated with each fault..  
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Different faults were implemented in different seasons because the AHU operational 
characteristics changed with weather conditions.  A large variety of AHU system 
configuration and operation strategies existed.  It was neither practical nor needed to test 
each fault under all different seasons, configurations and operation strategies.  The season, 
configuration, and operation should be selected so that a specific fault will yield measurable 
system difference compared with a fault-free system.  Furthermore, it was impractical to test 
all levels of severity for a degradation fault.  Therefore, three levels of severity was tested for 
each degradation fault.  Some faults had similar effects on the system during different 
seasons.  For such faults, only one season was selected.   
 Faults were manually introduced into the air-mixing box, coils, and fan sections of 
AHU-A at the ERS.  To help analyzing fault symptoms, the parallel test systems B, was 
operated under fault free conditions.  Although the two test systems were designed and 
constructed to be identical, there were still unavoidable differences between the two systems.  
Therefore, several normal operation days were included in each test period to identify the 
inherited differences due to system differences.  By comparison of the difference between 
AHU A&B, the impact of the fault can be observed and fault characteristics can be identified. 
 For the AHU settings, the system operation was scheduled to be occupied from 6:00 to 
18:00; and unoccupied from 18:00 - 6:00 the following day.  The system operation schedule 
was to simulate the schedule of working hours for a commercial building.  The minimum 
outdoor air damper position was set to be 40% open (spring and summer) or 47% open 
(winter).  The position was determined to satisfy the minimum ventilation requirement for 
building occupants.  The economizer control was enabled when Toa is less than 65ºF (spring 
and summer) or return air temperature minus 3ºF (winter).  The return fan was operated with 
a speed tracking control sequence (80% of SF speed).  The supply air static pressure set point 
was at 1.4 psi.  The supply air temperature set point was 55ºF (spring and summer) or 65ºF 
(winter). 
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Table 5.1 Faults introduced in ASHRAE 1312 experiment.  
 
Category Fault description Magnitude or location Summer Winter Spring Implementation 
Fully 
Closed X X X OA Damper Stuck 
40% Open   X 
45% Open X   
55% Open X   
52% Open  X  
OA Damper Leak 
62% Open  X  
Manually control 
OA damper at 
fault positions 
Fully Open X X X 
Fully Close X X X EA Damper Stuck 
40% Open   X 
Manually control 
EA damper at 
fault positions 
Fully 
Closed X  X 
Fully Open X X X 
Partially 
Open - 15% X   
Partially 
Open - 20%  X  
Partially 
Open - 50%   X 
Cooling Coil Valve 
Stuck 
Partially 
Open - 65% X   
Manually control 
valve at fault 
positions 
Stage 1 - 
0.4GPM X   
Stage 2 – 
1.0GPM X   
Controlled 
Device 
Heating Coil Valve 
Leaking 
Stage 3 – 
2.0GPM X   
Manually open 
the heating coil 
bypass valve 
after SF X   
AHU Duct 
Leaking before SF X   
Remove the 
sealing of one 
AHU-A access 
door 
Stage 1  X  
Heating Coil 
Fouling Stage 2  X  
Partially block 
heating coil using 
a piece of 
cardboard 
Stage 1  X  
Stage 2  X  Heating Coil Reduced Capacity 
Stage 3  X  
Manual throttling 
the heating coil 
balancing valve 
Equipment 
Return Fan 
complete failure  X  X 
Manually stop 
return fan 
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Table 5.1 Faults introduced in ASHRAE 1312 experiment (cont.). 
 
Category Fault description Magnitude or location Summer Winter Spring Implementation 
30%spd X   
20%spd   X 
Return Fan at fixed 
speed 
80%spd   X 
Manually 
maintain return 
fan speed at fault 
speed 
Cooling Coil Valve 
Control unstable  X   
Reduce the PB 
value for the 
supply air 
temperature PID 
control algorithm 
by half 
Cooling Coil Valve 
Reverse Action  X   
Change cooling 
coil valve scaling 
factor 
Mixed air damper 
unstable    X 
Change the PB 
value for the 
supply air 
temperature PID 
control algorithm 
from -45.7 to -10
Mixed air damper 
unstable/Cooling 
Coil Control 
Unstable 
   X 
Change the PB 
value for the 
supply air 
temperature PID 
control algorithm 
from -10 to -5 
Controller 
Sequence of 
Heating and 
cooling unstable 
   X 
Change the PB 
value for the 
supply air 
temperature PID 
control algorithm 
 
5.3 Experimental Data and Analysis 
5.3.1 ASHRAE 1312 Test Data 
 Before the test facility was used to evaluate AHU fault characteristics, fault free tests 
that were used to verify the match between the A- and B-Test Systems.  Fault free tests were 
configured so that the A- and B-Test Systems were operated and controlled using the same 
conditions.  In the summer test, totally three fault free tests (08/19/07, 08/25/07, and 09/04/07) 
were executed to verify the match between the two systems.  The performance indices that 
verify the match between A and B systems are plotted in Fig. 5.1, which includes test results 
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for three individual fault free day and total fault free test result obtained from all of three 
days. In Fig. 5.1, each point represents the average value of percentage of difference for a 
measurement.  The percentage of difference is calculated using Eq. 5.1 
 
BtMeasuremen
BtMeasuremenAtMeasuremendifferenceofPercentage
_
____ −=      (5.1) 
where Measurement_A refers to the value of a measurement from system A, and 
Measurement_B refers to the value of a measurement from system B.  
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Figure 5.1 Difference of AHU indices for fault free case 
 
 The average value for each percentage of difference is obtained is from 6:20 to 18:00.  
This time period is selected so that only occupied time period is considered and that unstable 
data from the first 20 min after the system is switched from unoccupied to occupied mode is 
not included.  The length of the attached bar for each point in Fig. 5.1 indicates standard 
deviation.  In total, sixteen performance indices are included, which are, heating valve 
position (HWC-VLV),  heating coil energy (P-H_hcoil),  cooling valve position (CHWC-
VLV),  cooling coil energy (P-H_ccoil), supply fan speed (SF-SPD), supply fan energy (P-
H_SF), return fan speed (RF-SPD), return fan energy (P-H_RF), supply air flow rate 
(P_SA_CFM), return air flow rate (P_RA_CFM), outdoor air flow rate (P_OA_CFM), 
supply air temperature (SA-TEMP), mix air temperature (MA-TEMP), return air temperature 
(RA-TEMP), heating coil outlet air temperature (HWC-DAT), cooling coil outlet air 
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temperature (CHWC-DAT). 
 During the summer test, the heating coil is not operated.  Hence, its match data are not 
available.  By comparison of three fault free test day, it is found that the difference between 
air temperatures is small, usually below 1.0 ºF. Cooling coil valve open position has 4-5% 
difference due to the slightly different valve characteristics between A and B systems.  
Return air flow rate shows the biggest difference between A and B systems among all of air 
flow rate indices. OA air flow rate is very close to zero between 6:00am and 8:00am and 
during noon hour when zone heating load is small, so data from these time periods are 
excluded when calculating percentage of difference for the outside air flow rate in order to 
prevent unrepresentative large percentage value. The total fault free test results shown in Fig. 
5.1 are used as the basis for further investigation for fault tests. 
 In ASHRAE 1312 experiments, the faults were implemented by manually changing 
hardware or software settings.  Each fault was implemented over one day period.  The 
findings of cooling coil valve stuck faults are illustrated below as an example. 
 Four types of cooling coil valve stuck fault were implemented in ASHRAE 1312 
summer test, which are cooling coil valve fully closed fault)(8/27/2007), cooling coil valve 
fully open fault (8/31/2007), cooling coil valve stuck at a partially open position fault (15%) 
(9/1/2007), and cooling coil valve stuck at a partially open position fault –(65%) (9/2/2007).  
Figure 5.2 demonstrates the percentage difference for sixteen performance indices.  Figure 
5.2 also includes the total fault free values for each performance index.   
 In the cooling coil stuck fully closed case (8/27/2007), the supply air temperature could 
not be maintain at its setpoint because of the stuck closed cooling coil valve.  Hence the zone 
air temperatures rose above their set points which caused zone VAV dampers to be fully 
open.  The supply air flow rate therefore reached its maximum value and both supply fan and 
return fan speeds were at their maximum speed Outdoor air and return air flow rates were 
both increased to be their maximum values too. 
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Figure 5.2 Difference of cooling coil valve stuck fault case 
 
 In the cooling coil stuck fully open case, heating coil was operated to maintain the 
supply air temperature to be at its setpoint. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 Comparison of cooling coil valve position for cooling coil valve stuck case 
(Partially Open - 65%) 
 
 By observing cooling coil valve position change in Fig. 5.3 on 9/2/2007, it was found 
that valve opened between 30% and 60%. Cooling coil partial open stuck at 15% fault had 
similar effect as fully closed case; partial open stuck at 65% fault showed alike results as 
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fully open case; the magnitude of affection for the late two faults were smaller than the early 
ones. All the indices for each fault were plotted in Fig. 5.2 comparing with the fault free case. 
 The cooling coil valve stuck fault cases discussed above demonstrates how data from the 
ASHAE 1312 experiment are analyzed.  More detailed fault symptom analysis and summary 
for the ASHRAE 1312 experiment for all three seasons are provided in Appendix C.   
5.3.2 NISTIR 6964 Test Data 
 NISTIR 6964 project involved a complementary set of laboratory experiments using 
commercial AHU of ERS under both normal operating conditions and operation with known 
faults.  Three AHU faults, supply air temperature sensor offset fault, stuck open recirculation 
air damper fault, and a leaking heating coil valve fault were implemented in the test facility 
at the ERS as part of the NISTIR 6964 study described by Castro et al. (2003). 
 The simulated fault of supply air temperature sensor offset caused the supply air 
temperature offset to increase linearly from 0 ºC to 4 ºC over a two-week period.  This fault 
of stuck open recirculation air damper was simulated by setting the position of the motor 
driven actuator final control element for the recirculation air damper equal to one, causing 
the damper to stay open throughout the simulation.  The damper remained at the 100 % open 
position for the duration of the test.  Note that the outdoor air damper and exhaust air damper 
operated normally in the presence of this fault.  To implement the leaky hot-water valve fault 
at the ERS, a manual bypass valve was opened partially to allow hot water to be diverted 
around the automatic three-way bypass valve that normally controls water flow to the heating 
coil.  The fault was implemented to allow a leakage rate of approximately 0.019 L/s to 0.044 
L/s (0.3 gal/min to 0.7 gal/min) through the coil.  The leakage rate was approximately 2 % to 
3 % of full flow through the heating coil. 
 Experiments were only conducted in winter and summer season in NISTIR 6964 with 
fixed AHU operation sequence and condition.  For the AHU settings, the system operation 
was scheduled to be occupied from 8:00 to 18:00; and unoccupied from 18:00 - 8:00 the 
following day.  The minimum outdoor air damper position was set to be 38% open.  The 
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economizer control was enabled when Toa is less than 65ºF.  The return fan was operated 
with an air flow rate tracking control sequence, return air flow rate was maintained at 90% of 
supply air flow rate.  The supply air static pressure set point was at 1.2 psi.  The supply air 
temperature set point was 55ºF. 
 In this experiment, fault tests were conducted in either AHU-A or AHU-B.  ERS test 
facility was capable of simultaneously testing two HVAC systems (System A and System B) 
side by side with identical zone load.  By comparison of the difference between AHU A&B, 
the impact of the fault can be observed and fault characteristics were identified.  By 
investigating the measurement, only winter tests had matching system running in another 
AHU while one AHU among two identical AHUs was operated under faulty conditions.  By 
comparison of the difference between AHU A&B in NISTIR 6964 winter cases, the impact 
of the fault can be observed and fault characteristics were identified.  Because there was not 
matching system operating in summer tests, one fault free test (07/14/2001) was chosen as 
reference system, the system operational indexes of the fault free test were used to compare 
with the fault data.  Because of the existing difference for weather conditions, only 
significant fault characteristics can be identified from the index plots. 
 Fault symptoms based on NISTIR 6964 project data were also summarized in Appendix 
C. 
5.3.3 ASHRAE 1020 Test Data 
 In this project of ASHRAE 1020 faults were experimentally introduced into the air-
mixing box, filter-coil, and fan sections of each of the three AHUs at the ERS (Norford et al., 
2002).  Seven selected faults were implemented in either AHU-A or AHU-B.  Each fault was 
implemented in at least two of the three test seasons during summer, winter, and spring 
seasons.  A more realistic set of blind tests was conducted using AHU-1.  Four days of 
normal operation and 17 days for fault introduction were included in a summer period of 
about six weeks.  In general, abrupt faults were implemented for one testing day and 
degradation faults were implemented for one testing day per severity stage.  Because of the 
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fast response of pressure control loop, the supply air pressure sensor degradation faults were 
implemented in one day for three severity stages.  The AHU faulty operation experiments 
were under real weather and building zone load conditions, which were similar to those in a 
real commercial building.   
 Except weather conditions, other factors that would affect the AHU operation, such as 
supply air temperature and pressure set point, supply chilled and heating water temperatures 
and pressures, supply and return fan control strategies, and other operation strategies were 
not varied in ASHRAE 1020-RP.  For the AHU settings, the system operation was scheduled 
to be occupied from 7:00 to 22:00; and unoccupied from 22:00 - 7:00 the following day.  
Other system setting were similar to NIST 6964.  In ASHRAE 1020-RP, the two AHUs were 
used for different faults implementation meanwhile.  Because there was not matching system 
operating in ASHRAE 1020 tests, three fault free tests (08/22/1999, 05/23/1999, and 
02/28/1999) were chosen as reference systems.  Simialr fault data analysis process was 
implemented as for the summer test data of NIST 6964.  Fault symptoms were listed in 
Appendix C. 
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CHAPTER 6 ANALYZING PCA MODELS VIA WAVELET METHOD AND 
PATTERN MATCHING METHOD– EXPLORATORY DATA ANALYSIS 
 
6.1 Introduction 
 The literature review summarized in Chapter 2 indicates that wavelet transform method 
show great promise to detrend the original data by removing the low-frequency disturbances.  
Pattern matching method is also introduced in Section 3.3 as data preprocess method in order 
to locate periods of operation that are similar to current operating conditions.  In addition, 
PCA method is a good candidate for AHU AFDD because PCA method does not need the 
involvement of faulty training data, which is normally not available in practice. In this 
chapter, two methods, namely, Wavelet PCA method and Pattern Matching PCA method, are 
developed and validated using experimental and simulated data for AHU fault detection.   
 
6.2 AFDD Methodology for AHU Systems 
  An AHU AFDD methodology is developed in this study and demonstrated in Fig. 6.1.  
The methodology includes two stages: 1) Modeling stage and 2) Online AFDD stage.  The 
methodology includes two methods: Wavelet PCA method and Pattern Matching PCA 
method.  Wavelet PCA method is used to detect abrupt faults when historical training data 
are limited and Pattern Matching PCA method aims at detecting both abrupt and degrading 
faults when sufficient historical training data are available.   
 
 Modeling stage 
 
 In the modeling stage, historical fault free system measurements will be used to develop 
two PCA models, Wavelet-PCA model and Pattern Matching – PCA model.  More 
specifically, the following steps are used to develop a Wavelet-PCA model: 
• Fault free historic measurements are provided to the AFDD strategy.  A steady state 
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detector/filter (described in more details in Sec. 6.3) is used first to remove transient 
data.  
• Wavelet transform method (described in more details in Sec. 6.4) is then used to 
generate training data. Fault free steady state measurements are decomposed into two 
components: one is approximation coefficients corresponding to drifting and long 
term fluctuation occurred at low-frequency scales; another is detailed coefficients 
corresponding to dynamic covariance occurred at high-frequency scales. 
• Training data are then normalized to have zero mean and unit variance.  
• PCA model is developed using training data.  The principle component subspace 
(PCS), residual subspace (RS), and the threshold δ are calculated. 
 The process of Pattern Matching – PCA model development (described in more details 
in Sec. 6.5) is similar to that of the Wavelet-PCA model except the second step.  When using 
Pattern Matching – PCA model, similarity factors are calculated to characterize the degree of 
similarity between historical data sets and the current measurement data set.  The historical 
datasets that have the highest values of similarity factors are selected for a candidate pool to 
develop PCA model. 
 
 Online AFDD stage 
 
 Once the modeling stage has finished and proper PCA models have been established for 
an AHU, online measurements are screened using the developed AFDD methodology to 
detect faults.  More specifically, the following steps are used: 
• New measurements are firstly checked by steady state detector/filter, only steady data 
are used. 
• The filtered steady state data are decomposed by wavelet transform method into 
approximation coefficient and detailed coefficients. 
• The decomposed data are then normalized to have zero mean and unit variance. 
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• For Wavelet-PCA model, the squared prediction error (SPE) will be calculated and 
compared to the threshold of δ.  A fault is detected when the calculated SPE value 
exceeds the predefined threshold. 
• If the Wavelet-PCA model does not detect any fault, the filtered steady state data will 
be processed by Pattern Matching – PCA model after being normalized to have zero 
mean and unit variance.  The calculated SPE will be compared to the threshold of ζ.  
A fault is detected when the calculated SPE value exceeds the predefined threshold. 
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Figure 6.1 Flow chart of developed AFDD method. 
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6.3 Background  
 In this section, necessary background information about typical and potential 
measurements in an AHU, typical AHU operation modes, and steady state detector used in 
this study are introduced.  
6.3.1 Summary of Available AHU Sensors 
 
Table 6.1 Available sensors list of AHU operation 
 Typical Sensors 
Highly potential 
Sensors 
Potential 
Sensors 
Outside air temperature √   
Mix air temperature √   
Supply air temperature √   
Heating coil outlet air 
temperature   √ 
Cooling coil outlet air 
temperature   √ 
Return air temperature  √  
Outside air humidity  √  
Supply air humidity  √  
Return air humidity  √  
Supply air duct static pressure √   
Supply fan differential pressure  √  
Return fan differential pressure  √  
Supply airflow rate √   
Return airflow rate  √  
Outdoor airflow rate   √ 
Supply fan total power meter √   
Return fan total power meter √   
Supply fan speed signal √   
Return fan speed signal √   
Mixing box damper position 
signal √ 
  
Heating coil valve position signal √   
Cooling coil valve position signal √   
Heating coil water flow rate   √ 
Cooling coil water flow rate   √ 
  
 Sensors are important components of an AHU operation, especially for objective of 
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AFDD.  Sensors installed in an AHU system for a typical building are normally for control 
and operation purposes. Typical HVAC grade sensors commonly found in AHUs are listed in 
column 2 of Table 6.1.  Column 3 provides highly potential sensors for an AHU that are used 
in some buildings, if not all typical buildings. For example, a return air flow rate sensor is not 
commonly available but is used when the return fan is controlled by tracking the supply air 
flow rate.  Column 4 lists potential sensors which are not commonly used for a typical AHU, 
but could be installed if they provided added benefits for AHU AFDD. 
 All the sensors in Table 6.1 are installed at the ERS test facility.  It is beneficial for this 
study to investigate how beneficial it is to add more sensors for AHU AFDD.    Therefore, 
AFDD strategy using only typical sensor and that using typical and potential sensors are both 
studied. 
 Another type of sensors relating to AHU operating conditions are those used to indicate 
the weather and internal load conditions.  Variations in both weather conditions and internal 
loads impose variations in fan powers and cooling coil loads in an AHU.  A weather station 
is installed at the ERS to collect on-site weather data.  The station measures OA dry-bulb 
temperature and relative humidity, wind speed and direction, atmospheric pressure, total 
normal incidence solar flux, and global horizontal solar flux.  Variations in the heat gains 
from the occupants, equipment, and lights make a major contribution to the variation in 
internal load.  Test Rooms at the ERS are equipped with 2-stage baseboard electric heaters.  
The baseboard electric heaters and lighting are scheduled to simulate various usage patterns 
of sensible loading and measured with a factory calibrated electric power transducer.  Based 
on the available sensors at the ERS, the option 1 columns in Table 6.2 list selected sensors 
indicating the weather and internal load conditions.  Unfortunately these sensors may be 
unavailable for typical buildings; in that case, another sensors group of option 2 is also listed 
in Table 6.2.  Because the supply air temperature is usually maintained at a fixed setpoint, the 
real-time internal load would be in agreement with the supply air flow rate.  Therefore, a 
simple way to show the degree of internal load is to use the supply air flow rate. 
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Table 6.2 Available sensors for weather condition and internal load 
Sensors for weather condition Sensors for internal load 
Option 1 Option 2 Option 1 Option 2 
Outdoor air 
temperature 
Outdoor air 
temperature 
Total baseboard 
electric heater 
power 
Supply air flow 
rate 
Outdoor air 
humidity 
Outdoor air 
humidity 
Total lighting 
power  
Normal incidence 
solar flux    
Global horizontal 
solar flux    
 
6.3.2 Operation Modes of AHU System 
 AHUs are operated year-round to maintain building zone temperatures by distributing 
conditioned air to building zones.  Outdoor air, that needs to be sufficient for ventilation 
purposes, is either heated or cooled in an AHU in various seasons.  Meanwhile, an 
economizer control strategy is applied to determine whether it is more energy efficient to 
condition outdoor air than return air by comparing the outdoor and return air temperatures 
and humidity.  If it is determined that it is more energy efficient to condition outdoor air, 
return air is not recirculated.    
 
 
 
 
 
 
 
 
 
Figure 6.2 Operating modes of an AHU (modified based on Price and Smith, 1997). 
Outdoor air temperature Economizer set point 
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 To make the proposed AFDD PCA method sensible by ensuring both the training data 
and testing data within the same operating condition, operating conditions of an AHU are 
divided into four modes, namely, mechanical cooling, mechanical and economizer cooling, 
economizer cooling, and mechanical heating, as shown in Fig. 6.2.  Each mode depends on 
outdoor air temperature and the need of supply air temperature (heating or cooling).   
 In the mechanical heating mode (Mode 1), the low outdoor air temperature keeps the 
outdoor air damper at its minimum position, heating coil valve is controlled to maintain the 
supply air temperature at the heating set point and the cooling coil valve is closed. 
 In the economizer cooling mode (Mode 2), the need for mechanical heating is eliminated 
as outdoor air temperature rises.  Both heating and cooling coil valves are closed and the 
outdoor air dampers are modulated to maintain the supply air temperature at its set point.   
 In the mechanical and economizer cooling mode (Mode 3), the outdoor air damper is 
fully open and the cooling coil valve is modulated to maintain the supply air temperature. 
 In the mechanical cooling mode (Mode 4), the outdoor air damper is greater than 
Economizer set point.  The outdoor air damper is held in the minimum position and the cooling 
coil valve is modulated to maintain the supply air temperature. 
6.3.3 Development of Steady State Detector 
 The conditions of steady state in this study are not interpreted so strictly that they rarely 
occur in practice.  Steady state is recognized if there are no significant abrupt changes in a 
certain time period, but the process data may still vary in this time period.  This is because in 
a HVAC system, fluctuations and variations in process data are unavoidable due to ever 
changing weather and internal conditions, equipment operations as well as the existence of 
sensor noise.  This also indicates that to obtain reliable fault detections, a reasonable 
threshold is needed to identify a significant signal in the “steady state’ environment. 
 Lee (2004) proposed a simple steady state detector; sum of the slopes of cooling coil 
control signal (Ucc), mixing air temperature (Tm), supply air duct static pressure (Up) and 
return air flow rate is used as a criterion for the steady state.  These four variables are 
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candidates for criterion when clustering sample points.  By the same way, temperatures of 
outdoor air, supply air and return air are chosen in Glass (1995). 
 A steady-state detector is used to filter the transient data.  If steady-state conditions 
prevail, the FDD scheme is invoked.  In this study, the slopes of cooling coil control signal, 
supply air temperature (Ts), supply air duct static pressure and supply fan speed (Usf) are 
used to detect transient conditions, with a slope of zero or near zero indicating steady state.  
The slope is calculated using maximum, minimum and mean values in a sliding window, 
which can be composed of current and five previous values of each of these variables, that is, 
 
 
meanX
XXS minmax −=  (6.3.1) 
 
The sum of the slopes of Ucc, Ts, Up and Usf is used as a criterion for the steady state rather 
than considering each slope individually.  The allowable range of the slope is calculated 
using a period of typical operating data under steady-state operation (14:00-18:00 from 
09/04/2008 test, Chapter 5) in the presence of load changes.  The threshold value is taken to 
be 3 times the standard deviation of the sum of the slopes under steady-state conditions.  If 
the absolute value of the sum of the slopes is less than the limit, the system is deemed to be 
in a steady state. 
 
6.4 Case Study for PCA Method Preprocessing by Wavelet Method 
6.4.1 Using Wavelet Method as a Pretreatment Method Prior to PCA Modeling 
 AHUs operate in a dynamic environment, because both weather conditions and other 
thermal loads change with time.  Under different weather or load conditions, an AHU often 
operates at different operation modes, which means that the relationship among variables is 
different.  Even when an AHU does not change its operation mode, load conditions yield 
difference among variables and further yield differences in a data model.  It is challenging for 
an AFDD method to distinguish differences caused by operation condition change or by 
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faults.  It is often recommended that the AFDD model to be updated whenever a new 
operation mode is encountered (Wang and Fu, 2006).  However, this approach is not always 
practical because 1) continuous AFDD model update will be interrupted when operation 
mode changes, and 2) degradation faults are not able to be detected using this method. It is 
believed that measurement fluctuations caused by weather and load changes would be 
identified as low frequency wavelet coefficients. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.3 The results of data detrending in wavelet transform.  
 
 The outdoor air temperature signal is selected as an example to illustrate the detrending 
capability that wavelet transform method has.  Experimental data obtained from the ERS 
  
147
09/04/2007 from 10:00 to 18:00 is used in this illustration (Chapter 5).  The total number of 
data is 480 samples.  Teppola and Minkkinen (2000) recommended using Symmlet wavelet 
transform with 10 vanishing moments for process monitoring of waste water treatment plant 
to detrend data.  Symmlet wavelet function is capable of capturing smooth low frequency 
features, such as seasonal fluctuations and long-term drifting (Trygg and Wold 1998).  The 
detrending results are shown in Fig. 6.3 where the detrended signal and the trend of signal are 
presented for different levels.  As the level of transformation increases, the detrended signal 
resembles the original signal more, thus less information is lost in the trend signal. 
 In general, wavelet transform method can be used for signal detrending by removing the 
low-frequency scales representing seasonal fluctuations.  Meanwhile the reverse process is 
able to be applied for data compression, while the only low-frequency scales (at a suitable 
chosen level n) is retained and the length of the compressed signal has only 1/2n of the 
original signal.  The investigation of wavelet transform application for data compression is 
provided in Appendix D.     
6.4.2 Validation of Detrending Method with ASHRAE 1312 Fault Free Data 
 The objective of this case study is to demonstrate the feasibility of combining wavelet 
transform with PCA method to eliminate the effects of weather condition and internal load 
variations on data measurements.  The parameter used in PCA method for fault detection is 
the Q residual, which was used to detect abnormal variance of a test data set.  Data from the 
experiment of ASHRAE 1312 fault free data as explained in Sec 5.2 were used in this case 
study.  
 The PCA model is built with twelve typical AHU variables listed in column 2 of Table 
6.1, which are used to construct a twelve-dimensional measurement space.  All of these 
measurements can be retrieved from typical EMCS.  The ASHRAE 1312 fault free data 
under three various seasons are used validate the developed Wavelet-PCA method.  For each 
season, PCA models are developed with several days of fault-free data while data from 
another fault free day (different from training data) are used to test the method.  Both training 
  
148
data and testing data in each season need to be under the same operation mode.  By 
comparing the results of conventional PCA model and Wavelet-PCA model, the detrending 
capability of Wavelet Transform can be recognized.  For all three cases, two strategies, 
namely, without wavelet transform pretreatment strategy and with wavelet transform 
pretreatment strategy were explored.  Wavelet analysis was carried out using Matlab Wavelet 
Toolbox. 
6.4.2.1 ASHRAE-1312 2008 spring test 
 In this test, six fault-free days are selected from the spring test of ASHRAE 1312 project 
(Chapter 5).  The period between 10:00 and 18:00 are retrieved from each day when the ERS 
AHU-B of interest was running in the mode of three.  During the selected time period, the 
AHU was operated in the occupied mode and the transient conditions caused by morning 
start-up period had ended.  05/07, 05/08, 05/12, 05/13, and 05/15 are used to construct the 
training matrix (2400×12) and 05/24 is treated as the test matrix (480×12).  Plot of the 
outdoor air temperature corresponding to the selected time periods in all six days are shown 
in Figure 6.4.  It can be observed from Figure 6.4 that weather conditions vary in these days.  
The test day weather is especially different from other days (cooler).   
 
 
 
 
 
 
 
 
 
 
Figure 6.4 Outdoor air temperature for ASHRAE-1312 2008 spring test. 
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Figure 6.5 Comparison of monitoring performance for ASHRAE-1312 2008 spring test. 
(a) without wavelet transform pretreatment strategy (b) with wavelet transform pretreatment 
strategy 
 
 In Fig. 6.5, the Q residual is illustrated using both strategies I and II.  For each plot, 
black points represent training data of 2400 samples, the last 480 red points represent 
monitored data.  The Q residual at the 95% confidence level was used to determine if a new 
data set was significantly different from the PCA model.  For using Strategy I (without 
wavelet transform pretreatment), the fault-free testing data set is considered as an abnormal 
case by the PCA model (Fig. 6.5-a) because the weather conditions in the testing fault free 
data set are quite different from the training data sets, which can be clearly observed in the 
(a) 
(b) 
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corresponding time periods from Figure 6.4.  Using Strategy II (with wavelet transform 
pretreatment), the testing fault free data set is considered as a normal case by the PCA model 
(Fig. 6.5-b). 
6.4.2.2 ASHRAE-1312 2008 winter test 
 In this test, two fault-free days are selected from the winter test of ASHRAE 1312 
project (Chapter 5).  The occupied period between 10:00 and 18:00 are retrieved from each 
day when the ERS system was running in mode 1.  Data from only one day, 01/29/08, is used 
to construct the training matrix (480×12), and data from another day, 02/17/08, is treated as 
the test matrix (480×12).  Note that the OA temperature for 01/29/08 ranges from 0ºF to 12º
F, while it is between 29ºF and 34ºF for 02/17/08.  In Fig. 6.7, the Q residual is illustrated 
using both strategies I and II.  For using Strategy I (without wavelet transform pretreatment), 
the fault-free testing data set is considered as an abnormal case by the PCA model (Fig. 6.6-a) 
because the weather conditions in the testing fault free data set are quite different from the 
training data sets.  Using Strategy II (with wavelet transform pretreatment), the testing fault 
free data set is considered as a normal case by the PCA model (Fig. 6.6-b). 
 
 
 
 
 
 
 
 
 
                                     (a)                                                                            (b) 
Figure 6.6 Comparison of monitoring performance for ASHRAE-1312 2008 winter test. 
(a) without wavelet transform pretreatment strategy (b) with wavelet transform pretreatment 
strategy 
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6.4.2.3 ASHRAE-1312 2007 summer test 
 In this test, three fault-free days are selected from the summer test of ASHRAE 1312 
project (Chapter 5).  The occupied period between 10:00 and 18:00 are retrieved from each 
day when the ERS test system was running in mode 4.  Data from test days 08/19/07 and 
09/04/07 are used to construct the training matrix (960×12) and data from test day 08/25/07 
is treated as the test matrix (480×12).  Note that the OA temperature for 08/19/07 and 
09/04/07 ranges from 70ºF to 88ºF, while it is between 60ºF and 77ºF for 08/25/07.  In Fig. 
6.7, the Q residual is illustrated using both strategies I and II.  For using Strategy I (without 
wavelet transform pretreatment), the fault-free testing data set is considered as an abnormal 
case by the PCA model (Fig. 6.7-a) because the weather conditions in the testing fault free 
data set are quite different from the training data sets.  Using Strategy II (with wavelet 
transform pretreatment), the testing fault free data set is considered as a normal case by the 
PCA model (Fig. 6.7-b).  It is noted that there are some spur points in the training fault free 
data sets.  All spur points correspond to data between 12:00 and 13:00.  During that time 
period, zone internal loads (which were simulated by a baseboard heater) were reduced by 
half to represent lunch hour internal loads in a typical commercial building.  The internal 
load changed abruptly at noon other than the continuous varied weather condition.  The 
proposed Wavelet-PCA method has the premise that AHU system operates in continuous 
fluctuant operational conditions, which is real in practice.  Therefore, the spur does not affect 
the feasibility of the proposed method. 
6.4.2.4 Summary 
 Fault free experimental data from three seasons were used to examine the developed 
Wavelet-PCA method.  It is found that Symmlet wavelet transform with 10 vanishing 
moments successfully eliminates weather impacts on the PCA model.    As long as training 
data and testing data belong to the same operation mode, the developed Wavelet-PCA 
method ignores measurement variations due to weather conditions.  Training data as few as 
data from one testing day can be used for this method.  
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                                     (a)                                                                            (b) 
Figure 6.7 Comparison of monitoring performance for ASHRAE-1312 2007 summer test. 
(a) without wavelet transform pretreatment strategy (b) with wavelet transform pretreatment 
strategy 
 
6.4.3 Validation of Detrending Method with Fault Data 
 In this section, fault experimental data are used to demonstrate the feasibility of using 
Wavelet-PCA method detect faults.  The criterion of fault selection is based on seasons, 
abruptness of occurrence, and fault categories.  Three seasons, including summer, winter and 
spring seasons, are considered.  The faults including sensor fault, controlled device fault and 
equipment fault represents most of fault conditions.  The representative faults also should 
account for degradation faults and abrupt faults.   
6.4.3.1 ASHRAE-1312 fault data 
 The ASHRAE 1312 fault free data under three various seasons are used to check the 
validation of the Wavelet-PCA method.  Four faults listed in Table 6.3 are selected from 
ASHRAE 1312 fault data.  The plots of the Q residual, which was used to detect abnormal 
variance of a test data set, are shown in the following sections. 
 
 
spur 
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Table 6.3 Validation of PCA AFDD method with ASHRAE 1312 fault data 
Fault description Magnitude or location Category 
Season 
or mode AHU Implement Date
Heating coil valve 
leaking Stage 1 
controlled 
device Mode 4 A 8/28/2007 
Cooling coil valve 
stuck 
Partially 
Open - 15%
controlled 
device Mode 4 A 9/1/2007 
OA damper stuck Fully Closed controlled device Mode 3 A 5/7/2008 
Heating coil 
fouling Stage 1 equipment Mode 1 A 2/5/2008 
 
6.4.3.1.1 Heating coil valve leaking 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8 Q residual plot for Heating Coil Valve Leaking of ASHRAE-1312 data. 
 
 In this test, Wavelet-PCA models is developed using three fault free data sets (08/19/07, 
08/25/07, and 09/04/07) and used to examine the faulty data sets, 08/28/07 Heating Coil 
Valve Leaking(Stage 1 - 0.4GPM).  The occupied period between 10:00 and 18:00 are 
selected from each day when the ERS AHU-A of interest was running in the mode of four.  
Q residual based on PCA method with wavelet transform pretreatment is illustrated in Fig. 
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6.8.  The fault is detected as an abnormal case by the PCA model.  For over half of the 
testing data points, Q residuals exceed the threshold of PCA model indicating the abnormity 
in the view of the plot. 
6.4.3.1.2 Cooling coil valve stuck 
 In this test, PCA models is developed in the same way of last section and used to 
examine the faulty data sets, 09/01/07 Cooling Coil Valve Stuck (Partially Open - 15%).  The 
occupied period between 10:00 and 18:00 are selected from each day when the ERS AHU-A 
of interest was running in the mode of four.  Q residual based on PCA method with wavelet 
transform pretreatment is illustrated in Fig. 6.9.  The fault is detected as an abnormal case by 
the PCA model.  The occurrence of fault is discovered in most of the testing period when Q 
residuals exceed the threshold of PCA model. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.9 Q residual plot for Cooling Coil Valve Stuck of ASHRAE-1312 data. 
 
6.4.3.1.3 OA damper stuck fully close 
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Figure 6.10 Q residual plot for OA damper stuck fully close of ASHRAE-1312 data. 
 
 In this test, PCA models is developed using three fault free data sets (05/02/08, 05/04/08, 
and 05/09/08) and used to examine the faulty data sets, 05/07/08 OA damper stuck fully 
close.  The occupied period between 10:00 and 18:00 are selected from each day when the 
ERS AHU-A of interest was running in the mode of four.  Q residual based on PCA method 
with wavelet transform pretreatment is illustrated in Fig. 6.10.  The fault is detected as an 
abnormal case by the PCA model.  The occurrence of fault is discovered in most of the 
testing period when Q residuals exceed the threshold of PCA model. 
6.4.3.1.4 Heating coil fouling 
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                                     (a)                                                                            (b) 
Figure 6.11 Q residual plots for heating coil fouling of ASHRAE-1312 test. 
(a) without wavelet transform pretreatment strategy (b) with wavelet transform pretreatment 
strategy 
 
 In this test, PCA models is developed using three fault free data sets (01/29/08, 02/16/08, 
and 02/17/08) and used to examine the faulty data sets, 02/05/08 Heating coil fouling.  The 
occupied period between 10:00 and 18:00 are selected from each day when the ERS AHU-A 
of interest was running in the mode of four.  In Fig. 6.11, the Q residual is illustrated using 
both strategies I and II.  Using Strategy I (without wavelet transform pretreatment), the 
testing data set is considered as an abnormal case by the PCA model (Fig. 6.11-a).  Using 
Strategy II (with wavelet transform pretreatment), the testing data set is considered as a 
normal case by the PCA model (Fig. 6.11-b). 
 In general, three faults were detected by the proposed Wavelet-PCA method, but the 
heating coil fouling fault (2/5/2008) failed to be detected by the Wavelet-PCA method, while 
it can be recognized by the conventional PCA method.  The reason is that Wavelet transform 
method removed the magnitude change of the observed variables, so the faulty characteristics 
for some degradation faults are lost after the implement of Wavelet transform. 
6.4.3.2 NIST 6964 fault data 
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Table 6.4 Comparison of fault detection results with NIST6964 test data 
Operation Stage AHU Date APAR Wavelet-PCA
2001 Summer 
1 B 7/12/2001 √ × SA temperature sensor offset 2 B 7/13/2001 × √ 
B 7/16/2001 × √ RA damper stuck N/A B 7/17/2001 × √ 
2 B 7/18/2001 × √ Heating coil valve leaking 3 B 7/19/2001 × √ 
2002 Winter 
B 1/23/2002 √ × 
1 A 1/30/2002 √ × SA temperature sensor offset
2 B 1/24/2002 √ √ 
B 1/25/2002 √ √ RA damper stuck N/A A 1/31/2002 √ √ 
2 B 1/27/2002 √ √ 
3 B 1/28/2002 √ × 
1 B 1/29/2002 √ × Heating coil valve leaking 
2 A 2/1/2002 √ × 
 
 Three AHU faults, supply air temperature sensor offset fault, stuck open recirculation air 
damper fault, and a leaking heating coil valve fault were implemented in the test facility at 
the ERS as part of the NISTIR 6964 study described by Castro et al. (2003).  AHU 
Performance Assessment Rules (APAR) was the diagnostic tool in NISTIR 6964 that uses a 
set of expert rules derived from mass and energy balances to detect common faults in air-
handling units.  Wavelet-PCA method is tested using data from NISTIR 6964 project.  
Results of using Wavelet-PCA method and those reported by Castro et al. (2003) from 
NISTIR 6964 are summarized in Table 6.4.  The first column in the Table 6.4 represents the 
operation state of the AHU, the stage of the fault is provided in the second column. The AHU 
being tested, the date, and the capability of fault detection for APAR rule and the proposed 
Wavelet-PCA method are presented in columns three through six.  It is observed that the 
success ratio of the two methods is about the same.  Wavelet-PCA method normally fails 
when used to detect degrading faults. 
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6.4.3.3 ASHRAE 1020 fault data 
 
Table 6.5 Comparison of fault detection result with ASHRAE 1020 test data 
Operation Stage AHU Date 
Physical 
Models
Electrical 
Power Models Wavelet-PCA
1999 AHU-1 Blind Test 
Normal operation N/A 1 7/22/1999 √ √ √ 
1 1 7/28/1999 √ √ √ 
2 1 7/28/1999 √ √ √ 
2 1 7/29/1999 √ √ √ 
Static pressure 
sensor offset 
3 1 7/29/1999 √ √ √ 
OA damper stuck N/A 1 7/30/1999 √ × × 
1 1 8/9/1999 √ × × 
2 1 8/10/1999 √ × × Cooling coil air-side fouling 
3 1 8/11/1999 √ × × 
RA damper stuck N/A 1 8/13/1999 √ √ × 
Loss of SF control N/A 1 8/18/1999 × × √ 
 
 Eleven different faults are investigated in ASHRAE 1020 fault data under three seasons.  
The faults are implemented in three AHUs of ERS, which provide the chance to verify the 
generic property of the proposed AFDD method.  Three control test periods and three blind 
test periods were held during summer, winter, and spring seasons.  However, only one or two 
normal test days were implemented in the test and blind test periods.  Another set of blind 
tests was conducted with AHU-1, the AHU that serves areas of the ERS building occupied by 
research staff and classrooms.  A few days of fault-free operation and seventeen days for 
fault implementation were included in a summer period in 1999.  Therefore, the 1999 AHU-1 
blind test data are selected to validate the proposed Wavelet-PCA AFDD method and 
compared to the two AFDD method proposed in ASHRAE 1020 report, which are based on 
physical models of system components and semiempirical correlations of submetered 
electrical power with flow rates or process control signals.  Results obtained from processing 
the ASHRAE 1020 data are presented in Table 6.5 which has similar structure as Table 6.4.  
It is observed that the successful ratio of Wavelet-PCA method and Electrical Power Model 
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method are about the same but both are worse than Physical Model method, which requires a 
lot of system information and manual modeling.  Wavelet-PCA method normally fail when 
used to detect degrading faults. 
6.4.4 Wavelet-PCA Method Summary 
 Based on the above validation tests, the proposed Wavelet-PCA model is able to 
differentiate measurement variations caused by weather conditions and by a fault, especially 
for abrupt faults.  Very limited training data, are required to apply this method.  However, 
Wavelet-PCA model often failed to detect degradation faults, because wavelet transform 
filters out information contained in low frequency variables.  Degradation fault impacts 
system at a low frequency, similar to weather conditions.  Therefore, it is difficult for 
Wavelet-PCA method to detect degradation faults.  Other methods need to be developed.  
 
6.5 Case Study for PCA Method Preprocessing by Pattern Matching Method 
 As noted in Sec. 3.3, pattern matching methodology is a potential tool to detect 
degradation faults.  When an AHU is operated under similar operation conditions (weather 
and internal load conditions), its operation measurements are also similar.  Therefore, 
similarity factors of operation conditions as introduced in Chapter 3 can be used to locate 
historical data that have similar operation conditions as the current data (snapshot data).    All 
historical AHU operation dataset that are identified to be similar to current snapshot data are 
gathered to form a training data set.  PCA model can be built using this training data set.  
Current snapshot data are then compared with the PCA model to see whether any abnormal 
behavior (fault) is found.   Faults can be detected by the Q residual.   
 To examine the developed Pattern Matching-PCA method, available laboratory 
experiment data are examined.    Unfortunately, there are only very limited fault-free 
historical data available, especially those have similar operation conditions as a faulty case.  
Simulation model developed in this study is therefore used to generate data to examine the 
method.  
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6.5.1 ASHRAE-1312 Summer Fault-free Data 
 There are not enough fault free historical data from ASHRAE 1312 project that have 
similar operation conditions as those days when a fault is implemented.  However, in the 
summer season testing of ASHRAE-1312, AHU-B was operated at a fault-free condition 
between 08/19/2007 and 09/10/2007.  Data from this period are use to examine how effective 
the two similarity factors are, namely, Modified PCA Similarity Factor ( λPCAS ) and Distance 
Similarity Factor ( distS ).  Three snapshot periods of 30 minutes are selected in 08/25 data set, 
other experiment data except 08/25 data set are collected as the historical data.  The moving-
window methodology is used to sweep through the historical database at a window 
movement rate of w=5.  150 data points with the largest values of λPCAS  and distS  are selected 
for the candidate pools, respectively.  Note that historical data windows that are close than 5 
observations have been omitted for the sake of clarity.  As noted in Table 6.2 of Sec. 6.3.2, 
various groups of sensors can represent the weather conditions and building internal load, 
respectively.  In this test, two combined options of sensors are evaluated as variables of load 
conditions and listed in Table 6.6. 
 
Table 6.6 Comparison of pattern matching result with ASHRAE 1312 2007 summer data 
Snapshot Similarity factor Load sensor option 1 
Load sensor 
option 2 
λ
PCAS
 √ √ 
1 
distS  × √ 
λ
PCAS
 √ × 
2 
distS  √ × 
λ
PCAS
 √ √ 
3 
distS  × × 
Note: Load sensor option 1: outdoor air temperature, outdoor air humidity ratio, supply air flow rate,  
                                              return air temperature, return air humidity ratio 
          Load sensor option 2: outdoor air temperature, outdoor air humidity ratio, normal incidence solar flux, 
                                              global horizontal solar flux, total baseboard electric heater power, total lighting power 
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 In Fig. 6.12, the Q residual were illustrated for one snapshot dataset of 08/25 using two 
groups of load conditions sensors.  The similarity facts of λPCAS  and distS  are used to selected 
candidate pools respectively.  For each plot, black points represent training data and red 
points represent monitored data.  The Q residuals at the 95% confidence level are used to 
determine if a new data set is significantly different from the PCA model.  In this case, only 
one plot gives the wrong conclusion, which is pattern matching result under the modified 
PCA similarity factor and Load sensor option 2.  The results of all three snapshot periods are 
listed in Table 6.6 for evaluation of the proposed pattern matching methodology.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                     (a)                                                                            (b) 
Figure 6.12 Q residual plots for fault-free condition of ASHRAE-1312 summer test. 
(a) Load sensor option 1 (b) Load sensor option 2 
Distance similarity factor
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6.5.2 ASHRAE 1020 Fault-free and Fault Data 
 AHU-1 was the test AHU between 07/08 and 08/19 in 1999 summer experiment of 
ASHRAE-1020.  AHU-1 operated in the fault-free condition during the summer period 
except part of 17 days for fault introduction.  The fault-free test period was relatively longer 
than other available test data of the matched AHU-A&B, and is selected for validation of 
pattern matching methodology.  Three fault-free snapshot periods of 30 minutes are selected 
in 07/26 data set, as well as fault snapshot periods of 30 minutes for six faults with various 
magnitudes.  Other fault-free experiment data except 07/26 are collected as the historical data.  
The moving-window methodology is used to sweep through the historical database at a 
window movement rate of w=5.  300 data points with the largest values of λPCAS  and distS  are 
selected for the candidate pools, respectively.  Another simple and practical approach for 
selection of candidate pool is to combine 150 data points with the largest values of λPCAS  and 
150 data points with the largest values of distS , also total 300 points with combination of the 
two similarity factors.  Note that historical data windows that are closed than 5 observations 
have been omitted for the sake of clarity.  As for the variables indicating load condition, due 
to unavailable of measurement of weather condition and internal load except outdoor air 
temperature and humidity, two combined options of sensors are evaluated as variables of 
load conditions and listed in Table 6.7. 
 In Fig. 6.13, the Q residual were illustrated for one snapshot dataset of heating coil 
fouling using two groups of load conditions sensors.  The candidate pools are selected based 
on similarity facts of λPCAS , distS , or partial 
λ
PCAS  and distS , respectively.  For each plot, black 
points represent training data and red points represent monitored data.  The Q residuals at the 
95% confidence level are used to determine if a new data set is significantly different from 
the PCA model.  Comparing to Figure 6.11, pattern matching method succeed for detecting 
the degradation fault while wavelet transform filters out the signature of fault.  The results of 
all snapshot periods for both fault-free and fault conditions are listed in Table 6.7 for 
evaluation of the proposed pattern matching methodology.   
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                                     (a)                                                                            (b) 
Figure 6.13 Q residual plots for heating coil fouling of ASHRAE-1020 AHU-1 test. 
(a) Load sensor option 1 (b) Load sensor option 2 
Modified PCA similarity factor
Distance similarity factor
λ
PCAS + distS  
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Table 6.7 Comparison of pattern matching result with ASHRAE 1020 AHU-1 data 
Fault description Magnitude or location 
Similarity 
factor 
Load sensor 
option 1 
Load sensor 
option 2 
λ
PCAS  √ × 
distS  × √ 1 
λ
PCAS + distS √ √ 
λ
PCAS  √ √ 
distS  × √ 2 
λ
PCAS + distS √ √ 
λ
PCAS  √ √ 
distS  × √ 
Normal operation  
3 
λ
PCAS + distS √ √ 
λ
PCAS  √ √ 
distS  √ √ Stage 1 
λ
PCAS + distS √ √ 
λ
PCAS
 √ √ 
distS  √ √ Stage 2 
λ
PCAS + distS √ √ 
λ
PCAS
 √ √ 
distS  √ √ 
Static pressure sensor offset 
Stage 3 
λ
PCAS + distS √ √ 
λ
PCAS
 √ × 
distS  √ √ Stuck outdoor air damper Fully open 
λ
PCAS + distS × √ 
λ
PCAS
 × √ 
distS  √ √ Stage 1 
λ
PCAS + distS × √ 
λ
PCAS  √ √ 
distS  × √ Stage 2 
λ
PCAS + distS × √ 
λ
PCAS  √ √ 
distS  √ √ 
Airside Fouling Cooling Coil 
Stage 3 
λ
PCAS + distS √ √ 
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Fault description Magnitude or location 
Similarity 
factor 
Load sensor 
option 1 
Load sensor 
option 2 
λ
PCAS  √ √ 
distS  √ √ Leaking heating coil valve  
λ
PCAS + distS √ √ 
λ
PCAS  √ √ 
distS  √ √ Stuck return air damper Fully close 
λ
PCAS + distS √ √ 
λ
PCAS  √ √ 
distS  √ √ Loss of supply fan control  Turn off 
λ
PCAS + distS √ √ 
Note: Load sensor option 1: outdoor air temperature, outdoor air humidity ratio, supply air flow rate,  
                                              return air temperature, return air humidity ratio 
          Load sensor option 2: outdoor air temperature, outdoor air humidity ratio 
 
6.5.3 ASHRAE 1312 Fault-free and Fault Simulation Data 
 In the previous sections of 6.5.3.1 and 6.5.3.2, real measured data from ERS are used to 
validate the proposed pattern matching method.  Next, similar tests are planed to be 
conducted on simulation data based on ASHRAE 1312 model.  While comparing to real 
measured data, the advantages of using simulation data are:  
1. Available for unlimited quantities of fault-free history data 
2. More flexible for system operation setting definition 
3. More flexible for fault data generation 
4. Available of measurement selection 
 Simulation data are generated through the ERS model developed for ASHRAE 1312 
project.  Totally twenty six fault-free simulation data are collected as history dataset, their 
weather data are gathered from ASHRAE 1312 summer experiment between 08/19/2007 and 
09/10/2007.  System operation setting is defined according to the real experiment described 
in Section 5.2.  Three fault-free snapshot periods of 30 minutes are selected in 08/19 
simulation data.  Four different types of AHU faults were simulated under 08/19 weather 
data.  Each fault snapshot period of 30 minutes is selected from the four types of fault 
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simulation data.  Four load sensors are chosen to indicate the weather and internal load 
conditions, including outdoor air temperature, outdoor air relative humidity, solar beam flux, 
and room electrical heater indicator.  More options of load sensor combination were not 
investigated due to time restriction.  300 data points with the largest values of λPCAS  and distS  
are selected for the candidate pools, respectively.  Note that historical data windows that are 
closer than 5 observations have been omitted for the sake of clarity.  
 In Fig. 6.14, the Q residuals were illustrated for one snapshot dataset of Stuck Return 
Air Damper fault and Supply Air Temperature Offset fault.  The candidate pools are selected 
based on similarity facts of λPCAS , distS , or partial 
λ
PCAS  and distS , respectively.  For each plot, 
black points represent training data and red points represent monitored data.  The Q residuals 
at the 95% confidence level are used to determine if a new data set is significantly different 
from the PCA model.  Pattern matching method succeeds for detecting the simulated 
degradation fault.  The results of all the snapshot periods are listed in Table 6.8 for evaluation 
of the proposed pattern matching methodology. 
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Figure 6.14 Q residual plots for ASHRAE-1020 simulation faults test. 
(a) Stuck Return Air Damper fault (b) Supply Air Temperature Offset fault 
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Table 6.8 Comparison of pattern matching result with ASHRAE 1312 simulation data 
Fault description Magnitude or location 
Similarity 
factor Detection 
λ
PCAS  √ 
distS  √ 1 
λ
PCAS + distS √ 
λ
PCAS  √ 
distS  × 2 
λ
PCAS + distS √ 
λ
PCAS  √ 
distS  × 
Normal operation  
3 
λ
PCAS + distS √ 
λ
PCAS  √ 
distS  √ Stuck return air damper Fully open 
λ
PCAS + distS √ 
λ
PCAS
 √ 
distS  √ Supply Air Temperature Offset 
2.8 degree C 
offset 
λ
PCAS + distS √ 
λ
PCAS
 √ 
distS  √ Cooling coil valve stuck 15% open 
λ
PCAS + distS √ 
λ
PCAS
 √ 
distS  √ Slipping Supply Fan Belt  
reduce 
maximum fan 
RPM by 20% 
at full speed λ
PCAS + distS √ 
Note: Load sensor: outdoor air temperature, outdoor air humidity ratio, solar beam flux, and room electrical heater indicator. 
 
6.5.4 Conclusions 
 Through observing the results of tests for both real data and simulation data, pattern 
matching methodology has the similar capability for fault detection using either PCA 
similarity factor or Distance similarity factor.  However,  λPCAS  gives better performance for 
fault-free condition identification than distS , which can be easily figured in Table 6.6-6.8.  
Theoretically, PCA similarity factor is quantified by comparing the principal components for 
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current snapshot dataset and datasets from history data, although all the datasets are 
composed by continuous data points, relative large variation still exists in the data points of 
one dataset.  While Distance similarity factor is determined by calculating the Mahalanobis 
distance between the center point of current snapshot dataset and each point in historical 
dataset.  The consequence is that the most similar points selected by Distance similarity 
factor will be concentrated around the center point of snapshot dataset, while the points 
selected by PCA similarity factor will occupy larger area and distribute more sparsely.    
 The difference between PCA similarity factor and Distance similarity factor can be 
figured out clearly in Figure 6.15, which plots one of ASHRAE 1312 fault-free simulation 
tests.  The Q residuals at 95% confidence level are used to determine if the current snapshot 
dataset is significantly different from the PCA model developed by AHU operation variables.  
Distance similarity factor fails to identify the normal operation as correct as PCA similarity 
factor.  The corresponding scores plots for load condition also shown in Figure 6.15, scores 
are the original data’s projection onto the first two PCs.  Note that the historical data points 
with the most similar weather and internal load conditions are shown as black circles while 
the current snapshot data ate indicated by red points.  From these plots it is apparent that 
Distance similarity factor is more sensitive for the selection of similar points in historical 
dataset than PCA similarity factor.  It is concluded that PCA similarity factor performs better 
than Distance similarity factor for AHU operating condition identification between normal 
and faults situations. 
 In general, Pattern Match-PCA method performs rather satisfactory. It is able to identify 
both abrupt and degradation faults that are not detected by the Wavelet-PCA method. 
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                                     (a)                                                                            (b) 
Figure 6.15 Q residual plots for fault-free condition of ASHRAE-1312 simulation test and 
corresponding scores plots for load condition. 
(a) Modified PCA similarity factor (b) Distance similarity factor 
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CHAPTER 7 CONCLUSIONS AND RECOMMENDATIONS 
 
7.1 Conclusions 
 AHUs are important HVAC systems whose operations strongly affect building energy 
efficiency and indoor air quality.  There is a need for more robust AFDD strategies for AHUs 
and a need for a simulation model that can produce both fault free and faulty operation data 
for an AHU.  Therefore, in this study,  a dynamic AHU simulation model that can simulate 
both fault free and faulty operation data is developed and validated  using experimental data 
from this study and previous projects; 2) existing experimental data that can be used for 
AHU simulation model validation and AFDD method development are identified.  More 
experiments are designed and implemented at the ERS test facility; and 3) a robust AHU 
AFDD methodology that contains two AFDD methods is developed and tested using 
experimental data and simulated data.   
 The dynamic simulation model developed in this study (1312 model) is based on the 
E51 simulation model developed in ASHRAE 825 (Norford and Haves, 1997).  There are 
three major differences between the E51 model and the 1312 model, including differences in 
components, parameters, and control systems.  Values for nearly all parameters used in the 
simulation models need to be re-determined for this project.  Some of the parameters are 
identified directly from the manufacturer catalog data provided by the ERS and others 
needed to be calculated based on the catalog information.  Furthermore, some of the 
parameters need to be identified from experimental data taken from the test rig. 
 The key for a validation process is to separate different component dynamics and 
parameters from each other.  Ideally, before a system level validation, experiments should be 
designed and executed first for each component in the AHU without other components 
involved.  Dynamic operation data from experiments can be used to validate component 
models, including model structure and model parameters.  During the model validation 
process, two component models, namely, the three-way valve model and fan model in the 
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E51 model are found unsatisfactory.  New models are then developed and validated to 
replace the ones used by the E51 model.  Pressure resistance values and damper coefficients 
calculated from catalog data cause large air flow rate simulation errors.  Therefore, pressure 
resistance experiment is designed and performed using the ERS test facility. 
 Using system operation data collected from this study, the developed 1312 AHU model 
is validated and shows satisfactory performance.  However, the building zone and VAV 
terminal unit models do not yield data that replicate operational data at the ERS test facility. 
 A fault modeling methodology is developed in this study, in which faults are categorized 
as sensor faults, controller device faults, equipment faults, and controller faults.  All common 
AHU faults are modeled in this study.  Experimental data generated from this study and 
previous projects are used to validate the fault models.  It is found that the developed fault 
models are able to replicate typical AHU fault symptoms. 
 Data pretreatment is necessary to differentiate measurement fluctuations caused by 
thermal load condition changes from by faults.  The feasibility of using wavelet transform 
method for data pretreatment has been demonstrated in this study.    A Wavelet-PCA method 
is developed.  Experimental data from three seasons are used to test the method.  It is found 
that Wavelet-PCA method does not require much training data and can effectively detect 
abrupt faults.  However, it could not effectively detect degradation faults when fault 
symptoms include low frequency variation of AHU measurements.  
 Pattern Matching-PCA method is developed as a promising tool for detecting 
degradation faults.  Two similarity factors, PCA similarity factors and Distance similarity 
factors are calculated to characterize the degree of similarity between historical data window 
and current snapshot data.    Both experimental data and simulation data are used to examine 
the Pattern Matching-PCA method.  It is found that the two similarity factors perform 
similarly.  Pattern Matching – PCA method is effective for both abrupt and degradation faults, 
including some faults that could not be detected by the Wavelet-PCA method.  However, 
Pattern Matching-PCA method requires more training data. 
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7.2 Achievements and Future Work 
 In general, a dynamic AHU simulation model that is capable of producing fault free and 
faulty operation data for commonly used AHU configurations and control & operation 
strategies is developed in this study, furthermore, such dynamic AHU simulation models has 
been properly validated systematically with experimental data for both fault-free and faulty 
operation.  Secondly, a practical AFDD technique for AHU system is develop and validated 
with both fault-free and faulty experimental data.  The AFDD model can be developed only 
based on fault-free measurement data and is feasible for load fluctuations caused by weather 
and internal load changes.   Moreover, the AFDD model is capable to handle different types 
of faults, including sensor or process faults, abrupt or degradation faults. 
 The findings of this study supply a good data driven method for automatic AHU fault 
detection, more research is needed in the future to enhance the capabilities of fault 
diagnostics.  The recommendations for the future study include: 
 
1. The developed dynamic building zone and VAV model should also be validated. 
 
2. More systematic validation is needed for the developed AHU AFDD methodology, 
especially investigating a) how much training data is sufficient for each method; b) 
which load sensor option performs better for each method; c) can the two methods be 
combined and how well the combined method is. 
 
3. Effective and robust fault diagnosis method needs to be developed.  Multiblock PCA 
method is promising for fault isolation because blocking of process variables in a 
complex system based on physical knowledge helps to localize the root causes of a 
fault.  From the viewpoint of model-based diagnosis, the AHU is a “sequential 
system”.  This means that the components of the system are connected in a chainlike 
way.  The AHU is suitable to be decomposed into several blocks, such as return fan, 
mixing box section, coil section, and supply fan. 
 
4. A fault symptom library can be developed based on the experimental data from this 
study and previous projects to help fault diagnosis.  
 
5. The developed AFDD methodology is very genetic.  The use of this method on other 
HVAC system should be examined.  
 The completion of the above recommendations, as well as others, would improve the 
accuracy of the dynamic simulation model and expand the capabilities of the AFDD 
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methodology developed in this study. 
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APPENDIX A NOMENCLATURE 
  
Af face area of the duct or damper 
C Capacitance of mass node, kJ/K 
CFM air flow rate, cfm (kg/s) 
CO output of the algorithm 
CL fractional leakage (fractional flow), % 
D fan diameter, ft (m) 
DMPR mixing box damper position 
E coil or fan energy, Btu/hr (Watt) 
ENdl  hourly or daily energy usage, Btu/hr (Watt) 
ENins,i inistantaneous energy consumption rate, Btu/hr (Watt) 
F fractional flow, % 
IO integral term 
K property/unit factor for water, Btu/h-gpm-°F 
Kθ loss coefficient 
Kv valve capacity, m3/hr 
L load factor 
m&  air mass flow rate, lbm/hr (kg/s) 
M&  dimensionless mass flow rate 
N fan rotational speed, rev/s 
PB proportional band 
PO proportional term 
PWele,i instantaneous electric power consumed by the fans and pumps, Btu/hr (Watt) 
q heat transfer rate, Btu/hr (Watt) 
R fluid resistance, K/kW 
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SPD fan speed 
Sv valve rangability  
　　 fluid density, lbm/ft3 (kg/m3) 
t time, min 
tc controller sampling rate, sec 
T temperature, °F (°C) 
TI reset time 
v mean air velocity, m/s 
VLV valve position  
W water flow rate, kg/s 
x valve position 
f fan efficiency, % 
P pressure rise, in.w.g. (Pa) 
'PΔ  dimensionless pressure rise 
ΔP air pressure rise, in.w.g. (Pa) 
Δt time interval, min 
ρ　 air density, lbm/ft3 (kg/m3) 
θ angle between damper blade 
 
Subscripts 
af after the filter 
cc cooling coil 
d driveline 
ex inlet water 
f fan 
h high value 
i inverter 
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l low value 
m motor  
mw outlet water 
r reference 
sp setpoint 
t total 
w water 
SA supply air 
MA mixing air 
OA outdoor air 
SF supply fan 
RF return fan 
 
Acronyms 
AFDD Automated fault detection and diagnostics 
AHU air handling unit 
ANN artificial neural networks 
ARX auto regressive with exogenous input  
cfm ft3/min 
DPCA Dynamic Principle Component Analysis 
DWT discrete wavelet transform 
EMCS energy management and control systems  
EWMA exponentially weighted moving average 
ERS Energy Resource Station of the Iowa Energy Center 
FDD Fault detection and diagnostics 
gpm gallon/min 
HVAC heating, ventilating, and air-conditioning  
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JAA joint angle analysis 
KPCA kernel principal component analysis 
MBPCA Multi-block Principle Component Analysis 
MPCA Multi-way Principle Component Analysis  
MSPCA Multi-scale Principle Component Analysis 
NIST National Institute of Standards and Technology 
NREL National Renewable Energy Laboratory 
OCC occupied 
PC principle component 
PCA Principle Component Analysis 
PLS Partial Least Squares 
PID proportional-integral-derivative  
RMSECV root-mean-square error of cross-validation 
RPCA Recursive Principle Component Analysis 
SPC  statistical process control  
SPE squared prediction error 
STFT short time Fourier transform 
UNOCC unoccupied 
VAV variable air volume 
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APPENDIX B REAL DATA VALIDATION FOR FAULT MODEL 
 
 As part of the scope for ASHRAE Project 1312-RP, wide varieties of faults are modeled; 
such models need to be validated with experimental data.  Several research projects in the 
literature implemented faults in laboratory environment.  Data from these projects will be 
used to validate fault models in this project.   
B.1 Procedure of simulation 
 
Table B.1  Purdue coil model parameter 
Parameter No. Parameter descriptions Purdue coil 
1 number of rows. 8 
2 number of tubes in each row. 16 
3 number of water flow passes. 8 
4 tube length per row. 0.61 
5 tube outer radius. 0.00635 
6 tube thickness. 0.0004 
7 tube longitudinal pitch. 0.033 
8 tube transverse pitch. 0.0381 
9 fin pitch. 0.003 
10 fin thickness. 0.0002 
11 face area. 0.3716 
12 atmospheric pressure. 101325.0 
13 number of control volumes. 8 
14 relative convergence 
tolerance. 
0.00001 
15 air density. 1.157 
16 air viscosity. 0.00001854 
17 air Pr number. 0.7291 
18 air specific heat. 1.027 
19 Lewis number. 1 
20 water density. 1000 
21 water viscosity. 0.001548 
22 water Pr number. 11.42 
23 water specific heat. 4.202 
24 water conductivity. 0.0005694 
25 aluminum fin conductivity. 0.237 
26 aluminum fin density. 2702 
27 aluminum fin specific heat. 0.9028 
28 copper tube density. 8933 
29 copper tube specific heat. 0.385 
 
 Both Type 524 and Purdue coil fault model will be investigated and validated under 
transient state condition. Input file are generated from the experimental data, including inlet 
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air temperature, inlet air relative humidity, air flow rate, inlet water temperature and water 
flow rate.  Output variables include air pressure differential, outlet air temperature, outlet air 
humidity ratio and outlet water temperature.  The parameters for two models are listed in 
Table B.1 and B.2. 
 
Table B.2 HVACSIM+ Type524 coil model parameter 
Parameter 
number 
Parameter descriptions value 
1 DYNAMIC : 0 = steady state, 1 = dynamic 0 
2 IFAULT  : 0 = no faults, 1 = parallel flow (cooling coils) 0 
3 PSYCHRO : FALSE = no psychrometric output calcs, 
TRUE = calcs 
0 
4 NROW    : number of rows of tubes 8 
5 NTPR    : number of tubes per row 16 
6 NCIR    : number of parallel water circuits 8 
7 LCOIL   : length of finned section in direction of flow  
(m) 
0.6096 
8 HCOIL   : height of finned section  (m) 0.6096 
9 WCOIL   : width of finned section  (m) 0.264 
10 DOTUBE  : tube outside diameter  (m) 0.0127 
11 THITUBE : tube wall thickness  (m) 0.0004 
12 WATUBE  : tube material (Al=1,Cu=2,Fe=3,CaCO3=4) 2 
13 SPAFIN  : fin spacing (pitch)  (m) 0.003 
14 THIFIN  : fin thickness (m) 0.0002 
15 WAFIN   : fin material (Al=1,Cu=2,Fe=3) 1 
16 FRA     : flow resistance on air side  (0.001 kg.m) 0.22 
17 FRWCOIL : coil water flow resistance  (0.001 kg.m) 1.201 
18 FRWBYPAS: by-pass water flow resistance  (0.001 kg.m) 1000000 
19 IVALTYPE: valve type: 0=lin/lin, 1=eq%(flow)/lin(byp), 
2=lin/eq% 
1 
20 KV      : valve capacity (Kv)  (m3/hr @ 1 bar) 32.68 
21 EQPCHAR : valve curvature parameter (equal percentage 
port) 
3.54 
22 SV      : valve rangability 35 
23 CL      : valve leakage (fractional flow) 0.0001 
 
B.2 Coil air pressure drop simulation 
 Because the two investigated coil models inherit the similar first part program of old 
Type 524 to calculate the coil air pressure differential, only Type 524 coil model are 
simulated to generate the air pressure differential.  The simulation results of coil air pressure 
drop are shown in Fig. B.1 under clear and fouled conditions combined with four levels of 
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filtration.  Table B.3 lists average, standard deviation and CV (average/ standard deviation) 
of the coil pressure drop under different air flow rate. The fouled coil pressure drop increased 
significantly in comparison with the clear condition.  By increasing the coil air resistance, the 
fouling effect on the coil pressure drop is able to be simulated. 
B.3 Coil heat transfer simulation 
 By comparing the coil outlet air temperature, humidity and coil outlet water temperature 
shown in Fig.B.2-4 between the measured data and predicted results from Type 524 model 
and Purdue cooling coil mode, it is clearly found that Purdue coil model generated more 
accuracy results than Type 524.  Table B.3-6 lists average, standard deviation and CV 
(average/ standard deviation) of the coil outlet air temperature, humidity and coil outlet water 
temperature with relatively stable condition under different air flow rate.  The impact of 
fouling actually enhanced heat transfer due to additional turbulence caused by the presence 
of dust.  By multiplying the conductivity coefficient with a factor (1.3 or 1.5), the strategy 
fault Purdue coil model adopt to emulate the air fouling fault, Purdue coil model is able to 
simulate the fouling effect on the coil heat transfer. 
  
182
 
Nofilter-C Nofilter-F 
0
100
200
300
400
500
600
0 60 120 180 240
Time (s)
ai
r 
fl
ow
 s
pe
ed
(f
pm
)
0
50
100
150
200
250
300
350
400
450
pr
es
su
re
 d
ro
p
(p
a)
Coil DP Predicted DP 1
Predicted DP 2 air flow speed
0
100
200
300
400
500
600
700
0 60 120 180 240 300 360
Time (s)
ai
r 
fl
ow
 s
pe
ed
(f
pm
)
0
100
200
300
400
500
600
Pr
es
su
re
 d
ro
p 
(p
a)
coil DP Predicted  DP 1
Predicted  DP 2 air flow speed
MERV8-C MERV8-F 
0
100
200
300
400
500
600
700
0 60 120 180 240 300 360
Time (s)
ai
r 
fl
ow
 s
pe
ed
(f
pm
)
0
100
200
300
400
500
pr
es
su
re
 d
ro
p 
(p
a)
0
100
200
300
400
500
600
700
0 120 240 360 480
Time (s)
ai
r 
fl
ow
 s
pe
ed
(f
pm
)
0
100
200
300
400
500
pr
es
su
re
 d
ro
p 
(p
a)
Figure B.1. Coil air pressure drop 
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Figure B.2. Coil outlet air temperature 
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Figure B.3. Coil outlet air humidity 
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Figure B.4. Coil outlet water temperature 
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Table B.3 Coil air pressure drop 
Measured Predicted 
 Averag
e (pa) STD CV 
Average 
(pa) STD CV 
Error 
(pa) 
% of 
error 
FRA 
(P16)
272.98 1.42 0.52% 273.11 20.29 7.43% 0.13 0.05% 
209.84 1.28 0.61% 185.62 14.01 7.55% -24.22 -11.54% 
138.42 1.17 0.85% 100.67 7.71 7.66% -37.75 -27.27% 
Nofilter-C 
91.09 1.29 1.42% 69.65 5.27 7.56% -21.44 -23.54% 
0.20 
475.94 1.86 0.39% 454.28 20.63 4.54% -21.66 -4.55% 
341.22 1.46 0.43% 337.21 15.18 4.50% -4.01 -1.17% 
239.76 1.61 0.67% 247.94 11.00 4.44% 8.18 3.41% 
Nofilter-F 
166.01 1.12 0.68% 179.02 8.44 4.72% 13.01 7.83% 
0.24 
279.16 2.05 0.73% 373.66 25.94 6.94% 94.50 33.85% 
204.9 1.37 0.67% 263.79 18.60 7.05% 58.89 28.74% 
149.11 1.22 0.82% 175.92 13.44 7.64% 26.81 17.98% 
MERV8-C 
72.4 1.09 1.51% 103.36 7.05 6.83% 30.96 42.77% 
0.20 
430.54 1.38 0.32% 461.02 24.02 5.21% 30.48 7.08% 
297.75 1.24 0.42% 340.63 20.01 5.87% 42.88 14.40% 
203.6 1.16 0.57% 241.91 14.09 5.82% 38.31 18.82% 
MERV8-F 
122.17 1.1 0.90% 146.73 6.81 4.64% 24.56 20.11% 
0.24 
Note: FRA is flow resistance on air side, parameter 16 of Type 524. 
 
Table B.4 Coil outlet air temperature 
Measure
d Type 524 Purdue 
 Average 
(°C) 
Average 
(°C) 
Error
(°C) % of error
CONFIN & 
CONTUBE 
multiplied 
by 
Average 
(°C) 
Error 
(°C) 
% of 
error 
Parameter 
26 & 27 
multiplied 
by 
15.22 20.31 5.09 33.44% 15.37 0.15 0.99% 
14.75 19.59 4.84 32.81% 14.51 -0.24 -1.63% 
14.27 18.26 3.99 27.96% 13.19 -1.08 -7.57% Nofilter-C 
13.3 19.44 6.14 46.17% 
1 
11.93 -1.37 -10.30% 
1 
16.98 21.33 4.35 25.62% 17.21 0.23 1.35% 
16.48 20.78 4.30 26.09% 16.67 0.19 1.15% 
13.57 18.78 5.21 38.39% 14.1 0.53 3.91% Nofilter-F 
11.73 17.16 5.43 46.29% 
2 
12.18 0.45 3.84% 
1.3 
14.52 19.77 5.25 36.15% 15.41 0.89 6.14% 
13.70 19.18 5.48 40.03% 14.57 0.87 6.39% 
12.84 19.08 6.23 48.51% 13.54 0.70 5.45% MERV8-C 
11.98 18.09 6.11 51.01% 
1 
12.54 0.56 4.69% 
1 
14.85 19.99 5.14 34.57% 15.27 0.42 2.80% 
13.44 19.32 5.87 43.67% 13.95 0.51 3.76% 
12.79 19.76 6.97 54.50% 13.25 0.46 3.58% MERV8-F 
11.59 18.55 6.96 60.07% 
2 
12.12 0.53 4.59% 
1.3 
  
187
Note: CONFIN and CONTUBE are thermal conductivity of fin and tube material in Type 
524.  Water conductivity and aluminum fin conductivity are parameter 27 and 27 in Purdue 
model. 
 
Table B.5 Coil outlet air humidity 
Measured Type 524 Purdue 
 Average 
(kg/kg) 
Average 
(kg/kg) 
Error 
(kg/kg) 
% of 
error 
CONFIN & 
CONTUBE 
multiplied 
by 
Average 
(kg/kg) 
Error 
(kg/kg) 
% of 
error 
Parameter
26 & 27 
multiplied 
by 
9.95E-03 1.27E-02 2.75E-03 27.64% 1.05E-02 5.50E-04 5.53% 
9.71E-03 1.29E-02 3.19E-03 32.85% 9.94E-03 2.30E-04 2.37% 
9.43E-03 1.29E-02 3.47E-03 36.80% 9.17E-03 -2.60E-04 -2.76% 
Nofilte
r-C 
8.83E-03 1.21E-02 3.27E-03 37.03%
1 
8.44E-03 -3.90E-04 -4.42% 
1 
1.12E-02 1.50E-02 3.79E-03 33.81% 1.20E-02 8.00E-04 7.14% 
1.09E-02 1.51E-02 4.20E-03 38.52% 1.16E-02 7.00E-04 6.42% 
8.79E-03 1.25E-02 3.71E-03 42.17% 9.64E-03 8.50E-04 9.67% 
Nofilte
r-F 
7.84E-03 1.15E-02 3.69E-03 47.01%
2 
8.45E-03 6.10E-04 7.78% 
1.3 
9.55E-03 1.20E-02 2.49E-03 26.12% 1.03E-02 7.83E-04 8.20% 
9.08E-03 1.18E-02 2.76E-03 30.40% 9.84E-03 7.62E-04 8.39% 
8.62E-03 1.19E-02 3.32E-03 38.57% 9.28E-03 6.65E-04 7.72% 
MERV
8-C 
8.14E-03 1.25E-02 4.38E-03 53.82%
1 
8.76E-03 6.23E-04 7.66% 
1 
9.71E-03 1.22E-02 2.49E-03 25.64% 1.03E-02 5.54E-04 5.71% 
8.91E-03 1.19E-02 2.97E-03 33.31% 9.45E-03 5.41E-04 6.08% 
8.61E-03 1.24E-02 3.80E-03 44.17% 9.13E-03 5.25E-04 6.10% 
MERV
8-F 
7.95E-03 1.30E-02 5.07E-03 63.71%
2 
8.54E-03 5.87E-04 7.38% 
1.3 
 
 
Table B.6 Coil outlet water temperature 
Measured Type 524 Purdue 
 Average 
(°C) 
Average 
(°C) 
Error
(°C) 
% of 
error 
CONFIN & 
CONTUBE 
multiplied 
by 
Average 
(°C) 
Error 
(°C) 
% of 
error 
Parameter 
26 & 27 
multiplied 
by 
16.12 12.41 -3.71 -23.01% 15.79 -0.33 -2.05% 
15.94 12.35 -3.59 -22.52% 15.5 -0.44 -2.76% 
15.87 12.32 -3.55 -22.37% 15.38 -0.49 -3.09% Nofilter-C 
15.7 11.72 -3.98 -25.35%
1 
15 -0.70 -4.46% 
1 
17.45 13.65 -3.80 -21.77% 18.73 1.28 7.34% 
17.35 13.50 -3.85 -22.17% 18.7 1.35 7.78% 
14.44 12.58 -1.86 -12.87% 16.62 2.18 15.10% Nofilter-F 
13.30 11.81 -1.49 -11.23%
2 
15.01 1.71 12.86% 
1.3 
15.44 12.53 -2.90 -18.80% 15.52 0.09 0.56% 
14.84 12.00 -2.84 -19.13% 15.12 0.29 1.93% 
14.30 12.29 -2.01 -14.09% 14.57 0.26 1.85% MERV8-C 
14.13 12.22 -1.90 -13.49%
1 
14.59 0.47 3.30% 
1 
15.76 12.55 -3.21 -20.36% 17.30 1.54 9.75% 
14.71 11.88 -2.83 -19.25% 16.36 1.65 11.22% 
14.38 12.44 -1.94 -13.51% 16.15 1.76 12.26% MERV8-F 
14.05 12.16 -1.89 -13.47%
2 
16.22 2.17 15.41% 
1.3 
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APPENDIX C SUMMARY OF AHU FAULT EXPERIMENTAL DATA 
 
C.1 Description of ASHRAE 1312 fault test in Summer of 2007 
 The simulated faults were emulated by programming or manual setting change, each 
fault test run over one day period. The effect of fault was studied by comparing data 
produced with the fault embedded in the simulation to simulation data produced under fault 
free conditions. 
C.1.1 Exhaust air Damper Stuck 
 EA damper fully close and fully open stuck faults were implemented on 8/20/2007 and 
8/21/2007 relatively.  The damper remains at the desired position for the duration of the test. 
Note that the outdoor air damper and return air damper operate normally in the presence of 
this fault.  Although the effect of faults are not significant, it is able to found that supply flow 
rate keep constant because it is determined by zone load, return and outdoor air flow rate 
change due to EA damper stuck. For fully open case, exhaust air increase, recalculate air 
decreased, lead to increase outdoor air flow rate. Supply fan is forced to speed up for lifting 
the pressure difference between OA damper, meanwhile return fan is operated with a speed 
tracking control sequence, so return fan speed rise along with supply fan, then increase return 
air flow rate. For fully close case, all of change conditions are reverse. 
C.1.2 Return fan fault 
 Return fan stuck at fixed speed fault (30%spd) was implemented on 8/22/2007.  By 
comparing return fan speed between system A and B, it is noticed that fault return fan speed 
is far below the normal condition which is around 60%spd. Return air flow rate decreased 
along with the fall of return fan speed, more outdoor air is needed to maintain supply air flow 
rate, which require supply fan raise its speed. Return fan complete failure fault was 
conducted on 8/23/2007; similar problem occurred as last day, more dramatic effect was 
caused for return fan complete failure. 
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C.1.3 Cooling coil valve control fault 
 Cooling coil valve control unstable fault was implemented by reducing proportional 
band of PID control by half on 8/24/2007.  Vehement fluctuation of cooling coil valve caused 
the cooling coil discharge air temperature and supply air temperature unstable, but the 
average value of all the indices did not change a lot. 
 Cooling coil valve reverse action fault was conducted on 9/3/2007. Reverse response for 
cooling coil valve control made valve position fully open or fully close, determining by the 
control signal of start point. For this test, cooling coil valve kept fully open, heating coil 
started to operate to maintain supply air temperature. Because of the wrong control strategy 
forcing OA damper close when heating coil work, OA damper was fully close and outdoor 
air flow rate close to zero. This phenomenon occurred in the summer test several times when 
heating coil operate and did not represent the normal system reaction. 
C.1.4 OA Damper Stuck fault 
 OA damper fully close stuck fault was implemented on 8/26/2007. Outdoor air flow rate 
was close to zero. Supply fan speed was lifted to maintain supply air flow rate constant, 
return fan was operated with a speed tracking control sequence, so return fan speed rised 
along with supply fan, then increased return air flow rate. 
C.1.5 Cooling Coil Valve Stuck fault 
 Four types of cooling coil valve stuck fault were simulated in this test, including Cooling 
Coil Valve Stuck (Fully Closed) (8/27/2007), Cooling Coil Valve Stuck (Fully Open) 
(8/31/2007), Cooling Coil Valve Stuck (Partially Open - 15%) (9/1/2007), and Cooling Coil 
Valve Stuck (Partially Open - 65%) (9/2/2007). 
 For cooling coil fully closed stuck fault case, supply air temperature failed to be 
maintain at its setpoint, so zone air temperature rise beyond desired value and zone VAV 
dampers opened to their maximal position, therefore supply air flow rate reached its 
maximum; both supply fan speed and return fan speed are 100%. Outdoor air and return air 
flow rate increased to maximum. Air temperatures rise as well. 
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 For cooling coil fully open stuck fault case, heating coil started to operate to maintain 
supply air temperature. Because of the wrong control strategy forcing OA damper close when 
heating coil work, OA damper was fully close and outdoor air flow rate close to zero. This 
phenomenon occurred in the summer test several times when heating coil operate and did not 
represent the normal system reaction.  
 By observing cooling coil valve position change on 9/2/2007, it is found that valve open 
between 30% and 60%. Cooling coil partial open stuck at 15% fault has similar effect as 
fully closed case; partial open stuck at 65% fault show alike results as fully open case; the 
magnitude of affection for the late two faults are smaller than the early ones.  
C.1.6 Heating Coil Valve Leaking fault 
 Heating coil valve stuck faults with different severity were simulated in this test, 
including stage 1 test (0.4GPM) on 08/28/2007, stage 2 test (1.0GPM) on 08/29/2007, and 
stage 3 test (2.0GPM) on 08/30/2007. To implement the leaky hot-water valve fault at the 
ERS, a manual bypass valve was opened partially to allow hot water to be diverted around 
the automatic three-way bypass valve that normally controls water flow to the heating coil. 
 Leaky hot water in heating coil rise the heating coil discharge air temperature, then 
cooling coil valve had to open more to maintain supply air temperature; other indices kept 
unvaried. Three leaking test had similar effect with different levels of magnitude only. 
C.1.7 OA Damper Leaking fault 
 The minimum outdoor air damper position is set to be 40 %open for normal condition, 
which satisfied the minimal outdoor air requirement. To simulate OA damper leaking fault, 
two levels of faults are implemented, 45%open on 09/05/2007 and 55%open on 09/06/2007. 
Outdoor air inlet flow rate increased as OA damper open more, supply fan speed decreased 
insignificantly as well as return fan speed. 
C.1.87 AHU Duct Leaking fault 
 AHU duct leaking faults are classified into two types, after supply fan and before supply 
fan, implemented on 09/07/2007 and 09/08/2007 relatively. 
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 Leaking fault after supply fan was simulated by removing caps of AHU-A at one foot 
before SA-CFM sensor. Supply air flow rate increased for compensating the part of leaking 
supply air and keeping enough air supplied to zones. Both supply fan and return fan speed 
lifted for supply air flow rate increase, lead that outdoor air and return air flow rate increased 
along with increased load on cooling coil 
 Leaking fault before supply fan was simulated by pealing seal of AHU-A doors. 
Leakage occurred before supply fan, negative pressure in AHU suck in air from the open 
door. Supply air flow rate is constant, so outdoor air flow rate decreased, supply fan speed 
dropped because the air leakage path had smaller resistance comparing to air flow through 
OA or RA dampers. The return fan speed dropped as well and both outdoor air and return air 
flow rate decreased. 
C.2 Description of ASHRAE 1312 fault test in Winter of 2008 
 During this test, heating coil did not operate, so its matchness is not available.  By 
comparison of three fault free test day, it is found that the difference between air 
temperatures is small, usually below 1.0 F.  Heating coil energy difference shows the biggest 
constant deviation among all of air flow rate indices.  
C.2.1 Outside air damper stuck fault 
 Outside air damper stuck (fully close) was implemented on 2/12/2008.  Both supply and 
return fan speed increased to overcome the increased air resistance caused by OA damper 
stuck.  OA damper is fully close due to the stuck fault and RA damper is close to fully close 
in the occupied period.  SF speed has rise to its maximum capability (100% speed), but static 
pressure of supply duct is still far below its set-point.  Supply air flow rate decreased for SF 
failed to provide enough air CFM.  Return air flow rate increased with the increase for RF 
speed.  OA flow rate is closed to zero.  Heating coil valve turned off.  Mix air temperatures 
rise because the high temperature of RA. 
C.2.2 Outside air damper leaking fault 
 The minimum outdoor air damper position is set to be 40 %open for normal condition, 
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which satisfied the minimal outdoor air requirement.  To simulate OA damper leaking fault, 
two levels of faults are implemented, 52%open on 02/13/2008 and 62%open on 02/15/2008. 
Outdoor air inlet flow rate increased as OA damper open more, supply fan speed decreased 
insignificantly as well as return fan speed. 
C.2.3 Exhaust air damper stuck fault 
 Exhaust air damper stuck fault (fully open and fully close) were implemented on 
2/2/2008 and 2/3/2008.  For EA damper fully open fault, RA flow rate and OA flow rate 
increased because more EA was expelled.  For EA damper fully close fault, RF speed is 
tracked with SF speed and kept unchanged.  RA CFM reduced a lot due to increased EA 
damper resistant.  RF power decreased as well.  OA CFM decreased for more return air was 
drawn into supply duct.  Heating coil valve close and less heating coil energy was consumed. 
C.2.4 Cooling Coil Valve Stuck fault 
 Two types of cooling coil valve stuck fault were simulated in this test, including Cooling 
Coil Valve Stuck (Fully Open) (2/10/2008), and Cooling Coil Valve Stuck (Partially 20% 
Open) (2/11/2008). 
 For cooling coil fully open stuck fault case, heating coil operate at 100% open to 
maintain supply air temperature.  SA temperature and cooling coil outlet air temperature are 
lower than normal, heating coil outlet air temperature is high.   
 Partial open stuck at 20% fault show alike results as fully open case; the magnitude of 
affection is smaller than the early ones. 
C.2.5 Heating coil fouling fault 
 Heating coil fouling fault (stage 1 and stage 2) were implemented on 2/5/2008 and 
2/6/2008.  The valve position of heating coil did not change much, but the heating coil 
energy drop a lot.  SF speed rise to reduce the affection of increased heating coil air 
resistance. RF followed with SF.  RA flow rate increased with RF speed.  OA flow rate 
decreased a little. 
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C.2.6 Heating coil fouling fault 
 Heating coil reduced capacity fault (stage 1, stage 2 and stage 3) were implemented on 
2/7/2008, 2/8/2008 and 2/9/2008.  The valve position of heating coil did not change much, 
but the heating coil energy drop a lot.  
C.3 Description of ASHRAE 1312 fault test in Springr of 2008 
 During this test, heating coil did not operate, so its matchness is not available.  By 
comparison of five fault free test day, it is found that the difference between air temperatures 
is small, usually below 1.0 F. Cooling coil valve open position has 4-5% difference due to 
valve wearing out.  OA flow rate shows the biggest constant deviation among all of air flow 
rate indices. 
C.3.1 OA temperature sensor bias 
 OA temperature sensor +3 F and -3F bias faults were implemented on 5/29/2008 and 
5/30/2008 relatively.  OA-TEMP value itself won’t change in the tests.  The Economizer 
function has been affected.  Figure 2 indicates the trend of faults.  The economizer control 
the damper position change using the OA temperature sensor output to compare with the 
value of return air temperature minus 3F.  AHU indices recorded the daily average value, so 
there is not significant change observed. 
C.3.2 Outside air damper stuck fault 
 Outside air damper stuck (fully close and 40% open) were implemented on 5/7/2008 and 
5/8/2008.  OA damper is fully close or 40% open due to the stuck fault and RA damper is 
fully close according to the Economizer control in the occupied period.  SF speed has rise to 
its maximum capability (100% speed), but static pressure of supply duct is still far below its 
set-point.  Both supply and return fan speed increased to overcome the increased air 
resistance caused by OA damper stuck.  Supply air flow rate decreased for SF failed to 
provide enough air CFM.  Return air flow rate increased with the increase for RF speed.  OA 
flow rate is closed to zero.   
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C.3.3 Exhaust air damper stuck fault 
 Exhaust air damper stuck fault (fully open, fully close, 40% open) were implemented on 
5/27/2008, 5/10/2008 and 5/11/2008.  For EA damper fully open fault, there is not significant 
effect on all of AHU indices, because EA damper of AHU-B left 100% open position a little 
for only 2-3 hours on 5/27/2008.  For EA damper fully close and 40% open faults, RF speed 
is tracked with SF speed and kept unchanged.  RA CFM reduced a lot due to increased EA 
damper resistant.  RF power decreased as well. 
C.3.4 Cooling Coil Valve Stuck fault 
 Three types of cooling coil valve stuck fault were simulated in this test, including 
Cooling Coil Valve Stuck (Fully Closed) (5/6/2008), Cooling Coil Valve Stuck (Fully Open) 
(5/15/2008), and Cooling Coil Valve Stuck (Partially 50% Open) (5/16/2008). 
 For cooling coil fully closed stuck fault case, supply air temperature failed to be 
maintain at its setpoint, so zone air temperature rise beyond desired value and zone VAV 
dampers opened to their maximal position, therefore supply air flow rate reached its 
maximum; both supply fan speed and return fan speed are 100%. Outdoor air and return air 
flow rate increased to maximum. Air temperatures rise as well. 
 For cooling coil fully open stuck fault case, heating coil started to operate to maintain 
supply air temperature. Because of the wrong control strategy forcing OA damper close when 
heating coil work, OA damper was fully close and outdoor air flow rate close to zero. This 
phenomenon occurred in the spring test several times when heating coil operate and did not 
represent the normal system reaction.  
 Partial open stuck at 50% fault show alike results as fully open case; the magnitude of 
affection for the late two faults are smaller than the early ones.  
C.3.5 Return fan fault 
 Return fan stuck at fixed speed fault (20%spd and 80%spd) was implemented on 
5/18/2008 and 5/19/2008.  By comparing return fan speed between system A and B in Fig. 2, 
it is noticed that fault return fan speed is far away from the normal condition which is around 
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60%spd.  Return air flow rate decreased and increased along with return fan speed.  Return 
fan complete failure fault was conducted on 5/12/2008; similar problem occurred as 20% spd 
stuck fault, more dramatic effect was caused for return fan complete failure.  
C.3.6 Air filter area block fault 
 Air filter area block faults with different severity were simulated in this test, including 
stage 1 test (10%) on 05/22/2008, stage 2 test (25%) on 05/25/2008.  The block of air filter 
will increase the duct resistance and make the supply fan speed rise to maintain the supply air 
flow rate.  However, we can not discern any change in the stage 1 test (10%).  For stage 2 
test (25%), the speed of SF increased a little comparing with the fault-free test with similar 
SA flow rate.  RF speed and energy consumption changed with SF because their speeds are 
tied together. 
C.3.7 Mixed air damper unstable 
 Mixed air damper unstable faults were implemented in 05/13/2008 (PB change from -
45.7 to -10) and 05/14/2008 (PB change from -10 to -5).  No index showed significant 
change.  By observation of the measurement change with time, it was found that damper 
control signal and cooling coil control signal oscillated tremendously, and corresponding air 
temperature oscillated as well.  For 05/14/2008 test (PB change from -10 to -5), the heating 
coil valve turned on due to the unstable control, other phenomenon are identical with 
05/13/2008 case. 
C.3.8 Sequence of heating and cooling unstable and supply fan control unstable fault 
 Sequence of heating and cooling unstable fault was implemented on 05/17/2008.  No 
index showed significant change.  By observation of the measurement change with time, it 
was found that cooling coil control signal oscillated tremendously, and corresponding air 
temperature oscillated as well. 
 Supply fan control unstable fault was implemented on 06/01/2008.  No index showed 
significant change.  The speed of SF and RF were expected to be unstable and oscillated.  
However, no significant oscillation was observed in the time series plot. 
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C.4 Summary of Fault Symptoms 
 In general, symptoms associated with selected fault modes were aggregated into 
symptom patterns.  These symptom patterns generated from ASHRAE 1312 experimental 
data are arranged in a symptom matrix as shown in Table E.1 to Table E.3, with each row 
giving the symptom pattern associated with a particular fault in three various seasons.  A 
symptom (cell in the matrix) shown by a plug, +, indicates a value for the variable greater 
than that given by the reference model, ++, indicates even far greater.  Likewise, a minus, -, 
indicates a symptom corresponding to a value for the variable less than the value from the 
reference model, --, indicates even far less. And a zero, 0, indicates the fault has no effect on 
the corresponding variable.  Table E.4 and Table E.5 summarized fault symptom based on 
NIST 6964 and AHRAE 1020 data respectively.  The two previous projects are introduced 
briefly in Section 4.4.2.  All of the faults selected in this study were implemented either 
System-A or B at ERS.  
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Table C.1 Symptom patterns for ASHRAE 1312 summer test 
Fault description Date 
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EA Damper Stuck (Fully Open) 8/20/2007 0 0 0 0 + + + + 0 + + 0 0 0 0 0 
EA Damper Stuck (Fully Close) 8/21/2007 0 0 0 0 - - - - 0 - - 0 0 0 0 0 
Return Fan at fixed speed (30%spd) 8/22/2007 0 0 0 0 ++ ++ -- -- 0 -- ++ 0 0 0 0 0 
Return Fan complete failure 8/23/2007 0 0 0 0 ++ ++ -- -- 0 -- ++ 0 0 0 0 0 
Cooling Coil Valve Control unstable 
(Reduce PID PB by half) 8/24/2007 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Cooling Coil Valve Reverse Action 9/3/2007 ++ ++ ++ ++ 0 0 0 0 0 0 -- 0 0 0 -- 0 
OA Damper Stuck (Fully Closed) 8/26/2007 0 0 0 0 ++ ++ ++ ++ 0 + - 0 0 0 0 0 
Cooling Coil Valve Stuck (Fully Closed) 8/27/2007 0 0 -- -- ++ ++ ++ ++ ++ ++ ++ ++ + + 0 0 
Cooling Coil Valve Stuck (Fully Open) 8/31/2007 ++ ++ ++ ++ 0 0 0 0 0 0 -- 0 0 0 -- 0 
Cooling Coil Valve Stuck (Partially Open - 15%) 9/1/2007 0 0 -- -- ++ ++ ++ ++ ++ ++ ++ ++ + + 0 0 
Cooling Coil Valve Stuck (Partially Open - 65%) 9/2/2007 ++ ++ ++ ++ 0 0 0 0 0 0 -- 0 0 0 -- - 
Heating Coil Valve Leaking (Stage 1 - 0.4GPM) 8/28/2007 0 ++ ++ ++ 0 0 0 0 0 0 0 0 0 0 0 0 
Heating Coil Valve Leaking (Stage 2 – 1.0GPM) 8/29/2007 0 ++ ++ ++ 0 0 0 0 0 0 0 0 0 0 0 0 
Heating Coil Valve Leaking (Stage 3 – 2.0GPM) 8/30/2007 0 ++ ++ ++ 0 0 0 0 0 0 0 0 0 0 0 0 
OA Damper Leak (45% Open) 9/5/2007 0 0 0 0 - - - - 0 0 ++ 0 0 0 0 0 
OA Damper Leak (55% Open) 9/6/2007 0 0 0 0 - - - - 0 0 ++ 0 0 0 0 0 
AHU Duct Leaking (after SF) 9/7/2007 0 0 + + + + + + + + + 0 0 0 0 0 
AHU Duct Leaking (before SF) 9/8/2007 0 0 0 0 -- -- -- -- 0 -- -- 0 0 0 0 0 
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Table C.2 Symptom patterns for ASHRAE 1312 winter test 
Fault description Date 
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OA Damper Stuck (Fully Close) 2/12/2008 -- -- 0 0 ++ + ++ + -- ++ -- 0 - 0 ++ -- 
OA damper leaking (52% open) 2/13/2008 0 0 0 0 0 0 0 0 0 0 + 0 0 0 0 0 
OA damper leaking (62% open) 2/15/2008 0 0 0 0 0 0 0 0 0 0 + 0 0 0 0 0 
EA Damper Stuck (Fully open) 2/2/2008 0 0 0 0 0 0 0 0 0 + + 0 0 0 0 0 
EA Damper Stuck (Fully Close) 2/3/2008 - -- 0 0 0 0 0 -- 0 -- -- 0 0 0 0 0 
Cooling Coil Valve Stuck (Fully Open)  2/10/2008 ++ ++ ++ ++ 0 0 0 0 0 0 0 - 0 0 0 0 
Cooling Coil Valve Stuck (Partially Open - 20%)  2/11/2008 + + + + 0 0 0 0 0 0 0 0 0 0 0 0 
Heating Coil Fouling Stage 1 2/5/2008 0 -- 0 0 + + + + 0 + - 0 0 0 0 0 
Heating Coil Fouling Stage 2 2/6/2008 0 -- 0 0 + + + + 0 + - 0 0 0 0 - 
Heating coil reduced capacity Stage 1 2/7/2008 + - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Heating coil reduced capacity Stage 2 2/8/2008 + - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Heating coil reduced capacity Stage 3 2/9/2008 + - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table C.3 Symptom patterns for ASHRAE 1312 spring test 
Fault description Date 
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OA temperature sensor bias (+3F) 5/29/2008 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - 0 
OA temperature sensor bias (-3F) 5/30/2008 0 0 0 0 0 0 0 0 0 0 0 0 0 0 + 0 
OA Damper Stuck (Fully Close) 5/7/2008 0 0 0 0 + + + + - + -- 0 0 0 0 -- 
OA Damper Stuck (40% open) 5/8/2008 0 0 0 0 + + + + - + -- 0 0 0 0 - 
EA Damper Stuck (Fully open) 5/27/2008 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EA Damper Stuck (Fully Close) 5/10/2008 0 0 0 0 0 0 0 - 0 - 0 0 0 0 0 0 
EA Damper Stuck (40% open) 5/11/2008 0 0 0 0 0 0 0 - 0 - 0 0 0 0 0 0 
Cooling Coil Valve Stuck (Fully Closed)  5/6/2008 0 0 -- -- ++ ++ ++ ++ ++ ++ ++ ++ + + 0 0 
Cooling Coil Valve Stuck (Fully Open)  5/15/2008 0 0 -- -- ++ ++ ++ ++ ++ ++ ++ ++ + + ++ 0 
Cooling Coil Valve Stuck (Partially Open - 50%)  5/16/2008 ++ ++ ++ ++ 0 0 0 0 0 0 0 0 0 0 -- 0 
Return Fan complete failure  5/12/2008 ++ ++ ++ ++ 0 0 0 0 0 0 0 0 0 0 -- 0 
Return Fan at fixed speed （20%spd）  5/18/2008 ++ ++ ++ ++ 0 0 0 0 0 0 0 0 0 0 0 0 
Return Fan at fixed speed （80%spd）  5/19/2008 0 0 0 0 0 0 -- -- 0 -- 0 0 0 0 0 0 
Air filter area block fault (10%) 5/22/2008 0 0 0 0 0 0 -- -- 0 -- 0 0 0 0 0 0 
Air filter area block fault (25%) 5/25/2008 0 0 0 0 0 0 ++ ++ 0 ++ 0 0 0 0 0 0 
Mixed air damper unstable 5/13/2008 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Mixed air damper unstable/Cooling coil control 
unstable 5/14/2008 0 0 0 0 + + + + 0 0 0 0 0 0 0 0 
Sequence of heating and cooling unstable 5/17/2008 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - 0 
Supply fan control unstable 6/1/2008 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - 0 
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Table C.4 Symptom patterns for NIST 6964 test 
Fault description Date 
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Summer/2001 
Supply Air Temperature Offset (1.7 C) 07/12 0 0 + 0 - - - - - - - 0 0 0 0 0 
Supply Air Temperature Offset (2.8 C) 07/13 0 0 + 0 - - - - - - - 0 0 0 0 0 
Re-circulation Damper fully open stuck 07/17 0 0 + + - - - - 0 + - 0 0 0 0 0 
Leaking Heating Coil Valve Stage 2 07/18 0 + + + 0 0 0 0 0 0 0 0 0 0 0 0 
Leaking Heating Coil Valve Stage 3 07/19 0 + + + 0 0 0 0 0 0 0 0 0 0 0 0 
Winter/2002 
Supply Air Temperature Offset (1.7 C) 01/23 0 0 0 0 0 0 0 0 0 - + 0 - 0 0 0 
Supply Air Temperature Offset (2.8 C) 01/24 0 0 0 0 0 0 0 0 0 - + 0 - 0 + 0 
Re-circulation Damper fully open stuck 01/25 0 0 0 0 - 0 - 0 - - - 0 + 0 + 0 
Leaking Heating Coil Valve Stage 2 01/27 0 + 0 0 0 - 0 - 0 0 + 0 - 0 + 0 
Leaking Heating Coil Valve Stage 3 01/28 0 + + + - 0 - 0 0 0 + 0 - 0 + 0 
Leaking Heating Coil Valve Stage 1 01/29 0 + 0 0 0 0 0 0 0 0 + 0 - 0 + 0 
 
Table C.5 Symptom patterns for ASHRAE 1020 test 
Fault description Date-AHU
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Summer/1999 
Stuck-closed recirculation damper 08/25-A 0 0 0 0 + + + + - - + + 0 + 0 - 
Reduced coil capacity (water side) stage 1 08/19-B 0 0 + 0 0 0 0 0 0 0 0 0 0 0 0 0 
Reduced coil capacity (water side) stage 2 08/20-B 0 0 + 0 0 0 0 0 0 0 0 0 0 0 0 0 
Reduced coil capacity (water side) stage 3 08/21-B 0 0 + 0 0 0 0 0 0 0 0 0 0 0 0 0 
Drifting pressure sensor (0.3 in w.g.) 08/07-A 0 0 0 0 + + 0 0 0 0 0 0 0 0 0 0 
Drifting pressure sensor (0.6 in w.g.) 08/08-A 0 0 + + + + + + + + + + + + 0 0 
Drifting pressure sensor (0.9 in w.g.) 08/09-A 0 0 + + + + + + + + + + + + 0 0 
Unstable supply fan control 08/09-B 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Slipping Supply Fan Belt stage 3 08/21-A 0 0 - - + 0 0 0 - - - 0 0 + 0 - 
Spring/1999 
Leaking Re-circulation Damper stage 1 05/12-B 0 0 + + - - 0 0 0 0 - 0 + 0 0 0 
Leaking Re-circulation Damper stage 2 05/13-B 0 0 + + - - 0 0 0 0 - 0 + 0 0 0 
Leaking Re-circulation Damper stage 3 05/14-B 0 0 + + - - 0 0 0 0 - 0 + 0 0 0 
Leaking cooling coil valve (0.6 GPM) 05/21-B 0 0 - 0 0 0 0 0 0 0 0 0 0 0 0 0 
Leaking cooling coil valve (0.9 GPM) 05/22-B 0 0 - 0 0 0 0 0 0 0 0 0 0 0 0 0 
Leaking cooling coil valve (1.8 GPM)  05/23-B 0 0 - 0 0 0 0 0 0 0 0 0 0 0 0 0 
Reduced coil capacity (water side) stage 1 05/19-B 0 0 - 0 0 0 0 0 0 0 0 0 0 0 0 0 
Unstable supply fan control 05/09-A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Winter/1999 
Stuck-closed recirculation damper 02/28-B ++ ++ 0 0 + + + + - - + - - 0 - 0 
Leaking Re-circulation Damper stage 1 03/02-A 0 0 + + 0 0 0 0 0 0 + 0 + 0 + 0 
Leaking cooling coil valve (0.6 GPM) 02/14-A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 + 0 
Unstable supply fan control 02/15-A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Slipping Supply Fan Belt stage 1 02/15-B 0 0 0 0 + + 0 0 0 0 0 0 0 0 0 0 
Slipping Supply Fan Belt stage 2 02/16-B 0 0 0 0 + + 0 0 0 0 0 0 0 0 0 0 
Slipping Supply Fan Belt stage 3 02/17-B 0 0 0 0 + + 0 0 0 0 0 0 0 0 0 0 
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APPENDIX D DATA COMPRESSION BY WAVELET TRANSFORM 
 
 One obstacle for developing PCA models for an AHU is the high quantity and redundant 
measurements collected from EMCS.  Wavelet transform can be used as an effective 
compression tool on large data set.  It filters signal into n levels of different scales, separated 
with a factor two.  The scaling filter produces two parts of wavelet coefficients, the detail 
part and approximation part, see Fig. D.1. The regular signal component can be accurately 
approximated using a small number of approximation coefficients (at a suitably chosen level).  
The length of the compressed signal has only 1/2n of the original signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure D.1 The basic idea of data compression in wavelet transform (Teppola and Minkkinen 
(2000)) 
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Figure D.2  The results of data compression in wavelet transform  
 The simplest wavelet transform method, Haar (Teppola and Minkkinen, 2000), is used 
for data compression in this feasibility test.  The outdoor air temperature measurement is 
selected as an example.  Data obtained from an experiment conducted at the ERS from 10:00 
to 18:00 on 09/04/2007 (Chapter 5) are used here.  The total number of measurements for 
outdoor air temperature is 480 samples.  In Figure D.2, five levels of approximation 
coefficients are compared with the original signal with good matchness.  The essential 
information of the signal are retained and the length of signal reduce significantly. 
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