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1 Introduction
A major theme of [12] is preservation theorems for iterated forcing. These
are theorems of the form “if 〈Pξ : ξ ≤ κ〉 is a countable support forcing it-
eration based on 〈Q˙ξ : ξ < κ〉 and each Q˙ξ has property such-and-such then
Pκ has property thus-and-so.” The archetypal preservation theorem is the
Fundamental Theorem of Proper Forcing [12, chapter III], which states that
if each Q˙ξ is proper in V [GPξ ] then Pκ is proper. Typically, the property
enjoyed by Pκ ensures that either ω1 is not collapsed, or that no new reals
are added. In this paper we introduce two preservation theorems, one for
not collapsing ω1 and one for not adding reals, which include many of the
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preservation theorems of [12] as special cases. We shall see that some preser-
vation theorems from [12] which use revised countable support iteration are
true also for countable support iteration; for example, we have that any
countable support iteration of semi-proper forcings is semi-proper. These
results lessen the importance of the concept of revised countable support
iterations.
For preserving ω1, we introduce the class of hemi-proper forcings. This
generalizes semi-properness, and, assuming CH, includes also Namba forcing
and the forcing P [S] consisting of all increasing countable sequences from S,
ordered by reverse end-extension, where S ⊆ S20 =def {α < ω2 : cf(α) =
ω} and S is stationary. This is the forcing notion used by Shelah in his
solution to a problem of H. Friedman, namely the question of whether every
stationary subset of S20 may contain a closed subset of order-type ω1.
For not adding reals, we introduce µ-pseudo-completeness (our terminol-
ogy clashes with the terminology of Shelah in this instance). The hypothesis
of our preservation theorem is that each Q˙ξ is µ-pseudo-complete relative
to Pξ, and the conclusion is that Pκ does not add any elements of
ωµ. We
show that under CH, both Namba forcing and P [S] satisfy the hypothesis of
the theorem; for Namba forcing we require µ ∈ {2, ω} and for P [S] we allow
any µ. Also Prikry forcing works for µ less than the measurable cardinal.
We also make an observation regarding the construction of models in
which the continuum is larger than ℵ2 via iterated forcing; this sort of
construction, we observe, is not so difficult as has been previously believed.
Notation. Our notation follows [10], except as noted in definition 1.
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We set MP equal to the set (or class) of P -names which are in M . This is
different from the class of names whose values are forced to be in M , and it
is different from the class of names whose values are forced to be in M [GP ]
(of course, for any GP and any name x˙ which is forced to be inM [GP ] there
are p ∈ GP and y˙ ∈M
P such that p ‖− “x˙ = y˙”). The notation P˙η,α is used
in the context of a forcing iteration 〈Pβ :β ≤ α〉 based on 〈Q˙β :β < α〉; it
denotes a Pη-name characterized by V [GPη ] |= “P˙η,α = {p [η, α) : p η ∈ GPη
and p ∈ Pα}.” By p [η, α) we do not mean the check (with respect to Pη) of
the restriction of p to the interval [η, α), but rather we mean the Pη-name for
the function f with domain equal to [ηˇ, αˇ) such that f(βˇ) is the Pη-name for
the P˙η,β-name corresponding to the Pβ-name p(β) (see [12, definition II.2.3,
page 45]). We shall use such facts as 1 ‖− “P˙η,α is a poset;” see [10] for a
proof. We shall use the notation of [6] regarding forcing names; see [6, page
188].
2 Hemi-properness
In this section we introduce hemi-properness and show that hemi-properness
is preserved under countable support iterations. As a warm-up, we show that
semi-properness is preserved under countable support iterations.
Definition 1. Suppose 〈Pξ : ξ ≤ α〉 is a countable support forcing itera-
tion and η < α. By P˙Mη,α we mean the name {〈p [η, α), p η〉 : p ∈ Pα and
p [η, α) ∈ MPη}. This is in contrast with the object {〈q˙, p〉 : p ∈ Pη and
p ‖−“q˙ ∈ P˙η,α” and q˙ ∈M
Pη}. Notice that the assertion r ‖−Pη “s˙ ∈ P˙
M
η,α” is
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stronger than the assertion r ‖− “s˙ ∈ P˙η,α ∩M [GPη ]” and it is also different
from r ‖− “s˙ ∈ P˙η,α ∩ Mˇ .” By “supt(p)” we mean {β ∈ dom(p) : p(β) 6=
1
Q˙β
}. This is in contrast with [10], where “supt(p)” was used to mean
{β ∈ dom(p) : p β 6 ‖−“p(β) = 1Q˙β”}.
In the following three lemmas we establish the basic facts about P˙Mη,α.
Lemma 2. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support forcing iteration
and M is a countable elementary submodel of Hλ for some sufficiently large
regular λ and N is a countable elementary substructure of Hθ, where θ
is a regular cardinal greater than λ, and suppose Pκ ∈ M ∈ N . Suppose
σ ∈ NPκ and η ∈ κ∩M and p ∈ Pη and q˙ ∈ N
Pη and p ‖− “σ ∈M [GPη ]
P˙η,κ
and q˙ ∈ P˙Mη,κ.” Then there is r˙ ∈ N
Pη and τ ∈ NPη such that p ‖− “r˙ ∈ P˙Mη,κ
and r˙ ≤ q˙ and r˙ ‖−P˙η,κ ‘if σ is an ordinal then σ = τˇ ’ and τ ∈M [GPη ].”
Proof: Work in N (so we must not refer to p, which is not in N). Take
J ⊆ {s ∈ Pη : (∃p(s) ∈ Pκ)(∃σ(s) ∈M
Pη)(p(s) η = s and p(s) [η, κ) ∈MPη
and s‖−“if q˙ ∈ P˙Mη,κ and σ ∈M [GPη ]
P˙η,κ then p(s) [η, κ) = q˙ and σ = σ(s)”)}
a maximal antichain. For each s ∈ J take r˙(s) ∈MPη and τ(s) ∈MPη such
that 1 ‖−Pη “if q˙ ∈ P˙
M
η,κ and σ ∈ M [GPη ]
P˙η,κ then r˙(s) ≤ p(s) [η, κ) and
r˙(s) ‖− ‘if σ(s) is an ordinal then σ(s) = τ(s)’ and τ(s) is an ordinal.”
For each s ∈ J take J (s) ∈ M such that J (s) is a maximal antichain of
{s′ ∈ Pη : (∃p
′(s′) ∈ Pκ)(p
′(s′) η = s′ and s′ ‖− “p′(s′) [η, κ) = r˙(s)”)}. Take
p∗(s) ∈MPη to be forced to be a function with domain equal to the interval
[ηˇ, κˇ) such that (∀γ ∈ [η, κ))(∀s′ ∈ J (s))(s′ ‖− “p∗(s)(γˇ) = p′(s′)(γˇ)”). Now
take r˙ = {〈p∗(s), s〉 : s ∈ J } and take τ ∈ V Pη such that (∀s ∈ J )(s ‖− “τ =
4
τ(s)”). We are done.
Lemma 3. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support forcing iteration
and λ is a sufficiently large cardinal and M is a countable elementary sub-
structure of Hλ. Suppose η ∈ κ∩M and {Pκ, η} ⊆M . Suppose also p ∈ Pη
and p ‖− “q˙ ∈ P˙Mη,κ.” Then p ‖− “supt(q˙) ⊆ Mˇ .”
Proof: Recall by definition 1 that we are using “supt” in the sense of [6]
rather than in the sense of [10]. Given r ≤ p, take s ∈ Pκ such that s η ≤ r
and s η ‖− “q˙ = s [η, κ)” and s [η, κ) ∈ MPη . We have s η ‖− “supt(q˙) ⊆
supt(s [η, κ)) ⊆ Xˇ” where X = supt(s). Now, X ∩ [η, κ) is a countable
element of M , hence it is a subset of M . We are done.
Corollary 4. Suppose 〈Pα :α ≤ κ〉 is a countable support iteration and M
is a countable elementary submodel of Hλ and η < κ and {Pκ, η} ⊆ M .
Suppose p ∈ Pη and p‖−“q˙ ∈ P˙
M
η,κ.” Then there is r ∈ Pκ such that r η = p
and p ‖− “r [η, κ) = q˙.”
Remark: Notice that this is false if we weaken the hypothesis “p ‖− ‘q˙ ∈
P˙Mη,κ’ ” to “p ‖− ‘q˙ ∈ P˙η,α ∩M [GPη ].’ ”
Observation: It has been remarked by Roitman that there is a diffi-
culty in obtaining a model in which the continuum is larger than ℵ2 using
countable support iterations (see [1, page 56]). Notice that this difficulty
disappears with our approach. The difficulty arises because CH fails in some
intermediate model, and the traditional method of proving preservation the-
orems for countable support involves examining the behavior of P˙η,κ in the
model V [GPη ]. However, in our approach, so long as CH holds in the ground
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model, the fact that it fails in intermediate models is immaterial.
Lemma 5. Suppose η < β < α and p ‖−Pη “q˙ ∈ P˙
M
η,α” and {η, β, Pα} ⊆
M , where M is a countable elementary substructure of Hλ. Then p ‖−Pη
“q˙ β ‖−P˙η,β ‘q˙ [β, α) ∈ P˙
M
β,α.’ ”
Proof: Given p′ ≤ p take r ∈ Pα such that r η ≤ p
′ and r [η, α) ∈MPη
and r η‖−“r [η, α) = q˙.” Then we have r β ‖−“q˙ [β, α) = r [β, α) ∈ P˙Mβ,α.”
Hence r η ‖− “r [η, β) ‖− ‘q˙ [β, α) ∈ P˙Mβ,α’ ” by [10, section 3]. Because p
′
was an arbitrary condition below p we are done.
We assume familiarity with the definition of “semi-proper” from [12,
chapter X]. Here we introduce the appropriate induction hypothesis for
showing that semi-properness is preserved under countable support itera-
tions.
Definition 6. Suppose 〈Pξ : ξ ≤ α〉 is a countable support iteration. We say
that Pα is strictly semi-proper iff whenever λ is a sufficiently large regular
cardinal and η < α andM is a countable elementary substructure of Hλ and
{Pα, η} ⊆M and q˙ ∈ V
Pη and p ∈ Pη and p ‖− “ω1 ∩M [GPη ] = ω1 ∩M and
q˙ ∈ P˙Mη,α,” then there is r ∈ Pα such that r η = p and p ‖− “r [η, α) ≤ q˙”
and r ‖− “ω1 ∩M [GPα ] = ω1 ∩M .”
Lemma 7. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support iteration based on
〈Q˙ξ : ξ < κ〉 and Pα is strictly semi-proper for every α < κ, and if κ = γ +1
then 1 ‖−Pγ “Q˙γ is semi-proper.” Then Pκ is strictly semi-proper.
Proof: Suppose λ, η, M , q˙, and p are as in definition 6.
Case 1: γ + 1 = κ for some γ.
6
Take r0 ∈ Pγ such that r0 η = p and p ‖− “r0 [η, γ) ≤ q˙ γ” and r0 ‖−
“ω1∩M [GPγ ] = ω1∩M .” Because 1‖−Pγ “Q˙γ is semi-proper,” we may take
s˙ ∈ V Pγ such that 1‖−“s˙ ≤ q˙(γ) and s˙‖−“ω1∩M [GPγ ][GQ˙γ ] = ω1∩M [GPγ ].”
Take r ∈ Pκ such that r γ = r0 and r(γ) = s˙. Then r ‖− “ω1 ∩M [GPκ ] =
ω1 ∩M [GPγ ] = ω1 ∩M” and we are done.
Case 2: κ is a limit ordinal.
Let α = sup(κ∩M) and let 〈σn :n ∈ ω〉 enumerateM
Pκ . Let 〈αn :n ∈ ω〉
be an increasing sequence of ordinals from α ∩ M cofinal in α such that
α0 = η.
Build 〈pn, q˙n, τn :n ∈ ω〉 such that p0 = p and q˙0 = q˙ and both of the
following:
(i) pn ∈ Pαn and pn+1 αn = pn and pn ‖− “pn+1 [αn, αn+1) ≤ q˙n αn+1”
and pn ‖− “ω1 ∩M [GPαn ] = ω1 ∩M”
(ii) pn+1 ‖− “q˙n+1 ∈ P˙
M
αn+1,κ
and q˙n+1 ≤ q˙n [αn+1, κ) and q˙n+1 ‖− ‘if
σn ∈ ω1 then σn = τˇn’ and τn ∈ ω1 ∩M [GPαn+1 ].”
This is possible by lemmas 2 and 5 and the induction hypothesis.
Now take r ∈ Pκ such that supt(r) ⊆ α and for all n ∈ ω we have
r αn = pn. By lemma 3 we have pn+1‖−“supt(q˙n+1) ⊆ α” and hence we have
r αn+1‖−“r [αn+1, κ) ≤ q˙n+1.” Therefore we have r αn+1‖−“r [αn+1, κ)‖−
‘if σn ∈ ω1 then σn ∈ ω1 ∩M [GPαn+1 ] = ω1 ∩M .’ ” Now suppose r1 ≤ and
r1 ‖− “σ ∈ ω1 ∩M [GPκ ]. Take r2 ≤ r1 and n ∈ ω such that r2 ‖− “σ = σn.”
Then r2 ‖− “σ ∈ Mˇ .” We conclude that r ‖− “ω1 ∩M [GPκ ] = ω1 ∩M .” The
lemma is established.
Lemma 8. Suppose Pκ is strictly semi-proper. Then Pκ is semi-proper.
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Proof: Given λ sufficiently large, regular, andM a countable elementary
submodel of Hλ+ , with Pκ ∈M and q ∈ Pκ ∩M , take η = 0 in definition 6.
We obtain by lemma 7 a condition r ≤ q such that r ‖− “ω1 ∩M [GPκ ] =
ω1 ∩M .” We are done.
Theorem 9. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support iteration based on
〈Q˙ξ : ξ < κ〉, and for every ξ < κ we have that 1 ‖−Pξ “Q˙ξ is semi-proper.”
Then Pκ is semi-proper.
Proof. By lemmas 7 and 8.
We now turn our attention to hemi-properness.
Definition 10. We say that a poset P is hemi-proper iff whenever λ is an
appropriately large regular cardinal and M and N are countable elementary
substructures of Hλ and P ∈ M ∈ N and q ∈ P ∩M , then q 6 ‖−“ω1 ∩
M [GP ] > ω1 ∩N .”
Lemma 11. Suppose P is hemi-proper. Then P does not collapse ω1.
Proof: Suppose q ‖−P “f˙ maps ω onto ω
V
1 .” Take M and N countable
elementary substructures of some appropriate Hλ such that {P, q, f˙} ⊆M ∈
N . We have q 6 ‖−“ω1 ∩M [GP ] > ω1 ∩ N .” Hence q 6 ‖−“ω1 ⊆ M [GP ],” a
contradiction.
Lemma 12. If P is semi-proper, then P is hemi-proper.
Proof: Immediate.
In theorem 19 we show that the class of hemi-proper forcings also con-
tains Namba forcing, assuming CH, and in theorem 22 we show that P [S]
is hemi-proper for S ⊆ S20 stationary.
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It is instructive to see why the poset which adds a closed unbounded
subset to a given stationary subset S of ω1 using countable conditions is
not hemi-proper (if it were, then our preservation theorem would contradict
the fact that one can collapse ω1 with an ω-length forcing iteration built
of posets of this form). The reason is that M and N may be such that
S ∩N ∩ {ω1 ∩M
′ :M ′ ≺ Hλ} ⊆M .
Definition 13. Suppose 〈Pξ : ξ ≤ α〉 is a countable support iteration. We
say that Pα is strictly hemi-proper iff whenever λ is a sufficiently large
regular cardinal and η < α and M is a countable elementary substructure
of Hλ+η+1 and N is a countable elementary substructure of Hλ+α+1 and
{Pα, η} ⊆M ∈ N and q˙ ∈ N
Pη and p ∈ Pη and p ‖−“ω1∩M [GPη ] ≤ ω1∩N
and q˙ ∈ P˙Mη,α,” then there is r ∈ Pα such that r η = p and p‖−“r [η, α) ≤ q˙”
and r ‖− “ω1 ∩M [GPα ] ≤ ω1 ∩N .”
Lemma 14. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support iteration based on
〈Q˙ξ : ξ < κ〉 and Pα is strictly hemi-proper for every α < κ, and if κ = γ+1
then 1 ‖−Pγ “Q˙γ is hemi-proper.” Then Pκ is strictly hemi-proper.
Proof: Suppose λ, η, M , N , q˙, and p are as in definition 13.
Case 1: γ + 1 = κ for some γ.
Take M ′ a countable elementary substructure of Hλ+κ such that M ∈
M ′ ∈ N . Take r0 ∈ Pγ such that r0 η = p and p ‖− “r0 [η, γ) ≤ q˙ γ” and
r0 ‖− “ω1 ∩M
′[GPγ ] ≤ ω1 ∩ N .” Because 1 ‖−Pγ “Q˙γ is hemi-proper,” we
may take s˙ ∈ V Pγ such that 1 ‖− “s˙ ≤ q˙(γ) and s˙ ‖− “ω1 ∩M [GPγ ][GQ˙γ ] ≤
ω1 ∩ M
′[GPγ ].” Take r ∈ Pκ such that r γ = r0 and r(γ) = s˙. Then
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r ‖− “ω1 ∩M [GPκ ] ≤ ω1 ∩M
′[GPγ ] ≤ ω1 ∩N” and we are done.
Case 2: κ is a limit ordinal.
Let α = sup(κ∩M) and let 〈σn :n ∈ ω〉 enumerate {σ ∈ NPκ :1‖−Pκ“σ ∈
ω1 ∩M [GPκ ]”}. Let 〈αn :n ∈ ω〉 be an increasing sequence of ordinals from
α ∩M cofinal in α such that α0 = η. Let Mn = N ∩Hλ+αn+1 .
Build 〈pn, q˙n, τn :n ∈ ω〉 such that p0 = p and q˙0 = q˙ and both of the
following:
(i) pn ∈ Pαn and pn+1 αn = pn and pn ‖− “pn+1 [αn, αn+1) ≤ q˙n αn+1”
and pn ‖− “ω1 ∩M [GPαn ] ≤ ω1 ∩Mn”
(ii) pn+1‖−“q˙n+1 ∈ P˙
M
αn+1,κ
and q˙n+1 ≤ q˙n [αn+1, κ) and q˙n+1‖−‘σn = τˇn’
and τn ∈M [GPαn+1 ]” and q˙n+1 ∈ N
Pαn+1
This is possible by lemmas 2 and 5 and the induction hypothesis.
Now take r ∈ Pκ such that supt(r) ⊆ α and for all n ∈ ω we have
r αn = pn. By lemma 3 we have pn+1 ‖− “supt(q˙n+1) ⊆ α” and hence
we have r αn+1 ‖− “r [αn+1, κ) ≤ q˙n+1.” Therefore we have r αn+1 ‖−
“r [αn+1, κ)‖− ‘σn ∈ ω1∩M [GPαn+1 ] ⊆ ω1∩Mn+1 = ω1∩N .’ ” We conclude
that r ‖− “ω1 ∩M [GPκ ] ⊆ ω1 ∩N .” The lemma is established.
Lemma 15. Suppose Pκ is strictly hemi-proper. Then Pκ is hemi-proper.
Proof: Given λ sufficiently large, regular, and M ′ and N countable el-
ementary submodels of Hλ+κ+1, with Pκ ∈ M
′ ∈ N and q ∈ Pκ ∩M
′, take
η = 0 and M = M ′ ∩ Hλ+ in definition 13. We obtain by lemma 14 a
condition r ≤ q such that r ‖− “ω1 ∩M
′[GPκ ] = ω1 ∩M [GPκ ] ≤ ω1 ∩ N .”
We are done.
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Theorem 16. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support iteration based
on 〈Q˙ξ : ξ < κ〉, and for every ξ < κ we have that 1‖−Pξ “Q˙ξ is hemi-proper.”
Then Pκ is hemi-proper and hence does not collapse ω1.
Proof. By lemmas 14 and 15.
3 Namba forcing and the theorem of Ben-David
In this section we give an application of theorem 16. The application is to
a theorem of Ben-David which is sketched in [12, theorem XI.1.7]. Because
new reals are added at certain successor stages of the iteration, and possibly
even at limit stages also, the preservation theorems of [12, chapter XI] are
not sufficient to establish this result. The relevant preservation theorem is
[12, XII.3.6, page 408].
Namba forcing, like Prikry forcing, adds no reals and changes the co-
finality of some regular cardinal to ω. Whereas Prikry forcing collapses a
measurable, Namba forcing collapses ω2. Hence iterated Namba forcing uses
less extravagant large cardinal assumptions than iterated Prikry forcing, and
indeed for some assertions proved consistent by Shelah using iterated Prikry
forcing, Shelah later obtained equiconsistency results by using Namba forc-
ing instead (see [12, chapters X and XI]).
Let us recall the definition of Namba forcing [9]. Let S =
⋃
{nω2 :n ∈ ω}
be the tree of all finite sequences of ordinals of cardinality at most ℵ1.
Definition 17. Namba forcing is the poset {T ⊆ S :T is non-empty and
(∀η ∈ T )(∀τ ⊆ η)(τ ∈ T ) and (∀η ∈ T )(there are ℵ2-many τ ∈ T such that
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τ ⊇ η)}, ordered by inclusion.
Elements of Namba forcing are called perfect subtrees of S.
Definition 18. Suppose P is Namba forcing and G is a V -generic filter over
P . Then the generic object for P is {α ∈ (ω2)
V : (∀T ∈ G)(∃η ∈ T )(α ∈
range(η))}.
Clearly the generic object is a countable set cofinal in (ω2)
V .
Theorem 19. Assume CH. Then Namba forcing is hemi-proper.
Proof: The proof follows Namba’s proof that the forcing adds no reals
(see, e.g., [3, pp. 289–291]).
Suppose M ≺ Hλ and N ≺ Hλ and q are as in definition 10. Take
f ∈M such that f is a one-to-one map from ω1 onto
ω2, and take g ∈M a
one-to-one map from ω onto ω × ω.
Work in N . Let 〈σn :n ∈ ω〉 list M
P . Take 〈ξn :n ∈ ω〉 a sequence from
MP such that 1 ‖−P “if σn ∈ ω1 then ξg(n,i) = f(σn)(i), and in any case
ξg(n,i) ∈ 2” for every n and i in ω. For each n ∈ ω construct Yn and tn such
that Yn = 〈Ts : s ∈
nω2〉 is a sequence of elements of P and tn = 〈ts : s ∈
nω2〉
is a sequence of pairwise incompatible elements of <ωω2 such that (∀s)(every
element of Ts is comparable with ts) and (∃αs ∈ 2)(Ts ‖− “ξn = αˇs”) and
(∀s′ ⊆ s)(Ts ⊆ Ts′). Because of the final clause requiring Ts to be stronger
than Ts′ whenever s
′ is an initial segment of s, the construction actually
proceeds by recursion on n ∈ ω. In the base case, of course, we require that
T<> ≤ q.
For each n ∈ ω define Tn such that Tn is a function with domain
n2 such
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that (∀β ∈ n2)(Tn(β) =
⋃
{Ts : s ∈
nω2 and β(i) = αs i for all i ≤ n}. Take
T ′ such that T ′ is a function with domain ω2 such that (∀g ∈ ω2)(T ′(g) =
⋂
{Tn(g n) :n ∈ ω}).
Claim 1. (∃g ∈ ω2)(T ′(g) contains a perfect subtree).
Proof: Suppose not. For each g ∈ ω2 let T0(g) = T
′(g) and for each
α let Tα+1(g) = {t ∈ Tα(g) : t has ℵ2-many extensions in Tα(g)}, and for
each limit α let Tα(g) =
⋂
{Tβ(g) :β < α}. For each t ∈ T
′(g) let hg(t)
be the least α such that t /∈ Tα(g). This is defined for every t ∈ T
′(g)
because otherwise {t ∈ T ′(g) :hg(t) is undefined} would be a perfect subtree
of T ′(g), contrary to assumption. The relevant facts about the functions hg
are that hg(s) ≥ hg(t) whenever s ⊆ t ∈ T
′(g) and for each t ∈ T ′(g) there
are at most ℵ1-many extensions s ⊇ t in T
′(g) such that hg(s) = hg(t).
By recursion, build s0 ⊆ s1 ⊆ · · · ⊆ sn ⊆ · · · such that for every n we
have sn ∈
nω2 and hg(tsn+1) < hg(tsn) for every g for which hg(tsn+1) is
defined. This is possible because, by CH, there are only ℵ1-many g’s in
all. Let g0 ∈
ω2 be defined by g0(n) = αsn for all n. Then hg0(tsn) is
defined for all n because Tsn ⊆ Tn+1(〈αsi : i ≤ n〉) ⊆ T
′(g0). Thus we have
a decreasing sequence of ordinals hg0(ts0) > hg0(ts1) > · · · > hg0(tsn) > · · ·,
a contradiction which establishes the claim.
Still working in N , fix g to witness the claim and take q′ ∈ P such
that T ′(g) ⊇ q′. Fix n ∈ ω. Let τn = αg n. We have q
′ ⊆ T ′(g) ⊆
Tn(g n) ≤ q and X =def {Ts : s ∈
nω2} is pre-dense below Tn(g n) and
(∀s ∈ X)(s ‖− “τˇn = g(n − 1) = ξn”).
We have 〈τn :n ∈ ω〉 ∈ N . Hence for each n ∈ ω we have τ
∗
n =def
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〈τg(n,i) : i ∈ ω〉 ∈ N . Thus q
′ ‖− “if σn ∈ ω1 then σn = f
−1(τ∗n) ∈ N .” We
have shown (∀σ ∈MP )(q′ ‖− “if σ ∈ ω1 then σ ∈ N”). Suppose q
′ 6 ‖−“ω1 ∩
M [GP ] ⊆ N .” Then we may take x ∈ V P to be a witness. In particular
q′ ‖−“x ∈M [GP ],” so we may take q
∗ ≤ q′ and y ∈MP such that q∗ ‖−“x =
y.” Then q∗ ‖− “y ∈ ω1 and y /∈ N ,” contrary to what we have already
established. This contradiction shows that q′ ‖− “ω1 ∩M [GP ] ⊆ N .” Hence
q 6 ‖−“ω1 ∩M [GP ] > ω1 ∩N ,” and we are done.
The following is due to Ben-David [12, theorem XI.1.7].
Theorem 20. Suppose ZFC+“there is an inaccessible cardinal” is consis-
tent. Then so is ZFC+“there is no cardinal-preserving extension of the
universe in which there is A ⊆ ω2 such that L[A] |= CH and ω
L[A]
2 = ω2.”
Proof: Let Col(κ, λ, θ) be the poset which collapses λ to κ using con-
ditions of size less than θ. That is, Col(κ, λ, θ) = {f : dom(f) ⊆ κ and
range(f) ⊆ λ and |f | < θ}, ordered by reverse inclusion.
Begin with a ground model which satisfies V = L. For η a limit ordinal or
zero, let Q˙η be Cohen forcing, and let Zη be (a name for) the corresponding
generic subset of ω. For positive integer j let Q˙η+j be Namba forcing iff
j ∈ Zη and let Q˙η+j be Col(ω1, ω2, ω1) iff j /∈ Zη. Then L[GPκ ] |= “(∃ℵ2-
many distinct reals r ⊆ ω such that there is λ which is a cardinal in L and
such that (∀j ∈ ω)(r(j) = 0 iff cfL[GPκ ](λ+j)L = ω)).” To clarify, (λ+j)L is
the jth successor of λ as computed in L, and its cofinality is to be computed
in L[GPκ ]. Now suppose, towards a contradiction, that there is a cardinal-
preserving extension V ⊇ L[GPκ ] and A ∈ V such that A ⊆ ω
V
2 = κ and
L[A] |= CH and ω
L[A]
2 = ω
V
2 = κ. Let X = Lθ[{δ < ω
V
2 : cf
L[GPκ ](δ) = ω
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and δ is a cardinal of L}] where θ is some big cardinal (say, κ+). Because
L and L[GPκ ] are both subuniverses of V we know that X ∈ V . But X =
Lθ[{δ < ω
V
2 : cf
V (δ) = ω and δ is a cardinal of L}] because V is a cardinal
preserving extension. Because ω
L[A]
2 = ω
V
2 we have that cf
L[A](δ) = cfV (δ)
for all δ < ωV2 . Hence in L[A] we have {δ < ω
L[A]
2 : cf
L[A](δ) = ω} and
we have {δ < ω
L[A]
2 : δ is a cardinal of L}. From these two sets we may
recover ℵV2 -many reals (namely, {Zη : η is a limit ordinal less than κ}). Hence
L[A] 6|= CH. This contradiction establishes the theorem.
4 P [S] is hemi-proper
We show that P [S] is hemi-proper. Combined with the argument of [12,
section XI.7], this gives a new proof of Shelah’s answer to the problem of H.
Friedman [2].
Definition 21. Suppose S is a stationary subset of S20 =def {α < ω2 : cf(α) =
ω}. Then P [S] is the poset {f : (∃β < ω1)(dom(f) = β+1 and range(f) ⊆ S
and f is continuous increasing)}, ordered by reverse inclusion (thus the
ranges of the conditions are ordered by reverse end-extension).
Theorem 22. Suppose S ⊆ S20 is stationary. Then P [S] is hemi-proper.
Proof. Suppose λ, M , N , and q are as in definition 10. Take µ < λ
regular such that the power set of P [S] is in Hµ and µ ∈ M and µ
+ < λ.
Take 〈Mi : i ∈ ω2〉 ∈ N a continuous tower of elementary subtructures ofHµ+
each of cardinality ℵ1, such that M ∩Hµ ∈ M0. Take δ ∈ S ∩N such that
sup(ω2 ∩Mδ) = δ. Take 〈δn :n ∈ ω〉 an increasing sequence from N cofinal
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in δ. Let 〈Dn :n ∈ ω〉 enumerate all dense open sets of P [S] which are in
N∩Mδ . We may suppose that (∀n ∈ ω)(Dn ∈Mδn). Build q ≥ q0 ≥ q1 ≥ · · ·
such that qn ∈ Dn ∩Mδn ∩ N and sup(qn+1) ≥ sup(ω2 ∩Mδn). Then let
r =
⋃
{qn :n ∈ ω} ∪ {δ}. We have r ‖− “OR ∩M [GP [S]] ⊆ N” where OR is
the class of ordinals. We are done.
Theorem 23 (Shelah). Suppose a Mahlo cardinal is consistent. Then so is
the statement: Whenever S is a stationary subset of S20 then S contains an
uncountable sequentially closed subset.
Proof: Combine the argument of [12, section XI.7] with our theorems 16
and 22.
5 Pseudo-completeness
In this section, we introduce the notion of µ-pseudo-completeness for µ a
cardinal (µ = 2 or µ = OR is allowed). This is a generalization of µ-
completeness, and similar to [12, section X.3]. We then define µ-pseudo-
completeness for Q˙ relative to a poset P , in a manner reminiscent of the
“not adding reals” theorem of [10]. We apply these results to iterated Namba
forcing in the following section and to P [S] in a later section.
Definition 24. Suppose µ is a regular cardinal (we allow µ = 2 or µ = OR)
and P is a poset and Q˙ is a P -name for a poset. We say that Q˙ is µ-pseudo-
complete relative to P iff whenever λ is a sufficiently large regular cardinal
and M is a countable elementary substructure of Hλ and N is a countable
elementary substructure of Hλ+ and {P ∗ Q˙, µ} ⊆ M ∈ N and p ∈ P
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and q˙ ∈ NP and p ‖− “q˙ ∈ Q˙ ∩M [GP ],” then there is r˙ ∈ V
P such that
p ‖− “r˙ ≤ q˙” and whenever σ ∈ NP∗Q˙ and 1 ‖− “σ ∈ µ ∩M [GP∗Q˙]” then
there is τ ∈ NP such that 1 ‖−P “τ ∈M [GP ]” and p ‖− “r˙ ‖− ‘σ = τˇ .’ ”
Remark: If µ = OR we waive µ ∈ M . We shall omit stating this
exception in the sequel.
Definition 25. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support iteration. We
say that Pκ is strictly µ-pseudo-complete iff whenever η < κ and λ is a
sufficiently large regular cardinal and M is a countable elementary sub-
structure of Hλ and N is a countable elementary substructure of Hλ+ and
{Pκ, µ, η} ⊆ M ∈ N and p ∈ Pη and q˙ ∈ N
Pη and p ‖−Pη “q˙ ∈ P˙
M
η,κ,” then
there is r ∈ Pκ such that r η = p and p‖−“r [η, κ) ≤ q˙” and supt(r) ⊆ η∪M
and whenever σ ∈ NPκ and 1 ‖− “σ ∈ µ ∩M [GPκ ]” then there is τ ∈ N
Pη
such that 1 ‖−P “τ ∈ µ ∩M [GPη ]” and p ‖− “r [η, κ) ‖− ‘σ = τˇ .’ ”
The reason the following lemma does not contradict [5] is that definition
25 must hold even when p /∈ N .
Lemma 26. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support iteration based on
〈Q˙ξ : ξ < κ〉, and suppose Pξ is strictly µ-pseudo-complete for every ξ < κ,
and suppose that if κ = γ+1 then Q˙γ is µ-pseudo-complete relative to Pγ .
Then Pκ is strictly µ-pseudo-complete.
Proof: Suppose λ, η, M , N , q˙, and p are as in definition 25.
Case 1: γ + 1 = κ for some γ.
We may take r0 ∈ Pγ such that r0 η = p and p ‖− “r0 [η, γ) ≤ q˙ γ”
and supt(r0) ⊆ η ∪M and whenever σ ∈ N
Pγ there is τ ∈ NPη such that if
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1‖−“σ ∈ µ∩M [GPγ ]” then 1‖−“τ ∈ µ∩M [GPη ]” and p‖−“r0 [η, γ)‖− ‘σ =
τˇ .’ ” Take s˙ ∈ V Pγ such that r0 ‖−Pγ “s˙ ≤ q˙(γ)” and for every σ ∈ N
Pκ such
that if 1‖−“σ ∈ µ∩M [GPκ ]” there is τ ∈ N
Pγ such that 1‖−“τ ∈ µ∩M [GPγ ]”
and r0 ‖− “s˙ ‖− ‘σ = τˇ .’ ” Take r ∈ Pκ such that r γ = r0 and r(γ) = s˙.
Then r is as required.
Case 2: κ is a limit ordinal.
Let 〈σn :n ∈ ω〉 list {σ ∈ N
Pκ :1 ‖− “σ ∈ µ ∩ M [GPκ ]”}. Let α =
sup(κ ∩M), and let 〈αn :n ∈ ω〉 be an increasing sequence of ordinals from
α ∩M cofinal in α such that α0 = η.
Build 〈pn, q˙n, τn :n ∈ ω〉 such that p0 = p and q˙0 = q˙ and both of the
following:
(i) pn ‖−Pαn “q˙n+1 ≤ q˙n [αn, κ) and q˙n+1 ∈ P˙
M
αn,κ and q˙n+1 ‖− ‘σn = τˇn’ ”
and τn ∈ N
Pαn and q˙n+1 ∈ N
Pαn
(ii) pn ∈ Pαn and pn+1 αn = pn and supt(pn+1) ⊆ η ∪M and pn ‖−
“pn+1 [αn, αn+1) ≤ q˙n+1 αn+1” and whenever σ ∈ N
Pαn+1 and 1 ‖− “σ ∈
µ ∩M [GPαn+1 ]” there is τ ∈ N
Pαn such that 1 ‖− “τ ∈ µ ∩M [GPαn ]” and
pn+1 ‖− “σ = τ”
We may choose q˙n+1 and τn as in (i) by lemma 2. We may choose pn+1
as in (ii) by the fact that Pαn+1 is strictly µ-pseudo-complete.
Now take r ∈ Pκ such that supt(r) ⊆ α and for all n ∈ ω we have
r αn = pn. The lemma is established.
Theorem 27. Suppose 〈Pξ : ξ ≤ κ〉 is a countable support iteration based
on 〈Q˙ξ : ξ < κ〉, and for every ξ < κ we have that Q˙ξ is µ-pseudo-complete
relative to Pξ . Then Pκ does not add any elements of
ωµ.
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Proof. By lemma 26 we have that Pκ is strictly µ-pseudo-complete. Take
η = 0 in definition 25.
6 Namba forcing is µ-pseudo-complete (µ ∈ {2, ω})
We now investigate applications of theorem 27. It is easy to show that if
µ < µ∗ are cardinals and 1 ‖−P “µ
∗ is measurable and Q˙ is Prikry forcing
on µ∗ (more exactly, on some fixed normal measure over µ∗)” then Q˙ is
µ-pseudo-complete relative to P .
Lemma 28. Suppose P is a poset which does not add reals and 1‖−P “Q˙ is
Namba forcing.” Suppose also CH holds in the ground model and µ ∈ {2, ω}.
Then Q˙ is µ-pseudo-complete relative to P .
Proof: As in theorem 19, we modify slightly the argument of [9], [3,
pp. 289–291]. Suppose M ≺ Hλ and N ≺ Hλ+ and p ∈ P and q˙ ∈ N
P are
as in definition 24. Let 〈σn :n ∈ ω〉 list {σ ∈ N
P∗Q˙ :1 ‖− “σ ∈ µ”}. Take
β˙ ∈MP such that 1‖−P “β˙ = (ω2)
V [GP ]” (notice that we allow the possibility
of p1 ∈ P and p2 ∈ P and β1 6= β2 such that p1 ‖− “β1 = (ω2)
V [GP ]” and
p2 ‖−“β2 = (ω2)
V [GP ]”). By recursion on n ∈ ω construct Yn ∈ N
P and tn ∈
NP such that 1 ‖−P “if q˙ ∈ Q˙∩M [GP ] then Yn = 〈Ts : s ∈
nβ˙〉 is a sequence
of elements of Q˙ and tn = 〈ts : s ∈
nβ˙〉 is a sequence of pairwise incompatible
elements of <ωβ˙ such that (∀s)(every element of Ts is comparable with ts)
and (∃αs ∈ µ)(Ts ‖− ‘σn ∈ µ implies σn = αˇs’) and (∀s
′ ⊆ s)(Ts ⊆ Ts′);”
also 1 ‖−P “if q˙ ∈ Q˙∩M [GP ] then T<> ≤ q˙.” Furthermore, we may assume
that αn is a name such that 1 ‖−P “αn = 〈αs : s ∈
nβ˙〉 as in the preceding
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construction” and αn ∈ N
P .
For each n ∈ ω define Tn ∈ N
P such that 1 ‖−P “Tn is a function with
domain nµ such that (∀β ∈ nµ)(Tn(β) =
⋃
{Ts : s ∈ nβ˙ and β(i) = αs i for all
i ≤ n}.” We have stayed within the confines of NP as long as possible; now
we start making names which are in V P . Take T ′ ∈ V P such that 1‖−P “T
′
is a function with domain ωµ such that (∀g ∈ ωµ)(T ′(g) =
⋂
{Tn(g n) :n ∈
ω}).”
Claim: (∃g ∈ ωµ)(1 ‖− “if q˙ ∈ Q˙ ∩M [GP ] then T
′(gˇ) contains a perfect
subtree”).
Proof: Suppose not. We have (∀g ∈ ωµ)(1 6 ‖−“if q˙ ∈ Q˙ ∩M [GP ] then
T ′(gˇ) contains a perfect subtree”). Because P adds no reals, we may take
q2 ∈ P such that q2‖−“q˙ ∈ Q˙∩M [GP ] and (∀g ∈
ωµ)(T ′(g) does not contain
a perfect subtree).” Take GP to be V -generic over P such that q2 ∈ GP .
Using theorem 19 (claim 1) in the model V [GP ] we obtain a contradiction
(literally so if µ = 2, but if µ = ω then rewrite the proof of that claim with
ω replacing 2).
Fix g to witness the claim and take q˙1 ∈ V
P such that 1 ‖−P “if q˙ ∈
Q˙ ∩ M [GP ] then T
′(gˇ) ⊇ q˙1 and q˙1 ∈ Q˙.” Given σ ∈ N
P∗Q˙ such that
1 ‖− “σ ∈ µ,” take n such that σ = σn−1. We seek τ ∈ N
P such that
p ‖− “q˙1 ‖− ‘σ = τˇ .’ ” Take τ ∈ N
P such that 1 ‖−P “τ = αg n.” Although
g need not be in N , certainly g n ∈ N , so there is no problem in choosing
such a τ . We have p ‖− “q˙1 ⊆ T
′(gˇ) ⊆ Tn(gˇ n) and X =def {Ts : s ∈
nβ˙}
is pre-dense below Tn(gˇ n) and (∀s˙ ∈ X)(s˙ ‖− ‘τˇ = gˇ(n − 1) = σ’).” The
lemma is established.
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7 Applications
In this section we give several applications of iterated Namba forcing. All
of these are taken from [12, chapter XI] and are included merely for the
sake of completeness. Our first application is [12, theorem XI.1.5]. Our
proof is the same as the one given by Shelah, except of course that he uses
revised countable support iterations and he intersperses cardinal collapses
among the Namba forcings, as required by his preservation theorem. The
converse of the theorem had earlier been proved by Avraham, so that this
is an equiconsistency result.
Theorem 29 (Shelah). Suppose ZFC+“there exists an inaccessible cardi-
nal” is consistent. Then so is ZFC+GCH+(∀X ⊆ ω1)(∃Y ∈ [ω2]
ω)(Y /∈
L[X]).
Proof: Start with a ground model of ZFC+GCH+κ is inaccessible. Form
a countable support iteration of length κ such that each constituent poset
is Namba forcing. Clearly ωV1 = ω
V [GPκ ]
1 and κ = ω
V [GPκ ]
2 , and GCH holds
in V Pκ . Suppose X ∈ V [GPκ ] and V [GPκ ] |= “|X| = ℵ1.” Take α < κ such
that X ∈ V [GPα ]. In V [GPκ ] let Y be the generic object for Q˙α. Then we
have Y /∈ V [GPα ], but L[X] ⊆ V [GPα ]. Thus Y exemplifies what is required,
and the theorem is established.
The following theorem is [12, theorem XI.1.6]. Again, we add nothing
new (we include it for expository purposes) except that our iteration of
Namba forcings uses countable support iteration and does not need the
other σ-closed cardinal collapses. Avraham has proved the converse, so this
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theorem is an equiconsistency result.
Theorem 30 (Shelah). Suppose ZFC+“there is a Mahlo cardinal” is con-
sistent. Then so is ZFC+GCH+(∀A ⊆ ω1)(∃δ > ω)(cf(δ) = ω and δ is a
regular cardinal in L[A ∩ δ]).
Proof: Start with a ground model satisfying ZFC+GCH+κ is Mahlo.
Form a countable support iteration of length κ using Namba forcings. Given
A ∈ V Pκ such that 1 ‖− “A ⊆ ω1,” take C ⊆ κ closed unbounded such that
whenever i < j are both in C then A∩ i ∈ V Pj . Take C ′ a closed unbounded
set such that every element of C ′ is a limit point of C, and such that A ∈ V Pη
where η = min(C ′). Then we have that (∀δ ∈ C ′)(A ∩ δ ∈ V Pδ). Since κ is
Mahlo, we may take λ ∈ C ′ such that λ is inaccessible. We have that Pλ has
λ-c.c., hence ωPλ2 = λ. Let Y be the generic object for Q˙λ. Then V
Pκ |= “Y
is cofinal in λ hence cf(λ) = ω.” Yet λ is regular in L[A ∩ λ] because
L[A ∩ λ] ⊆ V Pλ and V Pλ |= “λ is regular.” The theorem is established.
We now give another application of iterated Namba forcing from She-
lah’s book. Once again, this is for expository purposes; however, we use an
argument from [4] rather than the argument used in [12].
Definition 31. Suppose F is a filter over κ. Then the poset PP (F) is
{X ⊆ κ :κ −X /∈ F}, ordered by inclusion.
Definition 32. Suppose F is a filter over κ. We say F is precipitous iff
1 ‖−PP (F) “V
κ/E is well-founded where E is PP (F)-generic over V .”
Lemma 33. Suppose 〈Pα :α ≤ κ〉 is a forcing iteration such that (∀α <
κ)(|Pα| < κ) and (∀p ∈ Pκ)(supt(p) is bounded below κ) and U is a normal
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measure on κ and 1 ‖−Pκ “F is the filter generated by Uˇ .” Then 1 ‖−Pκ “F
is precipitous.”
Remark: [3, page 592] attributes the following argument, which is the
first half of [4, theorem 3], to Mitchell, but there Levy forcing is used in
place of the κ-length iteration, and the filter is constructed over ω1 instead
of ω2. A different argument, based on [8], is used by Shelah [12, theorem
XI.1.7].
Proof: Let j :V 7→ V κ/U be the canonical embedding and let G = GPκ
be the canonical name for the generic filter on Pκ. Because (∀α < κ)(|Pα| <
κ) we have that j(Pκ) = Pj(κ) = Pκ ∗ P˙κ,j(κ). Let G
∗ = Gj(Pκ) be the
canonical name for the generic filter on j(Pκ). In V
j(Pκ) we have G = G∗∩Pκ.
Let j∗ ∈ V Pκ be a name for the elementary embedding from V [G] into
(V κ/U)[G∗] which extends j and such that j∗(G) = G∗. Actually of course
j∗ is a propewr class and therefore not literally an element of V Pκ but his
need not concern us unduly. We shall use standard facts about j∗ which can
be found in [7], [3, chapters 36 and 37].
Claim 1. Suppose y ∈ V Pκ and p ∈ Pκ. Then (∃X ∈ U)(p‖−Pκ “y ⊇ Xˇ”)
iff j(p) ‖−j(Pκ) “κ ∈ j
∗(y).”
Proof: Suppose first that j(p)‖−“κ ∈ j∗(y).” Let X = {α < κ : p‖−“α ∈
y”}. By normality of U our hypothesis implies X ∈ U (see [7]). But
p ‖− “Xˇ ⊆ y” by the definition of X. In the converse direction, suppose
Z ∈ U and p ‖− “Zˇ ⊆ y” and q ≤ j(p). It suffices to find q∗ ≤ q such that
q∗ ‖− “κ ∈ j∗(y).” Let q′ = q κ ∈ Pκ. We have 1 ‖−j(Pκ) “κ ∈ j
∗(Zˇ)” by
normality of U . Also, j(q′) ‖−j(Pκ) “κ ∈ j
∗(y),” because q′ ‖− “Zˇ ⊆ y.” Take
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q∗ such that q∗ κ = q′ and q∗ [κ, j(κ)) = q [κ, j(κ)). Because supt(q′) ⊆ γ
for some γ < κ we have supt(j(q′)) ⊆ γ and hence q∗ ∈ j(Pκ) and q
∗ ≤ q
and q∗ ≤ j(q′). We have q∗‖−“κ ∈ j∗(Zˇ) ⊆ j∗(y).” The claim is established.
Suppose p ∈ Pκ and p ‖− “x ∈ PP (F).” We show there is q ≤ p and
D ∈ V Pκ such that q ‖− “x ∈ D and D is PP (F)-generic and V [G]κ/D is
wellfounded,” which suffices to establish the lemma. (Remark: It suffices
to find such a D in V [G][GPP (F)]. It may therefore seem surprising that
we obtain such a D in V [G]. This occurs essentially because in the ground
model V we have U ∈ V is PP (U)-generic over V , and since Pκ has κ-c.c., we
have moved to a situation which is not too far removed from the situation in
the ground model.) By the definition of PP (F) we have p‖−Pκ “κ−x /∈ F .”
Hence p 6 ‖−“1‖−P˙κ,j(κ) ‘κ ∈ j
∗(κ−x).’ ” Take p1 ≤ p such that p1‖−“1 6 ‖−‘κ ∈
j∗(κ − x).’ ” Take q1 ∈ j(Pκ) with q1 κ ≤ p1 and q1 ‖− “κ /∈ j
∗(κ − x).”
Take q2 ≤ q1 such that q2 ‖− “κ ∈ j
∗(x).” Define D ∈ V Pκ to be a name for
{y ⊆ κ : q2 [κ, j(κ)) ‖−P˙κ,j(κ) “κ ∈ j
∗(y)”} and let q = q2 κ. We show that q
and D satisfies the requirements.
By claim 1 we have that V [G] |= “F is normal and D ⊇ F because
(∀X ⊆ κ)(X ∈ F iff 1 ‖−P˙κ,j(κ) ‘κ ∈ j
∗(X)’),” using once again the fact that
supt(j(p′)) ⊆ κ whenever p′ ∈ Pκ.
Continuing the verification of the requisite properties of q andD, we have
by choice of q2 that q2 ‖− “κ ∈ j
∗(x).” Thus q ‖− “x ∈ D” by the definition
of D. Furthermore, q ‖− “(V [G])κ/D is well-founded because 1 ‖−P˙κ,j(κ)
‘(V [G])κ/D is isomorphic to the well-founded structure (V κ/U)[G∗] via the
isomorphism pi([f ]) = j∗(f)(κ).’ ” So it remains to show q ‖− “D is PP (F)-
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generic.”
Suppose, towards a contradiction, that A ∈ V Pκ and q′ ≤ q and q′‖−“A ⊆
PP (F) and A∩D = ∅ and A is dense in PP (F).” Let q3 ∈ Pj(κ) be defined
by q3 κ = q
′ and q3 [κ, j(κ)) = q2 [κ, j(κ)).
Claim 2. q3 ‖− “(∀a ∈ A)(κ /∈ j
∗(a)).”
Proof: Suppose instead that q4 ≤ q3 and a ∈ V
Pκ and q4 ‖− “a ∈ A and
κ ∈ j∗(a).” Then q4 κ 6 ‖−“q2 [κ, j(κ)) 6 ‖−‘κ ∈ j
∗(a).’ ” Hence q4 κ 6 ‖−“a /∈
D,” a contradiction to the fact that q′ ‖− “A ∩D = ∅”.
Take g = 〈gα :α < κ〉 such that [g]U = q3 and each gα maps κ into
Pκ. Take T ∈ V
Pκ such that 1 ‖− “T = {α < κ : gα ∈ G}.” Because
q3 ‖− “q3 ∈ G
∗ = j∗(G)” we have q3 ‖− “{α < j(κ) :α ∈ j(T )} ∈ j(U)” and
hence q3 κ 6 ‖−“{α < κ :α ∈ T} /∈ U .” Hence we may take q4 ≤ q3 such
that q4 ‖− “κ ∈ j
∗(T ).” Hence q4 κ 6 ‖−“κ − T ∈ F .” Therefore we may
take q5 ≤ q4 κ such that q5 ‖− “κ − T /∈ F .” Because q5 ‖− “A is dense in
PP (F),” we may take q6 ≤ q5 and a ∈ V
Pκ such that q6 ‖− “a ∈ A and
κ− (a∩T ) /∈ F .” We have q6 6 ‖−“1 ‖−P˙κ,j(κ) ‘κ ∈ j
∗(κ− (a∩T )).’ ” Because
a and T are in V Pκ we have q6‖−“1P˙κ,j(κ) decides ‘κ ∈ j
∗(κ−(a∩T )’ ” hence
we may take q7 ≤ q6 such that q7 ‖− “1 ‖−P˙κ,j(κ ‘κ /∈ j
∗(κ− (a∩T )).’ ” Using
the fact that q4 ‖− “κ ∈ j
∗(T )” we have q7 6 ‖−“κ /∈ j
∗(a),” contradicting
claim 2. The lemma is established.
The following is [12, theorem XI.1.7].
Theorem 34 (Shelah). Suppose ZFC+“there is a measurable cardinal” is
consistent. Then so is ZFC+GCH+“there is a normal precipitous filter D
over ω2 such that S
2
0 = {α < ω2 : cf(α) = ω} ∈ D.”
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Proof: Begin with a model of ZFC+GCH in which κ is a measurable
cardinal. Form a countable support iteration 〈Pη : η ≤ κ〉 with 1 ‖−Pη “Q˙η
is Namba forcing” for every η < κ. Let U be a normal measure on κ and
let Y = {α < κ :α is strongly inaccessible}. By lemma 33, 1 ‖−Pκ “F is
precipitous, where F is the filter generated by Uˇ .” Thus it suffices to show
1 ‖−Pκ “{α < ω
V [GPκ ]
2 = κ : cf(α) = ω} ⊇ Yˇ .” But all that is needed to see
this is to notice that if α is strongly inaccessible then we have that Pα has
α-c.c., and so 1 ‖−Pα “α = ω
V [GPα ]
2 and so Q˙α adds a countable sequence
cofinal in α.” The theorem is established.
8 P [S] is pseudo-complete
In this section we establish that P [S] is µ-pseudo-complete for µ = OR. For
p ∈ P [S], we set ht(p) = max(dom(p)), i.e., dom(p) = ht(p) + 1.
Theorem 35. Suppose Q˙ is a P -name and 1 ‖−P “Q˙ = P [S˙] for some
stationary S˙ ⊆ S20 and CH holds.” Then Q˙ is µ-pseudo-complete relative to
P for every regular µ including µ = OR.
Proof: Suppose P ∗ Q˙ ∈ M ≺ Hλ and N ≺ Hλ+ with M ∈ N both
countable, and (p, q˙) ∈ P ∗Q˙ and q˙ ∈ NP , as in definition 24. Let 〈σn :n ∈ ω〉
list {σ ∈ NP :1 ‖− “σ ∈M [GP ] and σ is an ordinal”}. Build {Jn :n ∈ ω} ⊆
NP by recursion on n such that for each n ∈ ω we have 1 ‖−P “Jn ⊆ Q˙ and
(∀x ∈ Jn)(∃η < ht(x))(x η ∈ Jn−1) and (∀t ∈ Jn−1)(|{x ∈ Jn :x dom(t) =
t}| = ℵ2) and (∀x ∈ Jn)(∃τ ∈ µ)(x ‖−Q˙ ‘if σn ∈ µ then σn = τˇ ’).” Take
τn ∈ N
P such that 1 ‖−P “(∀x ∈ Jn)(x ‖− ‘if σn ∈ µ then σn = τˇn’).” By the
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fact that 1 ‖−P “CH holds,” we may take C ∈ V
P such that 1 ‖− “C ⊆ ω2
is closed unbounded and whenever δ ∈ C and x ∈
⋃
{Jn :n ∈ ω} and
sup(range(x)) < δ then there are β < δ and y ∈
⋃
{Jn :n ∈ ω} such that
y dom(x) = x and y(dom(x)) = β.”
Take δ ∈ V P such that 1 ‖− “δ ∈ C ∩ S˙ and sup(range(q˙) < δ.” Also
suppose 1‖−“〈δn :n ∈ ω〉 is an increasing sequence cofinal in δ.” By recursion
on n ∈ ω build {q˙n :n ∈ ω} ⊆ V
P such that 1 ‖− “if q˙ ∈ Q˙ ∩M [GP ] then
q˙0 = q˙ and q˙n+1 ≤ q˙n and q˙n ∈ Jn and δn < sup(range(q˙n)) < δ.” Take
r˙ ∈ V P such that 1 ‖− “r˙ ∈ Q˙ and range(r˙) =
⋃
{range(q˙n) :n ∈ ω} ∪ {δ}.”
Clearly r˙ is as required.
Theorem 36 (Shelah). Suppose it is consistent that there is a Mahlo
cardinal. Then it is consistent that GCH holds and whenever S ⊆ S20 is
stationary, then S contains an uncountable sequentially closed subset.
Proof: The argument given by Shelah in [12, section XI.7] can be used,
but with the use of our preservation theorem to simplify the main lemma
there.
As a final comment, let us remark that the proof of [11, lemma 7] is
incorrect.
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