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We study the phase diagram of a class of models in which a generalized cluster interaction can
be quenched by Ising exchange interaction and external magnetic field. We characterize the various
phases through winding numbers. They may be ordinary phases with local order parameter or exotic
ones, known as symmetry protected topologically ordered phases. Quantum phase transitions with
dynamical critical exponents z = 1 or z = 2 are found. Quantum phase transitions are analyzed
through finite-size scaling of the geometric phase accumulated when the spins of the lattice perform
an adiabatic precession. In particular, we quantify the scaling behavior of the geometric phase in
relation with the topology and low energy properties of the band structure of the system.
PACS numbers: 75.10.Jm, 03.65.Vf, 05.30.Rt, 02.40.-k
Introduction.− Gapped ground states define quantum
phases of matter. Yet, they can be of very different na-
ture. Some of them exhibit approximate orders on a lo-
cal scale and they can be characterized by their sym-
metries. Others possess subtler orders that can only be
captured by highly non-local observables. One of the
major challenging themes in modern condensed matter
physics, with applications to quantum technology, is to
devise a unified understanding of all the possible quan-
tum phases of matter [1–5]. Indeed, the scientific commu-
nity has been applying integrated methods by combining
quantum information, foundational notions of quantum
mechanics and many-body physics to study the prob-
lem [6–9]. Recent outcomes in topological matter e.g.,
topological insulators, Weyl semi-metals [10–12] and su-
perconductors have demonstrated how the topology of
the energy bands of the system can be useful in a novel
way for analyzing the quantum phases of matter [12, 13].
Here, we study a specific many-body system that can dis-
play exotic orders by exploiting Berry phase and winding
numbers [14–16].
We focus on a one dimensional spin system whose
ground state can be tuned to be an ordered state with
local order parameter or to be a state with an exotic or-
der of topological nature (so-called symmetry protected
topological order [17, 18]). The different regimes that
may be established in the system are separated by quan-
tum phase transition driven by certain control parame-
ters [4, 19]. The criticality between ground states with
exotic order has been receiving an outgrowing interest
[20, 21]. Interestingly, it was found that the Berry phase
can be invoked to study quantum phase transition [22–
25]. Finite-size scaling analysis of geometric phase to re-
veal order-disorder quantum phase transition was studied
in the XY spin chain [23].
In this paper, we consider a set of localized spins in one
dimensional lattice enjoying a specific higher order (mul-
tispin) interaction; at the same time, such interaction
competes with Ising exhange; finally the chain is placed
in a transverse magnetic field. Indeed, the systems un-
der scrutiny are generalizations of the cluster-Ising model
that was formulated in the cross-fertilization area be-
tween many-body physics, quantum correlations and ul-
tracold atoms [26–28]. The cluster-Ising model displays a
second order quantum phase transition between a phase
with local order parameter and a symmetry protected
topological quantum phase [29, 30]. Here, we study the
phase diagrams of the generalized cluster-Ising models
by looking at the winding numbers of the ground states
(for a specific subclass of models studied here, winding
numbers were recently studied in [31]). We explore the
criticality of the system by studying the finite-size scal-
ing of the geometric phase. In particular, we find that
critical points with nonlinear low-energy dispersions are
characterized by an anomalous logarithmic scaling of the
geometric phase.
Model.−We consider a class of models describing in-
teractions between l + 1 spins competing with exchange
interaction, in external field. The Hamiltonian reads
[20, 21, 26–30]
H(l) =
M∑
j=−M
−λσxjZj,lσxj+l + aσyj σyj+1 + gσzj , (1)
with Zj,l = σzj+1...σzj+l−1 and M = (L − 1)/2 for odd
L. The operators σαn(α = x, y, z) are the Pauli matri-
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FIG. 1: (Color online). Phase diagrams of cluster-Ising mod-
els. (a)-(f) are phase diagrams of the system for l from 1 to
6. We choose λ = 1. The horizontal and vertical axes are
represented by g and a, respectively. The abbreviations mean
different phases: paramagnetic (P), ferromagnetic (F), anti-
ferromagnetic (AF), cluster (C); the superscripts X,Y specify
the directions of the orders. Cl represent the cluster phase
(l = 2) or generalized cluster phases (l > 2). C∗l mean dual
(generalized) cluster phases (see the text for the definition).
ces defining the spin state in the n-th site of the one
dimensional lattice. Eq. (1) can be mapped to a system
of decoupled l + 1 free fermions: H(l) =
∑
k Ψ
†
kH
(l)
k Ψk
where Ψ†k = (c
†
k, c−k) and H
(l)
k = d
(l)(k) · σ lies in a
pseudo-spin Hilbert space, with d(l)(k) = h
(l)
y eˆy +h
(l)
z eˆz,
h
(l)
y = λ sin kl+a sin k, h
(l)
z = −λ cos kl+a cos k−g, being
eˆy, eˆz the unit vectors in the directions y, z.
For l = 1, Zj,l = 1, and therefore the Hamiltonian
defines the transverse Ising model with the well-known
antiferromagnet-paramagnet quantum phase transition
in the Ising universality class. For l = 2, Eq. (1) defines
the cluster-Ising model in an external magnetic field. As-
suming periodic boundary conditions: σαL+1 = σ
α
1 , the
ground state of Eq. (1) for a = g = 0 is a unique
state known as cluster state [32]. Such state enjoys a
non-trivial global symmetry of the Z2 × Z2 type. For
open boundary conditions, the cluster state is fourfold
degenerate. Such a degeneracy can be lifted only by
resorting to operators in the Hamiltonians’s symmetry
algebra. In such a specific sense, the cluster ground
state provides an example of quantum phase of mat-
ter with the symmetry protected topological order [17].
Remarkably, such a kind of order is preserved by the
Ising interaction and the external field in Eq. (1) until
quantum phase transitions occur into the system. The
cluster-Ising models enjoy non-trivial duality properties
[5, 21, 26, 27, 29, 33, 34]. In particular, our Hamiltonians
Eq. (1) can be mapped to the class of models considered
in Ref. [21] by σzj = τ
y
j τ
y
j+1, σ
y
j σ
y
j+1 = −τyj τzj+1τyj+2,
σxj−1σ
z
jσ
z
j+1σ
x
j+2 = −τxj τzj+1τxj+2. Since the construction
of the phase diagram of the systems relies on energy prop-
erties, the phase diagrams are unaltered by duality.
Phase diagram.− Different ground states can be char-
acterized by order parameters. In the cluster phases,
however such order parameters need to be highly non-
local (the string order parameters) [21, 29]. Winding
numbers provide an alternative description of the differ-
ent phases bypassing the notion of order parameter [15].
Indeed, winding numbers have integer values and they
cannot change without closing the spectral gap. Remark-
ably, these numbers correspond to the number of zero
modes appearing at the edge of the system (when open
boundary conditions are imposed).
Winding number counts the times that a closed curve
encircles the origin in the pseudo-spin Hilbert space
(h
(l)
y (k), h
(l)
z (k)):
W =
1
2pi
∫
B.Z.
dθ
(l)
k , (2)
with θ
(l)
k = d
(l)(k)/|d(l)(k)|. The winding numbers in the
different ground states of the system are summarized in
the Table I. FMα (AFMα) denotes ferromagnetic (anti-
ferromagnetic) order along the spin direction α.
The cluster order can be quenched by local field g and
nonlocal exchange interaction a [35, 36]. In Figs. 1(a)-
1(f) we show the phase diagrams with l from 1 to 6. (a)
and (b) show the detailed phase diagrams for l = 1 and 2
(see Refs. [21, 31]). The cases l > 2 were recently studied
by Lahtinen and Ardonne [20].
We observe that the generalized cluster states with
winding number −l are “broken” into phases character-
ized by winding numbers (−(l − 1), . . . ,−1). The struc-
ture of the phase diagrams is related to the symmetry
of (hy(k), hz(k)). Such symmetry implies the parity of
the number of l. For even l (Figs. 1(b), 1(d) and 1(f)),
TABLE I: Phase and winding number for specific part in the
cluster-Ising models.
Interaction Phase Winding number
±∑j σzj P 0
±∑j σyj σyj+1 AFM(Y),FM(Y) +1
±∑j σxj σxj+1 AFM(X),FM(X) −1
±∑j σxjZj,lσxj+l C∗l , Cl −l
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FIG. 2: (Color online). (a) and (b) are the critical momen-
tum corresponding to l = 2 and 3, respectively. (c) Energy
band structures of critical points M0-M5 for l = 2 in Fig.
1(b). M1 and M5 are non-Lorentz-invariant critical points,
with nonlinear low-energy modes. In M0 and M3 the band
structure share the same topology. Similarly for multicritical
points M2 and M4.
the Zeeman field is the control parameter. When g > 0,
phases with even integer winding numbers are generated.
The Ising interaction a tunes the ferromagnetic or anti-
ferromagnetic phase. The roles of g and a are exchanged
for odd l (Figs. 1(a), 1(c) and 1(e)). The C2 and C
∗
2
(the so-called dual cluster phase) display a string order
of the cluster state type with two Majorana modes at the
edges of the system; such two phases are characterized
by string order parameters with different spin polariza-
tions at the edges [21]. Similarly, C3 phases are cluster
phases with three Majorana modes at the edges of the
system. C3 and C
∗
3 phases in Fig. 1(d) are distinguished
from each other by the negative and positive Ising inter-
action a. The Cm and C
∗
m phases with m > 2 in Figs.
1(c)-1(f) are defined with a similar logic. The different
phases Cm with fixed l in the different panels of Fig. 1
can be connected adiabatically: a fixed phase Cm of a
given Hamiltonian H(l) evolves into Cm of H
(l+1) under
H(l,l+1) = (t− 1)H(l) + tH(l+1), t ∈ [0, 1].
Phase boundaries are obtained as the combination of
the Hamiltonian parameters for which a specific low-
energy mode emerges (for a specific value of critical mo-
mentum kc) in the band structure. The critical momenta
of the phase boundaries Figs. 1(b) and 1(c) are shown in
Figs. 2(a) and 2(b), respectively. The green-solid lines
in Figs. 1 are in the XX universality class. Along there,
the critical momentum depends on the parameters a and
g. For the blue-dotted (red-dashed) straight lines indi-
cating Ising phase transitions in Fig. 1, there is one Dirac
point at kc = 0 (pi). The XX and Ising transitions have
a topological difference. The two phases separated by
the XX line have winding number difference equals to 2.
However, for ground states separated by the Ising type
transition, the winding number difference is 1. Elaborat-
ing on the findings for l = 2 [29], Lahtinen and Ardonne
demonstrated that the multicritical points of the system
may be indeed characterized by the so(N)1 conformal
field theory. For M0 with two Ising criticalities, the XX
gets to the so(2)1 universality class. If the cluster type
of order is involved, more branches (≥ 3) with linear dis-
persions show up at the criticality (Fig. 2(c)). The mul-
ticritical points are combined in the so(l)1 and so(l+ 1)1
universality classes [20]. Specifically, in M3 there are two
degenerate points in Brillouin zone. As for M4, there are
three degenerate points in the band structure. There-
fore, M4 enjoys a so(3)1 criticality rather than the XX
one. It is interesting to note that there is quadratic band
touching at M1 and M5. Indeed, a quadratic band touch-
ing may lead to interesting non-Fermi liquid interaction
effects [37, 38].
Scaling of geometric phase.− Berry phase arises when
the spin variables localized in the lattice points along
the chain are rotated adiabatically [22]. The rotating
system can be described by H
(l)
R = R†H(l)R , with
R† = ei
∑M
j=−M φσ
z
j /2. For our model Eq. (1), the ground
state of H
(l)
R is the vacuum of free fermionic modes:
|gs〉(l) = ∏Mk=1 |gs〉(l)k with |gs〉(l)k = (cos θ(l)k2 |0〉k|0〉−k −
ie−i2φ sin θ
(l)
k
2 |1〉k|1〉−k) where |0〉k, |1〉k are the vacuum
and single excitation of the k-th mode, ck, respectively.
Adiabatically varying the angle φ from 0 to pi, the geo-
metric phase of |gs〉 results [22, 23]
ϕ(l)gs =
i
M
∫ pi
0
(l)〈gs|∂φ|gs〉(l)dφ
=
pi
M
∑
k
(1− cos θ(l)k ). (3)
In Fig. 1(a) the horizontal line (green-solid) at a = −1,
−2 < g < 2 defines a XX critical state with quasi-long-
range order. In such a state, the Berry phase is iden-
tically vanishing. If a non-trivial cluster state order is
involved the universality class of the transition changes:
multicritical points M2 and M4 appear as shown in Fig.
1(b). The Berry phase near the criticality (green-solid)
is non-vanishing. We explore the criticality via dϕ/dg.
(I) Scaling close to quantum phase transitions with the
critical exponent z = 1. The scaling ansatz for (deriva-
tive of ) the geometric phase is [23]
dϕ
(l)
gs
dg
|gm ' κ1 lnN + const, (4)
dϕ
(l)
gs
dg
' κ2 ln |g − gc|+ const, (5)
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FIG. 3: (Color online). (a),(b): The scaling behavior close to the XX and so(3)1 (M4) criticalities in Fig. 1(b) with various
value of a ( indicated at the right side of (b)). (c) displays the scaling parameter κ1 shown in (a) with a ∈ [0, 2). (d) denotes
κ1 of XX (the part with kc changing from 0 to pi/2), so(3)1 and so(4)1 criticalities for l = 3 (Fig. 1(c)) with a ∈ (−3, 1]. A
sudden jump of κ1 marks the transition between two nearly gapless phases with different topologies.
where gc is the critical value of g for infinite long spin
chain, and gm marks the anomaly for the finite-size sys-
tem. According to the scaling ansatz, in the case of
logarithmic singularities, the ratio |κ2/κ1| is the expo-
nent ν that governs the divergence of correlation length.
We note that the scaling behavior is related to the band
structure at low energy.
As for topological quantum phase transitions, we first
consider l = 2. The critical properties are found sym-
metric about a = 0 as shown in Fig. 1(b). We discuss
the phase boundaries with 0 ≤ a ≤ 2. For a = 0, phase
transitions occur at |g| = 1 which separates a paramag-
netic and a cluster phase. As expected by looking at the
dispersion curves, M0 and M3 share the same critical-
ity. Similarly, the quantum multicritical points M2,M4
involving the cluster phase enjoy the same scaling be-
havior. In Figs. 3(a) and 3(b) we present the scaling
behaviors characterized by Eqs. (4) and (5). For critical
regime with critical exponent z = 1 and linear low-energy
dispersions, the ratio |κ2/κ1| ∼ 1. The scaling parame-
ter κ1 for l = 2 is represented in (c). We find that for
multicritical points with multiple degeneracies in energy
bands, the scaling coefficients are discontinuously con-
nected to the neighboring critical points which share the
same topologies of band structures. The discontinuity
(sudden change) of the scaling parameter κ1 renders the
topological change of band structure. The smooth varia-
tion of κ1 in the XX criticality arises from the fact that
slopes of linear dispersions change depending on Ising ex-
change interaction and transverse magnetic field. In Fig.
3(d), we show κ1 for l = 3 and also observe the sudden
change at multicritical points. Similar behaviors also ex-
ist for κ2.
(II) Scaling close to quantum phase transitions with
z = 2. Quantum phase transitions implied in Eq. (1)
may be characterised by a low-energy dispersions ∼ k2
(e.g., M1 and M5 for l = 2). Consistently with the scal-
ing theory, the dynamical critical index for such phase
transition is z = 2. The scaling behavior of this band
topology at critical regime are shown in Fig. 4. For M1
and M5, we found that the scaling ansatz Eqs. (4) and
(5) should be modified to
ln
dϕ
(l)
gs
dg
|gm ' κ˜1 lnN + const, (6)
and
ln
dϕ
(l)
gs
dg
' κ˜2 ln |g − gc|+ const. (7)
κ˜1, and κ˜2 in Figs. 4(a) and 4(b) are found 1.999
5ln N
(a)
2
3
1
4
-9 -8 -7 -6 -5 -4 -3
0
4 5 6 7 8 9
2
6
10
14
ln |             |
(b)
ln
dϕ(2)gs
dg |gm
ln
dϕ(2)gs
dg
FIG. 4: (Color online). (a) and (b) display scaling behavior
at the point M5.
and −0.492, respectively. Close to critical points with
quadratic dispersions for l > 2, we find a similar log scal-
ing behavior.
Conclusions.−We have studied the criticality of gener-
alized cluster-Ising models through the scaling properties
of the geometric phase. The criticality with parameter-
dependent critical momentum is generically found of the
XX type. At the multicritical points with linear gapless
modes the quantum phase transitions are in the so(N)1
universality classes. We have found that the critical
points with linear and quadratic low-energy dispersions
obey different scaling ansatz. Specifically, the critical
point with critical exponent z = 2 shows anomalous loga-
rithmic scaling behavior which is markedly different from
that one with z = 1, with linear dispersions. We also em-
ployed the scaling parameters to study the band topology
in critical regime. We have also found that the scaling
parameters change smoothly along the phase boundary
with z = 1. In contrast, the scaling parameters are found
very sensitive to topological change (Figs. 3(c) and 3(d)).
In this paper, we observed that there is a close connec-
tion between topological phase transition, quantum crit-
icality, energy band structure and geometric phase.
Our approach may be generalized to other spin
chain with multispin interactions, like the Wen-plaquette
model, simulated in nuclear magnetic resonance systems,
[39], or Baxter-Wu models [40, 41]. Recently, multispin
interactions were demonstrated to arise in Floquet driven
lattices [42, 43]. We finally observe that the multicriti-
cal points in the generalized cluster-Ising models can be
used to investigate nonequilibrium dynamics in many-
body physics [44, 45]. It is interesting to study the non-
adiabatic driving scheme across the multicritical points
in cluster-Ising spin chain and the interplay between ge-
ometric phase and dynamics in the near future.
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