ABSTRACT Background subtraction is described as the task of distinguishing pixels into moving objects and the background in a frame. In this paper, we propose a fully convolutional encoder-decoder spatialtemporal network (FCESNet) to achieve real-time background subtraction. In the proposed many-to-many architecture method encoded features of consecutive frames are fed into a spatial-temporal information transmission (STIT) module to capture the spatial-temporal correlation in the frame sequence, and then a decoder is designed to output the subtraction results of all frames. A ''patch-based'' training method is designed to increase the practicability and flexibility of the proposed method. The experiments over CDNet2014 have shown that the proposed method could achieve state-of-the-art performance. The proposed method is proved to be able to achieve real-time background subtraction.
I. INTRODUCTION
Given an image, the purpose of background subtraction is to classify each pixel in the image as a moving object (also called foreground) or background. Unlike object classification and object detection [1] - [3] , background subtraction is a pixel-wise labeling problem. Background subtraction is an important way to detect moving objects in videos, which is essential for visual applications such as target re-identification [4] - [6] , object tracking [7] - [9] and action recognition [10] , [11] .
One of the challenges of background subtraction is to distinguish between the dynamic background and moving objects. Existing dynamic background subtraction methods can be divided into two categories: handcrafted methods and deep learning based methods. Handcrafted methods build a background model for each pixel, which could be a probability distribution function (PDF) [12] , [13] or a background pixel sample set [14] , [15] . As deep learning methods achieved success in image classification and object
The associate editor coordinating the review of this manuscript and approving it for publication was Habib Ullah. detection, some studies have focused on designing deep learning based background subtraction methods [16] , [17] . Deep learning based methods are limited to two points: 1) Data size. As background subtraction is a pixel-wise labeling task, labeling the ground truth of each image is time consuming, so the training data are always insufficient to train the network; and 2) Computation speed. Deep learning based methods outperform conventional methods in many tasks, but computational speed is always the bottleneck in the application of this type of method.
To address the problems mentioned above, in this paper, we propose a fully convolutional encoder-decoder spatial-temporal network (FCESNet). The proposed network contains three parts: feature encoder, spatial-temporal information transmission (STIT) module, feature decoder that outputs the final subtraction results. The feature encoder encodes the spatial feature of each frame, then the encoded features of all frames are fed into the STIT module to transmit spatial-temporal information among the frames and capture the spatial-temporal correlation in the frame sequence. Finally, the outputs of the STIT module are decoded to obtain the predicted results of all frames.
The major contributions of our work are as follows.
(1) A novel fully convolutional encoder-decoder spatialtemporal network is designed for background subtraction, which accepts multiple frames as the input and outputs the predicted results of all input frames. The network could handle scenes of arbitrary size and could train on multiple scenes simultaneously, called 'scenes compatibility'. (2) An effective training method, called the 'patch-based' training method, is introduced. This method is a way to increase the amount of training data and is sensitive to small moving objects. (3) The proposed network is scale invariant, and scenes can be trained directly without any preprocessing.
The proposed approach is evaluated on the public dataset CDNet2014 [18] . Extensive experiments demonstrate that the proposed method can significantly achieves state-of-the-art performance and subtracts background in real time.
The remainder of this paper is organized as follows. Section II reviews the related work. Section III describes our novel fully convolutional encoder-decoder spatial-temporal network. Section IV provides the experimental results and discussion. Section V concludes the paper.
II. RELATED WORKS
Conventional background subtraction approaches could be divided into two categories: parametric approaches and nonparametric approaches. The parametric approaches assumed that each pixel in the background is drawn from a probability distribution function (PDF). Stauffer and Grimson [12] proposed a method that models the background scene with a mixture of Gaussian (MoG), also called the Gaussian mixture model (GMM). In this approach, the PDF of each pixel is modeled by the GMM, and pixels are assumed to be independent from their neighboring pixels. Pakorn and Bowden [13] used an online Expectation-maximization algorithm (EM) algorithm to estimate the initial value of the parameters in the GMM, which was shown to improve the accuracy of the subtraction result and the convergence speed. A shadow detection model was proposed to accelerate the computation speed and reduce the effect of small repetitive motions in the background scene. Zivkovic [19] presented an improved background subtraction scheme to improve the GMM by automatically selecting the number of components per pixel.
The nonparametric approaches are also referred to as sample-based methods. In this type of method, the background model of each pixel is a set of pixel samples from past video frames. The CodeBook model [14] built a codebook consisting of one or more codewords for each pixel. Samples at each pixel are clustered into the set of codewords based on a color distortion metric together with brightness bounds, and the number of codewords of pixels is adaptive. Barnich and Van Droogenbroeck [20] proposed a ViBe model in which the background model of each pixel is initialized from a single frame. For each pixel, the background model is a set of values taken in the past at the same location or in the neighborhood; then, the current pixel value is compared with this set to determine whether the pixel belongs to the background. For model updating, the background model is updated by randomly choosing which values will be substituted. Li et al. [21] proposed a dynamic background subtraction method in which the background subtraction process is divided into two parts, the temporal classification obtains a coarse mask, and the spatial classification refines the coarse mask. Wang et al. [22] proposed a M4CD model, in which builds a sample-based background model that integrates color and texture for each pixel. To obtain the subtraction result, multiple features, including brightness, chromaticity and texture variations, are extracted by comparing the current frame with the background model, then these features are used to estimate the probability distribution for background and foreground, and a pixel soft labeling result are obtained using Bayes rule. Finally, the Markov random fields and heuristic post-processing are used to improve the subtraction accuracy. In contrast to the methods mentioned above, which treat every sample in the background model equally, Jiang and Lu [23] proposed the WeSamBE method, which utilizes the notion of ''weight'' to evaluate the importance of each sample. A minimum-weight update policy is first implemented to update the least important sample; then, a reward-and-penalty weight strategy is utilized to increase the weights of the positive samples and gradually weaken the others. For model updating, an adaptive feedback module is used to determine the number of background samples of each pixel adaptively. Considering that different algorithms have their individual peculiarity and strength, Bianco et al. [24] proposed the IUTIS method to combine state-of-the-art change detection algorithms. In IUTIS, the outputs of different algorithms and a set of unary, binary and n-ary functions that performs both result's combination are fed into a genetic programming, then the algorithm could automatically select the best subset of the input algorithms to output the final subtraction result.
As deep learning methods achieve success in image classification and object detection, some studies have focused on using deep neural networks to achieve background subtraction. Wang et al. [16] designed a multiresolution convolutional neural network (CNN) with a cascaded architecture to perform background subtraction. First, images are resized into different scales and fed into a basic CNN network separately to produce outputs of different sizes, and these outputs are integrated to obtain the foreground probability map. Then, the probability map is concatenated with the original frame and fed into a second CNN model to obtain refined results. This method is inefficient because a patch-based prediction method is used to predict the probability of whether or not each pixel belongs to the background. The prediction of a pixel is based on a patch of size 31 * 31, which centers on the corresponding pixel. Lim et al. [25] proposed a FgSegNet to do background subtraction. The network consists of two parts: a triplet CNN that contains three copies of a CNN that operate in parallel with the same input in three different scales, and a decoder network that takes the concatenation of three feature maps as input, then outputs the final subtraction result. This network requires more GPU memory to compute and store encoded feature for multi-scale of inputs. Babaee et al. [26] proposed an approach to combine the conventional background subtraction approach and CNN. First, the SuBSENSE algorithm [27] and the flux tensor algorithm [28] are used to generate the background image. Then, the input frame and generated background image are fed into a CNN to output the result. Finally, a median filter is used to perform postprocessing. This method is also inefficient because it is not an end-to-end method. The methods mentioned above all used CNNs to perform background subtraction, but they did not consider the temporal changes between frames. Considering temporal changes in a video sequence, Sakkos et al. [17] applied 3D convolutions to perform background subtraction, in which consecutive frames are divided into groups and then are fed into the CNN to extract features. To retain fine-detail information from the input image, feature maps in hidden layers are upsampled and concatenated with higher layer feature maps so that both lowlevel and high-level information is utilized. This method is also inefficient because it is a many-to-one network, it takes frame sequences as input, but only output the subtraction result of the most recent frame.
To design an effective method that could track the temporal changes in a video sequence, we propose a fully convolutional encoder-decoder spatial-temporal network. The proposed network is a many-to-many network, which is shown to perform real-time background subtraction. A spatial-temporal information transmission module is designed in the network to utilize the spatial-temporal information in video sequences.
III. METHODS
In this section, we will give a detailed description of our carefully designed fully convolutional encoder-decoder spatial-temporal network (FCESNet). The network takes the frame sequence as the inputs and then outputs the subtraction results of all frames. Fig. 1 shows the pipeline of our method. In the training stage, a 'patch-based' training method is proposed to improve the practicability and feasibility of the network, which will be introduced later. In the inference phase, the frame sequence could be fed into the network directly without preprocessing like scaling, cropping, etc.
A. NETWORK ARCHITECTURE
The proposed network architecture is shown in Fig. 2 , which contains three parts: feature encoder, spatial-temporal information transmission (STIT) module, and feature decoder. FCESNet is a many-to-many network, which means that it takes frame sequence as input, and outputs the subtraction results of all input frames.
1) FEATURE ENCODER
The details of the feature encoder are listed in Table 1 . Since the repeated combination of max pooling will reduce the spatial information to predict precise localization [29] , [30] , max pooling layer is not used in here. The feature encoder consists of three convolutional layers. Each convolutional layer uses a filter size of 3 * 3 and a rectified linear unit (ReLu) as the activation function. To reduce the resolution of feature maps without pooling operation, the stride of each convolutional layer is set to 2, so if the input size is N * N, the output of the encoder will be
The inputs of the feature encoder consist of M consecutive frames, and M is set to 15 in this paper. Different with 3D convolutional network, which concatenates the frame sequence in the dimension of time, in the feature encoder, frames are processed in parallel, which means that the encoded features of frames are independent of each other.
2) STIT
To track temporal changes in video sequences, an LSTMbased network [31] is used in here to capture the features along both spatial and temporal dimensions. We build the spatial-temporal information transmission (STIT) module. Note that the inputs of the STIT module are the encoded features of all input frames, which are 3D feature maps rather than 2D vectors. To better capture the spatial-temporal relationship between consecutive frames, STIT module is designed based on the ConvLSTM layer [32] instead of the normal LSTM layer. In the ConvLSTM layer, the fully connected layer in the normal LSTM is substituted by a convolutional layer in both the input-to-state and state-tostate transitions. Thus, encoded feature maps could be fed into the STIT module directly, and this could retain the spatial correlation between pixels.
As mentioned above, a many-to-many network is designed to improve the efficiency of the proposed method. To ensure VOLUME 7, 2019 FIGURE 2. The proposed network. This is a many-to-many network architecture, and the encoded features of the frame sequence are fed into an STIT module to transmit spatial-temporal information among the frames. Then, the outputs of the STIT module are decoded to obtain the final subtraction results of all frames.
that the quality of each frame's subtraction result is not affected by the frame's order in the sequence, all input frames should be guaranteed to receive the same amount of spatialtemporal information. Thus, the STIT module is designed as a bidirectional many-to-many ConvLSTM architecture to avoid the previous frames receiving less information than the later frames. The channel number of the STIT module is set to 128, the filter size is 3 * 3 and the stride is 1, so the resolution of the output is the same as the input in the STIT module.
The advantage of the STIT module is that it could satisfactorily model the spatial-temporal correlation in frames due to the ConvLSTM layer. Because there is no fully connected layer in ConvLSTM, it could deal with inputs of arbitrary size without any preprocessing, which guarantees the flexibility of the proposed network.
3) FEATURE DECODER
The outputs of the STIT module are finally fed into the feature decoder separately to generate the subtraction results of all frames. Because the outputs of the STIT module are downsampled from the original frames, the feature decoder is designed here to perform upsampling by a deconvolutional operation to obtain a refined output. The details of the decoder's architecture are listed in Table 1 . Feature encoder can be treated as the inverse of the encoder. Assuming that the size of input frames is N * N , the output of the 'Deconv1' layer corresponds to the output of the 'Conv2' layer, so the size of output feature map will be The 'Deconv3' layer is the final layer to output the subtraction result, which followed by a sigmoid activation function as background subtraction can be treated as a binary classification task for each pixel.
B. 'PATCH-BASED' TRAINING METHOD
When analyzing the labeling results of scenes provided in CDNet2014 [18] , we found that in some scenes, there are only a few moving objects, which are far away from the camera. This causes only a very small percentage of foreground pixels in the image. As shown in Fig. 3 , only 0.57% of the pixels in this image belong to the foreground. When training a network on this type of scene, the training process will fail if the entire image is used as the input. The network tends to classify all pixels as background pixels, because in this way, the training loss can converge to a very small value, and the accuracy can be very close to 1.
To address the problem mentioned above, we introduce the 'patch-based' training method, which is proved to be an effective training method. The 'patch-based' training method is depicted in Fig. 4 . In the 'patch-based' training method, given a patch size P, input frames are divided into patches.
Patches in the same position in the frame sequence, called patch sequences, are used as the training sample.
Notably, not all patch sequences could be used to train the network, otherwise, samples with no foreground pixels or few foreground pixels will occupy a large proportion, and the network training will fail. Here, some patch sequence selection rules is designed to determine whether one patch sequence could be used as the training sample. Let p t i,j represent patches that are centered in the i-th row and j-th column in the t-th frame in the frame sequence,
represents a complete sample. To select positive samples, the selection rule is defined as:
where R(p t i,j ) is the proportion of foreground pixels in patch p t i,j ; T 1 is a predefined threshold. The rule to select a positive sample could be described as if the proportion of foreground pixels in a patch in the patch sequence is greater than T 1 , then this patch sequence is selected as a positive sample.
To select negative samples, the selection rule is defined as:
The rule to select a negative sample could be described as a patch sequence that is selected only if the proportion of foreground pixels in all patches in this sequence is less than T 1 . In this paper, the ratio of the number of positive samples to the number of negative samples is set to 1:1.
The advantages of the 'patch-based' training method are obvious. First, this method could address the problem that network training would fail in some types of scenes in which there are a very small percentage of foreground pixels. Second, the network could be trained with a larger batch size because the size of the input is reduced, so it could accelerate the convergence of network training. Third, it could be treated as a data augment method to address the problem that training data are insufficient to train the network. Finally, for scenes of arbitrary size, the size of the input frame will be the same if the 'patch-based' training method is used, and this characteristic guarantees that we can train with multiple scenes simultaneously without scale unification.
C. TRAINING AND INFERENCE 1) TRAINING
Since the background subtraction task could be described as classifying each pixel in the image as a foreground pixel or a background pixel, so it could be treated as a binary classification task for each pixel. The loss function is defined as:
where T = 15 is the length of the frame sequence; H and W are the height and width of a patch, respectively; and y i,j,t is the predicted probability of q i,j,t belonging to the foreground. Let q i,j,t denotes the pixel in the i-th row and j-th column in the t-th patch in the input patch sequence, y i,j,t is a binary value that represents the ground truth of q i,j,t :
The first term of the loss function is the sigmoid cross entropy loss, as this is a binary classification task. The second term is the l2-norm regularization loss, in which ω represent parameters in the network and m is the number of parameters. And the factor λ is set to 0.0002.
2) INFERENCE
Although 'patch-based' training method is used in the training phase, in the inference phase, the frame sequence could be fed into the network directly without preprocessing like scaling, cropping, etc. This is because there is no fully connected layer in the designed network, and the convolutional operation could deal with feature maps of arbitrary size.
IV. EXPERIMENTAL RESULT AND ANALYSIS

A. DATASET
We evaluate the proposed method on the public dataset CDnet2014. The CDnet2014 dataset contains 11 video categories with 4 to 6 video sequences in each category. The 11 video categories provided are Bad Weather (BW), Low Framerate (LF), Night Videos (NV), Pan-Tilt-Zoom (PTZ), Turbulence (TB), Baseline (BL), Dynamic Background (DB), Camera Jitter (CJ), Intermittent Object Motion (IOM), Shadow (SD) and Thermal (TM). We select one video sequence in each category to test. Selected videos are shown in Fig. 5 , whose category name is on the left, and the specific video sequence name is on the right.
B. EVALUATION METRIC
The evaluation metrics used to evaluate the performance of our proposed method are precision, recall and F1 score. These three metrics are defined as follows:
where TP (true positive) are foreground pixels in the output segmentation that are also foreground pixels in the ground truth segmentation; FP (false positive) are foreground pixels in the output segmentation that are background pixels in the ground truth segmentation; FN (false negative) are background pixels in the output segmentation that are foreground pixels in the ground truth segmentation. 
C. DETERMINATION OF PARAMETERS
To determine the patch size P and the threshold T 1 , we use two benchmark videos to pick these two parameters: the video 'highway' from the Baseline category and the video 'blizzard' from the Bad Weather category, the size of these two scenes are 320 * 240 and 720 * 480, respectively. The picked parameters values are fixed when processing other videos.
To determine the proper patch size P, here, we conduct experiments with different patch size. In these experiments, T 1 is temporarily set to 0.1. Table 2 shows the values of recall, precision and F1 related to P. In the experiment, we tested on five different patch size for each scene. In Table 2 , 'patchP' indicates that the patch size is P, 'Full' means that the whole frame sequences rather than patch sequences are used to train the network.
From Table 2 , we could see that the values of these three metrics increase as the patch size increases from 16 to 64, and the performance of 'patch64' and 'patch128' are close. This may because that when the patch size is too small, the network could not well capture the pixels' space-time motion in a region, as the difference between the foreground pixels and background pixels is not obvious when the visible area is too small.
As shown in Fig. 3 and described before, in video 'blizzard', there are only a very small percentage of foreground pixels in the image. So, the network tends to classify all pixels as background pixels, which means that the training process will fail when using the whole frame sequences as input. In video 'highway', when using the whole frame sequences as input, the performance is worse than 'patch64' and 'patch128', this is because that when using the whole frame sequences as input, the number of final constructed training data is only a few hundred, which will lead to the over fitting problem.
The performance of 'patch64' and 'patch128' is close in these two sizes of scenes. As the number of pixels processed increase, a larger patch size induces a slower convergence of network training. Considering the speed of network training and the number of training data, in our experiment, we set P = 64.
Then, we fix P to 64 and select a proper value for T 1 . We conduct experiments with T 1 from 0.01 to 0.4. Table 3 shows the value of recall, precision and F1 related to T 1 . As shown, when T 1 is too small, most of the training data are samples that contains only a few foreground pixels, the training process will fail, the network tends to classify all pixels as background pixel to obtain a small loss. When T 1 is large enough, the effect of T 1 is negligible in all these two sizes of scenes. So, in our experiment, we set T 1 = 0.1.
D. PERFORMANCE COMPARISONS
In the experiment, we compare our method with some background methods, including WeSamBE [23] , M4CD [22] , IUTIS [24] , Cascade CNN [16] , DeepBS [26] and FeSegnet [25] . The first three methods are conventional methods, while the last three methods are deep learning based methods. In the experiment, the results are computed using all images in the dataset that have groundtruth. The comparison results are listed in Tables 4 and Table 5 , and the subtraction results of all methods are shown in Fig. 6 . From the results, we could see that the F1 scores of our methods are higher than 0.8 in most of the video sequences. Comparing with other methods, the proposed method could achieve state-ofthe-art performance and demonstrates the best performance in 4 video sequences among all 11 video sequences when using the F1 score as the measure.
E. MULTISCENE EXPERIMENT
Considering that in practical applications, the same scene varies greatly under different weather conditions and could be treated as different scenes. Thus, the method must be able to handle multiple scenes at the same time. Here, we consider the same place in different environments as different scenes, so just input training frame of different scenes, the proposed method should be able to deal with multiple scenes simultaneously. To perform the multiscene experiment, we choose three scenes, as shown in Fig. 7 , to simultaneously train the network, and the results are listed in Table 6 . In Table 6 , 'Union' indicates that the network is trained simultaneously using data from three scenes, and 'Separate' indicates that each scene is trained separately. From Table 6 , we could see that the performance of network simultaneously trained with multiple scenes is close to the performance of network trained with each scene separately. This result proves that our proposed method could deal with multiple scenes simultaneously without worsening the performance on each scene, called 'scene compatibility.'
F. COMPUTATION COST
Computation speed is also a crucial factor in applications. We compare the computation speed of our proposed VOLUME 7, 2019 method with other methods, including the IGMM [13] , CodeBook [14] , and ViBe [20] . These three methods could achieve real-time background subtraction. We test all these methods and our proposed method in scenes of varying resolutions from 160 * 120 to 720 * 480, and the results are listed in Table 7 . The environment configuration for the test is as follows: The CPU is Intel Core i7-4900, the RAM is 32 G and the GPU is NVIDIA TitanX, GPU memory is 12 G. For each resolution, we use 1200 consecutive images for each scene as the test set. Each experiment is repeated 10 times, and results are averaged to obtain the final result.
In the experiment, we notice that in a small number of scenes, like BadWeather/skating and NightVideo/tramstation, the subtraction results of the first three frames in a frame sequence may not as precise as other frames. As shown in Fig.8 , the subtraction results of the first three frames are more likely to contain more noises than the results of the other frames. But there is no similar problem in the other scenes.
We have done experiments to analyze this phenomenon, but it seems that it just appears randomly in some scenes.
To address this problem and guarantee the consistency of experimental settings in different scenes, an empirical approach is adopted to all experiments: given 15 frames, only results of the last 12 frames are treated as the final result. So, to obtain the subtraction result of all 1200 frames, the subtraction process could be described as: frames 1 to 15 are used to predict the results of frames 4 to 15, which will be result frame 1 to 12; then frames 13 to 27 are used to predict the results of frames 16 to 27, which will be result frame 13 to 24; and this process is repeated until all 1200 result frames are obtained.
According to the above description, to obtain the subtraction results of all 1200 frames, the network needs to predict the results of 100 frame sequences. For instance, given 1200 images of 320 * 240, the time for predicting all 100 frame sequences are 10.678s, so the computation speed is 1500/10.678≈140 fps. But since only results of 1200 images are finally obtained, so the computation speed is computed as 1200/10.678≈112fps.
G. ANALYSIS
In the 'patch-based' training method, images are divided into many patches, majority of them generally contain partial or small portion of the moving object, but these patches are also valuable to train the network. This is because that the space-time motion characteristics of the dynamic background and foreground pixels are different. The foreground pixels will move along a regular trajectory in successive frames, while the background pixels will move randomly within a local area. The network is trained to focus on the space-time motion of the pixel, and whether it could see the complete moving object does not matter. So, the patch sequences are useful to train the network.
In the 'patch-based' training method, images are divided into many patches that are independent of each other, and patches in different locations can be treated as different scenes. This means that the network is trained with multiple scenes even when data of only one scene are used, which guarantees the 'scene compatibility' of our proposed method.
Our proposed method could achieve real-time background subtraction because of the network architecture. On the one hand, there is no fully connected layers in the network, and the network only contains 7 layers, which means that the number of parameters is small, so the inference speed of the network is fast. On the other hand, the FCESNet is a many-to-many network, when inputting a frame sequence, the subtraction results of all input frames could be obtained, which guarantees the efficiency of our proposed method.
V. CONCLUSION
In this paper, we propose a fully convolutional encoderdecoder spatial-temporal network, which consists of three parts: a feature encoder, an STIT module and a feature decoder that outputs the subtraction results. The network takes frame sequences as the inputs, and the encoded features of all input frames are fed into the STIT module to track the temporal changes in the frame sequence. Finally, the outputs of the STIT module are decoded to generate the final subtraction results. To guarantee efficiency, the network is designed as a many-to-many architecture, which means that it could output the subtraction result of all input frames. A 'patchbased' training method is proposed in the paper, which is proved to be an effective method to improve the flexibility of the proposed method and guarantees that the network could be trained with scenes of arbitrary size simultaneously. Experiments show that the proposed method could achieve state-of-the-art performance over dataset CDnet2014, and could deal with multiple scenes simultaneously, which proves the flexibility and practicability of the method. The proposed method is proved to be able to achieve real-time background subtraction.
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