Abstract. A recently developed nonlocal vector calculus is exploited to provide a variational analysis for a general class of nonlocal diffusion problems described by a linear integral equation on bounded domains in R n . The nonlocal vector calculus also enables striking analogies to be drawn between the nonlocal model and classical models for diffusion, including a notion of nonlocal flux. The ubiquity of the nonlocal operator in applications is illustrated by a number of examples ranging from continuum mechanics to graph theory. In particular, it is shown that fractional Laplacian and fractional derivative models for anomalous diffusion are special cases of the nonlocal model for diffusion we consider. The numerous applications elucidate different interpretations of the operator and the associated governing equations. For example, a probabilistic perspective explains that the nonlocal spatial operator appearing in our model corresponds to the infinitesimal generator for a symmetric jump process. Sufficient conditions on the kernel of the nonlocal operator and the notion of volume constraints are shown to lead to a well-posed problem. Volume constraints are a proxy for boundary conditions that may not be defined for a given kernel. In particular, we demonstrate for a general class of kernels that the nonlocal operator is a mapping between a constrained subspace of a fractional Sobolev subspace and its dual. We also demonstrate for other particular kernels that the inverse of the operator does not smooth but does correspond to diffusion. The impact of our results is that both a continuum analysis and a numerical method for the modeling of anomalous diffusion on bounded domains in R n are provided. The analytical framework allows us to consider finite-dimensional approximations using both discontinuous or continuous Galerkin methods, both of which are conforming for the nonlocal diffusion equation we consider; error and condition number estimates are derived.
1. Introduction. It is well understood that that Fick's first law, which is a constitutive relation for diffusive fluxes, is a questionable model for numerous phenomena; see [11, 43, 44] for discussions and numerous citations to the literature. Equivalently, whenever the associated underlying stochastic process is not given by Brownian motion, the diffusion is deemed anomalous. In particular, anomalous superdiffusion refers to situations that can be, at times, modeled using fractional spatial derivatives or fractional spatial differential operators [43] . In this paper, we consider an integro-differential equation model for anomalous superdiffusion that, among other desirable features, has the fractional Laplacian and fractional derivative models as special cases. To distinguish our model from existing models for superdiffusion and to highlight that it applies to a wider range of phenomena, we refer to our model as a nonlocal model for diffusion.
Let Ω ⊂ R n denote a bounded, open domain. For u(x) : Ω → R, define the action of the linear operator L on the function u(x) as
where the volume of Ω is non-zero and the kernel γ(x, y) : Ω × Ω → R denotes a non-negative symmetric mapping, i.e., γ(x, y) = γ(y, x) ≥ 0. The operator L is deemed nonlocal because the value of Lu at a point x requires information about u at points y = x; this should be contrasted to local operators, e.g., the value of ∆u at a point x requires information about u only at x. We have that Lu is the spatial contribution in nonlocal diffusion equations (see (1.2a) and Section 3.3 and also, e.g., [4] ) and nonlocal wave equations (see Section B.2). Section 5.3 briefly discusses nonlocal advection-diffusion problems.
It is shown in [27] that if γ(x, y) = 1 2 ∆ y δ(y−x), where δ(·) denotes the Dirac delta measure and ∆ y denotes the Laplacian operator with respect to y, then L = ∆ in the sense of distributions. Selecting other kernels and under an appropriate rescaling, the operator L is a generalization of the classical Laplacian operator [4, 51] or, more generally, the operator ∇ · (C · ∇), where C denotes a second-order tensor [27, 34] . In Section 3.2, using a recently developed nonlocal vector calculus [27, 34] , the operator L is recast as the composition of nonlocal divergence and gradient operators in analogy to the composition ∇ · (C · ∇) for second-order elliptic operators.
The operator L and its generalizations arise in many applications such as image analyses [19, 32, 33, 39] , machine learning [47] , nonlocal Dirichlet forms [5, Sec. 3.6 ], kinetic equations [12, 38] , phase transitions [15, 31] , nonlocal heat conduction [16] , and the peridynamic model for mechanics [48] and its one-dimensional variants [49, 50] for which L arises directly. We briefly discuss some of the above applications and related mathematical work in Appendix B. Moreover, in Appendix A, we discuss the close connections between our model and existing models for anomalous superdiffusion; in particular, we show that the fractional Laplacian operator and a fractional derivative operator are special cases of the operator L.
Our interest in the operator L is its participation in the time-dependent nonlocal volume-constrained diffusion problem
on Ω, t > 0 u(x, 0) = u 0 on Ω ∪ Ω I Vu = g on Ω I , t > 0 (1.2a)
for the function u(x, t) and its steady-state counterpart
on Ω I , (1.2b)
where V denotes a linear operator of constraints acting on a volume Ω I that is disjoint from Ω. Volume constraints are natural extensions, to the nonlocal case, of boundary conditions for differential equation problems. For example, if V is the identity operator, the last equation in (1.2a) or (1.2b) is a nonlocal "Dirichlet" volume constraint. Nonlocal versions of Neumann and Robin boundary conditions are also naturally defined; see Section 4.1.
The nonlocal vector calculus of [27] makes transparent the analogies we draw between the nonlocal problems (1.2a) and (1.2b) and parabolic and elliptic boundaryvalue problems, respectively, involving second-order scalar elliptic operators. For example, we will draw several analogies between (1.2a) and the classical diffusion problem
on Ω u(x, 0) = u 0 on Ω Bu = g on ∂Ω (1.3a)
as well as between (1.2b) and the (generalized) Poisson problem
where C : R n → R n×n denotes a second-order tensor and B denotes a linear operator acting on the boundary ∂Ω of the volume Ω.
At first glance, the differences between the volume-constrained problems (1.2a) and (1.2b) and the boundary-value problems (1.3a) and (1.3b), respectively, are obvious. First, the former pair involves the integral operator L whereas the latter pair involves a second-order spatial differential operator. Second, in (1.2a) and (1.2b), constraints are imposed on the solution over a nonzero volume Ω I that is not necessarily located near or at the boundary of Ω; on the other hand, in (1.3a) and (1.3b), constraints are imposed precisely at the bounding surface ∂Ω. These distinctions are essential in characterizing the differences in the properties of, e.g., problems (1.2b) and (1.3b) and of their solutions. In Section 1.1, we discuss why volume constraints are not only useful, but are necessary to treat certain classes of nonlocal problems having the form (1.2a) or (1.2b).
Section 2 reviews classical diffusion problems and, in particular, the notions of a local flux, local balance laws, local diffusion problems, and the well posedness of steady-state local diffusion problems. This discussion serves to set up Sections 3 and 4 in which analogous notions for nonlocal volume-constrained problems are considered. In Section 3.1, the notion of a nonlocal flux is discussed. That discussion is crucial to Section 3.3 in which nonlocal balance laws are posed from which nonlocal diffusion problems of the type (1.2a) are derived; the latter derivation depends on results from the nonlocal vector calculus of [27] that is briefly reviewed in Section 3.2. The material in Sections 2 and 3 render transparent the correspondences between local and nonlocal diffusion problems, with a central correspondence between the boundary-constraint operator B in the local case and the volume-constraint operator V in the nonlocal case.
Section 4 contains the primary contribution of our paper; there, the well posedness of steady-state volume-constrained diffusion problems of the type (1.2b) is demonstrated by exploiting the nonlocal vector calculus reviewed in Section 3.2. The notion of volume-constrained problems enables us to formulate and solve diffusion problems in situations where boundary conditions are not well defined, e.g., diffusive regimes where the Fourier symbol of the self-adjoint diffusive operator is of non-negative order less than or equal to 1/2. Such diffusion problems, e.g., the volume-constrained problem (1.2b), allow discontinuous functions as solutions, given appropriate conditions on the kernel γ. Also, because the fractional Laplacian operator and a fractional derivative operators are special cases of the operator L (see Section A), the well posedness of volume-constrained problems on bounded domains in R n posed in terms of these operators also readily follows, a previously unavailable result.
In Section 5, the well-posedness for nonlocal evolution problems such as (1.2a) and a nonlocal wave equation are briefly discussed and a nonlocal model for advectiondiffusion problems involving the operator L is presented. Also, a brief discussion of vanishing nonlocality is given that demonstrates that, in the limit when the support of the kernel γ decreases, the classical local diffusive operator is recovered. Another contribution of our paper is the analyses of the convergence and of error and condition number estimates for finite-dimensional discretizations of nonlocal volume-constrained problems; these analyses are given in Section 6 where the focus is on finite element methods. The finite element methods considered are conforming and, for appropriate kernels γ, allow for the use of piecewise polynomials that are not required to be continuous across element faces, e.g., discontinuous Galerkin methods are conforming in those cases. This is in stark contrast to discontinuous Galerkin methods for the discretization of, e.g., (1.3b) for which they are nonconforming [6] .
An inspiration for this paper is to extend results of [29, 51] and [4, Chap. 1-3] to the volume-constrained problem (1.2b) on bounded domains. The well-posedness results derived in this paper extend the result established in [34] on a bounded domain for a class of kernels γ and volume constraint operators that lead to an operator L whose inversion does not regularize the data. This latter result was extended in [2] to another class of volume constraints. In [4, Chapter 1] the well posedness of the Cauchy problem for the nonlocal diffusion equation (1.2a) is considered whereas [4, Chapter 2-3] consider a special choice of volume constraints for the case of γ a radial function, i.e., γ(x, y) = γ(y − x), with γ(0) > 0 and
conditions such that inversions of L smooth the data are not considered.
1.1. The need for volume constraints. Consideration of the need for imposing volume constraints for problems involving the nonlocal operator L requires us to discuss in more detail and with greater precision the differences between problems involving L and those involving second-order elliptic partial-differential operators. First, we recall that if u = 0 on ∂Ω, i.e., if in (1.3b) g = 0 and B is the identity operator, and if appropriate conditions on Ω and C are assumed, then, given data b ∈ H −1 (Ω), a weak formulation of the boundary-value problem (1.3b) is well posed in H 1 0 (Ω), i.e., there exists a unique solution u ∈ H 1 0 (Ω) and moreover that solution depends continuously on the data b. Alternately, we have that ∇·(C·∇) is a bounded operator from H 1 0 (Ω) → H −1 (Ω) having a bounded inverse. In contrast, if g = 0 and V is the identity operator in (1.2b), i.e., if u = 0 on Ω I , then, for appropriate choices for the kernel γ, we demonstrate, in Section 4, that a variational formulation of the volume-constrained problem (1.2b) is well posed in the space H 
(Ω ∪ Ω I ), as the kernel warrants, and that L has a bounded inverse. In particular, the solution operator for (1.2b) regularizes, i.e., smooths, the data b to a lesser extent compared to the solution operator for (1.3b) and, under appropriate conditions on γ, the solution is no smoother than the data. The latter occurs, for example, when L is a Hilbert-Schmidt operator.
The fact that weak formulations of the volume-constrained problem (1.2b) are well posed in subspaces of H s (Ω ∪ Ω I ) for s ∈ [0, 1/2] deserves further comment. First, why is treating such a case important? The answer is that it is precisely these spaces that contain functions with jump discontinuities. Thus, if one wants to admit solutions that have jump discontinuities, one has to work with spaces such as H s (Ω ∪ Ω I ) for s ∈ [0, 1/2]. We next ask: could we instead impose a surface constraint, e.g., could we consider the problem
We have that, for appropriate kernels, Lu is well defined for u ∈ H s (Ω ∪ Ω I ) for s ∈ [0, 1). However, the restriction of a function u ∈ H s (Ω ∪ Ω I ) onto ∂(Ω ∪ Ω I ) is not defined for s ∈ [0, 1/2], i.e., the trace of such u is not defined. This means that if s ∈ [0, 1/2], we cannot impose constraints on u restricted to ∂(Ω ∪ Ω I ). However, a volume constraint for which the operator V is the restriction operator onto Ω I is well-defined for all s ∈ [0, 1) and beyond. Thus, we conclude that for nonlocal operator equations posed on bounded domains, the application of volume constraints is necessitated for operators that are bounded acting on
For example, the well-posedness of (1.3b) when ∇ · ∇ is replaced by ∆ 2s (the fractional Laplacian) is not discussed whenever s ∈ [0, 1/2] because of the lack of welldefined traces of functions belonging to H s (Ω). More generally, the well-posedness and tractable numerical methods for pseudo-differential or fractional self-adjoint differential operators on bounded domains when the degree of the (Fourier) symbol lies in s ∈ (0, 1/2] are not available. In contrast, the volume-constrained, nonlocal, problem (1.2b) is, for appropriate kernels γ, well posed for s ∈ [0, 1) and finite element discretizations are easily defined from the variational characterizations possible for such problems. Thus, we see that in such cases, volume constraints are expedient. As further examples, we note that the use of volume constraints for equations involving the operator L immediately removes the limitation encountered in [7, 30] to only consider a fractional dispersion equation and kernels γ, respectively, where the solutions are in H s 0 (Ω) for s ∈ (1/2, 1), and to present a numerical method for the solution of the fractional Laplacian operator equations on bounded domains in lieu of the random walk approximation used in [52] .
2. The classical local differential equation setting for diffusion. We review well-known notions related to diffusion in the classical differential equation setting, starting with the notion of a local flux. This review serves as a template for the discussion of similar notions in Sections 3 and 4 for nonlocal diffusion and also provides comparisons and analogies between the local and nonlocal cases. represents the classical local flux out of Ω 1 into Ω 2 , where n 1 denotes the unit normal on ∂Ω 12 pointing outward from Ω 1 and dA denotes a surface measure in R n ; q · n 1 is referred as the flux density along ∂Ω 12 . The flux, then, conveys a notion of direction out of and into a region and is a proxy for the interaction between Ω 1 and Ω 2 . It is important to note that the flux from Ω 1 into Ω 2 occurs across their common boundary and that if the two disjoint regions have no common boundary, then the flux from one to the other is zero. The classical flux (2.1) is then deemed to be local because there is no interaction between Ω 1 and Ω 2 when separated by a finite distance. The classical flux satisfies the action-reaction principle
where, of course, ∂Ω 12 = ∂Ω 21 and n 2 = −n 1 denotes the unit normal on ∂Ω 12 pointing outward from Ω 2 . In words, the flux ∂Ω12 q · n 1 dA from Ω 1 into Ω 2 across their common boundary ∂Ω 12 is equal and opposite to the flux ∂Ω21 q · n 2 dA from Ω 2 into Ω 1 across that same surface.
Local diffusion.
Let Ω denote a bounded, open set in R n . Then, classical balance laws have the form
where n denotes the unit normal on ∂ Ω pointing outwards from Ω, b denotes the source density for u in Ω, and q · n denotes the flux density along ∂ Ω corresponding to u. In words, (2.3) states that the temporal rate of change of the quantity Ω u(x, t) dx is given by the amount of u created within Ω by the source b minus the flux of u out of Ω through its boundary ∂ Ω. If b = 0 in Ω and q · n = 0 on ∂ Ω, then Ω u(x, t) dx = Ω u(x, 0) dx, i.e., if there are no sources of u within Ω and there is no flux of u out of Ω, then Ω u(x, t) dx, the quantity of u in Ω, is conserved.
Applying the Gauss theorem, we have from (2.3) that
Because Ω ⊆ Ω is arbitrary, (2.4) leads to the field equation
Classical diffusion arises when the relation between q and u is given by Fick's first law q = −C · ∇u, where C(x) denotes a symmetric, positive definite second-order tensor. Substitution into (2.5) yields the classical diffusion equation
It is well known that (2.6a) does not uniquely determine u so that one must also require u to satisfy an initial condition
and a boundary condition
where B denotes an operator acting on functions defined on ∂Ω. Common choices include Bu = u, Bu = (C · ∇u) · n, or Bu = (C · ∇u) · n + ϕu (with ϕ(x, t) ≥ 0) for u belonging to appropriate spaces, applied on all of ∂Ω, giving the classical Dirichlet, Neumann, and Robin problems, respectively. One can also have mixed boundary conditions for which two or more of these choices are applied on disjoint, covering parts of ∂Ω. In (2.6), b(x, t) : Ω × (0, T ) → R, u 0 (x) : Ω → R, and g(x, t) : ∂Ω × (0, T ) → R are given functions. The system (2.6) characterizes diffusion because if b = 0 and g = 0 and for the choices for B, we have that, using Green's first identity,
so that the rate of decay of u L 2 (Ω) depends upon spatial variations. For Dirichlet or Neumann boundary conditions, this relation holds as an equality.
2.3. Steady-state local diffusion with boundary constraints. Steady-state diffusion occurs when u t = 0 in (2.6a). We then have that the initial-boundary value problem (2.6) reduces to the elliptic boundary-value problem (1.3b), where, of course, now b and g do not depend on t.
The variational analysis for steady-state diffusion starts by considering the solution of the minimization problem
where ∂Ω d , ∂Ω n , and ∂Ω r are the disjoint, covering parts of the boundary ∂Ω on which Dirichlet, Neumann, and Robin boundary conditions are applied, respectively; ϕ > 0, b, g d , g n , and g r denote given functions and c n a given constant. The Euler-Lagrange equations corresponding to the minimization problem (2.7) lead to the boundary-value problem
where, if ∂Ω = ∂Ω n , the data b and g n are required to satisfy the compatibility condition
Note that (2.8d) and (2.8e) are essential boundary conditions that must be imposed on candidate solutions of the minimization problem (2.7) whereas (2.8b) and (2.8c) are natural boundary conditions that need not be explicitly imposed on candidate solutions. Note also that in case ∂Ω = ∂Ω n , (2.9) is necessary to show the existence of a solution of (2.8) whereas (2.8e) is sufficient to ensure that that solution is unique. The above formal procedures are made precise and well posedness results are obtained for (2.8) by choosing appropriate function spaces for the data and solution, then defining the symmetric bilinear form a(u, v) := Ω ∇v · (C · ∇u) dx + ∂Ωr ϕuv dA and the linear functional l(v) := Ω vb dx + ∂Ωn vg n dA + ∂Ωr vg r dA, and then invoking the Lax-Milgram theorem. Necessary hypotheses are that the bilinear form is continuous and coercive and the linear functional is continuous which, for (2.8), hold true; see, e.g., [18] . For example, if ∂Ω = ∂Ω d and g d = 0, i.e., for the homogeneous Dirichlet problem, we have that u ∈ H 1 0 (Ω) and b ∈ H −1 (Ω) whereas if ∂Ω = ∂Ω n , g n = 0, and c n = 0, i.e., for the homogeneous Neumann problem, we have that
* where the latter space denotes the dual of H 1 c (Ω).
Nonlocal fluxes, a nonlocal vector calculus, and nonlocal diffusion.
In this section and in Section 4, we parallel, for the nonlocal case, the presentation given in Section 2 for the local diffusion case; in particular, Sections 3.1 and 3.3 mimic Sections 2.1 and 2.2, respectively, whereas Section 4 mimics Section 2.3. Recall that, in Sections 2.2 and 2.3, elements of the classical vector calculus for differential operators were invoked; analogously, in Sections 3.3 and 4, elements of a vector calculus for nonlocal operators are invoked. Thus, the nonlocal vector calculus, which is a generalization of the classical vector calculus to nonlocal operators, enables us to study nonlocal diffusion problems in a manner analogous to how classical diffusion is studied. Because the nonlocal calculus may not be familiar to the reader, we provide, in Section 3.2, a brief review of the nonlocal vector calculus developed in [27] .
The clarity achieved through the use of the nonlocal vector calculus to enable a development of nonlocal diffusion that mimics in every way that for local diffusion benefits both mathematical analyses and physical interpretations, as is demonstrated in the remainder of the paper.
Nonlocal fluxes.
The key to understanding (1.2a) as a model for nonlocal diffusion is the identification of a nonlocal flux. This enables us to state a nonlocal balance law that postulates that the rate of change of an extensive quantity over some region is equal to the production of that quantity in that region minus the flux of the same quantity out of that region. Here, we review the discussion about nonlocal fluxes given in [27] where a detailed discussion is provided. In the discussion, ψ(x, y) may be a scalar or vector or tensor function. For the sake of brevity, in this subsection and in Section 3.2, we suppress explicit reference to the time dependence of variables.
For any point x ∈ R n , we identify
as the nonlocal flux density at x into Ω. We have that the following three statements are equivalent:
• ψ(x, y) is an antisymmetric function, i.e., ψ(x, y) = −ψ(y, x); (3.2a)
• there are no self-interactions, i.e.,
Ω Ω ψ(x, y) dy dx = 0 ∀ Ω ⊆ R n ; (3.2b)
• for two regions Ω 1 , Ω 2 ⊂ R n , both having nonzero volume, we have the nonlocal action-reaction principle
With (3.1) denoting a nonlocal flux density, for any two open regions Ω 1 ⊆ R n and Ω 2 ⊆ R n , both having nonzero volume, we identify
as a scalar interaction or nonlocal flux from Ω 1 into Ω 2 . Because we require no self interactions, i.e., that the flux from a region into itself vanishes so that (3.2b) holds whenever
dy is the nonlocal flux density at a point x ∈ Ω 1 into the region Ω 2 . As is the case for the local flux density q · n 1 , the nonlocal flux density
Ω2
ψ(x, y) dy is related to an intensive variable through a constitutive relation; see Section 3.3.
Based on the above discussion, we see that (3.2c) is the nonlocal analogue of (2.2). In words, (3.2c) states that the flux (or interaction) from Ω 1 into Ω 2 is equal and opposite to the flux (or interaction) from Ω 2 into Ω 1 . The flux is nonlocal because, by (3.2c), the interaction may be nonzero even when the closures of Ω 1 and Ω 2 have an empty intersection. This is in stark contrast to local interactions for which we have seen that the interaction between Ω 1 and Ω 2 vanishes if their closures have empty intersection, i.e., if they have no common boundary.
Elements of a nonlocal vector calculus.
In [27] , a nonlocal vector calculus is developed; here, we briefly review those aspects of that calculus that are useful in the sequel.
Given the vector mappings ν(x, y), α(x, y) : R n ×R n → R k with α antisymmetric, i.e., α(y, x) = −α(x, y), the action of the nonlocal divergence operator D on ν is defined in [27] as
where D(ν) : R n → R. The nonlocal divergence operator D is motivated by equating ψ(x, y) introduced in §3.1 with the integrand of (3.4); for a full justification of this choice, see [27] . Here we just mention that this choice results from an application of the Schwarz kernel theorem after making the natural assumptions that the nonlocal divergence operator should be a linear operator and that the integral of the nonlocal divergence of a vector over any domain should equal the flux out of that domain; the latter assumption is motivated by the fact that the classical differential divergence operator may be so defined.
Given the mapping u(x) : R n → R, the adjoint operator D * corresponding to D is the operator whose action on u is given by
where From (3.4) and (3.5), one easily deduces that if Θ(x, y) = Θ(y, x) denotes a second-order tensor satisfying Θ = Θ T , then
where
Comparing with (1.1), we have that
Thus, the operator L is a composition of nonlocal divergence and gradient operators so that if Θ is the identity tensor, L can be interpreted as a nonlocal Laplacian operator. Because D and D * are adjoint operators, if Θ is also positive definite, the operator −L is non-negative; see [32, Proposition 2.1] and also [12, 27, 34] for discussion when Θ is the unit tensor.
Given an open subset Ω ⊂ R n , the corresponding interaction domain is defined as
so that Ω I consists of those points outside of Ω that interact with points in Ω. Note that the situation Ω I = R n \ Ω is allowable as is Ω = R n in which case Ω I = ∅. Then, corresponding to the divergence operator D ν : R n → R defined in (3.4) we define the action of the nonlocal interaction operator N (ν) :
In [27] , based on a discussion along the lines of that in Section 3.1, it is shown that Ω I N (ν) dx can be viewed as a nonlocal flux out of Ω into Ω I . The main difference between the local and nonlocal cases is that, in the former case, the flux out of a domain Ω is given by the boundary integral ∂Ω q · n dA whereas, in the nonlocal case, that flux is given by the volume integral Ω I N (ν) dx.
With D and N defined as in (3.4) and (3.8), respectively, we have the nonlocal Gauss theorem
Next, let u(x) and v(x) denote scalar functions. Then, it is a simple matter to show that the nonlocal divergence theorem (3.9) implies the generalized nonlocal Green's first identity
For details concerning the nonlocal calculus, see [27] , where one also finds further results for the nonlocal divergence operator D, including a nonlocal Green's second identity, as well as analogous results for nonlocal gradient and curl operators. In addition, in [27] , further connections are made between the nonlocal operators and the corresponding local operators. For example, it is shown there that for the special kernel α(x, y) = −∇ y δ(y − x), where δ(·) denotes the Dirac delta measure and ∇ y denotes the differential gradient with respect to y, one has that
and
where b(x, t) denotes the source density for u in Ω and Ω I ⊆ Ω I denotes the interaction region corresponding to Ω. In words, (3.11) states that the temporal rate of change of the quantity Ω u(x, t) dx is given by the amount of u created within Ω ⊆ Ω by the source b minus the nonlocal flux of u out of Ω into Ω I . If b ≡ 0 and N (ν) ≡ 0 in Ω I , then Ω u(x, t) dx = Ω u(x, 0) dx, i.e., just as in the local case, if there are no sources of u within Ω and there is no flux of u out of Ω, then Ω u(x, t), the quantity of u in Ω, is conserved. Applying the nonlocal Gauss' theorem 3 (3.9) to the last term in (3.11) results in
Because Ω ⊆ Ω can be chosen arbitrarily, the balance law (3.12) implies the nonlocal field equation
Nonlocal diffusion arises when, in analogy to local diffusion, 14) where Θ(x, y) denotes a symmetric, positive definite (in the matrix sense) secondorder tensor having elements that are symmetric functions of x and y. The relation (3.14) represents a nonlocal Fick's first law. Substitution of (3.14) into (3.13) leads to the nonlocal diffusion equation
We append the initial condition
and the volume constraint
to (3.13) . Examples of the operator V are given in Section 4. The system (3.15) is the nonlocal analog of the local differential system (2.6). From (3.6), we see that (3.15) is exactly the problem (1.2a) so that the latter is indeed a nonlocal diffusion problem. The system (3.15) represents diffusion because if b = 0 and g = 0, then, for the volume constraints considered in this paper,
This relationship is derived by multiplying (3.13) by u, integrating the result over Ω, and using the nonlocal Green's first identity (3.10). In analogy to local diffusion as explained at the end of Section 2.2, the rate of decay of u L 2 (Ω) also depends upon spatial variations.
4. Steady-state nonlocal volume-constrained diffusion problems. As we did in Section 2.3 for classical local diffusion, in this section we study the steady-state nonlocal diffusion problem. In Section 4.1, we discuss general problems involving mixed inhomogeneous "Dirichlet", "Neumann", and "Robin"-type volume constraints; the correspondences between the discussions of local and nonlocal steady-state diffusion found in Sections 2.3 and 4.1, respectively, are transparent. In Sections 4.2-4.4 in which the well-posedness of nonlocal volume-constrained problems is considered, we specialize to homogeneous "Dirichlet" and "Neumann"-type problems.
Nonlocal variational problems and volume-constrained problems.
Given an open region Ω ⊂ R n and the corresponding interaction domain Ω I defined in (3.7), let Ω I = Ω Id ∪ Ω In ∪ Ω Ir with Ω Id , Ω In , and Ω Ir mutually disjoint and with at most two empty. We then define the energy functional
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where ϕ(x) > 0, b(x), g n (x), and g r (x) are given functions defined on Ω Ir , Ω, Ω In , and Ω Ir , respectively, and γ(x, y) = α(x, y) · Θ(x, y) · α(x, y) . Consider the constrained minimization problem min E(u; b, g n , g r ) subject to E c (u; g) = 0, (4.1)
where E c (u; g) denotes a constraint functional. For example, let
in Ω Id , i.e., we have a "Dirichlet"-type condition applied over the interaction domain Ω Id ⊆ Ω I having positive measure. On the other hand, if
for a given constant c n so that E n c (u; c n ) = 0 implies that Ω∪Ω I u dx = c n . Proceeding formally with the use of standard techniques from the calculus of variations, we obtain the first-order necessary conditions corresponding to the minimization problem (4.1) given by By applying the nonlocal Green's first identity (3.10) to (4.4), we obtain, because
Because v(x) is arbitrary in Ω ∪ Ω In ∪ Ω Ir , we then obtain that solutions of the minimization problem (4.1) satisfy
Because we have associated N (·) with the nonlocal flux out of Ω into Ω I , we refer to (4.6b) and (4.6c) as nonlocal "Neumann" and nonlocal "Robin" volume constraints whereas, of course, (4.6d) is a nonlocal "Dirichlet" volume constraint. Thus, if Ω I = Ω Id , we have the nonlocal "Dirichlet" problem (4.6a) and (4.6d). If Ω I = Ω Ir , we have the nonlocal "Robin" problem (4.6a) and (4.6c). If Ω I = Ω In , we have the nonlocal "Neumann" problem (4.6a), (4.6b), and (4.6e); 6 in this case, the compatibility condition (4.5) on the data is needed to ensure the existence of a solution whereas (4.6e) is a constraint that ensures the uniqueness of that solution. See [27] for a related discussion.
The two choices (4.2) and (4.3) for the constraint operator E c (u; g) in the variational principle (4.1), or, equivalently, (4.6d) and (4.6e) in the nonlocal volumeconstrained problem (4.6), respectively, are essential to the variational principle (4.1), i.e., they must be imposed on candidate minimizers. On the other hand, (4.6b) and (4.6c) are natural to the variational principle (4.1), i.e., they do not have to be imposed on candidate minimizers. Also, note that the constraints E Equations (4.2) and (4.3) may not be the only choices for E c (u; g). Here, in general, we only assume that E c (·; 0) denotes a bounded, quadratic functional on a Hilbert space which is defined in Section 4.2.
In the sequel, for the sake of brevity, we at times confine the discussion to the homogeneous nonlocal "Dirichlet" problem
on Ω I (4.7b) and the homogeneous nonlocal "Neumann" problem
4.2. The kernel. We assume that the domain Ω is bounded with piecewise smooth boundary and satisfies the interior cone condition. For simplicity, we also assume that both Ω I and Ω ∪ Ω I have the same properties.
Given positive constants γ 0 and ε, we first assume that the symmetric kernel γ satisfies, for all x ∈ Ω ∪ Ω I ,
where B ε (x) := {y ∈ Ω ∪ Ω I : |y − x| ≤ ε}. Obviously, (4.9) implies that although interactions are nonlocal, they are limited to a ball of radius ε. The smoothing effected by the inversion of −L = D Θ D * (·) depends upon the regularity associated with γ = α · (Θ · α). We consider the following two special cases. Case 1. There exist s ∈ (0, 1) and positive constants γ * and γ * such that, for all x ∈ Ω,
for y ∈ B ε (x). (4.10)
An example for this case is given by the kernel in (A.2) or, more generally, by
with σ(x, y) bounded from above and below by positive constants; in particular, if σ is not a radial function, i.e., if σ(x, y) = σ(|x − y|), then (4.11) can account for inhomogeneous media properties. Case 2. There exist positive constants γ 1 and γ 2 such that
Examples for this case are provided by the kernels used in Refs. [2, 3, 4] We remark that a complete classification of kernels is not our goal; rather, we treat a sufficiently broad class, as given by the above cases, that are of substantial mathematical and practical interest.
Equivalence of spaces.
For the sake of brevity, in the remainder of this section we consider only the homogeneous nonlocal "Dirchlet" and "Neumann" problems (4.7) and (4.8), respectively.
We define the nonlocal energy norm, nonlocal energy space, and nonlocal volumeconstrained energy space by |||u||| := E(u; 0, 0, 0) 13c) respectively, where the constraint equation E c (u; 0) = 0 is given by (4.7b) and (4.8c) for the nonlocal "Dirchlet" and "Neumann" problems, respectively, and where we have used the fact that Ω Ir = ∅ for both (4.7) and (4.8). We also define |||u||| V * c (Ω∪Ω I ) to be the norm for the dual space V * c (Ω ∪ Ω I ) of V c (Ω ∪ Ω I ) with respect to the standard L 2 (Ω ∪ Ω I ) duality pairing.
The precise assumptions made about the constraint functional are that E c (·; 0) is a bounded, quadratic functional on 14) and that E c (u; 0) is continuous with respect to the norm (|||u||| 2 + u 2 L 2 (Ω∪Ω I ) ) 1/2 . Moreover, we assume that the intersection of the set of constant-valued functions with the set of functions satisfying E c (u; 0) = 0 is u ≡ 0. Clearly, E c (u; g) as defined by either (4.2) or (4.3) satisfy these assumptions.
We now proceed to show that for Case 1, the nonlocal energy space V (Ω ∪ Ω I ) is equivalent to the fractional-order Sobolev space H s (Ω ∪ Ω I ) whereas for Case 2, the nonlocal energy space is equivalent to L 2 (Ω ∪ Ω I ). These equivalences imply that the quotient space V c (Ω ∪ Ω I ) is a Hilbert space equipped with the norm |||u|||. As a result, the nonlocal volume-constrained problems (4.7) and (4.8) are well posed; see Section 4.4.
For s ∈ (0, 1), the standard fractional-order Sobolev space is defined as Lemma 4.1. Let the function γ satisfy (4.9) and the lower bound of (4.10). Then,
Moreover, define the subspaces
Proof. We have
|y − x| n+2s dydx
Lemma 4.2. Let the function γ satisfy (4.9) and the upper bound of (4.10). Then,
Proof. The result directly follows from
The following is the first of two nonlocal Poincaré-type inequalities presented in this paper. The inequality established in the next result depends crucially upon the compact embedding of the fractional space
Lemma 4.3. [Nonlocal Poincaré inequality I]
Let the function γ satisfy (4.9) and (4.10). Then, there exists a positive constant C such that
Proof. We exploit the standard technique for establishing a Poincaré type inequality by implying a contradiction. Assume there exists a sequence
for sufficiently large k. Because the embedding
is a Hilbert space, there exists a subsequence {u kj } of {u k } and an 
where C * is a positive constants satisfying C −2 * = max γ −1 * , C(1+4|Ω ∪ Ω I |ε −(n+2s) ) and C * = γ * . Proof. Lemmas 4.1 and 4.3 imply that
In a similar fashion, Lemmas 4.2 and 4.3 lead to
We then immediately obtain the following equivalence result between constrained energy spaces and constrained Sobolev spaces. (Ω ∪ Ω I ), respectively. We note that the equivalence of spaces holds with no restrictions on the exponent s ∈ (0, 1) because of our consideration of volume constraints in lieu of constraints on the boundary of the domain (or some other lower dimensional manifold). This is an important point, particularly for s ≤ 1/2. Indeed, for s ≤ 1/2, there is no well-defined trace space in the standard manner for functions in the Sobolev space H s (Ω) which is why conventional boundary-value problems have not been discussed in the literature for such cases. The volume-constrained problem (1.2b), however, is well-posed for any s ∈ (0, 1), as is demonstrated in Section 4.4.
Case 2.
We now demonstrate that, in this case, the constrained space
. We choose to work with the more stringent conditions given in (4.12) rather than other more general assumptions. This allows us to apply well-known results about integral operators. See [2, 4] for the case for which γ is radial and only L 1 (Ω ∪ Ω I ) integrable. We state the analogue of Lemma 4.2 that can be established through direct calculation; see, e.g., [34, 51] for details.
Lemma 4.6. If the function γ satisfies (4.9) and (4.12), then
for some positive constant C 2 .
Next, we present a second nonlocal Poincaré inequality that relies, in contrast to the hypotheses of Lemma 4.3, on the compactness of a Hilbert-Schmidt kernel; see, e.g., [8, Chap. 12] .
Lemma 4.7. [Nonlocal Poincaré inequality II] If the function γ satisfies (4.9) and (4.12), then
for some positive constant C 1 .
Proof. Because
we see that the hypothesis on the function γ imply that the nonlocal diffusion operator
As established at the end of Section 3.2, −L is a non-negative operator. Moreover, by the properties of HilbertSchmidt integral operators, we find that −L is also a compact perturbation of a scalar multiple of the identity operator and is, in fact, uniformly bounded both above and below by positive constant multiples of the identity operator. Furthermore, the kernel of −L in L 2 c (Ω ∪ Ω I ) contains only the zero element. Therefore,
i.e., the smallest eigenvalue of −L is strictly positive, and therefore we have
Thus, the conclusion of this lemma holds with C 1 = √ λ 1 . The following result is an immediate consequence of Lemmas 4.6 and 4.7. Proof. The theorem is established via a direct application of the Lax-Milgram theorem; see, e.g., [8, Section 3.6] .
The upper bounds in (4.10) and (4.12b) are not needed to prove Theorem 4.9, i.e., to show well posedness with respect to space V c (Ω ∪ Ω I ) and the nonlocal energy norm ||| · |||. However, those bounds are needed to show the equivalence of that norm to standard Sobolev norms and so establish well posedness with respect to standard Sobolev spaces.
In Section 4.3, we established the equivalence of the nonlocal constrained energy
hold, respectively. These should be contrasted with the analogous result for, e.g., (1.3b) with homogeneous Dirichlet boundary conditions for which we have
The inequalities (4.21a) and (4.21b) show that a gain of regularity of 2s and 0, respectively, occurs for Case 1 or Case 2, respectively. In contrast, the inequality (4.22) results in a gain of regularity of 2. In other words, solutions of the nonlocal volume-constrained problems have at most 2s more derivatives than the data b whereas solutions of the boundary-value problem (1.3b) can have two more derivatives. These regularity conditions are analogous to those established in [51] for restricted classes of one-and two-dimensional peridynamic models with constraints suggestive of nonlocal volume-constrained conditions.
Additional comments about nonlocal volume-constrained problems.
In this section, we briefly discuss the well-posedness of nonlocal evolution problems, vanishing nonlocality, and nonlocal advection-diffusion problems.
5.1. Well-posedness for nonlocal evolution equations. Using the results about nonlocal operators and variational problems established in this paper, we may use standard techniques to establish well-posedness for nonlocal evolution equations such as the diffusion equation (1.2a) and the nonlocal wave equation (B.2). As an illustration, we consider the special case for which the constrained energy space V c (Ω ∪ Ω I ) associated with the functional (4.2) is established to be a Hilbert space with its dual space V * c (Ω ∪ Ω I ) and that the operator D Θ · D * ) is bounded and coercive in V c (Ω ∪ Ω I ). For that case, we have the following result.
. These results are consequences of standard semi-group theory or Galerkin type arguments. We refer to [51] for more detailed proofs of these results in a special case for which the techniques used are directly generalizable to the problems considered here.
Vanishing nonlocality. The local limit of the operator L = −D(Θ · D
* ) was examined in [27] . It was demonstrated that the free-space operator, i.e., L with Ω = R n , converges to −∇ · (C · ∇) as ε → 0 under suitable conditions on the kernel function. More recently, in [4, 46] , for kernel functions of radial type γ(x, y) = γ(|x − y|) with γ an element of L 1 (Ω ∪ Ω I ) satisfying (4.9), the local limit of the nonlocal diffusion equation has been studied. Further, in [46] , finite element solutions for nonlocal diffusion and the peridynamic model are also investigated.
As an example of a local limit, let Ω denote a bounded domain independent of ε and C := lim ε→0 C ε , where
Then, recalling that γ satisfies (4.9) so that γ(|z|) = 0 for |z| > ε, a particular consequence of the results in [46] is
for any u, v ∈ H 1 (Ω ∪ Ω I ) with support in Ω. A more general form of the above limit was given in [46] for piecewise smooth functions with respect to a triangulation of the domain that was used to examine the limiting properties of finite element approximations and the corresponding error estimators.
By setting u = v, we see from (5.1) that
This establishes the relationship between the nonlocal norms and the standard local Sobolev space norms in the local limit. Moreover, it has been also shown in [51] that, albeit for special nonlocal boundary conditions, the solutions of nonlocal diffusion equation converge, in such a limit, to the solution of the local diffusion equation in suitable spaces. This result relies on a key estimate showing that when Θ is positive definite, the smallest eigenvalue of the nonlocal diffusion operator D(Θ · D * ) remains larger than a positive constant uniformly in ε as ε → 0. In the context of peridynamic models, this is equivalent to the assumption that the materials have well-defined elastic moduli [51] . When such a property holds for more general volume-constrained problems considered here, we may also see that the solutions u ε of (4.4) converge, at least weakly in L 2 (Ω ∪ Ω I ), to the unique weak solution u of (2.8) in the local limit. By passing to the limit in the respective weak forms, we recover stronger convergence results; in particular, for b bounded in L 2 (Ω), we obtain
One may draw analogies of the above results with other existing studies on the characterization of Sobolev spaces and their norms; for instance, using the characterization established in [17] , it was shown in [7] that
for a sequence of radial mollifiers {ρ m }. In particular, in [7] , it is demonstrated that the norm induced by Ω∪Ω I Ω∪Ω I (u(x)−u(y)) 2 |y−x| 2 ρ m (|y − x|) dy dx is equivalent to |u| H s 0 (Ω) for 1/2 < s < 1. We note that our results cover wider classes of Sobolev spaces and kernel functions.
5.3. Nonlocal advection-diffusion problems. Nonlocal advection-diffusion problems can be defined from (3.12) by having ν account for an advective flux in addition to a diffusive flux. To this end, we now set, for a given symmetric vector function µ(x, y),
The term 1 2 u(x)+u(y) µ is used to model a nonlocal convective flux (see [28] ) and is analogous to the use of u(x)v(x) as a model for the conventional local advective flux. Substitution of (5.2) into (3.13) results in the nonlocal advection-diffusion equation
We have that, using the symmetry of µ,
which is the nonlocal analog of the local product formula ∇ · (uv) = u∇ · v + v · ∇u. Selecting the special kernel α(x, y) = −∇ y δ(y − x) results in
i.e., in conventional advection so that the nonlocal product rule is equivalent to the conventional product rule in a distributional sense. The one-dimensional case of a nonlinear advective conservation law is the subject of [28] and nonlocal convection-diffusion is investigated in [35] .
6. Finite-dimensional approximations. Given the variational formulation (4.1) of the nonlocal volume-constrained problem (1.2b), one may naturally consider its finite-dimensional approximations within that variational framework. Here, for both Case 1 and Case 2, we establish a priori error and condition number estimates for finite-dimensional approximations of the nonlocal volume-constrained problem (1.2b). These results are analogous to those established in [51] for a restricted class of one-and two-dimensional volume-constrained problems associated with linear peridynamic models.
Let {V For the sake of brevity, throughout this section we again confine the discussion to the homogeneous nonlocal "Dirichlet" and "Neumann" problems (4.7) and (4.8), respectively.
6.1. Convergence and error estimates. We first state an abstract convergence result that gives the best approximation property of the finite-dimensional Ritz-Galerkin solution.
Theorem 6.1. If the function γ satisfies (4.9) and either (4.10) or (4.12), then, for any b ∈ V * c (Ω), we have
Proof. Standard variational argument shows that the Ritz-Galerkin approximation u N is the best approximation to u in V N c with respect to the energy norm. This, together with (6.1), gives the result of the theorem.
We now consider a concrete example of finite dimensional approximations, namely finite element approximations for the case that both Ω ∪ Ω I and Ω are polyhedral domains. For a given triangulation of Ω ∪ Ω I that simultaneously triangulates Ω, we let V N c consist of those functions in V c (Ω ∪ Ω I ) that are piecewise polynomials of degree no more than m defined with respect to the triangulation. We assume that the triangulation is shape-regular and quasiuniform [18] as h → 0, i.e., as N , the dimension of the approximation space V N c , goes to ∞; here h denotes the diameter of the largest element in the triangulation. Note that generally N is of order h −n for small h. If the exact solution u is sufficiently smooth, we have the following result.
Theorem 6.2. Let m be a non-negative integer and 0 < s < 1.
, where 0 ≤ r ≤ s and s ≤ t ≤ 1. Then, there exists a constant C such that, for sufficiently small h,
Then, there exists a constant C such that for sufficiently small h,
Proof. The proof follows similar derivations as that given in [51] for a linear peridynamic model. We thus only outline the main ingredients. By Theorem 6.1 and the norm equivalence established in earlier sections, the error estimate (6.3a) for the case r = s and the estimate (6.3b) follow from standard approximation properties in Sobolev spaces [18] of integer order. The estimate for r = 0 can then be obtained via a standard duality argument as that for the conforming (internal) finite element approximations of second-order elliptic equations [9, 18] . One may then use interpolation theory for the more general case of (6.3a) for r ∈ (0, s).
In particular, if m = 1, then second-order convergence with respect to the L 2 (Ω ∪ Ω I ) norm can be expected for linear elements by setting r = 0 and t = 1 for Case 1 and t = 1 for Case 2.
It is important to note that for Case 1 with s < 1/2 and for Case 2, discontinuous (across element boundaries) finite element spaces are conforming. This should be contrasted with discontinuous Galerkin methods for second-order elliptic partial differential equations that are nonconforming and thus require special handling, e.g., penalty terms, at element boundaries. For nonlocal volume-constrained problems, no such special handling is needed if s < 1/2.
Condition number estimates.
For finite element approximations of the nonlocal operator L using basis functions {φ i } N i=1 , consider the nonlocal N × N stiffness matrix K, where the entries K ij are defined by
The condition number of the stiffness matrix is an indicator of the sensitivity of the discrete solution with respect to the data and the performance of iterative solvers such as the conjugate-gradient method. Our condition number estimates allow the development of preconditioners for nonlocal problems and extend the existing results in [3] to the case when the inverse of −L smooths the data.
The particular choice of a basis can affect the dependence of condition numbers on the grid size. Consider the case in which a conventional nodal finite element basis {φ i } n i=1 is used [18] so that under shape-regular and quasi-uniform mesh assumptions, there exist positive constants c 1 and c 2 such that, for h small, Proof. The proof again follows the same line of derivations as that given in [51] for a linear nonlocal peridynamic model. The main ingredients are the norm equivalences as established in earlier sections and, for any finite element function
for conventional Sobolev space norms [18] . These results are again consistent with the ones given in [51] for special boundary conditions corresponding to special peridynamic nonlocal models.
We again observe that if s ∈ (0, 1/2), the error and condition number estimates also hold for discontinuous Galerkin approximations, because in this case all piecewise polynomial spaces with respect to the triangulation, whether globally continuous or not, are conforming for the internal discretization of the nonlocal problem; see [23, 51] . Moreover, note that for Case 1 with s ∈ (0, 1), the condition number increases at a slower rate as h decreases than that for elliptic partial differential equations for which the condition number increases with h −2 . In contrast, for Case 2, the condition number is bounded independently of h.
Interestingly, related to the discussion given in Appendix B.3, the finite-dimensional stiffness matrix may also be related to a graph Laplacian matrix. The inequality (6.4b) implies that the condition number is uniformly bounded with respect to the system size. Such results help explain why the development of preconditioners and solvers remains a challenge.
Appendix A. Relations between the operator L and fractional Laplacian and fractional derivative operators.
In this section, we discuss two approaches for the modeling of anomalous superdiffusion that replace ∇ · ∇u with the fractional Laplacian or a fractional derivative operator. In Section 3.1, we explained how, compared to problems involving fractional Laplacian or fractional derivative operators, a nonlocal volume-constrained problem leads to the expedient modeling of a broader range of anomalous diffusions over general domains in R n . In particular, here we demonstrate that both the fractional Laplacian and fractional derivative operators are special cases of the integral operator L. Moreover, the notion of volume constraints and the nonlocal vector calculus has enabled us to discuss well posedness over bounded domains in R n for a more general class of diffusion problems.
A.1. The fractional Laplacian as a special case of the operator L. The fractional Laplacian is the pseudo-differential operator with Fourier symbol F satisfying [5] 
where u denotes the Fourier transform of u. Suppose that u ∈ L 2 (R n ) and that R n R n (u(x) − u(y)) 2 |y − x| −(n+2s) dy dx < ∞; the vector space of such functions defines, for 0 < s < 1, the fractional Sobolev space H s (R n ) defined by (4.15). The Fourier transform can be used to show that an equivalent characterization of the fractional Laplacian is given by [5] (−∆)
for some normalizing constant C n,s . When Ω = R n and γ(x, y) = C n,s |y−x|
thus establishing that, when Ω = R n , the fractional Laplacian is the special case of the operator L defined in (1.1) for the choice of γ(x, y) proportional to 1/|y − x| n+2s .
In the special case when M (dθ) corresponds to a symmetric measure ω(dθ), i.e., ω(dθ) = ω(−dθ), then the Fourier symbol of ∇ The inverse Fourier transform may then be used to determine a kernel γ so that when Ω ≡ R n ,
for a constant C n,s,ω . In words, the fractional derivative operator ∇ 2s ω and the nonlocal operator L are equivalent on all of space, i.e., for Ω = R n . As was the case for fractional Laplacian operator equations, for 1/2 < s < 1, a limitation of fractional derivative-based approaches for modeling anomalous diffusion occurs on general bounded domains in R n whenever the field u is constrained, e.g., by boundary conditions. This limitation is apparent when developing numerical methods for fractional partial differential equations; see [45] for recent work including many citations to the literature. In [30] , an impressive attempt is made to improve numerical methods for fractional partial differential equations; an equivalent reformulation of the fractional dispersion equation (A.3) on bounded domains in R n , including a systematic numerical method, is considered. A fractional derivative function space is defined and demonstrated to be equivalent to the fractional Sobolev space H s (Ω) for s > 0, excluding integer multiples of 1/2. However, instead of applying the volume constraint operator V of (1.2b), homogeneous Dirichlet boundary conditions are used and thus the well-posedness over H s 0 (Ω) for only 1/2 < s < 1 can be considered in [30] . Hence, a restricted notion of steady-state diffusion is addressed; see [30, Theorem 6.1] . In contrast, the volume-constrained problem (1.2b) is a well-posed reformulation of fractional derivative operator equations on bounded domains for 0 < s < 1. Furthermore, the development of finite element methods follows naturally from the weak formulation (4.4) of such volume-constrained problems.
Appendix B. Other applications of the nonlocal operator L. We briefly describe four applications in which the operator L defined in (1.1) (or a generalization to vector fields) arise. Applications to nonlocal diffusion and advection-diffusion problems are discussed in Sections 3.3 and 5.3, respectively, and to reformulations of fractional Laplacian and fractional derivative operator equations are discussed in Sections (A.1) and (A.2), respectively. B.1. The peridynamic continuum model for mechanics. In [48] , the linearized peridynamic balance of linear momentum is derived as u tt (x, t) = Λu(x, t) + b(x, t),
x ∈ R n , t > 0, (B.1)
where u : Ω × (0, T ] → R n and
Λu(x, t) := R n y − x ⊗ y − x σ(|y − x|) u(y, t) − u(x, t) dy.
The operators L and Λ coincide when n = 1 and γ(x, y) = (y − x) 2 / 2σ(|y − x|) . In [51] , results are provided about the well-posedness of both (B.1) and the associated equilibrium equation Λu + b = 0. In [29] , analyses are provided for model one-and two-dimensional volume-constrained problems on bounded domains that are evocative of boundary-value problems with Dirichlet and Neumann boundary conditions. The theory developed in [29, 51] that can be viewed as a special case of the time-dependent peridynamic model. The one-dimensional free-space problem for the nonlocal wave equation was studied in [50] . Define the energy
Applying the nonlocal Green's first identity (3.10) we obtain If the volume constraint V in (B.2) implies that the last integral vanishes, as it does for either of the volume constraints (4.7b) and (4.8b), then dE/dt = 0 so that the nonlocal wave equation conserves energy. This is an instance of the peridynamic balance of energy; see, e.g., [48, Section 4] .
B.3. Graph Laplacians. In [40] , a precise notion of the limit of a sequence of dense finite graphs 8 is introduced. The limit is a symmetric measurable function W : [0, 1]×[0, 1] → [0, 1] and represents the continuum analog of an adjacency matrix for a simple unweighted graph. When γ = W and Ω = (0, 1), the operator L represents the continuum analog of the graph Laplacian for a simple unweighted graph. This allows consideration of many properties of a graph associated with its Laplacian matrix to be independent of the size of the graph or its connectivity. This includes a continuum analog of diffusion on a graph, where Ω then corresponds to diffusion occurring on the limit of a sequence of dense finite graphs. See, for instance, [25, Chapter 8] for an introduction to "Dirichlet" and "Neumann" boundary conditions for a graph Laplacian.
We note that a discrete calculus has precedence in the graph theory and machine learning literature; see, e.g., [26, Sect. 3] and [10, 37, 36] for some recent work and citations to the literature. Our nonlocal vector calculus, then, is a generalization of a discrete vector calculus to a graph with an uncountable number of vertices. The fascinating results of [40] then suggest that a continuum analogue of a discrete vector calculus and its analysis and applications are of interest.
B.4. Symmetric jump processes. The operator L is the infinitesimal generator for a symmetric jump process 9 and has been the subject of much recent interest. For instance, Harnack inequalities, heat kernel estimates, and Hölder continuity for L are the subjects of [13, 14] ; the Dirichlet fractional Laplacian and Cauchy martingale problems for L are studied in [24] and [1] , respectively. The stochastic interpretation associated with volume constraints is that the sample path for a symmetric jump process exhibits discontinuous behavior and so "jumps" to a point in the exterior of a bounded domain; this exterior region, or volume, constrains the sample path. For example, a statistic of interest is the time for a process to exit a domain; see, e.g., [20, 21, 22] for further discussion. Our results complement these probabilistic analyses and provides a variational approach useful for numerical simulations.
