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BAB III 
METODOLOGI PENELITIAN 
A. Lokasi Penelitian 
Adapun lokasi penelitian yang digunakan penulis dalam menyususn 
penelitian ini adalah di indonesia, khususnya Provinsi Jawa Timur Periode 
tahun 2011 – 2014 karena di Provinsi Jawa Timur angka IPM masih 
dikategorikan sedang yaitu <75.00 IPM dikatakan tinggi jika nilai IPM >80 
dan upah minimum di setiap Kab/Kota di Provinsi Jawa Timur  yang setiap 
tahunnya mengalami kenaikan. Dan dengan masih adanya kesenjangan 
pendapatan dilihat dari index gini 
B. Jenis Penelitian 
Penelitian ini merupakan penelitian yang bersifat deskriptif kuantitatif 
dengan memberikan gambaran yang sistematis faktual dan akurat berdasarkan 
data yang ada dimana peneliti ini tidak hanya menafsirkan data saja akan tetapi 
analisa dan interpretasi dari data tersebut 
C. Data dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini adalah data sekunder 
yang diperoleh dari badan pusat statistik (BPS) serta data – data lainnya yang 
berasal dari studi pustaka yang dilakukan oleh peneliti. 
D. Definisi Operasional Variable 
Definisi dari setiap variabel  yang ada dalam  penelitan ini adalah 
sebagai berikut : 
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1. Indeks Pembangunan Manusia (Y)  
Merupakan variabel endogen dan sebagai variabel dependen. 
Variabel Indeks Pembangunan Manusia merupakan alah satu tolak ukur 
untuk kesejahteraan masyarakat. 
2. Upah Minimum regional (X1) 
Upah Minimum Regional  adalah  hak pekerja/buruh yang diterima 
dan dinyatakan dalam  bentuk uang sebagai imbalan dari pengusaha / 
pemberi kerja kepada pekerja / buruh yang ditetapkan dan di bayarkan 
menurut suatu perjanjian kerja, kesepakatan, atau peraturan perundang-
undangan termasuk tunjangan bagi pekerja / buruh dan keluarganya atas 
suatu pekerjaan dan/atau jasa yang telah atau akan dilakukan. 
3. Pendapatan Domestik Regional Bruto (X2) 
 Pendapatan Domestik Regional Bruto adalah jumlah PDRB dibagi 
dengan jumlah penduduk pada tahun tertentu, Produk Domestik Bruto Per 
kapita/Pendapatan Per kapita Produk domestik bruto per kapita atau produk 
domestik regional bruto perkapita pada skala daerah dapat digunakan 
sebagai pengukur pertumbuhan ekonomi yang lebih baik karena lebih tepat 
mencerminkan kesejahteraan penduduk suatu negara daripada nilai PDB 
atau PDRB saja. Produk domestik bruto per kapita baik di tingkat nasional 
maupun di daerah adalah jumlah PDB nasional atau PRDB suatu daerah 
dibagi dengan jumlah penduduk di negara maupun di daerah yang 
bersangkutan, atau dapat disebut juga sebagai PDB atau PDRB rata-rata. 
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4. Gini Ratio (X3) 
Gini Ratio adalah koefiien yang digunakan untuk mengetehui 
ketimpangan pendapatan  antar daerah/wilayah dalam satuan desimal 
dengan angka 0-1 
E. Teknik pengumpulan data 
Teknik pengumpulan data dalam penelitian ini adalah dokumentasi 
yaitu Teknik atau  proses untuk memperoleh data dengan jalan mengumpulkan, 
mencatat data – data yang telah di publikasi 
F. Teknik Analisis Data 
Teknik analisis data yang digunakan untuk menjawab rumusan masalah 
yang dikemukakan dalam suatu penelitian dan untuk memperhitungkan 
besarnya efek suatu perubahan dari suatu kejadian terhadap kejadian lainnya. 
Teknik analisia data merupakan teknik menyederhanakan data dalam bentuk-
bentuk yang mudah di baca, dipahami, dan diinterpretasikan. Hal itu 
dimaksudkan untuk mendapatkan gambaran-gambaran yang jelas mengenai 
kejadian yang diteliti kerena analisia tersebut berguna dalam pemecahan 
masalah. Teknik analisis data yang digunakan oleh penulis adalah :  
1. Model analisis  
Metode yang digunakan dalam penelitian ini adalah data panel, data 
panel adalah gabungan dari data cross section dan data time series, data 
cross section diperoleh dari data 38 Kabupaten/Kota yang ada di Provinsi 
Jawa Timur sedangkan data time series diambil dari tahun 2010-2014. 
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Rumus regeresi data panel : 
𝐿𝑜𝑔𝑌1𝑖𝑡 = ∝ + 𝛽1𝑋1𝑖𝑡 + 𝛽2𝑋2𝑖𝑡 + 𝛽3𝑋1𝑖𝑡 + 𝑒 
Dimana : 
𝐿𝑜𝑔𝑌1 = Indeks Pembangunan Manusia 
∝  = Konstanta 
𝛽1𝛽2𝛽3 = Koefisien Garis Regresi 
𝑋1  = Upah Minimum Regional 
𝑋2  = Produk Domestik Regional Bruto 
𝑋3  = Gini Ratio 
i  = Data Cross-Section “ Kabupaten/Kota di Prov Jatim 
t  = Data Time Series  tahun 2010-2014 
Dalam metode estimasi model regrei dengan menggunakan data 
panel dapat dilakukan melalui tiga pendekatan, antara lain : 
a. Common Effect Model atau Pooled Least Square (PLS): 
Pendekatan model data panel yang paling sederhana karena hanya 
mengkombinasikan data time series dan cross section. Pada model 
ini tidak diperhatikan dimensi waktu maupun individu, sehingga 
diasumsikan bahwa prilaku data cross section dalam berbagai kurun 
waktu adalah sama. Metode ini bisa menggunakan pendekatan 
Ordinary Least Square (OLS) atau teknik kuadrat terkecil untuk 
mengestimasi model data panel. 
b. Fixed Effect Model (FE): model ini mengasumsikan bahwa 
perbedaan antar individu dapat diakomodasi dari perbedaan 
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intersepnya. Untuk mengestimasi data panel model Fixed Effect 
menggunakan teknik variable dummy untuk menangkap perbedaan 
intersep. Namun demikian slopnya sama antar variabel. Model 
estimasi ini sering juga disebut dengan teknik Leat Squares Dummy 
Variabel (LSDV). 
c. Random Effect Model  (RE) : model ini mengestimasi data panel 
dimana variabel gangguan mungkin saling berhubungan antar waktu 
dan antar individu. Pada model ini perbedaan intersep diakomodasi 
oleh error terms masing-masing perusahaan. Keuntungan 
menggunakan model ini yakni menghilangkan heteroskedastisitas. 
Model ini juga disebut denan Error Component Model (ECM) atau 
teknik Generalized Least Square (GLS) 
Penentuan Model Estimasi : 
Untuk memilih model yang paling tepat, maka dilakkan beberapa 
pengujian, antara lain : 
a) Uji  (Uji Chow) 
Uji Chow dilakukan untuk menentukan metode Pooled 
Least Square (PLS) atau Fixed Effect Model (FEM) yang akan 
dipilih dalam mengestimasi data panel. Pengujian ini dilakukan 
menggunakan hipotesa sebagai berikut : 
𝐻0= Metode Pooled Least Square (PLS) 
𝐻1= Metode Fixed Effect (FE) 
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Dengan ketentuan : 
Apabila F hitung > F tabel maka 𝐻0 ditolak, 𝐻1 diterima 
Apabila F hitung < F tabel maka 𝐻0 diterima, 𝐻1 ditolak 
b) Uji Hausman 
Uji Hausman digunakan untuk menentukan pemilihan 
metode Fixed Effect [ FE } atau Metode Random Effect (RE) 
yang paling tepat digunakan. Pengujian ni dilakukan 
menggunakan hipotesa sebagai berikut : 
𝐻0 = Metode Random Effect (RE) 
𝐻1= Metode Fixed Effect (FE) 
Dengan ketentuan :  
Apabila Chi-Square hitung >Chi-Square tabel maka 𝐻0 
ditolak, 𝐻1 diterima. Apabila Chi-Square hitung < Chi-Square 
tabel maka 𝐻0 diterima, 𝐻1 ditolak. 
c) Uji Lagrange Multiplier  
Uji Lagrange Multiplier digunakan untuk menentukan 
pemilihan metode Random effect (RE) atau Pooled Least Square 
(PLS) yang paling tepat digunakan. Pengujian ini dilakukan 
menggunakan hipotesa sebagai berikut : 
𝐻0= Metode Pooled Least Square (PLS) 
𝐻1 = Metode Random Effect (RE) 
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Dengan ketentuan :  
Apabila LM hitung >Chi-Square tabel, maka 𝐻0 ditulak 
dan 𝐻1 diterima. Apabila LM hitung  < Chi-Square tabel, maka 
𝐻0 diterima dan 𝐻1 ditolak 
Pengujian hipotesis 
Untuk menguji kebenaran hipotesis, dalam penelitian ini 
menggunakan uji hipotesis sebagai berikut :  
1) Pengujian hipotesis secara partial (uji t) 
Pengujian dilakukan untuk mengetahui secara partial 
apakah variabel independen berpengaruh secara signifikan 
atau tidak terhadap variabel independen. Pengujian ini 
dilakukan dengan uji dua arah dengan hipotesa :  
𝐻0 : 𝛽𝑖 = 0, artinya tidak terpengaruh secara signifikan dari 
variabel independen terhadap variabel dependen. 
𝐻0 : 𝛽𝑖 ≠ 0, artinya ada pengaruh secara signifikan dari 
variabel independen terhadap ariabel dependen. 
Untuk menghitung nilai 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 digunakan rumus : 
   𝑡ℎ𝑖𝑡𝑢𝑛𝑔 = 
𝛽𝑖
𝑆𝑒(𝛽𝑖)
 
Dimana :  
𝛽𝑖  = Koefisien korelasi 
𝑆𝑒(𝛽𝑖)  = Standar error koefisien regresi 
 
 
 
38 
 
Dengan kriteria pengujian :  
𝐻0 diterima dan 𝐻1 di tolak apabila 𝑡ℎ𝑖𝑡𝑢𝑛𝑔<𝑡𝑡𝑎𝑏𝑒𝑙, artinya 
variabel independen tidak berpengaruh secara siqnifikan 
terhadap variabel dependen. 𝐻0 ditolak dan 𝐻1 diterima 
apabila 𝑡ℎ𝑖𝑡𝑢𝑛𝑔>𝑡𝑡𝑎𝑏𝑒𝑙, artinya variabel independen 
berpengaruh secara signifikan terhadap variabel dependen. 
2) Pengujian secara bersama-sama (uji F) 
Pengujian dilakukan secara bersama-sama variabel 
independen berpengaruh secara signifikan atau tidak 
terhadap variabel dependen. Pengujian ini dilakukan diluar 
hipotesa : 
𝐻0 = 𝛽1 = 𝛽2 = 𝛽3 = 𝛽4 artinya tidak terpengaruh secara 
signifikan dari variabel independen terhadap variabel 
dependen secara bersama-sama 
𝐻1 ≠𝛽1 ≠ 𝛽2 ≠ 𝛽3 ≠ 𝛽4 artinya terdapat pengaruh secara 
signifikan dari variabel independen terhadap variabel 
dependen secara bersama-sama. Untuk menentukan 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 
dengan menggunakan rumus:  
  𝐹ℎ𝑖𝑡𝑢𝑛𝑔 = 
𝑀𝑆𝑆 𝑑𝑎𝑟𝑖 𝐸𝑆𝑆
𝑀𝑆𝑆 𝑑𝑎𝑟𝑖 𝑅𝑆
 = 
𝑅2
𝑘−1
1− 𝑅2
𝑛−𝑘 
 
Dimana :  
MSS = Jumlah kuadrat yang dijelaskan 
ESS = Jumlah kuadrat residual 
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k  = Jumlah variabel 
n  = Jumlah observasi 
Kriteria pengujian :  
𝐻0 diterima dan 𝐻1 ditolak apabila 𝐹ℎ𝑖𝑡𝑢𝑛𝑔<𝐹𝑡𝑎𝑏𝑒𝑙, artinya 
variabel independen tidak berpengaruh secara signifikan 
terhadap variabel dependen. 
𝐻0 ditolak dan 𝐻1 diterima apabila 𝐹ℎ𝑖𝑡𝑢𝑛𝑔>𝐹𝑡𝑎𝑏𝑒𝑙, artinya 
variabel independen berpengaruh secara signifikan 
terhadapa variabel dependen. 
3) Koefisien Determinasi (R-Squared) 
Koefisien determinasi menggambarkan tingkat 
hubungan antara satu atau beberapa variabel bebas dengan 
terikat. 𝑅2 merupakan besaran non negatif, batasnya adalah 
0 ≤𝑅2≥ 1. Suatu 𝑅2sebesar 1 berarti terjadi hubungan 
sempurna, sedangkan 𝑅2 yang bernilai 0 berarti tidak ada 
hubungan antara variabel terikat dengan variabel variabel 
bebas, dengan demikian semakin kecil 𝑅2semakin lemah 
hubungan antar variabel. 
 
 
