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Activités de recherche
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Du point de vue de la recherche, mes activités tournent autour de trois thèmes qui
seront développés dans la suite de ce document. Les pseudo potentiels moléculaires ont
été le thème principal de ma thèse sous la forme des pseudo potentiels eﬀectifs de groupe
(EGP) chers aux toulousains du laboratoire de physique quantique de l’IRSAMC. Ro-
muald Poteau, Fabienne Alary, Jean-Louis Heully et Jean-Pierre Daudey sont à l’origine
de cette renaissance des pseudo potentiels dans ce laboratoire qui a vu naître une des
premières versions des pseudo potentiels de cœur dont cette mythique référence de Jean-
Claude Barthelat fait foi [1]. Frustré par des idées non développées en thèses, je continue
à tailler mon chemin dans la brousse des possibles tant les techniques de pseudo poten-
tiels sont vastes.
L’aventure HULIS est le second thème de mes travaux. Cette application au départ
plutôt à vocation d’enseignement se révèle très riche pour la recherche. Le modèle de
Hückel se prête bien à de l’analyse qualitative, les calculs sont rapides et la théorie valence
bond rapidement testée alors que sur des systèmes réels, les calculs serait pour la plupart
impossible à réaliser. Outre les méthodes de décomposition de la fonction d’onde décrite
plus loin, l’implémentation du calcul des polynômes caractéristiques permet d’accéder
aux indices d’aromaticité sous des formes nouvelles.
Enﬁn l’interaction avec certains collègues expérimentateurs (de synthèse ou d’analyse)
est un plaisir récent pour moi. L’intérêt de ce travail réside dans le fait que lors de
nos discussions, il est fait appel à la vision que chacun a du déroulé de la réaction
chimique au niveau moléculaire ainsi que de la structure électronique des molécules. Il
n’est pas rare qu’il me soit demandé pour une molécule dont deux structures de Lewis
sont possibles s’il existe un équilibre entre ces deux formes. On est là au cœur des concepts
de surface d’énergie potentielle et de résonance entre structures de Lewis, c’est-à-dire de
corrélation statique. La question telle qu’elle est posée semble naïve mais elle soulève
des questions très importantes. On verra par exemple qu’un analogue du butadiène que
l’on représentera volontiers comme une molécule à couches fermées se comporte parfois
comme attendu (par de détections en spin trapping), parfois comme un radical (piégeage
de O2). Il est toujours possible d’aborder ces questions sous forme de résonance entre
structures de Lewis, topologie de la densité électronique ou en interprétant les paramètres
géométriques pour ne citer que quelques approches. Ceci dit, aucune réponse déﬁnitive
n’est possible, ce qui ouvre la discussion et permet la réﬂexion de tous les partenaires.
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3 Les pseudopotentiels
Pour faire de la chimie, seuls les électrons de valence sont importants. Les chimistes
quanticiens ont donc cherché à limiter les eﬀorts calculatoires aux électrons de valence
et à éliminer les électrons de cœur du problème.
Par ailleurs, lorsqu’un élément est si lourd que les eﬀets relativistes sont non négligeables,
il faut résoudre l’équation de Schrödinger dans un cadre relativiste. Dans ce cadre, les
parties d’espace des orbitales de cœur diﬀèrent du cadre non relativiste. Ceci a un eﬀet
sur la partie d’espace des orbitales de valence. Les pseudo potentiels de cœur permettent
de reproduire la forme des orbitales de valence et ainsi de prendre en compte de ma-
nière implicite les eﬀets relativistes scalaires. C’est pour ces deux raisons que les pseudo
potentiels de cœur sont utilisés aujourd’hui.
Le chimiste, lorsqu’il pense en terme d’électrons de valence, utilise des pseudo poten-
tiels sans le savoir. Cependant, il est impossible de faire un calcul de chimie quantique
faisant intervenir le radical methyl sans traiter explicitement 7 électrons de valence, là
où un seul devrait suﬃre si l’on considère que le groupement joue son rôle de ligand X,
c’est-à-dire qu’il apporte un électron via une orbitale hybride sp3 pour faire une liaison
covalente.
L’extraction de pseudo potentiels pour des groupements chimiques se heurte à plu-
sieurs diﬃcultés. La première est la variété inﬁnie de groupements qui existent. Alors que
l’obtention d’un potentiel n’est pas automatique, la génération d’une bibliothèque utile
est utopique. Une seconde diﬃculté est l’absence de déﬁnition stricte de région de cœur
et de valence dans le cas d’un groupement chimique. La déﬁnition de ces domaines se fera
en suivant le sens chimique qui peut varier d’un contexte à l’autre. On retrouve un peu
cette diﬃculté pour l’extraction de pseudo potentiels de cœur des éléments lourds. Par
exemple, doit-on traiter explicitement les électrons de la couche (n-2) des lanthanides
ou non ? La réponse dépend des propriétés que l’on souhaite calculer. Nécessitent-elles
une repolarisation du cœur ou non ? Pour certains éléments, deux pseudo potentiels sont
extraits, à petit (repolarisation possible) ou grand cœur (repolarisation impossible). Une
troisième diﬃculté est le manque de cadre théorique qui permette d’extraire un potentiel
de manière unique : selon sa sensibilité on prendra une base plus ou moins grande pour
porter le potentiel et un rayon de coupure plus ou moins grand.
Dans ce chapitre, on présentera les pseudo potentiels de groupe (EGP) et la méthode
d’extraction utilisée pendant ma thèse. Cela permet de comprendre le raisonnement
qui m’a guidé vers la voie originale d’extraction présentée en troisième partie. Enﬁn,
les perspectives montrent les travaux vers lesquels je souhaite aller et les avancées de
programmation déjà en place.
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3.1 Les pseudopotentiels de groupe (EGP)
Les pseudo potentiels de groupes sont la généralisation des ECP dans le cadre molé-
culaire. Le système pour lequel on souhaite obtenir un EGP est découpé en deux parties
dites inactive et active. La partie inactive est l’équivalent du cœur de l’atome pour un
ECP. Elle est supprimée complètement. Le potentiel est construit pour combler la dif-
férence entre les solutions de l’équation de Schrödinger du système ﬁctif qui modélise la
partie active et le système complet i.e. avant extraction.
Pour faciliter le discours, prenons l’exemple d’une extraction faite lors de ma thèse.
Il s’agissait de tester un EGP extrait pour le η8C8H2−8 plan pour des calculs de spec-
troscopie sur des composés sandwichs de lanthanides. Le système de référence est le
fragment moléculaire seul, car il possède une géométrie et une structure électronique qui
permettent le mode de coordination recherché. La partie inactive sera donc le système σ
de la molécule et la partie active 10 électrons dans 5 orbitales π. Dans le cadre d’un cal-
cul Hartree-Fock, on obtient un opérateur de Fock Fˆref . Le système tronqué est composé
de :
— 8 pseudo carbones de charge +1 ;
— 1 fonction de base p par pseudo carbone dont l’exposant est optimisé, pour repro-
duire au mieux les orbitales moléculaires de référence ;
— 2 électrons pour conserver la charge.
On eﬀectue ensuite un calcul Hartree-Fock sur le système tronqué. À ce calcul correspond
un opérateur de Fock dans la base tronquée Fˆtr. Le pseudo potentiel de groupe doit
combler la diﬀérence entre le système tronqué et le système de référence.
WˆEGP = Fˆref − Fˆtr (3.1)
L’opérateur WEGP est exprimé dans une base de fonctions gaussiennes centrées sur les
atomes, gλ, sous forme non-locale :
WEGP =
∑
λ,µ
Cλµ |gλ〉 〈gµ| (3.2)
Pour obtenir WˆEGP , on utilise la méthode mise au point par Ginette Nicolas et Philippe
Durand [2].
On peut diagonaliser la matrice des Cλµ. On obtient alors la forme suivante :
WEGP =
∑
n
λn |Gn〉 〈Gn| , (3.3)
les |Gi〉 sont représentés dans la ﬁgure 3.1. Le potentiel WEGP est donc un opérateur qui
décale l’énergie des orbitales moléculaires pour s’approcher des énergies des orbitales de
référence. En utilisant la théorie des perturbations, on peut évaluer la variation d’énergie
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λi |Gi〉 λi |Gi〉
-1.3564 +0.0599
-1.2568 +0.0843
-1.2299 0.0 Composantes σ
Figure 3.1 – Le pseudopotentiel de groupe obtenu pour le système [C8H8]2− sous sa
forme diagonale WˆEGP =
∑
i λi |Gi〉 〈Gi|. Les valeurs de λi sont données
en u.a. pour une base p de délocalisation de l’EGP ayant un exposant de
1.0.
d’une orbitale Φ(0)n due à un projecteur a|ϕ〉〈ϕ| :
Fˆ (0)Φ(0)n = ǫ
(0)
n Φ
(0)
n (3.4)
Fˆ = Fˆ (0) + a|ϕ〉〈ϕ| (3.5)
∆ǫn = 〈Φ
(0)
n |a|ϕ〉〈ϕ|Φ
(0)
n 〉 (3.6)
= a〈ϕ|Φ(0)n 〉
2 (3.7)
Ainsi, la variation d’énergie est le produit de la valeur a par le carré du recouvrement
entre le projecteur et l’orbitale dont l’énergie est décalée. Revenons un instant sur la
spectroscopie des composés sandwichs. Dans la table 3.1 on compare les résultats obtenus
avec EGP à ceux obtenus précédemment par Dolg et collaborateurs [3] sans pseudo
potentiel moléculaire (un pseudo potentiel de cœur sur le cérium). Les accords sont
généralement bons mis à part pour le cerocène. Il se trouve que la fonction d’onde
obtenue avec EGP décrit la molécule comme un atome de Ce au degrés d’oxydation
IV et deux C8H2−8 . La description de l’état fondamental du cerocène, Ce(C8H8)2, est
l’objet d’une controverse mêlant théorie et expérience. [3, 6–14] Dolg et collaborateurs
aﬃrment dans plusieurs articles que le Ce est au degrés d’oxydation III et que les deux
cyclooctatétraène portent une charge −1, 5. [3,6] Nous n’avons pas publié nos résultats.
En 2014, dans un article qu’il semble considérer comme déﬁnitif, Dolg écrit : [15]
Viewing the molecule as bis-η8-annulene[8] cerium (IV) compound with si-
gniﬁcant metal-ring covalency involving also the Ce 4f and ligand π orbitals
or as a Kondo-type open-shell singlet bis-η8-annulene[8] cerium (III) system
with an atomic-like singly occupied Ce 4f shell and a signiﬁcant admixture of
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Lanthanocènes Actinocènes
Métal 58Ce 60Nd 65Tb 70Y b 90Th 92U
dCOT−M Å 2.133 2.163 2.036 1.920 2.123 2.047
Ground State 1A1g 3E3g 6E2u 3B2g 1A1g 3E3g
Spin Excitation 3E2g 5E3g 8E2u 1A2g 3E2u 1E3g
Dolg (ACPF) 1.094 0.177 0.112 0.009 2.167 0.693
EGP (CASSCF) 1.262 0.090 0.028 0.020 3.147 0.902
EGP (CASPT2) 1.481 0.152 0.037 0.022 2.652 0.748
Table 3.1 – Comparaison des transitions entre l’état fondamental et le premier état
excités dans des composés sandwichs pour diﬀérents métaux. Les résultats
obtenus avec les EGP au niveau CASSCF et CASPT2 sont comparés avec
un travail précédent par Dolg et collaborateurs [3,4]. Les pseudopotentiels
et bases utilisées sur les métaux sont ceux de Seijo et collaborateurs [5]
pour les calculs avec EGP.
the closed-shell conﬁguration with an empty Ce 4f shell is to a certain extent
a matter of taste.
3.2 Pseudopotentiels pour C sp2
Suite à l’analyse du potentiel faite dans la section précédente on peut se demander
s’il ne suﬃrait pas d’extraire un potentiel monocentrique pour reproduire les projecteurs
de la ﬁgure 3.1. Pour ce faire, on considère les couplages entre projecteurs portés par
des centres diﬀérents comme négligeables devant les termes monocentriques. À partir de
(3.3) que l’on réécrit :
WEGP =
∑
n
λn
∑
i
∑
j
cincjn |gi〉 〈gj| (3.8)
l’introduction de cincjn << c2in donne :
WEGP =
∑
n
λn
∑
i
c2in |gi〉 〈gi| (3.9)
Autrement dit, chaque projecteur atomique |gi〉 〈gi| est aﬀecté d’une valeur de décalage :
λ′n = λnc
2
in (3.10)
Pour donner un sens physique à ce développement, il faut ajouter l’hypothèse que λ′n
est indépendante de n, c’est-à-dire que le décalage est constant quel que soit le projec-
teur. Bien que cela soit improbable, on pourra toujours faire l’hypothèse qu’une valeur
moyenne est la moins mauvaise valeur de λ′. Dans ce cas, λ′ est un décalage d’énergie,
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Figure 3.2 – Étapes de la procédure d’extraction d’un potentiel pour un atome de
carbone hybridé sp2. L’étape (a) illustre les solutions obtenues pour le
système réduit isolé. Les étapes (b) et (c) sont décrites dans le texte.
d’amplitude donnée par (3.7), de(s) orbitale(s) dont le recouvrement avec gi est non nul.
Pour ce qui concerne l’atome de carbone hybridé sp2, les gi se recouvrent uniquement
avec les orbitales p du pseudo carbone (principalement 2p). Donc, WEGP agit comme
un opérateur de décalage d’énergie pour les orbitales 2p seulement. On considère que
l’atome, parce qu’il est en interaction avec le reste du fragment à modéliser, a des carac-
téristiques physiques diﬀérentes de celles qui sont les siennes sans interaction (orbitales
et énergies associées). On peut considérer cet eﬀet comme une hybridation : à cause de
l’environnement, les électrons occupent des orbitales qui ne sont plus fonctions propres
du Hamiltonien atomique. L’opérateur Wˆ peut donc être vu comme un opérateur d’hy-
bridation. De multicentrique (3.8), il est devenu monocentrique (3.9).
Pour tester le développement précédent, on peut extraire un pseudo potentiel pour un
atome de carbone sp2. Le système réduit associé à ce potentiel devrait être un proton et
un électron. La diﬃculté serait d’obtenir le bon éclatement entre les projecteurs molécu-
laires. De manière à tester cette hypothèse, développons un potentiel pour un atome de
carbone hybridé sp2. La procédure d’extraction est illustrée dans la ﬁgure 3.2. En pre-
mier lieu, une énergie orbitalaire de référence Eref est calculée. Dans le cas du carbone
sp2 cette énergie est celle de l’orbitale pz pure dans un fragment CH•3 plan. On choisit
un projecteur sur une harmonique sphérique |Y 00 〉 qui envoie les orbitales s au-delà du
niveau de Fermi sur le modèle des potentiels de Huzinaga [16], ﬁgure 3.2(b). Ensuite, on
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IP
EX
0
Figure 3.3 – Diagramme d’interaction entre deux orbitales pz. Le projecteur de type p
placé au centre de la liaison agit sur le potentiel d’ionisation (IP) unique-
ment alors que le projecteur de type d agit uniquement sur l’énergie de
première excitation (EX).
ajoute deux projecteurs situés de part et d’autre de l’atome selon l’axe z qui permettent
de placer l’énergie de l’orbitale pz occupée du carbone par ajustement du coeﬃcient
b, ﬁgure 3.2(c). Le potentiel ainsi obtenu manque de physique : l’interaction de deux
potentiels voisins ne donne pas le bon écartement HOMO-LUMO : 12,4 eV à comparer
à 14,80 eV au niveau Hartree-Fock. Pour pallier ce défaut, on ajoute des projecteurs au
centre de la liaison entre les deux potentiels sur des harmoniques sphériques de type p
et d. Ainsi, il est possible d’ajuster l’énergie du premier état excité et le potentiel d’io-
nisation du système sur des valeurs de référence (voir ﬁgure 3.3). Cet ajustement peut
être fait pour n’importe quel niveau de calcul. Dans la référence [17] il est fait une étude
détaillée de ces potentiels. De cette étude on retiendra les points suivants :
1. Un potentiel extrait pour reproduire une liaison π permet de reproduire les énergies
d’excitation de polyènes de formule générale CnHn+2 avec n ≤ 20 indépendamment
du niveau de calcul utilisé (ﬁgure 3.4).
2. Un potentiel extrait pour un cycle aromatique permet de reproduire les énergies
d’excitation d’hydrocarbures polycycliques aromatiques plus gros (ﬁgure 3.5).
3. Un potentiel extrait pour un atomes de carbone contenant un électron π explicite
interagit correctement avec un potentiel extrait pour un atome de carbone ayant
un électron π et un électron σ. Le nuage π ainsi obtenu peut se lier de manière
covalente avec d’autres atomes portant ou non des pseudo potentiels. Pour obtenir
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Figure 3.4 – Comparaison des énergies de première excitation de polyènes de formule
générale CnHn+2 avec n ≤ 20 obtenus en TD-DFT avec la fonctionnelle
PBE0 pour le système sans pseudo potentiel (noir), avec potentiels ato-
miques de Stuttgart (violet) et avec un potentiel extrait comme décrit
dans le texte (rouge).
23
 0
 2
 4
 6
 8
 10
 12
En
er
gy
 (e
V)
IE ref
IE pseudo
EX ref
EX pseudo
Figure 3.5 – Comparaison de l’énergie du premier état excité (bleu) et du potentiel
d’ionisation (gris) entre un calcul sans pseudo atome (couleurs foncées) et
avec pseudo atomes (couleurs claires), pour des PAH constituées de un à
cinq cycles benzéniques fusionnés.
cet objet, on se sert d’une orbitale p dans le plan σ le long de l’axe de liaison. On
choisit de stabiliser alors non seulement l’orbitale pz mais aussi cette orbitale p,
disons la py. Alors, quatre potentiels sphériques sont placés aux sommets d’un carré
dans le plan (yz) dont le pseudo atome (Z=2) est le centre. La dégénérescence entre
les orbitales py et pz est alors conservée. La distance entre ces potentiels et le noyau
du pseudo atome étant arbitrairement ﬁxée ainsi que l’exposant de la gaussienne
sur laquelle est écrit le potentiel (i.e. le recouvrement entre les orbitales py et pz
d’un côté et le potentiel de l’autre), le seul paramètre à optimiser est le coeﬃcient
du potentiel. La structure électronique de l’ensemble est tout à fait physique et
les propriétés géométriques obtenues sans autre contrainte que la distance gelée
entre le pseudo potentiel et son voisin sont en parfait accord avec les calculs de
référence, voir ﬁgure 3.6.
De ces trois points, on peut conclure que les potentiels obtenus reproduisent la struc-
ture électronique des électrons π et leur inﬂuence sur le reste de la molécule. Les bons
accords pour les diﬀérentes spectroscopies (voir ﬁgures 3.4 et 3.5), indiquent que les
orbitales occupées et virtuelles sont correctes, en dehors évidemment des orbitales non
reproductibles, c’est-à-dire les orbitales ayant un fort caractère σ. Les optimisations de
géométries indiquent que la densité électronique est reproduite correctement ainsi que
son gradient. On peut faire l’hypothèse que les nuages π obtenus se polarisent correc-
tement. Cependant, il convient de rester prudent sur ce point car les charges eﬀectives
ressenties par les électrons π ont été arbitrairement ﬁxées à 1, mais il est diﬃcile de
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Cσ,pi
XCpiCpi
Cpi
Cpi Cpi
dCC
dCX
Y
X Y dCC dCX
H C6H5 133.1 107.2
(C)5Cσ,π 132.0 107.3
Cl C6H5 132.2 180.7
(C)5Cσ,π 131.6 181.1
Br C6H5 132.4 193.2
(C)5Cσ,π 131.7 193.5
Me C6H5 133.2 150.9
(C)5Cσ,π 132.4 151.1
Figure 3.6 – Comparaison de distances (en pm) optimisées pour diﬀérents substituants
(X=H, Cl, Br, Me) d’une double liaison liée à un système sans pseudo
atome (Y=C6H5) et un système avec pseudo atomes (Y=(C)5Cσ,π). La
distance entre Y et la double liaison est ﬁxée.
savoir à quel point cette approximation est correcte.
3.3 Perspectives
Je souhaite continuer à développer des pseudo potentiels dans le cadre moléculaire.
Pour ce faire, j’ai programmé dans GAMESS-US le calcul d’intégrales mono électro-
niques polycentriques (PCP pour Poly-Centric Potentials), c’est-à-dire des opérateurs
de projection sur des orbitales moléculaires.
VˆPCP =
∑
i
ai |φi〉 〈φi| (3.11)
φi =
∑
A
∑
p
χAp A : atome, p : fonction de base (3.12)
Par exemple, il est possible de faire un calcul sur la molécule de dihydrogène en modiﬁant
l’énergie de l’orbitale liante avec le ﬁchier d’entrée suivant :
Listing 3.1 – pcp.inp
$CONTRL SCFTYP=RHF RUNTYP=ENERGY COORD=ZMT NZVAR=0
$END
$SYSTEM TIMLIM =1 $END
$BASIS GBASIS=STO NGAUSS =3 $END
$GUESS GUESS=HUCKEL $END
$PCP NUMPCP =2 APCP (1) =0.2 ,0.0 DEBUG=. FALSE. $END
$PCPVEC
1 1 5.45858703 E-01 5.45858703 E-01
2 1 1.24624335 E+00 -1.24624335 E+00
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$END
$DATA
h2 in C2v
Cnv 2
H
H 1 rHH
rHH =0.7122294
$END
Les namelist $PCP et $PCPVEC et leurs mots clefs ont été ajoutés dans le code de
GAMESS-US en suivant toutes les recommandations pour le programmeur. Il est pos-
sible d’inclure mes routines dans le code oﬃciel. Ce projet s’inscrit dans le cadre des
méthodes de modélisation de l’environnement par la densité électronique développées
actuellement dans plusieurs groupes. [18–23]
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4 HuLiS
Au laboratoire, nous avons un intérêt particulier pour la délocalisation électronique
des systèmes π ainsi que pour la résonance entre structures électroniques et le concept
d’aromaticité. Nous avons donc développé un logiciel dédié à ce genre de problématique.
HULIS est développé au laboratoire depuis 2007 par Nicolas Goudard, Stéphane Humbel,
Denis Hagebaum-Reignier et moi-même. Ce logiciel disponible en ligne [24] permet de
faire des calculs Hückel et de décomposer une fonction d’onde délocalisée, Ψ0, sur un jeu
de structures localisées Ψi (structures Valence Bond ou de Lewis).
Ψ0 ≡ Ψ˜ =
∑
i
ciΨi (4.1)
Pour chaque structure, un poids est calculé à la manière des calculs de type Valence
Bond. Les poids implémentés à ce jour sont les poids de Coulson-Chirgwin :
wi = ci
∑
j
cjSij (4.2)
Deux méthodes de décomposition sont implémentées. La première HL-CI (Hückel Lewis
Conﬁguration Interaction) est basée sur l’énergie relative des structures. Plus une struc-
ture est basse en énergie, c’est-à-dire plus proche en énergie de la structure délocalisée,
plus son poids dans la fonction d’onde Hückel est grand. C’est un travail qui a été fait
par Stéphane Humbel en analogie avec l’interaction de deux orbitales atomiques pour
donner deux orbitales moléculaires. La seconde méthode, HL-P (Hückel Lewis Projected)
est basée sur le recouvrement entre les structures localisées et la fonction d’onde Hü-
ckel. Cette méthode permet de corriger certains défauts de HL-CI, notamment de traiter
correctement la symétrie. Ces deux méthodes sont présentées dans les deux sections sui-
vantes. La troisième section présente les fonctions que j’ai implémentées dans HULIS et
les algorithmes qu’il a fallut mettre au point et/ou implémenter. La dernière section de
ce chapitre est consacrée à diﬀérentes améliorations en cours de développement.
4.1 HL-CI
HL-CI [25, 26] (Hückel-Lewis Conﬁguration Interaction) a été imaginée par Stéphane
Humbel peu avant mon arrivée dans son équipe (2006). Avec Denis Hagebaum-Reignier,
nous nous sommes lancé dans l’écriture d’une applet Java avec le support technique
de Nicolas Goudard. Aucun d’entre nous n’avait vraiment programmé en Java à cette
date, mais il nous semblait important de pouvoir mettre à disposition notre logiciel sans
27
|β|
Hückel
−
+
|B|
HL-CI
Figure 4.1 – Analogie entre la méthode de Hückel et la méthode HL-CI.
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OM allyl radical allyl cation
(b2)
(a2)
(b2)
Symétrie Ψr ∈ A2 Ψc ∈ A1
Figure 4.2 – Représentation en orbitales moléculaires de l’état fondamental de l’allyl
radical et de l’allyl cation.
− ∈ A2
+ ∈ A1
ΨD ΨG
Figure 4.3 – Combinaisons linéaires de structures de Lewis de même symétrie que l’état
fondamental de l’allyl radical et de l’allyl cation.
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soucis d’architecture matérielle, de système d’exploitation ou de compilateur. Avec le
recul c’était une bonne stratégie.
La méthode HL-CI est une analogie de la méthode de Hückel simple appliquée à
l’interaction entre structures de Lewis, voir ﬁgure 4.1. Soit Ψ0 une fonction d’onde délo-
calisée d’énergie E0 que l’on cherche à décomposer sur la base des structures localisées
{Ψi}i=1,N . On construit une fonction d’onde approchée Ψ˜ dont l’énergie totale est la plus
proche possible de E0 :
Ψ˜ =
∑
i
ciΨi (4.3)
E˜ → E0 (4.4)
Dans le cadre de la théorie de Hückel, les fonctions de base pz sont orthonormales. Les
interactions entre fonctions de base sont prises en compte de manière implicite dans les
termes hors diagonaux du Hamiltonien pour deux atomes liés. Dans la théorie HL-CI,
on fait les approximations à la Hückel suivantes :
〈Ψi| Ψj〉 = δij
Hij = B < 0, i 6= j (4.5)
Hii = Ei < 0
L’analogie avec la méthode de Hückel trouve là une limite. En eﬀet, alors que les fonctions
de base p sont toutes orientées dans le même sens et que l’on peut déterminer si elles sont
ou non voisines, ce n’est pas possible pour deux structures électroniques localisées. On
ne peut pas leur donner de signe (c’est-à-dire d’orientation au même titre qu’il existe un
axe z pour les fonctions de base). Or, dans le cadre moléculaire, le choix de la constante
β < 0 impose que la solution de plus basse énergie soit une interaction en phase des
fonctions p (c’est-à-dire qui change le moins de fois de signe). En choisissant B < 0, on
impose que les ci soient tous positifs. Comme les structures sont déﬁnies à un signe près,
le signe des coeﬃcients de l’interaction souﬀre lui aussi d’une certaine indétermination.
Par HL-CI on a donc accès aux poids wi = c2i et non aux coeﬃcients de la combinaison
linéaire. De plus, outre le signe, il n’existe pas de déﬁnition de voisinage entre structures :
a priori, chaque paire de structures a un terme de recouvrement et un terme de couplage
dans le Hamiltonien non nul. Autrement dit, on peut toujours prendre S = 1 mais on
ne peut pas annuler des termes de H . On le voit, les approximations (4.5) sont plus
diﬃciles à justiﬁer que dans le cadre moléculaire, mais la compensation d’erreur qui
joue en Hückel, joue aussi dans le cadre de HL-CI. Les poids obtenus sont en accord
avec des méthodes de niveau supérieur (NRT par exemple, voir nos travaux [26, 27])
sauf dans les cas où B doit être positif pour des raisons de symétrie. Prenons le cas de
l’état fondamental de l’allyl radical dans le groupe C2v. L’orbitale la plus haute occupée
de ce système est de symétrie A2. Son état fondamental appartient donc à cette même
représentation irréductible, voir ﬁgure 4.2. Si maintenant on considère l’interaction entre
les structures localisées ΨD et ΨG, pour lesquelles D signiﬁe que la liaison double localisée
est à droite (G à gauche) (ﬁgure 4.3), deux combinaisons sont possibles : ΨD + ΨG et
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ΨD − ΨG. Ces combinaisons appartiennent aux représentation irréductibles A1 et A2
respectivement. Donc, seule la combinaison ΨD−ΨG participe à la description de l’état
fondamental de l’allyl radical. La méthode HL-CI, par construction ne va considérer
que l’autre combinaison. Sa description sera donc fausse. Le même raisonnement peut
être fait pour l’allyl cation. Dans ce cas là, c’est la combinaison ΨD + ΨG qui est de la
même symétrie que l’état fondamental du système. Cependant, cette bonne description
de l’état fondamental est accidentelle. On ne pourra déterminer si le résultat HL-CI est
conforme à la symétrie du système qu’après avoir introduit un paramètre de conﬁance
dans la section suivante.
4.2 HL-P
La méthode HL-P (Hückel Lewis Projected) [27] oublie complètement l’énergie totale
du système pour se concentrer sur le recouvrement entre les structures de Lewis et la
fonction d’onde à reproduire. Comme dans HL-CI, on écrit la fonction d’onde appro-
chée comme une combinaison linéaire des structures localisées mais on change le critère
d’optimisation. On cherche à maximiser τ , le recouvrement entre la fonction d’onde
délocalisée et la fonction d’onde approchée :
Ψ˜ =
∑
i
ciΨi (4.6)
τ = 〈Ψ0|Ψ˜〉 → 1 (4.7)
La valeur de τ peut être améliorée en ajoutant des structures localisées pertinentes
au jeu de structures existant. Les fonctions d’onde, localisées ou non, sont écrites sous
forme de déterminants de Slater. On calcule Stot le vecteur contenant le recouvrement
de chaque structure de Lewis avec Ψ0 et S la matrice de recouvrement des Ψi entre elles.
On détermine alors les ci en résolvant le système linéaire suivant :
〈Ψi|Ψ0〉 =
∑
j
cjSij i = 1, N (4.8)
⇔ Stot = CS (4.9)
Dans le cas de HL-P, on détermine directement les coeﬃcients de l’interaction. À ce
point, la norme de Ψ˜ est une mesure directe de sa qualité. Plus cette norme est proche
de 1, plus Ψ˜ est semblable à Ψ0. De manière à pouvoir manipuler Ψ˜ facilement et en
extraire des informations pertinentes, on la normalise.
Les poids de Coulson-Chirgwin (4.2) ne sont pas déﬁnis positifs. Si l’un de ces poids
est négatif, cela indique que le jeu de structures localisées utilisé est redondant. Dans
HULIS, on s’assure de la non redondance par le calcul des valeurs propres de la matrice de
recouvrement S. Le cas échéant, il faut alors choisir un autre jeu de structures localisées
pour paver l’espace engendré par Ψ0.
Nous avons vu que τ est une mesure de la complétude de la base des structure localisées
dans l’espace engendré parΨ0. On peut utiliser τ dans le cadre de HL-CI mais il faut pour
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cela calculer la matrice de recouvrement et non conserver S = I. Comme dans HL-CI, la
constante B a été choisie de telle sorte à obtenir une interaction en phase uniquement,
tout problème qui nécessite une interaction en opposition de phase aura une valeur de
τ en HL-CI inférieure à celle obtenue en HL-P. Si l’on reprend les exemples de l’allyl
cation et de l’allyl radical, on obtient les résultats suivants :
Méthode allyl radical allyl cation
cD cG τ cD cG τ
HL-CI 1√
2
1√
2
0% 1√
2
1√
2
92%
HL-P 1√
2
− 1√
2
92% 1√
2
1√
2
92%
Grâce au calcul de τ , on voit que les poids calculés par HL-CI, bien que justes (50%),
correspondent à une description de la fonction d’onde qui est incorrecte (τ = 0%).
4.3 Fonctions implémentées dans HuLiS
HULIS est un outil très sympathique car il permet l’implémentation rapide de fonctions
ou méthodes qu’il pourrait être fastidieux d’intégrer dans un code moléculaire. Plu-
sieurs fonctions ont déjà été programmées et jamais mise à disposition des utilisateurs
par manque d’intérêt réel ou parfois de temps pour les debugger et les tester. Parmi
ces fonctionnalités, la génération automatique de structures est très utile car elle per-
met rapidement de générer un grand nombre de structures pertinentes pour un système
donné. Cette commodité se paye par son coût élevé en terme de processeur. La seconde
fonctionnalité que je présente ici m’a été demandée par Rémi Chauvin pour ces tra-
vaux sur l’énergie de résonance topologique. Avec HULIS et son calculateur de polynôme
caractéristique, le calcul de la TRE est grandement facilité.
4.3.1 Génération automatique de structures
La génération automatique de structure localisées se fait en deux étapes, voir ﬁgure 4.4.
Nous l’illustrerons sur l’exemple du radical C5H•7 .
Le point de départ est la structure dans laquelle chaque atome porte le nombre d’élec-
trons qu’il apporte au système π. Cette information est stockée dans une tableau, Γ, de
dimension n dont chaque case contient le nombre d’électron π de chaque atome. Dans
notre exemple, la seule structure valide est Γ = 1 1 1 1 1 . À partir de cette struc-
ture, on génère toutes les structures possibles qui satisfont les contraintes suivantes :
— ne pas avoir plus d’un certain nombre de séparation de charges ;
— ne pas avoir plus d’un certain nombre de centres radicalaires ;
— pas plus de deux électrons par centre.
Ces contraintes sont déﬁnies par l’utilisateur. Pour notre exemple, nous autoriserons
une séparation de charge et trois centres radicalaires au maximum. La première étape
de la procédure laisse Γ inchangé, Γ = 1 1 1 1 1 (voir ﬁgure 4.4, Chemin 1), on
génère par exemple Γ = 0 1 1 2 1 (Chemin 2). Les structures ayant des charges
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radicalaire
Structures
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étape
1 Structures avec
couplage de
radicaux
étape
2
Chemin 1 :
Chemin 2 :
Chemin 3 :
éliminé
Figure 4.4 – Exemples de trois chemins qui génèrent des structures de Lewis localisées
raisonnables pour la description de l’espèce radicalaire C5H•7 . De cette
manière, 39 structures peuvent être générées.
adjacentes sont supprimées. Donc, Γ = 0 2 1 1 1 est éliminée (Chemin 3). À partir
de ces structures, dans une seconde étape, on couple les centres radicalaires en singulet si
nécessaire. Le couplage de deux centres radicalaires adjacents génère une liaison double.
S’il reste plus de centres radicalaires qu’autorisé, la structure est rejetée.
4.3.2 Énergie topologique de résonance
L’énergie de résonance topologique (TRE pour Topological Resonance Energy) est
une mesure de l’énergie de résonance basée sur la topologie de la molécule. [28–30] Elle
est déﬁnie comme la diﬀérence entre l’énergie de la molécule considérée et celle de sa
contrepartie dite acyclique, c’est-à-dire dans laquelle toute aromaticité est exclue. Ce
système acyclique est ﬁctif. On calcule l’énergie qui lui est associée en combinant les
énergies de plusieurs système anti-aromatiques. Récemment, il a été démontré que le
polynôme caractéristique du système acyclique est la moyenne entre celui du système
réel et de sa contrepartie Möbius. [31] Dans le cadre des molécules cycliques à n atomes
ayant des électrons π, le système Möbius est obtenu en eﬀectuant une rotation de l’axe
p porté par l’atome i de (i−1)π
n
. Ceci conduit à une interaction en opposition de phase
entre l’orbitale p du premier et du neme atome. En d’autres termes, l’axe p tourne de
π radians le long du cycle comme le ruban de Möbius. Cette rotation est équivalente à
conserver toutes les interactions égales entre orbitales pz (β) sauf entre la première et la
dernière pour lesquelles l’interaction est multipliée par -1 (−β).
Dans HULIS, le polynôme caractéristique Pn(x) d’une molécule est calculé en utilisant
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Figure 4.5 – Accord entre l’énergie de résonance de Breslow et la TRE [34] pour les
espèces cycliques CnHn for n=4,6,8,10,12,14,18,22. L’ajustement avec la
fonction P n(x) = 1.0138× x− 0.7404 est excellent : χ2 = 10−4.
l’algorithme de Balasubramanian [32] :
Pn(x) =
n∑
k=0
dkx
n−k (4.10)
dk =
1
k
tr(Bk−1); d0 = −1 (4.11)
Bk = BA(Bk−1 − dkI); B0 = A (4.12)
avec A la matrice topologique (Hamiltonien Hückel) de la molécule et I la matrice
identité, ces deux matrices étant de dimension n × n. Les matrices Bk de taille n × n
et les coeﬃcients dk sont complètement déﬁnis dans l’algorithme. Les racines de Pn(x)
permettent de remonter aux énergies des orbitales moléculaires (xi = α−ǫiβ ), donc à
l’énergie totale du système.
La TRE se calcule facilement pour les espèces à un seul cycle : le polynôme acy-
clique est la moyenne de celui du système Hückel et de sa contrepartie Möbius. En guise
d’exemple, on peut comparer les TRE avec l’énergie de résonance de Breslow déﬁnie
comme la diﬀérence d’énergie entre le système cyclique et le système ouvert [33], voir
ﬁgure 4.5. L’accord entre les deux méthodes est excellent. La diﬃculté de calcul de la
TRE par rapport à celle de Breslow est compensée par le fait que l’énergie de résonance
peut-être calculée pour des molécules ayant des cycles fusionnés (voir ci-dessous). L’éva-
luation de l’énergie de résonance est un champ de recherche extrêmement vaste. Shaad
34
Structure standard 1 Möbius 1 Möbius 2 Möbius
H5 10 = |β| H7 8 = |β| H7 8 = H2 3 = |β|
1 circuit :1-10 1 circuit :1-5,10 0 circuit
Figure 4.6 – Construction de structures Möbius à partir de la structure standard du
naphtalène. Dans cette structure, tous les termes du Hamiltonien entre
atomes liés sont égaux à β. Une interaction Möbius est signiﬁée par un
signe tilde sur la liaison. Lorsqu’une interaction Möbius est mise en place,
alors Hij = Hji = |β|. Un circuit est un cycle qui ne passe par aucune
interaction Möbius.
et Andes Hess citent une dizaine de manières de calculer cette énergie pour des molécules
mono cycliques. [33] Le lecteur intéressé trouvera plus d’information sur le statut de ces
deux déﬁnitions dans les références [33, 34].
Pour les systèmes polycycliques, en suivant [35] on peut calculer la TRE de la 1,4-
biphenylenedione. Pour cela, il faut générer les polynômes caractéristiques de toutes les
structures Möbius qui contiennent au moins un cycle non Möbius. On signalera par un
signe tilde chaque interaction Möbius, c’est-à-dire les liaisons pour lesquelles le terme
du Hamiltonien est |β|, voir ﬁgure. 4.6. Avec HULIS, la décomposition de la table 4.1 se
fait facilement avec le calculateur de polynômes inclut.
4.4 Perspectives
Les perspectives sur l’amélioration de HULIS sont nombreuses, notamment avec l’avè-
nement des terminaux mobiles. Pour être compatible avec ces machines, il nous faut
complètement revoir l’architecture du programme. Actuellement, Nicolas Goudard dé-
veloppe la partie HTML5 de HULIS. Du point de vue scientiﬁque, le développement de
méthodes basées sur la densité me paraît intéressant. Nous avons eu la visite de Clark
Landis il y a quelques mois qui a été très stimulante pour moi. J’ai voulu programmer
l’équivalent de NRT (Natural Resonance Theory) dans HULIS. Ce n’est pas encore com-
plètement au point principalement pour des raisons techniques. Outre l’amélioration de
ces méthodes, il faudrait ajouter la prise en compte explicite de la symétrie. Cela de-
mande un eﬀort modéré mais un gain substantiel en terme de stabilité des résultats (par
exemple dans le cadre HL-NRT). Enﬁn l’optimisation de géométrie, bien qu’uniquement
esthétique est un point essentiel à améliorer.
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P0(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 84.0563x10 −
160.0174x9 − 209.5683x8 + 403.3896x7 + 236.0142x6 − 488.6627x5 −
86.6499x4 + 255.2086x3 − 17.0579x2 − 37.0781x+ 7.2056
E0 = 20.87β
P1(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 84.0563x10 −
160.0174x9 − 205.5683x8 + 395.6296x7 + 219.7778x6 − 449.8627x5 −
81.4679x4 + 208.6486x3 − 2.4763x2 − 21.5581x− 0.3216
E1 = 21.06β
P2(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 84.0563x10 −
160.0174x9 − 205.5683x8 + 395.6296x7 + 210.7890x6 − 441.1436x5 −
49.4516x4 + 182.4911x3 − 16.5150x2 − 12.8389x− 0.3216
E2 = 20.92β
P3(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 88.0563x10 −
167.7774x9 − 234.7935x8 + 450.9088x7 + 291.1901x6 − 578.8184x5 −
156.1784x4 + 324.9616x3 + 36.1468x2 − 56.4346x− 10.4214
E3 = 21.71β
P4(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 88.0563x10 −
167.7774x9 − 234.7935x8 + 450.9088x7 + 282.2013x6 − 570.0993x5 −
106.1844x4 + 281.3660x3 − 23.9469x2 − 12.8389x− 0.3216
E4 = 21.20β
P5(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 88.0563x10 −
167.7774x9 − 238.7935x8 + 458.6688x7 + 315.4265x6 − 633.1384x5 −
177.8332x4 + 418.0816x3 + 14.9836x2 − 102.9946x+ 12.1602
E5 = 21.64β
P6(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 88.0563x10 −
167.7774x9 − 230.7935x8 + 443.1488x7 + 257.9649x6 − 515.7793x5 −
84.5296x4 + 188.2460x3 + 21.2163x2 − 12.8389x− 0.3216
E6 = 21.09β
P7(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 88.0563x10 −
167.7774x9 − 230.7935x8 + 443.1488x7 + 257.9649x6 − 515.7793x5 −
84.5296x4 + 188.2460x3 + 21.2163x2 − 12.8389x− 0.3216
E7 = 21.09β
P8(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 84.0563x10 −
160.0174x9 − 201.5683x8 + 387.8696x7 + 194.5526x6 − 402.3436x5 −
44.2696x4 + 135.9311x3 + 6.0666x2 − 12.8389x− 0.3216
E8 = 20.84β
Pac(x) =
1
10
(P0(x) + P1(x) + P2(x) + P3(x) + P4(x) + 2× P5(x)
+P6(x) + P7(x) + P8(x))
Pac(x) = x
14 − 1.9400x13 − 15.3063x12 + 29.3398x11 + 86.4563x10 −
164.6734x9 − 223.1034x8 + 428.7971x7 + 258.1308x6 − 522.8766x5 −
104.8927x4 + 260.1262x3 + 5.4617x2 − 38.5255x+ 1.9175
Eac = 21.27β
TRE = 21.27β − 20.87β = 0.40β
Table 4.1 – Décomposition de la 1,4-Biphenylenedione en ces structures Möbius néces-
saires au calcul de la TRE. Pour chaque structure, on donne le polynôme
caractéristique et l’énergie totale. Pour des raisons de symétrie, dans le cal-
cul de Pac(x), P5(x) est compté deux fois. Le calcul de la TRE est détaillé
dans la dernière ligne. Le symbole tilde indique la liaison selon laquelle
l’interaction est multipliée par -1.
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4.4.1 HL-NRT
Cette méthode est une adaptation de la méthode Natural Resonance Theory (NRT)
développée dans le cadre de la théorie Natural Bond Orbital (NBO). [36]. Le poids de
chaque structure localisée est obtenu en minimisant la diﬀérence entre la densité de
référence, ρ, et une combinaison linéaire de densités localisées ρi :
ρ =
N∑
i=1
wiρi (4.13)
Qui s’écrit dans l’espace des matrices densités :
min
wi
∥∥∥∥∥Dref −
N∑
i=1
wiDi
∥∥∥∥∥ (4.14)
La norme utilisée dans (4.14) est la norme de Frobenius divisée par le nombre total
d’électrons. Cette norme est donc comprise dans l’intervalle [0 : 1] :
‖A‖ =
√∑
ij Aij
nel
(4.15)
La minimisation est eﬀectuée pour l’instant par un algorithme simplex [37]. Cet algo-
rithme est très robuste mais ne garantit pas de trouver la meilleure solution, notamment
si le nombre de densités localisées est grand. De plus, la solution est très sensible au
choix initial de wi.
Puisque l’on calcule directement les poids, il est impossible de remonter aux signes
de l’interaction de conﬁguration. Il est donc impossible de calculer τ . Une mesure de
la qualité de l’ensemble des ρi est eﬀectuée en calculant la norme (4.15). Dans l’implé-
mentation originale de NBO, la précision de NRT est évaluée en calculant pour chaque
structure une amélioration fractionnaire (fractional improvement) qui mesure l’amélio-
ration de la description multi structures (mésomérie) par rapport à une seule structure
(Lewis). Une telle mesure n’est pas comparable à τ car elle ne dit rien de la qualité de la
description du système par une seule structure. Autrement dit, on fait l’hypothèse que
la description à une seule structure est bonne.
Le développement de HL-NRT est achevé mais deux points sont à améliorer.
— La symétrie doit être prise en compte par la programme : l’optimiseur n’est pas
à même de trouver seul que deux structures doivent avoir le même poids. Par
exemple, dans le benzène décomposé sur deux structures de Kékulé, il est gênant
que celles-ci n’aient pas exactement un poids de 50%.
— Le second point est classique pour une optimisation : la solution trouvée est dé-
pendante du point de départ.
Malgré ces points négatifs, je pense qu’il est possible à partir de calculs basés sur la
densité de générer automatiquement un jeu de structures localisées avec l’algorithme
suivant :
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1. Calcul de la matrice densité délocalisée dont tous les termes entre atomes non liés
sont annulés, ρ′.
2. On arrondi les termes de ρ′ les plus proches de 1 à 1 et les autres à 0. On obtient
ρ1 qui détermine la première structure localisée à utiliser.
3. On calcule ρ′1 = ρ
′ − ρ1. Ici, les termes diagonaux sont nuls. On les remets au
nombre d’électrons π de chaque atome.
4. On reprend les points 2 et 3 avec ρ′1.
5. Après obtention de deux structures localisées, on travaille non plus en soustrayant
à ρ′i uniquement ρi, mais la combinaison linéaire des N matrices densités {ρi}i=1,N
obtenue en HL-NRT.
Dans le cas du butadiène, cet algorithme donne pour les deux premiers pas :
ρ =


1, 00 0, 89 0, 00 −0, 45
0, 89 1, 00 0, 45 0, 00
0, 00 0, 45 1, 00 0, 89
−0, 45 0, 00 0, 89 1, 00

 −→
ρ′ =


1, 00 0, 89 0, 00 0, 00
0, 89 1, 00 0, 45 0, 00
0, 00 0, 45 1, 00 0, 89
0, 00 0, 00 0, 89 1, 00


ρ1 =


1, 00 1, 00 0, 00 0, 00
1, 00 1, 00 0, 00 0, 00
0, 00 0, 00 1, 00 1, 00
0, 00 0, 00 1, 00 1, 00

 −→
ρ′1 =


1, 00 −0, 11 0, 00 0, 00
−0, 11 1, 00 0, 45 0, 00
0, 00 0, 45 1, 00 −0, 11
0, 00 0, 00 −0, 11 1, 00


ρ2 =


1, 00 0, 00 0, 00 0, 00
0, 00 1, 00 1, 00 0, 00
0, 00 1, 00 1, 00 0, 00
0, 00 0, 00 0, 00 1, 00

 −→
Je ne sais pas comment obtenir les structures ioniques. Peut-être doit-on passer par une
phase de création explicite de structures ioniques comme présenté dans la section 4.3.1,
page 32 ?
4.4.2 Optimisation de géométrie
Pour l’instant, les géométries sont optimisées par un minimiseur de fonction à N
dimensions. Les paramètres géométriques pris en compte sont :
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— les distances de liaison dont la valeur d’équilibre est égale pour toutes les liaisons ;
— les angles de liaison dont la valeur d’équilibre est ﬁxée à 120o.
La minimisation est assurée par un algorithme de type Powell que j’ai adapté à partir
des routines en fortran 90 écrites durant mon DEA.
Il est probable que dans l’avenir, les atomes soient placés sur une grille hexagonale,
comme cela se fait dans les programmes de dessins du type ChemDraw ou ChemDoodle.
Le programme gagnerai en lisibilité. Par ailleurs, cela permettrai de ne pas solliciter la
batterie des dispositifs portatifs pour une tâche qui n’est qu’esthétique. Ce travail est
très avancé sur la version de développement.
39
5 Réactivité du trans-1,2-
disiloxybenzocyclobutène
Cette partie concerne un travail eﬀectué en collaboration avec mes collègues du groupe
StéRéO de l’iSm2, Laurent Commeiras et Jean-Luc Parrain. Ma contribution a été sollici-
tée pour déterminer un mécanisme réactionnel et proposer des modiﬁcations des réactifs
pour améliorer les conditions réactionnelles. Pour la caractérisation des intermédiaires
réactionnels et des produits, Béatrice Tuccio de l’institut des sciences radicalaires (ICR)
est aussi impliquée dans ce projet.
Lors de travaux précédents, il a été observé que la réaction parasite du trans-1,2-
disiloxybenzocyclobutène (1) avec O2 qui donne le produit (7) peut consommer jusqu’à
40% du réactif (voir ﬁgure 5.1). Or, cette réaction est interdite par les règles de Wigner. 1
Plus précisément, (1) et O2 peuvent réagir mais leur réaction donnera (7) dans un état
excité triplet. C’est la transition de cet état triplet vers l’état singulet de (7) qui est
interdite. Le problème se pose alors de savoir comment (7) peut être retrouvé parmi
les produits. De plus, la réaction d’oxydation du trans-1,2-disiloxybenzocyclobutène,
ﬁgure 5.2, a lieu avec un taux de conversion de 100%, en 6 heures à 40oC. La réaction
a donc lieu rapidement dans des conditions douces. Or, la réaction analogue de O2 avec
le cyclobutène a lieu dans des conditions bien moins clémentes : la température doit
être d’environ 200oC [38]. Quel est le mécanisme de cette réaction ? À quoi le chauﬀage
sert-il ? Pourquoi la réaction interdite a-t-elle lieu ? C’est à ces trois questions que nous
tenterons de répondre lors de cette étude.
5.1 Complémentarité expérience/théorie
On propose un mécanisme en trois étapes, ﬁgure 5.3 : (i) ouverture du cyclobutène,
(ii) attaque de O2 sur un carbone terminal puis (iii) croisement inter système (ISC pour
Inter System Crossing), c’est-à-dire transition non radiative du triplet vers le singulet
qui permet la fermeture du cycle à 6 (4 carbones et 2 oxygènes). On suppose que l’étape
de chauﬀage permet l’ouverture du cycle à 4 atomes et que le croisement inter système
a lieu rapidement. Ce mécanisme ne fait pas intervenir la stabilité relative des réactifs,
(1)+O2 et du produit (7), car on suppose qu’une fois (7) formé, le processus inverse
(i.e. passer de l’état singulet à l’état triplet) est impossible sans activation.
1. définition IUPAC : For both radiative and radiationless transitions, the principle that transitions
between terms of the same multiplicity are spin-allowed, while transitions between terms of different
multiplicity are spin-forbidden.
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Figure 5.1 – Synthèse de lactonamycinone.
Figure 5.2 – La réaction entre (1) et O2 a lieu rapidement dans des conditions douces.
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Figure 5.3 – Chemin réactionnel et trois étapes : (i) ouverture du cyclobutène, (ii)
réaction avec O2 et (iii) croisement inter système pour retomber sur la
surface singulet.
Ouverture du cycle à 4
Le mécanisme d’ouverture et de fermeture du cycle à 4 peut être conrotatoire ou
disrotatoire, voir ﬁgure ??. Il est bien connu que si le processus est thermique, l’ouverture
du cyclobutène sera conrotatoire. [39]
Cette étape d’ouverture n’est a priori pas favorable pour deux raisons. Premièrement,
l’ouverture du cyclobutène seul requiert une énergie d’activation de 35,3 kcal.mol−1(ﬁgure. 5.4)
qui correspond à une température d’environ 200oC [38–40]. La seconde raison est la perte
d’aromaticité du cycle à 6 dans le processus d’ouverture du trans-1,2-disiloxybenzocyclobutène.
Cette perte d’aromaticité est cependant en partie compensée par la libération de la ten-
sion du cycle à 6 par l’ouverture du cycle à 4. Nous avons calculé que la tension de cycle
était dans le cas du trans-1,2-disiloxybenzocyclobutène de 5,4 kcal.mol−1soit qu’elle com-
pensait environ 1
4
de l’énergie d’aromaticité du benzène (évaluée à 20,2 kcal.mol−1). [41]
L’ouverture du trans-1,2-disiloxybenzocyclobutène ne peut se faire que par voie ther-
mique car le rayonnement nécessaire à une ouverture photoactivée n’est pas fournie au
système. Il s’agit alors de calculer la barrière de cette ouverture et de déterminer si
elle est compatible avec les conditions expérimentales. La table 5.1 résume les résultats
obtenus. Si l’on fait l’hypothèse que le mécanisme d’ouverture suit une loi cinétique du
premier ordre, on obtient un temps de demi vie de l’ordre de l’heure ce qui est tout à
fait compatible avec une réaction complète au bout de 6 heures.
Enﬁn, l’étape d’ouverture est validée par la spectroscopie UV/visible de (1), (7) et
(9) en accord avec les calculs de chimie théorique. Une observation est cruciale. Le trans-
1,2-disiloxybenzocyclobutène est conservé dans un frigo aux alentours de 0oC. Lorsque
le produit incolore est sorti du frigo, il prend une légère coloration jaune, voir ﬁgure 5.5.
Pour déterminer quelle(s) molécule(s) seraient susceptibles de donner cette coloration
au milieu, on calcule les premiers états singulets excités de (1), (7) et (9). La ﬁgure
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H# ∆H
R=H +35,3 -5,8
R=OTBS +19,1 -12,8
H# ∆H
R=H +43,1 +17,8
R=OTBS +24,6 +8,0
Figure 5.4 – Enthalpies d’activation et de réaction des réactions d’ouvertures du cyclo-
butène et du benzocyclobutène : inﬂuence des ligands et de l’aromaticité
sur la réaction d’ouverture du cycle à 4. Énergies en kcal.mol−1.
Table 5.1 – Paramètres cinétiques (variation d’entropie ∆S, d’enthalpie ∆H et
constante de vitesse k) et temps de demi réaction (t1/2) de la réaction d’ou-
verture du trans-1,2-disiloxybenzocyclobutène en fonction de la tempéra-
ture (T) dans l’hypothèse d’une réaction élémentaire (loi de vitesse d’ordre
1). Le terme de variation d’enthalpie (∆H) contient la partie électronique.
T ∆S ∆H k t1/2
(oC) (J.mol−1.K−1) (J.mol−1) (s−1) (s)
0 8.58 108738.16 1.55E-06 446603
10 8.68 108768.16 6.66E-06 104048
20 8.77 108798.16 2.61E-05 26550
30 8.85 108828.16 9.42E-05 7360
40 8.92 108848.16 3.16E-04 2193
43
Figure 5.5 – Le trans-1,2-disiloxybenzocyclobutène incolore à froid (à gauche) prend
une légère coloration jaune à température ambiante (à droite).
5.7 montre que seul (9) absorbe aux alentours de 410 nm, qui est la longueur d’onde
mesurée expérimentalement. Cette absorption dans le bleu donne une couleur vert/jaune
au composé. De plus, (9) est la seule molécule à absorber vers 320 nm qui est aussi
mesurée expérimentalement. Enﬁn, et c’est le plus spectaculaire, une bande d’émission
vers 700 nm est détectée expérimentalement. Cette bande apparaît après une excitation
à 320 nm. Or, seul (9) a un état triplet à 700 nm. On peut donc imaginer le scénario
décrit dans la ﬁgure 5.6 :
1. excitation de S0 vers S2 calculée à 324 nm ;
2. S2 et T2 sont dégénérés : ISC ;
3. désexcitation radiative de T2 vers T1 ;
4. phosphorescence de T1 vers S0.
À bien des égards, cette proposition est audacieuse mais elle permet d’expliquer la spec-
troscopie observée.
Si l’on considère que c’est (9) qui est responsable de la coloration, il faut soit admettre
que le temps de demi réaction calculé à 20oC est surestimé, soit que l’absorption se
fait avec un coeﬃcient d’extinction molaire très élevé. La seconde hypothèse est très
intéressante car elle permet d’expliquer deux autres faits expérimentaux : (9) n’est pas
caractérisé en RMN, ni piégé et détecté en RPE comme nous allons le voir dans la section
suivante.
Caractérisation de l’attaque de O2 sur (9)
La seconde étape est caractérisée par les expériences de spin trapping, ﬁgure 5.8. Pour
caractériser une espèce radicalaire à court temps de vie, on utilise des molécules capables
de se lier rapidement à un centre radicalaire et de stabiliser le radical, c’est-à-dire aug-
menter le temps de vie de l’espèce radicalaire. Par la suite, l’espèce radicalaire stabilisée
ou un produit de sa décomposition est détecté par RPE (résonance paramagnétique
électronique). Dans le cas de la caractérisation de (10), (11) se lie à l’oxygène porteur
du radical mais pas au carbone. Il faut alors utiliser un autre piège à radicaux, (12) qui
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Figure 5.6 – À gauche : mise en évidence de la corrélation entre une excitation à 312 nm
(vers S2) et une large bande de désexcitation par phosphorescence autour
de 700 nm. La bande intense vers 350 nm est la bande de désexcitation
directe S2 →S0 et la bande ﬁne à 624 nm est l’harmonique de la longueur
d’onde d’excitation. À droite : scénario proposé d’excitation et désexcita-
tion de (9). Les longueurs d’ondes sont calculées au niveau CC2/aug-cc-
pVDZ. L’excitation à 394 nm donne lieu à une désexcitation directe qui
n’est pas représentée sur le schéma.
lui se lie au carbone radicalaire, mais pas à l’oxygène. Les centres supposés radicalaires
sont caractérisés, par la détection de (15) ou (16) qui proviennent de la décomposition
des adduits postulés. Avec cette méthode, (9) n’est pas détecté. Ce n’est cependant pas
une preuve du fait qu’il ne soit pas présent car les pièges à radicaux ne se lient pas
forcément aux centres radicalaires. Par ailleurs, pour que le piégeage ait lieu, il faut que
la cinétique de piégeage soit plus rapide que celle de recombinaison de (9) en (1).
Fermeture du cycle à 6
Cette dernière étape est la plus évidente une fois que l’on est convaincu de l’existence
de (10). On montre que l’état fondamental de (10) est un triplet quasi dégénéré avec un
singulet (la diﬀérence d’énergie est de 30 cm−1 soit moins de 0,1 kcal.mol−1). Ces deux
états sont dégénérés sur une grande partie de surface d’énergie potentielle. Le croisement
inter système (transition interdite) peut alors avoir lieu entre ces deux états. Dés que
l’état singulet est atteint, la fermeture du cycle se fait de manière irréversible.
5.2 Perspectives
Ce travail a été l’occasion pour moi, enﬁn, de travailler avec des expérimentateurs qui
m’ont permis de pratiquer la physico chimie de manière complète. Ils ont accepté de faire
les expériences que je leur ai demandé de faire. J’ai même remis ma blouse pour faire
les expérience d’UV visible : la phosphorescence de (9) était prévue par la théorie et je
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Figure 5.7 – Premières énergies d’excitation calculées (TD-DFT PBE0/def2-TZVP)
des trois molécules susceptibles d’être présentes en concentration non né-
gligeable dans le milieu réactionnel : le trans-1,2-disiloxybenzocyclobutène
(1), sa forme ouverte (9) et le produit de la réaction (7). Seul le spectre
de (9) peut expliquer les transitions d’absorption et de phosphorescence
observées expérimentalement.
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Figure 5.8 – Détection de l’intermédiaire de réaction (10) par des méthodes de spin
trapping.
47
voulais m’assurer d’être là pour la première conﬁrmation d’une de mes prédictions. Cette
collaboration suit son cours et plusieurs étudiants en stage avec moi ont fait des études
théoriques sur la manière d’optimiser la réaction en abaissant la barrière d’ouverture du
trans-1,2-disiloxybenzocyclobutène. De plus, la même équipe interdisciplinaire dépose
régulièrement des dossiers pour des projets de piégeage de radicaux par des dérives du
trans-1,2-disiloxybenzocyclobutène. À ce jour, la régularité des dépôts n’a eu d’égal que
la régularité des refus. Ceci dit, il est très enthousiasmant de voir que les méthodes de la
chimie théorique sont aujourd’hui capables d’expliquer autant de faits expérimentaux, de
répondre aux questions de nos collègues expérimentateurs, de leur proposer des solutions
qu’ils n’avaient pas forcément envisagées et de comprendre la complexité d’un mécanisme
réactionnel très simple en apparence.
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Ce document résume les quatre points principaux de mon travail au cours de ces dix
dernières années : l’enseignement et trois thèmes de recherches que j’ai développés.
Pour ce qui est de l’enseignement, mon service a tendance à se stabiliser ces dernières
années. La moitié de celui-ci est dédiée au module de chimie de première année, et l’autre
moitié est faite d’encadrement de stages de licence et quelques heures de spectroscopie
en master conditionnées à l’ouverture d’un parcours. Il me semble diﬃcile d’obtenir
mieux étant donné le faible nombre d’étudiants en sciences et le désintérêt pour notre
discipline considérée comme trop mathématique, diﬃcile, abstraite, etc. Cependant, on
peut toujours trouver des étudiants assez atypiques pour décider de passer quelques
temps dans nos laboratoires où, souvent, ils découvrent qu’ils aiment ça. J’adore lorsqu’ils
découvrent que notre travail peut être intéressant et que ce qu’ils apprennent en cours
peut eﬀectivement leur servir. Ils découvrent aussi à cette occasion qu’ils ne maîtrisent
pas vraiment les notions qu’ils ont vu et je crois déceler parfois un soupçon de regret
de ne pas avoir assez travaillé (ou est-ce un transfert ?). Quoiqu’il en soit, je dirige mon
enseignement de plus en plus vers les UE dans lesquelles le contact avec les étudiants est
direct (stages, petits groupes, etc.). Par ailleurs, je compte développer le plus possible
mes cours vers le numérique avec les outils mis en place par notre université. J’espère
être capable de proposer à nos étudiants des outils adaptés à la manière que l’on a
d’apprendre aujourd’hui.
En ce qui concerne la recherche, l’avenir est assez contrasté. Les développements mé-
thodologiques du type de ceux que j’ai fait avec les pseudo potentiels sont diﬃciles à
mener. Sans support local ni une communauté à laquelle me raccrocher, je ne suis pas
certain de pouvoir continuer longtemps à prendre du temps pour ce genre d’étude. De
plus, les derniers travaux que j’ai faits sur les pseudo potentiels hybridés sont dans
l’impasse.
Le développement de la boîte à outils HULIS fait aussi partie de ce dans quoi je souhaite
m’investir. Outre la symétrie, il faudrait ajouter la possibilité de travailler en conditions
périodique pour rendre l’outil utilisable par la communauté de la chimie des matériaux.
Les calculs pouvant être coûteux, cela passe par une réécriture du cœur de l’application
pour pouvoir déporter les calculs vers un serveur distant. Ce travail est en cours et je
me forme à ce qu’il est convenu d’appeler HTML5 (HTML, CSS 3 et javascript).
Je compte développer mes interactions avec les expérimentateurs. Outre la collabora-
tion avec mes collègues de synthèse organique dont j’ai présenté quelques aspects dans ce
document, je travaille aussi avec Fabrice Duvernay et Teddy Butscher sur des questions
de réactivité en milieu interstellaire. Ces travaux ont donné lieu à une publication accep-
tée au Monthly Notices of the Royal Astronomical Society. Très récemment, j’ai aussi
été contacté par Isabelle Couturier et Nathalie Pietri pour comprendre les mécanismes
de dégradation de molécules organiques par voie photochimique. Ces interactions sont
en général riches d’enseignement et permettent de mettre en œuvre un large panel de
techniques de chimie quantique. Je souhaite développer plus avant ce type d’interac-
tion avec des expérimentateurs ouverts aux informations que les chimistes théoriciens
peuvent apporter.
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