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Introduction
En 2008, le futur collisionneur du CERN, le LHC, commencera à prendre des données dansle but de comprendre la brisure de la symétrie électro-faible et de détecter des signaux
d’une éventuelle nouvelle physique. Pour contraindre les différents modèles de la physique
au-delà du Modèle Standard, un grand nombre de réactions incluant de nombreuses parti-
cules dans l’état final sera étudié. Ces possibilités de découverte du LHC ne pourront être
pleinement exploitées que si le bruit de fond de la Chromodynamique Quantique (QCD) est
bien maîtrisé. En effet, avec le gain en énergie, la multiplicité moyenne des évènements va
croître énormément et la production de quatre, cinq, voire six jets ne sera plus marginale.
Parmi ces réactions, la production associée d’une paire de bosons vecteurs de jauge faible
(W±, Z) plus un jet est particulièrement intéressante. Elle constitue un bruit de fond à la re-
cherche du boson de Higgs au LHC. De manière à pouvoir faire des prédictions quantitatives,
il est important de calculer cette réaction à l’approximation dite "au-delà des logarithmes
dominants". A cette approximation, il faut calculer la première correction quantique à tous
les processus partoniques participant à la réaction hadronique considérée. Cette correction
comporte deux contributions :
- le calcul de la contribution virtuelle : c’est un calcul à une boucle.
- le calcul de la contribution réelle : c’est un calcul à l’ordre de l’arbre mais avec un parton de
plus dans l’état final.
Le calcul de la contribution réelle est bien connu et un certain nombre d’outils généraux
existe déjà. Par contre, le calcul de la contribution virtuelle est extrêmement long et difficile
au-delà des amplitudes à quatre particules externes, dont certaines massives, en dépit des
puissants logiciels de calcul symbolique et nécessite le développement de nouvelles méthodes.
Le but premier est de trouver une expression analytique compacte. Mais si cela s’avère
impossible, un calcul numérique direct de ces amplitudes est effectué. Ce calcul nécessite
par ailleurs deux approches indépendantes en parallèle pour permettre une vérification du
résultat.
1
2 Introduction
Cette thèse est divisée en trois parties.
La première partie présente les propriétés fondamentales de la théorie QCD et traite des
motivations pour les calculs à l’approximation au-delà des logarithmes dominants. Le chapitre
1 introduit le lagrangien de QCD, sa renormalisation, la propriéte de liberté asymptotique
propre à la QCD, et enfin le modèle des partons. Le chapitre 2 est consacré à l’intérêt du
calcul des corrections à l’ordre supérieur du bruit de fond de la QCD, notamment dans la
recherche du boson de Higgs au LHC.
La deuxième partie décrit les outils qui vont nous permettre d’évaluer ces corrections, et
présente une première application à titre d’exemple. En effet, le chapitre 3 expose la méthode
des amplitudes d’hélicité et la méthode GOLEM de réduction semi-numérique des intégrales à
une boucle, et le chapitre 4 traite d’une application simple de ces outils à la réaction qq¯→ γγ.
La troisième et dernière partie de cette thèse comporte l’étude de la production d’une
paire de bosons de jauge faible associée à un jet hadronique au LHC. Le chapitre 5 détaille
les caractéritiques de la réaction et du code automatique crée pour son évaluation. Enfin le
chapitre 6 contient une étude phénoménologique basée sur les prédictions obtenues à l’ordre
supérieur pour les sections efficaces de ce processus.
1Sections efficaces hadroniques
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1.1. La chromodynamique quantique 5
1.1 La chromodynamique quantique
Les hadrons se classent en deux familles : les baryons formés de 3 quarks (proton (uud),
neutron (udd), ...) et les mésons formés d’une paire quark-antiquark (méson π0, méson K,
...). Les baryons de spin 3/2 sont donc constitués de trois quarks de spin 1/2 qui forment
une fonction d’onde d’espace et de spin apparaîssant alors comme symétrique. Mais puisque
les baryons sont de spin demi-entier, la statistique de Fermi-Dirac leur impose une fonction
d’onde totalement antisymétrique. Les quarks ne peuvent donc pas se trouver dans le même
état quantique. Pour résoudre ce dilemme, on introduit un nombre quantique supplémentaire
pour les quarks, la couleur, qui doit prendre trois valeurs. La fonction d’onde du baryon est
alors antisymétrique par rapport à cette nouvelle charge de couleur. Dans le cas du hadron,
chaque constituant, quark ou anti-quark, possèdera une couleur telle que le hadron parent
soit un singlet de SU(3), c’est-à-dire dépourvu de charge de couleur.
La chromodynamique quantique (QCD) est la théorie de l’interaction forte, une des quatre
forces fondamentales de la nature. Elle est considérée aujourd’hui comme l’un des piliers du
Modèle Standard. C’est une théorie de jauge non abélienne dont le groupe de jauge local est
SU(3). Comme le groupe SU(3) possède 8 générateurs, l’interaction forte comprend 8 bosons
vecteur appelés gluons, de spin 1 et de masse nulle. Les constituants élémentaires de matière
soumis à l’interaction forte sont des fermions de spin 1/2 appelés quarks. Nous rappelons
dans le tableau ci-dessous les propriétés 1 des six quarks connus à l’heure actuelle [1] :
Saveur du quark Charge électrique Masse
(en unité de e) (Gev/c2)
u +2/3 2.7± 0.4 · 10−3
d −1/3 4.8± 0.5 · 10−3
s −1/3 92± 9
c +2/3 1.25± 0.09
b −1/3 4.20± 0.07
t +2/3 172.5± 2.7
Fig. 1.1 – Tableau récapitulatif des propriétes des six quarks
A cause de la propriété de liberté asymptotique (voir section 1.5) propre à la QCD, les
méthodes de la théorie perturbative développées en électrodynamique quantique (QED) ne
s’appliqueront que dans le domaine des hautes énergies, ou de façon équivalente pour de
courtes distances. En effet, il existe une importante différence entre ces deux théories. Les
quanta de QCD (quarks, antiquarks, et gluons) sont confinés en hadrons et ne sont jamais
observés à l’état de particules libres. Ainsi, les effets du confinement prédominent à grande
distance, et une théorie non-perturbative est nécessaire.
Les quatre prochaines sections présentent de façon succinte les propriétés de la QCD.
1Les valeurs des masses sont données dans le schéma MS pour les quarks u,d,s,c,b et celle du quark top
provient d’observations directes d’événements
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Pour plus de détails sur l’élégante structure de cette théorie, on renvoie le lecteur aux
références standard suivantes [2] - [8].
1.2 Le Lagrangien de QCD
En jauge covariante, le Lagrangien de QCD s’écrit : (a, b = 1 . . . 8)
LQCD(x) = −14 F
a
µν(x)F
µν
a (x) + ψj(x) (i 6Dji −m) ψi(x)
− 1
2ξ
(
∂µA
µ
a (x)
)2
+ ∂µη
a†
(
Dµabη
b
)
(1.1)
où l’on a introduit les dérivées covariantes :
Dµij = ∂
µ δij − i gs (Tc)ij Ac µ (1.2)
Dµab = ∂
µ δab − i gs (Fc)ab Ac µ (1.3)
Les objets A,ψ,η sont respectivement des champs bosoniques, fermioniques, et de fantômes.
Les indices a, b sont appelés "indices de couleur", gs est la constante de couplage forte, et ξ est
le paramètre de fixation de jauge.
Les matrices Ta sont les générateurs de SU(3) dans la représentation fondamentale, et sont
définis par :
[Ta, Tb] = i f abc Tc (1.4)
où les constantes de structure du groupe f abc sont antisymétriques dans la permutation de
deux indices. Les matrices Fa sont les générateurs de SU(3) dans la représentation adjointe :
(Fa)bc = −i f abc (1.5)
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1.3 Les règles de Feynman pour QCD
Comme pour le cas de la QED, le calcul perturbatif de l’élément de matrice de toute réac-
tion requiert l’utilisation des règles de Feynman décrivant l’interaction des quarks et gluons.
On donne ci-dessous les règles de Feynman dérivées des différents termes du Lagrangien de
QCD, dans le cadre de la théorie perturbative. Elles nous permettront d’exprimer les expres-
sions analytiques de tous les diagrammes de Feynman de la réaction étudiée. On précise que
tous les moments sont considérés comme entrants.
∗ Propagateur du fermion :
p
i j i ( 6 p +m) δij
p2 −m2 + i λ
∗ Propagateur du gluon :
k
a, µ b, ν
−i δab
k2 + i λ
(
gµ ν − (1− ξ) k
µ kν
k2 + i λ
)
∗ Propagateur du fantôme :
ba
q
i δab
q2 + i λ
∗Vertex Aψψ :
ji
p
p′
k
a, µ
i gs (Ta)ji γ
µ (2π)4 δ4(p+ p′ + k)
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∗Vertex A η η :
cb
p
q
k
a, µ
gs fabc q
µ (2π)4 δ4(p + q + k)
∗Vertex à 3 gluons :
c, ρ
k2 k3
k1
a, µ
b, ν
gs fabc (2π)4 δ4(k1 + k2 + k3)
× [gµ ν (k1 − k2)ρ + gν ρ (k2 − k3)µ + gρ µ (k3 − k1)ν]
∗Vertex à 4 gluons :
d, σc, ρ
k4k3
a, µ b, ν
k1 k2
−i gs2 (2π)4 δ4(k1 + k2 + k3 + k4)
×
[
feab fecd (gµ ρ gν σ − gµ σ gν ρ)
feac fedb (gµ σ gν ρ − gµ ν gρ σ)
fead febc (gµ ν gρ σ − gµ ρ gν σ)
]
Lors du calcul de processus à une boucle, on fait le choix de se placer dans la jauge de
Feynman ξ = 1, qui permet notamment de simplifier l’expression du propagateur du gluon,
et ainsi de réduire le nombre de termes à évaluer dans les expressions des diagrammes de
Feynman.
1.4 La renormalisation de QCD
Lors de calculs perturbatifs, on peut rencontrer des divergences dans les intégrales à
boucles des diagrammes de Feynman. Ces divergences dites ultra-violettes (UV) proviennent
de la région d’intégration à grands moments de ces intégrales. Elles peuvent être éliminées
ordre par ordre en ajoutant un nombre fini de contre-termes au Lagrangien. Plus précisément,
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on redéfinit la normalisation des champs, des masses et de la constante de couplage du La-
grangien afin d’absorber ces divergences. Il est alors possible de réexprimer les quantités nues
du Lagrangien d’origine en fonction des quantités renormalisées (avec indice r) :
ψ = Z1/22 ψr
Aaµ = Z
1/2
3 A
a
µ r
ηa1,2 = Z˜
1/2
3 η
a
1,2r
gs = Zg gsr
m = Zm mr
ξ = Z3 ξr (1.6)
On réécrit le Lagrangien sous la forme d’une partie qui contient tous les paramètres re-
normalisées (en fait, le même Lagrangien mais fonction des quantités renormalisées) et d’une
partie correspondant aux contre-termes :
LQCD = LrQCD + δL (1.7)
Le Lagrangien δL est appelé Lagrangien des contre-termes, et a pour expression :
δL(x) = − 1
4
(Z3 − 1) (∂µ Abν(x)− ∂ν Abµ(x))2 + i (Z2 − 1) ψi(x) 6∂ ψi(x)
+ (Z˜3 − 1) ∂µ η†b (x) ∂µ ηb(x)
+
gs
2
fabc µ
ε (Z1 − 1) (∂µ Aaν(x)− ∂ν Aaµ(x)) Abµ(x) Acν(x)
+ i gs µε (Z˜1 − 1) ∂µ η†b (x) (F.Aµ(x))bc ηc(x)
− gs µε (ZF1 − 1) ψ(x)i (T. 6A(x))ij ψj(x)
− g
2
s
4
fabc fade µ
2 ε (Z4 − 1) Abµ(x) Acν(x) Adµ(x) Aeν(x) (1.8)
où ZF1 , Z˜1, Z1, Z4 sont respectivement les constantes de renormalisation, du vertex gluon-
quark, du vertex fantôme-fantôme-gluon, du vertex à 3 gluons, et du vertex à 4 gluons. Dans
la relation ci-dessus, nous avons introduit le paramètre µ, dit de renormalisation, qui est
une échelle de masse arbitraire trouvant son origine dans la procédure de renormalisation.
Quant au paramètre εuv, il provient du calcul des intégrales à boucle effectué dans un espace
à n = 4− 2 εuv (avec εuv > 0, c’est-à-dire n → 4−).
Dans le schéma de renormalisation modifié de soustraction minimale (MS), les principales
constantes de renormalisation Zi s’écrivent en terme d’un développement en puissance de gs,
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et ont pour valeur à l’ordre d’une boucle : 2 :
Z(1)3 = 1+
αs
4π
(
1
εuv
+ ln(4π)− γ
) (
N
[
13
6
− ξ
2
]
− 4
3
TF
)
(1.9)
Z(1)2 = 1−
αs
4π
CF ξ
(
1
εuv
+ ln(4π)− γ
)
(1.10)
ZF,(1)1 = 1−
αs
4π
(
1
εuv
+ ln(4π)− γ
) (
CF ξ + N
[
3
4
+
ξ
4
])
(1.11)
Z(1)g =
ZF1
Z2 Z1/23
= 1− αs
4π
(
1
εuv
+ ln 4π − γ) 1
6
(11N − 4TF N f ) (1.12)
où γ = 0.5772... est la constante de Euler. Les identités de Slavnov-Taylor (qui constituent une
généralisation au cas non abélien des identités de Ward) nous imposent les relations suivantes
entre les constantes de renormalisation :
Z1
Z3
=
Z˜1
Z˜3
=
ZF1
Z2
=
Z1/24
Z1/23
(1.13)
1.5 La liberté asymptotique
1.5.1 Le groupe de renormalisation
Dans la procédure de renormalisation, il existe un arbitraire dans la façon de définir les
parties divergentes dans l’ultra-violet, plus précisément la partie finie qui sera extraite avec
la partie infinie. De plus, comme nous l’avons déjà vu, on introduit un paramètre de masse
arbitraire µ. Par exemple, la constante de couplage renormalisée gsr dépend de cette échelle
de renormalisation µ à laquelle la procédure d’extraction des divergences a été effectuée :
gsr(µ) = Z
−1
g (µ) gs (1.14)
Les quantités gsr(µ) et gsr(µ
′) obtenues à partir de deux procédures d’extraction différentes
caractérisées par les échelles de renormalisation µ et µ′ sont reliées entre elles par :
gsr(µ
′) = zg(µ′, µ) gsr(µ) avec zg(µ
′, µ) =
Zg(µ)
Zg(µ′)
(1.15)
On peut vérifier que l’ensemble de ces transformations {zg(µ′, µ)} forme un groupe abélien
appelé groupe de renormalisation. La même constatation peut évidemment s’appliquer à la
renormalisation des champs et autres paramètres du Lagrangien.
Ainsi on a le choix entre une infinité d’expressions pour une même quantité physique ; ces
différentes expressions étant reliées entre elles par des renormalisations finies. Puisqu’elles
sont obtenues à partir du même Lagrangien nu (non renormalisé), elles doivent décrire le
même phénomène physique, et doivent donc être équivalentes. En d’autres termes, la valeur
numérique d’une quantité physique comme une section efficace, doit être invariante sous une
transformation de renormalisation finie.
2où l’on a redéfini la constante de couplage gs par αs =
gs2
4π
1.5. La liberté asymptotique 11
1.5.2 Les équations du groupe de renormalisation
Avec la régularisation dimensionnelle (un des schémas de régularisation), gsr acquiert une
dimension de masse. C’est pourquoi on pose3 :
gsr = gsR µ
εuv avec εuv = 2− n2 (1.16)
où gsR est la constante de couplage sans dimension de masse. Or les paramètres nus du
Lagrangien sont fixés et ne dépendent certainement pas de l’échelle de renormalisation µ,
c’est pourquoi on doit avoir :
d ξ
d µ
=
d gs
d µ
=
dm
d µ
= 0 (1.17)
En conséquence, ce fait s’applique à toutes les observables physiques, et notamment à l’am-
plitude de transition, après renormalisation, à nG lignes externes de gluons, et à nF lignes
externes de quarks, que l’on note FRnG ,nF(p, gs , ξ,m, µ) :
d
d µ
(
Z−nG/23 (µ, gs, ξ,m)Z
−nF/2
2 (µ, gs, ξ,m)FRnG ,nF(p, gsR, ξR,mR, µ)
)∣∣∣
gs,ξ,m
= 0 (1.18)
après le développement de la dérivée totale par rapport à µ et multiplication de l’égalité par
µZnG/23 Z
nF/2
2 , on obtient les équations du groupe de renormalisation :(
µ
∂
∂µ
+ β
∂
∂gsR
− γmmR ∂
∂mR
+ δ
∂
∂ξR
− nG γG − nF γF
)
FRnG ,nF = 0 (1.19)
où l’on a introduit les “fonctions du groupe de renormalisation”suivantes :
β(gsR, ξR) ≡ µ
∂gsR
∂µ
∣∣∣∣
gs ,ξ,m
(1.20)
γm(gsR, ξR) ≡ −
µ
mR
∂mR
∂µ
∣∣∣∣
gs ,ξ,m
(1.21)
δ(gsR, ξR) ≡ µ
∂ξR
∂µ
∣∣∣∣
gs,ξ,m
(1.22)
γG(gsR, ξR) ≡
µ
2Z3
∂Z3
∂µ
∣∣∣∣
gs ,ξ,m
(1.23)
γF(gsR, ξR) ≡
µ
2Z2
∂Z2
∂µ
∣∣∣∣
gs ,ξ,m
(1.24)
Les équations du groupe de renormalisation garantissent le fait que la théorie perturbative
renormalisée nous donnera des prédictions physiques uniques, c’est-à-dire indépendantes de
l’échelle de renormalisation µ.
3mR ≡ mr et ξR ≡ ξr car [mr] = [ξ] = 1
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1.5.3 Résolution des équations du groupe de renormalisation
Nous nous proposons de résoudre l’équation principale du groupe de renormalisation en
introduisant le paramètre d’échelle d’énergie sans dimension λ de telle façon que p → λ p
dans l’équation (1.19). Pour alléger l’écriture, les indices R seront sous-entendus.
Pour un espace-temps à 4 dimensions, on a [ψ] = 3/2 et [Aaµ] = 1, ce qui implique [FRnG ,nF ] =
4− nG − 32nF. On peut alors écrire :
FnG ,nF = µ4−nG−
3
2 nF ΦnG ,nF
(
λp
µ
, gs, ξ,
m
µ
)
(1.25)
où l’on a introduit la fonction ΦnG ,nF , l’équivalent sans dimension d’énergie de l’amplitude de
transition. On remarque que la fonction FnG ,nF est une fonction homogène de degré (4− nG −
3
2nF), et l’application du théorème d’Euler des fonctions homogènes entraîne :(
µ
∂
∂µ
+ λ
∂
∂λ
+ m
∂
∂m
)
F = (4− nG − 32nF)F (1.26)
On obtient ainsi l’équation :
(
µ
∂
∂µ
+ λ
∂
∂λ
+ m
∂
∂m
− 4+ nG + 32 nF
)
FnG ,nF(λp, gs,m, ξ, µ) = 0 (1.27)
Si l’on soustrait (1.19) par (1.27), on trouve :
(
−λ ∂
∂λ
+ β
∂
∂gs
+ δ
∂
∂ξ
− (γm + 1)m ∂
∂m
+ ω(g, ξ)
)
FnG ,nF = 0 (1.28)
où l’on a posé ω(g, ξ) = 4− nG (1+ γG)− nF ( 32 + γF).
On pose t = − ln λ, et on introduit la constante de couplage effective gs(gs, t), la masse effec-
tive m(m, t) et le paramètre de jauge effectif ξ(ξ, t), définis à l’échelle de renormalisation µλ .
Ces nouveaux paramètres vérifient 4 :
dgs
dt
= β(gs) avec gs(0) ≡ gs (1.29)
1
m
dm
dt
= −1− γm(gs) avec m(0) ≡ m (1.30)
dξ
dt
= δ(gs, ξ) (1.31)
Par conséquent,
(
∂
∂t
+
∂
∂gs
dgs
dt
+
∂
∂m
dm
dt
+
∂
∂ξ
dξ
dt︸ ︷︷ ︸
≡d/dt
+ω(gs, ξ) )FnG ,nF = 0 (1.32)
4en notant que t = 0⇔ λ = 1
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Cette équation différentielle linéaire et homogène du premier ordre admet pour solution gé-
nérale (λ = et) :
FnG ,nF(p, gs(t), ξ(t),m(t), µ) = FnG ,nF(et p, gs, ξ,m, µ) exp
(
−
∫ t
0
dt′ ωnG ,nF(gs(t
′), ξ(t′))
)
Cette relation permet l’analyse du comportement asymptotique de l’amplitude de transition
pour de grandes impulsions 5. De plus, après intégration de la relation (1.29), le comportement
de la constante de couplage effective est donné par :
t =
∫ g(t)
g
dg′
β(g′)
(1.33)
1.5.4 Comportement de la solution
Grâce à la relation (1.33), on peut étudier le comportement de g(t), qui dépend évidem-
ment de la forme de la fonction β, sachant que β(0) = 0 en théorie perturbative. En combinant
(1.14) et (1.16), et en faisant appel à la relation (1.12), on en déduit que :
β(gs) = − gs
3
(4π)2
11N − 2N f
3
+O(gs5) ≡ −β0 gs3 +O(gs5) (1.34)
La fonction β n’a pas de valeur nulle excepté à g′ = 0, et comme le nombre de saveurs de
quarks N f est inférieur à 16 (pour N = 3), elle est à valeurs négatives. Ce qui implique d’après
(1.33) :
pour t→ +∞ gR(t) → 0
pour t→ −∞ gR(t) → +∞
Ainsi, contrairement au cas de QED, l’intensité de la constante de couplage diminue avec
l’augmentation de l’échelle d’énergie caractéristique de la réaction. On appelle cette propriété
“la liberté asymptotique”[9, 10].
1.6 Le Modèle des partons
Les hadrons interagissent par l’intermédiaire de leurs constituants élémentaires : les par-
tons. Ce terme générique englobe les quarks, les anti-quarks et les gluons. Il nous faut alors
calculer la section efficace de la réaction partonique sous-jacente. Or les réactions directement
observables expérimentalement sont les réactions hadroniques. Néanmoins, il est possible
de remonter du calcul de la section efficace partonique à la section efficace hadronique, en
utilisant les fonctions de structure des hadrons.
Le Modèle des partons permet de modéliser les contributions pertubatives (la réaction par-
tonique) et non pertubatives (les fonctions de structure hadroniques), et ce, dans le cadre de
réactions avec de grands moments transférés.
5en effet, si t augmente, alors λ diminue, et donc l’échelle d’énergie µ/λ augmente
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Si l’échelle d’énergie caractéristique de la collision entre deux hadrons est très importante
(c’est-à-dire largement supérieure à la somme des masses hadroniques), on peut négliger la
masse des hadrons 6, et considérer alors chaque hadron comme un "faisceau" de partons, dans
lequel chaque parton emporte avec lui une fraction x (0 ≤ x ≤ 1) du moment P du hadron
initial.
P1
fi(x1)
fj(x2)
P2
x1 P1
x2 P2
σˆij
Fig. 1.2 – Illustration du modèle des partons avec la collision de deux hadrons
Ainsi, la section efficace d’un processus entre deux hadrons de moment P1 et P2, est donnée
par la section efficace σˆ du processus partonique sous-jacent calculée perturbativement, dans
lequel les partons possèdent les moments p1 = x1 P1 et p2 = x2 P2, multipliée par les fonctions
de structure hadronique, ou "densités de probabilité partonique", fi(x), de trouver le parton i
dans le hadron emportant le moment x p, et intégrée sur toutes les valeurs de x1 et x2. Enfin,
on somme sur toutes les réactions partoniques réalisables :
σ(P1, P2) = ∑
i,j
∫ 1
0
dx1
∫ 1
0
dx2 fi(x1, µ2F) f j(x2, µ
2
F) σˆij(p1, p2, µ
2
F, µ
2
R) (1.35)
Le paramètre µF présent dans les densités partoniques est l’échelle d’énergie dite de factori-
sation.
Ces densités de probabilité partoniques sont universelles dans le sens où elles ne dé-
pendent pas de la réaction hadronique étudiée. Malheureusement, elles ne peuvent pas être
6La masse du proton a pour valeur [1] : 0.938 272 GeV/c2
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évaluées avec la théorie des champs pertubative. Cependant, il est possible de les mesurer
expérimentalement pour une certaine échelle d’énergie Q02, et grâce aux équations DGLAP
[11], de prédire leur évolution en fonction de l’échelle d’énergie caractéristique de la diffusion
partonique Q2. Si on note fq la densité de quarks ou d’anti-quarks (de saveur notée q) et fg la
densité de gluons, l’évolution de ces densités partoniques est alors donnée par une équation
intégro-différentielle :
d fq(x,Q2)
d lnQ2
=
αs(Q2)
2π
∫ 1
x
dy
y
[
Pqq
(
x
y
)
fq(y,Q2) + Pqg
(
x
y
)
fg(y,Q2)
]
(1.36)
d fg(x,Q2)
d lnQ2
=
αs(Q2)
2π
∫ 1
x
dy
y ∑q
[
Pgq
(
x
y
)
fq(y,Q2) + Pgg
(
x
y
)
fg(y,Q2)
]
(1.37)
où l’on somme sur toutes les saveurs des quarks et anti-quarks dans (1.37).
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Le boson de Higgs constitue un composant fondamental du Modèle Standard qui permet-
trait la compréhension de l’origine des masses des particules. Sa découverte représente donc
un des plus importants défis à relever pour les grands accélérateurs de particules actuels et à
venir.
Cette particule peut être produite et détectée dans les collisions à haute énergie hadron-
hadron et électron-positron. À la fin des années 1990, le collisionneur Large Electron Positron
(LEP) du CERN n’a pas réussi à le détecter (avec certitude) avec une énergie dans le centre de
masse de la paire initiale e+ e− allant jusqu’à
√
s = 209 GeV. Il a permis néanmoins de mettre
une borne inférieure à la masse du boson d’environ 114 GeV.
Contrainte de postuler l’existence d’un boson plus massif, toujours permis par les
contraintes théoriques du Modèle Standard, la communauté des physiciens a logiquement
porté son attention sur les collisionneurs hadroniques que sont le Tevatron et le Large Ha-
dron Collider.
2.1 Brisure de la symétrie électro-faible
Quel est le mécanisme qui permet d’attribuer des masses aux bosons de jauge faible
W±,Z0, ainsi qu’aux fermions ? Dans cette section, nous allons introduire le mécanisme de
brisure de symétrie électro-faible le plus en vogue qui permet de répondre à cette question, à
savoir le mécanisme de Higgs [12].
Si l’on souhaîte préserver l’invariance de jauge des théories de champs de type Yang-Mills,
alors il n’est pas possible d’introduire explicitement dans le lagrangien des termes de masse
pour les bosons de jauge faible par exemple. Pourtant, ces bosons de jauge de la théorie des
interactions électro-faible, W±,Z0, sont bien massifs :
MW = 80.425 GeV
MZ = 91.1876 GeV
Pour résoudre ce problème, une solution a été proposée : le mécanisme de Higgs. Le modèle
Standard électro-faible, qui est invariant sous les transformations du groupe de jauge non-
abélien SU(2)L × U(1)Y, peut être spontanément brisé si l’on introduit un champ scalaire
complexe Φˆ, lequel est un doublet de SU(2) avec l’hypercharge YΦ = 1, avec les composantes :
Φˆ =
(
Φ+
Φ0
)
(2.1)
À l’origine, le Modèle Standard contient trois champs de jauge sans masse de SU(2) notés
Wˆµi (x) (i = 1, 2, 3), et un champ de jauge sans masse de U(1) noté Bˆ
µ(x). Si on associe le
lagrangien LΦˆ décrivant la dynamique du champ Φˆ au lagrangien électro-faible LEW , on
obtient :
LEWSB = LΦˆ + LEW (2.2)
avec LΦ = (DˆµΦˆ)† (DˆµΦˆ)−V(Φˆ), V(Φˆ) = −µ2Φˆ†Φˆ + λ4 (Φˆ
†Φˆ)2 (2.3)
avec LEW = −14 Fˆ
µν Fˆµν − 14 Gˆ
µν Gˆµν (2.4)
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La dérivée covariante décrivant l’interaction entre le champ scalaire et les bosons de jauge
faible, est définie par :
Dˆµ = ∂µ + i
g
2
τ · Wˆµ + i g
′
2
Bˆµ (2.5)
Tandis que les tenseurs des termes cinétiques ont pour expression :
Fˆiµν = ∂µWˆ
i
ν − ∂νWˆ iµ − g ǫijkWˆ jµ Wˆkν (2.6)
Gˆµν = ∂µBˆν − ∂νBˆµ (2.7)
Par ailleurs, on a introduit les constantes de couplage g, g′, les paramètres λ 6= 0, µ2, et les
matrices τa (a = 1, 2, 3) générateurs de SU(2) dans la représentation fondamentale définis par
[τa, τb] = i ǫabcτc (avec ǫ123 = 1).
À l’aide des champs arbitraires α et β, on peut écrire les transformations de jauge de SU(2)×
U(1) :
Φˆ(x) → (1+ i α(x) · τ)Φˆ(x) + i β(x) Φˆ(x) (2.8)
Wˆaµ(x) → Wˆaµ(x) +
1
g
∂µ α
a(x) + ǫabc Wˆbµ(x) α
c(x) (2.9)
Bµ(x) → Bµ(x) + 1
g′
∂µ β(x) (2.10)
Si on décide d’introduire à la main un terme de masse pour les bosons de jauge faible de la
forme 12 MV
2 Wˆµ Wˆµ, on peut montrer que l’invariance de jauge locale sous les transformations
ci-dessus n’est plus vérifiée. Cependant, le mécanisme de Higgs permet notamment d’engen-
drer une masse aux bosons de jauge faible. Ce mécanisme repose sur le choix effectué pour
la valeur minimale du potentiel V(Φˆ) pour l’état du vide. Plus précisément, on souhaîte que
cette valeur soit non-nulle, pour cela on doit considèrer µ2 > 0 :
〈0|Φˆ2|0〉 = 2µ
2
λ
≡ v
2
2
(2.11)
On choisit en conséquence de paramétrer notre champ scalaire Φˆ autour de ce minimum en
introduisant le nouveau champ Hˆ(x) :
Φˆ = exp(−i θˆ(x) · τ
2v
)
(
0
1√
2
(v+ Hˆ(x))
)
(2.12)
Toutefois, il est possible d’obtenir une phase nulle en appliquant une transformation de jauge
appropriée :
Φˆ → exp(+i θˆ(x) · τ
2v
) Φˆ =
1√
2
(
0
v+ Hˆ(x)
)
(2.13)
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En introduisant cette expression dans le lagrangien LEWSB et en ne gardant que les termes
d’ordre 2 pour le champ scalaire Hˆ(x) (termes cinétiques et termes de masse), on obtient :
LEWSB = + 12 ∂µHˆ ∂
µHˆ − µ2Hˆ2
− 1
4
(∂µWˆ1ν − ∂νWˆ1µ)(∂µWˆν1 − ∂νWˆµ1 ) +
1
8
g2 v2 Wˆ1µ Wˆ
µ
1
− 1
4
(∂µWˆ2ν − ∂νWˆ2µ)(∂µWˆν2 − ∂νWˆµ2 ) +
1
8
g2 v2 Wˆ2µ Wˆ
µ
2
− 1
4
(∂µWˆ3ν − ∂νWˆ3µ)(∂µWˆν3 − ∂νWˆµ3 )−
1
4
Gˆµν Gˆµν
+
1
8
v2(g Wˆ3µ − g′ Bˆµ)(g Wˆµ3 − g′ Bˆµ) (2.14)
La première ligne de (2.14) indique la présence d’un champ scalaire, le boson de Higgs, de
masse égale à
√
2 µ. Les deux lignes suivantes nous révèlent que les composantes Wˆ1 et Wˆ2
possèdent désormais une masse :
M1 = M2 =
g v
2
≡ MW (2.15)
Toutefois, les deux dernières lignes ne nous permettent pas de conclure sur la nature des
champs Wˆ3 et Bˆ, car ces derniers apparaissent comme intriqués l’un dans l’autre. Mais il
est possible d’y remédier en introduisant deux nouveaux champs, issus d’une combinaison
linéaire des deux premiers :
Zˆµ = cos θW Wˆ
µ
3 − sin θW Bˆµ (2.16)
Aˆµ = cos θW Wˆ
µ
3 + sin θW Bˆ
µ (2.17)
où θW est l’angle de Weinberg défini par :
cos θW =
g
(g2 + g′2)1/2
sin θW =
g′
(g2 + g′2)1/2
(2.18)
Ainsi, les deux dernières lignes de (2.14) deviennent :
− 1
4
(∂µZˆν − ∂νZˆµ)(∂µZˆν − ∂νZˆµ) + 18 v
2(g2 + g′2)Zˆµ Zˆµ − 14 Fˆµν Fˆ
µν (2.19)
avec le tenseur cinétique pour le champ Aˆ :
Fˆµν = ∂µ Aˆν − ∂ν Aˆµ (2.20)
On en déduit les masses pour les champs Aˆ et Zˆ :
MA = 0 (2.21)
MZ =
1
2
v (g2 + g′2)1/2 =
MW
cos θW
(2.22)
Il est maintenant aisé d’identifier les champs massifs Wˆ1,2 et Zˆ comme ceux décrivant respec-
tivement les bosons de jauge faible W±, Z0, alors que le champ non massif Aˆ correspond au
photon. On peut alors faire l’identification suivante sur les constantes de couplage :
e = g sin θW (2.23)
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2.2 À la recherche du boson de Higgs au LHC
Le Tevatron du laboratoire Fermilab à Chicago produit actuellement des collisions entre
protons et anti-protons avec une énergie dans le centre de masse
√
s = 1.96 TeV. Mais jusqu’à
présent, aucune donnée expérimentale n’a pu confirmé l’existence du boson de Higgs. Le
LHC du CERN à Genève entrera en service très prochainement et produira alors des collisions
entre deux faisceaux de protons avec une énergie dans le centre de masse égale à 14 TeV. Les
deux détecteurs ATLAS et CMS auront pour mission de détecter les éventuelles signatures de
nouvelles particules.
Des prédictions théoriques de plus en plus précises sont alors sollicitées afin de véri-
fier l’accord entre les résultats expérimentaux et le Modèle Standard. En particulier, une
compréhension précise de la phénoménologie concernant les bruits de fond de type QCD est
nécessaire pour la découverte de nouveaux signaux, attestant la présence du fameux boson ou
des partenaires supersymétriques des particules du Modèle Standard. En effet, comme nous
l’avons vu dans le chapitre précédent, ces deux faisceaux hadroniques de très haute énergie
peuvent être considérés comme deux faisceaux de partons libres. On comprend aisément que
l’analyse du bruit de fond au LHC porte principalement sur l’étude de réactions partoniques
avec production dans l’état final de photons, leptons, et de hadrons.
2.2.1 Contraintes sur la masse du boson de Higgs
Comme nous l’avons vu, le mécanisme de Higgs permet une brisure spontanée de la
symétrie électro-faible, mais n’impose aucune valeur sur la masse du champ scalaire qui
lui est associé. Cet arbitraire entraîne l’existence de plusieurs mécanismes privilégiés de
production du boson en fonction de sa masse. Il existe cependant des contraintes théoriques
et expérimentales sur la masse du boson de Higgs.
La condition d’unitarité de l’élément de matrice S dans le cas de processus de diffusion
à haute énergie, notamment pour la réaction W+W− → W+W− avec s ≫ MW2, permet de
donner une limite théorique supérieure pour la masse du Higgs :
MH . 710 GeV (2.24)
Dans le cas d’un boson de Higgs avec une masse de l’ordre du TeV, l’intensité de l’in-
teraction électro-faible à haute-énergie devient très grande. En conséquence, les corrections
radiatives d’ordre supérieur sont tellement importantes que la théorie perturbative ne peut
plus être appliquée.
Le boson de Higgs a été recherché au collisionneur e+ e− du LEP avec une énergie dans le
centre de masse allant jusqu’à
√
s = 209 GeV. Dans cette région, le mécanisme de production
dominant du boson de Higgs est e+ e− → Z H. Mais aucun excédent significatif dans le
bruit de fond du Modèle Standard n’a été observé. On obtient ainsi une limite expérimentale
d’exclusion pour la masse du Higgs :
MH > 114.4 GeV (2.25)
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Une seconde contrainte expérimentale provient des mesures de précision des paramètres
de l’interaction électro-faible. En effet, le boson de Higgs permet l’existence de nouveaux
diagrammes de Feynman et contribue ainsi aux corrections radiatives pour les observables
physiques relatives à l’interaction électro-faible, notamment pour la masse du boson W ou la
masse du quark top. Des mesures expérimentales précises des paramètres du Modèle Stan-
dard permettraient de déterminer un intervalle de valeurs plus ou moins privilégiées pour la
masse du boson (entre 30 et 200 GeV), et de lui attribuer une limite supérieure [13] :
MH . 144 GeV (2.26)
2.2.2 Mécanismes de production
En supposant une luminosité intégrée
∫ L = 105 pb−1 et une énergie dans le centre de
masse de la paire pp égale à
√
s = 14Tev, le LHC sera en mesure de découvrir le boson de
Higgs à condition que sa masse soit approximativement comprise entre :
130 GeV < MH < 800 GeV (2.27)
Par contre, si la luminosité disponible n’est que de
∫ L = 104 pb−1, la limite supérieure tombe
alors à 600 GeV.
La production d’un boson de Higgs de type léger sera importante, mais sera par la même
occasion accompagnée d’un bruit de fond assez élevé, tandis que la production d’un boson
plus massif sera moindre avec un bruit de fond moins important. Il existe quatre mécanismes
de production du boson de Higgs, dont les sections efficaces sont assez grandes pour être
mesurées (voir Fig. 2.1) :
– la fusion gluon-gluon : gg → H, par l’intermédiaire d’une boucle de quark lourd.
– la fusion de bosons vecteur (VBF) : qq→ qq H via W+W−/ZZ → H.
– la production accompagnée d’un boson vecteur : qq¯→W±H,ZH.
– la production accompagnée d’une paire de quarks lourds : gg, qq¯ → tt¯ H,
et gg, qq¯ → bb¯ H.
2.2.3 Bruits de fond de la QCD
Après comparaison au premier ordre perturbatif des sections efficaces des signaux et des
rapports "signal sur bruit de fond" dans différentes régions pour la valeur de la masse du
boson de Higgs, on est en mesure de prédire quels seront les processus qui permettront la
production du boson la plus significative. Parmi toutes les réactions qui auront lieu au LHC,
celles qui offrent le plus grand potentiel de découverte du boson de Higgs sont les suivantes :
– gg → H → γγ, pour une masse du boson MH ≤ 150Gev
– gg → H → ZZ(∗) → l+l−l+l− 1, pour une masse du boson MH ≥ 130Gev
1(∗) signifie "virtuel", c’est-à-dire hors couche de masse, et l pour leptons (l = e, µ)
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Fig. 2.1 – Sections efficaces à l’ordre de l’arbre de la production du boson de Higgs comme fonction de sa masse
au LHC [14]
– qq¯→WH → l ν¯ bb¯
– qq¯→WH → l ν¯l γγ et gg (qq¯) → tt¯ H →WH + X → l ν¯l γγ+ X
Tous les signaux ci-dessus coïncident avec des réactions dites de "bruit de fond", c’est-à-dire
des réactions avec les mêmes particules dans l’état final, mais ne contenant pas d’état inter-
médiaire avec présence du boson de Higgs. Les bruits de fond correspondant aux signaux
précédents sont :
– qq¯, gg → γγ
– qq¯→ ZZ(∗) → l+l−l+l−
– qq¯→WZ → l ν¯ bb¯
– qq¯→Wγγ → l ν¯l γγ et gg (qq¯) → tt¯ γγ→ l ν¯l γγ+ X
2.3 Les corrections d’ordre supérieur
Toutes les sections efficaces de réactions partoniques au premier ordre perturbatif (ou
Leading Order - LO), pertinentes pour le LHC, ont déjà été évaluées [15, 16]. Cependant, la
plupart des analyses requiert des calculs au-delà de l’ordre le plus bas, c’est-à-dire à l’ap-
proximation au-delà des logarithmes dominants (ou Next-to-Leading Order - NLO). Après
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cette étude plus rigoureuse du bruit de fond, nous serons en mesure de tester les prédictions
du Modèle Standard avec plus de précision.
Les corrections à l’ordre supérieur (ou Higher Order - HO) définies par :
σNLO = σLO(αs(µR), µF) + σHO(αs2(µR), µR, µF) (2.28)
peuvent être non négligeables par rapport aux prédictions du LO, et modifier la section
efficace d’une proportion de l’ordre de la dizaine de pour cent selon les régions de l’espace
de phase. Une des causes est l’intensité à haute énergie de la constante de couplage αs de
l’interaction forte (pour exemple, αs(Mz2) = 0.118).
De surcroît, les corrections d’ordre supérieur permettent l’ouverture de nouveaux canaux
non permis à l’ordre le plus bas. Par exemple, l’émission réelle du processus pp → VV + jet
fait apparaître la réaction partonique qq→ VVq′q′ non présente au LO.
Par ailleurs, en ajoutant la contribution du HO à la section efficace du LO, il y a com-
pensation partielle de la dépendance de la section efficace au LO par rapport à l’échelle
de renormalisation. En effet, la section efficace au LO présente une dépendance monotone
provenant des densités partoniques, tandis que la section efficace au NLO possède une dé-
pendance non monotone mais avec la possible présence d’une région relativement plate. De
plus, si cette région correspond au cas où les sections efficaces au LO et NLO sont du même
ordre de grandeur, alors celle-ci représentera un choix judicieux pour la valeur à donner à
cette échelle (voir Fig. (2.2)). Il faut toutefois préciser que cette dépendance est non physique,
σ(pp → tt
_
H + X) [fb]
√s = 14 TeV
NLO
LO
M
H
 = 120 GeV
µ
0
 = m
t
 + M
H
/2
µ/µ
0
0.2 0.5 1 2 5
200
400
600
800
1000
1200
1400
Fig. 2.2 – Dépendance des sections efficaces au LO et NLO de la production de tt¯H au LHC par rapport aux
échelles de renormalisation et factorisation avec µR = µF [17, 18]
puisqu’elle provient du fait que l’on a tronqué la série perturbative en αs. En effet, la section
efficace évaluée à tous les ordres perturbatifs ne présente aucune dépendance par rapport aux
échelles de renormalisation et de factorisation.
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Le calcul de corrections de type NLO pour une réaction comprenant N particules externes
comporte plusieurs étapes plus ou moins délicates :
– l’élément de matrice à l’ordre de l’arbre. Pour cette partie, on peut utiliser de nombreux
algorithmes [19, 20, 21, 24] et outils automatiques (FeynArts [25], GRACE [26, 27],
QGraph [28], MadGraph [29],...) très efficaces et testés rigoureusement.
– la partie virtuelle comprenant le calcul d’amplitudes à boucle avec N particules externes,
associée à la renormalisation des divergences ultra-violettes (UV).
– l’émission réelle qui consiste en la production systématique d’amplitudes à l’arbre avec
N + 1 particules externes, nécessaire pour la compensation des divergences infra-rouges
(IR) de la partie virtuelle.
– l’évaluation numérique de l’amplitude finie, une fois l’assemblage des deux parties ci-
dessus effectué.
L’évaluation des diagrammes à boucle multi-pattes constitue l’étape la plus difficile, et
nécessite évidemment le traitement le plus soutenu. Bien qu’un certain nombre de processus
avec cinq particules externes a déjà été calculé [30] - [50] et même récemment quelques pro-
cessus de type 2 → 4 [51, 52], l’automatisation de ces corrections est loin d’avoir été réalisée
pour des réactions avec plus de quatre particules externes, surtout si elles comportent des
divergences IR. En effet, au-delà de quatre particules externes, le nombre de diagrammes à
boucle augmente sensiblement, et la complexité du calcul s’accroît énormément à cause de la
taille des résultats et des instabilités numériques.
Néanmoins, les bruits de fond multi-pattes doivent être étudiées avec une grande préci-
sion, et des calculs entièrement automatiques pour une évaluation numérique stable de ces
amplitudes sont grandement souhaitables.
2.4 Motivations pour pp→ VV + jet
Dans la liste de souhaîts du workshop des Houches "Physics at TeV colliders" [53, 54],
sont répertoriés les principaux signaux et bruits de fonds pour le LHC, dont les corrections
à l’ordre supérieur n’ont pas encore été calculées, ou l’ont été récemment (voir Tab. 2.1).
Au premier rang de cette liste pour les prédictions manquantes à l’ordre NLO, se trouve le
processus de type bruit de fond 2 pp → VV + jet.
En effet, il constitue un important bruit de fond pour le signal pp → H + jet → VV + jet,
dans lequel un boson de Higgs de type léger (155 < MH < 185 Gev) se désintègre en
H → VV∗. De plus, il représente un bruit de fond pour une nouvelle physique au-delà du
Modèle Standard.
Indépendamment de ce statut de bruit de fond pour les collisionneurs hadroniques, ce
processus est intéressant car il permet d’étudier précisément le couplage non-abélien entre
2où V est un vecteur de boson de jauge faible {Z,W±,γ}
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bosons de jauge faible, à savoir γW+W− et ZW+W−.
Enfin, c’est un important test avant l’étude de processus avec plus de quatre particules
externes et avec plus de particules massives.
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Processus Bruits de fond pour Commentaires
(V ∈ {Z,W±,γ})
Effectués depuis LH 2005
1. pp → VV + jet recherche du Higgs W+W− + jet évalué par [55, 56, 57]
nouvelle physique
2. pp → H + 2 jets couplage du Higgs canal gg évalué par [58]
canal VBF évalué par [59, 60]
3. pp → V V V production tri-leptons SUSY ZZZ évalué par [61]
WWZ évalué par [62]
WWZ,WWZ,WWW évalués par [63]
4. pp → tt¯ Z nouvelle physique évalué par [64]
5. pp →W/Z bb¯ production W/Z + H évalué par [65]
production quark top
Restants après LH 2007
6. pp → tt¯ bb¯ pp → tt¯H
7. pp → tt¯ + 2 jets pp → tt¯H
8. pp → VV bb¯ VBF→ H → VV, tt¯H
nouvelle physique
9. pp → VV + 2 jets VBF→ H → VV contributions VBF
évaluées par [66, 67, 68]
10. pp → V + 3 jets nouvelle physique
11. pp → bb¯bb¯ recherche du Higgs
et nouvelle physique
Tab. 2.1 – La liste de souhaîts des Houches pour le LHC [54] mise à jour
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Dans ce chapitre, nous présentons d’abord la méthode des amplitudes d’hélicité qui vanous servir à exprimer la partie spinorielle et tensorielle des diagrammes de Feynman
de manière compacte, puis nous présentons la méthode GOLEM 1, qui nous permettra de
réduire les intégrales à boucle.
1être humanoïde, artificiel, fait d’argile, animé momentanément de vie par l’inscription sur son front (ou sa
bouche, selon les versions) d’un verset biblique. Le golem est l’état qui précède la création d’Adam.
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3.1 La méthode des amplitudes d’hélicité
Afin de garder l’information pour chaque configuration d’hélicité2, il est préférable d’éva-
luer l’amplitude avec une hélicité fixée pour chaque particule.
On calcule donc séparément l’amplitude pour chacune de ces configurations. Comme les
différentes configurations d’hélicité n’interfèrent pas entre elles, on somme le carré de toutes
les amplitudes d’hélicité pour obtenir la section efficace totale. De plus, il est possible d’adop-
ter une représentation explicite pour les vecteurs de polarisation, ce qui permet de réduire
sensiblement le nombre de termes.
Soit u(p) un spineur de Dirac non-massif :
6 pu(p) = 0, p2 = 0 (3.1)
On définit les 2 états d’hélicité par les projections chirales :
Π±u(p) = u±(p) (3.2)
avec :
Π± =
1
2
(1± γ5) (3.3)
Les projecteurs chiraux nous permettent d’écrire :
6 p = Π− 6 p + Π+ 6 p = |p−〉〈p−|+ |p+〉〈p+| (3.4)
Pour les spineurs u±(p), v±(p) et leurs conjugués de charge u±(p), v±(p), on utilise la
convention suivante [69] :
u±(p) = v∓(p) = |p±〉 (3.5)
u±(p) = v∓(p) = 〈p±| (3.6)
La normalisation des spineurs est :
〈p±|γµ|p±〉 = 2 pµ (3.7)
La transformation par conjugaison de charge C s’exprime par :
|p−〉 = |p+〉c (3.8)
Dans la suite, on donne la liste des propriétés des spineurs non-massifs (la démonstration
de certaines relations est donnée en annexe B). Pour des spineurs non-massifs d’impulsion p
et q, on a :
〈p+|q+〉 = 〈p−|q−〉 = 0 (3.9)
〈p−|q+〉 = − 〈q−|p+〉 (3.10)
〈p−|p+〉 = 〈p+|p−〉 = 0 (3.11)
2l’hélicité est la projection du spin de la particule dans la direction de l’impulsion
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Pour simplifier les notations, on utilise les conventions suivantes [69] :
〈p−|q+〉 ≡ 〈pq〉 (3.12)
〈p+|q−〉 ≡ [pq] (3.13)
Ainsi les relations ci-dessus deviennent :
〈q−|p+〉 = −〈pq〉 (3.14)
〈q+|p−〉 = 〈pq〉∗ ≡ [qp] (3.15)
〈p+|q−〉 = −〈pq〉∗ (3.16)
et l’on a :
|〈pq〉|2 = 2 (p · q) (3.17)
Les relations suivantes nous seront également très utiles pour la suite :
〈p+|γµ|q+〉 = 〈p−|γµ|q−〉∗ (3.18)
〈p+|γµ|q+〉 = 〈q−|γµ|p−〉 (3.19)
〈p+|γµ|q+〉 〈r−|γµ|s−〉 = 2 〈p+|s−〉 〈r−|q+〉 (3.20)
Il est possible de construire un vecteur de polarisation non massif, noté εµ, à partir de
spineurs de Dirac :
ε+µ (p) = N u¯+(p)γµv(p) (3.21)
ε−µ (p) = (ε+µ (p))∗ (3.22)
où v est un spineur de Dirac et N une constante de normalisation. Cette dernière est fixée
grâce aux relations d’orthonormalisation des vecteurs de polarisation :
ε+(p) · ε+(p) = ε−(p) · ε−(p) = 0 (3.23)
ε+(p) · ε−(p) = −1 (3.24)
De plus, on sait que ces vecteurs de polarisation doivent satisfaire la relation :
ε±(p) · p = 0 (3.25)
A l’aide d’un vecteur de référence q (q2 = 0), on trouve finalement les expressions suivantes :
ε+µ (p, q) =
〈q−|γµ|p−〉√
2〈qp〉 (3.26)
ε−µ (p, q) =
〈q+|γµ|p+〉√
2[p q]
(3.27)
6 ε+(p, q) =
√
2
〈qp〉 [ |p−〉〈q−|+ |q+〉〈p+| ] (3.28)
6 ε−(p, q) =
√
2
[p q]
[ |p+〉〈q+|+ |q−〉〈p−| ] (3.29)
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Ces dernières relations vérifient :
ε+(p, q) · q = ε−(p, q) · q = 0 (3.30)
Et si q s’écrit comme q = k + λ p (où k est un vecteur arbitraire, et λ une constante réelle),
alors :
ε±(p, q) = ε±(p, k) + β±(k, q, p) p (3.31)
où
β+(k, q, p) =
√
2 〈kq〉
〈kp〉 〈qp〉 (3.32)
β−(k, q, p) = (β+(k, q, p))∗ (3.33)
Or l’invariance de jauge de l’amplitude par rapport au boson de jauge externe nous permet
d’affimer que le terme proportionnel à p dans la relation (3.31) donne une contribution nulle :
{M}ε=p = 0 (3.34)
Ainsi, le vecteur de référence du vecteur de polarisation peut être choisi en toute liberté
puisque l’amplitude reste inchangée.
3.2 Le projet GOLEM
Le but du projet GOLEM (General One Loop Evaluator for Matrix elements) est de
construire un code public de type Monte-Carlo pour des prédictions phénoménologiques
du Modèle Standard, qui puisse être en particulier à la disposition des expérimentateurs du
LHC. Cette librairie a été développée à partir de logiciels de manipulation symbolique tels
que FORM [70] et MAPLE [71], et un logiciel de calcul numérique Fortran 90.
Plusieurs calculs de corrections à une boucle réalisés par des contributeurs du projet ont
déjà permis de vérifier la justesse du code de GOLEM. Parmi les processus évalués à l’aide
de ce code, on trouve : gg→ W+W− [72], gg→ γγg [50], 6γ→ 0 [73, 74], uu¯→ dd¯ ss¯ [54, 75].
Par ailleurs, le processus étudié au cours de cette thèse constitue également un test de la
librairie GOLEM.
Présenté dans l’article [76], GOLEM est un formalisme algébrique et numérique qui
permet l’évaluation des amplitudes à une boucle contenant un nombre arbitraire N de parti-
cules externes (ou "pattes"). La motivation pour la construction d’un tel formalisme est une
évaluation stable et rapide des intégrales à une boucle qui apparaissent dans les expressions
analytiques des diagrammes de Feynman dans les corrections d’ordre supérieur.
L’objectif est de réduire le nombre de points N (nombre de propagateurs internes présents
au dénominateur de l’intégrand) et le rang r (nombre de propagateurs internes présents au
numérateur de l’intégrand) des intégrales scalaires et tensorielles. Mais malheureusement, le
prix à payer est l’augmentation, à chaque étape de la réduction, du nombre de ces intégrales
de complexité inférieure et l’apparition d’instabilités artificielles (déterminants de Gram par
exemple).
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La méthode GOLEM présente l’avantage d’être utilisable dans le cas de particules mas-
sives ou non-massives parcourant la boucle. D’une part, la réduction tensorielle proposée
permet d’isoler dès le départ les divergences de type infrarouge (IR) et ultra-violette (UV).
D’autre part, elle permet de réduire les intégrales tensorielles en terme de facteurs de forme,
lesquels sont décomposés sur une base d’intégrales ne contenant aucun déterminant de Gram
inverse. Enfin, pour les cas de boucle avec N ≥ 5, on note l’absence d’intégrales de dimension
supérieure à n = 4− 2ǫ.
3.2.1 Intégrales scalaires et tensorielles : notations
On souhaite étudier les diagrammes de Feynman à une boucle de N points avec les mo-
ments externes notés p1, . . . , pN (voir Fig. 3.1), tous considérés comme entrants dans la boucle.
La conservation de l’énergie-impulsion se traduit par :
N
∑
i=1
pi = 0 (3.35)
Ces diagrammes sont en partie exprimés en termes d’intégrales dans l’espace des moments,
avec ou sans le moment sur lequel on intègre au numérateur de l’intégrand.
pN−2
pN−1 pN
p1
p2
p3
p4
N
1
2
3
Fig. 3.1 – Représentation graphique d’un diagramme à boucle à N points
Dans un espace-temps de dimension n = 4− 2 ǫ, on définit une intégrale tensorielle à N
points de rang r par :
In,µ1...µrN (a1, ..., ar) =
∫ dnk
i πn/2
qµ1a1 ...q
µr
ar
∏
N
i=1(qi2 −mi2 + iδ)
(3.36)
avec qi = k + ri où k est le moment parcourant la boucle, et ri une combinaison linéaire des
moments externes défini par pi = ri − ri−1. On remarque que le numérateur est exprimé en
fonction des moments des propagateurs au lieu du moment k de la boucle, ceci permettant
une non prolifération des termes.
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L’intégrale scalaire (c’est-à-dire sans propagateur interne au numérateur) à N points et à
n dimensions s’écrit 3, 4 :
InN(S) =
∫
dk¯
1
∏
N
i=1(q
2
i −m2i + iδ)
(3.37)
Après introduction des paramètres de Feynman et intégration sur le moment, l’intégrale
scalaire devient :
InN(S) = (−1)NΓ(N −
n
2
)
∫ N
∏
i=1
dzi δ(1−
N
∑
l=1
zl)
(
R2
) n
2−N
avec R2 = −1
2
z · S · z− iδ = −1
2
N
∑
i,j=1
zi Sijzj − iδ (3.38)
où l’on a introduit la matrice cinématique S défini par 5 :
Sij = (ri − rj︸ ︷︷ ︸
qi−q j
)2 −m2i −m2j = Sji (3.39)
3.2.2 Introduction des facteurs de forme
On doit distinguer les cas N ≤ 5 et N ≥ 6. En effet, dans le cas N ≤ 5, on peut exprimer la
structure tensorielle des intégrales comme une combinaison linéaire du tenseur métrique gµν
et des moments ∆µij = r
µ
i − rµj = qµi − qµj .
Ainsi les intégrales tensorielles se décomposent en terme de combinaison linéaire de ces ten-
seurs de Lorentz multipliés par des facteurs de forme notés AN,rl1···lr(S), B
N,r
l1···(S), C
N,r··· (S) et dont
l’utilisation apparaît dans les relations (3.40) à (3.44) :
InN(S) = A
N,0(S) (3.40)
In,µ1N (a1; S) = ∑
l∈S
∆
µ1
l a1
AN,1l (S) (3.41)
In,µ1µ2N (a1, a2; S) = ∑
l1,l2∈S
∆
µ1
l1 a1
∆
µ2
l2 a2
AN,2l1 l2(S) + g
µ1 µ2 BN,2(S) (3.42)
In,µ1µ2µ3N (a1, a2, a3; S) = ∑
l1,l2,l3∈S
∆
µ1
l1 a1
∆
µ2
l2 a2
∆
µ3
l3 a3
AN,3l1l2l3(S)
+ ∑
l∈S
(
gµ1µ2 ∆µ3l a3 + g
µ1µ3 ∆
µ2
l a2
+ gµ2µ3 ∆µ1l a1
)
BN,3l (S) (3.43)
3On note S l’ensemble ordonné contenant les étiquettes des propagateurs : S = {1, 2, . . . ,N}
4On utilise la convention dk¯ = dnk/iπn/2 pour la mesure de l’intégrale
5La méthode est également développée dans le cas où la matrice S n’est pas inversible
36 Chapitre 3. Outils pour les calculs à une boucle
In,µ1µ2µ3µ4N (a1, a2, a3, a4; S) = ∑
l1 ...l4∈S
∆
µ1
l1 a1
∆
µ2
l2 a2
∆
µ3
l3 a3
∆
µ4
l4 a4
AN,4l1l2l3l4(S)
+ ∑
l1,l2∈S
(
gµ1µ2 ∆µ3l1 a3 ∆
µ4
l2 a4
+ gµ1µ3 ∆µ2l1 a2 ∆
µ4
l2 a4
+ gµ1µ4 ∆µ2l1 a2 ∆
µ3
l2 a3
+ gµ2µ3 ∆µ1l1 a1 ∆
µ4
l2 a4
+gµ2µ4 ∆µ1l1 a1 ∆
µ3
l2 a3
+ gµ3µ4 ∆µ1l1 a1 ∆
µ2
l2 a2
)
BN,4l1l2 (S)
+ (gµ1µ2 gµ3µ4 + gµ1µ3 gµ2µ4 + gµ2µ3 gµ1µ4) CN,4(S) (3.44)
Par contre, dans le cas N ≥ 6, seuls les facteurs de forme du cas N = 5 apparaissent, puisque
l’on peut montrer que :
In,µ1...µrN (a1, ..., ar; S) = − ∑
j∈S
Cµ1ja1 I
n,µ2...µr
N−1 (a2, ..., ar; S \ {j}) (3.45)
où l’on a introduit les coefficients Cµ1ja1 définis par :
∑
j∈S
Sij Cµ1ja1 = ∆
µ
ia1
, a ∈ S (3.46)
3.2.3 Détermination des facteurs de forme
On décide de dissocier l’intégrale scalaire à N points en une partie finie dans l’infra-rouge
et une autre divergeant potentiellement dans l’infra-rouge :
InN(S) = Idiv(S) + I f in(S)
= ∑
i∈S
bi(S)
∫
dk¯
(q2i −m2i )
∏
j∈S
(q2j −m2j + i δ)
+
∫
dk¯
1−∑
i∈S
bi(S) (q2i −m2i )
∏
j∈S
(q2j −m2j + i δ)
(3.47)
On remarque que Idiv s’écrit comme une somme d’intégrales réduites avec un propagateur
pincé. Après une translation sur le moment de la boucle et une réécriture du numérateur de
I f in, on obtient :
I f in(S) = −B(S) Γ(N)
∫ 1
0
∏
i∈S
dzi δ(1−∑
l∈S
zl)
∫ dnl
iπn/2
l2 + R2
(l2 − R2)N
= −B(S) (N − n− 1) In+2N (S) (3.48)
avec B(S) = ∑
i∈S
bi(S) = ∑
i∈S
(
∑
k∈S
Ski−1
)
(3.49)
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On peut décomposer de la même façon une intégrale tensorielle à N points de rang r :
In,µ1...µrN (a1, . . . , ar ; S) = Idiv(S) + I f in(S)
=
∫
dk¯
[
qµ1a1 + ∑j∈S Cµ1ja1 (q2j −m2j )
]
qµ2a2 . . . q
µr
ar
∏i∈S(q2i −m2i + iδ)
−∑
j∈S
Cµ1ja1
∫
dk¯
(q2j −m2j ) qµ2a2 . . . qµarar
∏i∈S(q2i −m2i + iδ)
. (3.50)
à l’aide de l’équation suivante 6 :
In, µ1...µrN (a1, . . . , ar ; S) = (−1)r
[r/2]
∑
m=0
(
−1
2
)m N
∑
j1 ···jr−2m=1
[
(g..)⊗m ∆·j1 · · · · ∆·jr ·
]{µ1···µr}
{a1···ar}
×In+2mN (j1 . . . , jr−2m ; S) (3.51)
il est possible d’obtenir aisément par identification avec les relations (3.40) à (3.43) les expres-
sions pour les facteurs de forme AN,r(S) et BN,r(S) pour N = 3 et r = 0, . . . , 3 :
A3,0(S) = In3 (S)
A3,1l (S) = −In3 (l; S)
B3,2(S) = −1
2
In+23 (S)
A3,2l1l2(S) = I
n
3 (l1, l2; S)
B3,3l (S) =
1
2
In+23 (l; S)
A3,3l1l2l3(S) = −In3 (l1, l2, l3; S) (3.52)
Si l’on souhaite réduire les intégrales scalaires avec paramètre de Feynman ci-dessus en termes
d’intégrales scalaires sans paramètre de Feynman dans le cas où la matrice cinématique S est
inversible, on peut utiliser les formules ci-dessous :
6où [r/2] correspond à l’entier inférieur ou égal à r/2 le plus proche, et où le symbole ⊗m indique que le
tenseur métrique est présent à la puissance m
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In3 (l1; S) =
bl1
B
[
In3 (S)−∑
j∈S
bj In2 (S \ {j})
]
+ ∑
j∈S
S−1l1 j In2 (S \ {j}) (3.53)
In3 (l1, l2; S) = −S−1l1 l2 In+23 (S) + bl1(n− 1)In+23 (l2; S) + ∑
j∈S
S−1l1 j In2 (l2; S \ {j}) (3.54)
In3 (l1, l2, l3; S) = −S−1l1 l2 In+23 (l3; S)−S−1l1 l3 In+23 (l2; S) + n bl1 In+23 (l2, l3; S)
+ ∑
j∈S
S−1l1 j In2 (l2, l3; S \ {j}) (3.55)
In+23 (S) =
1
B
1
(n− 2)
[
In3 (S)−∑
l∈S
bl I
n
2 (S \ {l})
]
(3.56)
In+23 (l1; S) =
1
B
[
bl1 I
n+2
3 (S) +
1
n− 1 ∑j∈S
S−1j l1 In2 (S \ {j})
− 1
n− 1 ∑j∈S
bj In2 (l1; S \ {j})
]
(3.57)
In+23 (l1, l2; S) =
1
n B
[
bl1 I
n+2
3 (l2; S) + bl2 I
n+2
3 (l1; S) + I
n
3 (l1, l2; S)
−∑
j∈S
bj I
n
2 (l1, l2; S \ {j})
]
(3.58)
Comme nous pouvons le constater, le nombre de termes de notre intégrale à boucle d’ori-
gine risque d’exploser si l’on applique les relations ci-dessus. De plus, on voit apparaître
dans (3.57) par exemple, les déterminants de Gram inverses en facteur de notre formule de
réduction. En effet, nous avons (avec a ∈ S et N quelconque) :
1
B
= (−1)N+1 detS
detG(a)
(3.59)
où detG(a) représente le déterminant de la matrice de Gram d’élément :
G(a)ij = 2∆ia · ∆ja (3.60)
Dans le cas où la matrice cinématique S n’est pas inversible, des divergences d’origine infra-
rouge apparaissent, et on choisit alors d’exprimer ces intégrales scalaires à 2 et 3 points avec
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ou sans paramètre de Feynman, en introduisant un ensemble de fonctions 7 notées Hi [76] :
H0(X, α) =
X¯α
X
(3.61)
H1(X,Y, α) =
X¯α − Y¯α
X − Y (3.62)
H2(X,Y, α) =
Y¯α
Y− X +
1
1+ α
Y¯1+α − X¯1+α
(Y − X)2 (3.63)
H3(X,Y, α) =
Y¯α
Y− X +
2
1+ α
Y¯1+α
(Y− X)2 +
2
(1+ α) (2+ α)
Y¯2+α − X¯2+α
(Y − X)3 (3.64)
H4(X,Y, α) =
Y¯α
Y− X +
3
1+ α
Y¯1+α
(Y− X)2 +
6
(1+ α) (2+ α)
Y¯2+α
(Y− X)3
+
6
(1+ α) (2+ α) (3+ α)
Y¯3+α − X¯3+α
(Y− X)4 (3.65)
avec X¯ = −X − i δ
Cette décomposition présente l’avantage non négligeable d’éviter l’apparition de dénomi-
nateurs de la forme 1/(X − Y)n (où X,Y sont en fait des variables de Mandelstam), pouvant
mener à des instabilités numériques. En effet, ces fonctions H ont un comportement régulier
quand X = Y.
De plus, après factorisation, si (X−Y) apparait en facteur devant ces fonctions, il est alors
possible de réduire leur rang grâce aux relations suivantes :
(Y − X) H1(X,Y, α) = Y¯α − X¯α (3.66)
(Y − X) H2(X,Y, α) = α1+ α Y¯
α − 1
1+ α
X H1(X,Y, α) (3.67)
(Y − X) H3(X,Y, α) = α2+ α Y¯
α − 2
2+ α
X H2(X,Y, α) (3.68)
(Y − X) H4(X,Y, α) = α3+ α Y¯
α − 3
3+ α
X H3(X,Y, α) (3.69)
Concernant la dérivation des expressions des facteurs de forme pour N > 3, elle est
effectuée en faisant appel aux relations (3.48) et (3.50) que l’on identifie avec les expressions
des intégrales décomposées sur les facteurs de forme. On invite le lecteur à lire l’annexe C
dans laquelle se trouvent les expressions des facteurs de forme pour N = 4, 5, ainsi que les
relations de réduction de rang entre facteurs de forme.
Pour le calcul du processus qui fait l’objet de cette thèse, la base de fonctions sur laquelle on
choisit de décomposer les intégrales à boucle sera la suivante :
– l’intégrale scalaire à 4 points et n dimensions : In4 (S)
7cette démarche n’étant valable que dans le cas de propagateurs internes non-massifs
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– l’intégrale scalaire à 3 points et n dimensions et 3 masses externes : In3
– les fonctions Hi, (i = 1, ..., 4) : Hi(X,Y)
– les fonctions de type logarithme : ln( X
µ2
), ln2( X
µ2
)
C’est donc pour une approche de type semi-numérique que nous optons pour le calcul des
amplitudes à boucle multi-pattes, dans la mesure où la liste ci-dessus détermine la fin de la
réduction analytique des intégrales et marque le début de l’évaluation numérique.
Conclusion du chapitre
Ainsi, grâce à la méthode GOLEM, il nous est permis de réduire notablement les intégrales
scalaires et tensorielles, en limitant le risque de voir apparaitre des dénominateurs pouvant
s’annuler dans certaines régions physiques de l’espace de phase, et en permettant également
de conserver la distinction entre divergences infra-rouge et ultra-violette.
4Automatisation des calculs à uneboucle
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Dans ce chapitre, nous présentons le calcul des corrections à l’ordre supérieur de la réactionqq¯ → γγ. Cette évaluation constitue un mise en application de la méthode GOLEM
associée à celle des amplitudes d’hélicité. Elle servira également de point de départ pour
l’étude du processus plus complexe pp → VV + jet.
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4.1 Étude de la réaction qq¯ → γγ
On souhaite évaluer l’amplitude de probabilité associée à la réaction :
q(p1,λ1) q¯(p2,λ2) → γ(p3,λ3) γ(p4,λ4) (4.1)
La conservation de l’énergie-impulsion entraine (on se place dans une configuration dite phy-
sique) :
p1 + p2 = p3 + p4 avec pi2 = 0 (i = 1, .., 4) (4.2)
On se limitera à l’étude de l’une des amplitudes d’hélicité les plus complexes : λ1 = λ3 = +1
et λ2 = λ4 = −1.
4.1.1 Amplitude à l’ordre de l’arbre
γ(p3)
γ(p4)
q(p1)
q¯(p2) q¯(p2)
q(p1) γ(p4)
γ(p3)
Fig. 4.1 – Diagrammes de Feynman à l’ordre de l’arbre de qq¯→ γγ
Les diagrammes de Feynman qui contribuent à l’ordre de l’arbre sont représentés sur la figure
(4.1). La saveur et la couleur de la paire quark-antiquark étant fixées, l’amplitude totale à
l’ordre de Born s’écrit :
MB+,−,+,− = −i e2 Q2
(
1
t
v¯−(p2) 6 ε−4 (p4)( 6 p1 − 6 p3) 6 ε+3 (p3)u+(p1)
+
1
u
v¯−(p2) 6 ε+3 (p3)( 6 p1 − 6 p4) 6 ε−4 (p4)u+(p1)
)
(4.3)
où l’on a introduit les variables de Mandelstam t = (p1 − p3)2 et u = (p1 − p4)2.
On peut tester l’exactitude de l’expression ci-dessus en vérifiant l’invariance de jauge de l’am-
plitude, c’est-à-dire en effectuant le remplacement ε3 → p3 (ou ε4 → p4) :
M˜B ∝ 1t v¯(p2) 6 ε4( 6 p1 − 6 p3) 6 p3u(p1) +
1
u
v¯(p2) 6 p3( 6 p1 − 6 p4) 6 ε4u(p1)
=
1
t
v¯(p2) 6 ε4 6 p1 6 p3u(p1) +
1
u
v¯(p2) 6 p3 6 p2 6 ε4u(p1)
=
2 p1.p3
t
v¯(p2) 6 ε4u(p1) +
2 p2.p3
u
v¯(p2) 6 ε4u(p1) = 0 (4.4)
où l’on a utilisé les relations (4.2) et les équations de Dirac pour les spineurs :
6 p1 u(p1) = 0 et v¯(p2) 6 p2 = 0 (4.5)
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Comme attendu, on trouve : M˜B(ε3 → p3) = 0. Notre amplitude vérifie donc l’invariance de
jauge par rapport aux photons externes.
On choisit p1 comme vecteur de référence pour ε3(p3) et p2 pour ε4(p4) :
6 ε+3 (p3, p1) =
√
2
〈13〉 [ |3−〉〈1−|+ |1+〉〈3+| ]
6 ε−4 (p4, p1) =
√
2
[41]
[ |4+〉〈1+|+ |1−〉〈4−| ] (4.6)
En utilisant le formalisme des amplitudes d’hélicité et les relations 4.6, on est en mesure de
réécrire l’amplitude de Born en termes de spineurs :
MB+,−,+,− = −i e2 Q2 2〈13〉 [41]
(
1
t
〈2+|1−〉〈4−|( 6 p1 − 6 p3)|3−〉 〈1−|1+〉︸ ︷︷ ︸
=0
+
1
u
〈2+|3−〉〈1−|( 6 p1 − 6 p4)|1−〉〈4−|1+〉
)
= −i e2 Q2 2 〈41〉 [23]〈13〉 [41] (4.7)
4.1.2 Amplitude à l’ordre d’une boucle
γ(p3)
γ(p4)
q(p1)
q¯(p2)
M1 M2
M3 M4
Fig. 4.2 – Diagrammes de Feynman à l’ordre d’une boucle de qq¯→ γγ
À l’ordre supérieur, en considérant l’échange des 2 photons, nous avons 8 diagrammes à une
boucle à évaluer (voir Fig. 4.2) :
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– M1 contient une intégrale à 2 points de rang 1.
– M2 etM3 contiennent une intégrale à 3 points de rang 2.
– M4 contient une intégrale à 4 points de rang 3.
Étudions le dernier diagramme à boucleM4, pour lequel on définit les quatres propagateurs
internes suivants :
q1 = k
q2 = k+ p2
q3 = k+ p2 + p4
q4 = k+ p2 + p4 + p3 = k− p1 (4.8)
La matrice cinématique a donc pour expression :
S =


0 0 s24 0
0 0 0 s34
s24 0 0 0
0 s34 0 0


L’expression analytique di diagramme est la suivante :
M4 = −e2 Q2 gs2 CF µ4(2−n)︸ ︷︷ ︸
≡K
v¯(p2) γα
∫
dk¯
6q4
q42
6 ε(p4) 6q3q32 6 ε(p3)
6q2
q22
1
q12
γα u(p1) (4.9)
On choisit p1 comme vecteur de référence commun à ε3 et ε4 :
ε3
µ3− ε4µ4+ = 〈1+|γµ3 |3+〉 〈1−|γµ4 |4−〉
= 〈4+|γµ4 6 p1γµ3 |3+〉
〈3+|6 p2|4+〉
〈3+|6 p2|4+〉
=
1
[32] 〈24〉 tr(Π
+ 6 p4γµ4 6 p1γµ3 6 p3 6 p2) (4.10)
La relation (4.10) ci-dessus nous permet d’obtenir l’amplitude d’hélicité {+,−,+,−} pour ce
diagramme :
M+,−,+,−4 = K
∫ dk¯
q12 q22 q32 q42
〈2+|γα 6q4 γµ4 6q3 γµ3 6q2 γα|1+〉 ε3µ3− ε4µ4+
=
K
[32] 〈24〉 [13] 〈32〉
∫
dk¯
tr(Π+ 6 p2γα 6q4γµ4 6q3 γµ3 6q2 γα 6 p1 6 p3)
q12 q22 q32 q42
× tr(Π+ 6 p4γµ4 6 p1γµ3 6 p3 6 p2) (4.11)
On définit le facteur global K deM+,−,+,−4 :
K = K
[32] 〈24〉 [13] 〈32〉 =
−e2 Q2 gs2 CF µ4(2−n)
[32] 〈24〉 [13] 〈32〉 (4.12)
46 Chapitre 4. Automatisation des calculs à une boucle
La prochaine étape consiste à évaluer l’intégrale à boucle à 4 points de rang 3 :
M+,−,+,−4 = K
∫
dk¯
q2ν2 q3ν3 q4ν4
q12 q22 q32 q42
tr(Π+ 6 p2γα γν4γµ4 γν3 γµ3 γν2 γα 6 p1 6 p3)
× tr(Π+ 6 p4γµ4 6 p1γµ3 6 p3 6 p2) (4.13)
Aprés décomposition de l’intégrale en fonction des facteurs de forme définis dans la méthode
GOLEM, on obtient :
M+,−,+,−4 = 8K (A4,31,1,1 (s243 s342 + s244 s34) + A4,31,1,2 (s242 s343 + 3 s243 s342 + 2 s244 s34) +
A4,31,1,4 (2 s24
3 s342 + 2 s244 s34) + A
4,3
1,2,2 (s24
2 s343 + 2 s243 s342 + s244 s34) +
A4,31,2,4 (s24
2 s343 + 4 s243 s342 + 3 s244 s34) + A
4,3
1,4,4 (s24
3 s342 + s244 s34) +
A4,32,2,4 (s24
2 s343 + 2 s243 s342 + s244 s34) + A
4,3
2,4,4 (s24
3 s342 + s244 s34) +
B4,31 (2 s24
2 s342 − 2 s244) + B4,32 (−2 s242 s342 − 4 s243 s34 − 2 s244) +
B4,34 (2 s24
2 s342 − 2 s244)) (4.14)
Par ailleurs, il est possible de procéder à une réduction supplémentaire avant la décomposi-
tion sur les facteurs de forme. Elle consiste à développer la trace contenant les propagateurs
internes contractés sur les matrices γ. On obtient alors une combinaison linéaire de produits
scalaires entre les moments externes et les propagateurs de la boucle. On fait alors intervenir
les relations suivantes propres à la matrice cinématique de notre réaction : (avec i = 1, ..., 4)
p1.qi = q1.qi − q4.qi
p2.qi = q2.qi − q1.qi
p3.qi = q4.qi − q3.qi
p4.qi = q3.qi − q2.qi (4.15)
Ces relations nous permettent de faire apparaitre au numérateur des propagateurs au carré,
qui vont ainsi se compenser avec ceux du dénominateur, ce qui nous permet de réduire le
rang et le nombre de points des intégrales tensorielles : (i, j = 1, ..., 4)
qi.qj = qi2 + qj2 − 12 S(i, j) (4.16)
Cette relation provient de la définition de S (3.39). Cette réduction additionnelle nous permet
de décomposer notre diagramme de la manière suivante :
M+,−,+,−4 = 2K (A2,0(S \ {1, 3}) (s343 + 7 s24 s342 + 10 s242 s34 + 4 s243) +
A2,0(S \ {2, 4}) (4 s242 s34 + 4 s243) + A3,0(S \ {1}) (6 s242 s342 + 6 s243 s34) +
A3,0(S \ {2}) (2 s243 s34 + 2 s244) + A3,0(S \ {4}) (−2 s242 s342 + 2 s244) +
A3,11 (S \ {3}) (2 s242 s342 + 2 s243 s34) + A3,12 (S \ {3}) (−2 s24 s343 − 2 s242 s342) +
A3,12 (S \ {4}) (−2 s242 s342 − 2 s243 s34) + A3,13 (S \ {1}) (6 s242 s342 + 6 s243 s34) +
A3,13 (S \ {4}) (2 s243 s34 + 2 s244) + A3,14 (S \ {1}) (−6 s24 s343 − 6 s242 s342) +
A3,23,3(S \ {1}) (2 s242 s342 + 2 s243 s34) + A3,23,4(S \ {1}) (−4 s24 s343 − 4 s242 s342) +
A3,24,4(S \ {1}) (2 s344 + 2 s24 s343) + A4,0 (−2 s243 s342 − 2 s244 s34)) (4.17)
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On constate que l’on a pu diminuer le rang 3 des facteurs de forme N = 4 jusqu’à un rang
nul. Mais la contre-partie de cette réduction est l’augmentation du nombre de termes.
Si l’on exprime les facteurs de forme en fonction de notre base d’intégrales, on trouve une
expression assez compacte :
M+,−,+,−4 =
1
ε2uv
(−4 s242 s34 − 4 s243) +
1
εuv
(4 s24 s342 + 4 s242 s34 + ln(−s34) (4 s242 s34 + 4 s243)) +
In+24 (S) (−4 s242 s342 − 8 s243 s34 − 4 s244) +
ln(−s34)2 (−2 s242 s34 − 2 s243) + ln(−s34) (6 s242 s34 + 6 s243) +
ln(−s24) (−4 s24 s342 − 10 s242 s34 − 6 s243) +
10 s24 s342 + 12 s242 s34 + 2 s243 (4.18)
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Comme nous l’avons vu dans le chapitre 2, le calcul des corrections à l’ordre supérieur de
la réaction pp → VV + jet constitue l’une des priorités quant à la détermination du bruit de
fond pour la recherche du boson de Higgs et de la nouvelle physique au Tevatron et au LHC.
Dans ce chapitre, nous détaillons les différentes étapes du calcul qui ont permis l’évaluation
de ces corrections NLO, à savoir l’ordre de Born, les corrections virtuelles et l’émission réelle.
Il importe de préciser que le boson de jauge faible noté V renvoie à W± et Z. Ainsi, nous
allons présenter le calcul à l’ordre NLO des sections efficaces des processus pp →W+W− + jet
et pp→ ZZ + jet.
5.1 Désintégrations des bosons de jauge faible
Dans cette thèse, nous allons considérer les bosons de jauge faible W± et Z comme étant
sur couche de masse. Cela constitue une bonne approximation étant donné l’étroitesse de la
largeur du pic (quelques Gev/c2) de la distribution de masse de ces bosons.
Les bosons de jauge faible étant très massifs (∼ 80-90 Gev/c2) et donc instables, ces der-
niers vont se désintégrer principalement en hadrons ou leptons, avec les rapports d’embran-
chement Γ suivants [1] :
Γ(W± → l± ν) ∼ 30% Γ(Z → l+ l−) ∼ 10%
Γ(W → hadrons) ∼ 70% Γ(Z → hadrons) ∼ 70%
Si l’on souhaîte relier nos prédictions aux futures mesures expérimentales des détecteurs
du LHC, il faut prendre en compte par exemple les désintégrations leptoniques et semi-
leptoniques des bosons de jauge faible :
pp →W+W− + jet → l+ νl l− ν¯l + jet
pp → ZZ + jet → l+ l− l+ l− + jet
Pour cela, en bonne approximation, il est possible de multiplier les sections efficaces avec
production de la paire de bosons de jauge faible par le rapport d’embranchement de ces
mêmes bosons en leptons :
σ(pp → ZZ + jet)× Γ(Z→ l+ l−)2 ≃ σ(pp → l+ l− l+ l− + jet) (5.1)
À noter qu’il est préferable d’étudier la désintégration leptonique des bosons Z, même si
l’on a Γ(Z → l+ l−)2 ∼ 1%. En effet, la désintégration hadronique, bien que plus grande, est
associée à un bruit de fond beaucoup plus important.
5.2 Processus partoniques
Nous nous limiterons au calcul des corrections à l’ordre NLO des sections efficaces inclu-
sives suivantes :
pp → VV + jet + X avec √s = 1.96 TeV pour le Tevatron
pp → VV + jet + X avec √s = 14 TeV pour le LHC
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où le terme +X signifie que l’on souhaite produire au moins un jet hadronique dans l’état
final. La notion de quantité inclusive signifie que l’on prend en compte tous les états finaux
possibles et que l’on intègre l’élément de matrice sur tout l’espace de phase de l’état final.
Le jet de hadrons est issu du parton créé dans l’état final des trois sous-processus qui com-
posent la réaction pp→ VV + jet, à savoir :
q(p1) q(p2) → V(p3) V(p4) g(p5) (5.2)
q g → V V q (5.3)
q g → V V q (5.4)
g g → V V g (5.5)
Les deux sous-processus, ou cannaux, (5.3) et (5.4) peuvent être obtenus en effectuant de
simples échanges de moments des partons, respectivement p2 avec p5 et p1 avec p5 1.
Les trois premières réactions partoniques contiennent un ordre le plus bas en fonction de αs.
Par contre, la dernière réaction (5.5) ne contient pas de diagramme à l’ordre de l’arbre, et le
Leading Order s’écrit en terme d’amplitudes à boucle avec au minimum une constante de
couplage à la puissance αs3 :
Fig. 5.1 – Exemples de diagrammes de Feynman pour gg→ VVg
De plus, avec une masse invariante supérieure à 2MV et une impulsion transverse du jet
non négligeable dans l’état final, le produit de deux densités de probabilité du gluon dans
le proton (ou l’anti-proton) est très faible pour des valeurs à grande fraction du moment,
comparé à celui de deux densités de probabilité d’un quark et d’un gluon par exemple. Ce
sont les raisons pour lesquelles nous allons ignorer la contribution de ce canal.
Une fois connues les sections efficaces totales des trois sous-processus partoniques (5.2) à
(5.4), il est possible d’obtenir la section efficace totale hadronique de pp → VV + jet, et ce en
utilisant la relation (1.35) du modèle des partons. Toutefois, les deux partons de l’état initial
peuvent chacun provenir des deux hadrons. C’est pourquoi il est nécessaire de prendre en
compte l’échange entre les partons en effectuant une permutation des moments p1 et p2 et des
densités de probabilité partoniques.
1il faut également modifier la somme statistique d’hélicité et de couleur
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5.2.1 Différences entre ZZ et W+W−
La première dissemblance à relever entre les 2 processus hadroniques est la différence de
masse des bosons de jauge faible. On rappelle leur masses respectives [1] :
MW = 80.403± 0.029 GeV/c2
MZ = 91.1876± 0.0021 GeV/c2
Une autre différence importante provient du fait que nous avons deux particules identiques
dans l’état final dans le cas V = Z, ce qui oblige à prendre en compte l’échange entre les
2 bosons Z. Puisque nous avons 40 diagrammes de Feynman à évaluer à l’ordre supérieur,
cette symétrie engendre alors 40 autres diagrammes issus des premiers avec permutation des
bosons Z.
Quant au cas V = W±, les deux bosons étant distincts par leur charge électrique opposée,
il n’y a donc pas d’échange à effectuer, ce qui nous donne 40 diagrammes de Feynman. Or
l’existence du vertex à 3 bosons de jauge faible AW+ W− où A = γ,Z, fait apparaître 11
diagrammes supplémentaires, ce qui nous donne 51 diagrammes de Feynman.
γ, Z
W+
W−
Fig. 5.2 – Un exemple de diagramme de Feynman avec le vertex AW+ W−
De plus, comme nous allons le voir dans la section suivante, les relations pour les trans-
formations de symétrie, telles que la parité ou la conjugaison de charge, sont différentes entre
les cas V = Z et V = W±.
Enfin, une dernière dissemblance réside dans la nature du couplage des bosons de jauge
faible à une ligne fermionique. L’expression génerale du couplage des bosons γ,Z,W± aux
fermions est [77] :
ff
V = γ, Z,W±
Vertexµ
V f f¯
= −i e γµ(a f − b f γ5) (5.6)
Dans le tableau (5.1), on donne les valeurs des constantes de couplage a f et b f en fonction
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γ f f¯ Z f f¯ W± f f¯
a f Q f
T3f−2Q f sin2 θW
sin 2θW
1
2
√
2 sin θW
b f 0
T3f
sin 2θW
1
2
√
2 sin θW
Tab. 5.1 – Constantes de couplage a f , b f pour chaque boson de jauge faible
γ f f¯ Z f f¯ W± f f¯
gV+ Q f
−Q f sin θW
cos θW
0
gV− Q f
T3f−Q f sin2 θW
cos θW sin θW
1√
2 sin θW
Tab. 5.2 – Constantes de couplage gV± pour chaque boson de jauge faible
de la nature du boson de jauge faible 2. Cependant, il est préférable de réécrire ces couplages
chiraux sous une forme plus adaptée à la méthode des amplitudes d’hélicité, c’est-à-dire en
faisant intervenir les projecteurs d’hélicité Π± (3.3) :
Vertexµ
V f f¯
= −i e γµ(gV+Π+ + gV−Π−) (5.7)
où l’on a donc introduit les constantes de couplage pertinentes gV± définies par :
gV+ = a f − b f (5.8)
gV− = a f + b f (5.9)
On en déduit les nouvelles constantes de couplage gV± en fonction de la nature du boson de
jauge faible, présentées dans le tableau (5.2).
5.2.2 Schéma de régularisation et traitement de γ5
Parmi les différents schémas de régularisation qui existent, on choisit d’utiliser celui de
’t Hooft-Veltman (schéma HV) [78], qui consiste à considérer les moments et hélicités des
particules parcourant la boucle dans un espace-temps de dimension n 6= 4, tandis que les
moments et hélicités des particules externes restent des objets à 4 dimensions. Ce choix de
schéma est plus avantageux lorsque l’on utilise la méthode des amplitudes d’hélicité qui a été
développée pour un espace-temps à 4 dimensions.
Un autre point qui justifie ce choix est le traitement réservé à la matrice γ5. En effet, on
remarque que les vertex entre la ligne fermionique et les bosons de jauge faible Z,W± font
2où T3f est la troisième composante de l’isospin faible du fermion f , et θW l’angle de mélange de Weinberg
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intervenir la matrice γ5. Le schéma HV permet un traitement de γ5 en n dimensions, qui
demeure cohérent avec celui défini en 4 dimensions, à condition de diviser l’espace-temps de
dimension n en deux sous-espaces orthogonaux, un de dimension 4 (dont l’algèbre est noté
par un chapeau) et l’autre de dimension n − 4 (dont l’algèbre est noté par un tilde). Ainsi,
dans le schéma HV, on a [79] :
tenseur métrique : gµν = gˆµν + g˜µν
matrices γ de la boucle : γµ = γˆµ + γ˜µ
propagateurs internes : k = kˆ + k˜ (5.10)
L’algèbre de Dirac dans ce schéma est le suivant :
{γµ,γν} = 2 gµν 1 avec gµµ = n (5.11)
{γˆµ,γ5} = 0 (5.12)
{γµ,γ5} = 2 γ˜µγ5 (5.13)
5.3 Structure de l’amplitude de transition totale
Si nous considérons la configuration des moments dite physique, alors par conservation
de l’énergie-impulsion, nous avons : p1 + p2 = p3 + p4 + p5. Les processus partoniques qu’il
nous faut en particulier étudier sont les suivants :
q(p1,λ1) + q¯(p2,λ2) → W+(p3,λ3) +W−(p4,λ4) + g(p5,λ5) (5.14)
q(p1,λ1) + q¯(p2,λ2) → Z(p3,λ3) + Z(p4,λ4) + g(p5,λ5) (5.15)
En comparaison avec l’échelle d’énergie de la collision hadronique (l’énergie dans le centre de
masse de la réaction étant pour le LHC de
√
s = 14TeV), on se permet de négliger la masse des
quarks et anti-quarks. De plus, les densités de probabilités partoniques dominantes pour le
proton sont celles des quarks légers u et d, dont les masses sont de quelques MeV (Cf Tab. 1.1).
On évalue l’amplitude de probabilité totale au carré en effectuant la somme des carrés des
amplitudes d’hélicité :
|Mqq¯→VV¯g|2 = ∑
ai ,λi
|Mq(a1,λ1)q¯(a2,λ2)→V(λ3)V¯(λ4)g(a5,λ5)|2 (5.16)
Le symbole ∑ signifie que l’on effectue une moyenne sur tous les états initiaux de couleur
(a1, a2) et d’hélicité (λ1,λ2), et que l’on somme sur tous les états finaux de couleur (a5) et
d’hélicité (λ3,λ4,λ5).
Les couples d’hélicité permis pour la paire quark-antiquark sont λ1 = −λ2 = +1 et λ1 =
−λ2 = −1. Les deux états d’hélicité du gluon sont λ5 = −1 et λ5 = +1. Pour le cas des bosons
de jauge faible V, nous avons les hélicités λ3,λ4 ∈ {−, 0,+}, avec une hélicité longitudinale
λ3,4 = 0 provenant du caractère massif du boson. Au final, cela nous amène à évaluer 2× 2×
3× 3 = 36 amplitudes d’hélicité.
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Appliquée à la réaction partonique (5.2), la somme statistique ∑ devient :
∑
ai,λi
=
(
1
3
)2 (1
2
)2
∑
a1,a2,a5
(Ta5Ta5)a1 a2︸ ︷︷ ︸
N×CF
∑
λ1,λ2,λ3,λ4,λ5
=
1
9 ∑
λ1,λ2,λ3,λ4,λ5
(5.17)
Concernant les deux autres réactions partoniques (5.3) et (5.4), on obtient :
∑
ai,λi
=
(
1
2
)(
1
3
)
×
(
1
2
)(
1
8
)
N CF ∑
λ1,λ2,λ3,λ4,λ5
=
1
24 ∑
λ1,λ2,λ3,λ4,λ5
(5.18)
De plus, dans le cas V = Z, il ne faut pas oublier de multiplier par le facteur de symétrie 12 ,
puisque l’on a deux bosons Z identiques dans l’état final.
Il reste maintenant à évaluer l’amplitude totale pour une configuration d’états d’hélicité et
de couleur fixée. Cette amplitude d’hélicité peut s’écrire sous la forme :
Mq(λ1)q¯(λ2)→V(λ3)V¯(λ4)g(λ5) = ε
µ3,λ3
3 ε
µ4,λ4
4 ε
µ5,λ5
5 〈2,λ2|Γµ3µ4µ5 |1,λ1〉 (5.19)
où Γµ3µ4µ5 est une chaîne tensorielle et spinorielle contenant les constantes de couplages et les
facteurs de couleur, et dépendant de l’ordre perturbatif considéré.
5.3.1 Les symétries de l’amplitude
Avant de poursuivre cette étude, il s’avère souvent très utile d’examiner les symétries
discrètes de l’amplitude de transition 3. En effet, la transformation de parité, la symétrie de
Bose, et la conjugaison de charge, nous permettent d’obtenir des relations entre différentes
configurations d’hélicités. Ainsi, il ne sera nécessaire d’évaluer qu’un nombre réduit de ces
hélicités, les autres étant obtenues via ces transformations.
La symétrie de Bose
La symétrie de Bose, notée B, ne constitue une symétrie que pour le processus V = Z,
puisque que les bosons de jauge faible Z sont identiques. Cette transformation permute sim-
plement les 2 bosons Z d’hélicité λ3, λ4 et de moment p3, p4 :
BMλ1,λ2,λ3,λ4,λ5ZZ (p1, p2, p3, p4, p5) = Mλ1,λ2,λ4,λ3,λ5ZZ (p1, p2, p4, p3, p5) (5.20)
La transformation de parité
La transformation de Parité, notée P , renverse le signe des hélicités ainsi que les coor-
données spatiales des moments. Elle engendre également une permutation des constantes de
couplage, g+V devient g
−
V et vice-versa :
PMλ1,λ2,λ3,λ4,λ5VV (p1, p2, p3, p4, p5; g±V ) = M−λ1,−λ2,−λ3,−λ4,−λ5VV (p1, p2, p3, p4, p5; g∓V )|~p→−~p
(5.21)
3une discussion plus détaillée de ces symétries se trouve dans [80]
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Les variables de Mandelstam sij = (pi + pj)2 restent évidemment inchangées, par contre le
tenseur antisymétrique de Levi-Civita ǫ(p1, p2, p3, p4) se voit accompagné d’un signe moins
après la transformation. Par ailleurs, il s’avère possible d’évaluer les amplitudes d’hélicité
obtenues après transformation de parité sans ajouter de temps d’évaluation numérique. En
effet, chaque amplitude d’hélicité peut s’écrire sous la forme :
Mλ1,λ2,λ3,λ4,λ5(p1, p2, p3, p4, p5) = A(sij; g±V ) + ǫ(p1, p2, p3, p4).B(sij; g±V ) (5.22)
où les fonctions A et B contiennent l’information sur la cinématique du processus. L’amplitude
d’hélicité transformée par parité a pour expression :
PMλ1,λ2,λ3,λ4,λ5(p1, p2, p3, p4, p5) = A(sij; g∓V )− ǫ(p1, p2, p3, p4).B(sij; g∓V ) (5.23)
Après factorisation des constantes de couplages chiraux, il suffit donc d’évaluer numérique-
ment une fois seulement ces fonctions A et B pour obtenir l’amplitude d’helicité et sa tranfor-
mée par parité. De plus, dans le cas V = W±, pour les amplitudes d’hélicité obtenues par la
transformation de parité, seuls les 11 diagrammes de Feynman avec vertex AWW contribuent,
puisque la parité convertit le couplage chiral g−W en g
+
W = 0.
La conjugaison de charge
A un facteur de phase près, la conjugaison de charge, notée C, échange particules en anti-
particules et vice-versa, tout en laissant inchangées les impulsions, énergies, et hélicités. Dans
la cas V = W±, on a :
CMλ1,λ2,λ3,λ4,λ5WW (p1, p2, p3, p4, p5) ≃Mλ2,λ1,λ4,λ3,λ5WW (p2, p1, p4, p3, p5) (5.24)
Mais puisque la conjugaison de charge permute également les couplages chiraux, on préfe-
rera associer les transformations C et P pour annuler cette permutation, et donc utiliser la
transformation dite CP .
La transformation CP
Cette transformation résulte de la combinaison de la transformation de parité avec celle
de la conjugaison de charge. Puisque la conjugaison de charge s’applique différemment dans
les cas V = W± et V = Z, nous avons les deux relations :
CPMλ1,λ2,λ3,λ4,λ5WW (p1, p2, p3, p4, p5) = M−λ2,−λ1,−λ4,−λ3,−λ5WW (p2, p1, p4, p3, p5)|~p→−~p (5.25)
CPMλ1,λ2,λ3,λ4,λ5ZZ (p1, p2, p3, p4, p5) = M−λ2,−λ1,−λ3,−λ4,−λ5ZZ (p2, p1, p3, p4, p5)|~p→−~p (5.26)
5.3.2 Production des 36 hélicités
En adoptant la convention de [69], nous écrirons les deux couples d’hélicité de la paire quark-
antiquark comme λ1 = λ2 = −1 et λ1 = λ2 = +1.
Pour le cas de l’amplitude ZZ + jet, nous avons 6 hélicités indépendantes à évaluer :
M−−−−±ZZ ,M−−00+ZZ ,M−−−0±ZZ ,M−−−++ZZ
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On utilise ensuite les transformations B, CP , et P , afin d’obtenir les 36 hélicités. Tout d’abord,
on applique la transformation B sur les 3 dernières hélicités ci-dessus, ce qui nous donne 3
autres hélicités :
M−−0−±ZZ ,M−−+−+ZZ
Puis on utilise la transformation CP sur ces 9 hélicités afin d’engendrer 9 autres hélicités :
M−−++±ZZ ,M−−00−ZZ ,M−−+0±ZZ ,M−−+−−ZZ ,M−−0+±ZZ ,M−−−+−ZZ
avec au total toutes les 18 hélicités concernant le cas λ1,2 = −1. Enfin, grâce à l’utilisation de
la transformation P , nous pouvons obtenir les 18 autres et dernières hélicités correspondant
au cas λ1,2 = +1.
Pour le cas de l’amplitude W+W− + jet, la transformation de Bose n’est pas une symétrie, et
nous avons 9 hélicités indépendantes à évaluer :
M−−−−±WW ,M−−00+WW ,M−−−0±WW ,M−−−++WW ,M−−0−±WW ,M−−+−+WW
Et comme pour le cas de ZZ + jet, on applique les tranformations CP , et P afin d’obtenir les
36 hélicités.
5.3.3 Expression des vecteurs de polarisation
Le formalisme de la méthode des amplitudes d’hélicité est un outil très puissant à condi-
tion de travailler avec des moments non massifs. Or dans notre réaction, les bosons V pos-
sèdent des 4-impulsions massives. Afin de continuer à pouvoir utiliser ce formalisme simple
et efficace, nous remplaçons les moments des bosons V par deux nouveaux 4-vecteurs sans
masse k3 et k4 tels que l’on ait k3
2 = k4
2 = 0 et p3 + p4 = k3 + k4. On a alors les relations
suivantes [81] :
p3 =
1
2
[(1+ β) k3 + (1− β) k4]
p4 =
1
2
[(1+ β) k4 + (1− β) k3] (5.27)
et on en déduit les relations inverses :
k3 =
1
2β
[(1+ β) p3 − (1− β) p4]
k4 =
1
2β
[(1+ β) p4 − (1− β) p3] (5.28)
où l’on a introduit la fonction β =
√
1− 4M2Vs34 , qui garantit la production d’une paire de
bosons V réels avec s34 ≥ 4M2V .
Il est important de noter que ce choix permet en outre d’évaluer le processus
pp → γγ + jet. En effet, une fois le calcul effectué pour un boson de masse quelconque
MV , il suffira de poser 4 MV = 0 et β = 1, et de ne pas prendre en compte les polarisations
4ce qui revient à dire k3 ≡ p3 et k4 ≡ p4
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longitudinales λ3,4 = 0 pour les vecteurs de polarisation de la paire de bosons.
Il est désormais possible d’exprimer les vecteurs de polarisation des bosons massifs pour les
différentes hélicités à l’aide de spineurs non massifs formés à partir de k3 et k4 :
ε3
µ3,+ =
1√
2
〈4−|γµ3 |3−〉
〈43〉 (5.29)
ε3
µ3,− =
1√
2
〈3−|γµ3 |4−〉
[34]
(5.30)
ε3
µ3,0 =
1
2MV
[(1+ β)k3µ3 − (1− β)k4µ3 ] (5.31)
ε4
µ4,+ =
1√
2
〈3−|γµ4 |4−〉
〈34〉 (5.32)
ε4
µ4,− =
1√
2
〈4−|γµ4 |3−〉
[43]
(5.33)
ε4
µ4,0 =
1
2MV
[(1+ β)k4
µ4 − (1− β)k3µ4 ] (5.34)
Les deux états d’hélicité du gluon sont donnés par les expressions usuelles :
ε5
µ5,+ =
1√
2
〈j−|γµ5 |5−〉
〈j 5〉 (5.35)
ε5
µ5,− =
1√
2
〈5−|γµ5 |j−〉
[5 j]
(5.36)
où j renvoie au vecteur de référence choisi par convénience pour le vecteur de polarisation.
Exprimés ainsi, les vecteurs de polarisation (d’indice i = 3, 4, 5) vérifient les relations de com-
plétude habituelles (voir la démonstration en annexe D) :
pi · ε i± = pi · ε i0 = 0 (5.37)
ε i
+ · ε i+ = ε i− · ε i− = 0 (5.38)
ε i
0 · ε i0 = −1 (5.39)
ε i
0 · ε i± = 0 (5.40)
ε i
+ · ε i− = −1 (5.41)
5.3.4 Factorisation d’une phase spinorielle globale
Si on choisit d’évaluer les amplitudes d’hélicité avec λ1,2 = −1, un choix avantageux
comme vecteur de référence pour ε5− consiste à prendre p2 (i.e. j = 2), et p1 (i.e. j = 1)
pour ε5+. De cette façon, la chaine spinorielle du vecteur de polarisation du gluon peut être
rattachée à la chaîne spinorielle de la ligne de quark avec un nombre minimum de matrices γ.
En multipliant les amplitudes d’hélicité M−−λ3λ4+ par 1 = 〈5−|1|2−〉/〈5−|1|2−〉 et
M−−λ3λ4− par 1 = 〈1−|2|5−〉/〈1−|2|5−〉 dans l’équation (5.19), on est en mesure de fermer
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la chaine spinorielle principale et d’obtenir une trace de matrices γ en utilisant les relations
(5.35) et (5.36) :
M−−λ3λ4+ = − ε
λ3, µ3
3 ε
λ4, µ4
4√
2[12]〈15〉2 tr(Π
− 6 p2Γµ3µ4µ5 6 p1γµ5 6 p5 6 p1) (5.42)
M−−λ3λ4− = − ε
λ3, µ3
3 ε
λ4, µ4
4√
2〈12〉[25]2 tr(Π
− 6 p2 Γµ3µ4µ5 6 p1 6 p2 6 p5γµ5) (5.43)
Le produit entre les vecteurs de polarisation des deux vecteurs bosons V définissent des
projecteurs sur les états d’hélicité correspondants :
ε
µ3,+
3 ε
µ4,+
4 =
1
4 s34
[34]
〈34〉 tr(Π
− 6k3γµ4 6k4γµ3) (5.44)
ε
µ3,−
3 ε
µ4,−
4 =
1
4 s34
〈34〉
[34]
tr(Π− 6k3γµ3 6k4γµ4) (5.45)
ε
µ3,−
3 ε
µ4,+
4 = −
〈35〉[45]
[35]〈45〉
tr(Π− 6k4 6 p5 6k3γµ3) tr(Π− 6k4 6 p5 6k3γµ4)
32 s34 (k3 · p5) (k4 · p5) (5.46)
ε
µ3,0
3 ε
µ4,0
4 =
1
4M2V
[(1+ β)kµ33 − (1− β)kµ34 ] [(1 + β)kµ44 − (1− β)kµ43 ] (5.47)
ε
µ3,+
3 ε
µ4,0
4 =
1
2
√
8MV
tr(Π− 6k3 6 p5 6k4γµ3)
〈35〉[54]〈43〉 [(1+ β)k
µ4
4 − (1− β)kµ43 ] (5.48)
ε
µ3,−
3 ε
µ4,0
4 =
1
2
√
8MV
tr(Π− 6k4 6 p5 6k3γµ3)
[34]〈45〉[53] [(1+ β)k
µ4
4 − (1− β)kµ43 ] (5.49)
Cette représentation permet d’extraire une phase spinorielle globale pour chaque ampli-
tude d’hélicité. De cette façon, on peut effectuer un éclatement des traces de matrices γ pro-
duisant des polynômes en terme de variables de Mandelstam, que l’on simplifie ensuite par
factorisation avec des logiciels de manipulation symbolique, tels que MAPLE ou Mathematica
[82].
5.4 Ordre de Born
La liste des diagrammes de Feynman à l’ordre de l’arbre est donnée en annexe A. Dans
cette section, on présente le calcul explicite d’un diagramme de Feynman représentatif de
l’ordre de Born pour les deux processus relatifs à V = Z et V = W± pour une configuration
d’hélicité.
Pour le cas de la réaction qq → ZZ + jet, avec la configuration d’hélicité MB−−−++,
étudions le diagramme à l’arbre caractéristiqueMB1.
En adoptant la représentation (5.19), son expression analytique est la suivante :
MB1 = −C0s15 s24 〈2
−|γµ4VZ( 6 p2 + 6 p4)γµ3VZ( 6 p1 + 6 p5)γµ5 |1−〉 εµ3,−3 εµ4,+4 εµ5,+5 (5.50)
avec VZ = g+V Π
+ + g−V Π
−
C0 = i e2 gs (Tc)ij (5.51)
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q(p1)
q¯(p2)
MB1
g(p5)
Z(p4)
Z(p3)
Les relations (5.30), (5.32) et (5.35) nous permettent de donner les expressions des trois
vecteurs de polarisation. Dans le cas des diagrammes à l’arbre, on fait le choix de ne pas
construire de trace de matrices γ à partir des différentes chaines spinorielles. En effet, cette
méthode rallonge en fait la longueur de l’expression, et il est inutile ici d’exprimer l’amplitude
d’hélicité en terme de variables de Mandelstam, puisqu’il n’y a aucun dénominateur dange-
reux (déterminant de Gram par exemple) à éliminer par compensation avec le numérateur.
Les expressions analytiques des diagrammes de Feynman à l’ordre de Born sont créées à l’aide
de FeynArts et sont alors transmises à un programme FORM, conçu pour évaluer automatique-
ment ces expressions en les exprimant directement en fonction des produits spinoriels de la
méthode des amplitudes d’hélicité. Dans le cas du diagramme MB1, le fichier de sortie de
FORM nous donne :
MB1 = 2
√
2C0 (g−Z )
2 〈23〉2[42][45][15]
s24 s15 s34
(5.52)
Pour le cas de la réaction qq → W+W− + jet, avec la configuration d’hélicité MB−−−++,
étudions le diagramme à l’arbre caractéristique :
MB7
W+(p3)
W−(p4)
γ,Z
En prenant en compte la contribution des propagateurs internes γ et Z, l’expression analytique
deMB7 est la suivante :
MB7 = C0s15 〈2
−|γα( 6 p1 + 6 p5)γµ5 |1−〉 εµ3,−3 εµ4,+4 εµ5,+5
(
Q f
s34
+
cos θW g−Z
sin θW (s34 −M2Z)
)
× [gµ3µ4(p3 − p4)α + gαµ4(2 p4 + p3)µ3 − gαµ3(2 p3 + p4)µ4 ] (5.53)
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5.5 Corrections virtuelles
Cette étape des corrections à l’ordre supérieur présente plusieurs difficultés. La liste des
diagrammes de Feynman à l’ordre d’une boucle est également donnée en annexe A. Pour V =
Z, en comptant la permutation des bosons, la liste des diagrammes de Feynman comprend 10
intégrales à 5 points (appelées pentagones) jusqu’au rang 4 et 22 intégrales à 4 points (appelées
boîtes) jusqu’au rang 4. L’évaluation de ces diagrammes à boucle est délicate. D’une part, une
évaluation numérique directe des pentagones et boîtes peut s’avérer très couteuse en temps
de calcul. D’autre part, les méthodes de réduction peuvent entraîner des étapes intermédiaires
de calcul avant simplification très complexes et contenant un nombre de termes énorme. Pour
avoir une idée, l’expression analytique d’un pentagone comme MV 30 (voir annexe A) pour
une des hélicités les plus simples, via FORM, c’est-à-dire avant simplification, occupe un fichier
de sortie d’environ 100 MOctets. De plus, l’écueil du choix de la réduction des intégrales est
qu’il n’est pas certain que la taille des expressions puisse être notablement réduite, et surtout
que les dénominateurs, comme les déterminants de Gram, puissent se compenser avec les
numérateurs après les tentatives de factorisation.
5.5.1 Décomposition par facteur de couleur
On peut classer les diagrammes à boucle en fonction du facteur de couleur, et les placer
dans un ensemble avec un facteur de couleur déterminé Ci (i = 1, ..., 4). Chaque ensemble est
donc indépendant et forme une partie de l’amplitude de transition invariante de jauge. Parmi
tous les diagrames présentés en annexe A, on rencontre quatre facteurs de couleurs distincts
correspondant aux cas 5 :
– le gluon externe se trouve à l’extérieur de la boucle : C1 = CF
– le gluon externe se trouve à l’intérieur de la boucle : C2 = − CFN2−1
– le gluon externe est rattaché au propagateur gluonique interne : C3 = CFN2−1 − CF
– le gluon externe est rattaché à la boucle de quarks (elle-même reliée à l’état initial via
l’échange d’un gluon virtuel) : C4 = 12
5.5.2 Divergences et Renormalisation
Les corrections virtuelles font apparaître deux types de divergences : ultra-violette et
infra-rouge. Ces dernières se décomposent en deux catégories : les singularités molles et
les singularités colinéaires. Comme nous l’avons vu, la méthode GOLEM permet de séparer
clairement ces divergences et donc de connaitre leur nature. Opérer cette distinction est très
utile si l’on souhaite vérifier explicitement leur annulation, qui s’effectue différemment dans
les deux cas :
∗ les divergences UV disparaissent avec l’ajout des contre-termes du lagrangien QCD renor-
malisé.
∗ les divergences IR s’annulent après la combinaison de l’émission réelle avec les corrections
5où CF = 43 et N = 3 désigne le nombre de couleur
5.5. Corrections virtuelles 63
virtuelles.
L’introduction des contre-termes est nécessaire si l’on souhaîte obtenir un résultat fini dans
l’ultra-violet après les corrections NLO de notre processus. Dans le schéma de renormalisation
dit de "soustraction minimale modifiée", noté MS, on choisit de soustraire uniquement le pôle
en εuv, ce dernier étant accompagné de la partie artificielle de la régularisation dimensionnelle
ln(4π)− γ. Après cette procédure de renormalisation, on obtient des règles de Feynman mul-
tipliées par une constante de renormalisation δi. Les modifications qui nous importent sont
celles apparaissant pour le vertex quark-gluon et les propagateurs du quark et du gluon :
i gs δ1 γµ (Ta)j i
i δ2 6 p δij
− i δ3 δab
(
k2 gµ ν − kµ kν)
où l’on a introduit les constantes de renormalisation δi = Z
(1)
i − 1. En faisant intervenir les
relations (1.9) à (1.12), on en déduit :
δ1 = Z
F,(1)
1 − 1 = −
αs
4π
(
1
εuv
+ ln(4π)− γ
) (
CF ξ + N
[
3
4
+
ξ
4
])
(5.54)
δ2 = Z
(1)
2 − 1 = −
αs
4π
CF ξ
(
1
εuv
+ ln(4π)− γ
)
(5.55)
δ3 = Z
(3)
3 − 1 =
αs
4π
(
1
εuv
+ ln(4π)− γ
) (
N
[
13
6
− ξ
2
]
− 4
3
TF
)
(5.56)
L’amplitude de Born se retrouve alors modifiée par une constante générale de renormalisa-
tion. Or dans les diagrammes à boucle de la partie virtuelle contenant des corrections aux pro-
pagateurs des quarks sans masse, les intégrales à 2 points sans échelle de masse I2(p2 = 0, 0, 0)
engendrent des pôles UV et IR sous la forme 1/εuv − 1/ε ir .
Toutefois, le schéma de régularisation dimensionnelle ne fait pas la distinction entre ces
deux types de singularité : εuv ≡ ε ir. De plus, la partie virtuelle ne contient pas de correc-
tions au propagateur du gluon. Il n’est donc pas nécessaire d’introduire les constantes de
renormalisation δ2 et δ3. Puisque l’on a la relation Z1 = Zgs
√
Z3 Z2 → Zgs , la procédure de
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renormalisation se résume à la renormalisation de la constante de couplage avec :
δgs = −
αs
4π
(
1
εuv
+ ln(4π)− γ
)
b0
2
(5.57)
avec b0 =
1
3
(11N − 4N f TF) (5.58)
Ce contre-terme est en fait pris en compte dans l’expression de l’opérateur d’insertion (5.126).
Par ailleurs, après renormalisation dans le schéma de ’t Hooft-Veltman, la structure du vertex
Vqq¯ est modifiée :
Vµq¯q = γ
µ (a f − b fγ5) → γµ (a f − Z5 b fγ5)
avec Z5 = 1+ z5 = 1− αs4π 4CF (5.59)
En introduisant les constantes de couplage gV± définies en (5.8) et (5.9), on a pour le cas
V = Z :
VµZq¯q = γ
µ
[
g+Z Π
+ + g−Z Π
− +
z5
2
(g−Z − g+Z ) (Π− −Π+)
]
(5.60)
La présence des deux vertex Zqq¯ nous donne le facteur de couplage suivant :
(g+Z
2
Π+ + g−Z
2
Π−) → (1+ z5)(g+Z 2 Π+ + g−Z 2 Π−)− z5 g+Z g−Z (5.61)
Le cas V = W± est un peu plus compliqué à cause des diagrammes avec le vertex AW+W−.
Les différentes constantes de couplages faible deviennent :
g+Z → (1+
z5
2
) g+Z −
z5
2
g−Z (5.62)
g−Z → (1+
z5
2
) g−Z −
z5
2
g+Z (5.63)
g−W
2 → (1+ z5) g−W2 (5.64)
5.5.3 Création d’un code automatique
Après avoir classé les amplitudes en fonction de leur configuration d’hélicité et de leur
facteur de couleur, on commence par produire les expressions analytiques de tous les dia-
grammes de Feynman grâce à un code automatique tel que FeynArts.
Réduction avec FORM
On fait appel à un logiciel de manipulation symbolique tel que FORM, en écrivant un pro-
gramme capable de développer les expressions des diagrammes de Feynman. Tout d’abord, il
est nécessaire de traduire l’expression produite par FeynArts et de la réécrire pour la mettre
sous la forme de (5.42) et (5.43).
Avant de développer les expressions analytiques des diagrammes, il faut les regrouper par
facteur de couleur identique. En se référant à la numérotation de la liste des diagrammes de
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Feynman de l’annexe A, on caractérise chaque groupe par les diagrammes numérotés MV i
qu’il contient :
C1 ∋ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 25, 26}
C2 ∋ {13, 15, 17, 19, 20, 22, 23, 27, 28, 29}
C3 ∋ {14, 16, 18, 21, 24, 30}
C4 ∋ {31, 32, 33}
Concernant les diagrammes MV 34 à MV 37, si l’on effectue leur somme, celle-ci devient
nulle si l’on prend en compte les deux sens de parcours de la boucle et si l’on somme sur
toutes les saveurs de la boucle de quark. De plus, la contribution des diagrammes MV 38,39,40
est nulle, car le facteur de couleur qu’il contient est égal à tr(Ta) = 0.
On remarque qu’il est possible de réexprimer un des trois facteurs de couleur comme une
combinaison linéaire des deux autres. Par exemple, le facteur de couleur C3 provenant des
diagrammes avec vertex à 3 gluons est habituellement décomposé en fonction des deux pre-
miers. Après répartition des diagrammes de C3 dans les deux autres ensembles, ces derniers
forment deux ensembles invariants de jauge. Cependant, l’ensemble de C3 constitue l’un des
groupes les plus difficiles à calculer, il est plus judicieux de diviser et d’ajouter deux fois
l’ensemble de C1 qui lui ne comporte aucun pentagone. Les différents facteurs de couleur
rencontrés précédemment peuvent s’écrire sous la forme :
C2 = − 12N (5.65)
C3 =
N
2
(5.66)
C1 =
N
2
− 1
2N
= C2 + C3 (5.67)
Par ailleurs, on peut distinguer trois sous-ensembles dans le groupe de C2, chacun com-
prenant le pentagoneMV 27,MV28 ouMV29 dans lequel le gluon est rattaché à l’un des trois
propagateurs internes de la boucle :
C2G1 ∋ {13, 19, 27}
C2G2 ∋ {17, 20, 23, 28}
C2G3 ∋ {15, 22, 29}
Chaque pentagone est défini par une matrice cinématique contenant six variables de Mandel-
stam qui définissent naturellement le groupe des variables avec lequel on exprime l’amplitude
à boucle du diagramme. Par contre, une somme directe entre ces trois sous-ensembles n’est
pas réalisée. La raison est que l’on doit modifier le groupe des variables de Mandelstam sur
lequel on décompose le diagramme, et trouver un ensemble commun pour la somme, or ceci
va augmenter la taille de l’expression et la complexité des dénominateurs.
Tous les diagrammes de C1 s’additionnent de façon naturelle aux diagrammes de C3,
puisque l’on peut les exprimer à l’aide du set du pentagone MV 30 de C3, et ce sans avoir à
faire de changement de variable. En outre, on remarque que ces mêmes diagrammes peuvent
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être considérés comme les diagrammesMV 27 etMV 29 du groupe C2, etMV30 du groupe C3,
mais pour lesquels un, deux, voire trois propagateurs internes auraient été compensés :
MV {1,2,6,9,10,11,25} ↔ C2G1
MV {3,4,5,7,8,12,26} ↔ C2G3 (5.68)
Or lors de la réduction des diagrammes MV 27,29,30, des intégrales réduites à 2,3 et 4 points
vont apparaître et pourront probablement se compenser avec celles de C1.
Finalement, au niveau de FORM, nous évaluons les trois ensembles de facteur de couleur
C2, C3 et C4 tout en insérant les diagrammes de C1 dans les deux premiers ensembles. Puisque
nous avons formé trois groupes indépendants de jauge, nous pouvons espérer d’importantes
simplifications.
Par ailleurs, dans la procédure de simplification du cas V = Z, on considère seulement les
diagrammes de Feynman avec l’ordre des pattes 1, 2, 3, 4, 5. En effet, il n’y a pas de simplifi-
cation possible avec ces mêmes diagrammes dont les bosons Z ont été permutés (l’ordre des
pattes étant 1, 2, 4, 3, 5), puisque les variables de Mandelstam dans les matrices cinématiques
S sont modifiées par l’échange 3↔ 4, et on ne souhaite pas faire de changements de variables
cinématiques.
Une fois la chaine spinorielle principale fermée en une trace de matrices γ, on éclate cette
dernière tout en respectant l’algèbre de Dirac défini dans le schéma HV. L’expression obtenue
est constituée de produits scalaires faisant intervenir les propagateurs internes et les moments
externes, parmi lesquels on trouve pi.qj et qi.qj. Comme dans l’exemple du calcul de qq¯→ γγ
présenté dans le chapitre précédent, on réécrit ces derniers sous la forme :
pi.qj = qk.qj − ql .qj (5.69)
qi.qj = qi2 + qj2 − 12 S(i, j) (5.70)
Après décomposition de l’intégrale à boucle en fonction des facteurs de forme de la méthode
GOLEM, les relations de complétude présentées en annexe C permettent d’effectuer une ré-
duction significative du rang de ces facteurs de forme. On choisit ensuite de procéder à une
réduction algébrique des intégrales scalaires avec paramètre de Feynman (à partir du formu-
laire de GOLEM donné en annexe C) jusqu’à l’obtention d’une expression décomposée sur la
base des fonctions présentée à la fin du chapitre 3, à savoir 6 :
In4 (S), In3 (S , 3 m), Hi(X,Y)(i = 1, ..., 4), ln(
X
µ2
), ln2(
X
µ2
), termes rationnels (5.71)
On utilise enfin MAPLE pour factoriser les coefficients des fonctions de la base afin de réduire
leur taille et d’annuler les dénominateurs.
Simplification et factorisation avec MAPLE
L’intervention d’un programme de type MAPLE est indispensable pour deux principales
raisons. D’une part, le logiciel FORM produit des fichiers de sortie énormes car contenant
6où X,Y désigne des variables de Mandelstam et 3 m correspond à 3 masses externes
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des résultats développés totalement en somme, sans aucune factorisation des polynômes
de variables de Mandelstam. Il est donc impératif de réduire la taille de ces fichiers si l’on
veut pouvoir évaluer numériquement ces expressions en un temps limité. D’autre part, la
réduction des intégrales tensorielles entraîne l’apparition de dénominateurs (déterminants de
Gram, déterminants de matrices S) dans les coefficients des fonctions de notre base. Si l’on
ne veut pas obtenir d’instabilités numériques dans les régions de l’espace de phase où ces
dénominateurs s’annulent, il importe de factoriser le numérateur de ces coefficients pour faire
apparaître ces dénominateurs et les compenser.
Les instabilités numériques causées par les déterminants de Gram inverses représentent
en réalité des singularités fictives qui doivent disparaître pour des observables physiques,
puisque celles-ci n’existent pas avant l’étape de la réduction algébrique. En effet, l’origine de
ces déterminants se trouve dans la procédure de réduction :
In+24 (l; S) = −
det S
det G
[
bl I
n+2
4 (S) +
1
2 ∑j∈S
S−1jl I
n
3 (S\{j}) −
1
2 ∑
j∈S\{l}
bj S−1jl I
n
3 (l, S\{j})
]
(5.72)
Le risque provient du fait que detG est un polynôme en sij qui est susceptible de s’an-
nuler pour une configuration particulière des moments externes, c’est-à-dire dans une région
physique de l’espace de phase, lors de l’intégration numérique de l’amplitude de transition.
Par ailleurs, il est possible de montrer que ces divergences sont bien fictives, car lorsque detG
tend vers 0, le numérateur tend lui aussi vers 0 à la même vitesse que detG. Cependant, on
est contraint de regrouper pour factoriser au mieux les coefficients de chaque fonction de la
base, ce qui implique, par exemple pour la relation ci-dessus (5.72), de séparer dans le terme
entre crochets, les intégrales à 3 et 4 points avec leur coefficient respectif. Par conséquent, ces
deux parties étant évaluées numériquement séparément, l’annulation du dénominateur n’est
plus contre-balancée par le numérateur tronqué, à moins que ce dénominateur y apparaisse
en facteur.
Or la principale difficulté réside dans le fait que les coefficients des fonctions de la base
sont constitués de différentes sortes de dénominateurs. Une première solution serait de tout
mettre sous la forme d’un dénominateur commun, c’est-à-dire de procéder à une factorisation
brutale avec MAPLE. Cette méthode s’avère en fait trop gourmande en ressource mémoire (13
GigaOctets de mémoire RAM sont insuffisants pour traiter les hélicités les plus compliquées).
Il est donc nécessaire d’extraire les numérateurs de chaque type de dénominateur et de
les factoriser séparément. La première étape est de reconnaître toutes les différentes sortes de
dénominateurs avec des puissances variées :
1
det S
,
1
(det G3)i
,
1
(det G4)j
,
1
det S × (det G4)k ,
1
(det G3)l × (det G4)m
Pour cela, on utilise la commande MAPLE : algsubs(..., exact).
Pour la réaction étudiée, on remarque que l’on ne peut pas trouver une puissance supérieure
à 2 pour tous ces dénominateurs. La raison est que l’intégrale à 4 points la plus difficile que
l’on puisse avoir est une intégrale à 4 points avec 2 paramètres de Feynman, et on a donc des
dénominateurs comme 1/(det G4)2 qui apparaissent à la puissance 2 tout au plus dans les
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coefficients.
Toutefois, on recontre des intégrales à 4 points avec 3 paramètres de Feynman (→ 1/(det G4)3),
seulement pour les diagrammes à boucle de quarks dans C4, mais ceux-ci disparaissent avec
la méthode de réduction utilisée dans FORM.
On applique ensuite une factorisation des coefficients avec factor(coeff(..., k)) devant tous
les dénominateurs selon leur puissance. Puis on étudie tous ces coefficients dans le but de
reconnaître (avec algsubs(..., exact)) une certaine puissance du dénominateur apparaissant en
facteur au numérateur. Considérons par exemple les expressions A/((det G3)i × (det G4)j) ou
B/(det S × (det G4)k). Il faut donc savoir si une partie de ces dénominateurs s’annule avec le
numérateur factorisé, par exemple det S, et dans ce cas, ce terme doit être recombiné avec un
autre (par exemple avec C/(det G4)k), et ce en appliquant une autre itération du code.
Enfin, il est possible de réduire de façon significative la taille des coefficients en utilisant la
commande de MAPLE : simplify(coeff, size).
L’organisation globale et les différentes parties du programme automatique sont illustrées
à l’aide de l’organigramme de la figure (5.3).
5.5.4 Vérification du code
Un des premiers moyens de s’assurer de la justesse du code est de vérifier explicitement
l’annulation des divergences UV et IR. En complément, on peut procéder à la vérification de
l’invariance de jauge de l’amplitude de transition totale par rapport aux bosons. Pour le gluon,
l’invariance de jauge se traduit par :
Si εµ55 → ε
′µ5
5 = ε
µ5
5 + λ p5
µ5 (λ ∈ R)
alors M(ε5) = M′(ε′5)
Finalement, un moyen très efficace pour éradiquer toutes les erreurs du code est la compa-
raison de deux codes indépendants. Une comparaison de l’élément de matrice de la partie
virtuelle pour deux points de l’espace de phase a été effectuée avec S. Karg [83] au sein du
groupe de collaboration. Pour les deux réactions V = Z et V = W±, un accord numérique
allant de 8 jusqu’à 12 chiffres significatifs a été obtenu pour l’ordre de Born et les corrections
virtuelles.
Dans le tableau (5.3), on donne pour chacune des 6 hélicités du processus qq¯ → ZZ + jet,
la taille des fichiers de sortie de MAPLE, et le temps d’évaluation numérique 7 pour 1000 points
de l’espace de phase de ces expressions analytiques de la partie virtuelle, pour lesquelles on
a pris en compte la permutation des quarks initiaux et des bosons Z.
Pour obtenir une estimation de la durée d’évaluation de la réaction pp → ZZ + jet pour
1000 points de l’espace de phase, il faut multiplier la durée totale du tableau (5.3) par un fac-
teur 3× 3, puisqu’il y a 18 hélicités à calculer numériquement 8 et trois cannaux partoniques
7obtenu avec un processeur Intel(R) Xeon(R) 3.00GHz
8les 18 autres obtenues avec la transformation de parité ne nécessitant pas de temps d’évaluation numérique
supplémentaire
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Fig. 5.3 – Organigramme du code automatique
à considérer. Ainsi l’intégration dans l’espace de phase avec 100 000 points nécessite au mini-
mum trois jours de temps de calcul. C’est la raison pour laquelle il est nécessaire d’exécuter
le programme d’intégration sur plusieurs dizaines de processeurs en parallèle.
5.6 L’émission réelle
L’émission réelle constitue un calcul à l’arbre pour lequel on rajoute un parton supplémen-
taire dans l’état final de la réaction. Il est important de prendre en compte cette contribution
si l’on souhaîte obtenir une observable physique inclusive. par ailleurs, dans la limite où
les deux partons de l’état final deviennent colinéaires et dans le cas où les deux partons
s’hadronisent en deux jets, ces derniers deviennent indissociables et on ne verra qu’un seul
jet sur le détecteur.
Lors de l’intégration dans l’espace de phase sur les moments partoniques, certaines ré-
gions à faibles moments et à petits angles entre les partons produisent respectivement des
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V = Z Taille de la partie finie Durée d’évaluation
avec permutation des Z pour 1000 points
M−−−−+ 6.4 Mo 20 sec
M−−−−− 7.4 Mo 25 sec
M−−00+ 5.2 Mo 13 sec
M−−−0+ 12 Mo 52 sec
M−−−0− 14 Mo 57 sec
M−−−++ 26 Mo 105 sec
total 71 Mo 272 sec
Tab. 5.3 – Taille et durée d’évaluation des 6 hélicités de qq¯→ ZZ + jet pour la partie virtuelle1
singularités appelées singularités molles et singularités colinéaires. Ces singularités sont
présentes dans les contributions virtuelle et réelle. Ce sont les observables inclusives de type
hadronique (avec l’introduction de la notion de jet) qui s’avèrent être libres de ces divergences.
En effet, la somme entre les corrections virtuelles et l’émission réelle mène à leur annulation.
Cette compensation des singularités molles et colinéaires n’est pas accidentelle. Les théorèmes
de Bloch, Nordsieck [22] et de Kinoshita, Lee, Nauenberg [23] établissent que des quantités
inclusives ne contiennent pas de singularités infra-rouge à chaque ordre perturbatif.
5.6.1 Section efficace totale à l’ordre NLO
La section efficace totale à l’ordre NLO de la réaction pp → VV + jet se décompose de la
façon suivante :
σNLO = σLO(αs) + σHO(αs
2) (5.73)
À l’ordre de l’arbre, l’intégrand étant fini dans l’ultra-violet et l’infra-rouge, on effectue l’in-
tégration sur les moments des trois particules de l’état final, dans un espace-temps à quatre
dimensions :
σLO =
∫
3
dσBorn =
∫
3
|MB |2 (5.74)
La contribution de l’ordre supérieur à la section efficace NLO doit elle aussi être une quantité
finie :
σHO ≡
∫
dσHO =
∫
3+1
dσR +
∫
3
dσV (5.75)
où σR est la section efficace de l’émission réelle où l’on a intégré sur les moments des trois
particules de l’état final associées à un parton supplémentaire, et σV représente la section
efficace de la partie virtuelle :
σV = 2 Re(MB∗ .MV ) + I(ε) (5.76)
où l’on a introduit l’opérateur d’insertion I(ε) dont le rôle est de compenser les pôles UV et
IR de la partie virtuelle. Il reste donc maintenant à déterminer cet opérateur d’insertion et à
évaluer la contribution de l’émission réelle.
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5.6.2 Éléments de matrice de l’émission réelle
Comme dans le cas de l’évaluation de l’ordre de Born, on utilise FeynArts pour obtenir
les expressions de tous les diagrammes de Feynman. Puis ces expressions sont traitées par un
programme FORM qui va les décomposer en terme de produits spinoriels.
L’émission réelle est constituée des trois réactions partoniques à l’arbre (5.2), (5.3) et 5.4,
auxquelles on rajoute un gluon dans l’état final :
q(p1) q(p2) → V(p3)V(p4) g(p5) g(p6) (5.77)
g(p1) q(p2) → V(p3)V(p4) q(p5) g(p6) (5.78)
g(p1) q(p2) → V(p3)V(p4) q(p5) g(p6) (5.79)
Par ailleurs, l’émission réelle permet l’ouverture de nouveaux canaux n’existant pas à l’ordre
de l’arbre, comme ceux avec une paire quark-antiquark dans l’état final :
q(p1) q(p2) → V(p3)V(p4) q(p5) q(p6) (5.80)
q(p1) q(p2) → V(p3)V(p4) q(p5) q(p6) (5.81)
q(p1) q(p2) → V(p3)V(p4) q(p5) q(p6) (5.82)
Il faut également prendre en compte les processus avec des quarks et anti-quarks de saveur
différente, qui eux ne divergent pas dans l’infra-rouge :
q(p1) q(p2) → V(p3)V(p4) q′(p5) q′(p6) (5.83)
q(p1) q′(p2) → V(p3)V(p4) q(p5) q′(p6) (5.84)
q(p1) q′(p2) → V(p3)V(p4) q(p5) q′(p6) (5.85)
q(p1) q′(p2) → V(p3)V(p4) q(p5) q′(p6) (5.86)
Cependant, il suffit d’étudier les deux processus partoniques suivants :
q(p1,λ1) q(p2,λ2) → V(p3,λ3)V(p4,λ4) g(p5,λ5) g(p6,λ6) (5.87)
q(p1,λ1) q(p2,λ2) → V(p3,λ3)V(p4,λ4) q(p5,λ5) q(p6,λ6) (5.88)
Les autres amplitudes de probabilité rencontrées plus haut sont obtenues en effectuant une
permutation sur les moments partoniques. Toutefois, dans le deuxième processus partonique,
il faut également prendre en compte les cas où la saveur des quarks et anti-quarks est diffé-
rente.
Organisation des amplitudes d’hélicité pour qq→ VVgg
La figure (5.4) représente les diagrammes de Feynman caractéristiques de ces processus. La
décomposition en fonction du facteur de couleur n’est plus triviale comparée à l’ordre de Born
pour lequel un seul parton est présent dans l’état final. En effet, l’amplitude réelle pour (5.87)
peut s’écrire sous la forme :
MR1 = Tai k Tbk j .M1 + Tbi k Tak j .M2 + f abc Tci j .M3 (5.89)
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g(p5)
q(p1)
q¯(p2)
V (p3)
g(p6)
V (p4)
Fig. 5.4 – Diagrammes de Feynman caractéristiques de q q→ Z Z g g
Néanmoins, il est possible de réécrire le dernier facteur de couleur en fonction des deux
premiers en utilisant la relation [Ta, Tb] = i f abc Tc. Lorsque l’on prend le carré de l’amplitude,
on obtient les cinq facteurs de couleur suivants :
|Ta Tb|2 = N CF2 (5.90)
| f abcTc|2 = N CA CF (5.91)
(Ta Tb)(Tb Ta)† = N CF (CF − CA TR) (5.92)
| f abc Tci j Tai k Tbk j|2 =
1
2
CA CF N (5.93)
| f abc Tci j Tbi k Tak j|2 = −
1
2
CA CF N (5.94)
avec CA = N = 3, TR =
1
2
, CF =
N2 − 1
2N
Dans le cas V = Z, l’amplitude du processus (5.87) est composé de 30 diagrammes de Feyn-
man si l’on prend en compte l’échange des bosons Z identiques : M1 comporte 12 dia-
grammes, M2 se déduit de M1 par la permutation des deux gluons, et enfin M3 contient
6 diagrammes de Feynman. L’amplitude d’hélicité a pour expression générale :
MRλ1,λ2,λ3,λ4,λ5,λ6 = εµ3,λ33 εµ4,λ44 εµ5,λ55 εµ6,λ65 〈2,λ2|Γµ3µ4µ5µ6 |1,λ1〉 (5.95)
Il y a deux hélicités permises pour la paire quark-antiquark, deux pour chaque boson V,
et enfin deux pour chaque gluon. Cela nous amène à évaluer 72 configurations d’hélicité.
Heureusement, les transformations de Bose, de parité et de conjugaison de charge nous
permettent de restreindre le nombre de configurations indépendantes.
Pour les vecteurs de polarisation des bosons, on fait appel aux mêmes expressions (5.29)
à (5.34) que celles utilisées pour l’ordre de Born. Concernant les deux gluons, on choisit les
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vecteurs de polarisation suivants :
ε5
µ5,+ =
1√
2
〈6−|γµ5 |5−〉
〈6 5〉 (5.96)
ε5
µ5,− =
1√
2
〈5−|γµ5 |6−〉
[5 6]
(5.97)
ε6
µ6,+ =
1√
2
〈5−|γµ6 |6−〉
〈5 6〉 (5.98)
ε6
µ6,− =
1√
2
〈6−|γµ6 |5−〉
[6 5]
(5.99)
Organisation des amplitudes d’hélicité pour qq→ VVq′q′
q(p1)
q¯(p2)
V (p3)
V (p4)
q(p5)
q¯(p6)
Fig. 5.5 – Diagrammes de Feynman caractéristiques de q q→ Z Z q′ q′
La figure (5.5) représente les diagrammes de Feynman caractéristiques de ce processus. Dans
le cas de ce processus partonique, un propagateur de gluon relie les deux paires quark-
antiquark, et il n’y a donc que deux facteurs de couleur possibles : (avec TR = 1/2)
Ta1 2 T
a
5 6 = TR
(
δ16 δ25 − 1N δ12 δ56
)
(5.100)
Ta1 6 T
a
5 2 = TR
(
δ12 δ56 − 1N δ16 δ25
)
(5.101)
L’amplitude réelle pour ce nouveau canal partonique peut s’écrire sous la forme :
MR2 = δ12 δ56 .M1 + δ16 δ25 .M2 (5.102)
La décomposition des amplitudes d’hélicité est la suivante :
MRλ1,λ2,λ3,λ4,λ′5,λ′6 = εµ3,λ33 εµ4,λ44 〈2,λ2|Γµ3,4µ|1,λ1〉 〈6,λ′6|Γµµ3,4 |5,λ′5〉 (5.103)
MRλ1,λ′2,λ3,λ4,λ5,λ′6 = εµ3,λ33 εµ4,λ44 〈2,λ′2|Γµ3,4µ|5,λ5〉 〈6,λ′6|Γµµ3,4 |1,λ1〉 (5.104)
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5.6.3 La méthode de soustraction des dipôles
Tout d’abord, il faut noter qu’il n’est pas nécessaire d’exhiber les divergences infra-rouges
des fonctions d’onde des trois partons externes sans masse, puisqu’elles ne sont pas prises en
compte dans les méthodes de soustraction.
Afin de retrancher les divergences des corrections virtuelles et de l’émission réelle, on
utilise la méthode de soustraction de Catani-Seymour [24]. L’idée générale de la méthode de
soustraction repose sur l’astuce suivante :
dσHO = [dσR − dσA] + dσA + dσV (5.105)
où la section efficace différentielle dσA est une approximation de dσR, plus précisément, qui
a le même comportement divergent (en dimension d) que dσR. Ainsi la fonction de dσA est
d’agir comme un contre-terme local de dσR. On peut donc écrire :
σHO =
∫
m+1
[dσR − dσA] +
∫
m+1
dσA +
∫
m
dσV (5.106)
L’avantage de cette écriture est que la première intégrale peut être évaluée en 4 dimensions
(on peut prendre la limite ǫ→ 0) puisqu’il n’y a plus désormais de divergences.
Si l’on est capable d’extraire analytiquement de l’intégration de dσA sur le sous-espace de
phase correspondant au parton supplémentaire les pôles en ε qui en proviennent, on pourra
alors les compenser avec ceux provenant de dσV , et ainsi écrire :
σHO =
∫
m+1
[(dσR)ε=0− (dσA)ε=0] +
∫
m
(
dσV +
∫
1
dσA
)
ε=0
(5.107)
Il reste maintenant à déterminer dσA, qui doit être définie de telle façon que sa valeur soit
indépendante du nombre de partons moux et colinéaires produits dans l’état final. En notation
symbolique, on a la formule factorisée dite "des dipôles" :
dσA = ∑
dipôles
dσB ⊗ dVdipôles (5.108)
où dσB porte l’information sur les caractéristiques du processus, et dVdipôles imite le com-
portement singulier de dσR tout en restant un facteur universel, c’est-à-dire indépendant du
processus.
Un dipôle correspond à une configuration cinématique particulière faisant intervenir m+ 1
partons, laquelle peut être considérée comme résultant d’un processus effectif à deux étapes.
On considère d’abord une configuration avec m partons, dont l’un d’eux se scinde ensuite en
deux autres partons. On peut écrire :∫
m+1
dσA = ∑
dipôles
∫
m
dσB ⊗
∫
1
dVdipôles =
∫
m
[dσB ⊗ I] (5.109)
où l’on a introduit la quantité I appelée "opérateur d’insertion" :
I = ∑
dipôles
∫
1
dVdipôles (5.110)
5.6. L’émission réelle 75
Ce facteur universel contient donc tous les pôles pour annuler ceux de dσV . La section efficace
de l’ordre supérieur se décompose en deux parties, notées σm+1HO et σ
m
HO. Ces dernières sont
libres de divergences et sont donc intégrées dans un espace-temps à 4 dimensions :
σHO = σ
m+1
HO + σ
m
HO
=
∫
m+1

(dσR)ε=0−
(
∑
dipôles
dσB ⊗ dVdipôles
)
ε=0

+ ∫
m
(dσV + dσB ⊗ I)ε=0 (5.111)
Les expressions analytiques des quantités dVdipôles et de l’opérateur d’insertion I sont données
dans les deux sections suivantes.
5.6.4 Expression des dipôles
En considérant l’élément de matrice au carré des processus de l’émission réelle, on peut
voir les deux partons de l’état final comme formant un système de parton émetteur et émis,
ce dernier étant absorbé par un parton dit "spectateur" de l’amplitude complexe conjuguée.
On note le dipôle du système formé par les partons i et j respectivement émetteur et émis et
le parton k spectateur par la quantité suivante :
dσB ⊗ dVdipôle → Di j,k (5.112)
Concernant le cas de la réaction partonique qq → VVgg, dans la limite colinéaire pi · pj → 0,
les éléments de matrice sont approximés par les dipôles de soustraction suivants :
Dq1g5g6 , Dq1g5g6 , Dq1g5 ,q¯2 ,
D q¯2g5g6 , D q¯2g5g6 , D q¯2g5 ,q1 ,
Dq1g6g5 , Dq1g6 ,q¯2 ,
D q¯2g6g5 , D q¯2g6 ,q1
Laméthode de Catani-Seymour ne différencie pasD156 etD165. Les expressions étant identiques,
il suffit d’inclure un facteur 2 dans les formules.
Quant aux éléments de matrice de la réaction partonique qq¯→ VVqq¯, ils sont approximés par
les dipôles de soustraction suivants :
Dq1q¯6q5 , D
q1q5
q¯6
D q¯2q5q¯6 , D
q¯2q¯6
q5 (5.113)
Nous avons seulement besoin de calculer explicitement les expressions analytiques des dipôles
de chaque première ligne. En effet, tous les autres dipôles sont obtenus en permutant les
moments partoniques et en se souvenant du fait que les gluons ne font pas la distinction entre
les quarks et anti-quarks.
Dipôle Dq1g5g6
A titre d’exemple, nous nous limiterons ici à donner l’expression analytique du premier
dipôle de la première liste. Les expressions de tous les autres dipôles sont présentées en
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annexe E.
Un gluon de moment p6 est émis par le gluon de l’état final et corrélé avec le quark de
l’état initial. On définit les variables cinématiques suivantes pour le dipôle :
z˜5 =
p1 · p5
p1 · p6 + p1 · p5 (5.114)
z˜6 =
p1 · p6
p1 · p6 + p1 · p5 (5.115)
x56,1 =
p1 · p5 + p1 · p6 − p5 · p6
p1 · p5 + p1 · p6 (5.116)
p˜1 = x56,1 p1 (5.117)
p˜56 = p5 + p6 − (1− x56,1)p1 (5.118)
Par ailleurs, on a besoin de l’amplitude de Born non contractée avec le vecteur de polarisation
du gluon, que l’on note :
〈λ3,λ4, µ5;λ1,λ2|3, 4, 5˜6; 1˜, 2〉 = 〈2λ2 |Γ(ελ3 ∗3 , ελ4 ∗4 , µ5)|1λ1〉 (5.119)
afin de définir le tenseur suivant :
Tµνqq¯ (1˜, 2; 3, 4, 5˜6) = 〈λ3,λ4, µ;λ1,λ2|3, 4, 5˜6; 1˜, 2〉〈3, 4, 5˜6; 1˜, 2|λ3,λ4, ν;λ1,λ2〉 (5.120)
Ce dernier est contracté avec l’élément de matrice des corrélations de spin du gluon :
〈ν|Vq1g5g6 |µ〉 = 16παsµ2εCA
[
−gµν
( 1
1− z˜5 + 1− x56,1 +
1
1− z˜6 + 1− x56,1 − 2
)
+(1− ε) 1
p5 · p6 (z˜5p
µ
5 − z˜6pµ6 )(z˜5pν5 − z˜6pν6)
]
(5.121)
L’expression du dipôle est donc :
Dq1g5g6 =
C0
2
1
2p5 · p6
1
x56,1
〈µ|Vq1g5g6 |ν〉Tµνqq¯ (1˜, 2; 3, 4, 5˜6) (5.122)
avec la constante C0 = CF/N. Si le dipôle est utilisé comme un terme de soustraction, alors ε
peut être pris égal à 0.
On remarque que :
D q¯2g5g6 = Dq1g5g6(1↔ 2) (5.123)
ce qui entraîne :
D q¯2g5g6 =
C0
2
1
2p5 · p6
1
x56,2
〈µ|Vq¯2g5g6 |ν〉Tµνqq¯ (1, 2˜; 3, 4, 5˜6) , (5.124)
en faisant la permutation 1↔ 2 dans toutes les définitions.
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On considère l’élément de matrice de qq→ VVgg pour les quatre configurations d’hélicités
sommées λi=1,2,3,4 = −1 et λ5,6 = ±1. On étudie en particulier le comportement singulier de
l’intégrand dans la limite colinéaire entre les deux gluons de moments p5 et p6.
Dans le plan rapidité - angle azimuthal, on définit la distance suivante :
∆R56 =
√
(y5 − y6)2 − (φ5− φ6)2 (5.125)
La limite ∆R56 → 0 permet alors d’illustrer la limite colinéaire entre les deux gluons de l’état
final.
Comme attendu, on observe un comportement singulier de l’intégrand réel dans cette
limite colinéaire. Par contre, si l’on retranche les deux dipôlesDq1g5g6 etD q¯2g5g6 à ce même élément
de matrice, la singularité pour ∆R56 → 0 disparaît :
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Fig. 5.6 – Évolution de l’élément de matrice réel pour qq→ VVgg (en haut) et du rapport entre les dipôles et ce
même élément de matrice réel (en bas) en fonction de ∆R56
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5.6.5 Expression de l’opérateur d’insertion
L’opérateur d’insertion à la Catani-Seymour noté I(ε) contient toutes les divergences infra-
rouge d’origine molle et colinéaire qui vont se simplifier avec celles de la partie virtuelle.
De plus, comme nous l’avons vu dans la section (5.5.2), il doit également contenir la renor-
malisation de la constante de couplage (5.58), afin de compenser les divergences d’origine
ultraviolette. L’opérateur d’insertion a pour expression :
I(ε) =
∫
1
dVdipôles
=
αs
2π
|MLO|2 rΓ (4πµ2)ǫ
×
[
1
ε 2
(2CF + CA) +
1
ε
(
(CA − 2CF) ln |s12| − CA (ln |s15|+ ln |s25|) + 3CF + b02
)
+ (CF − CA2 ) ln
2 |s12| − (3CF − 32 CA) ln |s12|
+
CA
2
(ln2 |s15| − ln2 |s25|)− (34 CA +
b0
4
) (ln |s15|+ ln |s25|)
+ 2CF (5− π
2
2
) + CA (
50
9
− π
2
2
)− 8
9
NF
]
(5.126)
où l’on a introduit le terme rΓ =
Γ(1+ǫ)Γ2(1−ǫ)
Γ(1−2 ǫ) . Une vérification numérique de l’annulation des
pôles en 1/ε2 et 1/ε entre la partie virtuelle et l’opérateur d’insertion a été effectuée pour deux
points aleátoires de l’espace de phase.
5.7 Intégration dans l’espace de phase
On utilise le logiciel de calcul FORTRAN 90 pour effectuer une évaluation numérique et
l’intégration dans l’espace de phase. La génération aléatoire d’événements nécessaire pour
l’intégration est réalisée grâce au programme Monte-Carlo adaptatif BASES/SPRING [84].
5.7.1 Définitions
L’énergie dans le centre de masse est défini par la variable s = (p1 + p2)2. Cette quantité
étant considéré comme fixée, on doit intégrer dans l’espace de phase sur les quatre compo-
santes des moments externes p3, p4, p5 de l’état final. Pour chaque particule de l’état final, il
est utile de définir les grandeurs physiques suivantes :
∗ l’impulsion transverse notée pT :
pT =
√
px2 + py2 (5.127)
∗ la rapidité notée y :
y = arctanh
(
pz
p0
)
=
1
2
ln
(
p0 + pz
p0 − pz
)
(5.128)
avec pz = |~p| cos θ (5.129)
5.7. Intégration dans l’espace de phase 79
∗ la masse transverse notée MT :
MT =
√
m2 + pT2 (5.130)
La section efficace différentielle d’une réaction p1 + p2 → p3 + ...+ pn est donnée par :
dσˆ =
1
4
√
(p1.p2)2 −m12m22︸ ︷︷ ︸
Φin
∑|M|2 dΦn−2 (5.131)
Le symbole ∑ signifie que l’on effectue une moyenne sur tous les états de couleurs et de spin
de l’état initial et que l’on somme sur tous les états finaux de l’élément de matrice au carré.
Φin et dΦn−2 représentent respectivement le flux des particules entrantes et la densité d’espace
de phase des particules sortantes.
Pour un nombre N de particules sortantes, la densité d’espace de phase a pour expression :
dΦN = (2π)4 δ(4)
(
N
∑
i=1
pi
)
N
∏
i=3
1
(2π)3
d3pi
2Ei
(5.132)
De plus, les mesures normalisées sur les impulsions peuvent s’écrire :
d3pi
2Ei
=
1
2
pTi dpTi dφi dyi =
1
2
d2 ~pTi dyi (5.133)
5.7.2 Paramétrage pour un processus 2→ 2
Considérons tout d’abord le cas plus simple et intuitif de l’intégration dans l’espace de
phase d’un processus 2 → 2, pour lequel on a p1 + p2 = p3 + p4. Cette étude préliminaire
rendra plus facile celle du cas plus complexe 2→ 3. En se plaçant dans le référentiel du centre
de masse de la réaction, on a :
dΦ2 =
1
(2π)2
δ(4)(p1 + p2 + p3 + p4)
4
∏
i=3
1
(2π)3
d3pi
2Ei
=
1
(4π)2
‖~p3cm‖√
s
dΩ3 =
1
(4π)2
‖~p3cm‖√
s
d(cos θ3) dφ3
où l’on introduit les quantités :
‖~p3cm‖ = ‖~p4cm‖ = 12√s λ
1/2(s,m32,m42) (5.134)
E3cm =
s +m32 −m42
2
√
s
E4cm =
s+ m42 −m32
2
√
s
(5.135)
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avec la fontion λ définie par λ(x, y, z) = (x− y− z)2 − 4 y z.
Les composantes des moments de la réaction peuvent alors s’écrire :
p1 =
√
s
2
(1, 0, 0, 1)
p2 =
√
s
2
(1, 0, 0,−1)
p3 = (
√
s
2
, ‖~p3cm‖ sin θ cos φ, ‖~p3cm‖ sin θ sin φ, ‖~p3cm‖ cos θ)
p3 = (
√
s
2
,−‖~p3cm‖ sin θ cos φ,−‖~p3cm‖ sin θ sin φ,−‖~p3cm‖ cos θ) (5.136)
5.7.3 Paramétrage pour un processus 2→ 3
Le paramétrage de cet espace de phase nous permet d’intégrer l’ordre de Born ainsi que la
partie virtuelle. La densité d’espace de phase a pour expression :
dΦ3 = (2π)4 δ(4)(p1 + p2 + p3 + p4 + p5)
5
∏
i=3
1
(2π)3
d3pi
2Ei
=
1
23 (2π)5
δ(4)(∑
i
pi)
5
∏
i=3
pTi dpTi dφi dyi (5.137)
Finalement, après intégration sur les variables φ3, φ5 et pT5 avec les contraintes fournies par
les fonctions δ, on obtient :
dx1 dx2 dΦ3 =
1
(2π)4
1
8 s
pT3 pT4 dpT3 dpT4 dφ4 dy3 dy4 dy5 (5.138)
Les expressions des composantes des moments de la réaction en fonction de ce paramétrage
sont les suivantes (avec φi l’angle azimuthal de la particule i) :
p1 = x1
√
s
2
(1, 0, 0,−1)
p2 = x2
√
s
2
(1, 0, 0,−1)
p3 = (MT3 cosh(y3), pT3 cos(φ3), pT3 sin(φ3),MT3 sinh(y3))
p4 = (MT4 cosh(y4), pT4 cos(φ4), pT4 sin(φ4),MT4 sinh(y4))
p5 = (MT5 cosh(y5), pT5 cos(φ5), pT5 sin(φ5),MT5 sinh(y5)) (5.139)
On peut vérifier que les composantes de ces moments respectent la loi de conservation de
l’énergie-impulsion p1 + p2 = p3 + p4 + p5.
Les variables d’intégration sont y3, y4, y5, pT3, pT5, et φ5. Les variables restantes φ4, pT4,
MT3,MT4,MT5, x1, x2 peuvent alors être exprimées en fonction de ces variables d’intégration.
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En effet, nous avons les contraintes suivantes :
x1 =
5
∑
i=3
MTi√
s
eyi (5.140)
x2 =
5
∑
i=3
MTi√
s
e−yi (5.141)
p2T4 = p
2
T3 + p
2
T5 + 2 pT3 pT5 cos(φ5) (5.142)
MT3 =
√
MV2 + pT32 (5.143)
MT4 =
√
MV2 + pT42 (5.144)
MT5 = pT5 (5.145)
cos(φ4) = − pT3pT4 cos(φ3)−
pT5
pT4
cos(φ5) (5.146)
sin(φ4) = − pT3pT4 sin(φ3)−
pT5
pT4
sin(φ5) (5.147)
5.7.4 Paramétrage pour un processus 2→ 4
Le paramétrage de cet espace de phase nous permet d’intégrer l’émission réelle. La densité
d’espace de phase a pour expression :
dΦ4 = (2π)4 δ(4)(p1 + p2 + p3 + p4 + p5 + p6)
6
∏
i=3
1
(2π)3
d3pi
2Ei
=
1
24 (2π)8
δ(4)(∑
i
pi)
6
∏
i=3
pTi dpTi dφi dyi (5.148)
Finalement on obtient :
dx1 dx2 dΦ4 =
1
(2π)8
1
8 s
pT3 pT4 pT5 dpT3 dpT4 dpT5 dφ4 dφ5 dy3 dy4 dy5 dy6 (5.149)
Les expressions des composantes des moments de la réaction en fonction de ce paramétrage
sont les suivantes :
p1 = x1
√
s
2
(1, 0, 0,−1)
p2 = x2
√
s
2
(1, 0, 0,−1)
p3 = (MT3 cosh(y3), pT3 cos(φ3), pT3 sin(φ3),MT3 sinh(y3))
p4 = (MT4 cosh(y4), pT4 cos(φ4), pT4 sin(φ4),MT4 sinh(y4))
p5 = (MT5 cosh(y5), pT5 cos(φ5), pT5 sin(φ5),MT5 sinh(y5))
p6 = (MT6 cosh(y6), pT6 cos(φ6), pT6 sin(φ6),MT6 sinh(y6)) (5.150)
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On peut vérifier que les composantes de ces moments respectent la loi de conservation de
l’énergie-impulsion p1 + p2 = p3 + p4 + p5 + p6.
Les variables d’intégration sont y3, y4, y5, y6, pT3, pT5, pT6, et φ5, φ6. Les variables restantes
φ4, pT4, MT3,MT4,MT5,MT6, x1, x2 peuvent alors être exprimées en fonction de ces variables
d’intégration. En effet, nous avons les contraintes suivantes :
x1 =
6
∑
i=3
MTi√
s
eyi (5.151)
x2 =
6
∑
i=3
MTi√
s
e−yi (5.152)
p2T4 = p
2
T3 + p
2
T5 + p
2
T6 + 2 pT3 pT5 cos(φ5)
+ 2 pT3 pT6 cos(φ6) + 2 pT5 pT6 cos(φ5− φ6) (5.153)
MT3 =
√
MV2 + pT32 (5.154)
MT4 =
√
MV2 + pT42 (5.155)
MT5 = pT5 (5.156)
MT6 = pT6 (5.157)
cos(φ4) = − pT3pT4 cos(φ3)−
pT5
pT4
cos(φ5)− pT6pT4 cos(φ6) (5.158)
sin(φ4) = − pT3pT4 sin(φ3)−
pT5
pT4
sin(φ5)− pT6pT4 sin(φ6) (5.159)
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Dans ce chapitre, on présente une comparaison de résultats effectuée entre notre groupede collaboration et deux autres groupes de recherche indépendants concernant les pré-
dictions pour pp → W+W− + jet au LHC. Par ailleurs, on présente les prédictions obtenues
pour les sections efficaces des processus pp → ZZ + jet et pp → W+W− + jet au LHC et au
Tevatron.
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6.1 Comparaison pour pp→ W+W− jet
Une comparaison des corrections à l’ordre supérieur de la réaction pp → W+W− jet pour
le LHC a été effectuée entre trois groupes de recherche [54]. Le premier groupe, désigné par
l’acronyme DKU, comprend S. Dittmaier, S. Kallweit, et P. Uwer [55]. Quant au deuxième
groupe, désigné par CEZ, il est composé de J.M. Campbell, R.K. Ellis et G. Zanderighi [56].
Enfin, notre groupe de collaboration est désigné par BGKKS car composé de T. Binoth, J.-P.
Guillet, S. Karg, N. Kauer, et G. Sanguinetti.
Nous avons comparé la section efficace à l’ordre de l’arbre, et le terme d’interférence entre
l’ordre de Born et la partie virtuelle de tous les cannaux pour un point de l’espace de phase.
Les résultats obtenus par les différents groupes qui ont utilisé des méthodes d’évaluation
différentes présentent un accord allant de 6 à 9 chiffres significatifs.
Pour le calcul de la section efficace à l’ordre de l’arbre, on utilise les densités partoniques
données par Cteq6L1 [85]. Pour des prédictions au LHC, on prend une énergie dans le centre
de masse de la collision hadronique
√
s = 14 TeV. On choisit les paramètres d’entrée suivants :
MW = 80.425 GeV
MZ = 91.1876 GeV
α = 0.0075435957
(h¯c)2 = 0.389379304 · 1012 GeV2 fbarn (6.1)
On considère tous les quarks sans masse, et on ne prend pas en compte la contribution du
quark bottom. Le nombre de saveurs de quarks actives est NF = 5. Les valeurs prises par la
constante de couplage forte au LO et NLO sont :
αLOs (MW) = 0.13241687663294
αNLOs (MW) = 0.12026290039064 (6.2)
Les échelles de renormalisation et de factorisation sont prises égales à MW . Enfin, on
applique une coupure sur l’impulsion transverse du jet hadronique égale à 100 GeV.
On considère la réaction partonique générale a(p1) b(p2) → W+(p3)W−(p4) c(p5), où
a, b, c sont trois partons. Le point de l’espace de phase choisi pour la comparaison du terme
d’interférence est le suivant :
p1 = (7000, 0, 0, 7000),
p2 = (7000, 0, 0,−7000),
p3 = (6921.316234371218, 3840.577592920205, 0, 5757.439881432096),
p4 = (772.3825553565997,−67.12960601170266,−279.4421082776151,−712.3990141151700),
p5 = (6306.301210272182,−3773.447986908503, 279.4421082776151,−5045.040867316925),
On peut vérifier que ce point de l’espace de phase respecte entre autres la conservation de
l’énergie-impulsion :
p1 + p2 = p3 + p4 + p5√
s = 14 TeV avec s = (p1 + p2)2
p32 = p42 = MW2 (6.3)
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|MLO|2/e4/g2s [GeV−2]
uu¯→W+W−g 0.9963809154477200 · 10−3
dd¯ →W+W−g 0.3676289952184384 · 10−5
ug→W+W−u 0.1544340549124799 · 10−3
dg →W+W−d 0.1537758419168101 · 10−5
gu¯ →W+W−u¯ 0.7491333451663728 · 10−4
gd¯ →W+W−d¯ 0.2776156068243590 · 10−4
Tab. 6.1 – Résultats pour l’élément de matrice LO au carré avec (6.3).
pp→ W+W−+jet+X σLO[fb]
DKU 10371.7(12)
CEZ 10372.26(97)
BGKKS 10371.7(11)
Tab. 6.2 – Résultats pour la section efficace au LO de pp→W+W− jet
Le tableau 6.1 présente les résultats obtenus en utilisant MadGraph [29], pour l’élément
de matrice au carré (sommés sur la couleur et les hélicités), à l’ordre de l’arbre pour le point
de l’espace de phase ci-dessus. Les nombres obtenus par les trois groupes s’accordent avec
au moins 13 chiffres significatifs. Quant au tableau (6.2), il illustre l’accord obtenu entre les
différents groupes pour la section efficace inclusive à l’ordre de l’arbre de pp →W+W− jet au
LHC.
Le terme d’interférence entre l’ordre de Born et l’amplitude virtuelle peut schématique-
ment s’écrire :
2Re{MV ∗ ·MB} = e4 g2s f (µR)
(
c−2
1
ε2
+ c−1
1
ε
+ c0
)
(6.4)
avec f (µR) = Γ(1+ ε)(4πµ2R/M
2
W)
ε et le nombre de dimensions de l’espace-temps étant défini
par D = 4− 2ε.
Par la suite, on choisit de distinguer dans les coefficients de la partie finie et des pôles
double et simple, c’est-à-dire dans c0 et c−2, c−1, une partie dite bosonique (“bos”) sans dia-
gramme de Feynman avec boucle de quark (du groupe de couleur noté C4) et la partie restante
dite fermionique.
Le tableau (6.3) présente les résultats des différents groupes pour la partie bosonique
concernant les coefficients c−2, c−1, and c0 (c−2 ne contient pas de contributions de la part
des diagrammes à boucle de quark).
L’accord entre les trois groupes pour les résultats correspondant au coefficient c0 varie
entre 7 et 11 chiffres significatifs. Celui concernant les coefficients c−2 et c−1 est bien meilleur
car leur évaluation est beaucoup plus simple.
Les résultats obtenus pour la partie fermionique avec les deux premières générations de
quarks sont donnés dans le tableau (6.4). En comparaison avec les corrections bosoniques, ces
contributions sont plus faibles d’un facteur 1000. Si l’on considère ce facteur de suppression
qui résulte de larges compensations, en tant que chiffre significatif, l’accord pour la partie
finie varie entre 6 et 9 décimales.
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c−2[GeV−2] cbos−1 [GeV
−2] cbos0 [GeV
−2]
uu¯→W+W−g
DKU −1.080699305508758 · 10−4 7.842861905263072 · 10−4 −3.382910915425372 · 10−3
CEZ −1.080699305505865 · 10−4 7.842861905276719 · 10−4 −3.382910915464027 · 10−3
BGKKS −1.080699305508814 · 10−4 7.842861905263293 · 10−4 −3.382910915616242 · 10−3
dd¯→ W+W−g
DKU −3.987394716797222 · 10−7 2.893736116870099 · 10−6 −1.252531649334637 · 10−5
CEZ −3.987394716665197 · 10−7 2.893736115389983 · 10−6 −1.252531614999332 · 10−5
BGKKS −3.987394716798342 · 10−7 2.893736117550454 · 10−6 −1.252531647620369 · 10−5
ug→ W+W−u
DKU −1.675029833503229 · 10−5 1.236268430131559 · 10−4 −5.417120947927877 · 10−4
CEZ −1.675029833501256 · 10−5 1.236268430124113 · 10−4 −5.417120948004078 · 10−4
BGKKS −1.675029833503285 · 10−5 1.236268430131930 · 10−4 −5.417120948184518 · 10−4
dg→ W+W−d
DKU −1.667890693078443 · 10−7 1.231000679615805 · 10−6 −5.402644808236175 · 10−6
CEZ −1.667890693268847 · 10−7 1.230999331981130 · 10−6 −5.402644353170802 · 10−6
BGKKS −1.667890693077475 · 10−7 1.230999333576065 · 10−6 −5.402644211736123 · 10−6
gu¯→ W+W−u¯
DKU −8.125284951799448 · 10−6 7.047108864062224 · 10−5 −3.525581727244482 · 10−4
CEZ −8.125284951286924 · 10−6 7.047108863931619 · 10−5 −3.525581728065669 · 10−4
BGKKS −8.125284951799859 · 10−6 7.047108864102780 · 10−5 −3.525581727287365 · 10−4
gd¯→ W+W−d¯
DKU −3.011087314520321 · 10−6 2.611534269956032 · 10−5 −1.326197552139531 · 10−4
CEZ −3.011087314528406 · 10−6 2.611534269870494 · 10−5 −1.326197549152728 · 10−4
BGKKS −3.011087314520429 · 10−6 2.611534269951226 · 10−5 −1.326197552106838 · 10−4
Tab. 6.3 – Résultats pour la partie bosonique du terme d’interférence pour un point de l’espace de phase
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cferm1+2−1 [GeV
−2] cferm1+20 [GeV
−2]
uu¯→W+W−g
DKU 2.542821895320379 · 10−5 4.372323372044527 · 10−7
CEZ 2.542821895311753 · 10−5 4.372790378087550 · 10−7
BGKKS 2.542821895314862 · 10−5 4.372324288356448 · 10−7
dd¯ →W+W−g
DKU 9.382105211529244 · 10−8 2.383985481697933 · 10−8
CEZ 9.382105220158816 · 10−8 2.381655056763332 · 10−8
BGKKS 9.382105215996126 · 10−8 2.383986138730693 · 10−8
ug→W+W−u
DKU 3.941246664484964 · 10−6 2.261655163318730 · 10−7
CEZ 3.941246667066658 · 10−6 2.261900862449825 · 10−7
BGKKS 3.941246667066566 · 10−6 2.261651778836927 · 10−7
dg →W+W−d
DKU 3.924449049876280 · 10−8 −3.340508442179341 · 10−8
CEZ 3.924448807787651 · 10−8 −3.341842650545260 · 10−8
BGKKS 3.924448689594072 · 10−8 −3.340505335889721 · 10−8
gu¯ →W+W−u¯
DKU 1.911831753319591 · 10−6 −3.332688444715011 · 10−7
CEZ 1.911831753400357 · 10−6 −3.332770821153847 · 10−7
BGKKS 1.911831753364673 · 10−6 −3.332688443882355 · 10−7
gd¯ →W+W−d¯
DKU 7.084911328500216 · 10−7 −3.420298601940541 · 10−7
CEZ 7.084911328417316 · 10−7 −3.419939732016338 · 10−7
BGKKS 7.084911328283340 · 10−7 −3.420298578631734 · 10−7
Tab. 6.4 – Résultats pour la partie fermionique du terme d’interférence pour un point de l’espace de phase
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6.2 Sections efficaces à l’ordre de LO
Pour les paramètres d’entrée, on prend les valeurs ci-dessous [1] :
MW = 80.403 GeV
MZ = 91.1876 GeV
α = 0.0075435957
(h¯c)2 = 0.389379304 × 1012 GeV2 fbarn (6.5)
La constante de couplage αs est fournie par les routines de LHAPDF [85]. Pour le calcul
de la section efficace à l’ordre de l’arbre, on utilise les densités partoniques données par
Cteq6L1. Pour des prédictions au LHC, on prend une énergie dans le centre de masse de la
collision hadronique
√
s = 14 TeV, et pour le Tevatron, on prend
√
s = 1.96 TeV.
On considère tous les quarks sans masse, et on prend en compte la contribution du quark
bottom. Enfin, on applique une coupure sur l’impulsion transverse du jet hadronique égale à
100 GeV pour le LHC et 50 GeV pour le Tevatron 1.
Les sections efficaces totales à l’ordre de l’arbre des processus pp → ZZ + jet et
pp → W+W− + jet en fonction du paramètre de renormalisation µ sont représentées sur
les graphiques de la figure (6.2).
Les graphiques des figures (6.3) à (6.7) représentent les sections efficaces différentielles à
l’ordre de l’arbre pour les processus pp → ZZ + jet et pp → W+W− + jet où l’on a intégré
l’élément de matrice pour 100 000 points de l’espace de phase.
V = Z σLO[fb] au Tevatron σLO[fb] au LHC
qq¯→ ZZ + jet 67.24± 0.16 317.81± 1.44
qg→ ZZ + jet 3.58± 0.01 513.33± 2.86
q¯g→ ZZ + jet 3.58± 0.01 166.35± 0.67
pp→ ZZ + jet 74.37± 0.18 994.68± 4.75
Tab. 6.5 – Sections efficaces totales au LO de pp→ ZZ + jet au Tevatron et au LHC
V = W± σLO[fb] au Tevatron σLO[fb] au LHC
qq¯→ W+W− + jet 554.12± 1.68 2171.9± 12.8
qg→ W+W− + jet 51.93± 0.15 6516.8± 61.8
q¯g→ W+W− + jet 51.88± 0.17 1723.4± 10.2
pp→ W+W− + jet 658.07± 2.10 10333.9± 80.7
Tab. 6.6 – Sections efficaces totales au LO de pp→W+W− + jet au Tevatron et au LHC
1en effet, les coupures utilisées par les expérimentateurs du groupe Atlas pour l’impulsion transverse du jet
débutent à 40 GeV pour le détecteur Atlas
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Fig. 6.1 – Dépendance en µR et µF de la section efficace pp→ ZZ + jet à l’ordre de l’arbre
en haut : au Tevatron avec pT jet = 50 GeV et
√
s = 1.96 TeV,
en bas : au LHC avec pT jet = 100 GeV et
√
s = 14 TeV
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Fig. 6.2 – Dépendance en µR et µF de la section efficace totale pp→ VV + jet au LO pour le LHC
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6.3 Sections efficaces à l’ordre NLO
On prend les mêmes valeurs pour les paramètres d’entrée que celles utilisées pour le
calcul de la section efficace à l’ordre de l’arbre. On utilise les densités partoniques données
par Cteq6M. On applique une coupure sur l’impulsion transverse du jet hadronique égale à
100 GeV pour le LHC.
Les sections efficaces totales à l’ordre de NLO du processus pp → ZZ + jet en fonction
des paramètres de renormalisation µR et de factorisation µF pour le Tevatron et le LHC sont
représentées 2 sur les graphiques de la figure (6.8).
L’élément de matrice contient l’ordre de Born, les corrections virtuelles et l’opérateur d’inser-
tion. L’intégration a été effectuée pour 300 000 points de l’espace de phase.
2Ces dépendances par rapport aux échelles ne prennent pas en compte les contributions de l’émission réelle et
des dipôles intégrés
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A.1 Diagrammes de Feynman de la réaction q q→ ZZ + jet
A.1.1 Diagrammes à l’ordre de l’arbre
On représente ci-dessous les diagrammes de Feynman de la réaction partonique q q →
ZZ + jet qui contribuent à l’ordre de l’arbre, auxquels s’ajoutent les diagrammes avec permu-
tation des deux bosons Z :
Z(p3)
Z(p4)
MB1 MB2 MB3
A.1.2 Diagrammes à l’ordre d’une boucle
On représente ci-dessous les diagrammes de Feynman de la réaction partonique q q →
ZZ + jet qui contribuent à l’ordre d’une boucle, auxquels s’ajoutent les diagrammes avec
permutation des deux bosons Z :
MV1 MV2 MV3
MV4 MV5 MV6
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MV7 MV8 MV9
MV10 MV11 MV12
MV13 MV14 MV 15
MV16 MV17 MV18
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MV19 MV20 MV21
MV22 MV 23 MV24
MV25 MV26 MV27
MV28 MV 29 MV30
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MV31
3
4
MV32
3
4
MV33
3
4
MV34
3 4
MV35
3
4
MV36
3
4
MV37
3 4
MV38
3
4
MV39
3
4
MV 40
3
4
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A.2 Diagrammes de Feynman de la réaction q q→ W+W− + jet
A.2.1 Diagrammes à l’ordre de l’arbre
On représente ci-dessous les diagrammes de Feynman de la réaction partonique q q →
W+W− + jet avec le vertex AW+W−, qui contribuent à l’ordre de l’arbre, auxquels s’ajoutent
les diagrammes vus précédemment pour q q → ZZ + jet, sans la permutation des deux bo-
sons :
MB7
W+(p3)
W−(p4)
γ,Z
MB8
W−(p3)
W+(p4)
γ,Z
A.2.2 Diagrammes à l’ordre d’une boucle
On représente ci-dessous les diagrammes de Feynman de la réaction partonique q q →
W+W− + jet avec le vertex AW+W−, qui contribuent à l’ordre d’une boucle, auxquels
s’ajoutent les diagrammes vus précédemment pour q q → ZZ + jet, sans la permutation des
deux bosons :
MV 41 MV42 MV43
MV44 MV45
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MV 46 MV47 MV48
MV 49 MV50 MV51
BDémonstration de relations de laméthode des amplitudes d’hélicité
Dans cette annexe, on donne la démonstration de certaines relations de la section "La
méthode des amplitudes d’hélicité" du chapitre 2.
∗ Preuve de (3.10) : Pour cela, on utilise la relation C2 = −1
〈p−|q+〉 = u¯−(p) u+(q) = (u¯−(p) u+(q))T
= uT+(q) u¯
T−(p) = −uT+(q)CC u¯T−(p) = −u¯c+(q) uc−(p)
= −u¯−(q) u+(p) = − 〈q−|p+〉
∗ Preuve de (3.17) :
|〈pq〉|2 = 〈p−|q+〉 〈q+|p−〉
= tr(|p−〉〈p−| |q+〉〈q+|) = tr(12 (1− γ5) 6 p
1
2
(1+ γ5) 6q)
=
1
4
tr(2 6 p 6q) = 2 (p · q)
∗ Preuve de (3.19) :
〈p+|γµ|q+〉 = u¯+(p) γµ u+(q) = [u¯+(p) γµ u+(q)]T
= uT+(p) (γ
µ)T u¯T+(q) = u
T
+(p) γ
0γ2γµγ2γ0 u¯T+(q)
= −uT+(p) i γ0γ2γµ i γ2γ0 u¯T+(q) = uT+(p) i γ2γ0︸ ︷︷ ︸
C
γµ i γ2γ0︸ ︷︷ ︸
C
u¯T+(q)
= u¯c+(p) γ
µ uc+(q) = u¯−(p) γµ u−(q) = 〈p−|γµ|q−〉
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∗ Preuve de (3.26) : détermination de la constante de normalisation N
On sait que :
ε+µ (p) = N 〈q−|γµ|p−〉
ε−µ (p) = (ε+µ (p))∗
et en faisant appel à (3.24), on écrit :
ε+(p) · ε−(p) = |N |2 〈q−|γµ|p−〉 〈q+|γµ|k+〉
= 2 |N |2 〈q+|p−〉〈q−|p+〉 = −2 |N |2 |〈qp〉|2 = −1
on en déduit :
N = 1√
2 〈qp〉
∗ Preuve de (3.32) : détermination de la fonction β
On se limitera ici à la démonstration de β+, celle de l’expression de β− étant du même
acabit. On utilise la propriété q · ε+(p, q) = 0 et la relation (3.31) :
q · ε+(p, q) = ε+(p, k) · q + β+(k, q, p) · q
⇔ 0 = 〈k−|6q|p−〉√
2〈kp〉 +
1
2
β+(k, q, p) |〈qp〉|2
⇒ β+(k, q, p) = − 2 〈k−|6q|p−〉√
2 〈kp〉 |〈qp〉|2 =
√
2 〈kq〉〈qp〉∗
〈kp〉 〈qp〉 〈qp〉∗ =
√
2 〈kq〉
〈kp〉 〈qp〉
C
Formulaire de GOLEM
C.1 Facteurs de forme à 4 points
Tous les facteurs de forme issus de la décomposition d’intégrales tensorielles à 4 points
sont exprimés en termes d’intégrales scalaires à 4 points de dimensions (n + 2) et (n + 4), et
d’intégrales à 3 points avec jusqu’à 3 paramètres de Feynman au numérateur :
A4,0(S) = B In+24 (S) + ∑
j∈S
bj In3 (S \ {j}) (C.1)
A4,1l (S) = −bl In+24 (S)−∑
j∈S
S−1j l In3 (S \ {j}) (C.2)
A4,2l1l2(S) = bl1 I
n+2
4 (l2; S) + bl2 I
n+2
4 (l1; S)−S−1l1 l2 In+24 (S)
+
1
2 ∑j∈S
[
S−1j l2 In3 (l1; S \ {j}) + S−1j l1 In3 (l2; S \ {j})
]
(C.3)
B4,2(S) = −1
2
In+24 (S) (C.4)
A4,3l1l2l3(S) =
2
3
[
S−1l2 l3 In+24 (l1; S) + S−1l1 l3 In+24 (l2; S) + S−1l1 l2 In+24 (l3; S)
]
− [bl1 In+24 (l2, l3; S) + bl2 In+24 (l1, l3; S) + bl3 In+24 (l1, l2; S)]
−1
3 ∑j∈S
[
S−1j l1 In3 (l2, l3; S \ {j}) + S−1j l2 In3 (l1, l3; S \ {j})
+ S−1j l3 In3 (l1, l2; S \ {j})
]
(C.5)
B4,3l (S) =
1
2
In+24 (l; S) (C.6)
A4,4l1l2l3l4(S) = f
4,4(l1, l2; l3, l4) + f 4,4(l1, l3; l2, l4) + f 4,4(l1, l4; l3, l2)
+ f 4,4(l2, l3; l1, l4) + f 4,4(l2, l4; l3, l1) + f 4,4(l3, l4; l1, l2)
+g4,4(l1; l2, l3, l4) + g4,4(l2; l1, l3, l4)
+g4,4(l3; l2, l1, l4) + g4,4(l4; l2, l3, l1) (C.7)
B4,4l1l2(S) = −
1
2
In+24 (l1, l2; S) (C.8)
C4,4(S) =
1
4
In+44 (S) (C.9)
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où l’on a introduit les fonctions :
f 4,4(l1, l2; l3, l4) = −12 S
−1
l1 l2
In+24 (l3, l4; S) (C.10)
g4,4(l1; l2, l3, l4) = bl1 I
n+2
4 (l2, l3, l4; S) +
1
4 ∑j∈S
S−1j l1 In3 (l2, l3, l4; S \ {j}) (C.11)
Les facteurs de forme ci-dessus ne contiennent aucun déterminant de Gram inverse, et
il est souhaitable d’arrêter la réduction à cette étape. Les intégrales qui composent ces fac-
teurs de forme constituent donc une base de fonctions idéale pour démarrer une évaluation
numérique de l’amplitude.
Néanmoins, il est tout à fait possible de poursuivre la réduction algébrique afin d’ob-
tenir une expression avec des intégrales contenant un nombre inférieur de paramètres de
Feynman, ou avec une dimension d’espace-temps plus petite. Cependant, le choix d’une telle
représentation augmente le nombre de termes, et entraîne malheureusement l’apparition de
déterminants de Gram sous la forme cachée en 1/B (3.59) :
In+24 (l; S) =
1
B
{
bl I
n+2
4 (S) +
1
2 ∑j∈S
S−1j l In3 (S \ {j}) −
1
2 ∑j∈S
bj I
n
3 (l; S \ {j})
}
(C.12)
In+24 (l1, l2; S) =
2
3 B
{
bl1 I
n+2
4 (l2; S) + bl2 I
n+2
4 (l1; S)
−1
2
S−1l1 l2 In+24 (S) +
1
4 ∑j∈S
S−1j l2 In3 (l1; S \ {j})
+
1
4 ∑j∈S
S−1j l1 In3 (l2; S \ {j}) −
1
2 ∑j∈S
bj In3 (l1, l2; S \ {j})
}
(C.13)
In+24 (l1, l2, l3; S) =
1
2 B
{
bl3 I
n+2
4 (l1, l2; S) + bl2 I
n+2
4 (l1, l3; S) + bl1 I
n+2
4 (l2, l3; S)
−1
3
(
S−1l1 l2 In+24 (l3; S) + S−1l1 l3 In+24 (l2; S) + S−1l2 l3 In+24 (l1; S)
)
+
1
6
(
∑
i∈S
S−1i l3 In3 (l1, l2; S \ {i}) + ∑
i∈S
S−1i l2 In3 (l1, l3; S \ {i})
+ ∑
i∈S
S−1i l1 In3 (l2, l3; S \ {i})
)
− 1
2 ∑i∈S
bi I
n
3 (l1, l2, l3, S \ {i})
}
(C.14)
In+44 (S) =
1
(n− 1) B
{
In+24 (S)−∑
j∈S
bj In+23 (S \ {j})
}
(C.15)
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In+44 (l; S) =
1
n B
{
bl I
n+4
4 (S) + I
n+2
4 (l; S)−∑
j∈S
bj In+23 (l; S \ {j})
}
(C.16)
C.2 Facteurs de forme à 5 points
On se limitera ici à donner les expressions des facteurs de forme dont nous avons besoin
dans le processus étudié lors de cette thèse :
A5,0(S) = ∑
j∈S
bj B{j} In+24 (S \ {j}) + ∑
j∈S
∑
k∈S\{j}
bj b
{j}
k I
n
3 (S \ {j, k}) (C.17)
A5,1l (S) = −∑
j∈S
S−1j l B{j} In+24 (S \ {j}) −∑
j∈S
∑
k∈S\{j}
S−1j l b{j}k In3 (S \ {j, k}) (C.18)
A5,2l1l2(S) = ∑
j∈S
(
S−1j l1 bl2 + S−1j l2 bl1 − 2S−1l1 l2 bj + bj S{j}−1l1 l2
)
In+24 (S \ {j})
+
1
2 ∑j∈S
∑
k∈S\{j}
[
S−1j l2 S{j}−1k l1 + S−1j l1 S{j}−1k l2
]
In3 (S \ {j, k}) (C.19)
B5,2(S) = −1
2 ∑j∈S
bj In+24 (S \ {j}) (C.20)
A5,3l1l2l3(S) =
2
3 ∑j∈S
[
In+24 (l3; S \ {j})
×
(
2S−1l1 l2 bj − S−1j l1 bl2 − S−1j l2 bl1 − bj S{j}−1l1 l2
)
+ l2 ↔ l3 + l1 ↔ l3
]
+
1
3 ∑j∈S
In+24 (S \ {j})
[
S−1j l3 S{j}−1l1 l2 + S−1j l1 S{j}−1l2 l3 + S−1j l2 S{j}−1l1 l3
]
−1
6 ∑j∈S
∑
k∈S\{j}
[
In3 (l1; S \ {j, k})
(
S−1j l3 S{j}−1k l2 + S−1j l2 S{j}−1k l3
)
+ l1 ↔ l2 + l1 ↔ l3] (C.21)
B5,3l (S) =
1
3 ∑j∈S
(
bj In+24 (l; S \ {j}) +
1
2
S−1j l In+24 (S \ {j})
)
(C.22)
On remarque qu’il n’y a pas d’intégrales supplémentaires à rajouter à la base de fonctions que
l’on a introduite pour le cas des facteurs de forme N = 4.
C.3 Relations utiles entre facteurs de forme
Dans ce paragraphe, nous donnons une liste (non exhaustive) d’identités entre facteurs de
forme implémentées dans le programme FORM afin de réduire leur rang :
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Pour les facteurs de forme N = 4, nous avons les relations suivantes :
∑
l∈S
A4,1l (S) = −A4,0(S) (C.23)
∑
l2∈S
A4,2l1 l2(S) = −A
4,1
l1
(S) (C.24)
∑
l3∈S
A4,3l1 l2 l3(S) = −A
4,2
l1 l2
(S) (C.25)
∑
l∈S
B4,3l (S) = −B4,2(S) (C.26)
∑
l4∈S
A4,4l1 l2 l3 l4(S) = −A
4,3
l1 l2 l3
(S) (C.27)
∑
l2∈S
B4,4l1 l2(S) = −B
4,3
l1
(S) (C.28)
Pour les facteurs de forme N = 5, nous avons également des relations de même nature :
∑
l∈S
A5,1l (S) = −A5,0(S) (C.29)
∑
l2∈S
A5,2l1 l2(S) = −A
5,1
l1
(S) (C.30)
∑
l∈S
B5,3l (S) = −B5,2(S) (C.31)
∑
l3∈S
A5,3l1 l2 l3(S) = −A
5,2
l1 l2
(S) (C.32)
DDémonstration des relations decomplétude pour les vecteurs de
polarisation
On démontre les relations (5.37) à (5.41) en considérant le cas du vecteur de polarisation
du boson de jauge faible V(p3,λ3). La démonstration pour les 2 autres vecteurs est équiva-
lente. En utilisant les expressions des vecteurs de polarisations pour chaque hélicité, et en se
souvenant que les vecteurs k3 et k4 sont de type light-like k3
2 = k4
2 = 0, nous trouvons :
Preuve de (5.37) :
p3 · ε3+ = 〈4
−|6 p3|3−〉√
2 〈43〉 =
(1+ β)
2
√
2
〈4−|6k3|3−〉√
2 〈43〉 +
(1− β)
2
√
2
〈4−|6k4|3−〉√
2 〈43〉 = 0 (D.1)
p3 · ε3− = 〈4
+|6 p3|3+〉√
2 [34]
=
(1+ β)
2
√
2
〈4+|6k3|3+〉√
2 [34]
+
(1− β)
2
√
2
〈4+|6k4|3+〉√
2 [34]
= 0 (D.2)
p3 · ε30 = 14MV {(1− β
2) k3 · k4 − (1− β2) k3 · k4 +
(1+ β)2 k32 − (1− β)2 k42} = 0 (D.3)
Preuve de (5.38) et (5.39) :
ε+3 · ε+3 =
〈4−|γµ|3−〉 〈4−|γµ|3−〉
2 〈43〉2 =
〈44〉 [33]
〈43〉2 = 0 (D.4)
ε−3 · ε−3 =
〈4+|γµ|3+〉 〈4+|γµ|3+〉
2 [34]2
=
〈33〉 [44]
[34]2
= 0 (D.5)
ε03 · ε03 =
1
4MV2
{(1+ β)2 k32 − 2(1− β2) k3 · k4 + (1− β)2 k42}
=
−1
4MV2
(1− β2) s34 = −1
4MV2
(
4MV2
s34
)
s34 = −1 (D.6)
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Preuve de (5.40) et (5.41) :
ε03 · ε+3 =
(1+ β)
2
√
2MV
〈4−|6k3|3−〉
〈43〉 −
(1− β)
2
√
2MV
〈4−|6k4|3−〉
〈43〉 = 0 (D.7)
ε03 · ε−3 =
(1+ β)
2
√
2MV
〈4+|6k3|3+〉
[34]
− (1− β)
2
√
2MV
〈4+|6k4|3+〉
[34]
= 0 (D.8)
ε+3 · ε−3 =
〈4−|γµ|3−〉 〈4+|γµ|3+〉
2 〈43〉 [34] =
2 [43] 〈43〉
2 〈43〉 [34] = −1 (D.9)
EExpression des dipôles de l’émissionréelle
Dans cette annexe, on donne les expressions des dipôles à la Catani-Seymour utilisés
comme termes de soustraction des divergences infra-rouge de l’émission réelle.
E.1 Dipôles de la réaction q1q¯2 → VVg5g6
On rappelle que les dipôles de soustraction à évaluer sont les suivants :
Dq1g5g6 , Dq1g5g6 , Dq1g5 ,q¯2 ,
D q¯2g5g6 , D q¯2g5g6 , D q¯2g5 ,q1 ,
Dq1g6g5 , Dq1g6 ,q¯2 ,
D q¯2g6g5 , D q¯2g6 ,q1
E.1.1 Dipôle Dq1g6g5
Le gluon supplémentaire de moment p6 est émis par le quark entrant de moment p1, tandis
que le gluon sortant de moment p5 est le parton spectateur. On fait appel aux quantités z˜6,
x56,1, p˜16, p˜5 :
z˜6 =
p1 · p6
p1 · p6 + p1 · p5
x56,1 =
p1 · p5 + p1 · p6 − p5 · p6
p1 · p5 + p1 · p6
p˜16 = x56,1 p1
p˜5 = p5 + p6 − (1− x56,1) p1 (E.1)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vq1g6g5 = 8παsµ
2εCF
[ 2
1− x56,1 + z˜6 − (1+ x56,1)− ε(1− x56,1)
]
(E.2)
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et le dipôle s’écrit alors :
Dq1g6g5 = C0
1
2p1 · p6
1
x56,1
Vq1g6g5 |Mqq¯(1˜6, 2; 3, 4, 5˜)|2 (E.3)
Puisque l’on utilise le dipôle comme un terme de soustraction pour l’émission réelle, on prend
la limite quand ε tend vers 0.
On obtient l’expression des autres dipôles en effectuant simplement une permutation sur les
moments des partons :
Dq1g5g6 = Dq1g6g5 (5↔ 6)
D q¯2g6g5 = Dq1g6g5 (1↔ 2)
D q¯2g5g6 = Dq1g6g5 (1↔ 2, 5↔ 6) (E.4)
Par exemple, le dernier dipôle de la liste s’écrit :
D q¯2g5g6 = C0
1
2p2 · p5
1
x56,2
V q¯2g5g6 |Mqq¯(1, 2˜5; 3, 4, 6˜)|2 (E.5)
E.1.2 Dipôle Dq1g6,q¯2
Le gluon supplémentaire de moment p6 est émis par le quark entrant de moment p1,
tandis que l’anti-quark entrant de moment p2 est le parton spectateur. On définit les quantités
suivantes :
x6,12 =
p1 · p2 − p2 · p6 − p1 · p6
p1 · p2
Kµ = p1 + p2 − p6
K˜µ = p˜16 + p2
Λµν = gµν − 2(K + K˜)
µ(K + K˜)ν
(K + K˜)2
+
2 K˜µKν
K2
p˜16 = x6,12 p1
p˜µj=3,4,5 = Λ
µ
ν pνj (E.6)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vq1g6,q¯2 = = 8παsµ2εCF
[ 2
1− x6,12 − (1+ x6,12)− ε(1− x6,12)
]
(E.7)
Le dipôle a pour expression :
Dq1g6 ,q¯2 = C0
(
1− TRCA
CF
)
1
2p1 · p6
1
x6,12
Vq1g6 ,q¯2 |Mqq¯(1˜6, 2; 3˜, 4˜, 5˜)|2 (E.8)
où l’on peut prendre la limite quand ε tend vers 0.
Les autres dipôles sont obtenus par échange des moments des partons :
Dq1g5 ,q¯2 = Dq1g6,q¯2(5↔ 6)
D q¯2g6 ,q1 = Dq1g6,q¯2(1↔ 2)
Dq1g6 ,q¯2 = Dq1g6,q¯2(1↔ 2, 5↔ 6) (E.9)
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E.2 Dipôles de la réaction q1q¯2 → VVq5 q¯6
On rappelle que les dipôles de soustraction à évaluer sont les suivants :
Dq1q¯6q5 , D
q1q5
q¯6
D q¯2q5q¯6 , D
q¯2q¯6
q5 (E.10)
E.2.1 Dipôle Dq1q¯6q5
La paire quark anti-quark de moments respectifs p5 et p6 est émise à partir d’un gluon, et le
quark entrant de moment p1 est le parton spectateur. On a besoin des variables cinématiques
suivantes pour définir le dipôle :
z˜5 =
p1 · p5
p2 · p6 + p1 · p5
z˜6 =
p1 · p6
p1 · p6 + p1 · p5
x56,1 =
p1 · p5 + p1 · p6 − p5 · p6
p1 · p5 + p1 · p6
p˜1 = x56,1 p1
p˜56 = p5 + p6 − (1− x56,1) p1 (E.11)
Par ailleurs, on a besoin de l’amplitude de Born non contractée avec le vecteur de polarisation
du gluon, que l’on note :
〈λ3,λ4, µ5;λ1,λ2|3, 4, 5˜6; 1˜, 2〉 = 〈2λ2 |Γ(ελ3 ∗3 , ελ4 ∗4 , µ5)|1λ1〉 (E.12)
afin de définir le tenseur suivant :
Tµνqq¯ (1˜, 2; 3, 4, 5˜6) = 〈λ3,λ4, µ;λ1,λ2|3, 4, 5˜6; 1˜, 2〉〈3, 4, 5˜6; 1˜, 2|λ3,λ4, ν;λ1,λ2〉 (E.13)
Ce dernier est contracté avec l’élément de matrice des corrélations de spin :
〈ν|Vq1q¯6q5 |µ〉 = 8παsµ2εTR
[
−gµν − 2
p5 · p6 (z˜5p
µ
5 − z˜6pµ6 )(z˜5pν5 − z˜6pν6)
]
(E.14)
L’expression du dipôle est donc :
Dq1q¯6q5 =
C0
2
1
2p5 · p6
1
x56,1
〈µ|Vq1q¯6q5 |ν〉T
µν
qq¯ (1˜, 2; 3, 4, 5˜6) (E.15)
D q¯2q5 q¯6 = D
q1
g5g6(1↔ 2)
=
C0
2
1
2p5 · p6
1
x56,2
〈µ|Vq¯2q5 q¯6 |ν〉T
µν
qq¯ (1, 2˜; 3, 4, 5˜6) (E.16)
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E.2.2 Dipôle Dq1q5q¯6
Le quark de moment p5 est émis à partir du quark entrant, et l’anti-quark sortant est le
parton spectateur. Les variables cinématiques sont :
u˜5 =
p1 · p5
p1 · p6 + p1 · p5
x56,1 =
p1 · p5 + p1 · p6 − p5 · p6
p1 · p5 + p1 · p6
p˜15 = x56,1 p1
p˜6 = p5 + p6 − (1− x56,1) p1 (E.17)
L’élément de matrice des corrélations de spin est :
〈µ|Vq1q5q¯6 |ν〉 = 8παsµ2εCF
[
−gµνx56,1 + 1− x56,1x56,1
2u5(1− u5)
p5 · p6
×
(
pµ5
u5
− p
µ
6
1− u5
)(
pν5
u5
− p
ν
6
1− u5
)]
(E.18)
lequel est contracté avec le tenseur suivant :
Tµνqq¯ (1˜5, 2; 3, 4, 6˜) = 〈λ3,λ4,λ6; µ,λ2|3, 4, 6˜; 1˜5, 2〉〈3, 4, 6˜; 1˜5, 2|λ3,λ4,λ6; ν,λ2〉 (E.19)
L’expression du dipôle est donc :
Dq1q5q¯6 =
C0
2
1
2p1 · p5
1
x56,1
〈µ|Vq1q5q¯6 |ν〉T
µν
gq¯ (1˜5, 2; 3, 4, 6˜) (E.20)
et on en déduit :
D q¯2 q¯6q5 = Dq1q5q¯6 (1↔ 2, 5↔ 6)
=
C0
2
1
2p2 · p6
1
x56,2
〈µ|Vq¯2 q¯6q5 |ν〉Tµνqg (1, 2˜6, 2; 3, 4, 5˜) (E.21)
E.3 Dipôles de la réaction q1q2 → VVq5q6
Les dipôles dont nous avons besoin pour approximer les éléments de matrice de la réaction
qq→ VVqq dans la limite colinéaire sont les suivants :
Dq1q6,q2 , Dq2q6,q1
Dq1q5,q2 , Dq2q5,q1 (E.22)
Nous avons seulement besoin de calculer l’expression analytique du premier dipôle. En effet,
tous les autres dipôles sont obtenus grâce à une permutation sur les moments des partons.
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E.3.1 Dipôle Dq1q6,q2
Le quark de moment p6 est émis à partir du quark entrant, et l’autre quark entrant est le
parton spectateur. Les variables cinématiques sont :
x6,12 =
p1 · p2 − p2 · p6 − p1 · p6
p1 · p2
p˜16 = x6,12 p1
Kµ = p1 + p2 − p6
K˜µ = p˜16 + p2
Λµν = gµν − 2 (K + K˜)
µ(K + K˜)ν
(K + K˜)2
+
2K˜µKν
K2
p˜µj=3,4,5 = Λ
µ
ν pνj (E.23)
On utilise l’amplitude de Born non contractée avec le vecteur de polarisation du gluon, pour
définir le tenseur :
Tµνgq (1˜6, 2; 3˜, 4˜, 5˜) = 〈λ3,λ4,λ5; µ,λ2|3˜, 4˜, 5˜; 1˜6, 2〉〈3˜, 4˜, 5˜; 1˜6, 2|λ3,λ4,λ5; ν,λ2〉 (E.24)
lequel est contracté avec l’élément de matrice des corrélations de spin :
〈ν|Vq1q6,q2 |µ〉 = 8παsµ2εCF
[
−gµνx6,12 + 1− x6,12x6,12
p1 · p2
p1 · p6 p2 · p6
×
(
pµ6 −
p1 · p6
p1 · p2 p
µ
2
)(
pν6 −
p1 · p6
p1 · p2 p
ν
2
)]
(E.25)
L’expression du dipôle est donc :
Dq1q6,q2 = C0
2
1
2p1 · p6
1
x12,6
〈µ|Vq1q6,q2 |ν〉 Tµνgq (1˜6, 2; 3˜, 4˜, 5˜) (E.26)
et on en déduit :
Dq1q5,q2 = Dq1q6,q2(5↔ 6)
Dq2q6,q1 = Dq1q6,q2(1↔ 2)
Dq2q5,q1 = Dq1q6,q2(1↔ 2, 5↔ 6) (E.27)
E.4 Dipôles de la réaction g1q2 → VVq5g6
Après la moyenne sur les états de couleur initiaux et la somme sur les états de couleur
finaux, on trouve un facteur de couleur égal à C0 = 1/(2N) pour l’amplitude à l’arbre.
Les éléments de matrice de cette réaction partonique sont approximés par les dipôles de
soustraction suivants :
Dg1q5g6 , Dg1q5g6 , Dg1q5,q2
Dq2q5g6 , Dq2q5g6 , Dq2q5,g1
Dg1g6q5 , Dg1g6 ,q2
Dq2g6q5 , Dq2g6,g1 (E.28)
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Puisque l’on ne peut pas trouver deux quarks dans l’état initial, les deux dipôles Dq2q5g6 et
Dq2q5,g1 ne sont pas nécessaires.
E.4.1 Dipôle Dg1q5g6
Le gluon de moment p6 est émis à partir du quark sortant, et le gluon entrant est le parton
spectateur. Les variables cinématiques sont :
z˜5 =
p1 · p5
p1 · p6 + p1 · p5
x56,1 =
p1 · p5 + p1 · p6 − p5 · p6
p1 · p5 + p1 · p6
p˜1 = x56,1 p1
p˜56 = p5 + p6 − (1− x56,1) p1 (E.29)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vg1q5g6 = = 8παsµ
2εCF
[ 2
1− z˜5 + (1− x56,1) − (1+ z˜5)− ε(1− z˜5)
]
(E.30)
L’expression du dipôle est donc :
Dg1q5g6 =
C0
2
CA
CF
1
2p5 · p6
1
x56,1
Vg1q5g6 |Mgq(1˜, 2; 3, 4, 5˜6)|2 (E.31)
E.4.2 Dipôle Dq2q5g6
Le gluon de moment p6 est émis à partir du quark sortant, et le quark entrant est le parton
spectateur. Les variables cinématiques sont :
z˜5 =
p2 · p5
p2 · p6 + p2 · p5
x56,2 =
p2 · p5 + p2 · p6 − p5 · p6
p2 · p5 + p2 · p6
p˜2 = x56,2 p2
p˜56 = p5 + p6 − (1− x56,2) p2 (E.32)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vq2q5g6 = 8παsµ
2εCF
[ 2
1− z˜5 + (1− x56,2) − (1+ z˜5)− ε(1− z˜5)
]
(E.33)
L’expression du dipôle est donc :
Dq2q5g6 =
C0 (CF − TRCA)
CF
1
2p5 · p6
1
x56,2
Vq2q5g6 |Mgq(1, 2˜; 3, 4, 5˜6)|2 (E.34)
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E.4.3 Dipôle Dg1g6q5
Le gluon de moment p6 est émis à partir du gluon entrant, et le quark sortant est le parton
spectateur. Les variables cinématiques sont :
u6 =
p1 · p6
p1 · p6 + p1 · p5
x56,1 =
p1 · p5 + p1 · p6 − p5 · p6
p1 · p5 + p1 · p6
p˜16 = x56,1 p1
p˜5 = p5 + p6 − (1− x56,1) p1 (E.35)
On utilise l’amplitude de Born non contractée avec le vecteur de polarisation du gluon :
〈λ3,λ4,λ5; µ,λ2|3, 4, 5˜; 1˜6, 2〉 = 〈5λ5 |Γ(ελ3 ∗3 , ελ4 ∗4 , µ)|2λ2〉 (E.36)
pour définir le tenseur :
Tµνgq (1˜6, 2; 3, 4, 5˜) = 〈λ3,λ4,λ5; µ,λ2|3, 4, 5˜; 1˜6, 2〉〈3, 4, 5˜6; 1˜, 2|λ3,λ4,λ5; ν,λ2〉 (E.37)
lequel est contracté avec l’élément de matrice des corrélations de spin :
〈ν|Vg1g6q5 |µ〉 = 16παsµ2εCA
[
−gµν
( 1
1− x56,1 + u6 − 1+ x56,1(1− x56,1)
)
+(1− ε)1− x56,1
x56,1
u6(1− u6)
p5 · p6
(
pµ6
u6
− p
µ
5
1− u6
)(
pν6
u6
− p
ν
5
1− u6
)]
(E.38)
L’expression du dipôle est donc :
Dg5g6q1 =
C0
2
1
2p1 · p6
1
x56,1
〈µ|Vg5g6q5 |ν〉 Tµνgq (1˜6, 2; 3, 4, 5˜) (E.39)
E.4.4 Dipôle Dg1q5g6
Le quark de moment p5 est émis à partir du gluon entrant, et le gluon sortant est le parton
spectateur. Les variables cinématiques sont :
x56,1 =
p1 · p5 + p1 · p6 − p5 · p6
p1 · p5 + p1 · p6
p˜15 = x56,1 p1
p˜6 = p5 + p6 − (1− x56,1) p1 (E.40)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vg1q5g6 = 8παsµ
2εTR
[
1− ε− 2x56,1(1− x56,1)
]
(E.41)
L’expression du dipôle est donc :
Dg1q5g6 =
C0
2
CA
CF
1
2p1 · p5
1
x56,1
Vg1q5g6 |Mq¯q(1˜5, 2; 3, 4, 6˜)|2 (E.42)
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E.4.5 Dipôle Dq2g6q5
Le gluon de moment p6 est émis à partir du quark entrant, et le quark sortant est le parton
spectateur. Les variables cinématiques sont :
u˜6 =
p2 · p6
p2 · p6 + p2 · p5
x56,2 =
p2 · p5 + p2 · p6 − p5 · p6
p2 · p5 + p2 · p6
p˜26 = x56,2 p2
p˜5 = p5 + p6 − (1− x56,2) p2 (E.43)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vq2g6q5 = 8παsµ
2εCF
[ 2
1− x56,2 + u6 − (1+ x56,2)− ε(1− x56,2)
]
(E.44)
L’expression du dipôle est donc :
Dq2g6q5 =
C0 (CF − TRCA)
CF
1
2p2 · p6
1
x56,2
Vq2g6q5 |Mgq(1, 2˜6; 3, 4, 5˜)|2 (E.45)
E.4.6 Dipôle Dg1g6,q2
Le gluon de moment p6 est émis à partir du gluon entrant, et le quark entrant est le parton
spectateur. Les variables cinématiques sont :
x6,12 =
p1 · p2 − p2 · p6 − p1 · p6
p1 · p2
Kµ = p1 + p2 − p6
K˜µ = p˜16 + p2
Λµν = gµν − 2(K + K˜)
µ(K + K˜)ν
(K + K˜)2
+
2K˜µKν
K2
p˜16 = x6,12 p1
p˜µj=3,4,5 = Λ
µ
ν pνj (E.46)
On utilise l’amplitude de Born non contractée avec le vecteur de polarisation du gluon, pour
définir le tenseur :
Tµνgq (1˜6, 2; 3˜, 4˜, 5˜) = 〈λ3,λ4,λ5; µ,λ2|3˜, 4˜, 5˜; 1˜6, 2〉〈3˜, 4˜, 5˜; 1˜6, 2|λ3,λ4,λ5; ν,λ2〉 (E.47)
lequel est contracté avec l’élément de matrice des corrélations de spin :
〈ν|Vg1g6 ,q2 |µ〉 = 16παsµ2εCA
[
−gµν
( x6,12
1− x6,12 + x6,12(1− x6,12)
)
+(1− ε)1− x6,12
x6,12
p1 · p2
p1 · p6 p2 · p6
×
(
pµ6 −
p1 · p6
p1 · p2 p
µ
2
)(
pν6 −
p1 · p6
p1 · p2 p
ν
2
)]
(E.48)
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L’expression du dipôle est donc :
Dg1g6 ,q2 = C0
2
1
2p1 · p6
1
x12,6
〈µ|Vg1g6,q2 |ν〉 Tµνgq (1˜6, 2; 3˜, 4˜, 5˜) (E.49)
E.4.7 Dipôle Dq2g6,g1
Le gluon de moment p6 est émis à partir du quark entrant, et le gluon entrant est le parton
spectateur. Les variables cinématiques sont :
x6,12 =
p1 · p2 − p2 · p6 − p1 · p6
p1 · p2
Kµ = p1 + p2 − p6
K˜µ = p˜26 + p1
Λµν = gµν − 2(K + K˜)
µ(K + K˜)ν
(K + K˜)2
+
2K˜µKν
K2
p˜26 = x6,12 p2
p˜µj=3,4,5 = Λ
µ
ν pνj (E.50)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vq2g6,g1 = 8παsµ2εCF
[ 2
1− x6,12 − (1+ x6,12)− ε(1− x6,12)
]
(E.51)
L’expression du dipôle est donc :
Dq2g6 ,g1 = C0
2
CA
CF
1
2p2 · p6
1
x6,12
Vq2g6,g1 |Mgq(1, 2˜6; 3˜, 4˜, 5˜)|2 (E.52)
E.4.8 Dipôle Dg1q5,q2
Le quark de moment p5 est émis à partir du gluon entrant, et le quark entrant est le parton
spectateur. Les variables cinématiques sont :
x5,12 =
p1 · p2 − p2 · p5 − p1 · p5
p1 · p2
Kµ = p1 + p2 − p5
K˜µ = p˜25 + p1
Λµν = gµν − 2(K + K˜)
µ(K + K˜)ν
(K + K˜)2
+
2K˜µKν
K2
p˜15 = x5,12 p1
p˜µj=3,4,5 = Λ
µ
ν pνj (E.53)
L’élément de matrice des corrélations de spin est diagonal dans ce cas, et l’on obtient seule-
ment une fonction en facteur :
Vg1q5,q2 = 8παsµ2εTR
[
1− ε− 2x5,12(1− x5,12)
]
(E.54)
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L’expression du dipôle est donc :
Dg1q5,q2 = C0 (CF − TRCA)
CF
1
2p1 · p5
1
x5,12
Vg1q5,q2 |Mq¯q(1˜5, 2; 3˜, 4˜, 5˜)|2 (E.55)
Enfin, les dipôles des réactions partoniques gq¯ → VVq¯g et q¯q¯ → VVq¯q¯ peuvent être
obtenus à partir de ceux de gq → VVqg et qq→ VVqq respectivement.
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Résumé En 2008, le futur collisionneur du CERN, le Large Hadron Collider (LHC), com-
mencera à récolter les données issues des collisions entre protons à l’échelle du TeV, dans le
but de comprendre la brisure de la symétrie électro-faible. Un grand nombre de réactions
incluant de nombreuses particules dans l’état final doit être étudié avec précision. Ces possi-
bilités de découverte du LHC ne pourront être pleinement exploitées que si le bruit de fond
de la Chromodynamique Quantique est bien maîtrisé.
Parmi les réactions comprenant plus de quatre particules, la production associée d’une
paire de bosons de jauge faible (W, Z) associée à un jet constitue un des bruits de fond pour la
recherche du boson de Higgs au LHC. Il est important de calculer cette réaction à l’approxi-
mation dite "au-delà des logarithmes dominants", qui consiste à ajouter à l’ordre dominant le
plus bas les deux contributions suivantes : la correction virtuelle (c’est un calcul d’amplitudes
à une boucle) et l’émission réelle (c’est un calcul d’amplitudes à l’arbre mais avec un parton
de plus dans l’état final).
Des expressions analytiques suffisamment compactes pour être évaluées numériquement
ont été obtenues et sont en parfait accord avec les résultats de deux autres groupes de re-
cherche indépendants. Quant à l’émission réelle, toutes les contributions ont été évaluées à
l’aide de programmes de génération automatique d’amplitudes à l’arbre. Ainsi, nous sommes
en mesure de présenter des prédictions précises concernant les corrections à l’ordre supérieur
de la section efficace totale de cette réaction au LHC.
Mots-clés Chromodynamique quantique, haute énergie, collision hadronique, LHC, correc-
tions radiatives
Title NLO QCD corrections to the production of a weak boson pair with a jet
Abstract The upcoming Large Hadron Collider (LHC) will get soon the first data from the
collisions between protons at the TeV energy scale, in order to understand the electroweak
symmetry breaking. Precise phenomenological studies for processes involving many particles
in the final state are then required. A detailed theoretical knowledge of the Quantum Chro-
modynamics backgrounds is indispensable for these studies at the LHC.
Among the processes with more than four particles, the production of a weak boson pair
(W, Z) associated by a hadronic jet is identified as one of the Higgs searches background at the
LHC. It is important to calculate the next-to-leading order QCD corrections to this process,
which are composed of two parts : the virtual correction (a one-loop amplitude calculation)
and the real emission (a tree level amplitude calculation but with one more parton in the final
state).
Compact analytical expressions have been evaluated numerically for the virtual part and
are in agreement with the results obtained by two other independent research groups. Concer-
ning the real emission, all contributions have been calculated by using packages for the ge-
neration of tree-level amplitudes. Thus, we are able to give precise predictions about the
next-to-leading order corrections to the total cross section of this process at the LHC.
Keywords Quantum Chromodynamics, high energy, hadronic collisions, LHC, higher order
corrections
