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Résultats expérimentaux :
­ Décodage initial
­ Décodage avec interpolation de modèles de langages
­ Décodage avec interpolation et alignement
ML­G : Modèle de langage générique 65K mots
ML­TrErr : Modèle de langage appris sur transcription
alTrEr : Alignement sur transcription
­ Expériences réalisées sur 1 heure de France Inter
­ 10 % de WER (Word Error Rate) introduits dans la transcription
­ Modèle de langage générique utilisé : 65000 mots appris sur LeMonde
­ Système de reconnaissance automatique de la parole : SPEERAL, basé
sur un décodeur à pile asynchrone (A*)
­ Meilleurs résultats : interpolation 70­30 avec alignement forcé sur
transcription
­ WER inférieur à celui de la transcription : 7.2 %
­ gain relatif de 28%
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