Abstract. In this paper we consider the task of prototype selection whose primary goal is to reduce the storage and computational requirements of the Nearest Neighbor classifier while achieving better classification accuracies. We propose a solution to the prototype selection problem using techniques from cooperative game theory and show its efficacy experimentally.
Introduction
Though nearest neighbor (NN) [1] rule is a well-known supervised nonparametric classifier, it demands huge memory and computational requirements as the entire training data set needs to be stored in the main memory. There have been several efforts to alleviate these problems associated with the NN classifier. Prototype selection is the problem of finding representative patterns from a given data set to reduce the storage and computational requirements of a classifier while achieving better classification accuracies. In the literature, two different families of prototype selection methods exist [4] . The first method is called condensing algorithm that aims at selecting a minimal subset of prototypes that leads to the same performance as using the whole training set. The difficulty [4] with condensing algorithms is that noisy examples are preferred to be selected into prototype set, which harms the accuracy of the final classifier. The second type of algorithms for prototype selection are called editing algorithms. The main difficulty [4] with the editing algorithms is that they may not reduce the training set size.
Motivation:
In this paper, we use cooperative game theoretic techniques to address the prototype selection problem. Cooperative game theory is a branch of game theory and we refer the reader to [6] for a detailed discussion on game theory and its variants. To analyze cooperative games, there are a set of solution concepts such as Shapley value, core, bargaining sets [6] , etc. Among these, Shapley value is a fair solution concept in the sense that it divides the collective (i.e. total) value of the game among the players according to their marginal contribution in achieving that collective value. That is, the higher the Shapley value of a player, the more important that player among the other players. We can make use of this notion of importance among the available patterns to pick a small set of prototypes from the given data set, if we can formulate the prototype selection problem as a cooperative game. Hence the techniques from cooperative game theory can be useful in proposing a solution approach to the prototype selection problem. Contributions and Outline of the Paper: To the best of our knowledge, it is the first time that the techniques from (cooperative) game theory are used in proposing an algorithm to the prototype selection problem. In Section 2, we present basic concepts underlying cooperative game theory that are useful in understanding the rest of the paper. We formulate a convex game [8] , which we call PS-GAME, that helps in solving the prototype selection problem in Section 3.1. We propose an exact algorithm for prototype selection in Section 3.2 and also investigate the intractability of this algorithm. Then in Section 3.3, we propose an approximate prototype selection algorithm (APSA), which runs in polynomial time. We finally show the efficacy of the APSA using empirical studies on different data sets in Section 4. We conclude the paper in Section 5 along with a few pointers to the future work.
Preliminaries
A cooperative game [9] with transferable utility is defined as the pair (N, v) where N = {1, 2, . . . , n} is the set of players and v :
We can analyze a cooperative game using solution concept, which is a method of dividing the total value of the game to the individual players. We now briefly discuss two such solution concepts, namely core and Shapley value.
The Core of a Cooperative Game: A payoff allocation x = (x 1 , x 2 , . . . , x n ) is any vector in R n . In this payoff allocation, x i is the utility of player
It is said to be collectively rational if i∈N x i = v(N ). A payoff allocation is said to coalitionally rational if i∈C x i ≥ v(C), ∀ C ⊆ N . A payoff allocation vector that is individually rational, collective rational and coalitionally rational is said to be an element in the core of the game (N, v). The allocation vectors in the core are stable in the sense that no subset of players can deviate from them.
Shapley Value of a Cooperative Game:
Let us consider a cooperative game, (N, v) as defined above. Shapley value suggests a fair allocation scheme to the players in the cooperative game in the sense that it takes the marginal contribution of each player into account. The Shapley value, Φ i (), for each player i is defined [6] as,
where Π is the set of permutations over N , and S i (π) is the set of players appearing before the ith player in permutation π. The Shapley value of a player is a weighted mean of its marginal value, averaged over all possible permutations of players.
Note: In special class of cooperative games called convex games, the core is non-empty and the Shapley value belongs to the core.
Convex Games: Now we introduce a special class of cooperative games called convex games. The cooperative game (N, v) is called superadditive [8] if
It is called convex game [8] if
It is called strictly convex if the inequality holds in (3) whenever neither S ⊆ T nor T ⊆ S. Another condition [8] that is equivalent to (3) 
for all i ∈ N and all S ⊆ T ⊆ N − {i}. This expresses a sort of increasing marginal utility for coalition membership, and is analogous to the increasing returns to scale associated with convex production functions in economics [8] .
Shapley Value of a Convex Game:
We have explained briefly the Shapley value of a cooperative game in the previous section. If the cooperative game turns out to be a convex game, then it is possible to give a nice interpretation for the Shapley value using the core of the cooperative game [8] .
Let |N | = n in the cooperative game (N, v) under consideration. Any solution concept suggests a vector with n tuples in an n−dimensional linear space E N with coordinates indexed by the elements of N . If x ∈ E N and S ⊆ N we shall often write x(S) to represent i∈S x i . The hyperplane in E N defined by the equation
The core is obviously a subset of the hyperplane H N and since the inequalities x i ≥ v(i) are included in the previous set of inequalities, i.e., x(S) ≥ v(S), ∀S ∈ N , the core is bounded. Thus, C is a compact convex polyhedron, possibly empty, of dimension at most n − 1.
Let ω represent a simple ordering of the players. Specifically, let ω be one of the n! functions that map N onto {1, 2, . . . , n}. Define
these are called the initial segments of the ordering. Thus S ω,0 = 0 and S ω,n = N . Consider the equations
. . , n and it is easy to solve the set of equations to find the coordinates of the intersection of the hyper planes H S ω,k , namely
Thus each ordering ω defines a payoff vector x ω .
Theorem 1. In convex games, the extreme points of the core are precisely the points x ω [8] .
Theorem 2. In convex games, the Shapley value is the center of gravity of the extreme points of the core [8] . That is, ∀i ∈ N ,
where Ω is the set of all permutations of N .
This gives a nice interpretation of the Shapley value for convex games.
Our Solution Approach to Prototype Selection
In this section, we propose our solution approach to the prototype selection problem. We first start with modeling this problem as a convex game.
Modeling Prototype Selection as a Convex Game (PS-GAME)
Here we consider the data sets where the clusters corresponding to different classes of patterns are non-overlapping. In one of the following sections, namely Section 3.4, we consider the general scenario where the clusters of patterns corresponding to different classes may be overlapping. We now give interpretations for the two components of a cooperative game, (N, v), in the context of prototype selection. Let the set of players, N , be the patterns in the given training data set. Now we define the characteristic function, v(.), in the following way. ∀ S ⊆ N , v(S) is the error rate of the training data set when only the patterns in S are used as the prototypes. Now it is easy to check that v(.) satisfies the desired condition (4) for convexity for the data sets where the clusters corresponding to different classes are non-overlapping. Hence prototype selection problem can be modelled as convex game and we refer this PS-GAME.
Algorithm-1: An Exact Algorithm for Prototype Selection
Here we propose an exact algorithm for prototype selection that arises naturally as a consequence of the framework that we have developed so far. Due to Theorem-1, it is easy to see that PS-GAME has non-empty core (since PS-GAME is a convex game). Hence the Shapley value of PS-GAME is the center of gravity of the extreme points of the core by means of Theorem-2. There are n! extreme points of the core. Now, we can compute the Shapley value (7) of each pattern (i.e. player) with the help of the extreme points of the core. By sorting the patterns in the non-decreasing order of their Shapley values, we can pick and add the patterns one by one to the desired set of prototypes until there is an increase in the error rate. Since this algorithm needs to work with all possible n! permutations of the patterns, its time complexity is O( n e ) n due to Stirling's approximation. To get around this difficulty, we present an approximate algorithm that runs in polynomial time for prototype selection.
An Approximate Polynomial Time Algorithm for Prototype Selection
Recall that the Shapley value of PS-GAME is the center of gravity of the extreme points of the core. We can compute approximate Shapley values of the patterns by randomly sampling a set of extreme points. Here the cardinality of the sampled set is polynomial in the number of given patterns. Let us represent the randomly sampled set of extreme points with Ψ . Also let t be the cardinality of Ψ , i.e., t = |Ψ |. So we approximate the Shapley value using Ψ . This approach is called multi perturbation Shapley value analysis [3] . Note that the size of each permutation in the set Ψ is n. In general the size of a permutation is n. For our approximation, it is sufficient even if we randomly pick d patterns out of available n patterns to form each element of the set Ψ , where d is a positive integer constant and d << n. We call each element of Ψ a partial permutation. Using such a sampled set Ψ consisting of t number of partial permutations where the size of each partial permutation is d, we present an approximate algorithm to solve the prototype selection problem. We call this algorithm approximate prototype selection algorithm (APSA). Following is the description of APSA. 
(td+n log(n)).
Since t << n and d << n, note that it runs much much faster than a quadratic time algorithm.
The General Scenario
In Section 3.1 we assumed that the data sets where the clusters corresponding to different classes are non-overlapping. Here we relax this assumption. That is, the clusters of patterns corresponding to different classes may be over-lapping.
In such scenarios, if we want to formulate a convex game as in Section 3.1, the characteristic function v(.) may not satisfy the convexity condition (4). To get around this problem, we have to relax the conditions (4) for convexity. Average convex games [2] and partially average convex games [2] essentially address this issue. The class of average convex games strictly includes the class of convex games [2] and the Shapley value of an average convex is in the core [2] . In case of partially average convex games, they include the average convex games. Moreover partially average convex games need not be super-additive [2] . It is also true that Shapley value for these partially average convex games belongs to the core [2] . Hence in the general scenario of modelling prototype selection problem either as average convex games or as partially average convex games, we can use APSA to solve the prototype selection problem.
Experimental Results
In this section, we carry out two types of experiments to illustrate the performance of APSA on 6 bench mark data sets from UCI repository of machine learning databases [5] . Characteristics of the data sets are shown in Table 1 . Experiment Type-1: Comparison with Editing Algorithms: Here we compare the performance of APSA with some popular editing algorithms [7] for prototype selection. These algorithms and APSA are respectively applied to the same data sets and 5-fold cross validation has been applied on the training data set to obtain the performance results. Each data set has randomly been divided into training and test samples as shown in Table 2 . Two main aspects of our interest to carry out these experiments are classification accuracy, and number of prototypes selected from the training set. The number of prototypes selected is a direct measure of the computational savings and storage space. Classification accuracy represents the ability of the algorithms to select the most representative prototypes. We present the comparison of the classification accuracies of APSA with the editing algorithms [7] in Table 3 . Similarly, Table 4 presents the comparison of the number of prototypes selected by APSA and by the editing algorithms [7] . In both these tables, the numbers provided for editing algorithms are directly reproduced from [7] (since our experimental setup is the same as that reported in [7] ). In Table 3 , and Table 4 , the values in brackets correspond to the respective standard deviation. We can observe from Table 4 that APSA is performing better than the editing algorithms [7] in terms of the number of prototypes selected. Results from Table 3 suggests that APSA can achieve competitive classification accuracies compared with the editing algorithms. Hence we can conclude that our proposed algorithm can select small size prototype set while maintaining comparable classification accuracies.
There are two parameters in the proposed algorithm. They are t and d. Recall that t << n and d << n. The values of t and d in these experiments also convey the same message. For Glass data set t = 10, d = 16, and n = 174. Here we can observe that t << n and d << n. This observation is true for the remaining data sets as well. For completeness, we provide the values of t and d for the remaining data sets also. For IRIS data set t = 14, d = 21, and n = 120. For WINE data set t = 19, d = 20, and n = 144. For BUPA (Liver) data set t = 21, d = 49, and n = 276. For PIMA data set t = 31, d = 48, and n = 615.
Experiment Type-2: Comparison with Condensing Algorithms:
Here we compare the performance of the APSA with some popular condensing algorithms [10] for prototype selection over the four bench-mark data sets reported in Table  1 . 10-fold cross validation is used for each experiment. Each data set is divided into 10 sets and each algorithm is given a training set consisting of 9 of the partitions (i.e. 90% of the data), from which it picks the prototype set, S. The other 10% of the data is classified using the prototypes in S. Ten such trails are run for each data set with each algorithm, using a different one of the 10 partitions as the test set for each trail. The average classification accuracy and the average percentage of the number of prototypes selected in each trail are reported in Table 5 . The numbers in Table 5 corresponding to the condensing algorithms are directly reproduced from [10] (since our experimental setup is same as that reported in [10] ). We can see from Table 5 that the percentage of the number of prototypes selected by APSA is better than most of the condensing algorithms except EL-GROW and EXPLORE. The classification accuracies obtained by APSA are better than the condensing algorithms for some data sets and comparable with the remaining algorithms for some other data sets.
Conclusions and Future Work
We considered the prototype selection problem in this paper and proposed a cooperative game theoretic based solution. This is a new direction to address the prototype selection problem which is not yet considered in the literature. Experimental results showed the efficacy of the presented approach.
It would be interesting to probe the use of the game theoretic ideas to address the prototype selection problem in case of incremental data sets.
