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Abstract
We show that the generalized Fourier transform can be used for reducing the computational cost and memory requirements
of radial basis function methods for multi-dimensional option pricing. We derive a general algorithm, including a transformation
of the Black–Scholes equation into the heat equation, that can be used in any number of dimensions. Numerical experiments in
two and three dimensions show that the gain is substantial even for small problem sizes. Furthermore, the gain increases with the
number of dimensions.
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1. Introduction
Trading of financial derivatives such as options is a continuous business going on all over the world today. Making
sure that the prices are updated and correct at every time is of great importance for the traders.
For uncomplicated derivatives analytical formulas for the price are available, but for more complex derivatives,
computer simulations are needed. One area with extreme computational demands is pricing of options with many
underlying assets. This results in d-dimensional problems, where d is the number of underlying assets.
Among the most used methods for pricing options are Monte Carlo or quasi-Monte Carlo simulations [10]. These
methods scale linearly with the number of dimensions, but converge slowly. An alternative approach is to solve the
Black–Scholes equation [4], which is a partial differential equation (PDE). A standard method for solving PDEs is
finite difference approximation. In this work, we use an efficient adaptive finite difference method [20] for reference
solutions in two dimensions. Another emerging method for high-dimensional financial problems is “sparse grids” [7].
Here, we are concerned with a relatively novel approach in this area, namely radial basis function (RBF)
approximation. The main motivation for using RBFs is that they can provide spectral convergence rates [18,6], and
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that the methods are easy to implement in any number of dimensions. The basic idea in RBF approximation is to let
the approximate solution have the form
u(x) =
N∑
j=1
λ jφ(‖x − x j‖),
where φ(r) is the RBF, x j = (x j1 , . . . , x jd ), j = 1, . . . , N , are center points, and λ j are coefficients that are determined
through the conditions (equations) that the solution must fulfill. Applications of RBF methods to option pricing can
be found in, e.g., [13,19,27,8,21]. In [21], we compared the performance of an RBF method and the adaptive finite
difference method in [20] for option pricing in one and two dimensions. The RBF method was 20–40 times faster,
while using approximately the same amount of memory. We expect that RBF methods will be competitive also in
higher dimensions.
One disadvantage with RBF methods is that the approximation problem typically results in a dense system
of equations to solve. Therefore, both storage requirements and computational costs become prohibitive for
large numbers of unknowns. Different ways of speeding up the computations that have been proposed are,
e.g., fast evaluation through the Gauss transform [22] and preconditioned iterative methods together with domain
decomposition [17].
The aim of this paper is to show that the generalized Fourier transform (GFT), under certain conditions, can be used
for reducing both the memory requirements and the computational cost of RBF methods. The purpose of applying the
GFT is to exploit geometrical symmetries. Use of the GFT when solving dense systems of equations was developed
by Allgower et al. The computational overhead for applying the GFT to this type of problem is low, and the gain is
substantial even for small problem sizes [3].
The multi-dimensional option pricing problem is not immediately suited for use of the GFT. However, we show
that the problem can be transformed in such a way that large parts exhibit the right symmetries.
All the techniques described here can be generalized to d dimensions. However, we have only implemented the
algorithms in two and three dimensions so far.
The outline of the paper is as follows. In Section 2, we give a brief introduction to the GFT. Section 3 describes
the problem, the transformations we apply, and the computational algorithm. Some details concerning the method are
given in Section 4 and then Section 5 contains the numerical results. Finally we conclude the paper with a discussion
in Section 6.
2. Exploiting symmetries through the GFT
The purpose of the GFT is to exploit geometrical symmetries [3]. To make the paper self-contained, we give a brief
account for the machinery involved. Our notation follows a recent introduction to the subject [1] closely. First, we
discuss the connection between geometrical symmetries and groups, and define equivariance. Then, we explain how
the GFT block-diagonalizes equivariant matrices.
2.1. Symmetry and groups
Consider the computational domain in Fig. 1. The square is mapped onto itself by a 90 degree rotation, by a
reflection in the x2-axis, or by any composition of these transformations. In everyday life, we informally say that the
square is “symmetric”. More formally, introduce transformation matrices
A =
(
0 1
−1 0
)
, B =
(−1 0
0 1
)
,
which act on coordinates x = (x1, x2) by matrix multiplication xA for the rotation and xB for the reflection. The
square is then invariant under the group of transformation matrices generated by A and B. It is easily seen that this
group contains the following matrices:
D =
{
I,A,A2,A3,B,AB,A2B,A3B
}
. (1)
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Fig. 1. A square with symmetrically positioned RBF points x i = (x i1, x i2).
It is readily verified that the identity belongs to the group, the group is associative, and each element has an inverse
which belongs to the group, which means that the axioms of a group are satisfied. The group is not abelian, since for
example AB 6= BA.
The transformations under which a geometrical object is invariant is referred to as the symmetry group of that
object. Thus, D is the symmetry group of the square. This group has exactly the same structure as D4, the dihedral
group with eight elements. The abstract definition of this group is the group generated by two elements α and β such
that the following relations hold:
α4 = e, αβ = βα−1,
where e denotes the identity. It is easy to verify that D and D4 has the same structure, by identifying α with A and
β with B. For later reference, we denote this mapping as δ : D4 → D. By verifying that δ is invertible and that
δ(gh) = δ(g)δ(h) for all g, h ∈ D4, we confirm that D and D4 are isomorphic, i.e., they have the same structure.
Now consider the action of D on the single point x1 in Fig. 1. Each transformation maps x1 to another point x i ,
where i ∈ O1 = {1, . . . , 8}. This is an example of an orbit under the action of a group. The figure illustrates m = 3
orbits. Each orbit may be identified by a single point. In our example, such a selection may be chosen as {x1, x9, x17}.
All orbits shown in the figure have |D| elements, which is a consequence of the fact that the action is free, i.e., every
non-identity transformation moves every point x i . If, for example, the origin had been included in the set of points, we
would have had an orbit with just a single point. A point which is fixed under a transformation other than the identity
is known as a “fix point”.
The indices in O1 are enumerated such that x1 = x1I, x2 = x1A, . . . , x8 = x1A3B, in accordance with the
enumeration (1) of D.
By identifying a point x i with its corresponding index i , and since we already via δ have identified G ∈ D with
g ∈ D4, we may as well describe the action by considering how D4 acts on the set of indices I. We use the notation
j = ig to indicate that x j = x iG, where G = δ(g). When the action is regarded like this, it is natural to represent the
orbits by a selection S of indices, e.g., S = {1, 9, 17}.
Another interpretation of the action is that a transformation G permutes the indices. In our example, it is easy to
see that every transformation in D corresponds to a unique permutation. Every such permutation may be represented
by a permutation matrix, and it can be shown that these permutation matrices form a group P which is isomorphic to
D4. For later reference, we denote the isomorphism as pi : D4 → P .
We have now introduced the notation required to describe how geometrical symmetry may be exploited when
discretizing many important PDE operators, e.g., the Laplacian 1. Note that the Laplacian commutes with every
rotation or reflection, i.e., if we apply the Laplacian to a field and then rotate or reflect the field, the result is the
same as if we first rotate or reflect the field and then apply the Laplacian. In our example, we consider the rotations
and reflections in D. Since the Laplacian commutes with every transformation in D, it is said to be equivariant with
respect to D.
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Table 1
Number, notation (if applicable), dimension and generators for the complete list of irreducible representations for D4
N : r Notation Dim. a b
1 τ 1 1 1
2 N/A 1 1 −1
3 N/A 1 −1 1
4 N/A 1 −1 −1
5 δ 2 A B
In discretized form, a matrix is said to be equivariant with respect to a group G of matrices if it commutes with
every matrix in the group. If every matrix in the group is a permutation matrix, equivariance may be expressed in
terms of group actions on matrix indices. This is convenient for our application, and we use the following definition:
Definition 1. Given a group G acting on I = {1, . . . , n}, an (n × n) matrix A is equivariant if
Aig, jg = Ai, j (2)
holds for all indices i, j ∈ I and all g ∈ G.
It is obvious from this definition that an equivariant matrix A contains a large amount of redundant information.
Let there be m orbits in I, represented by a selection S of indices. All n2 elements of A can then be represented by
the nm elements, Ai, j , i ∈ I, j ∈ S. If we assume that the action is free, all orbits have |G| elements and the memory
requirement for dense matrices hence decreases with the size of the group. In our example, this means that a 24× 24
matrix A which is equivariant with respect to P has 24× 3 independent elements.
We conclude this section with the observation that many important RBF discretization matrices are inherently
equivariant if the RBF node points are invariant under a group of isometric transformations. For example,
cf. Section 3.4, if Ai, j = φ(‖x i − x j‖), we have that
Ai, j = φ(‖x ig − x jg‖) = Aig, jg,
since isometric transformations such as rotations and reflections are distance preserving. The same property holds
for a discretization B of the Laplacian, where Bi, j = 1φ(‖x i − x j‖). We stress that this observation saves not only
memory, but also computations.
2.2. Block-diagonalization
If a matrix is equivariant, it is easy to use this fact to reduce the memory requirements as well as the cost for
forming it. In our applications it is even more important that an equivariant matrix can be block-diagonalized. In order
to describe the formulas, we must first introduce some representation theory.
A (complex) representation ρ : G → Cd×d of dimension d is a mapping from a group G to a group of matrices in
such a way that ρ(gh) = ρ(g)ρ(h) for all g, h ∈ G.
Examples of representations were given in the previous section. The mapping δ is a representation of dimension 2,
and pi is a representation of dimension 24. We mentioned that both D and P are isomorphic to D4, which implies that
δ and pi are invertible. This need not be the case. For example, every group G has the trivial representation τ : G → C,
where τ(g) = 1 for all g ∈ G.
If ρ : G → Cd×d is a representation and T is a non-singular d × d matrix, we note that a representation
σ : G → Cd×d may be defined by σ(g) = Tρ(g)T−1. Any two representations which only differ by such a shift
of coordinates are said to be equivalent. If a representation ρ is equivalent to any block-diagonal matrix σ , ρ is said
to be reducible; otherwise ρ is irreducible. A key result of representation theory says that every representation is
reducible to irreducible representations. For every group, there exists a complete list R of nonequivalent irreducible
representations, and this list is unique up to equivalence. For complex representations of a finite group G, it holds that∑
ρ∈R d2ρ = |G|.
In our example, it is obvious that τ is irreducible, and it can be shown that δ is irreducible. There are three more
nonequivalent irreducible representations; see Table 1.
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The representation pi is however reducible. Since every permutation matrix in P only permutes indices in the same
orbit, every permutation matrix in P is block-diagonal with three blocks of size 8 × 8. This implies that pi has three
subrepresentations of dimension 8. More interesting, however, is the fact that each of these three subrepresentations
is reducible as well and may be reduced to four nonequivalent representations of dimension 1, and two equivalent
representations of dimension 2 [25]. The reduction of pi can be used to block-diagonalize equivariant matrices, as we
have discussed in detail elsewhere [2]. In this paper, we will describe the theory for free actions.
Let C be an n×k matrix. Let G be a finite group acting freely on I = {1 . . . , n}, and let S be a selection of m orbits
of size |G|. LetR be a complete list of nonequivalent irreducible representations for G. The GFT Cˆ of C is given by
Cˆi, j (ρ) =
∑
g∈G
Cig, jρ(g), (3)
for all ρ ∈ R, i ∈ S, and j = 1, . . . , k. The inverse GFT (IGFT) is given by
Cig, j =
∑
ρ∈R
dρ
|G| trace(Cˆi, j (ρ)ρ(g
−1)), (4)
for all g ∈ G, i ∈ S, and j = 1, . . . , k.
We define the GFT of an equivariant matrix as a slight variation. It is obtained by applying the GFT to a selection
of the columns. Let A be an equivariant matrix under the conditions above. The GFT of an equivariant matrix A is
given by
Aˆi, j (ρ) =
∑
g∈G
Aig, j , (5)
for all ρ ∈ R, i, j ∈ S. The IGFT is computed by (4) and by exploiting the equivariance property (2).
Block-diagonalization via the GFT can now be described. Assume A and C as above, and let X be a n × k matrix.
The linear system of equations AX = C with k right hand sides can be solved as follows:
(1) Transform Cˆ = gft(C) according to (3).
(2) Transform Aˆ = gft(A) according to (5).
(3) For each ρ ∈ R, solve the linear system of equations
Aˆ(ρ)Xˆ(ρ) = Cˆ(ρ).
This is an mdρ × mdρ system with kdρ right hand sides.
(4) Inverse transform X = igft(Xˆ) according to (4).
The block-diagonalization is thus realized in the transformed space, since the independent systems Aˆ(ρ)Xˆ(ρ) = Cˆ(ρ)
can be written as one block-diagonal system Aˆ Xˆ = Cˆ , where each matrix has as many blocks on the diagonal as there
are irreducible representations inR.
In the case of D4, the dimensions of the transformed matrices Aˆ and Cˆ can be deduced from Table 1: Aˆ has four
m × m blocks and one 2m × 2m block; Cˆ has four m × k blocks and one 2m × 2k block. If a direct O(n3) method
is used for solving systems of equations, it is easy to see that the transformed systems require |G|3/(∑ρ∈R d3ρ) times
the work required for solving the original system [1]. In two dimensions where we study symmetry under D4, this
corresponds to a gain of about 42. In higher dimensions, the expected gain increases rapidly. For three dimensions,
the symmetry group of the cube has 48 elements, 10 irreducible representations, and the estimated gain is 864. For the
solution of dense equivariant systems, it is thus well established that block-diagonalization via the GFT speeds up the
computations considerably [1,28]. The challenge that we address in this paper is studying PDEs where the original
PDE operator is not equivariant under a group of rotations and reflections, and where the boundary conditions destroy
equivariance. The latter issue has also been studied by Bonnet [5].
3. Casting the multi-dimensional option pricing problem into symmetric form
We consider the valuation of European basket call options. The holder of such an option has the right to buy a
specified combination of stocks at the strike price K at the exercise time T . The dimension d of the problem is given
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by the number of underlying stocks. First we give the usual mathematical formulation and then we show how to adapt
it so that the problem symmetries can be exploited through the GFT.
3.1. Equation and boundary conditions
The option value F(t, s), at time t with underlying stock prices s = (s1, . . . , sd)T , is the solution of the following
final value problem:
∂F
∂t
(t, s)+ LF(t, s) = 0, t < T, s ∈ Rd+, (6)
F(T, s) = Φ(s), s ∈ Rd+, (7)
where (6) is the multi-dimensional Black–Scholes equation with the spatial operator
LF(t, s) = r
d∑
i=1
si
∂F
∂si
+ 1
2
d∑
i, j=1
[σσ T ]i j si s j ∂
2F
∂si∂s j
− r F, (8)
where r is the risk free interest rate, and σ is the volatility matrix. The contract function Φ(s) can be defined in
different ways. We use the example
Φ(s) = max
(
0,
1
d
d∑
i=1
si − K
)
. (9)
When solving the problem numerically, it is convenient to rewrite it as an initial value problem through the
transformation τ = T − t leading to
∂F
∂τ
(τ, s) = LF(τ, s), τ > 0, s ∈ Rd+, (10)
F(0, s) = Φ(s), s ∈ Rd+, (11)
In order to facilitate transformation of the problem, we also reformulate the spatial operator as
LF(τ, s) = 1
2
d∑
k=1
σ Tk S∇s(∇sF)T ST σk + rsT∇sF − r F, (12)
where σk is the kth column of the volatility matrix, S = ST = diag(s), and the gradient of a scalar is taken as a
column vector.
The following asymptotic boundary conditions are employed at the near and far field boundaries respectively:
F(τ, s)→ 0, ‖s‖ → 0, (13)
F(τ, s)→ 1
d
d∑
i=1
si − K e−rτ , ‖s‖ → ∞. (14)
For a more extensive discussion of these boundary conditions, see [21].
3.2. Symmetrizing the equation
The operator L in (12) is not symmetry preserving under simple transformations such as those described in
Section 2. In order to apply the GFT to the problem, we need to transform the equation into for example the heat
equation. We generalize the steps outlined in [26, p. 110] for the one-dimensional problem to d dimensions. A similar
transformation is also used in [19] for a two-dimensional problem. The first step is to turn the second-order term into
a Laplacian. We use a transformation of the following form:
s = exp(AT x),
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where A is a (d × d) matrix. The Jacobian of the transformation is given by
J =
[
∂s j
∂xi
]d
i, j=1
= AS.
The relations between gradients and Hessians are given by
∇x F = J∇sF = AS∇sF,
∇x (∇x F)T = AS∇s(∇sF)T ST AT + ASGs AT ,
where Gs = diag(∇sF). Assuming that A is non-singular, (12) is transformed into
LF(τ, x) = 1
2
d∑
k=1
σ Tk A
−1∇x (∇x F)T A−T σk + αT A−1∇x F − r F, (15)
where αi = r − 12
∑d
k=1 σ 2ik . The condition that the second-order terms are reduced to the Laplacian becomes
1
2
d∑
k=1
(σ Tk A
−1)T (A−T σk)T = 12
d∑
k=1
A−T σkσ Tk A−1 =
1
2
A−T
d∑
k=1
(σkσ
T
k )A
−1 = I
or
AT A = 1
2
d∑
k=1
(σkσ
T
k ). (16)
Theorem 3.1. Eq. (16) has a non-singular solution A if the volatility matrix σ has full rank. Furthermore, if A is a
solution, then B = QA, where Q is an orthogonal matrix, is also a solution.
Proof. Let v be an arbitrary vector in Rd with ‖v‖ = 1. Then
vT
(
d∑
k=1
(σkσ
T
k )
)
v =
d∑
k=1
(vT σk)(σ
T
k v) =
d∑
k=1
|σ Tk v|2 ≥ 0.
Furthermore, if σ has full rank, {σk}dk=1 are d linearly independent vectors and v cannot be orthogonal to all of them.
Hence,
vT
(
d∑
k=1
(σkσ
T
k )
)
v > 0,
meaning that the right hand side of Eq. (16) is positive definite. Then A can be found by Cholesky factorization of the
right hand side. The computed A can always be augmented by an orthogonal matrix, since BT B = (QA)T (QA) =
AT QT QA = AT A. 
A Laplacian operator is invariant under rotations, reflections, and translations. The orthogonal matrix Q above can
be interpreted as a rotation or a reflection. We can also add a translation b to the transformation without affecting the
criterion (16). This leads to the more general transformation
s = exp(AT (QT x + b)).
This is used in Section 3.3 in order to position the computational domain in a beneficial way.
With this transformation and the choice of A described above, the PDE (10) is reduced to
∂F
∂τ
= ∆x F + αT (QA)−1∇x F − r F, (17)
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The next step is to transform the function in order to remove the gradient term. Let F(τ, x) = eγ τ+ξT x P(τ, x) =
g(τ, x)P(τ, x). The Laplacian and the gradient now become
∇x F = gPξ + g∇x P,
∆x F = ξ T ξgP + 2gξ T∇x P + g∆x P.
Inserting these expressions and dividing by g 6= 0 we get a new PDE
∂P
∂τ
= ∆x P + (αT (QA)−1 + 2ξ T )∇x P + (−γ + αT (QA)−1ξ + ξ T ξ − r)P. (18)
The final step is to choose
ξ T = −1
2
αT (QA)−1,
and
γ = αT (QA)−1ξ + ξ T ξ − r = −ξ T ξ − r.
The multi-dimensional option pricing problem has now been reduced to the heat equation. Together with boundary
conditions and initial condition, we have
∂P
∂τ
= ∆x P, x ∈ Ω , τ > 0,
P(τ, x) = e−γ τ−ξT x F(τ, x) ≡ f (τ, x), x ∈ ΓD, τ > 0,
P(0, x) = e−γ τ−ξT xΦ(x) ≡ f0(x), x ∈ Ω ,
(19)
where Ω is the computational domain and ΓD is the union of the near and far field part of the boundary where we
enforce Dirichlet boundary conditions.
3.3. Choosing a symmetric computational domain
In the original s-coordinates, we want the computational domain to include the region R = {s | 1d
∑d
i=1 si ≤
4K , si ≥ 0, i = 1, . . . , d}. This is related to our choice of contract function; see [21]. Other choices of R could also
be made. When moving to x-space, the far field boundary is mapped onto a curved surface and s = 0 corresponds to
−∞ due to the logarithmic transformation. Hence, we need to truncate the domain also in the near field in order to
make it finite. That is, we use R˜ = R ∩ {s | si ≥ smin} instead of R.
Since our aim is to exploit symmetries using the GFT, we need to define a computational domain in x-space
corresponding to a symmetry group. In two dimensions, we could for example use an equilateral triangle, a square,
or any other shape enclosed by a polygon with sides of equal length. Finding the optimal shape and location
of the computational domain is too large an issue to investigate within this study. Here, we restrict ourselves to
hypercubes [−L , L]d . Note that the domain does not have to be aligned with the coordinate axes. However, we use
the aforementioned rotation and translation to position the domain for practical reasons.
A simple non-optimal algorithm to find a suitable hypercube is as follows:
• Compute the transformation matrix A in (16) through Cholesky factorization.
• Find a rotation Q such that the point s = 4K (1, 1, . . . , 1)T is mapped onto x = c(1, 1, . . . , 1)T for some c ∈ R.
• Find the extreme points of the image of R˜ and let these define the corners in the region X˜ .
• Compute the size of X˜ in each coordinate direction and let 2L be the maximum size. The computational domain X
is formed by extending X˜ towards −∞ in each coordinate until all sides have length 2L .
• Finally, the computational domain is translated so that it is centered around the origin.
Fig. 2 shows two examples of computational domains in the x-plane (d = 2) and their images in the s-plane. The
volatility matrices in the examples are
σ A =
(
0.30 0.05
0.05 0.30
)
and σ B =
(
0.30 0.05
0.01 0.25
)
.
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Fig. 2. The computational domain in the x-plane (left) and in the s-plane (right) for σ A (top) and σ B (bottom). Interior equivariant RBF node
points are marked with circles and boundary node points with crosses. The solid lines (black to the left and white to the right) show where the
discontinuous derivative of the contract function is located. The dashed lines show the far field boundary of R˜.
The equivariant node point distributions in the x-plane are generated by first selecting node points in a reference
element, see Fig. 1, and then applying the transformations of the symmetry group to compute the rest of the points.
Note that the near uniform distribution of node points in the x-plane corresponds to a distribution adapted to the
problem in the s-plane. Only a small number of points end up outside the original domain of interest.
3.4. Discretization in time and approximation in space
We approximate the solution with a linear combination of RBFs centered at N = NI + NB node points x j . The
NI interior node points are distributed according to an equivariant pattern, whereas the NB boundary node points are
distributed uniformly along ΓD . The approximation p(τ, x) ≈ P(τ, x) is given by
p(τ, x) =
N∑
j=1
λ j (τ )φ(‖x − x j‖). (20)
Our solution approach is collocation of the equation at interior node points and of the boundary conditions at boundary
node points. Therefore, the following vectors and their relations are of importance. Let
pI (τ ) = (p(τ, x1), . . . , p(τ, xNI ))T ,
pB(τ ) = (p(τ, xNI+1), . . . , p(τ, xN ))T ,
λI (τ ) = (λ1(τ ), . . . , λNI (τ ))T ,
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λB(τ ) = (λNI+1(τ ), . . . , λN (τ ))T .
Then (
pI (τ )
pB(τ )
)
=
(
AI I AI B
ABI ABB
)(
λI (τ )
λB(τ )
)
, (21)
and
∆x pI (τ ) =
(
B I I B I B
) (λI (τ )
λB(τ )
)
, (22)
where the elements of the matrices A and B are Ai j = φ(‖x i − x j‖), i, j = 1, . . . , N , and Bi j = ∆xφ(‖x i − x j‖),
i = 1, . . . , NI , j = 1, . . . , N .
We divide the time interval [0, T ] into M steps of length kn = τ n − τ n−1, n = 1, . . . ,M . Let pnI ≈ pI (τ n) and let
ωn = kn/kn−1, n = 2, . . . ,M . Then the BDF-2 scheme [11, p. 401] applied to (19) takes the form
p1I − p0I = k1∆p1I , (23)
pnI − βn1 pn−1I + βn2 pn−2I = βn0∆pnI , n = 2, . . . ,M, (24)
where
βn0 = kn
1+ ωn
1+ 2ωn , β
n
1 =
(1+ ωn)2
1+ 2ωn , β
n
2 =
ω2n
1+ 2ωn . (25)
The boundary conditions are enforced at each new time level through
pnB = f nB = ( f (τ n, xNI+1), . . . , f (τ n, xN ))T , n = 1, . . . ,M. (26)
Inserting (21) and (22) into (24) and (26) gives the system of equations to solve for each time step(
AI I − βn0 B I I AI B − βn0 B I B
ABI ABB
)(
λnI
λnB
)
=
(
f nI
f nB
)
, (27)
where the superscript n indicates approximation at time τ n , and
f nI =
(
AI I AI B
) [
βn1
(
λn−1I
λn−1B
)
− βn2
(
λn−2I
λn−2B
)]
. (28)
Note that we have chosen to work with the RBF coefficients λnI,B . Another approach is to directly work with p
n
I,B .
However, in this context, where we want to use the symmetries and where we do not need the solution at each time
step, the coefficient approach saves some matrix operations.
3.5. Exploiting the partial symmetry
The interior node points are placed in such a way that the matrix blocks AI I and B I I are equivariant. Therefore, all
operations involving these blocks can be performed more efficiently using the GFT. Since the number of interior node
points is large compared with the number of boundary points, these operations are also the most time-consuming.
Table 2 shows the theoretical gain in computational cost and in memory requirements in two and three dimensions for
the symmetry groups of the square and the cube. Note that we have not counted the cost for performing the GFTs.
The first opportunity to use the GFT arises in the computation of the right hand side (28), where the multiplication
with AI I can be performed in transform space.
Then we have the solution of system (27). In order to have a constant coefficient matrix, the time steps are
chosen in such a way that βn0 ≡ β0 = k1. This is further explained in Section 4.2. Let C I I = AI I − β0B I I and
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Table 2
The gain in computational cost and memory when using the GFT in two and three dimensions
Operation Gain in 2D Gain in 3D
O(N2) 8 48
O(N3) 128/3 864
Memory 8 48
C I B = AI B − β0B I B . We perform block Gaussian elimination to obtain(
C I I C I B
0 C BB
)(
λnI
λnB
)
=
(
f nI
f nB − ABI (C I I )−1 f nI
)
,
where C BB = ABB− ABI (C I I )−1C I B . The solution can then be obtained through the Schur complement algorithm:
(1) Solve C I IwI = f nI .
(2) Solve C BBλnB = f nB − ABIwI .
(3) Solve C I I vI = C I BλnB .
(4) Compute λnI = wI − vI .
Steps (1) and (3) involve solving systems with the equivariant coefficient matrix C I I . Furthermore, we need to form
C BB , where the first step consists of solving a system with matrix C I I and NB right hand sides. Since Cˆ I I is block-
diagonal, LU-factoring the transformed matrix and solving in transform space leads to substantial savings.
4. Algorithmic details
In this section, we describe special cases and details that are not covered by the general description of the algorithm
in the previous sections.
4.1. Hypercube symmetries in d dimensions
The symmetry group of a square and its irreducible representations were discussed extensively in Section 2. The
symmetry group of the cube (in three dimensions) is the direct product S2×S4, discussed e.g. in [25], where Sk denotes
the group of all permutations of k symbols. This means that all elements of S2 × S4 as well as the group operation
can easily be found from the subgroups S2 and S4. For example, the number of elements is |S2||S4| = 2 · 4! = 48.
Moreover, the representations of S2 × S4 are constructed as tensor products of the representations of S2 and S4,
respectively. The latter fact can be used to derive a fast GFT [14]. See [1] for a list of the representations of the cube
and the GFT algorithm that we use.
Serre [25] also notes that another way of expressing the symmetry group of the cube is as a semidirect product of
S3 with S32 , where S
k
2 denotes a direct product S2 × · · · × S2 (k times). This means that many properties of the cube
symmetry group can be expressed using these subgroups, for example its size |S3||S2|3 = 3! · 23 = 48. An advantage
with this description is that it is easy to generalize to d dimensions. S3 corresponds to permutations of the coordinates
and S32 corresponds to the reflections
(x1, x2, x3)
T 7→ (±x1,±x2,±x3)T .
The cube is clearly invariant under these transformations. Generalizing to d dimensions, we find that the symmetry
group of a hypercube can be expressed as a semidirect product of Sd (permutations of the coordinates) with Sd2
(reflections of the coordinates). This group has d!2d elements.
It is possible to use the representations of the subgroups of a semidirect product to find representations of the
product. However, it is more technical than in the case of a direct product. Representations of the symmetric groups Sk
are well known, see e.g. [23], but we leave it as future work to deduce the actual representations and the corresponding
GFT algorithms of the hypercube symmetry groups.
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Fig. 3. The time steps kn that yield βn0 ≡ β0 as a function of the step number n.
4.2. Time stepping with constant matrix
If adaptive time stepping is used with the BDF-2 method, the coefficient matrix in (27) changes with each time
step. Furthermore, even if a constant time step is used, the coefficient matrix for the first time step is different from
the coefficient matrix for the subsequent time steps. In the application considered here, time adaptivity is not really
needed, but it is important to minimize the number of costly matrix factorizations. Therefore, we use the variable step
size to keep the system matrix constant. We can derive a recursion formula from the condition βn0 = βn−10 or
kn
1+ ωn
1+ 2ωn = k
n−1 1+ ωn−1
1+ 2ωn−1 ⇔
ω2n + ωn
1+ 2ωn =
1+ ωn−1
1+ 2ωn−1 ≡ cn−1,
simplifying and solving for the positive root leads to
ωn = cn−1 − 12 +
√
4c2n−1 + 1
2
, n = 2, . . . ,M,
cn = 1+ ωn1+ 2ωn , n = 2, . . . ,M,
c1 = 1,
where the initial condition comes from (23). Given the length T of the time interval, we then choose the initial step
size k1, so that
∑M
i=1 kn = k1(1+
∑M
i=2
∏i
j=2 ωn) = T .
Fig. 3 shows the time step series normalized so that the step size converges to k = 1. As can be seen, the sequence
rapidly converges toward a constant step size. The variations are all well within the stability limit ωn < 1 +
√
2 [11,
p. 405].
4.3. The two initial steps
The right hand sides of the first two time steps involve the initial data and are computed in a slightly different way.
From (23) and (24), and (28), we get
f 1I = p0I , (29)
f 2I = βn1
(
AI I AI B
) (λ1I
λ1B
)
− βn2 p0I . (30)
4.4. Evaluating the solution
Assuming we want to know the solution at time τ = T or equivalently t = 0, we can evaluate it at points yi ,
i = 1, . . . , Ne, using the RBF coefficients from the final time step through
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pMy = E IλMI + EBλMB ,
where Ei j = φ(‖yi − x j‖) with j = 1, . . . , NI and j = NI + 1, . . . , N respectively.
4.5. Error norms
When we compare the approximate solution p(T, x) with an exact solution or a reference solution P(T, x), we use
either a relative maximum norm
E∞ =
max
x∈Ω
|p(T, x)− P(T, x)|
max
x∈Ω
|P(T, x)| ,
or a weighted integral norm defined as
Ew =
∫
Ω
w(x)|p(T, x)− P(T, x)| dx, (31)
where the weight function is chosen as a product of d Gaussian functions, centered in the region of interest and
normalized to have total weight 1. In two dimensions, we use w(x) ∝ exp(−4(x1 + x2 − 2K )2) exp(−(x1 − x2)2).
The reason we use the integral norm is that the error is usually larger at the boundaries, but we are interested in the
solution in the interior close to the break-even line of the contract function. For further discussions about this norm,
see [21].
5. Numerical experiments
In this section we present some numerical results designed to evaluate the performance of the RBF-GFT approach.
In Section 5.1, we show results for the heat equation with known solution, and in Section 5.2, we solve the option
pricing problem in two and three dimensions.
We have chosen to use multiquadric RBFs in all experiments, i.e.,
φ(r) =
√
1+ ε2r2,
where ε is called the shape parameter. A small shape parameter makes basis functions flatter. This has a significant
influence on the approximation [16]. Other choices of infinitely smooth RBFs should work equally well, but this has
not been explored here.
5.1. Validation tests for the heat equation with known solution
To get an idea of the effects of the method parameters, we present some tests for the heat equation (19), but with
the known solution below substituted for the initial and boundary conditions:
u(τ, x) =
d∑
k=1
exp(−k2t) sin(kxk).
The computational domain is Ω = [−1, 1]d , the boundary ΓD is taken as the union of the four sides of the square
or the six sides of the cube, and T = 1. Except for the experiment where the number of time steps is varied, M = 100
is used.
Fig. 4 shows that we get the right accuracy in time. Computations with and without the GFT are shown in both
subfigures, but the only case where there is a visible difference is for ε = 3 in the left part of the figure. Our
interpretation of this difference (based also on results that are not shown here) is that when the time step is so small
that it is of the same order as the error induced by the ill-conditioning of the RBF matrices, the time stepping scheme
breaks down. The condition number of an RBF matrix grows very rapidly with decreasing ε and it also grows with
N [24,16]. The conditioning of the matrix blocks after the GFT has been applied is approximately the same as for the
original matrix [2,12]. However, the decreased size of the systems nevertheless improves the situation so that when the
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Fig. 4. The maximum error as a function of the number of time steps for N = 692 in two dimensions (left) and N = 1082 in three dimensions
(right). The shape parameter values are ε = 20, 10, 5, 3 (left) from top to bottom, and ε = 10, 5, 3, 1 (right). Results with the GFT (solid) and
without the GFT (dashed) are shown. The dash–dot lines are reference lines with slope 2.
Fig. 5. The maximum error as a function of the shape parameter for, from top to bottom, N = 512, 692, 972 in two dimensions (left), and
N = 488, 1082, 2858 in three dimensions (right), with the GFT (solid lines) and without the GFT (dashed lines).
GFT is used, the numerical problems occur later. That is, we can solve a larger range of problems and hence achieve
higher accuracy than with the full matrix method.
Fig. 5 shows how important the shape parameter is for the error. Usually there is an optimal, problem dependent,
non-zero value of the shape parameter that gives the best result [15,9]. Here however, it is clear from the error plots
that the ill-conditioning prevents us from reaching this optimum, and the best we can do is compute at the smallest ε
where the method is stable. Again we can clearly see that the GFT actually improves the accuracy.
Fig. 6 shows the convergence when the shape parameter is fixed and the number of RBFs is increased. Note that
the convergence rate is higher for smaller values of ε. In three dimensions (the right subfigure) we run out of memory
and we can confirm that it really pays off to use a small shape parameter. Even though we are hit by ill-conditioning
already at N ≈ 1000, we get a more accurate result by using ε = 1 there than by using a larger ε with N = 8000.
5.2. Performance tests for the Black–Scholes equation
Here we test the efficiency with respect to memory and computational time for the RBF-GFT method applied to the
option pricing problem. The problem parameters used are exercise time T = 1, strike price K = 1, risk free interest
rate r = 0.05, and volatility
σ 2D =
(
0.30 0.05
0.05 0.30
)
and σ 3D =
0.30 0.05 00.05 0.30 0.05
0 0.05 0.30
 .
The minimal s-coordinate value used for positioning the domain was smin = 0.02. Note however that after the
transformation, the point closest to the origin is actually closer than smin. For experiments where the number of
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Fig. 6. The maximum error as a function of the approximate number of RBF points in one coordinate direction, in two dimensions for ε = 3, 5, 10
(left) and in three dimensions for ε = 1, 5, 10 (right). Only computations with the GFT are shown.
Fig. 7. The error as a function of N for RBF-GFT (solid), RBF-E (dashed), and RBF-A (dash–dot).
time steps is fixed, M = 15. With the range of N that we use, and for this problem, this is enough for reaching the best
possible accuracy. The shape parameter was optimized for each N . In two dimensions, we compare three different
methods:
RBF-GFT The method derived in this paper.
RBF-E RBF approximation directly applied to the Black–Scholes equation (10) with the same Equivariant node
points as the RBF-GFT method uses.
RBF-A Direct RBF approximation with an Adapted node point placement on a triangular domain [21].
Here, we do not have access to an exact solution, but we use a reference solution computed by the adaptive finite
difference method described in [20]. Figs. 7 and 8 show that RBF-A is outstanding in 2D because it is so much more
accurate. RBF-GFT and RBF-E reach approximately the same accuracy for equal N , but we are able to compute
further with RBF-GFT. This means that the transformation we do to symmetrize the equation does not destroy the
properties of the problem. With respect to time and memory, the RBF-GFT method is, as it should be, better than the
RBF-E method.
In three dimensions we do not have access to a reference solution, so we only show the performance for the RBF-
GFT method compared with solving the same problem without the GFT. In Fig. 9, we see that we gain in memory
already for very small problem sizes. The break-even point for the cpu time is at N ≈ 1000. The reason that we do
not see an immediate gain is that the number of boundary points is a large part of the total for small N , and only the
interior points are handled with the GFT.
Fig. 10 shows the gain when the GFT is employed. The gain is computed as the time or memory for the RBFmethod
without the GFT divided by the time or memory for the RBF-GFT method. The theoretical maximum memory gain
in two dimensions is 8, and we see that we are approaching the limit as N grows. For the three-dimensional problem
we cannot compute for large enough problems to see the limit, but the gain is larger than in two dimensions for the
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Fig. 8. The computational time and the memory requirements as a function of the desired accuracy for RBF-GFT (solid), RBF-E (dashed), and
RBF-A (dash–dot).
Fig. 9. The computational time and the memory requirements as a function of the approximate number of node points along one coordinate
direction for the three-dimensional problem, with GFT (solid) and without GFT (dashed).
Fig. 10. The gain in memory requirements and computational time when using the GFT for the two-dimensional problem (◦) and the three-
dimensional problem (∗).
same resolution. For the time gain the situation is similar. We gain more in three dimensions than in two dimensions
and we do not see the limit.
6. Discussion
First, we note that we managed to apply the GFT to a problem that at first appearance was not well suited for
this. The proposed transformation and also the (non-optimal) method for choosing the computational domain can be
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applied for any number of dimensions. The only components that we have not described in full generality are the
specific representations needed for the GFT algorithm in higher dimensions. However, we believe this is possible to
do.
The gain in both memory requirements and computational time with the RBF-GFT method compared with a
standard RBF method is substantial and increases with the number of dimensions. In our computations, time was
not a problem, but we ran out of memory. However, we only used one standard computer. With a high-performance
computer or a cluster of computers and a parallel implementation, we could do much more. Due to the block-diagonal
structure of the transformed matrices, the algorithm should respond well to a large grain parallelization [28].
In two dimensions, we saw that the RBF-A method performed best due to its superior accuracy for a given number
of node points. However, it is not clear to us whether an adaptive method or an RBF-GFT method will be better in
more dimensions, since the gain from using the GFT increases rapidly with the dimension. Furthermore, it might
be possible to improve also the equivariant point distribution by for example aligning points with the discontinuous
derivative in the initial condition.
Finally, a positive side effect from using the GFT is that the accuracy is improved for small ε since the effect of the
ill-conditioning is somewhat lessened by the reduction in size when the matrices are block-diagonalized.
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