The possibility of assigning labels to localized regions in an image enables flexible image retrieval paradigms. However, the process of automatically segmenting and tagging images is notoriously hard, due to the presence of occlusions, noise, challenging illumination conditions, background clutter, etc. For this reason, human computation has recently emerged as a viable alternative when computer vision algorithms fail to provide a satisfactory answer. For example, Games with a purpose (GWAP) represent a powerful crowdsourcing mechanism to collect implicit annotations from human players. In this paper we consider the problem of aggregating the gaming tracks collected by a GWAP we developed to solve challenging instances of image segmentation problems. In particular we consider the existence of malicious players, who might try to fool the rules of the game to achieve higher rewards. The proposed solution can automatically estimate the reliability of human players, thus identifying cheaters. This information is exploited to aggregate the gaming tracks, thus significantly improving the image segmentation result and the quality of local image annotations.
INTRODUCTION
Concept-based image retrieval is based on the analysis of the image content by means of computer vision algorithms to automatically assign labels. In some cases, labels are assigned to the image as a whole. In other cases, image regions Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. are identified and given distinct labels. This sort of finegrained tagging enables more flexible querying paradigms.
As an example, several works have recently addressed the problem of annotating body parts [1] and/or garments [2] . Despite the tremendous improvement in accuracy brought by the latest computer vision algorithms, the problem has not been solved yet. Indeed, the presence of occlusions, noise, challenging illumination conditions, background clutter, etc., makes image segmentation significantly hard.
To overcome some of the limitations encountered when solving challenging computer vision problems, the multimedia retrieval community has turned the attention towards solutions based on human computation [3] . The idea is based on the observation that some problems are too hard for machine-executed algorithms, whereas they are immediately solved by human workers. Indeed, several annotation problems encompassing multimedia content have been recently tackled by means of crowdsourcing [4] 
There are different forms of human computation, depending on the kind of worker involved (e.g., domain experts or unexperienced workers) and engagement mechanism (e.g., monetary reward, entertainment, etc.). A notable example is represented by Games with a purpose (GWAP), i.e., computer games in which the interaction of the players with the gameplay is implicitly observed and collected, so that it can be exploited for other means. For example, in a previous work we presented Sketchness [9] , a GWAP designed to assign labels to localized regions in an image. Briefly, the sketcher player is shown an image and a tag, and is asked to draw the contours of the object represented by the tag. On the other hand, guesser(s) can only see the track drawn by the sketcher, and need to guess the tag associated with the object in the least amount of time. In general, the collected tracks do not follow exactly the silhouette of the objects. This is due to several factors, e.g.,: i) the different ability to draw with the mouse or with a tablet; ii) the fact that a guesser might identify the correct tag before the sketcher completes the drawing; iii) the presence of malicious players that try to fool the game by, e.g., writing the tag or drawing a simplified sketch of the object which is not overlaid to the silhouette. For these reasons, the same image/tag pair is reused in multiple games with different sketchers, so that tracks can be aggregated together to obtain a reliable segmentation (see Figure 1 for an example).
In this paper we focus on the analysis of gaming tracks with a twofold objective: i) propose a novel scheme to aggregate tracks and accurately determine the contours of an object associated with a tag; ii) automatically estimate human players' reliability, thus identifying cheaters. A comprehensive experimental validation using both synthetic and real gaming tracks reveals that our method dramatically reduces the number of gaming tracks needed to achieve a target accuracy wrt. aggregation schemes based on majority voting.
RELATED WORK
The problem of aggregating noisy labels produced by human workers has been extensively addressed in the literature and has been tackled even in GWAP [10] . The simplest solution is to aggregate annotations by means of majority voting. In [11] , the integrated quality of majority voting is investigated, as a function of the quality of the individual annotators. In many cases, workers are characterized by different qualities, due to heterogeneous skills, incentives, etc., which should be taken into consideration when performing the aggregation. When the ground-truth labels are known for a subset of the objects, these can be used as gold standard to infer the quality of the annotators [12] . The most common solution that does not resort to a gold standard formulates a Maximum Likelihood Estimation (MLE) problem in which observed labels are considered as samples of hidden random variables describing the probability of workers to provide the correct labels [13] . The same MLE framework was extended by taking into account the difficulty in annotating different objects [14] , or the fact that quality of annotators is learnt online, as the annotations are being collected [15] . A different approach was pursued in [16] , in which an iterative message passing algorithm was introduced, without the need of an explicit probabilistic model describing the way noisy annotations are generated. Our algorithm generalizes the work in [16] beyond the simple case with binary labels. Indeed, we introduce the algorithm in general terms, so that it can be applied to a wide range of annotation tasks, regardless of the nature of the annotated object. Then, we specialize the algorithm for the aggregation of gaming tracks to accurately determine the contours of an object. Finally, we study the robustness of the algorithm wrt. game cheaters, and show how to identify them.
ALGORITHM
Let Ii, i = 1, . . . , M , denote an image of size r × c pixels, and let Ri ∈ {−1, 1} r·c be a mask, called region of interest, associating each pixel in the image with either 1 or -1. For the problem at hand, the pixels associated with 1 are those that have the same position as the pixels of the object to be tagged in the GWAP illustrated in Section 1. Let aj, j = 1, . . . , N , denote an annotator and Ri,j the annotation provided by annotator aj for image Ii. Let Ai denote the set of annotators who provided an annotation for image Ii. Similarly, let Ij denote the set of images annotated by aj.
Under ideal circumstances, Ri,j = Ri. However, due to noise intrinsic in the annotation process, Ri,j = Ri. In order to find an estimateRi, i = 1, . . . , M , the available annotations need to be aggregated. The simplest form of finding a consensus among different annotators is by means of majority voting, which can be expressed aŝ
where sign(x) = ±1, depending on the sign of x, and we arbitrarily set sign(0) = +1 to break ties. That is, each pixelR
is assigned the value +1 or −1, according to what is indicated by the majority of annotators.
Our algorithm goes beyond majority voting by assigning different weights to the different annotations. That is,
The weights wi,j capture the quality of annotator aj to annotate image Ii. The challenging aspect lies in how to automatically determine these weights without any prior knowledge about the quality of annotators. To this end, we propose an iterative algorithm that is able to accomplish this task when relying only on the available annotations. Following an approach similar to [16] , the algorithm seeks the solution iteratively by alternating two steps:
• For each image Ii, given the available annotations Ri,j, aj ∈ Ai, and some knowledge about the reliability of each annotator w
Each estimate is obtained by aggregating all annotations but the one given by aj. That is,
where f () is an aggregation function that computes a weighted consensus among the available annotations.
• For each annotator aj, given the available annotations Ri,j, Ii ∈ Ij, and the current estimateR
i,j , i.e., the quality in annotating each image Ii, by measuring the coherence between the annotation Ri,j, and the current estimateR (k) i,j obtained by using all annotators but aj. That is,
where g() is a coherence function g() that compares pairs of annotations.
Note that the description of the algorithm is general, in that it does not impose any constraint on the nature of the object Ri for which the annotations are available. Indeed, . (4) . Therefore, the proposed algorithm significantly extends the original work in [16] , which was specifically tailored to work with objects associated with a single binary label, whereas we are able to deal with objects that are associated with a sequence of binary labels.
For the specific problem at hand, in which Ri are regions of interest within an image, a simple option for f () is to compute the (thresholded) weighted average of the available annotations, in which the weights are determined by the quality of the annotators. That is,
As for g(), we compute the average coherence over all pairs. That is,
where σ(R1, R2) measures the coherence between two regions of interests, represented as binary images R1, R2 ∈ {−1, +1} r×c . For example, Jaccard's similarity can be used:
The algorithms iteratively executes the two steps until the relative change of the weights falls below a threshold τ , i.e.,
In our experiments we set τ = 10 −6 , and the algorithm converged in 6-7 iterations on average. The theoretical analysis of the convergence properties of the algorithm is left to future work. Upon convergence, the final estimate of the region of interest is computed according to Eq. (2), in which the weights are set equal to those computed in the last iteration of the algorithm.
In some cases, it is possible to inject in the game images for which the region of interest Ri is known. This is equivalent to the availability of a gold standard, as discussed, e.g., in [12] , which can be used to assess the reliability of different workers. For those images, the aggregation step in Eq. (3) is skipped, whereas the rest of the algorithm remains the same. In Section 4 we show that the proposed algorithm achieves compelling results also when a gold standard is not available.
EXPERIMENTS
Datasets: We carried out a large set of experiments in order to evaluate the performance of the proposed method. To this end, we considered both synthetic datasets and real gaming tracks collected with Sketchness. Table 4 reports the parameters used in the generation of the synthetic datasets, which are illustrated in the following. We simulated the gameplay of a total of N players annotating M images. The ground-truth regions of interest were generated by synthesizing one out of many possible geometrical shapes (rectangles, ellipses, stars, etc.) in a random location within each image. Each image was used in n games (|Ai| = n, ∀i). The images were assigned to the players at random. Hence, the number of played games per player varies, and on average it is equal to nN/M . Alternatively, we also considered a regular topology for the bi-partite assignment graph, in which all players annotate the same number of images. We considered two classes of players: good players and cheaters. The fraction of cheaters over the total number of players is denoted as q.
The gaming tracks of good players were generated by adding independent and identically distributed Gaussian noise (zero mean, standard deviation σ) to the ground truth contours of the regions of interest and smoothing the track with an averaging filter. Instead, cheaters added their annotations by drawing a geometrical shape in a random location. We also considered the possibility that a small fraction g of images were available with the corresponding ground truth, to evaluate the impact of the availability of a gold standard.
As for the real dataset, we collected 551 gaming tracks from Sketchness. The images were obtained from the Fashionfocused creative commons social dataset [17] , which consists of user-generated content images related to fashion. On average, each image was used in 2.8 games (standard deviation 1.7), and each player participated in 12.8 games (standard deviation 39.4).
Methods: Each method produced an estimate of the region of interestRi, i = 1, . . . , M . As a baseline, we considered aggregating annotations based on majority voting (MV) as in Eq. (1). We investigated both the proposed algorithm (wMV) and a modified version of it that, instead of assigning different weights for each annotator-image pair (i, j) as described in Section 3, assumes that each annotator is characterized by the same quality on all images, i.e., wi,j = wj, ∀j. The results shows that there is no remarkable difference between the two versions, so only the first one will be analyzed in this paper. In addition, we also compare with a modified version of majority voting (MV goodonly ) that is assumed to know in advance who the good players are, and thus aggregates only their annotations.
Measures: We carried out an evaluation by comparing the regions of interest produced by the different aggregation methods with the ground-truth. The true positive rate (TP) is the fraction of pixels within the region of interest, which are correctly labeled. The false positive rate (FP) is the fraction of pixels outside the region of interest, which are deemed to belong to the region instead. All algorithms produce as output a binary estimate of the region of interest, due to the sign operator in Eq. (1) and Eq. (2). However, it is possible to trace complete TP rate vs. FP rate ROC curves by replacing sign with a thresholded version of it, and then computing TP rate and FP rate with different thresholds. Hence, using this information we estimate the TP rate at a target FP rate equal to 1% (TP@1%). Results: For each configuration of the parameters used in our experiments, we generated 10 instances in order to compute the average results. Figure 2 (a) illustrates the performance of the different methods when varying the number n of games per image and setting all other parameters to their default values. The proposed algorithm achieved TP@1% ≈ 80% with as few as n = 3 games per image, whereas aggregating by majority voting required n = 6 games per image. Notice that when n ≥ 6, the proposed algorithm slightly outperformed even MV goodonly . This is due to the fact that, besides assigning a low weight to cheaters (like MV goodonly does), wMV assigns unequal weights to good players, depending on their potentially different skills, thus resulting in a more accurate aggregated region of interest. This allows us to trust more the more accurate players and less the other ones, thereby reducing the effect of the imprecise borders of the regions. Figure 2 (b) compares the methods when varying the probability q of cheating. For q = 0, all methods achieved the same results (TP@1% = 99%). For q = 0.25, 0.50, wMV significantly outperformed MV. When the number of cheaters is greater than the number of good players (q = 0.75), the proposed method fails to identify the quality of the players. The results were not significantly affected by changing either the problem size (M and N ) or the graph topology. Similarly, the availability of the gold standard did not change the results, demonstrating the fact that the proposed method does not need this additional source of information to reliably estimate the players' qualities. Detailed results (including additional evaluation metrics -area under the curve and TP@5%) were omitted due to space limitations, but are provided as part of the supplementary material [18] .
Figure 2(c) shows the ROC curve obtained using the real dataset which consists of gaming tracks from Sketchness. The solid marker (filled triangle) in each curve indicates the point at which the threshold is set equal to zero, as in Eq. (1) and Eq. (2). The results confirm those obtained with synthetic data. In this case wMV and MV attained TP@1% equal to 55% and 44%, respectively. Increasing the target FP rate to 5%, we obtained 83% and 68%, respectively. In this experiment, we omit MV goodonly as it would require prior knowledge about the good players and the cheaters in a real crowd.
CONCLUSIONS
In this paper we propose an algorithm to aggregate tracks collected by means of a GWAP, with the objective of assigning local tags to accurately segmented regions of interest. Our experiments on both synthetic and real datasets demonstrate that our algorithm significantly outperforms majority voting, by largely reducing the number of annotations for a target level of accuracy. At the same time, we can estimate the quality of the players even in the absence of gold standard annotations, thus enabling more sophisticated gaming allocation strategies and reward mechanisms.
