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Introduction

Background
Local Markov chains (or "Glauber dynamics") for spin systems on finite graphs have been studied intensively in recent years, and much is known about their mixing time. An important issue left open by these investigations is the effect on the mixing time of the environment in which the system is placed, i.e., when the values of certain boundary spins are fixed. In this paper we investigate this question. We focus for simplicity on the classical Ising model, though our techniques apply to more general spin systems including the antiferromagnetic Potts model (colorings) and the hard-core model (independent sets).
In the Ising model on a finite graph ´Î µ, a configuration consists of an assignment ´ Ü µ of ¦½-values, or "spins", to each vertex (or "site") of Î . We often refer to the spin values ¦½ as´·µ and´ µ.
The probability of finding the system in configuration ¾ ¦ ½ Î ª is given by the Gibbs distribution
where ¬ ¼ is the inverse temperature. Thus assigns higher probability to configurations in which many neighboring spins are aligned. This effect increases with ¬, so that at high temperatures (low ¬) the spins behave almost independently, while at low temperatures (high ¬) there is global order. Frequently one imposes a boundary condition on the model, which corresponds to fixing the spin values at some specified "boundary" vertices of ; the term free boundary indicates that no boundary condition is specified.
In the classical Ising model, Ò is a cube of side Ò ½ in the -dimensional Cartesian lattice , and one studies the properties of the Gibbs distribution as Ò ½ with a specified boundary condition (e.g., the all-´·µ or the all-´ µ configuration) on the faces of the cube; this limit is referred to as the "(infinite volume) Gibbs measure" for the given boundary condition. It is well known that a phase transition occurs at a certain critical inverse temperature ¬ ¬ (which depends on the dimension ): for ¬ ¬ (the "high temperature" region) there are no long-range correlations between spins and consequently there is a unique Gibbs measure independent of the boundary condition, while for ¬ ¬ (the "low temperature" region) correlations are present at arbitrary distances and there are (at least) two distinct Gibbs measures (or "phases"), correspond-ing to the´·µ and´ µ-boundary conditions respectively. See, e.g., [11] for more background. While the classical theory focused on static properties of the Gibbs measure, in modern statistical physics the emphasis has shifted towards dynamical questions with a computational flavor. The key object here is the Glauber dynamics, a Markov chain on the set of spin configurations ª of a finite graph . For definiteness, we describe the "heat-bath" version of Glauber dynamics: at each step, pick a vertex Ü of u.a.r., and replace the spin at Ü by a random spin drawn from the distribution of Ü conditional on its neighboring spins. The Glauber dynamics is an ergodic, reversible Markov chain on ª whose stationary distribution is exactly , and is much studied for two reasons: first, it is the basis of Markov chain Monte Carlo algorithms, widely used in computational physics for sampling from the Gibbs distribution; and second, it is a plausible model for the actual evolution of the underlying physical system towards equilibrium. In both contexts, the central question is to determine the mixing time, i.e., the number of steps until the dynamics is close to its stationary distribution.
Advances in physics over the past decade have led to the following remarkable characterization of the mixing time on finite Ò-vertex cubes with free boundary in the 2-dimensional lattice ¾ [23, 17, 16, 15, 8] : when ¬ ¬ the mixing time is Ç´Ò ÐÓ Òµ, while for ¬ ¬ it is ÜÔ´ª´ÔÒ µµ. Thus the phase transition (a static phenomenon) has a dramatic computational manifestation in the form of an explosion from optimal to exponential in the running time of a natural algorithm. This result stands as perhaps the most convincing example to date of an intimate connection between phase transitions and computational complexity.
One of the most interesting questions left open by the above result is the influence of the boundary condition on the mixing time. It has been conjectured that, in the presence of an all-´·µ boundary, the mixing time in should remain polynomial in Ò at all temperatures [7, 10] . This captures the intuition that the only obstacle to rapid mixing for ¬ ¬ is the long time required for the dynamics to get through the "bottleneck" between the´·µ-phase and the´ µ-phase; the presence of the´·µ-boundary eliminates the´ µ-phase and hence the bottleneck. Formalizing this intuition, however, has proved very elusive.
In this paper we prove a strong version of the above conjecture in what is known in statistical physics as the Bethe approximation, namely when the lattice is replaced by a regular tree. Specifically, we analyze the mixing time of the Glauber dynamics for the Ising model on a tree with´·µ-boundary condition on its leaves, and show that it remains Ç´Ò ÐÓ Òµ at all temperatures. (With a free boundary, the mixing time on a tree is polynomial at all temperatures, but the exponent grows arbitrarily large at low temperatures as ¬ ½ .) This is apparently the first result that quantifies the effect of boundary conditions on the dynamics in an interesting scenario. We stress that, while the tree is simpler in some respects than due to the lack of cycles, in other respects it is more complex: e.g., it exhibits a "double phase transition" (see below). Moreover, the Ising model on trees has recently received a lot of attention as the canonical example of a statistical physics model on a "non-amenable" graph (i.e., one whose boundary is of comparable size to its volume) -see, e.g., [3, 5, 6, 9, 12, 13, 14] . In the next subsection, we briefly describe the Ising model on trees before stating our results in more detail. i.e., the "high temperature" region, in which the Gibbs measure is unique, is defined by ¬ ¬ ¼ [21] . However, in contrast to the model on , there is now a second critical point ¬ ½ ½ ¾ ÐÒ´Ô ·½ Ô ½ µ [6, 12] , which delimits the region where "typical" boundary conditions exert long-range influence on the root. I.e., there is now an "intermediate" region ¬ ¼ ¬ ¬ ½ in which the´·µ-and´ µ-boundaries exert long-range influence but typical boundaries do not, while in the "low temperature" region ¬ ¬ ½ long-range influence occurs even for typical boundaries. ¬ ½ has alternative interpretations as the critical value for extremality of the Gibbs measure and the threshold for noisy data transmission on the tree [9] .
The Ising model on trees
The Glauber dynamics for the Ising model on trees has also been studied. In a recent paper [3] , it is shown that the mixing time with a free boundary on a complete -ary tree with Ò vertices is Ç´Ò ÐÓ Òµ at high and intermediate temperatures (i.e., when ¬ ¬ ½ ) Ý . Moreover, as soon as ¬ ¬ ½ the mixing time becomes Ò ½·ª´½µ , and the exponent is unbounded as ¬ ½. Thus the critical point ¬ ¬ ½ is reflected in a jump in the mixing time from optimal to super-linear.
When one considers the effect of boundary conditions, trees differ greatly from because their boundary is very large (of size Ç´Òµ rather than Ç´Ò ½ µ as Ý Actually [3] proves this only for sufficiently high temperatures, but the argument can be extended to all ¬ ¬ ½ [20] . in ). To compensate for this, one introduces an external field that adds to all (non-boundary) spins a bias in the direction of the field. The Gibbs distribution then becomes
Now it is well known [11] that, for all ¬ ¬ ¼ , there is a critical value ´¬µ ¼ of the field such that the Gibbs measure is not unique when , and is unique when (see Fig. 1 the Gibbs measure is unique for all , and is defined to be zero.) Thus in the presence of a´·µ-boundary, the tree with an external field of value is the analog of the classical case of with zero field.
In our results, we analyze the Glauber dynamics over the full range of values of both ¬ and . The fact that we are able to handle external fields (including the critical value ) brings our results for trees rather close to the original conjecture for .
Main results and techniques
Translating the conjecture mentioned earlier to the tree setting, we would wish to prove that, in the presence of a´·µ-boundary, the mixing time on the tree is bounded by a fixed polynomial at all temperatures, and all values of the external field. This is the content of our first main result; in fact, we prove that the mixing time is Ç´Ò ÐÓ Òµ, which is optimal: This analysis has several advantages over previous ones [3, 20] : it is more direct, applies also when there is an external field, gives a technically stronger result (as explained below), and applies to models more general than the Ising model. We now proceed to sketch some of our techniques and point out the main technical innovations. We also explain why our results are in fact quite a bit stronger and more general than Theorems A and B stated above.
In the settings of both theorems, we actually prove the stronger property that the Glauber dynamics has logarithmic Sobolev constant bounded below by ª´Ò ½ µ. The log-Sobolev constant bounds the rate of decrease of relative entropy; by standard theory, the above bound on it implies not only a mixing time of Ç´Ò ÐÓ Òµ, but also a number of other properties such as hypercontractivity (see, e.g., [22] ). No analysis of the log-Sobolev constant was known for any of the situations we study here (except at very high temperatures). We warm up for the log-Sobolev constant by first proving that the conceptually simpler spectral gap (i.e., the difference between the second-largest eigenvalue and 1) of the Glauber dynamics is ª´Ò ½ µ. The spectral gap measures the rate of decay of variance, and the above bound on it leads to a weaker bound of Ç´Ò ¾ µ on the mixing time. Þ Our analysis of both the log-Sobolev constant and the spectral gap rests on a certain spatial mixing condition: if the influence of the spin at the root of the tree on the spins at its leaves decays fast enough with the depth, then we show how to deduce bounds on the spectral gap and the log-Sobolev constant. Our treatment of the two quantities differs only in that influence is measured in terms of the variance and entropy respectively of functions of the spins. Crucially, in contrast to previous approaches we do not require this decay to hold in arbitrary environments, but only for the measure under consideration. This opens up for the first time the possibility that the condition holds for some boundary conditions and not for others (with the same values of temperature and external field).
Þ By a separate argument relating the spectral gap to the logSobolev constant for spin systems on trees, which is of independent interest, we are able to improve this bound to Ç´Ò ÐÓ ¾ Òµ without analyzing the log-Sobolev constant directly; see the full version [18] .
The second main ingredient of the paper is establishing the above spatial mixing condition in the scenarios of interest: namely, with a´·µ-boundary at all temperatures and fields, and arbitrary boundaries at high and intermediate temperatures or large fields. For this purpose we introduce two quantities, and , that bound the rate at which a spin disagreement at one site (in two copies of the system) can percolate down and up the tree respectively. It is not too hard to see that, if the product is small enough, then the variance mixing condition holds (and hence the spectral gap is bounded); surprisingly, with a bit more work essentially the same condition on can be seen to imply entropy mixing and hence a bound on log-Sobolev.
Finally, we mention that our techniques actually apply (with suitable modifications) to a much wider class of spin systems on trees than just the Ising model, including the Potts model and models with hard constraints such as the zero-temperature antiferromagnetic Potts model (colorings) and the hard-core model (independent sets). Details of these extensions can be found in a companion paper [19] .
The paper is organized as follows. After giving some basic definitions and notation in Section 2, in Section 3 we define the spatial mixing condition for variance and relate it to the spectral gap. We go on to verify this condition in the scenarios of interest in Section 4, thus proving a slightly weaker version of Theorems A and B with mixing time Ç´Ò ¾ µ. Finally, in Section 5 we outline the parallel analysis for the log-Sobolev constant which strengthens the bounds to Ç´Ò ÐÓ Òµ.
Preliminaries
Gibbs distributions on trees
For ¾, let Ì denote the infinite -ary tree (in which every vertex has children). We will be concerned with (complete) finite subtrees Ì of Ì ; if Ì has depth Ñ then it has Ò ´ Ñ·½ ½µ ´ ½µ vertices, and its boundary Ìconsists of the children (in Ì ) of its leaves, i.e., Ì Ñ·½ . We identify subgraphs of Ì with their vertex sets, and write ´ µ for the edges within a subset , and for the boundary of (i.e., the neighbors of in´Ì
Fix an Ising spin configuration on the infinite tree Ì . We denote by ª Ì the set of (finite) spin configurations ¾ ¦ ½ Ì Ì that agree with on Ì ; thus specifies a boundary condition on Ì . Usually we abbreviate ª Ì to ª. For any ¾ ª and any subset Ì , we denote by the Gibbs distribution over ª conditioned on the configuration outside being : i.e., if . In case Ì we use the abbreviations ´ µ Î Ö µ and ÒØ´ µ.
We record here some basic properties of variance and entropy that we use throughout the paper:
This equation expresses a decomposition of the variance into the local conditional variance in and the variance of the projection outside . , and for any function ,
Properties (ii) and (iii) are consequences of the fact that variance w.r.t. a fixed measure is a convex functional. Proofs are given in the full version [18] . All three properties also hold with Î Ö replaced by ÒØ.
The Glauber dynamics
The (heat-bath) Glauber dynamics is the following Markov chain on ª ª Ì . In configuration
make a transition as follows: . It is a well-known fact (and easily checked) that the Glauber dynamics is ergodic and reversible w.r.t. the Gibbs distribution Ì , and so converges to the stationary distribution . We measure the rate of convergence by the mixing time: 
(The l.h.s. here is the general definition for any Markov chain; the equality holds when specializing to the case of the heat-bath dynamics.) Thus ´ µ is the standard Dirichlet form scaled by a factor of Ò, and can be thought of as the "local variation" of . Note that ´ µ depends only on the Gibbs distribution . The (scaled) spectral gap and log-Sobolev constant compare the local variation ´ µ (respectively, ´Ô µ) to the variance and entropy respectively of :
where the infimum in each case is over non-constant functions . These two quantities measure the rate of decrease of variance and relative entropy respectively (see, e.g., [22] ). The quantity Ô also has a natural interpretation as the eigenvalue gap of the Markov transition matrix È (scaled by a factor of Ò).
Specializing to the Glauber dynamics standard results relating the mixing time to the spectral gap and log-Sobolev constant (see, e.g., [22] ) we get: Note that the foregoing are properties of the boundary condition (as well as of the model parameters ¬ ).
Thus to prove Theorems A and B our goal will be to show that, for the stated combinations of ¬ and boundary condition , ×Ó ´ µ ª´½µ, i.e., that ÒØ´ µ ÓÒ×Ø ¢ ´Ô µ. We will in fact first prove that Ô ª´½µ, i.e., that Î Ö µ ÓÒ×Ø ¢ ´ µ, because this is conceptually similar and technically easier, and already proves Theorems A and B with the slightly weaker mixing time bound of Ç´Ò ¾ µ. We will then describe how to extend the analysis to ×Ó .
Finally, we note that our choice of the heat-bath dynamics is inessential. Since changing to any other reversible update rule (e.g., the Metropolis rule) affects ×Ó and Ô by at most a constant factor, our analysis applies to any choice of Glauber dynamics.
Spatial mixing conditions
In this section we define a certain spatial mixing condition (i.e., a form of weak dependence between the spin at a site and the configuration far from that site) for a Gibbs distribution , and prove that this condition implies that Ô´ µ ª´½µ. An analogous condition implies that ×Ó ´ µ ª´½µ. Our spatial mixing conditions have two main advantages over those used previously: first, the conditions for the spectral gap and the log-Sobolev constant are identical in form, allowing a uniform treatment; second, and more importantly, they are measure-specific, i.e., they may hold for the Gibbs distribution induced by some specific boundary configuration while not holding for other boundary configurations. Hence, the conditions are sensitive enough to show rapid mixing for specific boundaries even though the mixing time with other boundaries is slow for the same choice of temperature and external field. Due to lack of space, we will state and prove the results here only for Ô ; the extension to ×Ó essentially involves a syntactic substitution of variance by entropy, and we outline it in Section 5.
Reduction to block analysis
Before presenting the main result of this section, we need some more definitions and background. For each site Ü ¾ Ì , let Ü Ì denote the subtree (or "block") of height ½ rooted at Ü, i.e., Ü consists of levels. (If Ü is levels from the bottom of Ì then Ü has only levels.) In what follows we will think of as a suitably large constant. By analogy with expression (7) for the Dirichlet form, let ´ µ È Ü¾Ì Î Ö Ü ´ µ denote the local variation of w.r.t. the blocks Ü . A straightforward manipulation (see, e.g., [15] , keeping in mind that each site belongs to at most blocks) shows that Ô can be bounded as follows:
As before, the infimum is taken over non-constant functions (and henceforth we omit explicit mention of this). The importance of (9) is that Ñ Ò Ü Ô´ Ü µ depends only on the size of Ü and ¬, but not on the size of Ì ; in fact, it is at least ª´ ´ ¬µ¡ µ [3] .
Therefore, in order to show that Ô is bounded by a constant independent of the size of Ì , it is enough to show that, for some finite , Î Ö´ µ ÓÒ×Ø ¢ ´ µ for all functions . This is what we will show below, under the relevant spatial mixing condition. As a side remark, notice that Ò ´ µ Î Ö´ µ is exactly the (scaled) spectral gap of the Glauber dynamics based on flipping blocks Ü , rather than single sites Ü.
Spatial mixing
We are now ready to state our spatial mixing condition.
For Ü ¾ Ì , write Ì Ü for the subtree rooted at Ü, and Ì Ü for Ì Ü Ò Ü , the subtree Ì Ü excluding its root. Let us briefly discuss the above condition. Essentially, ´ µ gives the rate of decay with distance of point-to-set correlations. To see this, note that the l.h.s. Î Ö ÌÜ ÌÜ´ µ is the variance of the projection of onto the root Ü of Ì Ü , which is at distance from the sites on which depends. It is also worth noting that the required uniformity in in ÎÅ is not very restrictive: since the distribution ÌÜ depends only on the restriction of to the boundary of Ì Ü , and since ¾ ª Ì (i.e., agrees with on Ìand therefore on the bottom boundary of Ì Ü ), the only freedom left in choosing is in choosing the spin of the parent of Ü.
Thus, ÎÅ is essentially a property of the distribution induced by the boundary condition . It is this lack of uniformity (i.e., the fact that we need not verify ÎÅ for other boundary conditions) that makes it flexible enough for our applications.
The Thus in order to show that Ô´ µ á ½ µ for a particular boundary condition , it suffices to show that ÎÅ with the above parameters holds for some fixed and AE ¼, for all Ì with Ì a full subtree.
Remark:
In [3] it was shown that for general nearestneighbor spin systems on any bounded degree graph, if Ô´ µ is bounded independently of Ò then exhibits an exponential decay of point-to-set correlations (i.e., ÎÅ´ ÜÔ´ ¢´ µµµ holds for all ). The authors of [3] posed the question of whether the converse is also true. Theorem 3.2 (which holds for general nearest-neighbor spin systems on a tree) answers this question affirmatively when the graph is a tree. In fact, combining our results with [3] implies that the decay of point-to-set correlations on a tree is either slower than linear or exponentially fast.
For the proof of Theorem 3.2 it is convenient to work with a spatial mixing condition that is somewhat more involved than ÎÅ. The main difference is that we want to allow for functions that may depend on Ü (the first levels of Ì Ü ) and thus need to introduce a term for this dependency. The modified condition expresses the property that the variance of the projection of any function onto the root Ü of Ì Ü can be bounded up to a constant factor by the local variance of in Ü , plus a negligible factor times the local variance of in Ì Ü . As the following lemma states, the modified condition (with appropriate parameters) can be deduced from ÎÅ. A similar statement appears in [4] . The proof involves an application of standard inequalities from functional analysis and is deferred to the full version.
Proof of Theorem 3.2:
Consider an arbitrary function ª Ê. Our first goal is to relate Î Ö µ to the projections Î Ö ÌÜ ÌÜ´ µ for Ü ¾ Ì , so that we can apply the above mixing condition. Recall that Ì has Ñ · ½ levels, and define the increasing sequence
Ì , where consists of all sites in the lowest levels of Ì . Thus is a forest of height ½. Using (3) recursively, and the facts that ·½´ ´ µµ ·½´ µ and ¼´ µ , it is easy to obtain
Now a fundamental property of nearest-neighbor interaction models on a tree is that, given the configuration on Ì Ò , the Gibbs distribution on is just a product of the marginals on the subtrees rooted at the sites Ü ¾ Ò ½ . Using inequality (4) for the variance of a product measure, we therefore have that
where in the second inequality we used convexity of variance as in (5) 
The spectral gap
In this section, we will prove that the spectral gap of the Glauber dynamics is bounded in all of the situations covered by Theorems A and B in the Introduction. By Theorem 2.1, this immediately implies that the mixing time is Ç´Ò ¾ µ in these situations, thus verifying a weaker version of Theorems A and B. The improvement from Ç´Ò ¾ µ to Ç´Ò ÐÓ Òµ will follow from our analysis of the log-Sobolev constant in the next section. Remark: The validity of ÎÅ, i.e, the decay of point-toset correlations, is of interest independently of its implication for the spectral gap (an implication which is new to this paper): e.g., it is closely related to the purity of the infinite volume Gibbs measure and to bit reconstruction problems on trees [9] . In the special case of ¼ , part´ µ of Theorem 4.1 was recently proved using various methods [6, 12, 3] . Our motivation for presenting another proof (in addition to handling general ) is the simplicity of our argument compared with previous ones. As far as part´ µ is concerned, we are unaware of any previous results for the case of the´·µ-boundary other than the fact that ÎÅ´ Ó´½µµ must hold because the´·µ-phase is pure (see, e.g., [11] ).
The rest of this section is divided into two parts. First, we develop a general framework based on coupling for establishing exponential decay of point-to-set correlations. This framework identifies two key quantities, and , and states that when their product is small enough then ÎÅ holds. Then, in the second part, we go back to proving Theorem 4.1 by calculating and for each of the above two regimes separately. We now identify two constants that are crucial for our coupling argument: Note that is the same as , except that the maximization is restricted to Ì Þ and the boundary Ü Notice that we do not specify the rest of the configuration outside ÌÜ since it has no influence on the distribution inside ÌÜ once the spin at the parent of Ü is fixed.
A coupling argument for decay of correlations
site Ý being the parent of Þ; hence always .
Since involves Gibbs distributions only on maximal subtrees Ì Þ , it may depend on the boundary condition at the bottom of the tree. By contrast, bounds the worst-case probability of disagreement for an arbitrary subset and arbitrary boundary configuration around , and hence depends only on´¬ µ and not on . It is the dependence of on that opens up the possibility of an analysis specific to the boundary condition. For example, at very low temperature and with no external field, is close to ½ in the free boundary case, while it is close to zero in the´·µ-boundary case.
In our arguments will be used to bound the probability of a disagreement percolating one level down the tree, namely, when we fix a disagreement at Ü and couple the two resulting marginals on a child Þ of Ü. On the other hand, will be used in order to bound the probability of a disagreement percolating up the tree, namely, when we fix a single disagreement on the bottom boundary of a block, say at Ý (with the rest of the boundary configuration being arbitrary), and couple the marginals on the parent of Ý.
The novelty of our argument for establishing ÎÅ comes from the fact that we identify two separate constants and , and consider their product, rather than working with alone: by self-duality of the Ä ¾ norm -see [18] ) that it is enough to establish a dual contraction, i.e., to consider an arbitrary function that depends only on the spin at the root and show that, when projecting onto levels and below, the variance shrinks by a factor . Formally, it is enough to consider an arbitrary function that does not depend on Ì Ü ß and show that
We therefore proceed with the proof of (14), which goes via a coupling argument. A coupling of two distributions ½ ¾ on ª is any joint distribution on ª ¾ ß Effectively this means that, conditioned on the configuration outside ÌÜ being , depends only on the spin at the root Ü. The proof of Claim 4.4 uses standard tools and we only sketch it briefly here. The idea is to use a recursive coupling along paths in the tree (see, e.g., [3] or the full version of this paper [18] for details of this coupling).
Part (i) then follows because for every site Ý that is levels below Ü, the probability of a disagreement percolating down from Ü to Ý is at most (since the probability that it percolates down one level is at most ). For part (ii), notice that it is enough to consider the case where and ¼ differ at a single site: the general case then follows by a triangle inequality. In turn, the probability of a disagreement at Ý percolating all the way up to Ü is at most , again by coupling along a path, this time from Ý to Ü, and since at each step the probability of disagreement is bounded by .
We now complete the proof of (14) using Claim 4.4.
Consider an arbitrary that does not depend on Ì Ü . Let Ô ÌÜ´ Ü · µ and Õ ½ Ô ÌÜ´ Ü µ. We also write · for ´ µ, where is any configuration that agrees with outside Ì Ü and such that Ü ·.
(This is well defined since does not depend on Ì Ü ).
We define similarly. Without loss of generality we may assume that, in the coupling from Claim 4.4, both the coupled configurations agree with outside Ì Ü with probability ½. We then have (14), and hence of Theorem 4.3.
Remark:
We emphasize that Theorem 4.3 is not specific to the Ising model and generalizes to arbitrary nearest-neighbor models on a tree. Although we used the fact that the Ising model has only two possible spin values, the proof can easily be generalized to more than two spin values at the cost of a factor ½ Ô Ñ Ò in front of´ µ in ÎÅ, where ÔÑ Ò is the minimum probability of any spin value as defined just before Theorem 5.2 below. Thus, since Theorem 3.2 also applies to general nearest-neighbor spin systems on a tree, we conclude that the implication from ½ to a bounded Ô´ µ holds for any such system (with the definitions of and extended in the obvious way to systems with more than two spin values). See the compantion paper [19] for details.
Proof of Theorem 4.1
In this section we go back to proving Theorem 4. shall see, for we can do better in some cases by computing the magnetization at the root; when this differs from ½ we get a better bound than Ã ¬´½ µ.
We can now proceed to the proof of Theorem 4.1:
(i) Arbitrary boundary conditions
Here, the boundary condition is arbitrary and we first consider the (easy) case when ¬ ¬ ¼ or ´¬µ (i.e., is super-critical). In this case we do not need to resort to the calculation of and . As discussed in the Introduction, in this regime there is a unique infinite volume Gibbs measure, so certainly the variation distance at the root Ñ Ü ¼ Ü ¼ Ü Ü goes to zero as increases. In fact, it is not too difficult to see that in the above regime this variation distance goes to zero exponentially fast, which directly implies the desired exponential decay of correlations (ÎÅ) by plugging the bound on the variation distance into expression (15) (16) and observe that, for any Þ ¾ Ì, Ê Þ Â´ µ´¼ µ, where Â´ µ stands for the -fold composition of Â, and is the distance of Þ from the bottom boundary of Ì. We now describe some properties of Â that we use (refer to Fig. 2 Proof: From the definitions of Â and we have:
This completes the proof of Theorem 4.1 part (ii).
The log-Sobolev constant
In this section we indicate how to extend the machinery of Sections 3 and 4 to the log-Sobolev constant ×Ó , proving that it too, like Ô , is ª´½µ in all the scenarios we have analyzed. By Theorem 2.1 this improves our mixing time bounds from Ç´Ò ¾ µ to Ç´Ò ÐÓ Òµ, and hence verifies Theorems A and B of the Introduction. Though technically slightly more involved, our analysis of ×Ó follows conceptually very similar lines to that of Ô ; we therefore only outline it here and refer the reader to the full version [18] for the details.
The first ingredient is a spatial mixing condition for entropy, analogous to ÎÅ in Section 3. Starting from this condition, the proof proceeds exactly as in Section 3, under the syntactic substitution of Î Ö by ÒØ. Note that the only properties of Î Ö that we used were (3), (4) and (5), which also hold for ÒØ.
The second ingredient is the verification of Å in the situations of interest. Perhaps surprisingly, it turns out that this can be reduced to essentially the same condition on the quantities and from Definition 4.2 as we used for the spectral gap. Specifically, we get the following analog of Theorem 4.3: 
Remark:
We should note that the above machinery, like its counterpart for the spectral gap, holds for any spin system on a tree, as explained in the companion paper [19] . in Theorem 4.3. This argument is spelled out in detail in the full version [18] .
