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Abstract
Eukaryotic chemotaxis involves distinct cell shapes, with movement in shallow
gradients dominated by split pseudopods and a single, broad leading edge in steep
gradients, but little is known about the significance of these modes. In this thesis,
I demonstrate that the shape of aggregating Dictyostelium discoideum cells is im-
portant for chemotaxis at the fundamental limit of gradient sensing. Using Fourier
shape descriptors, I show that Dictyostelium cells occupy a naturally low-dimensional
space of shapes, and that these cell shapes depend on the external environment. I
present evidence that this space is restricted by treatments with a phospholipase A2
inhibitor, which is known to inhibit chemotaxis. I show that biophysical simulations
can recreate wild-type chemotaxis and shape behaviour, and that restrictions to
the shape of these simulations alone, with no change made to their biochemistry,
are sufficient to recreate the drop in chemotactic accuracy seen in drug-treated live
cells. I then discuss further applications of physical principles to understanding cell
shape and chemotaxis, and the application of shape analysis to other areas of cell
biology, specifically to the formation of immune synapses in T cells.
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Chapter 1
Introduction
1.1 Systems biology and biological physics
The history of molecular biology is largely a story of reductionist practices. Tradi-
tionally, the field has advanced by breaking a problem into its constituent parts and
analysing the functions of these parts in isolation. A key example of this style of
research, which is still a crucial part of expanding our biological understanding, is
the practise of knocking a gene out to understand its function by comparing the
phenotype of the resultant organism with wild-type. Such an approach has been
invaluable throughout the 20th century, and has provided us with extensive knowl-
edge about the involvement of genes and proteins in a range of biological processes.
However, these methods do little to show how actors drive a process in concert, or
if and how their interactions produce more beneficial behaviour than other possible
arrangements. Furthermore, the counter-intuitive nature of the behaviour of biolog-
ical networks makes it unlikely that their properties can be understood using such
practices alone. In contrast to this reductionist style, the relatively young discipline
of systems biology investigates the behaviour generated when the various parts of a
biological system interact. It explores principles such as robustness and adaptation
that were previously the domain of engineering disciplines. This highly quantita-
tive approach has been extraordinarily successful, and within a little over a decade
has grown from initial investigations, rooted in earlier holistic disciplines, such as
population modelling and cybernetics, into a robust discipline in its own right.
The study of the properties of systems and networks in biological disciplines
is, in fact, nothing new. As early as the 1930s Ludwig von Bertalanffy worked on
topics that would become part of his general systems theory (GST) [1], and Norbert
Weiner’s 1948 work on cybernetics discussed principles of self-regulating systems in
both biology and engineering [2]. The mathematical treatment of problems has long
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been an element of developmental biology: In the book ”On Growth and Form”, Sir
D’arcy Wentworth Thompson made note of the appearance of Fibonacci sequences
in plant structures, and suggested that the different body plans of animals could
be related through mathematical transformations. Alan Turing, more famous for
his work in computer science, made a significant contribution to the understanding
of morphology and development, showing that complex patterns can form spon-
taneously from simple biochemical interactions [3]. The mathematical exploration
of population dynamics is at the core of ecological modelling, with roots at least
as far back as the predator-prey equations of Alfred Lotka [4], an perhaps even to
Thomas Malthus’ work describing the restriction of human population growth by
food availability [5].
The term systems biology has come to refer to a number of connected ideas,
and in particular can be described by two aspects. Firstly, it is a field of study that
concerns itself with the system-level properties of biological processes, much like its
predecessors, however with a particular focus on molecular biology. In this sense,
systems biology can be seen as the study of how the interactions of the molecular
components of a biological system lead to its function. This point of view has
proven to be very powerful, leading to insights that would be difficult to achieve
by exploring the components in isolation. A famous analogy from the early days of
the discipline is understanding an aeroplane: a study of each component in isolation
would be unlikely to reveal that the machine’s purpose is to fly [6], let alone how it
achieves this. The second aspect of systems biology is a paradigm for study design.
Studies in systems biology are usually highly data-driven, with a cycle of feedback
between predictions derived from mathematical and computational modelling and
experimental observations verifying and motivating these theoretical models. These
two sides of systems biology are intimately connected. Earlier attempts at a whole-
systems understanding of molecular biology were ultimately limited by the scarcity
of empirical information about the systems under scrutiny. In contrast, modern
systems biology has benefitted from recent developments in computational power,
as well as from the huge amount of data generated by high-throughput -omics tech-
niques. Developments in imaging have been no less influential; the discovery of
green fluorescent protein (GFP) (and its tweaking to produce other colours of fluo-
rescent protein) has revolutionised image data gathering, allowing us to see, in vivo,
levels of gene expression. Proteins can be fused with GFP in the genome, allowing
their positions to be identified in a living cell, and fluorescent resonance energy
transfer (FRET) can be used to identify protein-protein interactions by fluorescing
when tagged proteins bind to one another. This has led to a deluge of image data
on the spatial and temporal dynamics of a wide range of molecular processes that
14
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can be used to further systems-level research.
The field has a number of success stories: metabolic control analysis (MCA) has
found a renewed vigour with access to an expanded knowledge of the proteome and
interactome. The method originally developed in the 1970s to provide theoretical
context to metabolic investigations [7], and evolved to counter the theory that all
metabolic pathways contained a single rate-limiting element [8], but it is now proving
to be especially useful in the identification of potential drug targets [9].
Systems biology has also greatly elucidated the importance of noise in a number
of biological processes. Rather than a deterministic transition from genotype to
phenotype, or even a dependence on specific environmental conditions to generate
a particular phenotypic response, it is increasingly clear that many systems rely on
(and, in fact, exploit) the inherent randomness of molecular interactions. An exam-
ple of this is bacterial bet-hedging, in which a genetically homogeneous population
exposed to the same environmental stimuli maintains a degree of phenotypic diver-
sity. This is apparent in E. coli populations, in which a fraction of the population
will switch into a persistent state without external stimulus, allowing them to sur-
vive exposure to antibiotics [10]. Theoretical work shows that this stochastic, rather
than environment-driven, switching is in fact a strategy for dealing with environ-
ments that change infrequently and unpredictably, and is optimal where bacterial
state switches mimic environmental switching rates [11].
Another key success of systems biology is the unravelling of bacterial chemo-
taxis, the ability of cells to move up or down external chemical gradients. As the
bacterium moves into areas of higher concentration, increased signal strength sup-
presses turning behaviour (tumbling), keeping the cell moving in the same direction
(running). Though it has long been understood that such biased “run and tumble”
behaviour causes net movement up a gradient, the kinetics with which Escherichia
coli adapted to new environments [12], the biochemical mechanism of adaptation
[13] and the robustness of the biochemical network [14] were only revealed through a
combination of mathematical and experimental work that came to be the signature
of systems biology.
Whilst powerful, systems biology can have a strong dependence on a knowledge
of precisely which elements the system contains. Though simplifying assumptions
can (and often have to) be made, imposing structure for the purposes of simplicity
can have profound effects on the outcome of a model. How, then, should we ap-
proach problems where we might lack crucial molecular information? Such situations
may best be approached using the tools of biological physics, another discipline that
brings numerical skill-sets to bear on biological problems. The philosophy is that,
as biological systems are physical entities, subject to physical constraints, physics
15
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can often provide a fresh perspective from which to interrogate them. One can use
idealised physical models to uncover universal aspects of the behaviour of a class of
systems, or fundamental physical limits on their performance. Physical constraints
often apply across radically different scales, in systems with no clear similarity in
composition, and as such can be described using similar methods. Take for example
the principle of maximum entropy: the essence of this principle is that, given some
prior knowledge of a system that can take a number of configurations, the system is
best represented by the distribution of configurations that yields the highest entropy
without contradicting our prior knowledge. This extremely general statement about
our ability to infer from data has found a wide range of applications. Maximum
entropy models have found applications in DNA and protein sequence alignment
[15], species distribution [16], and antibody diversity in zebrafish [17]. Also rooted
in physics, the Ising model has found numerous biological applications. Originally
a model of ferromagnetism, it has since been used to explain the firing patterns of
neurons [18], the gain in signalling by clusters of receptors [19], and the collective
behaviour of large flocks of starlings [20, 21]. In all these cases, the crucial philos-
ophy is to impose only the minimal structure that must constrain a system, which
may be overlooked in more complicated models.
1.2 Eukaryotic chemotaxis
1.2.1 Introduction to Eukaryotic chemotaxis
Chemotaxis is the directed movement of cells in response to external concentration
gradients of chemicals. It is important in all walks of life. Bacteria use chemotaxis
to move into favourable environments, toward food sources and away from toxins.
In eukaryotes, the range of processes that involve chemotaxis is staggering, and
many are medically important: immune response and wound healing involve the
secretion by immune cells of chemokines [22], which signal to other immune cells
the location of wounds and infections to recruit them to the site, and through them
to promote inflammation. Such chemokines also promote the tissue regrowth, and
the development of new blood vessels, guided by chemotaxis (angiogenesis) [23].
Chemotaxis guides the growth-cones of developing neurons [24], the patterning of
tissues during embryogenesis, and its mechanisms are co-opted in cancer metastasis
[25]. In prokaryotes, the mechanisms of chemotaxis are well understood. Their
characterisation was an early success for systems biology, and bacterial chemotaxis
is broadly thought to be a solved problem (though striking a balance between energy
cost, speed and accuracy of measurement remains a topic of discussion [26, 27],
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as do the evolutionary origins of the system [27]). This is not the case for the
analogous process in eukaryotes. In comparison to the compact system governing E.
coli, eukaryotes employ a sprawling web of interacting molecules [28], with the roles
of some important parts of the web discovered relatively recently: phospholipase
A2 (PLA2), for example, is now known to mediate chemotactic responses [29, 30],
though the rest of this signalling pathway remains poorly described. PLA2 has been
shown to affect chemotactic responses independently of the better-understood PI3K
pathway [30], however additional independent pathways may exist: RasGEF appears
to modulate the actin cytoskeleton via the transducer of regulated CREB domain
protein 2 (TorC2) and a pathway controlled by soluble guanylyl cyclase (sGC) seems
to emerge as a fourth mechanism in Dictyostelium cells that have been starved for
long periods [31].
A key player in the still-unfolding story of eukaryotic chemotaxis is the amoeba
Dictyostelium discoideum. Easy to culture and genetically tractable, this soil-
dwelling organism is a model for the study of chemotaxis in eukaryotes. They
are obligate chemotaxers: not only do Dictyostelium cells chemotax toward folate
when hunting bacteria as a food source, but when starved, they move up gradi-
ents of cyclic adenosine monophosphate (cAMP), which the population secretes in
conditions of deprivation to orchestrate aggregation and the formation of a fruiting
body. It is remarkable quite how accurately Dictyostelium cells are able to react
to cAMP gradients, with experiments indicating that they are able to react to dif-
ferences in receptor occupancy of as little as 1% across their length [32]. Other
cell types are equally remarkable: growing nerve axons achieve similar accuracy in
directional sensing and neutrophils are also noted for their accurate responses to
chemical gradients.
1.2.2 Physical limits on the accuracy of chemosensing
The astounding accuracy with which live cells chemosense is well known, but it is
certainly not well understood. Physically-grounded theories can put these exper-
imental results into context, telling us how accurately a cell can possibly sense,
and thus allowing us to determine if the chemotactic accuracy of live cells is an
extraordinary or a pedestrian phenomenon. In any such model, uncertainty in gra-
dient and concentration measurements derives from noise, distortions to the “true”
signal through either random processes governing external signals (extrinsic noise),
or randomness in internal processes, for example in the transduction, processing of
and response to these signals (intrinsic noise).
Extrinsic noise chiefly comes from randomness in the arrival of ligand molecules
17
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as they diffuse to receptors on the cell surface, as well as through the binding and
rebinding of the same ligand molecule. Berg and Purcell explored the theoretical
upper limits on the accuracy of chemosensing in the extrinsic-noise-limited case with
a number of thought experiments. Of particular note is their “perfect monitor” [33],
a spherical volume that knows exactly the number of ligand molecules within it. The
known volume and ligand number provide the perfect monitor with a concentration
estimate, and random fluctuations in ligand number introduce uncertainty. These
random fluctuations depend only on the concentration, and relate to it as follows:(
δc
c
)2
∼ 1
DacT
(1.1)
where δc represents fluctuations in the concentration c, and D,a and T are, respec-
tively, the diffusion constant of the ligand, the radius of the cell, and the time period
over which the readings are averaged. This model has since been extended, exploring
its gradient sensing accuracy by assuming knowledge of the positions of all contained
ligand molecules, and has been superceded both in gradient and concentration sens-
ing by the perfect absorber model [34]. The perfect absorber instead measures the
positions of arriving ligand molecules at its surface and subsequently removes them
from the system, preventing noise from repeated measuring of the same molecule.
As this requires ligand molecules to reach the surface, the same principle of diffusive
extrinsic noise is responsible for limiting the accuracy of chemosensing.
Intrinsic noise in chemosensing comes from the random births, deaths and in-
teractions of individual signalling molecules. It has been shown that the suppression
of these random events is intrinsically costly, as the standard deviation in molecule
numbers decreases with the quartic root of the number of signalling events [35]. For
important processes there is a correspondingly heavy investment, for example bac-
terial plasmids are often produced in high numbers in order to guard against plasmid
loss upon cell division. In systems other than chemosensing and signalling, other
active strategies exist for reducing the impact of noise. Kinetic proofreading, for
example, introduces additional checks to reduce the error rate in processes such as
transcription, translation and DNA replication [36]. In this case, high copy-numbers
could not possibly work, as the errors are not introduced through fluctuations in the
number of interactions, but rather through the partial binding affinities of unsuitable
molecules.
As an accurate reading of the external environment is crucial to the success of a
cell, it will to some degree invest in noise-reduction. One example of this is receptor
clustering: in bacterial chemotaxis, receptors are known to form clusters to amplify
signals. Interestingly, this is in fact disadvantageous when only considering extrinsic
18
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Monitor Absorber
Figure 1.1: The perfect monitor and perfect absorber. (Left) The perfect
monitor is able to count all ligand molecules contained within it (blue circles).
When extended to gradient sensing, the monitor knows exactly their positions, and
estimates the gradient based on this information (blue arrow). (Right) The absorber
counts ligand molecules as they reach its surface (blue circles). It estimates gradients
based on the positions of arriving ligand molecules (blue arrow).
noise: rearranging a set number of receptors into clusters (essentially creating a
system of fewer, ’louder’ receptors) increases noise more than signal [37]. Each
cluster amplifies noise and signal equally, but the trade-off of a reduced number of
clusters hampers signal alone. In addition, the larger size of the clusters makes it
more likely that a cluster will bind and rebind the same molecule, further amplify-
ing noise. The advantage of such clusters arises from reductions in intrinsic noise
through higher copy numbers of signalling molecules. The balancing act between
the suppression of intrinsic noise, and the amplification of extrinsic noise leads to
an optimal cluster size. Though this study considered bacterial chemosensing, the
mechanisms of extrinsic noise amplification and intrinsic noise reduction are in no
way specific to bacteria, and could equally be active in eukaryotes. Indeed, clusters
of receptors, have been observed in neurons [38] and T-cells [39], and is in the latter
case a compelling explanation for the extreme sensitivity of T-cells to antigen.
1.2.3 Mechanism of eukaryotic motility
Motility is a crucial part of chemotaxis, and its mechanisms in eukaryotes are vastly
complicated, involving hundreds of molecular species, whose interactions and dy-
namics are not always entirely clear. The most obvious requirement for motility in
most eukaryotes is the scaffold protein actin, which is responsible for force trans-
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mission in all such cells except the sperm of nematode worms [40]. It is one of
the most common proteins in almost all eukaryotic cells, and all eukaryotes descend
from a common ancestor that generated forces using actin and its respective motor
protein myosin [41]. Actin exists both as a monomeric protein (globular, or G-actin)
and as a long, rigid chain of monomers (filamentous, or F-actin). G-actin is a polar
molecule, with the two ends referred to as barbed (+) and pointed (-). Filaments
are similarly polarised, with actin monomers arranged so that they join where the
barbed end of one meets the pointed end of the other. Filaments extend by the
addition of monomers to the barbed end (Fig. 1.2A), [42].
Though pre-existing filaments extend rapidly with little help, actin monomers
do not assemble themselves into new filaments unassisted [43]. A number of nucle-
ators exist that promote this initial step. In the context of cell motility, the most
important nucleator is the Arp2/3 complex [44], so-called because it contains the
actin related proteins (ARP) 2 and 3. Arp2/3 binds to pre-existing filaments and
initiates a new branch at an angle of 70◦ from the original. Arp2/3 is not active
by default; it requires the interaction of a nucleation promoting factor (NPF), such
as Wiskott-Aldrich syndrome protein (WASp) or SCAR/WAVE to become activated
[45] (Fig. 1.3). WASp is found throughout the cell in an inactive state, but inter-
action with cdc42 frees the C-terminus of the protein to interact with Arp2/3 [46].
Phosphorylation of WASp may also induce its activity [47].
Arp2/3 creates a network of cross-linked actin filaments at the leading edge of
a motile cell, with the barbed ends of filaments oriented toward the cell membrane
(Fig. 1.2B). The membrane is propelled outward by the extension of filaments in
the network, with a new monomer added whenever thermal forces make sufficient
space between the filament end and the membrane. This mechanism of extension
is called a thermal (or Brownian) ratchet [48, 49], as motion is provided through
resisting thermal fluctuations backward, but not forward. This theory is supported
by the finding that actin polymerisation is stalled by high membrane tension, which
would limit the space available for further polymerisation [50, 51, 52].
A number of other factors are important in regulating the turnover of actin in the
cytoskeleton, and maintaining a large enough pool of actin monomers. These include
proteins that sequester actin monomers, filament-capping proteins that prevent fur-
ther elongation, and proteins that break and sever the actin network [53] (Fig. 1.2A).
Cofilin is one such molecule. Though it is often termed an actin severing protein,
its interactions with actin are, in fact, more complicated. Low concentrations of
cofilin are indeed associated with filament severing, however as cofilin concentra-
tion increases beyond 10nM, the rate of severing decreases when compared with its
maximum rate [54]. Severing events appear to occur at the boundaries between
20
1.2. EUKARYOTIC CHEMOTAXIS
ATP ADP
ADP-actin
ATP-actin
A
Pointed-end
depolymerisation
Barbed-end
polymerisation
B
ATP-actin
ADP-actin
Arp2/3
Focal 
adhesion
Membrane
Severing 
protein
Capping
protein
Sequestering
protein
Figure 1.2: Actin network polymerisation. (A). Actin filaments grow through
the addition of ATP-actin monomers to the barbed end, and disassemble from the
pointed end. Additional proteins control the supply of actin monomers via seques-
tering, and control the length distribution of filaments via capping and severing.
(B). Arp2/3 nucleates branches from pre-existing actin filaments. This network
supports outward membrane fluctuations, transducing force to the substrate via
focal adhesions further back in the cell.
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Figure 1.3: Arp2/3 activity in actin networks. The Arp2/3 complex interacts
with F-actin to produce branched networks. Arp2/3 activity requires interaction
with nucleation-promoting factors (NPFs) such as WASp and SCAR/WAVE. These
themselves are subject to further regulation; WASp activity, for example, requires
interaction with Cdc42.
cofilin-bound and unbound regions of actin filaments. As cofilin-bound regions are
more flexible under torsion, it has been suggested that mechanical stress concen-
trates at boundaries, leading to severing. At high concentrations of cofilin, most
monomers are cofilin-bound and fewer boundaries exist, explaining the reduction in
severing rates. Cofilin also dissociates Arp2/3 from the actin to which it binds, both
debranching existing networks and repressing branch formation [55]. As both de-
branching and severing increase the number of free pointed-ends, cofilin encourages
filament depolymerisation and the turnover of actin monomers.
1.2.4 Sensing and signalling
The mechanisms by which eukaryotic cells sense the external environment and signal
a localised response have been extensively explored, however our understanding of
this complex signalling network remains far from complete. It is clear that external
signals are passed across the membrane by G protein-coupled receptors [56, 57],
which then affect a response via two pathways, one mediated by Ras and phos-
phoinositide 3-kinase (PI(3)K), the other by PLA2 [29, 30]. The former pathway
has been the focus of research for many years, and a number of players in it have
been identified: Ras is released when cAMP binds the receptor, and recruits PI(3)K
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to the membrane. This catalyses the production of phosphatidylinositol (3,4,5)-
trisphosphate (PIP3) from phosphatidylinositol (4,5)-bisphosphate (PIP2), which in
turn encourages actin polymerisation via Rac and SCAR/WAVE. In contrast, the
role of PLA2 in mediating chemotaxis has only recently been discovered, and so
its mechanism of action remains unclear. Blocking either pathway has a similar
effect on the accuracy of chemotaxis. In an assay of chemotaxis, Dictyostelium cells
lacking either PLA2 or PI(3)K were found to lose chemotactic accuracy in shallow,
but not in steep, gradients [30]. The two pathways may not be entirely redundant,
however. It is possible that they regulate two alternate mechanisms of repolarisation
in changing environments [58].
1.2.5 Compass models of eukaryotic chemotaxis
Chemotaxis is as much about directional decision-making as it is motility and sens-
ing, and the question of how cells integrate information and effect a response is cru-
cial to understanding the process. Through most of the last decade, the dominant
models of chemotactic decision-making in eukaryotes have been compass-based.
These models suggest that the cell estimates the gradient direction from available
sensory information, and then moves in the appropriate direction. These models
have grown out of a number of experimental observations of the recruitment of
signalling molecules in eukaryotic cells (especially Dictyostelium), in particular:
• Eukaryotes sense spatially. In a temporally stable spatial gradient, Dictyostelium
cells recruit PI(3)K to the region of the membrane local to the external chem-
ical source (and similarly recruit PTEN to the distal region). [59, 60]. Pleck-
strin homology domain Akt protein (PHAKT) displays a similar recruitment
profile to PI(3)K in Dictyostelium, and can also be seen in neutrophils [61].
• Eukaryotes also sense temporally. Step increases of chemoattractant with a
uniform profile encourage recruitment of PI(3)K to the membrane [62]).
• Eukaryotic cells adapt to the environment. The intensity of recruited PI(3)K
and PTEN is independent of the external gradient steepness [59]). Further-
more, recruitment in response to step increases in concentration is transient
[63].
• Non-uniform response is driven by factors downstream of ligand binding.
Ligand receptors remain uniformly distributed during chemotactic responses,
showing that biases are not due to a sensitisation of certain areas of the cell
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by receptor recruitment, but are mediated by later stages in the signalling
cascade [64].
Of particular note are the local excitation, global inhibition (LEGI) models from
the Devreotes lab [65] (Fig. 1.4). The LEGI mechanism is this: external stimuli pro-
mote local production of a slow-diffusing ”excitative” molecule (E). This promotes
a local response regulator (R), which drives recruitment of responsive machinery.
Simultaneously, the external stimuli drive production of a fast-diffusing inhibitor (I)
to the response regulator. This leads to a global competition where R is only lo-
calised at sites with higher stimulus, replicating the recruitment of PI(3)K to regions
local to a chemical source. The response regulator enables adaptation to different
stimulus strengths: Increasing overall stimulus will raise the levels of both E and I,
but as these factors compete in driving R, its overall profile remains the same. This
replicates the adaptation of PI(3)K levels to changes in external stimulus strength.
If the rate of production for I is slower than that of E, R can overshoot its equilib-
rium position prior to settling down when the LEGI cell is exposed to a step-increase
in chemoattractant. Under these circumstances, a LEGI model also replicates the
transient recruitment of PI(3)K that demonstrates temporal sensitivity. LEGI mod-
els have been extended in a number of ways. For example, an additional LEGI
mechanism acting in the same cell has been proposed to explain the localisation of
PTEN at the region distal to the stimulus, with this second LEGI system repressed
rather than excited by external stimuli [66].
Though these features of the model are interesting, their implications for chemo-
taxis aren’t straightforward. It is often argued that the ability of the LEGI model to
reproduce adaptation in chemotaxis sets it ahead of other models [67, 68]. Though
these experimental observations undeniably restrain the dynamics of PI(3)K and
PTEN, it would be incorrect to equate the presence of these chemicals with chemo-
tactic response, which is at its root the movement of a cell via a range of molecular
mechanisms rather than the localisation of any particular chemical. In addition,
many of the experiments used to support LEGI-like models involve the treatment of
cells with latrunculins, drugs that sequester actin monomers to inhibit the produc-
tion of F-actin. As such, the actual motile response of the cell is largely ignored, as
are the potentially important effects of the moving boundary [69]. It appears that
movement is a crucial part of the picture: a recent study demonstrated that PIP3-
enrichment is associated with macropinocytosis, and in fact protrusions enriched in
PIP3 are more likely to be withdrawn into the cell body [70], an observation entirely
at odds with the view of PIP3 as a positive chemotactic indicator. A further study
argues that the primary purpose of PI(3)K and PTEN is not directional decision-
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E
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Figure 1.4: Diagram of LEGI model. The excitatory molecule (E) acts local
to stimulus, driving production of the response regulator (R). The inhibitor (I)
represses production of R in both local and distal regions. R itself it the needle of
the chemotactic compass, with high R in the estimated direction of the gradient.
making, but rather suppressing the production of lateral pseudopods that would
otherwise slow the cell down [71].
1.2.6 Pseudopod-centred models of eukaryotic chemotaxis
An alternative perspective to the chemotactic compass, which has been gaining
prominence in the last few years, is the pseudopod-centred model. In contrast to
compass-based point of view, in which chemotaxis is only described in terms of
intracellular signalling processes, pseudopod-based models address the importance
of actin-rich protrusions known as pseudopods in the chemotactic behaviour of live
cells. These models developed to account for behaviours observed in cells as they
move, which therefore cannot be accounted for in a signalling-only model.
The extension of pseudopods is one of two principal mechanisms by which cells
explore their environment and, over time, migrate (the other is blebbing). New
pseudopods are almost always produced from the edges of old ones, a mechanism
called “pseudopod splitting” [72]. When a cell has a single pseudopod, the pseudo-
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pod will grow and split. When multiple pseudopods are present they compete, with
one winning and determining the direction of motion, and the others withdrawn. It
is rare to see a pseudopod produced where no pseudopod existed previously (de novo
pseudopod production) [73]. As such, when a moving cell is stimulated at the rear,
away from the pseudopods, it will not simply extend itself in the direction of the
signal. Movement is instead governed by biasing pseudopod competition in favour
of pseudopods receiving stronger chemoattractant stimuli. Over multiple cycles of
splitting and competition, this leads to a gradual turning behaviour through the
successive victory of pseudopods on a particular side. Without external stimulus,
pseudopod choices are unbiased [74]. Pseudopods do, however, tend to split from
alternating sides of the dominant pseudopod, leading to a degree of persistence in
the direction of migration of an unstimulated cell [75]. The angles between old
pseudopods and new splits have been characterised computationally, both through
kymograph analyses [76] and via automated image analysis packages such as QuimP
[77, 78], and seem to be tightly confined.
A recent computational model from Neilson et al [79] has explored the general
biochemical mechanisms that can lead to these sorts of motile behaviours. By con-
necting a set of reaction-diffusion equations to an evolving, deformable surface, this
model qualitatively replicates the kinds of shape change seen in cells as they split
pseudopods, as well as reproducing the larger-scale turning behaviour that takes
place over many splits. Furthermore, it does not neglect the potential effects of sur-
face changes on the behaviour of underlying biochemical mechanisms. This model,
whilst an excellent exploration of the mechanisms needed to generate pseudopods,
only uses cell shape qualitatively, and only as a phenotypic readout for model veri-
fication. It does not explore the possibility that pseudopod splitting, and cell shape
in general, may exist to confer selective advantage.
1.3 Shape analysis
1.3.1 Overview
Shape is a profoundly useful quantity in biology, but can be a hard one to precisely
define, with many conflicting uses of the term being present in the literature. It
can be considered synonymous with morphometrics [80], which tends to involve
measurements of size, a quantity not seen as part of shape in other situations.
A similar ambiguity exists in quantifying shape: There are an array of different
methods used, each varying in effectiveness depending both on the set of shapes
addressed and the features of each shape that are of particular interest. Perhaps the
26
1.3. SHAPE ANALYSIS
most useful definition of shape, and the one to which I will adhere in later chapters,
goes as follows: shape is the geometric information that remains when position,
orientation, reflection and size have been taken into account.
In some form or another, shape analysis has found a host of disparate applica-
tions: In ethology, distinct behavioural stereotypes have been characterised using
body posture [81], sometimes helping to elucidate the physiological basis of the
stereotypy [82]. In botany, and both marine and cell biology, shape analysis has
found applications in classification problems: Leaf shape can be used to determine
tree species automatically [83], differences in the shapes of inner-ear structures
called otoliths can predict the racial and age distributions of herring populations
[84], and diseased cells can be identified from the shapes of their nuclei [85].
1.3.2 What can we learn from shape?
Shape can be a useful metric in evaluating complex biological systems as it often
emerges as a high-level phenotype, integrating the influences of many underlying
processes. It is also more accessible than the processes that generate it, requiring
no invasive techniques such as genetic manipulation, staining or fluorescent tagging.
This easy-to-access phenotype can be used to explore remarkably subtle properties
of the system under scrutiny. For example, a shape-based study of zebrafish kerato-
cytes used shape as an emergent phenotype for verifying models of the mechanisms
governing their motility [86]. The authors verified a particular computational model
of actin treadmilling through its ability to reproduce the shape variation of real cells.
Another recent study used a pre-existing quantitative analysis of the shape and be-
haviour of the nematode worm [87] Caenorhabditis elegans to make predictions
about functional interactions of genes based on the phenotypic similarities of their
knockouts [88]. Interestingly, they were able to identify roles for genes in which the
phenotypes were so subtle that they had previously not been identified as having
a role in movement, illustrating the discriminatory power that quantitative shape
methods can have.
Shape can also be functionally relevant, and as such can itself be subject to
evolutionary pressures, with certain structures better fulfilling a given function than
others. This is clear from the startling number of examples of convergent evolu-
tion, in which distantly related organisms share features of their body plan through
adaptation to similar circumstances. A prime example of this phenomenon would
be the similarities in shape and function of the bodies of bats and flying birds as an
adaptation to flight. The particular shapes selected for can be used to explore mod-
els of evolutionary constraint and understand the selection pressures acting on an
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organism. In a recent paper exploring the physical limits governing leaf morphomet-
rics, the authors observed that leaf length is much less variable in tall than in short
trees, and showed that a model of sugar-loading into the phloem combined with a
minimum circulatory rate created the same profile of leaf lengths as a function of
tree height[89]. However, care must be taken in the interpretation of these results.
Morphological changes can be more or less evolvable from a given genetic starting
point, and thus may respond differently to similar levels of selection pressure [90].
As there is evidence that most basic body plans are governed by a gene regulatory
network that has been in place since the Cambrian [91], the possibility of limitations
on genetic flexibility must be explored alongside physical constraints.
1.3.3 Physiological constraints on shape
Shape is relatively easy to measure in multicellular organisms, as the constraints
imposed by their physiology keep shape variability low (Fig 1.5). Firstly, the body
plan of an animal always contains certain elements (e.g. a horse will most usually
have four legs and a head). As such, these anatomical features can be used as
landmark points, with the variability in their relative positions describing the range
of shapes (or postures) the animal can occupy. Secondly, the space of possible
positions that any given feature can occupy relative to the others is also tightly
constrained by the physical behaviour of tissue, joints and bones. For example,
the knee and ankle on the same leg of a given animal will remain equidistant, and
limitations on knee-joint mobility constrain the relative angles of the upper and
lower leg to less than 180◦ in a single plane.
1.3.4 Stereotyped behaviours
Animals further constrain their shape by favouring certain “productive” patterns
of movement (herein behaviours) that achieve their goals. These behaviours are
either neurologically hard-wired or are trained (or often, a little of both). In cases of
extreme correlation in body posture between repeats of a given behaviour, it can be
termed a stereotype (though this term has come to have a dual meaning, and is now
often used to describe specifically pathological, repetitive behaviours with extreme
correlation). The extreme correlation of such stereotypes can indicate something
about the challenges of the environment: it has been observed that squid raised on
easy-to-capture prey fail to train the stereotyped prey-capture behaviour of normal
adults (and will often die if forced to make the transition to more evasive food
sources) [81]. Alternatively, correlated stereotypes may indicate constraints in the
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Figure 1.5: Stereotyped behaviour in animals. These photographic series, taken
by Edweard Muybridge, clearly illustrate the highly constrained nature of particular
animal behaviours. In the case of the cat, the discrete “pounce” behaviour is
apparent, and this provides a new, higher level of abstraction to use in understanding
its actions. When viewed on a carousel, the images of the horse appear to depict a
continuous gallop, illustrating the strong constraints in the movements of an animal’s
body parts as it engages in a particular behaviour. This extreme correlation between
repeats is characteristic of a behavioural stereotype.
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neurophysiology of an organism (in the case of hard-wired behaviour), rather than
the mechanical constraints previously described. As organisms are often hard-wired
to deal with their environment, a stereotype can of course be indicative of both. As
this is true in the case of animals, might the same thinking be applied to better un-
derstanding the behaviour of single eukaryotic cells? Given the apparent importance
of pseudopods in chemotaxis, cell shape would seem to be a natural measurement
to take as it would encompass these fascinating features. Furthermore, it would
be novel to explore the importance of pseudopods within the context of selection
pressure and external constraints, rather than as the side-effects of a biochemical
mechanism.
1.4 Shape in cell biology
Though many studies make note of shape and behavioural changes judged by eye,
the use of quantitative shape analysis in cell biology is rare. There are examples of
studies that take advantage of the value of shape both as a read-out for complex
biochemistry [86] and as a diagnostic and discriminative tool [85], however none to
date have explored cell shape dynamics as providing selective advantage themselves.
Furthermore, such studies have dealt with cells that display relatively little shape
variability, or with nuclei that are similarly constrained. In contrast, chemotactic
cell types such as Dictyostelium are extremely variable, in part due to pseudopod
dynamics.
1.5 Open questions and aims
With the development of pseudopod-centred models, the limitations of compass-
based models are increasingly clear, and most current studies recognise the need for
movement as a key component in understanding chemotaxis. However, the majority
of pseudopod-centred studies either concern themselves with recording the statistics
of pseudopod angle, length and lifetime, or with exploring the biochemical mech-
anisms capable of replicating those statistics. In the case of the former, packages
such as QuimP define pseudopods in an ad-hoc fashion, based on cut-offs of ex-
tension and surface curvature, and treat them as individual objects rather than as
elements of cell shape as a whole. Though a study into keratocytes used quantita-
tive, whole-shape representations of cells [86], these cells have simple shapes and
barely chemotax. As such, the applications of shape analysis methods to under-
standing chemotaxis remain unclear. In the case of studies into the mechanisms of
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motility, the underlying question is always how cell behaviour is generated, and the
possibility that cell shape and behaviour may be intrinsically advantageous remains
unexplored.
The role of shape in accurate chemotaxis. In this thesis I investigate impor-
tance of cell shape in eukaryotes for performing accurate chemotaxis. In extension to
this discussion of shape as a property of intrinsic interest, I also explore the applica-
tions of cell shape a quantitative experimental tool. I use a wealth of high-resolution
video data supplied by collaborators, as well as theoretically-driven simulations and
models, to address the following topics:
Constraints acting on cell shape. Using quantitative shape analysis and
dimensional reduction techniques, I determine the intrinsic shape space of Dic-
tyostelium cells.
Biological relevance of cell shape. I explore the connection between shape
and environment, and the relevance of shape in chemotaxis by examining the effects
of drug-treatments that constrain shape. To control for potential side effects, I
compare the effects of drug-treatment with simulations of shape-constrained cells.
Statistical inference of behaviour from shape. By applying methods from
statistical mechanics, I explore what kind of behaviour can be inferred from short-
term changes in cell shape.
Further applications of shape analysis to cell biology. I detail a second
shape analysis technique not suited to the study of Dictyostelium chemotaxis, and
discuss its application to understanding the formation of immunological synapses
through shape.
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Dictyostelium chemotaxis at the
fundamental physical limit
2.1 Overview
The accuracy of chemosensing is ultimately limited by diffusion [33]. Regardless of
the accuracy with which a cell processes information from its receptors, molecules
of a chemoattractant must first reach these receptors, and diffusion is the principal
way in which this transport occurs. This process has an inherently random element:
the arrival of any one molecule at the surface does not depend on the arrival of any
other. This independence in arrival times leads to a Poisson-distributed number of
arrivals in a given time interval, and it is a property of this distribution that the
mean rate of arrival equals the variance. If differences in the mean rate of ligand
arrival up and down an external gradient are small, they might easily be swamped
by natural fluctuations. This leads to a key concept: a cell attempting to resolve a
spatial gradient in a ligand will experience a signal-to-noise ratio (SNR) of the form:
SNR =
(∇c)2
c0
, (2.1)
where ∇c is the gradient and c0 is the background ligand concentration. The
gradient is a natural choice of signal, as it is precisely the quantity the cell aims to
determine. The background concentration takes the role of our noise, as fluctuations
in the distribution of ligand increase with this quantity.
The idea that diffusion limits chemosensing was first introduced with the perfect
monitor model [33], a sphere that knows exactly the position of every ligand molecule
within its body. Though this model correctly identifies the source of external noise
limiting the accuracy of chemosensing, it can in fact be improved upon. The perfect
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absorber model does this, and provides a fundamental physical limit on the accuracy
of chemosensing [34]. When ligand molecules are detected at the surface of a perfect
absorber, they are removed from the environment, improving on the accuracy of both
gradient and background concentration estimates when compared with the perfect
monitor by removing noise from the repeated detection of the same molecule.
A measure of how well cells chemotax is usually termed the chemotactic index
(CI). Though this takes many forms, it is always a measure of alignment between
the cell’s direction of motion and the true direction of the ligand gradient. Both the
perfect monitor and the perfect absorber model predict a specific relation linking CI
and SNR. In the case of the monitor, this is:
CI =
√
piy
2
e−y
[
I0(y) + I1(y)
]
,
y =
7
60
piDa3T
(
(∇c)2/c0
)
, (2.2)
and for the absorber is:
CI =
√
piy
2
e−y
[
I0(y) + I1(y)
]
,
y = 3piDa3T
(
(∇c)2/c0
)
. (2.3)
In both equations, I0 and I1 are first and second order Bessel functions of the
first kind, respectively, and D, a and T are, respectively, the diffusion constant of
the ligand, the radius of the cell, and the time window over which detections are
averaged. These predicted CIs depend entirely on one variable, y, which differs only
in the value of a single fitting parameter, Da3T . However, the absorber model makes
an additional prediction: as the positions of ligand molecules are measured inside
the monitor, advective transport does not affect its reading of the environment. In
contrast, the bulk motion of a medium can carry ligand molecules to the surface of
the perfect absorber, where they are bound and recorded. Absorbers moving relative
to the surrounding medium will experience the “windshield effect”, so called because
it is analogous to the increased number of raindrops that fall on the front windscreen
of a fast-moving car, compared with its rear window.
Here, I describe work performed to determine if live cells function as perfect
absorbers. My collaborators used a microfluidic chamber to create cAMP gradi-
ents that are stable for long periods. They provided me with recordings of live
Dictyostelium cells inside the device, from which I extracted their trajectories to
determine CI. I show that cells chemotax at the limit of either the absorber or the
monitor. I then show that cells migrating in the device bias their movement toward
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the source of the flow if and only if the flow medium contains cAMP, demonstrating
that they experience the windshield effect. This allows me to discriminate between
the two diffusion-limited models, showing that aggregating Dictyostelium cells are
perfect absorbers.
2.2 Materials and methods
2.2.1 Microfluidics experiments
Live Dictyostelium cells were imaged by my collaborators Bo¨rn Meier and Doris
Heinrich at Ludwig-Maximillians-University, Munich, Germany. Images were col-
lected in the main chamber of a 3-in-1 microfluidic device [58] (Fig. 2.1). cAMP is
placed in the inlets at either side of this device, and diffusively mixes with the flow
from the central inlet to form temporally stable, reproducible gradients. Fluorescein,
a fluorescent reporter with a similar diffusion constant to cAMP, is added to the
side flows. This allows us to characterise the cAMP profile by simply measuring
the fluorescence intensity. The flow speed at the depth of the cells is kept below
100µm/s [58]. This is below the flow speed required to induce shear response in
Dictyostelium [58, 92], so we may rule out the effects of mechanosensing on cell
movement and behaviour. It also guarantees laminar flow throughout the device,
which is important for two principal reasons: Firstly, it ensures that the mixing be-
tween streams happens only via diffusion [93], and therefore guarantees stability of
the chemical gradient over time. Secondly, it is a requirement for making assertions
about the chemical and mechanical stimuli experienced by the cell. This is because
laminar flow is defined in opposition to turbulent (or chaotic) flow, in which the
speed of and the path taken by the medium (and hence, the stimuli it imparts) are
unpredictable. In a laminar flow, the transport of ligand to the cell via advection
and diffusion can be mathematically determined.
The flow speed in the device is, however, fast enough to remove any cAMP and
cAMP phosphodiesterase that the Dictyostelium cells secrete. This can be shown
by considering the Pe´clet number, a quantity used in fluid dynamics to compare the
influence of advection and diffusion on the transport of a substance. The Pe´clet
number is given by
Pe = LU/D, (2.4)
where L is the characteristic length, U the flow speed and D the diffusion constant
of the system. Higher Pe´clet numbers ( 1) indicate that transport is dominated by
advection and lower Pe´clet numbers ( 1) indicate that diffusion is faster than the
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movement of the medium (effectively allowing diffusion “upstream” on the length
scale L). Naturally, higher values of D decrease the Pe´clet number due to to
increased diffusion rate, and higher values of U increase it due to the higher speed
of advection. Increasing L always increases the Pe´clet number, showing that, at
large enough length scales, advection always dominates if the flow speed is non-zero.
This is because the distance travelled by a particle via advection increases linearly in
time, and the distance travelled by diffusion increases with its square root (as it is a
random process). In our system, on on the length scale of a cell, the Pe´clet number
is much greater than one (∼ 7), showing that transport is dominated by advection,
and that secreted cAMP cannot diffuse fast enough to remain in the environment
for any significant period. Though increased cell density could reduce the available
volume through which the medium can flow, and could therefore serve to increase
flow speed (and, by extension, the Pe´clet number), the effects would be negligible:
a full layer of cells with a height of around 10µm adhered to the device, which has a
depth of 0.8mm, would still retain > 98% of the cross-section of an empty device.
The Dictyostelium cells used were all of the AX2 strain. Cells were starved for
5-7 hours before being introduced to the chamber in order to induce aggregation.
Cell density inside the chamber was approximately 600 cells/mm2. DIC images were
taken every three seconds at 40x objective and 0.75 numerical aperture. Gradients
were held stable in a given direction for between 15 and 40 mins.
2.2.2 Image processing
I wrote a plug-in for ImageJ to identify and track the movements of cells. Firstly,
I highlighted the edges of cells in the DIC movies using Canny edge detection [94],
a well-established edge-finding process which creates an output image based on the
gradient of the intensity in the input image (various plug-ins are available for ImageJ
that implement the Canny edge detector). I thresholded the resultant image, and
used binary closing and filling to create masks of each frame, in which cell-occupied
regions of the image are white and the chamber background is black. I recorded
the centroid of each object, and used a size threshold to sort cells from bubbles and
pixel noise (this size difference is substantial, and the cut-off needed no fine tuning).
I established the continuity of individual cells by finding, for each mask in frame t,
its closest counterpart in frame t+ 1. Practically, the cell never migrates so far that
the old centroid lies outside the cell body in the new frame, so the mask in frame
t + 1 can be found by taking all connected white pixels, starting with the centroid
of the mask in frame t. Occasionally, the cell is contorted in such a way that the
centroid from frame t is not inside the cell body in frame t+1 (it might fall between
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Figure 2.1: Diagram of the microfluidic device. A mixture of Fluorescein and
cAMP is placed in the side inlets. Flow from side inlets mixes with the central flow
to produce a stable spatial gradient (red). Cells are imaged in the man chamber
(dotted outline). Switching between inlets allows us observe cells adapting to new
gradients.
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two large pseudopods, for example). In these cases, the cell is re-identified using
a search of pixels in a small neighbourhood around the centroid at time t, starting
from the centroid itself and moving outward until a mask (white) pixel is detected.
At each point in the trajectory of every cell, I estimated the background concen-
tration and gradient experienced by the cell using a fit to the appropriate fluorescein
profile. The fits were not performed on the whole profile, but instead used only the
section of the profile over which the cell body extended. This was done for two
reasons: firstly, though the gradients were stable in time, they were not always of
constant steepness across the chamber. Secondly, I wished to avoid the assumption
the cells had access to any non-local information.
2.3 Results
2.3.1 Dictyostelium chemotaxis is at the fundamental limit
The ability of a cell to estimate the concentration and gradient of a ligand is ul-
timately limited by noise in the transport of ligand molecules to its surface via
diffusion. In the case of a perfect absorber of radius a in an environment with mean
ligand concentration c0, the uncertainty of a gradient measurement is given by:
〈(δcx,y,z)2〉 = c0
12piDa3T
, (2.5)
where D is the diffusion constant of the ligand and T is the averaging time of the
measurement. We can calculate the expected CI for a given gradient cx,y,z and
background c0 as a metric of gradient sensing accuracy:
CI = 〈cos(θi)〉, (2.6)
where θi is the angle between the estimated and actual gradient directions for the
ith cell in an ensemble. Aligning our co-ordinate system such that the true gradient
c0z is in the z direction, and assuming a Gaussian distribution of ligand with variance
given by Eq. 2.5 in each dimension, we find estimated gradients to be chosen with
probabilities:
Pc0z(cx, cz) =
1
2piσxσz
exp
(−c2x
2σ2x
− (cz − c
0
z)
2
2σz2
)
, (2.7)
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where σx,z =
√〈(δcx,z)2〉. As cosθ = cz/√c2x + c2z we can evaluate CI as follows
CI = 〈cz/
√
c2x + c
2
z〉,
=
∞∫
−∞
∞∫
−∞
Pc0z(cx, cz) cz/
√
c2x + c
2
z dcx dcz,
=
√
piy
2
e−y
[
I0(y) + I1(y)
]
, (2.8)
where
y = 12piDa3T
(
(c0z)
2/c0
)
. (2.9)
This relationship between CI and external conditions is a principal prediction of
the perfect absorber model. Importantly, the parameters describing environmental
conditions c0z and c0 only exist in the ratio (c
0
z)
2/c0, meaning that the predicted CI
of an absorber is uniquely determined by a single environmental parameter.
I wished to see if live Dictyostelium cells performed chemotaxis at the physical
limit of gradient sensing. To this end, I extracted the values of CI and SNR at all
times from the video data, for comparison with those values predicted by Eq. 2.8. I
estimated the instantaneous CI of each cell at any time point based on the average
heading of the cell over a window of 1 minute. As the movements of live cells can
be tortuous, and are subject to fluctuations in direction over time, I used a different
formula for CI than for the theoretical absorber (which uses the formula given in
Eq. 2.6). The CI of a live cell in frame t, with position (x(t), y(t)) was taken to be:
CI(t) =
t+T−1∑
n=t−T
x(n+ 1)− x(n)√(
x(n+ 1)− x(n))2 + (y(n+ 1)− y(n))2 , (2.10)
where T , the size of averaging window, was around 10. As the gradient is in the
positive direction, this formulation of CI is simply the ratio of the distance travelled in
the direction of the gradient and the total distance travelled. It is similarly bounded
between 1 and -1, for movement entirely up and down the gradient respectively, and
over a single frame reduces to
CI(t) =
x(t+ 1)− x(t)√(
x(t+ 1)− x(t))2 + (y(t+ 1)− y(t))2 , (2.11)
which describes the ratio of the adjacent to the hypotenuse of the movement vector,
and is therefore identical to the cosine definition given in Eq. 2.6. I found the relation
between cAMP levels and fluorescence via a calibration image, in which the maximal
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Figure 2.2: Chemotactic index is a function of SNR only. Mean chemotactic
index of Dictyostelium cells is shown against SNR (dashed black line). The perfect
absorber limit, as defined in Eq. 2.8, is shown (solid black line). Example trajectories
for two individual cells are included (red circles, blue diamonds).
concentration of cAMP/fluorescein was passed through the device. I then used the
fluorescence profile of the fluorescein reporter at the location of each cell in each
frame in order to estimate its local gradient and background concentration. SNR
from these values using Eq. 2.1.
The expectation value of CI for live cells falls onto the curve predicted by the
perfect absorber model (see Eq. 2.8), assuming that D = 300µm2/s, a = 20µm
and T = 3.2s (Fig. 2.2). A very large number (> 900) trajectories were used and
have been excluded from (Fig. 2.2) due to clutter, however two illustrative examples
have been included (Fig. 2.2, blue diamonds, red circles). The variable CIs of these
individual cells over time show that the ensemble average does not represent the
average success of “good” versus “bad” chemotaxers, but is a fundamental limit on
the average CI of all cells.
2.3.2 Dictyostelium cells are perfect absorbers
Though the CI of live cells fits the perfect absorber model, it is an equally good fit
for the perfect monitor model, assuming averaging times for chemosensing around
an order of magnitude longer. In order to discriminate between the two models, I
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Figure 2.3: Flow induces windshield effect. Chemotactic index in the direction of
the source of flow is shown for cells experiencing a spatial gradient and more than
25nM background cAMP (red), cells experiencing no spatial gradient and 10nM
background cAMP (orange) and cells exposed to no cAMP at all (blue). Paths
taken by cells in each condition are shown above its bar, with the flow moving
downward relative to each graph.
took advantage of an additional prediction of the perfect absorber model: A perfect
absorber experiences a sensory bias in a moving medium containing chemoattrac-
tant. This bias occurs due to the preferential transport of ligand to the cell’s surface
on the side facing the source of the flow, and is termed the windshield effect.
If the Dictyostelium cells in our experiments are perfect absorbers, they should
experience a windshield effect biasing their movement toward the source of the flow
in the microfluidic chamber if and only if it contains cAMP. I examined the trajecto-
ries of those migrating cells in the gradient experiments that sat in high background
concentrations, as well as an additional set in which the medium contained 10nM
cAMP, but with no spatial gradient. I found a significant bias toward the source
of the flow in both cases (Fig. 2.3). To control for unforeseen effects of the flow
itself, I observed the trajectories of cells in an additional environment, in which the
flow contained no cAMP at all. There was no significant bias in the direction of
cell migration, confirming that the flow alone is not sufficient to produce this bias.
Though no directional bias should occur in the case of background cAMP without
flow, I examined the case of cAMP without flow by observing the activity of Dic-
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tyostelium in a µ-dish, in which cAMP secreted by the cells would build up rather
than be washed away as it would in the microfluidic device. Again, I observed no
significant bias in the direction of motion. This allows us to discriminate between
the two models that match our experimental CI curve, and supports the hypothesis
that Dictyostelium cells acts as perfect absorbers rather than as perfect monitors.
2.4 Discussion
Dictyostelium migration is in line with that of a perfectly absorbing cell, putting them
at the fundamental physical limit of chemosensing. There are a number of other
features of chemosensing that suggest that eukaryotic cells work as absorbers: ligand
is removed from the environment after it reaches the cell surface using membrane
bound cAMP phosphodiesterase in Dictyostelium cells, and by receptor internalisa-
tion and degradation in zebrafish primordial germ cells, for example.
That live cells can reach the fundamental limits of chemosensing is nonetheless
surprising, as there are additional sources of noise that would be expected to in-
terfere with the ability of cells to reach this goal. Internal signalling processes, for
example, must necessarily lose some information [35]. The windshield effect is an-
other source of external noise. Control measurements shown in this chapter confirm
that transportation of ligand to the cell surface is biased toward its upstream edge.
This effect should also distort chemosensation as a cell migrates. Although this
effect is expected to be small, the cell may have active strategies to compensate
for it via biochemical or behavioural changes when moving. Another strategy that
could compensate for the windshield effect would be the secretion of chemoattrac-
tant at the rear of the cell, which Dictyostelium is known to do using asymmetrically
distributed adanylyl cyclase ACA [95].
More generally, the cell may be able to employ other techniques to maximise
the information it receives from the outside world. In this chapter, I have fitted
the perfect absorber limit assuming that the absorber has a specific time window
over which is counts ligand arrivals, in this case in the order of seconds. This is
a reasonable assumption, as it has been shown that cells are capable of reacting
to changing gradient direction up to a stalling frequency of 0.1Hz [58], however
longer time windows would theoretically give an absorber an improved average CI
for stable gradients. A situation-specific use of memory could help cells to maximise
information in stable environments, whilst still allowing them the flexibility of rapid
reaction to changeable conditions (see Chapter 6).
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Dictyostelium shape space is low
dimensional
3.1 Overview
Pseudopods are actin-rich protrusions from the body of a cell. Many recent studies
have detailed the involvement of pseudopods in eukaryotic chemotaxis (indeed, the
“pseudopod-centred” model of chemotaxis has largely supplanted compass-based
models), and qualitative observations suggest that pseudopods are a more promi-
nent feature of chemotaxis in shallow gradients than in steep. They compete with
one another to grow, with loosing pseudopods retracted and winning pseudopods
determining the direction of cell movement. New pseudopods are usually produced
as offshoots of pre-existing ones, rather than as new extensions from the cell body,
leading to a cycle of pseudopod splitting, growth, competition and retraction. Nu-
merous studies have catalogued the dynamics of these features of cell shape, record-
ing their frequencies and angles of extension, and various forms of pseudopodal
behaviour have been used to support models of the mechanisms underpinning eu-
karyotic chemotaxis (for example, U-turning behaviour in response to a reversal of
gradient direction through the repeated favouring of pseudopods on a single side).
However, pseudopod-based studies have largely relied on ad-hoc definitions for what
constitutes a pseudopod, using arbitrary values of curvature and length protrusion
to demark the line between what does and does not count. No studies to date have
used quantitative shape analysis tools to examine pseudopods as features of a whole
cell shape.
Here, I describe the development of tools to convert binary masks of Dic-
tyostelium cells migrating in the microfluidic chamber into quantitative represen-
tations of shape. I show that the representation of shapes as the power spectra of
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complex functions naturally discriminate dissimilar objects, and are invariant under
object rotation. I use principal component analysis (PCA) to determine the features
of shape that account for the most variability across a population of cells. I show
that the natural dimension of cell shape is extremely low, with over 90% of cell
shape described using only 3 parameters. These parameters are roughly equivalent
to cell elongation, pseudopod splitting and polarisation.
3.2 Materials and methods
3.2.1 Cell shape acquisition
I extended the cell tracking plug-in for ImageJ to record each binary mask corre-
sponding to an individual cell, and to associate it with the cell’s position. In order
to avoid recording the spurious shapes of masks taken from overlapping cells, masks
were rejected whenever two previously separate cells returned the same conjoined
mask in a new frame. In order to control for cells already overlapping at the start of
a movie, I also tracked changes in the area of masks, with substantial drops in area
prompting a local search for a new mask. The presence of such a mask denotes a
“split” event, in which two previously overlapping cells have diverged. The centroids
of masks found to belong to more than one cell in this manner are also rejected.
The result is a reliable record of the positions and shapes of single cells over time
(rather than of cell clusters).
3.2.2 Fourier shape descriptors
The simplest approach to quantifying shape is to take the positions of key anatomical
features, called landmarks. Variability in the relative positions of these features gives
a measure of variability in overall shape. Unfortunately, Dictyostelium cells have no
persistent features that can be used as landmarks, so we require a shape descriptor
that does not depend on the presence of such structures.
For such a descriptor, I turn to Fourier analysis, a mathematical method that
represents some signal in space or time (for example, a series of coordinates) as a
weighted sum of sines and cosines of different frequencies. This is equivalent to
representing a sound as a set of notes, rather than as a set of amplitudes. Take, for
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Figure 3.1: Example of binary mask used in shape extraction. The left-hand
side shows a section of a DIC image taken from the video data. The right-hand side
shows the masks automatically produced in ImageJ to partition the cells from the
background.
example, a square wave of period 1, given by:
f(x) =

1 if sin(x/2pi) > 0
−1 if sin(x/2pi) < 0
0 if sin(x/2pi) = 0.
(3.1)
Over the range −2, 2, this function oscillates four times. Correspondingly, the first
major contribution to its description using Fourier components has a wave number
of four (Fig. 3.2, top). Additional components with higher frequencies are either
negligible in amplitude, or are in-phase with the original wave at the edges and out
of phase otherwise, better approximating the sharp edges and flat-topped nature of
the function (Fig. 3.2, bottom).
Fourier shape descriptors (FSDs) act in this way, quantifying a shape according
to the frequency-domain properties of its outline. FSDs have proven discriminatory
power, having been successfully used to classify leaves [83] and herring otoliths [84].
The procedure is as follows: the boundary is treated as though it is a function in
the complex plane, with the x position relative to the shape centroid giving the real
component, and the y position the imaginary component. A set of 64 sample points
are taken at regular intervals for all input images and a discrete Fourier transform
is applied. This produces a set of frequency-domain components that encode all
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Figure 3.2: Example of function approximation by Fourier series. The im-
ages on the left show the approximation of a square wave by the addition of sine
waves of different frequencies (blue), with the original square wave shown also (red).
The approximations are created by the addition of simple sine waves with different
wave numbers, and the non-negligible contributing waves are shown on in the cor-
responding panel to the right, with their magnitudes indicated (dashed lines). The
wave numbers, k, of each contribution are indicated. This shows both that sine
and cosine waves can be added to replicate a function, and that a function can be
decomposed into a set of waves of different frequencies and amplitudes.
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the information from the original sample. As the number of sample points does not
vary from image to image, their Fourier components are directly comparable, each
representing a certian number of oscillations around the whole outline of the cell.
The scale of the image is entirely recorded in the “zeroth” Fourier component, and
can be discarded for a scale free representation. Fourier shape descriptors bypass
the need for landmarks describing shape changes in local boundary features, as each
Fourier component describes a frequency property of the entire boundary, rather
than of a specific region (Fig 3.3).
We can define shape as the geometrical information that is independent of
position, scale, orientation and reflection. That is, a shape remains the same shape
when moved, magnified, rotated or flipped over. We must, therefore, account for
and discard the contributions of these properties when converting the geometry of
an object into a mathematical shape descriptor. Position and scale are easily deal
with; position, for example, by moving an object so that its centroid is the origin
of our co-ordinate system, and scale by normalising all distances by a property such
as area. Orientation and reflection are often less straightforward: Generally, shape
analysis methods first rotate and reflect shapes to minimise the distances between
common features (thus, the impact of reflection and orientation on differences in
shape values), an approach known as Procrustes analysis. As Dictyostelium cells
have complex shapes with few anatomical restrictions, such an alignment is no
easy task, with methods either biased by the order in which shapes are processed,
computationally expensive, or both. However, FSDs have a property that allows us
to avoid the issue of alignment entirely: as all orientation information is encoded
in the phase of each Fourier component, the power spectra of shapes, which are
independent of this phase, are consequently invariant under rotation. I will term
these rotationally invariant shape representations spectral shape descriptors (SSDs).
For a spatial function f(x), with a Fourier transform F (ζ), convolution theorem
states that
F (ζ) · F (ζ) = f(x)⊗ f(x), (3.2)
where ⊗ is the convolution operator. As such, SSDs that are reverse-Fourier trans-
formed are in fact the spatial autocorrelations of shapes under all cyclic perumutation
of the sample points.
3.2.3 Dimensional reduction
In order to understand any system, we have to make measurements of some aspects
of it. The measurements we make may not be independent from one another:
indeed, one variable may almost entirely depend on another. In such circumstances,
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Figure 3.3: Reconstruction of shape with different numbers of Fourier co-
efficients. An outline of a cell is extracted from a binary mask (Original, far left).
After decomposing into Fourier components, the cell is reconstructed using the in-
formation from the first 2 (left), 5 (right) and 12 (far right) components. The
decomposition of each reconstructed shape into x (red) and y (blue) components is
shown (top), as is the reconstructed shape itself (bottom). Redder reconstructions
deviate more form the original than do blacker ones (red value is proportional to the
sum of square differences of co-ordinate values).
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we could use one variable to account for the values of both observations, with
almost no loss of descriptive power. If we apply this idea more generally, we can
use patterns of covariance between observed parameters to create a smaller set of
parameters composed of linear combinations of our observations, and still retain
most of the information encoded in those original measurements.
Principal component analysis (PCA) is a method that takes advantage of such
correlations between parameters to create a new set of parameters called principal
components (PCs), which are independent from one another. As these PCs are
independent, each accounts for variance in the data that cannot be accounted for
by any of the others. These new parameters are naturally ordered by PCA, such
that each new PC accounts for the largest possible proportion of the remaining
variance, i. e. most variance is accounted for in PC 1, the next most by PC 2
etc. (Fig. 3.4). As the PCs account for decreasing amounts of variance, later
PCs can often be ignored (indeed, they may simply be noise due to finite sample
size), allowing us to retain most of the information about a system using only a
fraction of the number of variables. The primary advantage is the simplicity of
representation in fewer coordinates, however this smaller set of variables may also
be a tool for revealing some genuine structure to the space of available shapes,
with PCs taking on their own physical meaning [87, 96]. PCA is not related to
independent component anaysis; the former finds a subset of independent, highly
correlated directions in some data, where the latter separates individual subsignals
from a single source signal in which they have been merged additively. An example
of this is separating out different voices in a crowded room.
Mathematically, PCA is performed by diagonalising the covariance matrix of
the input variables. The eigenvectors of the diagonalising transformation are the
principal components, and their respective eigenvalues give the variance accounted
for by each.
3.3 Results
3.3.1 Discrimination of type using Fourier descriptors
Human sight is remarkable at discriminating between objects and object classes.
An example of this phenomenon is our ability to discriminate between letters of
the alphabet: though there are many different typefaces in which a letter can be
printed, we are still able to tell which letter a character represents. We can perform
this classification because all readable representations of a letter share common,
defining shape features. As such, I chose letters in a variety of typefaces to test the
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Figure 3.4: Illustration of principal component analysis. A set of points in
two dimensions are shown (blue dots). Orange arrows give the directions of a new
orthogonal basis set composed of linear weights of the old basis set. In the new
basis, the first component accounts for the maximum variability possible in one
dimension.
ability of FSDs to represent and discriminate between shapes. Full FSDs are lossless,
and so their geometrical representation of an object is complete, including reflection
and rotation. As these geometrical features are not true shape features, and are
not helpful for object identification (a letter does not cease to be that letter under
rotation), I removed this information by using SSDs. I wished to understand how
excluding phase information would affect my ability to reconstruct shapes. To this
end, I translated masks of several letters into SSDs. I then attempted to reconstruct
their shapes via an inverse Fourier transform. The main features of each shape (for
example, the numbers of end-points) were well preserved (Fig. 3.5).
In order to ascertain the discriminative power of my method, I determined the
principal components of letter shape, and projected the letters back into their native
shape space (Fig. 3.6). Representations of the same letter in different typefaces
clustered together (Fig. 3.6A). Furthermore, the projection highlights the impor-
tance of particular shape features. For example Y and T both have three endpoints
and one vertex, and are placed relatively close in the space. Automated k-means
clustering using all dimensions of the SSDs correctly discriminates all letters, save for
incorrectly assigning one T character to a cluster otherwise populated by Y charac-
ters. I also checked for the rotational invariance of the power spectra. I plotted the
positions of multiple instances of the same shape, each rotated through a randomly
chosen angle (Fig. 3.6B). The positions of these characters do not move in their
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Figure 3.5: Fourier shape descriptors reproduce features of simple letters
up to rotation. The shapes of three letters are acquired (far left). These shapes
are Fourier transformed and reconstructed using only the power spectra (excluding
phase information).
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Figure 3.6: Discrimination and rotational invariance of power spectra. A)
The letters E, G, I, T, X and Y in a variety of fonts projected into the first two
components of their shape space as determined by PCA. B) The same six letters
in a single font are included multiple times, rotated through a random angle each
time. These shapes are then projected into their own shape space.
shape space under rotation, confirming that SSDs are indeed rotationally invariant.
3.3.2 Cell shape space is low dimensional
I used the SSD method to quantify the shapes of every frame from each cell used
in the chemotaxis experiments. I created a random subsample composed of approx-
imately 5% (and at least one frame) of each cell track. I then performed PCA on
the subsample in order to determine the principal modes of variation in the data
set. I found that over 90% of the data was described in the first three principal
components (Fig. 3.7B), with the descriptive power of each additional component
diminishing strongly after that point.
As each PC is a linear combination of SSD frequencies, it is possible to examine
their frequency profiles. Earlier PCs (those accounting for the most variance) were,
in general, strongly dominated by lower frequencies, with the strongest frequency
contributions to later PCs coming from the high-frequncy range (Fig. 3.8). To be
sure that the contributing frequencies alone were not a sufficient descriptor, I exam-
ined the covariance between them, as high covariance would indicate a redundancy
in information. There were strong covariances between many pairs of SSDs (for a
visual representation, see Fig. 3.9).
The standard fomulation of PCA does not take nonlinear structures in the data
into account. In order to be sure that the strongest contributing frequencies to
my first four PCs were continuous, and not clustered around discrete categories, I
examined their distributions. Strongly contributing frequencies were all unimodally
distributed, indicating a lack of discrete catagories within them (Fig. 3.10). Co-
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Figure 3.7: 90% of cell shape variability described by three shape compo-
nents. A) Reconstructions of the first three PCs of cell shape, corresponding to
elongation (PC 1), splitting (PC 2) and the asymmetry or skewness of the cell,
herein polarisation (PC 3). B) The residual variance after the inclusion of each new
PC. Over 90% of the variance is accounted for in the first 3 PCs (horizontal dotted
line).
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Figure 3.8: Frequency profiles of cell shape principal components. (Left)
Power spectra of the first four principal components of cell shape, normalised by
maximum power contribution. (Right) Power spectra of the 60th-63rd principal
components of cell shape.
plotting of these frequencies also indicates that there are no strong nonlinear re-
lationships in the data (Fig. 3.9), confirming that PCA is an appropriate tool for
dimensional reduction.
I wished to find a physical interpretation for these PCs. To this end, I took
the mean shape of my subsample as described by SSDs. From this shape, I added
(and subtracted) the SSD description of each PC. By inverse Fourier transforming
the resultant SSDs, I was able to examine the reconstructed shapes of extrema in
each PC (or, more strictly, their spatial autocorrelations under the cycling of sample
points. Fig. 3.7A). The reconstructions suggest that PC 1 quantifies the elongation
of a cell shape, PC 2 the degree of pseudopod splitting, and PC 3 the asymmetry
or skewness of the body of the cell (herein polarisation). Projecting the data into
their new basis set supports these interpretations: sample shapes at the extrema of
the space of shapes show an increasing aspect ratio as PC 1 increases, and have
more pronounced bends and pseudopods as PC 2 increases. Further weight is added
by the discovery of well-defined boundaries at the low-end of both PC 1 and PC 2,
corresponding to cells with an aspect ratio of 1 regardless of splitting and perfect
straightness regardless of aspect ratio respectively (Fig. 3.11).
3.3.3 Robustness of shape space under data set shrinkage
In order to determine that the principal components I had identified were represen-
tative of population variance, I explored the deviation of each PC under reduction
of the dataset. I randomly selected subsamples of varying fractions of the original
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Figure 3.9: Co-plots of strong contributors to PCs. As PCA does not account
for nonlinear relationships in the input data, strongly contributing input frequencies
were plotted against one another. There were no strong nonlinear relationships
between these frequencies. Furthermore, the plots indicate sizeable covariance,
showing that PCA is an appropriate too for dimensional reduction of these data.
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Figure 3.10: Distributions of frequency contributions in spectral shape de-
scriptors of live cell shape. Distributions of frequency contributions are plotted
for the frequencies strongly contributing to shape PCs (the wave number, k, is in-
dicated in each plot). These plots indicate that the data are distributed unimodally
in these frequencies, with no discrete clusters indicating different classes of strata
of input data.
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Figure 3.11: Boundaries associated with specific shape features in cell shape-
space The co-ordinates of naturally occurring cell shapes in the first two PCs (dark
blue, light blue, red). Two boundaries exist in the shape space. Shapes at one
boundary largely correspond to a lower limit on PC 1 (light blue). These shapes
are defined by having an aspect ratio of one. Examples can be seen to the left of
the main plot. Shapes at the other boundary largely define a lower limit on PC 2.
These shape are defined by straightness, with no branching or bending. Examples
are shown below the main plot.
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Figure 3.12: Shrinkage of data set shows robustness of shape space. The
fraction of the complete data-set included for performing PCA is plotted against
the sum of square differences compared with the complete data-set itself. Recon-
structions of the first five PCs are shown for the complete data-set, 1/10th and
1/500th.
sample size, and recorded the sum of squared differences of the contributions of each
frequency component to each PC. If the sample is representative of population-level
shape, the constituent parts of each PC should not vary sizeably upon resampling
as the subsamples should display similar patterns of shape variability, with biases
causing large deviations in shape variability only where sample sizes are very small.
I found that the total deviation over all shape PCs remained extremely small even
at sample sizes of 1/100th, demonstrating the robustness of the determined PCs
to sampling changes over two orders of magnitude. This suggests that the sample
data are representative of population variance.
3.3.4 Shape and behaviour depend on SNR
Some studies have observed cycles of pseudopod splitting to be a common feature
of chemotaxis in shallow, but not in steep gradients [97]. Though the CI of cells as
a function of environmental conditions has been explored before, such features of
shape have not previously been quantitatively studied. I used the low-dimensional
shape space described with the first few principal components determined by PCA
to explore the connections between cell shape, behaviour and the environment it
occupies. In order to reveal population-level trends in behaviour (if any) with shape,
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I placed all cell masks in their appropriate places in the space. This revealed an
apparent relationship between speed and elongation (PC 1, Fig. 3.13A). I confirmed
this observation by quantifying the correlation of these two quantities (Fig. 3.13B).
In contrast, I found a small correlation with migration speed for splitting (PC 2)
and no significant correlation at all for polarisation (PC 3).
In order to determine the relationship between the use of specific cell shapes
and SNR, I compared the shapes of low- and high-SNR cells, with the SNR of
individual cells at specific times determined using Eq. 2.1, as described in chapter
2. The overlap between these two sets was sizeable, making it difficult to uniquely
determine SNR from shape, however the average values of both PC 1 and PC 2
were significantly different when comparing the two sets (Fig 3.14A).
As bulk correlations across a population can hide cell-to-cell variability in be-
haviour, as well as obscuring individual behaviour over time, I then examined the
statistics of the trajectories taken by individual cells through the shape space as they
migrated. Here I found a substantial covariance between PC 1 and PC 2 for both
low- and high-SNR cells, indicating a trade-off between elongation and pseudopod
splitting at an individual level (Fig. 3.14B). This relationship was substantially more
pronounced in low-SNR environments than in high. The PCs are orthogonal by con-
struction, and thus are independent at the whole-population level. This behaviour
is therefore observable only at the level of individual trajectories, with cell-to-cell
variability playing a strong role at the population level, masking this phenomenon.
In order to understand whether the well-known cycle of elongation and pseudo-
pod splitting is responsible for the covariances I observed, I plotted the trajectories
of individual cells over time. These plots revealed that individual high-SNR cells oc-
cupy a relatively small part of the shape space (Fig. 3.14C, red line and associated
black masks), changing little over time (though, due to cell-to-cell variability, the
high-SNR population is quite widely distributed). In contrast, low-SNR cells move
large distances through the shape space, swapping between extremes of elongation
and pseudopod splitting (Fig. 3.14C, blue line and associated black masks), sup-
porting the conclusion that the statistics of Fig. 3.14B are indeed indicative of this
cycle.
3.4 Discussion
The shape space of cells is of surprisingly low dimension: that it is almost com-
pletely described by three principal components shows that cell shape is somehow
constrained. Such constraints must either be physical, with the properties of the
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Figure 3.13: Instantaneous migration speed depends on cell shape. A)
Random subset of cell masks projected into their positions in shape PC 1 and PC
2. Colour indicates the migration speed, with cells at the red end of the spectrum
moving fastest. B) Correlations of PC 1 (red), PC 2 (Orange) and PC 3 (Blue)
with migration speed.
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Figure 3.14: Behaviour of cells depends on SNR. A) The mean of PC 1 (red)
and PC 2 (orange) are shown for low and high SNR. As PCs are on different scales,
they are each normalised by the mean of the complete ensemble. Both PC1 and
PC2 are significantly different (p < 0.05, stars). B) Covariance of PCs 1-3 in low
and high SNR. C) Example trajectories in PC1 and 2 of low and high SNR (blue
and red respectively). Cell shapes are plotted in their correct places for reference.
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materials from which a cell is made disallowing certain shapes, or behavioural, with
the biochemistry of protrusion and retraction limited to generating only a subset
of physically available shapes. In the case of single cells, physical constraints, at
least on the membrane, cannot account for the shape space I observed here: motile
eukaryotic cells can be contorted into an overwhelming variety of shapes [98]. Be-
havioural constraints must therefore play the dominant role in determining the space
of available shapes, with the localisation of actin in response to external and internal
state governing movement around this space in a highly regulated manner.
Another interesting aspect of understanding the processes governing cell shape
is that biochemistry can depend on, as well as determine shape. It is clear that
the patterns formed by systems of reaction-diffusion equations can depend on the
boundary conditions imposed [3]. Moreover, there is clear experimental evidence
that a number of cytoskeletal processes depend on cell shape. The lab of Manuel
The´ry has shown that the structure of the cytoskeleton (both actin and myosin))
can be determined by constraining cell shape [98, 99], though in the case of these
experiments the key component in determining these structures could well be the
patterned detection of mechanical stresses. The lab of Frank Ju¨licher has shown
that the patterns of microtubule growth development and collapse depend on the
constraining environment, as does the net force they impart on the meiotic spindle
[100]. Cell migration, too, can be radically altered by the imposition of external
constraints on shape. These observations make it clear that the effects of shape
cannot be neglected in understanding the biochemistry governing eukaryotic motility
and chemotaxis.
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Biophysical simulations indicate the
importance of shape in chemotaxis
4.1 Overview
What is the significance of the distinct, SNR dependent cell shapes and behaviours
observed in the previous chapter? Are they modes of behaviour selected for through
advantages that they convey, or are they simply a side-effect of the machinery of
cell motility? Until recently, theoretical models have not been equipped to deal
with this problem, as they have historically focused on biased symmetry-breaking in
chemosensing and have largely overlooked shape and even the behaviour of pseu-
dopods. More recently, some theoretical models and accompanying simulations have
begun to explore the roles played by pseudopods in chemotaxis. Two notable exam-
ples are the simulations of Neilson et al [79] derived from the Meinhardt model of
pattern formation [101] and the work of Shi et al [102] to couple a LEGI model to
an excitatory network and a polarisation system. Though these works acknowledge
the importance of behaviour as an important yardstick for model validation, neither
approaches shape and behaviour in a quantitative manner, nor do they integrate
physically driven theory into their models. Most importantly, neither model explores
the question of cell behaviour as a potential survival strategy.
Here, I develop Meinhardt-like biophysical simulations similar to those in [79],
though, crucially, my simulations sense as perfect absorbers, with a corresponding
physically grounded noise amplitude. I use SSDs to show that such simulations are
able to reproduce both the dependence of CI and of cell-shape on SNR. I analyse
data derived from cells treated with p-bromophenacyl bromide (BPB), known to neg-
atively affect CI via a PLA2-mediated chemosensing pathway. I observe that these
drug treatments reduce the extremity of elongated and split cell shapes. To control
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for potential side-effects, I develop “mutant” simulations with identical chemistry,
but restricted shape, and show that this restriction is sufficient to produce the profile
of CIs observed in BPB-treated cells.
4.2 Materials and methods
4.2.1 PLA2 inhibition
Chemosensing in Dictyostelium is known to act through two redundant pathways:
the better-known PI(3)K-mediated pathway and the more recently discovered PLA2
mediated pathway. Inhibiting either pathway adversely affects chemotaxis, and in-
hibiting both blocks chemotaxis altogether. The effects of both PI(3)K and PLA2
inhibition on a straightforward chemotaxis assay in one direction seem to indicate a
functionally similar role for each pathway, though experiments on cells in changing
environments indicate that they may operate to generate behavioural responses on
different timescales, especially with regard to turning. Furthermore, PLA2 has been
implicated in the control of pseudopod splitting [103]. As such, it seems to be an
ideal candidate for understanding the role of shape in chemotactic response. To
that end, my collaborators supplied me with video data of cells treated with BPB,
an inhibitor of PLA2. These cells were placed in the same mirofluidic device as was
used in the collection of wild type (WT) data.
4.2.2 Meinhardt model for chemosensing
The Meinhardt model is a three-species model for dynamic pattern formation in
biology. Like LEGI-style models, it combines a local self-activating species with a
long-range inhibitor, which generates competition around the membrane, limiting
the overall activation. This arrangement alone is, however, insufficient to generate
the kind of dynamic behaviour observed in migrating cells: If the activator and
inhibitor work on similar timescales, once one patch of activation develops it is
self-sustaining, with only extreme stimuli able to lead to any kind of repolarisation.
If the inhibitor has dynamics far slower than those of the activator, the cell may
move through bursts of directed motion followed by periods of quiescence. The
third species of the Meinhardt model is a local inhibitor, with a diffusion constant
slightly greater than that of the activator. This species serves to destabilise existing
patches of activation, such that they split, with the daughter regions then growing
and competing. This mechanism accounts for the ability of cells to adjust to new
environmental conditions.
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At a point γ on the cell contour Γ at time t, the three species of the Meinhardt
model interact according to the following set of differential equations:
da(γ, t)
dt
= Da
∂2a(γ, t)
∂γ2
+
s(γ, t)
(
ba +
a(γ,t)2
b(t)
)
(sc + c(γ, t))(1 + saa(γ, t)2)
− raa(γ, t), (4.1)
db(t)
dt
=
rb∣∣Γ(t)∣∣
∮
Γ(t)
a(γ, t) dγ − rbb, (4.2)
dc(γ, t)
dt
= Dc
∂2c(γ, t)
∂γ2
+ bca(γ, t)− rcc(γ, t). (4.3)
In which Da is the diffusion constant for the activator a, ba is the basal production
rate of a, sc is the Michaelis-Menten constant, and sa determines the saturation
point of a. In Eqn. 5.3, Dc is the diffusion constant for the local inhibitor c, with
Dc > Da, and bc is the production rate of c in the presence of a. Parameters ra, rb
and rc are the death rates of a, b and c respectively, with b the global inhibitor.
The parameter s(γ, t) is the chemosensation at membrane patch (γ, γ + dγ) at a
distance γ around the membrane and over a time dt:
s(γ, t) = ra
[
A(1 + drR) + J(γ, t) dt+X
√
J(γ, t) dt
]
. (4.4)
The first term in Eq. 4.4 is an auto-activation term, in which A is the magnitude
of auto-activation, R is a random number in the interval [−1, 1], and dr < 1 is a
constant that determines the spread of the random contribution. The second term
is absorber-like environmental stimulus, in which J is the flux of chemoattractant
over the membrane patch γ + dγ at time t. In the third term, X is a Gaussian
distributed variable, and the whole term gives the variance a perfect absorber would
experience in the flux of chemoattractant at the membrane. In the second and third
terms, J is given by:
J(γ, t) = 4Dc(γ, t) dγ + Jws(γ, t) (4.5)
where c(γ, t) is the concentration of chemoattractant at γ, t and D is the chemoat-
tractant diffusion constant. Jws(γ, t) is the additional flux caused by the windshield
effect on a line element dγ with normal nˆ(γ) and velocity v, and is given by:
Jws(γ, t) = c(γ, t)v · nˆ(γ) dA (4.6)
for simulations that include the windshield effect. Here, dA = dγ2.
Practically, we represent Γ using a set of sample points at position vectors
{γ1, γ2, ... , γN} that need not be uniformly spaced, but that are resampled if the
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spacing becomes strongly uneven. Diffusive terms are calculated using a central
difference approximation, such that diffusion of species x at point γn is approximated
by
Dx
∂2a(γn, t)
∂γ2
≈ 2Dx
d+ + d−
[
a(γn+1, t)− a(γn, t)
d+
+
a(γn−1, t)− a(γn, t)
d−
]
, (4.7)
where d+ =
∣∣γn+1 − γn∣∣ and d− = ∣∣γn−1 − γn∣∣, the distances from node γn to
the previous and next nodes around the membrane. The area represented by each
sample point is given by dA = (d++d−
2
)2.
4.2.3 Coupling reaction-diffusion equations to membrane pro-
trusions
In order for the system to affect shape changes, the contour on which the biochemical
model is simulated must be able to move. It does so according to the action of the
following forces:
• Biochemical protrusion. This driven force couples the simulated biochemistry
with the movement of the membrane. This acts proportional to the concen-
tration of the local activator (with a constant of proportionality ka along the
outward normal of the surface nˆ):
Fa(γn, t) = kaa(γn, t)nˆ(γn, t). (4.8)
• Membrane tension. The entire membrane acts as a tension spring with spring
constant kΓ, and sample points act to simulate isotropic contractile forces. A
sample point at γn on a membrane with a natural length of Γ0 experiences a
tension force of:
FΓ(t) = kΓ
(∣∣Γ(t)∣∣− Γ0)[(γn+1 − γn)+ (γn−1 − γn)]. (4.9)
• Bending moment. The membrane is assumed to curve inward in its relaxed
state, such that a circular perimeter generates no forces. As each sample point
is assumed to represent a proportion of the membrane, the natural bending
angle for a sample point at γn is
θ0(γn, t) = 2pi
∣∣γn+1 − γn∣∣+ ∣∣γn−1 − γn∣∣
2
∣∣Γ(t)∣∣ (4.10)
65
CHAPTER 4. BIOPHYSICAL SIMULATIONS INDICATE THE IMPORTANCE
OF SHAPE IN CHEMOTAXIS
Each point is treated as a torsional spring with spring constant kθ as it deviates
from this relaxed state. This generates a force at γn of
Fθ(γn, t) = −kθ
(
θ − θ0
)( fˆ+∣∣γn+1 − γn∣∣ + fˆ−∣∣γn−1 − γn∣∣
)
, (4.11)
where, for γn =
(
γxn
γyn
)
,
fˆ+ =
1
|γn+1 − γn|
(
γyn+1 − γyn
γxn − γxn+1
)
(4.12)
fˆ− =
1
|γn−1 − γn|
(
γyn − γyn−1
γxn−1 − γxn
)
(4.13)
• Cytosolic pressure. This force acts to penalise deviations of the area encom-
passed by the perimeter from the resting area A0. It acts equally on each
sample point, normal to the perimeter.
FP (t) = −kP
(
A(t)− A0
)
nˆ. (4.14)
Here, the area A(t) is given by:
A(t) =
1
2
N∑
i=1
(γxi (t)γ
y
i+1(t)− γxi+1(t)γyi (t)) (4.15)
where xN+1 ≡ x1, yN+1 ≡ y1.
The membrane is assumed to be overdamped, and at each timestep, each bead
moves in proportion to the net force acting on it, FT (γ, t) = Fa(γ, t) + FΓ(t) +
Fθ(γ, t) + FP (t).
Two simulation parameters, kΓ and kθ, are altered to create “mutant” cells with
identical chemistry but constrained shape. In these simulations, kΓ = 6.0 × 10−6
and kθ = 800.0.
4.3 Results
4.3.1 PLA2 inhibition reduces shape space occupancy
I processed videos of Dictyostelium cells supplied by our collaborators in which the
PLA2 pathway had been inhibited using BPB. I projected SSDs of these drug-treated
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ka 0.005 kΓ 4.0× 10−6
kθ 3.0 kP 1.2× 10−7
rb 0.05 bc 0.0018
rc 0.013 Dc 2.95
sa 1.0× 10−4 ba 0.1
ra 0.02 Da 1.5
Table 4.1: Constants in arbitrary units used in “wild type” simulations of chemo-
tacting cells.
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Figure 4.1: BPB treatment reduces shape-space occupancy. Shapes of BPB
treated cells are shown in colour, with faster migration indicated in red. They occupy
a reduced shape space (bounded by the red dashed box) when compared with the
shape-space of wild-type cells (some shown in grey for reference).
cells into the PCs describing wild-type data (Fig. 4.1, coloured cell masks). The
largest extent of these cells in both PC 1 and PC 2 was reduced compared with
wild-type (Fig. 4.1, red dotted border, compare WT masks in grey outside), showing
a substantial constraint preventing these more extreme cell shapes.
4.3.2 Biophysical simulations reproduce live-cell shape and
chemotaxis
In order to explore the mechanisms governing the interactions of cell shape and
chemotaxis, I developed biophysical simulations. These simulations reproduced both
the pseudopod-splitting behaviour and zig-zagging motion of live cells at low-SNR,
and the directed motion, led by a broader lamellipod at high (Fig. 4.2). Furthermore,
they reproduced the CI curve of live cells (Fig. 4.3 A, solid blue line). This is at
shifted SNR, though this is equivalent to a difference in a single parameter, the kD
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of the receptors.
I knew that BPB adversely affected chemotaxis in low-SNR environments, and
wished to understand if the effects of BPB on shape and on chemotaxis were con-
nected. To control for effects of the drug outside of its constraining effect on shape,
I developed “mutant” simulations, in which cell shape was constrained by increasing
the costs of stretching and bending the membrane. The simulations were otherwise
unchanged, and so the rules governing biochemical reactions (as described in Eqns.
4.1-4.3) were identical to those in the WT simulations. These “mutant” simulations
occupied a constrained space of shapes compared with WT (Fig. 4.3B). Further-
more, the ensemble of mutant simulations returned a strikingly similar profile of CIs
over SNR to the known CIs of BPB-treated cells, replicating the loss of CI at low
SNR and recovery at high SNR (Fig. 4.3A, solid red line. Compare with inset).
This shows that, for a Meinhardt-like mechanism of motility, constraints acting on
shape alone are sufficient to cause the impaired CI curve seen in BPB-treated cells.
As the windshield effect is one potential source of noise that active strategies may
help to ameliorate, I introduced a windshield effect to the perfect absorber model
of chemosensing to determine its predicted influence on gradient sensing. For the
high-end of experimental concentrations and cell migration speed (20nM, 12µm/s),
the windshield effect should yield only a moderate drop in accuracy, around 7% at
medium SNR (Fig. 4.4). To explore the idea that shape might help cells overcome
this, I ran further simulations in which membrane patched absorbed additional ligand
in the area through which they moved according to Eq. 4.6. The windshield effect
introduced a consistent drop in the chemotactic accuracy in WT simulations (Fig.
4.3A, blue dashed line), though the effect is small. Shape does not appear to play
a role in compensating for this effect, as shape mutants both with and without
the windshield effect suffer similarly from impared chemotaxis in shallower gradients
(Fig. 4.3A, red dashed line).
4.4 Discussion
Mutations in Dictyostelium that affect cell shape are often deficient in chemotaxis,
for example the myoA mutant [104], the myosin II mutant 3XALA [105], and the
AX3:tsuA mutant [106]. In this chapter, I demonstrated that BPB, a drug known
to inhibit chemotaxis [25], causes shape constraints that reduce the development of
long cell shapes or of split pseudopods. In addition to the effects this may have on
strategies for coping with the windshield effect, this may reduce spatial sampling of
the chemical environment. It is possible that the loss of CI in BPB-treated cells is
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Figure 4.2: Simulations reproduce SNR-dependent shape transition. Stills
from two simulations, one at low SNR (top), one at high SNR (bottom). Low-SNR
simulations are dominated by decisions between two patches of activation (green)
and move in a zig-zagging manner, similar to pseudopod competition in live cells
at low SNR. In contrast, high-SNR simulations move using a broad leading front,
consisting of several patches of activation, and move in a directed fashion. The
graph in the top-left of each still shows the path taken so far by the cell, normalised
to its maximal distance. The graph in the top-right shows a plot of the current levels
of activator (green) and local inhibitor (red) around the cell boundary. The number
in the bottom-left of each frame contains the frame number from the original output
movie.
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Figure 4.3: Biophysical simulations replicate wild-type and drug-treated cell
behaviour. A) CI vs. SNR for WT (blue) and mutant (red) simulations of mi-
grating cells, simulated with (solid lines) and without (dashed lines) the windshield
effect. Inset shows the CIs of WT (blue) and BPB-treated (red) live cells, with
data digitised from [30]. B) First three shape PCs for drug-treated cells and shape-
constrained mutant simulations.
70
4.4. DISCUSSION
-6 -5 -4 -3 -2
-1.0
-0.5
0.5
1.0
Ch
em
ot
ac
tic
 In
de
x
Forward
Mean
Back
Absorber  Windshield  Monitor
Forward
Back
Mean
7% drop
log   SNR10
Figure 4.4: Calculated loss of CI due to the windshield effect. Inclusion of
the windshield effect to the perfect absorber model is shown (dashed grey curve),
with the standard absorber included for comparison (solid black curve). The curves
are also shown for forward and backward-moving cells, and with the perfect monitor
for comparison (see legend). Variability in the live-cell data makes the mean with
and without a windshield effect indistinguishable (light grey).
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due to additional effects of the drug (it might interfere with signalling and motility),
however I control for this possibility using the mutant simulations, which suffer a
strikingly similar reduction in CI with no alteration to their signalling pathways when
compared with wild-type simulations (Fig. 6A). Also, PLA2 inhibition by BPB does
not interfere with PI(3)K-mediated chemotaxis.
Amoeboid migration is not unique to Dictyostelium cells. Locomotion via pseu-
dopods and other irregular cell protrusions is a feature of migration in a number
of cell types, including neutrophils [9] and the spermatozoa of nematode worms
[32]. Interestingly, the latter achieves motility without actin, showing that it is
shape and behaviour, rather than the biochemical mechanisms by which they are
generated, that are conserved. It seems that pseudopod splitting may also be a
behavioural mode largely reserved for chemotaxis. It is certainly not required for
eukaryotic cell migration: keratocytes, which are poor at chemotaxis, move with
a single, large lamellipod [6], and at higher speeds than Dictyostelium. Amoeboid
shape and behaviour may, therefore, be conserved traits, selected for the evolu-
tionary advantages they provide through increased CI. The mechanism by which
shape assists with chemotaxis remains unclear. As the windshield effect plays only
a minor role and is seemingly unaffected by shape, I would suggest that cells may
improve spatial resolution of noisy signals by largely restricting decision-making to
two regions, which are as distant as volume restrictions will allow.
The importance of accounting for shape in further theoretical study of chemosens-
ing in eukaryotes is clear. The differing outcomes of the two sets of simulations
presented in this chapter highlight the importance of including the interactions be-
tween diffusible species and the boundaries constraining them. This is important as
cells treated with the actin depolymerase latrunculin B, which are ball-shaped and
unable to move, are often used to understand the role of polarisation in chemotac-
tic responses in spite of their radically altered boundary conditions. Other studies
more directly demonstrate the problems with using this system for understanding
the initial polarisation of the cell to external chemical gradients [69].
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Maximum caliber model predicts
behaviour over long timescales
5.1 Overview
Theoretical models of eukaryotic chemotaxis vary, and most impose some kind of
structure on the problem. This may be a generalised or unconfirmed biochemical
network architecture such as the Meinhardt and LEGI models, or it may be ad hoc
constraints, for example defining curvature and extension cut-offs for the existence
of a pseudopod. However reasonable such assumptions may be, there is doubtless
much that remains unknown about how eukaryotic chemotaxis is driven. Moreover,
the exhaustive modelling of intracellular molecular interactions would be inviable due
to computational expense, and detailed verification in vivo would be both invasive
and difficult. In contrast, cell shape is easily observed. This metric is the eventual
output of whatever mechanisms drive eukaryotic motility and chemosensing. What
inferences, if any, can we make using only shape information, assuming nothing
about the mechanisms underpinning it? To explore this question, I use a method
taken from statistical mechanics called “maximum caliber”. I train a model on
short-timescale correlations in shape change (in the order of seconds) from live-cell
data, and show that these models are able to reproduce statistics of behaviour and
patterns of shape change over long periods (in the order of minutes). These also
exhibit less information divergence from live-cell data than do models trained on
simple rates of shape change without correlations.
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5.2 Materials and methods
5.2.1 Principle of maximum caliber
Maximum caliber (MaxCal) is a variational method originally proposed by E. T.
Jaynes [107] to treat non-equilibrium problems in physics, and is much like his
better-known maximum entropy (MaxEnt) method used in equilibrium physics. Both
are motivated similarly; we wish to find the probabilities of all possible system
configurations without making any assumptions or contradicting any observations.
In the case of MaxEnt, this is achieved by finding the maximum Shannon entropy
with respect to the probabilities of the set of possible configurations the system
can take [18]. This can be used to derive the Boltzmann distribution, for instance.
MaxCal uses the probabilities of the possible trajectories a dynamical system can
follow instead. In this case, the entropy is replaced by the caliber C, [108], which
derives its name from analogy with the influence of caliber, or internal diameter, on
the flow rate in a pipe.
The caliber takes the form
C({pj}) =
∑
j
pj ln (pj) + µ
∑
j
pj +
∑
n
λn
∑
j
Sn,jpj, (5.1)
where pj is the (potentially time-dependent) probability of the jth trajectory. The
first term on the right-hand side of Eq. (5.1) represents a Shannon-entropy like
quantity and the second ensures that the pj are normalised. The third constrains
the average values of some properties Sn,j of the trajectories j to the values of
some macroscopically observed quantities 〈Sn〉, making sure we do not contradict
any known information.
By maximising the caliber, the probabilities
pj = Q
−1 exp
(∑
n
λnSn,j
)
(5.2)
are found, where Q =
∑
j exp(
∑
n λnSn,j) is the dynamical partition function and
λn are a set of Lagrange multipliers. Practically, the problem is to find these
Lagrange multipliers (and hence, the partition function). They are found through
their relations to externally observed average values of some quantities
〈Sn〉 = ∂ lnQ
∂λn
, (5.3)
where the values of the 〈Sn〉 are determined from experiment. This is equivalent to
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maximum likelihood fitting to observed data.
5.2.2 A maximum caliber model of shape
The values that the constraints 〈Sn〉 take come from the shape dynamics of the
Dictyostelium dataset over timescales in the order of seconds. The values of PC
1 and 2 are assigned to the variables Na and Nb, respectively. These values are
rounded to the nearest integer so that Na and Nb can be thought of as particle
numbers in a chemical reaction. The values of Na and Nb are shifted such that
no negative values occur. The size of the timestep δt is reduced until there is no
increase or decrease in δt greater than one in either variable.
I constrain the occupancy of these trajectories firstly by observing the frequency
of simple increases and decreases in a component, 〈Sαx 〉, where x ∈ {a, b} cor-
respond to PC 1 and 2, respectively, and α ∈ {+,−} represents and increase or
decrease in that component. I will denote the microscopic variable for an increase
in trajectory j as Sx+,j. For small δt this variable is binary, taking the value 1 when
Nx increases over a single timestep and taking the value 0 otherwise. Nx separate
variables {Sx,i−,j} are used to denote decays for the ith particle, 1 ≤ i ≤ Nx. These
{Ax,i−,j} are equal to 1 if the ith particle decays in δt and equal to 0 otherwise. I
then further constrain our model by including short-timescale correlations between
changes in PC values by observing the rates of correlation within and between PCs
for each time interval and its subsequent time interval. This leads to an additional
16 observables 〈Sxyαβ〉, where x, y ∈ {a, b} are shape PCs and α, β ∈ {−,+} denote
a change in the component displayed above (Fig. 5.1A). Each observable has a
corresponding value in trajectory j of Sxy,jαβ , which is 1 if the correlation is observed
and 0 otherwise. This is reduced to 10 time-correlated observables by assuming
symmetry, i.e. Sxyαβ ≡ Syxβα.
In each δt there are Nx + 2 possible microtrajectories for each component;
an increase, no change, or the removal of any particle Nx (Fig. 5.1B). As the
two components may change independently, there are (Na + 2)(Nb + 2) possible
microtrajectories in a single δt over PC 1 and 2. A reduction in a component can
be followed by
(
(Nx − 1) + 2
)
possible microtrajectories in the following timestep,
and so contributes Nx
(
Nx + 1
)
microtrajectories over 2δt. No change is followed
by a further Nx+ 2 microtrajectories, and an increase is followed by Nx+ 3, leading
to a total of N2x + 3Nx + 5 microtrajectories over 2δt. Thus, accounting for the
effect of the changing values of Na and Nb at time t in each microtrajectory on
the interval starting at time t + δt, the number of microtrajectories over 2δt is
(N2a + 3Na + 5)(N
2
b + 3Nb + 5). As an example, I show the partition function in a
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single shape component, in which there are 5 observables, {S+, S++, S+−, S−, S−−}
corresponding to the full partition function:
QN = γ+
[
γ+γ++ + 1 +
(
N + 1
)
γ−γ+−
]
+Nγ−
[
γ+γ+− + 1 +
(
N − 1)γ−γ−−]
+ γ+ + 1 +Nγ−, (5.4)
where γα = e
λα and λα is the Lagrange multiplier associated with observable 〈Sα〉.
The Lagrange multipliers corresponding to these observables are found using Eq.
(5.3), which yields a set of equations to be solved simultaneously. In the case of a
single component, these equations are
〈S+〉 = γ+
[
2γ+γ++ + 2 + (2N + 1)γ−γ+−
]
, (5.5a)
〈S−〉 = γ−
[
(2N + 1)γ+γ+− + 2N
+ 2N(N − 1)γ−γ−−
]
, (5.5b)
〈S++〉 = γ+γ+γ++, (5.5c)
〈S+−〉 = 2Nγ+γ−γ+−, (5.5d)
〈S−−〉 = N(N − 1)γ−γ−γ−−. (5.5e)
The equations for the two-component partition function and Lagrange multipliers
can be found in Appendix B. Their values were found numerically using the Math-
ematica function NSolve. Once these Lagrange multipliers have been determined,
the probabilities of each outcome can be found using Eq. 5.2. An ensemble of
example trajectories through the system can then be simulated, with each change
in shape weighted correctly.
5.2.3 Frequency extraction from trajectories
When examining the behaviour of cells, I aim to identify repeating behavioural motifs
or stereotypes of shape change. To this end, I first calculate the autocorrelation of
shape PC 1 over time for each cell using the standard formula:
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γ b+ γ bb++ γ bb+-
γ b- γ bb--
A
Figure 5.1: Structure of the maximum caliber partition function. (A) Corre-
lation parameters inferred from data. Lagrange multipliers are found corresponding
to increases in PC 1 (γ+a), decreases in PC 1 (γ
−
a), increases in PC 1=2 (γ
+
b and
decreases in PC 2 (γ−b ). Additional Lagrange multipliers controlling the rates at
which these events occur in neighbouring time-steps are shown in the table. (B)
In each timestep dt the number N of “particles” can increase, decrease, or stay the
same. Trajectories involving a macroscopic increase in the first dt are shown with
dotted lines, trajectories that macroscopically decrease in the first dt are shown in
dashed lines, and those that are unchanged in the first dt are shown with solid lines.
The degeneracy of each path over a timestep is shown above it.
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A(τ) =
1
T − τ
T−τ∑
t=1
(
s(t)− µ)(s(t+ τ)− µ)
σ2
(5.6)
where s(t) is the signal (or value of PC 1) at time t, and µ and σ are the mean and
standard deviation of s, respectively. A(τ) provides a measure of how similarly or
differently the cell behaves after a given time delay τ .
In order to identify a natural period for repeating behaviour, I convert this
autocorrelation into the frequency domain using a Fourier transformation. I then
identify the frequency component with the largest magnitude, and take its reciprocal
to find the period, T = 1/f , separating behavioural repeats.
5.3 Results
5.3.1 Maximum Caliber model reproduces training data
After training our model on Dictyostelium shape trajectories, I simulated shape
changes for cells responding to shallow and steep gradients of cAMP, as well as
running control simulations trained only on the basic rates of increase and decrease
in each PC, without temporal correlations. The uncorrelated model predicts blocks
of activity largely influenced by comparatively high activity observed in PC 2 and low
activity in PC 1. There are no clear signs of anticorrelation between the two principal
components (Fig. 5.2A). In contrast, live cell data and correlated simulations both
show a definite streak of anticorrelated activity in PC 1 and PC 2. Furthermore, the
observed persistence of movement in PC 2 is reflected in the correlated simulations,
with (b+, b+) and (b−, b−) both much more common than changes in direction
(e.g. (b+, b−)).
5.3.2 Maximum Caliber model predicts long-term behaviour
The predictive power of the MaxCal trained simulations goes beyond those corre-
lations on which it was directly trained: I tested the simulations’ ability to predict
patterns of activity in each primary direction (increases and decreases in either PC 1
or PC 2). These patterns took the form of N active time periods out of a possible
T time steps, for varying N and T . The MaxCal model predicted frequencies of
appearance for these patterns that closely resembled the real data (Fig. 5.3A). In
contrast, the uncorrelated model predicted patterns as a much lower rate, for exam-
ple there are runs of 5 consecutive increases in PC 1 at a rate of around one in 1.35
minutes. The correlated model predicts this pattern rate to be one in every three
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Figure 5.2: Maximum caliber model reproduces training data. (A) Co-
occurrences of transitions in neighbouring time-steps are shown for simulations based
only on naive rates (top), in the data (middle) and from simulations that include
short-term temporal correlations (bottom). (B) Values of selected Lagrange mul-
tipliers derived from chunks of 5% of the data, sampled with replacement from
randomly selected starting places.
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minutes. The uncorrelated model predicts the same pattern at a rate of one in 6.67
hours. The greater predictive power of the MaxCal model is reflected by its lower
Jensen-Shannon divergence from the observed data (Fig. 5.3B). The MaxCal model
also more closely matches the observed probabilities of generating a given number
of transitions in a row, with predictions almost perfect at twice the time-range of
the correlations (up to 4 transitions in a row), and far stronger predictive power
than the uncorrelated model over longer timescales (Fig. 5.3C).
As Dictyostelium cells migrate, they go through a cycle of pseudopod splitting,
followed by the retraction of an undesirable pseudopod and elongation in the direc-
tion the remaining pseudopod. To further explore the ability of the MaxCal model to
predict behaviour over longer timescales, I examined the autocorrelations of shape
over time. As cells operate with different production frequencies, I first align all cells
according to their natural oscillatory period, determined in the frequency domain
following Fourier transformation of a trajectory. I then compared the oscillations of
PC 1 in live cell trajectories and simulated trajectories. The autocorrelations in live
cell shape show clear signs of oscillation (Fig. 5.4, blue). These are very closely
matched by the oscillations found in model trajectories (Fig. 5.4, red). To make
sure the oscillations are not an artefact of our fitting in frequency space, I tried to
extract oscillations from a randomly generated signal and was unable to find any
kind of long-lasting autocorrelation. This confirms that the observed matching au-
tocorrelations are a long-term, complex shape behaviour that can be predicted from
short-term correlations only using the MaxCal framework.
The method also discriminates between biologically relevant behavioural pat-
terns. I compared coupling constants derived from subsections of WT data with
those derived from cells treated with BPB and LY294002 (inhibitors of PLA2 and
PI(3)K respectively), interfering with both signalling pathways known to govern
chemotaxis. In addition to the strong chemotactic defects these treatments are
known to induce [30], drug-treated cells also exhibit shape and behavioural defects.
These behavioural differences are reflected in changes in the values of the Lagrange
multipliers describing each shape system: the difference in values of WT and drug-
treated γ+b is significant at α = 0.01, and all other γ values are significantly different
at α = 0.001 (sign test). Of particular note, values of γ+−a a and γ
+−
b b are lower in
the WT condition than those in drug-treated condition, indicating the persistence of
shape change in WT cells (Fig. 5.5A). The anticorrelation of PCs 1 and 2 through
pseudopod splitting is reflected in the values of γ+−a b and γ
−+
a b in WT cells, both
of which are greater than 1. In comparison, the drug-treated cells have only a
moderate anticorrelation. Simulations run using these constants have similar trends
in average shape and range distribution in the first two PCs as do WT cells, with
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Figure 5.3: Long timescale statistics replicated by maximum caliber. (A)
(top) Example track of naive transitions. Possible patterns are highlighted: two a+
in a row and four b- in a row are given as examples. (Bottom) Observed versus
predicted probabilities of various patterns of transitions for simulations containing
(red) or ignoring (blue) short-term temporal correlations. Patterns are always for a
single transition type (e.g. a+ only), and are of the form “N transitions in T time-
steps” for varying N and T. (B) Jensen-Shannon divergence from pattern rates
observed in the data for correlated (red), and uncorrelated (blue) simulations. (C)
Probability of observing a number of the same transition-type in a row, shown for
increases (left) and decreases (right) in PC 1.
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Figure 5.4: Pseudopod splitting cycle captured by maximum caliber. Auto-
correlations in PC 1 for low SNR (left) and high SNR (right) for live cell data (blue)
and model (red).
drug-treated cells occupying an average value below the standard deviation of WT
cells in PC 1 in both experiment and simulation (Fig. 5.5B).
5.4 Discussion
In contrast to the previous chapter, in which I created a biochemical network to ex-
plain cell behaviour, here I made no assumptions about what governs cell shape. In-
stead of examining the molecular details of chemotaxis in Dictyostelium discoideum,
I have inferred cell behaviour from observations of shape. This approach has the
advantage of ease, requiring only the observation of what a cell naturally does,
without tagging or genetic manipulation, and also the advantage of generality, be-
ing independent from the specific biochemistry of any one cell type.
Maximum caliber methods have not previously found application to real data,
instead being applied to simple, analytical problems or to data produced via Gillespie
simulation. Here, I show that they are a sound method of inferring patterns in
quantitative data. In particular, their ability to identify long-term behavioural traits
using only short-term temporal correlations may be useful for creating statistical
models in instances where available data is lacking or fragmented.
There are a number of examples of systems in which the strength of short-
scale correlations determines complex behaviours. The behaviour of large flocks
of starlings can be predicted from the interactions of individual birds with their
nearest neighbours [20, 21], and the pairwise correlations between neurons can be
used to predict brain activity at much higher coupling orders across the brain [18].
Interestingly, these systems both appear to exhibit a self-organised criticality [109],
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anticorrelation between the two components. (B) Mean shapes for WT (blue) and
drug-treated (red) for both live-cell data (solid) and simulations (dashed). Error
bars show standard deviation. 83
CHAPTER 5. MAXIMUM CALIBER MODEL PREDICTS BEHAVIOUR OVER
LONG TIMESCALES
in which the nature of their short-range interactions leads to periods of quiescence
punctuated by sudden changes. This could indicate the coupling strengths inherent
to a system (such as the interactions of shape modes in our Dictyostelium cells) are
crucial to its correct function.
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Chapter 6
The role of memory in chemotaxis
in fluctuating environments
6.1 Overview
Can eukaryotes improve their estimates of environmental conditions by using molec-
ular memory? Implicitly or explicitly, most models of chemotaxis incorporate some
kind of memory by including a process affecting behaviour on a time scale much
longer than sensation. In static environments, it is easy to demonstrate the advan-
tage of such a system. Take, for example, the single parameter governing gradient
sensing in a perfect absorber (Eq. 2.9). In a static environment, memory of past
estimates is equivalent to an increase in the length of the time window T over which
sensory inputs are averaged. As T is proportional to SNR, increases in T will always
improve gradient sensing so long as the environment does not fluctuate.
The role played by memory in fluctuating environments is less well understood.
This question is far more relevant to biological problems as cells in natural envi-
ronments will experience changes to gradient steepness and direction over time. In
the absorber example above, increasing T in a fluctuating environment may lead to
decision-making based on misleading, out-of-date information from the beginning
of the averaging window. How, then, should a cell give weight to past information?
It seems likely that the strength of environmental correlations over time will play a
role in this process [11], as they quantify the connection between past and current
events.
In this chapter, I describe the work of my colleague Gerardo Aquino to investi-
gate theoretically the role memory can play in accurate chemosensing in fluctuating
environments. I verify the predictions of this theoretical model by examining the
paths of both simulations and live Dictyostelium cells in changing environments, and
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Figure 6.1: Diagram of chemosensing in a single receptor. (A) A single
receptor will bind ligand with a rate determined by its affinity for the ligand k+ and
the external concentration, but will unbind ligand at a rate k− that is independent
of external conditions. (B) Representation of the environment experienced by a
single receptor. As external concentration (c) rises, unbound intervals are reduced
in length, however bound intervals remain the same.
show that the behaviour of these cells could indicate an optimised use of memory
in assessing current environmental conditions.
6.2 Materials and methods
6.2.1 Bayesean Cramer-Rao filtering
The limit on how well a single receptor can estimate external concentrations was
first discussed by Berg and Purcell [33], in which concentration estimates are based
on the average occupancy of the receptor. Here, the lower limit on the relative
uncertainty (variance over mean) of a concentration estimate is
(δc)2
c2
=
1
2Dac(1− p¯)T , (6.1)
where c is the true environmental concentration, p¯ is the true equilibrium probability
for the receptor to be bound and D, a and T are the diffusion constant, the effective
radius of the receptor and the averaging time, respectively. Maximum likelihood
estimation improves upon this estimate by only taking account of the unbound times,
as these times alone contain information regarding the external concentration (Fig.
6.1). In this case, the lower limit on uncertainty is estimated from the Cramer-Rao
bound of information theory [110, 111]:
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(δc)2
c2
≥ 1
c2I(c)
→ 1
4DacT
=
1
n
, (6.2)
where I(c) is the Fisher information, and n is the number of binding/unbinding
events within T . In the limit of large T the right side of equation (6.2) is obtained.
This improved estimate still neglects the contribution of the receptor’s prior readings
and hence of memory. Here, my colleague Gerardo Aquino introduced the contribu-
tion of previous time-windows into the calculation of uncertainty as a Bayesean prior
probability, constructing a Bayesian Cramer-Rao bound with a lower uncertainty in
concentration sensing [112]. This takes the form:
(δc)2 ≥ 1
I(c) + I(λ)
(6.3)
where λ is the Fisher information of the prior contribution. As an indefinite stor-
age of all past measurements seems unlikely, he proposes an iterative “filtering”
scheme, in which the current concentration is optimally estimated by considering
new measurements in the context of prior information.
Using a vectorial notation for the environment ct = (c
0, c1) in which c0 and c1
are, respectively, the concentration background and slope, the concentration update
at each time step can be expressed as:
ct = Ft(α)ct−∆t + (1− α)wt (6.4)
with
Ft =
(
1 ∆t
0 α
)
The key parameter to understand here is α, the correlation between true gradient
steepnesses (here denoted by c1) in two consecutive measurement windows, i. e.
α〈(c1t )2〉 = 〈c1t · c1t+T 〉. Finally, the cell must base its decision making on the scale
of the environmental fluctuations it experiences. This environment-to-noise ratio
(ENR) is given by:
ENR = σw/σξ0 , (6.5)
where σξ0 is the variance due to measurement error and (1 − α)2σ2w gives the
variance in environmental fluctuations.
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6.3 Results
6.3.1 Recovery of CI in a changing gradient depends on SNR
What weight should a cell give prior information in order to best estimate its en-
vironmental conditions? The answer depends upon the size of environmental fluc-
tuations. Fig. 6.2A shows the weight of the current gradient measurement in the
filtering scheme as a function of ENR. When environmental fluctuations are small,
the optimal weight of a current measurement is also small, since the cell can rely
on memory to improve the estimate. As environmental fluctuations become larger,
the usefulness of memory in interpreting new information is limited, as previous
measurements bare a decreasing relevance to the current environmental state. The
current measurement is therefore favoured under these conditions, contributing sig-
nificantly in optimal estimation for large fluctuations with little correlation (large
ENR and small α, respectively).
Testing this predicted dependency of memory on ENR is difficult for the case of
the individual receptor, in particular since chemotaxis is an emergent phenomenon
arising from a large number of linked biophysical and biochemical processes, however
the reason that the usefulness of memory relates to environmental fluctuations is
unchanged, as larger environmental fluctuations render obsolete old information
both from single receptors and from organism-wide sensation. As such, I proceeded
to test the prediction shown in Fig. 6.2A by observing the behaviour of Dictyostelium
cells as they respond to changes in gradient direction. As the microfluidic device
has both a left and right inflow, it is possible to switch the cAMP gradient direction
almost instantly, allowing us to provoke a turning response in the migrating cells.
The metric I used to determine the weight of new and old information was the
recovery of the CI (∆CI) over a set time following the switch. In place of ENR, I
used a signed difference in SNR (∆SNR), given by
∆SNR =
c1t+T
∣∣c1t+T ∣∣
c0t+T
− c
1
t
∣∣c1t ∣∣
c0t
, (6.6)
where c0t is the true background concentration at time t. Note that this analogue
to ENR quantifies a difference between old and new directional information. Higher
∆SNR values are therefore more unlikely to be observed according to the prior (i.e.
the memory) built up by the cell before a gradient switch, and so will more rapidly
lead to its rejection. In this set-up, shallow-to-shallow gradient transitions yield a
small ENR, and steep-to-steep transitions yield a high ENR. If the switching rate
were faster than recovery of CI, it is conceivable that memory of earlier environ-
88
6.4. DISCUSSION
ments could interfere with proper repolarisation, with the cell unable to commit to
a direction. Indeed, this phenomenon, termed “chemotactic trapping”, is known to
occur in Dictyostelium in our microfluidic chamber [58]. In our experiments, how-
ever, times between switches are long in comparison to the time taken to recover
CI and so switching rate should not lead to any lingering memory of even earlier
environments.
The ∆CI depends very clearly on ENR, with fast repolarisation at high ENR
indicating a definite commitment to new information, and a contrasting slow re-
polarisation at low ENR showing a reliance on memory under these environmental
conditions (Fig. 6.2B). Exemplar turning behaviours are shown in Fig. 6.3 for slow
(left) and fast (right) turning cells, respectively. In line with our prediction from
filtering, the fraction of fast turning cells indeed increases with ENR, indicative of
cells trusting their current measurement in strongly fluctuating environments (Fig.
6.2C, left).
Although this filtering-like indicator in the turning behaviour of Dictyostelium
cells can unlikely be attributed to a single pathway or a small number of molecular
species [113, 29], it is worth pointing out that the activity of RasG downstream of the
cAR1 G-protein-coupled receptor follows an incoherent feedforward loop and helps
mediate adaptation to persistent cAMP stimulation [114]. Hence, to understand if
a spatially extended incoherent feedforward loop can reproduce our data, I imple-
mented a minimal biophysical-biochemical model of pseudopod-guided chemotaxis
similar to that described in Chapter 5, but explicitly incorporating an incoherent
feed-forward loop as a filter between stimulus and response (Fig. 6.3B, inset). In
analogy with the experiments on Dictyostelium, I observed the turning behaviour
of these simulations in response to a reversal in gradient direction with different
ENRs. As with the live cell case, simulated cells quickly reoriented themselves in
response to high-ENR switches, with reorientation time increasing as environmental
fluctuations became smaller (Fig. 6.2B, dotted line). Cell turning circles in response
to small-ENR switches (Fig. 6.3B, left) were considerably larger than in response
to large-ENR switches (Fig. 6.3B, right), mirroring the behaviour of live cells (Fig.
6.3A). The fraction of fast-turning cells (Fig. 6.2C, right) also matches the data
(Fig. 6.2C, left).
6.4 Discussion
Memory has been observed in chemosensing for at least four decades [115, 116, 117].
Albrecht and Petty [116] observed that neutrophils exposed to pulses of N-formyl-
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Figure 6.2: Filtering scheme potentially used in Dictyostelium. (A) The ideal
weight of a single measurement as a function of ENR for α = 0.1 (dashed line)
and α = 0.9 (solid line), which indicate strongly fluctuating and strongly correlated
environments respectively. The horizontal line at 1 shows complete reliance on the
single measurement. This panel was adapted from work by Dr. Gerardo Aquino.
(B) Recovery of measured chemotactic index ∆CI for live cells (solid grey circles
and error bars) and simulations (black circles, dashed error bars) after a gradient-
direction switch as a function of environment-to-noise ratio (ENR), taken to be
equivalent to the perfect absorber SNR. To obtain ∆CI, the CI of cells migrating
in a stable cAMP gradient is subtracted from the CI after the gradient direction is
switched. A decaying exponential is fitted to average recovery in live (solid black
line) and simulated (dashed black line) cells. Error bars show the standard error.
Arbitrary threshold separating slow and fast turns is shown by the horizontal red
line. (C) Percentage of turns that are fast for live cell data (left) and simulations
(right) at low and high ENR.
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Figure 6.3: Chemotactic recovery depends on ENR. (A) Examples of CI recov-
ery following a gradient switch. Cell outlines are shown in blue for the two minutes
preceding a gradient switch, in red for the two minutes following a gradient switch,
and in grey outside of these windows. The direction of motion at either end of the
train is indicated with a black arrow. The cell on the left is from a low ENR envi-
ronment, and the cell on the right from a high ENR environment. (B) Recovery of
simulated cells from low-ENR (left) and high-ENR (right) switches. Colour scheme
is the same as in (A), though time units are arbitrary. Inset on the right shows the
incoherent feedforward loop introduced to filter external stimuli prior to reaching
the local activator A.
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methionyl-L-leucyl-phenylalanine (fMLP) were able to remember previous pulse con-
centrations, and would reorient themselves only if pulse intensity decreased over
time. Although no connection with sensing precision was made, two cell fractions
of turning behaviour were observed: a slowly U-turning and a fast 180◦- repolarising
fraction. Higher pulse frequencies increased the fraction of 180◦ repolarisations (up
to a maximum of 0.1Hz, around about the stalling frequency for Dictyostelium re-
polarisation found by Meier et al [58]). Most recently Wang et al [117] found that
Dictyostelium cells responded to ramps as expected from an incoherent feedforward
loop (their Fig. 4E) and a closely related network [118]. Furthermore, they found
that Dictyostelium sensing filters pulses at frequencies greater than 50mHz (their
Fig. 4A), no longer responding to individual peaks in cAMP intensity. Even popu-
lations of E. coli bacteria have been observed to filter and to respond in coherent
waves to alternating gradients, albeit with a longer optimal period of 100s [119].
The model of memory contained in this chapter therefore seems applicable to a
number of apparently distinct observations across different cell types.
Wolpert’s “no free lunch theorem” states that prior assumptions are necessary
to estimate optimally [120]. Our active filtering strategy employs such a prior
(memory), updated dynamically. Active sensing strategies are widespread in biol-
ogy, including integral feedback control in bacterial chemotaxis [121], olfactory and
phototransduction [27], as well as kinetic proofreading [36]. The striking similar-
ity between our proposed strategies, macroscopic engineering solutions [122], and
learning by Bayesian inference in humans [123] hint toward universal problem solving
strategies in nature.
The results shown in this chapter provide new insight into the purpose of internal
directional biases, such as those observed in cells immobilised with latrunculin-B and
stimulated in a precise, controlled manner by uncaging cAMP using a circular UV
beam [124]. In this study, the precision of directional cell sensing was found to
be determined by a combination of external cAMP sensing and an internal bias of
unidentified origin. Internal biases not aligned with the external gradient reduced
the sensing precision, as confirmed by theoretical modelling [125], meaning that the
purpose of such biases was previously unclear. The work presented in this chapter
suggests that, in a changeable environment, such an internal bias represents the
effects of memory, which in fact leads to an increase in sensing precision.
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Diffeomorphic mapping in shape
space construction
7.1 Overview
7.1.1 Diffeomorphic mapping
In previous chapters, I have discussed cell shape entirely within the framework pro-
vided by Fourier shape descriptors. However, preliminary work on evaluating D.
discoideum shape involved the development and comparison of several different
methods. One of the alternatives to FSDs was at first quite promising and so its
usefulness was explored in relative depth. This method, known as diffeomorphic
mapping, was not as suited to the task of quantifying Dictyostelium shape due to
issues of computational cost as set size increased, and difficulties in aligning ob-
jects with such variable perimeters. However, this method did prove useful in other
circumstances.
7.1.2 Syndecan 4 in the immunological synapse
Syndecan-4 (SDC4) is a transmembranal protein that has been associated with
wound healing [126] and osteoarthritis [127]. In collaboration with Anna Markiewicz,
Marek Cebecauer, Martin Spitaler and Tony Magee of Imperial College, London, I
investigated the hypothesis that it inhibits the ability of T-cells to form immune
synapses. I analysed video data of T-cell synapse formation to provide evidence
for the presence or absence of three possible forms of inhibition: Differences in the
final shape of a mature synapse, a slowing in its rate of maturation, and an overall
reduction in the probability of synapse initiation.
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7.1.3 Novel work
Here, I describe the shape space of Dictyostelium cells as determined by diffeomor-
phic mapping, and discuss the drawbacks that make such a method a poor choice for
this problem. I then detail the application of diffeomorphic mapping to a different
problem: understanding the role of SDC4 in the development of immune synapses
by T-cells. As the data-set for this study was substantially smaller than in the case
of Dictyostelium, the computation cost of this method was less problematic, and
the regularity of T-cell shape, combined with a clear axis of alignment through the
centre of synapse, gave me a clear system for image alignment. Though diffeomor-
phic methods provide a reasonable means of quantifying shape in this experiment,
they reveal no differences in the final shapes of synapse-forming cells that do and
do not express SDC4. Other, non-shape based methods do reveal differences in the
rate and likelihood of synapse formation, however.
7.2 Materials and methods
7.2.1 T-lymphocyte experiments
Experiments were conducted using Jurkat T-lymphocytes, transfected to express
SDC4 alongside a GFP reporter. To control for the effects of phototoxicity, a control
group were transfected to express the reporter alone. T-cells were introduced to
a population of B-cells overexpressing IgG to guarantee the stimulation of synapse
formation, and were imaged for a period of around 3 hours.
7.2.2 Diffeomorphic image registration
There are a number of shape quantification algorithms that fall into the category
of diffeomorphic mappings [128, 129, 130]. The idea at the root of these various
examples is the same: a shape is treated as a continuous physical object, with
corresponding bulk properties (such as elasticity) that dictate the ease with which it
can be deformed. These methods automatically exclude from the space of possible
shapes any physically meaningless results, such as the tearing in two of a continuous
object or its being folded over such that it occupies the same spatial location twice. I
began the investigation of these methods because a cell is itself an object with these
properties, and because it had met with previous success in cytometry, specifically
in classifying the shapes of nuclei [85].
Diffeomorphic methods work as follows: for a position vector ~x and a displace-
ment vector d(~x), a generic mapping φ(~x) takes the form
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φ(~x) = ~x+ d(~x) (7.1)
We seek to measure the similarity between any two shapes. Thus, when mapping
from a source shape I0 to a target shape I1, d is chosen to minimise the difference
between the deformed source shape and the target:
d˜ = arg min
d
∥∥I0 ◦ φ− I1∥∥2,
arg min
d
f(d) := d|∀s : f(d) ≤ f(s), (7.2)
where
∥∥f∥∥ is the L2 norm of any function f .
An infinite number of mappings exist that satisfy Eq. (7.2), however we wish
to limit the space of solutions to those that do not fold or tear the object, or more
technically those that preserve the neighbourhood. We can introduce this limitation
by introducing a differential operator, L. In this case, d˜ takes the form
d˜ = arg min
d
∥∥Ld∥∥2 + 1
σ2
∥∥I0 ◦ φ− I1∥∥2 (7.3)
An example of a diffeomorphic mapping of the kind described in Eq. (7.3) can be
seen in Fig. 7.1A-D.
There are a range of forms that L can take, each granting some associated
physical interpretation to distances between shapes in the shape space. A fluid flow
operator is often used, however here I use a linear elasticity operator, L = −α~∇2+γ,
where α and γ are constants. This choice of L makes the distance between shapes
analogous to the stress under which an elastic object would need to be placed in
order to deform it from one (resting) shape to the other.
The entirety of the information needed to reconstruct this mapping is contained
in the initial velocity with which each element in the source shape must move in
order to evolve into the target shape under the physical constraints imposed by L.
This is a vector of dimension 2N , where N is the number of pixels in any one image,
which should be kept constant throughout the data-set.
There are two approaches to mapping the space of shapes that each have asso-
ciated benefits and drawbacks:
• Create a Freche´t mean shape for the data set using some global alignment
method, for example alignment by movement direction (Fig. 7.2A) or iterative
Procrustes analysis (Fig. 7.2B), then perform a mapping of each shape onto
that mean. PCA can be used on the ensemble of velocity vectors this yields in
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Figure 7.1: Example of diffeomorphic mapping using Dictyostelium cells. (A,
B) The source and target image, respectively. (C) The source image when deformed
by the mapping calculated to project (A) onto (B). (D) The displacement field for
the mapping of (A) onto (B).
order to further reduce the shape space. In this case, one additional mapping
is required for each additional shape, and so the computational cost rises
linearly with the number of shapes. Alignment is, however, suboptimal, as
shapes are aligned to be closest to the mean rather than to each other, and
as such may be incorrectly identified as distant from one another.
• Align each possible pairing of shapes in the set separately (Fig. 7.2C) and
perform all possible pairwise mappings. This has the advantage of providing a
set of true minimum distances between all shapes, irrespective of orientation.
A full compliment of these distances can be used to create a map of the shape
space using multidimensional scaling. As each shape must be compared with
every other, the costs rise as T (n) ∈ O(n2).
We chose the former method due to the rapidly rising computational costs of
the latter.
96
7.2. MATERIALS AND METHODS
Figure 7.2: Examples of various alignment methods | (A) Alignment by direc-
tion of motion for a set of Dictyostelium cells. (B) Global alignment to a mean
shape in iterative steps for the same set of cells as in (A). (C) Pairwise alignment
of shapes. Here, one example outline (blue) is aligned differently with a number of
other masks (red) of migrating Dictyostelium cells.
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7.3 Results
7.3.1 The diffeomorphic shape-space of D. discoideum
Following the standard binary image acquisition in ImageJ, I aligned each binary
mask to the set as a whole by the following method: I constructed a morphological
skeleton, and centred each image according to the position of the most significant
branch point in its skeleton. I then rotated each image to such that the longest arcs
of the skeleton fell at equal angles either side of the x-axis, and to the right-hand side
of the image. In the case of split pseudopods, this minimised the distances required
to map the pseudopods of one cell onto those of another. I used an algorithm
known as large-deformation diffeomorphic metric mapping (LDDMM) to perform
mappings of each mask onto a mean shape in a subset of cells.
Image alignment has a clear effect on the first two principal components of the
LDDMM shape space. The emphasis that is placed on pseudopods through our
chosen method of alignment is clearly visible in PC 1, which broadly increases with
pseudopod size (Fig. 7.3). Though this is in part an artefact of alignment, it is not
intrinsically undesirable as we do in fact want to explore the importance of these
features.
Alignment artefacts in PC 2 are, in contrast, problematic. The alignment of
masks based on the angles of larger protrusions leads to their being no clear align-
ment method for smaller trailing protrusions, which can appear at a variety of angles.
This variability largely defines PC 2, which yields little useful information. Neverthe-
less, I find it encouraging that our first component as found using LDDMM shares
features with our second using Fourier shape descriptors.
7.3.2 Syndecan-4 has no effect on the shape of the final
synapse
I once more used LDDMM combined with PCA to construct a shape-space of T-
cells as they form immunological synapses. The first principal component captured
well the progression of synapse formation, ranging from barely-formed contacts at
the high end to mature synapses at the low end. The second component describes
the distribution of cell weight either side of the synapse (Fig. 7.4). Distributions
of synaptic shape across the two conditions were not significantly different. I thus
identified no role for SDC4 in determining the shape of the final synapse.
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Figure 7.3: Principal shape components according to diffeomorphic map-
ping | A set of cell shapes projected into the first two PCs as determined by large
deformation diffeomorphic metric mapping. The black shape near the origin shows
the Fre´chet mean.
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Figure 7.4: T-cell diffeomorphic shape space. Images in blue are from the SDC4
expressing condition, images in green are of cells that expressed EGFP alone. The
black image in the centre shows the Freche´t mean shape. The red and blue arrows
show the relative sizes of the variances accounted for by principal components 1 and
2, respectively. The insert shows the residual variance as a function of the number
of included components.
7.3.3 Syndecan-4 reduces the likelihood of synapse formation
I then examined the overall percentage of cells that formed synapses over time (Fig.
7.5A). I found that T-cells expressing SDC4 were less likely to have a synaptic
connection to a B-cell both over the course of, and by the end of the experiment
(Fig. 7.5B, C respectively). The SDC4 condition contained a higher density of B-
cells (Fig. 7.5A, blue lines), indicating that this reduction in synapse formation was
not due to a lack of opportunity. This supports the hypothesis that SDC4 inhibits
immunological synapse formation.
7.4 Discussion
SDC-4 is clearly implicated in the regulation of the immune system. Its absence in
mice impairs wound healing [126], though this may be a result of the involvement of
SDC-4 in cell migration, as it is known to regulate the turnover of focal adhesions
[131]. The cytoplasmic tail of SDC-4 is known to interact with PIP2, implying a
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Figure 7.5: Effect of SDC4 on synapse formation. (A) Mean cell counts as
a function of time for B and T cells (see legend for line styles). Numbers are
expressed as a percentage of the total number of T cells. (B) Histogram of the
percentage of synapses formed by T cells for two conditions EGFP (striped) and
SDC4 (green) with data taken from panel A for times longer than vertical dotted
line at t = 90 min. Grey area of histogram indicates overlap of the two distributions.
Mann-Whitney test, p < 10−24. (C) Mean percentages of cells forming synapses
for both conditions.
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role in signal transduction [132]. No role has been identified so far for SDC-4 in the
immunological synapse. Given the role SDC-4 plays in adhesions in motile cells, it is
possible that our results can be explained by a change in cell-substrate interactions
rather than a role in the synapse itself.
More important to the theme of this thesis is the exploration of the role of
shape analysis in cell biology. LDDMM proved to be less effective, and certainly
less efficient than SSDs in exploring the shape space of Dictyostelium cells, though
the identification of pseudopods as a key feature demonstrates their prominence
in establishing Dictyostelium shape variability. Though in the context of SDC-4
LDDMM yielded a null result, a case for its usefulness in this context can still be
made. Firstly, it provided an unbiased assessment of shape that could be used to
quantitatively determine the absence of significant shape differences between condi-
tions. Secondly, LDDMM, combined with PCA, was able to quantify a biologically
relevant shape feature, namely the progress of synapse formation. Its applicability
to this situation rests on the straightforward method of image alignment that Dic-
tyostelium lacks. There are a number of instances of LDDMM providing medically
relevant insight [133, 134, 135], but all have involved larger constraints on shape
and orientation. Shape analysis can be applied to a diverse range of problems in cell
biology, but it is clear that an informed approach involving a clear understanding of
the requirements and potential drawbacks of any given method will be required.
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Conclusions
The first finding of this thesis is that Dictyostelium cells chemosense at the funda-
mental physical limit of sensing, and that this is provided by the perfect absorber
model (chapter 2). This is a remarkable finding given that the perfect absorber
model makes a number of assumptions: the theoretical absorber senses every lig-
and molecule that reaches it, and experiences no intrinsic noise. Given that live
cells must experience some loss of information from these confounding processes, as
well as from the windshield effect they generate as they move through the medium
(which I confirm occurs for higher flow speeds), it seems likely that they use active
strategies to compensate for these losses.
In this thesis I have shown that shape has a role to play in accurate chemotaxis,
and would suggest that this is an active strategy to compensate for the additional
noise sources not accounted for by the perfect absorber model. Chapter 4 shows
quantitatively that cells behave differently dependent on environmental conditions,
and chapter 5 provides evidence that these behavioural differences are, in fact,
strategies to improve chemotactic performance.
It is possible that pseudopod splitting allows cells to bypass the windshield effect
by effectively sensing sideways, limiting the choice of the next direction of motion
to one either side of the movement of the centroid. The slower movement of cells
that are not elongated may also ameliorate the effect of motion-induced biases.
Primarily, however, I would suggest that pseudopods increase the effective projected
area of the cell, giving it better resolution and increasing concentration differences
between decision making regions of the cell membrane.
Shape may also be important in understanding memory: the results of chapter
7 show the importance filtering mechanisms for separating noise from real changes
in environmental conditions. In difficult-to-sense environments, pseudopod splitting
behaviour may reflect the use of such a filtering strategy. By confining the cell to
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Figure 8.1: LEGI-BEN simulations of chemotaxis. This diagram shows the
various species that interact in the LEGI-BEN system, which is composed of three
parts: the LEGI sensory system, which processes and adapts to inputs; the polarisa-
tion module, which biases sensitivity in a given direction, and the force-generating
excitatory network, which grants the cell the ability to move both in response to
and independently of stimuli from the LEGI module.
only gradual directional changes, the splitting of pseudopods from pre-existing ex-
tensions may represent a mechanism for filtering out noise on short timescales. The
Meinhardt-like mechanisms discussed in chapter 5 allow for this kind of filtering be-
haviour in low-SNR environments. Additionally, the behavioural change induced by
high-SNR environments produces additional areas of activation that allow for faster
repolarisation. Finally, as the simulations remain equally able to sense ligand across
their whole surface, they are able to produce de-novo pseudopods and repolarise if
environmental fluctuations are large enough.
An alternative to the models of cell motility presented in this thesis has recently
been published [102]. This model is based around a core chemosensory element
based on the LEGI mechanism. The sensory module is coupled to an excitatory
network that governs the movement of the cell membrane, and an additional module
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controls cell polarity (Fig. 8.1). This model recreates a range of behaviours, such
as the repolarisation of cells in response to moving chemoattractant sources and the
cringe response of cells pulsed with cAMP. The authors argue that it is a superior
model because it is capable of adaptation, behaving similarly across a wide range
of chemoattractant inputs. Though this is not the case with the Meinhardt-like
mechanisms presented in chapter 5, it is not clear that the range-insensitivity is
required, as the simulations shown in this thesis do reproduce the correct profile
of CIs over an appropriate range of inputs. Moreover, the results of chapter 4
show that the behaviour of cells is not independent of the external environment.
In fact, the lack of an adaptation mechanism is what allows the simulations to
recreate the shape-change seen in live cells. As such, it is not clear that the added
complexity of the LEGI-BEN mechanism is justified, especially as the additional roles
of the excitatory network and polarisation modules (movement without stimulus and
persistence, respectively) are natively achieved by the 3 species simulations shown
here.
Stereotypes exist in a range of different organisms that enable them to better
cope with environmental pressures. In this thesis I have addressed how these stereo-
types may be quantified in Dictyostelium cells (chapter 3), and how they are involved
in chemotaxis (chapter 5). This approach may have a range of other applications.
A similar quantitative approach to shape is increasingly being used to map the be-
haviour of organisms [136] in order to better understand evolutionary constraints
and relationships. The methods discussed in chapters 6 and 8 may find applica-
tion as the exploration of stereotypy expands, and could come to help us better
understand the relationship between behaviour and environmental constraints.
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Perfect absorber including the
windshield effect
In order to calculate the expected CI of a perfect absorber, we assume that, after
an averaging period T , the absorber moves in the direction of its estimated gradient
cz, distributed according to Eq. 2.7. The windshield effect is a motion-induced bias
to chemosensing that induces an additional gradient of:
∇c = v0c0
D
, (A.1)
where v0 is the speed of movement, c0 is the background concentration, and D
is the diffusion constant of the ligand. This can be added to the “true” gradi-
ent, accounting for direction of motion, such that the distribution of probabilities
becomes:
Pc0z(cx, cz) =
1
2piσxσz
exp
[
−
(
cx − (v0c0/D)cx/
√
(cx)2 + (cz)2
)2
2(σx)2
−(
cz − (v0c0/D)cz/
√
(cx)2 − (cz)2 − c0z
)2
2(σz)2
]
. (A.2)
The expected CI is again estimated using Eq. 2.8, which I integrated numerically
using mathematica.
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Maximum caliber model of shape
change
The full partition function Q(Na, Nb) of the MaxCal model takes the form:
Q(Na, Nb) = γ
+
aγ
+
b
[(
γ+aγ
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a aγ
++
a b + 1 + (Na + 1)γ
−
aγ
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b γ
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NaNbγ
+
aγ
−
b
[(
γ+aγ
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a aγ
−−
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)
(
γ+b γ
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)]
(B.1)
Where Na and Nb are the rounded values of PCs 1 and 2, respectively, and, for
any x, y, γyx = exp(λ
c d
a b). Using Eq. 5.3, we also find that:
〈Sn〉 = ∂ lnQ
∂λn
=
1
Q
∂Q
∂λn
, (B.2)
Eq. B.2 gives us a method for finding a set of simultaneous equations for the
values of our Lagrange multipliers λn. These equations take the following forms:
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)
+
Na
(
1 + (Na − 1)γ−−a aγ−a + γ+−a aγ+a
)(
1 + (Nb − 1)γ−−a b γ−b + γ−+a b γ+b
)
+
(Na + 1)γ
+−
a aγ
+
a
(
1 +Nbγ
+−
a b γ
−
b + γ
++
a b γ
+
b
)
+
NaNbγ
−−
a b γ
−−
a b γ
−
b
(
1 + (Nb − 1)γ−−b b γ−b + γ+−b b γ+b
)
+
(Na − 1)NaNbγ−−a aγ−−a b γ−aγ−b
(
1 + (Nb − 1)γ−−a b γ−−b b γ−b + γ−+a b γ+−b b γ+b
)
+
NaNbγ
−
b
(
1 + (Na − 1)γ−−a aγ−−a b γ−a + γ+−a aγ+−a b γ+a
) ·(
1 + (Nb − 1)γ−−a b γ−−b b γ−b + γ−+a b γ+−b b γ+b
)
+
(Na + 1)Nbγ
+−
a aγ
−−
a b γ
+
aγ
−
b
(
1 + (Nb − 1)γ+−a b γ−−b b γ−b + γ++a b γ+−a b γ+b
)
+
Naγ
−+
a b γ
+
b
(
1(Nb + 1)γ
+−
b b γ
−
b + γ
++
b b γ
+
b
)
+
(Na − 1)Naγ−−a aγ−+a b γ−aγ+b
(
1 + (Nb + 1)γ
−−
a b γ
+−
b b γ
−
b + γ
−+
a b γ
++
b b γ
+
b
)
+
Naγ
+
b
(
1 + (Na − 1)γ−−a aγ−+a b γ−a + γ+−a aγ++a b γ+a
) ·(
1 + (Nb + 1)γ
−−
a b γ
+−
b b γ
−
b + γ
−+
a b γ
++
b b γ
+
b
)
+
(Na + 1)γ
+−
a aγ
−+
a b γ
+
aγ
+
b
(
1 + (Nb + 1)γ
+−
a b γ
+−
b b γ
−
b + γ
++
a b γ
++
b b γ
+
b
)]
, (B.4)
〈S++a a 〉 =
1
Q
(γ+a)
2γ++a a
[
1 +Nbγ
+−
a b γ
−
b + γ
++
a b γ
+
b +
Nbγ
+−
a b γ
−
b
(
1 + (Nb − 1)γ+−a b γ−−b b γ−b + γ++a b γ+−b b γ+b
)
+
γ++a b γ
+
b
(
1 + (Nb + 1)γ
+−
a b γ
+−
b b γ
−
b + γ
++
a b γ
++
b b γ
+
b
)]
, (B.5)
〈S+−a a 〉 =
1
Q
γ+aγ
−
aγ
+−
a a
[
Na
(
1 + (Nb − 1)γ−−a b γ−b + γ−+a b γ+b
)
+
(Na + 1)
(
1 +Nbγ
+−
a b γ
−
b + γ
++
a b γ
+
b
)
+
NaNbγ
+−
a b γ
−
b
(
1 + (Nb − 1)γ−−a b γ−−b b γ−b + γ−+a b γ+−b b γ+b
)
+
(Na + 1)Nbγ
−−
a b γ
−
b
(
1 + (Nb − 1)γ+−a b γ−−b b γ−b + γ++a b γ+−b b γ+b
)
+
Naγ
++
a b γ
+
b
(
1 + (Nb + 1)γ
−−
a b γ
+−
b b γ
−
b + γ
−+
a b γ
++
b b γ
+
b
)
+
(Na + 1)γ
−+
a b γ
+
b
(
1 + (Nb + 1)γ
+−
a b γ
+−
b b γ
−
b + γ
++
a b γ
++
b b γ
+
b
)]
, (B.6)
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〈S−−a a 〉 =
Na(Na − 1)
Q
(γ−a)
2γ−−a a
[
1 + (1−Nb)Nb(γ−−a b )2γ−−b b (γ−b )2 +
2γ−+a b γ
+
b + (γ
−+
a b )
2γ++b b (γ
+
b )
2 +
γ−−a b γ
−
b
(
γ−+a b γ
+−
b b γ
+
b − 1 + 2Nb(1 + γ−+a b γ+−b b γ+b )
)]
, (B.7)
〈S++a b 〉 =
1
Q
γ+aγ b+γ
++
a b
[
2 + (2Nb + 1)γ
+−
b b γ
−
b + 2γ
++
b b γ
+
b +
γ++a aγ
+
a
(
2 + (2Nb + 1)γ
+−
a b γ
+−
b b γ
−
b + 2γ
++
a b γ
++
b b γ
+
b
)
+
γ+−a aγ
−
a
(
1 +Nbγ
−−
a b γ
+−
b b γ
−
a b + γ
−+
a b γ
++
b b γ
+
b +
Na
(
2 + (2Nb + 1)γ
−−
a b γ
+−
b b γ
−
b + 2γ
−+
a b γ
++
b b γ
+
b
))]
, (B.8)
〈S+−a b 〉 =
γ+aγ b−γ+−a b
Q
[
N2b γ
−−
b b γ
−
b
(
2 + (2Na + 1)γ
+−
a aγ
−−
a b γ
−
a + 2γ
++
a aγ
+−
a b γ
+
a
)
+
γ+−b b γ
+
b
(
1 + (Na + 1)γ
+−
a aγ
−+
a b γ
−
a + γ
++
a aγ
++
a b γ
+
a
)
+
Nb
(
− (2Na + 1)γ+−a aγ−a
(
γ−−a b γ
−−
b b γ
−
b − 1− γ−+a b γ+−b b γ+b
)
+
2
(
1− γ−−b b γ−b + γ+−b b γ+b + γ++a aγ+a(1− γ+−a b γ−−b b γ−b + γ++a b γ+−b b γ+b )
))]
,
(B.9)
〈S−−a b 〉 =
γ−aγ b−γ−−a b
Q
[
Na(Nb − 1)
(
1 + (Na − 1)γ−−a aγ−−a b γ−a + γ+−a aγ+a
)
+
Na(Nb − 1)Nbγ−−b b γ−b
(
1 + (Na − 1)γ−−a aγ−−a b γ−a + γ+−a aγ+−a b γ+a
)
+
Na(Nb + 1)γ
+−
b b γ
+
b
(
1 + (Na − 1)γ−−a aγ−+a b γ−a + γ+−a aγ++a b γ+a
)
+
NaNb
(
1 + (Nb − 1)γ−−b b γ−b + γ+−b b γ+b
)
+
(Na − 1)NaNbγ−−a aγ−a
(
1 + (Nb − 1)γ−−a b γ−−b b γ−b + γ−+a b γ+−b b γ+b
)
+
(Na + 1)Nbγ
+−
a aγ
+
a
(
1 + (Nb − 1)γ+−a b γ−−b b γ−b + γ++a b γ+−b b γ+b
)]
,
(B.10)
There are a total of 14 observeables, with those not described here found by
swapping a and b in the indices of Eqns. (B.3-7) and (B.9). The full system of 15
110
equations (including the partition function in Eq. B.1) was solved numerically in
Mathematica using the NSolve function.
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