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ABSTRACT
Computational models for blind image quality assessment (BIQA)
are typically trained in well-controlled laboratory environments with
limited generalizability to realistically distorted images. Similarly,
BIQA models optimized for images captured in the wild cannot ad-
equately handle synthetically distorted images. To face the cross-
distortion-scenario challenge, we develop a BIQA model and an ap-
proach of training it on multiple IQA databases (of different dis-
tortion scenarios) simultaneously. A key step in our approach is to
create and combine image pairs within individual databases as the
training set, which effectively bypasses the issue of perceptual scale
realignment. We compute a continuous quality annotation for each
pair from the corresponding human opinions, indicating the proba-
bility of one image having better perceptual quality. We train a deep
neural network for BIQA over the training set of massive image pairs
by minimizing the fidelity loss. Experiments on six IQA databases
demonstrate that the optimized model by the proposed training strat-
egy is effective in blindly assessing image quality in the laboratory
and wild, outperforming previous BIQA methods by a large margin.
Index Terms— Blind image quality assessment, deep neural
networks, database combination, fidelity loss.
1. INTRODUCTION
Blind image quality assessment (BIQA) aims to predict the per-
ceived quality of a visual image without reference to its original
pristine-quality counterpart. The majority of BIQA models [1–4]
have been developed in well-controlled laboratory environments,
whose feature representations have been adapted to common syn-
thetic distortions (e.g., Gaussian blur and JPEG compression). Only
recently has BIQA of realistically distorted images captured in the
wild become an active research topic [5]. Poor lighting conditions,
sensor limitations, lens imperfections, and amateur manipulations
are the main sources of distortions in this scenario, which are gen-
erally more complex and difficult to simulate. As a result, BIQA
models trained on databases of synthetic distortions (e.g., LIVE [6]
and TID2013 [7]) are not capable of handling databases of realistic
distortions (e.g., LIVE Challenge [5] and KonIQ-10K [8]). Simi-
larly, models optimized for realistic distortions do not work well for
synthetic distortions [9].
Very limited effort has been put to develop unified BIQA models
for both synthetic and realistic distortions. Mittal et al. [12] based
their NIQE method on a prior probability model of natural undis-
torted images, aiming for strong generalizability to unseen distor-
tions. However, NIQE is only able to handle a small set of synthetic
This work was supported in part by the National Natural Science Foun-
dation of China under Grant 61901262 and CCF-Tecent Rhino-Bird Young
Faculty Open Research Fund.
(a) (b)
(c) (d)
(e) (f)
Fig. 1. Images with approximately the same linearly re-scaled MOS
exhibit dramatically different perceptual quality. If the human anno-
tations are in the form of difference MOSs (DMOSs), we first negate
the values followed by linear re-scaling. They are sampled from: (a)
LIVE [6], (b) CSIQ [10], (c) TID2013 [7], (d) BID [11], (e) LIVE
Challenge [5], and (f) KonIQ-10K [8].
distortions. Zhang et al. [13] extended NIQE [12] by extracting more
powerful natural scene statistics for local quality prediction. An-
other seemingly plausible solution is to directly combine multiple
IQA databases for training. However, existing databases have differ-
ent perceptual scales due to differences in subjective testing method-
ologies (see Table 1). A separate subjective experiment on images
sampled from each database is then required for perceptual scale re-
alignment [6, 10]. To emphasize this point, we linearly re-scale the
mean opinion scores (MOSs) of each of the six databases to [0, 100],
and show sample images that have approximately the same re-scaled
MOS in Fig. 1. It is clear that they appear to have dramatically dif-
ferent perceptual quality (as expected). Using the noisy re-scaled
MOSs for training results in suboptimal performance (see Table 3).
In addition to training with absolute MOSs, recent methods also
exploit relative ranking information to learn BIQA models from
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Table 1. Comparison of subject-rated IQA databases. MOS stands
for mean opinion score. DMOS is inversely proportional to MOS.
Database Scenario Annotation Range
LIVE [6] Synthetic DMOS [0, 100]
CSIQ [10] Synthetic DMOS [0, 1]
TID2013 [7] Synthetic MOS [0, 9]
BID [11] Realistic MOS [0, 5]
LIVE Challenge [5] Realistic MOS [0, 100]
KonIQ-10K [8] Realistic MOS [1, 5]
three major sources: distortion specifications [3, 14], full-reference
IQA models [15–17], and human data [18]. Liu et al. [14] and
Zhang et al. [9] extracted ranking information from images of the
same content and distortion type but different levels to pre-train
deep neural networks (DNNs) for subsequent quality prediction.
Their methods can only be applied to synthetic distortions, whose
degradation processes are exactly specified. Ma et al. [16, 17] su-
pervised the learning of BIQA models with ranking information
from full-reference IQA models. Their methods cannot be extended
to realistic distortions either because the reference images are not
available or may not even exist for full-reference models to compute
quality values. The closest work to ours is due to Gao et al. [18],
who inferred binary ranking information from MOSs. However,
they neither performed joint optimization of feature extraction and
quality prediction in an end-to-end fashion nor explored the idea of
combining multiple IQA databases via pairwise rankings. There-
fore, their model only delivers reasonable performance on a small
set of synthetic distortions. We summarize and compare previous
ranking-based BIQA methods in Table 2.
In this paper, we aim to develop a unified BIQA model for both
synthetic and realistic distortions (with a single set of model pa-
rameters). To achieve this, we describe a novel training strategy,
which involves two steps: IQA database combination and pairwise
learning-to-rank model estimation. First, we build a training set by
combining image pairs sampled within each individual IQA database
(i.e., in the intra-database setting), which bypasses additional subjec-
tive experiments for perceptual scale realignment. Under the Thur-
stone’s model [19], a continuous quality annotation for each pair
can be computed using the corresponding MOSs and the standard
deviations (stds), which indicates the probability of an image hav-
ing higher perceived quality than the other. Comparing to a binary
quality label that identifies which one of an image pair has better
quality [17, 18], our continuous quality annotation provides a more
informative and reliable measurement of relative perceptual qual-
ity. We learn a DNN for BIQA using a pairwise learning-to-rank
technique with the fidelity loss [20]. Although our training set does
not include image pairs across different databases (i.e., in the inter-
database setting [21]), experimental results on six databases covering
both synthetic and realistic distortions suggest that the trained BIQA
method on massive image pairs generated in the intra-database set-
ting outperforms existing BIQA models by a large margin.
2. METHOD
In this section, we present in detail the proposed training strategy
consisting of IQA database combination and pairwise learning-to-
rank model estimation, followed by the network specification.
2.1. Training Set Construction
Givenm subject-rated IQA databases, we randomly sample from the
j-th database nj image pairs {(xji , yji )}nji=1. For each pair (xji , yji ),
we infer its relative ranking information from the corresponding
MOSs and stds. Specifically, we make use of the Thurstone’s
model [19] and assume that the true perceptual quality q(x) fol-
lows a Gaussian distribution with mean µ(x) (i.e., the MOS) and
std σ(x) collected via subjective testing. The quality difference is
also Gaussian with mean µ(x) − µ(y) and std √σ2(x) + σ2(y),
assuming independence between x and y. The probability (denoted
by p(x, y) ∈ [0, 1]) that x has higher perceptual quality than y can
be computed by
p(x, y) = Pr(q(x) ≥ q(y)) = Φ
(
µ(x)− µ(y)√
σ2(x) + σ2(y)
)
, (1)
where Φ(·) is the Normal cumulative distribution function. By com-
bining image pairs from m IQA databases, we are able to construct
a training set D = {{(xji , yji ), pji}nji=1}mj=1. A significant advantage
of our database combination approach is that it does not require any
subjective realignment experiment, allowing future IQA databases
to be added in constructing D with essentially no cost.
2.2. Model Estimation
Given the training setD, our goal is to learn two differentiable func-
tions fw(·) and σw(·), parameterized by a vector w, which take an
image x as input, and compute the quality prediction value and its
uncertainty. Similar in Section 2.1, we assume the true perceptual
quality q(x) obeys a Gaussian distribution with mean and std now
estimated by fw(x) and σw(x), respectively. The probability (de-
noted by pw(x, y) ∈ [0, 1]) that x has better perceived quality than
y in an image pair can be estimated by
pw(x, y) = Pr(q(x) ≥ q(y);w) = Φ
(
fw(x)− fw(y)√
σ2w(x) + σ2w(y)
)
.
(2)
While general similarity measures between probability distributions
such as cross entropy and Kullback-Leibler divergence can be used
as the criteria for model estimation, they suffer from several prob-
lems [20]. First, the minimal value of the cross entropy loss for
an image pair (x, y) with the ground truth 0 < p(x, y) < 1 (i.e.,
other than zero and one) is not exactly zero, which may hinder the
learning procedure (see Table 4). Second, the cross entropy loss is
unbounded from above, which may give excessive penalties to (and
therefore bias towards) some hard training examples. To address
the above problems, we adopt the fidelity loss [20], originated from
quantum physics to measure the difference between two states of a
quantum [22] as our objective function
`(x, y, p;w) =1−
√
p(x, y)pw(x, y)
−
√
(1− p(x, y))(1− pw(x, y)). (3)
In practice, we sample a mini-batch B from D in each iteration and
use a variant of the stochastic gradient descent method to adjust the
parameter vector w by minimizing the following empirical loss
`(B;w) = 1|B|
∑
{(x,y),p}∈B
`(x, y, p;w), (4)
where |B| represents the cardinality of B.
Table 2. Summary of ranking-based BIQA models. DS: distortion specification characterized by distortion parameters. FR: full-reference
IQA model predictions. std: standard deviation.
Model RankIQA [14] DB-CNN [9] dipIQ [16] Ma et al. [17] Gao et al. [18] Ours
Source DS DS FR FR (D)MOS (D)MOS+std
Scenario Synthetic Synthetic Synthetic Synthetic Synthetic Synthetic+Realistic
Annotation Binary Categorical Binary Binary Binary Continuous
Loss Hinge variant Cross entropy Cross entropy Cross entropy variant Hinge Fidelity
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Fig. 2. The Siamese framework for learning the quality prediction
function fw(·) and its associated uncertainty σw(·), driven by the
fidelity loss. The training image pairs are randomly sampled within
individual IQA databases.
2.3. Network Specification
Due to the success of DNNs in various computer vision and image
processing applications, we adopt a ResNet [23] as the backbone to
construct our quality prediction function fw(x) and estimate the un-
certainty σw(x). The Siamese learning framework consisting of two
streams is shown in Fig. 2. Each stream is composed of a stage of
convolution, batch normalization [24], ReLU nonlinearity, and max-
pooling, followed by four groups of layers based on the bottleneck
architecture [23]. To better summarize spatial statistics and gener-
ate a fixed-length representation regardless of input image size, we
replace the first-order average pooling in the original ResNet with
a second-order bilinear pooling [9], which has been proven to be
effective in object recognition [25] and BIQA [9]. Denoting the spa-
tially flattened feature representation after the last convolution by
z ∈ Rs×c, where s and c denote the spatial and channel dimensions,
respectively, we define the bilinear pooling as
z¯ = zT z. (5)
We further flatten z¯ ∈ Rc×c and append a fully connected layer
to compute two scalars that represent the perceptual quality and its
uncertainty. The weights of the two streams are shared during the
entire optimization process.
3. EXPERIMENTS
In this section, we first describe training and testing procedures. We
then compare the performance of our method to a set of state-of-the-
art BIQA models.
3.1. Model Training
We generate the training set and conduct comparison experiments
on six IQA databases, including LIVE [6], CSIQ [10], TID2013 [7],
LIVE Challenge [5], BID [11], and KonIQ-10K [8]. The first three
are synthetically distorted, while the last three are realistically dis-
torted. More information of these databases can be found in Table 1.
We randomly sample 80% of the images in each database for train-
ing and leave the rest for evaluation. Regarding LIVE, CSIQ, and
TID2013, we split training and test sets according to the reference
images such that content independence between the two sets is guar-
anteed. From the six databases, we are able to generate more than
240, 000 image pairs. During testing, we use Spearman rank-order
correlation coefficient (SRCC) to quantify the performance on indi-
vidual databases.
We adopt ResNet-34 [23] as the backbone of fw(x) and σw(x),
and train it using the Adam optimizer [29] for twelve epochs. The
initial learning rate is set to 10−4 with a decay factor of 10 for every
three epochs. A warm-up training strategy is adopted: only the last
fully connected layer with random initialization is learned in the first
three epochs with a mini-batch of 128; for the remaining epochs, we
fine-tune the entire network with a mini-batch of 32. In all experi-
ments, we test on images of original size. To reduce the bias caused
by the randomness in training and test set splitting, we repeat this
process for ten times and report the median SRCC results.
3.2. Model Performance
Main Results. We compare our method with three knowledge-
driven BIQA models that do not require MOSs for training -
NIQE [12], ILNIQE [13] and dipIQ [16], and four data-driven
DNN-based models - MEON [3], deepIQA [4], PQR [28] and DB-
CNN [9]. The implementations are obtained from the respective
authors. The results are listed in Table 3, where we have several
interesting observations. First, our method significantly outperforms
the three knowledge-driven models. Although NIQE [12] and its
feature-enriched version ILNIQE [13] are designed for arbitrary
distortion types, they do not perform well on realistic distortions and
challenging synthetic distortions in TID2013 [7]. dipIQ [16] is only
able to handle distortion types that have been seen during training.
As a result, the performance of dipIQ on all databases except LIVE
is particularly weak, highlighting the difficulties of distortion-aware
BIQA methods to handle unseen distortions.
We then compare our model with four recent DNN-based meth-
ods. Since previous data-driven models can only be trained on one
IQA database, we highlight in the table the databases used to train
the respective models. Despite pre-trained on a large number of
synthetically distorted images, MEON fine-tuned on LIVE [6] does
not generalize to other databases with different distortion types and
scenarios. Although trained with more synthetic distortion types in
TID2013 [7], deepIQA [4] performs slightly worse on CSIQ [10]
and LIVE Challenge [5] than MEON due to label noise in patch-
Table 3. Median SRCC results across ten sessions on the test sets of the six IQA databases covering both synthetic and realistic distortions.
The training databases for models (relying on human annotations) are highlighted in the bracket.
LIVE [6] CSIQ [10] TID2013 [7] BID [11] LIVE Challenge [5] KonIQ-10K [8]
MS-SSIM [26] 0.951 0.910 0.790 – – –
NLPD [27] 0.942 0.937 0.798 – – –
NIQE [12] 0.906 0.632 0.343 0.468 0.464 0.521
ILNIQE [13] 0.907 0.832 0.658 0.516 0.469 0.507
dipIQ [16] 0.940 0.511 0.453 0.009 0.187 0.228
MEON (LIVE) [3] – 0.726 0.378 0.100 0.378 0.145
deepIQA (TID2013) [4] 0.833 0.687 – 0.120 0.133 0.169
PQR (BID) [28] 0.634 0.559 0.374 – 0.680 0.636
PQR (KonIQ-10K) [28] 0.729 0.709 0.530 0.755 0.770 –
DB-CNN (TID2013) [9] 0.883 0.817 – 0.409 0.414 0.518
DB-CNN (LIVE Challenge) [9] 0.709 0.691 0.403 0.762 – 0.754
Linear re-scaling (All databases) 0.924 0.807 0.746 0.842 0.824 0.880
Binary labeling (All databases) 0.957 0.867 0.806 0.851 0.853 0.892
Ours (All databases) 0.961 0.907 0.855 0.863 0.851 0.894
Table 4. SRCC results on the four IQA databases under the cross-
database setup. DB-CNNs and DB-CNNr stand for the DB-CNN
method trained on TID2013 [7] and LIVE Challenge [5], respec-
tively. Our method is trained on TID2013 and LIVE Challenge si-
multaneously.
Database LIVE CSIQ BID KonIQ-10K
NIQE 0.906 0.627 0.459 0.530
ILNIQE 0.898 0.815 0.494 0.506
dipIQ 0.938 0.527 0.019 0.238
DB-CNNs 0.903 0.769 0.434 0.516
DB-CNNr 0.746 0.697 0.832 0.776
Ours 0.921 0.821 0.840 0.794
based training. By bilinearly pooling two feature representations
that are sensitive to synthetic and realistic distortions, respectively,
DB-CNN [9] trained on TID2013 achieves reasonable performance
on databases built in the wild. Based on a probabilistic formula-
tion, PQR [28] aims for realistic distortions, and trains two mod-
els on BID [11] and KonIQ-10K [8] separately. Benefiting from
a larger number of training images with more diverse content and
distortion variations, PQR trained on KonIQ-10K generalizes much
better to the rest databases than the one trained on BID. Our method
performs significantly better than all competing models on all six
databases, and is close to two full-reference models (MS-SSIM [26]
and NLPD [27]). We believe this performance improvement arises
because the proposed learning technique allows us to train the pro-
posed method on multiple databases simultaneously, adapting fea-
ture representations to multiple distortion scenarios. In addition, the
pre-trained weights on object recognition are helpful to prevent our
method over-fitting to any single pattern within individual databases.
Finally, we test the proposed training strategy in a more chal-
lenging cross-database setting. Specifically, we construct another
training setD′ using image pairs sampled from the full TID2013 [7]
and LIVE Challenge [5] databases, and re-train the proposed model.
We compare its performance against the state-of-the-art on LIVE [6],
CSIQ [10], BID [11], and KonIQ-10K [8]. As can be seen from Ta-
ble 4, our model delivers significantly better performance than the
three knowledge-driven models and the best-performing DNN-based
model DB-CNN (trained on TID2013 and LIVE Challenge sepa-
rately). This provides strong evidence that our optimized method by
the proposed training strategy generalizes to both synthetic and re-
alistic distortion scenarios. The training image pairs from the two
databases effectively provide mutual regularization, guiding the net-
work to a better local optimum.
Ablation Study. We first train a baseline model on the six IQA
databases using the linearly re-scaled MOSs. As listed in Table 3,
the performance of the baseline model drops significantly due to the
noise introduced by linear re-scaling (see Fig. 1). To verify the ef-
fectiveness of the fidelity loss, we replace it with the cross entropy
loss and re-train our model. For an image pair (x, y), the ground
truth binary label r = 1, if u(x) ≥ u(y), indicating that x is of
higher quality, and otherwise r = 0. Comparing to the method op-
timized for the cross entropy loss in Table 3, the proposed model
optimized for the fidelity loss achieves comparable performance on
realistically distorted databases, but is significantly better on syn-
thetically distorted databases.
4. CONCLUSION AND DISCUSSION
We have introduced a BIQA model and a method of training it on
multiple IQA databases. Our BIQA model is the first of its kind
to deliver superior performance on both synthetically and realisti-
cally distorted databases with a single set of model parameters. The
proposed learning strategy is model agnostic, meaning that it can
be combined with other data-driven BIQA models, especially ad-
vanced ones for improved performance. In addition, it is straightfor-
ward to incorporate more image pairs into training, when new IQA
databases are available. We hope that the proposed learning strat-
egy will become a standard solution for existing and next-generation
BIQA models to meet the cross-distortion-scenario challenge.
In the future, we plan to explicitly enforce additional constraints
when learning the uncertainty by exploiting the available ground
truth stds, towards a more sensible uncertainty-aware BIQA model.
It will also be important to compare the generalizability of our
method more thoroughly to recent DNN-based BIQA models using
the group maximum differentiation competition methodology [30]
on a large-scale image database of both synthetic and realistic dis-
tortions.
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