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Abstract
We obtain the lower bounds of the temporal–spatial decays for weak solutions of the
Navier–Stokes equations
C0(1+ t)−
5−2i
4 ‖(1+ | · |2)i/2u(·, t)‖L2C1(1+ t)−
5−2i
4
for i = 1, 2. The upper bound parts are estimated in several papers, for example (Bae and Jin
(submitted) and He and Xin (Proc. Roy. Soc. Edinburg Section A 131(3) (2001) 597). By the
interpolation arguments, we also have
C0(1+ t)−
5
4+ 2 ‖(1+ |x|2)/2u(·, t)‖L2C1(1+ t)−
5
4+ 2
for 02.
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1. Introduction
We study the asymptotic behavior in the weighted L2 of solutions for the Navier–
Stokes equations in the whole space R3:
ut − u+ (u · ∇)u+ ∇p = 0 in R3 × (0,∞),
∇ · u = 0 in R3 × (0,∞),
u(x, 0) = u0 for x ∈ R3.
(1.1)
Here, u0 is given initial data. The velocity u = (u1, u2, u3) and the pressure p are
unknown.
The decay problem for weak solutions of the Navier–Stokes equations was ﬁrst
proposed by Leray [12] for the Cauchy problem in R3. Kato [11] obtained temporal
decay rates for the strong solutions for the ﬁrst time. Schonbek [16–19] worked the
temporal decay problem in Rn. She obtained the lower and the upper bounds. In [17],
she showed that if u0 ∈ Lr ∩L2, 1r < 2, and the average of the initial data
∫
u0 dx
is nonzero, then
C1(1+ t)− 32 (1/r−1/2)‖u(t)‖L2(R3)C2(1+ t)−
3
2 (1/r−1/2).
In [18,19], it was shown that if the average is zero, ∫Rn |u0|2|x| dx < ∞, and under
some restrictions on u0, then
C1(1+ t)−n/4−1/2‖u(t)‖L2(Rn)C2(1+ t)−n/4−1/2
for n = 2, 3. See also Miyakawa and Schonbek [15] for the lower bound.
Borchers and Miyakawa [3] studied the decay problem in half spaces Rn+. They
obtained that if u0 ∈ L2 ∩ Lr , then
‖u(t)‖2C2(1+ t)− n2 (1/r−1/2)
provided 1r < 2. For example, if r = 1 then the decay rate is t−n/4. For r = 2,
they obtained that ‖u(t)‖2 → 0. We [1] showed that the decay rate of L2-norm of the
solutions for the Navier–Stokes equations in the half space is
t−
n
2 (
1
r
− 12 )− 12
if the initial data u0 ∈ L2 ∩ Lr and∫
Rn+
|ynu0(y)|r dy <∞.
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For the spatial decay, Farwig and Sohr [5,6] showed the spatial decays for the exterior
problems:
‖ |x|/2u‖22 +
∫ t
0
‖ |x|/2∇u‖22 d

C(u0, ) if 0 < 12 ,
C(u0, )t
′/2−1/4 if 1/2 < ′ < 1,
C(u0)(t1/4 + t1/2) if  = 1,
(1.2)
where 1/+ 1/′ = 1. He [8] constructed a class of weak solutions
(1+ |x|2)1/4u ∈ L∞(0,∞;Lp(R3))
for 65p <
3
2 , which satisﬁes (1.2)3. He and Xin [9] showed that if u0 ∈ L1(R3) and
|x|u0 ∈ L2(R3), there exists a class of weak solutions satisfying
‖(1+ |x|2)1/2u‖22 +
∫ t
0
‖(1+ |x|2)1/2∇u‖22 dC
and also that if |x|3/2u0 ∈ L2(R3), then there is a class of weak solutions satisfying
‖(1+ |x|2)/2u(t)‖22 +
∫ t
0
‖(1+ |x|2)/2∇u()‖22 dC(1+ log (1+ t))
for all t > 0, 0 32 . If ‖e−tAu0‖1C(1+ t)− for some  > 0, then the right-hand
side of the above inequality can be replaced by a constant independent of t. Schonbek
and Schonbek [20] studied the decay properties of ‖|x|/2u‖2 for 0 32 , when u
is smooth. We [2] showed the following: Let 1 < 52 . Assume that u0 ∈ L2(R3),
(1 + |x|)u0 ∈ L1(R3), (1 + |x|)u0 ∈ L2(R3) and divu0 = 0. Then there is a weak
solution of (1.1) satisfying the following inequality for all t > 0;
‖(1+ |x|)u(t)‖2
L2 +
∫ t
0
‖(1+ |x|)∇u(s)‖2
L2 ds
< C(‖u0‖L2 , ‖(1+ |x|)u0‖L1 , ‖(1+ |x|)u0‖L2).
Here C(x, y, z, . . .) implies that the constant depends only on x, y, z, . . .. Interpolating
with the temporal decays, we may obtain the temporal–spatial decay rates. Miyakawa
[14] estimated the spatial–temporal upper bounds for ‖u‖∞ of the Navier–Stokes ﬂows
in Rn.
In this paper, we obtain the lower bounds like Schonbek [18,19], and Miyakawa and
Schonbek [15]. However, we include weights for the temporal–spatial decays
C0(1+ t)−3/4‖(1+ |x|2)1/2u(·, t)‖L2C1(1+ t)−3/4.
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The upper bound parts are estimated in several papers, for example [2,9]. Furthermore,
based on the estimates, we also show that
C0(1+ t)−1/4‖(1+ |x|2)u(·, t)‖L2C1(1+ t)−1/4.
By the interpolation arguments, we have
C0(1+ t)− 54+ 2 ‖(1+ |x|2)/2u(·, t)‖L2C1(1+ t)−
5
4+ 2
for 02.
In Section 2, we obtain the temporal–spatial decays for the Stokes ﬂow, and in
Section 3 we obtain the decays with weight (1 + |x|2)1/2 for the weak solutions of
the Navier–Stokes equations. Finally, in Section 4 we obtain the decays with weight
1+ |x|2, and with weights (1+ |x|2)/2 for 02.
2. Decay rate of solutions for the heat equations
In this section, we obtain the decay rate for the heat equations in the whole space
R3. If the initial data u0 is divergence free in R3, then solution u for the Stokes
equations is reduced to that of the heat equation with initial data u0.
By the usual notations, ‖f ‖s means (
∫
R3 |f (x)|s dx)1/s for each s, and denote ‖f ‖ =
‖f ‖2. We denote by K(x, t) the heat kernel in the whole space R3,
Kt(x) = K(x, t) ≡ (4t)−3/2e− |x|
2
4t .
Then the solution V(x, t) of heat equation Vt − V = 0 with the initial condition
V(x, 0) = a(x) in R3 has a potential expression
V(x, t) = K ∗ a(x, t) =
∫
R3
K(x−y, t)a(y) dy = 1
(4t)n/2
∫
R3
e−
|x−y|2
4t a(y) dy.
Theorem 2.1. Let V be the solution of the heat equation with initial data a, where
∇ ·a = 0 and ∫ (1+|x|2)(1+)/2|a(x)| dx <∞ is integrable. Let 0 52 be a number.
Then, there are positive constants C0, C1 such that
C0t
(2−5)/4
(∫
(1+ |x|2)|V(x, t)|2 dx
)1/2
C1t (2−5)/4
for sufﬁciently large t > 0 if (bjk) = 0, where
bjk ≡
∫
ykaj (y) dy.
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Proof. Since C0(1 + |x|)(1 + |x|2)/2C1(1 + |x|) for some positive numbers
C0, C1, it is enough to estimate ‖V(t)‖L2(R2) and ‖V(t)|x|‖L2(R3). The upper bound
is given in [2]. The following is shown in [7];
lim
t→∞ t
1
2+ 32 (1− 1q )
∥∥∥∥vj − (4t)−3/2xk e− |x|24t ∫ ykaj (y) dy∥∥∥∥
q
→ 0.
In a similar way in [7], we may estimate for ‖V(t)|x|‖.
We have
(4t)3/2Vj (x, t) =
∫ (
e−
|x−y|2
4t − e− |x|
2
4t
)
aj (y) dy
=
∫ (∫ 1
0
d
d
e−
|x−y|2
4t d
)
aj (y) dy
= −
∫∫ 1
0
xk e
− |x−y|24t ykaj (y) d dy.
Notice that
|x|Vj (x, t) = |x|xkKt (x)bjk −
∫∫ 1
0
|x|xk [Kt(x−y)−Kt(x)]ykaj (y) d dy.
Taking z = x/√4t , and by the Minkowski’s inequality, we have
(∫ ∣∣∣∣∫∫ 1
0
|x|xk
(
e−
|x−y|2
4t − e− |x|
2
4t
)
ykaj (y) d dy
∣∣∣∣2 dx
)1/2
= (4t)(2+1)/4
(∫
|
∫∫ 1
0
|z|zk
(
e
−|z− y√
4t
|2 − e−|z|2
)
ykaj (y) d dy|2 dz
)1/2
(4t)(2+1)/4
∫∫ 1
0
t (y, )|y| |a(y)| d dy,
where
t (y, ) =
(∫
|z|2|zk
(
e
−|z− y√
4t
|2 − e−|z|2
)
|2 dz
)1/2
.
The function t is bounded in t,  and y, and
lim
t→∞ t (y, ) = 0 for ﬁxed y and .
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Therefore, we have
t (5−2)/4
(∫
||x|vj (x)− |x|[xkKt (x)]bjk|2 dx
)1/2
→ 0 as t →∞. (2.1)
Since ∫
|x|2|xkKt (x)|2 dx = (4t)−3
∫
|x|2|xk e−
|x|2
4t |2 dx
= Ct−5/2
∫
|z|2|zk e−|z|
2 |2 dz = Ct−5/2,
we have (∫
|x|2|V(x, t)|2 dx
)1/2

∑
j,k
|bjk|2
∫
|x|2|xkKt (x)|2 dx
1/2
−
∑
j,k
∫
|x|2|Vj (x, t)− xkKt (x)bjk|2 dx
1/2
Ct(2−5)/4
for large t > 0 if (bjk) = 0. 
Let u be a weak solution of (1.1). Deﬁne
c0kl =
∫ ∞
0
∫
R3
(ukul)(x, s) dx ds
and Fl,k = (Fl,1k, Fl,2k, Fl,3k) by
Fl,jk(x, t) ≡ (jklKt )(x)+
∫ ∞
t
(ljkKs)(x) ds.
Notice that |c0kl | <∞. Deﬁne v = (v1, v2, v3) by
vj (x, t) = [Kt ∗ u0,j ](x)+ Fl,jk(x, t)c0kl, t > 0, (2.2)
where u0 = (u0,1, u0,2, u0,3) is the given initial data. Observe that v is a solution of a
heat solution. The following is given in [15].
H.–O. Bae, B.J. Jin / J. Differential Equations 209 (2005) 365–391 371
Proposition 2.2. Let (bkl) and (ckl) be real n×n matrices and let (ckl) be symmetric.
Then
bkllKt (x)jk + cklFl,jk(x, t) = 0, j = 1, 2, 3
for all x ∈ Rn and for some t > 0, if and only if
(bkl) = 0 and (ckl) = (ckl) f or some c ∈ R.
For 0,
‖bkllKt |·|‖2L2 = Ct−5
∫
|x|2e− |x|
2
2t |xlbkl |2 dx = Ct−5/2+
∫
|z|2e−|z|2 |zlbkl |2 dz,
so, if (bkl) = 0 then
‖bkllKt |·|‖L2 = Ct(2−5)/4.
Since
cklFl,jk =
∫ ∞
t
(4s)−3/2e−
|x|2
4s
×ckl
[
xl |x|2
8s3
jk− 5xl4s2 jk−
xjxkxl
8s3
+lkxj+j lxk+jkxl
4s2
]
ds,
we have that for 0 < 52 , taking z = x/
√
4s,∫
|cklFl,jk|2|x|2 dx
= C
∫ ∣∣∣∣∫ ∞
t
|z|s(−6)/2e−|z|2ckl
×
[
zl |z|2jk−zj zkzl+12 (lkzj+j lzk−4zljk)
]
s3/4 ds
∣∣∣∣2 dz
= C
(∫ ∞
t
s(2−9)/4 ds
)2
×
∫ (
|z|e−|z|2ckl
[
zl |z|2jk−zj zkzl+12 (lkzj+j lzk−4jkzl)
])2
dz
= Ct(2−5)/2
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if (ckl) = (ckl) for any c ∈ R. So, if (bkl) = 0 or (ckl) = (ckl) for any c ∈ R, then
for 0 < 52 ,
‖{bkllKtjk + cklFl,jk(·, t)}|·|‖L2 = Ct(2−5)/4.
By (2.1), we have that for 0,
‖vj (t)|·|‖ = ‖(Kt ∗ u0,j + cklFl,jk)|·|‖
 ‖(bkllKtjk + cklFl,jk)|·|‖ − ‖(Kt ∗ u0,j − bkllKtjk)|·|‖
 Ct(2−5)/4.
Therefore, we have the following theorem.
Theorem 2.3. Let (1+|x|2)(1+)/2u0 ∈ L1(R3) and ∇ ·u0 = 0. Let u(·, t) be a solution
to the Navier–Stokes equations (1.1) with initial data u0, and let v be a solution of
heat equation deﬁned by (2.2). Suppose that (bkl) ≡ (
∫
ylu0,kdy) = 0 or (c0kl) = (ckl)for any c ∈ R. Then, there are positive constants C0, C1 > 0 such that
C0(1+ t)(2−5)/2‖(1+ |x|2)/2v(·, t)‖2C1(1+ t)(2−5)/2
where 0 < 5/2.
For the later purpose, we give an estimates for the above v.
Proposition 2.4. Let v be the solution of the heat equation deﬁned by (2.2), where
∇ · u0 = 0 and
∫
(1 + |x|)|u0(x)| dx < ∞ is integrable. Then, there are positive
constants C such that
‖∇v‖C(1+ t)−7/4. (2.3)
Furthermore, if ∫ |x|2|u0(x)| dx <∞, then
‖(1+ |·|2)1/2∇v‖∞C(1+ t)−2 (2.4)
for sufﬁciently large t > 0. If ∫ (1+ |x|2)3/2|u0(x)| dx <∞, then
‖(1+ |·|2)∇v‖C(1+ t)−3/4, ‖(1+ |·|2)∇v‖∞C(1+ t)−3/2. (2.5)
Proof. Since a is solenoidal and integrable on Rn, we have
∫
a = 0. (For Ref., see
Miyakawa [13].) Observe that
lvj = (lKt ) ∗ u0,j + (lFi,jk)c0kl = I + II.
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By the fundamental theorem of calculus, one has
(4t)3/2I (x) =
∫ (
xl − yl
2t
e−
|x−y|2
4t − xl
2t
e−
|x|2
4t
)
aj (y) dy
=
∫ (∫ 1
0
d
d
(xl − yl)
2t
e−
|x−y|2
4t d
)
aj (y) dy
=
∫∫ 1
0
e−
|x−y|2
4t
xk−yk
2t
ykaj (y) d dy = I1 + I2.
By generalized Minkowski’s inequality, and taking z = (x − y)/√4t , we have
∫
|I1|2 dx  Ct−4
(∫∫
|y| |a(y)|
(∫
e−
|x−y|2
2t |x − y|4 dx
)1/2
d dy
)2
= Ct−1/2
(∫∫
|y| |a(y)|
(∫
e−|z|2 |z|4 dz
)1/2
d dy
)2
,
and
∫
|I2|2 dx  Ct−2
(∫∫
|y| |a(y)|
(∫
e−
|x−y|2
2t dx
)1/2
d dy
)2
= Ct−1/2
(∫∫
|y| |a(y)|
(∫
e−|z|2 dz
)1/2
d dy
)2
.
On the other hand, by the similar estimates for Fi,jk in the proof of the Theorem 2.3,
we have
‖ckilFi,jk‖2L2Ct−7/2.
Therefore, we have (2.3).
Observe |x| |x − y| + |y|. For (2.4), we notice that
|x| |I1|  Ct−2
∫∫ 1
0
e−
|x−y|2
4t |x − y|2(|x − y| + |y|)|y| |a(y)| d dy
 Ct−1/2
∫
|y| |a(y)| dy + Ct−1
∫
|y|2 |a(y)| dy, i = 1, 2.
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|x| |I2|  Ct−1
∫∫ 1
0
e−
|x−y|2
4t (|x − y| + |y|)|y| |a(y)| d dy
 Ct−1/2
∫
|y| |a(y)| dy + Ct−1
∫
|y|2 |a(y)| dy.
On the other hand, by the similar estimates for Fi,jk in the proof of the Theorem 2.3,
we have
||x|ckilFi,jk|C|cki |
∫ ∞
t
s−3 |x|
3
s3/2
e−
|x|2
4s ds ≤ C|cki |
∫ ∞
t
s−3 dsC|cki |t−2.
Therefore, we have (2.4).
In a similar way, we can show (2.5). 
3. Decay rates with weight (1+ |x|2)1/2 for the Navier–Stokes equations
In this section, we consider the decay rates for weak solutions with weight (1 +
|x|2)1/2 for the Navier–Stokes equations. We consider the approximate solutions uN ,
N = 1, 2, . . ., of (1.1) with initial data u0 ∈ L1 ∩ L2, divu0 = 0
¯
, of the following
equations:

t u
N − uN + (UN · ∇)uN + ∇pN = 0, t > 0,
∇ · uN = 0,
uN(0) = u0,
(3.1)
where UN is a retarded molliﬁcation of uN (see [4] or [10]). The solution uN has the
following properties:
(a) uN exist uniquely in L2(0, T ;W 1,2(R3)) ∩ L∞(0, T ;L2(R3))) for all T > 0.
(b) UN and their derivatives are continuous and bounded on R3 × [0, T ], T > 0, and
satisfy ∇ · UN = 0 and∫ t
0
‖UN()‖2
L2 d 
∫ t
0
‖uN()‖2
L2 d,∫ t
0
‖∇UN()‖2
L2 d 
∫ t
0
‖∇uN()‖2
L2 d for all t > 0.
(c) There is a subsequence of uN which converges in L2loc(R3 × [0,∞)) to a weak
solution of the Navier–Stokes equations (1.1).
(d) For all t > 0,
‖uN(t)‖2
L2 + 2
∫ t
0
‖∇uN()‖2
L2 d = ‖u0‖2L2 .
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(e) There is c independent of N such that for all t > 0,
‖uN(t)‖L2c(1+ t)−5/4.
We recall that the retarded molliﬁcation UN of uN is deﬁned by
UN(x, t) = −4
∫ ∫
(y/, s/)˜uN(x−y, t−s) dy ds,  = N−1,
where  is a smooth function with 0,
∫ ∫
 dx dt = 1 and supp ⊂ {(x, t) : |x|2 t, 1 < t < 2}
and u˜N is the zero-extension of the function uN which is originally deﬁned for t0.
(Refer to [4,10].) One easily veriﬁes that
∫ t
0
∫
	2|UN(x, s)|2 dx ds
∫ t
0
∫
	2|uN(x, s)|2 dx dt (3.2)
and
∫ t
0
(∫
|UN(x, s)|2 dx
)1/2
dsC
∫ t
0
(∫
|u(x, s)|2 dx
)1/2
ds. (3.3)
It is well known that under suitable conditions of the initial data, there are weak
solutions u of the Navier–Stokes equations with ‖u(t)‖2C(1+t)−5/2. (See [13,3,19].)
Moreover, in [2,9] it is proved that ‖	u(t)‖ < C for some C independent of t.
In the following, we write U = UN , u = uN and p = pN for simplicity. For R2, we
have U = u is the unique weak solution to (1.1). In case n3 for Rn, the estimates
derived below are uniform in N, hence the desired results are obtained through passage
to the limit N →∞.
Let v be deﬁned in (2.2). Set w = u− v, then w satisﬁes
divw = 0

tw − w = −(U · ∇)u− ∇p, t > 0.
(3.4)
Theorem 3.1. Let u0 ∈ L2(R3), (1 + |x|2)u0 ∈ L1(R3) and ∇ · u0 = 0. Let v be
a solution of heat equation deﬁned by (2.2) under the assumption that (bkl) = 0 or
(c0kl) = (ckl) for any c. Let u(·, t) be a solution to (3.1). Then there exists constants
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M0 and M1 such that
M0(1+ t)−3/2‖(1+ |·|2)1/2u(·, t)‖2M1(1+ t)−3/2,
where M0 and M1 depend on ‖(1+ |·|2)u0‖1 and on ‖u0‖.
The upper-bounded parts are estimated in several papers, for example [2,9]. Also,
during the proof of this theorem, we obtain the upper bound. From now on, for short
we denote 	 = (1+ |x|2)1/2.
Lemma 3.2. There exist C such that for t > 0
1
2
d
dt
∫
R3
	2|w(x, t)|2 dx +
∫
R3
	2|∇w(x, t)|2 dx
C(‖w(t)‖2 + ‖	∇v‖2∞ + ‖∇v‖2)+ C(‖U‖2 + ‖∇U‖2)‖	w‖2.
Denote X and Y by
X = (1+t)4‖	w(t)‖2 and Y = (1+t)4‖	∇w(t)‖2.
From Lemma 3.2, there is C > 0 such that
d
dt
X + Y C(‖U‖2 + ‖∇U‖2)X + 4(1+t)3‖	w‖2
+C(1+t)4[‖w(t)‖2 + ‖	∇v‖2∞ + ‖∇v‖2]. (3.5)
Lemma 3.3. For each R > 0, there is a constant C such that∫
R3
	2|w(t)|2 dx C
R2
∫
R3
	2|∇w(x)|2 dx + C‖w‖2
L2 + C
∫
|
|R
|∇
ŵ(
)|2 d
.
Take R = 1√
(1+t) , for small enough  > 0. Apply Lemma 3.3 to (3.5), then there is
C2 > 0 such that
d
dt
X + C2Y  C(‖U‖2 + ‖∇U‖2)X + C(1+t)4[‖w(t)‖2 + ‖	∇v‖2∞ + ‖∇v‖2]
+C(1+t)3
∫
|
| ((1+t))−1/2
|∇
ŵ(
)|2 d
. (3.6)
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Lemma 3.4. For each  > 0, there is C such that∫
|
| ((1+t))−1/2
|∇
ŵ(
)|2 d
C(1+ t)−5/2.
Proof of Theorem 3.1 Apply Lemma 3.4 to the inequality (3.6) to get
d
dt
X + C2Y  C(1+t)4[‖w‖2+‖	∇v‖2∞+‖∇v‖2]
+C(1+t)1/2 + C(‖U‖2+‖∇U‖2)X
= I1 + C(1+t)1/2 + I2X.
Solving the above inequality for t > T , we have the inequality
X(t)CI3(T )X(T )+
∫ t
T
I3(s)(I1 + (1+s)1/2) ds,
where I3(s) = e
∫ t
s I2() d
. There is C3 independent of t such that I3(t)C3 since∫ t
s
I2() dC
∫ ∞
0
(‖∇u‖2 + ‖u‖2)() d <∞.
From the result in [15], for any  > 0 given, there is a large time T1 such that
‖w(t)‖2(1+ t)−5/2 for t > T1.
From the estimates of heat equation, we may obtain that
‖∇v(t)‖C(1+t)−7/4, ‖	∇v(t)‖∞C(1+ t)−2.
So, for  > 0 given,
I1(t)C(1+ t)3/2 + C(1+ t)1/2 for t > T1,
hence,
∫ t
T1
I3(s)(I1 + (1+s)1/2) dsC(1+ t)5/2 + C(1+t)3/2 for t > T1.
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Therefore, we have the inequality for t > T1
X(t)  C3X(T1)+ C4(1+t)5/2 + C5(1+t)3/2
 C6 + C4(1+t)5/2 + C5(1+t)3/2.
Notice that C4, C5 and C6 depend on T1. Therefore,
‖	w(t)‖2C6(1+t)−4 + C4(1+t)−3/2 + C5(1+t)−5/2.
Fix 0 be small enough. Now, take  small that C4
0C0
4 , T2(> T1) large enough
that C6(1+ T2)−5/2 C004 , and C5(1+ T2)−1 C004 , then we have
‖	w(t)‖2C00(1+ t)−3/2 for t > T2. (3.7)
Therefore, we have that for t > T2, and for 0 < 1
‖	u(t)‖2‖	v(t)‖2 − ‖	w(t)‖2C0(1+t)−3/2 − 0C0(1+t)−3/2 = M0(1+t)−3/2.
Here, M0 = (1− 0)C0. This completes the proof of Theorem 3.1. 
Proof of Lemma 3.2 Consider (3.4). Taking inner product 	2w to (3.4), and integrating
by parts, we obtain
d
dt
1
2
‖	w(t)‖2 + ‖	∇w(t)‖2
=
∫
R3
Ukkujwj	2 dx + 12
∫
R3
|w|2	2 dx +
∫
R3
p(w·∇)	2 dx

∫
|U | |w|2|∇	2| dx +
∫
|U | |∇v| |w|	2 dx
+C
∫
|w|2 dx +
∫
p(w·∇)	2 dx
= J1 + J2 + J3 + J4.
Applying Hölder’s inequality and Sobolev’s inequality, we have that
J1 =
∫
|U | |w|2	 dxC‖	w‖
(∫
|w|6
) 1
6
(∫
|U |6 dx
) 1
12
(∫
|U |2 dx
) 1
4
 C‖	w‖ ‖∇w‖ ‖∇U‖ 12 ‖U‖ 12 ‖	∇w‖2 + C‖	w‖2(‖∇U‖2 + ‖U‖2).
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We also have
J2C‖	∇v‖2∞ + C‖U‖2‖	w‖2 and J3C‖w‖2.
Since
−p = ∇ · (U · ∇)u = ij (Uiuj )
in R3, p satisﬁes the integral representation
p(x) = CijUiuj +
∫
R3
ij
C
|x − y| (Uiuj )(y) dy.
From the Calderon–Zygmund inequality, we have
‖p‖2C‖ |U | |u| ‖2C‖U‖3‖u‖6C‖U‖1/2‖∇U‖1/2‖∇u‖.
(Refer to [21].) Therefore, we have that J4 is bounded by
J4  C‖	w‖ ‖p‖C‖	w‖ ‖U‖1/2‖∇U‖1/2(‖∇w‖ + ‖∇v‖)
 ‖∇w‖2 + C‖∇v‖2 + C‖U‖ ‖∇U‖ ‖	w‖2.
Applying Young’s inequality to J4, we complete the proof of Lemma 3.2. 
Proof of Lemma 3.3 From Plancherel’s identity, one has∫
R3
	2|w(x)|2 dx =
∫
R3
|w(x)|2 dx +
∫
R3
|∇
ŵ(
)|2 d
.
Notice that∫
R3
|∇
ŵ(
)|2 d
 =
∫
|
|R
|∇
ŵ(
)|2 d
+
∫
|
|>R
|∇
ŵ(
)|2 d


∫
|
|R
|∇
ŵ(
)|2 d
+ 1
R2
∫
|
|>R
|
|2|∇
ŵ(
)|2 d
.
Observe that ∇
ŵ(
) = −ix̂w(
). Applying the above identity and Plancherel’s identity,
the following inequalities hold∫
|
|>R
|
|2|∇
ŵ(
)|2 d
 =
∫
|
|>R
|
|2|x̂w(
)|2 d

∫
R3
|
|2|x̂w(
)|2 d
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=
∫
R3
|∇(xw)(x)|2 dx
 2
∫
R3
(|x|2|∇w(x)|2 + |w(x)|2) dx.
This completes the proof of Lemma 3.3. 
Let ajk(
, t) = Ûjuk(
, t), a0jk(t) = ajk(0, t), i =
√−1, and
Ĥ j (
, t) = i
 3∑
l=1

laj l(
, t)− 
j
∑
k,l

l
k
|
|2 akl(
, t)
 = i
l [jk − 
j
k|
|2
]
akl(
, t),
Ĥ
j
0 (
, t) = i
 3∑
l=1

la
0
j l(t)− 
j
∑
k,l

l
k
|
|2 a
0
kl(t)
 = i
l [jk − 
j
k|
|2
]
a0kl(t).
Therefore, we have that
|Ĥ j0 (
, t)|C|
| |a0(t)| and |∇
Ĥ j0 (
, t)|C|a0(t)|, (3.8)
where a0 = (a0kl). Observe that a0jk(t) =
∫
R3(Ujuj )(t) dx, so c
0
ij =
∫∞
0 a
0
ij (s) ds if
Uj = uj . Notice that Fl,jkc0kl is an inverse Fourier transform of e−t |
|
2 ∫∞
0 Ĥ
j
0 (
, s) ds.
For details, refer to [7].
Let ĥj (
, t) = Ĥ j (
, t)−Ĥ j0 (
, t). By the mean value theorem, there is 
¯ in the ball
with radius |
| centered at 0 such that akl(
, t)− a0kl(t) = 
 · (∇
akl)(
¯, t). Therefore,
we have
|̂hj |(
, t)C|
| |akl(
, t)− akl(0, t)|C|
|2|∇
a|(
¯, t),
where a = (akl). Since

 ĥ
j (
, t) = il[ajl − a0j l](
, t)+ i
l
ajl(
, t)− 
j
k
l |
|−2
akl(
, t)
−[|
|−2(j
k
l + k
j
l + l
j
k)
−2
j
k
l
|
|−4][akl − a0kl](
, t),
we have
|
l ĥj (
, t)|C|
| |∇
a|(
¯, t)+ c|
| |∇
a|(
, t).
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Therefore, there is a positive constant C independent of t such that
|Ĥ j (
, t)− Ĥ j0 (
, t)|  C|
|2 sup
|
¯| |
|
|∇
a(
¯, t)|, (3.9)
|∇
(Ĥ j (
, t)− Ĥ j0 (
, t))|  C|
| sup
|
¯| |
|
|∇
a(
¯, t)|. (3.10)
It is well known that under suitable conditions of the initial data, there is a weak
solution u with ‖u(t)‖2C(1+t)−5/2. (See [13,3,19].) Moreover, in [2,9] it is proved
that ‖	u(t)‖ < C for some C independent of t. So,
|(∇
a)(
, t)|C
∫
R3
|x| |U | |u|(x, t) dxC‖	u‖ ‖U‖C‖U‖.
Hence, from (3.3)∫ t
0
|(∇
a)(
, t)| dt  C
∫ t
0
‖U‖ ds
 C
∫ t
0
‖u‖ dsC
∫ t
0
(1+ t)−5/4 dsC. (3.11)
Proof of Lemma 3.4 The Fourier transform on the Eq. (3.4), û(
, t) satisﬁes
t û(
, t)+ |
|2û(
, t) = −̂(U · ∇)u− ∇̂p
û(
, 0) = û0.
The following is shown in [7] that
̂(U · ∇)u+ ∇̂p = Ĥ .
So, û can be represented as
û(
, t) = e−|
|2t û0(
)+
∫ t
0
e−|
|2(t−s)Ĥ (
, s) ds.
On the other hand, taking Fourier transform to v deﬁned by (2.2), we have v̂(
, t) =
e−t |
|2 û0(
)+ e−t |
|2
∫∞
0 Ĥ0(
, s) ds. Hence, we have
ŵ =
∫ t
0
e−|
|2(t−s)Ĥ (
, s) ds −
∫ ∞
0
e−|
|2t Ĥ0(
, s) ds.
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Taking partial derivative 
l to ŵ, we have

l ŵ
j =
∫ t
0
e−|
|2(t−s)
l Ĥ
j (
, s) ds −
∫ ∞
0
e−|
|2t
l Ĥ
j
0 (
, s) ds
−2
∫ t
0
(t − s)
le−|
|2(t−s)Ĥ j (
, s) ds + 2t
∫ ∞
0

le
−|
|2t Ĥ j0 (
, s) ds
=
∫ t
0
e−|
|2(t−s)
l [Ĥ j − Ĥ j0 ](
, t) ds
+
∫ t
0
(e−|
|2(t−s) − e−|
|2t )
l Ĥ j0 (
, s) ds
−
∫ ∞
t
e−|
|2t
l Ĥ
j
0 (
, s) ds
−2
l
∫ t
0
(t − s)e−|
|2(t−s)[Ĥ j − Ĥ j0 ](
, t) ds
−2
l
∫ t
0
((t − s)e−|
|2(t−s) − te−|
|2t )Ĥ j0 (
, s) ds
+2
l t
∫ ∞
t
e−|
|2t Ĥ j0 (
, s) ds
= I1 + I2 + I3 + I4 + I5 + I6.
Apply the inequalities (3.8)–(4.3) for the estimates of the bound of I1–I6. Then, we
have that
|I1|  C
∫ t
0
e−|
|2(t−s)|
|2 sup
|
¯| |
|
|∇
a(
¯, s)| dsCt1/2|
|2,
|I2|  C
∫ t
0
e−|
|2(t−s¯)|
|2s|a0(s)| dsC|
|2
∫ t
0
s
∫
|u| |U |(x, s) dx ds
 C|
|2
(∫ t
0
∫
s2|u|2 dx ds
)1/2 (∫ t
0
∫
|U |2(x, s) dx ds
)1/2
 C|
|2
(∫ t
0
s2(1+ s)−5/2 ds
)1/2
C|
|2(1+t)1/4
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for some s¯ with 0 s¯s, and
|I3|  C
∫ ∞
t
|a0(s)| dsC
∫ ∞
t
(1+s)−5/2 ds = C(1+t)−3/2,
|I4|  C|
|3
∫ t
0
(t−s)e−|
|2(t−s) sup
|
¯| |
|
|∇
a(
¯, s)| dsC|
|
since (t − s)e−|
|2(t−s) |
|−2e−1, and
|I5|  C|
|2
∫ t
0
e−|
|2(t−s¯)((t − s¯)|
|2 + 1)s |a0(s)| dsC|
|2(1+t)1/4,
|I6|  C|
|2te−|
|2t
∫ ∞
t
|a0(s)| dsC(1+ t)−3/2.
Therefore, we have∫
|
| ((1+t))− 12
|∇
ŵ(
, t)|2 d

C
∫
|
| ((1+t))− 12
(|
|4t+(1+t)−3+|
|2) d
C(t+1)− 52 ,
which completes the proof of Lemma 3.4. 
4. Decay rate of solutions with weight (1+ |x|2)
Theorem 4.1. Let u0 ∈ L2(R3), (1 + |·|2)3/2u0 ∈ L1(R3), and ∇ · u0 = 0. Let v be
deﬁned by (2.2) under the assumption that (bkl) = 0 or (c0kl) = (ckl) for any c. Then
there is a weak solution u(·, t) to the Navier–Stokes equations (1.1) such that for some
constants M0 and M1,
M0(1+ t)−1/2‖(1+ |·|2)u(·, t)‖2L2M1(1+ t)−1/2
for all t > 0, where M0 and M1 depend on ‖u0‖ and ‖(1+ |·|2)3/2u0‖1.
The upper bounded part is estimated in [2].
Lemma 4.2. There exist C such that for t > 0
d
dt
‖	2w‖2 + ‖	2∇w‖2  C‖	w‖2 + C(‖v‖2 + ‖	∇v‖2 + ‖	2∇v‖2∞)
+C(‖U‖2 + ‖∇U‖2)‖	2w‖2,
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where 	(x) = (1+ |x|2)1/2.
During the proof of Theorem 3.1, we know that for given  > 0, there is T such
that for t > T it holds that ‖	w(t)‖2(1 + t)−3/2. We also recall the estimates of
heat solution
‖	∇v‖2C(1+ t)−5/2, ‖	2∇v‖2∞C(1+ t)−3.
Denote X and Y by
X = (1+ t)4
∫
R3
	4|w(x, t)|2 dx and Y = (1+ t)4
∫
R3
	4|∇w(x, t)|2 dx.
From Lemma 4.2 there is C > 0 such that
d
dt
X+Y  C(‖U‖2+‖∇U‖2)X+(1+t)5/2+C(1+t)3/2
+4(1+t)3
∫
	4|w(t)|2 dx. (4.1)
for t > T .
Lemma 4.3. For each R > 0, there is a constant C such that
‖	2w‖2 C
R2
∫
	4|∇w(x)|2 dx + C‖	w‖2 + C
∫
|
|R
|∇2
ŵ(
)|2 d
.
Take R = 1√
(1+t) , for small enough  > 0. Apply Lemma 4.3 to the third term of
the right-hand side of the inequality (4.1), then there is C2 > 0 such that
d
dt
X + C2Y  C(‖U‖2+‖∇U‖2)X + (1+t)5/2 + C(1+t)3/2
+C(1+t)3
∫
|
| ((1+t))−1/2
|∇2
ŵ(
)|2 d
 (4.2)
for t > T .
Lemma 4.4. For each  > 0, there is C such that∫
|
| ((1+t))−1/2
|∇2
ŵ(
)|2 d
C(1+ t)−3/2.
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Proof of Theorem 4.1 Applying Lemma 4.4 to the inequality (4.2), and in a similar
way to the proof of Theorem 3.1, we can show Theorem 4.1. 
Proof of Lemma 4.2 Taking inner product 	4w to (3.4), and integrating by parts, we
obtain
1
2
d
dt
‖	2w(t)‖2 + ‖	2∇w(t)‖2
= −
∫
R3
w	4(U · ∇)v + 1
2
∫
R3
|w|2(U · ∇)	4 dx
+1
2
∫
R3
|w|2	4 dx +
∫
R3
p(w · ∇)	4 dx
= J11 + J12 + J2 + J3.
Applying Hölder’s and Young’s inequalities to J11, we have that
J11C‖w	2‖ ‖U‖ ‖	2∇v‖∞C‖w	2‖2‖U‖2 + C‖	2∇v‖2∞,
and that
J12  C
∫
|w|2	3|U | dxC‖	2w‖ ‖∇(	w)‖ ‖U‖1/2‖∇U‖1/2
 ‖∇(	w)‖2 + C‖	2w‖2‖U‖ ‖∇U‖
 ‖	∇w‖2 + ‖w‖2 + C‖	2w‖2‖U‖ ‖∇U‖
From the weighted multiplier theorem for Lq spaces for q ∈ (1,∞), we have
‖	p‖Lq c‖	|u| |U |‖Lq
for  ∈ (−3/q, 3(q − 1)/q). (Refer to [21].) Hence,
‖	p‖L2  C‖	u‖6‖U‖1/2‖U‖1/26 C‖∇(	u)‖ ‖U‖1/2‖∇U‖1/2
 C(‖u‖ + ‖	∇u‖) ‖U‖1/2‖∇U‖1/2
 C(‖w‖ + ‖v‖ + ‖	∇w‖ + ‖	∇v‖) ‖U‖1/2‖∇U‖1/2.
Therefore, we have that
J3  C‖	2w‖ (‖w‖ + ‖v‖ + ‖	∇w‖ + ‖	∇v‖)‖U‖1/2‖∇U‖1/2
 ‖	2∇w‖2 + C‖	2w‖2 ‖U‖ ‖∇U‖ + C(‖	w‖2 + ‖v‖2 + ‖	∇v‖2).
Observe that J2 is bounded by J2C‖	w‖2. 
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Proof of Lemma 4.3 From Plancherel’s identity, one has∫
	4|w(x)|2 dx =
∫
|w(x)|2 dx + 2
∫
|∇
ŵ(
)|2 d
+
∫
|∇2
ŵ(
)|2 d
.
The ﬁrst two terms in the above are bounded by 2‖	w‖2. On the other hand,∫
|∇2
ŵ(
)|2 d

∫
|
|R
|∇2
ŵ(
)|2 d
+
1
R2
∫
|
|>R
|
|2|∇2
ŵ(
)|2 d
.
Observe that
−
m
k
l ŵ(
) = −
∫
xkxlw(x)xme
−ix·
 dx =
∫
e−ix·
xm [xkxlw(x)] dx.
Therefore, we have
|
m
k
l ŵ(
)|C| ̂xm [xkxlw](
)|.
Hence,
1
R2
∫
|
|>R
|
|2|∇2
ŵ(
)|2 d

C
R2
‖∇[xkxlw]‖2 C
R2
(‖ |x|w‖2 + ‖ |x|2∇w‖2),
which completes the proof of Lemma 4.3. 
Proof of Lemma 4.4 Notice that

l
k ŵj =
∫ t
0
e−|
|2(t−s)
k
l Ĥ
j (
, s) ds −
∫ ∞
0
e−|
|2t
k
l Ĥ
j
0 (
, s) ds
−2
k
∫ t
0
(t − s)e−|
|2(t−s)
l Ĥ j (
, s) ds
+2
k
∫ ∞
0
te−|
|2t
l Ĥ
j
0 (
, s) ds
−2
l
∫ t
0
(t − s)e−|
|2(t−s)
k Ĥ j (
, s) ds
+2
l
∫ ∞
0
te−|
|2t
k Ĥ
j
0 (
, s) ds
−2kl
∫ t
0
(t − s)e−|
|2(t−s)Ĥ j (
, s) ds
H.–O. Bae, B.J. Jin / J. Differential Equations 209 (2005) 365–391 387
+2kl
∫ ∞
0
te−|
|2t Ĥ j0 (
, s) ds
+4
k
l
∫ t
0
(t − s)2e−|
|2(t−s)Ĥ j (
, s) ds
−4
k
l
∫ ∞
0
t2e−|
|2t Ĥ j0 (
, s) ds,
which can be restated as
=
∫ t
0
e−|
|2(t−s)kl[Ĥ j−Ĥ j0 ](
, s) ds
+
∫ t
0
[e−|
|2(t−s)−e−|
|2t ]klĤ j0 (
, s) ds
−e−|
|2t
∫ ∞
t
klĤ
j
0 (
, s) ds
−2
k
∫ t
0
(t−s)e−|
|2(t−s)l[Ĥ j − Ĥ j0 ](
, s) ds
−2
k
∫ t
0
[(t−s)e−|
|2(t−s)−te−|
|2t ]
l Ĥ j0 (
, s) ds
+2te−|
|2t
k
∫ ∞
t
lĤ
j
0 (
, s) ds
−2
l
∫ t
0
(t−s)e−|
|2(t−s)k[Ĥ j−Ĥ j0 ] ds
−2
l
∫ t
0
[(t−s)e−|
|2(t−s)−te−|
|2t ]kĤ j0 ds
+2te−|
|2t
l
∫ ∞
t
kĤ
j
0 (
, s) ds−2kl
∫ t
0
(t−s)e−|
|2(t−s)[Ĥ j−Ĥ j0 ] ds
−2kl
∫ t
0
[(t−s)e−|
|2(t−s)−te−|
|2t ]Ĥ j0 ds + 2te−|
|
2tkl
∫ ∞
t
Ĥ
j
0 (
, s) ds
+4
k
l
∫ t
0
(t−s)2e−|
|2(t−s)[Ĥ j−Ĥ j0 ](
, s) ds
+4
k
l
∫ t
0
[(t−s)2e−|
|2(t−s)−t2e−|
|2t ]Ĥ j0 ds − 4t2e−|
|
2t
k
l
∫ ∞
t
Ĥ
j
0 ds
≡ J1 + · · · + J15.
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Direct calculation shows that
|∇2Ĥ j0 (
, t)|  C|
|−1|a0(t)|,
|∇2
 ĥj (
, t)|  C
(
|
| |∇2
a|(
, t)+ sup
|
¯| |
|
|∇
a|(
¯, t)
)
.
Since by (3.2)∫ t
0
|

 â| ds 
∫ t
0
∫
|u| |U | |x|2 dx ds

(∫∫
|x|2|u|2 dx ds
)1/2 (∫∫
|x|2|U |2 dx ds
)1/2

∫∫
|x|2|u|2 dx ds <∞,
we obtain that
|J1| C
∫ t
0
e−|
|2(t−s)
(
sup
|
¯| |
|
|∇
a(
¯, s)| + |
| |∇2
a|
)
dsC(1+ |
|).
Therefore, we have∫
A
|J1|2 d
C
∫
|
| ((1+t))−1/2
(1+ 2|
| + |
|2) d
C(1+ t)−3/2,
where A = {
 : |
|((1+ t))−1/2}. Since
|J2|
∫ t
0
(e−|
|2(t−s) − e−|
|2t ])|
|−1
∫
|u| |U | dx dsC|
|(1+t)1/4,
we have that
∫
A
|J2|2 d
C(1+ t)−2. Since
|J3|  C
∫ ∞
t
|
|−1e−|
|2t
∫
|u|2 dx dsC|
|−1
∫ ∞
t
(s + 1)−5/2 ds
 C|
|−1(1+ t)−3/2,
we have
∫
A
|J3|2 d
C(1+ t)−7/2. Since e−r re−1, we have
|J4|C
∫ t
0
(t−s)e−|
|2(t−s)|
|2 sup
|
¯| |
|
|∇
a(
¯, s)| dsCe−1
∫ t
0
(1+ s)−5/4 dsC,
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therefore, we have that
∫
A
|J4|2 d
C(1+ t)−3/2. Since
|J5|  C|
|
∫ t
0
(
(t−s)e−|
|2(t−s) − te−|
|2t
)
|a0(s)| ds
 C(t |
|3 + |
|)
∫ t
0
s|a0(s)| dsC(t |
|3 + |
|)(1+t)1/4,
we have that
∫
A
|J5|2 d
C(1+ t)−2. Since
|J6|Ct |
|e−|
|2t
∫ ∞
t
(1+ s)−5/2 dsC(1+ t)−1/2|
|,
we have that
∫
A
|J6|2 d
C(1 + t)−7/2. For the estimates of J7, J8 and J9, we may
do in the same ways as J4, J5 and J6, respectively. In a similar way, we derive the
estimates for J10, J11 and J12 by
|J10|  C,
|J11|  C(t |
|3 + |
|)(1+t)1/4,
|J12|  C(1+ t)−1/2|
|.
Hence, we have that
∫
A
|J10|2 + |J11|2 + |J12|2 d
C(1+ t)−3/2.
In [2,9], it is proved that ‖	u(t)‖ < C for some C independent of t. So,
|(∇
a)(
, t)|C
∫
R3
|x| |U | |u|(x, t) dxC‖	u‖ ‖U‖C‖U‖.
Hence, from (3.3)∫ t
0
|(∇
a)(
, t)| dtC
∫ t
0
‖U‖ dsC
∫ t
0
‖u‖ dsC
∫ t
0
(1+ t)−5/4 dsC. (4.3)
So, we have
|J13|C|
|4
∫ t
0
(t − s)2e−|
|2(t−s) sup
|
¯| |
|
|∇
a(
¯, s)| ds < C,
and
∫
A
|J13|2 d
C(1+ t)−3/2. Since
|J14|  C|
|3
∫ t
0
|(t−s)2e−|
|2(t−s) − t2e−|
|2t ||a0(s)| ds
 C|
|
∫ t
0
s|a0(s)| dsC|
|(1+t)1/4,
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we have that
∫
A
|J14|2 d
C(1+ t)−2. Since
|J14|Ct2|
|3e−|
|2t
∫ ∞
t
|a0(s)| dsC|
|3(1+ t)1/2,
we have that
∫
A
|J15|2 d
C(1+ t)−9/2. Therefore, we have∫
|
| ((1+t))−1/2
|∇2
ŵ(
, t)|2 d
C(1+ t)−3/2,
which completes the proof of Lemma 4.4. 
By interpolation arguments to (3.7) for the weight 	, or to the corresponding argu-
ment for the weight 	2, we may obtain that for 0 <  < 2,∫
	2|w(t)|2 dx =
∫
	2|w(t)||w|2− dx

(∫
	4|w(t)|2
)/2 (∫
|w|2 dx
)(2−)/2
(1+ t)− 52+.
We also have the same estimates for v, hence, we have the following theorem.
Theorem 4.5. Let u0 ∈ L2(R3), (1+ |·|2)(1+)/2u0 ∈ L1(R3) and ∇·u0 = 0. Let v be
deﬁned by (2.2). Suppose Let u(·, t) be a solution to (1.1). Then there exists constants
M0 and M1 such that
M0(1+ t)− 54+ 2 ‖(1+ |·|2)/2u(·, t)‖L2M1(1+ t)−
5
4+ 2
for 02, where M0 and M1 depend on ‖	(1+)/2u0‖1 and on ‖u0‖.
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