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The goal of this work was to investigate cubic silicon carbide as anode material for direct photoelec-
trochemical water splitting. From the performed measurements (mostly photoelectron spectroscopy,
electrochemical measurements, Raman and UV-Vis spectroscopy) n-type cubic silicon carbide’s low oxy-
gen evolution efficiency could be related to some fundamental problems. Primarily, the attainable pho-
tocurrent is limited by the flux of photo generated holes to the semiconductor surface. As cubic silicon
carbide is an indirect semiconductor, the low absorption coefficient in combination with a high doping
concentration and low hole diffusion length were determined as limiting factors. Deposition of an ad-
ditional epitaxial n− cubic silicon carbide layer resulted in a significant improvement of the observed
photocurrent.
The obtainable photovoltage and recombination losses are mostly dependent on the surface properties.
While a buried junction between the silicon carbide and a thin catalyst layer has proven to be promising
for improving both properties, it still needs optimization, as Fermi level pinning from interface defect
states drastically reduces the obtained photovoltage.
Français:
Le but de ce travail était d’évaluer la capacité du carbure de silicium cubique comme matériau d’anode
pour le fractionnement photo-électrochimique direct de l’eau. Les données obtenues (principalement
par spectroscopie de photoélectrons, électrochimie, spectrométrie Raman et spectrométrie UV-Vis) ont
permis d’identifier les problèmes fondamentaux à l’origine de la faible efficacité du carbure de silicium
cubique dopé n pour la production d’oxygène. Le courant photoélectrique atteignable est principalement
limité par le flux de trous vers la surface du semi-conducteur, et générés par l’absorption de photon.
Comme le carbure de silicium cubique possède une bande interdite de nature indirecte, le faible coef-
ficient d’absorption combiné à un dopage élevé et à une faible longueur de diffusion des trous ont été
déterminés comme des facteurs limitant. La mise en œuvre d’un film épitaxial additionnel de carbure
de silicium cubique ayant un faible dopage n−, a conduit à une augmentation significative du courant
photoélectrique.
La tension photoélectrique obtenue et les pertes dues aux recombinaisons dépendent principalement
des propriétés de surface. Même si l’utilisation de jonctions enterrées entre le carbure de silicium et
des films minces de catalyseurs s’est révélée prometteuse pour l’amélioration des deux propriétés, une
optimisation soigneuse est nécessaire car la forte densité d’états d’interface liés à des défauts limitent
considérablement la tension photoélectrique.
Deutsch:
Ziel dieser Arbeit war es die Tauglichkeit von kubischem Siliziumkarbid als Anoden-Material für die di-
rekte photoelektrochemische Wasserspaltung zu untersuchen. Dabei konnte die geringe Effizienz von
n-dotiertem, kubischen Siliziumkarbid für die Sauerstoffentwicklung aufgrund der erhobenen Daten
VII
(überwiegend Photoelektronenspektroskopie, Elektrochemie, Raman und UV-Vis Spektroskopie) auf
grundlegende Probleme zurückgeführt werden. In erster Linie wird der erreichbare Photostrom durch
den Fluss fotogenerierter Löcher zur Oberfläche begrenzt. Dabei sorgen der geringe Absorptionskoef-
fizient in Kombination mit der hohen Dotierung und der geringen Loch-Diffusionslänge dafür, dass nur
wenige Löcher die Oberfläche erreichen um dort zur Redox Reaktion beizutragen. Die Abscheidung einer
dünnen epitaktischen Siliziumkarbid Schicht mit niedrigerer Dotierkonzentration hat sich als probates
Mittel erwiesen, den Photostrom signifikant zu verbessern.
Die erreichbare Photospannung sowie auftretende Rekombinationsverluste an der Oberfläche hän-
gen überwiegend von der Oberflächenbeschaffenheit ab. Hier hat sich die Verwendung von dünnen
Katalysatorschichten als vielversprechender Ansatz bewiesen, welcher allerdings noch der Optimierung
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This chapter gives a short introductory motivation
on the topic of renewable energies and water split-
ting for energy storage. The basic idea behind di-
rect photoelectrochemical water splitting will be dis-
cussed, and different design approaches briefly high-
lighted. Along with requirements on suitable materi-
als for interface junctions, and why 3C SiC might be
a promising candidate.
1.1 Why Renewable Energies?
Over the last centuries, mankind has managed to
transfer his workload from man (or animal) pow-
ered labour to more efficient means. While the
early transitions used renewable energy (wind and
water), later transitions required fossil fuels (from
steam to oil and now electricity). The resulting ef-
ficiency increase, has enabled our society to shift
an ever increasing percentage of our workforce
from providing for our basic needs (like keeping us
warm and feed), to further improving our lifestyle
based on a rapid technological progress over the
last century. However, this progress is tightly linked
to an ever growing demand for energy, as increas-
ingly sophisticated machinery takes over more and
more of our workload - a trade-off between in-
creased productivity and energy dependence.
Our modern lifestyle is deeply coupled with all
kinds of energy demanding machinery. Either for
transportation (public, cars, planes), to power the
production facilities supplying us with a high vari-
ety of cheap food and articles of daily use, to heat
and illuminate our buildings, and to power large
scale chemical reactions (providing modern fertil-
izers, medicine etc.), our vast information infras-
tructure (Google alone needed 2.3 TWh in 2011
[1]), or the smart phone in our very pocket. The
above list could be extended at will. But one con-
clusion can be drawn with certainty, our current
way of living makes us totally dependant on a con-
stant and secure energy supply. And while power
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Figure 1.1.: Gross inland consumption (B_100900 in
[2]) of the main energy sources. The total
energy consumption (not just electricity) of
all EU-28 states in 2015, was 1603.1 mega-
tons of oil equivalent (Mtoe) or 18512 TWh.
Above diagram is based on data from Euro-
stat [3–7].
a result of more efficient equipment, it is definitely
bound to increase, as more second or third world
countries will adapt a ’Western lifestyle’.
The current (2015) energy mix for Europe is dis-
played in figures 1.1 and 1.2. Despite exten-
sive promotion of renewable energies over the
last decade, close to 90 % of our energy mix is
still based on non-renewable sources. Predictions,
on how long the available fossil fuels will last,
vary tremendously, depending on the assumed con-
sumption and the ongoing discovery of new re-
sources. However, at some point, about a century
from now, all fossil fuel reserves will be exhausted
[8–10].
In addition to the supply limitation, our fossil fuel
consumption gives rise to a number of related
drawbacks. Global warming, as a result of an ever
increasing CO2 emission, could severely impact the
available drinking water supply, and crop produc-
tion, not to mention the sea level rise, and increas-
ingly hazardous weather conditions [11]. Min-
ing accidents, like Deepwater Horizon, can wreak
havoc on entire ecosystems, and cause substantial
cost for necessary restoration projects. The same is
true for nuclear power plants, where the incidents
of Tschernobyl and Fukushima serve as examples
for the risks and potential costs of malfunctioning
reactors, not even considering the problem of ra-
dioactive waste longterm storage.
On the other hand, modern power plants are
steadily improving in terms of efficiency, pollution
output, and safety. Therefore, there is no reason
for overt haste in turning our backs on fossil fu-
els. Which we could not do anyway, as it will take
a long time to build up the necessary renewable
energy production capacity, and rebuild our whole
energy infrastructure to match.
For electrical power, modern power grids were
designed around a small number of huge power
plants, with ever thinner power cables further
down the supply chain. This design is not meant to
handle a huge number of small renewable power
plants all over the place. Another thing to consider
is the maintenance of a steady frequency for the
power network. Switching from gas or oil powered
heating machinery to electric ovens of heat storage
setups is uncomplicated. However, mobility from
renewable energy sources will require major in-
vestments as a network of refuelling stations for
the increasing numbers of electrical or hydrogen
vehicles has to be set up and maintained.
All of the problems mentioned above can be solved
with the technologies currently at hand. How-
ever, the renewable harvesting technologies, with
the greatest potential for growth, are wind- and
solar power, see figure 1.2. Both have the disad-
vantage of being highly volatile. This is critical, es-
pecially where electrical power is concerned, as un-
favourable weather conditions (clouds, no wind)
could result in blackouts, if the percentage of wind-
and solar power would be high enough. It is illu-
sory to assume the power consumption could be
reduced accordingly, therefore a continuous power
supply has to be ensured with other means. In































































Figure 1.2.: Development of renewable energy (not just
electricity) production in Europe since 1990.
The main increase stems from windpower,
solar energy (photovoltaic and thermal) and
solid biofuels (all ’organic, non fossil ma-
terial of biological origin’). Based on data
from Eurostat [2,7].
power plants, which have to be able to perform
rapid run up / shut down cycles. Gas power plants
would be well suited for the task, the same is true
for large scale fuel cells. This also means, that al-
most twice the actually needed capacity needs to
be installed and paid for.
A good example, of the disruptions renewable en-
ergies can cause, is Germany, due to the massive
increase in installed renewable energy capacity.
A result of the extensive funding in form of the
’Erneuerbare Energie Gesetz’ from 2000 [12]. In
2013, the total installed capacity of wind and solar
power has reached up to 70.1 GW [13]. The to-
tal energy consumption for Germany in 2013 was
596 TWh [14]. Neglecting the power consump-
tion dependency on daytime, this yields an aver-
age energy demand of 68 GW. Apparently, there
will be times when the installed renewable capac-
ity is already sufficient to meet the total demand in
electrical power. Which requires that conventional
power plants, who were designed to run continu-
ously, have to shut down or reduce their output,
momentarily, as renewable power is preferred.
1.2 Chemical Energy Storage
Proceeding from there, a total replacement of fossil
fuels and nuclear power with renewable energies,
will have to be accompanied by a storage solution
for large amounts of renewable energy, in order to
bridge any power shortage arising from this volatil-
ity. A storage capacity of about two weeks energy
demand is assumed most often. While batteries are
used for peak shaving and short term storage, their
maximum capacity limits their use for long term
storage on a national scale.
Battery Storage Example
Two weeks out of 18512 TWh means a re-
quired storage capacity of approximately
712 TWh. A standard car battery (60
to 100 Ah at 12 V) has a capacity around
1 kWh. Therefore, at least 712,000,000,000
car batteries would be needed for storage,
1400 for each of Europe’s 508 million citi-
zens.
Therefore, large scale energy storage could best
be implemented via the creation of suitable chem-
ical compounds, like hydrogen or various hydro-
carbons. This approach is known as chemical en-
ergy storage. The basic idea is to transform some
kind of chemical reactant into an energetically up-
hill product, requiring a certain amount of energy.
Once needed, a reverse reaction can be initiated,
returning part of the originally invested energy.
The most fundamental reaction of this kind would
be the electrolysis of water into hydrogen and oxy-
gen, according to
Cathode (HER): 4 H2O+ 4 e
– −−→ 2 H2 + 4 OH–
Anode (OER): 4 OH– −−→ 2 H2O+O2 + 4 e–
Redox Reaction: 2 H2O −−→ O2 + 2 H2
for an alkaline solution [15]. From there, the hy-
drogen itself can be stored, much like fossil gas,
thus the necessary storage capacities are already
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installed. Alternatively, the H2 can be used as reac-
tant in the Fischer-Tropsch reaction
nCO+ (2n+ 1)H2 −−→ CnH2n+2 + nH2O ,
in order to produce hydrocarbons, which possess
a higher energy density [16]. Both products have
their respective (dis)advantages. In the end, it
comes down to a trade-off between energy den-
sity and efficiency, as each additional reaction step
increases energetic losses.
Where energy density is non-critical, hydrogen has
some advantages. It has the lowest transformation
losses. A direct (and highly efficient) conversion to
electrical power is possible via fuel cells. Finally,
burning hydrogen, either for energy, mobility, or
heat, does produce neither fine dust nor hazardous
compounds, only water.
Water splitting via electrolysis, in general, is rather
straight forward. All that is needed are two elec-
trodes, some water, and electrical power, supplied
at a sufficiently high potential. Problems arise for
keeping the reaction running for extended dura-
tions, and reaching a high efficiency. A potential
difference of at least 1.23 V is needed in order to
split water. This is also the maximum potential
to be gained from the back reaction. In reality,
significantly higher potentials are needed for the
electrolysis, in order to achieve meaningful current
densities, while the usable potential will often be
lower. These additional potentials are called over-
potentials, they depend on the catalyst used and
increase with the current density [15].
Above considerations give rise to two different de-
sign approaches. First, a stand alone electrolyser
can be used to convert surplus electrical energy,
from any surrounding power source, into hydro-
gen. High current densities will result in higher
overpotentials. Second, so called photoelectro-
chemical water splitting can be performed. It can
be imagined, as a combination of a solar cell with
an electrolyser, directly producing hydrogen, in-
stead of electrical power. The much smaller current
densities should allow a higher efficiency.
A direct photoelectrochemical cell requires some
specific design characteristics. The solar cell com-
ponent has to provide a sufficiently high photovolt-
age to cover the 1.23 V plus any overpotentials and
ohmic loses in the device, while also supplying a
sufficiently high current density at the same time.
Considering, the HER overpotential for platinum
(0.07 V), and the OER overpotential for ruthe-
nium(IV)oxide (0.36 V), which are among the best
known catalysts, the supplied photovoltage must
exceed 1.66 V [17]. Conventional semiconductors,
like silicon or gallium arsenide, can not provide this
with a single junction, because of their small band
gap (EBG), e.g. 1.1 eV for silicon. However, wide
band gap semiconductors, with EBG slightly above
2 eV might be well suited to the task [18, 19]. It
has to be kept in mind though, that a large EBG
will limit the fraction of the solar spectrum the cell
will be able to absorb. Multi junction solar cells
would also be able to supply the desired photovolt-
age.
At the same time, the cell has to be chemical inert,
as it will be in direct contact to the electrolyte (nor-
mally a weak acid or base in order to reduce ohmic
resistance loses). Normal solar cells are sealed in
order to prevent this kind of exposure, as it will
cause degradation of the semiconductor materials,
and ultimately destroy the cell. Therefore, a suit-
able semiconductor material will either have to be
inert under operating conditions, or some kind of
additional protection layer has to prevent degrada-
tion.
1.3 3C SiC for Water Splitting?
Silicon carbide (SiC) is a cutting-edge material,
with a wide range of potential applications. Equal
parts of silicon (Si) and carbon (C) are bound in
a way that each carbon atom forms four covalent
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Figure 1.3.: The ASTM G173 AM 1.5 Global spectrum gives the incident power from solar irradiation on earth’s
surface, with an integrated total power of 1000 W/m2 [20]. Because semiconductors only can absorb
light of energy equal to or greater than their band gap, the three discussed materials (6H and 3C SiC, Si)
can harvest different portions of the solar spectrum. The relation between band gap EBG and wavelength
λ is λ(nm) = 1240 nm eVEBG(eV) .
bonds to the surrounding silicon atoms and vice
versa. This results in silicon-carbon bilayers, which
can be arranged in various stacking sequences. As
a result, SiC is available in over a hundred poly-
types, with 3C (cubic), 4H and 6H (hexagonal) or
15R (rombohedral) being the most common [21].
All polytypes share some impressive material prop-
erties, such as a high thermal conductivity (4.9 to
7.0 W/cm K), electrical breakdown fields (3× 106
to 2.4× 107 V/cm), and a high saturation elec-
tron drift velocity (2.0× 107 to 2.5× 107 cm/s)
[22, 23]. The properties mentioned above, make
SiC well-suited for high power electronics (break-
down voltage is one order of magnitude above sil-
icon) or hazardous environments. But it is their
high durability under mechanical and chemical
strain, in combination with their large band gaps,
that make them interesting for water splitting ap-
plications. EBG differs with the polytype, it ranges
from 3.3 eV for 4H to 2.3 eV for 3C. The band gap
is indirect for all polytypes [24].
A first examination of SiC for direct water splitting
applications was performed by Gleria and Mem-
ming (two pioneers of electrochemistry) in 1975
[25]. This was followed by Morisaki et al. in 1984,
Lauermann et al. in 1997, Van de Lagemaat in
1998 and others [26–28]. All of them conducted
their experiments on the 6H SiC polytype. Because
of its large band gap of 3 eV, 6H SiC can supply
the necessary photovoltage for direct photoelectro-
chemical water splitting. At the same time, its ab-
sorption range is limited to a very small fraction of
the solar spectrum, see figure 1.3.
The cubic polytype, 3C SiC, with its band gap of
2.3 eV would allow higher current densities. It was
first investigated by Lauermann et al. in 1997 [27].
As their 3C SiC samples were n-type, with doping
concentrations of 10× 1017 cm−3 and above, they
were investigated in regard to the (anodic) oxygen
evolution reaction (OER).
In recent years, research activity in hydrogen
production via direct photoelectrochemical water
splitting has risen yet again. This extends to the
performance of 3C SiC. Yasuda et al. reported
on n-type 3C SiC in 2012 [29]. While Ma et al.
(2012) and Kato et al. (2014) investigated p-
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type material for the (cathodic) hydrogen evolu-
tion reaction (HER) [30,31]. Achieved efficiencies
were never very high, and most publications were
mainly aimed at presenting the obtained current
densities. Thus, this work is focused on further
investigating the 3C SiC performance, for direct
photoelectrochemical water splitting, by identify-
ing the limiting factors responsible for the low effi-
ciencies, and figuring out if and how those can be
overcome.
One further remark: the low amount of research
on 3C SiC for water splitting is, at least partially,
a result of the technical difficulties in the syn-
thesis. While the physical vapour method (PVT)
works well for the growth of hexagonal SiC crystals
(which have been commercially available for quite
some time), the operation temperatures are often
exceeding 2000 ◦C, which prevents a controllable
stabilization of the 3C SiC polytype [32,33]. While
thin hetero-epitaxial 3C SiC layers of good quality
can be grown on large silicon substrates, thicker
layers remain problematic [34]. In conclusion, so
far nobody has been able to really grow larger 3C
SiC bulk single crystals of good quality [33].
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2 Theoretical Background Information
Most chapters of this work were written with the
aim of supplying all information necessary to fol-
low the discussion of the observed effects and their
interpretation. Some basic knowledge will be re-
quired, though. Within this chapter, the most im-
portant basic concepts will be presented, summarized
and briefly explained. For the reader interested in a
more complete, in-depth explanation some literature
recommendations are included, as such explanations
would exceed the scope of this work.
2.1 Solid State Physics
This works main focus is on the interactions of the
semiconductor cubic silicon carbide (3C SiC) with
other solids and liquids in the context of self driven,
direct photoelectrochemical water splitting. The
interactions are governed by the material proper-
ties, which in turn are determined by the bonds
formed between the composing atoms, and the re-
sulting restrictions on the valence electrons. One
useful model, frequently used in semiconductor
physics, is that of ’band diagrams’, which display
the allowed energy ranges of the outer electrons in
relation to the samples cross section.
Metal / Semiconductor / Isolator
In isolated atoms, the electrons are restricted to a
set of discrete energy levels. For crystals, the well
ordered atomic structure, and the resulting peri-
odic potential, give rise to allowed energy ranges
instead. Those are displayed as, so called, disper-
sion curves, a graphical representation of the al-
lowed energy states as function of the momentum
in the reciprocal space (given by the wave vector
k), see left hand curves in figure 2.1 (A) and (B). As
this kind of atomic scale is less important for most
applications, the dispersion curves are frequently
simplified to rectangular bands. Those include the
whole allowed energy range, and discard the spa-
7




















Figure 2.1.: Exemplary dispersion curves and energy band diagrams for a crystal with one atomic base. The resulting
symmetry of the potential causes certain energy ranges to be ’forbidden’. Allowed energy states are filled
up to the ’Fermi-level’ EF . (A) The Fermi level is located within a band, the material is classified as a
metal. (B) Should the Femi level be located between two bands, the material is either a semiconductor
(small band gap EBG) or an isolator (large EBG) [35,36].
tial information, see right hand diagrams in figure
2.1 (A) and (B).
Depending on the constituent atoms, only a cer-
tain amount of the allowed energy levels are oc-
cupied. The energy, at which the probability of
it being occupied by an electron is exactly 0.5 is
called the Fermi energy, or Fermi level EF . EF is
a convenient way of describing, which electronic
states are filled, which greatly influences a mate-
rial’s electronic properties. There are two general
cases to be considered.
In the first, the uppermost occupied energy band is
only partially filled. This band is called the con-
duction band (CB), while the band below is the
valence band (VB). See figure 2.1 (A). Electrons
in this band are de-localised. They will be able
to move relatively freely, as those electrons near
EF will only need a small amount of energy to
move to a free energy state above EF . Applica-
tion of an electric potential will result in a current
flow, mainly from the electrons close to EF , making
these materials good conductors. A material with
EF within a band is classified as a ’metal’.
In the second case, the uppermost occupied energy
band is completely filled, see figure 2.1 (B). This
will cause EF to be located between CB and VB.
As there are no accessible free energy states, an
applied electric potential will not be able to gener-
ate a current, making it an ’insulator’. However, if
some electrons from the VB are enabled to ascend
into the CB (for example via thermal excitation),
those unbound electrons, and the resulting free
energy states in the VB (holes), can contribute to
a (weak) current flow. Thermal excitation of elec-
trons from VB to CB is strongly dependent on the
energy band gap (EBG) between the bands. Mate-
rials with a large band gap (EBG > 3 eV) are clas-
sified as ’insulators’, and those with a small band
gap (EBG < 3 eV) as ’semiconductors’. Neverthe-
less, this distinction is not strict, and non-metals
with EBG ≈ 3 eV are often called ’wide band gap
semiconductors’.
Semiconductor Doping
Intrinsic (meaning totally pure) semiconductors
are of limited use. It is the possibility of chang-
ing their electronic properties via the deliberate
addition of different atoms, called doping, which
enables most of their modern applications, like
diodes, solar cells and so on. There are two kinds















Figure 2.2.: Graphical display of a p- and an n-type semi-
conductor, not in contact, as described by the
band model. The doping concentration for
the p-type is higher, therefore EF is located
closer to the valence band edge. Energy val-
ues are given in regard to the vacuum energy
Ev ac . X is the electron affinity, Φ the mate-
rial’s work function, IE its ionisation energy,
and EBG the band gap [35–37].
N-type, where the foreign atoms have more valence
electrons (donator) than the semiconductor atoms.
Those additional atoms are localised around the
dopant at first, but if their energy level is close
enough to the CB, they can be excited into the CB
and move freely. The increased number of elec-
trons in the CB also causes EF to rise, the donator
doping concentration is abbreviated with nD.
P-type, vice versa to n-type, the foreign atom has
less (acceptor) electrons, than the semiconductor
atom. If the free energy states from the acceptor
are close enough to the VB, electrons from the VB
can be excited to occupy the free acceptor states,
thus creating free states in the VB (holes), which
can participate in charge transfer. The decreased
number of electrons in the VB causes EF to descent,
the acceptor doping concentration is abbreviated
with nA.
Both types of doped semiconductors are displayed
in figure 2.2, along with the common terminology
for energies in the vacuum energy scale. It should
be noted that they are not in contact with each
other. The electron affinity X describes the energy
difference between the lower CB edge and the vac-
uum energy level Ev ac. A material’s work function
Φ, is the minimal energy needed for an electron
to actually leave the material (Ev ac − EF). It can
be measured via XPS/UPS, but the surface prop-
erties can influence the obtained values (via sur-
face dipoles, adsorbates, and surface morphology),
making the determination of a hypothetical bulk
value Φ rather difficult. Last, the ionisation energy
IE is the energy needed for the uppermost electrons
(weakest binding energy) to leave the sample.
The EF position within the band gap can be esti-
mated from the doping concentration. Assuming
the semiconductor is non-degenerate, all dopant
atoms are ionized, and the doping concentration
is significantly smaller than the density of states at
the band edges, the Fermi level position can be de-
termined from













for n-type [37]. Here, k is the Boltzmann constant,
and T the temperature in Kelvin, while NVB and
NCB are the effective densities of states in the va-
lence, respectively, the conduction band.















As all 3C-SiC samples, within the context of this
work, are n-type, only NCB will be needed. Using














































A)   Energy (x)
B)   Electric Space Charge (x)
C)   Electric Field Strength (x)
ND: donor density
NA: acceptor density
WDp: p-depletion layer width
WDn: n-depletion layer width
Area = Vd
Figure 2.3.: Graphical representation of an ideal pn-
junction. Both p- and n-type are the same
elementary semiconductor, forming a homo-
junction. (A) Displays the energy levels in
the band diagram depiction. The Fermi
level alignment results in a, so called, band
bending. (B) Shows the distribution of
charge from the ionised dopants. Because
of its higher doping concentration, the space
charge region is smaller in the p-type region.
(C) In case of the ideal space charge dis-
tribution displayed above, the electric field
strength will increase linearly through the
depletion layer [35,36].
masses m∗l = 0.68m0 and m∗t = 0.25m0 [38, 39],
the electron effective mass mde = (m∗lm∗t
2)1/3 =
0.35m0 [37], the electron mass m0, the absolute
temperature T (in Kelvin), the Boltzmann constant
k, Planck’s constant h and the number of equiva-
lent minima in the conduction band MC = 3, re-
sults in
NCB = 1.496× 1019 cm−3
for the effective density of states in the CB.
Typical doping concentrations range between 1013
and 1018 cm−3, where the first would be lowly
doped, and the later highly doped. Semiconductors
with a doping concentration near to, or exceed-
ing the effective density of states (NCB and NVB),
are called ’degenerate’. They require some adjust-
ments to the formula, as the Boltzmann statistics
approximation has to be replaced by a Fermi-Dirac
integral.
Semiconductor/Semiconductor Interface
Should a p- and an n-type semiconductor be
brought into contact with each other, their Fermi
levels will align, a result of the different carrier
concentrations. This interface is called a ’pn-
junction’ . The varying hole (p-type) and elec-
tron (n-type) concentrations produce a diffusion
potential for the free charge carriers. They dif-
fuse across the interface and recombine with their
counterparts, see figure 2.3 (A) for the equilibrium
situation. The ionised dopant atoms remain, as
they are immobile, and generate two regions of
opposing charge (B). Those, in turn, produce an
electric field (C), which opposes the charge carrier
diffusion across the interface. At some point an
equilibrium is reached, the diffusion current and
the field current will precisely cancel each other.
The resulting regions without mobile charge carri-
ers are called depletion layers. An integration of
the electric field across the depletion layers yields
the diffusion potential Vd of the junction.
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depend on the respective doping concentrations
and the (built in) diffusion potential Vd [37]. With
the relative permittivity "S of 9.72 for 3C SiC [40],
and "0, the vacuum permittivity.
Applying an external potential U to a pn-junction
will change the current flow in dependence of the
potentials direction. Most of the potential drop
will occur across the depletion layer, which has a
high resistance, due to the limited number of mo-
bile carriers. Here, the applied potential disturbs
the afore mentioned equilibrium between electric
field and diffusion potential. The applied poten-
tial’s sign is defined contrary to Vd , thus replacing
the pure diffusion potential with Vd−U . As the bar-
rier height varies with U , so does the diffusion cur-
rent, thus diffusion and field current will no longer
cancel out.
The current voltage behaviour of an ideal pn-
junction under an external potential is described
by










the Shockley equation, and is displayed in figure
2.4 [35, 37]. Most semiconductor devices, like
solar cells, transistors, or LEDs, are based on pn-
junctions.
Semiconductor/Metal Interface
The contact between a semiconductor and a metal
works similar to that between two semiconductors.
But as the metal has a much higher density of














Figure 2.4.: Ideal current-voltage behaviour of a pn-
junction under reverse and forward bias po-
tential. The slope of the forward potential
current is mainly determined by the semicon-
ductor’s EBG [37].
states, the diffusion potential drop occurs almost
completely in the semiconductor. Therefore, the
depletion layer is located completely in the semi-
conductor as well, and its width
WD =
√√√2"0"S (Vd − U)
qnD
(2.8)
changes accordingly. Ideally, the junction proper-
ties would be mostly dependant on the difference
in work function between the two materials, see
figure 2.5 (A) to (C).
Should Φsc exceed the metal work function Φm,
electrons from the metal will flow into the semi-
conductor, until the Fermi levels align, see (B).
The resulting field will not hinder electron transfer
across the interface and the contact shows ohmic
behaviour. For an ohmic contact, the current in-
creases linearly with the applied potential. The po-
tential’s direction does not influence the current.
In the contrary case (Φsc < Φm) the resulting field
is opposed to the carrier transfer across the inter-
face, a Schottky contact is formed, see (C). The


























Figure 2.5.: Band diagrams of metal/n-type semiconductor junctions. (A) displays the three materials, a low work
function metal 1, the n-type semiconductor, and the high work function metal 2, separately. (B) a contact
between the metal 1 and the n-semiconductor results in downward band bending in the semiconductor.
The resulting barrier height qΦB is low, the junctions shows ohmic behaviour. (C) the contact between
n-semiconductor and metal 2 produces upward band bending in the semiconductor, creating a barrier
electrons have to overcome in order to cross the junction. This is a rectifying or Schottky contact [35,37].
come in order to move from the metal into the SC,
is called the Schottky barrier ΦB. The current volt-
age behaviour is similar to that of a pn-junction,
and dependent on the potential’s direction.
ΦB should be defined by the work functions Φsc
and Φm and the Fermi level position within the
band gap. Surprisingly, experimental data contra-
dicts. While measured barrier heights depend on
the semiconductor, the selected metal frequently
has little to no influence on the measured ΦB. The
reason for this is the formation of, so called, surface
states at the semiconductor/metal interface. Their
position is fixed with regard to the band edges in
the semiconductor. Once the Fermi level reaches
the surface states energy levels, they are ionised,
and the Fermi level stops moving. The remaining
work function alignment occurs in form of an po-
tential drop at the interface, thus the Fermi level is
pinned [35,37].
Electron Excitation via Photon Absorption
Besides thermal excitation, the absorption of light
can also raise electrons to a higher state of energy.
This happens via the quantum photoelectric effect,
where the absorption of a photon supplies an elec-
tron with enough energy to ascend to a free state
of higher energy. If the resulting electron hole pair
remain bound to each other it is called an exciton.
As displayed in figure 2.6, the photon can only be
absorbed if Eλ ≥ EBG, for an excitation from the VB








is the photon energy, depending on its wavelength
λ. Provided Eλ is high enough, the electron can
be excited to positions within the CB, where it will
promptly drop to the lowest possible energy state,
normally the lower CB edge, emitting the excess
energy as heat. Thus only EBG can be used, no
matter the photon’s original energy. Even higher
Eλ allow the excitation into energy bands above the
CB or enable the electron to leave the semiconduc-
tor altogether, as in the case in X-ray photoelectron
spectroscopy, see chapter 3.1 [37].
Without an electric field, the newly created elec-
tron and hole will move at random. If the possi-










Figure 2.6.: Graphical presentation of the photoelectric
effect. Only photons with an energy Eλ equal
or greater EBG can excite an electron from
the VB to the CB [37].
with holes in the VB. Thus, the respective lifetime
τ of such carriers depends strongly on the avail-
able charge carriers of opposite polarity. For an
n-type semiconductor the number of electrons in
the CB is high, they are named ’majority charge
carriers’. Any photo-excited holes will be less nu-
merous, and thus named ’minority charge carriers’.
They will recombine in a very short time frame, as
electrons from the CB want to occupy any available
lower energy state. Obviously, this works the other
way around for p-semiconductors.
However, EBG is not the only factor determining
whether photons of energy Eλ, can be absorbed
or not, see figure 2.7. Direct transitions between
VB and CB, are those without a change in mo-
mentum (k), thus initial and final state have to be
located at the same k value. Indirect transitions,
allow a change in k, but the momentum has to
be conserved. As photons only have a very small
momentum, the participation of a phonon (lattice
vibration) is required.
While this allows lower energy transitions, across
the indirect EBG instead of the direct one, it also
lowers the transition probability. As the proba-
bility of a simultaneous absorption of photon and













Figure 2.7.: Direct and indirect electron transitions as
result of the asymmetric dispersion curve
shape [37]. Participation of a phonon al-
lows changes in k (momentum), between the
initial and final state.
to be absorbed in an indirect semiconductor than
in a comparable direct one. This result in rather
low absorption coefficients α for indirect semicon-
ductors.
Silicon Carbide Dispersion Curves
There were numerous publications, on the
dispersion curves of 3C SiC, over the last
decades [41–46]. All of them report 3C




Electrochemistry refers to a linking between chemi-
cal reaction and electric current. Whether the elec-
trical potential is the cause (f.e. electrolysis) or the
result (f.e. voltaic cell) of the chemical reaction is
irrelevant. The transfer of a single electron,
Ox+ ne− −−*)−− Red (2.10)
without the creation or breaking of any chemical
bonds, would be the simplest case. As electrochem-
ical reactions are reversible, they can be separated
in two half reactions, the cathodic forward reduc-
tion reaction
reduction: Ox+ ne− −−→ Red (2.11)
and the anodic reverse process
oxidation: Ox+ ne−←−− Red (2.12)
for the redox couple (Red/Ox). Most of the time,
only one of the half reactions is investigated. This
is achieved via a three electrode setup, see chapter
3.5 for more information on half cells.
Redox Potentials
In an electrochemical cell, the oxidation takes
place at the anode, and the reduction at the cath-
ode. A redox couple (Red/Ox), has a characteris-
tic potential for its thermodynamic state of equilib-
rium, the redox potential Eredox , at which forward
and backward reaction take place at the same rate.
As these rates are, normally, not zero, the result-
ing equilibrium is dynamic. Common redox cou-
ples and their equilibrium potentials are supplied
in tabulated form, the standard electrode poten-
tials [47].
Deviation from standard conditions will cause a
corresponding change in the redox potential. A
common example would be that of unequal reac-
tant concentrations. The resulting change of the












the Nernst equation for simple reactions [15].
Where E0redox is the redox potential under standard
conditions, n the number of electrons transferred
in the reaction, F the Faraday Constant F = q · NA,
T the temperature in Kelvin, and R the gas constant
R= k ·NA. The activities, ared and aox , are those of
the reduced and oxidized species, respectively. In
most cases, activities are equal to concentration.
In real systems, more than one redox couple can
be present. In case of the water splitting reac-
tion, there are two redox couples to be considered.
Standard Electrode Potentials
Literature standard electrode potentials are
supplied relative to the standard hydro-
gen electrode (SHE). Traditionally, they are
written in form of the reduction reaction.
The provided values are valid for the follow-
ing conditions:
• temperature T=298.15 K (25 ◦C)
• pressure p=1.01325 bar (1 atm) for
each gaseous species
• effective concentration of 1 mol/L for
each aqueous species
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HER, HOR, OER, And ORR
The four possible redox half reactions for
water splitting are typically abbreviated:
• HER - hydrogen evolution reaction
( −−→ in eq. 2.14)
• HOR - hydrogen oxidation reaction
(←−− in eq. 2.14)
• ORR - oxygen reduction reaction
( −−→ in eq. 2.15)
• OER - oxygen evolution reaction
(←−− in eq. 2.15)
For acidic aqueous solutions they are (H2/H
+) and
(H2O/O2). The resulting redox reactions are
Red: 2H+(aq) + 2 e− −−*)−− H2(g) (2.14)
Ox: O2(g) + 4 H
+(aq) + 4e− −−*)−− 2 H2O(l) .
(2.15)
In alkaline aqueous solutions they are
Red: 2H2O(l) + 2 e
− −−*)−− H2(g) + 2 OH−(aq)
(2.16)
Ox: O2(g) + 2 H2O(l) + 4e
− −−*)−− 4 OH−(aq)
(2.17)
respectively. The redox potential of (H2/H
+), also
known as the standard hydrogen electrode (SHE),
is used as reference potential. Accordingly, the re-
dox potentials for equations 2.14 to 2.17 are
E0redox(H
+/H2) ≡ 0.0 V
E0redox(H2O/O2) = 1.23 V
E0redox(H2O/H2) = −0.83 V
E0redox(OH














Figure 2.8.: Potential energy diagram of the exothermic
reaction A + B −−→ products. The energy
barrier between the reactants A + B and the
products is ∆G, the activation energy [48].





= 1.23 V (2.18)
provides the minimum bias potential necessary for
the water splitting reaction to take place (under
standard conditions).
Electron Transfer Theory
Chemical reactions are often considered in terms
of activated complexes. For a simple reaction like
A+ B
(AB)−−→ products
this means that the energy difference (or activation
energy) ∆G between A+ B and the activated com-
plex (AB), has to be overcome, see figure 2.8 [15].






























Figure 2.9.: Potential energy diagram of the electrochem-
ical reaction Ox + e– −−→ Red. The electron
has to be transferred from the inert metal
electrode, to an activated intermediate state
(complex), before the redox reaction can be
completed. An applied external potential
∆E12 at the electrode can influence the elec-
trons starting potential energy. The electrode
potential E1 is more negative than E2 [15].
via the Arrhenius equation [48]. The total reaction
rate







would then depend on kr and the reactants con-
centrations cA and cB. Obviously, a small ∆G will
result in a large ν, and vice versa.
A similar case can be considered for an electro-
chemical reaction, like the transfer of an electron
from an inert metal electrode to a suitable redox
couple in solution, see eq. 2.10. Assuming, neither
of the redox species becomes adsorbed on the elec-
trode surface, their potential energy will not be af-
fected by an applied external potential. The oppo-
site is true for electrons in the electrode, their po-
tential energy can be shifted between energy level
E1 and E2 by applying the potential∆E12 = E1−E2.
This is demonstrated in figure 2.9.
Similar to the previous case, the electron has to
bring up the activation energy, and form the ac-
tivated complex, before the reaction can proceed.
While the external potential can enhance the reac-
tion, by raising the reactants potential energy, the
activation energy is only lowered by the fraction
(1−β)∆E12. The factor β is called the ’asymmetry
parameter’, and governs how the applied potential
influences the dynamic equilibrium between the re-
dox reactions. It can adopt values between 0 and 1.
Keeping in mind that∆E12 < 0, and moving from a
single electron to larger quantities, a large β > 0.5
will enhance the cathodic (red) reaction
∆G−(E2) =∆G−(E1) + βnF ·∆E12 (2.21)
more than
∆G+(E2) =∆G
+(E1)− (1− β)nF ·∆E12 (2.22)
the anodic (ox) reaction [15].
Above considerations can be used to determine the
reaction rate from equation 2.20. Which in turn
can be identified with the current density, provid-
ing the cathodic














The exponential terms without∆E12 can be treated
as constants, and the potential E is then expressed
as
E = Er +η (2.25)
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Figure 2.10.: Current potential behaviour for a redox
couple according to the Butler-Volmer-
equation 2.29. The half reactions ( j+ and
j−) are displayed as dashed lines, the total
net current j as solid blue line [15,49].
















the rest potential. Equation 2.26 is obviously iden-








With this, equations 2.23 and 2.24 change to












The total net current j(η) is the sum of cathodic
and anodic current














the famous Butler-Volmer equation [15].
The resulting current voltage behaviour of the re-
dox reaction is displayed in figure 2.10. First, for
the symmetric case (β = 0.5), where the half re-
action currents are displayed as dashed, and the
net current as solid line. Second, for two asymmet-
ric cases (β = 0.1 and 0.9). Apparently, for large
enough overpotentials |η|  RT/nF ≈ 26/n mV,
one of the exponential terms becomes so dominant,
that the other one can be neglected. This gives rise
to the Tafel equation for the cathodic
ln (| j|) = ln  | j−|= ln j0 −ηnFβRT (2.30)
or the anodic
ln (| j|) = ln   j+= ln j0 +ηnF(1− β)RT (2.31)
reaction path [15, 49]. The Tafel equation is fre-
quently used to experimentally determine the ex-
change current density j0 and the Tafel slope (ei-
ther (1 − β)nF/2.3 RT or βnF/2.3 RT) of metal
electrodes.
Practical Application Of Tafel Slopes
Many reactions have specific Tafel slopes.
One example would be the HER, where the
limiting step can be identified via its char-
acteristic Tafel slope [50,51]:
• Volmer: H+ + e– −−→ H(ads)
(120 mV/decade)
• Heyrovsky: H(ads)+H+ + e– −−→ H2
(40 mV/decade)
• Tafel: H(ads) + H(ads) −−→ H2
(30 mV/decade)
While the HER has only two pathways, those
are much more numerous for the OER, pre-
venting a similiar approach [52–55]. See
also [56] for an enlightening deduction of
the Tafel slopes from first principles.
17





































Potential (V vs. SHE)
Figure 2.11.: Depiction of the four redox half reactions
for the electrolysis of water. The grey lines
display the predicted behaviour after eq.
2.29. Real behaviour deviates though, as
some reactions (dashed lines) are limited
by an insufficient supply of reactants, it will
match the behaviour of the solid blue lines
instead [57].
It has to be kept in mind though, that the Butler-
Volmer equation is a rather simple approach, valid
for one electron transfer processes only, and only
considering the ’electron transfer limitation’ of the
reaction. Neither tunnelling, nor electronic states
from intermediate adsorbates are taken into ac-
count. While often accurate for low current densi-
ties, other effects come into play for higher current
densities or large η. An insufficient supply of reac-
tants to the surface from the solution (or transport
of products away from the surface) is called ’diffu-
sion limitation’. Another possibility is the ’reaction
limitation’, where a chemical reaction, tied to the
electron transfer, can not keep up.
Water Splitting CV Explained (Metal Electrode)
The typical current voltage behaviour of water
electrolysis, at pH 0, is displayed as solid blue
lines in figure 2.11. It consists of a cathodic current
for potentials below 0 V vs SHE, identified with the
hydrogen evolution, and an anodic current for po-
tentials exceeding 1.23 V vs SHE, identified with
the oxygen evolution. Assuming 100 % faradaic ef-
ficiency, the currents are directly related to the gas
production. Thus, they can be used to calculate the
respective amounts produced.
From the Butler-Volmer equation, a different cur-
rent voltage behaviour would have been expected,
due to the participation of HOR and ORR, see grey
lines in figure 2.11. While aqueous solutions con-
tain sufficient H+ and/or OH– for the HER and OER
to proceed without limitation, the amount of dis-
solved O2 and H2 is limited, restricting HOR and
ORR. Another consequence is a vague definition
of the total rest, or open circuit potential (OCP).
While a well defined redox couple, has an equally
well defined Er , see figure 2.10, the OCP for the
electrolysis of water will be located somewhere be-
tween the Er values of the hydrogen and oxygen
reactions.
The Semiconductor / Electrolyte Interface
In many cases, semiconductor and metal electrodes
will behave similar. However, there are some im-
portant differences to consider.
Similar to the Fermi level alignment for semicon-
ductor contacts, in sections 2.1 and 2.1, the Fermi
level of the electrode and the redox potential of
the reactive redox couple in the electrolyte will
align. For metal electrodes, the resulting potential
drop occurs across the Helmholtz layer, a thin layer
(roughly half the diameter of the redox ions in
solution) of electrolyte directly at the semiconduc-
tor interface [15]. In case of semiconductor elec-
trodes, most of the potential drop will occur in the
depletion layer instead. If nD ° 1019 cm−3, and for
ionic concentrations above 0.01 M the voltage drop
in the Helmholtz layer is negligible [58]. Thus, the
semiconductor electrolyte contact induces a band
bending in the semiconductor, similar to a semi-
conductor/metal contact.
In case of a n-type semiconductor, the bands will


















Figure 2.12.: Band diagram of an n-type semiconductor
in contact with an aqueous electrolyte un-
der illumination. The illumination results
in a splitting of the Fermi level into quasi
Fermi level, EFn for the electrons and EF p
for the holes. [59]
nation, newly created holes will flow to the semi-
conductor surface, where they can cross the inter-
face and participate in the OER. Should the hole
transfer be inhibited, they will accumulate at the
interface. The resulting electric field will oppose
further hole flux to the surface, and at some point
an equilibrium will be reached. Contrary, the elec-
trons will move into the bulk, which is connected
to the (platin) counter electrode, where they will
participate in the HER.
The increased number of holes near the surface
results in a splitting of the Fermi level (which is
no longer in equilibrium), into quasi Fermi levels,
one for the holes and one for the electrons re-
spectively, see figure 2.12. In theory, EF p would
then align with ERedox(O2/H2O), and EFn with
ERedox(H2/H2O). But both reactions consist of
more than a single electron transfer step. There-
fore the preceding reaction steps will require a cer-
tain amount of surplus energy. This is often dis-
played as overpotentials ηa and ηc for the anodic,
respective cathodic reaction.
The Fermi level splitting corresponds to the pho-
























   (under illumination)
ERedoxERedox
Figure 2.13.: Current potential curve of an n-type semi-
conductor under illumination (blue) in
comparison to a metal electrode. The gen-
erated photovoltage Uph can shift the OER
onset to lower potentials, and the current
density is limited by the amount of avail-
able holes at the interface. In the dark, no
holes are available, thus no anodic current
(dashed line) [49].
interface. This is another major difference to the
metal electrodes, as Uph can substitute part or all
of ∆Eredox , see figure 2.13, thus shifting the OER
onset potential (the potential at which the OER
starts), to lower values.
Equation 2.17 can also be written as
4OH− + 4 h+ −−→ 2H2O+O2 . (2.32)
In order for the OER to take place at the anode, a
sufficient number of holes has to be available. For
an n-type semiconductor this is only the case under
illumination. Without photon excitation, there will
be no hole flux to the surface, therefore no OER,
and thus no anodic current, see the dashed line in
figure 2.13.
Depending on the illumination intensity, only a lim-
ited number of photons will be incoming, and only
a part of those will be absorbed close enough to
the interface for the holes to reach it and partici-
pate in the OER. In contrast to a metal electrode,
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the anodic current density of a n-type semiconduc-
tor will therefore go into saturation at some point.
The saturation current density Jsat will be corre-
sponding to the hole flux to the surface.
In the above discussion, the semiconductor and the
electrolyte were in direct contact, this is called an
interface junction. Its behaviour is determined
by the interaction of the two constituents. For
semiconductor / electrolyte interfaces the charge
transfer kinetics are usually described in terms of
the Marcus-Gerischer theory [49,60,61] assuming
electron tunneling processes, see [49] for a com-
prehensive explanation. For the final situation of
this work, a semiconductor / metal / electrolyte
junction, charge transfer can be better described
by a combination of diode and Butler-Volmer be-
haviour.
This is in contrast to an embedded junction, an al-
ternative design approach, where the relevant be-
haviour determining interface is not with the elec-
trolyte, but somewhere within the electrode. Pos-
sible examples would be that of an additional cata-
lyst layer, which could also be used to induce a high
band bending (and thus a high Uph), or more com-
plex structures like one or more pn/pin junctions
for solar cells. Depending on the material systems
used, embedded junctions allow a certain amount




This chapter will supply an overview over experimen-
tal methods frequently employed within the context
of this work. It is aimed at providing enough infor-
mation to allow readers without expertise in a spe-
cific method to follow the discussion regarding said
method. For a more extended and fundamental ex-
planation, a number of suitable literature references
are provided.
3.1 Photoelectron Spectroscopy (XPS/UPS)
Photoelectron spectroscopy (PES) is one of the
most widely used techniques for surface analysis.
It is based on the photoelectric effect, where inci-
dent light of sufficient energy causes the emission
of free electrons from the sample. Kai Siegbahn
and his team in Sweden were the main developers
in the early stages of this method, which was re-
warded with a physics Nobel prize in 1981 [62].
While PES can supply information on the elemen-
tal sample composition, it is most suitable to supply
information on the electronic structure, oxidation
states and so forth.
Operating Principle
The sample is illuminated with monochromatic
light of the energy Eλ = hv = hc/λ. Depending
on the energy range, PES is often known as: X-ray
photoelectron spectroscopy (XPS) for Eλ ≈ 103 eV,
or ultraviolet photoelectron spectroscopy (UPS) for
Eλ ≈ 101 eV. Because most spectra were obtained
with an X-ray source, XPS will be used in the re-
mainder of this work. Energy transfer during pho-
ton absorption is total, due to conservation of en-
ergy the electron kinetic energy
Ekin = Eλ − Ebin −Φ (3.1)
is directly related to its binding energy Ebin, Eλ,
and the samples work function Φ. This relation be-






















Figure 3.1.: Diagram of the photo electric effect and the
resulting PES spectrum. An electron from an
occupied energy level can be excited to an en-
ergy state exceeding the vacuum level, thus
leaving the sample. Inspired by [63].
ing XPS spectrum, is displayed in figure 3.1. As the
sample’s Fermi level aligns with that of the spec-
trometers probe station, it is not necessary to know
Φ, instead the spectrometers known work function
ΦS is used. In many cases Φ or ΦS are therefore not
even included in the equations.
An elements electron core levels display a low en-
ergy distribution, their position is characteristic for
the emitting element and never changes more than
a few eV for different oxidation states. The valence
band spectrum, is less well defined, exhibiting a
broad spectrum, with (oxidation state induced)
shifts large enough to make a clear assignment of
elements difficult. XPS spectra are often displayed
in regard to a binding energy scale .
Stoichiometry Determination
If an electron of element A is emitted as result
of irradiation, the measured photoelectron current
at the detector is in first order dependent on the
respective number of occupied energy states, but









Figure 3.2.: Inelastic mean free path dependence on the
photoelectron kinetic energy. Average be-
haviour for the elements after equation 3.3
[65].
other factors have to be considered as well. The to-
tal photoelectron current, normally given as counts
per seconds (CPS), is
IA(Ebin) = KσA(Eλ, Ebin)βA(Eλ, Ebin)NAλA(Ekin)cosθ
(3.2)
where K is a constant factor representing the ex-
perimental set-ups influence, σA is the ionization
cross section for the absorption of photons with Eλ
and electrons of Ebin, βA is the asymmetry factor,
NA the average atomic density of element A for the
analysed sample depth (see table 3.2, λA the in-
elastic mean free path of electrons with Ekin in the
sample, and θ is the angle of emission with regard
to the surface normal [64].
After assigning the measured core level peaks to
the respective elements, the peak area is corrected
for σA and λA. A comparison of corrected peak
areas assigned to different elements, gives infor-
mation on their respective ratios in the measured
volume.
Layer Thickness Determination
Electrons can travel only a short distance in con-
densed matter, before scattering inelastically, thus
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Ni 2p O 1s C 1s Si 2p
Ekin (eV) 634 954 1204 1386
Cgraphite (Å) 11.6 15.8 19.0 21.17
Si (Å) 19.3 26.8 32.2 36.0
SiC (Å) 15.9 21.6 25.9 28.9
SiO (Å) 17.6 24.1 28.8 32.3
am. SiO2 (Å) 20.9 28.3 33.8 37.6
Ni (Å) 8.9 12.5 15.2 17.1
NiO (Å) 16.3 22.2 26.5 29.6
Ni2Si (Å) 12.1 16.3 19.4 21.6
RuO2 (Å) 12.9 17.3 20.6 23.0
Table 3.1.: Inelastic mean free path length λA values for
the common (approx.) core level energies in
different materials [66]. Kinetic and binding
energy are related by Ekin = 1486.74 eV −
Ebin, where 1486.74 eV is the photon energy
Eλ of the AlKα line.
λA is small. This is the reason, why XPS measure-
ments are so surface sensitive and also why they
have to be performed under ultra high vacuum
(UHV) conditions. The exact value λA is depen-
dent on Ekin and the traversed material, its general
order of magnitude can be approximated by
λA ≈ 143E2kin
+ 0.054 · E1/2kin (3.3)
for the elements. See figure 3.2 for a graphical
presentation of this empirical behaviour found by
Seah [65].
In the previous section a homogeneous sample
morphology was assumed. Should the sample be
heterogeneous instead, the difference in Ekin for
different core levels will impact the measured pho-
toelectron current, a result of the λA energy depen-
dence. Utilising this relation allows the determina-
tion of a surface layers thickness, even in the mono-
layer range. This can be achieved via the numerical
















Cgraphite (Å) 0.188 2.26
Si (Å) 0.084 2.34
SiC (Å) 0.161 3.21
SiO (Å) 0.097 2.14
am. SiO2 (Å) 0.091 2.20
Ni (Å) 0.152 8.91
NiO (Å) 0.179 6.67
Ni2Si (Å) 0.153 7.40
RuO2 (Å) 0.157 6.97
Table 3.2.: Density, normal and atomic, for the materials
discussed in the context of this work.
according to the layer thickness dA [67]. For a
thin layer of A on bulk B, IA and IB are the inte-










inelastic mean free paths for the two different core





 ≈ λA  Ekin, A, then eq. 3.4 can
be simplified to







and no numerical solution is needed. The values
for λA and NA used within the context of this work
are summarized in the tables 3.1 and 3.2.
For further information see [63,68–70].
3.2 Low Energy Electron Diffraction (LEED)
Low Energy Electron Diffraction (LEED) is a UHV
technique for determining the surface structure.
This is done by visualising the constructive inter-
ference of the electron wave and the two dimen-
sional atomic crystal structure (more precisely the
high electron density around the atoms), as dis-
played in figure 3.3 A). LEED is therefore based













































Figure 3.3.: A) 1D diffraction of the incident electron
wave at the crystal lattice, B) 1D spectrum
as result of the ’Bragg condition", C) 2D sur-
face structure and translational vectors for
the substrate (−→a1 and −→a2) and additional ad-





b2), and D) resulting LEED pattern in





a∗2 for the substrate and−→
b∗1 and
−→
b∗2 for the adsorbate/reconstruction
layer.
in 1924, stating that each ’object’ also has wave
characteristics.
The basic idea was first employed by accident in
1927 by Davisson and Germer [71]. Further ex-
periments resulted in strong proof for the wave-
particle duality theory for electrons [72]. Due to
technical difficulties and a lack of theoretical un-
derstanding it took about 40 years until LEED could
be successfully used to determine atomic positions
in the 1960s [73]. With the rise of the semicon-
ductor industry, accompanied by the emergence
of commercial UHV systems interest in LEED rose
again. In the following years the necessary the-
oretic groundwork was supplied [73], until LEED
for structural determination (as known today) was
started in 1974 with Van Hove [74].
Electrons employed for LEED are normally in the
energy range 20 to 200 eV. The resulting inelastic
mean free path λA depends only weakly on the ma-
terial A and is typically located between 5 to 10 Å.
As the atoms signal intensity contribution





decreases exponentially with depth d, only the up-
permost atomic layers are observable via LEED.
The sample volume can therefore be considered
as two dimensional, and the resulting 2D scattering
conditions are less strict than for three dimensional
bodies, as the wave vector perpendicular to the sur-
face is not relevant. A mono energetic energy beam
is thus sufficient to observe multiple reflexes from
different reciprocal grid points [35].
In order to observe electron diffraction patterns,
the electrons ’de-Broglie’ wave length
λDB =
h




has to be of the some order of magnitude as the
crystal lattice distance a. In above equation h is
the Planck constant, m is the objects mass, v its
speed, and Ekin its kinetic energy (for example in
eV), thus λDB is inversely proportional to the elec-
trons momentum [36]. For an electron beam en-
ergy of 90 eV this would amount to a wavelength
of 1.3 Å.
As displayed in figure 3.3 A), the electron wave is
diffracted at the localized increased electron densi-
ties surrounding the lattice atoms. If the reflected
wave is conform to the ’Bragg condition’
a sin(θ ) = nλ (3.8)
for an integer n, constructive interference results



















Figure 3.4.: Schematic setup of a Low Energy Electron
Diffraction (LEED) system. The grids re-
pel inelastically scattered electrons. Further
grids may be added to shield the sample and
fluorescent screen, see [73] for additional in-
formation.
turn gives rise to the observed LEED patterns, as
displayed in figure 3.3 B).
The transitioning from one to two dimensions, is
best described as the surface structure of a primi-
tive unit cell in real space. This cell is generated
by the two translational vectors −→a1 and −→a2 . The









 −→n ×−→a1−→a2 ·  −→n ×−→a1

(3.10)
in reciprocal or momentum space, where −→n is a
vector normal to the surface. Thus −→a1‖−→a∗1 and−→a2‖−→a∗2 [73].
In figure 3.3 C) a cubic surface structure with its
base (−→a1 and −→a2) is displayed right next to the re-
sulting LEED pattern in momentum space (figure
3.3 D) ). As for the real space, the reciprocal pat-
tern is generated according to
−→g ≡ h−→a∗1 + k−→a∗2 , (3.11)
where h and k are integer numbers.
Additionally to the substrate contribution, a sur-
face adsorbate layer or specific reconstruction pat-
terns of the uppermost atoms can result in further
reflexes. In C) and D) this is represented by the
blue atoms and the b-vectors. The resulting LEED
pattern is a superposition of substrate and adsor-
bate/reconstruction signal. However, there are
other influences to be considered. Stepped sur-
faces might lead to the split-up of one reflex into
many, while rotational domains can result in the
extinction of specific reflexes (a popular example
would be the 2x1/1x2 reconstruction), and super-
lattices or surface disorder can give rise to satellite
structures around reflexes [73].
A typical LEED experimental setup is displayed in
figure 3.4. An electron beam of the desired kinetic
energy is directed at the sample. Inelastically and
multiple times scattered electrons can be filtered
out via a number of grids held at opposing poten-
tials before they hit a fluorescent screen. The re-
sulting pattern on the screen can then be recorded
with a suitable camera system. Because of the short
inelastic mean free path for low energy electrons
a good vacuum is mandatory as most electrons
would scatter on the intermediate gas molecules
otherwise. For further technical informations on
LEED the reading of [73] is recommended.
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XPS Chamber XPS PHOIBOS 150, Focus 500 with XR50M (SPECS)
AlKα at 1486.74 eV
UPS Focus HIS 13
LEED BDL 800 IR-LMX (OCI vacuum microengineering)
Heating electrom impact heating (up to 700 ◦C)
IMPAC IS 120 Pyrometer (400 to 1000 ◦C)
Ar Sputter Gun -
HREELS Chamber HREELS Delta 0.5 with LaB6 filament (SPECS)
electron energy 4 eV, 60◦ mirror geometry
MBE Chamber 2x Magnetron -
2x E-beam Evap. -
Heating -
Organic Chamber 2x E-beam Evap. -
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3.3 UV/Vis Spectroscopy
DAISY Fun (DArmstädter Integrated SYstem for Fundamental Research)
Buffer Chamber Heating electron impact heating (up to approx. 1200 ◦C)
IMPAC IS 120 Pyrometer (400 to 1000 ◦C)
Other adapter station for ’DAISY Move’
ALD Chamber - -
EC Chamber Electrochemistry
Other adapter station for a glass cross
UV/Vis spectroscopy is a subtype of general absorp-
tion spectroscopy in the ultraviolet (10 to 400 nm)
to visible spectrum (400 to 700 nm). The sample
is illuminated and the transmittance T and/or re-
flectance R intensity measured. Due to the conser-
vation of energy, both are related via
T + R+ A= 1 , (3.12)
where A is the absorbance [75].
The energy range is sufficient to excite interband
excitation of outer electrons, but too high for vi-
brational states (this would be infrared (IR) spec-
troscopy), and to low for interband excitations of
inner electrons, see figure 3.6 in the next section.
Should the band gap be larger than the visible spec-
trum, no photons are absorbed, and the sample
appears transparent. In most cases, UV-Vis spec-
troscopy is used for the investigation of molecules,
as those still have discrete energy states or very
narrow bands. Electron transitions between those
states results in equally narrow absorption peaks.
For macroscopic solids, the band structure is much
broader, resulting in equally broad absorption fea-
tures.
The UV/Vis spectrum, of macroscopic semiconduc-
tors, can be used to determine the samples absorp-
tion coefficient α and band gap EBG. In the ab-
sence of reflectance, transmission through a sam-
ple of thickness ∆x follows the Lambert-Beer law
I = I0 · exp (−α∆x) , (3.13)
where I0 is the light intensity before, and I after
the sample transition. The quantity α is known as
the ’absorption coefficient’, and measured in cm−1
[76].
Plotting the quantity (α · Eλ)1/n over Eλ gives rise
to a ’Tauc plot’ [75, 77]. The value of n has to be
chosen depending on the nature of the observed
electron transition. It will be
n= 1/2 for a direct allowed,
n= 3/2 for a direct forbidden,
n= 2 for a indirect allowed, and
n= 3 for a indirect forbidden transition [78].
Figure 3.5 shows the typical shape of a Tauc plot.
The optical band gap can be read off the intercept,
between the extended linear plot region and the
abscissa.
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Figure 3.5.: Theoretic curve shape of a Tauc plot. The
intercept of the extended linear region with
the abscissa yields the semiconductors opti-
cal band gap.
3.4 Raman Spectroscopy
Raman spectroscopy is based on the Raman effect,
a change in photon energy upon inelastic scattering
on molecules or solids. The effect was discovered
by Sir C.V. Raman, who was awarded a Nobel prize
in physics (1928) for this achievement [81].
For Raman spectroscopy a samples reflectance un-
der illumination with monochromatic light, usu-
ally from a laser in the visible range, is measured.
Three different kinds of reflection are possible,
mentioned in the order of their cross section and
schematically displayed in figure 3.6: elastic or
Rayleigh scattering (E′
λ
= Eλ), inelastic Stokes-
Raman scattering with phonon creation (E′
λ
<
Eλ), or inelastic anti-Stokes-Raman scattering un-
der phonon absorption (E′
λ
> Eλ).
In absorption spectroscopy, a number of different
measures is used. Additionally, to the known wave-
Experimental Equipment: UV-Vis
All UV-Vis measurements were performed
with a PERKIN ELMER Lambda 900
UV/Vis/NIR, either in transmission mode or
with an Ulbricht sphere.






is defined as the inverse wavelength, and given in
cm−1. A Raman spectrum is then comprised of
the photon intensity over the photon energy loss
in regard to Eλ, the Raman shift ∆ν. At its origin,
the Rayleigh photons result in a dominant peak.
The Stokes-Raman scattered photons give rise to a
peak structures at ∆ν > 0, but as the Raman scat-
ter efficiency is low, their intensity can be up to a
million times weaker than the reflectance signal of
the Rayleigh peak. This is also the reason why the
Anti-Stokes-Raman scattered photons are seldom
considered, as their cross section is even lower.
Figure 3.7 displays a schematic Raman spectrum,
with the central Rayleigh peak, and the accompa-
nying Stokes/anti-Stokes peak structure. For clar-
ification, the relation of the four relevant energy
measures is displayed as well. It should be men-
tioned that fluorescence can often be observed in
a similar energy range. If present, its higher cross
section will make it dominant in the Raman spec-
trum, burrowing the actual Stokes-Raman modes.
In most cases Raman spectroscopy is non-destructive,
and very versatile. It can be used for many applica-
tions. Among others, the determination of grain
orientation, strain, the degree of crystallinity, or
doping levels. In regard to this work, Raman spec-
troscopy was used for two reasons.
First, the confirmation of the samples polytype.
Each SiC polytype has a distinctive number of
modes. Starting with two for 3C SiC, and increas-
ing with the unit cell length. A detailed explana-
tion of this phenomenon, along with Raman spec-
tra of the polytypes 3C, 2H, 4H, 6H, and 15R can
be found in [82].
Second, the determination of the samples doping
concentration nD. Plasmons, quantized fluctua-


























Figure 3.6.: Schematic representation of the possible electronic and vibrational energy states. Depending on the avail-
able energy, different excitation processes will occur. Interband transitions of outer electrons can be ob-
served in the UV-Vis range (λ ≈ 10 − 750 nm, Eλ ≈ 124 − 1.65 nm), while vibrational transitions are
excited via infra-red light (λ ≈ 2.5− 25 µm, Eλ ≈ 0.5− 0.05 nm). Raman modes are excited by optical
transitions involving a virtual state or by involving the excited state (Resonance Raman).
Wavenumber n (cm-1)
Wavelength l (nm)



















Figure 3.7.: Schematic Raman spectrum (Stokes-Raman
region), for excitation with a 488 nm laser,
in regard to the four related abscissa units.
The elastic Rayleigh peak displays the high-
est intensity. Anti-Stokes-Raman spectra are
seldom used, because the their scatter effi-
ciency is smaller yet than for Stokes-Raman
scattering [79].
Figure 3.8.: Raman shift position for the LO plasmon
mode of n-type 3C SiC in dependence of












Figure 3.9.: A) The EC measurements were performed in a PECC-2 (Photo Electro-Chemical Cell) from Zahner-Elektrik
GmbH & Co. KG. B) Schematic drawing of the PECC-2 for the measurements in 3-electrode configuration.
Current is measured between the sample, at the working electrode (WE), and the counter electrode (CE),
while the potential is measured between WE and reference electrode (RE).
interact with the longitudinal optical phonon, to
form a coupled mode. Changes in nD, and thus the
free charge carrier density, will influence the line
shape and position of such a LO phonon-plasmon
coupled mode (LOPC) [79,82]. The effect has been
studied in 3C, 4H, and 6H SiC. Figure 3.8 shows
the relation between the LOPC and nD for 3C SiC,
as reported by [80]. While this method is obviously
not well suited for cases where nD < 10
17 cm−3,
the accessible doping range coincides nicely with
the samples investigated within the context of this
work. See reference [81] for further reading on
Raman spectroscopy.
3.5 Electrochemistry
Electrochemical (EC) reactions are those where a
chemical reaction is somehow related to a electri-
Experimental Equipment: Raman
Measurements were performed on a
LabRAM HR Raman spectrometer by
Horiba Jobin Yvon.
cal current flow, see section 2.2 or [15] for the un-
derlying theory. Electrochemistry includes a multi-
tude of different methods, which provide insights
on various sample properties (conductivity, corro-
sion etc.).
Electrochemical Cell
All presented electrochemical measurements of the
samples were performed in a PECC-2 electrochem-
ical cell, see figure 3.9 for a picture and the
schematic drawing. The measurements were per-
formed in a three electrode configuration, where
the current flow is measured between the sample,
at the working electrode (WE), and a platinum
wire, the counter electrode (CE), while the po-
tential is measured between WE and the reference
electrode (RE). This setup allows an investigation
of the half cell reactions at the WE only, without
having to consider the electrochemical reactions at
the CE. In this case the reference electrode is used
as the second half cell, with a known (fixed) poten-
tial for measuring the cell potential changes.
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Standard hydrogen electrode (SHE) ESHE = 0 V activity of H
+ is 1M
Normal hydrogen electrode (NHE) ESHE ≈ ENHE concentration of H+ is 1M
Silver chloride electrode (Ag/AgCl) ESHE = EAg/AgCl + 0.197 V
Standard calomel electrode (SCE) ESHE = ESCE + 0.241 V
Reversible hydrogen electrode (RHE) ERHE = ESHE + 0.0591 V · pH
Table 3.3.: Common reference electrodes and their relations to each other. The first step of any EC experiment was a
calibration measurement between a RHE and (Ag/AgCl) reference electrode. Then, the later was used for
the remaining experimental procedure.
Experimental Equipment: EC Cell
PECC-2 EC cell from Zahner-elektrik
GmbH & Co. KG. The cell is made from
polychlorotrifluoroethylene (PCTFE), allows
the use of different O-ring diameters for
sealing, and has a volume of approximately
8 ml.
Reference Electrodes
In a three electrode setup the sample reference is
measured relative to a reference electrode, which
has a steady, well-know potential. Reference elec-
trodes are normally based on specific redox sys-
tems, like (Ag/AgCl), with constant concentra-
tions. A summary of the most common refer-
ence electrodes, and their related potentials, can
be found in table 3.3.
In the past the SHE, platinum electrode potential
in an ideal (theoretical) 1 M acidic solution, was
the standard for zero potential. Recently, it is of-
ten replaced by the RHE, a pH corrected SHE po-
tential. This makes the comparison between mea-
surements in solutions of different pH much easier,
as no further pH correction, according to equation
2.13, is required. If not mentioned otherwise, all
EC potentials in this work will be displayed versus
RHE (V vs. RHE).
Current Potential Curves
Current potential (IE) curves give the current flow
between WE and CE, at a linearly increasing po-
tential relative to RE. The electrical current flow
is proportional to the reaction rate, this is called
’Faraday’s law’, and the IE curve shape can give
information on which reactions occur. For simple
reactions, and only considering kinetic limitations,
the IE behaviour is described by the Butler-Volmer
equation 2.29. Special cases of IE curves are, open
circuit potential (OCP) measurements, the poten-
tial behaviour over time for zero current flow, and
cycliv voltammetry (CV) measurements, where the
same potential range is measured in both direc-
tions. A comparison of IE curves in the dark and
under illumination can give information on the
photocurrent.
Chopped Light and Transients
Chopped light (CL) measurements are another spe-
cial IE measurement. The measurement is per-
formed in the dark, and the sample periodically
illuminated under controlled conditions. In the
available setup, LEDs of varying wavelengths were
Experimental Equipment: Potentiostats
The EC measurements were performed with
ZENNIUM and PP221 potentiostats, both
from Zahner-elektrik GmbH & Co. KG, the
second was used for LED control.
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Figure 3.10.: Chopped light current-time behaviour, close
to the onset potential, which shows tran-
sient behaviour. The measurement was
performed on SDCVD in 0.1 M KOH at
0.62 V vs RHE, this sample is discussed in
chapter 7.
available. Their intensity was checked with a photo
diode. Chopped light measurements allow the de-
termination of the photocurrent by comparing the
current behaviour from dark and illuminated in-
tervals. However, the current behaviour over time
allows additional insights in the reaction kinetics.
Close to the onset potential, the potential vs. RHE
where the reaction first occurs, chopped light mea-
surements often display a transient behaviour. This
is demonstrated in an example CL measurement
displayed in figure 3.10.
Upon illumination, photo generated excitons (elec-
tron hole pairs) are separated. In a n-type semi-
conductor, the holes will flow towards the surface,
where they will initially accumulate in case of a
hindered charge transfer. This initial current is
therefore not the result of a charge transfer across
the semiconductor / electrolyte interface, but cor-
responds to the charging of a capacity. Once a
steady state concentration of holes at the surface
is reached, an equilibrium is established, and the
incoming hole flux to the surface is exactly equal
to the holes leaving via interface transfer or recom-
bination [59]. See section 7.3.
Electrochemical Impedance Spectroscopy
Electrochemical impedance spectroscopy (EIS) mea-
surements are performed around a fixed potential
U0, with a small time dependent potential modu-
lation ∆U . The applied total potential can be de-
scribed by
U(t) = U0 +∆U · cos(ωt) , (3.15)
where ∆U is the modulation amplitude (10 mV is
a common value), t the time, and ω = 2pi f the
angular frequency. An EIS spectrum is composed
of the alternating current behaviour (impedance)
of the system in dependence of the modulation fre-
quency ω. Examples can be found in figures 3.11
and 3.12.
For evaluation, the electrochemical system is de-
scribed in form of an electrical circuit, which is
called an ’equivalent circuit’. If the equivalent
circuit describes the electrochemical reaction cor-
rectly, fitting of the measured impedance can yield
parameters like the charge transfer resistance, or
the depletion layer capacity. Common circuit com-
ponents are the resistance R, and the capacity C .
They are defined as
ZR = R
ZC(ω) = −i 1ωC
for an alternating current circuit, where i is the
imaginary unit. The total impedance Z of the
equivalent circuit is constructed following the same
rules as for continuous current, but with above val-
ues for the component impedance. Depending on
the equivalent circuit, Z can be a complex number.
EIS measurements are either presented as Nyquist
or as Bode plot. The first presents the complex part
Zc in dependence of the real part Zr , while the sec-
ond displays the total absolute value of |Z | and the
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phase shift ϕ over the frequency f . Both values
can be obtained from Zc and Zr via







All EIS spectra in this work will be displayed as
Bode plots.
Selecting the right equivalent circuit for a system is
not trivial. Below is a summary of some fundamen-
tal circuits and their meaning.
RC: The resistance R0 in series with a capacity C1.
This equivalent circuit describes an ideally polar-
ized electrode. There is no charge transfer across
the electrode / electrolyte interface, only charging
and discharging of the capacity C1. In case of a




≈ 10 µF/cm2 to 100 µF/cm2,
for the Helmholtz layer (thickness dH) [49]. For
a semiconductor there is also the space charge ca-
pacity of the depletion layer Csc to consider, which
will be in the range of 1 µF/cm2 or below. As the





≈ Csc , (3.18)
and CH will be negligible. R0 describes the mass
transfer limitation of the system. The circuits
impedance is
ZRC(ω) = R0 − i 1
ωC1
. (3.19)
Figure 3.11 A) displays the equivalent circuit and
three sets of component values used to simulate















in C) [83]. Their characteristic curve property de-
pendences on the component values is displayed as
well.
(RC): A resistance R1 in parallel with the capacity
C1. This circuit describes a redox reaction, charg-
ing and discharging of the interface capacity C1, to-
gether with the charge transfer across the electrode
/ electrolyte interface, represented by the transfer


















ϕ(RC)(ω) = −tan−1 (ωR1C1) . (3.24)
Similar to the RC circuit, simulations of above re-
sults for three data sets are displayed in figure 3.11
D) to F).
R(RC): The combination of the two previous equiv-
alent circuits represents a simple redox reaction in










and a simulation of its phase and impedance are
displayed in figure 3.12 B) and C). R0 is the sys-
tems ohmic resistance and R1 the charge transfer
resistance. This circuit gives rise to a characteristic
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Figure 3.11.: Basic RC and (RC) equivalent circuits, for the evaluation of EIS spectra. The displayed impedance and
phase shift behaviour (Bode representation), are based on the provided sets of component parameters.
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Figure 3.12.: Basic R(RC) and R(RCPE) equivalent circuits, for the evaluation of EIS spectra. The displayed impedance
and phase shift behaviour (Bode representation), are based on the provided sets of component parame-









Figure 3.13.: A large number of parallel R(RC) circuits
can be used to model a heterogeneous sam-
ple surface. This can either be calculated
with a sum function over all circuits, or












depend on the component properties [83]1.
Constant Phase Element: (RC) elements can be
used to model ideal electrodes, however solid elec-
trodes often display some frequency dispersion in
their impedance behaviour. This is the result of
a heterogeneous sample surface, which can be
thought of as a large number of very small homo-
geneous sample areas in parallel. See figure 3.13
for a schematic representation of the situation. Us-















which can also be expressed as a single circuit




1 Careful: [83] has a typo in equation (2.148) for fmax
Experimental Equipment: Potentiostat
The EIS measurements were performed
with a Interface 1000 Potentio-
stat/Galvanostat/ZRA from Gamry
Instruments.
with a constant phase element (CPE) instead of the
capacity, where Q and α are the CPE properties. α
determines the degree of dispersion, for α = 1 a
CPE elements is identical to a capacity and Q =
C1. See figure 3.12 D) to F) for a graphical display.
Lower values of α require an extrapolation of the
effective capacity








from the CPE properties [84, 85], see references
[83,86] for further reading on EIS.
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4 Photoelectron Spectroscopy Of Cubic Silicon Carbide
This chapter provides an introduction to photoelec-
tron spectroscopy measurements of cubic silicon car-
bide. It deals with the identification and interpre-
tation of the relevant peaks, elaborates on the eval-
uation routine in CasaXPS, and gives a perspective
on the information to be gained this way. Employed
methods are (angle resolved) XPS and LEED.
4.1 Introduction
X-ray photoelectron spectroscopy (XPS) is a very
versatile technique for obtaining information on
surface properties. Because of the experimental
challenges involved, the first high resolution XP-
spectra were not taken before the 1950s. Proba-
bly best known for his dedication in advancing the
XPS method is Kai Siegbahn (University of Upp-
sala, Sweden), also due to his well known book
from 1967 ’ESCA - electron spectroscopy for chemical
analysis’ as XPS was called back then. For his ac-
complishments regarding XPS he received the 1981
Nobel Prize in physics.
The real breakthrough for XPS came around 1985,
when digital instruments and the use of multichan-
nel detectors reduced the measurement time dras-
tically, leading to a significant increase of the use of
XPS in material science [68–70,87]. In the context
of this work XPS was used frequently to charac-
terize numerous (mostly) cubic silicon carbide (3C
SiC) samples. Therefore this chapter is designed
as an introduction to the 3C SiC spectrum, and to
give some information on the fitting routines used
throughout the rest of this work.
4.2 Experimental Procedure
Most X-ray photoelectron spectroscopy (XPS) ex-
periments discussed in this chapter were conducted
on a piece from a (001) 3C SiC grown on a 2" sili-
con wafer, liberally supplied by Gabriel Ferro (LMI
Lyon). Measurements of other samples are used to
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illustrate specific effects, these are clearly marked
in order to prevent a mix-up of data.
The sample was cleaned with isopropanol and ace-
ton for 10 minutes each, in an ultrasonic bath.
Afterwards it was oxidized and freed from carbon
contaminations in H2SO4: H2O2=2:1 for 15 min-
utes, followed by a 10 minute oxide removal step in
40% hydrofluoric acid. See box for the concentra-
tions. After the last etching step, the sample was
rinsed with milipore water, dried under nitrogen,
mounted on the required sample holder and then
introduced into ultra high vacuum (UHV) at the
DAISY Fun system within five minutes of the last
rinse.
Once there, an XPS measurement was performed.
Because some fluorine contamination was detected
the sample was then stored in a buffer chamber
(at 2× 10−8 mbar) for three hours, until the fluo-
rine was desorbed. Afterwards angle resolved XPS
measurements were performed in order to get a
better understanding of the 3C SiC XP spectrum,
especially the distinction between surface and bulk
species. For this the electron take of angle ω be-
tween the surface normal and the detector was
varied from 0◦ to 80◦.
For further information on the measurement setup,
see chapter 3.
4.3 Results and Discussion
The first measurement performed as part of an XPS
analysis is usually a survey spectrum. This is a sen-
sitive (high pass energy), low resolution scan over
a large binding energy range. While the low reso-
lution prevents more precise analysis, it does give
Chemicals Used
H2SO4, 96%: VLSIn grade (BASF)
H2O2, 31%: VLSIn grade (BASF)
HF, 40%: reag. ISO, reag. Ph. Eur. (Sigma
Aldrich)
Sample Nomenclature
In general sample nomenclature in this work
will be ACB, where
• A gives information on the sample ori-
gin or properties (poly or single do-
main etc.)
• B gives information on the sam-
ple preparation (cleaning or etching
recipe etc.)
• C indicates how it was treated after-
wards (annealed, before of after elec-
trochemical treatment etc.)
The sample discussed in this chapter is
3Cpir,HF40%. It is one of multiple samples
used to investigate the influence of various
etching recipes on surface properties dis-
cussed in the next chapter 5.
a good overview of the elemental sample compo-
sition and allows the identification of interesting
energy ranges to be examined in more detail.
Elemental electron core level positions do not vary
more than a few eV with changes in their oxidation
state. In most cases, this allows a clear identifi-
cation of the elements present. For some element
combinations there will be superpositions of dif-
ferent core level peaks (for example the carbon
1s and the ruthenium 3d peak are both located
around 284 eV). While this makes the interpreta-
tion more difficult it can usually be overcome by
using more than one peak per element, or using
reference samples with known compositions.
In figure 4.1 the XPS survey spectrum of chemically
etched 3C SiC (3Cpir,HF40%) is displayed. To the
right (at lower binding energies) there are three
dominant peaks. These are from electrons of the 2p
(101 eV) and 2s (152 eV) shells of silicon, as well
as the 1s (283 eV) shell of carbon. Those two ele-
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Figure 4.1.: XPS survey spectrum of chemically etched 3C SiC. From left (high binding energies) to right (low binding
energies) the following peaks can be observed: oxygen Auger peak (O KLL) at approx. 978 eV, fluorine
Auger peak (F KLL) at approx. 842 eV, fluorine core level peak (F 1s) at approx. 687 eV, oxygen core
level peak (O 1s) at approx. 532 eV, carbon core level peak (C 1s) at approx. 283 eV, silicon core level
peak (Si 2s) at approx. 152 eV, and silicon core level peak (Si 2p) at approx. 101 eV. This spectrum was
chosen because there is a fluorine contamination. Normally this should be prevented.
ments are to be expected in silicon carbide. Each of
the peaks displays some plasmon loss features. As
only one peak per element is needed for character-
isation the Si 2s peak will not be discussed further
in this work.
To higher binding energies there are the core level
emissions of the oxygen 1s shell (532 eV), and the
fluorine 1s shell (687 eV). The oxygen is part of
a silicon/carbon oxide termination layer discussed
further below and in the next chapter.
This sample was selected especially due to the flu-
orine contamination, a residue of the hydrofluoric
acid (HF) etching procedure, in order to demon-
strate where the peak would be located. Normally
this kind of contamination can be avoided. But
apparently the standardized rinsing procedure was
not sufficient to remove the contamination for this
etching recipe. However, the amount of fluorine
on the sample is very small (0.5 atomic percent),
and UHV storage for 3 hours was sufficient for the
fluorine to desorb.
Even further to the left the KLL Auger lines of flu-
orine and oxygen can be observed. They were not
employed for evaluation in this work, and will not
be mentioned further. Assuming there are no un-
expected contaminations, charging effects or other
reasons to abort the experiment the survey spec-
trum is then used to select the desired energy
ranges (regions) for the detail spectra. In pure 3C
SiC, those are the areas around the O 1s, C 1s and
Si 2p core level lines. They have been highlighted
with a grey background in figure 4.1.
For a detail spectrum the measurement resolution
is increased to 0.05 eV steps. The pass energy is set
to a lower values, allowing a better resolution of
peak shapes, but consequently decreasing the in-
tensity, and therefore the signal to noise ratio. To
counteract this, multiple measurement cycles are
performed instead of one single measurement. Av-
eraging over the data from all cycles is then used to
reduce the impact of background noise. Most de-
tail spectra in this work will be the result of 10 to
20 cycles.
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Figure 4.2.: XPS Ru 3d detail spectra of sputter deposited RuO2 on 3C SiC as example of the background influence on
fitting procedures. The three most common background functions: A) Shirley, B) Linear and C) Tougaard
were used for fitting the spectra, and the resulting variations of the envelope are displayed in D). The
Tougaard background only uses the displayed region instead of the required approx. 50 eV and will
therefore not be entirely correct.
Figure 4.3.: Screenshot of the CasaXPS [88] software
while working on the evaluation of the Si
2p regions for the angle resolved measure-
ments.
For XPS data evaluation the CasaXPS [88] software
was employed, see figure 4.3 for a screenshoot. Be-
fore any meaningful evaluation can take place the
sample has to be ’fitted’. This process can be di-
vided into the following sub-steps:
1. Definition of a region, the area of interest
for evaluation. Peaks or features outside of
these regions will not be considered during
the evaluation.
2. Selection of the appropriate background func-
tion. Inelastic electron scattering can result
in a background intensity that is significantly
increased to higher binding energies of an
emission line [70]. In this case the choice
of background can influence the component
areas and thus the resulting envelope. The
three most common backgrounds (Shirley,
Linear and Tougaard, see ’XPS Backgrounds’
box) are displayed in figure 4.2 A) to C) for
a Ru 3d line (RuO2), which will reappear in
chapter 9. As can be seen in D) they do result
in different envelopes. For 3C SiC the inten-
sity difference is negligible and the choice of
background therefore less problematic [70],
see figure 4.4 D) to F) If not mentioned oth-
erwise Shirley backgrounds are employed for
data evaluation in this work.
3. Creation of artificial line shapes, so called
components, in order to model the mea-
sured spectrum. The component properties
are then used for further evaluation. As a
result of the uncertainty principle the basic
component line shape is a Lorentzian, where
the line width is determined by the core hole
state lifetime [89, 90]. Temperature and the
impact of analyser and x-ray source result
in a additional Gaussian broadening of the
line shape [69]. Therefore most peaks are
fitted with an adequate number of Voight
functions, a convolution of a Gaussian with
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a Lorentzian [69, 91, 92]. However, loss pro-
cess related asymmetric peak shapes (as are
common in metals) might require the addi-
tion of a tail function.
4. Determining the right amount of compo-
nents. As enough components allow a perfect
fit for any line shape one has to be careful in
selecting the appropriate number of spectral
species and thus obtain physical valid infor-
mation. In the most simple case a clean ma-
terial, where all atoms are in the same oxida-
tion state (they are the same species) should
only need one component. If there are more
than one species, like bulk and surface, or
different chemical environments, more com-
ponents are necessary. The same is true for
doublet splitting, where two components are
needed, or for transition metals, whose com-
plex line shapes might require a multitude of
components.
5. Adding restraints. Some components have
specific relations to each other. For example:
It is known that the Si 2p peak is divided into
the j=3/2 and j=1/2 species (doublet split-
ting). Those are 0.6 eV apart, should display
a similar full width half maximum (FWHM),
and the area ratio is 2:1.
As mentioned above, correct identification of the
species present can be tricky. One possibility to
help distinguish between surface and bulk species
are angle resolved XPS measurements. With
increasing take off angle ω the electrons path
through the surface layer on its way to the detector
is increased. This results in an increase of surface
sensitivity with increasing ω. Observing how the
peak shape changes with ω allows to distinguish
between surface and bulk species.
Figure 4.4 A) to C) shows the relevant detail spec-
tra from the three standard regions - O 1s, C 1s,
and Si 2p - of 3Cpir,HF40% taken at five different
XPS Backgrounds
Linear: Easy to implement but physically
unrealistic, a linear background results in
large errors and should only - if at all - be
used if the background is much smaller than
the peak.
Tougaard: Valid physical foundation, but
requires a region of about 50 eV to higher
binding energies of the peak for proper im-
plementation. Thus not frequently used.
Shirley: Based on the assumption that the
background results from inelastic electron
scattering. Its intensity is therefore related
to the peak intensity. No real physical foun-
dation, but sufficiently accurate for most ex-
perimental purposes.
For more information on XPS backgrounds
see reference [69].
take off angles ω, once all fluorine had desorbed.
Spectra D) to F) show theω=0◦ measurement with
the components and their designation.
Si 2p region - Due to the doublet splitting this peak
is broader than one would expect, see figure 4.4 F).
In order to make the ω induced changes more ob-
vious the Si 2p spectrum in figure 4.4 C) was pro-
cessed by subtracting the j=1/2 components from
the measurement data. The effect of this subtrac-
Normalisation Of XPS Peak Intensities
If not mentioned otherwise the O 1s and C
1s regions in all plots were normalized with
regard to the Si 2p region.
In case of multiple measurements, as in fig-
ure 4.4 A) to C) this will be done for each
measurement independently. O 1s and C 1s
(ω=0 ◦C) are normalized with regard to Si
2p (ω=0 ◦C), O 1s and C 1s (ω=30 ◦C) with
regard to Si 2p (ω=30 ◦C), and so on.
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Figure 4.4.: XP detail spectra of 3Cpir,40% O 1s, C 1s and Si 2p regions. A) to C) are angle resolved XPS measurements,
where the take of angle ω is the angle between the surface normal and the direction of the detector.
A) and B) are normalized with regard to C). C) In order to better show the changes with increasing
ω the SiSiC2p1/2 and Si
SiOx
2p1/2 components were subtracted from the measurement data. D) to F) display the
components employed for fitting theω=0◦ detail spectra (colored areas), and the resulting envelope (blue)
in comparison to the measurement data (black scatter). Each of the three lower regions is normalized
independently.
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Figure 4.5.: Si 2p XPS detail spectrum of single domain
3C SiC, after prolonged electrochemical mea-
surements in H2SO4 at elevated bias poten-
tials, shows the formation of a SiO2 layer.
tion on the line shape is obvious if one compares
the ω=0◦ from C) with F) as both show the same
dataset.
There are clearly two different areas in this re-
gion. The peak to the right, at 100.96 eV, retains
its shape and diminishes in relation to the surface
species in the O 1s region. One can therefore assign
it to a bulk species, or more precisely the silicon
carbide species. Literature provides values from
100.3 to 103.6 eV [93–95] for the 3C SiC SiSiC2p3/2
component. As doping concentration, purity or
surface termination vary or are not mentioned the
wide margin of values is not surprising. But the
more recent works on better defined (n-type) sam-
ples tend to be around 100.9 to 101.3 eV [94,95],
which is in excellent agreement with this data.
On the other hand there is a strong increase of in-
tensity in the range from 101.5 to 103 eV. Its shape
is in good agreement with a single broad species
(FWHM of 0.94 to 1.15 eV compared to 0.61 to
0.71 eV for the SiC species), at +0.99 relative to
SiSiC2p3/2. As this species is shifted to higher binding
energies, the respective silicon atoms carry a bigger
positive partial charge compared to the SiC bond.
Because the only other element present is oxygen
the species could either be a silicon carbide com-
pound where the silicon would be bound to one or
more other silicon atoms instead to the four car-
bon atoms, or a silicon-oxide compound. Silicon
has a electro negativity of 1.9 compared to 2.55
for carbon. Silicon atoms in a carbon depleted
SiC (SiCz<4) compound would therefore have a
lower partial positive charge then the bulk SiC,
and should thus shift to lower binding energies,
which is obviously not the case here. Therefore
the species has to be some kind of silicon oxide
(SiOx) compound. However, being more specific
to the values of x in SiOx is difficult.
The presence of silicon dioxide (SiO2) can be ex-
cluded, as this peak would be located at higher
binding energies around 103.58 eV or +2.88 eV
in relation to SiSiC2p3/2. See figure 4.5 for the mea-
surement of a single domain 3C SiC sample with a
strong SiO2 component. The SiO2 formation was
the result of prolonged electrochemical measure-
ments in H2SO4 at high bias potentials. A bind-
ing energy value of 103.58 eV is in good agreement
with previous results [93,94,96].
Besides silicon dioxide there is little information
on other silicon oxide species on the SiC sur-
face. Wheeler mentions ’suboxide’ between the
SiO2 and SiC component [93], whereas Iwanowski
and Arnault talk of a SiOx species around 101.8 eV
[97, 98]. The properties of the SiOx component
will be further elaborated on in the next chapter.
In conclusion the Si 2p region of 3C SiC is fit-










See figure 4.4 F).
C 1s region - Similar to the Si 2p region the main
peak at 283.25 eV does not change shape with in-
creasing ω. It can be tagged as the silicon carbide
bulk component CSiC1s . Previous works state the C
1s 3C SiC position in the range from 282.7 to 286.1
eV [93–95,99,100]. But the more recent works on
better defined (n-type) samples tend to be around
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283.1 to 283.3 eV [94,95], and thus in good agree-
ment with the observed value.
In the range from 284 to 286 eV increased surface
sensitivity and the resulting higher surface sensitiv-
ity reveal two surface species. The first is located
at 285.2 eV and represents some kind of hydrocar-
bon contamination. As the exact nature of the hy-
drocarbon is unknown it will be denoted as CHy.
Similar binding energies for hydrocarbon contami-
nations were reported by Kusonoki [94] for 3C SiC
grown on silicon via C2H2 beam, and - in relation
to the CSiC1s component - by Wee for 3C SiC grown
via CVD [99].
Annealing at 900 ◦C for 10 minutes performed on
a similarly prepared sample, presented in the next
chapter 5, does not significantly change intensity
or position of the second component (the first one
disappears). It can be concluded that this sec-
ond component is not some adsorbate, otherwise
it would evaporate at such elevated temperatures
under UHV conditions. Due to the (001) orien-
tation of the 3C SiC sample one would expect an
equal amount of silicon and carbon atoms in the
surface layer.
Therefore the second component, located at 283.67
eV or +0.43 eV is attributed to the surface carbon
atoms from the uppermost SiC layer. To the best
of the authors knowledge there is no discussion
of this species in the literature for (001) 3C SiC.
This is probably a result of higher hydrocarbon con-
taminations superimposing it. In a first attempt it
was attributed to a bridging C-O bond, however
this interpretation contradicts the 1x1 surface ter-
mination witnessed in LEED patterns.
The nature of this bond will be discussed in more
detail in the following chapter 5. However, it can
be summed up as: HREELS measurements of sur-
face vibrations and the observed atomic ratios for
the elements present in combination with the 1x1
surface structure lead to the conclusion that the
second component is the result of a C-H bond.
Figure 4.6.: This LEED pattern of the chemically etched
3C SiC sample 3Cpir,HF40% shows a 1x1 sur-
face reconstruction with spot splitting as re-
sult of disorder in the adsorbate layer. The
pattern was taken at 120 eV.
A similar surface species at +(0.47± 0.02) eV was
reported by Seyller [101] for the carbon phase of
6H SiC in case of a hydrogen termination as result
of high temperature annealing in ultra pure hydro-
gen.
Strong surface oxidation of the sample, as in case
of H2EC H2SO4pir NH4F mentioned above for the Si 2p re-
gion in figure 4.5, results in the disappearance of
the CSi3CH1s species. This kind of treatment thus
produces a surface layer entirely made up of SiO2.
In conclusion the C 1s region of 3C SiC is fitted
with three components: CSiC1s , C
CH




O 1s region - Contrary to the other two regions
there is only one broad peak in the O 1s region of
the HF etched 3C SiC, see figure 4.4 A). With in-
creasing take of angle ω the intensity of the whole
peak grows in relation to the bulk components of C
1s and Si 2p, while retaining the same line shape.
This shows that all oxygen present is evenly dis-
tributed on the sample surface. Therefore there is
no bulk oxygen species.
As most publications on the investigation of 3C SiC
with XPS focus on the C 1s and Si 2p regions no
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reference binding energies for the OSiOx1s compo-
nent can be provided. In conclusion the O 1s re-
gion of 3C SiC is fitted with a single Voigt com-
ponent: OSiOx1s , which results in a good fit. See
figure 4.4 D). Once this model holds (the data is
’fitted’), one can get started on the interpretation.
For example: The x in SiOx can be determined from
the corrected component area ratio OSiOx1s :Si
SiOx
2p to
x=0.99. Each surface silicon atom thus has one
oxygen atom counterpart, a silicon hydroxide ter-
mination.
Considering the whole sample, the termination
has therefore to be a mixture of silicon hydroxide
Si−OH and carbon hydrogen C−H. The hydrogen
in both species can not be observed as hydrogen
does not produce a core photoelectron peak. This
surface model is in good agreement with the 1x1
termination observed in the LEED pattern. The
discussed fitting procedures species identities will
be taken as given in the following chapters.
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5 Sample Preparation Procedures - Wet Chemical Etching
This chapter is mostly focused on wet chemical etch-
ing of cubic silicon carbide (3C SiC). The 3C SiC sur-
face properties resulting from the three most promis-
ing etching procedures are discussed and compared
to an un-etched, and an Ar ion sputtered sample.
The employed methods are XPS, LEED and HREELS.
In the context of this work wet chemical etching is
mainly used for two purposes: First, sample prepara-
tion in order to ensure similar sample surface proper-
ties on all samples used for UHV and electrochemical
measurements, thus ensuring maximum comparabil-
ity. Second, due to the very limited sample supply
(3 single domain samples from Hoya, and each poly
crystalline sample is unique) many of the samples
had to be used for multiple experiments.
5.1 Introduction
Chemical etching is a widely used technique for
sample preparation. It is employed for the removal
of hydrocarbons and/or metal traces, the reduction
of growth or polishing induced surface roughness,
or in producing specific surface terminations [102].
For silicon carbide (SiC) in general different sur-
face preparation methods have been investigated
in great detail. From the oxide strip in pure HF
[103], HF mixtures like HF:NH4F:NH3OH [104],
to the standard RCA procedure followed by an ox-
ide removal step in 7:1 NH4F:HF [105,106], or an
aqua regia etch (about 1:3 HNO3:HCl) with subse-
quent HF and NH4F steps [107, 108], a lot of dif-
ferent methods were tried and the resulting surface
properties carefully analysed.
However most of the studies mentioned above are
focused on the hexagonal 6H SiC polytype. As,
at the time most of the studies were performed,
6H SiC was close to making it to the commer-
cial level for high power electronics, the focus was
very understandable. And successful too, as 6H SiC
high power electronics are nowadays commercially
available.
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Research was mainly focused on the polar surfaces
with silicon (0001) or carbon (0001¯) termination.
Most results agreed on the fact that oxide removal
via wet chemical etching (with or without previ-
ous oxidation step) does not result in an oxide
free surface termination. But UHV annealing at
temperatures above 900 ◦C results in oxygen des-
orption (and possible silicon depletion or graphite
formation). If possible, the annealing should be
performed under silicon or hydrogen flux, the first
being supplied via separate resistive heating or an
e-gun evaporator [109,110]. The resulting surface
is oxide free and can, depending on the method





3 is most common.
In general the cubic 3C SiC polytype was investi-
gated less thoroughly than its hexagonal counter-
parts. Similar to 6H SiC, the relations between
surface reconstruction patterns and the annealing
temperature (under silicon flux) were studied quite
extensively [109–114], while different wet chemi-
cal etching procedures are rarely compared.
However, this work is on 3C SiC for direct pho-
toelectrochemical water splitting. Most of the re-
quired experiments will be performed ex situ. On
top of that, the samples will be in contact with a
number of electrolytes for varying durations, pos-
sibly while exposed to bias potentials and illumina-
tion. While it is not even clear whether or how long
an oxide free SiC surface reconstruction would sur-
vive ex situ, it is highly unlikely that it would with-
stand such a treatment for any meaningful amount
of time.
As the goal of the surface preparation with re-
gard to further experiments is mainly to provide a
clean and reproducible surface, there is little sense
in undertaking the extra effort necessary to pro-
duce oxide free surfaces. Especially taking into ac-
count that many of the performed measurements
will be in contact with liquid electrolytes, where a
re-oxidation to some degree will occur. UHV an-
nealing can therefore not be the method of choice.
Purely wet chemical preparation methods on the
other hand are interesting as the are relatively fast
and easy to handle. Indeed, a thin, reproducible
and well defined oxide layer would have the ben-
efit of being stable in air, thus making the exact
timing of ex situ experiments with regard to the
sample etching less critical.
The goal for this section, is therefore not to find
or affirm a preparation path for a pure SiC surface,
but instead find a reliable way of producing rea-
sonable clean and reproducible sample surfaces in
order to ensure comparability in the electrochemi-
cal experiments. Additionally, it would be of great
benefit to keep the preparation routine as simple
and fast as possible. Because previous works don’t
give a lot of information on the sample properties
before the UHV annealing steps, this section will
present a number of (mostly) wet chemical etching
procedures. The resulting surface terminations and
properties will be discussed, as will the reasoning
behind picking one specific procedure for sample
preparation in the context of this work.
5.2 Experimental Procedure
As in the previous chapter, all experiments were
conducted on pieces of a two inch (001) 3C SiC
on silicon wafer, liberally supplied by Gabriel Ferro
(LMI Lyon). The samples were cleaned in an ul-
trasonic bath for 10 minutes in isopropanol and
aceton respectively. Subsequently different etching
recipes were applied, see below. Between each step
the samples were rinsed with milipore water.
Great care was taken to prevent any kind of con-
tamination. The cleaning was performed in glass
beakers, which were cleaned with acetone and iso-
propanol beforehand. All etching steps were per-
formed employing PTFE beakers, pincers and sam-
ple holders, which were previously cleaned with
piranha solution (H2SO4:H2O2=2:1). If not men-
tioned otherwise all steps were performed at room
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temperature. After the last etching step, the sample
was rinsed with milipore water, dried under nitro-
gen, mounted on the required sample holder and
then introduced into ultra high vacuum (UHV) at
the DAISY Fun system within five minutes of the
last rinse. Preparation procedures were as follows:
• 3Ccleaned - only the above mentioned ace-
tone/isopropanol cleaning was performed.
• 3Cpir,NH4F - the sample was oxidized and
freed from carbon contaminations in H2SO4:
H2O2=2:1 (piranha) for 15 minutes, fol-
lowed by a 10 minute oxide removal step in
NH4F.
• 3Cpir,HF40% - piranha etch was followed by a
10 minute oxide removal step in 40% HF.
• 3CRCA - the standard RCA cleaning proce-
dure was employed. First, a 10 minute or-
ganic and particle cleaning step in NH4OH:
H2O2:H2O=1:1:5 at 80
◦C. Second, a 10 sec-
ond oxide removal step in 5% HF. Third, a
10 minute ionic cleaning step in HCl:H2O2:
H2O=1:1:5 at 80
◦C. Fourth, a 10 second ox-
ide removal step in 3% HF.
• 3Csputter - 3Ccleaned was sputtered with ar-
gon ions for 10 minutes in the XPS cham-
ber of Daisy Fun, base pressure pX PS =
5× 10−10 mbar. The sputtering was per-
formed with 99.999% pure argon, at 5× 10−6
mbar, 10 mA ion current and 1 kV accelera-
tion voltage.
After introduction to the integrated system, the
samples were characterised by photoelectron spec-
troscopy (XPS), low energy electron diffraction
(LEED) and in one case high resolution electron
energy loss spectroscopy (HREELS). Further infor-
mation on the measurement setup and parameters
is supplied in chapter 3.
Chemicals Used
H2SO4, 96%: VLSIn grade (BASF)
H2O2, 31%: VLSIn grade (BASF)
HCl, ¾ 37%: TraceSELECT (Sigma Aldrich)
HF, 40%: reag. ISO, reag. Ph. Eur. (Sigma
Aldrich)
HF 5%: VLSI Selectipur (BASF)
HF 3%: diluted from 40% HF
NH4F, 40%: semiconductor grade VLSI
Puranal (ALDRICH)
NH4OH, 28-30%: ACS grade (Sigma
Aldrich)
Once the characterisation was completed all sam-
ples (except 3Ccleaned , as it was sputtered to pro-
duce 3CAr sput tered) were then annealed for 10 min-
utes. Annealing was performed via electron impact
heating in the buffer chamber, which had a base
pressure of pbu f f er=2× 10−8 mbar. The Tempera-
ture was determined via an IMPAC IS 120 pyrom-
eter focused on the molybdenum sample holder.
Subsequently the previous measurements were re-
peated. In the sample nomination annealed sam-
ples will be tagged with an elevated 900 ◦C as in
3C900
◦C
pir,HF40%, indicating the annealing temperature.
5.3 Results and Discussion
This section deals with the surface properties pro-
duced by the presented procedures. The survey
spectra of the discussed samples are displayed in
figure 5.1. Overall appearance is similar to the 3C
SiC spectrum discussed in the previous chapter 4,
with oxygen, carbon and silicon being the only or
dominant elements present. However some dispar-
ities are observed as well.
3Csput tered shows a reduced oxygen content and im-
planted argon (Ar 2p at 242 eV) from the sputter-
ing process.
3Cpir HF40% features a small fluorine contamination
(F 1s at 686 eV). Apparently the applied rinsing
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Figure 5.1.: XPS survey spectra of the five discussed samples. 3Csput tered : shows the lowest oxygen content and em-
bedded Ar from the sputtering. 3CRCA: no contaminations. 3Cpir HF40%: small fluorine contamination.
3Cpir NH4F : no contamination. 3Ccleaned : calcium and hydrocarbon contamination.
procedure is not sufficient for removing all fluo-
rine.
3Ccleaned displays a much stronger oxygen peak and
calcium contamination (Ca 2s at 349 eV). As the
milipore water used in the cleaning procedure was
highly pure, this has to be some older contamina-
tion that acetone, isopropanol and milipore water
could not remove completely.
3CRCA and 3Cpir NH4F both show the desired be-
haviour, with no contaminations and a roughly
similar amount of oxygen.
For a more detailed discussion detail spectra of the
O 1s, C 1s and Si 2p regions recorded for the five
samples prior and post annealing are presented in
figure 5.2. The annealing was performed for two
reasons. First, in order to evaluate whether some
part of the O 1s and C 1s signals is due to adsor-
bates, which should at least partially desorb at el-
evated temperatures. Second, as part of the back
contact fabrication process, see next chapter 6, in-
volves an identical annealing process, it seemed
reasonable to investigate its influence on the sam-
ple surface properties. For evaluation the spectra
were fitted with CasaXPS, as discussed in chapter
4. The resulting peak positions and full width half
maxima for the main components are provided for
the un-annealed samples (full lines).
Wet Chemically Etched - 3Cpir NH4F , 3Cpir HF%,
and 3CRCA are the three wet chemically etched sam-
ples. The surfaces of the wet chemically etched
samples 3Cpir NH4F , 3Cpir HF40%, and 3CRCA are very
clean, especially considering that they were pre-
pared ex situ. Apart from the fluorine contamina-
tion in 3Cpir HF40% there are no elements besides
oxygen, carbon and silicon to be found. At perpen-
dicular take off angle ω the C 1s region displays
very weak organic contamination species, which
amount to less then a tenth of a monolayer. Use
of the fitting parameters discussed in the previous
chapter results in excellent fits for all three datasets
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Figure 5.2.: XP detail spectra of the O 1s, C 1s and Si 2p regions for 3C SiC after five different surface treatments
(solid lines). After the XPS measurement all samples (with the exception of 3Ccleaned) were annealed.
While the subsequent measurements (dashed lines) show no major changes in sample composition, small
shifts (about 70 to 350 meV) to lower binding energies occur. The obvious exception being the sputtered
sample. Provided positions and FWHMs are for the main components prior to annealing.
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(as well as for the three annealed samples). In
the Si 2p region one can observe the silicon car-
bide bulk SiSiC2p and a silicon oxide surface species
SiSiOH2p . There are no traces of SiO2 on the samples.
Taking doublet splitting into account this results in
a total of four components for the Si 2p region.
On the other hand the O 1s regions display only
one single symmetric peak each. It is assigned to





ratios of 1.13 (3Cpir NH4F), 0.99 (3Cpir HF40%), and
1.07 (3CRCA) indicate a Si−OH or hydroxide termi-
nation for the surface silicon atoms. A superposi-
tion of a small contamination contribution not con-
sidered in the fit for the O 1s regions of 3Cpir NH4F
and 3CRCA is the most likely explanation for the ra-
tios greater than unity.
The C 1s regions is made up of the bulk silicon
carbide peak CSiC1s , a surface carbon peak C
CH
1s as-
signed to SiC surface carbon atoms bound to hy-
drogen and some very small contributions from or-
ganic contaminants. The resulting surface termina-
tion would be an alternation of SiOH and CH lig-
ands, where each surface SiC atom is either bound
to one hydrogen atom for the SiC carbon or a hy-
droxide group for SiC silicon.
In order to confirm this, one can take a look at the
surface species ratio. As the (001) 3C SiC sur-
face should provide the same number of surface
SiC silicon and carbon atoms one would expect
the surface species ratio CCH1s :Si
SiOH
2p to be unity for
all three samples. The values of 1.05 (3Cpir NH4F),
1.00 (3Cpir HF%), and 0.98 (3CRCA) are in excellent
agreement with this assumption.
Additionally, one can investigate the atomic sur-
face bonds via vibrational absorption losses in
High Resolution Electron Energy Loss Spectroscopy
(HREELS). The spectrum in figure 5.3 shows the
single (FK1) and double (FK2) excitation of Fuchs-
Kliewer (FK) surface phonons [115]. While called
surface phonons, the FKs are completely deter-
mined by bulk properties [116] of ionic crys-






















Figure 5.3.: HREELS spectrum of 3Cpir NH4F shows the
single (FK1) and double (FK2) excitation
of Fuchs-Kliewer surface phonons for SiC.
The presence of νC−H stretching vibrations,
δC−H bending modes, and νSi−O−H stretch-
ing vibrations gives further evidence on the
proposed surface termination.
tals. For silicon carbide literature states their po-
sitions with ca. (116± 1)meV for FK1 and thus
ca. 232 meV for FK2, indifferent of the respective
polytype [113, 116–118]. This is in good agree-
ment with the determined positions of 116 meV
(FMHM is 22 meV) for FK1 and 231 meV (FMHM
is 28 meV) for FK2.
Two more sharp absorption features can be ob-
served. The first at 354 meV (FMHM is 29 meV)
is in good agreement with the position reported
for carbon hydrogen stretching vibrations νC−H
around 353 meV [119, 120]. Corresponding bend-
ing modes δC−H for the C−H bond are frequently
reported in the range from 155 to 192 meV [116,
120, 121]. Figure 5.3 exhibits a very broad match-
ing structure in this region The second absorption
feature is located at 455 meV (FMHM is 38 meV).
This is in excellent agreement with the oxygen
hydrogen stretching vibration in the SiO−H bond






Figure 5.4.: LEED patterns for wet chemically etched samples A) 3CRCA, B) 3Cpir HF40%, and C) 3Cpir NH4F before an-
nealing show a 1x1 reconstructed surface pattern with satellite structures accompanying the undisplaced





pir HF%, and F) 3C
900 ◦C
pir NH4F show no satellites and should therefore display a much higher degree
of surface order. Measurement parameters: beam energy 120 eV, filament current of 2.8 A and a screen


































Figure 5.5.: Relationship between the surface structure
(left), also known as direct lattice, and the
reciprocal lattice (right) reproduced in LEED
patterns [73]. White and gray circles indi-
cate the 3C SiC substrate layer, while the red
and blue circles represent the surface atoms.
In this case either hydrogen and the hydrox-
ide group or bridging oxide.
As there are no absorption features for νSi−H
around 259 meV [116, 124], this further confirms
the proposed CH/SiOH termination.
Finally one can take a look at the surface re-
construction via low energy electron diffraction
(LEED) patterns recorded right after the XPS mea-
surements, see figure 5.4. They look pretty much
identical for all three samples, and show a cubic
1x1 recombination surface structure with accom-
panying satellite spots.
LEED spot splitting of integral-order spots is gen-
erally assigned to a certain ’waviness in a surface
layer’ [73]. Here it most likely indicates a certain
mismatch between the 3C SiC substrate and the hy-
drogen/hydroxide termination layer. The resulting
long wavelength buckling gives rise to the satellite
spots [73].
Figure 5.5 displays the relation between surface
termination and the reciprocal patterns observed
via LEED. A surface termination with a bridging
oxide would result in a 2x1 / 1x2 surface termina-
tion. Comparison of the resulting theoretical LEED
patern with those in figure 5.4 shows no congru-
ency, thus further confirming the proposed Si-OH /
C-H termination.
Annealing results in the disappearance of the satel-
lite spots, and thus the associated disorder in the
surface layer. This goes hand in hand with a reduc-
tion of the OSiOH1s :Si
SiOH





pirHF%), and 0.81 (3C
900 ◦C
RCA ). Furthermore
a shift to lower binding energies occurs in all three
regions.
It is known, that annealing under UHV conditions
is a possible procedure for oxygen removal. For ex-
ample Johansson et al. reported the complete re-
moval of surface oxygen after annealing a (0001)
6H SiC sample at temperatures of 950 ◦C and above
[106]. As is obvious from the O 1s detail spectra of
the annealed samples (dashed lines) in figure 5.2,
the performed annealing did not result in a com-
plete removal of oxygen from the surface, but in-
stead a slight reduction. In relation to SiSiC2p the
amount of oxygen on the sample post annealing is
reduced by 21 % for 3CRCA, 13 % for 3Cpir HF40%,
and 9 % for 3Cpir NH4F . However, the last value
should be considered with caution, as the anneal-
ing temperature was only 650 instead of 900 ◦C.
The overall peak shapes remain similar pre- and
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Figure 5.6.: Band structure diagrams of 3C SiC in a UHV environment directly after wet chemical etching (black) for
three different etching procedures A) to C) and the annealing induced changes (blue). The two etching
procedures at room temperature A) and b) result in identical surface properties with a slight upward band
bending, while the RCA C) procedure results in flat band conditions. However, annealing the samples B)
and C) eradicates the differences and increases the surface dipole significantly.
silicon, the surface termination tends to break
down at temperatures around 450 ◦C and above
[125, 126]. A similar breakdown of the CH bonds
was not observed, as the component remained sta-
ble in spectral shape and intensity.
The XPS measurements in relation with some ba-
sic physical properties of 3C SiC allow the con-
struction of band diagrams displaying the 3C
SiC/vacuum interface, see figure 5.6. Equations
2.4 and 2.2 yield the distance of 0.13 eV between
Fermi level and conduction band minimum EF −
ECB for the bulk 3C SiC with nD = 1.1× 1017 cm−3.
The doping concentration nD was determined from
the Raman spectrum of a sample prepared sim-
ilarly to 3Ccleaned , see figure 5.7. Because the
depth of information for Raman spectroscopy ex-
ceeds the epitaxial 3C SiC layer thickness, the spec-
trum consists of a superposition from the silicon
substrate and the 3C SiC Raman signals (3Ccleaned :
blue). A Raman spectrum of a pure silicon sample
(Sire f : black) was normalized to the Si main peak
at 520.7 cm−1 of 3Ccleaned and subtracted in order
to obtain the pure 3C SiC signal, which in turn was
used to determine nD, see section 3.4.
This information was combined with the surface
work function Φ3C sur f ace, which was determined
from the secondary electron edge in figure 5.8
A) and the distance between valence band and
Fermi level EF − EVB from figure 5.8 B). Using
EBG = ECB − EVB, the later allows a comparison
of the measured EF − ECB from the XPS to the cal-
culated 0.13 eV.
Examination of the resulting band diagrams for the
un-annealed samples (black) in figure 5.6 shows
that there is no discernible difference in whether
NH4F A) or HF B) was used for the oxide re-
moval. Within the margin of measurement accu-
racy (0.05 eV) both procedures produce the same
band structure. There, both samples display a
slight downward band bending of −0.02 to −0.06
eV at the surface, and the hydrogen/hydroxide ter-
mination produces a surface dipole δ of 0.44 to
0.48 eV.
As a matter of fact the band bending is so small,
that at least for 3Cpir NH4F it makes more sense
to speak of a flat band situation. For the surface
dipole calculation an electron affinity χ3C bulk of
4.0 eV was assumed, as reported by Philipp [127]
and Pelletier et al. [128]. Contrary, the RCA pro-
cedure C) results in slight upward band bending
of 0.05 eV and a notably lower surface dipole δ of
0.18 eV.
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Figure 5.7.: Raman spectrum of a similarly to 3Ccleaned
prepared sample. Due to the higher depth
of information for Raman spectroscopy, the
spectrum is composed of a superposition of
the silicon substrate and the epitaxial 3C SiC
Raman signal (3Ccleaned : blue). Subtrac-
tion of a pure silicon sample Raman spec-
tra (Sire f : black), normalised to the Si peak
at 520.7 cm−1, yields the pure 3C SiC sig-
nal, which was then used to determine the
LO position of 971.61 cm−1. This corre-
sponds to a doping concentration of nD =
1.1× 1017 cm−3.
The reason for any band bending at the surface has
to be the presence of surface states acting as accep-
tors (upward band bending) or donators (down-
ward band bending) respectively. A possible expla-
nation for the differences between the un-annealed
3CRCA on the one and 3Cpir NH4F and 3Cpir HF40%
on the other hand would therefore be surface mor-
phology.
The LEED pattern for 3CRCA in figure 5.4 is the most
homogeneous one, this is especially apparent in the
diagonal spots. Additionally, 3CRCA has the low-
est SiSiOH2p :Si
SiC
2p ratio (0.10 compared to 0.12 for
3Cpir NH4F and 3Cpir HF40%), implying less 3C SiC
atoms at the surface. Both phenomena indicate a
lower degree of surface roughness, which should



















Binding Energy (eV) 
2.15 eV
Figure 5.8.: XPS spectra for A) the secondary electron
edge (the applied 3 V bias voltage has al-
ready been subtracted) and B) a part of the
valence band of RCA wet chemically etched
3C SiC, prior (full circles) and post (open
circles) annealing. The black lines show the
linear fits employed in determining the work
function and the valence band edge.
result in less respectively different surface defects
and thus surface states.
This difference in surface morphology is further
confirmed by the surface dipole behaviour. Care-
ful reconsideration of the data revealed that the
changes in OSiOH1s binding energy do not match the
other components exactly. If all peaks in a sample
shift in the same way, this is either due to some
kind of surface charging or a change in the Fermi
level, as the binding energy origin (Binding Energy
of zero) is the Fermi level. However if peaks shift
differently this is due to chemical changes.
In order to make the difference more obvious the
OSiOH1s peak positions were set in relation to the
SiSiC2p3/2 bulk component. As displayed in figure
5.9, the components OSiOH1s for the NH4F and HF
oxide removal are located 431.44 to 431.46 eV to
higher binding energies of SiSiC2p3/2. The chemical
bond between hydroxide group and 3C SiC sur-
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Figure 5.9.: Graphical representation OSiOH1s components
binding energy position relative to the
SiSiC2p3/2 component. The changes in relative
binding energy are linked to a variation in
the hydroxides partial charging with prepa-
ration procedure.
face should therefore be identical. Contrary, the
RCA procedure has given rise to a OSiOH1s compo-
nent at 431.65 eV, an even higher binding energy.
As higher binding energies are a result of more pos-
itive, partial charge in the respective atoms (or in
the case of oxygen: less partial, negative charge)
one can conclude that the RCA hydroxyl silicon
bond, for some reason, is less polar then that from
the other two procedures. Because the hydroxyl
groups themselves are all similar, this has to be
the result of their arrangement on the surface, like
dangling bonds in between or multiple hydroxyl
groups at a single silicon atom. In figure 5.9 this
is indicated by smaller ’+’ and ’-’ symbols for the
partial charges at the respective atoms.
However, as depicted by the blue lines in figure
5.6, upon annealing the band structures from B)
3C900
◦C
pirHF40% and C) 3C
900 ◦C
RCA align to match per-
fectly. Now, both samples display an increased
upward band bending of 0.10 to 0.15 eV, along
with an likewise increased surface dipole of 0.63
to 0.68 eV. Therefore sample annealing resulted in
an increase of acceptor surface states. As the num-
ber of hydroxyl groups was reduced during the an-
nealing, this suggests that the remaining dangling
bonds on surface silicon atoms act as acceptors,
catching free electrons and thus reducing the ef-
fective doping concentration at the surface. The in-
creased electron density at the dangling bond sur-
face sites would also agree with the increased po-
larity of the remaining hydroxyl groups for the an-
nealed samples, see figure 5.9. Post annealing the
hydroxide OSiOH1s component is located at 431.33 eV
for 3C900
◦C
pirHF40% and 431.30 eV for 3C
900 ◦C
RCA . An-
nealing at elevated temperatures around 900 ◦C is
therefore sufficient to equalize all differences in the
used wet chemical etching procedures. Afterwards
the surfaces are identical in all aspects accessible
with the employed methods.
Cleaned - As the employed cleaning procedure for
this sample does not have the potential to lead to
any chemical changes of the 3C SiC sample it can
be understood as reference. The Si 2p region ap-
pears as expected for SiC, peak shape and position
are similar to the etched samples, see figure 5.2
bottom in dark red. However there is a small peak
to lower binding energies of the SiSiC2p component.
Due to the peak position, closer to that of elemen-
tal silicon around 99 eV, unsaturated silicon atoms
with one or more of the four carbon ligands sub-
stituted with another silicon, as leftover from the
CVD fabrication process, seems the most likely ex-
planation.
In addition to the already mentioned calcium con-
tamination the C 1s region shows surface contam-
ination from organic compounds with C-H and or
C-O bonds. Otherwise the peak shape implies a CH
termination for the surface SiC carbon. As men-
tioned in the beginning, the O 1s region shows a
much higher intensity for 3Ccleaned . The higher O
1s intensity is a result of a superposition from ad-
sorbed organics and possibly water with the OSiOH1s
component. It does however prevent any meaning-
ful evaluation of OSiOH1s . For comparison the O
SiOH
1s
components contribution to the O 1s region is dis-
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sputtered - It is well known that oxides are dif-
ficult to remove via argon ion sputtering. Be-
cause of the bonds stability rather high energies
and/or long sputter durations are required. This
frequently results in structural damage on the sub-
strate. Furthermore, the sputtering might result in
the incorporation of part of the surface oxygen into
the substrate instead of removing it (highly depen-
dent on the sputtering angle). From figure 5.2 it is
apparent that this is also true for the oxide layer on
silicon carbide.
Even after 10 minutes of sputtering at medium ion
energies the oxygen is not entirely removed from
the sample surface. While the apparent broaden-
ing of the substrate peaks in the C 1s and Si 2p core
level lines gives evidence to the structural damage
inflicted upon the 3C SiC substrate. The broaden-
ing results from the creation of a multitude of dif-
ferent bonding situations replacing the afore well
ordered SiC structure. In figure 5.2 the approxi-
mated bulk silicon carbide contribution (SiC com-
ponent) to the sputtered C 1s and Si 2p regions
(dark green) are displayed. However, this is just
a very rough approximation. Therefore no peak
positions etc. were provided.
In this state the 3C SiC will not be of much use for
direct photoelectrochemical water splitting. And
the annealing induced changes in the spectrum
make it clear that the inflicted damage can not
be easily healed out with the available methods.
Everything taken into account Ar ion sputtering
seems to be a poor solution for SiC surface prepa-
ration.
5.4 Conclusion
The 3C SiC surfaces prepared by the three most
promising wet chemically etching procedures were
compared via XPS, LEED, and HREELS. From com-
parison of those three to a cleaned but not etched
Sample Rinsing
Dipping the etched sample in millipore wa-
ter does not remove all carbon and fluorine
contaminations from the sample. Rinsing
the sample with a water spray bottle has
proven to be a much more efficient way of
cleaning the sample after each etching step.
sample it was found that none of the three methods
lead to any chemical changes in the SiC bulk, but
they produced distinctly cleaner sample surfaces.
All three methods result in similar 1x1 surface pat-
terns with satellite structures (indicating a certain
disorder in the surface layer structure), as observed
in the recorded LEED patterns.
The 1x1 surface structure as result of similar
wet chemical etching was already reported from
LEED measurements for 6H SiC and (111) 3C SiC
[103, 105, 106, 109], as well as for (001) 3C SiC
[109, 111]. However the surface atoms participat-
ing in this termination were not elaborated on, or
simply given as ’ordered partial overlayer of oxy-
gen’ [109]. In this work, evaluation of XPS and
HREELS spectra compliantly yields a mixed Si−OH
/ C−H surface termination for all three methods. A
similar treatment on pure silicon (without the car-
bon) results in a hydrogen terminated Si−H sur-
face [129].
Similar mixed surface terminations are know for
the III-V semiconductor GaAs, even though it is
less ionic than SiC (ENGa: 1.81 / ENAs: 2.18 com-
pared to ENSi: 1.9 / ENC : 2.55). Beerbom et al.
reported an As−H/Ga−OH termination for water
adsorption on a clean GaAs surface under UHV
conditions [130], and as result of immersion in
0.02 M KBr before the application of a bias volt-
age for oxidation [131]. In both cases, the more
electronegative compound is H coordinated, while
the other features a hydroxyl termination.
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Concentrated hydrofluoric acid and ammonium
fluoride for oxide striping result in similar surface
properties in terms of band bending (close to flat
band: −0.02 to −0.06 eV) and surface dipole (0.44
to 0.48 eV). However in case of HF it seems to be
more difficult to remove all traces of fluorine from
the sample via rinsing, as is apparent from the re-
maining fluorine contamination after identical rins-
ing procedures. RCA results in a weak 0.05 eV up-
ward band bending, also close to flat band, and
a distinctly weaker surface dipole (0.18 eV). It is
assumed that the differences in surface properties
can be attributed to 3CRCA having a smoother sur-
face, and thus less surface defects than the other
two samples.
Jaegermann and Mayer [132] give a distinctly
higher surface dipole of 0.85 eV as result of the
Si+/Si-OH dipole on (001) silicon. But as silicon
carbides covalent silicon carbon bond is strongly
polar (see above), it is not surprising that the
dipole between the hydroxyl group and the al-
ready partially positively charged, and thus elec-
tron starved, silicon atom is less emphasized.
Annealing the samples at 900 ◦C under UHV con-
ditions results in 1x1 LEED patterns without the
satellite spots, indicating a better ordered surface
structure. This agrees to a partial change in surface
termination. Some of the Si−OH bonds dissociate
most likely leaving a dangling bond behind, result-
ing in a slight reduction of overall oxygen on the
sample surface (9 to 21 %). Additional annealing
leads to an increase in upward band bending and
surface dipole as result of newly created dangling
bonds. Post annealing 3C900
◦C
pir HF40% and the 3C
900 ◦C
RCA
exhibit identical surface properties.
As 3Cpir HF40% and 3CRCA show identical behaviour
in electrochemical experiments, the less elabo-
rate piranha/HF procedure is more advantageous.
NH4F and concentrated HF produce identical sur-
face properties However concentrated HF is ex-
tremely dangerous and has to be handled very
carefully. While still dangerous to the touch, NH4F
is less critical. And as oxide removal with NH4F
results in the most flat band like surface structure,
indicating the least amount of defects, almost all
wet chemical etching in this work was performed
with the combination of piranha solution and am-
monium fluoride oxide stripping presented in the
experimental setup part of this chapter.
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Immersion Procedure
All samples in this chapter were etched by im-
mersing them in a bath of the respective chem-
icals while on a PTFE mount, as displayed in
the upper picture to the right. But for some
other samples, notably those with a deposited
and annealed back contact, it proved necessary
to etch only one side of the sample, less the back
contact would be damaged.
This was achieved by placing the sample, with
the side to be etched face down, on a droplet
of the respective chemical, see bottom right pic-
ture. For comparison samples were etched with
both methods, but using the same recipe. Evalu-
ation by XPS and LEED showed that the surface
properties are identical. However great care has
to be taken during the cleaning of the droplet
etch PTFE beaker with piranha solution. Re-
maining carbon contaminants tend to ’swim’ on
the NH4F droplet surface and contaminate the
sample if not removed beforehand.
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6 3C SiC Nickel Interface For Ohmic Back Contacts
Because all electrochemical measurements require
a reliable ohmic back contact to the silicon carbide
sample, this chapter investigates the formation of an
ohmic contact between 3C SiC and Ni upon anneal-
ing at 850 ◦C. While this contact formation, due to
nickel silicide formation, is well known, there were
no previous studies on the changes in band structure
and Schottky barrier height at the 3C SiC/Ni inter-
face prior and post annealing. The employed meth-
ods discussed in the context of this chapter are XPS,
UV/vis transmission spectroscopy and LEED.
6.1 Introduction
As mentioned in the introduction silicon carbide
(SiC) is a cutting edge material, with a number
of impressive material properties. Some of these
properties, like the large band gap, high electrical
breakdown field (3× 106 to 2.4× 107 V cm−1) or
thermal conductivity [22,23] are the reason for sil-
icon carbides success in high power electronic ap-
plications. SiC devices are more efficient, as their
drift layers can be considerably thinner, and can
be operated at elevated temperatures up to 600 ◦C.
Because the bulk growth of the hexagonal poly-
types is much easier to control [33] than for 3C
SiC, and because 4H and 6H SiC have higher band
gaps of 3.3 eV and 3.0 eV [133], they have been in
the focus of application related research for some
time.
Over the years a huge selection of material com-
positions, treatments and evaluation methods have
been employed [22,23,134–136] in order to create
reproducible SiC Schottky diodes or ohmic contacts
to hexagonal SiC. For n-type hexagonal SiC, nickel
is the most common contact metal for ohmic con-
tacts. It is a well studied fact that the hexagonal SiC
nickel interface exhibits Schottky behaviour after
nickel deposition, but the annealing induced for-
mation of nickel silicide results in an ohmic silicon
carbide / nickel silicide / nickel contact [22,136].
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However, there is a much lower number of stud-
ies on the contact bahviour of cubic (3C) SiC. 3C
SiC can be produced relatively cheap as thin high
quality layers on silicon wafers via chemical vapour
deposition (CVD) [137]. Because it is less vulnera-
ble to near-interface traps (NIT) at the SiC/oxide
interface [138], shows a higher electron mobil-
ity [133], and has a band gap in the visible blue
spectrum of 2.3 eV, it is of interest for a number of
other applications. Not surprisingly, taking into ac-
count the context of this work, one of these applica-
tions is direct photoelectrochemical water splitting,
where its band gap in combination with its chem-
ical stability make it a promising electrode mate-
rial [27,31].
As the annealed nickel contact is known to work
for 3C SiC as well [139], but was mostly inves-
tigated via Transfer Length Method (TLM) in or-
der to determine the specific contact resistance ρc
for various surface preparations, annealing tem-
peratures or other contact metals [139–142], it
appears reasonable to directly study the Ni / 3C
SiC interface properties and band alignments dur-
ing contact formation via an X-ray photoelectron
spectroscopy (XPS) interface experiment.
6.2 Experimental Procedure
All experiments discussed within this chapter
were conducted on a (001) 3C SiC sample of
(191± 5) µm thickness. The sample was origi-
nally grown via CVD by Hoya Cooperation [143].
As piece of an early stage commercial wafer, the
sample displays a high level of residual strain dis-
tributed inhomogeneously in the crystal volume,
and a high planar defect density [143].
Before the interface experiment the sample was
cleaned in acetone and isopropanol. Afterwards it
was investigated in order to obtain a number of
basic informations:
• Raman spectroscopy was performed in order
to confirm the polytype and estimate the dop-
ing concentration nD
• Van-der-Pauw Hall measurements were per-
formed in order to confirm the doping con-
centration nD
• UV-Vis spectroscopy was performed to allow
the determination of the band gap EBG. The
measurements were realised in transmission
mode as well as utilizing an Ulbricht sphere.
Subsequently the sample was wet chemically etched
as discussed in the previous chapter 5, with NH4F
for oxide stripping. Within five minutes after the
wet chemical etching the sample was mounted on
a molybdenum sample-holder, and then introduced
into vacuum at the Darmstadt Integrated System
for Fundamental Research (DAISY Fun), see chap-
ter 3. In order to avoid contamination during the
annealing process, titanium screws and a tantalum
mask were employed to fasten the sample on the
sample holder. XPS and LEED measurements were
performed at pressures of 4× 10−9 mbar or below.
Additionally a reference measurement on a pure
99.5% nickel foil from Alfa Aesar was performed.
Sample Nomenclature
Within the context of this work a total of
three bulk single domain 3C SiC samples
was available. The experiments in this
chapter were conducted on the first of these
samples, hence the name SD#1. As usual the
sample preparation will be added as sub-,
and the treatment as superscript.
3CAB: About one micro meter of n-type 3C
SiC on a silicon wafer, growth was
performed on via CVD.
SDAB: Approx. 200 µm thick single do-
main 3C SiC sample, with no silicon
attached.
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Figure 6.1.: Raman spectrum of the cleaned (not etched)
single domain 3C SiC sample SD#1 cleaned .
The utilized light source was a green laser
with a wavelength of 514 nm, and the spec-
trometer was calibrated with regard to the
520.7 cm−1 peak of single crystalline silicon.
The nickel foil was cleaned in an ultrasonic bath in
aceton and isopropanol for 10 minutes each, then
introduced into the UHV system within 5 minutes.
There, surface contaminations and the nickel oxide
surface layer were removed via 15 minutes of ar-
gon ion sputtering. Sputtering was performed with
99.999% pure argon, at 4.9× 10−6 mbar, 10 mA
ion current, and 1.5 kV ion acceleration voltage.
Subsequently the nickel foil was annealed at 500 ◦C
for five minutes, hence the tag Niannealedsput tered .
Nickel/SiC Interface Experiment
The interface experiment was done by deposition-
ing thin nickel layers on the sample, while perform-
ing XPS measurements after each deposition step.
Thus giving information on the 3C SiC electronic
structure in dependence of nickel layer thickness.
All in all six nickel deposition / XPS characterisa-
tion cycles were performed, until the 3C SiC signal
was almost to low to detect. The nickel deposi-
tion took place in the ’MBE’ chamber, see chapter
3, via magnetron sputtering at a base pressure of
1× 10−7 mbar. Sputtering was performed with a
99.999% pure argon flow of 30 sccm at 0.03 mbar
and with a total power of 10 W. A Kurt J. Lesker
pure 99.99% nickel sputter target was employed
as nickel source.
Before each deposition step the nickel target was
sputtered at 100 W for about a minute, while the
shutter was still closed. This was done in order to
remove possible contaminations from the sputter
target surface. For the duration of the sputter de-
position, the sample was rotated in order to ensure
a homogeneous layer growth. In situ transfer be-
tween XPS and MBE took place via the ’tube’ and
’UFO’, at pressures below 3× 10−9 mbar, see chap-
ter 3.
Contact Annealing
In order to observe annealing induced changes to
the substrate signal, the 3C SiC signal had to be
measurable. Thus, once the 3C SiC substrate signal
was low enough, that an additional nickel deposi-
tion step was likely to eliminate all substrate con-
tributions to the XPS spectrum, the interface exper-
iment was stopped. The sample was transferred in
situ to the ’buffer chamber’, and annealed for five
minutes at 850 ◦C. Annealing was performed via
heating of the molybdenum sample holder by elec-
tron impact heating. The samples temperature was
monitored with a pyrometer. During annealing the
chambers base pressure of 4× 10−9 mbar increased
to 1.5× 10−7 mbar. Post annealing the sample was
kept in the buffer chamber for about 15 minutes
to ensure it had cooled down. It was then trans-
ferred back to the XPS chamber and one final XPS
spectrum was taken.
6.3 Results and Discussion
Before SD#1 was etched in preparation of the XPS
interface experiment, three other characterisation
methods were employed on the cleaned sample in
order to gather all information necessary for the
63















































Figure 6.2.: A) Tauc plot from UV/VIS absorption spectroscopy of 3C SiC before wet chemical etching. As the transition
is indirectly allowed: n = 2 is used to find the band gap EBG , B) XP spectrum of the secondary electron
edges for SD#1 etched and the clean Ni
annealed
sput tered used for determination of the work functions Φ3C and ΦNi ,
C) XP spectrum of the valence band edge. The intercept is used to interpolate EVB − EF . Please note that
B)s and C)s energy scales correlate via Ekin = hν− Ebin.
following evaluation. The first was Raman spec-
troscopy, see figure 6.1 for the recorded spectrum.
Raman spectroscopy is a reliable way of identify-
ing the silicon carbide polytype from the number
and position of observable modes [82]. For 3C
SiC only two modes are reported in the displayed
Raman shift range: the transverse optical phonon
mode (TO) at 796 cm−1 and the longitudinal opti-
cal phonon mode (LO) around 972 cm−1. This is
in excellent agreement with the observed Raman
spectrum for SD#1 cleaned .
Raman spectroscopy can also be employed to esti-
mate the free carrier or doping concentration nD of
the observed SiC sample [80, 82]. In 3C SiC the
TO modes position remains unaffected by changes
in the doping concentration, while the LO mode
shifts to higher wave numbers with increasing nD.
Furthermore, the LO modes peak shape becomes
more asymmetrical with increasing nD in form of
a tail to higher wave numbers. From the observed
LO position of 981.4 cm−1 a doping concentration
of (1.7± 0.5)× 1018 cm−3 can be estimated as first
presented by Yugami et al. [80] for 3C SiC in 1987.
See section 3.4 for further information.
The second characterisation method was a Van-der-
Pauw Hall measurement, which yielded a carrier
concentration of (1.3± 0.2)× 1018 cm−3. There-
fore nD will be assumed as (1.5± 0.5)× 1018 cm−3
for the remainder of this chapter.
The third characterisation method was UV/Vis ab-
sorption spectroscopy. As literature values on the
3C SiC band gap vary from 2.2 to 2.4 eV [24, 144]
it seemed reasonable to determine the band gap
for the sample SD#1 experimentally. A possible
explanation for the divergent values reported is
band gap narrowing in dependence of doping con-
centration. Values of up to 0.2 eV have been re-
ported [145], therefore the reported divergence
seems reasonable.
The absorption coefficient α, determined from the
UV/Vis spectroscopy data, was plotted in form of
a ’Tauc plot’ [75, 77, 78], see figure 5.8 A). In the
plot [αhν]1/n is given as a function of hν, where
hν is the incident lights photon energy. As 3C
SiC has a indirect band gap n is two [78]. From
the intersect of the extrapolated linear region with
the abscissa one can obtain the band gap EBG of
(2.33± 0.01) eV, this value was also used in the
previous chapter.
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Figure 6.3.: XPS survey spectrum of the Hoya 3C SiC sample after the second nickel deposition step. Only nickel,
oxygen, carbon and silicon are present. Calculations based on the detail spectra component corrected
areas state a nickel layer thickness of (1.9± 0.3)Å.
After these initial characterisation steps the sample
was wet chemically etched and introduced into the
’DAISY Fun’. The first group of XPS measurements
was mostly similar to the results for wet chemically
etched 3C SiC reported in previous chapters, and
confirmed the presence of oxygen, carbon and sili-
con. No fluorine was found on the sample.
Because the behaviour of the nickel core level
peaks would have to be observed in later exper-
imental steps, two additional regions, Ni 2p and
Ni 3p, were measured. All examined regions are
highlighted in light gray in the survey spectrum
displayed in figure 6.3. This survey was taken af-
ter the second nickel deposition step,and provides
a good overview of all relevant core level peaks and
regions.
In the ideal case (Schottky limit) the contact forma-
tion at a semiconductor / metal interface is defined
by the difference in work function of the two mate-
rials. For nickel, work functions between 5.04 and
5.35 eV have been reported in the past for differ-
ent crystal orientations [147–150]. Polycrystalline
films evaporated under UHV conditions were re-
ported with a surface work function of 5.15 eV
[147,149]. This should be comparable to the nickel
deposition via sputtering. As a further reference
the work function of a clean, annealed nickel foil
was extracted from the secondary electron edge,
see figure 6.2 B). The resulting value of 5.15 eV for
ΦNi is in excellent agreement. Figure 6.2 B) also
shows the secondary electron edge of SD#1 etched ,
and the Φ3C = 4.62 eV resulting from the fit.
Furthermore the difference between the upper va-
lence band edge EVB and Fermi level EF was deter-
mined from the valence band edge XPS region dis-
played in figure 6.2 C). Combined with the band
gab EBG of 2.33 eV from the Tauc plot the resulting
Fermi level position is EF − ECB = 0.07 eV below
the conduction band ECB. One can also calcu-
late this value for the bulk material using equa-
tions 2.2, 2.4 and a doping concentration nD =
(1.5± 0.4)× 1018 cm−3 (average of Hall and Ra-
man results) to 0.06 eV. This is in excellent agree-
ment with the measured value of 0.07 eV. As bulk
and surface show the same EF − ECB, within the
margin of error, flat band like conditions on the
sample surface can be assumed. From the data
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0.53eV
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Figure 6.4.: Band structure diagram for the wet chemi-
cally etched SD#1 etched , with a mixed Si−OH
/ C−H termination layer, in relation to
clean nickel. The diagram was constructed
from the performed XPS measurements and
a bulk ionisation energy from literature val-
ues [127, 128, 146]. Under the assumption
of Schottky type behaviour of the Ni 3C SiC
interface, an 0.53 eV upward band bending
and thus a similar peak shift to lower bind-
ing energies is to be expected.
surface in vacuum was constructed, it is displayed
in figure 6.4.
Comparing the band diagram of SD#1 etched with
the similarly prepared 3Cpir NH4F from the previ-
ous chapter shows similar behaviour. Both samples
display flat band like behaviour, within the mar-
gin of error (−0.02 eV downward band bending
for 3Cpir NH4F), after treatment with piranha solu-
tion and a subsequent NH4F oxide removal step.
Further confirming that this preparation procedure
results in a surface without active surface defects.
Similar, the observed surface work functions are
in reasonable good agreement, with Φ3C sur f ace =
4.62 eV for SD#1 etched and 4.55 eV for 3Cpir NH4F .
The higher deviation in surface dipole (δSD =
0.56 eV compared to δ3C = 0.44 eV) is a result
of the difference in doping concentration and the
resulting higher Fermi level position for the more
strongly doped SD#1 etched , see figure 5.6 from the
previous chapter for comparison. Examination of
the respective components from the XPS detail
Figure 6.5.: The LEED pattern of SD#1 etched shows the
cubic cell with a clear 1x1 reconstructed
surface morphology. In contrast to the 3C
SiC on Si samples from the previous chap-
ter no satellite spots can be observed after
wet chemical etching, even though the sam-
ple was not annealed. Measurement param-
eters: beam energy 90 eV, filament current
of 2.8 A and a screen voltage of 5 kV.
spectra results in a OSiOH1s :Si
SiOH
2p ratio of 1.10, also
similar to the 1.13 observed in the previous chapter
for the identical etching procedure. Together with
the LEED pattern displayed in figure 6.5, which
shows a clear 1x1 termination, a mixed Si−OH /
C−H termination can be assumed for this sample
as well.
However, in contrast to the previous chapter, this
LEED pattern does not display any satellite spots,
even though the sample was not annealed. Nor-
mally this should be interpreted as proof of a more
ordered surface structure, however the first order
spots are less defined than for the 3Cx samples.
So, instead this difference may be due to a more
macroscopic difference in sample surface morphol-
ogy. Figure 6.6 shows Normarski microscopy shots
of both sample surfaces. As one can clearly see in
B), SD#1 as is features a lot of steps, which are likely
to prevent any macro-surface structures, normally
responsible for the appearance of satellite spots,
while 3Cas is possess a smoother surface structure.
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A) B) 25 mm
Figure 6.6.: Normarski microscope pictures obtained for
A) 3Cas is and B) SD#1 as is show the dif-
ferences in surface morphology. The bulk
SD#1 as is sample shows much larger surface
features (steps and terraces) compared to the
more evenly distributed 3Cas is
As illustrated in the band diagram in figure 6.4 the
variance in work function between the 3C SiC and
nickel should result in the formation of a Schot-
tky barrier. The resulting upward band bending,
indicated in further diagrams as diffusion poten-
tial Vd , should match 0.53 eV. One would then
expect a shift to lower binding energy for all core
level peaks as result of the reduced energetic dis-
tance to the Fermi level. Assuming a Schottky type
behaviour of contact formation the barrier height
would amount to ΦB = 0.59 eV.
Nickel / 3C SiC Interface Experiment
The next step was the execution of the actual in-
terface experiment. Increasing amounts of nickel
were deposited on SD#1 etched by magnetron sput-
tering. In Figure 6.7 the XPS detail spectra for
the Ni 2p, O 1s, C 1s and Si 2p regions taken af-
ter each subsequent deposition step are displayed.
No normalization was performed, but the Ni 2p is
displayed at a quarter of the actual intensity for
reasons of clarity. Component peak positions and
FWHM are displayed as well for the three com-
ponents employed for tracking the binding energy
shift as result of the band bending on the surface.
The results will be discussed from right to left.
As one can see CSiC1s and Si
SiC
2p3/2 both shift to
the right (lower binding energies) with increasing
nickel layer thickness. If no chemical changes oc-
cur on the sample surface all peaks should shift by
the same amount, as the band bending affects all
SiC components in the same way. Neither peak
shows any apparent changes in shape or FWHM,
thus chemical changes to the 3C SiC can be ruled
out. Observed shifts are 0.33 (CSiC1s ) and 0.36 eV
(SiSiC2p3/2). The 30 meV difference is well within the
50 meV margin of error, thus the shifts are coher-
ent. However from the work function difference in
3C SiC and Ni one would have expected a 0.53 eV
shift instead.
One can determine the band bending from the first
and last measurement alone. However it is prefer-
able to check the behaviour in between those two
extremes. Thus one can ensure that the peak posi-
tions converge toward a final value, as well as rule
out unexpected side effects.
As increasing amounts of nickel are deposited on
the sample surface over the course of the interface
experiment, less and less electrons from the sili-
con carbide surface will be able to pass through the
nickel layer without being scattered first. This re-
sults in an exponential dampening of the substrate
material signal in dependence of the nickel layer
thickness dNi. The nickel layer thickness dNi was
determined by numerical solution of equation 3.4
Pass Energy And FWHM
The SiC components in figure 6.7 all show
a 100 meV higher FWHM than in figure 5.2
from the previous chapter. This is a result of
the higher pass energy setting (10 eV com-
pared to the 5 eV from the previous chap-
ter) used for the measurements in this chap-
ter. Increasing the pass energy increases the
peak intensity, and thus improves the signal-
to-noise ratio, but it also broadens the ob-
served peak shapes.
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Figure 6.7.: XPS detail spectra (background subtracted) of SDx Å#1 etched for the various deposition steps as part of the
3C SiC / nickel interface experiment. The spectra were taken with a 10 eV pass energy, which explains
the about 0.1 eV higher FWHM values, compared to the previous chapter. The SiC core level components
CSiC1s and Si
SiC
2p3/2 display a shift of 0.33 and 0.36 eV to lower binding energies. In the O 1s region one
can observe the appearance of an additional nickel oxide species, as is elucidated from the apparent lack
of intensity in the displayed OSiOH1s component. One detail spectrum (3.7 Å) was accidentally overwritten
during subsequent experimental steps and could therefore not be evaluated.
68
with the corrected peak areas for the Ni 2p and Si
2p regions, see figure 6.7 for the resulting values.
While the C 1s and Si 2p regions display the
expected identical dampening, this is less pro-
nounced for the O1s region. Additionally, the O
1s peak exhibits a stronger binding energy shift as
well as an increase in FWHM. The assumed OSiOH1s
contribution to the O 1s region was estimated from
SiSiOH2p , for clarification of the effect it is displayed
in figure 6.7 for the first three nickel deposition
steps. Two possible explanations seem reasonable.
First, one could argue that some hydroxyl bonds
to the surface silicon are broken by the incoming
nickel ions. The hydroxyls oxygen could then at-
tach itself to the newly deposited nickel. Thus it
would be intermixed or on top of the nickel and
therefore less dampened than the 3C SiC bulk sig-
nal.
Second, a weak oxygen contamination takes place
during nickel deposition. This could for example be
caused by a small contamination level somewhere
in the argon line.
It can not be said with certainty which of those
two effects occur. However, considering the peak
shapes and intensities of the annealed sample in
the next section, the contamination seems most
likely. As the Ni 2p spectrum does not display
the typical multiplet splitting for NiO, nor the in-
creased satellite intensity for Ni(OH)2 but instead
the known metallic nickel shape, this should not
impede the measurements [151,152].
Contrary to the substrate peaks the nickel signal is
bound to increase with dNi. Actually, because of
the high cross section for nickel the signal intensity
for the Ni 2p region is only displayed at a quarter of
the measured intensity in figure 6.7. Otherwise the
substrate peaks would have been hard to read for
high dNi. In the Ni 2p region a clear main peak
is apparent, but the characteristic satellite struc-
ture for metallic nickel [151,152] only arises for a
nickel layer thickness above (1.9± 0.3)Å (less then
Figure 6.8.: Diagram of the XPS core level shifts in bind-
ing energy as result of nickel deposition. The





all show a shift to lower binding energies
with increasing dNi . The peak shifts in de-
pendence of nickel layer thickness can be de-
scribed quite adequately by an exponential
function, yielding total peak shifts of 0.35 eV
for the 3C SiC substrate and 0.54 eV for the
nickel.
one monolayer). It is fully present for (7.2± 0.8)Å
(about three monolayers) of Ni.
Above results are graphically summarized in figure
6.8. Fitting the data points with an exponentially
function yields a shift of 0.35 eV for the substrate
species SiSiC2p3/2 and C
SiC
1s (cyan and dark green). As
the function clearly converges on that value addi-
tional nickel deposition would not result in further
band shifts. This shift is the result of the upward
band bending from the Fermi level matching, in
other words the formation of a Schottky contact.
However, as the work functions exhibit a 0.53 eV
difference, a more pronounced band bending was
expected.
It stands to reason that further band bending was
prevented because the Fermi level was pinned due
to defect states in the interface layer. From the ob-
served band bending it can be concluded that these
surface states have to be located about 0.41 eV be-
low the conduction band edge ECB. With increas-
ing dNi more electrons flow from the 3C SiC to the
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nickel as a result of the Fermi level matching. This
results in the formation of a region without or at
least a reduced amount of free electrons, the deple-
tion layer. The electron depletion in turn, gives rise
to an increase in distance between ECB and E
3C
F . At
some point, the Fermi level E3CF will be aligned with
the energetic position of the defect states.
To start with, the defect states are all occupied, as
they were located below the Fermi level. But once
the Fermi level sinks beneath the defect state po-
sition some of them will be ionized. The remain-
ing, positively charged ions will cause a potential
drop δDS at the interface [153]. If the defect state
density is high enough no further changes in the
3C SiC Fermi level will occur, as additional surface
states are ionized instead. Thus, the Fermi level is
pinned. Above situation is graphically displayed in
the band diagram for the 3C SiC nickel contact in
figure 6.9. Whether the defect states and the result-
ing Fermi level pinning are a result of the Si−OH
/ C−H termination layer, the various defects in the
3C SiC sample or the interaction with the deposited
nickel could not be determined.
Back in figure 6.8 it is obvious that Nimetal2p3/2 exhibits
a stronger shift in peak position, 0.54 eV instead of
0.35 eV. This is a result of the ’cluster size effect’ as
shown for gold by Wertheim et al. in 1983 [154]
and recently also for platinum by Klett et al. [155].
For the first nickel deposition steps there will be
no closed metal layer, as the sample coverage is
less then one monolayer. Instead, there will be a
number of nickel clusters or islands. If an electron
from one of these clusters is removed due to pho-
toelectron excitation from the incident XPS X-ray
radiation, the remaining hole will be subject to a
reduced final state screening. As a result the core
level peaks of small clusters are shifted to higher
binding energies. With increasing cluster size this
effect diminishes until it disappears completely for
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Figure 6.9.: Band structure diagram for the 3C SiC
nickel interface as measured for SD28.5Å Ni#1 etched .
The diagram was constructed from the per-
formed XPS interface experiment measure-
ments. Reduced band bending of 0.35 eV
is the result of Fermi level pinning due to
surface states, the remaining 0.18 eV occur
as potential drop δDS across the interface re-
gion [153].
ficially increases the binding energy shift in the
nickel emission lines.
Contact Annealing
In order to display ohmic behaviour the n-type
(3C) SiC nickel contact has to be annealed [22].
Thus, SDNi#1 etched was transferred in situ to the
’buffer chamber’ and heated to 850 ◦C for 5 min-
utes under UHV conditions with a base pressure of
4× 10−9 mbar. While the electron impact heating
was active the pressure rose up to 1× 10−7 mbar.
The XPS detail spectra for the Ni 2p, O 1s, C 1s and
Si 2p regions are displayed at the bottom of figure
6.10.
At first glance the distinct decrease of the nickel
signal attracts the most attention. Pre-annealing,
(28.5± 0.9)Å of nickel were present on the sam-
ple surface. Post-annealing, this is replaced by
(3.1± 0.3)Å of nickel silicide. The disappearance
of about 90% of the nickel is surprising. From the
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Figure 6.10.: XPS detail spectra of SDNi2Si#1 etched before (top) and after (bottom) annealing at 850
◦C for five minutes.
The amount of nickel on the annealed sample is significantly reduced. Therefore XPS detail spectra
from a deposition step with a similar nickel content were selected for comparison (top). As result of the




2p3/2 reverse the previous shift, observed as result of
nickel deposition, and are now located 0.05 eV to higher binding energies than for SD#1 etched . Ni 2p:
the peak satellites disappear, the new peak shape and position indicate Ni2Si; O1s: the NiOy species
disappears; C 1s: the new species can be tagged as graphite; Si 2p: a matching Ni2Si species further
confirms the presence of nickel silicide. Each region is normalized independently.
evaporation rate to 1× 10−9 kg cm−2 s−1, only con-
sidering the five minutes at 850 ◦C not the heating
and cooling periods. Compared to the maximum
molar flux η˙max of 6× 10−11 kg cm−2 s−1 for Ni at
850 ◦C it is obvious that the necessary rate can not
be achieved by evaporation [156]. At least 925 ◦C
would have been necessary to explain the observed
nickel loss as simple evaporation. Neither is the
possible formation of nickel oxide an explanation,
as nickel oxide has a lower evaporation rate at the
same temperature [157].
Instead one could argue, that the nickel loss is the
result of nickel diffusion into the 3C SiC. Once it
had diffused beneath the XPS measurement depth
it would not appear in the XPS spectra any longer.
However, in this case the nickel concentration
should display a gradient function profile, where
the nickel concentration is highest close to the in-
terface and diminishes with increasing depth. This
kind of gradient should then give rise to a number
of different nickel silicide species in dependence of
depth, like NiSi2, NiSi and Ni2Si. But, as discussed
a little bit further down, only Ni2Si is present, thus
nickel diffusion can be ruled out as reason for the
nickel deficit.
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While not perfect, nickel evaporation seems to be
the best explanation. If the temperature measure-
ment with the pyrometer has as much as a 10 %
error, the sample temperature would actually be
high enough for nickel evaporation to be a rea-
sonable explanation. Should such an uncertainty
in the temperature measurement be the reason, it
would be similar for all annealing procedures per-
formed in the context of this work, thus not limit-
ing reproducibility.
Because of the reduced nickel amount on SDNi2Si#1 etched
the XPS detail spectra from the second Ni deposi-
tion step are displayed along with the detail spec-
tra of the annealed sample in figure 6.10. The total
amount of nickel on both samples is very close and
thus allows a good comparison of the effect.
Besides the signal intensity increase in the Ni 2p
region, annealing also results in a change in the
nickel peak shape. The satellite peaks character-
istic for metallic nickel disappear. This confirms
the formation of a new species at 853.25 eV. As it
is known that annealing in this temperature range
leads to the formation of nickel silicide it may be
expected that all remaining nickel is in the form of
nickel silicide. The formation of nickel silicides at
a silicon nickel interface was studied by Cheung et
al. and Cao et al. [158, 159] for Ni layers on bulk
Si and vice versa in a broad temperature range via
XPS and XRD. In their work it was shown that the
Ni 2p peak position is a reliable way of identifying
the nickel silicide species, while the corresponding
peak in the Si 2p region shows little to no change
in its position for the various species.
Comparing the observed peak position at 853.25 eV
with the reported values of 853.5 to 853.9 eV for
NiSi and 853 to 853.4 eV for Ni2Si implies that the
formed nickel silicide is Ni2Si [158–160]. This is
in good agreement with further studies, which all
reported the formation of Ni2Si for SiC / Ni con-
tacts in this temperature range [136,142,161,162].
Furthermore the rather small FWHM of 0.86 eV
is a strong indication that only one nickel silicide
species is present.
The presence of Ni2Si instead of any other nickel
silicide species can be double checked via the Ni:Si
ratio, as determined from NiNi2Si2p3/2 and Si
Ni2Si
2p . Due
to the layered nature of the sample at this stage
of the experiment, a thin film correction [67] had
to be applied to the component areas before the
calculation, see chapter 3.1. As the derived ratio
of 1.8:1 is reasonable close the expected value of
2:1, one can consider the presence of Ni2Si as con-
firmed. With the nickel silicide species known, the
Ni2Si layer thickness can be calculated according to
equation 3.4. The resulting (3.1± 0.3)Å resembles
about one monolayer.
In the O 1s region, the additional oxygen species
ONiOy1s disappears completely. The observed peak
shape and position are comparable to SD#1 etched ,
but shifted to higher binding energies. From metal
contacts to pure silicon it is known, that nickel
atoms can diffuse through a thin silicon oxide layer
in order to form nickel silicide with the subjacent
bulk silicon [163,164]. Similarly, the mixed Si−OH
/ C−H layer does not inhibit nickel silicide forma-
tion.
In the C 1s region one can observe the appearance
of a new species at 284.33 eV. From peak position
and line shape it would be in excellent agreement
with the carbon sp2 bond, which is characteristic
for graphite and graphene [165]. As the peak po-
sitions of these two materials tend to overlap in
the range from 284.1 to 284.8 eV [166–168] dif-
ferentiation from peak position alone is impossible.
However, an estimate of the carbon layer thickness
(equation 3.5) yields about (11± 1)Å. This would
correspond to ca. three carbon monolayers, thus it
is graphite. Furthermore it indicates that the an-
nealing lead to silicon depletion, about two mono-
layers of SiC Si which were formerly bound to the
carbon now forming the graphite layer.
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The graphene formation on clean SiC surfaces
is well known and actually quite exciting. But
it usually occurs at temperatures above 1250 ◦C
[114, 165, 169]. This is not the case in nickel
covered SiC though. Instead, graphite formation
has been reported for temperatures below 1000 ◦C
[159] as result of carbon atom displacement from
nickel atoms during nickel silicide formation [161].
In the Si 2p region one new species comes into
existence at 99.56 eV. As discussed above it cor-
responds well with Ni2Si. The Si
SiC
2p3/2 core level
of SDNi2Si#1 etched is located at 100.90 eV, compared
to 100.63 eV for SD1.9Å Ni#1 etched and 100.85 eV for
SD#1 etched . Before the annealing step the sam-
ple displayed upward band bending, as the core
levels were shifted to lower binding energies than
the 100.85 eV for SD#1 etched , which correspond to
a flat band like band alignment. Post annealing the
SiSiC2p3/2 component is shifted 50 meV to higher bind-
ing energies, which corresponds to a downward
band bending in the 3C SiC.
As mentioned above, while discussing the necessity
of thin film corrections, the sample is a layered sys-
tem now, with 3C SiC, Ni2Si and graphite. While it
is obvious that the bottommost layer has to be 3C
SiC, the order of the remaining two is not quite as
self-explanatory.
Both, the Ni 2p and Ni 3p region were measured
for SDNi2Si#1 etched . The electrons responsible for these
peaks exhibit very different kinetic energies, about
634 eV for Ni 2p and 1420 eV for Ni 3p. Because
of that their inelastic mean free path lengths λA in
graphite differ significantly, with values of 11.6 Å
for Ni 2p and 21.59 Å for Ni 3p. This means that
an overlaying graphite layer would result in a much
stronger dampening for the Ni 2p region than for
the Ni 3p region. As the Ni2p:Ni3p ratio is 0.71
(opposed to 1.02 before annealing) this is obvi-
ously the case. This ratio and the inelastic mean
free path lengths from above can be used for a cal-
culation of the overlaying graphite layer thickness

















Figure 6.11.: XPS detail spectrum of SDNi2Si#1 etcheds sec-
ondary electron edge. The determined in-
tersect with the abscissa of 4.60 eV is in ex-
cellent agreement with the work function of
graphite.
via equation 3.5. The resulting graphite layer thick-
ness (8.5± 2.6)Å is in good agreement with the
(11± 1)Å from the C graphite1s :CSiC1s ratio using the
same equations. It can be concluded that the sam-
ple layer order is: (bulk) 3C SiC, Ni2Si, graphite.
Graphite as uppermost layer is further confirmed
by the work function observed for the annealed
sample, see figure 6.11. As the work function is
determined from the very surface, it should only
be dependent on the nature of the uppermost layer.
The observed value of 4.60 eV is in excellent agree-
ment with literature values of graphite [170].
All the above information can be used to draw a
final band diagram of the situation in the annealed
sample. This band diagram is displayed in figure
6.12. The most apparent change, compared to the
un-annealed sample in figure 6.9, is the reversal
of band bending in 3C SiC as result of the 3C SiC /
Ni2Si interface formation. For the 3C SiC / Ni inter-
face the band bending was 0.35 eV upward. Now,
for the 3C SiC / Ni2Si interface it is 0.06 eV down-
ward. Exactly this behaviour is what one would
expect from a semiconductor in ohmic contact to a
metal.
The obvious explanation for this behaviour is Fermi
level matching between 3C SiC (Φ3C) and Ni2Si




























Figure 6.12.: Band structure diagram of SDNi2Si#1 etched . An-
nealing induced nickel diffusion resulted
in the formation of Ni2Si. Contrary to
the 3C SiC / Ni interface, the 3C SiC /
Ni2Si interface shows a 0.06 eV downward
band bending. This is the characteristic be-
haviour of an ohmic semiconductor / metal
contact.
can not be determined via XPS as the Ni2Si is cov-
ered by graphite. Biswas et al. examined the nickel
silicide work function in dependence of the Ni:Si
ratio and reported values between 4.3 eV for Si2Ni
and 4.55 eV for NiSi2 [171]. As discussed above,
the nickel silicide species in SDNi2Si#1 etched was iden-
tified as Ni2Si, thus ΦNi2Si = 4.30 eV is assumed.
This value is 0.32 eV below the 3C SiC surface work
function Φ3C sur f ace and electrons from the nickel
silicide will flow into the 3C SiC, creating an elec-
tron rich interface layer and thus induce downward
band bending in the 3C SiC.
With 0.06 eV the observed band bending is lower
than the difference in work functions. However,
in this case it is to be expected, as the Fermi level
reaches the conduction band at this point. Due to
the higher density of states in the conduction band
the remaining electrons, to be exchanged for Fermi
level adjustment, will be localized in an extremely
thin layer at the surface. This is basically a dipolar
potential and as such will not be observable in XPS.
Thus Fermi level alignment is achieved from a com-
bination of diffusion potential (band bending over
a measurable depletion layer) and a dipolar poten-
tial shift.
In pure silicon nickel / contacts another effect is
known to occur. There, nickel silicide formation
results in a displacement of dopant atoms. The
dopants are further displaced as the silicide front
moves, thus creating an accumulation right at the
interface. Over the course of the nickel silicide
growth this can give rise to a significant increase
in doping concentration in the silicon right at the
interface [163, 172]. Higher doping concentra-
tions also mean better contacts. However, as only
about six monolayers of SiC are transformed into
Ni2Si respective graphite the amount of displaced
dopants would not be sufficient to explain the ob-
served effects. Therefore the observed band bend-
ing, and thus the ohmic nature of annealed Ni / 3C
SiC contacts has to be ascribed to the favourable
Fermi level matching between 3C SiC and Ni2Si.
6.4 Conclusion
This chapter was focused on the investigation of
nickel for the production of ohmic contacts to n-
type 3C SiC. To the authors best knowledge, there
are no comparable studies of the changes in band
allocation during nickel contact formation and an-
nealing for 3C SiC. Previous studies were mostly
focused on the electrical properties [139–142] or
observing the changes in nickel silicide species with
temperature [161].
The 3C SiC / Ni contact was prepared in a fash-
ion commonly found in literature. A single domain
3C SiC sample (SD#1 etched) employed for all exper-
iments in this chapter was wet chemically etched.
Subsequent experiments confirmed a clean sample
surface, with 1x1 surface reconstruction in form
of a mixed Si−OH / C−H termination, and flat
band conditions. Upon nickel deposition of up to
(28.5± 0.9)Å upward band bending was observed
as result of Fermi level matching. This behaviour
is expected for a Schottky type contact, confirm-
74
ing the numerous reports that un-annealed Ni / 3C
SiC contacts are not ohmic. However the observed
band bending of up to 0.35 eV remained below the
expected value of 0.53 eV. This was ascribed to
Fermi level pinning in the 3C SiC as result of sur-
face states.
Five minutes of annealing at 850 ◦C resulted in
the formation of nickel silicide and graphite atop
the 3C SiC sample. From the Ni 2p peak position
and the observed intensity ratios the nickel silicide
species could be determined as Ni2Si. The new,
layered sample structure is: (bulk) 3C SiC, Ni2Si,
graphite. As result of the new 3C SiC / Ni2Si inter-
face the former upward band bending is changed
to 0.06 eV downward band bending. This is the
behaviour expected for ohmic contacts. Therefore
the ohmic nature of annealed 3C SiC nickel con-
tacts can be identified as a result of the favourable
Fermi level matching between 3C SiC and Ni2Si.
Ohmic Back Contacts To 3C SiC
Method and parameters described in this
chapter were also employed to produce
ohmic 3C SiC / Ni contacts to all other 3C
SiC samples discussed in this work. The only
difference being that only one nickel deposi-
tion step was performed, instead of multi-
ple separate steps. This single step was per-
formed at higher power (50 W compared to
the 10 W employed in this chapter) and an
extended duration of about five minutes in
order to achieve a higher nickel layer thick-
ness.
6.5 Appendix: TLM Measurements
At a later date the same sample SD#1 was used
for determining the specific contact resistance of
the annealed 3C SiC / Ni contacts via the trans-
fer length method (TLM). The interface experi-
ment was performed on the original sample sur-
face. Contrary the TLM measurements were per-
formed on the (0.25 µm) polished sample. Oth-
erwise the contacts were prepared following the
same preparation procedure discussed in the ’Ex-
perimental Procedure’ section of this chapter. A
simple linear contact pattern, displayed on the top
of figure 6.13, was created by using an evaporation
mask.
UI Measurements were performed between two ad-
































Figure 6.13.: Top: TLM pattern used for contact re-
sistance determination of SD#1. Bottom:
The determined resistance between two ad-
jacent contacts on SDT LM#1 polish (0.25µm) were
employed for determining the specific con-
tact resistance [62]. Because SD#1 broke
during transfer to the annealing chamber,
only the four contacts on the left side could




sistance was plotted over the contact distance, see






is a function of the sheet resistance Rsh, semicon-
ductor width W , contact distance d and contact
resistance Rc [62]. RT for d = 0 can be ex-
trapolated from the ordinate intercept, yielding
an Rc of (3.87± 0.02)Ω for the un-annealed and
(2.39± 0.03)Ω for the annealed contacts. Consid-
ering the contact dimensions this yields a specific
contact resistances
ρc(as is) = 1.4× 10−2Ωcm−2
ρc(annealed) = 8.6× 10−3Ωcm−2
As one can see, the annealing does result in the
expected improvement of ρc. However, this study
was just intended as a quick survey. Therefore
neither the influence of the semiconductor dimen-
sions (the sample was not cut in order to reduce
W ), nor current crowding at the contact edges or
the surface morphology were taken into account
[62,141].
The annealed 3C SiC / nickel contact has been
examined many times by various researches. Al-
most all them employing TLM, in order to mea-
sure ρc in dependence of annealing temperature,
surface preparation, doping etc. A quick search
yielded values from as high as 8.64× 10−1 Ωcm−2
to very low values in the range of 1.4× 10−5Ωcm−2
[22,139–142,173].
As the effective contact area for the water splitting
experiments in the next chapters will be approxi-
mately one square centimetre, the resulting resis-
tance from the contact will be negligible in com-
parison to the approx. 100Ω contribution from
the electrolyte. There it is more important that
the back contact exhibits ohmic behaviour in the
investigated potential range, in order to prevent
it from influencing the electrochemical impedance
spectroscopy (EIS) measurements. Because the an-
nealed contact shows ohmic UI behaviour in the
range from -2 to +2 V this will be sufficient.
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7 Single Domain Bulk 3C SiC For Water Splitting Applications
The main topic of this work is 3C SiCs suitability
for direct photoelectrochemical water splitting. As
single domain 3C is the simplest case, neither sub-
strate interfaces nor grain boundaries have to be
taken into account, it will be discussed first in con-
text of the two available samples SD#1 SD#2. The
more complex cases can be found in the following
chapters. Therefore this chapter will give an intro-
duction to the presentation of electrochemical data,
along with its interpretation and conclusions drawn
in regard of 3C SiCs performance. Applied measure-
ment methods are XPS, UV-Vis spectroscopy, Raman
spectroscopy and a number of electrochemical tech-
niques like cyclic voltammetry, chopped light mea-
surements, impedance spectroscopy and others.
7.1 Introduction
This chapter will be the first to directly deal with
the actual topic of this work: the eligibility of cu-
bic silicon carbide (3C SiC) for direct photoelectro-
chemical water splitting. It will therefore include
some introductions regarding electrochemical (EC)
measurements, their evaluation and interpretation.
The following chapters all deal with EC data and
will build upon the foundation established within
this chapter.
A multitude of effects can influence EC measure-
ments. In order to minimize those, this first EC
chapter will deal with single domain bulk 3C. As
there are no additional interfaces, grain boundaries
or catalyst overlayers to be considered this simplest
case will be discussed first. From there, the follow-
ing chapters will deal with more complex systems:
3C SiC on substrates in chapter 8, and catalyst het-
erostructures in chapter 9.
7.2 Experimental Procedure
This chapter is focused on the electrochemical
characterisation of (001) single domain cubic sil-










Figure 7.1.: Open circuit potential (OCP) at zero current
of a silver / silver-chloride (Ag/AgCl) refer-
ence electrode versus a reducible hydrogen
electrode (RHE) used for calibration. The
relation between the RHE scale and the ref-
erence electrode is displayed in light gray.
investigated, the first SD#1 is (191± 5) µm, the sec-
ond SD#2 is (152± 5) µm thick. Both samples dis-
cussed were grown via CVD by Hoya Cooperation
[143]. As part of an early stage commercial wafer,
the sample displays a high level of residual strain
distributed in-homogeneously through the crystal
volume, as well as a high planar defect density. Be-
fore the electrochemical characterisation an ohmic
(annealed-) nickel back contact was deposited on
the sample backside according to the procedure de-
scribed in chapter 6.
Sample Nomenclature
Most experiments discussed in this chapter
were performed on SD#2. For electrochem-
ical measurements the sample preparation
will be added as subscript as before. As no
further treatment (like annealing etc.) oc-
curred over the course of the experiments,
the superscript is used to supply the elec-
trolyte employed for the measurements, as
in SD0.05M H2SO4#2 .
OCP, EIS, CV and Chopped Light (Zahner)
Most electrochemical measurements were per-
formed with a Zahner potentiostat. The only
exception were series impedance measurements,
which were mostly performed at a Gamry setup,
see chapter 3.5.
Previous to any electrochemical experiment the
sample was prepared as required. For most ex-
periments this means it was etched with piranha
solution and submitted to a subsequent oxide re-
moval step in ammonium fluoride in order to sup-
ply a clean and comparable surface, as described in
chapter 5. In order to prevent damage to the back
contact, droplet instead of immersion etching was
performed.
Each electrochemical experiment was started with
the calibration of the reference electrode. All
experiments discussed in this chapter were per-
formed with Ag/AgCl reference electrodes. For the
calibration about 25 ml of the chosen electrolyte
were given into a clean glass beaker and bub-
bled with nitrogen in order to remove dissolved
oxygen. Both, the Ag/AgCl and a reducible hy-
drogen electrode (RHE) were then placed in the
bubbled electrolyte and the open circuit potential
(OCP) between them was recorded as displayed
in figure 7.1. The OCP measurement was per-
formed for 10 to 20 minutes or until the poten-
tial remained constant and the obtained saturation
value was then used to select the appropriate mea-
surement ranges for the remaining measurements
of this experiment. This relation between the po-
tentials versus the Ag/AgCl and the RHE electrodes
can also be seen in figure 7.1 (light grey).
During the reference electrode calibration the EC
cell parts were thoroughly cleaned with millipore
water, subsequently the cell was assembled with
the sample inside. Once the calibration was com-
plete, the electrolyte used for the calibration was
bubbled with nitrogen once more and funnelled
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into the electrochemical cell. The EC cell was then
mounted in the measurement setup at a fixed dis-
tance from the selected LED.
LEDs of different wavelengths and intensities were
available, if not noted otherwise a blue LED with a
peak wavelength of 455 nm was employed. Finally,
the reference electrode was inserted, the potentio-
stat connected, and a light-tight cover was placed
over the EC cell, in order to prohibit external light
from influencing the measurement.
EIS for Mott-Schottky (Gamry)
The series EIS measurements for the Mott-Schottky
plots were performed with a Gamry setup. Sam-
ple preparation was identical, but the ’Experimen-
tal EC Mott Schottky Procedure’ was performed in-
stead of the ’Experimental EC Standard Procedure’.
Experimental EC Standard Procedure
1. Reference Electrode Calibration
2. Open circuit potential (OCP)
3. Electrochemical impedance spec-
troscopy (EIS)
4. Chopped light measurement
5. Cyclic voltammetry (CV) in the dark
6. OCP with illumination pulse
Experimental EC Mott Schottky Procedure
1. Reference Electrode Calibration
2. Open circuit potential (OCP)
3. Automated (EIS) series
step width: 0.05 V with 30 s breaks
frequency range: 0.5 to 10000 Hz
For further details and information on the ex-
perimental methods and employed equipment see
chapter 3.
7.3 Results and Discussion -
On the Measurement Methods
EC Measurements: Necessary Corrections
While the investigated electrode and its interfaces
are to be investigated, a possible contribution from
the measurement setup has to be considered as
Assembling The EC Cell Correctly
While assembling the EC cell prior to any
experiment a number of common mistakes
can impair the subsequent measurements:
1. If the O-ring is not positioned cor-
rectly, leakage of the electrolyte can
occur. Should the leaked electrolyte
touch the EC backplate there is a
short, this is equivalent to a (small)
resistor in parallel to the sample.
2. While funnelling the electrolyte into
the EC cell, care has to be taken to
avoid air bubbles on the sample sur-
face. As those would reduce the re-
active sample surface area in contact
with the electrolyte, depending on the
amount of bubbles a substantial de-
crease in current can occur.
3. Air bubbles can also stick to the tip
of the reference electrode while it is
introduced into the EC cell. This re-
sults in totally random behaviour of
the current voltage relation, as the
reference electrode is essentially iso-
lated from the sample.
79
Figure 7.2.: A) How Ohm’s law affects the data upon
voltage drop correction for RS B) Bode plot
of the SD#2 EIS measurement used for the
determination of RS = 128Ω. The obtained
RS values were used to correct for the setup
resistance in the subsequent measurements.
See text for a discussion of the correction
and the reason for the rising phase at high
frequencies.
well. It will exhibit a total resistance RS, most of it
a contribution of the electrolyte. The actual value
will be dependent on the cell geometry. However,
the measurements should be corrected for the volt-
age drop over RS, in order to ensure comparability
between measurements in different experimental
setups or with various electrolytes.
Once RS is known, the voltage drop can easily be
obtained from
U = R · J (7.1)
Ohm’s law, where U is the voltage drop occurring
for the current J passing through a resistance R.
The correction effect on current voltage curve is
displayed in figure 7.2 A). In the anodic regime
the correction results in a shift to lower potentials.
Because RS is constant a higher current density J
will result in a stronger shift. The experimental
setups serial resistance RS (R0 in chapter 3.5) can
be obtained via electrochemical impedance spec-
troscopy (EIS) at high frequencies, assuming the
setup can be represented accurately by a Randles
cell as equivalent circuit.
Figure 7.2 B) shows the EIS measurement per-
formed for SD#2 at open circuit potential (0.665
V vs RHE) in 0.05 M H2SO4. The obtained RS of
128Ω was used for potential corrections in all sub-
sequent measurements. A similar procedure was
repeated for all the EC experiments discussed in
this work. However, the resulting shifts are rather
small. For a current density of 100 µA/cm2 it would
amount to 0.012 V
Contrary to the expected behaviour the phase in
figure 7.2 B) rises again for high frequencies. This
has nothing to do with the 3C sample, but can
instead be traced back to the reference electrode.
The thin membrane at the tip of the reference elec-
trode has a certain impedance as well, and gives
rise to this behaviour. One can prevent this effect
by placing a platinum wire next to the reference
electrodes tip and connect it via a small capaci-
tance (20 nF to 100 nF) to the reference electrode
[28, 174]. Control measurements, performed with
this setup in place, showed that the 3C SiC samples
have no features in this frequency range, thus the
effected high frequency region can simply be ig-
nored. Therefore further measurements were per-
formed without the platinum wire/capacity setup,
as the correct placement proved to be quite difficult
and time consuming.
Photocurrent Response Measurements
As the 3C SiC samples SD#1 and SD#2 are both n-
type they are suitable for the oxygen evolution re-
action (OER) in the anodic region, see chapter 2.2
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Figure 7.3.: CV of SD#2 in the dark and under illumi-
nation in comparison to the approx. shape
of the ideal curve under illumination. As the
experiment was performed in dest. water, the
(V vs. RHE) should only be understood as an
approximate value.
for general information on the direct photoelectro-
chemical water splitting process. A very first test
measurement on SD#2 is displayed in figure 7.3.
It was not performed while following the standard
experimental procedure, and the cyclic voltamme-
try measurements (CV) was performed in distilled
water, in order to affect the sample as little as pos-
sible. The chosen electrolyte might result in pH
changes over the course of the measurement, thus
preventing a precise conversions to V vs. RHE, but
it is sufficient for a first impression of the overall
electrochemical behaviour of 3C SiC.
As expected, there is no anodic current in the dark,
as there are no holes which could take part in the
OER, see equation 2.15. This curve is called the
dark current. However, under illumination with a
blue LED, there clearly is a photocurrent, as the CV
curve shows a positive/anodic current for poten-
tials exceeding 0.2 V vs RHE. This is the result of
photo-generated holes participating in the OER. It
is obvious though, that the observed curve is quite
different from the ideal curve expected for such a
setup, where the photocurrent onset should be far
in the cathodic regime. Ideally the curve would
then saturate before the origin, making maximum
use of all photogenerated holes without the need
for an external bias potential. As will be discussed
later in this chapter, this deviation is the result of
insufficient photovoltage.
CV measurements performed under constant illu-
mination give information about the steady state
photocurrent. While this is the relevant value for
devices, as they are intended to run continuously
for an extended duration, CV does not show some
aspects of the process, which are of interest in un-
derstanding the problems of this system. This is
why the data in this chapter was mostly generated
from chopped light measurements, see figure 7.4.
As shown, a single chopped light measurement al-
lows the determination of both, steady state pho-
tocurrent J s. state and the dark current J dark. Fur-
thermore it gives information on the onset pho-
tocurrent J onset and the kinetic processes taking
place.
The chopped light measurements were performed
with two second light pulses. This interval works
well for most of the measurement range, provid-
ing sufficient data points, while giving the system
enough time to settle into its final state, before
the pulse ends. And then again before the next
pulse starts. However, for potentials exceeding ap-
prox. 1.4 V vs RHE the two seconds of darkness
are no longer sufficient for the system to reach
equilibrium. This is obvious from the dark cur-
rent (white areas in figure 7.4) in this potential
range still changing rapidly, before the next light
pulse hits. For correction, the measurement was
repeated with the same parameters, but completely
in the dark, yielding a significantly lower dark cur-
rent.
In the dark, no holes are available for the OER,
thus, the dark current should be zero. The occur-
rence of a positive net current in the dark indicates
the presence of a parasitic reaction, most likely an-
odic dissolution or oxidation of the 3C SiC sample.
81
 LED Intensity ( peak  455nm)
 JonsetSD #2  J
s. state
SD #2  J
dark
SD #2  J
dark
SD #2 (from CV)
























Figure 7.4.: Detail of an electrochemical chopped light measurement, performed on the polished (0.25 µm) SD#2 in
0.05 M H2SO4. The chopped light measurement was used to determine the onset photocurrent (J
onset
#2 :
light blue), steady state photocurrent (J s. state#2 : blue) and the dark current (J
dark
#2 : black dash). For
comparison of the dark currents a CV measurement in the dark was added (J dark#2 : black). The scan rate
for both measurements was 5 mV/s.
Illumination might increase the parasitic reaction
rate further. Thus, the observed current densities
in a potential range, where a significant dark cur-
rent contribution is observed, have to be consid-
ered with caution. A part of it might be the result
of photocorrosion, a subject discussed further be-
low.
Chopped Light Transients
As mentioned before chopped light measurements
can provide some insight on the kinetics and how
those change with varying potential. While the
kinetics of electrochemical reactions are more fre-
quently investigated via measurements with rotat-
ing ring disk electrodes [58, 175, 176] or inten-
sity modulated photocurrent spectroscopy (IMPS)
[177–179], some of those insights can be approx-
imated from chopped light measurements. Fig-
ure 7.5 displays the current response (transients)
over time for six light pulses at different poten-
tials, excerpts from figure 7.4. They all display a
step increase of current upon illumination, a result
of photogenerated hole electron pairs being sepa-
rated, with the holes moving toward the surface
and the electrons toward the bulk.
Once an equilibrium between hole generation and
loss (either through recombination or transfer into
the electrolyte) is formed, the current increase
stops at the onset current (J onset). Should the ar-
rival of new holes at the surface exceed the trans-
fer across the interface (Jt r), holes will accumu-
late at the surface. The increased hole density will
induce a responding electron flux to the surface,
where holes and electrons recombine (Jrec), see
figure 7.6 for a schematic presentation [59]. At
some point another equilibrium is reached and the
steady state current (J s.state) remains constant.
This recombination current is responsible for the
characteristic current decrease following the onset
peak observed in figure 7.5. As a result of recombi-
nation the current is reduced to less than half the
J onset value at lower potentials near photocurrent
onset. The effect decreases at more anodic poten-
tials. For a more detailed evaluation one can model
the time dependent behaviour of the above system,
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Figure 7.5.: Some examples of the transient photocurrent response for the polished (0.25 µm) SD#2 in 0.05 M H2SO4.
The sample was illuminated at 200 W/m2 with a blue LED (λpeak = 455 nm) for two second intervals and
at various applied potentials in the context of a chopped light measurement. An exponential fit, according
to equation 7.2 was used to determine the time constant τ from the transients line shape. The temporal







Jtr = Jhn  - Jrec
Figure 7.6.: Graphic of the equilibrium between charge
transfer and recombination at the 3C SiC /
electrolyte interface under illumination. Jhν,
Jt r and Jrec are current densities, while kt r
and krec describe the corresponding rate con-
stants.



























Potential (V vs. RHE)
SD0.05 M H2SO4#2 polish (0.25 m)
Figure 7.7.: Rate constants for interface transfer (kt r)
and recombination (krec) in SD#2. Deter-
mined via fitting the time dependant tran-
sients of the chopped light response accord-
ing to equations 7.2 to 7.4.
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near the surface are considered [59,177,180]. The
time dependent decrease in current J(t) following
the onset peak is then given by
J(t)− J s.state
J onset − J s.state = exp (−t/τ) , (7.2)
where t is the time and
τ= (kt r + krec)
−1 (7.3)






kt r + krec
(7.4)
the current relation eq. 7.4, allow an approxima-
tion of the transfer (kt r) and recombination (krec)
rate constants from the exponential fits displayed
in figure 7.5.
The obtained kt r and krec values are displayed
in figure 7.7 as a function of the applied poten-
tial. Both rate constants are comparable to those
reported for hematite (α−Fe2O3) in magnitude
[59]. Further evaluation is difficult due to lack
of detailed information on the energy positions of
the various oxygen evolution reaction steps, and
changes to the band bending (and thus depletion
layer) in the semiconductor, which will be dis-
cussed later. Additionally, it is likely that the ap-
plied model (kt r and krec only) is too simple. Other
reaction paths, such as recombination and inter-
face transfer via surface states, have to be included
[178, 180]. For more information about possible
models and the resulting time dependant differen-
tial equations, a study of the work by Ponomarev
and Peter is recommended [180].
Nevertheless, one can draw some conclusions from
this. For example, krec increases until approx.
0.8 V vs RHE, where a steep decrease occurs. In
order for recombination to occur, both electrons
and holes have to be available in close proximity,
here most likely the 3C SiC / electrolyte interface.
Assuming the applied bias potential drop occurs in
the semiconductor, this would result in the concen-
tration of free electrons in the conduction band to
decrease with increasing bias potential, while the
band bending increases.
Likewise, changes in kt r are due to the density of
states overlap between the hole quasi Fermi levels
and the energy position of the first OER step. From
the kt r shape one could then argue, that this first
step and the quasi Fermi level are aligned at ap-
prox. 0.9 V vs RHE. The kt r decrease at higher po-
tentials would then be a result of the difference be-
tween those two levels opening up again, at higher
applied potentials. A limitation of suitable transfer
sites could also result in a kt r decrease for higher
current densities.
Keeping the above considerations in mind, the fol-
lowing discussion will refer mostly to the onset and
steady state current density, as their difference (or
similarity) will give adequate information about
the degree of recombination occurring at specific
potentials. And as Laurence M. Peter, one of the
pioneers in this area of research, wrote in 1990:
"...interpretation of photocurrent transients remains
highly controversial after nearly a decade of investi-
gation..." [178].
7.4 Results and Discussion - OER With 3C SiC
As the comparison of multiple datasets of chopped
light measurements is rather confusing, only the
net photocurrent will be displayed. An example of
this presentation is supplied in figure 7.8, which
shows the full data range (only a part was dis-
played in fig. 7.4). The two blue lines give the
corrected onset (J onset∗) and steady state (J s.state∗)
photocurrent density for the polished (0.25 µm)
SD#2 in 0.05M H2SO4, while the black line dis-
plays the dark current density (J dark). Corrected
means that the dark current at the respective po-
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Onset Potential
  0.47 V vs. RHE
Figure 7.8.: Corrected onset (J onset∗) and steady state (J s.state∗) photocurrent density for the polished (0.25 µm) SD#2
in 0.05M H2SO4. The same data is displayed for the current density in linear (left) and logarithmic (right)
scale. From the starting point of the linear segment the photocurrent onset potential of 0.47 V vs RHE
was determined, along with 1.21 V vs RHE for the dark current.
tential has been subtracted from the photocurrent
density (J onset∗ = J onset − J dark and J s.state∗ =
J s.state − J dark). Figure 7.8 gives the same data in
linear (left) and logarithmic (right) scale for the
current density. As the logarithmic scale allows a
better examination of the onset region it will be
used for most plots in the following discussion.
Onset- Photocurrent/Region/Potential
Onset Photocurrent describes the pho-
tocurrent density of the peak at the begin-
ning of a chopped light illumination period.
See J onset in figure 7.5.
Onset Region describes the potential region
where the current voltage behaviour in the
dark and under illumination first starts to
deviate. See figure 7.8 (left).
Onset Potential describes the actual poten-
tial where the photo-response and thus the
OER starts to occur. The are numerous ap-
proaches on how this values is to be defined
exactly (specific current etc.). Here defined
as potential for J onset∗ = 0.5 µA/cm2. See
figure 7.8 (right).
Quantum Efficiency
The main values of interest will be the potential
at which the OER starts to occur (onset potential),
and then the photocurrent density at a given po-
tential exceeding the onset potential.
The ’onset potential’, is a common, but ill defined
term in EC. As the curve shape is exponential, there
is no clear intersection, neither can the rest poten-
tial Er be used, as there is no information on the
rate of the ORR. A common solution is the def-
inition of a specific current density as onset po-
tential in order to refer to the potential depen-
dence. Here the onset potential will be defined
as the potential, where the exponential (linear in
a log scale plot) curve region shows a current den-
sity of 0.5 µA/cm2. The lower the onset potential,
the better.
Quite the opposite is true for the photocurrent
density. However, in order for J s.state∗ to yield
meaningful information, on the 3C SiC efficiency,
it has to be considered in relation to the incident
light. A higher light intensity will most likely re-
sult in higher photocurrents. For comparability, the
quantum efficiencies should be considered instead.
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Even then, the applied potential will strongly im-
pact the obtained efficiencies. For an objective
assessment of the performance, energy efficiency
would be the best solution, see chapter 10.
There are two different definitions for quantum ef-








, gives the ratio of charge carriers measured (pho-
tocurrent density) in relation to the amount of pho-







# of abs. photons
(7.6)
and is defined as the ratio of measured charge car-
riers and photons actually absorbed in the sample.
First, the reflection loss due to the whole experi-
mental setup has to be considered. Because the an-







for the reflectance [75]. From this, the reflec-
tion losses of an air/glass/electrolyte/ 3C SiC sys-



















Figure 7.9.: Schematic of reflection losses in the EC setup
according to equation 7.7. The refractive in-
dexes used are from literature [181,182].
figure 7.9. Considering the original intensity of
200 W/m2, this means 174 W/m2 at the 3C SiC sur-







= 4.37× 10−19 J (7.8)
for a wavelength of 455 nm. One can determine
the number of incident photons per cm2
I0 = # of photons =
Pλ
E
= 3.98× 1016 s−1 cm−2
(7.9)
from the light intensity at the 3C SiC surface Pλ =
1.74× 10−2 W/cm2.
If each of those would be absorbed, form an
electron-hole pair participating in the OER reaction
and assuming a Faradaic efficiency of 100 % the re-
sulting photocurrent should be 6.37 mA/cm2. The
maximum photocurrent measured for SD0.05 M H2SO4#2 polish (0.25µm)
was 72.4 µA/cm2.
Therefore the internal quantum efficiency
IQE0.05 M H2SO4#2 polish (0.25µm)(2 V vs RHE) = 0.011 (7.10)
, even at a high bias potential, is a very small value
of 1.1 %. This value should be considered with cau-
tion, as part of that current could stem from sample
degradation, which clearly occurs at this potential,
as the dark current is nearly as high as the pho-
tocurrent. At lower bias potentials the IQE gets
even worse. Measured without any bias voltage,
as would be ideal, it is 0.003 % for the onset cur-
rent, thus neglecting recombination. The IQE for
the steady state is one order of magnitude worse.
In order to improve the 3C SiC performance, one
first needs to identify the problem. While the high
onset potential at 0.47 V vs RHE is responsible for
the low IQE without bias potential, the overall pho-
tocurrent is way below expectations.
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Hole Flux to the Surface
There are two possible circumstances, which could
explain the low photocurrent. First, the number
of holes reaching the surface is already low. Sec-
ond, a sufficiently large number of holes reaches
the surface, but instead of participating in the OER,
they recombine. Considering the approximated re-
combination rates from figure 7.7, the recombina-
tion rate constant krec never exceeds approximately
four times kt r . If recombination alone would cause
the problem, the expected IQE should therefore
have been 20 % or above.
Thus, the hole flux to the surface has to be investi-
gated further. As photons are absorbed in a semi-
conductor, they create an electron-hole pair (exci-
ton) by exciting an electron from the valence into
the conduction band. The probability of this ab-
sorption taking place is given by the absorption co-
efficient α, which is related to the incoming photon
flux I0, and the photon density I(∆x) at the pene-
tration depth ∆x , via the Lambert-Beer equation
I(x) = I0 exp(−αx) (7.11)
(reflection losses already taken into account). The
3C SiC samples considered are n-type, any holes
from photo excitation will be minority charge car-
riers. As such they have a short lifetime and will
soon recombine with the much more numerous
electrons from the conduction band. Two situa-
tions have to be considered.
First, the photon could be absorbed near the sur-
face, in the depletion layer. Due to the number
of electrons in the depletion layer being ’depleted’,
the probability of recombination is much reduced.
The built-in potential will further aid in electron
hole separation, forcing the hole towards the sam-
ple surface, where it can participate in the OER.
Hence, holes created within the depletion layer
width WD are considered to reach the surface in
popular models of charge separation.
Second, a photon is absorbed somewhere in the 3C
SiC bulk. As there is no potential driving it into
a specific direction it will diffuse at random un-
til, at some point, it recombines, at which point
it is essentially lost for the OER reaction. Should
the random diffusion happen to move it into the
depletion layer, it will behave like the previously
discussed holes from there on, and participate in
the OER.
The hole flux through the depletion layer was first
calculated by Gärtner in 1959 for the case of an n-
type semiconductor in contact with a transparent











is also valid for the n-type 3C SiC in contact with
an electrolyte and gives a good estimate of the to-
tal amount of holes actually reaching the 3C SiC /
electrolyte interface Jtot . The first term of equation
7.12 describes the photocurrent, where q is the el-
ementary charge, I0 the photon intensity at the 3C
SiC surface, WD the depletion layer width, α the
absorption coefficient at the the respective wave-
length (monochrome illumination assumed) and
Lp is the hole diffusion length. The second term
describes the dark current contribution. As it is sig-
nificantly smaller than the photocurrent contribu-
tion in most cases it can be neglected [37]. Previ-








of equation 7.12, when discussing the hole or elec-
tron flux, calling it the ’Gärtner equation’ [37, 49,
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Figure 7.10.: Absorption coefficient α for SD#1 and
SD#2, determined via UV/vis absorp-
tion spectroscopy. At the LED wave-
length of 455 nm α was determined to be
(209± 2) cm−1 for SD#1. For compari-
son literature values were added: nD of
1× 1017 cm−3 and 1× 1019 cm−3 [184],
nD of 6.9× 1016 cm−3 [185].
58, 59, 183]. I0 is already known, therefore α, WD
and LD have to be determined in order to perform
the calculations for comparison.
Absorption Coefficient α
The absorption coefficient α can be determined
via UV-Vis absorption spectroscopy. Figure 7.10
displays the values of α for SD#1 and SD#2 as a
function of wavelength. Measurements were per-
formed in transmission geometry for SD#1 and
with an Ulbricht sphere for SD#2. As we assume
monochrome illumination at λ = 455 nm, the re-
spective α value is of interest at this point. Because
the light has to pass the sample twice in the Ul-
bricht sphere setup, the SD#1 measurement shows
100 % absorption at wavelengths below 480 nm
(α = 95). While this prevents the determination
of αλ=455nm for SD#2 directly, the conformity be-
tween SD#1 and SD#2 is adequate to use the SD#1
value of
α= (209± 2) cm−1 (7.14)

















Raman Shift (cm -1)
Figure 7.11.: Raman spectrum for the cleaned (not
etched) SD#2. The measurement was per-
formed with a green laser (514 nm) and
the spectrum was calibrated in regard to
the 520.7 cm−1 Si peak. A doping con-
centration nD of (8± 3)× 1017 cm−3 can
be approximated from the LO mode posi-
tion [80,82].
instead, without leading to larger uncertainties.
In fact, UV/Vis absorption spectroscopy measure-
ments performed on a similar bulk 3C sample
(SDCVD, discussed in section 8) show identical val-
ues for α (transmission: 211 cm−1, Ulbricht sphere:
195 cm−1). Linear extrapolation, from the litera-
ture data displayed in figure 7.10 results in higher
values of: 256, 327 and 458 cm−1 for α [184,185].
Depletion Layer Width WD





depends on the doping concentration nD, the diffu-
sion potential Vd and the applied potential U [37].
As in chapters 5 and 6, nD can be approximated
via Raman spectroscopy [80, 82]. Figure 7.11
shows the appropriate Raman spectrum obtained
for SD#2. A green laser with 514 nm wavelength
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was employed for the measurement, and the setup
was calibrated with regard to the 520.7 cm−1 line
of single crystalline silicon. The observed LO mode
position of 975.8 cm−1 corresponds to a doping
concentration of
nD = (8± 3)× 1017 cm−3 . (7.16)
Using 8.8542× 10−12 F/m for the vacuum permit-
tivity "0, "S = 9.72 for the static dielectric constant
of 3C SiC [40], and 1.6× 10−19 C for the elemen-
tary charge q, equation 7.15 changes to
WD =
Æ
Vd − U[V]× 3.667× 10−8 m , (7.17)
only depending on the total band bending Vd − U .
However, Vd − U is unlikely to exceed one or two
volts, thus the depletion layer width will be in the
range of 70 nm or below.
Because the band bending, and thus Vd is a result
of the semiconductor electrolyte contact it can not
be measured externally. Any measurements would
have to be performed on the electrolyte covered 3C
SiC surface. While ambient pressure XPS might al-
low such measurements, U would have to be given
with regard to the same equilibrium state, the band
bending Vd was measured for. This would induce a
huge margin of uncertainty, as the OCP, as possible
reference point - is rather undefined between HER
and OER. Therefore, some kind of reference for the
SD#1 & SD#2 Doping Concentrations
The two single domain samples obviously
have slightly different doping concentra-
tions.
SDRaman#1 : (1.7± 0.5)× 1018 cm−3
SDHall#1 : (1.3± 0.2)× 1018 cm−3
SDRaman#2 : (0.8± 0.3)× 1018 cm−3
SDMott−Schottky#2 : 5.6 to 8.4× 1018cm−3
band situation with regard to the applied potential
is required.
Flat-Band Potential From Mott-Schottky Plots
As the total band bending at a given applied po-
tential Vd − U is a result of the charge transfer at
the semiconductor electrolyte interface, it can not
be measured without this contact. Therefore only
electrochemical methods should be considered for
its determination, and the method of choice are
Mott-Schottky plots.
As discussed in chapter 3, Mott-Schottky plots can
be used to determine the flat band potential (no
band bending) from the 3C SiC surface capacity
CSC . CSC in turn is obtained from the evaluation
of electrochemical impedance measurements (EIS)
with regard to an adequate equivalent circuit. Fig-
ure 7.12 shows the equivalent circuit used at the
left side and an example EIS measurement (scat-
ter) along with the resulting fit (lines). The ob-
tained fitting values for the equivalent circuit are
presented along the right side. Above measure-
ment was performed on the polished (0.25 µm)
SD#2 in a pH 10 buffer solution. Similar measure-
ments were performed in 0.05 M H2SO4, pH4 and
pH 7 buffer solution, as well as in 0.1 M KOH.
As can be seen, the EIS measurement shows one
broad phase shift peak, with the expected decrease
in impedance over the same frequency range. This
behaviour is roughly similar to a resistance in series
with a resistance and capacity in parallel (R(RC)),
which is normally used to describe a single elec-
trochemical reaction [86]. However, the displayed
phase shift peak is broader than for a pure R(RC)
equivalent circuit. Measurements at other poten-
tials and in different electrolytes display an even
higher deviation.
This is the result of an inhomogeneous sample sur-
face, where areas with varying properties (as re-
sult of macroscopic defects, different surface mor-
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Figure 7.12.: Left) Randles cell with constant phase element (CPE) as equivalent circuit employed for evaluation of the
Right) EIS measurement (Bode plot) performed on the polished (0.25 µm) SD#2 in a pH 10 Buffer solu-
tion. The obtained information was used to estimate the effective capacity of 2× 10−6 F/cm2 according
to Brug and Hirschhorn [84,85].
fect states etc.) would result in different equiva-
lent circuit parameters for each separate area. The
observed impedance behaviour of the sample is a
superposition of the separate areas and the correct
equivalent circuit would be a parallel connection
of numerous R(RC) elements, one for each area.
This can be factored in via a constant phase ele-
ment (CPE), see chapter 3. Re describes the to-
tal setup resistance, which is mostly a result of the
electrolyte, while Rt represents the charge trans-
fer resistance between the 3C SiC surface and the
electrolyte.
While improving the data fitting, CPEs do not pro-
vide the desired semiconductor capacitance CSC
directly. It can be approximated from the equiv-
alent circuit parameters, as discussed by Brug and
Hirschorn [84,85]. The resulting effective capacity




(α−1)/α ≈ CSC (7.18)
should be a reasonable approximation of CSC .
Determination of CSC over a certain potential range
allows the determination of the flat band potential










Vd − U − 2kBTq
−1/2
(7.19)
and applied bias potential U is well known from
solid state semiconductor physics [37]. It makes
sense to relate U to a readily available value.
Therefore, it is generally discussed in relation to
Vd for solid state interfaces, and in relation to the
flat band potential UFB in electrochemistry. Thus,
















U − UFB − 2kBTq

(7.21)
, the Mott-Schottky relation. Which can be used
to determine UFB, as 1/C
2











Figure 7.13.: Phase components (Bode plot) from EIS measurements performed on SDpH10 Buf f er Solut ion#2 polish (0.25µm) . Measure-
ments were performed in the dark, every 0.05 V vs RHE and evaluated with the CPE-Randles equivalent
circuit from figure 7.12. The broad peak shape shifts to higher frequencies with increased bias potential,




0.1M KOH 0.52 V vs RHE 0.85 V vs RHE 1.72 µF V cm−4 8.5×1018cm−3
pH10 Buffer 0.60 V vs RHE 0.67 V vs RHE 1.85 µF V cm−4 7.8×1018cm−3
pH7 Buffer 0.58 V vs RHE 0.67 V vs RHE 1.40 µF V cm−4 10.4×1018cm−3
pH 4 Buffer 0.59 V vs RHE 0.62 V vs RHE 1.81 µF V cm−4 8.0×1018cm−3
0.05M H2SO4 0.52 V vs RHE 0.75 V vs RHE 2.58 µF V cm
−4 5.6×1018cm−3
Table 7.1.: Data obtained from the Mott-Schottky measurements displayed in figure 7.14. The flat band potential
(UFB) was obtained from the x-axis intercept, the open circuit potential was measured before the EIS
measurements were performed, the slope (
d(1/C2SC )
dU ) was obtained from the linear fit and used to calculate
the corresponding doping concentration nD according to equation 7.23.
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Figure 7.13 displays the phase shift from a Mott-
Schottky experiment, consisting of numerous EIS
measurements in a potential range from 0.3 to
1.5 V vs RHE. With increasing potential the broad
peak shape is shifted to higher frequencies, indi-
cating a decrease in surface capacity, see figure
3.12 in chapter 3. Exactly the expected behaviour,
as CSC should decrease with increasing WD. Fur-
thermore, a strong broadening of the phase shape
occurs between 0.6 and 0.7 V vs RHE. This is the
region around UFB, where Mott-Schottky-Plots are




no longer being valid, as CSC is no longer signif-
icantly smaller than the Helmholtz capacity CH
around UFB [49, 176]. Surface state participation
is also known to result in deviations around UFB
[28, 58], indicating the presence of surface states
at the 3C SiC/electrolyte interface, see section 7.4.
Figure 7.14 displays five Mott-Schottky plots,
obtained for SD#2 polish (0.25µm) in different elec-
trolytes over the whole pH range. The results from
the 3D plot in figure 7.13 (pH 10 buffer solution)
are displayed in dark green. In all five electrolytes
1/C2e f f shows the expected linear behaviour for
U  UFB. As can be seen from the x-axis inter-
cepts, the flat band potentials range from 0.52 to
0.60 V vs RHE, see table 7.1 for the Mott-Schottky
evaluation results. This spread could either be the
result of measurement deviation or a slightly differ-
ent interaction of the 3C SiC surface with either the
buffer solutions or KOH/H2SO4, as each of those
two groups yields similar UFB.
In order for UFB to remain constant with regard to
the reducible hydrogen electrode, the flat band po-
tential has to change with pH. This is demonstrated
in figure 7.15, where UFB is displayed with regard
to the standard hydrogen electrode (SHE) instead
of the pH corrected RHE. The pH dependence of
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Potential (V vs. RHE)
Figure 7.14.: Mott-Schottky plots for SD#2 polish (0.25µm)
in five different electrolytes, performed
in the potential range from 0.3 to
1.5 V vs RHE. All plots show the expected
linear behaviour, and the linear fits used to
determine the x-axis intercept are displayed
in the appropriate colours. The resulting
UFB can be found in table 7.1. The slope
yields a nD in the same order of magnitude
as Raman measurements





slope: -(43 32) mV/pH
SD#2 polish (0.25 m)
 Linear Fit











slope: -(55 6) mV/pH
Figure 7.15.: Flat band potential (UFB) vs. stan-
dard hydrogen electrode (SCE) for
SD#2 polish (0.25µm) in comparison to the
only other Mott-Schottky plots for bulk 3C
SiC performed by Yasuda et al. (converted
from vs. SCE to SHE) [29].
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SD#2 polish (0.25µm) was found to be (55± 6)mV per
pH unit. A pH dependence of UFB usually is the
result of an proton/hydroxil absorption/desorption
equilibrium at the semiconductor/electrolyte inter-
face, and the resulting change in the potential drop
over the Helmholtz layer [28]. The observed value
is almost identical to the expected 59 mV per pH
unit for ionic semiconductors. While no such de-
pendency would be expected for an inert covalent
semiconductor without oxide termination.
For comparison, a pH dependancy of: 33 mV/pH
was reported for silicon (with a thin oxide layer)
[186], 40 mV/pH for 6H SiC (apparently with a Si-
OH termination) [28], and (36± 27)mV/pH could
be approximated for 3C SiC (no information on
surface termination) [29]. The high pH depen-
dency indicates a high surface reactivity. Any sur-
face reactions are most likely to take place via
the Si-OH surface bonds or surface/defect states
[28,187].
There is only one other report of bulk n-type 3C
SiC flat band potentials in regard to pH. Yasuda
et al. investigated a 303 µm 3C SiC sample with
a doping concentration of 2× 1019 cm−3 [29]. An
approximation of their results is displayed in figure
7.15 for comparison. They observed UFB at poten-
tials from 0.46 to 0.73 V below what was observed
in this work. A lower UFB is desirable, as it should
indicate a higher band bending and thus photovolt-
age at the same bias potential.
One possible explanation for the significant differ-
ence would be a sample surface of better qual-
ity. As discussed in section 7.4, SD#2 displayed
a approx. 0.15 V lower UFB before it was pol-
ished. On the other hand Yasuda et al. performed
voltage-capacity measurements at one frequency
only. This technique assumes an ideally capacitive
interface, described by Re in series with the capac-
itance only, instead of the CPE element needed for
almost all real surfaces [83]. While the method is
fast and easy to use, no equivalent circuit fitting
required, the underlying assumption can result in
major shifts in slope and derived UFB for different
frequencies [83,188,189].
Lasia reported a difference of almost 0.5 V in UFB
and about a factor 4 in slope between measure-
ments performed at the same sample but with vary-
ing frequencies [83]. The most probable explana-
tion seems to be a combination of both effects: a
better surface quality and a shift due to the single
frequency measurements.
The derivative with respect to the potential U of







of a Mott-Schottky plot. Obviously it can be
used to determine the samples doping concentra-
tion. The slopes in figure 7.14 indicate a dop-
ing concentration in the range from 5.6× 1018 to
10.4× 1018 cm−3, see table 7.1, about one order
of magnitude above the value obtained from the
LO Raman mode of 8× 1017 cm−3. An uncertainty
of about one order of magnitude is generally ac-
cepted in the doping concentrations obtained via
Mott-Schottky plots, as only nD at the surface is
measured, where surface states, pinning or sur-
face roughness (and the resulting increased surface
area) can all influence the obtained results [190].
Hole Diffusion Length Lp





gives the distance a minority carrier (hole) will
travel in a certain direction during its life time τp
in n-type 3C SiC [37, 49]. Dp is the hole diffusion
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µn (cm
2 V−1s−1) µp (cm2 V−1s−1)
Lebedev [133] ≤ 1000 ≤ 40
Hudgins [23] 300− 900 10− 30
Kona [39] 615− 710 19− 22
SDHall#1 51.6± 0.2 -
τ (ns)
Sun [194] 8200
Scajev [193] 18− 300




Table 7.2.: Literature values of the 3C SiC electron and
hole mobility (µn and µp), and the lifetime
τ. There is a huge spread between the re-
ported mobility values, witness to an equally
large spread in 3C SiC quality. While this ar-
gument stays valid for the lifetime as well, the
huge spread is mostly due to different recom-
bination paths being observed.








, the Einstein relation [37,49]. From the literature
values presented in table 7.2 and equation 7.24
Lp can be estimated to lie between 113 nm and
29 µm [23, 39, 133, 191–194]. However, it should
be noted that the values for µp were all obtained
for p-type SiC. Lebedev et al. estimated the hole
diffusion length in n-type 3C SiC via electron beam
induced current, they obtained a value of 1.5 µm
for Lp [195].
The hole diffusion length can also be determined
via electrochemical methods. Peat et al. [196]
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SD0.05M H2SO4#2 polish (0.25 m)
Figure 7.16.: Representation of the photo current ac-
cording to equation 7.26. Blue shows
the measured data from SD0.5M H2SO4#2 ploish (0.25µm).
The dashed lines represent the expected be-
haviour, as described by Peat et al. [196]
for higher (grey) and lower (black) fre-
quencies. UFB = 0.52 V vs RHE.








U − UFB − ln(1+αLp)
(7.26)
, a transposition of the Gärtner equation (eq. 7.13).
Assuming the absence of a recombination current,
a plot of − ln(1− JtotqI0 ) over
p
U − UFB should pro-
duce a linear curve shape, with a slope in pro-
portion to α. The intercept with the y-axis atp
U − UFB = 0 could then be used to determine Lp.
Peat et al. employed illumination in the kHz regime
in order to obtain a recombination free photo re-
sponse (similar to the grey dashed line in figure
7.16). Their measurements at 60 Hz displayed an
exponential curve progression close to UFB, which
changed to linear at higher bias potentials, so a lin-
ear extrapolation of the data could be used (similar
to the black dashed line in figure 7.16). As F onset∗
corresponds to a 10 Hz measurement, a similar de-
viation is to be expected for the SD#2 data.
Figure 7.16 displays the onset photo current from
SD0.5M H2SO4#2 polish (0.25µm), which does not exhibit linear be-
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Figure 7.17.: Measured data from SDDest.H2O#2 be f ore polish in
blue. The curve shows the expected linear
region needed for the determination of Lp
according to equation 7.26. From the in-
tercept of the linear extrapolation with the
ordinate an Lp of (168± 24)nm was ap-
proximated. However, there is a high de-
gree of uncertainty regarding the abscissa,
see text.
haviour over the whole
p
U − UFB range. There are
two possible explanations.
First, the lower frequency results in recombina-
tion and thus a deviation from the ideal linear
behaviour (dashed grey line) over the whole mea-
surement range. As shown previously (see figure
7.7), recombination for SD0.5M H2SO4#2 polish (0.25µm) becomes
negligible for potentials exceeding 1.6 V vs RHE,
thus a linear section would be expected for the
measurement in figure 7.16 (black dashed line for
the expected case).
Second, a linear section in figure 7.16 would cor-
respond to a mostly constant value for J onset∗ for
high potentials, which would be related to the in-
coming hole flux at the surface. This is clearly not
the case for SD0.5M H2SO4#2 polish (0.25µm) (see figure 7.8). The
most likely explanation for this behaviour is the oc-
currence of a second reaction, superimposing the
OER, like dissolution of the 3C SiC, this will be dis-
cussed in the next section.
In conclusion, no value for Lp can be determined
for SD0.5M H2SO4#2 polish (0.25µm) from figure 7.16, because the
Figure 7.18.: Photocurrent from a test measurement of
SDDest.H2O#2 be f ore polish in dest. water before the
sample was polished. The potential vs.
RHE is prone to deviations, but the pho-
tocurrent goes into saturation while no
dark current occurs. Fitting of the satura-
tion J onset∗ with equation 7.13 (Jtot) yields
Lp ≈ (197± 3)nm. The grey areas repre-
sent the margin of error from the UFB un-
certainty. Light source was a 435 nm LED
at 100 W/m2.
missing linear section does not allow a linear ex-
trapolation, which would then intersect the ordi-
nate (grey dashed line). It can only be concluded
that Lp has to be greater than 7 nm, which is the
Lp corresponding actual intersect of the curve with
the ordinate.
Contrary to the SD0.5M H2SO4#2 polish (0.25µm) measurement, an
earlier test measurement of SDDest.H2O#2 be f ore polish does
show the constant J onset∗ value at potentials ex-
ceeding 0.7 V vs RHE. This is a result of the
different surface morphology, see section 7.4 for
a more detailed discussion. From this measure-
ment, displayed in figure 7.17, a value of Lp ≈
(168± 24)nm was approximated, using equation
7.26 and an extrapolation of the short linear sec-
tion.
However, there are a number of problems here.
First, the short linear section results in a larger
margin of error. Second, and more problematic,
is the uncertainty of the abscissa U − UFB. No EIS
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measurements for a Mott-Schottky plot were per-
formed in this early experiment, UFB is therefore
essentially unknown. This is why the data in fig-
ure 7.17 is based on the assumption that UFB will
be located close to the onset potential, as has been
observed for SD0.5M H2SO4#2 ploish (0.25µm). As this might result
in a strong shift in U − UFB, and thus the ordinate
intercept, above value should be considered with
caution. Furthermore, the measurement was per-
formed in dest. H2O, thus a significant change in
pH over the course of the experiment is likely to oc-
cur, further increasing the possible margin of error.
In order to evaluate the severity of those uncertain-
ties an additional approach for the determination
Lp was employed. Figure 7.18 shows the data from
SDDest.H2O#2 be f ore polish in the standard J
onset∗ over (ap-
proximate) potential vs. RHE arrangement. The
Gärtner equation 7.13 was used to fit the constant
J onset∗ region from 0.7 V vs RHE onward. For the
fit a UFB of 0.2± 0.2 V vs RHE was assumed, and
Lp selected as variable parameter. As can be seen
in figure 7.18, the uncertainty in UFB has a huge
impact on the photocurrent density for small LP
(Lp = 0 is displayed as example).
From the fit a value of (197± 3)nm was deter-
mined for Lp. The impact of the UFB position is
small and gives rise to the 3 nm margin of uncer-
tainty. This value for Lp will be used for the re-
mainder of this chapter.
However, it should be clear that other factors, like
recombination, might lead to a much higher mar-
gin of error for this value, also there were no con-
trol measurements on other samples or employing
other methods. If there is an error, the employed
method is likely to underestimate the determined
value for Lp. As the diffusion length is essentially
governed by the 3C SiC bulk properties, the low
diffusion length can be interpreted as indication of
a high defect density in the 3C SiC bulk.
Photocurrent Approximation
After obtaining all the necessary physical proper-
ties of SD#2 the theoretical total hole flux Jtot to
the 3C SiC / electrolyte interface under illumina-
tion can be calculated. The hole flux can be under-
stood as upper limit to the photocurrent density,
as the current resulting from the OER can not ex-
ceed the supply of holes needed for the reaction.
As the whole approximation was undertaken in or-
der to pinpoint the reason for 3C SiCs poor water
splitting performance, two scenarios are possible.
1. The photocurrent density is equal to the ap-
proximated value. In this case the minority
charge carrier supply is the limiting factor.
2. The photocurrent density is significantly be-
low the approximated value. This could ei-
ther be the result of minority carrier recom-
bination at the 3C SiC / electrolyte interface,
or a later onset as result of overpotentials and
the available photovoltage.
Figure 7.19 displays J onset∗, J s.state∗ and J dark of
SD0.05 M H2SO4#2 polish (0.25µm) with a logarithmic ordinate. The
general kinetics of a simple electrochemical reac-
tion can be described via the Butler-Volmer equa-
tion (eq. 2.29), see chapter 2.2. As the OER is
a 4 electron process, and therefore not simple, the
Butler-Volmer equation can still be used to describe
the overall behaviour, if one of the reaction steps
Obtained SD#2 Properties
• α: 209 cm−1 at 455 nm
• nD: 8× 1017 cm−3
• WD: 36.7 nm ×pU − UFB[V]
• UFB: 0.52 V vs RHE
polished (0.25 µm) in KOH and H2SO4
• Lp: 197 nm
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is the limiting factor. While there is no informa-
tion on the OER kinetic steps, the observed cur-
rent potential behaviour in figure 7.19 is in good
agreement with the Butler-Volmer equation. The
expected exponential behaviour is apparent from
the straight lines in J onset∗ and J s.state∗ in the po-
tential range from approx. 0.5 to 1.1 V vs RHE (a
result of the logarithmic scale).
At higher potentials a flattening out of the pho-
tocurrent density is observed. This is expected, as
the OER photocurrent density for an n-type semi-
conductor is limited by the flux of photoexcited
holes to the surface. Indeed, above a certain poten-
tial a constant photocurrent density would be ex-
pected. At lower potentials, the observed photocur-
rent density exceeds the expected linear behaviour
(dashed lines - linear extrapolation). There are two
explanations:
1. As the measurement starts in the cathodic po-
tential range, a small amount of hydrogen is
produced initially (see left side of figure 7.8).
This would be oxidized in the HOR at higher
potentials, superimposing the OER.
2. Surface reactions taking place in this poten-
tial range could change the density of surface
states, and thus UFB. Which in turn could
result in an initial shift of the onset potential.
Besides the measured current densities, the figure
also displays the hole flux calculated from equa-
tion 7.13 under consideration of the obtained SD#2
sample properties. For exemplification three differ-
ent values for Lp were plotted, as this value has the
biggest influence on the resulting approximation in
regard to a possible margin of error. Disregard of
Lp (lower limit - grey dashed) obviously results in
a hole flux significantly below the observed pho-
tocurrent density, while Lp = 1.5 µm (upper limit -
grey dots) greatly exceeds it.
Finally, using the previously obtained value of
(197± 3)nm for Lp results in the solid grey line
(Jtot(Lp = 197 nm)). The calculated current den-
sity is of the same order of magnitude as the pho-
tocurrent density, which implies that the approxi-
mation is rather accurate. For most of the poten-
tial range it exceeds J onset∗ and J s.state∗, as a upper
limit should, until all three lines intersect at about
1.6 V vs RHE.
An intersection at this point is actually in very good
agreement with the assumptions made so far. As
discussed in the beginning of this chapter, a match-
ing of J onset∗ and J s.state∗ means that the chopped
light measurement shows no transient behaviour.
Thus, there is no, or negligible, recombination and
all holes arriving at the 3C SiC / electrolyte inter-
face will participate in the OER.
This is in good agreement with the rate constants
from figure 7.7 discussed earlier, where krec ap-
proaches zero at potentials exceeding 1.5 V vs RHE.
Without recombination, the measured photocur-
rent densities should therefore be identical to the
incoming hole flux described by Jtot . The accuracy
of the prediction (in regard to a triplicate intersec-
tion) is excellent.
However, at potentials above 1.6 V vs RHE the
measured current density exceeds the approxi-
mated hole flux to the sample surface. Again, there
are multiple possible explanations for this:
First, all photocurrent is a result of the OER. Con-
sequently, the assumed value for Lp has to be
smaller than in reality. The real hole flux would
then exceed the predicted 32 µA/cm2 for Lp =
197 nm. Photocurrent saturation would thus only
be achieved at a more anodic potential than the
2 V vs RHE limit of the performed measurement,
and the change in the photocurrent density slope
would probably be the result of Fermi level pin-
ning, see figure 7.20 C) and E). Lp would have to
be approximately 500 nm instead of Lp = 197 nm
in order to yield the 69 µA/cm2 determined from
figure 7.19 at 2 V vs RHE. As previously discussed
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Figure 7.19.: Photo and dark current density of SD0.05 M H2SO4#2 polish (0.25µm) under 200 W/m
2 illumination with a 455 nm blue
LED in dependence of the applied potential. The approximated hole flux to the 3C SiC / electrolyte
interface, according to equation 7.13, is displayed in grey for three different values of Lp. Assuming
(197± 3)nm for Lp, the observed photocurrent would exceed the predicted hole flux to the surface for
potentials exceeding approx 1.6 V vs RHE, see text.
an underestimate of Lp is a real possibility with the
applied method.
Second, the photocurrent exceeding 32 µA/cm2 at
1.6 V vs RHE is not the result of the OER. The most
probable alternative reaction would a parasitic side
reaction like anodic oxidation or anodic dissolu-
tion (should the formed oxide prove unstable in
the electrolyte for the applied potential) and the
proposed reaction pathways would be
SiC+ 8OH− −−*)−− SiO2 +CO2 + 4H2O+ 8 e−
(7.27)
SiC+ 4OH− −−*)−− SiO+CO+ 2H2O+ 4e− (7.28)
in an alkaline electrolyte [27, 197, 198]. Onset
and rate of the side reaction depend strongly on
the surface morphology, see section 7.4, where a
rough surface yields an increase of J dark, or the ’as
is’ SDCVD in figure 8.10 where no (dark) anodic
dissolution was observed up to 2 V vs RHE.
The necessary holes for the reaction could either
be provided by photo-excitation or defect states in
the SiC. Van Dorp et al. used (ultra violet) light to
facilitate the oxidation of 4H and 6H SiC at poten-
tials exceeding 1.56 to 1.71 V vs RHE [199, 200].
In theory electrode degradation should be subject
to similar restrictions as the OER, meaning that the
number of available holes restrict the reaction rate.
In reality a mixture of the both explanations seems
most likely.
However, if only holes from photo excitation were
able to sustain oxidation, then there couldn’t be
any degradation in the dark, thus there couldn’t be
any dark current. As the dark current is obviously
present, it must be concluded that defect states are
also able to supply the necessary holes for the SiC
degradation. Then it would also be possible that il-
lumination might initiate the degradation reaction,
but not supply all holes necessary for the reaction.
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U ≈ 0.5 V vs. RHE U ≈ 1.0 V vs. RHE U ≈ 1.5 V vs. RHE
U ≈ 2.0 V vs. RHE
3C SiC electrolyte
surface states
Figure 7.20.: Approximated band diagram of the SD#2 polish (0.25µm) 3C SiC / electrolyte interface in dependence of the
applied bias potential. A value of 0.52 V vs RHE was determined for the UFB in 0.1M KOH and 0.05M
H2SO4 from Mott-Schottky Plots. (A) Flat band: all surface states are occupied, some potential drop
across the Helmholtz layer δHH (B) UFB + 0.5 V: potential drop occurs in the semiconductor, surface
states remain below EF (C) UFB +1.0 V: Fermi level reaches surface states, further potential drop occurs
at the interface as δSS instead of in the semiconductor as surface states are ionized. This changes the
position of the H2O/O2 redox couple in relation to the semiconductor bands (D) UFB + 1.5 V: Once all
surface states are empty any additional potential drop will - again - occur in the semiconductor (E)
Schematic graph of the diffusion potential (Vd) changes with bias potential U and the impact of Fermi
level pinning. See text for more details.
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Knowledge of the flat band potential allows the
construction of the 3C SiC band diagram in de-
pendence of the applied potential (relative to the
reference electrode). The diagrams are displayed
in figure 7.20 for 4 different potential regions.
Region (A): Describes the flat band like situation
at UFB, there is no band bending and thus no diffu-
sion potential Vd . Possible surface states at the 3C
SiC/electrolyte interface are all below the Fermi
level and thus occupied. This interface also gives
rise to the Helmholtz layer as charged species from
the electrolyte adsorb on the electrode surface,
which in turn gives rise to a step in the vacuum
energy level at the interface. Excitons (photoex-
cited hole electron pairs) will not be separated, as
there is no electric field to do this, and thus will
recombine shortly after their creation. Therefore
there will be little to no photocurrent observable.
Region (B): For a more anodic potential than in
(A) most of the additional potential is dropped
across the depletion layer at the 3C SiC/electrolyte
interface. This gives rise to upward band bending
equal to the diffusion potential Vd . In region (B)
the applied potential is not sufficient to move the
Fermi level beneath the surface state energy, thus
all surface states remain occupied. In this, and all
the following potential regions, the electric field Vd
will separate any excitons created in the depletion
layer. Holes will be moved towards the semicon-
ductor/electrolyte interface, while electrons will be
moved into the bulk towards the back contact and
a photocurrent will be observed. As more anodic
potentials will supply more energy in order to facil-
itate the reaction the current density will increase
with higher anodic potentials.
Region (C): At even more anodic potentials than
(B) the Fermi level will eventually cross the energy
position of the surface states. As it does so, some
of the formerly occupied surface states will be ion-
ized, thus creating positively charged ions, which
give rise to a potential drop δSS at the semicon-
ductor surface. This Fermi level pinning will also
result in a change of the relative positions of the
surface states and the OER potential. While occu-
pied surface states remain, a more anodic potential
will not increase Vd , as it did in region (B), but in-
stead ionize more surface states, and thus increase
δSS. This relation between Vd and δSS is also dis-
played in figure 7.20 (E). The photocurrent density
in this region will behave similarly to region (B).
However, as VD does not increase with U as result
of Fermi level pinning the increase of photocur-
rent density with more anodic potentials might be
stalled or progress slower than in (B).
Region (D): Once all surface states are ionized
any additional bias potential will drop across the
depletion layer, as it did in region (B), again. A
further increase of the anodic potential will result
in a higher photocurrent density, until all incoming
holes at the surface are able to cross over into the
electrolyte and participate in the OER (or electrode
oxidation). At this point the photocurrent density
will go into saturation and a further increase of the
bias potential would not yield any improvements.
The above considerations can be briefly summa-
rized as follows:
• The low absorption coefficient α, means that
light absorption does not only occur close to
the interface but also further in the bulk.
• The high doping concentration nD results in
a small depletion layer. This in combination
with the rather
• low minority carrier diffusion length Lp
means that most photogenerated holes will
be located to far away from the 3C SiC/electrolyte
interface as to reach it. Thus preventing them
from participating in the OER, as their energy
is lost upon recombination with the majority
charge carriers in the bulk.
• A high number of defects (either as result of
the - as of yet - imperfect growth procedure
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or formed during the photo-oxidation of the
electrode) result in Fermi level pinning, thus
reducing the available photovoltage and re-
sulting in a later onset potential, see section
7.4.
• It stands to reason that the transfer of charge
carriers from the electrode to the electrolyte
will be further impaired through the lack of
catalyst on the electrode surface.
The later problems (surface states, overpotential
and maybe flat band position) might be solved by
adequate surface preparation, higher quality sam-
ples, or the addition of a thin catalyst layer. Con-
trary, increasing the absorption properties is almost
impossible. While an increase of WD and Lp might
increase the hole yield, the actual absorption coef-
ficient can not be increased, thus severely limiting
3C SiC efficiency.
Figure 7.21.: HREM shots of the SD#2 surface. A) dis-
plays the unpolished sample surface, while
B) displays it after the 6 µm polishing step.
Influence of Surface Morphology
As discussed in the previous section, one of the
major limiting factors is the high recombination
current at potentials below approx. 1.5 V vs RHE.
There are two main factors governing the recom-
bination rate. First, recombination centres, mostly
defects in the band gap, which increase the proba-
bility of recombination. Second, an accumulation
of minority charge carriers at the 3C SiC surface
as result of slow charge transfer will also result in
an increased recombination rate, and thus current.
This is to be expected and correlated to the for-
mation of recombination centres, as the photocor-
rosion of the semiconductor will directly compete
with the OER. However, defects could also have
a positive influence as a charge transfer from the
SiC to the electrolyte via surface defect states could
possibly increase the charge transfer rate.
In order to investigate the influence of surface de-
fects on the OER of 3C SiC SD#2 was measured
with two different surface morphologies:
1. SD#2 polish (0.25µm)
SD#2 was polished with diamond suspension
of decreasing average size. The last step
was performed with 0.25 µm diamond grains.
This is the same sample preparation as was
discussed previously in this chapter.
2. SD#2 polish (6µm)
As above, but the polishing procedure was
stopped after the 6 µm step. Figure 7.21 B)
clearly shows the resulting scratches and un-
evenness of the surface.
All samples were etched with piranha solution and
NH4F before EC measurements. It can be expected
that a rougher surface should also result in a higher
surface defect concentration. Figure 7.21 displays
HREM pictures of the SD#2 as is and SD#2 polish (6µm),
clearly showing the difference in surface morphol-
ogy. Aside from the different surface preparations,
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Figure 7.22.: SD#2 photo- and dark current densities ob-
tained for two different surface preparation
procedures. The measurement procedures
were identical.
the measurement procedures for the polished sam-
ples were identical. Figure 7.22 displays the result-
ing photo- and dark currents for both samples.
SD0.05 M H2SO4#2 polish (0.25µm) (solid lines) displays the previ-
ously discussed onset potential at 0.47 V vs RHE.
For comparison, the dark current only reaches a
current density of 0.5 µA/cm2 at the dark current
onset of 1.21 V vs RHE. However, the dark cur-
rent increases faster with the applied bias poten-
tial, and around 2 V vs RHE J dark and the pho-
tocurrent densities J onset∗ and J s.state∗ are about
equal, before that the photocurrents are always sig-
nificantly larger than J dark.
For SD0.05 M H2SO4#2 polish (6µm) (dotted lines) the opposite
holds true. The dark current exceeds the photocur-
rent density over the whole measurement range.
Therefore it also reaches the 0.5 µA/cm2 thresh-
old at 0.91 V vs RHE (dark current onset) before
the photocurrent at 1.13 V vs RHE (onset poten-
tial). Over the whole potential range J onset∗ and
J s.state∗ are almost identical, thus there is no tran-
sient behaviour.
It stands to reason, that an increased number of
surface defect states will result in an increase of
recombination (and thus transient behaviour) at
lower potentials where the charge transfer is kinet-
ically impaired. This should then result in a tran-
sient behaviour, which is not observed in the mea-
surement. A possible explanation might be that the
observed photocurrent is a product of increased ox-
idation under illumination.
The question arises, why does a rougher surface
result in a shift of the onset potential to higher po-
tentials? As mentioned before, it can be assumed
that the rougher, defect rich surface will display an
increased amount of surface states. For a perfect
semiconductor / electrolyte interface, without sur-
face states, a change in potential will result in an
immediate change in the number of ionised dopant
atoms in the semiconductor, as the potential drop
occurs across the depletion layer and the Fermi
level position is shifted. Because the total charge
of the ionised dopant atoms changes, so does the
total capacity of the semiconductor, this behaviour
is described by the Mott-Schottky equation 7.21.
This behaviour is impaired by the presence of sur-
face states. At a potential below UFB all acceptor
surface states will be occupied, resulting in a to-
tal charge of QSSp , see figure 7.20 (A). While they
remain fully occupied the measured capacity will
follow the Mott-Schottky relation, although the in-
tersect is shifted, as all or part of the potential
drop will occur across the surface states in the
Helmholtz layer. See figure 7.23.
At some point, increasing the potential will result
in an emptying of those acceptor surface states
(similar to figure 7.20 (C)), effectively pinning the
Fermi level and preventing, or decreasing, changes
of the capacity with potential until all surface ac-
ceptor states are empty, and the capacity is equal to
that of the surface state free interface at the same
potential. Further increase of the potential, results
in a ionisation of donator surface states, thus the
Fermi level remains pinned. Only once all of them
are empty, resulting in a total charge of QSSn , will
the Fermi level unpin, and the capacity follow the
Mott-Schottky relation again [201].
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Figure 7.23.: Diagram for clarification of surface state
imposed changes on the shape and flat
band position in a Mott-Schottky plot. Sur-
face states can pin the Fermi level. In this
case all or part of the applied potential is
dropped across the Helmholtz layer, as sur-
face states are ionised without changing the
capacity according to the Mott-Schottky re-
lation [201].
The presence of both acceptor and donator surface
states results in a characteristic s-shape, as dis-
played in figure 7.23 by the full, blue line. From
the above explanation it should be obvious that
an higher amount of surface states will result in
a larger shift of the measured UFB in regard to the
ideal UFB.
Figure 7.24 displays two Mott-Schottky plots mea-
sured on SD#2 with different surface preparations.
The measurement performed on the polished sam-
ple exhibits the characteristic s-shape, as result of
both, acceptor and donator surface states being
present. Therefore the obtained flat band poten-
tial of 0.52 V vs RHE will not be the actual UFB but
rather a UFB” located at a higher potential due to
Fermi level pinning from surface states, see figure
7.23.
This is in good agreement with the curve progres-
sion of the ’as is’ sample, which yields a UFB of
0.36 V vs RHE. As such it is located at a lower
potential, as would be expected for a sample with
a reduced surface state concentration. It is entirely
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Figure 7.24.: Mott-Schottky plot of SD#2 with two dif-
ferent surface preparations. The polished
sample exhibits the characteristic s-shape
for surface state participation, indicating
a shift of UFB to higher potentials. This
is in good agreement with the ’as is’ mea-
surement, where a lower amount of surface
states, and thus a smaller shift, is to be ex-
pected.
possible that SD0.1MNaOH#2asis is subject to a certain, but
smaller shift as well. From the s-shape position of
SD0.1MKOH#2polish(0.25µm) it can be concluded that UFB with-
out surface state participation should be located
in the range from 0.18 (U ′FB) to 0.52 V vs RHE
(UFB”). However, this is still far from the UFB
position of approximately −0.1 V vs RHE Yasuda
et al. reported for their single frequency Mott-
Schottky measurement of an n-type 3C SiC bulk
sample [29].
As there is no illumination, and thus no pho-
togenerated holes, the increased dark current of
SD0.05 M H2SO4#2 polish (6µm) has to be related to an oxidation of
the electrode surface. In order to confirm this as-
sumption XPS measurements of both polished sam-
ples were performed after the identical EC treat-
ment. Figure 7.25 A) to C) display the resulting
core level detail spectra. While both samples ex-
hibit a strong oxygen signal in A), the signal for
SD0.05 M H2SO4#2 polish (6µm) is approx. four times larger than
for the smoother sample. Similarly, the Si 2p sil-
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Figure 7.25.: XPS detail spectra of the polished samples SD0.05 M H2SO4#2 polish (x µm) after the standard electrochemical measure-
ment procedure was performed in 0.05 M H2SO4. Obviously the rougher surface results in stronger
oxidation and the formation of a SiO2 layer, instead of the SiO layer observed for the 0.25 µm surface
preparation. The peak intensities were normalized in regard to SiSiC2p3/2.
icon oxide signal in C) is much more pronounced
for the rougher sample as well.
The peak positions can be used to determine the
silicon oxides oxidation states. For SD0.05 M H2SO4#2 polish (6µm)
a OSiO21s position of 533.22 eV and a Si
SiO2
2p3/2 of
103.58 eV were determined. This is ingood agree-
ment with the 4+ oxidation state, corresponding to
a SiO2 layer. Literature values deviate from 533.2
to 533.4 eV for the O 1s, and 102.7 to 104 eV
for the Si 2p peak, though [202–204]. While
SD0.05 M H2SO4#2 polish (0.25µm) displays a 3
+ or Si2O3 bond, with
binding energy positions of 532.53 eV for OSiO1s and
103.08 eV SiSiO2p3/2. Also in reasonably good agree-
ment with the literature values around 532.5 eV
and 102.7 eV [202,205].
From Si 2p oxide peaks, it is obvious that the
SiO2 layer should be considerable thicker than the




2p ratio and equation
3.5 were used to calculate the Si2O3 and SiO2
layer thickness. And indeed, the SiO2 layer is,
with (28± 1)Å, almost four times thicker than the
(7.8± 0.7)Å Si2O3 layer. Supporting the interpre-
tation of increased corrosion in form of oxidation
for SD0.05 M H2SO4#2 polish (6µm). For both oxidised samples, the
CSiC1s :Si
SiC
2p ratio increases from 1.01 (for the etched
samples) to 1.30 for SD0.05 M H2SO4#2 polish (0.25µm) and 1.46 for
SD0.05 M H2SO4#2 polish (6µm) as result of silicon depletion caused
by the oxidation process, as former SiC Si atoms
are now part of the oxide over layer.
Comparing the measurement results makes it obvi-
ous that the surface morphology plays a major role
in the photo response. Increasing surface disorder
results in a photocurrent onset at higher potentials,
indicating that a defect rich surface seriously hin-
ders the charge transfer kinetics and OER via an
increase of recombination. From the behaviour of
SD0.05 M H2SO4#2 polish (6µm) it has to be concluded that this hin-
drance can reach a level were the OER is rendered
ineffective and photo corrosion becomes the dom-
inant effect. This is supported by the increased
oxidation rate for the rougher sample surface ob-
served via XPS. No positive effects of increased
surface defect densities, like a possible improve-
ment of interface charge transfer via surface states,
were found.
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Influence of Electrolyte and pH
There is vast number of possible electrolytes for
direct photoelectrochemical water splitting. Most
experiments are performed either in weak aque-
ous acid or weak aqueous base. The choice of
electrolyte can influence the flat band potential
(in cases of low surface reactivity) and has a ma-
jor influence on chemical side reactions, such as
sample decomposition or oxidation potentials. For
example, diluted hydrofluoric acid can be used as
electrolyte in order to prevent the formation of an
oxide layer during electrochemical experiments, as
the oxide is constantly etched away [27]. As illumi-
nation at sufficiently high potentials will increase
the anodic dissolution, it can be used for etching
patterns etc. [197,198].
In order to investigate the electrolyte influence on
the OER for 3C SiC, the sample was measured in
0.05 M H2SO4 and 0.1M KOH respectively. The
measurement procedures were otherwise identical.
As discussed in a previous section, UFB is identi-
cal for both electrolytes, the 3C SiC band edges
are therefore expected to be in a similar position
with regard to OER for both electrolytes. There-
fore an identical behaviour in terms of the OER is
to be expected. From examination of the resulting
photo- and dark currents in figure 7.26 it is obvi-
ous that the overall behaviour is almost identical,
as expected.
As both samples display a significant dark cur-
rent for potentials exceeding approx. 1.2 V vs RHE
some kind of sample degradation has to occur, and
because the dark currents are similar the same
should hold true for the degradation reaction rates.
In order to investigate the nature of this degrada-
tion, SD#2 polish (0.25µm) was examined via XPS be-
fore and after each of the two electrochemical ex-
periments. All resulting core level detail spectra
are displayed in figure 7.27, only oxygen, carbon
and silicon were present on the sample.
Figure 7.26.: Photo- and dark current densities for
SD#2 polish (0.25µm) in 0.1 M KOH and 0.05
M H2SO4. Apart from the electrolyte,
measurement procedures were identical.
Within the expected margin of error for
electrochemical measurements, the two
measurements can be considered as iden-
tical, as expected (at least where the on-
set potential is concerned), because of their
identical UFB.
Etched: The polished sample SD#2 polish (0.25µm),
was then etched in piranha solution and NH4F
(dark green). It behaves similar to the previously
discussed cases in chapter 6, with the exception of
an 140 meV energy shift to lower binding energies
and an increase to FWHM from 0.7 to 0.75 eV.
Additionally the polished sample exhibits a three
times higher oxygen amount on the surface, prob-
ably a result of adsorbed water. All above devia-
tions can be assigned to additional surface rough-
ness and defects inflicted during the polishing pro-
cedure (and in case of the oxygen content, the
shorter time span in vacuum before the XPS mea-
surement). The SiSiC2p /C
SiC
1s ratio is 1.01.
0.1 M KOH: After EC measurements in 0.1 M KOH
all core level peaks exhibit a 140 eV shift to higher
binding energies, thus restoring flat band condi-
tions. The FWHM is restored to 0.7 eV as well.
No new species can be observed, neither are there
changes to the intensity ratios. As no new chemi-
cal compounds were found, it has to be concluded
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Figure 7.27.: XPS detail spectra of SD#2 polish (0.25µm) for the etched sample and after the standard electrochemical
measurement procedure was performed in 0.05 M H2SO4 respectively 0.1 M KOH. Apparently electro-
chemical measurements in KOH cause anodic dissolution (no additional species) in 3C SiC, while H2SO4
results in oxidation (oxide peak in Si 2p, increase in O 1s).
that the observed dark current results from anodic
dissolution of the 3C SiC electrode in KOH.
Anodic dissolution of SiC in general is known, and
can be used for photoelectrochemical patterned
etching, but the electrolyte of choice is normally
diluted HF [197, 198]. Van Dorp et. al investi-
gated the chemical stability of 4H-SiC in 0.05 to
0.5 M KOH at room and elevated temperatures
[199, 200]. They proposed light driven oxidation
of the SiC sample at anodic potentials exceeding
1.56 to 1.71 V vs RHE and subsequent dissolution
at lower potentials. As those parameters are in
Experimental Sequence For SD#2
1. polished (0.25 µm)
2. etched / EC in 0.05 M H2SO4 / XPS
3. etched / XPS
4. EC in 0.1 M KOH / XPS
excellent agreement with the observed 3C SiC be-
haviour it can be assumed that the reactions are
similar. The discussed changes in the XPS detail
spectra are therefore related to the removal of the
topmost 3C SiC layers, along with at least some of
the polishing induced defects.
0.05 M H2SO4: EC measurements in 0.05 H2SO4
did not cause peak shifts, and the 3C SiC bulk com-
ponents peak shapes remain mostly unchanged.
However, a new species appears in the Si 2p spec-
trum at 103.08 eV. From the peak position it can
be concluded that this species does not correspond
to SiO2, which is located at approx. 103.6 eV (see
section 7.4), but Si3+ (Si2O3) [203,206,207]. From
the SiSi2O32p :Si
SiC
2p ratio and equation 3.5 a total ox-
ide layer thickness of (7.8± 0.7)Å was calculated.
Assuming the surface oxide layer is mostly Si2O3,
as indicated by the binding energy, the OSi2O31s :Si
Si2O3
2p
ratio should be approx. 1.5, but instead it is
4.17± 0.01. This is probably the result of an in-
creased amount of adsorbed water on the sample
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Figure 7.28.: Picture of SD#2 after the electrochemical
experiment in H2SO4. The sample was
rinsed with distilled water after the experi-
ment. From the way the water sticks only
to the area previously exposed to H2SO4 its
hydrophilic nature is obvious.
surface, as the sample was hydrophilic after the
EC experiment, as opposed to hydrophobic after
the etching procedure. See figure 7.28, for a pic-
ture of the hydrophilic sample directly after the





ratio changes to 1.3, a result of surplus carbon not
longer bonded as SiC at least partially overlaying
the bulk signal.
Even though sample degradation clearly occurs,
both in acidic and base electrolytes, it has to be
noted that it only occurs at higher bias potentials
and then at low rates (following from the low ox-
ide layer thickness in H2SO4) compared with other
semiconductors, for example silicon, where oxida-
tion occurs faster and at lower potentials.
7.5 Conclusion
In the context of this chapter the general suitabil-
ity of 3C SiC for water splitting, or more precisely
the oxygen evolution reaction, has been investi-
gated. Chopped light measurements were used to
obtain the photocurrent density, which amounted
to 70 µA/cm2 at 2 V vs RHE for SD0.5M H2SO4#2 polish (0.25µm).
This corresponds to an internal quantum efficiency
of 1.1 %. As this is much lower than desired, the
3C SiC sample properties (mostly SD#2) were thor-
oughly investigated, and the obtained information
was used to estimate the hole flux to the 3C SiC /
electrolyte interface according to the Gärtner equa-
tion.
For Lp = 197 nm only about 0.5 % of the incom-
ing photons is absorbed close enough to the 3C SiC
surface to reach the interface and participate in the
OER. This corresponds to a photocurrent density of
32 µA/cm2 at 1.6 V vs RHE, assuming the exceed-
ing current density is a result of photo corrosion.
For Lp = 500 nm this number would increase to
the aforementioned 1.1 %.
Because SD#2 polish (0.25µm) has a rather high nD of
8× 1017 cm−3, in combination with a low Lp of
197 nm, only the holes created in the uppermost
240 nm will participate in a photo-oxidation re-
action. At the same time, 3C SiC has a rather
poor absorption coefficient, a consequence of the
large band gap in combination with its indirect na-
ture. For comparison, the 3C SiC samples from this
chapter feature an α of approximately 209 cm−1 for
λ= 455 nm, while pure silicon has an α of approx-
imately 2200 cm−1 [208], more than one order of
magnitude higher. In order to increase the hole flux
to the surface, and thus the efficiency, there are two
approaches.
First, the harvesting depth could be increased, al-
lowing holes from deeper within the bulk to reach
the surface and participate in the OER. This could
be obtained by the use of more pure and low doped
3C SiC, a doping concentration of 1× 1014 cm−3
would result in a 5 µm WD and should ensure an
efficiency exceeding 10 %. However, this would
also increase the sample resistance. The same is
true for a reduced defect density, as this would
increase Lp and thus the harvesting depth. Both
approaches are feasible, and will be discussed in
the next chapter 8.
Second, an increase in α would increase the num-
ber of electron hole pairs created within the har-
vesting depth, thus increasing the efficiency. How-
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ever, a materials absorption coefficient is a direct
consequence of its band structure and can not be
altered. The only solution would be the addition of
dyes or nano dots, to create alternative excitation
pathways. While those approaches are very inter-
esting, especially a two step excitation for 3C SiC,
the associated efforts would go beyond the scope
of this work.
The maximum photocurrent is only half of the
problem, though. Ideally the OER should be run-
ning at maximum efficiency without an additional
bias voltage. In theory, the OER onset should be
located at 1.23 V vs RHE plus the overpotential η
required for electrons to be transferred from the 3C
SiC, to the electrolyte via the Si−OH/C−H surface.
In reality, saturation (due to limited hole supply)
is reached at 1.6 V vs RHE, while the OER starts
around 0.5 V vs RHE. From this a photovoltage of
about 1 V can be approximated. This could be im-
proved by a better sample surface, as a reduction
of surface states will result in a reduced shift of
the flat band potential, thus increasing the photo-
voltage. Another approach would be an additional
p-type 3C SiC or high work function catalyst layer
on top, in order to create a buried junction instead
of the interface junction used so far. This approach
will be discussed in chapter 9.
Indeed, surface preparation seems to be critical to
obtaining feasible 3C SiC electrodes. A rough, de-
fect rich surface results either in a later onset of
the OER or can prevent it completely, resulting in
a much earlier onset of the sample degradation as
indicated by a high dark current, even at lower po-
tentials. On the other hand, a well defined defect
free (or poor) sample surface results in an early
OER onset, and a higher corrosion potential, as
indicated by a later dark current onset. In case
of the unpolished sample surfaces, no dark cur-
rent was detected at all. Because the electrolyte
pH apparently does not change the band positions
relative to the redox potentials (same UFB regard-
less of pH) the electrolyte can be selected purely
in regard to sample degradation. For the sam-
ples polished with 0.25 µm diamond suspension,
acidic electrolytes resulted in the formation of a
thin silicon oxide film on the surface, while al-
kaline electrolytes result in a slow dissolution of
the SiC electrode. However, without the polish
induced defects, a 3C SiC surface is astonishingly
inert to degradation.
In conclusion, it can be said that 3C SiC, while very
durable, has problems to deliver high efficiency
water splitting due to its material properties. How-
ever it might be possible to overcome some of these
problems, as will be investigated in the following
chapters.
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8 Improving 3C SiC: Hole Flux To The Surface
The low hole flux to the 3C SiC surface is the result
of a high doping concentration and low hole diffu-
sion length. In order to improve the efficiency, ap-
proximately five micrometers of low nD 3C SiC was
grown on a single domain sample (similar to SD#1
and SD#2) via CVD. Investigation of the sample was
conducted in a similar fashion to SD#1 and SD#2 in
the previous section, and an photocurrent increase
by a factor of 18 was observed. Applied measure-
ment methods are XPS, absorption spectroscopy, Ra-
man spectroscopy and electrochemical methods.
8.1 Introduction
The investigation of the single domain samples
SD#1 and SD#2 in the previous chapter yielded a
very low photocurrent, in the range of 30 µA/cm2,
and thus an equally low direct photoelectrochemi-
cal water splitting efficiency for 3C SiC. A detailed
analysis of the sample properties allowed a com-
parison of the expected influx of holes to the sur-
face, via the Gärtner equation (eq. 7.13), with the
measured photocurrent. This allowed to draw con-
clusions on why the n-type 3C SiC performed so
poorly with regard to the oxygen evolution reac-
tion (OER).
The first problem is recombination at the 3C SiC
/ electrolyte interface. While the SD#2 photocur-
rent onset is located close to the flat band poten-
tial (UFB=0.52 V vs RHE, Uonset=0.47 V vs RHE),
the maximum photocurrent (all incoming holes are
transferred across the interface) is not reached un-
til approximately 1.65 V vs RHE. This is assigned
to recombination of holes at the surface via sur-
face states, in combination with low transfer rates
across the interface.
However, the main problem are not the losses
due to recombination, but the low percentage of
photo generated holes making it to the surface
in the first place. Considering the incoming pho-
ton flux (200 W/m2 at 455 nm), a photocurrent
of 6370 µA/cm2 would be possible if all photons
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Figure 8.1.: Experimental parameters of the low nD CVD growth on a single domain (001) 3C SiC sample from Hoya.
The growth was performed by Kassem Alassaad (Univ. Lyon) [209], and the sample will be listed as
SDCVD.
could be harvested, and no recombination occurs.
The observed maximum photocurrent for SD#1 and
SD#2 is approx. 0.5 % of that. As indirect semicon-
ductor 3C SiC displays a relatively low absorption
coefficient α (209 cm−1 at 455 nm for SD#2), holes
from deep inside the 3C SiC bulk have to be able
to reach the surface in order to harvest a mean-
ingful percentage of the incident light. This would
require a thick depletion layer and/or large hole
diffusion length. Because of the high doping con-
centration and defect density neither of the two
properties are near the desired values in the sin-
gle domain 3C SiC samples investigated so far.
The obvious solution would be the use low n-type
3C SiC bulk samples of better quality (meaning less
defects and thus a higher hole diffusion length).
Unfortunately, it has proven very difficult to grow
high quality bulk 3C SiC. At the moment, there is
no supplier who would be able to produce a sample
of the desired properties.
However, 3C SiC layers of great quality can be
grown via chemical vapour deposition (CVD) on
substrates. This approach is widely used. Either
with silicon substrates, which are cheap but limit
the operation temperature to below the Si melting
point at 1414 ◦C [137, 209]. Alternatively hexago-
nal SiC substrates can be used. They allow growth
at higher temperatures, thus increasing the growth
rate, and have nearly identical lattice constants,
thus preventing strain through the sample. As the
hexagonal SiC surface allows two different orien-
tations of growth, twinning is a serious problem,
though. The typical composition is (111) 3C SiC
on (0001) SiC [209–211].
Therefore a third single domain n-type (001) 3C
SiC sample from Hoya cooperation was used as
seed for epitaxial layer growth via CVD. The re-
sulting layer should improve the hole flux to the
surface, while bulk 3C SiC / CVD 3C SiC should
not drastically alter the overall sample behaviour
in the electrochemical experiments.
8.2 Experimental Procedure
This chapter is focused on SDCVD. The sample is
similar to SD#1 and SD#2, from the previous chap-
ter, but with an additional epitaxial layer of a lower
doping concentration on top.
Low nD 3C SiC Layer via CVD
An n-type (001) single domain 3C SiC sample from
Hoya cooperation, was used as seed for an epitaxial
3C SiC layer grown via chemical vapour deposition
(CVD). The CVD was performed at the Laboratoire
des Multimatéaux et Interfaces in Lyon, with the
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kind support of Prof. Gabriel Ferro. Kassem Alas-
saad, who has obtained a high degree of expertise
on the 3C SiC growth via CVD over the course of
his PhD. project [209], was so kind as to perform
the actual experiment.
After methanol cleaning in an ultrasonic bath, with
subsequent ethanol dip, the sample was dried un-
der argon gas flow. Subsequently, SDCVD was intro-
duced into the experimental setup via the airlock,
which was then flushed with argon for 10 minutes
in order to remove the air. As nitrogen atoms like to
be incorporated into SiC as n-dopant, the amount
of introduced nitrogen had to be kept as low as pos-
sible. From the airlock, the sample was transferred
into the hydrogen filled reactor.
The following experimental procedure is graph-
ically depicted in figure 8.1. From 700 ◦C up-
ward the temperature was measured by pyrome-
ter. Once 1200 ◦C were reached the sample tem-
perature was held constant for five minutes. This
hydrogen etching is meant to further clean the sur-
face and remove the natural oxide surface layer.
Subsequently, the temperature was increased to the
working temperature of 1550 ◦C, and the incident
gas was changed from pure H2 to H2 and propane
(C3H8). The 10 minute surface preparation step is
needed to prevent droplet formation, which could
then result in whisker growth later on. Once the
silane (SiH4) was added to the gas mixture, the
actual growth process started. After one hour of
growth, the silane supply was stopped and the re-
actor cool down process was initiated.
Experience values gained from the setup indicate
the growth of about 5 µm 3C SiC with a n-doping
concentration around 1× 1017 cm−3. For more in-
formation on the 3C SiC CVD growth process a
study of [209] is highly recommended.
Sample Preparation and Characterisation
Before the CVD epitaxial layer growth, the SDCVD
surface was examined via differential interference
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Figure 8.2.: A) Cross section diagram of SDCVD after the
lower nD layer was grown via CVD, after the
backside was polished (0.25 µm) in order to
remove newly grown 3C SiC from the con-
tact area, and with the annealed Ni back
contact. B) Picture from SDCVD glued to a
metal holder with resin, ready to be polished.
contrast microscopy (DIC) also known as Nomarski
optical microscopy [212]. This was repeated after
the growth process.
In order to remove a possible low nD layer from
the sample backside (the contact side), the back-
side was polished with diamond suspension (down
to 0.25 µm), see figure 8.2. The sample was then
thoroughly cleaned with methanol and isopropanol
in order to remove any remnants of the resin.
Subsequently, UV/Vis and Raman spectroscopy
were performed in order to determine the absorp-
tion coefficient α and the doping concentration nD
of the bulk 3C SiC. Absorption spectroscopy was
performed both, in transmission and with an Ul-
bricht sphere.
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Figure 8.3.: Nomarski microscopy pictures of SDCVD. Measurements were obtained A) before and B) after the epitaxial
layer growth via CVD.
The samples was etched with piranha solution and
NH4F, as described in chapter 5. Once introduced
into the UHV system, XPS and LEED measurements
of the front were performed and it was briefly ex-
tracted from the UHV setup in order to flip it over
and mount it onto an molybdenum sample holder
for annealing. After reintroduction to the UHV
setup, the nickel back contact was deposited as de-
scribed in chapter 6.
In the following, the sample was used for electro-
chemical experiments, similar to those described
in chapter 7, with the Zahner and Gamry setups.
Prior to each EC experiment, the sample front sur-
face was droplet etched with piranha solution and
NH4F, see chapter 5.
8.3 Results and Discussion
The general investigation was performed in a sim-
ilar fashion to the previous chapter. However, the
more complex sample structure will prohibit some
of the methods previously used from providing
meaningful results.
Epitaxial n− 3C SiC Layer Properties
Nomarski microscopy pictures of SDCVD were taken
before and after the CVD growth, see figure 8.3
A) and B). Pre growth A), the sample surface ex-
hibits a lot of steps from the growth process, which
might give rise to additional surface defect states,
as atoms on the step front will exhibit dangling
bonds. Additionally, various micropipes disturb
the propagation of the step growth fronts, result-
ing in V-like formations. Post growth B), the sam-
ple surface appears much smoother. While there
are still steps present, they are almost all either
straight or rectangular, as one would expect for cu-
bic (001) growth. It stands to reason, that the plain
surface and the reduced number of visible defect
sites should result in less surface defect states, and
thus less recombination and a photocurrent onset
at lower potentials.
SDCVD was also investigated via UV/Vis absorption
spectroscopy, after the CVD growth. The result-
ing absorption coefficient α is displayed in figure
8.4, both for transmission geometry and an Ul-
bricht sphere. The obtained values from 195 to
211 cm−1 at 455 nm are in good agreement with
the 209 cm−1 for SD#1. As the measurement pro-
vides information on the whole sample thickness,
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Figure 8.4.: 3C SiC absorption coefficient α from UV/Vis
measurements, performed in transmission
and with an Ulbricht sphere. The ob-
tained values of 195 and 211 cm−1 for a
λ of 455 nm are in good agreement with
209 cm−1 obtained for SD#1.
the obtained α will be a result of the bulk 3C SiC.
However, it is highly unlikely that the CVD layer
should exhibit any meaningful deviations from the
bulk α.
While Raman spectroscopy can be used to approx-
imate a 3C SiC samples doping concentration, it
presents a similar challenge for the layered sam-
ple, as for the UV/Vis measurements. The effective
penetration depth δ = 1/2α of the Raman laser de-
pends on the 3C SiC absorption coefficient for the
excitation lasers wavelength [213]. Even for the
lowest laser wavelength available (488 nm), the re-
sulting penetration depth is in the range of 750 µm.
Therefore classic Raman spectroscopy will mostly
yield information on the 3C SiC substrate. Where
the LO position of 974.1 cm−1 indicates a dop-
ing concentration of nD = (5.1± 2.5)× 1017 cm−3.
While the epitaxial 3C layer contribution is super-
imposed by the asymmetrical LO overshoot, the
modes of other polytypes should be in discernible
intensities [82, 213]. Because of the non-existence
of such additional lines it can be assumed that only
3C SiC was grown on the seed sample.
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Figure 8.5.: Raman spectrum obtained for SDCVD at two
different locations show identical peak po-
sitions. The excitation light source was a
blue laser at 488 nm, which results in a pen-
etration depth δ = 1/2α of approximately
750 µm [213].
In another approach, the epitaxial layers nD can be
approximated via XPS measurements of the front
surface. Assuming piranha/NH4F etching results
in flat band potential, as was the case in previous
chapters, the core level peak positions can be used
to determine the energetic difference between the
Fermi level and the conduction band, and thus nD
can be calculated via equation 2.2. Figure 8.6 dis-
plays the Si 2p region of SDCVD, in comparison
to that of SD#1 as is from chapter 6 (flat band and
nD = 1.5× 1018 cm−1).
The lower binding energy of SiSiC2p3/2 for SDCVD,
would then result in EF − ECB = 0.15 eV. This is
in good agreement with the valence band spec-
trum, displayed in figure 8.7. Both, the XPS and
UPS measurements yield 2.18 eV within the mar-
gin of error for EVB − EF . Considering a band gap
of 2.33 eV this corresponds to EF − ECB = 0.15 eV.
With equation 2.2, this yields a doping concentra-
tion of 4.2× 1016 cm−3 for the epitaxially grown 3C
SiC layer. According to equation 7.15, this results
in a four fold increase of
WD = 160 nm ·pU − UFB (8.1)
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Figure 8.6.: XPS Si 2p detail spectra of SDCVD in compar-
ison to SD#2 as is. Both samples were etched
with piranha solution and NH4F prior to the
XPS measurements. The better resolution of
the spin orbit splitting for SDCVD is the result
of a lower pass energy of 5 eV, in contrast to
the 10 eV for SD#2 as is.
, the depletion layer width, compared to SD#1 and
SD#2. But it is still far from the desired multiple mi-
crometers, necessary to harvest a meaningful per-
centage of the incident light. Therefore, hope has
to be based on a significantly increased hole diffu-
sion length Lp, as result of a reduced defect density
in the CVD grown epitaxial layer.
Apart from the previously discussed shift to lower
binding energies, as result of a lower nD, XPS mea-
surements exhibit similar behaviour to SD#1 and
SD#2. Only the elements oxygen, carbon, and sili-
con are present, see XPS survey in figure 8.8, and
the CSiC1s :Si
SiC
2p ratio is 1.01. No fluorine remnants
from the etching procedure were observed.
In addition to XPS, LEED measurements were per-
formed on SDCVD. The resulting pattern is dis-
played in figure 8.9. It clearly shows the cubic
crystal structure and a 1x1 surface reconstruction.
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Figure 8.7.: Valence band spectrum of SDCVD. XPS
(Epass = 20 eV) and UPS (He II line) mea-
surements are in good agreement on the VB
onset. The valence band onset from linear
extrapolation is also in good agreement with
the SiSiC2p3/2 position, which were used to ap-
proximate the epitaxial layers doping con-
centration nD.
Contrary to SD#1 and SD#2 the un-annealed SDCVD
does not exhibit any satellite features. This, in
combination with the sharpness of the spots indi-
cates an extremely well ordered surface morphol-
ogy. Ideally this will go hand in hand with the epi-
taxial layer being equally defect free.
Water Splitting Performance
The idea behind the production of SDCVD was to
create a low nD epitaxial layer on top of the 3C SiC
bulk sample, as this would result in an increased
Wd , which would result in an increased hole flux
to the surface, which - finally - would result in
an increased efficiency. Figure 8.10 displays the
chopped light measurement performed on SDCVD
(blue) in comparison to the SD#2 polish (0.25µm) mea-
surement (black). Both measurements were per-
formed in 0.1 M KOH, and the sample preparation
was identical.
The differences between photocurrent densities
will be discussed later on the basis of logarithmic
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Figure 8.8.: XPS survey spectrum of SDCVD. Only the
elements oxygen, carbon, and silicon are
present. Overall behaviour is similar to
SD#1 and SD#2, but for the core level shift
to lower binding energies.
photocurrent density plots. However, three differ-
ences should be noted right away.
First, the greatly increased current density. At
1.8 V vs RHE, SD0.1 KOHCVD displays a current den-
sity of 579 µA/cm2 (compared to 62 µA/cm2 for
SD0.1 KOH#2 polish (0.25µm), without subtracted dark cur-
rent).
Second, the absence of dark current. Similar to
SD#2 as is no dark current (and thus no degrada-
tion) occurs, but this time the measurement range
was greatly increased (by 0.9 V vs RHE).
Third, the current density clearly goes into satura-
tion, showing exactly the expected behaviour due
to hole flux limitation.
It was attempted to determine the flat band poten-
tial in a similar fashion to SD#2 polish (0.25µm) in the
previous chapter. The phase component of the re-
sulting Bode plots are displayed as 3D plot in fig-
ure 8.11. While the behaviour is comparable for
lower potentials, there is a strong deviation in the
remaining measurement range.
From 0.45 V vs RHE upward, a second RC compo-
nent appears, thus making an evaluation with a
CPE-Randles cell as equivalent circuit (see figure
7.12 to the left) impossible. For demonstration,
Figure 8.9.: LEED pattern of SDCVD shows the (001)
sample orientation and 1x1 surface termina-
tion. The observed spots are the sharpest ob-
tained for any of the examined un-annealed
3C SiC samples in this work. Measurement
parameters: beam energy 90 eV, filament
current 2.8 A, and a screen voltage of 5 kV.
the EIS spectra of SD0.1M KOH#2 polish(0.25µm) and SD
0.1M KOH
CVD
are displayed in the figures 8.12 and 8.13. A
R(RC)(RC) equivalent circuit was used for a very
rough approximation of the component values. If
the second RC component is the result of the buried
n-/n 3C SiC junction, R2  R1 means that almost
the entire potential drop still occurs at the 3C SiC
/ electrolyte interface.
At potentials exceeding 1.0 V vs RHE the curve
shape indicates a possible third RC couple at fre-
quencies exceeding 1 MHz. The greater number
of RC couples, and thus the more complex shape
of the EIS measurements, is a direct result of the
different, more complex sample structure. Where
SD#2 polish (0.25µm) only had a single electric field re-
gion (the depletion layer), SD0.1M KOHCVD has up to
three.
The EIS measurement at potentials above 0.45
V vs RHE might be simulated with an R(RCPE)
(RCPE)(RCPE) equivalent circuit. However, in
such an circuit the physical meaning of the addi-
tional components would not be clear, making their
determination obsolete. Additionally, the increas-
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Figure 8.10.: Electrochemical chopped light measurement of SDCVD (blue) in 0.1 M KOH under illumination with
a 455 nm LED at 200 W/m2. The sample was droplet etched prior to the EC measurement. There is
no discernible anodic dark current over the whole potential range, and the photocurrent displays the










Figure 8.11.: 3D plot of the phase shifts from EIS Bode plots, performed on SDCVD in 0.1 M KOH. While the behaviour
is similar to SD#2 at low potentials, it deviates drastically at higher potentials. The shape, with two to
three maxima, indicates at least two to three R-C or R-CPE couples, a result of the more complex sample
structure.
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Figure 8.12.: EIS spectrum of SD0.1M KOH#2 polish(0.25µm) at
0.58 V vs RHE. A single R(R CPE) equiv-
alent circuit results in a good fit. Different
potentials mainly result in a shift of fmax
via the changing capacity of the depletion
layer at the semiconductor / electrolyte in-
terface.
ing degrees of freedom due to the higher number
of components endangers the reproducibility of the
fitting process, as multiple combinations might re-
sult in similar results.
Therefore, only the first three EIS measurements
(from 0.3 to 0.45 V vs RHE) of SD0.1 KOHCVD were
evaluated with a R(RCPE) equivalent circuit, see
figure 7.12 to the left. Their resulting capacities are
displayed as Mott-Schottky plot in figure 8.14, to-
gether with the SD0.1M KOH#2 polish (0.25µm) results from the
previous chapter. While those three points behave
as would be expected for the sample, it should be
kept in mind that the low number of points and
the complex system do not allow more that edu-
cated guesses.
The three data points form a line. Linear extrap-
olation allows the determination of 0.26 V vs RHE
for UFB. This would be within the potential range
for a surface state free 3C SiC sample stated in the
previous chapter. The observed flat band position
is close to the lower limit discussed in section 7.4
in context to the surface state participation. There-
Figure 8.13.: EIS spectrum of SD0.1M KOHCVD at
0.55 V vs RHE. A single R(R CPE)
equivalent circuit is no longer sufficient for
the evaluation. For potentials exceeding
0.45 V vs RHE, the EIS curve shape
depends strongly on the applied bias
potential.
fore, and despite the low number of data points,
the observed UFB is very reasonable.
Secondly, there is the slope
d(1/C2SC )
dU to consider. It
was used to extract the samples nD, according to
equation 7.23. Here, the SD0.1 KOHCVD Mott-Schottky
plot yields an nD about 20 times smaller than for
SD0.1M KOH#2 polish (0.25µm). This ratio is identical to the
doping concentrations of the two samples obtained
from XPS and Raman measurements. In both cases,
the Mott-Schottky plots yield approximately one
order of magnitude larger values for nD, than the
other methods. Assuming the obtained UFB value is
correct, the photocurrent onset of SD0.1 KOHCVD should
be at lower potentials than for SD0.1M KOH#2 polish (0.25µm).
Figure 8.15 displays the photocurrent densities
J onset∗, J s.state∗ and the dark current density for
two different 3C SiC samples, SD0.1 KOHCVD and
SD0.1M KOH#2 polish (0.25µm). Over the whole measurement
range up to 1.8 V vs RHE SD0.1 KOHCVD displays zero
dark current. This further confirms the relation be-
tween the sample surface preparation and degra-
dation made in section 7.4.
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Figure 8.14.: Mott-Schottky plots from SD0.1 KOHCVD and
SD0.1M KOH#2 polish (0.25µm). Fitting with a CPE-
Randles cell yields the displayed values for
SD0.1 KOHCVD , but can not be employed for
higher potentials, as the additional RC
components would require a more complex
equivalent circuit.
The onset potential for SD0.1 KOHCVD at 0.24 V vs RHE
is located at significantly lower bias potentials than
for SD0.1M KOH#2 polish (0.25µm). Its position also agrees per-
fectly with the rough approximation of the flat
band position discussed above. This behaviour is
similar to the previous chapter, where UFB and the
photocurrent onset where also located at almost
the same potential for SD#2 polish (0.25µm) in
• 0.1 M KOH: onset potential of 0.52 V vs RHE
and UFB of 0.52 V vs RHE, and
• 0.05M H2SO4: onset potential of 0.47 V vs RHE
and UFB of 0.52 V vs RHE.
In addition to the earlier onset, SD0.1 KOHCVD also dis-
plays a much steeper slope than SD0.1M KOH#2 polish (0.25µm).
3C SiC Tafel Slopes
Obtained from the linear J s.state∗ regions in
figure 8.15:
SD0.1 KOHCVD : 192 mV/decade
SD0.1M KOH#2 polish (0.25µm): 513 mV/decade
A steep slope, equivalent to a small Tafel slope,
is desirable, as it will obviously result in higher
current densities at lower potentials. As the OER
is a multi step reaction, it is generally assumed
that the observed slope is the result of a sin-
gle rate determining step (RDS), which has to be
at least a factor 100 slower than all preceding
steps [55, 214]. The slope can be used to at-
tempt an identification of the RDS. For the HER,
the three necessary reaction steps at platinum elec-
trodes (Volmer, Heyrovsky, and Tafel) are quite
well documented (120 mV/decade, 40 mV/decade,
and 30 mV/decade) [50,51].
Being a four electrode reaction, the OER - as in our
case - is much more complex than the HER though.
Over the years, a number of different reaction path-
ways were proposed, and it is entirely possible for
multiple of these reaction pathways to occur in par-
allel [52–55]. This makes an identification of the
RDS for n-type 3C SiC rather difficult, assuming
it is a kinetic and not a diffusion limitation pro-
cess anyway. It can be assumed that the 3C SiC
surface does not display a high catalytic activity, as
the slopes would be even steeper otherwise. There-
fore it would be reasonable to add a dedicated cat-
alyst to improve the OER kinetics and refocus on
3C SiC’s main tasks, providing sufficient holes and
photovoltage to drive the OER.
Compared to the other sample, SD0.1 KOHCVD displays
a highly increased photocurrent density of 545
to 577 µA/cm2 in the potential range from 1.6
to 1.8 V vs RHE. In relation to the 29 µA/cm2,
SD0.1M KOH#2 polish (0.25µm) displays at 1.6 V vs RHE, this
correlates to an increase by a factor of 19. With
the assumption that there is no noteworthy recom-
bination at potentials exceeding 1.6 V vs RHE, this
means a likewise increase in the hole flux to the
surface. As the transmission behaviour of SD0.1 KOHCVD
does not exhibit any noticeable deviations, it can
be assumed that α is either identical, or at least
comparable to the previously discussed SD 3C SiC
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Figure 8.15.: Photo and dark current density of SD0.1 KOHCVD under 200 W/m
2 illumination with a 455 nm blue LED, in
dependence of the applied potential. Neither sample degradation (dark current), nor photo corrosion are
observed (photocurrent goes into saturation). For comparison, measurement results of SD0.1M KOH#2 polish (0.25µm)
(identical light source), and SDdest. H2O#2 as is (100 W/m
2 at 435 nm) are provided as well.
samples. Therefore, any difference in the observed
photocurrent density has to be the result of an in-
creased harvesting depth, holes from deeper within
the bulk being able to reach the sample surface.
Part of this improvement is definitely a result of the
reduced doping concentration. Considering the ob-
tained values of nD, a reduction from 8.0× 1017 to
4.2× 1016 cm−3, the difference between SD#2 and
SDCVD, would result in an increase of WD from 36.7
to 160nm ·pU − UFB. However, the obtained in-
crease by a factor of 4.4 is not sufficient as to ex-
plain the observed improvement of the photocur-
SDCVD & SD#2 Doping Concentrations
The ratios between the nD values obtained
from Mott-Schottky plots is identical to
those obtained from other methods.
SDXPSCVD: 4.2× 1016 cm−3
SDRaman#2 : 8.0× 1017 cm−3
SDMott−Schottky 0.1M KOHCVD : 4.8× 1017 cm−3
SDMott−Schottky 0.1M KOH#2 : 8.5× 1018 cm−3
rent density by itself. Instead, the main contribu-
tion to the observed increase has to be assigned
to the only remaining factor in eq. 7.13, the hole
diffusion length Lp
Keeping the above assumption of no recombination
at higher potentials in mind, the hole diffusion
length can be estimated from resolving the Gärt-
ner equation 7.13 according to Lp. This yields ap-
proximately 4400 nm as Lp for the epitaxial layer
of SDCVD, a significant improvement compared to
the 197 nm found for the original SD bulk sam-
ples. As the epitaxial layer is about 5 µm thick, only
holes generated in the epitaxial layer will be able
to reach the sample surface and participate in the
OER.
The second junction, between the epitaxial layer
and the bulk, should therefore be mostly irrelevant
to the hole harvesting process. This embedded
junction will however influence the overall elec-
trode performance via impairing the charge carrier
transport across the depletion layer.
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Figure 8.15 can be roughly divided in sections
where different effects occur, similar to the schematic
band diagrams displayed in figure 7.20 (A) to (D)
in the previous chapter. For potentials around the
UFB of 0.24 V vs RHE there will be no band bend-
ing, thus no electric field an only a very small
photocurrent (fig. 7.20 (A)). An increase of po-
tential will result in induce the formation of a de-
pletion layer in the 3C SiC at the electrolyte inter-
face. Due to the high resistance in this region the
potential drop will occur there almost exclusively
(fig. 7.20 (B)). At potentials exceeding 0.73 up
to 1.07 V vs RHE the photocurrent slope decreases
noticeably, this could be the result of Fermi level
pinning due to the ionisation of surface states (fig.
7.20 (C)). From the onset of the slope change the
surface states energetic position can be approxi-
mated to 0.64 eV below the conduction band edge.
This value is made up of the 0.49 eV band banding
induced at 0.73 V vs RHE plus the energetic differ-
ence of 0.15 eV between Fermi level and conduc-
tion band. See figure 8.16 for a schematic repre-
sentation of the surface state position and the OER
and HER potentials for SCVD at UFB.
8.4 Conclusion
As discussed in the previous chapter, 3C SiC dis-
plays a rather low OER efficiency, even at high
anodic potentials. From an approximation of the
hole flux to the 3C SiC / electrolyte interface, via
the Gärtner equation, it could be concluded, that
the main problem is the low percentage of light,
absorbed close enough to the interface for the gen-
erated holes to reach it. A direct result of the low
absorption coefficient α. The low α in turn, is the
result of the wide 3C SiC band gap in combination
with the band gaps indirect nature. This problem
was further enhanced by the high doping concen-
trations (thus, a low WD) in combination with very

































Figure 8.16.: Band diagram schematic of SDCVD in 0.1
M KOH at the flat band potential (UFB)
of 0.24 V vs RHE. Assuming the change
of slope in figure 8.15 indicates the on-
set of Fermi level pinning through sur-
face states, those surface states should be
located 0.64 eV beneath the conduction
band.
In this chapter, it was demonstrated that the hole
harvesting depth and thus the hole flux to the sur-
face can be increased by a factor of 19, via the
growth of a five micrometer epitaxial 3C SiC layer
on an existing SD sample. Most of this increase is
the result of a significant improvement in the hole
diffusion length Lp from 197 to 4400 nm, but the
decrease in doping concentration by a factor of 10
to 4.2× 1016 cm−3 and the resulting increase in Wd
are helpful as well.
No dark current was observed up to 1.8 V vs RHE,
neither is there any transient behaviour at higher
bias potentials. Therefore, it can be assumed
that almost all holes reaching the surface partic-
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ipate in the OER. The observed photocurrent of
577 µA/cm2 at 1.8 V vs RHE corresponds to an in-
ternal quantum efficiency of 9.1 % for blue light
(λ= 455 nm).
In addition to the improved maximum photocur-
rent, the onset potential is also shifted 0.28 V to
lower potentials. This is ascribed to the lower
number of surface states on the unpolished surface.
However, the cell still does not yield sufficient pho-
tovoltage to run without an applied external bias.
The high Tafel slope indicates a kinetic problem,
which is to be expected without the addition of a
suitable catalyst.
The performed measurements do not allow a sepa-
ration of the onset potential position into the im-
pacts of overpotential and photovoltage. Taking
into account that many other not catalyst materi-
als require extremely high overpotentials for the
OER (glassy carbon 1.24 V, copper 1.27 V, iron ox-
ide 1.27 V), the use of an adequate catalyst mate-
rial, like nickel or ruthenium oxide, on the 3C SiC
surface might be sufficient to allow the OER to take
place with at an acceptable efficiency without any
bias potential being required. The investigation of
3C SiC / catalyst hetero-junctions will be discussed
in the next chapter.
121
122
9 Improving 3C SiC: Charge Transfer And Photovoltage
This chapter will be focused on how the charge trans-
fer across the 3C SiC / electrolyte interface can be im-
proved by the addition of a surface catalyst layer. As
a side effect, this layer will change the electrode from
an interface junction (where the 3C SiC / electrolyte
interaction defines the properties) to a buried junc-
tion (properties are defined by the 3C SiC / catalyst
interface). The discussed samples are 3C SiC grown
via CVD on a silicon wafer. They are parts of the
same wafer already used for the wet chemical etch-
ing experiments in chapter 5. Applied methods for
this chapter are: XPS interface experiments, absorp-
tion spectroscopy, and electrochemical methods.
9.1 Introduction
Back in chapter 2, it was shown that the current
voltage behaviour of a simple redox reaction can
be explained in terms of the applied overpotential
η and the exchange current density j0, as result of
the reaction kinetics. Ideally a catalyst should in-
crease the current density at a set overpotential.
This will manifest either in a steeper Tafel slope or
a higher j0. The resulting curve shape will then ap-
pear as if a shift to lower potentials had occured. In
addition to improving the reaction kinetics, a suit-
able catalyst layer might also protect the surface
from corrosion.
The performance of catalysts is mostly studied on
inert metal substrates. This setup provides suffi-
cient charge carriers for anodic and cathodic reac-
tions, and the cells rest potential (eq. 2.26) is easily
determined, as is the catalysts performance. For
measurements on semiconductors substrates ad-
ditional effects, like the semiconductor resistivity,
space charge regions or substrate oxidation have
to be taken into account. For characterisation it is
common to pick a current density, and report the
necessary overpotential for it to be reached. A
value of 10 mA/cm2 is used most frequently, al-
though 1 mA/cm2 or 10 µA/cm2 can be found as



























































OER in 1M NaOH
after 2 hours
Figure 9.1.: Overpotentials η for some common OER cat-
alysts. The values are for a current density
of 10 mA/cm2 in 1 M NaOH after two hours
of OER. (a) and (b) are place holders for
oxides, were the exact stoichiometry is un-
known [17].
for the OER, and the necessary overpotentials for a
10 mA/cm2 current density [17].
The situation gets even more complex for an illumi-
nated semiconductor, where the photovoltage will
act as an additional bias potential shifting the OER
to lower potentials (see figure 2.13 in chapter 2).
In this case the photovoltage will be determined by
the 3C SiC / catalyst interface. As the photovolt-
age is not constant, but depending on the current
density, the overall cell performance of the catalyst
covered 3C SiC, will be a superposition of the cat-
alysts performance (current density in dependence
of overpotential η) and the junctions photocurrent
in dependence of photovoltage characteristic (this
will be abbreviated as IV in the rest of this chap-
ter). If neither the catalytic performance nor the
junctions IV characteristic are known, it is not pos-
sible to distinguish their impacts on the overall cell
performance.
9.2 Experimental Procedure - Si / 3C SiC
All experiments in this chapter were performed
on pieces of the same two inch (001) 3C SiC on
Si wafer, already used for the experiments in the








Figure 9.2.: Cross section schematic of the 3CNiO and
3CRuO2 samples with a GaIn contact. The
samples was etched first, followed by cata-
lyst deposition, and the GaIn contact.
1.5 µm 3C SiC layer has a doping concentration of
1× 1017 cm−3. Before any experiments were per-
formed the samples were wet chemically etched
with Piranha solution and NH4F. This results in
a flat band like situation at the surface, as was dis-
cussed in chapter 5. Post etching no traces of con-
tamination were found. Sample nomenclature will
follow the known path (for example 3Cpir,NH4F for
a 3C SiC on Si sample after wet chemical etching).
For the electrochemical measurements some kind
of electrical contact will be required. Ideally di-
rectly to the 3C SiC, in order to prevent any unnec-
essary impact from the 3C SiC / Si heterojunction
and the high resistance silicon substrate. In order
to accomplish this, the 3C sample was placed on
a piece of titanium sheet. Its 3C SiC front was
connected to the metal sheet via Gallium Indium
eutectic (99.99 % metals basis, 62 % Gallium) by
Alfa Aesar. To improve handling and durability the
eutectic was covered with epoxy resin, see figure
9.2 for a schematic.
An etched 3C SiC sample, 3Cetched , with the above
contact was investigated via the standard EC ex-
perimental procedure. This sample’s performance
will function as reference for the influence of NiO
and RuO2 catalyst layers.
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Two different high performance catalyst systems,
with low reported overpotentials were selected.
The wide band gap semiconductor nickel (II) ox-
ide (NiO), with an overpotential of 0.47 V at
10 mA/cm2, and the metallic ruthenium (IV) oxide
(RuO2), with an overpotential between 0.32 and
0.40 V.
Si / 3C SiC / NiO
After some initial test, to get the deposition param-
eters right, the 3C SiC / NiO interface was investi-
gated via an XPS interface experiment. The exper-
imental procedure and equipment for the NiO de-
position were mostly identical to those presented
in chapter 6, for the SD#1 3C SiC / nickel inter-
face experiment. However, in order to produce
NiO, the gas flow was adjusted to 20 sccm Ar and
1 sccm 99.995 % pure O2. Before the first deposi-
tion, the Ni target was cleaned via sputtering 240 s
at 30 W with closed shutters, the actual deposition
was performed at 15 W.
The MBE base pressure pMBE was 1.9× 10−8 mbar,
and the accompanying XPS measurements were
performed at pressures of 4× 10−10 mbar or below.
Deposition times were 3, 6, 15, 35 and 41 seconds,
and the layer thickness was estimated from the rel-
ative peak intensities according to equation 3.4.
Afterwards, the sample was stored under UHV con-
ditions for one day, before it was extracted, and
equipped with the aforementioned GaIn back con-
tact. It was then introduced into the EC cell, and
the standard EC experimental procedure, described
in chapter 7, was performed. The measurements
were performed in 0.1 M KOH. Because of the eu-
tectic GaIn contact, no post EC XPS measurements
were performed.
Si / 3C SiC / RuO2
Similarly, the 3C SiC / RuO2 interface was investi-
gated with another XPS interface experiment. The
experimental procedure was mostly identical to the
one in the previous section, but a 99.95 % pure
ruthenium target by Kurt J. Lesker was used in-
stead, and the gas flows were 18.5 sccm argon with
1.5 sccm oxygen [215]. As before, the Ru target
was cleaned, at 20 W for one minute, before the
power was reduced to 10 W, and the shutter was
opened for the deposition.
The MBE base pressure pMBE was 2.2× 10−8 mbar
or below, and the accompanying XPS measure-
ments were performed at pressures of 7× 10−10 mbar
or below. Deposition times were 3, 7, 17, 44 and 49
seconds. The layer thickness was estimated from
the relative peak intensities according to equation
3.4.
Afterwards, the sample was stored under UHV con-
ditions for two days, before extraction. The GaIn
contact was added, and it was introduced into the
EC cell. Again, the standard EC experimental pro-
cedure was performed in 0.1 M KOH, see chapter
7. Because of the GaIn back contact, no post EC
XPS measurements were performed.
9.3 Results and Discussion
Similar to chapter 8, the epitaxial 3C SiC doping
concentration can be determined from the XPS
measurements via equation 2.2. The necessary
ECB − EF of 0.13 eV was already determined in
chapter 5, and the resulting approximation for nD
is 9.3× 1016 cm−3. This is in excellent agreement
with the expected value of 1017 cm−3 from former
experience with the CVD setup, and the resulting
depletion layer width would be
WD = 108 nm ·pVd − U .
Si / 3C SiC
As mentioned above, the more complex cell de-
sign prevents any meaningful EIS measurements.
125
Figure 9.3.: Photocurrent density for 3Cpir, NH4F in com-
parison to SDCVD. Both measurements were
performed in 0.1 M KOH, with a 455 nm
LED at 200 W/m2. 3Cpir, NH4F will be the
reference behaviour for evaluation of the cat-
alyst impact.
Therefore, the flat band potential UFB can not be
determined via Mott-Schottky plots. While the ex-
act extend of WD at a given potential will thus re-
main unknown, it was already shown in the pre-
vious chapters, that the hole diffusion length Lp is
the dominant factor for the expected photo current
density. So far, Lp values between 197 nm for SD#2
and 4400 nm for SDCVD were found.
Assuming an epitaxial layer thickness of 1.5 µm,
and further assuming Lp is sufficient to allow all
holes generated within the epitaxial layer to reach
the surface would result in
Jphoto(λ= 455 nm) = 197 µA/cm
2
as the expected maximum photocurrent density.
This increases to
Jphoto(λ= 455 nm) = 210 µA/cm
2 , (9.1)
if the reflection on the 3C SiC / Si interface is taken
into account, which will result in part of the light
crossing the 3C SiC layer a second time.
Figure 9.3 shows the measured photocurrent den-
sity of 3C0.1M KOHpir,NH4F . This measurement will function
as reference for the subsequent investigation of the
catalyst covered samples. The observed maximum
photocurrent density is obviously much lower than
the approximated 210 µA/cm2. A possible expla-
nation would be that not all charge carriers from
near the centre of the sample are able to reach the
contacts at the sample sides, before recombination.
Furthermore, the onset potential is shifted 0.25 V
to the right, compared to 3CCVD. This could either
indicate a higher defect density at the sample sur-
face or be a result of a Schottky contact between
the GaIn eutectic and the 3C SiC, which induces a
opposing built in potential.
While the different back contact prevents a mean-
ingful comparison between the bulk and the epitax-
ial 3C SiC samples, it should not inhibit a compari-
son between the three samples investigated within
this chapter. As 3C0.1M KOHpir,NH4F and the two samples
with a catalyst layer, 3C0.1M KOHNiO and 3C
0.1M KOH
RuO2 ,
only differ in their surface preparation any ob-
served changes should be a result of those surface
layers alone. Relative changes in onset potential,
Tafel slope etc. can then be used to extrapolate the
catalyst layers performance on 3C SiC bulk sam-
ples.
Besides a different method of contact formation,
the silicon substrate could also influence the mea-
surement by absorbing light and thus providing
charge carriers. Due to the straddling nature of the
Si / 3C SiC heterojunction, both holes and elec-
trons would have to overcome an energy barrier in
order to cross over into the 3C SiC [30, 216]. In
order to investigate whether there is any photocur-
rent contribution from the Si substrate, the pho-
tocurrent density of 3C0.1M KOHpir,NH4F was measured for
different wavelengths. Some of those with a wave-
length large enough as not to be absorbed in the
3C SiC.
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Figure 9.4.: Measured photocurrent density J s.state∗ of
3Cpir, NH4F in relation to the possible cur-
rent density from the incident photon flux
Jphoto for different LED wavelengths λ.
The measured steady state photocurrent J s.state∗ is
displayed as percentage of the incoming photon
flux in figure 9.4. Wavelengths of 505 nm and be-
low can be absorbed in 3C SiC, and the respective
measurements only show the expected behaviour,
with the onset potential around 0.49 V vs RHE.
The observed J s.state∗ dependency on λ corre-
sponds very well to the 3C SiC absorption coeffi-
cient for those λ, further confirming that the ob-
served photocurrent is an effect of the epitaxial 3C
SiC layer only.
For wavelengths exceeding 505 nm, no light should
be absorbed in the 3C SiC and no photocurrent
is observed in the potential range of 0.5 V vs RHE
and above. However, those measurements display
a weak anodic current in the potential range from
0.0 to 0.2 V vs RHE. This is a result of a shift of
the cathodic onset current to a more negative po-
tential under illumination, see figure 9.5. As the
illumination induces a photovoltage in the Si sub-
strate, the curve is shifted to the left, thus J s.state∗ =
J s.state − J dark becomes positive in the area where
the photovoltage results in a different current den-
sity at a given potential vs. RHE.
Figure 9.5.: Current density response of 3Cpir, NH4F in
0.1M KOH under chopped light illumination
with a 880 nm LED. While this wavelength
is not absorbed in the epitaxial 3C SiC layer
it induces a photovoltage in the Si substrate,
which in turn shifts the curve to the left.
Si / 3C SiC / NiO
Nickel oxide exhibits a high dissolution resistance
in alkaline solutions [217], and is an efficient cat-
alyst for the OER [17, 218, 219]. NiO is a wide
band gap semiconductor, whose band gap is fre-
quently reported in the range from 3.1 to 4.3 eV
[220–224]. Even assuming the lowest reported
value for EBG, absorption would only have to be
considered for incoming light with a wavelength
λ of 400 nm or below, and can be neglected for
the electrochemical experiments performed with a
455 nm LED.
The last deposition step of the interface experiment
was used to determine the NiO properties. At this
point, any contributions from the subjacent 3C SiC
to the spectrum are negligible. From the valence
band spectrum, see figure 9.6, it is obvious that the
valence band edge is very close to the Fermi level
(binding energy of zero) As the NiO band gap is
3.1 eV or above it can be concluded that the de-
posited NiO is p-type. This spectrum also confirms
that the deposited NiO is not metallic but a semi-
conductor.
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Figure 9.6.: XPS spectrum of the 3CNiO valence band
after the last interface experiment deposi-
tion step, corresponding to a (69± 4)Å NiO
over layer. Considering the assumed EBG of
3.1 eV, the observed EVB − EF shows the p-
type nature of the NiO.
The (69± 4)Å deposition step was also used to
determine the NiO work function from the sec-
ondary electron edge, see figure 9.7. While the
surface work function underwent strong changes
during the first deposition steps, the changes de-
crease with increasing NiO layer thickness, until
there is no change between the 42± 3 and the
(69± 4)Å NiO layers. Therefore, this final value
of 5.36 eV is taken as the work function of the
deposited polycrystalline nickel oxide ΦNiO. This
value is in excellent agreement with previous re-
ports, which mostly provide values from 5.0 to
5.6 eV [225–227]. Although the exact value of
ΦNiO depends strongly on the preparation method
and parameters. Greiner et al. [226] achieved NiO
work functions as high as 6.7 eV for in situ oxi-
dised NiO, but found this to be unstable, the value
decreasing due to the adsorption of residual gases
even under UHV conditions.
XPS interface experiments and their outcomes have
been discussed at length in chapter 6, thus the fol-
lowing discussion will be kept short. The relevant
XPS detail spectra of the 3C SiC / NiO interface ex-
periment are displayed in figure 9.8. Considering
Figure 9.7.: Secondary electron edge XPS spectrum for
3CNiO after the last interface experiment de-
position step. While the first deposition steps
exhibit strong changes in the surface work
function, the final two show identical be-
haviour. The determined work function for
ΦNiO is 5.36 eV.
the p-type nature of the NiO layer, and further con-
sidering that ΦNiO is significantly higher than the
ΦSiC bulk of 4.13 eV, or the ΦSiC sur f ace of 4.55 eV,
the interface contact should result in upward band
bending (shift to lower Ebin) in the 3C SiC and
downward band bending (shift to higher Ebin) in
the NiO.
The observed behaviour corresponds to those as-
sumptions. All obtained shifts in the 3C SiC com-
ponents (SiSiC2p3/2 and C
SiC
1s ) and the NiO main peak
(NiNiO2p3/2) are summarized in table 9.1. From the
the respective work functions it can be concluded,
that the total diffusion potential Vd for an ideal
junction between the two materials should amount
to 1.23 eV. As both, 3C SiC and NiO, are semicon-
ductors, the band bending will occur in both mate-
rials, and their distribution should depend on their
respective doping concentrations [37].
While the final band bending of 0.43 eV in the 3C
SiC can be clearly determined by comparison of 3C
SiC surfaces without and that with a 69 Å NiO layer,
this is not the case for the NiO layer. Compared
to the first NiO deposition step (2 Å) the NiNiO2p3/2
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Figure 9.8.: XPS detail spectra (with subtracted background) of the 3C SiC / NiO interface experiment performed
on 3CNiO. All measurements were performed with a 10 eV pass energy. The SiC species Si
SiC
2p3/2 and
CSiC1s display a 0.49 eV shift to lower binding energies, after the first deposition step. Layer thickness








(Å) (eV) (eV) (eV)
0 0 0 -
2± 1 -0.48 -0.49 0
6± 1 -0.48 -0.48 +0.74
16± 1 -0.41 -0.41 +0.65
42± 3 -0.37 -0.37 +0.50
69± 4 -0.40 -0.45 +0.42
Table 9.1.: Relative peak shifts of the main 3C SiC and
the NiO component. Data was obtained from
the 3C SiC / NiO interface experiment pre-
sented in figure 9.8.
component of the final deposition step is shifted
0.42 eV to higher binding energies, which could be
a result of the expected downward band bending.
However, this shift does not necessarily correspond
to the actual band bending in the NiO layer. Part
of the observed shifts in binding energy could be
ascribed to chemical changes, as the Ni 2p detail
spectra for low NiO layer thicknesses do not dis-
play the characteristic NiO peak shape, and the first
deposition step is less than one monolayer of NiO.
Cluster size effects could also influence the mea-
surements [154,155].
Furthermore, all components display the strongest
shifts in binding energy for the first two deposi-
tion steps (−0.49 eV for 3C SiC, 0.74 eV for NiO),
which then decreases with further NiO deposition,
until at least the 3C SiC components stay constant
within the margin of error. A possible explanation
for this could be an arrangement of the first NiO
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Figure 9.9.: Absolute values of the binding energy shifts
plotted over the deposited NiO layer thick-
ness for 3CNiO.
monolayer as an ordered polar structure which
could exhibit a build in electric dipole. However,
the above considerations prevent a clear statement
on the NiO band bending. Therefore the following
considerations will take the possible range of 0 to
0.8 eV for V NiOd into account. The absolute values
of the discussed peak shifts are displayed in figure
9.9.
Nickel oxide is commonly found in two configura-
tions, either as nickel (II) oxide (NiO), or as nickel
(III) oxide (Ni2O3). In the presence of hydrogen
nickel (II) hydroxide (Ni(OH)2) is also common, its
peak shape and position are very similar to that of
Ni2O3 [228–232]. The two configurations show a
characteristic and distinct curve shape in their XPS
Ni 2p core levels. As the deposited nickel oxide
displays two distinct peaks in the binding energy
range from 852 to 857 eV and has its main peak lo-
cated at 853.7 eV, see figure 9.8, it can be identified
as NiO [151, 152, 232]. This is supported by the
stoichiometric information (see figure 9.9) where
a Ni:O ratio between 1.05 and 0.86 was found for
the NiO species in the O 1s and Ni 2p regions.
The above information in combination with the
knowledge of the 3C SiC band diagram from chap-
ter 5 allows the construction of a band diagram for
the 3C SiC / NiO interface. Figure 9.10 displays
the situation for 3C SiC and NiO separately (A)
and in contact (B). Obviously, the contact results
in a staggered heterojunction [37]. Therefore, any
holes transferring from the 3C SiC into the NiO
catalyst layer will loose energy due to the abrupt
change ∆EVB in the valence band edge positions
at the interface. Which in turn should result in a
shift of the OER onset potential to higher poten-
tials, as this energy loss has to be compensated by
an additional bias potential.
Because there is no 3C SiC / electrolyte interface,
the available photovoltage will be determined by
the buried 3C SiC / NiO junction only. The open
circuit photovoltage of the junction should be equal
to the total diffusion potential Vd = V 3Cd +V
NiO
d . As
concluded from the XPS interface experiment, Vd
will be in the range of 0.43 to 1.23 eV, depending
on the value of V NiOd . Depending on the junctions
form factor, the available photovoltage at higher
photocurrent flows will be smaller still. Further-
more the energy loss ∆EVB and the necessary η of
0.15 to 0.25 V for the OER at NiO [218, 219] have
to be taken into account as well.
Above considerations have been graphically sum-
marized in form of a flow chart, see figure 9.11.
While the mentioned uncertainties do not allow
a precise prediction of the potential, necessary to
reach a photocurrent density of 10 µA/cm2, nar-
rowed down to a potential range from 0.84 to
1.64 V vs RHE, or slightly higher (depending on
the form factor). Considering that the reference
sample 3Cpir, NH4F exhibited a current density of
10 µA/cm2 at 0.89 V vs RHE, the NiO layer is actu-
ally likely to worsen the onset potential by shifting
it to the right.
Figure 9.12 displays the chopped light measure-
ment results of 3CNiO in 0.1M KOH under 200 W/m
2
illumination from a 455 nm LED, in comparison to
the reference 3Cpir,NH4F (dashed line), the original
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Figure 9.10.: Band diagram of the 3C SiC / NiO interface (A) before and (B) after contact formation. Because the
resulting interface is a staggered heterojunction, where any holes transferring from the 3C SiC to the
NiO will lose energy. The NiO band gap was also measured via absorption spectroscopy, see figure A.1 in
appendix A.3. As the performed experiment does not allow to distinguish between binding energy shifts
due the chemical changes and due to band bending in the NiO (see text) V NiOd can not be determined

































hole energy loss DEVB upon crossing
the 3C SiC / NiO interface junction
Figure 9.11.: Flow chart of the reasoning used to approx-
imate the expected potential at which a cur-
rent density of 10 µA/cm2 should occur.
pendix (figure A.2). The first obvious difference
is the large onset potential (J = 0.5 µA/cm2) shift
from 0.49 to 1.54 V vs RHE for 3CNiO in compari-
son to 3Cpir,NH4F . Only a slightly larger bias poten-
tial of 1.58 V vs RHE is required for a 10 µA/cm2
current density. This is in excellent agreement with
the rough approximation of 0.84 to 1.64 V vs RHE
discussed above. From the U10µA of 1.58 V vs RHE
it can be concluded that the junction provides a
photovoltage of 0.49 to 0.59 V at this current den-
sity.
Second, the current density increase with potential
is much steeper for 3CNiO. While the 3Cpir,NH4F
J s.state∗ displays a Tafel slope of 297.7 mV/dec
(0.824 to 8.24 µA/cm2) the nickel oxide covered
3CNiO displays a Tafel slope of 31 mV/dec, about
one order of magnitude smaller than without NiO
for the same current density range. This is in
excellent agreement with the reported values of
29 mV/dec for the OER at NiO electrodes [218].
Obviously, the NiO catalyst layer results in a signif-
icant improvement of the cells OER kinetics.
Last, the maximum photocurrent density is in-
creased drastically, from 26 to 212 µA/cm2 for
3CNiO. This is almost exactly the value initially
anticipated for the epitaxial 3C SiC on Si 3C sam-
ples, see equation 9.1. Apparently the buried 3C
SiC / NiO junction results in a further extension of
the depletion layer, which then prevents recombi-
nation during the electron movement to the sample
sides.
It should be mentioned, that the 3CNiO J
s.state∗ be-
haves exactly as expected, displaying values of zero
until the steep increase at around 1.5 V vs RHE.
However, J onset∗ displays a complex, potential de-
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Figure 9.12.: Photocurrent density for the NiO cov-
ered 3CNiO in comparison to catalyst free
3Cetched . Measurements were performed
in 0.1 M KOH, the 455 nm LED was set
to 200 W/m2. The chopped light measure-
ment can be found in figure A.2 in the ap-
pendix.
pendent transient cathodic (negative) current be-
haviour, not displayed in the logarithmic plot. See
figure A.2 in appendix A.3 for the linear plot.
Si / 3C SiC / RuO2
Ruthenium oxide has long been the best known
OER catalyst, with η values between 0.33 and
0.40 V for a current density of 10 mA/cm2 [17,
219, 233, 234]. For single crystalline ruthenium
(IV) oxide, the catalytic performance depends on
the RuO2 orientation, with the (100) surface re-
quiring a lower η than the (110) surface [234]. It
is frequently used as a benchmark system for new
OER catalysts. Because RuO2 is metallic, see fig-
ure 9.13, band bending will only occur in the 3C
SiC, which should allow a more precise prediction
of the current potential behaviour.
Similar to the previously discussed buried 3C SiC
/ NiO junction, the available photovoltage will be
defined by the 3C SiC / RuO2 contact, thus a high
ΦRuO2 is desirable. Various researchers have re-
Figure 9.13.: XPS spectrum of the 3CRuO2 valence band
after the last interface experiment depo-
sition step, corresponding to a (59± 2)Å
RuO2 epitaxial layer. The position of the
Fermi level (Ebin = 0 eV) in the valence
band confirms the metallic nature of RuO2.
ported a wide range of RuO2 work functions from
4.6 to 6.2 eV [215, 236–238]. Apparently ΦRuO2
is correlated to the oxygen concentration during
magnetron sputter deposition, where a higher con-
centrations result in a higher ΦRuO2 [215]. The ini-
tial deposition steps of the interface experiment re-
sult in a work function increase, but the last three
steps (15, 37 and 59 Å) display similar values. In
figure 9.14 the secondary electron edge of the last
deposition step ((59± 2)Å) was used to determine
the ΦRuO2 of 6.65 eV, and thus higher than any re-
ported previously.
Figure 9.15 shows XPS detail spectra of the three
regions of interest for the 3C SiC / RuO2 interface
experiment. The components employed for the fit-
ting procedure are displayed as well. Obviously,
the C 1s and the Ru 3d core levels are superim-
posed.
All relevant detail spectra of the interface exper-
iment are displayed in figure 9.16. The spectra
are background subtracted, and in order to im-
prove comparability for the reader, the XPS sig-
nal from the C 1s / Ru 3d region was separated
into the contributions of the respective elements.
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Figure 9.14.: The 3CRuO2 secondary electron edge XPS
spectrum was used to determine the RuO2
work function ΦRuO2 of 6.65 eV. This mea-
surement was performed after the last de-
position step of the 3C SiC / RuO2 XPS in-
terface experiment displayed in figure 9.16.
To produce the C 1s spectrum, all RuO2 compo-
nents were subtracted from the measurement data
and vice versa for the Ru 3d spectrum. Distinc-
tion of the elemental contributions is clear up to
the (15± 1)Å deposition step. For the final 2 steps
the small intensity of CSiC1s results in a higher un-
certainty in the component position.
The Ru 3d peak was fitted according to the excel-
lent RuO2 XPS analysis of Morgan [235]. From
the observed RuRuO23d5/2 position of 282.70 eV, which
is in excellent agreement with previously reported
values between 282.6 and 282.7 eV, and the peak
shape the deposited layer can clearly be identified
as RuO2 [215, 235, 239–241]. This is further rein-
forced by the stoichiometry, as ORuO21s :Ru
RuO2
3p is in
the range between 1.7 and 2.2, see below.
Considering the extremely high ΦRuO2 of 6.65 eV a
strong upward band bending (shift to lower Ebin)
in the 3C SiC is to be expected. The observed be-
haviour is in accordance with this assumption, but
once again the value of the shift remains below the
expectations, and the final shift amounts to a Vd of
0.41 eV. This must be ascribed to Fermi level pin-








(Å) (eV) (eV) (eV)
0 0 0 -
2± 1 -0.57 -0.59 0
6± 1 -0.48 -0.50 -0.01
15± 1 -0.41 -0.42 -0.05
37± 1 -0.41 -0.41 -0.02
59± 2 -0.41 -0.42 -0.03
Table 9.2.: Relative peak shifts of the main 3C SiC and
RuO2 components. Data was obtained from
the 3C SiC / RuO2 interface experiment pre-
sented in figure 9.16.
Fermi level was pinned at exactly the same posi-
tion, approx. 0.41 eV below the conduction band
edge, for 3CNiO and 3CRuO2 it can be expected that
the defect states, or at least their energy levels, are
identical.
Table 9.2 summarizes the relative changes in peak
positions of the relevant 3C SiC and RuO2 compo-
nents and figure 9.18 provides a graphical presen-
tation. Similar to the previous interface experi-
ment, the initial two deposition steps result in a
higher Vd , in this case 0.57 eV, compared to 0.48 eV
for NiO, which then changes to a stable but lower
value for deposited layers exceeding one to two
monolayers.
Again, this could be ascribed to a build-in elec-
tric field as result of a special alignment of the
first metal oxide monolayer. In this case the RuO2
chemical composition might also play a role, as
the x in RuOx is 1.7 for the first two deposition
steps, before it increases to 2.0 and then 2.2 for
the last two deposition steps. Such a high oxy-
gen concentration could lead to the formation of
an oxygen layer on the RuO2 surface. The result-
ing oxygen dipole could explain the extremely high
RuO2 work function. Alternatively, the number of
surface states as result of the metal ion bombard-
ment increases over the first deposition steps, thus
increasing the Fermi level pinning.
Above information is also graphically displayed in
form of two band diagrams. Figure 9.17 (A) shows
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Figure 9.15.: O 1s, C 1s / Ru 3d, and Si 2p XPS detail spectra of 3CRuO2 after the second deposition step. The C 1s
and Ru 3d core levels are superimposed. In order to facilitate comparison, the information from the
performed fits in CasaXPS were used to display the C 1s and Ru 3d spectra separately in figure 9.16.
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Figure 9.16.: Background subtracted XPS detail spectra of the 3C SiC / RuO2 interface experiment. The measurements
were performed with a pass energy of 10 eV. After the first deposition step ((2± 1)Å RuO2) the 3C SiC
bulk components were shifted 0.41 eV to lower binding energies. The layer thickness was determined
from CSiC1s and Ru
RuO2
3d via equation 3.5. Note that the additional feature at approx. 283 eV in the Ru
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Figure 9.17.: 3C SiC / RuO2 interface schematic (A) before contact formation and (B) for an ideal contact without
surface states and pinning. In the ideal case, the large difference between Φ3C and ΦRuO2 would produce
a large Vd which could be used to power the OER.
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Figure 9.18.: Absolute values of the binding energy shifts
plotted over the deposited RuO2 layer thick-
ness for 3CRuO2.
the initial situation, while (B) demonstrates how
the ideal junction between the two materials would
look like. ΦRuO2 is large enough for the RuO2 Fermi
level to lie below the 3C SiC valence band. In a
perfect junction, without surface states or dipole,
this would give rise to an upward band bending of
2.1 eV.
This would still be easily sufficient to power the
OER, especially considering the low η of RuO2 for
the OER. The junction obviously looks great on
paper. However, the 3C SiC / RuO2 XPS inter-
face experiment only accounted for a Vd of 0.41 eV,
which is significantly below the theoretical value of
2.17 eV. As discussed in chapter 6, this reduced Vd
is a result of Fermi level pinning via surface states
at the 3C SiC / RuO2 interface. The resulting band
diagram of the ’real junction’ is displayed in figure
9.19.
Most of the potential drop from the Fermi level
aligning therefore occurs in form of an interface
dipole δ in a very thin region at the interface. Be-
cause the Fermi level is held at a position 0.54 eV
(0.41 + 0.13) below ECB, it can be concluded that
the responsible surface states are located at this en-
ergy. The same band bending was observed for in
the 3C SiC / NiO junction, while it is possible that
this is pure coincidence, it seems more likely that
a similar kind of surface state is responsible for the
pinning in both cases.
Similar to the previous section on NiO, the EC be-
haviour of 3CRuO2 can be approximated from the
available information. See figure 9.20 for the flow
chart. For a current density of 10 µA/cm2 at a
RuO2 interface an overpotential η between 0.02
and 0.17 V will be required [234,242]. In this case,
the only other factor to be considered is the photo-
voltage, which should be 0.43 V or below. From
the above information, the expected potential for a
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Figure 9.19.: Band diagram of the 3C SiC / RuO2 junc-
tion based on the results of the interface
experiment from figure 9.16. Most of the
potential difference from the Fermi level































Figure 9.20.: Rough approximation of the expected po-
tential at which a current density of
10 µA/cm2 should occur for 3CRuO2.
photocurrent of 10 µA/cm2 from 3CRuO2 would be
in the range from 0.84 to 0.99 V vs RHE.
Figure 9.21 shows the measured photocurrent for
3CRuO2 in 0.1M KOH under 200 W illumination
with a 455 nm LED. The measurement shows a
first steep increase at close to 0 V vs RHE (Ua10 µA
= 0.02 V vs RHE), which results in a saturation
current density of 208 µA/cm2 from 0.2 V vs RHE
upwards, until the photocurrent density drops
abruptly to zero at 0.4 V vs RHE. No photocurrent
is observed up to 0.84 V vs RHE, where another
steep increase occurs (U b10 µA = 0.94 V vs RHE),
which goes into saturation much slower and fi-
nally reaches a maximum photocurrent density of
Figure 9.21.: Photocurrent density for the RuO2 covered
3CRuO2 in comparison to 3Cetched without a
catalyst layer. All measurements were un-
dertaken in 0.1 M KOH, and a 455 nm LED
at 200 W/m2 was employed. The original
chopped lght measurement can be found in
figure A.3 in the appendix.
242 µA/cm2 at 1.7 V vs RHE, before J onset∗ and
J s.state∗ drop again to values around 25 µA/cm2.
Repeating the same chopped light scan for a sec-
ond time afterwards did not produce a comparable
result, instead it looked more like the behaviour of
3Cpir NH4F (dotted line in figure 9.21). This indi-
cates that the RuO2 is almost completely removed
during the EC measurement. Indeed, an compar-
ative measurement on a similarly prepared sam-
ple, but without the GaIn back contact, showed
no traces of RuO2, instead of the previously de-
posited 6 nm layer, after the same EC procedure.
Apparently the RuO2 layer is not stable.
There are two possible interpretations for this
curve shape.
One: Activation passivation behaviour
The observed overall current potential relation is
also similar to the expected behaviour for the for-
mation of a passivation layer. An initial current in-
crease related to the electrode oxidation followed
by a steep decrease, as a stable passivation layer
is formed (normally an oxide of the electrode ma-
terial) [15]. Should this oxide be conducting the


























Figure 9.22.: Theoretical parameter diagram for immu-
nity, passivation and corrosion of Ru, based
on the potential-pH diagram of ruthenium.
After [243,244].
potentials. Thus, the second current density rise
would be the result of the OER. In this case the
observed OER U b10µA of 0.94 V vs RHE is in ex-
cellent agreement with the approximated 0.84 to
0.99 V vs RHE for 3CRuO2 at 10 µA/cm
2 from figure
9.20.
However, the XPS spectra of 3CRuO2 clearly show
the catalyst layer to be RuO2 not simply metallic
Ru, see figures 9.15 and 9.16. As it is already
oxidised, no further oxidation and thus no asso-
ciated current flow should occur. This is further
confirmed from the ruthenium potential-pH (Pour-
baix) diagram. For 0.1 M KOH (pH approximately
13) the oxidation
Ru+ 3H2O−Ru(OH)3 + 3H+ + 3e− (9.2)
of ruthenium should only occur at potentials above
0.74 V vs RHE [243, 244]. Below that, ruthenium
is immune to oxidation, see figure 9.22 for a graph-
ical summary of the Ru potential-pH diagram pa-
rameters for ’immunity’, ’passivation’ and ’corro-
sion’. The full diagram and the associated equa-
tions can be found in appendix A.3. Therefore, it
has to be concluded that the initial current rise is
not a result of Ru oxidation either.
Two: Hydrogen oxidation reaction
As for all chopped light measurements, the starting
potential was at −0.2 V vs RHE. Before the anodic
photocurrent onset at 0 V vs RHE 3CRuO2 displays
an extremely high cathodic current of 2300 µA/cm2
at −0.19 V vs RHE, see figure A.3 in appendix A.3.
This should correspond to an equally high produc-
tion rate of H2 at the RuO2 surface. As can be seen
from the potential-pH diagram in figure A.4 it is
quite possible to at least partially reduce RuO2 to
metallic Ru at cathodic potentials, which is known
to be a good catalyst for the HER [245]. A high
hydrogen concentration at the surface would then
result in the occurrence of the hydrogen oxidation
reaction (HOR), see figure 2.11 and equation 2.14.
This is normally inhibited due to lack of reactants.
However, the initial H2 production changed this.
HOR and OER both require holes for the reaction
to occur. As the observed photocurrent density will
therefore be limited by the hole flux to the surface,
both reactions should occur at approximately the
same rate, as is observed in figure 9.21. Once
the available hydrogen at the surface is used up
the reaction will stop abruptly, as is the case at
0.4 V vs RHE, and the current density will drop to
zero until the OER starts at a higher potential.
Integration of the total current flow over the appro-
priate potential range can be used to approximate
the amount of produced or consumed hydrogen
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Figure 9.23.: Schematic on the interaction between (A) the buried junctions (BJ) IV curve, and (B) the catalysts
IV behaviour, in order to produce (C) the overall EC cell performance of the sample. For this simple
approach the correlation between the 3 graphs is U(J) = 1.23 V vs RHE + η(J) − Uph(J). The open
circuit potential (Uoc) and the short circuit current density (Jsc) values are similar to those observed for
3CRuO2, and the η is an averaging of (001) and (110) RuO2 behaviour from [234].











dV ≈ −5.4× 1016
(9.3)
H2 molecules from the cathodic current at poten-
tials below 0.004 V vs RHE. In above equation
J(V ) is the current density, and dt/dV the scan











dV ≈ 2.1× 1016
(9.4)
oxidised hydrogen molecules from the anodic cur-
rent density. Assuming 2.37× 1015 atoms per
square centimetre on a perfectly flat (001) 3C SiC
surface (lattice constant 4.36 Å [246]), this would
correspond to roughly 9 monolayers of H2. It is
to be expected that the amount of oxidised hydro-
gen molecules is smaller than the initially produc-
tion, as part of the hydrogen will diffuse away from
the surface. Because the ’activation passivation be-
haviour’ explanation could be ruled out, it stands
to reason that the HOR of those 9 monolayers is
responsible for the initial current density slope.
The second current density rise in figure 9.21 has
been identified as the OER. As mentioned above,
its position is in excellent agreement with the po-
tential approximated from the XPS interface exper-
imental data. For current densities ≤ 10 µA/cm2
the observed Tafel slope of 37 mV/decade is in
excellent agreement with previous reports of 33
to 56 mV/decade for RuO2 [234, 242]. Above
10 µA/cm2, the Tafel slope changes and is not
longer really linear. A rough approximation yields
a significantly higher slope of 359 mV/decade for
the J s.state∗ between 20 and 100 µAcm2.
As discussed in chapter 2, four electron reactions
like the OER can only be described accurately by
the Butler-Volmer equation 2.29 if there is a sin-
gle one electron reaction as rate determining step.
Because the Tafel slope mechanis are based on the
Butler-Volmer equation, a situation without such a
rate determining step in the OER could result in a
deviation from linear Tafel slopes. However, Sto-
erzinger et al. reported an almost perfectly linear
138
Tafel behaviour for (100) and (110) RuO2 up to
300 µA/cm2 in 0.1 M KOH [234].
An alternative explanation would be a competing
surface reaction, which could block reaction sites.
The most likely candidate would be the anodic dis-
solution of the RuO2 layer. RuO2 in alkaline pH 13
solutions is only stable up to a potential of approx-
imately 1 V vs RHE, see figure 9.22. Dissolution of
RuO2 would also explain the decrease of photocur-
rent density at potentials exceeding 1.7 V vs RHE.
Should the RuO2 covered area diminish over the
course of the experiment, this should (simplified)
result in a superposition of two current voltage be-
haviours, one for the RuO2 catalysed areas and an-
other one for 3C SiC catalysed areas. The later one
should exhibit a behaviour similar to 3Cpir,NH4F .
Once the RuO2 coverage is too small as that all
reactions can take place at catalyst sites, the per-
formance is bound to decrease.
Another explanation for the lower slope is the
photo-current/voltage behaviour of the buried
junction. So far, the photovoltage has always been
discussed as a more or less constant term, while
it can be highly dependent on the current den-
sity. Should the available photovoltage decrease
strongly with the increased current density, this
would also result in a decrease of the observed
Tafel slope.
For solar cells this relation is frequently displayed
in form of current potential (IV) curves. In this
case, the IV behaviour of the buried 3C SiC/RuO2
junction has to be combined with the Tafel plots of
the catalyst layer. For a simple approximation, the
potential
U(J) = 1.23 V vs RHE+η(J)− Uph(J) (9.5)
at a given current density J would be correlated
to the overpotential η and the photovoltage Uph.
Figure 9.23 displays a schematic of the two sepa-
rate behaviours and the resulting EC cell behaviour,
Figure 9.24.: Extrapolated IV curve of the buried 3C SiC
/ RuO2 junction. The characteristic values
are displayed in the graph.
where the voltages for a certain current density are
added up.
Neglecting effects like the blocked reaction sites by
possible RuO2 dissolution and so on, the reverse
process can be used to approximate the actual IV
behaviour of the buried 3C SiC / RuO2 junction.
Figure 9.24 displays the IV curve of the 3C SiC /
RuO2 interface, which was extrapolated from the
OER in figure 9.21. While the buried junction is
able to provide an open circuit potential (Uoc) of
0.55 V and a short circuit current density (Jsc) of
218 µA/cm2, the almost linear IV behaviour results
in a small maximum power point (Pmax), and thus
an equally small fill factor of 0.18. For compari-
son, good commercial silicon solar cells exhibit fill
factors of around 0.8 [247, 248]. An IV behaviour
like this makes it very obvious that the 3C SiC /
RuO2 interface would have to be optimized in or-
der to get a competitive level of performance from
this kind of device setup.
9.4 Conclusion
Possible improvements of the n-type 3C SiC water
splitting performance via catalyst over layers were
investigated in the context of this chapter. It was
shown that the OER onset of the 3C SiC samples
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3CNiO and 3CNiO with catalysts, can be approxi-
mated rather well from the buried junction’s dif-
fusion potential Vd , as determined from XPS in-
terface experiments, and the catalysts IV proper-
ties. Knowledge of the catalytic performance ac-
tually allows an approximation of the buried junc-
tions characteristic IV behaviour. A separation that
was not possible as long as both factors (catalyst
and junction) remained unknown in at least a semi
quantitative manner.
The addition of a catalyst layer results in a sig-
nificantly decreased Tafel slope (steeper increase
of photocurrent with potential) for both catalysts.
However, the buried junctions do not supply the
anticipated high photovoltages, thus still requiring
an additional bias potential to power the OER. For
3CNiO, this can be traced back to an unfavourable
alignment of the respective valence bands.
Additionally both samples seem to suffer from
Fermi level pinning in the 3C SiC absorber layer
as result of surface states 0.54 eV below the con-
duction band edge. As 3CNiO and 3CRuO2 both
display the same Vd in the interface experiments,
the obvious assumption would be that in both in-
terfaces Fermi level pinning occurs as result of the
same kind of surface states. From the energy posi-
tion a (+/++) C vacancy could be responsible, as
this should be located 0.58 eV below the conduc-
tion band edge [249].
These surface states are apparently not present
for 3C SiC samples without the catalyst layers, as
SDCVD displays an onset (0.5 µA/cm
2) potential of
0.24 V vs RHE. The Uoc for the 3C SiC / 0.1 M
KOH interface junction will therefore be 0.99 V
plus the necessary OER overpotential for the 3C
SiC surface, and thus likely above 1.23 V.
In theory, buried junctions between 3C SiC and
high work function catalysts, like RuO2, have a
lot of potential. An obvious next step would be
the optimization of the junctions, as those are the
limiting factor at the moment, especially with re-
gard to the surface states. The obvious solution
would be a 3C SiC homojunction between the n-
type bulk 3C SiC and a thin highly p-type layer on
top. This would offer the best chance of producing
an un-pinned buried junction with a possibly high
diffusion potential Vd .
Alternatively, the 3C SiC / metal oxide interfaces
could be optimized by different preparation meth-
ods, like a high temperature annealing under hy-
drogen atmosphere in order to get a hydrogen ter-
minated surface instead of the C-H / Si-OH used so
far [250, 251]. Further possible procedures would
be annealing of the deposited catalyst layer, or ini-
tial deposition of a thin (approx. 5 nm) pure metal
film which is then subsequently oxidised in order
to prevent re-oxidation of the 3C SiC surface.
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10 Final Considerations
This final chapter will give a short summary of
the obtained results, discuss the consequences in a
broader context and give an outlook on possible fu-
ture developments.
10.1 Summary and Outlook
The goal of this work was to generally evaluate the
potential performance of 3C SiC for water splitting
applications. For this a number of single domain
and epitaxial n-type 3C SiC samples were inves-
tigated with various methods. It was also shown
that the employed sample preparation methods re-
sulted in a Si-OH / C-H surface termination and
an ohmic back contact for the annealed Ni back
contacts.
An EC cell for direct photoelectrochemical water
splitting is a complex system. This is especially true
for interface junctions, were the total performance
will depend on the 3C SiC/electrolyte junctions IV
behaviour, which in turn depends on the sample
surface and defect state density, recombination and
the catalytic performance of the uppermost elec-
trode layer. Without knowledge of catalyst over-
potential η(U), for example, it is impossible to de-
termine the junctions IV behaviour. Therefore in-
formation must be obtained from situations where
some of the those factors are negligible.
It was shown, that the photocurrent density at high
bias potentials is mostly determined from the flux
of photo-generated holes to the electrode surface,
which could be approximated very well via the
Gärtner equation 7.13. The low current densities
observed for SD#1 and SD#2 could thus be traced to
3C SiC’s low absorption coefficient α (≈ 210 cm−1
for λ = 455 nm), in combination with small hole
diffusion length Lp (≈ 197 nm) and a small de-
pletion layer width, as result of the high doping
concentration nD.
Using CVD in order to grow a 5 µm epitaxial 3C SiC
layer on top of a SD sample resulted in a significant
improvement of the photocurrent at 1.6 V vs RHE,
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author shape nD electrolyte illumination current density
approximation
for AM1.5




16−18 0.1M NaOH 0.4’white’
450
(2 V vs RHE) 113
Yasuda [29]
303




no bias < 0.1
Sun [252]
1000
on 4H SiC 10
16−18 0.1M NaOH 0.1AM1.5
150
(1.5 V vs RHE) 150
this work (SD#2)
152




(1.6 V vs RHE) 100
this work (3CRuO2)
1.5




(1.6 V vs RHE) 790
this work (SDCVD)
5




(1.6 V vs RHE) 1880
author shape nA electrolyte illumination current density
approximation
for AM1.5
for the HER [µm] [cm−3] [] [W/cm2] [µA/cm2] [µA/cm2]
Kato [31]
20




(0.2 V vs RHE) 290
Ichikawa [253]
30




(−0.3 V vs RHE) 230
Table 10.1.: Summary of reported investigations of 3C SiC for direct photoelectrochemical water splitting. The n-doped
samples used for the oxygen evolution reaction (OER) are displayed on top, and the p-doped samples used
for the hydrogen evolution reaction (HER) are displayed on the bottom. In many cases the employed
illumination was not the standard 1000 W/m2 AM1.5 (0.1 W/cm2), thus - for comparabilities sake - the
rightmost column displays an approximation of the current density under standard AM1.5 conditions.
from 29 µA/cm2 (SD#2) to 545 µA/ cm
2 (SDCVD).
While the doping concentration of the epitaxial
layer was one order of magnitude below the two
SD samples, this should only result in an improve-
ment by a factor of 2 at most. The obvious con-
clusion is, that the epitaxial layer displays a signif-
icantly higher hole diffusion length Lp of 4400 nm.
As all other measurements in this work, the mea-
surements mentioned above were performed with
monochromatic light, as this made the evaluation
easier. In everyday use, the light source would be a
continuous AM 1.5 spectrum [20]. The behaviour
under such conditions can be approximated easily
via integration of the Gärtner equation 7.13 over
the wavelength λ. Which yields
J = q
∫
I0(λ)[1− exp[−α(λ)WD]1+α(λ)Lp ] dλ (10.1)
the total current density in dependence of de-
pletion layer width WD and hole diffusion length
Lp. I0 is the number of incident photons of a
given wavelengths per square centimetre. Neglect-
ing reflection losses, the measured photocurrent of
545 µA/ cm2 for SDCVD would thus correspond to a
1.88 mA/cm2 under AM 1.5 illumination. The va-
lidity of this approach has been confirmed by mea-
surements of the photocurrent for monochromatic
light of different wavelengths.
While there are not many works on 3C SiC for wa-
ter splitting applications some can be found and
compared to the work at hand, they are summa-
rized in table 10.1. The reports on n-type 3C SiC
for the OER are displayed on top. As can be seen
all three previous investigations report (approxi-
mated) current densities of 150 µA/cm2 or below
for AM1.5 illumination in the potential range from
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Figure 10.1.: Approximated photocurrent density as function of depletion layer width WD and hole diffusion length
Lp. The graph is based on equation 10.1. Values for the absorption coefficient α are mostly from the
measurements presented in the previous chapters, but were supplemented by data from [254] for small
wavelengths.
1.5 to 2.0 V vs RHE. This is roughly similar to the
value of 100 µA/cm2 for the bulk 3C SiC sample
SD#2 found within the context of this work, see
chapter 7. However, the RuO2 covered epitaxial
3C SiC layer on silicon 3CRuO2 and the lowly doped
high quality epitaxial 3C SiC layer on bulk 3C SiC
SDCVD, presented in chapters 9 and 8 of this work,
significantly outperform those values with 790 and
1880 µA/cm2. The later being an improvement by
one order of magnitude.
In order to be commercially viable, a direct pho-
toelectrochemical water splitting cell would have
to produce a current density of approximately
10 mA/cm2. Assuming a band gap of 2.3 eV,








which means that the necessary current density
could be reached, but only if more than 93.3 % of
the incoming photons could be harvested for the
water splitting reaction.
Figure 10.1 displays the obtainable photocurrent
for a 3C SiC electrode as function of WD and Lp.
Even for Lp = 50 µm, the depletion layer width WD
would still have to be approximately 4.35 mm thick
in order to achieve the desired 10 mA/cm2. Which
in turn would require intrinsic 3C SiC with a dop-
ing concentration in the range of 1× 107 cm−3 (eq.
2.8). A 3C SiC layer of approximately 5 mm would
neither be feasible from a production nor a han-
dling point of view. While appropriate preparation
of the electrode, like a reflecting back contact or a
structured surface in order to disperse the incident
light, might reduce the necessary sample thickness
3C SiC alone does not seem like the first choice for
thin film applications.
However, Heidarzadeh simulated the performance
of a 3C SiC / Si tandem cell [255]. Their cal-
culations yielded a possible short circuit current
of 13.46 mA/cm2 and an open circuit potential of
2.13 V. It should be noted though, that they also
report a 13.56 mA/cm2 current density for a pure
143
3C SiC pn-junction cell of 5 µm thickness, which
completely contradicts above considerations (even
exceeding the calculated maximum possible pho-
tocurrent).
Another future approach could be to increase
the absorption properties of the 3C SiC electrode
[256]. While the absorption coefficient as a direct
result of the materials dispersion curve, and thus
the density of states, can not be changed, it might
be possible to add additional photo excitation path-
ways. A high concentration of deep acceptor or
donator states could function as an intermediate
band, which would then allow transitions from the
valence band to the intermediate band, and from
there to the conduction band [257, 258]. This
is called the ’impurity photovoltaic effect’ (IPV)
[259]. While Beaucarne and Richards [260, 261]
proposed 3C SiC as a material for IPV cells, there
are no reports on the performance of such devices
yet.
For all measured samples in this work, a signifi-
cant bias potential had to be applied in order for
a reasonable percentage of the incoming holes to
participate in the OER at the 3C SiC surface, which
is a result of an insufficient photovoltage and re-
combination. It was shown, that recombination at
the 3C SiC surface is high for low potentials but
its impact decreases with increasing potential. As
recombination is a result of slow charge transfer
across the 3C/electrolyte interface, the obvious so-
lution to prevent it is the addition of a catalyst layer
in order to improve the kinetics. NiO and RuO2
catalytic layers were investigated, and neither of
the two exhibited the high recombination rates ob-
served for pure 3C SiC.
It was found that the onset potential, and thus
the photovoltage, is strongly dependant on the
surface preparation. A roughly polished, defect
rich surface will perform considerably worse than
a finer polished or unpolished sample, as part of
the potential drop will occur over the defect states.
The defect rich samples also showed significantly
higher degradation rates. SDCVD offered the low-
est onset potential, 0.24 V vs RHE for a current
density of 0.5 µA, and 0.53 V vs RHE for a current
density of 10 µA.
Therefore, the supplied photovoltage of SDCVD at
0.5 µA has to be 0.99 V plus the necessary overpo-
tential η needed for the OER at this current density
at the 3C SiC surface. Depending on the 3C SiC
η these values could be sufficient for self driven
water splitting with a good catalyst. With a cata-
lyst layer on top, the 3C SiC electrode will change
from an interface to a buried junction. Meaning
that the available photovoltage and current volt-
age behaviour will no longer be determined by the
3C SiC / electrolyte, and instead be the 3C SiC /
catalyst junction.
Thus, NiO and RuO2 were chosen as catalyst sys-
tems. Both exhibit high work functions, 5.36 eV
for NiO and 6.65 eV for RuO2, which should in-
duce a large band bending in the 3C SiC. The 6
to 7 nm thick catalyst layers were deposited in the
context of 2 XPS interface experiments (3CRuO2 and
3CNiO), where it was found that the interface was
strongly pinned by defect states 0.54 eV below the
conduction band edge. As a result, the observed
onset potentials for 3CRuO2 and 3CNiO were higher,
and the photovoltage lower than for pure 3C SiC
surfaces.
It can be concluded, that those defect states are a
result of the metal oxide catalyst deposition, be-
cause the pure 3C SiC is not pinned there, as ev-
ident from the observed onset potentials. For the
future, it would therefore be interesting to identify
the defect states responsible for the Fermi level pin-
ning at the 3C SiC metal oxide interface, and find
preparation methods to reduce or prevent their cre-
ation. This might be achieved by simply annealing
the 3C SiC / metal oxide catalyst system [262], or
via a different in situ cleaning procedures, like an-
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nealing under hydrogen in order to get a clean H
terminated 3C SiC surface [250,263–265].
Another approach would be to first deposit a few
monolayers of pure metal on the 3C SiC, thus pre-
venting further oxidation of the 3C SiC surface.
The metal could then be oxidised by annealing un-
der oxygen, and additional metal oxide could be
deposited as needed. This kind of preparation ap-
proach has proven quite efficient for the deposition
of passivation layers on silicon for water splitting
applications [266–269].
Finally, the buried junction could also be realized
as a homojunction, which should exhibit less de-
fects. This could be achieved by depositing a thin
epitaxial p+ 3C SiC layer via CVD on the n-type 3C
SiC bulk sample. Additional passivation and cat-
alyst layers could then added as needed without
influencing the buried junction. A sufficient high
doping of the p+ layer would ensure that charge
carriers could traverse any barriers from the p+ 3C
SiC / catalyst interface via tunneling.
10.2 Conclusion
3C SiC is one of the few materials suitable for di-
rect photoelectrochemical water splitting with a
single junction. Its band gap of 2.3 eV would al-
low to reach the desired photocurrent density of
10 mA/cm2. However, this would require 93.3 %
of the incoming photons of suitable wavelength to
be used, and thus require a lot of thought in cell
design (structured surface, reflective back contact,
pin design and so on). Because the catalytic per-
formance of 3C SiC itself is poor, an additional cat-
alyst layer would very likely be needed in order to
operate the cell near the maximum photocurrent
without the need for a bias potential.
Designing and optimizing the setup outlined above
would require a lot of research activity, as there is
little experience with 3C SiC for solar cell device
building. Also 3C SiC is difficult to stabilize upon
growth, and thus expensive, despite the abundance
supply of its raw materials. While further inves-
tigation of the material system, and especially a
possible improvement of the absorption properties
via the impurity photovoltaic effect are exciting, it
must also be asked whether the same efficiency can
not be reached by simpler means.
With the transition from a a 3C SiC / electrolyte
interface junction to a buried 3C SiC / catalyst
junction, the outstanding chemical durability of 3C
SiC may no longer be as relevant. An optimized,
buried 3C SiC junction might produce 10 mA and
a sufficient photovoltage to drive the water split-
ting reaction, but other systems, like thin film a-
Si/µ-Si multi-junction cells, are already close to
this level of performance [270–272]. This kind of
multi-junction approach allows more control over
the cells current voltage characteristics, thus al-
lowing an optimization of the achievable photocur-
rent at the required photovoltage. Additionally, the
production cost are comparatively low, and the re-
quired thin films ca be deposited easily on suitable
surfaces of various shapes.
It is therefore the opinion of the author, that 3C SiC
on its own will not be a competitive absorber mate-
rial for direct photoelectrochemical water splitting
in the foreseeable future, unless there is a break-
through regarding the impurity photovoltaic effect
in SiC. In the meantime, 3C SiC and other SiC poly-
types might still be very useful as contact and pas-
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3C SiC cubic silicon carbide
CB conduction band
CE counter electrode
CL chopped light (measurements)
CPE constant phase element
CPS counts per second
EC electrochemical
EIS electrochemical impedance spec-
troscopy
FK Fuchs Kliewer surface phonon
HER hydrogen evolution reaction
HOR hydrogen oxidation reaction
HREELS high resolution electron energy
loss spectroscopy
IMFP inelastic mean free path
IPV impurity photovoltaic effect
IV current potential (curves)
LEED low energy electron diffraction
LOPC LO phonon-plasmon coupled
mode
OCP open circuit potential
OER oxygen evolution reaction
ORR oxygen reduction reaction
PES photoelectron spectroscopy
RDS rat determining step
RHE reducible hydrogen electrode
RE reference electrode
RSF relative sensitivity factor
SHE standard hydrogen electrode
TLM transfer length method




XPS X-Ray photoelectron spectroscopy
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A.2 List of Symbols















J dark dark current density
J onset onset current density
J onset∗ corrected onset current density
J s.state steady state current density
J s.state∗ corrected steady state current
density
k wave vector / Boltzmann constant
kr rate constant
Lp hole diffusion length
m0 electron mass
nA acceptor doping concentration
NA average atomic density
NCB effective density of states in the
conduction band
nD donator doping concentration
NVB effective density of states in the
valence band
R gas constant, resistance
T temperature
U potential, voltage
UFB flat band potential
v speed
Vd diffusion potential
Wd depletion layer width




"S static dielectric constant
η overpotential
θ angle of emission
λ wavelength
λA inelastic mean free path
λDB de-Broglie wavelength
ν reaction rate, wave number
τ lifetime
ϕ phase shift




ΦB Schottky barrier height
X electron affinity
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Energy h  (eV)
Figure A.1.: Tauc plot for NiO. The only reference on the
nature of the transition states it to be a di-
rect transiton [273]. The measurement was
performed on a thin NiO layer on a SiO2
substrate.
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Figure A.2.: Photocurrent behaviour of 3CNiO in 0.1 M KOH under 200 W/m2 illumination from a 455 nm LED.
While J s.state∗ displays the expected value of zero until the OER onset at approximately 1.5 V vs RHE,
J onset shows a complex behaviour of cathodic current densities.
Figure A.3.: Photocurrent behaviour of 3CRuO2 in 0.1 M KOH under 200 W/m2 illumination from a 455 nm LED.
The high cathodic current at potentials below 0.004 V vs RHE is a result of the HER, and the produced































































Figure A.4.: Potential-pH diagram of ruthenium, after [243,244].
The most important reactions for the ruthenium-
water system, after [243,244].
Heterogeneoils reactions involving two solid
components-electrochemical reactions
Ru+ 3H2O−Ru(OH)3 + 3H+ + e− (A.1)
(ESHE = 0.738− 0.059 · pH)
Ru(OH)3−RuO2 +H2O+H+ + e− (A.2)
(ESHE = 0.937− 0.059 · pH)
RuO2 + 2H2O−RuO4 + 4 H+ + 4e− (A.3)
(ESHE = 0.937− 0.059 · pH)
Heterogeneous reactions involving one solid
component-chemical reaction
RuO4 +H2O−HRuO−5 +H+ (A.4)
(log(HRuO−5 ) = −12.10+ pH)
Electrochemical reactions
RuO−4−RuO4 + e− (A.5)
(ESHE = 0.950− 0.059 · log(RuO−4 ))
RuO2 + 2 H2O−RuO2−4 + 4 H+ + 2e− (A.6)
(ESHE = 2.005− 0.118 · pH+ 0.030 · log(RuO2−4 ))
RuO2 + 2H2O+RuO
−
4 + 4 H
+ + 3e− (A.7)
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The goal of this work was to investigate cubic 
silicon carbide as anode material for direct pho-
toelectrochemical water splitting. From the 
performed measurements (mostly photoelec-
tron spectroscopy, electrochemical measure-
ments, Raman and UV-Vis spectroscopy) 
n-type cubic silicon carbide’s low oxygen evolu-
tion efficiency could be related to some funda-
mental problems. 
Primarily, the attainable photocurrent is limited 
by the ﬂux of photo generated holes to the semi-
conductor surface. As cubic silicon carbide is a 
indirect semiconductor, the low absorption 
coefﬁcient in combination with a high doping 
concentration and low hole diffusion length were 
determined as limiting factors. An additional 
epitaxial n- cubic silicon carbide ﬁlm resulted in 
a signiﬁcant improvement of the photocurrent.
The obtainable photovoltage and recombination 
losses are mostly dependent on the surface 
properties. While a buried junction between the 
silicon carbide and a thin catalyst layer has 
proven to be promising for improving both prop-
erties, it still needs optimization, as Fermi level 
pinning from interface defect states drastically 
reduces the photovoltage.
Le but 
de ce travail 
était d’évaluer la 
capacité du carbure de silicium cubique 
comme matériau d’anode pour le fractionnement 
photo-électrochimique direct de l’eau. Les données 
obtenues (principalement par spectroscopie de pho-
toélectrons, électrochimie, spectrométrie Raman et 
spectrométrie UV-Vis) ont permis d’identifier les 
problèmes fondamentaux à l’origine de la faible 
efficacité du carbure de silicium cubique dopé n 
pour la production d’oxygène. Le courant photoélec-
trique atteignable est principalement limité par le 
flux de trous vers la surface du semi-conducteur, et 
générés par l’absorption de photon. Comme le 
carbure de silicium cubique possède une bande 
interdite de nature indirecte, le faible coefficient 
d’absorption combiné à un dopage élevé et à une 
faible longueur de diffusion des trous ont été déter-
minés comme des facteurs limitant. La mise en 
œuvre d’un film épitaxial additionnel de carbure de 
silicium cubique ayant un faible dopage n, a conduit 
à une augmentation significative du courant photoé-
lectrique. 
La tension photoélectrique obtenue et les pertes 
dues aux recombinaisons dépendent principale-
ment des propriétés de surface. Même si l’utilisation 
de jonctions enterrées entre le carbure de silicium et 
des films minces de catalyseurs s’est révélée prom-
etteuse pour l’amélioration des deux propriétés, une 
optimisation soigneuse est nécessaire car la forte 
densité d’états d’interface liés à des défauts limitent 
considérablement la tension photoélectrique.
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