The high accuracy ab initio adiabatic potential energy surfaces ͑PESs͒ of the ground electronic state of the water molecule, determined originally by Polyansky et al. ͓Science 299, 539 ͑2003͔͒ and called CVRQD, are extended and carefully characterized and analyzed. The CVRQD potential energy surfaces are obtained from extrapolation to the complete basis set of nearly full configuration interaction valence-only electronic structure computations, augmented by core, relativistic, quantum electrodynamics, and diagonal Born-Oppenheimer corrections. We also report ab initio calculations of several quantities characterizing the CVRQD PESs, including equilibrium and vibrationally averaged ͑0 K͒ structures, harmonic and anharmonic force fields, harmonic vibrational frequencies, vibrational fundamentals, and zero-point energies. They can be considered as the best ab initio estimates of these quantities available today. Results of first-principles computations on the rovibrational energy levels of several isotopologues of the water molecule are also presented, based on the CVRQD PESs and the use of variational nuclear motion calculations employing an exact kinetic energy operator given in orthogonal internal coordinates. The variational nuclear motion calculations also include a simplified treatment of nonadiabatic effects. This sophisticated procedure to compute rovibrational energy levels reproduces all the known rovibrational levels of the water isotopologues considered, 
I. INTRODUCTION
The water molecule is very important in its own right as the most significant absorber of sunlight in the Earth's atmosphere and, consequently, as the major greenhouse gas. It is the third most common molecule, after H 2 and CO, in the universe, and thus its spectroscopy has considerable astrochemical and astrophysical implications. Nearly all spectroscopic properties of free water can be characterized by transitions between vibration-rotation energy levels of its electronic ground state. As a ten-electron, closed shell, triatomic system the spectroscopic properties of the electronic ground state of water are complicated enough not to be precisely soluble but simple enough for high accuracy computational solutions to be attempted. The rovibrational spectrum of water has therefore served for some time as a benchmark against which various quantum mechanical procedures have been assessed. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] The canonical process of obtaining accurate computational predictions for the rotational-vibrational spectrum of single molecules is normally divided into two steps. First, one or more potential energy surfaces ͑PESs͒, and possibly property surfaces ͓such as the dipole moment surface ͑DMS͔͒ are obtained, based on solving the electronic part of the Schrödinger equation on a grid including a large number of nuclear structures. Second, the PESs, usually after proper fitting, are used to solve the nuclear motion problem, while the appropriate property surfaces are then used to obtain the full spectrum.
In both steps, there are several factors which affect the accuracy of a first-principles computation of rovibrational spectra. Calculations based on variational procedures for the triatomic nuclear motion problem far from dissociation can be made effectively exact within the Born-Oppenheimer approximation. 10 Therefore, comparison of quantum chemical computations based on the use of variational procedures 1, 3, 4, 9 reduces to comparisons between solutions of the electronic structure problem plus any possible allowance for the failure of the Born-Oppenheimer separation of electronic and nuclear motions. Therefore, in an accurate prediction of the complete rovibrational spectrum of water it is the computation of the PES which needs to be improved. We recently briefly reported results of a study aimed at obtaining an accurate as possible solution to the water vibrationrotation problem below 25 000 cm −1 , 4 which more or less corresponds to the limit of experimentally observed transitions. This study combined electronic structure calculations pushed to the technical limits with a detailed consideration of effects routinely neglected in more approximate studies. Our work resulted in a highly accurate PES denoted CVRQD, 11 where the abbreviation stands for a composite surface including core, valence, relativistic, quantum electrodynamics, and diagonal Born-Oppenheimer correction surfaces, and it reproduced the known experimental rovibrational energy levels of several of the isotopologues of water to better than 1 cm −1 on average. While this cannot be said to constitute true spectroscopic accuracy, it met the criterion set forth by electronic structure theorists and it is nearly an order of magnitude better than the previous best attempt to solve the same problem. 3 Since the original publication 4 of the CVRQD PESs lacked sufficient detail about the concerns leading to and the procedures resulting in the surfaces, as well as a detailed discussion of the energy points and surfaces, the principal intent of this paper is to fill this gap. Furthermore, this study provides not only an analysis of the ab initio surfaces of water but also the prospects for further improvement of the ground-state adiabatic ab initio PESs of water. The surfaces presented in this paper and the previously unpublished underlying energy points are given in the electronic archive 12 to facilitate their use by other workers interested in the spectroscopy of water.
II. ELECTRONIC STRUCTURE CALCULATIONS
The ab initio adiabatic electronic ground-state CVRQD PESs of the water isotopologues considered were constructed from several parts, as follows: ͑a͒ the final PES is built upon valence-only augmented correlation-consistent aug-cc-pVnZ, 13 ,14 n = 4, 5, and 6, internally contracted multireference configuration interaction 15 ͑ICMRCI͒ calculations including the size-extensivity Davidson correction ͑+Q͒, 16 performed with the electronic structure package MOLPRO, 17 which were extrapolated to the complete basis set ͑CBS͒ limit at each grid point; added to this there are several corrective surfaces including ͑b͒ the core correlation surface of Partridge and Schwenke, 3 determined at a different set of points at the averaged coupled pair functional 18 ͑ACPF͒ level employing a quadruple-zeta basis set and the program MOLPRO; 17 ͑c͒ the relativistic surface obtained by first-order perturbation theory as applied to the one-electron massvelocity ͑MV͒ and one-and two-electron Darwin terms ͑MVD2͒, 19, 20 calculated using the program packages ACESII ͑Ref. 21͒ and DALTON, 22 supplemented by a correction obtained from the inclusion of the Breit term in the electronic Hamiltonian 20 calculated using four-component DiracHartree-Fock wave functions utilizing the program package BERTHA; 23 ͑d͒ the correction surface due to effects from quantum electrodynamics ͑QED͒ represented by the oneelectron Lamb shift; 24 and ͑e͒ finally, the Born-Oppenheimer adiabatic correction surface obtained at the cc-pVTZ MRCI level. 4 Each of these surfaces is discussed below separately in varying detail.
Supplementary electronic structure calculations have also been performed during the course of this work, as detailed in the tables of this paper. Computations for the valence-only full configuration interaction ͑FCI͒ energies and core correlation corrections were performed with the help of the MRCC ͑Refs. 25 and 26͒ and ACESII ͑Ref. 21͒ packages, in case employing an approximate treatment of triple excitations at the coupled cluster level, CCSD͑T͒. 27 The MRCI and MR-AQCC ͑Ref. 36͒ calculations were done with the program COLUMBUS. 28 The diagonal BornOppenheimer correction ͑DBOC͒ calculations 29 utilized the PSI3 ͑Ref. 30͒ package.
Because of an often favorable error compensation between the incompleteness of the basis set and deficiencies in the treatment of electron correlation, as well as the use of approximate Hamiltonians, lower-level electronic structure computations often result in surprisingly small errors for a particular property. This useful practical approach is not pursued here as, instead, this study focuses on the convergence of electronic structure theory to obtain the best technically possible adiabatic PESs for the major isotopologues of water.
In order to explore the convergence of the electronic energies over the whole range of interest of the nuclear coordinates, we have selected ten reference nuclear structures. They are shown in Table I . Structure 1 corresponds approximately to the equilibrium structures of the CVRQD PESs, whereas the others are varied and include symmetrically and asymmetrically stretched, bent, as well as almost linear configurations.
A. Valence-only energies
Within the Born-Oppenheimer approximation and using a finite basis set, an exact solution to the electronic motion problem is offered by the variational and size-consistent ͑FCI͒ technique. [31] [32] [33] However, the use of FCI for manyelectron systems is only feasible with small basis sets. These computations are, of course, inappropriate in themselves to yield highly accurate PESs. Very accurate approximations to FCI have been developed. 15, 25, [31] [32] [33] [34] [35] [36] The one used in this study is called MRCI. The underlying complete active space self-consisted field ͑CASSCF͒ computations were performed with the same active space as advocated by Partridge and Schwenke, 3 six aЈ and two aЉ orbitals ͑in C s symmetry͒ and eight electrons were active. This technique is still variational but lacks size consistency, which was corrected using the Davidson correction. To make calculations with very large basis sets feasible with this technique, the internally contracted ͑IC͒ version 15 of the MRCI approach was used. Dunning 13 has developed a series of so-called correlation consistent ͑cc͒ Gaussian basis sets, ͑aug-͒cc-pVnZ, which approach completeness systematically, allowing for reliable extrapolation. In this notation n stands for the highest angular momentum function in the basis set used and aug specifies that the basis is augmented with diffuse, i.e., lowexponent Gaussian functions. As n increases, the basis set approaches completeness, both by increasing the flexibility for a given symmetry and by including higher angular momentum components. The biggest basis we consider has n = 6, and consists of s, p, d, f, g, h, and i functions for oxygen and s, p, d, f, g, and h functions for hydrogen. We found full augmentation of the basis with diffuse functions ͑aug͒ to be of particular importance ͑see below͒. As required by these ͑aug-͒cc-pVnZ basis sets, the oxygen 1s core electrons were kept frozen during the valence-only calculations.
Even though the aug-cc-pV6Z Gaussian basis set contains functions with orbital angular momentum up to i for O, it is still not large enough to fully converge the valence CI problem. The slow convergence with respect to n is due mostly to the fact that the form of the electronic wave function employed does not describe effectively the region where the two electrons approach each other ͑Coulomb hole͒. 37, 38 The related cusp condition requires a prescribed behavior when the distance between two electrons approaches zero, which is approximated with extreme difficulty by the present computations.
In Table II we report relative energies from a series of valence-only electronic structure computations using cc basis sets 14 with n =2 ͑or D͒, 4 ͑or Q͒, 5, and 6 at the ten reference structures of Table I , employing MRCI, ICMRCI, and FCI treatments. In Table II , the basis sets denoted nZ correspond to aug-cc-pVnZ. The relatively large changes in the absolute energies, on the order of hundreds of cm −1 , even in the series 5Z → 6Z → CBS are accompanied by relatively small and steadily decreasing changes in the relative energies. Spectroscopic properties are sensitive to relative rather than absolute energies, so the latter are not reported in this and the following tables. Expansion of the Gaussian basis toward the CBS limit can either increase or decrease the relative energies at different parts of the PES. For example, at short symmetric distances ͑structures 2 and 4͒ basis set expansion results in smaller relative energies, while at extended symmetric configurations ͑structures 3 and 5͒ results in an increase in relative energies. It is important to observe that while basis set expansion almost always results in smooth changes, even the 6Z → CBS correction can be as large as 43 cm −1 ͑structure 10͒.
The smooth behavior of the energies as n is systematically increased in the cc sets has been exploited by extrapo- lating the surface to the CBS, that is n = ϱ, limit. [39] [40] [41] [42] [43] The best three CASSCF energies were extrapolated using a threeparameter exponential form 43 as follows:
while a simple two-parameter inverse cubic polynomial 42 with the best two energies was used for the estimation of the CBS ICMRCI+ Q valence-only correlation energy,
.
͑2͒
The frozen-core ICMRCI+ Q model does not include the entire valence electron correlation energy. FCI calculations cannot presently be performed for water with basis sets considerably larger than about DZ ͑in the present case ccpVDZ͒. Comparison of FCI and variants of ICMRCI and MRCI calculations at the cc-pVDZ level ͑Table II͒ show a comfortably small variation in the differences. It is notable that the closest agreement with FCI among the approximate treatments is exhibited by the uncorrected ICMRCI relative energies, where the differences barely exceed a few cm −1 even at about 35 000 cm −1 above the PES minimum. Because the FCI− MRCI effect is small and probably cannot be modeled accurately at the DZ level ͑it would probably increase and change characteristics in most cases if larger basis sets were used for its evaluation͒, in the final calculations the ICMRCI+ Q energies have been utilized for extrapolation and estimating the valence-only CBS FCI limit.
B. Core correlation
Clearly, 3, 35, 39 the largest error in the extrapolated CBS ICMRCI+ Q surface is due to electron correlation effects neglected by freezing the oxygen core orbital during the ICMRCI computations. Partridge and Schwenke ͑PS͒ computed a core correction surface 3 for water at the not fully size-consistent ACPF ͑Ref. 18͒ level, which they denoted CV for core valence although in practice it allows for corecore correlation effects as well. They used a basis set derived from the cc-pVQZ basis set, augmented with tight and diffuse functions for both O and H, which they designated as CQZ. It is important to use a size-consistent method during determination of the core correction surface as it involves taking a difference of energies from eight-and ten-electron computations.
The core correlation corrections have been recomputed at the reference points of Table I using fully size-consistent single-reference coupled-cluster techniques 25, 44, 45 and appropriate correlation-consistent Gaussian basis sets. 46 See Table  III for the results. The final "best estimates" were obtained by an additivity assumption, i.e., by augmenting the CV6Z CCSD core corrections with CVQZ CCSDT− CCSD and CVTZ CCSDTQ− CCSDT corrections. The computationally most expensive part of the procedure is the determination of the all-electron CVTZ CCSDTQ energies.
It is noteworthy how sensitive the computed core corrections are both to increase in basis set size and electron correlation treatment. Clearly, the cc-pCVDZ basis is much too small to predict reasonable core corrections. The CVQZ basis seems to be a good compromise in accuracy and cost. Nevertheless, extension of the basis from CV5Z to CV6Z still has a few cm −1 effect at the CCSD and CCSD͑T͒ levels, though this should have rather small consequence on the variational computation of vibrational band origins ͑VBOs͒ and rotation term values. More noteworthy is the change when going from CCSDT to CCSDTQ. It seems that ͑a͒ higher-order correlation effects cannot be neglected during computation of core corrections; and ͑b͒ though the higherorder core corrections are small for most other ͑nonspectro-scopic͒ applications, unfortunately, they increase with increase in the size of the basis. The data of Table III also suggest that PS's CV surface reproduces the core correlation effects reliably. Therefore, the CV correction surface of Partridge and Schwenke 3 was employed here and in our previous studies 4, 11 unchanged. Note that augmentation of the CBS ICMRCI+ Q PES with this core correction surface reduces the errors of the predicted VBOs by almost a factor of 3. It needs to be mentioned that while the valence-only energies were determined at the ten reference structures directly, the CV corrections as well as many of the other corrections presented in the next subsections were calculated on different grids; thus, their values at the reference structures could perhaps be spoiled slightly by the fitting procedure. Some of the reference geometries are also outside of the original range of the surfaces; therefore, the error introduced by the extrapolation can be significant. Finally, it is noted that error compensation resulting from the neglect of the FCI-ICMRCI+ Q valence only and the best estimate−CQZ ACPF core corrections does not seem to be prevalent.
C. Relativistic effects
The next most important correction to the electronic energies comes from the finite speed of light, not taken into account in nonrelativistic ͑valence-only or all-electron͒ treatments of the motions of the electrons. The inclusion of special relativity into electronic structure theory, which can formally be done using the Dirac Hamiltonian, gives rise to several effects. [47] [48] [49] The dominant effect is a one-electron contribution arising directly and indirectly from the high velocity of the core electrons. We compute the resulting energy correction using first-order perturbation theory as a sum of the mass velocity and Darwin terms. 47 The relevant data are given in Table IV. The one-electron mass-velocity and Darwin ͑MVD1͒ correction surface usually gives the majority of the relativistic energy correction for closed-shell molecules comprised of light elements. In this study the MVD1 surface derived previously 19 was extended to slightly higher energies, by calculating extra 63 points in addition to the original grid of 325 points. The extra points, similarly to the original ones, were calculated at the cc-pVQZ CCSD͑T͒ level of theory. Comparisons with full Dirac Hamiltonian calculations of Quiney et al., 50 who used small basis sets and less accurate wave functions, showed differences in the magnitude of this correction but excellent agreement in its variation with geometry, which is the key property for spectroscopy. The usually rather small, two-electron contribution to the Darwin term ͑D2͒, 49 was also included in the relativistic corrections. 20 The Coulomb interaction, due to its instantaneous character, is not consistent with special relativity and needs to be supplemented by the Breit interaction. 48 Since the D2 and Breit correction surfaces were used without modification, no further discussion is given here. It is only mentioned that the surfaces were obtained using a grid and energy range considerably more limited than those employed for V CBS .
The lowest-order quantum electrodynamic effect, the one-electron Lamb shift, was modeled using the prescription of Pyykkö et al. 24 We know of no case where the use of QED has had any impact on molecular physics. However, our calculations are of such accuracy that incorporating this effect leads to a clear, systematic improvement in the predictions of rovibrational transitions. Since this correction surface 24 was used without modification, no further discussion of it is given here. It is only mentioned that the surface was obtained using a limited grid and energy range and a simple polynomial fit, making the resulting correction surface inappropriate at high-energy regions of the global PES of water. Consequently, it is not surprising that the QED correction for reference point 10 appears to be much too large ͑Table IV͒.
D. Beyond the BO separation of electronic and nuclear motions
Thus far the treatment has remained within the framework of the Born-Oppenheimer ͑BO͒ approximation. Corrections to the BO approximation can be obtained by means of a second-order contact transformation method pioneered by Bunker and Moss. 51 This introduces two terms: ͑a͒ the simple first-order DBOC, which allows for the action of the nuclear motion kinetic energy operator on the ground-state electronic wave functions and gives rise to a mass-dependent correction to the PES; and ͑b͒ the considerably more difficult second-order ͑so-called nonadiabatic͒ correction, which introduces coupling between electronic states and primarily results in corrections to the kinetic energy operator to be employed in the nuclear motion calculations.
During this work mass-dependent DBOC surfaces, computed previously 52 using MRCI wave functions and the ccpVTZ basis set, were utilized for the major isotopologues of water considered ͑see Table V for these PES corrections for   TABLE III . Core corrections to the valence-only BO energy, relative to a nearly equilibrium structure ͑1 of Table I͒, 18 O, H, and D, respectively. The DBOC surfaces change considerably for the different isotopologues, the corrections for D 2 O being significantly smaller than for the H-containing isotopologues. The differences of the corrections among the isotopologues are reproduced reasonably well but not excellently at the frozen-core aug-cc-pVTZ CISD level, where CISD stands for a CI treatment with all single and double excitations.
DBOCs for H 2 16 O computed at different levels of electronic structure theory are presented in Table VI . It is clear that relatively small basis sets, even the aug-cc-pVDZ set, seem to be sufficient to compute reliable DBOC surfaces. This slight basis set dependence of the DBOCs at a given level is possibly due to the fact that the DBOC is an expectation value, through the basis functions, of a one-body operator, and such expectation values usually converge quickly. On the other hand, inclusion of electron correlation seems to be important for the proper description of the DBOC effects over the PES of water. Most importantly, while DBOCs computed at the Hartree-Fock level are seemingly correct along the bending motion, they give even qualitatively wrong behavior when the molecule is stretched. This is not surprising and was pointed out before by Schwenke. 52 Results from the small number of test calculations presented in Table V confirm the accuracy of the DBOC surfaces computed by Schwenke 52 and utilized in this study without change. Two methods of including nonadiabatic corrections to the vibrational motion were explored in Ref. 4 . The method of Schwenke 53 involving explicit coupling of the ground electronic state to electronically excited states was compared to a much simpler, two-term adjustment of the vibrational kinetic energy operator using parameters taken from Schwenke's study. 10 The results of the two methods agree to better than 0.1 cm −1 . These treatments are only valid for energies up to 10 000 cm −1 and their effect is small, see Ref. 4 . Vibrational nonadiabatic effects have therefore not been included in our final calculations. Rotational nonadiabatic corrections are, however, non-negligible for high values of the rotational quantum number, J. Again the full 53 and the reduced 10 method of including this correction gave very similar results; 4 the latter is used for the present calculations.
III. FITTING THE SURFACES
To use the ab initio data points computed over a grid most efficiently in nuclear motion calculations we need to fit them to analytical surfaces. In the present study these surfaces are implemented as FORTRAN codes and their final form is given in the Supplementary Material. Fitting the surfaces involves several delicate choices if the high quality of the underlying ab initio calculations is not to be lost. The adiabatic CVRQD PES for even isotopologues of water can be expressed as a sum of seven surfaces,
where V CBS represents the extrapolated valence-only CBS energies ͑Sec. II A͒, V CV represents the core-core and corevalence interactions ͑Sec. II B͒, V MVD1 contains the firstorder electronic relativistic corrections ͑Sec. II C͒, V D2 and V Breit are second-order relativistic corrections ͑Sec. II C͒, V QED accounts for the lowest-order quantum electrodynamic effect ͑the one-electron Lamb shift, Sec. II D͒, and finally, V DBOC is the Born-Oppenheimer diagonal correction ͑Sec. IIE͒, making the resulting surfaces mass and therefore isotopologue dependent. All the different data points had the same weight in the final fitting procedure.
A. Correction surfaces
As discussed in Sec. II, some of the correction surfaces have already been published in detail, so they need not be discussed again: V CV is taken from Ref. 3 , V D2 and V Breit from Ref. 20 , and V QED from Ref. 24 . The other correction surfaces have been fitted to the respective data points using standard least-squares techniques together with polynomial expansions about an assumed equilibrium structure which in bond length-bond angle coordinates is represented by ͑r e , r e , e ͒.
The fits of the CVRQD PESs are based on the use of symmetry coordinates
and
For V CBS and V MVD1 the angular displacements are represented using the so-called Jensen coordinate,
which ensures the correct saddle point behavior of these surfaces at linear geometries. ͑Note that due to the particular smoothness of the V Breit and V Darwin surfaces, their fits used the simpler angular coordinate s 3 = − e ͒. The generic surface V X can thus be written as
where i, j, and k assume non-negative values. The correction surfaces V MVD1 , V D2 , and V DBOC are smooth functions of the internal coordinates, meaning that their fitting does not display significant difficulties.
The data set used to determine V MVD1 comprises 388 points. The surface was fitted using 55 terms, the standard deviation for the fit being 0.13 cm −1 . ͑Note that the surfaces O, 338 data points were fitted using 86 parameters giving a standard deviation of 0.084 cm −1 .
B. Valence-only surface
Fitting the V CBS surface is particularly difficult due to the complexity of this surface, and thus has to be done with particular care. The surface must reproduce the strong repulsion at short internuclear distances, the attractive part near the equilibrium geometry, the barrier to linearity, and the first dissociative channel, while special attention is required for linear geometries, where the surface has a saddle point. The largest residues in the fits arise from points in the nearly linear region.
Our choice of functional form for V CBS followed the work of PS, 3 to which we refer for precise definitions,
where r HH is the HH distance. The two-body potentials in Eq. ͑8͒ are defined as
where
and Y is a switching function
The complicated form for V a was found to be effective for the fitting procedure; it relaxes the constraint on the dissociation limit for our surface, which is manipulated through the parameter D.
The three-body part of the surface is given by V c , 
IV. NUCLEAR MOTION COMPUTATIONS
To make direct comparisons with experiment a series of variational rotation-vibration calculations was performed using the CVRQD PESs. These computations utilized the DVR3D program suite 54 and previously tested basis sets.
55
DVR3D was adapted to allow for the effects of rotational nonadiabatic effects. All nuclear motion calculations used nuclear masses, the preferred choice when mass-dependent adiabatic surfaces are available. The variational method employed, without the nonadiabatic corrections, has previously been shown 4 to give energies which agree within 0.01 cm −1 with other procedures for treating the nuclear motion problem. 56 Furthermore, the nuclear motion calculations, again without the nonadiabatic corrections, with the PESs of this study have been checked against computations with the DOPI3R code, 9,57 employing substantially different algorithm and basis sets. The two sets of results were found to be identical to better than 0.01 cm −1 . In contrast to the electronic structure calculations, all nuclear motion calculations presented here were performed on desktop computers.
V. SELECTED CHARACTERISTICS OF THE CVRQD SURFACES

A. Equilibrium and effective structures
Equilibrium structures are fundamental entities yet they are usually inferred from experimental data by complicated procedures which often rely on several assumptions, including the Born-Oppenheimer approximation. Theory provides a direct albeit still cumbersome route to equilibrium structures if all relevant effects, perhaps through approximate corrections, are taken into account.
11
The compound surface CVRQD gives the adiabatic equilibrium structure of H 2 16 O as an OH bond length of 0.957 85 Å and a bond angle of 104.50°. 11 The corresponding mass-independent ͑BO͒ equilibrium bond length and bond angle are r e BO = 0.957 82 Å and e BO = 104.48 5°. Clearly, the differences are very small, though meaningful at the level of accuracy of the computations of this study. The concept of mass-independent equilibrium structures seems to be valid to about 3 ϫ 10 −5 Å and 0.02°for water. It is believed that the equilibrium structural parameters should be nearly exact both in the Born-Oppenheimer and adiabatic limits; conservative error limits are 0.000 10 Å and 0.010°.
The variational nuclear motion calculations of this study also allowed for obtaining accurate temperature-dependent effective structures. 58 
B. Barrier to linearity
An interesting quantity characterizing the ground-state PES for water is its barrier to linearity. There have been a variety of attempts 3, 4, 39, 40, [59] [60] [61] [62] [63] [64] [65] [66] to determine this quantity; they are summarized in Table VII . Due partly to efforts of the authors of this paper, during the last few years a consensus has emerged between computed and empirical values. The optimum OH bond length at the linear structure is 0.933 23 Å, showing a substantial contraction compared to the bent equilibrium value due to rehybridization at the O center.
The barrier to linearity is not directly accessible to spectroscopy; however, a very recent study 65 based on water emission lines recorded in an oxyacetylene spectrum 67 has, for the first time, identified transitions associated with highlying bending states which sample this barrier. Fits to this spectrum give a barrier height of 11 114± 5 cm −1 for H 2 16 O, which is marginally consistent with the value given by the CVRQD surface, 11 123.3 cm −1 . At this point it is of interest to point out a particular problem with the ab initio PES due to Partridge and Schwenke. 3 In order to make their computations feasible on computers available to them a decade ago, PS deleted certain functions from the correlation-consistent basis set with n =5. This resulted in problems reflected in their barrier height reported in Table VII and also in their bending correction curve. The empirical corrections determined by Kain et al. 63 to the PS bending curve are almost the same as the correction obtained after reintroducing the missing Gaussian basis functions into the electronic structure calculations. This effect can be understood by noting that the linear structure has inversion symmetry, hence basis functions with odd and even l will contribute and mix differently than at the nonlinear equilibrium structure.
C. Anharmonic force fields
The simplest way to avoid the difficulties arising from the exceedingly large number of grid points needed to be computed for four-atomic and larger systems to represent their PESs is the expansion of the potential in a Taylor series about a reference, usually the equilibrium, structure. While three-atomic molecules do not present an overwhelming problem in this respect, it is still interesting to obtain force field representations for the different isotopologues of water at the very high accuracy represented by the CVRQD PESs. The force field expansions up to sixth order are presented in Table VIII 68 to obtain the required derivatives. A grid of 21 points was employed in each dimension; the step sizes were 0.01 Å in r 1 and r 2 and 0.01 rad in .
The force fields should be considered very accurate at least up to fourth order. This can also be judged from their comparison with the best previous anharmonic force fields. 2, 8, 39 Due to numerical problems some of the higherorder off-diagonal force constants may be inaccurate but this should not strongly affect results from variational rovibrational calculations employing them.
D. Harmonic frequencies, vibrational fundamentals, and zero-point energy
The harmonic vibrational frequencies that can be obtained from the adiabatic quadratic force fields presented in Table VIII 3 = 2889.9. These harmonic frequencies can be considered as the best ab initio estimates of these quantities up to date. Table IX summarizes how ab initio predictions 1-8 of the fundamental vibrational frequencies of water have changed with time. It is noteworthy that at a particular reference structure and particular level of theory force field expansions 69 can be highly accurate ͑see, e.g., the results of Martin et al. 8 and Császár and Mills 2 ͒. This accuracy, however, will quickly be lost at even slightly higher regions of the spectrum.
The zero-point energies ͑ZPEs͒ of the water isotopologues play an important role in many areas of physical chemistry, including thermochemistry. The highly accurate variational nuclear motion calculations performed as part of this study with the CVRQD PESs yield excellent estimates for ZPEs; they are 4638. 31 O, respectively.
E. Vibrational band origins "VBOs…
The accuracy with which the observed VBOs of H 2 16 O are reproduced by the CVRQD PES can be deduced from the data given in Table X . It is clear from the table that the lower levels are reproduced more accurately and that the fully symmetric computed VBOs have a slightly higher accuracy. It must also be noted that the use of the valence-only aug-ccpV6Z ICMRCI+ Q surface plus corrections given above still give residual errors of up to 7 cm −1 in the VBOs and a standard deviation for all VBOs, , of 1.85 cm −1 . As shown in Table I of Ref. 4 and can be deduced from the tables presented here, to achieve sub-wave-number accuracy in the prediction of VBOs it is ͑a͒ necessary not only to use large basis sets in the electronic structure computations but also to extrapolate to the CBS limit; ͑b͒ necessary to augment the valence-only CBS MRCI PES with the CV correction surface, since this reduces the errors of the predicted VBOs by almost a factor of 3; and ͑c͒ important to include also a number of terms normally neglected in standard electronic structure calculations. As it can be deduced from the last row of Table X, each of the correction terms has a significant effect on improving the correspondence between observed and calculated levels. For example, the QED term has a total effect of 0.4 cm −1 on the standard deviation for the VBOs.
F. Rotational term values
As detailed in Table III Precision of the ab initio prediction of higher J transitions by the CVRQD PESs is exceptionally good, as well.
Results for the J = 20 rotational levels are presented in Table  XI for the first four VBOs of H 2 16 O. The computed results are accurate and, as expected in the case of an ab initio PES, the differences are systematic to a high degree allowing the use of the computed information in assignment of yet unknown term values. Inclusion of rotational nonadiabaticity seems to worsen the agreement between theory and experiment, as it can be seen from the last column of Table XI. 
G. Limitations of the CVQRD surfaces
The importance of all different contributions needed to achieve the excellent predictions for the VBOs and the rotational term values presented in the previous subsections can be best summarized by looking at the standard deviations between observed and calculated values. If one considers only the valence PES, the standard deviation for all VBOs reported in Table X Despite all of our efforts, there is still a discrepancy of almost 2 cm −1 between observed and calculated VBOs on average for H 2 16 O, and for several VBOs the discrepancy of the ab initio predictions can be as high as 6 cm −1 . We are thus interested in examining in detail the differences between observed and calculated VBOs in order to understand the limitations of the CVQRD surfaces, and to have a qualitative idea which part of the complex ab initio procedure needs to be revised and improved.
A useful tool available for our analysis is given by the spectroscopically determined FIS3 water surface of Ref. 66 which reproduces thousands of experimental levels for water over a wide energy range with an accuracy better than 0.1 cm −1 . This surface, whose construction was based on the CVRQD PESs, also allows for very high J rotational terms ͑up to J =40͒ to be predicted with excellent agreement with the available experimental values. 67 It is obvious that a semiempirical surface is biased because it tries to mimic nonadiabatic BO effects, which cannot be described in terms of a single PES, within the PES itself. Nevertheless, neglecting nonadiabatic BO corrections is expected to introduce a much smaller error than the discrepancy between the observed and calculated values in Table X .
An analysis of Table X shows that the lower-energy O are reproduced by the CVRQD PES. The differences, in cm −1 , are given as observedϪcalculated. Note that the energy levels are given relative to the ZPE of H 2 16 O. See Sec. II for the description of the V = valence only, CV= all electron, CVR = CV+ relativistic, CVRQ= CVR+ QED, and the full CVRQD PESs. VBOs are much more accurate than the higher energy ones. In fact, if one considers also the ZPE, the highest VBO present in Table X lies at an energy of about 30 000 cm −1 , which is higher than the expected range of stability of the CVQRD surface. This is also in line with Fig. 1 , where we show four cuts through the difference between the CVQRD and the semiempirical surface of Ref. 66 . The dotted lines show the cuts relative to energy above 25 000 cm −1 , and it is obvious that at those energies the CVQRD PES becomes quickly unreliable though the accuracy of the FIS3 PES in this region can also be questioned due to lack of relevant experimental data.
Another problem, of a different nature, is present at low energy. If one compares the pure bending VBOs ͑0n 2 0͒ with other VBOs of similar energy, it is easy to see that the former has a much greater discrepancy with the experimental values than the latter. This is also reflected in the cuts given in Fig.  1 . The two top plots show the symmetric and antisymmetric stretches with a HOH angle equal to its equilibrium value, and the correspondence between the CVQRD and the semiempirical surfaces is almost perfect. The lower left plot shows the bending curve with the two OH bond lengths kept equal to their equilibrium values, while the lower right plot presents the stretching curve when the molecule is linear. In contrast to the previous cases, the differences between the ab initio CVRQD and the semiexperimental FIS3 surfaces are considerable. The symmetric bend shows the overshooting of the barrier to linearity discussed in a previous subsection, and presents a maximum deviation of several cm −1 . The linear symmetric stretch curve displays the largest discrepancies between the CVQRD and the FIS3 semiempirical surface, which can be as large as 50 cm −1 . This large discrepancy is most likely due to shortcomings of the FIS3 PES. Nevertheless, the high bending VBOs must be particularly sensitive to this region of the PES and the underlying rearrangements in the electronic structure of water should partially explain the discrepancies reported in Table X .
VI. FUTURE IMPROVEMENTS
In our original study 4 we identified a number of aspects of the computation of the CVRQD PESs which needed to be improved to achieve even higher accuracy. These included ͑a͒ increasing the number of grid points computed; ͑b͒ increasing the basis size from aug-cc-pV6Z used for the valence-only calculations and possibly doing all-electron computations, and ͑c͒ including a FCI correction to reach the limit in valence electron correlation.
The valence-only part of the CVRQD surfaces was determined at a grid of 346 points using low-energy points, i.e., those below 25 000 cm −1 , on a previously determined grid. 3 Due to the limited range of grid points chosen originally for the CVRQD PES, it performed considerably worse in the region above 25 000 cm −1 . Therefore, in this continuation of the original study grid points in the high-energy region have been considered. Our strategy for selecting grid points for the new computations was initially to complete the rectilinear grid used in the original calculations, then to compute further points halfway between these grid points at low energies, and finally to perform extra calculations at points where the surface appeared, by graphical inspection, to be poorly determined by the fit. Valence-only electronic energies are now available at a total of 1495 grid points at the QZ, 5Z, and 6Z ICMRCI+ Q levels; the data have been placed in the electronic archive. 12 The distribution of these points with energy is summarized in Table XII . Preliminary attempts to include the extra points in the fit proved the original CVRQD surface to be highly accurate. Since none of the correction surfaces are correct in the higher-energy region, there is only limited use of the extra points at present.
Although computer resources are still improving at a breathtaking speed, it is probably not useful to do valenceonly aug-cc-pV7Z ICMRCI+ Q computations on water, partly due to the expected extrapolation difficulties. The more useful next step to be taken is to do all-electron calculations with a properly designed Gaussian basis and thus avoid separation of the valence and core electron correlation effects. Basis sets which include high exponents should also allow the utilization of the R12 approach of electronic structure theory and thus help in reaching the CBS limit in a more theoretically sound way.
To maintain the extreme accuracy of the CVRQD water surfaces at higher energies the proper inclusion of the FCI-MRCI energy difference is mandatory. Since this is not an easy task, it is left for future exploration how to deal with this problem the most efficient way. In light of the results with the focal-point approach ͑FPA͒, 39 a smaller basis set might be sufficient to accurately recover this term but elaborate testing is needed.
Overall, for the lower-energy region of the ground-state PES of water we feel that the largest remaining source of error in the prediction of rovibrational levels is the BornOppenheimer surface, due to likely problems with basis set extrapolation, insufficient treatment of electron correlation, and separation of core and valence electrons. The correction surfaces should be reliable for this region, though reexamination of the DBOC surfaces might prove to be useful, especially since these surfaces are sensitive to the level of theory and the inclusion of diffuse basis functions during their calculation, see also Refs. 29, 52, 53, and 74.
It must also be stressed that the largest obstacle in the extension of the CVRQD surfaces to higher energies lies in the correction surfaces. These all have been designed to cover only the lower-energy region of the PES and thus to move beyond the 25 000 cm −1 limit requires new approaches. For example, the relativistic correction surfaces will need to be recomputed using wave functions of multireference nature.
A final point which needs to be addressed is the accuracy of the numerical fitting of the various data points. This procedure adds an extra limitation to the total accuracy of the ab initio calculation. It is clear that the fitting error is rather small at the bottom of the surface, but increases significantly as one moves up in energy, due to the poor extrapolation quality of the polynomials which constitute the core of the fitted surface ͓term V c in Eq. ͑8͔͒. The high number of polynomials needed to obtain a decent standard deviation ͑about 100 for this work͒ reflects the complexity of the surface in the middle-and low-energy parts. However, the direct consequence is that the surface behaves rather unpredictably outside the original grid. This problem is particularly evident if one tries to fit a global surface, with points stretching up to dissociation. Obtaining a sufficiently accurate fit to the data points by including a sufficiently high number of polynomials is probably not possible. We think that a different functional form for the PES will have to be investigated in order to obtain a global representation of the water surface. As the complete CVQRD PESs are made of several such surfaces, it is easy to imagine that the problem is enhanced by their number. One possible solution would be to calculate all corrections on the same grid, and fit the CVQRD data just once. The downside of this approach is that one would then need to refit ex novo the PES whenever any of the corrections is reevaluated.
VII. CONCLUSIONS
We present a detailed analysis of the ab initio adiabatic CVRQD potential energy surfaces of the ground electronic state of water isotopologues originally presented in Ref. 4 . These surfaces yield almost an order of magnitude improvement in predicted rotation-vibration energy levels as compared to the previous best ab initio surface. 3 To achieve this accuracy it has been necessary to both perform multireference configuration interaction calculations with very large basis sets, which must still be extrapolated, and to consider many effects usually neglected in ab initio studies: core correlation, electronic relativistic effects, quantum electrodynamics, and failure of the Born-Oppenheimer approximation. Although equilibrium and vibrationally averaged ͑0 K͒ structures, harmonic and anharmonic force fields, zero-point energies, harmonic frequencies, and vibrational fundamentals characterizing our surfaces represent a significant advance, the rovibrational level predictions based on the CVRQD surfaces are usually still far less accurate than those that can be obtained from high-resolution spectra. To further improve on our surfaces would probably require the use of a different approach to the electron correlation problem: use of all-electron R12 MRCI computations plus consideration of remaining full CI effects.
Our CVRQD surfaces are only designed to cover the region probed by current high-resolution spectroscopic experiments. Nevertheless, the ultimate goal of theoretical rotation-vibration spectroscopy of water must be to model all water spectra, on the Sun, in the stars, in the atmosphere, in flames, and in the laboratory within a linewidth-or within the upper limit of the experimental accuracy-of 0.02 cm −1 or better. Extending the CVRQD surfaces to dissociation would be highly desirable but would require a number of issues to be addressed, particularly the calculations of the minor corrections using wave functions obtained from electron correlation treatments that dissociate reliably and accurately. Work in our laboratories is planned along these lines.
Finally, one byproduct of the large ICMRCI calculations presented here is an accurate estimate of the dipole moment of the water molecule at each geometry. We are currently using these calculations to determine a very high accuracy dipole moment function for the ground electronic state of water;
75 this surface will also include corrections for "minor" effects such as correlation of the oxygen 1s electrons and the relativistic motion of the electrons.
