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Abstract
For a given graphG, if the vertices ofG can be partitioned into an independent set and an acyclic set, then we callG a near-bipartite
graph. This paper studies the recognition of near-bipartite graphs. We give simple characterizations for those near-bipartite graphs
having maximum degree at most 3 and those having diameter 2. We also show that the recognition of near-bipartite graphs is
NP-complete even for graphs where the maximum degree is 4 or where the diameter is 4.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper all graphs considered are ﬁnite, simple and undirected. For a graph G, its vertex set and edge
set are denoted by V (G) and E(G), respectively. For X ⊆ V (G), the neighbor set NG(X) of X is deﬁned by
NG(X) = {y ∈ V (G)\X: there is x ∈ X such that xy ∈ E(G)}.
NG({x}) is written in shorter form as NG(x) for x ∈ V (G). If y ∈ NG(x), then y is called a neighbor of x in G. For
S ⊆ V (G), the induced subgraph G[S] is deﬁned as the subgraph of G with vertex set S and edges of E(G) with both
endvertices in S. A subset S ⊆ V (G) is called an acyclic set of G if G[S] contains no cycle, or equivalently, G[S] is a
forest. A subset S ⊆ V (G) is called an independent set of G if no two vertices of S are adjacent in G. A vertex v of a
tree T is called an endvertex of T, if degT (v)1. Terminology and notation not deﬁned here can be found in [1].
For a given graph G, if V (G) can be partitioned into two subsets V1 and V2 such that V1 is an independent set and
V2 is an acyclic set, then we call G a near-bipartite graph and such a partition (V1, V2) is said to be a near-bipartition
of G. So, a graph G is near-bipartite if and only if G has a near-bipartition.
We introduce the concept of near-bipartite graphs due to the following four reasons. First, near-bipartite graphs
can be viewed as a natural generalization of bipartite graphs, which is a widely studied family of graphs. It is well
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known that bipartite graphs can be recognized in linear time. Second, the near-bipartition of a graph can be viewed as
a particular case of the induced forest 2-partition of a graph [10,11], i.e., the k-vertex arboricity partition of a graph
with restriction on k = 2 [4]. It is known that the induced forest 2-partition problem is NP-complete for graphs where
the maximum degree is 5 [10] or where the diameter is 2 [11], and is polynomial-time solvable for those graphs having
maximum degree at most 4 [10] and for those planar graphs having diameter 2 [11]. Third, the near-bipartition of a
graph is closely related to the 3-colorability problem, since any graph that can be partitioned in this way is 3-colorable.
And the problem “Is a given graph 3-colorable?” has been widely investigated for many special graph classes; among
them planar graphs of maximum degree four [5,6], triangle-free graphs [7], and triangle-free graphs of maximum
degree four [8], and 4-regular hamiltonian graphs [9]. It turned out that 3-colorability problem remains NP-complete
for these graph classes. Fourth, an uncountable family of vertex partition problems were shown in [12] to be solvable
in polynomial time. Near-bipartition is not in this model, and therefore it is a new development in the ﬁeld.
As pointed out by Monien (see [2]), it can be derived from the proof of Garey et al. [6] that it is NP-complete to decide
whether a given graph G has an independent set S such that G − S is a forest. That is, the recognition of near-bipartite
graphs is NP-complete in general. Brandstädt et al. [2] proved that it is NP-complete to decide whether a given bipartite
graph G of maximum degree four has an independent set S such that G − S is a tree. But this result cannot imply the
NP-completeness of the recognition of near-bipartite graphs of maximum degree 4.
The recognition of near-bipartite graphs is investigated in this paper. We give simple characterizations for those
near-bipartite graphs having maximum degree at most 3 and those having diameter 2. We also show that the recognition
of near-bipartite graphs is NP-complete even for graphs where the maximum degree is 4 or where the diameter is 4.
2. Simple characterizations for some special near-bipartite graphs
Theorem 2.1. Suppose that G is a nontrivial connected graph of maximum degree at most 3. Then G is a near-bipartite
graph if and only if G = K4.
Proof. If G = K4, then we can easily see that G has no near-bipartition, and so G is not a near-bipartite graph.
For the sufﬁciency, we shall show it by contradiction. Suppose that G = K4 and G is not near-bipartite. Let H be an
induced subgraph of G such that H is not near-bipartite and |V (H)| is as small as possible.
Claim 1. H is a 3-regular graph.
Otherwise, there is some vertex v ∈ V (H) such that degH (v)2. Set H ′ = H − v. By minimality of H, we may
assume that (V1, V2) is a near-bipartition ofH ′. If |NH(v)∩V2|=2, setA1 =V1 ∪{v} andA2 =V2. If |NH(v)∩V2|1,
set A1 = V1 and A2 = V2 ∪ {v}. No matter which case occurs, (A1, A2) is a near-bipartition of H. This contradicts the
fact that H is not near-bipartite.
Now we choose x ∈ V (H) arbitrarily and set H ′ = H − x. Suppose that (V1, V2) is a near-bipartition of H ′ such
that |E(V2)| is as small as possible, where E(S) = {uv ∈ E(H ′) : u, v ∈ S}, for S ⊆ V (H ′).
Claim 2. Each component of H ′[V2] is a path.
Otherwise, suppose that there is some component of H ′[V2] which is not a path. Since H ′[V2] is a forest, there must
be a vertex v ∈ V2 such that v has three neighbors in H ′[V2]. Set A1 =V1 ∪ {v} and A2 =V2\{v}. Then it can be easily
seen that (A1, A2) is still a near-bipartition of H ′. But |E(A2)| = |E(V2)| − 3, contradicting minimality of |E(V2)|.
Claim 3. |NH(x) ∩ V2| = 2 and |NH(x) ∩ V1| = 1.
If |NH(x) ∩ V2|1, then set A1 = V1 and A2 = V2 ∪ {x}, and if |NH(x) ∩ V2| = 3, then set A1 = V1 ∪ {x} and
A2 = V2. In either cases, (A1, A2) is a near-bipartition of H, a contradiction.
Suppose that NH(x) ∩ V1 = {w1} and NH(x) ∩ V2 = {u1, v1}.
Claim 4. u1 and v1 are contained in a common component of H ′[V2].
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Otherwise, set A1 = V1 and A2 = V2 ∪ {x}. Then it can be easily seen that (A1, A2) is a near-bipartition of H, a
contradiction.
Suppose now that P1 is a (u1, v1)-path in H ′[V2].
Claim 5. P1 is a component of H ′[V2].
Otherwise, we may assume, without loss of generality, that u1 is not an endvertex ofH ′[V2]. Then setA1 =V1 ∪{u1}
and A2 = (V2\{u1}) ∪ {x}. It is easy to see that (A1, A2) is a near-bipartition of H, a contradiction.
Set NH(w1)\{x} = {u2, v2}.
Claim 6. u2 and v2 are contained in a common component of H ′[V2].
Otherwise, setA1=(V1\{w1})∪{x} andA2 =V2 ∪{w1}. Then it can be easily seen that (A1, A2) is a near-bipartition
of H, a contradiction.
Suppose now that P2 is a (u2, v2)-path in H ′[V2].
Claim 7. P2 is a component of H ′[V2].
Otherwise,wemay assume,without loss of generality, thatu2 is not an endvertex ofH ′[V2]. SetA1=(V1\{w1})∪{u2}
andA2=(V2\{u2})∪{w1}. Then it can be easily seen that (A1, A2) is a near-bipartition ofH ′ with |E(A2)|=|E(V2)|−1.
This contradicts minimality of |E(V2)|.
To show that P2 = P1, we assume that P2 = P1, i.e., {u2, v2} = {u1, v1}. Then u1 and v1 must not be adjacent in
H, since, otherwise, G = K4. Set A1 = (V1\{w1}) ∪ {u1, v1} and A2 = (V2\{u1, v1}) ∪ {x,w1}. Clearly, (A1, A2) is a
near-bipartition of H, a contradiction. Therefore, P2 = P1, and so, {u2, v2} ∩ {u1, v1} = ∅.
Generally, suppose that, for some i2, the vertices
u1, v1, w1, u2, v2, w2, . . . , ui−1, vi−1, wi−1, ui, vi
and the paths
P1, P2, . . . , Pi
have been obtained such that
(1) w1, w2, . . . , wi−1 ∈ V1 are pairwise distinct;
(2) (NH (uk)\{wk−1}) ∩ V1 = {wk}, for 2k i − 1;
(3) NH(wk)\{uk} = {uk+1, vk+1}, for 2k i − 1;
(4) uk and vk are two endvertices of a (path) component Pk of H ′[V2], for 1k i;
(5) {us, vs} ∩ {ut , vt } = ∅, or equivalently, Ps = Pt , for 1s < t i.
Set (NH (ui)\{wi−1}) ∩ V1 = {wi}, and NH(wi)\{ui} = {ui+1, vi+1}. Then wi /∈ {w1, w2, . . . , wi−1}. If ui+1 and
vi+1 lie in distinct components of H ′[V2], by setting
X1 = (V1\{w1, . . . , wi}) ∪ {x, u2, . . . , ui},
X2 = (V2\{u2, . . . , ui}) ∪ {w1, . . . , wi},
we can easily see that (X1, X2) is a near-bipartition of H, a contradiction. Hence, ui+1 and vi+1 must be contained in
a common component of H ′[V2]. Let Pi+1 be the unique (ui+1, vi+1)-path in H ′[V2]. If Pi+1 is not a component of
H ′[V2], we may assume, without loss of generality, that ui+1 is not an endvertex of H ′[V2]. By setting
Y1 = (V1\{w1, . . . , wi}) ∪ {u2, . . . , ui+1},
Y2 = (V2\{u2, . . . , ui+1}) ∪ {w1, . . . , wi},
we can easily see that (Y1, Y2) is a near-bipartition of H ′ such that |E(Y2)| = |E(V2)| − 1, contradicting min-
imality of |E(V2)|. Hence, Pi+1 must be a component of H ′[V2]. Since wi /∈ {w1, w2, . . . , wi−1}, we must have
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Pi+1 /∈ {P2, P3, . . . , Pi}, i.e., {ui+1, vi+1} ∩ {uk, vk} = ∅ for 2k i. If {ui+1, vi+1} ∩ {u1, v1} = ∅, then Pi+1 = P1
and so {ui+1, vi+1} = {u1, v1}. In this case, by setting
Z1 = (V1\{w1, . . . , wi}) ∪ {u1, . . . , ui},
Z2 = (V2\{u1, . . . , ui}) ∪ {x,w1, . . . , wi},
we can easily see that (Z1, Z2) is a near-bipartition of H, a contradiction again. We conclude that the above ﬁve
properties are still satisﬁed by replacing i with i + 1.
Continuing this procedure,weobtain an inﬁnite sequenceof verticesu1, v1, w1, u2, v2, w2, . . . , wi−1, ui, vi, wi, . . . ,
and an inﬁnite sequence of paths P1, P2, . . . , Pi, . . . , such that the above ﬁve properties are still satisﬁed for any i > 2.
But this contradicts the fact that H is a ﬁnite graph. 
In other word, Theorem 2.1 can be restated as follows: the vertices of a connected graph of degree at most 3 and
different from K4 can be partitioned into an independent set and an acyclic set. It is interesting to compare this result
with some known results. The classical theorem of Brooks [3] states that every connected graph G, which is neither an
odd cycle nor a complete graph, is (G)-colorable. In particular, every connected graph of degree at most 3, different
from K4, is 3-colorable. In a sense, Theorem 2.1 is stronger than the result of Brooks in case of 3-colorability. As it is
shown in [10], the vertices of a graph G of maximum degree at most 4 and different from K5 can be partitioned into
two acyclic sets. Theorem 2.1 bears a strong resemblance to this result.
The following result is implied in the proof of Theorem 2.1.
Corollary 2.2. Suppose that G is a nontrivial connected graph of maximum degree at most 3. If G = K4, then G has
a near-bipartition (V1, V2) such that G[V2] is a linear forest, i.e., a forest with each component being a path.
Theorem 2.3. Suppose that G is a graph of diameter 2. Then G is near-bipartite if and only if, either there is v ∈ V (G)
such that G − v is bipartite, or there is X ⊆ V (G) such that
(i) 4 |X|5;
(ii) S(X) = {v ∈ V (G)\X : |NG(v) ∩ X|2} is independent in G;
(iii) G − S(X) is a forest.
Proof. If there is v ∈ V (G) such that G − v is bipartite, then, for any bipartition (A,B) of G − v, (A,B ∪ {v}) is
a near-bipartition of G. If there is X ⊆ V (G) satisfying the above three conditions, then (S(X), V (G)\S(X)) is a
near-bipartition of G.
Conversely, suppose that G is a near-bipartite graph. Then there is a 2-partition (A,B) of V (G) such that A is an
independent set of G and G[B] is a forest. Assume that, for every v ∈ V (G), G − v is not bipartite. Then G[B] has
at least two nontrivial components or some component of G[B] is of diameter at least 3. We distinguish the following
two cases.
Case 1: G[B] has at least two nontrivial components.
Let T1 and T2 be two nontrivial components of G[B]. Let x1y1 ∈ E(T1) and x2y2 ∈ E(T2) be such that degT1(x1)=
degT2(x2) = 1. Set X = {x1, y1, x2, y2}. Since G is of diameter 2 and degT1(x1) = 1, for any u ∈ A, there must be
ux1 ∈ E(G) or uy1 ∈ E(G) so that there is a path of distance at most 2 between u and x1. By the same reason, there
must be ux2 ∈ E(G) or uy2 ∈ E(G). Hence, |NG(u) ∩ X|2 for u ∈ A, i.e., A ⊆ S(X). Since G[B] is a forest
and x1y1 and x2y2 lie in different components of G[B], we must have |NG(v) ∩ X|1 for v ∈ B\X. It follows that
A = S(X), and so G − S(X) = G[B] is a forest.
Case 2: Some component of G[B] is of diameter at least 3.
Let T be such a component of G[B]. Let P be a longest path in T. Since T is of diameter at least 3, |V (P )|4. Let
x1 and x2 be the two endvertices of P, and let y1 and y2 be such that x1y1 ∈ E(P ) and x2y2 ∈ E(P ). Set
X =
{
V (P ) if |V (P )|5,
{x1, y1, x2, y2} if |V (P )|6.
As in Case 1, we can easily show that A = S(X). Thus, the result follows. 
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3. NP-completeness
We use the following problem for our transformation.
Given a set of Boolean variables X={x1, x2, . . . , xn} and some clauses C1, C2, . . . , Cm such that Ci ⊆ X, |Ci |=3,
i = 1, 2, . . . , m. Is there a truth assignment for X such that each clause Ci has exactly one true literal?
We call this problem the “no negated literal one-in-three 3-satisﬁability” problem. It will be simply called special
3-SAT problem in the sequel.
Lemma 3.1 (Garey and Johnson [5]). Let P and Q be two decision problems. If P is in NP, Q is NP-complete, and Q
can be polynomially transformed to P, then P is also NP-complete.
Lemma 3.2 (Garey and Johnson [5]). Special 3-SAT problem is NP-complete.
Deﬁne graph H(a, b, c, d, e) to be as illustrated in Fig. 1. Set H =H(a, b, c, d, e). The following lemma is straight-
forward.
Lemma 3.3. (1) H is near-bipartite.
(2) For every near-bipartition (V1, V2) of H, either V1 = {b} or V1 = {a, d, e} holds (up to symmetry of H).
For any integer k0, the graph H(k) is deﬁned recursively as follows:
(1) H(0) = H(a(0)1 , b(0)1 , c(0)1 , d(0)1 , e(0)1 ).
(2) For k1, H(k) can be obtained from H(k−1) and 2k copies of H, i.e., H(a(k)r , b(k)r , c(k)r , d(k)r , e(k)r ), 1r2k ,
by identifying d(k−1)j ∈ V (H(k−1)) and a(k)2j−1 ∈ V (H(a(k)2j−1, b(k)2j−1, c(k)2j−1, d(k)2j−1, e(k)2j−1)) into a new vertex written
as d
(k−1)
j = a(k)2j−1, and identifying e(k−1)j ∈ V (H(k−1)) and a(k)2j ∈ V (H(a(k)2j , b(k)2j , c(k)2j , d(k)2j , e(k)2j )) into a new vertex
written as e(k−1)j = a(k)2j , for 1j2k−1.
For example, Fig. 2 shows the graph H(2).
We have
|V (H(k))| = 1 + 4
k∑
j=0
2j = 1 + 4(2k+1 − 1)< 8 × 2k .
Using Lemma 3.3, we can prove the following result by induction on k.
Lemma 3.4. (1) H(k) is near-bipartite and of maximum degree 4.
(2) For every near-bipartition (V1, V2) of H(k), either V1 = {b(i)j : 0 ik, 1j2i} or V1 = {a(i)j , d(i)j , e(i)j :
0 ik, 1j2i} (up to symmetry of H(k)).
Theorem 3.5. The recognition of near-bipartite graphs for graphs of maximum degree 4 is NP-complete.
Proof. Our problem is clearly in the class NP. To prove its NP-completeness, we will show that it can be polynomially
transformed from the known NP-complete special 3-SAT problem.
Given an instance to special 3-SAT problem:
X = {x1, x2, . . . , xn},
C1, C2, . . . , Cm ⊆ X,
|Ci | = 3, i = 1, 2, . . . , m.
Without loss of generality, we may assume that
⋃m
i=1 Ci =X. We construct an instance (i.e., a graph G) to our problem
as follows:
G =
(
m⋃
i=1
Fi
)
∪
⎛
⎝ n⋃
j=1
H
(K)
j
⎞
⎠+ E0,
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a
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d e
Fig. 1. Graph H(a, b, c, d, e).
c2
(2)
e1
(1)
a1
(0)
b1(0) c1(0)
d1(0) e1(0)
b1(1) c1(1)
d1(1)
b1(2)
c1
(2)
d1(2) e1
(2)
b2(2)
d2(2) e2(2)
b2(1) c2(1)
d2(1) e2(1)
b3(2) c3
(2)
d2(2) e3(2)
b4(2) c4
(2)
d4(2) e4(2)
Fig. 2. H(2).
where K = 	log2m
, Fi’s and H(K)j ’s are pairwise vertex disjoint subgraphs, and E0 is an edge subset. Now we deﬁne
Fi , H
(K)
j and E0. For 1 im, Fi corresponding to the clause Ci = {xj , xk, xl}, is a complete graph with vertex set
{vi[xj ], vi[xk], vi[xl]}. For 1jn, H(K)j , corresponding to the Boolean variable xj , is a graph which is isomorphic
to H(K) such that
V (H
(K)
j ) = {y[xj ] : y ∈ V (H(K))},
and y1[xj ] and y2[xj ] are two adjacent vertices in H(K)j if and only if y1 and y2 are two adjacent vertices in H(K).
Fig. 3 shows H(1)j .
E0 = {(vi[xj ], y(K)i [xj ]) : xj ∈ Ci, y ∈ {d, e}, 1 im, 1jn},
where y(K)i with y ∈ {d, e} refers to all vertices having the label d or e.
For example, given an instance to special 3-SAT problem: C1 = x1 + x2 + x3, C2 = x2 + x3 + x4, Fig. 4 shows the
corresponding graph.
Note that, 2K−1 <m2K . Then, for 1jn,
|V (H(K)j )| = |V (H(K))|< 8 × 2K < 16m.
Thus, we can deduce that |V (G)|< 16m(n + 1). Hence the construction of G can be done in polynomial time. We
can also easily see that G is a graph of maximum degree 4. In the following, we will show that the instance to special
3-SAT problem has a solution if and only if the instance to our problem has a solution.
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b2(1)[xj]
b1(0)[xj] c1
(0)[xj]
e1
(1)[xj]
d1(0)[xj]
b1(1)[xj]
c1
(1)[xj]
d1(1)[xj] e1(1)[xj]
c2
(1)[xj]
d2(1)[xj] e2
(1)[xj]
a1
(0)[xj]
Fig. 3. H(1)
j
.
v1[x1]
v1[x2] v1[x3] v2[x3]
v2[x2]
v2[x2]
a1
(0)[x1] a1(0)[x2] a1(0)[x3] a1(0)[x4]
Fig. 4.
If the instance to special 3-SAT problem has a solution, we set
X1 = {xj ∈ X: xj is true}.
Then |Ci ∩ X1| = 1, for i = 1, 2, . . . , m. We partition the vertices of G into two subsets V1 and V2 by the following
method:
(1) If xj ∈ Ci ∩ X1, then set
vi[xj ] ∈ V1 and d(k)i [xj ], e(k)i [xj ] ∈ V2
for i = 1, 2, . . . , m, j = 1, 2, . . . , n, and k = 0, 1, . . . , K .
(2) If xj ∈ Ci\X1, then set
vi[xj ] ∈ V2 and d(k)i [xj ], e(k)i [xj ] ∈ V1
for i = 1, 2, . . . , m, j = 1, 2, . . . , n, and k = 0, 1, . . . , K .
For the current vertex subsets V1 and V2, it is obvious that V1 ∩ V2 = ∅, and V1 and V2 are independent and acyclic
sets in G, respectively. Thus, according to Lemma 3.4, the remaining vertices of G can be added to V1 or V2 such that
the resulting 2-partition (V1, V2) of V (G) is a near-bipartition of G.
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Conversely, if the instance to our problem has a solution, then there is a near-bipartition (V1, V2) of G. We have the
following claims.
Claim 1. For each clause Ci (1 im), there is a unique xj ∈ Ci such that vi[xj ] ∈ V1.
In fact, this claim follows from the observation that FiK3.
Let
X1 = {xj ∈ X: there is some clause Ci such that xj ∈ Cj and vi[xj ] ∈ V1}.
Claim 2. |Ci ∩ X1| = 1, for i = 1, 2, . . . , m.
Otherwise, there exists some clause Ci such that |Ci ∩ X1|2. By Claim 1, we may assume that xj , xt ∈
Ci ∩ X1 are two distinct variables such that vi[xj ] ∈ V1 and vi[xt ] ∈ V2. According to the deﬁnition of X1,
there also exists some clause Cl such that xt ∈ Cl and vl[xt ] ∈ V1. By the deﬁnitions of E0 and V1, we must
have d(K)l [xt ], e(K)l [xt ] ∈ V2. Lemma 3.4 implies that d(K)i [xt ], e(K)i [xt ], c(K)i [xt ] ∈ V2. But then the vertex subset
{vi[xt ], d(K)i [xt ], e(K)i [xt ], c(K)i [xt ]} induces a 4-cycle in G[V2], which contradicts the fact that G[V2] is a forest.
For each variable xj ∈ X1, we assign xj the truth value True, and for each variable xj ∈ X\X1, we assign xj the
truth value False. Then we obtain a solution for the instance to special 3-SAT problem.
The above discussion shows that the recognition of near-bipartite graphs for graphs of maximum degree 4 is NP-
complete. 
Theorem 3.6. The recognition of near-bipartite graphs for graphs of diameter 4 is NP-complete.
Proof. Our problem is clearly in the class NP. To prove its NP-completeness, we will show that it can be polynomially
transformed from the known NP-complete special 3-SAT problem.
Given an instance to special 3-SAT problem:
X = {x1, x2, . . . , xn},
C1, C2, . . . , Cm ⊆ X,
|Ci | = 3, i = 1, 2, . . . , m.
Without loss of generality, we may assume that
⋃m
i=1 Ci =X. We construct an instance (i.e., a graph G) to our problem
as follows:
G = T ∪
(
m⋃
i=1
(Fi ∪ F ′i )
)
∪
⎛
⎝ n⋃
j=1
Hj
⎞
⎠+ E0,
where T, Fi’s, F ′i ’s andHj ’s are mutually vertex disjoint subgraphs, andE0 is an edge subset. Now we deﬁne T , Fi, F ′i ,
Hj and E0. T is an edgeless graph with vertex set {u}. For 1 im, Fi and F ′i , corresponding to the clause Ci ={xj , xk, xl}, are two complete graphs with vertex sets {vi[xj ], vi[xk], vi[xl]} and {v′i[xj ], v′i[xk], v′i[xl]}, respectively.
For 1jn, Hj = H(y1[xj ], y2[xj ]), corresponding to the Boolean variable xj , is an edgeless graph with vertex set
{y1[xj ], y2[xj ]}.
E0 = E1 ∪ E2 (disjoint union),
where
E1 = {(u, yk[xj ]): 1jn, 1k2},
E2 = {(v[xj ], yk[xj ]): v ∈ {vi, v′i}, xj ∈ Ci, 1 im, 1jn, 1k2}.
For example, given an instance to special 3-SAT problem: C1 = x1 + x2 + x3, C2 = x2 + x3 + x4, Fig. 5 shows the
corresponding graph.
A. Yang, J. Yuan /Discrete Mathematics 306 (2006) 1207–1216 1215
y2[x4]
v2[x2]
v2'[x2]
v2'[x3]
v2'[x4]
v2[x4]
v2[x3]
v1[x3]
v1[x2]
v1'[x2]
v1'[x3]v1'[x1]
v1[x1]
u
y1[x1] y2[x1] y1[x2] y2[x2] y1[x3] y2[x3] y1[x4]
Fig. 5.
We can easily see that the construction can be done in polynomial time. Furthermore, since the distance from u to
any other vertex in G is at most two, we can see that G is a graph of diameter 4. In the following, we will show that the
instance to special 3-SAT problem has a solution if and only if the instance to our problem has a solution.
If the instance to special 3-SAT problem has a solution, we set
X1 = {xj ∈ X: xj is true}.
Then |Ci ∩ X1| = 1, for i = 1, 2, . . . , m. We partition the vertices of G into two subsets V1 and V2 by the following
method:
(1) Set u ∈ V2.
(2) If xj ∈ Ci ∩ X1, then set
vi[xj ], v′i[xj ] ∈ V1, yk[xj ] ∈ V2
for i = 1, 2, . . . , m, j = 1, 2, . . . , n and k = 1, 2.
(3) If xj ∈ Ci\X1, then set
vi[xj ], v′i[xj ] ∈ V2, yk[xj ] ∈ V1
for i = 1, 2, . . . , m, j = 1, 2, . . . , n and k = 1, 2.
For the current vertex subsets V1 and V2, it is obvious that V1 ∩V2 =∅, and V1 and V2 are independent set and acyclic
set in G, respectively.
Conversely, if the instance to our problem has a solution, then G is near-bipartite and there is a near-bipartition
(V1, V2) of G. Note that V1 is an independent set and G[V2] is a forest. From the fact that FiF ′iK3, we have
Claim 1. For each Ci , there is a unique xj ∈ Ci such that vi[xj ] ∈ V1 and a unique xl ∈ Ci such that v′i[xl] ∈ V1.
Claim 2. u ∈ V2.
Otherwise, u ∈ V1. Since V1 is an independent set and uv ∈ E1 for v ∈ V (Hj ), 1jn, each vertex of Hj is in V2.
By Claim 1, for each Ci , there must exist vertices vi[xj ] ∈ V (Fi) and v′i[xj ] ∈ V (F ′i ) such that vi[xj ], v′i[xj ] ∈ V2,
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and by the deﬁnition of E2, V (Hj ) ⊆ N(vi[xj ])∩N(v′i[xj ]). But then the vertex subset {vi[xj ], v′i[xj , y1[xj ], y2[xj ]}
induces a cycle in G[V2], which contradicts the fact that V2 is an acyclic set.
Claim 3. For each Ci , there is a unique xj ∈ Ci such that vi[xj ], v′i[xj ] ∈ V1.
In fact, by Claim 1, we only need to prove that if vi[xj ] ∈ V1, then v′i[xj ] ∈ V1. Otherwise, there exists some Ci
such that xj ∈ Ci , vi[xj ] ∈ V1 and v′i[xj ] ∈ V2. Since V1 is an independent set and (vi[xj ], yk[xj ]) ∈ E2, we obtain
that yk[xj ] ∈ V2, for k = 1, 2. But then, the vertex subset {u, y1[xj ], y2[xj ], v′i[xj ]} induces a 4-cycle in G[V2], a
contradiction.
Let
X1 = {xj ∈ X: there is some Ci such that xj ∈ Cj and vi[xj ] ∈ V1}.
Claim 4. |Ci ∩ X1| = 1, for i = 1, 2, . . . , m.
Otherwise, there exists some Ci such that |Ci ∩ X1|2. By Claim 1, we may assume that xj , xk ∈ Ci ∩ X1 are
two distinct variables such that vi[xj ] ∈ V1 and vi[xk] ∈ V2. According to the deﬁnition of X1, there also exists some
Cl such that xk ∈ Cl and vl[xk] ∈ V1. By Claims 1 and 3, we have v′i[xk] ∈ V2 and v′l[xk] ∈ V1. Since V1 is an
independent set and each vertex of Hk is adjacent to vl[xk], we obtain that each vertex of Hk is in V2. But the vertex
subset {vi[xk], v′i[xk], y1[xk], y2[xk]} induces a 4-cycle in G[V2], a contradiction.
For each variable xj ∈ X1, we assign xj the truth value true, and for each variable xj ∈ X\X1, we assign xj the
truth value false. Then we obtain a solution for the instance to special 3-SAT problem.
The above discussion shows that the recognition of near-bipartite graphs for graphs of diameter 4 is
NP-complete. 
Open problem: The complexity of the recognition of near-bipartite graphs for graphs of diameter 3 is still open.
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