The aim of this article is to provide a functional analytical framework for defining the fractional powers A s for −1 < s < 1 of maximal monotone (possibly multivalued and nonlinear) operators A in Hilbert spaces. We investigate the semigroup {e −A s t } t≥0 generated by −A s , prove comparison principles and interpo- 
Introduction and Main Results
In the pioneering work [14] , Caffarelli and Silvestre showed that, for every 0 < s < 1, the fractional Laplacian is referred to in the literature (for instance, cf. [2, 16, 19] ) as a characterization of the fractional power A s via the extension problem (D s φ ). In (1.3), the constant c s is given by c s = 2 1−2s Γ(1 − s)/Γ(s) for 0 < s < 1, where Γ denotes the Gamma function (see, for example, [2, 14, 16, 33] ).
Another milestone in this direction was set shortly afterwards by Stinga and Torrea [33] . They showed that (1.3) even holds for general selfadjoint lower bounded operators A on a Hilbert space H. The approaches in [14] and [33] are quite different. In the paper [14] , Caffarelli and Silvestre use the singular integral definition of the fractional power (−∆) s and for proving (1.3) provide two proofs; one is based on classical pde-methods (e.g., construction of a Poisson kernel); the other one relies on the Fourier transform. Stinga and Torrea used in [33] a general Hilbert space framework and use the integrals
(1.4) for defining A s . In the first integral of (1.4), the family {E(λ)} λ>0 denotes the spectral resolution of A and {e −tA } t≥0 the semigroup generated by −A. Thus the method in [33] to obtain (1.3) relies on the spectral decomposition of A, abstract linear semigroup theory and Bessel functions. The techniques in [33] were pushed further by Galé, Miana and Stinga [19] showing that (1.3) even holds for generators A of integrated linear semigroups in Banach spaces. Recently, Arendt, ter Elst and Warma [2] revisited the characterization (1.3) by focusing on operators A realized by a sesquilinear form a : V × V → ℂ defined on another Hilbert space V ⊆ H and by using classical interpolation theory. The goal of this paper is to continue the study of fractional powers A s in a nonlinear direction. For this, we aim to derive an appropriate definition of fractional powers A s of maximal monotone operators A defined on a Hilbert space H (see Section 2.1 for a brief review of this theory, or [6, 13] ). Because of the lack of linearity, there is not much hope that the fractional power A s can be defined via one of the integrals in (1.4) for general monotone operators A (cf. the comment in [6, Remark 2 ∘ , p. 338] by Barbu) . But, a good definition of A s for monotone A needs to be consistent with the classical one for linear and monotone A. Thus one possibility to define A s for maximal monotone A is offered by the extension problem.
In the nonlinear framework, first results towards fractional powers A s were obtained in the case s = 1/2 by Barbu [5] and sharpened by Brezis [12] with a different method. More precisely, they showed that, for maximal monotone A with 0 in the range Rg(A) of A, the Dirichlet problem (D s φ ) |s=1/2 is well-posed. They introduced a family {T t } t≥0 of contractive mappings T t : D(A) → D(A) by setting
where u φ is the unique solution of (D s φ ) |s=1/2 . Since, for s = 1/2, the differential inclusion in (D s φ ) reduces to − u (t) + Au(t) ∋ 0 on H + , ( .1 for the definition). Since, for every solution u of the inclusion (1.5), the co-normal derivative associated with B 0 is −u (0), it follows that, for a given φ ∈ D(A), the unique solution u φ of (D s φ ) |s=1/2 satisfies
Thus, in fact, the operator A 1/2 is the unique maximal monotone extension of the Dirichlet-to-Neumann operator Λ 1/2 . However, neither Barbu [5] nor Brezis [12] identified the infinitesimal generator A 1/2 with the Dirichlet-to-Neumann operator Λ 1/2 . But, since A 1/2 shares several similar properties with the classical square root A 1/2 of a positive linear operator A (cf. [5, 12] ), the literature refers to the operator A 1/2 as the square root of a nonlinear maximal monotone operator (see, for instance, [6, Chapter V, Section 2.4, p. 329] or, more recently, [8] ). Thus we write A 1/2 for A 1/2 even if A is nonlinear. The case of the square root A 1/2 suggests that, also for nonlinear maximal monotone operators A, the extension technique (1.3) is an appropriate way to define fractional powers A s . Now, our first aim in this paper is to extend the existence and uniqueness results of Dirichlet problem (D s φ ) |s=1/2 obtained in [5, 12] to the complete range 0 < s < 1. But before stating our first theorem, we briefly fix the following notation. ‖t 1−2s u (t)‖ H ≤ 2s ‖φ − y‖ H t 2s for all t > 0, (1.8) 
The proof of our first main theorem is based on classical techniques from the theory of maximal monotone operators as used in [12] by Brezis, and combines them with weighted function spaces (as, e.g.,
s (H)) borrowed from linear interpolation theory as in the recent work by Arendt, ter Elst and Warma [2] .
It is not difficult to verify that, for u ∈ W 1,1 
Remark 1.3.
The case A = ∂ϕ, the sub-differential operator of a proper, convex, lower semicontinuous function ϕ on H, provides more regularity properties to the solution u of (D s φ ). In particular, the theory of j-elliptic functionals developed in [16] can be employed to derive an energy functional of the Dirichlet-to-Neumann operator Λ s . We intend to study this case in full detail in a separate paper.
Thanks to Theorem 1.2 and the theory of maximal monotone operators (see Propositions 2.1 and 2.2 in Section 2.1), for every 0 < s < 1, there exists a (unique) maximal monotone operator M s satisfying
where c s = 2 1−2s Γ(1 − s)/Γ(s). Since, for a (maximal) monotone operator A, also its inverse A −1 defines a (maximal) monotone operator (see (2.1)), for every −1 < s < 0, there is a unique maximal monotone operator (M (−s) ) −1 satisfying
It is worth mentioning that, for −1 < s < 0, the inverse operator (Λ (−s) ) With this in mind, we are now in the position to define for −1 < s < 1 the L 2 -fractional power A s in H of a maximal monotone operator A in H with 0 ∈ Rg(A). 
(d) For the class of linear positive maximal monotone operators A, the negative power A −s is defined by (A s ) −1 (see [28, Definition 7.1.1] ). In the nonlinear framework, operators A are subsets of H × H, and hence the condition on A of being injective is redundant for defining A −1 .
(e) In the linear theory, under additional conditions on A, the following fundamental properties are known to hold: (2) in Corollary 1.8, one also uses the smoothing effect of a semigroup generated by a sub-differential operator (see Theorem 2.7 in Section 2.1). We omit the details of this proof. The theory of fractional powers of operators has a long history, and to the best of our knowledge, it goes back to Abel's work on the tautochrone, the Riemann-Liouville integral and its generalizations (cf. [22] ). In the late 1950s, Hille and Phillips [20] [20] to a wider class of positive linear operators; more precisely, for 0 < s < 1, Balakrishnan proposed to define the fractional operator A s via the integral
which is later referred to as the Balakrishnan integral (cf. [22, 28] or Galé , Miana and Stinga [19] ). In particular, Balakrishnan proved that the identity (1.3) for the square root A 1/2 holds true (cf. the monograph [28] ). Throughout the 1960s, fractional powers of linear operators received a lot of attention and were studied by various celebrated authors (e.g., Krasnosel'skii and Sobolevskii [25] , Yosida [35] ). To the best of our knowledge, the link between fractional powers A s of linear operators A and interpolation theory was mainly unveiled by Komatsu [23] and recently used in [2] . One reason for the high popularity of fractional powers of linear operators was certainly Kato's celebrated square root problem [3, 21] . [16] ). In other words, both theories coincide in the symmetric case.
In the case s = 1/2, Bénilan [9] established existence and uniqueness of solutions to the differential inclusion (1.5) equipped with Dirichlet boundary data for non-autonomous uniformly continuous A(t) and when the Hilbert space H is replaced by a Banach space X.
In [34] , Véron proved that the following more general (but non-singular) Dirichlet problem
Poffald and Reich [29, 30] continued the study by Bénilan [9] on the regularity of solutions to (1.5) in the Banach space case X. They established new results on the asymptotic behavior as time t → +∞ of solutions u to (1.5) and studied existence of solutions to
In particular, in [30, Theorem 3.1], Poffald and Reich could sharpen the regularity of solutions to the differential inclusion (1.5) by proving that T t for every t > 0 maps
Ten years later, Alraabiou and Bénilan [1] introduced the following definition of the square: by Alraabiou and Bénilan supports the point of view (at least for the square root A 1/2 ) that the Dirichlet-toNeumann operator Λ s is a reasonable candidate for defining the fractional power A s of a maximal monotone operator A in a Hilbert space. For boundary data φ ∈ D(A), we establish existence and uniqueness of solutions of the more general boundary-value problem [7, 13] ). Before stating the theorem, we introduce the notion of solutions of boundary-value problem (1.23). 
s (H), the estimates (1.6)-(1.9), and for every y ∈ A −1 ({0}),
Moreover, the function t → ‖u(t) − y‖ 
For a given φ ∈ D(A) and α
, we obtain well-posedness of the Robin problem
Before stating the theorem, we fix the following notion of solutions to (1.28).
Definition 1.12. For given boundary value
, u is a strong solution of (1.24), and lim t→0+ t 1−2s u (t) exists in H with
Here is our theorem concerning the existence and uniqueness of solutions to the abstract Robin problem (1.28). 
s (H), estimates (1.6)-(1.9), and for every y ∈ A −1 ({0}),
Moreover, the function t → ‖u(t) − y‖ This paper is organized as follows. In the subsequent section, we introduce the functional analytical framework, fix fundamental definitions and notations, and recall a few classical results used throughout this paper. Section 3 is dedicated to the proof of Theorem 1.11. In Section 4, we outline the proof of Theorem 1.1, and in Section 6, we give the proof of Theorem 1.2. We conclude this paper with an application outlined in Section 7 to the classical Leray-Lions operator A = − div(a(x, ∇u)) equipped with either Dirichlet, Neumann or Robin boundary conditions.
Preliminaries
Throughout this article, (H, ( ⋅ , ⋅ ) H ) denotes a real Hilbert space with inner product ( ⋅ , ⋅ ) H , and we write ℝ + to denote (0, +∞) and ℝ + := [0, +∞].
Nonlinear Semigroups in Hilbert Spaces
Here, we briefly recall some fundamental definitions and important results from the theory of nonlinear semigroup in Hilbert spaces (cf. the standard textbooks [7, 13] ).
In this framework, an operator A on H is a possibly nonlinear and multivalued mapping A : H → 2 H . Thus it is standard to identify an operator A on H with its graph 
and A satisfies the so-called range condition
The property that an operator A is monotone is equivalent to the fact that, for every λ > 0, the resolvent operator J A λ := (I + λA) −1 of A is a contraction on H:
Another characterization of maximal monotonicity of A, using that A is a subset of H × H, is the following.
Proposition 2.1 ([13, Définition 2.2 & Proposition 2.2]). An operator A is maximal monotone if it is the largest monotone set in H × H among other monotone sets B ⊆ H × H containing A.
Moreover, one has the following extension theorem for monotone operators.
Proposition 2.2 ([13, Chapter II, Theorem 3.2]). Let C be a closed convex subset of H, and let A be a monotone operator in H satisfying D(A) ⊆ C. Then there is a maximal monotone operatorÃ on H satisfying D(A) ⊆ D(Ã ) ⊆ C and Au =Ãu for every u ∈ D(A).
One of the most important examples of a maximal monotone operator A is given by the sub-differential operator 
8]). Let A be a monotone operator on H. Then A is cyclically monotone if and only if there is a proper, convex and lower semicontinuous function ϕ : H → (−∞, +∞] such that A ⊆ ∂ϕ. Further, if A is maximal monotone and the minimal section A ∘ of A is cyclically monotone, then also A is cyclically monotone.
Further, we will employ the notion of lifted operators. 
for a.e. t ∈ Σ} is a monotone operator on the Hilbert space H := L 2 (Σ, μ; H). In addition, if either μ(Σ) < ∞ or 0 ∈ A0 and A is maximal monotone on H, then A is maximal monotone on H.
Further, it is important to point out that if A is maximal monotone on H, then the inverse operator A −1 defined by
is also maximal monotone (see [13, Exemple 2.3.2] ).
In the next proposition, we summarize some important properties of maximal monotone operators (see [ 
H . (2) If B : H → H is a monotone and Lipschitz continuous mapping, then A + B is maximal monotone. (3) The closure D(A) H of the domain D(A) of A is a closed convex set. (4) The minimal section A ∘ of A is a well-defined mapping from D(A) to H with the property of being a principal section of A; that is, for every
The next classical result is the Hille-Yosida theorem for nonlinear semigroups in Hilbert spaces. For our purposes in this paper, we provide a version of it, which is a summary of [6, Theorem 1. 
for a.e. t > 0, one has u(t) ∈ D(A) and
For every t ≥ 0, the right-hand side derivative u t+ (t) := du dt + (t) exists, and
The semigroup admits a regularization effect if A has a sub-differential structure A = ∂ϕ of a convex, proper, lower semicontinuous function ϕ :
Theorem 2.7 (Smoothing Effect of Semigroups). Let ϕ : H → (−∞, +∞] be a proper, convex, lower semicontinuous function, A = ∂ϕ, and {e
This property of j is equivalent to the following property of (∂j) −1 .
Proposition 2.8 ([13, Proposition 2.14]). Let j : H → (−∞, +∞] be a proper, convex, lower semicontinuous function on H. Then j is strongly coercive if and only if the inverse operator (∂j) −1 of ∂j is bounded; that is, for every bounded subset B of H, (∂j) −1 (B) is again a bounded subset of H.
Definition 2.9. Given a convex, proper, lower semicontinuous function ψ : 
T -Accretive and Completely Accretive Operators
Let (Σ, μ) be a σ-finite measure space and M(Σ, μ) the space (of all classes) of measurable real-valued functions on Σ. If H ⊆ M(Σ, μ) is a Banach lattice, then we shall denote the usual lattice operations u ∨û and u ∧û to be the almost everywhere point-wise supremum and infimum of u andû ∈ X. In addition, u + = u ∨ 0 is the positive part, u − = (−u) ∨ 0 the negative part, and |u| = u + + u − the absolute value of an element u ∈ X. For every u,û ∈ X, one denotes by u ≤û the usual order relation on X. In this framework, we can now introduce the following definition.
Note that if S is T-contractive, then it is order-preserving and that the converse holds if S is contractive and satisfies u ∨û and u ∧û ∈ D(S) for every u,û ∈ D(S) (see [11, Lemma (19.11) ]). The notion of completely accretive operators was introduced in [10] by Crandall and Bénilan and further developed in [17] . Following the same notation as in these two references, J 0 denotes the set of all convex, lower semicontinuous functions j : ℝ → ℝ + satisfying j(0) = 0.
Definition 2.13. A mapping S : D(S) → M(Σ, μ) with domain D(S)
for any 1 ≤ q < ∞, a complete contraction S is order preserving; that is, for every u,û ∈ D(S) satisfying u ≤û a.e. on Σ, one has Su ≤ Sû . In fact, the following characterization holds. The next characterization follows immediately from the respective definitions. 
Proposition 2.15. For every j
∈ J 0 , let ϕ j : L 2 (Σ, μ) → ℝ + be defined by ϕ j (u) = { { { ∫ Σ j(u) dμ if j(u) ∈ L 1 (Σ; μ), +∞ otherwise (2.2) for every u ∈ L 2 (Σ, μ). Then an operator A on L 2 (Σ,
Orlicz and Weighted Sobolev Spaces
Next, we first briefly recall the notion of Orlicz spaces. 
is equipped with the Orlicz-Minkowski norm 
loc (H) satisfying the latter equation for all ξ ∈ C ∞ c (ℝ + ) is unique, and so one writes u = w. We denote by W
⋆ (H) which, when equipped with the inner product
, is a Hilbert space. We also equip the first-order weighted Sobolev space
with the inner product 
Some Tools from Interpolation Theory
Parts We note that the constants c 1 (s) and c 2 (s) in Proposition 2.17 might not be optimal. For later use, we outline the proof of statements (1) and (2) of this proposition.
, and let t,t > 0. Then
From this, one sees that (u(t n )) n≥1 is a Cauchy sequence in H for every zero sequence (t n ) n≥1 in (0, +∞ 
Well-Posedness of Boundary-Value Problems in the Half-Space
This section is concerned with the proof of Theorem 1.11 and thereby, we will establish that the abstract second-order boundary-value problem We begin by focusing on the uniqueness of solutions to problem (1.23) and show that the inequality
holds among strong solutions u andû of the differential inclusion (1.24).
Remark 3.1. Thanks to this inequality, the family {T t } t≥0 of mappings
where u is the unique solution of ( By writing v(z) = u(t), the differential inclusion (1.24) is equivalent to
and boundary-value problem (1.23) reduces to
for given φ ∈ H and withj := (2s) −(1−2s) j.
Remark 3.3.
We note that the change of variable (3.4) has been used in past already by several other authors, for instance, by Caffarelli and Silvestre [14] .
Before giving the proof of Proposition 3.2, we give some more details about the equivalence between the two differential inclusions (1.24) and (3.5) and the two boundary-value problems (1.23) and (3.6). ). Thus the chain rule yields
Lemma 3.4. For 0 < s < 1 and u ∈ W

2,2 loc ((0, +∞); H), let u(t) = v(z) for z given by the change of variable (3.4). Then the following holds. (1) One has
for every z > 0 (respectively, t > 0). 
Moreover, by claim (1), one has lim
if and only if (2s) 1−2s v (0) ∈ ∂j(v(0) − φ), which completes the proof of statement (3). Now, we can outline the proof of Proposition 3.2. Here, we adapt an idea by Brezis [12] to the more general case 0 < s < 1.
Proof of Proposition 3.2. Let u 1 and u 2 ∈ L ∞ (H) be two strong solutions of the differential inclusion (1.24).
We apply the change of variable (3.4) by setting
, and thanks to Lemma 3.4, v 1 and v 2 are two strong solutions of the differential inclusion (3.5). Thus, by the monotonicity of A and by (3.5), one finds that the function w = v 1 − v 2 satisfies
and in particular, (w (z), w(z)) H ≥ 0 for a.e. z > 0. Therefore, 10) implying that the function z → ‖w(z)‖ 2 H is convex. Since, by hypothesis, one has w ∈ L ∞ (H), it follows that the function z → ‖w(z)‖ 2 H is monotonically decreasing on (0, +∞). By (3.9), this is equivalent to the fact that t → ‖u 1 (t) − u 2 (t)‖ 2 H is monotonically decreasing along (0, +∞), and hence u 1 and u 2 satisfy inequality (3.1). This proves claim (1) of this proposition.
Next, suppose that u 1 and u 2 are two strong solutions of the differential inclusion (1.24) satisfying u 1 , u 2 ∈ C b ([0, +∞); H), and the two limits (3.2) hold. By Lemma 3.4, one has
Thus the limit (3.9) is equivalent to the fact that v 1 and v 2 are in C 1 ([0, +∞); H) with 
Evaluating this inequality at z = 0 and rewriting it by using (3.11) shows that (3.3) holds. Thus claim (2) holds. Next, suppose that u 1 and u 2 are two solutions of boundary-value problem (1.23) for the same φ ∈ H satisfying u 1 , u 2 ∈ L ∞ (H). Then Lemma 3.4 implies that the two functions v 1 and v 2 defined by (3.9) are respectively two solutions of problem (3.6) for the same boundary data φ ∈ H and v 1 , v 2 ∈ L ∞ (H). Since, for every i = 1, 2, one has v i (0) ∈ ∂j(v i (0) − φ), the monotonicity of ∂j implies
Combining this with (3.10), one finds
Thus there is a c 0 ∈ H such that v 1 (z) = v 2 (z) + c 0 for all z ≥ 0. Now, if v 1 and v 2 have the same σ(H, H )-weak limit as z → +∞, then c 0 = 0. This shows that claim (4) of this proposition holds.
Finally, assume that j is strictly convex. By (3.12), one has
, then, by the strict convexity ofj and by (3.13),
which is a contradiction. Therefore, we have again v 1 (0) = v 2 (0), implying v 1 = v 2 , or, by (3.9), equivalently, u 1 = u 2 . This shows that also claim (3) holds and completes the proof of this proposition.
Next, we turn to the proof of existence of solutions to problem (1.23). (the first part of Theorem 1.11). First, we outline the idea of the existence proof. Let φ ∈ D(A). Then the strategy of proving existence of solutions to (3.6) is in solving the lifted differential inclusion
equipped with the boundary condition
In (3.14), the operator A loc is given by
To achieve this, we proceed in the following steps: first, if A is the operator in L 2 1−s (H) given by
then we show that, for every λ, δ > 0, the regularized differential equation
admits a (unique) solution u λ . In (3.17),
is the realization of 1−2s t u + u in the weighted Hilbert space L 2 1−s (H) equipped with the boundary condition (3.15) (see Proposition 3.5 below). Next, we establish a priori estimates on (u λ ) λ>0 , from which one can conclude that, for every δ > 0, there is a subsequence of (u λ ) λ>0 converging to a (unique) solution u δ of
After proving a priori estimates on (u δ ) δ∈ (0, 1] , one shows that there is a subsequence of (u δ ) δ∈ (0, 1] converging to a solution u of (3.14) satisfying (3.15) . This method generalizes an idea by Brezis [12] to the general fractional power case 0 < s < 1. Next, we show that the operator B defined by (3.18) and equipped with the boundary condition (3.15) is a sub-differential operator on L 
otherwise,
Then the function E : L Proof. The function E is convex as the sum of a squared L 2 -norm and a convex function. Moreover, E is proper since j(x) < +∞ for some x ∈ H, and by Proposition 2.17, for every φ ∈ H, there is a u ∈ W 1,2
Since j is a proper, convex, lower semicontinuous function on H, there are y 0 ∈ H and b ∈ ℝ such that
Thus, by Proposition 2.17, there is a c 1 > 0 such that
Applying Cauchy-Schwarz's and a variant of Young's inequality (ab 
Combining (3.21) and (3.22) , one sees that u ∈ D(E) and E(v) ≤ c. Next, we show that the sub-differential operator
of E is a well-defined mapping on L By the definition of the operator B (see (3.18) ), this then shows that ∂E = B. Now, let (u, w) ∈ ∂E, and for
Dividing this inequality by ε leads to
Thus sending ε → 0+ in (3.24) yields
By proceeding with the same arguments as before, but replacing ξ by −ξ gives
Hence we have shown that , inequality (3.28) below always holds) . Then, by the definition of the sub-differential ∂E , by (3.23) , and by (3.25) applied to ε = 1, one gets
Integrating by parts (Proposition 2.18) on the right-hand side of (3.27) gives
Since ξ 0 ∈ H was arbitrary, we have thereby shown that, for every u ∈ D(∂E), (3.15) holds, and therefore
∂E(u) = B(u) for every u ∈ D(∂E).
On the other hand, if u ∈ W (u (t), ξ (t))t 2(1−s) dt t on both sides of (3.28) (with ξ 0 := ξ(0)) and subsequently integrating by parts the integral term on the right-hand side yields (3.27). Since
and since ξ ∈ W 1,2 1−s (H) was arbitrary, (3.27) implies −t 2s−1 {t 1−2s u } = ∂E(u). This completes the proof of this proposition.
With these preliminaries, we are now in the position to give the details of the proof of existence to boundary value problem (1.23). (1) The following a priori estimates hold uniformly for all λ > 0 and 0 < δ ≤ 1:
Proof of Theorem 1.11 (Existence of Solutions). Let
where c 1 := √s/(√2(1 − s)) > 0 is the constant provided by Proposition 2.17 (in Section 2.4) and x 0 ∈ H is such that j(x 0 ) = 0. Further, there is a constant C > 0 such that
We begin by noting that, thanks to (3.18), equation (3.17 ) is equivalent to
Multiplying (3.36) by u λ with respect to the H-inner product, applying the monotonicity of A λ , and since 0 ∈ A λ 0, one sees that
Next, by Cauchy-Schwarz's inequality,
by Cauchy-Schwarz's inequality, for the first term, we have
and since u λ ∈ L 2 1−s (H), also the second term belongs to L 1 (H). Thus the function t → (t 1−2s u λ (t), u λ (t)) H belongs to W 1,1 (0, +∞) and so admits a uniformly continuous representative on [0, +∞), and
Thus and by (3.37),
Here, we recall that the limit lim t→0+ t 1−2s u λ (t) exists in H since t 1−2s u λ ∈ W 1,2 s (H). In particular, this implies
and so
Thus the function t → is differentiable at a.e. t ∈ ℝ + with weak derivative
On the other hand, by (3.36), w λ = t 2s−1 {t 1−2s u λ } . Hence
By claim (1) of Proposition 2.5, one has
Therefore and since t 1−2s u λ ∈ W 1,2 s (H), (3.41) yields that the function t → (w λ (t), t 1−2s u λ (t)) H belongs to W 1,1 (0, +∞) and hence admits a uniformly continuous representative on [0, +∞), and
from where we can conclude that
Moreover, by the monotonicity of A λ ,
Therefore, one has
Applying this inequality to (3.41), one sees that
and hence (3.42) implies (w λ (t), t 1−2s u λ (t)) H ≤ 0 for every t ≥ 0.
From this, it follows that d dt
H is monotonically decreasing on [0, +∞). In particular, (3.30) holds.
To see that inequality (3.31) holds, we multiply (3.17) by A λ u λ with respect to the L 2 1−s (H)-inner product. Then, by the monotonicity of A λ and by (3.18), one sees that
, from where we see that (3.31) holds.
Next, applying (3.43) to (3.41) gives
Integrating this inequality over (0, +∞), one finds that
By hypothesis, A is ∂j-monotone, and since u λ satisfies (3.15), it follows from Proposition 2.10 and by (3.40) that
and since φ ∈ D(A),
where A ∘ is the minimal section of A. Next, by taking t = 0 in (3.38) and applying (3.37), one sees that
Using this together with the fact that u λ satisfies (3.15), and since ∂j is monotone with 0 ∈ ∂j(x 0 ), one gets
and hence Cauchy-Schwarz's inequality gives that
s (H), we can apply Proposition 2.17. Then there is a constant c 1 (s) > 0 such that
.
We apply (3.44) and (3.45) to the right-hand side of the latter inequality. Then
from where we can conclude that (3.32) holds. Now, inserting (3.32) into (3.44), one obtains (3.34), and inserting (3.32) into (3.45), one sees that (3.33) holds. Finally, we recall that j is assumed to be strongly coercive, which, by Proposition 2.8, is equivalent to the fact that (∂j) −1 maps bounded sets into bounded sets. (cf. [13, Proposition 2.14]). Since
and since the sequence (lim t→0+ t 1−2s u λ (t)) λ>0 is bounded in H by (3.32) , there is a constant C > 0 such that (3.35) holds.
(2) To establish the existence of a solution u δ of (3.19), we begin with the following convergence result. Here, (u λ ) λ>0 represents a sequence (u λ n ) n≥1 for a zero sequence (λ n ) n≥1 ⊆ (0, +∞). But since, at the end, the limit function u δ is identified as the unique solution of (3.19), the limit does not depend on the choice of (λ n ) n , and hence, for simplicity, we consider (u λ ) λ>0 as a sequence. Proof of Lemma 3.6. For λ,λ > 0, let u λ and uλ be two solutions of (3.17) . Then multiplying
by u λ − uλ with respect to the L 2 1−s (H)-inner product and using that B is monotone yields
We recall from [13, p. 28] that, for the resolvent operator J A λ of A, one has A λ u ∈ AJ A λ u. Thus, by the monotonicity of A, one has
By Cauchy-Schwarz's and Young's inequality,
, which, by (3.31) and (3.34), gives
Therefore (u λ ) λ>0 is a Cauchy sequence in L 
On the other hand, due to (3.46) 
, and since
Therefore and since A λ u λ ∈ AJ 
integrating by parts (Proposition 2.18) yields
Thanks to (3.47) and (3.48), we can send λ → 0+ in the two integrals on the right-hand side of the previous equality and apply again the integration by parts on u δ . This shows that
Since x ∈ H was arbitrary, we have thereby shown that
for x 0 = arg min u∈H j(u) and Thus and by (3.54),
From this, we deduce that (3.56) and the second inequality from the left in (3.57) holds.
(4) We show that there is a function
s (H) and for every compact sub-interval K ⊆ [0, +∞). We begin by proving (3.59). For this, let δ,δ ∈ (0, 1]; let u δ and uδ be two strong solutions of (3.19) , and set w = u δ − uδ . Then
By the monotonicity of A, one has
Choosing t = (δ +δ ) −1/2 and inserting w = u δ − uδ , then
showing (u δ ) δ>0 is a Cauchy sequence in L 2 1−s (H). First, we denote the limit of (u δ ) δ>0 in L 2 1−s (H) byũ . On the other hand, by (3.57), (u δ ) δ>0 is bounded in L 2 (0, T; H) for every T > 0. Thus there is a subsequence of (u δ ) δ>0 and a function u ∈ L 2 loc ([0, +∞); H) such that the weak limit (3.64) holds. It is worth mentioning that, in step (5) below, we show that u is a solution of boundary-value problem (1.23). But without the strict convexity condition on j (cf. Proposition 3.2), the limit u depends, actually, on the choice of the zero sequence (δ n ) n≥1 in (u δ n ) n≥1 . Since, for the completeness of this theorem, the existence of one solution to (1.23) is sufficient, we omit, for simplicity, the notation of a zero sequence (δ n ) n≥1 , but we are aware of it and only write δ → 0 even though we might speak from subsequences.
Then, by the latter two limits, we can conclude thatũ = u , and hence (3.59) holds. Further, since u ∈ L 2 1−s (H), Proposition 2.17 says that u admits a continuous representative on [0, +∞). Next, let δ, t > 0. Then one easily sees that
for every t ≥ 0. 
, and by Cauchy-Schwarz's inequality,
where the constant C is independent of δ and given thanks to (3.53) and the weak limit (3.61). Thus, for every ε > 0, the real-valued function +∞) ) and is therefore uniformly continuous on (ε, +∞), and
Furthermore, by the previous estimates, one sees that
for all t > 0.
Thus and by (3.59), we obtain that the strong limit (3.60) holds. 
Then, due to u δ (0) = φ for all δ > 0, sendingt → 0 in the last inequality gives Continuation of step (4) . By (3.52) and (3.53), the sequence (t 1−2s u δ ) δ>0 is bounded in W This completes the proof of (3.64). By (3.57) and (3.64), we can conclude that u ∈ L ∞ (H). Then, by the maximal monotonicity of A in H and since K has finite measure, one has that A K is maximal monotone on L (t 1−2s u φ i (t), u φ i (t) − u φ i+1 (t)) H + (t 1−2s u φ n (t), u φ n (t) − u φ 0 (t)) H ≤ 0 for all t > 0.
Since t 1−2s u φ i ∈ W 1,2 s (H) and u φ i ∈ C([0, +∞); H), we take the limit t → 0+ in the above inequality and multiply it by (−1). From this, we obtain Then we intend to show that, for every 0 < s < 1, the Dirichlet-to-Neumann operator Λ s is ∂ψ-monotone. To do this, for μ > 0, let ψ μ : H → ℝ be the inf-convolution of ψ, which is defined by is an important prototype (see [26] or also [17, Section 6] 
