a r t i c l e i n f o a b s t r a c t Given a finite weighted graph G and its Laplacian matrix L, the combinatorial Green's function G of G is defined to be the inverse of L + J , where J is the matrix each of whose entries is 1. We prove the following intriguing identities involving the entries in G = (g ij ) whose rows and columns are indexed by the vertices
Stephenson and Zelen's work on the information centrality for networks (see Appendix in [6] ). Similar methods using Green's functions were applied to compute the resistances in a finite resistor network in terms of the eigenvalues and eigenvectors of the associated Kirchhoff matrix (see e.g. [2, 10] ).
We define the combinatorial Green's function G = G(G) of a connected finite graph G to be the inverse of its augmented Laplacian matrix L(G):
The main result of this paper is the following intriguing identities involving the entries in G(G) = (g ij ) whose rows and columns are indexed by the vertices of G. Let G a * b denote the contraction of G obtained by identifying two arbitrary vertices a and b (see Section 2) . We will show g aa + g bb − g ab − g ba =
κ(G a * b ) κ(G)
( 1.2)
The proof of (1.2) will be based on a generalization of (1.1) and combinatorial analysis of the Laplacian matrix of G a * b . In subsequent sections, we will see that all of our definitions and results are also valid for a finite weighted graph G where the weights are non-negative.
As an application of our main result, we will derive a combinatorial formula for the network resistance R ab between two arbitrary nodes a and b in a finite resistor network. We will see that our formula for R ab specializes to that of the effective resistance r(a, b, G) [8] which is valid only for adjacent vertices a and b in a connected graph G. We will also discuss other networks (see e.g. [6] ) that are similar to resistor networks.
Preliminaries
We will assume basic familiarity with standard terminologies from graph theory. One may refer to most textbooks (e.g., [1] or [9] ) for their definitions. The graphs that we consider are finite, unoriented, and loopless, but they may have multiple edges. A complete graph has one edge between each pair of vertices. An edge connecting two distinct vertices i and j will be denoted ij.
Laplacian matrix of a weighted graph.
A weighted graph G is a loopless graph such that a nonnegative weight w ij = w ji is assigned to each edge ij, where i and j are distinct vertices. A weighted graph may be regarded as a complete graph with non-negative weights assigned to its edges. An unweighted graph may be treated as a weighted graph by letting w ij equal the number of edges between i and j. The adjacency matrix of G with the vertex set V (G) = [n] = {1, 2, . . . ,n} is the n × n symmetric matrix A = A(G) = (a ij ) whose entries are given by a ij = w ij for i = j and a ii = 0 for every i. The degree d i of the vertex i is defined by d i = j w ij where w ii = 0 for every i. We define D = D(G) to be the n × n diagonal matrix whose diagonal entries are d i .
The
Since the sum of the entries in every row and every column of L is zero, every cofactor of L has the same value. We define the complexity κ(G) of G to be the value of any cofactor of L. If G is unweighted, κ(G) equals the tree number in G by the Matrix-Tree theorem. A weighted graph is defined to be connected if κ(G) = 0.
Contraction of a weighted graph.
An important minor of a graph G is the contraction G a * b of G that is obtained by shrinking (contracting) the edge ab to a point. We may contract ab by identifying the vertex a with the vertex b so that all edges that were incident to a and b in G are incident to b in G a * b (and a is no longer a vertex of G a * b ). As a weighted graph, we define the contraction G a * b
of G to be a weighted graph satisfying the following conditions. Let w and ω denote the weights, and let d and δ denote the degrees in G and G a * b , respectively.
•
Although the roles of a and b may be switched in defining G a * b , we will not do so in Since a (weighted) graph can be recovered from its Laplacian matrix, we may also define G a * b to be the graph whose Laplacian matrix is obtained from L = L(G) by applying the following sequence of operations: (R i (M) and C j (M) denote row i and column j of a matrix M, respectively)
Clearly, the entries in M 2 except those in R a (M 2 ) and C a (M 2 ) are the weights and degrees for G a * b as described above. The last operation (3) corresponds to eliminating the vertex a from
Note that the above three operations may be applied to any square matrix M, and we will denote the resulting matrix by M a * b , called a contraction of M. With this notation, we have
We note the following useful properties of contractions. If M has the zero sum property for its rows and columns, then so does any contraction of M. If M has rank 1, then so does any contraction of M. The sum of all entries of M equals that of any contraction of M. We also have
Example. This example will be discussed again in Section 4. Let G be a weighted graph with the vertex set {1, 2, 3, 4} with the weights w 13 = 0, w 24 = 2, and w ij = 1 otherwise. Then
The following are the Laplacian matrices for various contractions of G: 
Proof. First, we will prove the case i = 1 and j = 2. 
Note that M and M differ only in their first rows. It is now clear by the linearity of determinant on
In general, assume 1 i < j n. Let P be the matrix obtained from M by switching row i with row 1, row j with row 2, column i with column 1, and column j with column 2. Let π ij be the (i, j)-cofactor of P . Then π 11 = μ ii because P 11 and M ii differ by an even permutation of rows and columns. Similarly, we have π 22 = μ jj , π 12 = μ ij , and π 21 = μ ji . Also it is easily checked that M i * j and P 1 * 2 differ by an even permutation of rows and columns. Therefore, det M i * j = det P 1 * 2 , and the result follows. 2
Main theorems
If an n × n matrix M satisfies the zero sum condition for its rows and columns, then it is easily checked that every cofactor of M has the same value (see e.g. [4, Lemma 5.
6.5] for a proof ). For example, we've already seen that every cofactor of the Laplacian matrix L(G) of a finite graph G is κ(G).
The following is a generalization of Temperley's tree-number formula (1.1). det S where the sum is over all subsets S of [n]. Clearly, we have det ∅ = det M = 0. Also, if |S| > 1, then det S = 0 because U has rank 1 and every column of U is a multiple of a single column.
Theorem 2. Let M be an n × n matrix such that the sum of entries in every row and every column is zero, and let μ denote the value of any cofactor of M. Let U be an n × n rank 1 matrix, and let σ denote the sum of all of its entries. Then the following identity holds:
Furthermore, if we let σ i be the sum of all entries in D i , then det {i} = μ · σ i for every i ∈ [n].
Therefore, we have
Recall that for a finite weighted graph G, we defined κ(G) to be the value of any cofactor of L(G).
The following is the weighted version of Temperley's tree-number formula (1.1). 
Corollary 3. For a finite weighted graph G with n vertices, we have
for any arbitrary pair of distinct vertices a and b of G.
Since J has rank 1 and the sum of its entries is n 
Theorem 6. The network resistance between two arbitrary nodes a and b in a finite resistor network G is the ratio
Examples. 1. Let G be the complete graph K n with every weight equal to 1. Then κ(G a * b ) equals the number of the spanning trees in G that contain the edge ab. Since a spanning tree in G has n − 1 edges, one obtains the identity . It is interesting to note that this exact formula appeared in the computation of the amount of information I ab contained in all possible paths between two arbitrary nodes a and b in a network [6] . Here, a network is represented by a finite weighted graph G whose weights correspond to, e.g., the frequency of communication. Based on the theory of statistical estimation, it was shown that I ab = (g aa + g bb − 2g ab ) −1 , where g ij are the entries in G(G). Hence, it follows from Theorem 4 that I ab = κ(G)/κ(G a * b ).
