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Введение
Данная работа посвящена линейно-квадратичным задачам синтеза
оптимальных регуляторов и оптимальных полиномиальных фильтров.
Не смотря на то, что линейно-квадратичные оптимизационные задачи
известны давно [5], до сих пор зачастую их решения либо основаны на
переходе к пространству состояний, либо являются некими итератив-
ными алгоритмами, для которых требуется некоторое начальное допу-
стимое решение. Представленное в данной работе решение задачи оп-
тимального управления не требует нахождения начального регулятора
и формулируется в терминах передаточных функций, что является су-
щественным преимуществом при реализации регуляторов и фильтров.
Прикладная значимость полиномиальных моделей динамических си-
стем управления в рамках поведенческого подхода Я. Виллемса описа-
на в [1].
В первом разделе данной работы рассмотрены решения линейно-
квадратичных задач минимизации в классе стационарных процессов,
удовлетворяющих уравнениям замкнутой системы, и синтеза оптималь-
ного стабилизирующего регулятора. Данные результаты используются
в разделе 2, который посвящён задаче синтеза оптимальных полиноми-
альных фильтров. В третьем разделе представлены решения линейно-
квадратичных задач в случаях полной информации и полного измере-
ния выхода, а также сформулирована теорема разделения оценивания и
управления для задачи синтеза оптимального регулятора по неполным
зашумлённым измерениям.
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1. Общая линейно-квадратичная задача
управления
Объект управления описывается уравнениями
a(p)y(t) = b(p)u(t) + w(t); (1.1)
s(t) = c(p)y(t) + e(t); (1.2)
где y — n-мерный выход объекта, u — m-мерное управление, s — l-
мерное измерение, w — возмущение в объекте, e — шум измерения,
a(z), b(z) и c(z) — матричные многочлены соответствующих размерно-
стей, матрица a квадратная невырожденная. Предполагается, что пара
матричных многочленов (a; b) — несократима слева, пара (a; c) — несо-
кратима справа [2].
Одновременно будут рассматриваться задачи с дискретным и непре-
рывным временем. Если время t — непрерывное, то p = ddt — оператор
дифференцирования. Если время t — дискретное, t = 0;1;2; :::, то p
— оператор сдвига назад, px(t) = x(t 1). В случае дискретного времени
предполагается, что матрица a(0) невырождена и b(0) = 0.
Пусть (z) и (z) — матричные многочлены размерностей mm и
ml, соответственно. Пусть квадратный матричный многочлен 
a(z)  b(z)
 (z)c(z) (z)
!
не является вырожденным тождественно. Тогда допустимым регулято-
ром называется уравнение вида
(p)u(t) = (p)s(t): (1.3)
Далее вектор-функция размерности n+l, составленная из возмуще-
ния в объекте и шума измерения, будет обозначаться
v = col(w; e): (1.4)
5
Предполагается, что совокупная векторная функция
(t) =
0B@w(t)e(t)
(t)
1CA =  v(t)
(t)
!
(1.5)
является регулярным обобщённым стационарным случайным процес-
сом с нулевым средним, а его спектральная плотность является мат-
ричной рациональной функцией.
Введём обозначения для спектральной плотности компонент  и для
взаимной спектральной плотности:
S(z) =
 
Sv(z) Sv(z)
Sv(z) S(z)
!
: (1.6)
Пусть O — область неустойчивости на комплексной плоскости и L —
её граница. В случае дискретного времени O — замкнутый единичный
круг, а L — окружность. В случае непрерывного времени O — замкну-
тая правая полуплоскость, а L — мнимая ось.
Отметим, что рациональная квадратная матричная функция S(z)
является спектральной плотностью некоторого обобщённого стационар-
ного случайного процесса тогда и только тогда, когда она неотрицатель-
на на L и не имеет полюсов в L. В дискретном времени такой стаци-
онарный процесс имеет дисперсию. В непрерывном времени для того,
чтобы этот обобщённый стационарный процесс имел дисперсию и поэто-
му был обычным стационарным процессом, необходимо и достаточно,
чтобы функция S(z) была правильной рациональной, то есть степень
её числителя была меньше степени знаменателя.
Для произвольной матричной рациональной функции f с веще-
ственными коэффициентами введём обозначение f  для рациональной
функции, совпадающей с эрмитовым сопряжением на L. Для дискрет-
ного времени f (z) = f(z 1)T; а для непрерывного времени f (z) =
f( z)T:
Пусть задана рациональная квадратная матричная функция H(z)
размерности 2(m+n), H(z) = H(z), H(z)  0 при z 2 L. Она допускает
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факторизацию [3]
H(z) =  (z) (z); (1.7)
где  (z) — рациональная матричная функция без полюсов в O. Пока-
зателем качества управления выберем функционал
J = E
 (p)
0B@y(t)u(t)
(t)
1CA

2
; (1.8)
вычисленный на стационарном решении (y; u) замкнутой системы и на
стационарном выходе блока с передаточной функцией  . Если обобщён-
ный случайный стационарный процесс  (p) col(y(t); u(t); (t)) не имеет
дисперсии, то, по определению, J = +1.
Будем рассматривать одновременно две задачи оптимального
управления.
Задача 1. Минимизация в классе стационарных процессов. Найти мат-
ричные многочлены ((z); (z)) и случайные процессы (y; u; s), удовле-
творяющие уравнениям объекта и допустимого регулятора, при кото-
рых функционал J достигает наименьшего значения.
Задача 2. Синтез оптимального регулятора. Найти матричные много-
члены ((z); (z)), определяющие допустимый регулятор, при котором
замкнутая система устойчива и функционал J достигает наименьшего
значения.
Выделим в матрице H подматрицы в соответствии с разбиением
 = col(v; ):
H(z) =
 
H2(z) H

1(z)
H1(z) H0(z)
!
:
По условию, если z 2 L, то H(z)  0 и поэтому H2(z)  0 и H0(z)  0.
Матрица H2 определяет квадратичную форму относительно перемен-
ных объекта (y; u), матрица H1 определяет линейную форму, а матрица
H0 — независящее от управления слагаемое.
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Для каждой матрицы W размера (n + m)(n + l) и числа z 2 L
определим
H(W; z) = Sv(z)W H2(z)W + Sv(z)W H1(z) +
+H1(z)WSv(z) +H0(z)S(z):
(1.9)
Лемма 1.1. Задачи 1 и 2 равносильны минимизации функционала
J = tr
Z
L
H(W (z); z) dm(z) (1.10)
по матричным многочленам ((z); (z)), определяющим уравнение ре-
гулятора, где совокупная передаточная функция замкнутой системы
W размерности (n+m)(n+ l),
W (z) =
 
Wy/w(z) Wy/e(z)
Wu/w(z) Wu/e(z)
!
; (1.11)
определяется уравнениями замкнутой системы 
a(z)  b(z)
 (z)c(z) (z)
!
W (z) =
 
In 0
0 (z)
!
:
В задаче 2 множество допустимых регуляторов ограничено дополни-
тельным требованием устойчивости замкнутой системы.
Доказательство. Фиксируем некоторый допустимый регулятор. В
задаче 2 устойчивая замкнутая система определяет преобразование
обобщённых стационарных случайных процессов
x(t) =  (p)
 
W (p)v(t)
(t)
!
:
В задаче 1 существование обобщённого стационарного процесса x яв-
ляется предположением.
8
Спектральная плотность процесса x есть
Sx(z) =  (z)
 
W (z)Sv(z)W
(z) W (z)Sv(z)
Sv(z)W
(z) S(z)
!
 (z):
Для существования дисперсии в случае непрерывного времени необхо-
димо и достаточно, чтобы рациональные функции на главной диаго-
нали матрицы Sx(z) были правильными. В этом же случае сходится
интеграл
J =
Z
L
trSx(z) dm(z) =
Z
L
trH(z)
 
W (z)Sv(z)W
(z) W (z)Sv(z)
Sv(z)W
(z) S(z)
!
dm(z):
Утверждение леммы получается подстановкой компонент H(z) и умно-
жением двух матриц.
1.1. Устойчивость и фиксированные полюсы замкнутой си-
стемы
Пусть z1; z2; : : : ; zn — все корни det(a(z)) и k1; k2; : : : ; kn — кратности
этих корней. Передаточная функция объекта управления от u к s есть
Ws/u(z) = c(z)a(z)
 1b(z):
Полюсами этой функции могут быть только числа z1, z2, …, zn. Кратно-
сти этих полюсов у функции Ws/u обозначим l1; l2; : : : ; ln, соответствен-
но.
Лемма 1.2. Справедливы следующие утверждения:
1. li  ki при i = 1; 2; : : : ; n.
2. Введём многочлен
pcom(z) =
nY
i=1
(z   zi)ki li:
Тогда для любого регулятора характеристический многочлен замкну-
той системы делится нацело на pcom.
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Доказательство. Кратность полюса a(z) 1 равна кратности корня
det(a(z)). При умножении на матричный многочлен кратность полюса
не может увеличиться. Отсюда следует утверждение 1 леммы.
Пусть матричные многочлены ((z); (z)) определяют некоторый
регулятор. Далее для краткости аргумент (z) опускается. Вычислим
характеристический многочлен замкнутой системы при помощи допол-
нения Шура [4].
(z) = det
0B@ a 0  b c Il 0
0   
1CA = det a  b c 
!
=
= det(a) det(  ca 1b) = det(a) det(  Ws/u):
Кратность полюса Ws/u не может увеличиться при умножении и сло-
жении с матричными многочленами. Отсюда следует утверждение 2
леммы.
Определим полиномиальные матрицы h(z), g(z), q(z), p(z) из усло-
вий:
h(z)g(z) 1 = a(z) 1b(z); (1.12)
p(z) 1q(z) = c(z)a(z) 1 (1.13)
и пара матричных функций (h(z); g(z)) несократима справа, а пара
(p(z); q(z)) — слева. Введём матричные функции
f =
 
h
g
!
; (1.14)
r =

q p

: (1.15)
Лемма 1.3. Пусть матричные многочлены ((z); (z)) определяют
некоторый регулятор. Тогда для того, чтобы замкнутая система бы-
ла устойчивой, необходимо и достаточно, чтобы для любого числа
z 2 O была невырождена матрица
(z) = (z)g(z)  (z)c(z)h(z): (1.16)
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Доказательство. Выполним преобразование характеристическо-
го многочлена замкнутой системы при помощи дополнения Шура и
тождества a 1b = hg 1:
(z) = det
0B@ a 0  b c Il 0
0   
1CA = det(a) det(  ca 1b) =
= det(a) det(  chg 1) = det(a)det(g) det():
Из условия a 1b = hg 1, несократимости слева в L пары (a; b) и несокра-
тимости справа пары (h; g) следует, что дробь det(a)/ det(g) является
многочленом, не имеющим корней в O.
1.2. Параметризация регуляторов и передаточных функ-
ций замкнутой системы
Определение. Два допустимых регулятора, определяемые парами
(1(z); 1(z)) и (2(z); 2(z)), назовём эквивалентными, если существует
такая рациональная квадратная матрица A(z), что
1(z) 1(z)

= A(z)

2(z) 2(z)

:
Теорема 1.1. Пусть пара матричных многочленов (0(z); 0(z)) опре-
деляет некоторый допустимый регулятор U0. Передаточную функцию
замкнутой системы с этим регулятором от v = col(w; e) к (y; u) обо-
значим W0(z). Тогда
1. Множество всех передаточных функций замкнутой системы
от v = col(w; e) к (y; u) при всех допустимых регуляторах является
аффинным и допускает параметризацию
W (z) = W0(z) + f(z) (z)r(z); (1.17)
где  — произвольная рациональная матричная функция размерности
ml.
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2. При заданной функции  передаточная функция замкнутой си-
стемы W = W0 + f r реализуется регулятором U с параметрами
(z) (z)

= (z)
h
 10

0(z) 0(z)

+  (z)

q(z)b(z) p(z)
i
; (1.18)
где 0 = 0g   0ch и  — произвольный квадратный невырожден-
ный матричный многочлен размерности m, при котором правая часть
становится парой матричных многочленов, несократимых слева.
Этот регулятор единственный с точностью до эквивалентности
регуляторов.
3. Пусть регулятор U0 стабилизирует систему и регулятор U
определяется параметром  по формулам п. 2. Тогда для того чтобы
замкнутая система с регулятором U была устойчивой, необходимо и
достаточно, чтобы функция  (z) не имела полюсов в O.
Доказательство. Пусть допустимый регулятор определяется парой
((z); (z)). Передаточная функция замкнутой системы W (z) от v =
col(w; e) к (y; u) удовлетворяет уравнению 
a  b
 c 
!
W =
 
In 0
0 
!
:
Поскольку при допустимом регуляторе матрица системы невырождена,
то
0 6 det
 
a  b
 c 
!
= det(a) det(  ca 1b):
Поэтому матрица
 =   ca 1b
не является вырожденной тождественно. Обращая матрицу перед W с
помощью дополнения Шура для a, получим
W =
 
a 1 + a 1b 1ca 1 a 1b 1
 1ca 1  1
!
=
 
a 1 0
0 0
!
+ fg 1 1p 1r:
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Аналогично,
W0 =
 
a 1 0
0 0
!
+ fg 1 10 0p
 1r;
где 0 = 0   0ca 1b. Вычитая, получим
W = W0 + f r;  = g
 1( 1    10 0)p 1:
Поэтому передаточная функция W замкнутой системы представима в
форме из утверждения 1. Совпадение аффинного множества функций
из утверждения 1 с множеством всех передаточных функций замкнутой
системы следует из утверждения 2.
Докажем утверждение 2. Сначала докажем, что существует такой
матричный многочлен , что пара (; ) из утверждения теоремы несо-
кратима слева. Выберем произвольный квадратный матричный много-
член (z) с ненулевым определителем, для которого сокращаются зна-
менатели в правой части и является матричным многочленом функция
1(z) 1(z)

= (z)
h
 10

0(z) 0(z)

+  (z)

q(z)b(z) p(z)
i
:
Если пара (1; 1) сократима слева, то существует такой квадратный
матричный многочлен A(z), что пара
(z) (z)

= A(z) 1

1(z) 1(z)

является несократимой слева парой матричных многочленов [2]. Оче-
видно, что
(z) (z)

= (z)
h
 10

0(z) 0(z)

+  (z)

q(z)b(z) p(z)
i
;
где  = A 1 является рациональной матричной функцией, невырож-
денной тождественно. Докажем, что эта функция есть матричный мно-
гочлен. Поскольку 0g 0ch = 0 и qbg = pch, то подстановка выраже-
ний для  и  даёт
g   ch = ;
и левая часть есть матричный многочлен.
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Докажем, что матричная функция W = W0 + f r удовлетворяет
уравнениям замкнутой системы
a  b

W =

In 0

;
  
" c 0
0 Im
!
W +
 
0 Il
0 0
!#
= 0;
где пара (; ) определена в утверждении 2. Подставим W = W0 + f r
и 
 (z) (z)

= (z)
h
 10

 0(z) 0(z)

+  (z)

 p(z) q(z)b(z)
i
:
Функция W0 является передаточной функцией при регуляторе U0.
Поэтому выполнены соответствующие уравнения
a  b

W0 =

In 0

;
 0 0
" c 0
0 Im
!
W0 +
 
0 Il
0 0
!#
= 0:
Первое уравнение для функции W выполняется ввиду условия
(a; b) f = 0;
которое равносильно уравнению факторизации a 1b = hg 1.
Второе уравнение для функции W следует из следующих преобра-
зований, в которые подставляются тождества pc = qa и ah = bg:
 10

 0 0
 c 0
0 Im
!
f r =  10 ( 0ch+ 0g) r =  r;
 

 pc qb

f =  ( pch+ qbg) = 0;
 

 p qb
" c 0
0 Im
!
W0 +
 
0 Il
0 0
!#
=  

 pc qb

W0 +  

0  p

=
=   q

a  b

W0 +  

0  p

=   r:
Таким образом, при заданном регуляторе U передаточная функция
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замкнутой системы от v к col(y; u) действительно равна W .
Докажем единственность регулятора с точностью до эквивалент-
ности. Функция  однозначно определяет передаточную функцию за-
мкнутой системы от v к x = col(y; u; s), которую обозначимWx(z). Пусть
регуляторы с параметрами (1; 1) и (2; 2) определяют эту функцию.
Из уравнения замкнутой системы0B@ a  b 0 c 0 Il
0 i  i
1CAWx =  In+l
0m(n+l)
!
; i = 1; 2:
При i = 1 матрица системы невырождена по определению допустимого
регулятора. Следовательно, последняя строка матрицы при i = 2 яв-
ляется линейной комбинацией строк при i = 1. А именно, существуют
такие рациональные матричные функции 1, 2 и 3, что
0 = 1a  2c; 2 =  1b+ 31; 2 = 2 + 31:
Из первого уравнения 1 = 2ca 1 = 2p 1q. Введём обозначение  =
2p
 1. Тогда подстановка во второе и третье уравнения даст
 

= 

 qb p

;
где  = 2   31,  = 2   31. Умножим первые два уравнения
системы слева на (q; p). Левая часть равна


q p
 a  b 0
 c 0 Il
!
Wx = 

0  

Wx = 0:
Правая часть равна (q; p). Пара (p; q) несократима слева по определе-
нию. Это значит, что для любого z 2 C ранг матрицы (p(z); q(z)) равен
количеству строк. Следовательно,  = 0 и
2 2

= 3

2 2

;
что означает эквивалентность регуляторов.
Докажем утверждение 3. По предположению регулятор U0 стаби-
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лизирующий. Следовательно, функция W0 не имеет полюсов в O. По
лемме функция 0(z) 1 не имеет полюсов в O.
Докажем необходимость. Пара матричных многочленов (h; g) несо-
кратима справа, а пара матричных многочленов (q; p) несократи-
ма слева по определению. Существуют такие матричные многочлены
(; ; ; ), что
(z)h(z) + (z)g(z) = Im;
p(z)(z) + q(z)(z) = Il;
где Im и Il — единичная матрица размеров m и l, соответственно [2].
Пусть замкнутая система устойчива и, следовательно, передаточная
функция замкнутой системы W не имеет полюсов в O. Из уравнения
параметризации
W = W0 +
 
h
g
!
 

q p

следует, что
 =

 

(W  W0)
 


!
:
Правая часть не имеет полюсов в O, что доказывает необходимость.
Докажем достаточность. Пусть функция  не имеет полюсов в O.
По лемме замкнутая система устойчива, если для любого z 2 O невы-
рождена матрица
(z) = (z)g(z)  (z)c(z)h(z) = (z);
так как 0g   0ch = 0 и qbg = pch. Требуется доказать, что матрица
(z) невырождена для любого z 2 O.
Поскольку  не имеет полюсов в O, то матричная рациональная
функция
V (z) = (z) 1

(z) (z)

=  10

0(z) 0(z)

+  (z)

q(z)b(z) p(z)

не имеет полюсов в O. Рациональная функция V допускает фактори-
зацию V (z) = (z) 1(z), где пара матричных многочленов (; ) несо-
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кратима слева [2]. При этом нули  являются полюсами V и поэтому
не лежат в O. Разобьём матрицу  = (1; 1) в соответствии с размер-
ностями  и . Определим  =  1. Тогда
1(z) 1(z)

= (z)

(z) (z)

:
Эта функция является матричным многочленом. Пара матриц (; )
несократима слева по условию, что по определению означает, что для
любого комплексного числа z ранг матрицы ((z); (z)) равен коли-
честву строк. Поэтому рациональная матричная функция  не имеет
полюсов и, следовательно, является матричным многочленом. Поэтому
все полюсы  1 =  1 лежат вне O.
1.3. Формула оптимального регулятора в общем случае
Предположение 1. Рациональные матричные функции T (z) и F(z),
определяемые как
T (z) = r(z)Sv(z)r
(z); (1.19)
F(z) = f (z)H2(z)f(z); (1.20)
имеют постоянный ранг на L.
Можно доказать, что если предположение 1 не выполнено, то по-
ставленная линейно-квадратичная задача является сингулярной: опти-
мальный регулятор существует только в классе обобщённых функций.
Пусть выполнено предположение 1. Выполним матричную фактори-
зацию [3] над рациональными матричными функциями, неотрицатель-
но определёнными на L:
T (z) = D(z)D(z); (1.21)
F(z) = (z)(z); (1.22)
где D и  — матричные рациональные функции размерностей lko
и mkc и рангов ko и kc, соответственно, которые не имеют нулей и
полюсов в O.
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Существуют матричные рациональные функции D+ и + без нулей
и полюсов в O, для которых
D+D = Iko; 
+ = Ikc
— единичные матрицы.
Лемма 1.4. Во введённых обозначениях
Svr
 = Svr(D+)D; (1.23)
Svr
 = Svr(D+)D; (1.24)
rSvr
(D+) = D; (1.25)
H2f = H2f
+; (1.26)
H1f = H1f
+: (1.27)
Доказательство. Определим случайный стационарный процесс x(t)
при помощи устойчивого фильтра
x(t) = [Il  D(p)D+(p)]r(p)v(t):
Докажем, что x(t) = 0 почти наверное при всех t. Действительно, спек-
тральная плотность процесса x есть
Sx(z) = (Il  D(z)D+(z))r(z)Sv(z)r(z)(Il  D(z)D+(z)) =
= (Il  D(z)D+(z))D(z)D(z)(Il  D(z)D+(z)) = 0;
так какD+D = Iko — единичная матрица. Отсюда x = 0. Следовательно,
равны нулю взаимные спектральные функции процессов (v; x) и (; x):
0 = Svx(z) = Sv(z)r
(z)(Il  D(z)D+(z));
0 = Sx(z) = Sv(z)r
(z)(Il  D(z)D+(z)):
Отсюда следуют первые два утверждения леммы. Третье утвержде-
ние следует из тождеств Iko = D+(z)D(z) = D(z)(D+)(z) и T (z) =
D(z)D(z) = r(z)Sv(z)r(z). Четвёртое и пятое тождества получаются
аналогично первым двум, поскольку рациональную матричную функ-
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цию H, неотрицательную на L и без полюсов в L, можно рассматри-
вать как спектральную плотность некоторого стационарного случайно-
го процесса col(; ), H2, соответственно, является спектральной плот-
ностью стационарного процесса , а H1 = S.
Определим матричные рациональные функции Pc(z) и Po(z) равен-
ствами
Pc = fF+f H2; (1.28)
Po = Svr
T+r: (1.29)
Очевидно, что это проекторы: P 2c = Pc и P 2o = Po. Определим матрич-
ную функцию M размерности (n+m)(n+ l) равенством
M(z) = Wa(z)  Pc(z)Wa(z)Po(z); (1.30)
Wa(z) =
 
a(z) 1 0
0 0
!
: (1.31)
Теорема 1.2. Предположим, что выполнено предположение 1. Тогда
1. В задаче 1 оптимальный регулятор определяется парой мат-
ричных многочленов

1 1

= 1

g 1 0

+
 F+f (H2WaSv +H1Sv)rT+ +
+ (Im   +)c;1 + o;1(Il  DD+)

qb p

;
(1.32)
где c;1(z), o;1(z) — произвольные рациональные матричные функции
размерности ml, 1(z) — произвольная рациональная квадратная
матричная функция размера m, при которой пара (1; 1) — матрич-
ные многочлены.
2. Существуют единственная правильная рациональная матрич-
ная функция Y (z) размерности kcko, имеющая все полюсы в O, и ра-
циональные матричные функции c;2(z), o;2(z) размерности ml, для
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которых матричная функция размерности m(m+ l)
2 =

g 1 0

+
 F+f (H2WaSv +H1Sv)rT+ +
+ (Im   +)c;2 + o;2(Il  DD+) + +Y D+
 
qb p
 (1.33)
не имеет полюсов в O.
В задаче 2 оптимальный регулятор определяется парой матрич-
ных многочленов 
2 2

= 22; (1.34)
где 2(z) — произвольная рациональная квадратная матричная функ-
ция, без полюсов в O и невырожденная в O, при которой пара (2; 2)
— матричные многочлены.
3. Других оптимальных регуляторов в задачах 1 и 2 нет с точно-
стью до эквивалентности регуляторов.
4. Функция trH(M(z); z) не имеет полюсов на L. Минимум функ-
ционала качества в задаче 1 равен
J1;min = tr
Z
L
H(M(z); z) N(z)F+N (z)T+(z) dm(z); (1.35)
где
N(z) = r(z)Sv(z)H1(z)f(z):
Минимум функционала качества в задаче 2 равен
J2;min = J1;min + tr
Z
L
Y  (z)Y (z) dm(z): (1.36)
Доказательство. Пусть X(t) = col(y(t); u(t)) — векторный процесс
размерности n+m. Множество всех передаточных функций замкнутых
систем от v(t) к X(t) допускает параметризацию
W (z) = W0(z) + f(z) (z)r(z);
где W0(z) — некоторая передаточная функция устойчивой замкнутой
системы, с регулятором, порождённым парой (0; 0), а  — произволь-
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ная матричная рациональная функция. Для того чтобы замкнутая си-
стема была устойчивой, необходимо и достаточно, чтобы функция  не
имела полюсов в O.
После подстановки уравнений параметризации в выражение для
функционала качества из леммы 1.1, получим
J(; ) = tr
Z
L

 (z)F(z) (z)T (z) + 2Re (z)`(z) dm(z) + J(0; 0) =
= tr
Z
L

D(z) (z)(z)(z) (z)D(z) + 2Re (z)`(z)

dm(z) +
+ J(0; 0);
где функции F =  и T = DD определены в формулировке предпо-
ложения 1 и
`(z) = f (z) [H2(z)W0(z)Sv(z) +H1(z)Sv(z)] r
(z):
Подстановка результата леммы 1.4 даёт
`(z) = (+)f (z) [H2(z)W0(z)Sv(z) +H1(z)Sv(z)] r
(z)(D+)D(z):
и поэтому
tr (z)`(z) =
= trD(z) (z)(+)f (z)[H2(z)W0(z)Sv(z)+H1(z)Sv(z)]r(z)(D+):
Выделим полный квадрат от  :
J(; ) = tr
Z
L
[(z) (z)D(z) + Y (z)][(z) (z)D(z) + Y (z)] dm(z)
  tr
Z
L
Y (z)Y (z) dm(z) + J(0; 0);
где
Y = ()+f [H2W0Sv +H1Sv]r
(D+):
Очевидно, что в задаче 1 минимум функционала качества достига-
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ется только при условии
 D + Y = 0:
Это уравнение имеет решение
 =  +Y D+ + (Im   +)c;1 + o;1(Il  DD+) =
=  F+f (H2W0Sv +H1Sv)rT+ +
+ (Im   +)c;1 + o;1(Il  DD+)
с произвольными рациональными матричными функциями c;1 и o;1.
Утверждение 1 теоремы следует из утверждения 2 теоремы 1.1 о пара-
метризации, если выбрать 0 = Im, 0 = 0.
Докажем утверждение 2 теоремы. Пусть пара матричных многочле-
нов (0; 0) порождает стабилизирующий регулятор. Тогда по теореме
1.1 множество всех передаточных функций устойчивых замкнутых си-
стем определяется той же формулой
W = W0 + f r;
в которой  — произвольная рациональная матричная функция раз-
мерности ml без полюсов в O. Решение уравнения  D+ Y = 0 этим
свойством не обладает.
Пусть функция  не имеет полюсов в O. Существует правильная
рациональная матричная функция Y  с полюсами в O, для которой
функция
Y+ = Y   Y 
не имеет полюсов в O. По свойству ортогональности в классе Харди H2:Z
L
[(z) (z)D(z) + Y (z)][(z) (z)D(z) + Y (z)] dm(z) =
=
Z
L
[(z) (z)D(z) + Y+(z)]
[(z) (z)D(z) + Y+(z)] dm(z) +
+
Z
L
Y  (z)Y (z) dm(z):
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Поэтому в задаче 2 минимум функционала качества достигается только
при условии
 D + Y+ = 0:
Это уравнение имеет решение
 =  +Y+D+ + (Im   +)c;0 + o;0(Il  DD+) =
=  F+f (H2W0Sv +H1Sv)rT+ +
+ (Im   +)c;0 + o;0(Il  DD+) + +Y D+
с произвольными рациональными матричными функциями c;0, o;0, не
имеющими полюсов в O. По теореме 1.1 оптимальным будет регулятор,
определяемый парой многочленов
2 2

= 2

 10

0 0

+[ F+f (H2W0Sv+H1Sv)rT++
+ (Im   +)c;0 + o;0(I  DD+) + +Y D+]

qb p

;
где 0 = 0g   0ch. Остаётся доказать, что в этой формуле можно за-
менить регулятор (0; 0) на (Im; 0) и что матричная функция Y  един-
ственная.
По утверждению 1 теоремы о параметризации существует такая
функция  a, что
W0 = Wa + f ar:
Функция Wa получается при выборе  = Im,  = 0. По утверждению 2
той же теоремы 
0 0

= a
h
g 1 0

+  a

qb p
i
:
Отсюда следует, что 0 = a. Подстановка выражений для W0 и (0; 0)
в формулу оптимального регулятора даст
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
2 2

= 2

g 1 0

+  a

qb p

+
+
 F+f (H2W0Sv +H1Sv)rT+  F+f H2f arSvrT++
+ (Im   +)c;0 + o;0(Il  DD+) +  1Y D+
 
qb p

:
Поскольку
F+f H2f = ()+ = +; rSvrT+ = DD(DD)+ = DD+;
то
2 2

= 2

g 1 0

+ [ F+f (H2WaSv +H1Sv)rT+ +
+ (Im   +)(c;0 +  a) + (o;0 ++ a)(Il  DD+) +
+ +Y D+]

qb p

;
и остаётся обозначить c;2 = c;0 +  a и o;2 = o;0 ++ a.
Докажем единственность Y . Ранг матрицы

q(z)b(z) p(z)

равен
количеству строк для любого z 2 O. Существуют такие матричные
многочлены (z), (z), что
qb + p = Il
— единичная матрица [2]. По определению 2
2
 


!
D = g 1D   (+)f (H2WaSv +H1Sv)r(D+) + Y :
По условию, левая часть не имеет полюсов в O. Правильная рациональ-
ная матричная функция Y  определяется единственным образом после
разложения на простейшие остальных слагаемых в правой части.
Утверждение 3 является следствием единственности из теоремы о
параметризации.
Докажем утверждение 4. Полюсами функцииM(z) могут быть толь-
ко полюсы функций F+, T+, a 1 и в дискретном времени ещё z = 0. По
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предположению 1 функции F и T не имеют нулей в L, поэтому функции
F+ и T+ не имеют полюсов в L.
Остаются только полюсы a 1, которые могут оказаться на L. Функ-
ция Wa является передаточной функцией замкнутой системы при регу-
ляторе u = 0. ПустьW0 — передаточная функция некоторой устойчивой
замкнутой системы. По утверждению 2 теоремы 1.1 существует такая
функция  0, что
Wa = W0 + f 0r:
Подставим это выражение в определение M .
M = W0   PcW0Po + f 0r   fF+f H2f 0rSvrT+r
= W0   PcW0Po + f( 0   + 0DD+)r;
так как F+F = + и TT+ = DD+.
ОбозначимM0 = W0 PcW0Po и  = f( 0 + 0DD+)r. Под знаком
следа матрицы можно переставлять циклически. Поэтому
trH(M(z); z) = tr

H(M0(z); z) + SvH2+ SvH2M0 +M 0H2Sv
+Sv
H1 +H1Sv

:
В последней сумме все слагаемые, кроме первого, равны нулю, что сле-
дует из равенств, справедливых в силу леммы 1.4
H2Sv = H2f( 0   + 0DD+)rSv = 0;
H1Sv = H1f( 0   + 0DD+)rSv = 0:
Полюсами функции
trH(M(z); z) = trH(M0(z); z)
могут быть только полюсы W0, спектральных плотностей, функций T+
и F+. Все они не лежат на L.
Докажем формулу для оптимального значения функционала каче-
ства. При подстановке оптимальных значений  1 и  2 в функционал
25
качества получим, что
J1;min = tr
Z
L
[H(W0(z); z)  Y (z)Y (z)] dm(z);
J2;min = J1;min + tr
Z
L
Y  (z)Y (z) dm(z):
Остаётся доказать, что
trH(W0(z); z)  trY (z)Y (z) = trH(M(z); z)  trN(z)F+N (z)T+(z):
Проекторы Pc и Po, определённые перед формулировкой теоремы,
обладают свойствами
P cH2Pc = P

cH2 = H2Pc = H2fF+f H2;
PoSvP

o = PoSv = SvP

o = Svr
T+rSv;
PoSv = Svr
(D)+D+rSv;
H1Pc = H1f
+()+f H2:
Обозначим данные выражения через PF , PT , PD и P соответственно.
В данных обозначениях
trY Y = tr

PTW

0PFW0 + PDPW0 +W

0P

P

D + T
+NF+N 	;
где N определена в условии теоремы. Выполним следующие преобра-
зования:
trH(M(z); z) = trH(M0(z); z) = tr

(W0 PcW0Po)H2(W0 PcW0Po)Sv+
+Sv(W0 PcW0Po)H1 +H1(W0 PcW0Po)Sv+H0S

= trH(W0(z); z)+
+ tr

 W 0PFW0PT  PTW 0PFW0+W 0PFW0PT  P DW 0P  PW0PD

=
= trH(W0(z); z)  tr

PTW

0PFW0 + P

DW

0P

 + PW0PD

=
= tr[H(W0(z); z)  Y (z)Y (z) +N(z)F+N (z)T+(z)];
что завершает доказательство теоремы.
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2. Синтез оптимальных полиномиальных
фильтров
2.1. Оптимальное оценивание
Пусть col(y(t); u(t); s(t)) — произвольный стационарный случайный
процесс, удовлетворяющий уравнению замкнутой системы с некоторым
стабилизирующим регулятором
a()y(t) = b()u(t) + w(t);
s(t) = c()y(t) + e(t);
0()u(t) = 0()s(t):
(2.1)
Ставится задача оптимального оценивания вектора y(t). Однако ради
общности постановки задачи, которая потребуется в дальнейшем для
применения теоремы разделения оценивания и управления, оценивать
будем также измеряемое управление u(t).
Требуется найти матричные многочлены , s, u, причём (z) —
невырожденная квадратная матрица для любого z 2 O, для которых
достигает минимума функционал
J = E
 ()
 
y   by
u  bu
!
2
; (2.2)
где  (z) — матричная рациональная функция размерности kc(n+m)
ранга kc без нулей и полюсов в O, а by(t), bu(t) — стационарные случайные
процессы, определяемые фильтром
()
 by(t)bu(t)
!
= s()s(t) + u()u(t): (2.3)
Далее будет доказано, что существует оптимальный фильтр, не зави-
сящий от исходного регулятора с параметрами (0; 0).
На первый взгляд выглядит удивительным оценивание процесса
u(t), который измеряется. Однако перекрёстные слагаемые в квадра-
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тичной форме в функционале J могут оказаться важнее, чем квадра-
тичная форма от u   bu, которая может быть сделана нулевой. Далее
будет показано, в каких случаях оптимальное значение bu(t) отлично от
u(t).
Передаточную функцию фильтра обозначим H =  1(s; u). Требу-
ется найти эту передаточную функцию без полюсов в O и затем пред-
ставить её в виде H =  1, где пара матричных многочленов (; )
несократима слева в O.
Введём обозначение для матрицы квадратичной формы в показате-
ле качества
F (z) =  (z) (z) =
 
Fy(z) Fyu(z)
Fuy(z) Fu(z)
!
: (2.4)
Пусть  +(z) — рациональная матричная функция размерности (n +
m)kc без нулей и полюсов в O, для которой  (z) +(z) = Ikc — единич-
ная матрица.
Теорема 2.1. Существуют единственная правильная рациональная
матричная функция Y (z) размерности kcko, имеющая все полюсы в
O, и рациональные матричные функции c(z), o(z) размерности (n +
m)l, для которых матричная функция размерности (n+m)(l+m)
Hest =
 
a 1 0
0 0
!
Svr
T+ + (In+m    + )c + o(Il  DD+) +  +Y D+




p  qb

+
 
0 a 1b
0 Im
!
не имеет полюсов в O.
Функция Hest является передаточной функцией оптимального
фильтра. Минимум функционала качества равен
Jmin = tr
Z
L

Fy

a 1 0

(Sv   SvrT+rSv)

a 1 0

+ Y Y  

dm(z);
где Fy = (In; 0)F (In; 0):
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Доказательство. Данная задача оценивания сводится к задаче об-
щей задаче управления при неполном измерении. Обозначим
u0 = col(by; bu):
Уравнения расширенного объекта размерности n+m и измерения раз-
мерности l +m имеют вид
a0()y0(t) = b0()u0(t) + w0(t);
s0(t) = c0()y0(t) + e0(t);
где введены переменные
y0 =
 
y
u
!
; w0(t) =
 
w(t)
0(p)e(t)
!
; s0 =
 
s
u
!
; e0 =
 
e
0
!
и матрицы
a0 =
 
a  b
 0c 0
!
; b0 = 0; c0 =
 
c 0
0 Im
!
:
Функция u0 = col(by; bu) не влияет на объект управления и измерения, но
входит в функционал качества
J = E j (y0   u0)j2;
который требуется минимизировать в классе стабилизирующих регуля-
торов
()u0(t) = ()s0(t):
Применим теорему об оптимальном регуляторе к данному расши-
ренному объекту управления. Вычислим вспомогательные матричные
функции. Поскольку b0 = 0, то факторизация передаточной функции
от управлению к выходу объекта h0g 10 = a 10 b0 даёт h0 = 0, g0 = In.
Функции, связанные с подсистемой управления:
F0(z) =
 
F  F
 F F
!
; f0 =
 
h0
g0
!
=
 
0
In
!
; F0 = f 0F0f0 = F = 00:
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Отсюда очевидно, что 0 =   и
F+0 f 0F0 =  + 

 In+m In+m

:
Факторизация передаточной функции от возмущения в объекте к
измерению: p 10 q0 = c0a 10 . Определим
p0 =
 
p  qb
 0 0
!
; q0 =
 
q 0
0 In
!
:
Нетрудно проверить, что
p0c0 =
 
pc  qb
 0c 0
!
=
 
qa  qb
 0c 0
!
= q0a0
и что матрица p0 невырождена, так как
det p0 = det(p) det(0   0p 1qb) = det(p) det(0   0ca 1b) = det pdet a det a0;
и матрица a0 невырождена в силу допустимости регулятора и устойчи-
вости замкнутой системы.
Пусть Sv0(z) — спектральная плотность процесса v0 = col(w0; e0).
Поскольку
v0 =
0BBBB@
In 0
0 0
0 Il
0 0
1CCCCA v = G0v;
и r0 = (q0; p0), то
T0 = r0Sv0r

0 = (r0G0)Sv(r0G0)
 =
 
r
0
!
Sv
 
r
0
!
=
 
Il
0
!
T
 
Il
0
!
:
Результат факторизации этого матричного многочлена и псевдооб-
ратная матрица:
T0 = D0D

0; D0 =
 
D
0
!
; D+0 =

D+ 0

:
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Подставим эти выражения в формулу оптимального регулятора:

opt opt

= 

In 0

+

   + 

 In+m In+m
 a 10 0
0 0
!
Sv0r

0T
+
0 +
+ (In+m    + )c;0 + o;0(Il+n  D0D+0 ) +
+  +Y D+0

0 p0

;
где  — матричный многочлен, функция Y  правильная рациональная.
Очевидно, что opt = . Разобьём матрицу o;0 = (o;l; o;n) по количеству
столбцов l и n, а также выберем матричную функцию c;0 так, что c;0 =
(c;l; 0); где c;l имеет l столбцов. Подставим полученные выражения в
формулу для opt = (s; u):
 1opt

s u

=

 + a 10
 
In 0
0 0
!
Svr
T+ + o;l(Il  DD+) +
+ (In+m    + )c;l +  Y D+

p  qb

+ o;n

 0 0

:
Матрица a0 есть матрица замкнутой системы для исходного объекта
управления с регулятором, определяемым (0; 0). Поэтому матричная
функция
W0 = a
 1
0
 
In 0
0 0
!
есть передаточная функция замкнутой системы от v = col(w; e) к
col(y; u). Применим теорему о параметризации всех передаточных
функций замкнутой системы, выбрав регулятор u = 0, для которого
передаточная функция есть
Wa =
 
a 1 0
0 0
!
= W0 + f r;
где  (z) — некоторая матричная рациональная функция размерности
ml. Кроме того, по той же теореме
g 1 0

=  10

0 0

+  

qb p

;
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где 0 = 0g   0ch — невырожденная матрица. Подставим эти выра-
жения в формулу оптимального фильтра.
Hest = 
 1
opt

s u

=

 + WaSvr
T+    + f rSvrT+ +
+ (In+m    + )c;l + o;l(Il  DD+) +  +Y D+

p  qb

+
+ o;n

 0 0

=
=

WaSvr
T+ + (In+m    + )c + o(Il  DD+) +  +Y D+

p  qb

 
  f 

p  qb

+ o;n

 0 0

=
=

WaSvr
T+ + (In+m    + )c + o(Il  DD+) +  +Y D+

p  qb

+
+

0 fg 1

+ (o;n   f 10 )

 0 0

;
где
c = c;l + f  WaSvrT+; o = o;l:
По условию,  0s + 0u = 0, и поэтому последнее слагаемое в пе-
редаточной функции фильтра можно отбросить. Подстановка fg 1 =
col(a 1b; Im) завершает доказательство первой части теоремы.
Выражение для минимума функционала качества получается алгеб-
раическими преобразованиями. Подставим преобразования в оператор-
ной форме
ps  qbu = p(cy + e)  qbu = pe+ q(ay   bu) = rv; 
y
u
!
 
 
a 1b
Im
!
u =
 
a 1
0
!
w =
 
a 1 0
0 0
!
v = Wav
в формулу невязки оптимального фильтра. Передаточная функция от
v к " есть
H"/v =  Wa(Il+n   Po) +  o(Il  DD+)r + Y D+r;
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где Po = SvrT+r. Минимальное значение показателя качества равно
Jmin = Ej"j2 = tr
Z
L
H"/v(z)Sv(z)H

"/v(z) dm(z):
По лемме 1.4 (Il  DD+)rSv = 0, поэтому после раскрытия скобок сла-
гаемое с o исчезает. Кроме того, по той же лемме
rSv(Il+n   Po) = rSv   TT+rSv = 0;
вследствие чего перекрёстные слагаемые исчезают. После раскрытия
скобок получим
Jmin = tr
Z
L
f+ Y Y  g (z) dm(z);
где
 =  
 
In
0
!
a 1 0

(Il+n   Po)Sv(Il+n   Po)

a 1 0
 In
0
!
 :
Остаётся подставить тождества
(Il+n   Po)Sv(Il+n   Po) = Sv   SvrT+rSv
и Fy = (In; 0)  (In; 0).
Замечание (Об оптимальной оценке bu). Очевидно, что если функци-
онал качества оценивания можно записать в виде Ej y(y by)j2+Ej u(u bu)j2, то оптимальной для u является оценка bu = u. Однако это не всегда
так. Следующее утверждение показывает, что это свойство полностью
определяется функцией F (z) из функционала качества.
Лемма 2.1. Для того чтобы в поставленной задаче оптимальная
оценка bu(t) была равна u(t), необходимо и достаточно, чтобы мат-
ричная рациональная функция F+y (z)Fyu(z) не имела полюсов в O.
При выполнении этого условия оптимальная оценка by(t) для про-
цесса y(t) определяется фильтром с входом (s; u) и передаточной функ-
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цией
Hy;est =

a 1 0

Svr
T+ + (In    +y  y)c + o(Il  DD+) +  +y Y D+




p  qb

+

0 a 1b

;
где c(z) и o(z) — матричные функции размерности nl, а функ-
ции  y(z) и  +y (z) определяются следующими условиями: Fy(z) =
 y(z) y(z),  y(z) +y (z) = Iky, функции  y(z) и  +y (z) не имеют полю-
сов и нулей в O, имеют размерности kyn и nky, соответственно,
и ранги ky. Правильная матричная рациональная функция Y (z) раз-
мерности kyko вместе с c и o обеспечивает отсутствие полюсов у
Hy;est в O.
Замечание (О минимизации матрицы ковариаций). Фильтр Калмана
минимизирует не только дисперсию вектора ошибки фильтрации, но и
матрицу ковариаций этого вектора. Поэтому он оптимален при оце-
нивании любой части вектора состояний. Решение задачи оценивания
в теореме является фильтром Винера-Колмогорова, частным случаем
фильтра Калмана для стационарных процессов. Проиллюстрируем его
оптимальность по отношению к матрице ковариаций ошибок оценива-
ния.
Пусть " =  () col(y   by; u   bu) — погрешность оценивания. Мини-
мизируемый функционал есть J = Ej"j2. Докажем, что фильтр из тео-
ремы, минимизирующий J , минимизирует также матрицу ковариаций
Cov(") = E"".
Достаточно доказать, что для любого вектора–строки C 2 Rkc
фильтр из теоремы минимизирует функционал J0 = EjC"j2. Рассмотрим
задачу минимизации функционала J0. Эта задача отличается от исход-
ной только функцией  0(z) = C (z). Матрица C+ = C/kCk2 — псевдо-
обратная для C. Псевдообратной матрицей для  0 будет  +0 =  +C+:
Выберем функции c, o и правильную функцию Y  так, чтобы функ-
ция Hest в формулировке теоремы не имела полюсов в O и поэтому была
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оптимальной. Определим функции
0c = (In+m    + )c +  +(Ikc   C+C)Y D+; Y 0  = CY :
Нетрудно проверить, что
(I    + )c +  +Y D+ = (I    +0  0)0c +  +0 Y 0 D+:
Остальные слагаемые не зависят от   и поэтому одинаковые в задачах
минимизации J и J0. По теореме фильтр с передаточной функцией Hest
оптимален и при минимизации функционала J0.
Замечание (О выбеливании и согласованной фильтрации). Решение
задачи оптимального оценивания в классе стационарно связанных
процессов, как известно, решается фильтром Винера-Колмогорова
— частным случаем фильтра Калмана для стационарных систем
наблюдения. Фильтр с передаточной функцией разбивается на две
операции: выбеливание и согласованная фильтрация.
Лемма 2.2 (О выбеливании и согласованной фильтрации).
Справедливы следующие утверждения:
1. Случайный процесс (t), определяемый как выход устойчивого
линейного фильтра
 = D+(ps  qbu);
является белым шумом.
2. Пусть a(z) не имеет нулей в O либо матрица T невырождена.
Тогда оптимальные оценки определяются согласованным фильтром bybu
!
=
 
a 1b
Im
!
u+Hopt;
Hopt =
 
a 1 0
0 0
!
Svr
(D+) +  +Y  + (In+m    + );
где Y  — матричная правильная рациональная функция,имеющая все
полюсы в O, а  — произвольная рациональная матричная функция,
для которых Hopt не имеет полюсов в O.
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Доказательство. 1. Из уравнений объекта и измерения следует, что
 = D+(p(cy + e)  qbu) = D+(pe+ q(ay   bu)) = D+(qw + pe):
Спектральная плотность процесса  есть
S = D
+

q p

E
 
w
e
! 
w
e
! 
q p

(D+) =
= D+rSvr
(D+) = D+(DD)(D+) = Il
— единичная матрица, так как D+D = Il и D(D+) = (D+D). Отсюда
 — стандартный белый шум.
2. В формуле оптимального фильтра из теоремы можно выбрать
o = 0 и c = D+. Получается утверждение леммы.
2.2. Спектральный фильтр Калмана
По лемме о выбеливании и согласованной фильтрации обобщён-
ный случайный стационарный процесс (t), определяемый устойчивым
фильтром
D = ps  qbu;
является стандартным белым шумом.
Следующее утверждение показывает, что уравнение оптимального
фильтра можно записать в привычной форме фильтра Калмана, где
вместо матриц из уравнения в пространстве состояний стоят переда-
точные функции объекта управления.
Теорема 2.2 (О спектральном фильтре Калмана). Пусть
матрица T (z) невырождена. Введём обозначение
 v = Svr
(D) 1: (2.5)
Выполнены следующие утверждения.
1. Существуют единственная правильная рациональная матрич-
ная функция Y (z) размерности (n+m)kc, имеющая все полюсы в O,
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и рациональная матричная функция c(z) размерности (n+m)l, для
которых матричная функция
Y 0  =  
+
y (z)Y (z) + (In    +y (z) y(z))c(z) =
 
Y 0y
Y 0u
!
(2.6)
обладает следующим свойством: матричные функции Y 0u (z) размерно-
сти ml и
 v+(z) =  v(z) +
 
a(z)
 c(z)
!
Y 0y (z) (2.7)
размерности (n+ l)l не имеют полюсов в O.
2. Разобьём матрицу  v+ в соответствии с количеством строк n
и l:
 v+ =
 
 
L
!
; (2.8)
где размерность   есть nl, а размерность L — ll. Тогда опти-
мальные оценки by(t) и bu(t) удовлетворяют операторному уравнению
aby = bu+  ;bu = u+ Y 0u ; (2.9)
где  — стандартный белый шум, измеримый относительно (s; u).
3. Предположим, что detL 6= 0. Тогда оптимальная оценка by про-
цесса y определяется фильтром с входом (s; u) и выходом by:
aby = bu+K(s  bs); (2.10)
где bs = cby — оценка измеряемой переменной, а матричная рациональ-
ная функция K(z) определяется формулой
K =  L
 1 (2.11)
и является аналогом коэффициента усиления Калмана. Этот фильтр
устойчив.
Доказательство. Докажем утверждение 1. Пара (a; b) несократима
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слева, а пара (a; c) — справа, следовательно,
Root(a) = Pol(ca 1b) = Pol(p 1qb) = Root(p):
Также существует такая пара рациональных матричных функций (; )
без полюсов в O, что
p  qb = In
— единичная матрица.
По теореме об оптимальном оценивании передаточная функция оп-
тимального фильтра от col(s; u) к col(by; bu) имеет вид
Hest =
 
Hest;y
Hest;u
!
=
0@ha 1 0 v + Y 0y iD 1 p  qb+ 0 a 1b
Y 0uD
 1

p  qb

+

0 Im
 1A
и не имеет полюсов в O. Поэтому матричная функция
Y 0u =
h
Hest;u  

0 Im
i 

!
D
не имеет полюсов в O, что доказывает первую часть утверждения 1.
В O не имеют полюсов также матричные функции
aHest;y =

In 0

 v + aY
0
y

D 1

p  qb

+

0 b

;
cHest =

p 1(r  

0 p

) v + cY
0
y

D 1

p  qb

+

0 p 1qb

=
=

 

0 Il

 v + cY
0
y

D 1

p  qb

+

In 0

:
Поэтому полюсов в O не имеет функция 
a
 c
!
Hest;y +
 
0  b
In 0
! 


!
D =  v +
 
a
 c
!
Y 0y :
Единственность Y  следует из несократимости справа пары (a; c).
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Утверждение 2 следует из леммы 2.2 и свойства 
aHest;y
Hest;u
!
=
0@  D 1 p  qb+ 0 b
Y 0uD
 1

p  qb

+

0 Im
1A:
Докажем утверждение 3. По определению Hest,  v и Gl,
s  bs = hIn 0  cHesti
 
s
u
!
=
h
0 Il

 v   cY 0 
i
D 1(ps  qbu) = L:
Замена  на L 1(s bs) в утверждении 2 приводит к уравнению фильтра
в форме Калмана.
Докажем устойчивость фильтра. Представим рациональную мат-
ричную функцию K(z) в виде
K =  L
 1 = P 1r Qr;
где пара матричных полиномов (Pr; Qr) несократима в O. Поскольку
функция  v = col( ; L) не имеет полюсов в O, то дробь det(L)/ det(Pr)
также не имеет полюсов в O.
Уравнение фильтра можно записать в виде
Praby = Prbu+Qr(s  cby):
Полюсы передаточной функции этого фильтра совпадают с корнями
многочлена
 = det(Pra+Qrc) = det(Pra) det(I + P 1r Qrca 1) =
= det(Pra) det(I + ca 1 L 1) =
det(Pr) det(a))
det(L) det(p) det(pL+ q ):
Из определения  v = col( ; L) и леммы 1.4 следует, что
pL+ q  = r v = D:
Дробь det(a)/ det(p) является многочленом, корни которого совпадают
с нулями матричного многочлена col(a; c). Эти корни, а также нули D
находятся вне O.
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3. Случай полной информации и теорема
разделения
3.1. Случай полной информации
Пусть измеряется весь вектор y без шумов. Уравнение объекта
управления запишем в виде
a()y(t) = b()u(t) + w(t);
w(t) = d() ew(t); (3.1)
где ew — обобщённый стационарный случайный процесс размерности k
со спектральной плотностью S ew(z), а d(z) — матричная рациональная
функция без полюсов в O. Спектральная плотность процесса w равна
Sw(z) = d(z)S ew(z)d(z): (3.2)
Поскольку измеряется y и u, то из уравнения объекта следует, что
измеряется также и w, причём эти измерения неупреждающие и поэто-
му могут быть использованы в регуляторе. Для уравнений в простран-
стве состояний нет различия между постановками задач с измерением
y или измерением (y; w).
Однако величина ew(t) может не быть измеримой по предыстории
(y; u) до момента t. Это зависит от устойчивости фильтра, определяе-
мого функцией d(z). Если ранг d(z) максимальный при всех z 2 O, то
фильтр устойчив и величина ew(t) измеряется.
Если ранг d(z) уменьшается хотя бы для одного значения z 2 O,
то величина ew(t) не измеряется по предыстории (y; u) до момента t.
Далее будет доказано, что в этом случае задачи синтеза оптимального
регулятора по измерениям y или по измерениям (y; ew) имеют разные
решения. Случаем полной информации будем называть по-прежнему
задачу с полным измерением (y; ew). Если измеряется только y, то этот
случай будем называть полным измерением выхода.
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Спектральные плотности допускают факторизацию:
Sw(z) =  w(z) 

w(z); S ew(z) =   ew(z) ew(z);
где матричные рациональные функции   ew и  w не имеют полюсов в O
и для любого z 2 O n L ранги матриц   ew(z) и  w(z) равны количеству
столбцов.
Как и выше, факторизуем функцию
F(z) = f (z)F (z)f(z) = (z)(z);
где (z) — матричный многочлен размерности nkc, имеющий ранг
kc для любого z 2 O. Введём обозначение для преобразованного ядра
показателя качества
F opt(z) = F (z)  F (z)f(z)F+(z)f (z)F (z) =
 
F opty (z) F
opt
yu (z)
F optuy (z) F
opt
u (z)
!
; (3.3)
где F+ = +(+), а + — такая рациональная матричная функция без
нулей и полюсов в O, что + = Ikc — единичная матрица.
Определим также матричную функцию
Sy0(z) = a(z)
 1Sw(z)a(z) 1; (3.4)
которая является спектральной плотностью обобщённого стационарно-
го процесса y(t), если u(t) = 0.
Теорема 3.1. Пусть выполнено предположение 1.
1.Рассмотрим задачу минимизации J в классе стационарных про-
цессов. В случаях полной информации и полного измерения выхода оп-
тимальный регулятор одинаков и определяется матричными много-
членами 
 st st

= st
F+f F + st	; (3.5)
где st(z) — произвольная невырожденная квадратная матричная ра-
циональная функция размера m, при которой пара (st; st) — матрич-
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ные многочлены, и
st = o;st(In    w +w)

a  b

+ (Im   +)
h
c;st

a  b

+

0 g 1
i
;
где c;st(z) и o;st(z) — произвольные рациональные матричные функции
размерности mn.
Других оптимальных регуляторов нет с точностью до эквива-
лентности. Минимальное значение функционала качества равно
Jst = tr
Z
L
Sy0(z)F
opt
y (z) dm(z): (3.6)
2.Рассмотрим задачу синтеза оптимального стабилизирующего
регулятора в случае полного измерения выхода (full output). Существу-
ют единственная правильная рациональная матричная функция Yfo(z)
размерности mkc, имеющая все полюсы в O, и произвольные рацио-
нальные матричные функции c;fo(z) и o;fo(z) размерности mn, для
которых матричные функции
0 = (
+)f F +

o;fo(In    w +w) + Yfo +w
 
a  b

; (3.7)
1 = (Im   +)
h
c;fo

a  b

+

0 g 1
i
(3.8)
не имеют полюсов в O.
Оптимальный регулятор определяется парой матричных много-
членов 
 fo fo

= fo

+0 + 1

; (3.9)
где fo(z) — произвольная невырожденная квадратная матричная ра-
циональная функция без полюсов и нулей в O, при которой пара
(fo; fo) — матричные многочлены. Других оптимальных регулято-
ров нет с точностью до эквивалентности. Минимальное значение
функционала качества равно
Jfo = Jst + tr
Z
L
Y fo(z)Yfo(z) dm(z): (3.10)
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3. Рассмотрим задачу синтеза оптимального стабилизирующего
регулятора в случае полной информации (full information). Существу-
ют единственная правильная рациональная матричная функция Yfi(z)
размерности mkc, имеющая все полюсы в O, и произвольные раци-
ональные матричные функции c;1(z), c;2(z), c;1(z), c;2(z) размерно-
стей, соответственно, mn, mk, kcn, kck, для которых матрич-
ные функции
0;fi =

(+)f F Yfi +ew + o;2(Ik     ew +ew)

+ o;1

a  b  d

; (3.11)
1;fi = (Im   +)
h
0 g 1 c;2

+ c;1

a  b  d
i
(3.12)
не имеют полюсов в O.
Оптимальный регулятор имеет вид
fi()u(t) = y;fi()y(t) + w;fi() ew(t); (3.13)
где матричные многочлены fi, y;fi и w;fi определяются как
 y;fi fi  w;fi

= fi

+0;fi + 1;fi

; (3.14)
где fi — произвольная невырожденная квадратная матричная рацио-
нальная функция без нулей и полюсов в O, для которой правая часть
есть матричный многочлен. Других оптимальных регуляторов нет с
точностью до эквивалентности. Минимальное значение функционала
качества равно
Jfi = Jst + tr
Z
L
Y fi (z)Yfi(z) dm(z): (3.15)
4. Выделим в следующей функции устойчивую и неустойчивую ча-
сти:
Yfo(z) 
+
w(z)d(z) w(z) = Z+(z) + Z (z); (3.16)
где Z+ не имеет полюсов в O, Z  — правильная рациональная мат-
ричная функция, все полюсы которой находятся в O.
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Тогда Z  = Yfi и
tr
Z
L
Y fi (z)Yfi(z) dm(z) =
= tr
Z
L
Y fo(z)Yfo(z) dm(z)  tr
Z
L
Z+(z)Z

+(z) dm(z):
(3.17)
Доказательство. В задаче минимизации J в классе стационарных
процессов и в задаче синтеза оптимального стабилизирующего регуля-
тора в случае полного измерения выхода можно считать, что измере-
нием является процесс y. При этом
p = a; q = In; Sv = diagfSw; 0g; T = Sw; D =  w:
Поэтому SwS+w =  w +w, F+F = + и
WaSvr
T+ =
 
a 1
0
!
SwS
+
w =
 
a 1
0
!
 w 
+
w:
Докажем утверждение 1. По теореме 1.2 нормированная оптималь-
ная пара матричных многочленов  =  1(; ) имеет вид
 =

0 g 1

+
+

F+f F
 
a 1
0
!
 w 
+
w + (Im   +)c;0 + o;0(In    w +w)

a  b

=
=

0 g 1

+
+

F+f F
 
a 1
0
!
+ (Im   +)c;0 + o;1(In    w +w)

a  b

;
где o;1 = o  F+f F col(a 10). Выполним тождественные преобразова-
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ния первых двух слагаемых:

0 g 1

+ F+f F
 
a 1
0
!
a  b

=
=

0 g 1

+ F+f F
 
In  hg 1
0 0
!
=
=

0 g 1

+ F+f F
h
In+m   f

0 g 1
i
=
= F+f F + (Im   +)

0 g 1

:
Подстановка этого выражения приводит к утверждению 1 теоремы 1.2,
в котором c;st = c;0 и o;st = o;1.
Докажем формулу минимального значения J . Поскольку e = 0 и
q = In, то Sv = EySwEy , где Ey = col(In; 0). Проектор Po имеет вид
Po = EySwS
+
wE

y = Ey w 
+
wE

y ;
поэтому
PoSvP

o = EySwE

y :
Подставим это выражение в формулу из утверждения 4 теоремы 1.2:
trH(M; z) = tr(SvW aFWa   PoSvP oW aP c FPcWa) =
= tr[Sw(a) 1EyFEya 1   Sw(a) 1EyFfF+f FEya 1] =
= tr[a 1Sw(a) 1(F   Ff F+fF )];
что соответствует утверждению 1 теоремы.
Докажем утверждение 2. По теореме оптимальный регулятор опре-
деляется парой матричных многочленов, которые с учётом преобразо-
ваний из доказательства предыдущего утверждения можно записать в
виде
 fo fo

= fo

F+f F + (Im   +)

0 g 1

++Y  +w

a  b

+
+

(Im   +)c;2 + o;2(In    w +w)

a  b

;
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причём матрица в фигурных скобках не имеет полюсов в O. Подставим
тождество F+ = +(+) и введём обозначения
c;fo = c;2 + o;2(In    w +w);
o;fo = o;2;
а также Yfo = Y . Тогда получатся формулы из утверждения 2 теоремы.
Докажем, что функции 0 и 1 не имеют полюсов в O. По условию,
в O не имеет полюсов матричная функция
2 = 
 1
fo

 fo fo

= +0 + 1:
Поскольку 1 = (Im   +)1, то
0 = 2;
1 = (Im   +)2;
и эти функции не имеют полюсов в O, что завершает доказательство
утверждения 2.
Докажем утверждение 3. Сведём задачу к случаю полного измере-
ния выхода, рассмотренному в утверждении 2. Измерением является
вектор y0 = col(y; ew) размерности n+ k. Он удовлетворяет уравнению
a0()y0(t) = b0()u(t) + w0(t);
где w0(t) = col(0; ew(t)) и
a0 =
 
a  d
0 Ik
!
; b0 =
 
b
0
!
:
Введём матрицы
Eyu =
 
In 0 0
0 0 Im
!
; Ew =

0 Ik 0

:
Матрица квадратичной формы в функционале качества и вспомога-
тельные матричные многочлены правосторонней факторизации пере-
46
даточной функции от u к y0 имеют вид
F0 = E

yuFEyu; h0 =
 
h
0
!
; g0 = g;  w0 =
 
0
  ew
!
:
Отсюда следует, что f0 = Eyuf , F0 = F и 0 = , а также  +w0 =

0  +ew

.
Применим решение задачи с полным измерением выхода из утвер-
ждения 2 теоремы. Для упрощения формул заметим, что

a0  b0

=
 
a  d  b
0 Ik 0
!
=
 
a  b
0 0
!
Eyu +
 
 d
Ik
!
Ew:
Разобьём матрицы c размерности m(n+k) и матрицу o размерности
kc(n + k) на первые n и последние k столбцов: c = (c;1; c;2), o =
(o;1; o;2). Тогда в обозначениях утверждения 2 теоремы
0 = (
+)f FEyu + [Yfi +ew + o;2(Ik     ew +ew)]Ew + o;1

a  d  b

;
1 = (Im   +)
h
0 c;2 g
 1

+ c;1

a  d  b
i
:
Докажем утверждение 4. Введём обозначение  =  +wd  ew. Поскольку
w(t) = d() ew(t), то спектральная плотность процесса w может быть
представлена в виде
Sw(z) = d(z)S ew(z)d(z):
Из факторизаций Sw =  w w и S ew =   ew ew и условия  +w w = Iko следует,
что
 =  +wd  ew  ewd( +w) =  +wSw( +w) = Iko
— единичная матрица. Функция (z) не имеет полюсов в O и по этому
свойству является внутренней в O.
Функция X = (In    w +w)d  ew удовлетворяет уравнению
XX = (In    w +w)Sw(In    w +w) = 0;
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так как Sw =  w w. Следовательно, X = 0 и
 w = d  ew:
Матрица

a  b

размерности n(n + m) не имеет нулей в O по
условию. Поэтому существует такая матричная рациональная функция
(z) без полюсов в O, что 
a  b

(z) = In:
Из уравнений в утверждении 2 следует, что
0 w = (
+)f F w + Yfo:
Введём операции []  и []+. Далее для любой матричной рациональ-
ной функции f(z) в разложении f = [f ]  + [f ]+ функция [f ]  правиль-
ная рациональная с полюсами только в O, а [f ]+ не имеет полюсов в O.
Тогда
Yfo = [ (+)f F w] :
Аналогично, из уравнений в утверждении 3 следует, что
0;fi
 

0
!
= (+)f F+ o;1;
0;fi

0   ew

= Yfi   o;1d  ew:
После подстановки o;1 из первого уравнения во второе, получим
0;fi

0   ew

= Yfi   0;fi
 

0
!
d  ew + (+)f Fd  ew:
Следовательно,
Yfi = [ (+)f Fd  ew]  = [ (+)f F w] :
Введём обозначение X =  (+)f Fd  ew. Тогда [X]  = Yfo, [X]  = Yfi.
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В соответствии с обозначениями в утверждении 4,
Yfi = [X]  = [X++ Z+ + Z ]  = Z 
Наконец, Yfo = Z+ + Z ,
(Yfo)(Yfo)
 = Yfo()Y fo = YfoY

fo;
и в силу ортогональности Z+ и Z 
tr
Z
L
YfoY

fo dm(z) = tr
Z
L
Z+Z

+ dm(z) + tr
Z
L
Z Z  dm(z);
что завершает доказательство теоремы.
Из утверждений 2, 3 и 4 теоремы следует, что минимальное значе-
ние показателя качества для случая полной информации меньше либо
равно, чем для случая полного измерения выхода. Эти значения равны
тогда и только тогда, когда функция Yfo +wd  ew правильная и не имеет
полюсов вне O. В частности, если ранг матрицы d(z) равен количеству
столбцов для любого z 2 O, то функция  +w(z)d(z)  ew(z) постоянная и
это условие выполнено.
Рассмотрим частный случай. Пусть матрица F невырождена, и по-
этому + =  1. Тогда в утверждениях теоремы Im   + = 0, и по-
этому 
 st st

= st
n
F 1f F + o;st(In    w +w)

a  b
o
;
 fo fo

= fo

() 1f F +
+

Yfo 
+
w + o;fo(In    w +w)
 
a  b

;
 y;fi fi  w;fi

= fi

() 1f F Yfi +ew + o;2(Ik     ew +ew)

+
+ o;1

a  b  d

:
В первой формуле o;st — произвольная рациональная матричная функ-
ция. Во второй и третьей формулах Yfo и Yfi — правильные рациональ-
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ные матричные функции, имеющие полюсы только в O, а o;fo, o;1 и o;2
— произвольные рациональные матричные функции, при которых вы-
ражения в фигурных скобках не имеют полюсов в O. Невырожденные
квадратные рациональные матричные функции st, fo, fi сокращают
знаменатели в правых частях, функции fo и fi не имеют полюсов и
нулей в O, а в остальном они произвольные. Других оптимальных ре-
гуляторов нет с точностью до эквивалентности.
3.2. Разделение оценивания и управления
Рассмотрим объект управления с неполными зашумлёнными изме-
рениями
a()y(t) = b()u(t) + w(t); (3.18)
s(t) = c()y(t) + e(t); (3.19)
где y — выход размерности n, u — управление размерности m, s — изме-
рение размерности l, v(t) = col(w(t); e(t)) — обобщённый стационарный
процесс со спектральной плотностью Sv(z), a(z), b(z), c(z) — матричные
многочлены.
Как и выше, введём матричные многочлены h, g, f , p, q, r и рацио-
нальные матричные функции F и T условиями
hg 1 = a 1b; f =
 
h
g
!
; F = f Ff;
p 1q = ca 1; r =

q p

; T = rSvr
;
причём пара (h; g) несократима справа в O, пара (p; q) несократима сле-
ва в O. В факторизациях F =  и T = DD матричные рациональные
функции  размерности kcm и D размерности lko не имеют полюсов
в O и имеют ранги kc и ko, соответственно, в OnL.
Требуется решить задачу P синтеза оптимального стабилизирую-
щего регулятора по неполным зашумлённым измерениям.
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Задача управления P: синтезировать стабилизирующий регулятор
()u(t) = ()s(t); (3.20)
минимизирующий функционал качества
J(; ) = E
 ()
 
y(t)
u(t)
!
2
; (3.21)
вычисляемый на стационарных процессах, удовлетворяющих уравнени-
ям замкнутой системы. Здесь  (z) — матричная рациональная функ-
ция размерности kc(n +m) без полюсов в O и имеющая ранг kc в O.
Квадратичная форма в функционале качества полностью определяется
матрицей F (z) =  (z) (z).
Наряду P рассмотрим дополнительные две задачи: задачу Po оцени-
вания y и задачу Pc синтеза регулятора при полном измерении выхода.
Задача оценивания Po: требуется найти передаточную функцию Ho
устойчивого неупреждающего фильтра by(t)bu(t)
!
= Ho()
 
s(t)
u(t)
!
; (3.22)
минимизирующего функционал качества
Jo(Ho) = E
 ()
 
y(t)  by(t)
u(t)  bu(t)
!
2
; (3.23)
вычисленный на стационарных процессах.
Задача управления Pc: для объекта управления
a()ey(t) = b()u(t) +  () ew(t); (3.24)eu(t) = u(t) + Y 0u () ew(t) (3.25)
с управлением u(t), выходом eX(t) = col(ey(t); eu(t)) и стандартным белым
шумом ew(t) найти оптимальный стабилизирующий регулятор в случае
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полной информации относительно функционала качества
Jc = Ej () eX(t)j2; (3.26)
вычисляемого на стационарном режиме. В уравнении объекта рацио-
нальные матричные функции   и Y 0u без полюсов в O определяются в
формулировке теоремы о спектральном фильтре Калмана.
Лемма 3.1. Пусть матричные многочлены (; ) определяют неко-
торый стабилизирующий регулятор в задаче P, при котором функ-
ционал J(; ) конечен. Пусть by(t), bu(t) — оптимальные оценки y(t) и
u(t). Тогда на стационарном решении замкнутой системы
J(; ) = E
 ()
 
y(t)  by(t)
u(t)  bu(t)
!
2
+ E
 ()
 by(t)bu(t)
!
2
: (3.27)
Доказательство. Введём обозначения X = col(y; u), bX = col(by; bu) и
" = X   bX. Поскольку J = Ej ("+ bX)j2, то достаточно доказать, что
 = E( ")(  bX) = 0:
Передаточные функции в замкнутой системе от v = col(w; e) к y,
u, by, ",  обозначим, соответственно, Hy/v(z), Hu/v(z), Hby/v(z), H"/v(z),
H/v(z). Требуется доказать, что равна нулю величина
 = tr
Z
L
 (z)H bX/v(z)Sv(z)H"/v(z) (z) dm(z):
В произведении матрицы можно переставлять под знаком следа в цик-
лическом порядке. Поскольку    = F , то
 = tr
Z
L
H bX/v(z)Sv(z)H"/v(z)F (z) dm(z):
По теореме, передаточная функция оптимального фильтра с входом
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col(s; u) равна
Hest =
 
a 1 0
0 0
!
Svr
T 1 + Y 0 D
 1

p  qb

+
 
0 a 1b
0 Im
!
;
где
Y 0  = (In+m    + )c +  +y Y  =
 
Y 0y
Y 0u
!
:
Поскольку pc = qa, то
p()s(t)  q()b()u(t) = q()w(t) + p()e(t) = r()v(t):
Поэтому передаточная функция от v к bX равна
H bX/v =
 h
a 1 0

Svr
T 1 + Y 0y D
 1
i
r
Y 0uD
 1r
!
+
 
a 1b
Im
!
Hu/v:
Из уравнения объекта следует, что
HX/v =
 
a 1b
Im
!
Hu/v +

a 1 0

:
Вычитая эти равенства, получим
H"/v =
 
a 1 0

(In+l   SvrT 1r)  Y 0D 1r
 Y 0uD 1r
!
:
Передаточную функцию замкнутой системы от v к u можно запи-
сать в виде
Hu/v =

g 1ca 1 g 1

= g 1p 1r = Gr;
где  = g   ch и G = g 1p 1.
Таким образом,
H bX/v = Wr; W =
 
a 1 0

Svr
T 1 + Y 0y D
 1
Y 0uD
 1
!
+
 
a 1b
Im
!
G:
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Матрица r(z) = (q(z); p(z)) имеет полный ранг l при всех z по опреде-
лению. Поэтому существует такой матричный многочлен (z) размер-
ности (n+ l)l, что r = Il. Поэтому
W = H bX/v;
и эта функция не имеет полюсов в O.
Подстановка даёт
 = tr
Z
L
WrSv
 
a 1 0

(In+l   SvrT 1r)  Y 0y D 1r
 Y 0uD 1r
!
F dm(z) =
= tr
Z
L
W
 
a 1 0

(In+l   SvrT 1r)Svr   Y 0D 1rSvr
 Y 0uD 1rSvr
!
F dm(z) =
=   tr
Z
L
W (Y 0D)F dm(z) =
=   tr
Z
L
WD[(In+m    + )cD +  +Y ]   dm(z);
так как rSvr = T = DD. Поскольку   + = Ikc, то
 =   tr
Z
L
 WDY   dm(z):
Это скалярное произведение функции  (z)W (z)D(z), не имеющей по-
люсов в O, и правильной рациональной функции Y (z), все полюсы
которой находятся в O. Эти функции принадлежат ортогональным под-
пространствам, поэтому  = 0.
Теорема 3.2 (О разделении оценивания и управления). Пусть
квадратная матрица T (z) невырождена при всех z 2 L. Пусть
Hest — передаточная функция оптимального фильтра в задаче Po,
порождающего оптимальные оценки by(t)bu(t)
!
= Hest()
 
s(t)
u(t)
!
; (3.28)
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и минимум функционала качества равен Jo;min.
Пусть оптимальный регулятор в задаче Pc имеет вид
()u(t) = y()ey(t) + u()eu(t) + w() ew(t) (3.29)
и минимум функционала качества равен Jc;min.
Тогда в задаче управления P по неполным зашумлённым измере-
ниям оптимальным регулятором является система, состоящая из
фильтра Hest и регулятора
()u(t) = y()by(t) + u()bu(t) + w() bw(t); (3.30)
где (by; bu) — выход фильтра, и bw определяется уравнением
D() bw(t) = p()s(t)  q()b()u(t): (3.31)
Минимум функционала качества равен Jmin = Jc;min + Jo;min.
Доказательство. Для любого стабилизирующего регулятора функ-
ция " = col(y by; u bu) одна и та же, так как определяется только возму-
щением v и устойчивым фильтром " = H"/vv с передаточной функцией
H"/v =
 
a 1 0

(In+l   SvrT 1r)  Y 0D 1r
 Y 0uD 1r
!
:
По лемме задача P сводится к задаче Pc.
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Заключение
В работе представлено доказательство теоремы об оптимальном ли-
нейном регуляторе, минимизирующем квадратичный функционал ка-
чества общего вида, при стационарных возмущениях в объекте и непол-
ных зашумлённых измерениях. Полученный регулятор является един-
ственным с точностью до эквивалентности регуляторов. При этом ука-
заны как формула оптимального регулятора, так и минимальное значе-
ние функционала качества. Также предъявлена формула расчёта опти-
мального полиномиального фильтра, минимизирущего квадратичную
невязку, причём уравнение фильтра может быть представлено в фор-
ме фильтра Калмана, где вместо матриц из уравнения в пространстве
состояний стоят передаточные функции объекта управления. Более то-
го указанное решение, в отличие от классического фильтра Калмана,
работает с произвольным стационарным возмущением, что исключает
необходимость поиска и применения формирующих фильтров.
Работа выполнена в рамках НИР СПбГУ № 6.37.349.2015.
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