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Abstract 
A robust state dependent Riccati equation based 
guidancelcontrol is investigated in this study. In order to 
have a better design tool in terms of required interceptor 
accelerations, the target intercept geometry is formulated in a 
set of polar coordinates. With this formulation, we 
formulate a cost function with state dependent weights. In 
this study, we investigate the effects of such cost functions 
on the levels of interceptor accelerations. We also synthesize 
a neural network based extra controller to achieve the 
robustness in the presence of the target acceleration. In this 
manner, we will not need target acceleration estimation 
explicitly in the guidance law. 
1. Introduction: 
Over the past four decades, a considerable number 
of homing missile guidance laws have been proposed. One 
of the most widely used methods is the proportional 
navigation guidance (PNG)[l]. The general problem of PNG 
is a nonlinear control problem. To apply the known 
techniques in linear system theory, the system equations are 
linearized, yielding an equivalent linear time-varying system. 
The simplicity of the PNG law has been widely recognized. 
However, in the presence of guidance parameter's 
uncertainties and extemal disturbances such as target 
maneuvers, PNG is not able to perform well. A few 
derivatives of modified PNG schemes exist in the literature. 
Augmented proportional navigation (AI")[ 11 is a modified 
PNG incorporating the estimation of the target acceleration. 
Gurfil et.a1.[2] put forward a simple guidance law against 
highly maneuvering targets based on the method of adjoints. 
Because of the nonlinear nature of the guidance problem, 
many works focused on applying sliding-mode control 
method and alsoHm control scheme to robust guidance law 
design. Yang and Chen[3] proposed an H ,  robust guidance 
law with nonlinear kinematics by solving the Hamiltonian 
Jacobi partial differential inequality (HJPDI). However, 
finding an analytx solution to the HJPDI is not a trivial 
process. 
In this paper, the state-dependent Riccati equation 
(SDRE) technique, which is an emerging systematic method 
for solving nonlinear regulator problems, is used to obtain an 
asymptotically stabilizing feedback solution of the posed 
nonlinear guidance problem. We will discuss the two- 
dimensional target-missile engagement in a set of polar 
coordinates. The advantage of using polar coordinates is that 
the relative range and the rate of line-of-sight angle that are 
measured in practice can be used directly in the state 
equation and performance index. In doing so, we can easily 
pose the guidance problem into the SDRE formulation. 
Second, a critical problem in missile design is the control 
requirements and the controllpropulsion system design , its 
cost and weight. The smaller the control effort needed the 
smaller these subsystems. Our approach enables us to 
consider this more directly since the normal accelerations are 
related to the line-of-sight rates and we can use a state 
dependent weight in the cost fimction 'naturally' in an SDRE 
formulation. 
2. Introduction To State Dependent Riccati 
Equation Method: 
State Dependent Riccati Equation (SDRE) method 
(Cloutier et a1.,1996)[4] is a recently emerging nonlinear 
control system design methodology for direct synthesis of 
nonlinear feedback controllers. By tuming the equations of 
motion into a linear-like structure, this approach permits the 
designer to employ linear optimal control methods such as 
the LQR methodology and the H-design technique for the 
synthesis of nonlinear control systems. 
This approach assumes that the dynamic model of the 
system 
(1) 
can be placed in the State Dependent Coefficient 
form( SDC) : 
x = f ( x )  + g(x)u 
x = A(x)x  + B(x)u (2) 
The second ingredient of the SDRE design technique is 
the definition of quadratic performance index in state 
dependent form: 
J = - 1 ~[x'Q(x)x+u'R(x)u]d i  
2 0  
(3) 
The state dependent weighting matrices Q(x) and R(x) can 
be chosen to realize the desired performance objective. In 
order to ensure local stability, the matrix Q(x) is required to 
be positive semidefinite for all x and the matrix R(x) is 
required to be positive definite for all x. 
Next, a state dependent algebraic Riccati equation: 
AT(x)P(x) + P(x)A(x) - P(x)B(x)R-'(x)Br(x)P(x) + Q(x) = 0 (4) 
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is formulated and is solved for a positive definite state 
dependent matrix P(x). The nonlinear state variable feedback 
control law is then constructed as : 
Cloutier et al.[4] have shown that this control law is locally 
stable and optimal with respect to the infiite time 
performance index. Moreover, Cloutier et a1.[4] have given 
the conditions that the SDRE control laws can be globally 
stable and globally optimal. 
It can be observed that the crucial part of the control law 
derivation is the solution of the state dependent Riccati 
equation. In the general situation, it is difficult to get the 
closed-form solution. However, this equation can be 
numerically solved at each sample. 
U = -R-'(x)BT(x)P(x)x ( 5 )  
3. Two Dimensional Missile Guidance Scenario: 
There are two ways to formulate the two dimensional 
missile guidance problem; Cartesian or polar coordinates. 
If we adopt the Cartesian coordinate, this missile guidance 
problem can be readily formulated in a linear form state 
equation. The state variables will be x and y. However, the 
range r and the rate of LOS angle 6 are always what we are 
concemed about. If we want to formulate this missile 
guidance problem as an infinite-horizon linear quadratic 
regulator problem, it is difficult to get a linear quadratic form 
in the performance index because r and 6 have nonlinear 
relationship with the states x and y. 
On the other hand, if we formulate the problem in polar 
coordinate, we will obtain the advantage of linear quadratic 
performance. But we have to pay the price of ending up with 
the nonlinear state dependent equations. However this type 
of nonlinear equations can be easily put into the 6ame of 
SDRE form. 
Assume that aPrand aE, are the accelerations of the 
missile and the target in the radial direction respectively. 
and aEo are the accelerations of the missile and the target 
in the direction normal to the radial direction. The two 
dimensional missile guidance problem can be formulated as: 
(7) 
i ; = r e * + a ,  -ae (6) 
.. - 2 i  . aEs -a4  
r r 
6=-6+----- 
where r is the range and 13 is the angle of LOS. Using the 
state space variables: 
x = [ r  I: o 81T (8 )  
control variables: U = [a, aPB 1' (9) 
(10) 
the nonlinear guidance problem can be written as: 
1 
2 
J = - %x'Q(+)x + rrTR(x)udt 
with respect to the state x and control U subject to the 
nonlinear differential constraints: 
x = f ( x )  + B(x)u 
where Q ( x ) 2 O  and R ( x ) > O  for all x and f (o)=o.  
Because the state r or xI appears in the denominator in (16), 
we will add a small number E after x1 when implementing 
SDRE. 
There are four ways to factor f(x) into A(x)x .  The 
particular A ( X )  chosen for this application is given by: 
0 1 0  
x; 0 0 
0 0 0  
0 0 0 -  
Simulation Results: 
Consider the following scenario: 
r, = S O O O j ,  to = 2009 I s ,  6, = 10 degl s, 8, = 3 degl s 
The target is performing a weaving maneuver with 
acceleration aEB = A ,  cos(@, where A,  is the 
maximum acceleration of the target. Here we assume 
A," = 2og. w = ~ 1 3 .  We choose this scenario for the 
initial studies since this is one of the most difficult 
maneuvers to close in on. 
To make the simulation (Figure-1) more realistic, fust 
we solve for the two controls aPr which is along the 
LOS and apB which is perpendicular to the LOS. Next 
project these two controls into the thrust direction and 
direction normal to the thrust (Figure-2). (We assume T 
is along the velocity of the pursuer). Then, ignore the 
component in the T direction and replace it with . 
Resolve these two controls into the radial direction and 
normal direction respectively when we do the simulation 
for pursuer dynamics and relative dynamics (Figure-3). 
The thrust profile: 
1 t ~ 6 :  T=-x27000N 
2 
1 
The missile mass: m=153kg 
We pick the weighting function Q equal to k times the 
LOS rate e' and R as a constant diagonal matrix equal 
to e-6. 
Comments: 
The numerical results illustrate the effects having state based 
weights. When k=l (Figured), emphasis on keeping the line- 
of-sight rate small is less relative to using higher values of k. 
As a result, the normal acceleration required (perpendicular 
to LOS) is more; as we increase the weight (Figure-5), the 
peak normal acceleration, is reduced further and further. For 
the 20g weave target acceleration, we need a maneuver 
advantage of 1.3:l(for k=40) 
m 
6 S t 1 1 2 :  T=-x4000N 1 2 
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4. Robust Design: 
In practice, target maneuvers are always stochastic. 
We have little knowledge of the target dynamics ahead of 
time. Modeling target appropriately is usually a tough job. 
The common way is through the estimation of the relative 
states between the pursuer and the target. In this study, we 
will consider the target maneuver as an unmodeled 
uncertainty. A neural network based extra control is 
synthesized with SDRE optimal control to provide robust 
characteristics to the guidance law in the presence of target 
accelerations. The robust controller is obtained by 
1) Synthesizing an optimal controller (SDRE) for a nominal 
system with zero target acceleration. 
2) Generating an extra control as the output of a neural 
network whose inputs are the error in states between the 
actual dynamics with target acceleration and the nominal 
system. 
Development of equations to compute the extra control is 
presented in this section. 
4.1 Problem Reformulation: 
Consider a nominal nonlinear system (with optimal control 
uopt obtained by SDRE techniques) 
where Xld E R n l  , X 2 d  E R n 2  , uopr E R"' and g,  E R"lx"' 2 
g2 E ~ " 2 ~ ~ 2  , g 2 - l  exists. 
With unmodeled input uncertainties: 
f l  = fi ( X l )  + E71 ( X , ) X 2  (14) 
% = f 2 ( ~ 1 , ~ 2 )  + g 2 ( ~ 1 , ~ 2 ) ( Z + A . ( x i , x 2 ) ) ~ , p t  (15) 
+ ~ 2 1 ( X , 7 x 2 ) + n , ,  
where d , ,  and ~ , , ( x , , x , )  are uncertainties with d,, 
bounded and Ild2,11<d2,, A ( x , , x 2 )  is bounded and 
~ ~ A ( x , , x , ) ~ ~ S  l-)Eg with O < E ,  51. 
In order to deal with the uncertainty and make the perturbed 
system behave like Eqs. (12)-(13), extra-control (U,) is 
added to Eq. (1 5): 
x 2  = f2 ('1 3 x 2  + g 2 > x 2  + A 9 x 2  )I(' opt (1 6) 
+ ~ , ) + n , , ( X , , X 2 ) + ~ ,  
This extra control is mainly composed of an online tuned 
neural network (NN) which will be discussed later. The main 
property of neural network concerned for control and 
estimation purposes is the function approximation. Let f ( x )  
be a smooth function from % . It can be shown that 
for some sufficient large number of neurons, there exist 
weights ( W )  and activate function ( p(x)) such that 
+= % 
f ( x )  = WTP(X)  + E ( X )  (17) 
where E ( X )  is the neural network functional approximation 
error. In fact, for some positive numberEN, one can find a 
neural network such that 1. ( x )  11 2 E . For good 
approximations, p ( x )  should be a basis such as gaussian, 
log sigmoid and so on. 
4.2 Extra Control design: 
The goal is to find an extra control that can handle the 
uncertainties. To be specific, make xl and x2 bounded 
around the desired trajectories. Here an online tuned neural 
network is used for this purpose. 
In Eq. (14), x l d  is subtracted on both sides: 
4 = f, (XI 1 + g ,  (XI  ) x 2  - i l d  
(18) = f, + g l a 2  - XI, + gI ( x 2  - X 2 d  - 
-gig: (a&/ael)+glxZd 
+ gf (ay/ael 1) 
where el = x 1  - xld and V, is a Lyapunov function and a2 is 
a stablizing control for 
For expression simplicity, x ,  is omitted in the expression of 
fl and g, in Eq. (18). 
e l  = fl ) + g1 - x l d  (19) 
c =(aY/w+(aY/ae,>'Cf; +gla;-~l; ,)+(~v;/~)'gl~ 
- (~v;/w'glglr (av;/ae,> + (av;;/de,)'g,x, 
5 -y3 (e, I) + Az - AA' + A+d 
5 -v ,d4  - (ZIIAII -11.11)' - ($4 - l l ~ z d I l ) ~  -$412 
(20) 
1 1 1 
+ 1141' + llX2dllZ 
WhereA = ( a V , / a e l ) T g l  , z =  x2 - x Z d  -a2 +gr(W,/de,)and 
(av, /a t> + (av, P e l  ) r  (f, + g,*z - X l d  ) 5 -Y3 (le1 I) . 
i+ --XM -4 +(gT(8/&,)X =&-& -4 +qxl,xlJ 
From Eq. (20), if z is bounded, so are V, and e,. Consider 
the derivative of z 
where G(x,,x,,,)= (g :  (aVl/ael)), = d ( g : ( a v , / a e , ) ) / d l  
Insert Eq. (16) into Eq. (21) to get 




u, = -g;I(K,e, +r> (23) 
where e2 = x 2  - x ~ ~  and is the output of a NN with 
xl , x2 ,X ,d  , X 2 d  , e,  and e2 as inputs. The part of -K,e2 is 
a stablizing part that helps the initial convergence. 
Insert Eq. (23) into Eq. (22) to get 




Assume there exists ideal weights, such that 
f, + g.2(' + A)uop( + '21 (4 7 x 2 )  + g2(' + A)gi'Kz(Ar 
+ A A ~ Z  /11~1r + a;a2z / 11~ / f  + G - k2 - i2id = Wrp(net) + E(X, ,x2) 
(25) 
with II&(XI,XZ)II<&N and IIWIl, < W, . where l l . l l F  is 
Frobenius norm and I ( ~ 1 1 ~  = rr ( A  T A )  . One of its properties 
is l r ( ~ T ~ )  1 1 ~ 1 1 ~  1 1 ~ 1 1 ~  - For vectors, Frobenius norm is the 
same as 2-norm. 
By choosing a proper weight-update rule of NN, the 11, in 
Eq. (23) can make z bounded. Then e, and e2 are 
bounded. It is called practical stability. The problem is how 
to find such a weight-update rule. We pick the structure of 
the neural network for U, with three layers. The j in (24) 
can be written as a general form: 
f = '3'PZ ( ' Z r q l  ( ~ l r p ) )  (26) 
The weighting functions in each layer are updated according 
to the following rules: 
- 
w, = - y  I P [ J c '  P + BIK r e 2  I' 







w, = - y  ' , @ * e ,  - Y 4 $ 3  - 
Launch Range(ft) Initial Boresight Angle(Deg) Initial Aspect angle(Deg) 
7 0 0 0  0 6 0  
7 0 0 0  0 180 
7000 4 0  6 0  
where B ,  and B 
y ,  , , , and are learning rate; 
are two constant coefficient matrices. 
41 = Pl(@,rP)  and 4 2  =PA@Z=@l) 
Here we omit the proof just for brevity of the paper. 
5. Robustness results: 
Three launch scenarios have been used to demonstrate the 
use of the algorithm developed in the last section to make the 
SDRE based guidance law robust in the presence of target 
maneuvers. All launches have been initiated at an altitude of 
10,000 feet. The initial line-of-sight angle is zero. Both the 
missile and the target begin the engagement at a Mach 
number of 0.9. When the time-to-go reaches one second, the 
target instantaneously makes a 20g maneuver normal to the 
line-of-sight for the remainder of the engagement. We use 
the same missile as in section 3. The scenarios differ in the 
launch range, boresight angle, and aspect angle. Table-1 lists 
the various ' launch conditions. In the design of neural 
networks, we adopt three layers and N(12-5-5-2) structure 
with 12 inputs and 2 outputs. The inputs include 4 reference 
states x, driven by SDRE controller, 4 real states x ,  driven 
by SDRE controller and with target maneuver without extra 
control and 4 errors between X ,  and x,. The log sigmoid 
fimction was chosen as the activation function in each layer. 
From equations (23), (26)-(29) we can note that this extra 
controller design does not need complicated training process 
of the neural network. Weights are updated using a fixed 
dynamic equation. These formulations are based on the 
Lyapunov function analysis and guarantee the stability of 
perturbed system. This is a big advantage of this design. The 
parameters we need to adjust are mainly K which helps the 
initial convergence, y ,  - y which can be tuned to adjust the 
learning rates, and B, , B 2  which combined with K ,  can 
adjust the gain magnitude of the extra control. 
Figure 6-9 shows the results under different scenarios. The 
variable with subscript r stands for the reference trajectory 
(thick solid line) without target maneuver. Subscript c stands 
for the trajectory with target maneuver but without extra 
control (dashed line). Subscript e stands for the trajectory 
with extra control taking effect (thin solid line). e dot means 
the changing rate of LOS. In Figure 6-9, relative range 
responses were zoomed in order to compare clearly the three 
trajectories. Note in all these scenarios the robust controller 
needs much less acceleration levels than the normal 
controller and achieves intercept. 
6. Conclusions: 
In this study, a two dimensional missile guidance problem 
was formulated in polar coordinates and the SDRE method 
was applied to design the optimal guidance law. Through 
manipulating the state dependent cost function, we can 
achieve less control levels in the presence of the weave 
target accelerations. 
In addition, a neural network based controller was 
synthesized in the SDRE optimal control to achieve the 
robustness to the target maneuver. By formulating the 
problem in this manner, we may be able to make the 
guidance-estimatorlobserver system insensitive to target 
accelerations. Also, we will not need target acceleration 
estimation explicitly in the guidance law.. 
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Figure-6 Scenario I: 20 cos( or) target acceleration: 
Figure-7 Scenario 1: 20g target maneuver when time-to-go is 1 second 
Figure-8: Scenario 2: 20g target maneuver when time-to-go is 1 second 
Figure-9: Scenario 3: 20g target maneuver when time-to-go is I second 
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