The problem of transforming cryptographic schemes using interpolation techniques is studied. Firstly, explicit forms for the discrete logarithm and the Diffie-Hellman cryptographic functions are given. Subsequently, the inverse Aitken and Neville interpolation methods for the discrete logarithm and the Lucas logarithm problems are presented. Next, the representation of cryptographic functions through polynomials or algebraic functions as well as a special case of discrete logarithm problem is given. Finally, a study of cryptographic functions using factorization of matrices is analyzed.
Introduction
A basic task of cryptography is the transformation or encryption, of a given message into another one which appears meaningful only to the intended recipient after the process of decryption. Messages and cryptograms are represented as elements of finite algebraic structures. Encryption and decryption processes are functions over finite structures especially over finite fields.
It is well known that, in a finite field GF.q/, where q is a prime power, every function can be represented as a polynomial through the Lagrangian interpolation.
Also, for every function, f W GF.q/ ! GF.q/, there exists a unique polynomial p.x/ of degree at most .q 1/ that coincides with f .
One of the most basic aspects of the numerical analysis, with diverse applications in the field of cryptography, is the interpolation techniques. It is worth noting that the past three decades have witnessed an increasing interest in the application of interpolation techniques of cryptographic functions. The Langrange's, Hermite's, Aitken's and Neville's interpolation methods are widely used for the interpolation process through which the encryption and decryption functions are approximated.
Interpolation is computationally attractive only in the case of a polynomial with small number of nonzero coefficients. Since encryption and decryption functions are defined as functions over finite fields, it is of great importance to attempt to express them as polynomials and perform cryptanalysis by polynomial computation.
In the work at hand we study the problem of transforming cryptographic schemes using interpolation techniques. In the second section we consider explicit forms of cryptographic functions, such as the discrete logarithm and the Diffie-Hellman functions. Subsequently, in the third section we present inverse interpolation methods, such as Aitken's and Neville's methods for the well-known discrete logarithm problem as well as the Lucas logarithm problem. Next, in the fourth section we present the representation of cryptographic functions through polynomials or algebraic functions, while in the fifth section we give a special case of discrete logarithm problem. Finally the chapter ends at the sixth section with a study of cryptographic functions using factorization of matrices.
Explicit Forms of Cryptographic Functions
Definition 1. Consider the case of a prime field Z p , where p is a prime. For a generator g of Z p ; hgi D Z p , the polynomial:
represents the discrete logarithm of x to the basis g ; 8 x 2 Z p . Remark 1. Surprisingly enough the formulas of the coefficients are very simple [24] .
Proposition 1 ([17]).
Using the discrete Fourier transform, we can also derive the following matrix representation:
: : :
where . g ij /, 1 6 i; j 6 p 1 is an .p 1/ .p 1/ matrix.
It seems natural to generalize these results to logarithms where the base is not necessarily a primitive element in a field of prime power order. To this end, we recall the following result [16] [17] [18] [19] [20] : : :
where .g ij / is an m m matrix, 1 6 i; j 6 m.
Interpolation and Inverse Interpolation Methods
Aitken's and Neville's interpolation techniques, as well as the Lagrange interpolation method, are well known and they are considered as the state of the art for transforming of cryptographic functions over finite fields. In contrast to the Lagrange method, Aitken's and Neville's methods are constructive in a way that permits the addition of a new interpolation point directly and with low computational cost. Thus, the interpolation procedure is initially applied to a small number of points and unless the required polynomial is found, new interpolation points are added sequentially to the previously obtained polynomial with low cost. This advantage over the Lagrange interpolation method and the fact that Aitken's and Neville's interpolation formulae can be applied in any field, have motivated the investigation of their performance over finite fields. In this section, we study the inverse Aitken and the inverse Neville interpolation methods over finite fields for the discrete logarithm and the Lucas logarithm function.
The Aitken and Neville Interpolation and Inverse Interpolation Methods
We study the Aitken and Neville interpolation methods by considering a function f .x/ defined on a field F and x i 2 F be mutually different interpolation points. Also, we assume that f i D f .x i /, with i D 0; 1; : : : ; n. Then, the Aitken polynomial is defined as follows: The inverse interpolation problem [12] can be approached through Aitken's and Neville's interpolation techniques using the corresponding formulae [3] . Specifically, the corresponding formulae of the inverse Aitken interpolation method and the inverse Neville interpolation method are given as follows: As it has been presented in [12] the computational cost for tackling the problem of discrete logarithm through both methods is high. Overall, Aitken's method proved slightly better than the Neville's method. The performance of two methods implies that the resulting polynomials were most often of low degree and in most cases there exists a low degree polynomial that interpolates the discrete logarithm.
Inverse Interpolation Methods for the Lucas Logarithm Problem
The Lucas function is a one-way function used in public key cryptography. The security of cryptosystems based on the Lucas function relies on the difficulty of solving the Lucas logarithm problem. In this subsection the Lucas logarithm problem is studied using the inverse Aitken and Neville interpolation methods. These methods are applied to values of the Lucas function to obtain a polynomial that interpolates the Lucas logarithm.
Definition 2.
Suppose that p is an odd prime and let F p be the finite field of order p. For a fixed element m 2 F p consider the following second-order linear recurrence relation: 8
Then the sequence fV t .m/g 1 tD0 is called Lucas sequence generated by m and the mapping:
is called Lucas function. Furthermore, given a prime p any m 2 F p and z 2 fV t .m/g then, the integer x which satisfies the relation V x .m/ D z is called the Lucas logarithm of z .
Remark 2. The security of cryptosystems based on the Lucas function relies on the difficulty of addressing the Lucas logarithm problem. 
are given by the expressions:
and if m 2 4 is zero or a quadratic residue modulo p, then both and are in F p , otherwise they are in the extension field F p 2 .
Let us study the inverse Aitken and the inverse Neville interpolation methods over the shifted Lucas function:
with z 2 F p ; which is not a bijection. Specifically, a polynomial that interpolates the function value f .t / D 0 is required. Both methods are constructive, thus the interpolation procedure begins by interpolating two function values of the function f .t/ for two random values of t. The resulting polynomial is evaluated at zero and the obtained value t 0 is verified by computing f .t 0 /. If f .t 0 / D 0, then t 0 is the Lucas logarithm to the base m and the procedure is terminated, otherwise the value f .t 0 / becomes a new interpolation point.
As it has been presented in [13] through several experiments, both Aitken's and Neville's methods have similar behavior in finding the polynomial that interpolates the Lucas logarithm value and require about one third of the field cardinality for verifications to obtain the polynomial, which is not small.
In comparison with the results for the discrete logarithm problem [12] , in the case of Lucas logarithm problem the number of verifications required to find the proper polynomial is smaller than the corresponding one for the discrete logarithm problem. Concerning the polynomial degree, the degrees of the polynomials that interpolate the discrete logarithm value are higher [12] than that of the polynomials that interpolate the Lucas logarithm value.
Interpolation of Cryptographic Functions for a Given Set of Data
Another approach is to represent the cryptographic functions with polynomials or algebraic functions coinciding with the functions over proper subsets of the domain. However it has been shown that polynomials approximating cryptographic transformations on sufficiently large sets must be of sufficiently large degree and sparsity. To this end, lower bounds on the degrees and the sparsity (i.e., the number of the nonzero coefficients) of polynomials interpolating the cryptographic functions can be obtained. It has been shown that even for polynomial representations of the discrete logarithm over quite thin sets, the degree is still required to be high. These results support the assumption of hardness of the aforementioned functions if the parameters are properly chosen. The term "approximation" has been used for polynomials which coincide with the cryptographic function over a subset of its domain.
Concerning the discrete logarithm we have the result given by Coppersmith and Shparlinski [7] and Shparlinski [21] Remark 5. The parameters G; t; g, and h should be chosen such that computing discrete logarithms in G to the base g and in Z t to the base h are infeasible.
Remark 6. The double discrete logarithm is used as one-way function in several cryptographic schemes, in particular in group signature schemes and publicity verifiable secret sharing schemes.
The verifiable encryption of discrete logarithms is a typical example. Specifically we have [22] :
prime. 2. A private key z 2 Z q is randomly chosen and the public-key y Á h z .mod p/ is published. 
Remark 7.
Existence and uniqueness of the kth root of the discrete logarithm are not guaranteed. In the caseˇfx W g x k D ygˇ> 2 branches of the kth root of the discrete logarithm are defined.
Remark 8.
Group G and parameters g and t can be chosen in such a way that computing discrete logarithms to the base g is infeasible. Also, it can be chosen such that obtaining kth roots modulo t is hard.
Remark 9.
The kth root of the discrete logarithm is used as one-way function [4, 5, 14] in group signature schemes, publicly verifiable secret sharing schemes, electronic cash, offline electronic cash systems, anonymity control in multi-bank e-cash system, in history-based signatures, etc.
The following proposition gives an insight for the lower bounds of the polynomial representation of the double discrete logarithm: 
Then it holds that:
where v is the smallest integer in the set fh n .mod t/ W 1 6 n 6 mg.
Similar results can be obtained in the case of the multiplicative group of fields of prime power order and groups derived from elliptic curves. Lower bounds can also be computed for the degree of the polynomial which represents the root of the discrete Logarithm: 
Matrix Factorization in Cryptography
Before we proceed to methods for the matrix representation of cryptographic functions, we give some necessary definitions and theorems. 
In order to extract useful pieces of information for a matrix, including the rank, the eigenvalues and eigenvectors as well as the determinant among others, its factorization can be used. In matrices with real or complex entries, the use of orthogonal transformations such as Householder's transformations for computing the QR factorization or the singular value decomposition (SVD) [8] improves the stability of the algorithms increasing simultaneously the floating point operations. Non-orthogonal techniques such as LU factorization with partial or complete pivoting [8] reduce the required computational complexity giving a higher, but acceptable bound, for the norm of the error.
In the case of finite fields there is no error, thus the use of non-orthogonal methods which are faster is more suitable. Since in cryptography the required storage capacity of a method should not be greater than that of the initial data, the QR factorization is not preferable. The LU factorization does not require extra storage capacity and has less computational complexity.
Below we present the LU factorization with/without partial/complete pivoting of a matrix.
Theorem 6 (LU Factorization without Pivoting [8]). Let A be an m n matrix. Then there are a lower triangular m m matrix L with ones in its main diagonal and an upper triangular m n matrix such that A D L U.

Theorem 7 (LU Factorization with Partial Pivoting [8]). Let A be an m n matrix. Then there are an m m row permutation matrix P, a lower triangular m m matrix L with ones in its main diagonal and an upper triangular m n matrix such that P A D L U.
Theorem 8 (LU Factorization with Complete Pivoting [8]). Let A be an m n matrix. Then there are an m m row permutation matrix P, an n n column permutation matrix Q, a lower triangular m m matrix L with ones in its main diagonal, and an upper triangular m n matrix such that P A Q D L U.
Proposition 5. The required floating point operations of LU factorization of an m n matrix is O.n
2 .m n 3 //. Below, we present the error analysis for the LU factorization with partial pivoting.
Proposition 6. The LU factorization is the exact factorization of the slightly disturbed initial matrix A:
where is the growth factor (in case of row pivoting) and u the unit round off.
Remark 12. The theoretical bound of the norm of the error matrix is unfortunately large due to the growth factor.
Remark 13. It has been proved that in the case of Gaussian elimination with partial pivoting holds that [8, 25] :
while in the case of Gaussian elimination with complete pivoting holds that:
Remark 14. Although the theoretical bound for the norm of the error matrix in LU factorization with partial pivoting is too high, in practice there are only a few examples for which the error is not satisfactory. Thus, the LU factorization with partial pivoting is one of the most popular matrix-factorization methods.
Next we present a high level description of the LU factorization with partial pivoting algorithm:
Algorithm LU factorization with partial pivoting [8] 
Row interchanges can be saved in a vector p, where p i is the number of row which is the maximum element in absolute value in column i for the rows i; i C 1; : : : ; m in step i of the algorithm. Let P i be the permutation matrix in step i and P D P n 1 P 2 P 1 , then the LU factorization with partial pivoting is P A D L U.
Vandermonde Matrices
The Vandermonde matrices can be used for the representation of the discrete logarithm function as well as the Diffie-Hellman mapping. These matrices are derived from the interpolation process. In [11, 18] LU-decomposition for Vandermonde matrices through Newton polynomial has been elaborated and new forms of both these problems have been provided. These new forms constitute an alternative approach to view and study the equivalence of the two problems and evidence new ideas for the generation of new cryptographic functions. 
Since the matrix W is symmetric, the upper triangular matrix U can also be
Thus, the matrix L assumes the form: 
: : : ; x p 2 / and by using the previous factorization of the matrix W and taking into consideration the Eqs. (1) and (2), then the discrete logarithm function can be written as follows:
where Á > D .p 1; 1; 2; : : : ; p 2/. Also, the Diffie-Hellman key function can be written as follows:
where y > D .y p 1 ; y; y 2 ; : : : ; y p 2 /. In the case of the Diffie-Hellman mapping (where x D y), we obtain the following quadratic form:
which is computationally equivalent to the Diffie-Hellman function. The DiffieHellman mapping can also be written as follows: 
LU Factorization in Cryptography
The LU factorization with partial pivoting can be applied in order to encrypt a message [6, 23] . Let A 2 R m n (or A 2 C m n ) be a matrix containing the initial message. If L and U are lower and upper triangular matrices, respectively, and P is a row permutation matrix as described previously, such that P A D L U, then the initial message is efficiently encrypted in L and U. It has been proved that the problem of restoring the initial message even though the matrix L or the matrix U is known constitutes an NP-hard problem, i.e., it cannot be solved in a practical amount of time [6] . If L is known from one person and U is known from another one, then the two persons have to meet together and multiply their matrices in order to decrypt the initial message. Alternatively, the LU factorization with complete pivoting can be applied in order to enforce the stability of the algorithm.
Below, we present an example implementing the LU factorization with complete pivoting in order to encrypt an initial message. Then, the matrix multiplications is used in order to restore the message. We apply the LU factorization with complete pivoting to A.
Step 1:
The maximum element in absolute value in A is 0.7943 in the second row and second column. 
Step 2:
The maximum element in absolute value in A In order to reduce the required storage capacity we save the matrix U in the upper triangular part of the initial matrix A, the matrix L (except the 1's of the main diagonal) to the lower triangular part of A, the row permutation matrix P as a vector p D OE2 1 4 3, and the column permutation matrix Q as a vector q D OE2 4 1 3 (matrices P and Q are the identity matrix with interchanged their rows and columns, respectively). Thus, P A Q D L U. The use of A; p, and q instead of L; U; P; Q keeps the storage capacity to O.n 2 / which is the order of the storage capacity of the initial data. Even knowing either U or L it is an NP-hard problem to obtain the initial data A. In order to restore the initial matrix A the following product P 1 L U Q 1 must be computed. Due to the triangular form of L and U, only the required floating point operations have to be computed reducing the computational complexity of the multiplication. P and Q are permutation matrices, thus their inverses and their product do not increase the complexity.
Synopsis
In the work at hand we studied the problem of transforming cryptographic schemes using interpolation techniques. We gave explicit forms for the discrete logarithm and Diffie-Hellman cryptographic functions. Also, we presented inverse interpolation methods, such as Aitken's and Neville's methods, for the well-known discrete logarithm problem as well as the Lucas logarithm problem.
Furthermore, we gave the representation of cryptographic functions through polynomials or algebraic functions and a special case of discrete logarithm problem. Finally, we analyzed a study of cryptographic functions using factorization of matrices.
