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Abstract
Dynamic reactive power sources, also called dynamic var sources such as SVCs and
STATCOMs; can effectively mitigate fault-induced delayed voltage recovery (FIDVR) and shortterm voltage stability issues. Allocation of dynamic var sources has become an essential research
topic. Currently, the allocation of dynamic var sources needs to address three problems, including
the optimal placement, optimal sizes, and optimal settings of var sources, which are usually solved
separately.
Optimization of placement, sizing, and setting of dynamic var sources are complicated
nonlinear optimization problems due to their non-convexity and the dependence of the constraints
on time-series trajectories of post-fault responses. Thus, solving those problems needs to utilize
both a nonlinear optimization solver and a power system differential-algebraic equation (DAE)
solver.
In this dissertation, the placement of dynamic var sources is addressed by the empirical
controllability covariance (ECC), which is calculated for representative operating conditions of a
power system and is applied to quantify the degree of controllability of system voltage by dynamic
var sources at specific locations. An optimal dynamic var source placement method addressing
FIDVR issues is further formulated as an optimization problem that maximizes the determinant of
the ECC. Then, selection of the sizes of dynamic var sources is addressed by multiple algorithms
proposed by this work: 1) a linear programming (LP) based heuristic search algorithm, 2) a
Voronoi diagram based algorithm, 3) an enhanced Voronoi diagram based algorithm integrating
linear programming, and 4) a mesh adaptive direct search (MADS) based algorithm, which are all
interfaced with power system simulation software for accurate voltage recovery trajectories with
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or without var supports. Those four algorithms can be applied under different conditions of the
problem depending on the complexity of the power system, the number of dynamic var sources,
and the requirements on computational time. Further, a MADS-based method is proposed to
optimize five parameters of leading-lag controllers with dynamic var sources at predetermined
locations with predetermined sizes to ensure post-fault fast voltage recovery and enhance angular
stability. Meanwhile, case studies validate the effectiveness and efficiency of the proposed
approaches.

Index Terms—dynamic var support; FIDVR; optimal siting; optimal size; empirical controllability
covariance; linear programming; nonlinear optimization; Voronoi diagram; mesh adaptive direct
search; angular stability; voltage security; voltage stability.

vii

Table of Contents
1

Introduction ........................................................................................................................... 1
1.1 Background and Motivation ............................................................................................. 1
1.2 Literature Review ............................................................................................................. 3
1.2.1 Placement of var sources ....................................................................................... 3
1.2.2 Sizing of dynamic var sources............................................................................... 6
1.2.3 Setting of dynamic var sources ............................................................................. 9
1.3 Dissertation Organization ............................................................................................... 12

2

Formulation of the Problem ............................................................................................... 15
2.1 WECC/NERC Standards ................................................................................................ 15
2.2 Formulation of the Problem Applying WECC/NERC Standards .................................. 16
2.2.1 Formulation of the var sources placement problem ............................................ 17
2.2.2 Formulation of the var sources sizing problem ................................................... 18
2.3 Contingency Severity ..................................................................................................... 20

3

Optimal Placement of Dynamic Var Sources.................................................................... 21
3.1 Fundamentals of Controllability and Empirical Controllability Covariance ................. 21
3.1.1 Controllability ..................................................................................................... 21
3.1.2 Empirical controllability covariance ................................................................... 22
3.2 Calculating Empirical Controllability Covariance for Dynamic Var Sources Placement
………………………………………………………………………………………….23
3.3 Dynamic Var Sources Placement based on ECC ........................................................... 26
3.3.1 Formulation of the problem ................................................................................. 26
3.3.2 Implementation .................................................................................................... 27
3.4 Voltage Sensitivity Index based Placement of Dynamic Var Sources........................... 29
3.5 Case Studies ................................................................................................................... 30
viii

3.5.1 Load and SVC modeling ..................................................................................... 31
3.5.2 Calculating ECC .................................................................................................. 33
3.5.3 Case 1: fault specified ......................................................................................... 34
3.5.4 Case 2: fault unspecified ..................................................................................... 35
3.5.5 Voltage collapse scenario .................................................................................... 42
3.5.6 Influence of the capacity of SVCs ....................................................................... 43
3.6 Conclusions of the Chapter ............................................................................................ 45
4

Optimal Sizing of Dynamic Var Sources by an LP based Heuristic Search Algorithm 46
4.1 Optimization of the Sizes of Dynamic Var Sources ...................................................... 46
4.2 Implementation of the LP based Approach .................................................................... 48
4.3 Case Studies ................................................................................................................... 49
4.3.1 9-bus system ........................................................................................................ 49
4.3.2 IEEE 39-bus System ............................................................................................ 52
4.4 Conclusions of the Chapter ............................................................................................ 55

5

Optimal Sizing of Dynamic Var Sources by a Voronoi Diagram based Method .......... 56
5.1 Voronoi Diagram based Blending of Local Function Approximation ........................... 56
5.2 Voronoi Diagram based Approach ................................................................................. 59
5.2.1 Proposed Voronoi diagram based method for optimization ................................ 59
5.2.2 Adding new sample points .................................................................................. 60
5.3 Case Studies ................................................................................................................... 62
5.3.1 2-dimensional searching space for the 9-bus system .......................................... 62
5.3.2 Three-dimensional searching space for the NPCC system ................................. 64
5.4 Conclusions of the Chapter ............................................................................................ 67

6

Optimal Sizing of Dynamic Var Sources by a Voronoi Diagram based Method
Integrating Linear Programming ...................................................................................... 68
ix

6.1 Geometry of the Solution Space..................................................................................... 68
6.2 Proposed Approach ........................................................................................................ 72
6.2.1 Proposed algorithm.............................................................................................. 73
6.2.2 No.1 new point by LP for tentative optimum fidelity ......................................... 75
6.2.3 No. 2 and No. 3 new points respectively for global fidelity and connection of the
first two………………. .................................................................................................. 78
6.3 Case Studies ................................................................................................................... 79
6.3.1 SVC and load modeling ...................................................................................... 79
6.3.2 WSCC 9-bus system ............................................................................................ 81
6.3.3 NPCC system ...................................................................................................... 84
6.4 Conclusions of the Chapter ............................................................................................ 92
7

Optimal Sizing of Dynamic Var Sources by a Mesh Adaptive Direct Search ............... 93
7.1 Problem Formulation...................................................................................................... 93
7.2 Introduction of the MADS Algorithm ............................................................................ 94
7.3 Proposed MADS-based Approach ................................................................................. 99
7.4 Case Studies ................................................................................................................. 101
7.4.1 Load and STATCOM modeling ........................................................................ 102
7.4.2 DVP system ....................................................................................................... 102
7.4.3 Case 1: single contingency ................................................................................ 104
7.4.4 Case 2: multiple contingencies .......................................................................... 106
7.4.5 Sensitivity to changes of load ............................................................................ 108
7.5 Conclusions of the Chapter .......................................................................................... 110

8

Optimal Settings of Dynamic Var Sources to Improve Post Recovery and Angular
Stability............................................................................................................................... 111
8.1 Problem Formulation.................................................................................................... 111

x

8.2 Proposed a MADS-based Approach ............................................................................ 114
8.3 Case Study .................................................................................................................... 116
8.3.1 SVC and Load Modeling ................................................................................... 116
8.3.2 NPCC system without SVCs ............................................................................. 117
8.3.3 NPCC system with SVCs .................................................................................. 119
8.3.4 Comparison results ............................................................................................ 121
8.4 Conlusions of the Chapter ............................................................................................ 125
9

Conclusions and Future Works ........................................................................................ 126
9.1 Conclusions .................................................................................................................. 126
9.1.1 Placement of var sources ................................................................................... 126
9.1.2 Sizing of dynamic var sources........................................................................... 127
9.1.3 Setting of dynamic var sources ......................................................................... 129
9.2 Future Work ................................................................................................................. 130

References .................................................................................................................................. 131
Appendix .................................................................................................................................... 138
Publications during Ph.D. Study.......................................................................................... 139
Journal papers........ ....................................................................................................... 139
Conference papers ........................................................................................................ 139
Vita.. ........................................................................................................................................... 140

xi

List of Tables
Table 2-1. WECC/NERC voltage criteria ............................................................................. 16
Table 3-1. Parameters for composite load model for placement case study ......................... 33
Table 3-2. Comparison of VSI1 method and fault specified ECC1 method ......................... 35
Table 3-3. SVC placements from VSI-based method and fault unspecified ECC-based method
....................................................................................................................................................... 36
Table 3-4. Percentage coverage for different fault duration .................................................. 39
Table 6-1. Parameters for the SVC model ............................................................................. 79
Table 6-2. Parameters for the composite load model in case study for the Voronoi diagram
method integrating LP................................................................................................................... 81
Table 6-3. Impact of different percentages of the motor load ............................................... 87
Table 6-4. Time performance ................................................................................................ 90
Table 7-1. Parameters for the user-written composite load model ...................................... 103
Table 8-1. Comparison of objective functions .................................................................... 121
Table 8-2. Comparison of damping ratios in different modes ............................................. 123
Table 9-1. Comparison of four algorithms on WSCC 9-bus system ................................... 129

xii

List of Figures
Figure 1-1. Typical FIDVR issue following a transmission fault. .......................................... 2
Figure 2-1. WECC/NERC Post-fault voltage performance criteria [58]. .............................. 15
Figure 2-2. Post-fault voltage performance criteria for a load bus. ....................................... 17
Figure 3-1. Perturbation on reactive power load. .................................................................. 25
Figure 3-2. NPCC 140-bus system for placement optimization (some important buses are
highlighted which will be introduced in the following discussion). ............................................. 31
Figure 3-3. CLODBL load model. ......................................................................................... 32
Figure 3-4. Responses of all bus voltages under the most severe contingency. .................... 34
Figure 3-5. Responses of most severe buses for placing 1–3 SVCs for both VSI1 and ECC1
methods. ........................................................................................................................................ 35
Figure 3-6. Optimal 5, 10, 15, and 20 SVCs placed by the VSI1 method............................. 37
Figure 3-7. Optimal 5, 10, 15, and 20 SVCs placed by the VSI3 method............................. 37
Figure 3-8. Optimal 5 and 20 SVCs placed by the fault unspecified ECC2 method. ........... 38
Figure 3-9. Percentage coverages for VSI-based method and fault unspecified ECC2 method
under different fault durations. ..................................................................................................... 41
Figure 3-10. Percentage coverage increment for fault unspecified ECC2 method under
different fault durations................................................................................................................. 42
Figure 3-11. Voltage recovery without var support under voltage collapse case. ................. 43
Figure 3-12. Voltage recovery for four methods installing five SVCs.................................. 44
xiii

Figure 3-13. Percentage coverages for ECC2 with different SVC capacities. ...................... 44
Figure 4-1. Flow chart for implementing LP based approach. .............................................. 49
Figure 4-2. 9-bus system with the most severe N-1 contingency and two candidate buses for
dynamic var supports. ................................................................................................................... 50
Figure 4-3. Bus voltage responses of the 9-bus system. ........................................................ 51
Figure 4-4. Searching path of the new approach for the 9-bus system.................................. 51
Figure 4-5. Post-fault voltage responses with optimized SVCs for the 9-bus system. .......... 52
Figure 4-6. IEEE 39-bus system and the most severe N-2 contingency and three candidate
buses for dynamic var supports..................................................................................................... 53
Figure 4-7. Post-fault voltage responses of the IEEE 39-bus system. ................................... 53
Figure 4-8. Searching path of the new approach for the IEEE 39-bus system. ..................... 54
Figure 4-9. Post-fault voltage responses with optimized SVCs of the IEEE 39-bus system. 54
Figure 5-1. Generating Voronoi diagram and local function estimation. .............................. 57
Figure 5-2. Flow chart for implementing the proposed Voronoi diagram based approach. .. 60
Figure 5-3. Addition of a new sampling point for the optimum. ........................................... 61
Figure 5-4. Contour map of approximated function during cumulative global optimization.
....................................................................................................................................................... 63
Figure 5-5. Searching path of the tentative optimum for the 9-bus system. .......................... 64
Figure 5-6. Part of the NPCC system and the most severe N-1 contingency and three candidate
buses for dynamic var sources. ..................................................................................................... 65
xiv

Figure 5-7. Contour map of approximated function with 68 sample points. ......................... 66
Figure 5-8. Searching path of tentative optimum for the NPCC system. .............................. 66
Figure 6-1. One SVC size at bus 6 and its corresponding objective function. ...................... 69
Figure 6-2. Contour map of objective function and its infeasible solution space. ................ 70
Figure 6-3. Contour map of objective function when the SVC of bus 5 is fixed. ................. 71
Figure 6-4. Contour maps of the objective function, where the region (blue) of feasible
solutions are shown under four different loading conditions........................................................ 72
Figure 6-5. Flow chart for implementing the Voronoi diagram integrating LP approach. ... 74
Figure 6-6. Addition of a new sample point for the optimum. .............................................. 76
Figure 6-7. Control blocks of the CSVGN5 SVC model [62]. .............................................. 80
Figure 6-8. Voltage-reactive power characteristic of CSVGN5 SVC. .................................. 80
Figure 6-9. Contour map of approximated function and Voronoi diagram constrains for linear
programming during cumulative global optimization. ................................................................. 82
Figure 6-10. Post-fault voltage responses of WSCC system. ................................................ 83
Figure 6-11. NPCC system and the most severe N-1 contingency and seven candidate buses
for dynamic var sources (important buses are highlighted in the following discussion).............. 84
Figure 6-12. Searching path of the optimization of dynamic var on the NPCC system under
the most severe N-1 contingency. ................................................................................................. 85
Figure 6-13. Post-fault voltage responses of NPCC most severe N-1 system....................... 86
Figure 6-14. Optimal sizes of dynamic var sources under different load condition.............. 88
xv

Figure 6-15. The process of the proposed approach with 5 independent tests for installing 5
SVCs. ............................................................................................................................................ 89
Figure 6-16. The process of the proposed approach with 5 independent tests for installing 6
SVCs. ............................................................................................................................................ 89
Figure 6-17. The process of the proposed approach with 5 independent tests for installing 7
SVCs. ............................................................................................................................................ 90
Figure 6-18. Time costs for optimizing 5, 6 and 7 SVCs. ..................................................... 91
Figure 7-1. Schematic procedure of blackbox optimization for the optimal sizing problem. 94
Figure 7-2. MADS algorithm based blackbox optimization. ................................................ 95
Figure 7-3. MADS algorithm based blackbox optimization. ................................................ 98
Figure 7-4. Flow chart for implementing the proposed approach. ...................................... 100
Figure 7-5. User defined composite load model. ................................................................. 103
Figure 7-6. Part of encoded Dominion system (some important buses are highlighted in the
following discussion). ................................................................................................................. 104
Figure 7-7. Voltage responses of the case 1 contingency without STATCOMs. ................ 105
Figure 7-8. Post-fault voltage response with optimized STATCOMs for 1 contingency. .. 105
Figure 7-9. Voltage responses of the case 2 contingencies without STATCOMs. ............. 107
Figure 7-10. Post-fault voltage response with optimized STATCOMs for case 2 contingencies.
..................................................................................................................................................... 107
Figure 7-11. Voltage responses of the case 1 contingency with a 5% load increase in DVP.
xvi

..................................................................................................................................................... 108
Figure 7-12. Voltage responses following the line 23-27 outage due to the fault on bus 23 of
case 2 contingencies with a 5% load........................................................................................... 109
Figure 8-1. Schematic procedure of blackbox optimization for dynamic var controller
parameters setting problem. ........................................................................................................ 114
Figure 8-2. Flow chart for implementing the proposed approach. ...................................... 115
Figure 8-3. NPCC system and the most severe N-1 contingency and three candidate buses for
SVCs with predetermined sizes (important buses are highlighted in the following discussion). 117
Figure 8-4. Voltage responses without SVC support. ......................................................... 118
Figure 8-5. Speeds of typical generators without SVC support. ......................................... 119
Figure 8-6. Voltage response with SVC support whose control parameters are setting as
default as in [56]. ........................................................................................................................ 120
Figure 8-7. Comparison of speed of typical generators. ...................................................... 122
Figure 8-8. Oscillation modes. (a) 0.322Hz. (b) 0.447Hz. (c) 1.1368Hz. ........................... 124
Figure 8-9. Voltage responses with SVC support whose control parameters are with
inappropriate setting.................................................................................................................... 125

xvii

1 Introduction
This chapter starts with an introduction to the background of voltage security issues. The main
characteristics and detrimental effect of fault induced delayed voltage recovery (FIDVR) issue are
investigated. Then, the state-of-art research activities in optimization of the siting, sizing, and
setting of dynamic var sources to address FIDVR issues are reviewed. Objectives of the
dissertation are discussed, and the structure and organization of the dissertation are presented
afterwards.
1.1

Background and Motivation
For decades, angle stability problems had been extensively investigated in power system

stability studies since it was considered to the causes of most instability phenomena even for most
of voltage related instability events [1]. However, the changes in power system structures and
operations have raised more concerns with voltage instability.
With the increasing integration of renewable energy resources and power electronic devices
[2-7] in power systems as well as the growth of electricity markets [8], modern power systems are
becoming more stressed in operations [9]. The penetration of intermittent renewable and power
electronic devices make the power system operate close to the stablility limits. In the meantime,
the ever-growing electricity demands at the load side conflict with the inability of the generation
to deliver electric power to customers. So voltage security issues have become one of major
concerns in today’s power system operations [10], and they have attracted more attentions than
before [11-13].
Other than insecure steady-state voltage profiles, utilities also have increasing concerns with
dynamic voltage security issues, especially FIDVR issues at load buses. One cause is the
1

increasing dynamic fast-responding loads, such as home and commercial air conditioning systems
with high-efficiency low-inertia motors. The dynamic behaviors of these motor loads can
decelerate and even stall in the events of voltage sags caused by a short-circuit fault. They draw a
huge amount of reactive power from the grid. Typically, they require large currents equal to 5-6
times of steady-state currents in such a stalling condition. As a result, the system voltage can be
significantly further decrease for several seconds or even longer.

Figure 1-1. Typical FIDVR issue following a transmission fault.

Fig. 1-1 shows a typical FIDVR phenomenon [14]. After a transmission or subtransmission
fault is cleared, system voltage remains at a significantly low level for 20 seconds. There is a
significant load loss due to the motor protective action, and following the load loss, the system
voltage increases to an unacceptably high value, which is potentially damaging especially when
capacitors are still on line. Then, several seconds later, capacitors are switched off due to the
overvoltage; meanwhile, at an acceptable voltage level, air conditioning units are turned on and
absorbing reactive power. However, capacitors do respond fast enough to the loads and are still
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offline, then, voltage goes to a low level again and the whole power system is exposed to another
event.
From the above case, it is easy to see that if FIDVR issues are not addressed properly, they
may likely lead to fast voltage collapse or even cascading failures [15-19]. The dynamic and fast
characteristics of short-term voltage instability requires fast and sufficient reactive power supports.
To guarantee power system reliability and mitigate FIDVR issues in both an effective and
economical manner, the management of dynamic var sources, especially their optimal locations
and sizes, becomes a more important research topic. Those dynamic var sources are such as static
var compensators (SVCs) and STATCOMs.
1.2

Literature Review
The allocation of dynamic var souces has been studied in [20-40] and needs to address three

problems [41-49]: the optimal placement of var sources, the optimal sizing of var sources and the
setting of var sources. Usually, those problems are solved separately.
1.2.1

Placement of var sources

The optimal placement of dynamic var sources such as SVCs and STATCOMs has been
studied in [20-31].
In [20], the optimal location of SVCs is determined by a reactive power spot price index under
different loading conditions and contingencies. The effectiveness of the proposed method has been
tested on practical systems. It can reduce the real and reactive power spot prices, generation cost,
system real power loss, total-wheeling charges and enhance system-loading margin during normal
operation conditions and line outage contingency cases.
Similarly, in [21], an optimal placement method for flexible ac transmission system (FACTS)
3

devices evaluates the annual cost and benefits from FACTS devices installation considering
congestion relief and voltage stability. It is formulated as a large-scale optimization problem that
contains power flow analyses for a large number of system states representing annual power
system operations.
In [22], the placement of SVCs aims at maximizing the loading margin of a transmission
network by a multistart Benders decomposition technique. Detailed numerical simulations on
realistic electric energy systems demonstrate the effectiveness and robustness of the technique
considering a base case and different contingency cases.
In [23], the locations of SVCs are selected based on modal analysis and the genetic algorithm
considering the input signal for supplementary controller of SVCs. It utilizes the control
capabilities as stabilizing aids. The frequency response characteristics of the system for all located
SVCs are determined in selecting the best-input signals.
In [24], a graphical user interface is presented to find the optimal locations of multi-type
FACTS devices in large power systems. The user-friendly tool allows the user to pick a power
system network, determine the genetic algorithm settings, and select the number and types of
FACTS placement. The genetic algorithm based optimization process is applied to obtain optimal
locations to maximize the system static loadability.
In [25], a computer package for solving multiple contingency constrained reactive power
planning is presented. In order to reduce the complexity of optimization of reactive power sources
by considering multiple contingencies, a new methodology is to solve the overall problem in two
phases. The optimization problem is formulated as a mixed integer nonlinear programming
optimization problem.

4

Although the aforementioned methods [20-25] can cover different contingencies, they mainly
focus on steady-state analysis and cannot capture the full performance of dynamic var sources. By
contrast, short-term voltage instability is considered in the placement of dynamic var sources in
[26-31]. Sensitivity of voltage dip and duration with respect to the addition of var at a specific
location is computed along the trajectory of the dynamic system following a disturbance. The
placements with large overall sensitivity index are chosen as candidate control locations.
In [26], a trajectory sensitivity index is proposed to identify the locations for dynamic var
supports to mitigate short term voltage instability considering the impact of induction motors for
the most severe contingency. Also, it dicusses the comparison of SVCs and STATCOMs
performance.
In [27, 28], a voltage sensitivity index is proposed to select the location for reactive power
sources to address the same issue. The approach is to calculate a voltage sensitivity index for each
candidate location and select locations that have the largest overall average voltage improvement
on voltage trajectories under the most severe contingency.
In [29-31], the linear sensitivity of the performance measure with respect to the reactive power
is used to select the candidate location for var sources to satisfy the requirements of the voltage
stability margin and transient voltage dip under certain contingencies. The most influential
locations is determined to install dynamic var.
Most of the aforementioned existing methods [20-31] only consider multiple cases in steadystate analysis or a few contingencies during allocating dynamic var sources in short-term voltage
instability issues. Alternatively, the empirical controllability covariance (ECC) [50-53], which has
been used in various applications of control system controllability [54, 55], provides a computable
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tool for empirical analysis of the input-state behavior and makes possible the optimal placement
of dynamic var sources from the perspective of controllability of nonlinear systems [56].
1.2.2

Sizing of dynamic var sources

The optimal sizing of dynamic var sources such as SVCs and STATCOMs have been studied
in [26-40].
In [38], the sizes of var sources were determined by means of optimal power flow (OPF), and
verified by P-V and Q-V analysis. The OPF typically provided the optimal locations and sizes for
VAR injection devices that satisfied the given constraints. However, the dynamic var amount
obtained may not be optimal since it uses a steady state approach to find the initial amount and
only refines the amount by simulating in time domain.
OPF was also applied to determine the right mix of static and dynamic var support in ref [39].
As part of the static analysis, power flow and P-V analysis were performed to investigate thermal
problems and determine load-serving capability. Dynamic analysis was used to study fast voltage
collapse phenomenon and perform load sensitivity studies. As a final verification, the mid-term
time-domain simulation is performed for refining the solution.
Ref [40] proposes a technique titled “the time continuation method” to find the locations and
amounts of dynamic var sources, coupling with a quadratic model of the electric power system,
including generators, voltage regulators, and induction motors. However, this method still cannot
capture the full dynamics of the system because it used only a quadratic steady state model of
generators and loads.
The approach in [37] provides a global view of the relationship between the system cost and
local var compensation. Voltage stability constrained optimal power flow model is used to
6

combine a large number of optimal power flows to achieve an efficient model with two sets of
variables corresponding to the normal operating point and collapse point.
Ref [35] addresses the optimal sizing of reactive power var sources under the paradigm of
high penetration of wind energy by a two stage optimization process. A multi-scenario framework
optimal power flow is developed to properly model wind generation uncertainty by considering
the voltage stability constraint under the worst wind scenario and transmission N-1 contingency.
Paper [36] formulates the FACTS sizing problem as a general sparsity contrained OPF
problem and employs norms to enforce sparsity on FACTS devices settings to achieve solutions
with desirable device number and sites. Several case studies on IEEE standard systems
demonstrate the effectiveness and efficiency of the approach.
The studies in [35-40] are based on steady state analysis. The sizing of dynamic sources based
on steady state alone cannot guarantee dynamic security of the power grid. By contrast,
considering the short-term voltage stability issue, the optimal sizing problem of the dynamic var
sources is usually formulated as a mixed integer-programming problem and addressed by
interfacing a heuristic optimization algorithm with power system simulation.
In [32], the dynamic var sizing problem is formulated as a mixed integer nonlinear
programming problem and solved by interfacing the branch-and-bound and multi-start scatter
algorithms, which are available in MATLAB with power system time-domain simulation software.
A similar problem is solved in [30] by interfacing a MATLAB-based toolbox KNITRO with power
system simulation.
Ref [33] proposes a multi-objective evolutionary algorithm called MOEA/D to address the
sizing of dynamic var sources. It aims to minimize two conflicting objectives: one is the total
7

investment cost and the other is the expected unacceptable short-term voltage performance subject
to a set of probable contingencies. The proposed method is validated on the New England 39-bus
system using industry-grade models.
The approach in ref [29] employs the mean-variance mapping optimization in combination
with an integrated mix-integer search strategy and two intervention schemes for a number of most
severe “N-1” contingencies. The first intervention is performed at fitness evaluation stage to screen
economic solutions. The second intervention speeds up the search for solutions based on meanvariance mapping optimization knowledge.
Ref [34] proposes a particle swarm optimization based method for the installation of dynamic
var sources and wind farms. The approach considers detailed system dynamics and wind turbine
grid code compliance while optimizing the sizing of dynamic reactive power sources. The
approach considers efficient utilization of existing resources like refurbishment of conventional
power plants and upgrading existing wind farms especially full-converter wind turbine based wind
farms.
The complexity of the optimal sizes of dynamic var sources in [29-31, 33, 34] is mainly
because the problem itself is a nonlinear optimization problem and checking its constraints requires
knowing post-fault power system trajectories. Thus, both a nonlinear optimization solver and a
power system DAE solver are required and they should be systematically integrated or interfaced
for an efficient algorithm to solve the problem. Most of the existing methods either solve a
simplified problem for an approximate solution or suffer computational burdens for large-scale
power systems if two solvers are interacted frequently.
Four approaches proposed in this dissertation solve the optimal sizing problem of dynamic
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var sources by systematically interfacing power system time-domain simulation software with an
LP based heuristic search algorithm [27], a Voronoi diagram based method [28], Voronoi diagram
method integrating linear programming [57], and a mesh adaptive direct search algorithm (MADS)
separately.
If three or fewer dynamic var sources are installed in a power system, the LP based heuristic
search algorithm can be used to correctly identify an effective searching direction in the solution
space. Further, if the non-convexity of the searching space and its global optimization are
concerned, the Voronoi diagram is a useful computational tool to geometrically estimate the
feasible solution region and tentative optima. When we deal with a system to install many var
sources, the LP method is hard to escape from a local optimum while the Voronoi diagram based
method requires many iterations toward to the global optimum. Therefore, the Voronoi diagram
method integrating LP programming is an option, which takes the advantage of the Voronoi
diagram on exploring the geometric information on the solution space as well as fast time
performance of the LP in optimization. However, to install more than four var sources in a realistic
power system, the MADS-based blackbox optimization method is recommended.
1.2.3

Setting of dynamic var sources

SVCs are widely used dynamic var sources. The primary application of dynamic var sources
in a power system is to maintain bus voltages and provide reactive power supports. A dynamic var
source is a fast acting power controller device, which also can introduce new flexibility into the
operations of a power system. For example, a dynamic var source can improve angular stability
with a damping controller installed. This extra flexibility permits the dynamic var source to
enhance varying operational conditions and improve the use of existing installations.
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In [41], a damping controller for an SVC is designed using robust control technique. In the
design stage, each generator in the test system is modeled using a sixth-order non-linear differential
equation, which is linearized around a nominal operating point. The performance of closed-loop
system is evaluated by nonlinear simulations using PSCAD/EMTDC. The designed controller is
capable of providing sufficient damping to the system oscillatory modes under all possible
operating conditions.
Ref [42] discusses and compares different control techniques for damping undesirable interarea oscillation in power systems by means of power system stabilizers (PSS), static var
compensators (SVCs), and shunt static synchronous compensators (STATCOMs). The oscillation
problem is analyzed from the point of view of Hopf bifurcations, an “extended” Eigen analysis to
study different controllers, their locations, and the use of various control signals for the effective
damping of these oscillations.
Ref [43] proposes an SVC connecting to the point of common coupling of the single machine
infinite bus system to supply adequate reactive power. A PID damping controller has been
designed for the SVC by using a unified approach based on modal analysis method to assign the
mechanical mode and exciter mode of the studied synchronous generator.
Paper [44] utilizes a local signal and a wide-area signal is proposed to increase the control
resiliency to communication failures for a redundant two-input single-output supplementary
damping controller. Eigenvalue analysis and time domain simulations are performed to verify the
controller performance.
In [45], it consists of three steps to design a wide area damping controller, i.e., model analysis
and selection of feedback signals based on the geometric measures method, design of the phase-
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compensation part based on the residue method, and determination of controller gain based on
tradeoff between delay margin and damping performance. The effectiveness of the proposed
method is verified by simulations studies on a detailed 39-bus system.
A modified fruit fly optimization algorithm combined with a probabilistic approach are
proposed to coordinate and optimize the parameters of power system stabilizers and static var
compensator damping controller for improving the probabilistic small-signal stability of power
systems with large-scale wind generation in [46]. The approach is relied on the eigenvalue analysis
on the systems.
Ref [47] presents a wide-area control approach to improve the transient stability of the power
systems while also damping the post-fault inter-area oscillations by adding supplementary
controllers to the available SVCs in the system. The proposed approach employs a nonlinear
Kalman filter to estimate the inter-area modes using phasor measurement units.
Paper [48] proposes a new approach for coordinated design of a static var compensator-based
stabilizer and a conventional power system stabilizer is proposed. The approach is based on the
integration between genetic algorithm and rough-set theory. It selects the most dominant controller
parameters to improve the performance of power system stability.
In [49], power system stabilizer, static var compensator, and thyristor controlled series
capacitor controllers are simultaneously used to increase the stability and damping of the
oscillations of a multi-machine power system. A particle swarm optimization algorithm is used to
optimize the parameters of PSS, SVC, and TCSC simultaneous controllers.
Most of the existing methods proposed in the aforementioned references [41-49] optimize
settings of SVCs to improve either post-fault dynamic voltage recovery or angular stability. Few
11

methods optimize SVCs having both voltage and angular dynamics following a fault addressed
together in a power system. Besides, methods in [41-49] require linearization of the system as they
are based on small disturbance analysis or optimize the SVC parameters with linearized model and
check with dynamic simulation once merely for verification. In this case, the loss of dynamics of
generator speeds will result in unable to capture complex dynamics of system, especially during
major disturbance
This dissertation also aims at optimizing the controller parameters of SVCs to mitigate fault
induced delayed voltage recovery (FIDVR) issues and, simultaneously, to improve angular
stability when subjected to a severe disturbance. In order to tackle this problem at a large scale,
one solution is the blackbox optimization, which makes the simulation and constraints checking
be a blackbox providing an output for any specified value of system inputs, i.e. the controller
parameters of dynamic var sources for this case.
1.3

Dissertation Organization
This dissertation deals with the optimal siting, sizing and setting of dynamic var sources

addressing FIDVR issues. The chapters of this dissertation are organized as follows:
Chapter 2 introduces the WECC/NERC transient voltage dip and overshoot standards for N1 and N-2 contingencies. The WECC/NERC voltage performance criteria are formulated as
constraints. In addition, the contingency severity is calculated by comparing post fault trajectories
with standard voltage criteria.
Chapter 3 introduces the work from [54] by Dr. Qi, et al., to which this author also contributed.
The work solved the placement of dynamic var sources problem from the perspective of the
controllability of nonlinear systems. By applying the ECC, the degree of controllability of voltage
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magnitudes is quantified by the input from dynamic var sources. The optimal placement of
dynamic var sources is formulated as an optimization problem that maximizes the determinant of
ECC to maximize the controllability of voltages.
Chapter 4 targets the optimal sizing of dynamic var sources by systematically interfacing
power system time-domain simulation software with an LP based heuristic search algorithm [27].
The LP based algorithm takes a small number of iterative steps to quickly converge to a local
optimal solution. It is mainly because, at each step, the LP can effectively identify the searching
direction for reducing the cost function toward an optimum.
Chapter 5 solves the optimal sizing of dynamic var sources by systematically interfacing
power system time-domain simulation software with a Voronoi diagram based scheme [28]. The
Voronoi diagram technique can identify the boundary of feasible solutions in a searching space
and locate the global optimum.
Chapter 6 optimizes the sizes of dynamic var sources by systematically interfacing power
system time-domain simulation software along with the Voronoi diagram method integrating
linear programming [57]. It tackles the optimal sizing of dynamic var sources from a new
perspective: first, a study on the geometric characteristics about the solution space indicates the
non-convexity of the feasible solution region and relative flatness near the optimal solution;
accordingly, the Voronoi diagram method integrating linear programming (LP) is proposed to
effectively find the optimal solution.
Chapter 7 proposes an improved approach for the optimization of sizes of dynamic var sources
by systematically interfacing power system time-domain simulation software with the Mesh
adaptive direct search algorithm. It tackles optimal sizing of dynamic var sources at a large scale
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as the blackbox optimization regarding all tasks on power system simulation and security
constraint checking as a blackbox, which provides an optimized output, i.e. the sizes of dynamic
var sources, for given inputs, i.e. the objective function and security constraints on post-fault
voltage recovery.
Chapter 8 proposes a Mesh adaptive direct search based algorithm interfaced with a power
system simulator for optimization of SVC controller parameters. The proposed method is tested
on the NPCC 140-bus system to optimize 3 SVCs. Simulations on critical contingencies verify
that post-fault transient voltages and generator speeds can both quickly recover to improve
transient stability of the system.
Chapter 9 summarizes the dissertation and provides some guidance on additional work that
could be done in this research area.
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2 Formulation of the Problem
This chapter presents the formulations of the dynamic reactive power resource problems
including placement and sizing problem considering the dynamic power system standard. In
addition, contingency severity index is calculated by comparing dynamic power system standard
with post fault voltage trajectories.
2.1

WECC/NERC Standards
To address the fault-induced delayed voltage recovery (FIDVR) issues, power companies

follow certain planning standards to manage dynamic var sources for the limitation of voltage
dip/sag after a fault [58]. WECC/NERC gives the planning standards as shown in Fig. 2-1 [59].

Figure 2-1. WECC/NERC Post-fault voltage performance criteria [59].

The specific data of WECC/NERC standards for N-1 and N-2 criteria are listed in Table 2-1.
For example, N-1 disturbance in one system shall not cause a transient voltage dip that is greater
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than 20% in anther system for more than 20 cycles at load buses, namely 40 steps with half cycle
simulation step in a 60 Hz system. If the post-fault voltage deviations are less than the values in
Table 2-1, it will result in voltage instability. The disturbance originating system and its affected
neighboring system should cooperate to resolve the problem. WECC/NERC voltage criteria can
be applied to either a system with all elements in service, or a system with one element removed
and the system adjusted.

Table 2-1. WECC/NERC voltage criteria
NERC and WECC
categories

Post transient voltage
deviation standards

Not to exceed 25% at load bus
or 30% at non-load buses
Not to exceed 5% at any bus
Not to exceed 20% at more
than 20 cycles at load bus
Not to exceed 30% at any bus
Not to exceed 20% for more Not to exceed 10% at any bus
than 20 cycles at load buses

N-1

N-2

2.2

Transient voltage standards

Formulation of the Problem Applying WECC/NERC Standards
Without losing generality, this dissertation considers typical voltage criteria according to

WECC/NERC planning standards. Consider an N-bus power system to place dynamic var sources
against potential FIDVR issues under K selected contingencies. The percentage voltage deviation
of a bus j at time t under the k-th contingency can be defined as:

rjk (t )

V jk (t )  V jinit
V jinit

u100%

j 1,

, N , k 1,

,K

(2-1)

where Vjinit is the pre-fault voltage magnitude. The fault clearing time is denoted by tcl and the post-
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fault transient period is defined to be ts after tcl. Based on the industry practices, this dissertation
considers the following constraints C1 to C3 on the post-fault transient voltage performance:
x

C1: rjk (t ) ≤R1 for tcldtdts.

x

C2: The duration for rjk (t ) exceeding R2≤D for tcldtdts.

x

C3: rjk (t ) ≤R3 for t>ts.

Typical parameters based on the WECC/NERC standards [59] and industry practices are
considered in this dissertation: R1=25% for load buses and 30% for generator buses; R2=20% and
D=1/3 second; ts=3 seconds and R3=5%. Fig. 2-2 illustrates the criteria for a load bus.

Figure 2-2. Post-fault voltage performance criteria for a load bus.

2.2.1

Formulation of the var sources placement problem

Assume that the sizes of dynamic var sources are determined and the total number of dynamic
var sources is denoted by |IQ|. The objective function of the dynamic var placement problem is
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formulated as:
Maximize

J1

H ( I Q , V)

(2-1)

Subject to
N

¦z

i

IQ

(2-2)

i 1

zi ^0,1` , i 1, , N

(2-3)

x f(x, V,
V,Q)

(2-4)

0 g(x, V,Q)

(2-5)

where z is the vector of binary control variables that determines where to place the dynamic var
sources, H is the improvement of voltage profile function related to the placement of var source,
i.e. voltage sensitivity index (VSI) in [27] or empirical controllability covariance (ECC) as
discussed in Chapter 3, N is the number of buses in a system.
The optimization is coupled with resolution of power system differential-algebraic equations
(DAEs) in (2-4)-(2-5) for post-fault voltage trajectories. Actually, the objective is to find the
optimal placement |IQ| so as to maximize the objective function J1 under all constraints. In other
words, when placing the same number of dynamic var sources, the system has maximum influence
on the voltage trajectories.
2.2.2

Formulation of the var sources sizing problem

Assume that the buses to install dynamic var sources are determined and the index set of those
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selected buses is denoted by IQ. The objective function of the dynamic var sizing problem is
formulated as:
Minimize

J 2 cT Q

(2-6)

QLdQdQU

(2-7)

C1, C2 and C3

(2-8)

Subject to

x f(x, V,
V,Q)

(2-9)

0 g(x, V,Q)

(2-10)

where Q=[Q1, …, QN]T is a column vector about the sizes of dynamic var sources installed at N
buses, whose upper and lower limits are respectively in vectors QU and QL, and there is
Qi{QiU{QiL{0 if iIQ; and c=[c1, …, cN]T is the column vector of costs per Mvar (e.g. the
installation, maintenance costs or operation cost) associated with the dynamic var sources. The
objective is to find the optimal vector Q so as to minimize the objective function J2 under all
constraints. In practice, with the post-fault voltage trajectories obtained from time-domain
simulation, the constraints C1 to C3 can be checked at each simulation step 't.
In general, the set of feasible solutions of the optimization problem in (2-6)-(2-10) is nonconvex. Also, the optimization is coupled with resolution of power system differential-algebraic
equations (DAEs) in (2-9)-(2-10) for post-fault system trajectories, which dramatically increases
the computational complexity. Taking exhaustive search as an example, post-fault voltage
responses need to be first solved for all contingencies with each possible Q, based on which the
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voltage criteria C1 to C3 need to be checked. Only when all responses satisfy the criteria, such a
vector Q indicates a feasible solution. After all possible feasible solutions are found, the optimal
Q can then be obtained as the final solution.
2.3

Contingency Severity
The most severe contingency can be identified by simulating a list of credible contingencies,

which are short-circuit faults near a load bus cleared after a protection reaction time, and finding
the buses where violations of post-fault voltage criteria happen, i.e. WECC/NERC reliability
criteria here.
Within a given post-contingency period, check constraints C1 to C3 for T time points at
k
intervals of 't (e.g. 4.167 ms). Define a severity index S j (W ) for bus j under contingency k at the

W-th time point of the period, which equals rjk (W u 't ) if any constraint is violated, or 0, otherwise.
Then, for contingency k, the average severity index Sk for the overall system and all time points of
the period is calculated as

Sk

1 N T k
¦¦ S j (W )
T N j 1 W 1

The contingencies with the largest Sk are considered as the most severe contingencies.
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(2-11)

3 Optimal Placement of Dynamic Var Sources
In this chapter, the placement of dynamic var sources is studied from the perspective of the
controllability of nonlinear systems, by applying ECC to quantify the degree of controllability of
voltage magnitudes by the input from dynamic var sources. The optimal placement of dynamic var
sources is formulated as an optimization problem that maximizes the determinant of ECC to
maximize the controllability of voltages.
3.1

Fundamentals of Controllability and Empirical Controllability Covariance
The fundamentals of controllability and the definition of ECC is introduced here.

3.1.1

Controllability

For a linear time-invariant system

Bu
 x Ax  B
®
¯ y Cx  Du
where x א

n

v

is the state vector, u א

(3-1)

is the input vector, and y א

p

is the output vector. It is

controllable if the controllability matrix

ª¬ B

An B º¼

A2 B

AB

or the controllability Gramian [60]
f

Wlinear

³e

At

T

BB T e A t dt

0

has full rank.
For a nonlinear system
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(3-2)

 x f ( x, u )
®
¯ y h ( x, u )
where x א

n

is the state vector, u א

v

is the input vector, and y א

(3-3)

p

is the output vector. It is

locally controllable at x0 if the nonlinear controllability matrix obtained by using Lie derivative
has full rank at x = x0 [61] [62].
The rank test method is easy and straightforward for linear systems. However, for nonlinear
systems this can be very complicated even for small systems. One possibility is to linearize the
nonlinear system. But the nonlinear behavior will inevitably be lost. Alternatively, empirical
controllability covariance [53], [50] provides a computable tool for empirical analysis of the inputstate behavior of a nonlinear system. It is also proven that the ECC of a stable linear system
described by (3-1) is equal to the usual controllability Gramian [50].
3.1.2

Empirical controllability covariance

The following sets are defined for ECC:

Tv

^T ,

, Tr ; Tl 

M

^c1,

, cs ; cm  , cm ! 0, m 1, , s`

Ev

^e ,

, ev ;standard unit vectors in

1

1

vuv

,,T
Tl TTl

, r`

I v , l 1,,

v

`

where r is the number of matrices for excitation directions, s is the number of different excitation
sizes for each direction, and v is the number of inputs to the system.
For a nonlinear system (3-3), ECC can be defined as [51]
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v

W

nun

where < ilm (t ) א

r

f

s

1
< ilm (t )dt
¦¦¦
2 ³
i 1 l 1 m 1 rscm 0

(3-4)

ilm
ilm
iml
ilm
iml T
is given by < (t ) ( x (t )  x0 )( x (t )  x0 ) , xilm (t ) is the state of the

nonlinear system corresponding to the input u(t ) cmTl ei v(t )  u0 (0) , v(t ) is the shape of the input.
For practical implementation, the discrete form of the ECC can be defined as [51]

W

ilm
where < k א

nun

ilm
is given by < k

v

r

s

1 K ilm
< k (t )'tk
¦¦¦
2 ¦
i 1 l 1 m 1 rscm k 0

(3-5)

( xilm
 x0iml )( xilm
 x0iml )T , x ilm
is the state of the nonlinear
k
k
k

system at time step k corresponding to the input uk

cmTl ei vk  u0 (0) , K is the number of points

chosen for the approximation of the integral in (3-4), and 'tk is the time interval between two
points.
3.2

Calculating Empirical Controllability Covariance for Dynamic Var Sources
Placement
Here, we discuss how to calculate the ECC used for dynamic var sources placement. Because

the voltages are of interest for FIDVR issues, we consider the state as the voltage magnitude of all
buses in the system, which can be obtained by dynamic simulations, such as by using Siemens PTI
PSS/E [63]. As mentioned in Section II, the ECC for a system with v inputs is the summation of
the empirical covariances for each of the v inputs. Then the ECC calculated from placing v dynamic
var sources individually adds to be the covariance calculated from placing the v dynamic var
sources simultaneously. Depending on whether or not a fault and the corresponding outputs of the
installed dynamic var sources are specified, there are two methods to calculate the ECC, which
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will be discussed separately as follows.
1) Case 1–fault specified
A specific fault is applied and each time one dynamic var source is installed at one of the
load buses, whose reactive power output is considered as the input. This is the case in which
dynamic var sources need to be placed to address a given fault, e.g. the most severe fault.
We do not explicitly use the excitation size cm but install dynamic var sources with different
capacities to apply different sizes of input perturbation. Each input has a series of step
changes and at time step k it is:

Qm,k S (t  tkstep )

vk

(3-6)

where Qm,k is the reactive power output of the dynamic var source with the mth capacity at
step
time step k and tk is the time instant when the kth step change occurs; S(t) is the unit step

function defined as

0, t  0,
S (t ) ®
¯1, t t 0.
Correspondingly, cm in (3-5) is substituted by Qm,k instead, and the definition of ECC is
modified to be:
v

W

r

s

1 K ilm
< k (t )'tk
¦¦¦
2 ¦
i 1 l 1 m 1 rsQm , k k 0

where Tv = {Iv} and Iv is the identity matrix with dimension v.
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(3-7)

2) Case 2–fault unspecified
No fault is specified and the dynamic response is obtained by perturbing the reactive power
load at one load bus. The perturbation could be a step, pulse, or some specifically defined
function that can well mimic the response of dynamic var sources. This generally applies
to the case that dynamic var sources need to be placed to address FIDVR issues following
multiple faults. The case study later will apply the perturbation as illustrated in Fig. 3-1 to
potential SVC locations, which mimics the var injection from an SVC under fault
conditions. In Fig. 3-1, four actual SVC outputs are obtained by simulating the output of a
200 Mvar SVC installed at four different locations in the NPCC system following the most
severe N-1 contingency, which can be approximated by a pulse change of 200 Mvar lasting
for 1 s. We may use different magnitudes for the pulse change to calculate the ECC.

SVC output/pu
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0
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Figure 3-1. Perturbation on reactive power load.

The perturbation can be written as
vk

Q1S (t  t1 )  Q2 S (t  t2 )
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(3-8)

where Q1, Q2, t1, and t2 are parameters that can be chosen as different values to reflect the
response of dynamic var sources under different scenarios, such as different types of faults
at different locations with different time durations.
Since the response of dynamic var sources is simulated by changing the reactive power of
load buses, for which increasing or reducing reactive power separately correspond to
absorbing or injecting reactive power by dynamic var sources, Tv that are used to define
the empirical covariance in (3-5) is chosen as Tv = {−Iv}.
3.3

Dynamic Var Sources Placement based on ECC
Here, we formulate the optimal dynamic var source placement problem based on ECC and

discuss its implementation.
3.3.1

Formulation of the problem

The degree of controllability can be quantified by a variety of different measures of the ECC,
such as the smallest eigenvalue [64-66], the trace [65, 67], the determinant [64, 65, 68, 69] or the
condition number [54], [65]. Different measures reflect various aspects of controllability: the
smallest eigenvalue defines the worst scenario of controllability; the trace measures the total gain
from input variation to state; the condition number emphasizes the numerical stability; and the
determinant measures the overall controllability in all directions in searching space.
Although the trace of empirical covariance also tends to measure the overall controllability, it
cannot tell the existence of a zero eigenvalue. Thus, an uncontrollable system may still have a large
trace. Compared with the method based on the smallest eigenvalue, the determinant is a smooth
function, which is a desirable property in numerical computations.
Based on these considerations, in this chapter of the dissertation we choose the objective as
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the maximization of the determinant of the ECC under different dynamic var source placements,
which is the same as that in [68] for optimal PMU placement for dynamic state estimation. The
optimal placement of dynamic var sources can thus be formulated as

max det W ( z )
z

s.t.
L

¦z

i

v

(3-9)

i 1

zi ^0,1` , i 1,

,L

where z is the vector of binary control variables that determines where to place the dynamic var
sources, W is the corresponding ECC, L is the number of load buses, and v is the number of
dynamic var sources to be placed.
3.3.2

Implementation

Since the ECC for a system with v inputs is the summation of the empirical covariances
computed for each of the v inputs individually, as mentioned in Section 3.1, the ECC calculated
from placing v dynamic var sources individually adds to be the identical covariance calculated
from placing the v dynamic var sources simultaneously. Based on this property, the optimization
problem (3-9) can be written as

max det ziWi ( z )
z

s.t.
L

¦z

i

v

i 1
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(3-10)

zi ^0,1` , i 1,

,L

where Wi is the ECC by only placing one dynamic var source at load bus i.
The determinant of a matrix is a high-degree polynomial, and its absolute value can be too
small or too huge to be represented as a standard double-precision floating-point number. By
contrast, the logarithm of the determinant is a much smaller number and can be simply represented.
Thus we can equivalently rewrite the optimization problem in (3-10) as
L

min -log det ¦ ziWi ( z )
z

i 1

s.t.
L

¦z

v

i

(3-11)

i 1

zi ^0,1` , i 1,

,L

To summarize, the optimal placement of dynamic var sources based on the maximization of
the determinant of the ECC can be implemented in the following two steps.
1) Calculate ECC
The ECC in (3-4) is calculated by emgr (Empirical Gramian Framework) [70] on time
interval [0, tf ]. We choose tf as 5 seconds. Note that we only need to calculate the ECC for
placing one dynamic var source at one of the load buses and there is no need to compute
all the combinations of dynamic var source locations.
2) Solve MAX-DET optimization problem
The mixed-integer MAX-DET optimization problem in (3-11) is solved by using the
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NOMAD solver [71], which is a derivative-free global mixed integer nonlinear
programming solver and is called by the OPTI toolbox [72]. The NOMAD solver
implements the Mesh adaptive direct search (MADS) algorithm [73], a derivative-free
direct search method with a rigorous convergence theory based on the nonsmooth calculus
[74], and aims for the best possible solution with a small number of evaluations. In most
cases, the algorithm globally converges to a point satisfying local optimality conditions
based on local properties of the functions defining the problem [71]. NOMAD also
includes a Variable Neighborhood Search (VNS) algorithm [75], which is based on the
VNS metaheuristic [76]. This search strategy perturbs the current local optimum and
conducts poll-like descents from the perturbed point, allowing an escape from local optima
on which the algorithm may be trapped [71].
3.4

Voltage Sensitivity Index based Placement of Dynamic Var Sources
A traditional approach for the placement of dynamic var sources is to evaluate, for a small

amount of var injection at a candidate bus, how sensitively voltage at one or several target voltagevulnerable buses will change following the most severe contingency [27] [28].
The contingencies with the largest Sk are considered as the most severe contingencies. For an
identified severe contingency, a dynamic var source is generally placed where var injection causes
large sensitivities in terms of post-fault voltage improvements at those buses violating the criteria.
For instance, a method based on the post-fault Voltage Sensitivity Index (VSI) defined in [27]
may be applied. For a severe contingency k, a small amount of dynamic var qi is injected at bus i,
which can be simulated by adding an SVC or STATCOM of size qi. Assume that the var injection
changes the voltage at bus j from Vjk,old,t to Vjk,new,t at time step t according to time-domain
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simulation. For each bus j over the whole simulation period, VSI is defined as the maximum
voltage recovery sensitivity and can be calculated by

VSIijk

max(V jk ,new,t  V jk ,old ,t , t 1,

,T )

qi

, k 1,

,K

(3-12)

Then, the normalized average voltage sensitivity index for all of the N buses of the system
following the injection qi under contingency k is
N

VSI ik

¦VSI
1
max(
N

j 1
N

k
ij

¦VSI

(3-13)
k
ij

, l  C)

j 1

where C is the set of the candidate buses to install dynamic var source.
If the top K most severe contingencies are considered, the overall sensitivity index can be
calculated as
K

VSIi

¦S

k

VSIik

(3-14)

k 1

If v dynamic var sources are to be installed, using the top K most severe contingencies, the
VSI method calculates VSIi for each bus and selects the top-v buses with the highest VSIi to install
dynamic var sources.
3.5

Case Studies
Here, the proposed dynamic var sources placement method is tested on an NPCC 140-bus

System [77]. As shown in Fig. 3-2, the NPCC system has 48 generators and 140 buses and
represents the northeast region of the EI system. For both aforementioned case 1 (fault specified)
and case 2 (fault unspecified) in Section 3.2, the VSI and ECC based methods are compared. Note
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that the SVC placements identified by the VSI-based method can be further improved during the
optimization of dynamic var sizes, as has been discussed in [32]. Similarly, the SVC locations
determined by the proposed ECC-based method can also be improved. However, in this chapter of
the chapter we do not consider the optimization of dynamic var sizes but only target finding the
optimal placements of SVCs which are assumed to have a predetermined size.

Figure 3-2. NPCC 140-bus system for placement optimization (some important buses are
highlighted which will be introduced in the following discussion).

3.5.1

Load and SVC modeling

We assume that all dynamic var sources are SVCs and all of the SVCs have an identical
capacity of 200 Mvar unless otherwise stated. In the time-domain simulation, the composite load
model CLODBL and SVC model CSVGN5 provided by Siemens PTI PSS/E [63] are applied to
simulate FIDVR issues and to provide the solutions by SVCs.
The CLODBL load model shown in Fig. 3-3 is used for power system planning and operation
studies in PSS/E. It consists of induction motors, lighting, and other types of equipment, and is
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used where it is desirable to represent loads at dynamic level. By using this model, users are
allowed to specify a minimum amount of data stating the general characteristic of the composite
load, which can be used internally to establish the relative sizes of motors modeled in dynamic
detail. The parameters of the composite load are listed in Table 3-1. The parameters are modeled
based on the studies of inter-area oscillations, voltage stability, and long-term stability of the
NPCC system.

Tap

P+jQ

R+jX
P0

P0 = Load MW in pu on system base

M

M

I
V

Large
Motors

Small
Motors

Constant
MVA

I

Discharge
Lighting

V

Transformer
Saturation

P = PR0×Vᴷᴾ
Q = QR0×V²

Remaining
Loads

Figure 3-3. CLODBL load model.

The CSVGN5 SVC model is a static var system model written for a corresponding model in
the WECC stability program in PSS/E. It is represented as a generator in power flow simulation.
In dynamic simulation, CSVGN5 has fast override capability and can be activated when the
voltage deviation exceeds a threshold. It does not separate the equipment to identify capacitor
banks and reactors. To maintain the WECC model structure and to include frequency dependence,
CSVGN5 assumes that the output is equal to Bmax and the thyristor-controlled reactor is shut off.
If Bmax is positive, the capacitor banks are equal to Bmax times the MVA rating in the power flow
from the generator setup. If Bmax is negative, the equipment is assumed to only consist of a reactor.
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By using the above models, all N-1 contingencies are simulated. For each of them, a threephase fault is applied to one end of a line and is cleared by opening the line after five cycles
(protective relay responds and trips a breaker around five cycles). The total simulation time is 5
seconds and the post-transient voltage limits are checked after the first 3 seconds of the transient
period. Among all simulated contingencies, a total of 40 contingencies can cause FIDVR issues.

Table 3-1. Parameters for composite load model for placement case study
Parameter
PC_LM, % large motor
PC_SM, % small motor
PC_TX, % transformer exciting current
PC_DL, % discharge lighting
PC_CP, % constant power
Kp, exponent of remaining
R, branch resistance (pu load MW base)
X, branch reactance (pu load MW base)

3.5.2

Value
0
20
1
20
5
1
0
0.1

Calculating ECC

For the fault specified case in Section 3.2, a specific fault is applied to the system. Each time
one SVC is installed at one of the candidate load buses. Since the typical size of SVCs installed in
the transmission level is 200 Mvar, the maximum capacity is selected as 200 Mvar. In order to
accurately capture the input-state behavior of the system, the size of SVC is selected as a geometric
sequence starting from 10 Mvar with a maximum capacity of 200 Mvar, which are specifically 10
Mvar, 20 Mvar, 40 Mvar, 80 Mvar, 160 Mvar, and 200 Mvar. For the fault unspecified case in
Section III, instead of applying a specific fault, the perturbation in (3-8) is applied to mimic the
performance of dynamic var sources, for which Q1 = Q2 and are chosen as 10 Mvar, 20 Mvar, 40
Mar, 80 Mvar, 160 Mvar, and 200 Mvar, t1 = 1 s, and t2 = 2 s.
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3.5.3

Case 1: fault specified

The most severe N-1 contingency is identified as a three phase fault on bus 6 cleared by
opening line 6−7 after 5 cycles. The post-fault voltage trajectories are shown in Fig. 3-4. One bus
violates the 25% deviation limit at the beginning of the 3-second transient period and some buses
violate the 5% deviation limit at the post transient period.

Figure 3-4. Responses of all bus voltages under the most severe contingency.

First, the VSI-based method is applied to calculate the VSIi for each bus under the most severe
contingency. It is called ‘VSI1’ since only the most severe contingency is considered. The top-20
buses in order are 3, 31, 6, 30, 34, 35, 36, 9, 16, 18, 17, 7, 12, 15, 14, 19, 20, 11, 114, and 110. If
k SVCs are installed, they should be placed at the top-k buses in the list. Then, for the most severe
contingency, the ECC-based method for which ECC is calculated by the method in Case 1 of
Section III, denoted by ‘ECC1’, is applied to optimize the SVC locations. The locations for placing
one to three SVCs by both methods are given in Table 3-2.
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Table 3-2. Comparison of VSI1 method and fault specified ECC1 method
# of SVCs
Method
Optimal Buses
FIDVR Solved?

One SVC
VSI1
ECC1
3
30
No
No

Two SVCs
VSI1
ECC1
3
31
6
19
No
Yes

Three SVCs
3

VSI1
31
Yes

6

6

ECC1
12 18
Yes

If only one SVC is installed, the placements from both methods cannot eliminate the FIDVR
issue caused by the most severe contingency. If two SVCs are installed, the optimal placement
from the ECC method solves the FIDVR issue while the VSI1 method does not. With three SVCs
installed, the optimal placements by both methods can solve the issue. For the placements of one
to three SVCs from both methods, the post-fault voltage responses of the most severe bus are
shown in Fig. 3-5. The violations happen on the lower limit 0.95 pu for the post-transient period.

Figure 3-5. Responses of most severe buses for placing 1–3 SVCs for both VSI1 and ECC1
methods.

3.5.4

Case 2: fault unspecified

Here, we respectively place 5-40 SVCs for comparison. The detailed placements of 5-40
SVCs for both VSI-based method and the fault unspecified ECC-based method (denoted by
“ECC2”) are listed in Table 3-3.
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Table 3-3. SVC placements from VSI-based method and fault unspecified ECC-based method
# of
SVCs
5
10
15

20

Method
VSI1
VSI3
ECC2
VSI1
VSI3
ECC2
VSI1
VSI3
ECC2
VSI1
VSI3
ECC2
VSI1

25

VSI3
ECC2
VSI1

30

VSI3
ECC2
VSI1

35

VSI3
ECC2
VSI1

40

VSI3
ECC2

Optimal Placement
3, 31, 6, 30, 34
3, 20, 19, 36, 9
3, 19, 64, 83, 93
3, 31, 6, 30, 34, 35, 36, 9, 16, 18
3, 20, 19, 36, 9, 6, 30, 17, 31, 18
3, 14, 19, 46, 61, 83, 93, 95, 124, 138
3, 31, 6, 30, 34, 35, 36, 9, 16, 18, 17, 7, 12, 15, 14
3, 20, 19, 36, 9, 6, 30, 17, 31, 18, 34, 35, 15, 7, 12
3, 11, 14, 19, 34, 61, 64, 83, 89, 93, 96, 113, 126, 129, 138
3, 31, 6, 30, 34, 35, 36, 9, 16, 18, 17, 7, 12, 15, 14, 19, 20, 11, 114, 110
3, 20, 19, 36, 9, 6, 30, 17, 31, 18, 34, 35, 15, 7, 12, 16, 14, 11, 111, 94
3, 11, 14, 16, 19, 34, 41, 58, 61, 68, 83, 88, 94, 96, 104, 114, 126, 127,
129, 138
3, 31, 6, 30, 34, 35, 36, 9, 16, 18, 17, 7, 12, 15, 14, 19, 20, 11, 114,
110, 90, 104, 89, 109, 108
3, 20, 19, 36, 9, 6, 30, 17, 31, 18, 34, 35, 15, 7, 12, 16, 14, 11, 111, 94,
113, 93, 90, 83, 89
3, 9, 11, 12, 14, 16, 19, 34, 41, 45, 58, 61, 68, 83, 88, 94, 95, 104, 113,
114, 124, 126, 127, 129, 138
3, 31, 6, 30, 34, 35, 36, 9, 16, 18, 17, 7, 12, 15, 14, 19, 20, 11, 114,
110, 90, 104, 89, 109, 108, 107, 106, 56, 111, 41
3, 20, 19, 36, 9, 6, 30, 17, 31, 18, 34, 35, 15, 7, 12, 16, 14, 11, 111, 94,
113, 93, 90, 83, 89, 114, 106, 109, 108, 105
3, 6, 9, 11, 12, 14, 18, 19, 34, 41, 46, 59, 61, 64, 80, 83, 88, 93, 94, 95,
96, 104, 113, 114, 124, 126, 127, 129, 136, 138
3, 31, 6, 30, 34, 35, 36, 9, 16, 18, 17, 7, 12, 15, 14, 19, 20, 11, 114,
110, 90, 104, 89, 109, 108, 107, 106, 56, 111, 41, 42, 94, 74, 93, 45
3, 20, 19, 36, 9, 6, 30, 17, 31, 18, 34, 35, 15, 7, 12, 16, 14, 11, 111, 94,
113, 93, 90, 83, 89, 114, 106, 109, 108, 105, 107, 104, 88, 110, 41
3, 6, 9, 11, 12, 14, 15, 18, 19, 30, 34, 41, 46, 53, 59, 61, 64, 80, 83, 88,
93, 94, 95, 96, 104, 113, 114, 119, 124, 125, 126, 127, 129, 136, 138
3, 31, 6, 30, 34, 35, 36, 9, 16, 18, 17, 7, 12, 15, 14, 19, 20, 11, 114,
110, 90, 104, 89, 109, 108, 107, 106, 56, 111, 41, 42, 94, 74, 93, 45,
78, 132, 131, 86, 95
3, 20, 19, 36, 9, 6, 30, 17, 31, 18, 34, 35, 15, 7, 12, 16, 14, 11, 111, 94,
113, 93, 90, 83, 89, 114, 106, 109, 108, 105, 107, 104, 88, 110, 41, 42,
95, 74, 116, 45
3, 6, 9, 11, 12, 14, 15, 18, 19, 30, 31, 34, 41, 46, 53, 59, 61, 64, 68, 80,
83, 88, 89, 90, 93, 94, 95, 96, 104, 113, 114, 119, 124, 125, 126, 127,
128, 129, 136, 138
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The VSI-based method ranks potential locations based on one or several most severe
contingencies. The VSI-based method is called “VSI3” when the top three most severe
contingencies are considered which include a three-phase fault at bus 6 cleared by opening line 6–
7, a three-phase fault at bus 17 cleared by opening line 17–16, and a three-phase fault at bus 16
cleared by opening line 16-29. Fig. 3-6 and Fig. 3-7 illustrate the results for placing 5, 10, 15, and
20 SVCs by the VSI1 and VSI3 method.

Figure 3-6. Optimal 5, 10, 15, and 20 SVCs placed by the VSI1 method.

Figure 3-7. Optimal 5, 10, 15, and 20 SVCs placed by the VSI3 method.
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However, that is not the case for the ECC-based method, which optimizes the placement for
each number of SVCs individually without knowing the specific fault information. Fig. 3-8
illustrates the optimal placements for 5 and 20 SVCs by the ECC2 method, for which only buses
3, 19, and 83 appear in both top 5 and top 20 placements.

Figure 3-8. Optimal 5 and 20 SVCs placed by the fault unspecified ECC2 method.

The VSI-based method depends on the specific setting of the contingency, such as the fault
duration, while the fault unspecified ECC2 method does not. Thus, it is expected that the ECC2
method has better performance under different contingency settings. In Table 3-4, the VSI1, VSI3,
and ECC2 methods are compared in terms of how many contingencies with FIDVR issues are
addressed with 4, 5, and 6 cycles of fault duration. As mentioned above, for the NPCC system, 40
contingencies with a fault duration of 4–6 cycles can cause FIDVR issues. From Table 3-4, it is
seen that the ECC2 method can address more FIDVR issues in general than the VSI-based method.
For example, for 5-cycle fault duration, the ECC2 method can address 28 out of the 40
contingencies (70% coverage) by placing 40 SVCs while the VSI1 and VSI3 methods can only
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address 25 (62.5% coverage) and 24 contingencies (60% coverage).

Table 3-4. Percentage coverage for different fault duration
Cycles

4 cycles

5 cycles

6 cycles

# of SVCs
5
10
15
20
25
30
35
40
45
coverage/%
5
10
15
20
25
30
35
40
45
coverage/%
5
10
15
20
25
30
35
40
45
coverage/%

Total FIDVR Contingencies Addressed
VSI1
VSI3
ECC2
12
14
15
14
14
18
16
16
22
18
21
27
21
21
28
21
23
28
28
25
28
28
26
28
28
26
28
70
65
70
10
10
10
13
13
16
15
15
20
18
19
26
20
19
27
20
22
27
23
22
27
24
25
28
24
25
28
60
62.5
70
4
3
6
11
9
10
15
15
16
17
19
21
20
19
24
20
21
24
22
24
26
24
25
26
24
25
27
60
62.5
67.5
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Fig. 3-9 shows the percentage coverage of the contingencies with FIDVR issues addressed by
the VSI-based and fault unspecified ECC2 methods. Fig. 3-10 shows the increase of the percentage
coverage with the increase of the number of SVCs for the ECC2 method. For example, from 5 to
10 SVCs installation, the coverage increases by 7.5%, 15%, and 10% for 4-, 5-, and 6-cycle fault
duration, respectively. It is seen that the coverage grows rapidly when the number of SVCs is less
than 25, and then does not grow for 4-cycle fault duration and hardly grows for 5- and 6-cycle
duration. From Table 3-4 and Figs. 3-9 and 3-10, it is also seen that there is a maximum number
of SVCs above which the contingency coverage will not increase. For example, for 5-cycle fault
duration, this maximum number is 40.
The optimal number of SVCs that minimizes the total cost can also be determined. The total
cost includes that for installing SVCs (CSVC) and that for the FIDVR issues caused by the
contingencies that are not addressed for the considered fault durations (CFIDVR). The total cost can
be written as:

C CSVC  CFIDVR

K

i
cSVC nSVC  cFIDVR ¦ ( Ncont  ncont
(nSVC ))

(3-15)

i 1

where cSVC is the cost of one SVC, nSVC is the number of SVCs installed, cFIDVR is the cost of
FIVDR issue caused by one contingency, N cont = 40 is the total number of contingencies that are
i
considered, and ncont is the number of contingencies addressed by installing nSVC SVCs which is a

function of nSVC , and K = 3 is the number of fault durations.
With the increase of nSVC , CSVC will linearly increase while CFIDVR will decrease before the
effect of installing SVCs in eliminating the contingencies with FIDVR issues saturates. Therefore,
*

we can get an optimal number of SVCs ( nSVC ) that minimizes the total cost C. By assuming cFIDVR
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= 5 cSVC , the optimal number of SVCs is determined as 25 and the corresponding minimal cost is
230 cSVC .

Figure 3-9. Percentage coverages for VSI-based method and fault unspecified ECC2 method
under different fault durations.
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Figure 3-10. Percentage coverage increment for fault unspecified ECC2 method under different
fault durations.
3.5.5

Voltage collapse scenario

We also evaluate the VSI1, VSI3, ECC1, and ECC2 methods under an extreme case, in which
a three-phase fault is applied at bus 35 and is cleared by opening line 35-73 after five cycles, and
one half of the generation at bus 21 is lost when the line is tripped. As shown in Fig. 3-11, the
voltages collapse after the fault is cleared. Fig. 3-12 illustrates the voltage recovery under the four
methods with five SVCs installed. The SVC placement for ECC1 is buses 6, 12, 19, 30, and 56
while those for VSI1, VSI3, and ECC2 can be found in Table 3-3.
From Fig. 3-12 it is seen that the system voltages can be successfully maintained against this
voltage collapse scenario by five SVCs placed by all four methods. Since the location of the
initiating fault of the voltage collapse is close to the most severe contingency used by ECC1 and
VSI1 and also the top three most severe contingencies used by VSI3, the SVCs placed by them are
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closer to the initiating fault and are more effective in preventing voltage collapse and maintaining
system stability. Because ECC2 is fault independent and focuses on the controllability of voltages
across the whole system, it is not as effective as the other methods. The resulting damping ratios
of the system with five SVCs placed by VSI1, VSI3, ECC1, and ECC2 are estimated by the Prony
analysis as 10.20%, 8.07%, 9.51%, and 6.67%, respectively, which also verifies the above
comparison of the four methods.

Figure 3-11. Voltage recovery without var support under voltage collapse case.

3.5.6

Influence of the capacity of SVCs

In the above sections, we assume that all of the SVCs have an identical capacity of 200 Mvar.
Here, we discuss how SVC sizes may influence the results. Fig. 3-13 illustrates the percentage
coverage for different SVC capacities. It is seen that the improvement of contingency coverages
is not obvious when the SVC capacity is above 200 Mvar, which also implies that it is practical to
install SVCs with a 200 Mvar capacity.
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Figure 3-12. Voltage recovery for four methods installing five SVCs.

Figure 3-13. Percentage coverages for ECC2 with different SVC capacities.
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3.6

Conclusions of the Chapter
In this chapter, the ECC is applied to quantify the degree of controllability of the voltage

magnitudes under a specific dynamic var source placement and the optimal placement problem for
dynamic var sources is formulated as an optimization problem that maximizes the determinant of
ECC.
The proposed method is tested and validated on an NPCC 140-bus system. The results show
that the proposed method for fault specified case can solve the FIDVR issue caused by the most
severe N-1 contingency with fewer dynamic var sources than that of the VSI-based method. The
proposed method for fault unspecified case does not depend on the settings of the contingency and
thus has better performance under different fault durations, in the sense that when placing the same
number of SVCs the proposed method can address more FIDVR issues than the VSI-based method.
The optimal number of SVCs that minimizes the total cost is determined and it is shown that the
proposed method can help mitigate voltage collapse. It is also found that the improvement is not
obvious when the SVC capacity is above 200 Mvar.
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4 Optimal Sizing of Dynamic Var Sources by an LP based
Heuristic Search Algorithm
The approach proposed in this chapter solves the optimal sizing of dynamic var problem by
systematically interfacing power system time-domain simulation software with an LP based
heuristic search algorithm. Compared to the approach in [30], it takes a small number of iterative
steps to quickly converge to an optimal solution, and at each step, the LP can effectively identify
the searching direction for reducing the cost function toward an optimum. Thus, the new approach
has moderate computation burdens. The proposed approach is tested on the WSCC 9-bus system
and the IEEE 39-bus system.
4.1

Optimization of the Sizes of Dynamic Var Sources
Assume that there are n candidate buses, i.e. |IQ|=n. The heuristic approach proposed in this

chapter conducts the following steps to determine the sizes of the dynamic var sources (taking
SVCs as an example), i.e. Q1~Qn:
0
0
1. In the n-dimensional space of Q1~Qn, the initial guesses (denoted by Q1 ~ Qn ) are selected

at a feasible solution meeting all post-fault voltage criteria or at a solution without violating
voltage criterion (7). Let k=0
2. Time-domain simulation on the most severe contingency is conducted with SVC models of
k
k
k
sizes Q1 ~ Qn added to the candidate buses. Then, add a small amount qi, e.g. Qi /10, to

each candidate bus and re-simulate the contingency. Calculate VSIij using the voltage
responses with and without qi by (9).
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k
3. Use VSIij as heuristic information to optimize the amount of update 'Qi by solving an LP
k 1
problem. Then, let Qi

Qik  'Qik

4. Iterate Steps 2 and 3 until one of the following stopping criteria is met:
k 1
i. If all 'Qik ’s are smaller than an inaccuracy limit H and the voltage responses with Qi
k 1

k 1

satisfy all voltage criteria, then let Q1~Qn= Qi ~ Qn

ii. If k+1 exceeds a preset maximum iteration number K (e.g. 10~20), let Q1~Qn take the
results from the most recent iteration that does not cause any violation of voltage criteria
The second stopping criterion is to make sure the feasibility of the final solution in case that
the LP solution after a number of iterations violates voltage criterion (7). If then, the most recent
feasible solution is provided, instead. Detailed algorithms in Step 3 to determine 'Q1k ~ 'Qnk are
presented below.
As illustrated in Fig. 2-2, define

'V jL,k

min(V jk ,t  V jL,t , t 1, , T ),
) j 11, , N

(4-1)

'V jU,k

min(V jU,t  V jk ,t , t 1, , T ),
) j 1,
1 ,N

(4-2)

where Vjk,t is the voltage of bus j at time step t, and VjL =0.75Vjinit if t<ts or 0.95Vjinit, otherwise,
L,k
U,k
and VjU=1.25Vjinit if t<ts or 1.05Vjinit, otherwise. The magnitudes of 'V j and 'V j are actually
L,k
U,k
the closest distances from the voltage trajectory to the two limits. 'V j ( 'V j ) is positive if the

trajectory is above (below) the limit, or negative, otherwise.
Then the following LP problem is solved to determine 'Q1k ~ 'Qnk .
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Minimize
n

¦c Q

f

i

k 1
i

(4-3)

i 1

Subject to

Qik 1 Qik  'Qik , i 1 ~ n

(4-4)

¦D ijVSI ij 'Qik d'V jL,k , j 1 ~ N

(4-5)

n

i 1

n

¦ E VSI 'Q
ij

ij

k
i

d'V jU ,k , j 1 ~ N

(4-6)

i 1

where Dij and Eij are acceleration factors with a default value 1. The above LP problem is to
approximately find the minimum var requirement to improve post-fault voltage performance by
pushing the post-fault voltage trajectories as close to the lower voltage limit as possible. 'Q1k ~ 'Qnk
k
k
are solved to update Q1 ~ Qn for the next iteration. The constraints (4-5) and (4-6) are because the

voltage response is expected to stay within the two limits and approach the lower limit to save the
total cost.
4.2

Implementation of the LP based Approach
Fig. 4-1 illustrates the implementation of the new approach. The approach interfaces the LP

algorithm (MATLAB code) with the power system dynamics simulator (i.e. PSS/E) via Python.
PSS/E solves the DAEs in (2-4)-(2-5) to simulate the post-fault voltage responses for any given
var injection strategy. The results are fed back to the LP algorithm to check voltage criteria and
L,k
U ,k
calculate VSIij, 'V j and 'V j . Induction motor loads and SVCs needed to be modeled in

PSS/E simulations for simulating the phenomena of FIDVR and dynamic var support.
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Figure 4-1. Flow chart for implementing LP based approach.

4.3

Case Studies
The proposed new approach is tested by case studies on the WSCC 9-bus system and IEEE

39-bus system. The studies apply the CLODBL load model and CSVGN5 SVC model (see [63]
for details) to simulate the phenomena of FIDVR and dynamic var support. In the case studies, we
assume all ci=1, i.e. all buses have identical costs for SVCs. In this case, the objective is actually
to minimize the total amount of dynamic var supports to meet the voltage criteria. The total postfault simulation time is 5 s and the post transient criterion is checked after the first 3 seconds
transient period. No upper limit is set for the size of dynamic var supports. For both case studies,
let qi= 5 Mvar, the maximum iteration number K=10, and inaccuracy limit H=1 Mvar.
4.3.1

9-bus system

The 9-bus system has 3 generators, 3 transformers, 3 loads, and 5 transmission lines, as shown
in Fig. 4-2. According to contingency analysis, a three-phase fault on bus 7, which is cleared by
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opening the line between buses 7-5 after 5 cycles, is identified as the most severe N-1 contingency.
The delayed voltage recovery phenomenon is simulated as shown in Fig. 4-3. 5 out of 9 bus
voltages violate the voltage criteria.

Figure 4-2. 9-bus system with the most severe N-1 contingency and two candidate buses for
dynamic var supports.

At Buses 6 and 8, the overall VSI is higher than that at other buses. So they are selected as
two candidate buses to install SVCs. Assume the sizes of the two SVCs are larger than 1Mvar.
The initial guesses of Q6 and Q8 are set at 30 Mvar and 50 Mvar, respectively. As shown in Fig.
4-4, after 4 iterations the proposed approach converges to a solution: Q6=56 Mvar and Q8=1 Mvar.
To investigate the global optimality of this solution, an exhaustive search is conducted to identify
the entire region of feasible solutions as shown by the gray region in Fig. 4-4. It is confirmed that
the obtained solution is the global optimum although the solution region is non-convex. For this
case, the initial guesses do not correspond to a feasible solution but the first iteration jumps to a
feasible solution. To test the voltage performance with the optimal var injections, time-domain
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simulation is conducted with SVCs added to Buses 6 and 8 with the determined sizes. Fig. 4-5
shows that all trajectories meet the voltage criteria.

Figure 4-3. Bus voltage responses of the 9-bus system.

Figure 4-4. Searching path of the new approach for the 9-bus system.

The approach in [30] is implemented with 0.005 s time step to compare with the new approach.
It is found that the two approaches give identical solutions. However, the new approach is about
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10 times faster for this case using an Intel i5-3220M computer. The reason is because the new
approach only handles an LP problem and it does not need to interface the optimization solver
with power system simulator for each time step as the approach in [30] does.

Figure 4-5. Post-fault voltage responses with optimized SVCs for the 9-bus system.

4.3.2

IEEE 39-bus System

As shown in Fig. 4-6, the IEEE 39-bus system is also used to test the proposed approach. The
most severe contingency is identified as a three phase fault on Bus 17 cleared by opening Lines
17-18 and 17-27 after 5 cycles. Post-fault voltage trajectories are shown in Fig. 4-7. Some buses
violate the 25% voltage deviation limit at the beginning of the 3-second transient period or the 5%
limit at the beginning of the post transient period.
Assume that the sizes of SVCs are larger than 25 Mvar and have no upper limits. The new
approach is applied to find the optimal locations and sizes of SVCs to support the voltage recovery.
First, Buses 20, 27, and 28 are found to have the highest VSI values and thus selected to be
candidate buses. Then, conduct the heuristic searching algorithm to optimize Q20, Q27 and Q28.
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Select an initial point (280, 280, 280) in the space of Q20, Q27 and Q28. As shown in Fig. 4-8, after
4 iterations the optimal solution is found to be Q20=326 Mvar and Q27=Q28=25 Mvar. This solution
is verified to be the global optimum by an exhaustive search in the 3-dimensional space. Fig. 4-8
also shows the boundary of feasible solutions by the gray plane.

Figure 4-6. IEEE 39-bus system and the most severe N-2 contingency and three candidate buses
for dynamic var supports.

Figure 4-7. Post-fault voltage responses of the IEEE 39-bus system.
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The optimal solution is tested by time-domain simulation with SVCs of the optimized sizes
added at the three candidate buses. Fig. 4-9 shows that all post-fault voltage trajectories meet the
voltage criteria.

Figure 4-8. Searching path of the new approach for the IEEE 39-bus system.

Figure 4-9. Post-fault voltage responses with optimized SVCs of the IEEE 39-bus system.
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4.4

Conclusions of the Chapter
This chapter proposes a new approach to optimize sizes of dynamic var sources to address the

FIDVR problem. The new approach was benchmarked with the approach in reference [30] and it
is more efficient thanks to its heuristic searching algorithm.
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5 Optimal Sizing of Dynamic Var Sources by a Voronoi Diagram
based Method
In this chapter, a Voronoi diagram based scheme is proposed for optimization of the sizes of
dynamic var sources at pre-determined locations. The Voronoi diagram technique is applied by
the scheme to generate a contour map about the optimality and feasibility of any point in a
searching space for solutions. The proposed scheme first simulates for a certain number of
potential solutions, i.e. sample points in the searching space for dynamic var sizes. Second, an
approximate value for the objective function is calculated based on the simulation result for each
point. Third, an optimal solution is sought by piling barycentric interpolation [78] to get a local
approximation function for global response surface instead of direct analysis. Finally, the Voronoi
diagram is modeled to distribute sample points until getting global fidelity. The proposed approach
is tested on the WSCC 9-bus system and the NPCC (Northeastern Power Coordinating Council)
140-bus power system model.
5.1

Voronoi Diagram based Blending of Local Function Approximation
Voronoi diagram [79] is one of the most useful data structures in computational geometry and

an effective technique for generating contour maps. It has been widely applied to diverse fields of
science and engineering. Here, the fundamentals of Voronoi diagram and Barycentric interpolation
are introduced. In literature, a Voronoi diagram based blending methods of local response surfaces
have been proposed to accomplish global fidelity in function approximation for engineering
designing optimization in [80].
A Voronoi diagram based Barycentric interpolation can estimate the boundary and geometry
of the feasible solution region in any dimension. Voronoi diagram partitions a plane into regions
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based on the distance to the sample points and can provide geometric information of sample points,
such as the most depopulated area in the plane. Barycentric interpolation can estimate the local
function expression around sample points in each small Voronoi region.
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Figure 5-1. Generating Voronoi diagram and local function estimation.

The following example illustrates the essence of Voronoi diagram and Barycentric
interpolation in a two dimensional plane x-y. The searching range is [1, 10] for both x and y, and
the function of x and y is z=x2/25-y2/100-x+y. To estimate the function values over the entire plane,
the values at a sample point set P={p1, p2,..., p7} including 4 searching boundary points and 3
distinct random points are first calculated and colored by their values as shown in Fig. 5-1(a).
Perpendicular bisectors are drawn for each pair of the distinct points in P. These result in a set of
polyhedra (polygons for this 2-D case) as illustrated by orange dash lines in Fig. 5-1(b). This is
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called a Voronoi diagram denoted as Vor(P). The cell of Vor(P) that corresponds to a site pi is
called a Voronoi region of pi denoted by Vor(pi). All of the intersection points such as e1, e2, ....
are called Voronoi points. Taking p5 as an example, its Voronoi region, Vor(p5), is composed by
Voronoi points e1e2e3e4e5. Denote the Euclidean distance between any two points p and e by

dis( p, e)

( px  ex )2  ( p y  ey )2 . The judge of the territory of each Voronoi region, any point a

lies in Vor(pi) if and only if dis(a, pi)<dis(a, pj) for any pjאP with j≠i.
As illustrated in Fig. 5-1(b), since p3 has the smallest function value, so Vor(p3) is most likely
to contain the minimum value. To estimate the function values inside this region, Barycentric
interpolation is applied to estimate local function values in triangles about any three adjacent p
points. Taking triangle p3p7p6 for example, each point located inside this triangle can be written as
a unique convex combination of the three vertices. To estimate the function value of an inside
point e6 as shown in Fig. 5-1(c), a unique sequence of three positive numbers, a1, a2, and a3, can
be found such that a1+a2+a3=1 and e6=a1p3+a2p7+a3p6. Here a1, a2, and a3 are the Barycentric
coordinates of the point e6 with respect to the triangle and there are a1=A1/(A1+ A2+ A3), a2=
A2/(A1+ A2+ A3) and a3= A3/(A1+ A2+ A3), where A1, A2, A3 are the sub triangle areas shown as in
Fig. 5-1(c). Each point inside p3p7p6 is uniquely defined by any two of the Barycentric coordinates.
Finally, e6 is colored with its corresponding value as an estimate of the function value there.
With the 7 points in the plane, the entire space can be estimated by Barycentric interpolation
as shown in Fig. 5-1(d) which is very close to the accurate values as shown in Fig. 5-1(e). With
more sample points, the estimation for the entire space will be more accurate. Based on this idea,
in the next section, a new approach is proposed to effectively optimize the dynamic var sources
using Voronoi diagram.
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5.2

Voronoi Diagram based Approach
When a new sample data is added to the established approximation function, after its small

neighboring parts are arranged under the characteristic of Voronoi diagram, the approximation
function is reformed with less cost. This section describes how this approximation scheme is
combined into an adaptive global optimization computation with optimization of dynamic var
sources.
5.2.1

Proposed Voronoi diagram based method for optimization

The overall algorithm for tackling the area is configured into the following steps:
Step 1. Perform certain number of initial random sample points and evaluate cost functions at those
points.
Step 2. Establish or update the Voronoi diagram and estimate the objective function by barycentric
interpolation for a neighborhood of each sample point.
Step 3. Find a tentative solution by solving an approximated objective function.
Step 4. If a solution has enough fidelity or if the cost exceeds the limit, terminate the overall
procedure.
Step 5. Determine new sample points, and do power system simulation.
Step 6. Go to Step 2.
Fig. 5-2 illustrates the implementation of the approach, which interfaces the Voronoi diagram
(performed in MATLAB) with power system dynamics simulator PSS/E via Python. PSS/E solves
the DAEs in (2-4)-(2-5) to simulate the post-fault voltage responses for any given var injection
strategy. The results are fed back to the Voronoi diagram to check voltage criteria and update the
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diagram. Induction motor loads and SVCs need to be modeled in PSS/E simulations.

Figure 5-2. Flow chart for implementing the proposed Voronoi diagram based approach.

5.2.2

Adding new sample points

An ݊-dimensional space requires at least n+1 points to establish a Voronoi diagram. To make
the diagram have additional geometrical characteristics, more points should be utilized [81]. In
this chapter, 2(n+1) initial sample points are randomly selected in the searching region together
with its ʹ geometric vertices (i.e. the limits in all dimensions) to build the first Voronoi diagram
approximating the entire region. Then, to improve global approximation fidelity, the following
three new sample points should recursively be added at each execution of Step 5. Since the
proposed approach gradually adds new points to refine the Voronoi diagram, especially for the
area surrounding the global optimum, the final result is not sensitive to the selection of the initial
2(n+1) sample points, which are confirmed by our tests running the approach with different groups
of initial sample points.
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5.2.2.1 New point 1 for optimization
The triangle where the tentative optimal solution is obtained is considered as the most
effective area. A new candidate sample point shown as pn in Fig. 5-3 is chosen based on the
minimum objective function from the barycentric interpolation. Considering interpolation value
*
will be changed by addition of other points, a new sample point is arranged as pn which is

randomly generated within the tentative solution triangle οq8p10q3 (polygonal pyramid in the
higher dimensional) where pn belongs.

q7

p5

q6

*

p6*

q9
p9

*

q8
pn

p10

*
p8

* Pn*
p7
q3

Figure 5-3. Addition of a new sampling point for the optimum.

5.2.2.2 New point 2 for global fidelity
For the global fidelity purpose, a region where existing sample points are depopulated must
be effective. Under the terminology of Voronoi diagram, each Voronoi point is the farthest point
from its surrounding sample points. A second new sample point is chosen based on the largest
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dis(pi,qi) and qi is the candidate new second point. Taking Fig. 5-3 as an example, since q6 is the
farthest point to any surrounding p points, it will be the second new sample point if needed.
5.2.2.3 New point 3 between points 1 and 2
Adding new samples at the above two types of points, the densities of samples around the
tentative optima and around the most depopulated one become quite different. In order to connect
the parts of both areas, a third new sample point is chosen in the middle of the interconnection of
the above two samples or around 3/4 between the above two samples.
5.3

Case Studies
The proposed approach is tested on the WSCC 9-bus system and the NPCC 140-bus power

system. Accurate dynamic models with loads and the dynamic var sources are important for
credibly simulating the phenomena of FIDVR and dynamic var support. The CLODBL load model
and CSVGN5 SVC model (see section 3.5.1 for details) are applied here. In the case studies, we
assume all ci=1, i.e. all buses have identical costs for SVCs, all cp=100 in 9-bus system and
cp=1000 in NPCC system which will be larger than any single var upper limit, i.e. all buses have
identical penalty for violating the voltage standard. In this case, the objective is actually to
minimize the total amount of dynamic var support to meet the voltage criteria.
5.3.1

2-dimensional searching space for the 9-bus system

The 9-bus system has 3 generators, 3 transformers, 3 loads, and 5 transmission lines, as shown
in Fig 4-2. According to contingency analysis, a three-phase fault on bus 7, which is cleared by
opening the line between buses 7 and 5 after 5 cycles, is identified as the most severe N-1
contingency. Buses 6 and 8 with highest VSI are selected as two candidate buses to install SVCs.
Assume the sizes of the two SVCs are larger than 1 Mvar and the fidelity index is H=1 Mvar.
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Figure 5-4. Contour map of approximated function during cumulative global optimization.

Fig. 5-4 shows how a contour map on the objective function is updated with new samples
added and how the tentative optimal solution approaches to the actual global optimum. In Fig. 54(a), a solution is found as f=86 Mvar at (Q6=85 Mvar, Q8=1 Mvar), under the initial approximation
with ten sample points. The shapes of approximated functions are rather different from the true
ones. In Fig. 5-4(b), the solution is updated as f=80 Mvar at (Q6=71 Mvar, Q8=1 Mvar), under the
approximation with 13 sample points. The shapes of approximated functions are still different from
the true ones, especially, in the bottom right zone. In Fig. 5-4(c), the solution is moved to f=69
Mvar at (Q6=68 Mvar, Q8=1 Mvar). In Fig. 5-4(d) and (e), the shapes of approximated function
are further refined especially for the areas around the true optimum. The approximation
improvement finally leads to a solution close enough to the true solution with f=57 Mvar at (Q6=56
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Mvar, Q8=1 Mvar) in Fig. 5-4(e) from f=60 Mvar at (Q6=58 Mvar, Q8=2 Mvar) in Fig. 5-4(d).
Fig. 5-4 shows the history of the objective function and design variables over the number of
function evaluation calls. This problem has a global optimum f=57 Mvar at (Q6=56 Mvar,
Q8=1Mvar) and the region of feasible solutions area is bounded by green color. Fig. 5-5 shows
the searching path of the tentative optimal as well as local optimal. The result is identical to the
solution in [27] and [30].
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Figure 5-5. Searching path of the tentative optimum for the 9-bus system.

5.3.2

Three-dimensional searching space for the NPCC system

As shown in Fig. 5-6, the NPCC system is also used to test the proposed approach, which has
48 generators, 140 buses and represents the northeast region of the EI system. One of the most
severe N-1 contingencies is identified as a three phase fault on bus 6 cleared by opening line 6-7
after 5 cycles. Buses 3, 6, and 31 are selected to be candidate buses to address the FIDVR issue in
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the system by voltage sensitivity index method. Assume that the sizes of SVCs are larger than 25
Mvar and the fidelity index is H=5 Mvar.
In order to view the plot clearly, the contour map is projected into three 2-D planes each about
the sizes of two SVCs. Fig. 5-7 shows a profile of the objective function in the searching space
approximated based on 68 sample points, and the region of feasible solutions is bounded by green
color within which a darker color indicates a smaller value of the objective function. The optimal
solution is located on the right front bottom corner and it has f=160 Mvar, Q3=25 Mvar, Q6=105
Mvar, and Q31=30 Mvar. Fig. 5-8 shows the trajectory of iterations converging to the global
optimum. This new approach gives the same optimum as the approach in [27].

Figure 5-6. Part of the NPCC system and the most severe N-1 contingency and three candidate
buses for dynamic var sources.
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Figure 5-7. Contour map of approximated function with 68 sample points.

Figure 5-8. Searching path of tentative optimum for the NPCC system.
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5.4

Conclusions of the Chapter
This chapter proposes a new approach to solving optimal sizes of dynamic var sources

addressing FIDVR problems, which is a complex non-convex optimization problem. The new
approach can identify the boundary of feasible solutions in a searching space and the globally
optimal solution thanks to the Voronoi diagram and barycentric interpolation based objective
approximation. Facing larger-scale problems, the computational burden of the new approach will
increase with the growth of dimensions, i.e. the number of dynamic var sources.
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6 Optimal Sizing of Dynamic Var Sources by a Voronoi Diagram
based Method Integrating Linear Programming
Our previous work in Chapter 5 has tentatively shown that Voronoi diagram, as an effective
technique for generating contour map [79], can approximate the geometry of the solution space of
the problem very well. This chapter aims to tackle the optimal sizing of dynamic var sources from
a new perspective: first, a study on the geometric characteristics about the solution space indicates
the non-convexity of the feasible solution region and relative flatness near the optimal solution;
accordingly, the Voronoi diagram method integrating linear programming (LP) is proposed to
effectively find the optimal solution.
6.1

Geometry of the Solution Space
To integrate C1, C2, and C3 into the cost function, the objective function J3 in equation (2-6)

is modified as
K

J3

cTQ  c p ¦ bk

(6-1)

k 1

where c=[c1, …, cN]T is the column vector of costs per Mvar (e.g. the installation, maintenance
costs or operation cost) associated with the dynamic var sources, binary variable bk equals 1 if the
k-th contingency makes any constraint violated, otherwise equals 0, and cp>>ci is the penalty of
voltage violation. Next, the geometry of the solution space about the objective function (6-1) is
studied in order to develop an effective algorithm for this optimization problem.
As an example, the WSCC 3-generator 9-bus system shown in Fig. 4-2 is studied. The most
severe “N-1” contingency is identified as the three-phase fault at bus 7 cleared by opening line 57 after 5 cycles. Here, set ci=$1,000/Mvar, cp=$300,000 and QiL=0 Mvar. The solution spaces for
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installing one SVC at bus 6 and three SVCs at all of three load buses are obtained by exhaustive
search in the range of [0, 85] (Mvar) for each Qi, from which some useful insight can be gained on
geometric characteristics of the solution space.
First, consider installing one SVC at bus 6. Fig. 6-1 depicts how the objective function changes
with the size of the SVC, which is basically piece-wise linear and has the minimum at Q6=57 Mvar,
which is right at a joint of two linear segments.

Figure 6-1. One SVC size at bus 6 and its corresponding objective function.

For installing three SVCs at buses 5, 6, and 8, the contour map of the cost function varying
with the sizes of three SVCs is shown as Fig. 6-2(a), where the colder the color, the smaller value
the objective function has. In fact, the feasible solutions of the original problem defined in (2-2)–
(2-6) correspond to J3d$285,000. Fig. 6-2(b) visualizes the infeasible solutions and the boundary
of the feasible solutions.
To better understand the geometry of the region of feasible solutions, let Q5 respectively take
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a value from {0, 15, 30, 45, 60, 75} each time and the objective function J3 is evaluated for all
combinations of Q6 and Q8. The contour maps of the cost function are shown in Fig. 6-3. For
different values of Q5, the following are observed:
x

When Q6 and Q8 increase starting from an infeasible solution, J3 first increases almost
linearly and then sharply drops to a small value when the penalty is no longer applied, or in
other words, when the solution becomes feasible.

x

The feasible solution region is relatively flat, in which J3 basically increases in a linear
manner.

x

The optimal solution (darkest blue) appears close to the boundary of the feasible solutions.

x

The boundary of the feasible solutions is not smooth.

These observations coincide with the characteristics of Fig. 6-1 for installing one SVC.

500
450
80

Q5(Mvar)

Q5(Mvar)

80
60
40

400

60

350

40

20

300

20

250
200

20

20
40
60

Q6(Mvar)

80

20

40

60

Q8(Mvar)

(a) Contour map

80

150

40
60

Q6(Mvar)

80

20

40

60

Q8(Mvar)

100

80

50
× $1000

(b) Boundary of feasible solutions

Figure 6-2. Contour map of objective function and its infeasible solution space.
70

Figure 6-3. Contour map of objective function when the SVC of bus 5 is fixed.

Furthermore, the impacts of load and generation variations are investigated. Specifically, we
change the system load together with the total generation by -10%, -5%, +5%, and +10%. For
these four new loading conditions, the contour maps of the objective function are shown in Fig. 64. Each blue area indicates the region of feasible solutions, which shrinks with the increase of the
load. The global optimum also moves as indicated by the white arrow. Despite the change of load,
the aforementioned four observations are still valid with these contour maps. Another important
observation is that the optimum for a heavy-load condition (e.g. the +10% load increase case) is
still in the feasible region for a light-load condition.
When the objective function J3 is used, because of the high penalties added to voltage
violations in (6-1), the above geometric characteristics may be generalized for the optimal sizing
problem of dynamic var sources. Thus, it is reasonable to make use of these geometric
characteristics of the solution space and design an effective algorithm to solve the problem. An
idea is to first approximately depict the boundary and geometry of the feasible solution region,
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which corresponds to the blue region in Figs. 6-2 to 6-4, and then attempt to find the optimal
solution only in that region so that simple and fast optimization techniques like LP can be adopted.

Figure 6-4. Contour maps of the objective function, where the region (blue) of feasible solutions
are shown under four different loading conditions.

The Voronoi diagram and the Barycentric interpolation is introduced as an efficient technique
for geometric and function approximation in Section 5.1. In the next section, a new approach based
on the Voronoi diagram method integrating LP will be proposed to effectively solve the optimal
sizing problem of dynamic var sources.
6.2

Proposed Approach
As discussed in Section 5.1, the Voronoi diagram and Barycentric interpolation are useful

techniques to establish function approximation by means of sample points added to the solution
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space. However, toward the global optimization, without any heuristic information, the Voronoi
diagram based blending of local function expression may require many iterations of adding new
sample points. Our previous work in Chapter 4 shows that a heuristic LP based method can
correctly identify an effective searching direction from an existing point in the solution space, but
may jump out of the feasible solution region or converge to the local optimum when the
nonlinearity of the optimization problem is significant with four or more dynamic var sources
needed to be optimized.
To take the advantage of the Voronoi diagram method on exploring the geometric information
on the solution space and the simplicity and time performance of LP in optimization, this section
introduces a new approach based on the Voronoi diagram method integrating LP. In each iteration
of the approach, Voronoi diagram and Barycentric interpolation are used to identify the most
promising region, which integrate LP for determining the search direction to add new sample
points without jumping out of that region.
6.2.1

Proposed algorithm

Specifically, this chapter proposes the following approach for solving the optimal sizing
problem:
Step 1 In the |IQ|-dimensional solution space about Qi (i IQ), i.e. the sizes of placed dynamic var
sources, randomly select a set of sample points, denoted by M, and evaluate cost function
J3 about Qi (iIQ) at each point.
Step 2 Establish the Voronoi diagram using all M sample points and estimate the approximate
value of J3 in a neighborhood of each point by Barycentric interpolation.
Step 3 Find the point with the minimal J3 as a tentative solution.
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Step 4 Add three new sample points (as explained in subsections V.B-C), and go back to Step 2.
The algorithm can be terminated either after a pre-defined large number of iterations from
Step 2 to Step 4, or when the decrease in J3 is less than a pre-defined tolerance H.

Figure 6-5. Flow chart for implementing the Voronoi diagram integrating LP approach.

Fig. 6-5 illustrates the implementation of the entire approach by integrating the proposed
algorithm with power system time-domain simulation. The Voronoi diagram and LP are
implemented in MATLAB and are interfaced with power system dynamic simulation software
PSS/E via Python. PSS/E solves the DAEs in (2-4)–(2-5) to simulate the post-fault voltage
responses for any given sizing strategy Q, i.e. a sample point in the solution space. The results are
used to evaluate J3 for the strategy and fed back to the Voronoi diagram and LP for function
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approximation and searching direction identification.
The |IQ|-dimensional space requires at least |IQ|+1 points to establish a Voronoi diagram. To
make the diagram authentically present geometrical characteristics of the space, more points
should be utilized [81]. In this chapter, 2(|IQ|+1) initial sample points are randomly selected in the
solution space together with its 2|IQ| geometric vertices (i.e. the limits in all dimensions) to build
the first Voronoi diagram.
To improve the fidelity of the global approximation, three new sample points are added every
time as Step 4 is executed: the first point is based on LP to enhance the current tentative optimum
within the identified candidate optimum region, the second is to improve the global approximation
fidelity at the most depopulated region, and the third is to connect the above two avoiding
distorting the Voronoi diagram.
6.2.2

No.1 new point by LP for tentative optimum fidelity

As shown in Fig. 6-6, if the tentative optimal solution is obtained as p6, the Voronoi region,
the polyhedra determined by vertices e2 to e6 is considered as the most effective area. A new
candidate sample point shown as Qi0(iIQ) is chosen at the estimated minimum value of the
objective function in this region by using Barycentric interpolation.
Since the interpolation value will be changed by adding other points, a new sample point Qi1
(iIQ) is refined by an iterative LP algorithm like in Chapter 4 utilizing the maximum voltage
recovery sensitivity defined by

VSI

k
ij

max(V jk ,new,t  V jk ,old ,t , t 1,
qi

,T )

, k 1,

,K

(6-2)

where k is the index of the contingency, qi is the size of a small dynamic var source (simulated by,
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e.g., SVC) added at bus i, and Vjk,new,t and Vjk,old,t are the voltage magnitudes respectively with and
without that small var source at time t. The LP algorithm determines Qi1 from Qi0 by these two
steps:
1) Time-domain simulation is performed with SVCs of sizes Qi0 (iIQ) added to the candidate
buses. Then, add a small amount qi (iIQ), e.g. QiU /80, is added to each candidate bus and the
simulation under the contingency is performed again. Calculate VSIijk (iIQ) for the voltage
responses with and without qi (iIQ).
2) The direction to update Qi0 to Qi1=Qi0+∆Qi is determined by testing VSIijk under
contingency k. Then, the amount of update ∆Qi is determined by solving an LP problem which
utilizes the voltage responses obtained from 1).

Figure 6-6. Addition of a new sample point for the optimum.

The detailed algorithm in 2) is given below. Define
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'V jL,k

min(V jk ,t  V jL,t , t 1, , T ),
) j 1, , N , k 1, , K

(6-3)

'V jU ,k

min(V jU ,t  V jk ,t , t 1, , T ), j 1,
1 , N , k 1, , K

(6-4)

where Vjk,t is the voltage of bus j at time t under contingency k, and VjL (VjL=0.75Vjinit if t<ts or 0.95
Vjinit, otherwise), and VjU (VjU=1.25Vjinit if t<ts or 1.05 Vjinit, otherwise) are respectively the lower
and upper limits of bus j voltage. The magnitudes of ΔVjL,k and ΔVjU,k are actually the closest
distances from the voltage trajectory to the two limits under contingency k. ΔVjL,k (ΔVjU,k) is
positive if the trajectory is above (below) the limit, or negative, otherwise. Then the following LP
problem is solved to determine ∆Qi (iIQ).
Minimize
N

f

¦c Q
i

(6-5)

i

i 1

Subject to

Qi1 Qi0  'Qi , i  I Q

D

IQ

k

¦ (VSI

(6-6)

) 'Qi d 'V jL ,k , i  ΙQ , j 1,

, N,k

1,

,K

(6-7)

) 'Qi d 'V jU ,k , i  IQ , j 1,

, N, k

1,

,K

(6-8)

k T
ij

i 1

E

IQ

k

¦ (VSI

k T
ij

i 1

Qi1 (i  IQ ) Vor (Qi0 (i  I Q ))

(6-9)

where ߙk and βkare acceleration factors with a default value of 1. The above LP problem can
approximately find the minimum var requirement to improve the post-fault voltage performance
by pushing the post-fault voltage trajectories close to the lower voltage limit as much as possible.
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∆Qi(iIQ) are solved to update Qi1(iIQ) for the next iteration. The constraints (6-7)–(6-8) are
required because the voltage response is expected to stay within the two limits and approach the
lower limit to save the total cost. The constraint (6-9) is also considered in this LP algorithm
because the var size has to stay within the most effective searching space which is the Voronoi
region of tentative optimum.
6.2.3

No. 2 and No. 3 new points respectively for global fidelity and connection of the first
two

For the global fidelity purpose, a region where existing sample points are depopulated must
be effective. Under the terminology of the Voronoi diagram, each Voronoi point is the farthest
point from its surrounding sample points. A second sample point is chosen based on the largest
dis(pi,ei) and ei is the candidate new second point. Taking Fig. 6-6 as an example, since e4 is the
farthest point to any surrounding p points, it will be the second new sample point if needed.
After the first and second sample points are added, the densities of samples around the
tentative optima and around the most depopulated one become quite different. In order to connect
the parts of both areas, a third sample point is chosen at the middle point of the straight line
connecting the first and second samples points.
As a remark on the proposed approach, the use of the Voronoi diagram together with
Barycentric interpolation enables effective cost function approximation for the entire solution
space: on one hand, the Voronoi diagram identifies a relatively flat local region for the LP to
efficiently optimize the solution; on the other hand, the Voronoi diagram adds new sample points
to the most depopulated region to address the global approximation fidelity.
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6.3

Case Studies
The proposed approach is first illustrated on the WSCC 9-bus system in detail and then tested

on the NPCC 140-bus system. The simulation time for each contingency is 5 seconds and
integration time step is 1/120s. In the case studies, we assume that all ci=$1,000/Mvar,
cp=$300,000/contingency for the WSCC 9-bus system and cp=$3,000,000/contingency for the
NPCC system. All buses in one system have the identical penalty for any voltage violation.
6.3.1

SVC and load modeling

Dynamic models of the dynamic var sources and loads are important for credibly simulating
the phenomena of FIDVR and the performance of dynamic var supporting. In case studies, each
SVC adopts the PSS/E CSVGN5 SVC model and each load is represented by the PSS/E CLODBL
load model [63]. In the following, the SVC and load models will be briefly introduced. For more
details on the parameter settings and the functions of the models, please see [63].

Table 6-1. Parameters for the SVC model
Parameter
TS1, Filter Lag Time Constant/s
VEMAX, Voltage Error Max./pu
TS2, 1st Stage Lead Time Constant/s
TS3, 1st Stage Lag Time Constant/s
TS4, 2nd Stage Lead Time Constant/s
TS5, 2nd Stage Lag Time Constant/s
KSVS, Gain
KSD, Time Constant/s
BMAX, Max. Susceptance of SVC/pu
B’MAX, Threshold Upper Limit/pu
B’MIN, Threshold Lower Limit/pu
BMIN, Min. Susceptance of SVC/pu
TS6, Thyristor Delay/s
DV, Deviation Voltage/pu
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Range
<0.4
<0.3
<2
(0, 5)
<2
<5
(50, 1000)
(0, 1000)
(0,10)
< BMAX
>-2 BMAX
< B’MIN
(2Δt, 0.2)
(0, 0.5)

Value
0
0.15
0.1
4.5
0
0
50
0
1
0.9
-0.9
-1
0.05
0.15

Figure 6-7. Control blocks of the CSVGN5 SVC model [63].

Figure 6-8. Voltage-reactive power characteristic of CSVGN5 SVC.

The PSS/E SVC model CSVGN5 is represented as a generator in the power flow model with
features including remote bus voltage control and a fast override capability. The main parameters
used in case studies are listed in the first column of Table 6-1. Suggested ranges of their values are
provided in the second column, and the values adopted in case studies are given in the third
column. The control blocks and voltage control characteristics of the SVC are shown in Fig. 6-7
and Fig. 6-8. The fast override function in Fig. 6-7 is activated when the voltage error exceeds a
threshold value DV during a fault near the SVC to make the SVC act as a capacitor or reactor.
Otherwise, the SVC behaves following the slope KSVS shown in Fig. 6-8. The MBASE in Fig. 6-7
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is the Mvar output of the SVC and takes the optimized size for this SVC.
As a composite load model, the CLODBL contains large induction motors (LMs), small
induction motors (SMs), discharge lighting, distribution transformers with saturation effects, and
other static load components as shown in Fig. 3-3. All load components are assumed to be
connected at 0.98 pu voltage. Table 6-2 lists the parameters used in case studies.

Table 6-2. Parameters for the composite load model in case study for the Voronoi diagram
method integrating LP
Parameter
Large Motor/%
Small Motor/%
Transformer Exciting Current/%
Discharge Lighting/%
Constant Power/%
Kp
R, branch resistance
X, branch reactance

6.3.2

Value
25
25
3
0
0
0.5
0
0.1

WSCC 9-bus system

To illustrate the proposed Voronoi diagram based approach, optimization of the sizes of 2
SVCs at bus 6 and bus 8 is considered. The tolerance in the stopping criterion of iterations is

H=$1000. The global optimum is found after 3 iterations. Fig. 6-9 shows the progress of a contour
map on the objective function updated with the addition of new samples and how the tentative
optimal solution approaches to the actual global optimum. All tentative optimal solutions are
checked by the dark solid curves in Fig. 6-9(a-d) which indicate the boundary of actual feasible
solution. Fig. 6-9(e) illustrates the Voronoi boundary of the tentative optimum in each searching
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iteration.
Fig. 6-9(a) gives the initial solution with f=$75,000 at (Q6=68Mvar, Q8=7Mvar) under the
initial approximation with 10 sample points. In Fig. 6-9(b), the solution is updated to f=$59,000 at
(Q6=58Mvar, Q8=1Mvar) with 13 sample points after the first iteration. In Fig. 6-9(c), the tentative
solution is moved to f=$57,000 at (Q6=56Mvar, Q8=1Mvar). In Fig. 6-9(d), the shapes of the cost
function in polygons are further refined specifically for the areas around the true optimum, and the
global optimal solution as indicated by the arrow has f=$57,000 at (Q6=56Mvar, Q8=1Mvar). The
solution obtained from the proposed approach is verified to be the same as the global optimum
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Figure 6-9. Contour map of approximated function and Voronoi diagram constrains for linear
programming during cumulative global optimization.
82

Fig. 6-10 illustrates bus voltage profiles in time domain without and with the optimal dynamic
var supporting. In Fig. 6-10(a), FIDVR is seen on the voltage trajectories of 5 out of 9 buses
without any var support. During the transient period, one load bus violates C1, i.e. the 75% of
initial voltage lower limit, and four buses violate C2, i.e. the voltage duration between 75% and
80% of the initial voltage longer than 20 cycles. Also, at the post transient period, two buses violate
C3, i.e. the 5% deviation limit. The severity index Sk of the system under this contingency is 0.0079
pu. Fig. 6-10(b) shows all of the voltage trajectories meet the voltage criteria with the optimally
sized SVCs, indicating a severity index of zero.
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Figure 6-10. Post-fault voltage responses of WSCC system.
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6.3.3

NPCC system

The proposed approach is also tested on the NPCC 48-generator 140-bus system as shown in
Fig. 6-11, which represents a simplified equivalent of the northeast region of the Eastern
Interconnection (EI) power grid. Consider 7 SVCs to be installed at seven predetermined buses 3,
6, 7, 12, 16, 34, and 56, which are optimized by the empirical controllability covariance based fault
specified method in Chapter 3, to mitigate the FIDVR issues under the most severe “N-1”
contingency. Assume that the size of each SVC ranges from 0 to 400 Mvar. The tolerance in the
stopping criterion of iterations is H=$5000.

Figure 6-11. NPCC system and the most severe N-1 contingency and seven candidate buses for
dynamic var sources (important buses are highlighted in the following discussion).

The most severe “N-1” contingency is identified to be the outage of line 6–7 by a three-phaseto-ground fault on bus 6 with 5-cycle clearing time. Starting an initial estimate based on
2×(7+1)=16 initial sample points and 27=128 geometric vertices, the approach adds three new
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points for each iteration. Fig. 6-12 shows the trajectory of iterations converging to an optimum in
the spider chart. The initial estimate of optimum f=$1,240,000 is at (400, 400, 10, 10, 10, 400, 10)
in the space about Q3, Q6, Q7, Q12, Q16, Q34, and Q56. After the first iteration, the tentative optimum
is found to be f=$1,120,000 with the Q3=400 Mvar, Q6=Q34=360 Mvar, and others to be 0 Mvar.
Finally, after 12 iterations, the search stops at an optimum having f=$1,055,000 with Q3=Q6=400
Mvar, Q34=255 Mvar, and others 0 Mvar. An exhaustive search is performed in the sevendimensional solution space and the solution obtained after 12 iterations is verified to be the true
global optimum.

Figure 6-12. Searching path of the optimization of dynamic var on the NPCC system under the
most severe N-1 contingency.

Fig. 6-13 illustrates bus voltage profiles in time domain simulation without and with the
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optimal SVC support. In Fig. 6-13(a) shows the delayed voltage recovery phenomenon without
any var support in which 5 buses violate C1 at the beginning of the 3-second transient period and
some buses violate C3 in the post transient period, the severity index Sk for the contingency without
any var support is 0.0034 pu and the network loss is 1.3356% of the total system load. Fig. 6-13(b)
shows the all of voltage trajectories meet the voltage criteria with the obtained optimal sizes of
SVCs, the severity index becomes zero with optimized var support and the network loss slightly
reduces to 1.3267% of the total system load.
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Figure 6-13. Post-fault voltage responses of NPCC most severe N-1 system.
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Consider the same critical contingency but change the percentages of both LMs and SMs loads
from 25% to 22.5%, 20%, and 17.5%, respectively, in order to investigate the impacts from
variations in the level of dynamic load. The optimal sizes of seven SVCs for four different
percentages of motor loads are listed in Table 6-3 and visualized by the spider chart of Fig. 6-14.
From Fig. 6-14, the spider of the solution about the load model with a smaller percentage of motors
is always inside the spider with a larger percentage of motors. It indicates that the SVCs whose
sizes are optimized for a certain percentage of motor loads can still address the FIDVR issue with
the critical contingency when that percentage decreases. In practice, it is not economical to
optimize sizes of dynamic var sources considering many levels of dynamic load and all possible
loading conditions. Also, considering the observation from Fig. 6-4 that the optimal solution for a
heavy-load condition remains feasible for a light-load condition, an advisable strategy is to
consider the peak load condition with a large enough percentage of motor loads in the simulation
and optimization of dynamic var sources.

Table 6-3. Impact of different percentages of the motor load
LM/%

SM/%

25
22.5
20
17.5

25
22.5
20
17.5

Optimized Var Sizes/Mvar
[Q3, Q6, Q7, Q12, Q16, Q34, Q56]
[400, 400, 0, 0, 0, 255, 0]
[395, 400, 0, 0, 0, 5, 0]
[230, 400, 0, 0, 0, 0, 0]
[50, 400, 0, 0, 0, 0, 0]

Additionally, the sensitivity of the proposed approach is to the set of initial sample points is
tested on optimizing 5, 6, and 7 SVCs. Besides the initial 2(|IQ|+1) random sample points plus 2|IQ|
geometric vertices, each iteration adds 3 new sample points based on the rules in Section 6.3.2–
6.3.3. For each test case, five independent tests are performed in order to find the average
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performance of the approach. Each test starts from 2(|IQ|+1) random initial sample points followed
by 2|IQ| geometric vertices and then adds 3 new sample points per iteration. For each test, a large
number of iterations are performed to observe the convergence performance of the approach. All
tests model each load bus with 25% LMs load and 25% SMs load. The best locations of SVCs are
determined by the method in Chapter 3. The environment to test time performance of the approach
is a desktop computer with 3.6 GHz I7-4790 CPU and 16 GB RAM.

Figure 6-14. Optimal sizes of dynamic var sources under different load condition.

For 5 SVCs, they are placed at buses 3, 6, 12, 19, and 30. Each test starts from 2×(5+1)=12
initial sample points and 25=32 geometric vertices. From the Fig. 6-15, after only 8 iterations, all
tests converge to the total cost of $1,175,000 with an optimum at (400, 400, 0, 0, 375) about Q3,
Q6, Q12, Q19, and Q30, respectively.
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Figure 6-15. The process of the proposed approach with 5 independent tests for installing 5
SVCs.

For 6 SVCs, they are placed at buses 3, 6, 7, 12, 34, and 56. Each test starts from 2×(6+1)=14
initial sample points and 26=64 geometric vertices. From Fig. 6-16, after 12 iterations, all tests
converge to the total cost of $1,055,000 at (400, 400, 0, 0, 0, 255, 0) about Q3, Q6, Q7, Q12, Q34,
and Q56.

Figure 6-16. The process of the proposed approach with 5 independent tests for installing 6
SVCs.
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For the tests on 7 SVCs, starting with 2×(7+1)=16 initial sample points and 27=128 geometric
vertices, the approach takes 15 iterations to have all tests converge to the optimum, as shown in
Fig. 6-17.

Figure 6-17. The process of the proposed approach with 5 independent tests for installing 7
SVCs.

The above tests show that the proposed approach quickly converges to the optimum after
iterations of a moderate number, which is not sensitive to the selection of initial sample points.

Table 6-4. Time performance
No. of
SVCs
5
6
7

Initial stage time cost on
2(|IQ|+1)+ 2|IQ| points (s)
439
778
1436

Iteration stage
time cost (s)
91u8=728
110u12=1320
132u15=1980

Total time (s)
1167
2098
3416

For the tests above on optimizing 5, 6, and 7 SVCs, Table 6-4 gives the time performances of
the proposed approach. The initial stage on 2(|IQ|+1)+ 2|IQ| points takes respectively 439 s, 778 s
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and 1436 s, which each includes the times for the time-domain simulation in PSS/E and the cost
function calculation on initial sample points and creation of the initial Voronoi diagram in
MATLAB. The time cost per point is about 10 s. The iteration stage takes 728 s, 1320 s, and 1980
s, respectively for 8, 12, and 15 iterations, i.e. the worst one among five tests. The time costs on
one iteration are 91 s, 110 s, and 132 s, respectively, each including the times for evaluating 3 new
points, LP, and updating the Voronoi diagram.
Fig. 6-18 depicts the bar chart and the trends on the total time costs, where the light and dark
regions of each bar respectively represent the time costs on the initial stage and on the iteration
stage. The total time cost will grow exponentially with the increase of the number of dynamic var
sources. This approach can be applied offline to solve the optimal sizing problem in the planning
stage. In practice, the total number of dynamic var sources, e.g. SVCs and STATCOMs, needed
by an electric utility company is not large (typically, <10), and if necessary, high-performance
computers may be applied to solve the problem in a faster manner.

Figure 6-18. Time costs for optimizing 5, 6 and 7 SVCs.
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6.4

Conclusions of the Chapter
This chapter proposes a new approach for solving optimal sizes of dynamic var sources against

the FIDVR issues. That is a complex non-convex optimization problem. The geometric
characteristics about the non-convex solution space of this problem have been studied.
Accordingly, a Voronoi diagram based approach integrating LP was proposed and illustrated on
the WSCC 9-bus system by case studies. The approach was also validated on the NPCC 140-bus
system to quickly give the optimal sizes of seven SVCs against the most severe “N-1” contingency.
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7 Optimal Sizing of Dynamic Var Sources by a Mesh Adaptive
Direct Search
In this chapter, a MADS-based method is proposed to optimize the sizes of dynamic var
sources at predetermined locations. An interfacing program is developed to wrap power system
simulation and the checking of post-fault voltage recovery constraints as a blackbox so as to
communicate with a MADS solver. The proposed approach is validated on an Eastern
Interconnection power system model from the Multiregional Model Working Group (MMWG)
representing an anticipated 2019 summer peak load condition of the interconnection. The sizes of
seven STATCOMs planned in the Dominion Virginia Power (DVP) region are optimized for
mitigating FIDVR issues under given critical single and multiple contingencies. The proposed
approach can quickly converge to an optimal solution after a small number of iterative evaluations.
7.1

Problem Formulation
This chapter proposes using the blackbox optimization approach to solve this problem as

illustrated in Fig. 7-1, in which the blackbox utilizes a power system simulator (a DAE solver) to
obtain the post-fault voltage trajectories V under contingency k and a verification module to check
all criteria for V. The input of the blackbox is Q, and the outputs are Zk and the objective function
value J(Q). Based on the outputs from the blackbox, the optimization algorithm iteratively updates
the input Q of the blackbox until a stopping criterion is satisfied.
In the criteria verification module of the blackbox, the criteria on post-fault voltage recovery
performance can be selected according to the WECC/NERC planning standards as mentioned in
the Chapter 2.
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Figure 7-1. Schematic procedure of blackbox optimization for the optimal sizing problem.

The MADS algorithm is selected as the optimization algorithm in this chapter. It is a useful
frame based method for blackbox optimization under general nonlinear constraints. In the next two
sections, we will introduce the MADS algorithm and then propose a MADS based approach to
solve the optimal sizing problem of dynamic var sources.
7.2

Introduction of the MADS Algorithm
The MADS algorithm iterates on a tower of underlying meshes in the searching space by

controlling the refinement of discretization of the space of variables [73]. It aims at handling
general nonlinear constraints in a computationally effective way. Constraints may be of several
types, including blackboxes, nonlinear inequalities, and yes/no or hidden constraints. Variables
may be integer, binary, or categorical.
Fig. 7-2 illustrates how a two-dimensional non-convex Goldstein-Price function is optimized
by a MADS algorithm without utilizing any gradient information on the function. The GoldsteinPrice function has four local minima and is often used as a benchmark problem for testing the
performances of optimization algorithms [82]. In Fig. 7-2, the value of the function in the searching
space is colored as a contour map. The colder the color, the smaller the value of the objective
function. The global optimum solution is marked by a star.
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Figure 7-2. MADS algorithm based blackbox optimization.

Blackbox functions are evaluated at some trial points on a mesh whose discrete structure at
iteration l is defined by:

Ml

E Ul

{E  'lm Dz : z 

nD

}

(7-1)

m
where ' l אԹ+ is the mesh size, Ul is the set of points where the objective function and constraints

have been evaluated at the beginning of iteration l, and D is a n×nD matrix representing a fixed
ª 1 1 0 1 1 1 0 1º
finite set of nD directions in Թn. In the Fig. 7-2(a), D is equal to «
» . In
¬ 0 1 1 1 0 1 1 1 ¼
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other words, Ml defines mesh through the lattices spanned by the columns of D, centered around
β which belongs to the set Ul. Defining the mesh in this way ensures all previous visited points Ul
lie on the mesh, and new trial points can be selected around any of them using the directions in D.
Each iteration is composed of three steps: poll, search, and update. The search step is flexible
and allows the creation of trial points anywhere on the mesh while the poll is more rigidly defined
to explore the mesh near the current iteration βl with the following set of poll trial points:

Pl {El  'lm d : d  Dl }  M l

(7-2)

where Dl is the set of poll directions. Each column of Dl is an integer combination of the columns
of D. In the Fig. 7-2(a), Dl is the subset of D which is 1st, 3rd, and 6th columns of D and points of
Pl are α1, α2 and α3. Points of Pl’s distance to the poll center βl is constrained by the poll size ' l .
p

The mesh and poll size must satisfy 1) ' l is always smaller than ' l ; and 2) ' l is reduced faster
p

m

m

than ' l after failures. The poll trial points are generated on the mesh at distance ' l from the poll
p

p

center, which implies that the number of possible choices for trial points gradually increases.
The poll and search steps generate trial points on the mesh. The blackbox functions are
evaluated at these points. At the end of iteration l, an update step determines the iteration status
and then the next iterate βl+1 is chosen. The mesh size parameter is updated with

'lm1 W wl 'lm

(7-3)

where τ >1 is a fixed rational number and wl is a finite integer, positive or null if iteration l is a
success, or strictly negative if the iteration fails.
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The relation between the mesh and poll size parameters is illustrated in Fig. 7-2, in which thin
lines represent the mesh of size ' l and thick lines refer to the points at distance ' l from βl. As
m

p

in the Fig. 7-2(a), ' l is equal to ' l and the trial points α1, α2, and α3 lie at the intersection of the
p

m

thick and thin lines in n+1 (here 2+1=3) random directions. When the three trial points fail to find
a better solution, ' l1 is reduced to 1/4 and the trial points α4, α5, and α6 are chosen in three random
m

directions at distance ' l1 =1/2. These trial points successfully find a better solution at Fig. 7-2(b)
p

search at α5, so 'l 2 and 'l 2 keep still, and the βl+2 move to the α5 then evaluate the neighboring
m

p

points and find a better solution. Three trial points fail to find a better solution at α7, α8, α9, so 'l3
m

is reduced to 1/16 which is faster than the decrease of 'l3 =1/4, and the number of candidate
p

locations increases as shown in Fig. 7-2(d). Three trial points successfully find a better solution at
α11, the poll and search size keep still in the next step. Iteratively, do the search and poll, the
solution toward the optimal until meet the stop criterial, such as total search step is less than certain
number, or poll size is less than a certain value.
Remarks: Frist, regarding the selection of parameters in the MADS algorithm, it is suggested
that the maximum number of iterations be 104 and the minimum of the mesh size in each dimension
be 10-7 multiplied by the range of search [75] in order for the global optimal solution to be found
at a high probability. However, that may increase the time cost of optimization. Second, regarding
the selection of the initial guess and performance of optimization, the MADS algorithm performs
well in finding global optima of small-scale non-convex optimization problems or the best
solutions known so far for some difficult large-scale problems whose global optima have not yet
been verified. In [83], the MADS algorithm is tested on three real-life difficult problems including
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the Styrene production simulation [75], the multidisciplinary design optimization [84], and the
well placement problem [85]. The use of the Variable Neighborhood Search method from [75] can
make the optimization be independent of the selection of an initial guess. As demonstrated in [83],
the MADS algorithm is run starting from both infeasible and feasible solutions as initial guesses
and the optimizations all lead to the best-known solutions given so far in literature.
The MADS algorithm illustrated above can be applied to blackbox optimization for the sizes
of dynamic var sources. In the case study section, the proposed MADS-based approach is tested
on the Eastern Interconnection system model. In the following, we first illustrate the iterations of
blackbox optimization on the same problem as [3] on the WSCC 9-bus system for the optimal
sizes of two SVCs.
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Figure 7-3. MADS algorithm based blackbox optimization.

In Fig. 7-3, the entire solution space is colored as a contour map based on actual objective
function values at different points calculated by the exhaustive search method. The actual global
optimum solution is marked by a star. Fig. 7-3(a) to Fig. 7-3(d) illustrate how MADS finally
identifies the global optimum by four iterations of searches, polls and updates. The tentative
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optimum starts from βl in Fig. 7-3(a). Due to the failure to find a better solution in the search and
poll step, tentative optimum βl+1 and βl+2 stay at βl, and the meshes and polls in Fig. 7-3(b)(c)
shrink to generate more trial points. When finding a better solution in Fig. 7-3(c), then a tentative
optimum βl+3 jumps to α8 and the mesh and poll size keep constant in Fig. 7-3(d), and finally a
tentative optimum goes to α11, which becomes closer to the global optimum. Such a procedure will
gradually approach the global optimum and does not explicitly require any gradient information
regarding the objective function.
7.3

Proposed MADS-based Approach
The proposed MADS-based approach for optimizing the sizes of dynamic var resources

packages power system simulation and criteria checking modules in one blackbox. Fig. 7-4
illustrates the flowchart of the proposed approach, in which the MADS algorithm is interfaced
with a power system DAE solver (e.g. Siemens PTI PSS/E). DAEs (2-4)(2-5) are solved to obtain
the post-fault voltage responses. The results on the checking of voltage criteria are sent to the
MADS algorithm through a data interface (e.g. Python).
Specifically, it includes the following steps:
Step 1.

Predetermine the locations of dynamic var sources in the power system. A widely

adopted approach is to calculate a voltage sensitivity index for each candidate location and select
locations that have the largest overall average voltage improvement on voltage trajectories under
the most severe contingency [27]. Another one is the empirical controllability covariance based
method as proposed in Chapter 3, which has less dependency on the selection of contingencies.
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Step 2.

Set initial values for dynamic var sources Q as well as their upper and lower limits.

The initial values could come from either linear analysis result as done in [2] or random sample
points.

Figure 7-4. Flow chart for implementing the proposed approach.

Step 3.

Perform the search and poll steps of the MADS algorithm, and pass the Q to the

blackbox.
Step 4.

In the blackbox, the data interface receives the Q from the MADS algorithm and

uses rQ as new capacities of STATCOMs in the power system DAE model to be solved. Once
receiving new results from the DAE solver, the data interface checks all voltage trajectories V with
the planning standard S and feeds back the result of Zk and J(Q).
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Step 5.

Evaluate objective function J to find an improved mesh point βl+1 on the mesh Ml;

coarsen the mesh or stay with previous βl+1= βl. Then refine the mesh and update ' l1 , ' l1 , and
p

m

Ul+1.
Step 6.

Check the stopping criterion: the total number of iterations l is more than a certain

number or ' l1 is less than a certain value indicating a convergence of the tentative optimum. If
p

it is met, stop the procedure; otherwise, go back to Step 3.
7.4

Case Studies
In this section, the proposed MADS-based approach is applied to optimize the sizes of seven

STATCOMs placed in the DVP region of an Eastern Interconnection system model that represents
an anticipated 2019 Summer Peak Load condition. The entire model has 69894 buses and 8847
generators including 237 wind turbine generators. The DVP region has 193 generators and 1066
buses and this peak load condition has totally 22830 MW active load and 5441 Mvar reactive load.
Several 500 kV level N-1 contingencies are simulated to validate the proposed method. Each
contingency corresponds to a three-phase fault at one terminal of a 500 kV line which is tripped
after 5 cycles. The total simulation period is 30 seconds, the time for post transient voltage limits
S3 checking is last 3 seconds of the period, and the time for transient period criteria S1, S2, and S4
checking is between the fault cleared and post transient period.
We assume cm=$1,000/Mvar and cp=$1,360,000; i.e. all STATCOMs have an identical cost
and all buses have an identical penalty for violating the voltage criteria. In this case, the objective
is equivalent to minimizing the total amount of dynamic var supports to meet the voltage criteria.
The power system DAE solver adopts Siemens PTI PSS/E 32, and the MADS algorithm is
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implemented by the NOMAD (Nonlinear Optimization by MADS in MATLAB) solver [14],
which communicate through an interfacing program developed in Python.
7.4.1

Load and STATCOM modeling

In the time-domain simulation, a user defined composite load model CMLDBL and a
STATCOMS model SVSMO3U1 provided by PSS/E [63] are applied to simulate FIDVR issues.
When a STATCOM reaches its limit, it behaves as a constant current source, or in other words,
its reactive power is proportional to the voltage. It can also regulate voltage by controlling
mechanically switched shunts (MSS), such as mechanically switch capacitors (MSC) or reactors
(MSR) available in the system. The SVSMO3U1 model is a voltage source converter (VSC) based
generic user-defined static var system (SVS). It is represented in the power flow case as a FACTS
device.
The CMLDBL load model, as shown in Fig. 7-5, is used for power system planning and
operation studies in PSS/E. It consists of three-phase motors, a single-phase air conditioner motor,
electronic loads and static loads. It is connected to a low-voltage load bus whose dynamic response
is reflected at the high voltage system bus. The parameters of the components used in this study
are listed in Table 7-1, and the user can also define other parameters, such as stator resistance,
motor breakdown value, etc.
7.4.2

DVP system

An encoded one-line diagram representing a local DVP transmission network is shown in Fig.
7-6. The placements of seven STATCOMs are predetermined at the 500 kV, 230 kV, and 115 kV
levels (indicated by red circles). The upper limits of STATCOM 1 to STATCOM 7 are 150 Mvar,
150 Mvar, 160 Mvar, 150 Mvar, 250 Mvar, 250 Mvar, and 250 Mvar, respectively. STATCOMs
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1, 2 and 3 are connected to bus 09, whose sizes are denoted by Q1, Q2, and Q3, and the former two
are at the 230 kV level and the last one is at the 115 kV level. STATCOM 4 with size Q4 is
connected to bus 27 at 230 kV level and STATCOMs 5, 6, and 7 with sizes of Q5, Q6, and Q7 are
connected to bus 17, bus 13, and bus 30 at the 500 kV level, respectively.

Figure 7-5. User defined composite load model.

Table 7-1. Parameters for the user-written composite load model
Parameter
3-phase motor A, %
3-phase motor B, %
3-phase motor C, %
Single phase AC motor, %
Electronic load, %
Static load, %
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Value
20
16
6
20
13
25

Figure 7-6. Part of encoded Dominion system (some important buses are highlighted in the
following discussion).

7.4.3

Case 1: single contingency

This test optimizes the sizes of STATCOMS for the most severe N-1 contingency, which is a
three-phase fault on bus 27 and cleared by tripping line 2728 after 5 cycles. The FIDVR issue is
observed in the simulation by checking criteria at step 4 as shown in Fig. 7-7(a). Ten bus voltage
profiles with the most severe FIDVR issue are selected from Fig. 7-7(a) and shown in Fig. 7-7(b),
where one can see that the voltage magnitudes drop to below 75% of the initial voltage at the
clearance of the fault violating C1 and remain under 80% of initial voltage for more than 30 cycles
violating C2.
Using one desktop computer with Intel i7-3770 processor, the proposed approach takes 41
hours in total to give the final optimal solution. The process runs PSS/E to conduct 240 to 250
time-domain simulations on the contingency based on multiple individual tests on the approach.
Each simulation takes about 10 minutes due to the details and size of the system. The final optimal
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solution has Q1=150 Mvar, Q2=150 Mvar, Q3=120 Mvar, Q4=150 Mvar, Q5= 170Mvar, Q6=250
Mvar, and Q7=110 Mvar with the objective function equal to $1,100,000. Fig. 7-8 shows the
voltage trajectories with the optimized dynamic var support, checking with criteria at step 4, which
remain above 75% of initial voltage and have durations between 75% and 80% of initial voltage
less than 20 cycles. In the steady stage, the lowest voltage stays above 95% of its initial value as
circled in Fig. 7-8(b).
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Figure 7-7. Voltage responses of the case 1 contingency without STATCOMs.
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Figure 7-8. Post-fault voltage response with optimized STATCOMs for 1 contingency.
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7.4.4

Case 2: multiple contingencies

This case assumes three severe N-1 contingencies: tripping line 2324 due to a three-phase
fault on bus 23, tripping line 2327 due to a three-phase fault on bus 23, and tripping line 0927
due to a three-phase fault on bus 09. All three faults last for 5 cycles. The dynamic var sizing
problem needs to find the sizes of seven STATCOMs to minimize the total cost while meeting the
voltage criteria for all three N-1 contingencies.
The proposed approach totally takes 123 hours to find the final optimal solution on the desktop
computer. The whole process conducts 240 to 250 time-domain simulations on each of the three
contingencies and each simulation takes about 10 minutes. Simulations on the multiple
contingencies can be parallelized to reduce the total time cost. The final objective reaches $940,000
at 130 Mvar, 140 Mvar, 150 Mvar, 60 Mvar, 230 Mvar, 230Mvar, and 0 Mvar in the searching
space for Q1 to Q7, respectively. Fig. 7-9 and Fig. 7-10 illustrate the bus voltage profiles in time
domain without and with the optimized dynamic var supports.
For the line 2324 contingency, the system responses without any var support and with
optimized dynamic var supports are shown in Fig. 7-9(a) and Fig. 7-10(a) for comparison. In Fig.
7-9(a), some bus voltages drop to the zone of 75% to 80% of initial voltage for 43 cycles, which
violates C2 the 20 cycles limit. In addition, some bus voltages drop to less than 75% of initial
voltage after the fault is cleared violating C1. However, with the optimized var supports, Fig. 710(a) shows that some voltages stay in the zone of 75% to 80% of initial voltage for less than 7
cycles and never drop below 75% of initial voltage. In other words, all voltage trajectories meet
the voltage criteria C1-C3 with STATCOMs of the optimized sizes.
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For the line 2327 contingency, some bus voltages enter the zone of 75% to 80% of initial
voltage for more than 65 cycles if STATCOMs are not added as shown in Fig. 7-9(b). This is
violating the voltage criteria C2 by checking voltage criteria at step 4. With optimized STATCOMs,
that time duration reduces to less than 17 cycles and meets the criteria C1-C3 as shown in Fig. 7-
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Figure 7-9. Voltage responses of the case 2 contingencies without STATCOMs.
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Figure 7-10. Post-fault voltage response with optimized STATCOMs for case 2 contingencies.

Finally, for the line 0927 contingency, some bus voltages violate the criteria C2 due to
entering the 75% to 80% of initial voltage zone for 55 cycles if STATCOMs are not added as
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shown in Fig. 7-9(c). With the optimized STATCOMs, all voltage trajectories meet the voltage
criteria S1-S4 as shown in Fig. 7-10(c).
7.4.5

Sensitivity to changes of load

This section studies the sensitivity of the results from the proposed approach to changes of
load. The DVP area load is first decreased by 5% from the peak load condition to 21688 MW and
5169 Mvar. But the single contingency case and the multiple contingencies case are simulated
using the sizes of STATCOMs optimized for the base loading condition. No FIDVR issue is
caused.
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Figure 7-11. Voltage responses of the case 1 contingency with a 5% load increase in DVP.

Although the optimization with the proposed approach is actually performed on the summer
peak load condition of the system, in order to test the sensitivity of the obtained optimal solution
to a change of the load, the load of the DVP area is further increased by 5% from the peak load
condition to 23971 MW and 5713 Mvar. Both the single contingency and multiple contingencies
case are tested. The single contingency case still has FIDVR issue due to violations of C1 and C2.
All of voltage trajectories in the system are illustrated in Fig. 7-11(a) with details in the time
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window from 1.083 s to 1.7 s as shown in Fig. 7-11(b). Voltages at some buses drop to 0.75 pu,
which violate the criterion C1. The lowest bus voltage trajectory violates criterion C2, i.e. the
duration of voltage between 0.75 pu and 0.8 pu exceeding 27 cycles. For the case 2 with multiple
contingencies, only one of the three contingencies, i.e. tripping lines 23-27 with three-phase fault
on bus 23, still causes a FIDVR issue as shown in Fig. 7-12(a) while the other two contingencies
do not bring any FIDVR issue. Fig. 7-12(b) enlarges Fig. 7-12(a) for the time period from1.083 s
to 1.6 s. Some buses violate criterion C1 and the lowest voltage trajectory violates the criterion C2.
Therefore, a 5% load increase on the peak load condition may cause the optimal solution not to
guarantee satisfactions to all criteria.
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Figure 7-12. Voltage responses following the line 23-27 outage due to the fault on bus 23 of case
2 contingencies with a 5% load.

These results match well with the conclusion in Chapter 6: the optimal solution for a heavyload condition can remain feasible under a light-load condition. Therefore, an advisable strategy
is to consider the peak load condition with a sufficient percentage of motor loads in simulation and
optimization of dynamic var sources as this case study does with the MMWG 2019 summer peak
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load condition and large percentage of motor load.
7.5

Conclusions of the Chapter
This chapter proposes a MADS-based blackbox optimization approach for the optimal sizing

problem of the dynamic var sources, which efficiently interfaces a power system DAE solver with
the MADS algorithm. The proposed approach can assist power system planning engineers in
optimizing the sizes of dynamic var sources at predetermined locations. Optimal allocation of
dynamic var sources such as SVCs and STATCOMs is an important and time-consuming task at
many electric utilities that have potential FIDVR issues or short-term voltage stability issues based
on the NERC/WECC reliability criteria on dynamic voltage performance. The proposed approach
has been successfully validated on a detailed North American Eastern Interconnection model
having 69894 buses and 8847 generators. Although the test focuses on the Dominion Virginia
Power region to optimize seven STATCOMs, the time-domain simulations were performed on the
whole system model to obtain realistic system responses and provide useful information to system
planning engineers. Computation of the whole approach for a single contingency can be finished
in tens of hours on one desktop computer. With high-performance computers, the approach may
also have potential to support power system operations such as optimizing the settings of installed
dynamic var sources hourly or even every 10-15 minutes to be prepared for anticipated
contingencies based on the current system condition.
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8 Optimal Settings of Dynamic Var Sources to Improve Post
Recovery and Angular Stability
In this chapter, controller parameters of static var compensators (SVCs) at planned locations
are optimized to mitigate fault-induced delayed voltage recovery issues and improve angular
stability of a multi-machine power system. The problem is formulated as a nonlinear optimization
problem involving constraints on post-fault trajectories of voltages and frequencies. This chapter
proposes a Mesh adaptive direct search based algorithm interfaced with a power system simulator
for optimization of SVC controller parameters. The proposed method is tested on the NPCC 140bus system to optimize 3 SVCs. Simulations on critical contingencies verify that post-fault
transient voltages and generator speeds can both quickly recover to improve transient stability of
the system.
8.1

Problem Formulation
Assume that the buses to install SVCs and their sizes have been determined by power system

planner using an optimal allocation approach as well as engineering judgement-giving
considerations to factors on power system operations. The aim of the optimization problem in
present chapter is to minimize the average of absolute speed deviations of all generators IG in order
to improve angular stability in the system from the time of fault clearing tcl to the end of simulation
tend. At the same time, the system should satisfy the system dynamic constraints for K selected
contingencies, i.e., no FIDVR issue. This optimization problem can be formulated as (8-1)-(8-8),
where the physical meaning of the objective function is a weighted average of generator speed
deviations over the concerned post-fault period:
Minimize
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I

J4

K
G tend
't
¦¦¦ 'Zk ,i (t, Y) 't
K IG (tend  tcl ) k 1 i 1 t tcl

(8-1)

Subject to
YL d Y d Y U

(8-2)

x = f (x, V, Y)

(8-3)

0 g(x, V, Y)

(8-4)

VIG ,k (t , Y)  VIG ,init
VIG ,init

VIL ,k (t , Y)  VIL ,init
VIL ,init

T(

VIL ,k (t , Y)  VIL ,init
VIL ,init

(8-5)

d S2 , t  [tcl , ts ]

(8-6)

t S3 ) d Tmax , t  [tcl , ts ]

VN ,k (t , Y)  VN ,init
VN ,init

d S1 , t  [tcl , ts ]

d S4 , t  [ts , tend ]

(8-7)

(8-8)

where ∆ωk,i(t,Y) is the speed deviation of the i-th generator under k-th contingency for controller
parameters Y of SVCs at time t. Y=[Y1,…,YR]T is a column vector about the r-th dynamic var
controller parameters, whose upper and lower limits are respectively in vectors YL and YU.
Equations (8-3)-(8-4) represent the differential-algebraic equations (DAEs) for post-fault power
system trajectories, x is the state vector, and V is a vector of all voltage magnitudes. Equations (85)-(8-7) represent the dynamic constraints about post-fault voltage recovery performances. IG
indicates generator buses, IL indicates load buses, N indicates the total number of all buses in a
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system, VIG,k(t, Y) is the voltage of generator bus under k-th contingency at time t for the controller
parameters Y, ts indicates the time of post-fault steady state, and ∆t is simulation time step.
Based on industry practices, NERC/WECC standards [59] are considered in (8-5)-(8-8):
S1=25%, S2=30%, S3=20%, S4=5%, and Tmax=20cycles; ts is 3s after the tcl. For load buses IL, the
post-fault voltage dynamic constraints are illustrated in equations (8-6)-(8-8), where (8-6) limits
the maximum transient voltage overshoot or dip, (8-7) limits the duration of a transient voltage
dip, and (8-8) limits voltage deviations in the post-transient period.
The optimization is coupled with resolution of power system DAEs in (8-3)-(8-4) as well as
dynamic constraints in (8-5)-(8-8), which dramatically increase the computational complexities
and make the feasible solutions of the nonlinear optimization problem nonconvex. In addition, no
gradient information can easily be obtained and used. One way to deal with this complex problem
is to use black optimization, which takes the simulation tool, checking of post-fault voltage
recovery constraints, obtaining speed deviations of generators, and calculating the objective
function as a black box.
The blackbox optimization approach to solve this problem is illustrated in Fig. 8-1. The
blackbox utilizes a power system simulator to obtain the post-fault trajectories of V and ω under
contingency k, makes use a verification model to check all criteria for V, and evaluates the
objective function J. The input of the blackbox is Y, and the output is the objective function value
J(Y). Based on the outputs from the blackbox, the optimization algorithm iteratively updates the
input Y of the blackbox until a stopping criterion is satisfied.
The MADS algorithm is selected as the optimization algorithm in this chapter. It is a useful
frame-based method for a blackbox optimization under general nonlinear constraints. The MADS
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algorithm is already introduced as in Section 2 of Chapter 7. In the next section, a MADS algorithm
based approach is proposed to solve the problem of optimal controller parameters for SVCs.

Optimization
algorithm

Y
Blackbox (V,ω,Δω)

YL≤ Y≤ YU
J(Y)
Figure 8-1. Schematic procedure of blackbox optimization for dynamic var controller parameters
setting problem.

8.2

Proposed a MADS-based Approach
The proposed MADS-based approach for optimizing the controller parameters of SVCs

integrates power system simulation, criteria checking modules, and evaluation of objective
function in one blackbox. Fig. 8-2 illustrates the flowchart of the proposed approach, in which the
MADS algorithm is interfaced with a power system DAE solver (e.g. PowerTech DSA tool TSAT).
DAEs (8-3)(8-4) are solved to obtain the post-fault voltage responses of all buses V and speed
responses of generators ω. The results on the checking of voltage criteria and objective function
of speed deviations are sent to the MADS algorithm.
Specifically, it includes the following steps:
Step 1. Predetermine the sites and sizes of SVCs, which are usually solved separately: first,
the siting problem can be solved by calculating and comparing voltage sensitivity indices [27] or
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empirical controllability covariance [56] at candidate locations; then the sizes of SVCs can be
optimized by heuristic searching algorithms interfacing with a power system simulator. The factors
considered in the optimization of SVCs are such as prices, installation and maintenance costs and
penalties of violation of voltage recovery criteria.

Step 1: Predetermined locations
and sizes of dynamic var

Detailed load model,
SVCs model,
generators, etc

Step 2: Start with initial value of
controller parameters

Step 3: Perform the search and
poll steps

Step 4:

MADS algorithm
(MATLAB)

Y

Solve the DAE of the
power system
(TSAT)

J(Y)

Checking voltage with
NERC/WECC criteria;
calculating speed deviation
of each generator

No
Step 6: Does it
meet search
stopping criteria?

ω V
Step 5: Find a better
solution and coarsen the
mesh or refine the mesh

Yes

YL≤ Y≤ YU

Blackbox

Final solution of controller
parameters of dynamic var

Figure 8-2. Flow chart for implementing the proposed approach.

Step 2. Set initial controller parameters Y for SVCs as well as their upper and lower limits.
Once the siting and sizing of SVCs are determined, initial controller parameters of SVCs could
come from either default values [57] or random sample points within the required range [63].
Step 3. Perform the search and poll steps of the MADS algorithm, and pass the Y to the
blackbox.
Step 4. The blackbox receives Y from the MADS algorithm and uses Y as new controller
parameters of SVCs to solve the power system DAEs. Then, all voltage trajectories V are checked
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with the criteria (5)-(8), and the speed deviations of generators are recorded.
Step 5. Evaluate objective function J, and in the MADS algorithm, find an improved mesh
point ob+1 on the mesh Mb; coarsen the mesh or stay with previous ob+1=ob; then refine the mesh
p
m
and update 'b
1 , ' b1 , and Ub+1.

Step 6. Check the stopping criterion: the total number of iterations b is more than a certain
p
number or 'b
1 is less than a certain value indicating a convergence of the tentative optimum. If

it is met, stop the procedure; otherwise, go back to Step 3.
8.3

Case Study
The proposed approach is tested on the NPCC 48-machine 140-bus system, which represents

a simplified equivalent of the northeast region of the Eastern Interconnection power grid in the US.
The simulation time for each contingency is 5 seconds and integration time step ∆t is 1/240s. The
power system DAE solver adopts the DSA software TSAT by Powertech Labs, and the MADS
algorithm is implemented by the NOMAD (Nonlinear Optimization by MADS in MATLAB)
solver [73].
8.3.1

SVC and Load Modeling

In time-domain simulation, dynamic load model is crucial to simulate the phenomena of
FIDVR and SVC modelling is important for the performance of dynamic var support. In the case
study, each load adopts the PSS/E CLODBL load model [63], which contains large motor, small
motor, lighting, and ZIP etc. Each SVC adopts the PSS/E CSVGN5 SVC model whose control
blocks are shown in the Fig. 6-7. Main parameters of the SVC model in the case studies are listed
in the Table 6-1. The second column of the table is suggested value range from [63] and the third

116

column is the default setting.
Particularly, the lead-lag damping controller is highlighted by dashed rectangle in the Fig. 67 which is consisted by 2 lead-lag stages and one gain. KSVS is the controller gain, Ts2 and Ts4 are
lead-time constants, Ts3 and Ts5 are lag-time constants. The parameters KSVS, Ts2, Ts3, Ts4, and Ts5
need to be optimized to mitigate FIDVR issues and enhance angular stability. The optimized
setting of the controller parameters can make the actual var output to desired var size in the
optimum way, without delay or overshoot.
8.3.2

NPCC system without SVCs

The NPCC 140-bus system is shown in Fig. 8-3. According to contingency analysis, a threephase-to-ground fault on bus 6, which is cleared by opening line between buses 6-7 after 5 cycles,
is identified the most severe “N-1” contingency.

Figure 8-3. NPCC system and the most severe N-1 contingency and three candidate buses for
SVCs with predetermined sizes (important buses are highlighted in the following discussion).
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Fig. 8-4 shows bus voltage profiles in time domain simulation without SVC support where
FIDVR occurs and causes these violations:
a) Some load bus voltages are below 75% of initial voltage.
b) Some buses violate the constraint (7) because the durations of their voltage dips between
20% and 25% of initial voltages are more than 20 cycles.
c) Several buses violate constraint (8) because their voltage deviations are higher than 5% of
initial voltages in the post transient period.

1.05Vinit

0.95Vinit
0.8Vinit Post
>20 cycles
transient
init
0.75V
Transient period

Figure 8-4. Voltage responses without SVC support.

Fig. 8-5 shows the speeds of generators 47, 91, 130 and 139 in time domain simulation without
SVC support. The average speed deviations of all generators as in (8-1) is 0.0704Hz. The system
has significant oscillations; generator 139 is the most vulnerable one, which potentially loses
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synchronism with other generators in the system when subjecting to a three-phase fault at bus 6
following by line 6-7 trip.

Figure 8-5. Speeds of typical generators without SVC support.

8.3.3

NPCC system with SVCs

In order to mitigate FIDVR issues under the most severe “N-1” contingency, three SVCs of
400 Mvar, 400 Mvar, and 255 Mvar are installed at three predetermined buses 3, 6, and 34,
respectively. The locations and sizes of SVCs are respectively optimized by the empirical
controllability covariance based fault specified method in [56] and the Voronoi Diagram based
method in [57].
First, the damping controller parameters of the SVCs are set with default values as in [57].
Fig. 8-6 illustrates voltage profiles. No FIDVR phenomena is observed in the Fig. 8-6. Although
119

the post-fault voltage trajectory of a load bus is lower than 80% of its initial value, the duration
between 75% and 80% is less than 10 cycles. With the default setting of controller parameters, the
objective function, i.e. the average speed deviation during the post-fault period for all generators
in the system as (8-1) is reduced to 0.0452Hz.

1.05Vinit

0.95Vinit
0.8Vinit Post
<10cycles<20 cycles transient
0.75Vinit
Transient period

Figure 8-6. Voltage response with SVC support whose control parameters are setting as default
as in [57].

Second, the same critical contingency is considered, and a set of SVC controller parameters
are optimized and applied to all three SVCs. The optimal controller parameters are [TS2, TS3, TS4,
TS5, KSVS]=[0.17, 1.19, 0.17, 1.27, 1000] for buses 3, 6 and 34. With the same set of optimized
parameters, the average speed deviation for all generators is reduced from 0.0452Hz to 0.0418Hz.
Finally, three SVCs with three different sets of controller parameters are considered. The
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optimal controller parameters [TS2, TS3, TS4, TS5, KSVS] for three SVCs are respectively [0, 4.30,
0.11, 2.39, 1000] at bus 3, [0.51, 3.47, 0.06, 1.83, 951] at bus 6 and [1.90, 2.65, 0.47, 1.99, 988] at
bus 34. With these controller parameters, all post-fault voltage trajectories satisfy the NERC
criteria while the average of absolute speed deviation of all generators is further reduced from
0.0418Hz to 0.0406Hz.
8.3.4 Comparison results
Remarks: In Tables 8-1 and 8-2, and Fig. 8-7, comparison of four scenarios named “No SVC”,
“SVC-Default”, “SVC-1 OPT”, and “SVC-3 OPT” are illustrated. Specifically, “No SVC”
indicates the system without any SVC support; “SVC-Default” indicates that the system installs 3
SVCs at predetermined and optimized locations with optimized sizes but with the default setting
in [57]; “SVC-1 OPT” indicates that the system installs 3 SVCs at those predetermined locations
but adopting the same set of optimized controller parameters; “SVC-3 OPT” has 3 SVCs adopt
respectively optimized controller parameters.

Table 8-1. Comparison of objective functions

Channels
J(Y), objective function/Hz

No
SVC
0.0704

SVC
Default
0.0452

SVC
1 OPT
0.0418

SVC
3 OPT
0.0406

The Table 8-1 compares the objective function among four different scenarios. The average
absolute speed deviation of all generators gradually decreases in the order from “No SVC”, “SVCDefault”, “SVC-1 OPT”, and “SVC-3 OPT”. Similarly, it can be observed from Fig. 8-7, where
the speeds of four representative generators, i.e. generators 47, 91, 130, and 139, are compared.
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In addition, oscillation modes and their corresponding damping ratios can be observed through
post-fault generator speeds. Based on the prony analysis, the dominant inter-area oscillation mode
is 0.573 Hz. The two groups of oscillation generators are shown as Fig. 8-3. The purple-circled
generators oscillate against the pink-circled generators. The generators with high participant
factors are highlighted with brown arrows. Specifically, generators 22, 23, 24, and 25 are against
with generators 91, 92, 97 and 98. Without any SVC support, the damping ratio of this dominant
mode is 3.229%. While, the damping ratio of the dominant oscillation 0.573 Hz mode is increased
to 6.703%, 8.406%, and 11.088% under scenarios “SVC-Default”, “SVC-1 OPT”, and “SVC-3
OPT” respectively.

(a) Generator 47

(b) Generator 91

(c) Generator 130

(d) Generator 139

Figure 8-7. Comparison of speed of typical generators.
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Besides the dominant mode 0.573 Hz, Table 8-2 lists comparisons of other modes under four
scenarios where purple-circled generators oscillate against the pink-circled generators shown as in
Fig. 8-8. It can be observed that “SVC-3 OPT” has best damping ratios than any other scenarios
and “SVC-1 OPT” is the second best. Most of damping ratios under “SVC-Default” scenario are
better than “No SVC” scenario except 1.137Hz mode, which is caused by sacrifice of oscillation
damping to support voltage responses. Increased damping ratios of the aforementioned four modes
reflects improvement of post-fault angular stability.

Table 8-2. Comparison of damping ratios in different modes

Modes
0.573Hz(Dominant)
0.322Hz
0.447Hz
1.137Hz

No
SVC
3.229
1.023
7.965
17.804

Damping Ratio/%
SVC
SVC
Default
1 OPT
7.337
8.406
1.771
2.198
8.106
9.545
4.982
38.499

SVC
3 OPT
11.088
2.289
10.809
54.145

In summary, angular stability can be improved by the SVCs installed to prevent FIDVR issues.
With the SVC controller parameters optimized by the proposed method, the angular stability (more
specifically the oscillation damping and speed deviations) of the system following the most critical
contingency can be significantly improved. The proposed method is capable of optimizing either
one set of five controller parameters or respective three sets of parameters.
In addition to importance of appropriate setting of control parameters to angular stability, the
voltage constraints are essential to mitigate FIDVR issues. The Fig. 8-9 shows a case when a Yr
vector of [TS2, TS3, TS4, TS5, KSVS] is [0, 4.99, 0, 4.99, 51], r ϵ [1, 2, 3] at buses 3, 6 and 34 where
the sizes of SVCs are identical to the above case study. From the Fig. 8-9, it can be observed the
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FIDVR phenomena. One bus voltage violates both (8-6) and (8-7), where a load bus voltage drops
below the 75% of initial value and its duration between 20% and 25% is more than 21.5 cycles. In
addition, an abnormal dentate voltage happens after the fault is cleared, which can be obtained
from the amplified rectangle. So the voltage constraints from (8-6)-(8-9) are necessary and
essential in the optimization of controller parameters of SVCs. Only in this case, the optimal
control parameters of SVCs can increase the angular stability and avoid FIDVR issues.

Figure 8-8. Oscillation modes. (a) 0.322Hz. (b) 0.447Hz. (c) 1.1368Hz.
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1.05Vinit
0.95Vinit
0.8Vinit Post
>21.5>20 cycles
transient
init
0.75V
Transient period

Figure 8-9. Voltage responses with SVC support whose control parameters are with
inappropriate setting.

8.4

Conlusions of the Chapter
This chapter proposes a MADS-based blackbox optimization approach for the optimal control

parameters of SVCs, which efficiently interfaces a power system DAE solver with the MADS
algorithm. The proposed approach can assist power system planning engineers to optimize the
control parameters of several installed SVCs not only mitigating FIDVR issues but also improving
angular stability. This is an important and time-consuming task at many electric utilities, especially,
those concerning angular stability along with potential FIDVR issues based on the NERC/WECC
reliability criteria on dynamic voltage performance. The proposed approach has been successfully
validated on a detailed NPCC system having 140 buses and 48 generators that optimized controller
parameters of four individual SVC will improve angular stability and avoid FIDVR issues.
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9 Conclusions and Future Works
On basis of the work presented in chapters 1-8, the conclusions of this dissertation are
summarized below.
9.1

Conclusions
This dissertation systematically investigates three problems related to the optimal allocation

of dynamic var sources to address FIDVR issues, which are the optimal siting, optimal sizing, and
optimal setting problems. Optimal allocation of dynamic var sources, such as SVCs and
STATCOMs, is an important and time-consuming task at many electric utilities that have potential
FIDVR issues or short-term voltage stability issues based on the NERC/WECC reliability criteria
on dynamic voltage performance. The proposed approaches have been successfully validated on
realistic power system models.
9.1.1

Placement of var sources

The optimal placement of dynamic var sources is investigated in this dissertation. The ECC is
applied to quantify the degree of controllability of the voltage magnitudes under a specific dynamic
var source placement. The optimal placement problem for dynamic var sources is formulated as
an optimization problem that maximizes the determinant of the ECC. The ECC method is tested
and validated on an NPCC 140-bus system. The results show that the proposed method for fault
specified cases can solve the FIDVR issue caused by the most severe N-1 contingency with fewer
dynamic var sources than that of the VSI-based method. The ECC method for fault unspecified
cases does not depend on the characteristics of the contingency and thus has better performance
under different fault durations in the sense that when placing the same number of SVCs the
proposed method can address more FIDVR issues than the VSI-based method. The optimal
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number of SVCs that minimize the total cost is determined, and it is shown that the proposed
method can help mitigate voltage collapse. It is also found that the improvement becomes not
obvious after the SVC capacity is increased beyond 200 Mvar.
9.1.2

Sizing of dynamic var sources

First, the optimal sizing problem of dynamic var sources is addressed by systematically
interfacing power system time-domain simulation software with an LP based heuristic search
algorithm. Compared to the approach in existing studies, it takes a small number of iterative steps
to quickly converge to an optimal solution, and at each step, the LP can effectively identify the
searching direction for reducing the cost function toward an optimum. Thus, the new approach
has moderate computation burdens.
Then, the optimal sizing problem of dynamic var sources is further addressed by the Voronoi
diagram based algorithm, which can identify the boundary of feasible solutions in a searching
space and the globally optimal solution.
Third, an enhanced Voronoi diagram based method integrating LP is proposed to optimize the
sizes of dynamic var sources. It takes advantage of the Voronoi diagram method on exploring the
geometric information on the solution space and the simplicity and time performance of LP in
optimization. Voronoi diagram and Barycentric interpolation are used to identify the most
promising region, which integrate LP for determining the search direction to add new sample
points without leaving a promising region.
Finally, the MADS based algorithm is proposed to optimize dynamic var for large-scale power
system. When the system becomes as large as the Eastern Interconnection, blackbox optimization
turns out to be the only effective method than the aforementioned three methods for optimizing
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sizes of dynamic var sources. As a widely applied blackbox optimization method, the MADS
algorithm is successfully tested on the Dominion Virginia Power region of the Eastern
Interconnection. The MADS algorithm based approach wraps power system simulation and
constraint checking into a blackbox and iterates the tasks of the blackbox and the optimization
with the MADS algorithm through a data interface so that the non-convex, non-smooth
characteristics of the solution space do not influence the performance of the optimization.
The four aforementioned different algorithms are implemented in this dissertation. For a small
system and the number of dynamic var installation is less than four, a heuristic LP based method
and a Voronoi diagram based method could be applied. A Voronoi diagram based method can
estimate solution space and tentative optimal objective but takes more iterations to converge to
optimum. Howevre, if the number of installation of dynamic var source is more than four and the
time of computation is concerned, the Voronoi diagram method integrating LP is suitable to deal
with such a problem. Moreover, if the number of dynamic var sources is bigger than four and the
time cost in optimization is not a concern, a MADS based algorithm is a good option. Therefore,
the four algorithms are optional and can be selected depending on the power system complexity,
computation time, and the number of dynamic var sources.
The comparison of four algorithms in optimizing sizes of dynamic var sources in WSCC 9bus system by installing two SVCs is listed in Table 9-1. For the WSCC system, all of the four
algorithms can converge to the global optimum. However, a heuristic LP based method can
correctly identify an effective searching direction since the nonlinearity of the system is not severe.
Therefore, the LP based heuristic search can find the global optimal fastest for WSCC 9-bus system
to install two SVCs mitigating FIDVR issue. Meanwhile, for the Voronoi diagram based method,
it take much time on the initial simulations and iterations towards optimum. The similar issue is
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for the Voronoi diagram method integrating LP, which takes extra iterations to estimate the
feasible boundary at the initial simulation stage. The MADS based algorithm is without any
heuristic information of the solution space or directions towards the optimal, so it takes more
simulations than the other three methods in the optimizing dynamic var sizes.

Table 9-1. Comparison of four algorithms on WSCC 9-bus system

Algorithms

Initial
simulations

Iterations

Simulations
per iteration

Total
simulations

LP based heuristic search

3

4

3

15

Voronoi diagram based method

10

10

3

40

Voronoi diagram integrating LP
method

10

3

4

22

MADS based algorithm

3

39

3
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9.1.3

Setting of dynamic var sources

A MADS-based blackbox optimization approach is proposed for the optimal control
parameters of SVCs, which efficiently interfaces a power system DAE solver with the MADS
algorithm. The proposed approach can assist power system planning engineers to optimize the
control parameters of several installed SVCs not only mitigating FIDVR issues but also improving
angular stability. This is an important and time-consuming task at many electric utilities, especially,
those concerning angular stability along with potential FIDVR issues based on the NERC/WECC
reliability criteria on dynamic voltage performance. The proposed approach has been successfully
validated on a detailed NPCC system having 140 buses and 48 generators that optimized controller
parameters of four individual SVC will improve angular stability and avoid FIDVR issues.
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9.2

Future Work
We have investigated the optimal siting, sizing and setting of dynamic var sources such as

SVCs and STATCOMs to address FIDVR issue. The following could be considered for the future
work.
1. The ECC based method could be further investigated for the placement of dynamic var
sources. Since in this dissertation, each time, a system only considers one SVC to be
installed. The ECC for multiple SVCs is estimated by summations of individual ECCs.
Future reseach may directly consider two or more SVCs to be installed at the same time
in obtaining the accurate ECC.
2. ECC could be used to estimate the sizes of dynamic vars since it keeps nonlinearities in
the phases and magnitudes of voltage responses.
3. Optimization of siting, sizing and setting of dynamic var sources could be implemented
on parallel computers for better time performances.
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