[1] Statistical analysis has been undertaken to investigate the minimum number of paleointensity estimates required to allow certainty (at the 95% confidence limit) that the mean is within 10% of the implied true mean for an entire lava flow. The data used for the analysis was provided by previous, paleointensity studies which used three different methods (Thellier-Coe, Shaw, and microwave Thellier) on 19 or more samples from three different basalt lava flows. The results strongly suggest that future paleointensity studies need to produce many more estimates per lava flow than is currently the norm in order to ensure that the calculated mean paleointensity does not differ significantly from the true flow mean. Furthermore, they indicate that a low measured dispersion for a small number of estimates is not a safeguard against misrepresentation of the flow mean paleointensity. Finally, we provide quantitative evidence that paleointensity studies should always attempt to maximise vertical coverage of lava flows to avoid biasing of the mean.
Introduction
[2] Paleointensity (PI) estimates derived from samples taken from basalt lava flows frequently appear in the literature. These are generally grouped into cooling unit means which combine the results produced by samples taken from the same flow. The sharp concavity of the histogram shown in Figure 1 indicates that PI results published from basalt lava flows are generally derived from less than five individual estimates (N 5) and frequently from three or less. This is due to the inherently timeconsuming nature of the Thellier method and the generally low success rate. Additionally, limited access to outcrop ensures that the majority of PI studies performed on lava flows are restricted to a limited vertical region of the flow.
[3] Using data generated by previously published intensive PI studies, we set out to determine if we should expect the generally low number of estimates per flow and their limited spatial extent across a flow to cause problems.
[4] The five data-sets used for this study were taken from three separate basalt flows of Holocene age published in three separate articles. The ETNA data-set consists of 19 PI estimates obtained on a 1.9 m thick flow which was emplaced in 1971 AD [Rolph, 1997] . Estimates were derived using the Shaw [1974] technique as modified by Rolph and Shaw [1985] . The HAW data-set comprises 41 PI estimates produced using the perpendicular microwave Thellier method [Hill and Shaw, 2000] . The target was a single profile (H6001) from a Hawaiian lava flow emplaced in 1960.
[5] Finally, the three XIT data-sets are derived from the Xitla flow ($330 AD) in central Mexico which was investigated by Böhnel et al. [1997] who analyzed 54 cores through its 6 meter thickness using the Thellier-Coe PI method with pTRM checks [Coe, 1967; Thellier and Thellier, 1959] . Because the Thellier-Coe method is by far the most popular in current usage, the raw data compiled by Böhnel et al. [1997] was subject to re-analysis using current acceptance criteria. As a result, three data-sets were produced. The PI estimates in XIT1 satisfied all criteria defined by Selkin and Tauxe [2000] and can therefore be considered as a moderate-high reliability data-set (values of the q factor range from 3 to 25). Conversely, the XIT2 and XIT3 data can be considered as lower quality as they were not required to have a ratio of standard error of slope/slope (the b factor) of less than 0. 1. Furthermore, XIT3 data were not required to satisfy the DRAT (or any other) criterion related to pTRM checks. An overview of each of the five data-sets is provided in Table 1 .
Methodology and Results
[6] The Anderson-Darling test could not reject the null hypothesis of any of the three primary data-sets (XIT1, ETNA, HAW) being random samples from a continuous Gaussian distribution at the 95% confidence level (Table 1) . However, neither could we be certain that this was the case. Consequently, we designed two separate analyses to determine how many random estimates were required to obtain a mean value within 10% of the mean as defined by the total number of estimates comprising the data-set (loosely termed the true mean from hereon). The first was an empiricallybased (EB) non-parametric test and the second assumed that an infinite number of PI estimates from each flow would produce a continuous Gaussian distribution with parameters (mean, s. d.) prescribed by the empirical data-sets (this was named the Gaussian-fit or GF test).
[7] For each sub-group of size n, both tests picked n random PI estimates (actual data for EB, a synthetic result based on the probability function for the GF) 100 times and compared each sub-group mean with the true mean for the flow. The fifth most deviant of these means was recorded and the entire process was repeated 100 times. A 95% GEOPHYSICAL RESEARCH LETTERS, VOL. 30, NO. 11, 1575 , doi:10.1029 /2003GL017146, 2003 Copyright 2003 by the American Geophysical Union. 0094-8276/03/2003GL017146$05.00 confidence limit (Á 95 ) for that n could then be derived from the mean of the 100 fifth worse sub-group means.
[8] The results of these analyses, for n = 1 upwards, are provided in Figure 2 and Table 1 . The value of n for which (Á 95 < 10%) provides 95% confidence limits for achieving a mean within 10% of the true mean. For the EB test, these values range from n = 5 for the low-dispersion HAW data-set to n > 20 for the XIT2 and XIT3 data-sets. The strictly filtered XIT1 data-set requires n to be at least 7 to have Á 95 < 10%. For reference, we observed that 92% of the cooling unit mean PI estimates in the PINT2002 database have n < 7.
[9] The curves produced by the GF analysis were observed to follow the simple relationship:
Where: Á 95 is the deviation of the 95th best estimate, based of n data-points, from the true mean (m) of a distribution with standard deviation (s). This parameter can be used alongside s in future studies for data-sets with high n (where the calculated m and s approach their true value) as a measure of uncertainty.
[10] The GF curve is rather more severe (Á 95 is higher for same n) for the ETNA data-set but agrees well with the empirically-based curves for the HAW and XIT1 data-sets at low n. As expected, in each case the Gaussian-based curves approach zero much more slowly than the empirically-based curves with finite N.
[11] The flat shape of the XIT2 and XIT3 curves and the fact that their true means differ from that produced by XIT1 supports the use of strict acceptance criteria in analysing PI data. In particular the results suggest that the b < 0.1 criterion is important. Surprisingly, pTRM checks are less important in this case: there is little difference in the curves produced by the XIT2 and XIT3 data-sets despite pTRM checks being used in the former and not in the latter.
[12] Figure 3 shows the s.d. of each sub-group as a percentage of its mean plotted against the deviation of the sub-group mean from the true mean for n = 3. These plots show clearly that there is no relationship for any of the three primary data-sets used here. Similarly, there is no arbitrary low-pass filter for the s.d. that one could impose to ensure (beyond reasonable doubt) that the deviation would be below a reasonable level. Consequently, when n is not large, a small ratio of s.d. to mean PI should not be argued to be a guarantee of self-consistency for a lava flow.
The Effects of Restricted Spatial Sampling
[13] We wished to investigate the effects that limited vertical sampling would have on the calculated mean for the flow. The depth-PI data from each of the three primary data-sets was first fitted with a hermite polynomial so that 1000 intervals were generated (Figure 4) . A segment of width d was then moved iteratively through the distance series and n 'PI measurements' were obtained from within the segment. The first two of these were taken as the endpoints of the segments and the others were taken at random from any point between them. In the same manner as with the previous analyses, 10,000 means of n estimates were used to ascertain Á 95 for that segment. The ratio of the number of segments with Á 95 > 10% to the total number of segments in the series is then the probability, P DEV (n, d), of sampling a segment of the flow with Á 95 > 10%.
[14] Figure 5 shows the results of these analyses. The behaviour of P DEV at low ratios of d/D (<0.4) should be treated cautiously because of the likelihood that high Min and Max refer to the ranges of data within each set. m EXP refers to the expected mean PI result (n.b. for the XIT data-sets, this was based on global archeointensity measurements and is therefore much more approximate than the others which are based upon geomagnetic measurements). n EB (10%) and n Gf (10%) refer to the minimum number of samples in a sub-set required to reduce Á 95 to less than 10% based on the empirical and assumed-Gaussian-fit analyses respectively. P GAUSS reflects the likelihood of the data-set representing a sample from a continuous Gaussian function.
frequency oscillations are under-represented in the distance series as a consequence of the low and intermittent palaeomagnetic sampling frequency. Nevertheless, the importance of maximising both the number of estimates and their vertical extent is clearly illustrated by the results of the XIT1 and ETNA data-sets, the latter of which requires d/D = 0.8 and n > 15 to ensure a low probability of producing a unrepresentative mean.
[15] The reduced variability of the HAW data-set in comparison to the others is striking in the results of this analysis. Nevertheless, P DEV does not disappear altogether for n < 6 until d/D reaches 0.6.
Discussion
[16] This study used three sets of PI data acquired under quite different circumstances (different methods of PI acquisition, thickness of flows, etc). Despite this heterogeneity, the results of the analyses concur in strongly suggesting that the vast majority of PI investigations undertaken using lava flows do not produce a sufficient number of estimates from an adequate thickness of the flow to ensure that the obtained mean PI is representative for the entire flow.
[17] One could of course argue that the three lava flows used in this analysis were not representative of typical flows and produced abnormally high dispersions of PI estimates. Indeed, the variation observed within the PI data-sets for these lava flows leads to ratios of s.d. -mean values in excess of 10%. Given that there is no geomagnetic reason for this level of dispersion, there must be nonideal factors influencing the individual results. Amongst the possible factors, variation in cooling rate through the flow is likely to be important. Firstly, this can directly affect the intensity of the TRM (and therefore the recovered PI estimate) in different parts of the flow [Fox and Aitkin, 1980] . Furthermore, cooling history plays a dominant role in defining the magneto-mineralogy and domain state of the rock which PI estimation can be extremely sensitive to. Other candidates for producing the intra-flow variation include: gradients in the ambient field, experimental error and non-thermal components of magnetization. Whatever is responsible for the observed variation in calculated PI for these three flows, in the absence of any published work documenting an intensive PI study performed on a single lava flow that produced results entirely within a few percent of one another, it cannot be assumed that such variation is uncommon. Nevertheless, we stress the need for further intensive PI studies to be carried out to verify the generality of the findings presented here. In particular, the Coe modified Thellier method is by far the most the commonly used (the Shaw method has associated doubts and the microwave method is a very recent innovation) and therefore it would be very useful to test other intensive data-sets acquired using this method in the same manner as the XIT data-sets.
[18] Self-consistency is fundamentally important in determining reliability. However, we have shown that a low measured dispersion for a small number of estimates can occur fortuitously even if the flow itself exhibits a moderate to high degree of variability. Clearly, in order to claim that a lava flow has a high degree of PI reproducibility, more than just a few estimates are required.
[19] The results of this study have shown that the practise of sampling a limited vertical extent of a lava flow could generate serious problems for two of the three flows analysed even if a large number of estimates are produced. This highlights the need to always maximise coverage of a rock unit whilst palaeomagnetic sampling. Nevertheless, in Figure 3 . Plots of deviation from true mean (Á 95 ) versus standard deviation for 100 sub-sets with n = 3 for the three data-sets indicated. N.B. As n increases, the points gradually cluster around the true s.d. but no relationship emerges. many cases, it is simply not possible to gain access to a large portion of a flow. In this case, the present study serves only to warn of possible adverse effects rather than to recommend any action.
[20] Finally, equation (1) provides a simple means to estimate Á 95 for any data-set with large n. This can then be quoted as a measure of uncertainty which is more sensitive to n than the s.d.
Conclusions
[21] 1. Paleointensity investigations should endeavour to produce double or treble the amount of accepted results per lava flow than is presently the norm in order to ensure that their mean value is representative of that for the flow as a whole.
[22] 2. A small measured dispersion for a small number of samples is no guarantee that the mean is representative of that for the flow as a whole.
[23] 3. Sampling strategy should always aim to maximise the vertical coverage of the lava flow. Where good coverage is not possible, the potential for biasing of the mean PI should at least be acknowledged.
[24] 4. Many more intensive PI studies are urgently required to verify the preliminary conclusions reached by the present study and also to investigate causes of intra-flow variation of PI and possible remedies.
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