Introduction
Padre Island National Seashore is one of several seashores managed by the National Park Service (NPS). 1 The NPS advertises Padre Island National Seashore as the longest remaining stretch of undeveloped barrier island in the world. It is located on the Gulf Coast of Texas southeast of Corpus Christi, running approximately 70 miles from north to south (figures 1 and 2). It is accessible by road at its northern entrance and by water at several southern locations. The most popular beaches are located on the five northernmost miles of the island. These are accessible by paved road or packed sand and have ample parking and facilities for beach visitors, anglers, and others. From the five-mile marker south the beaches become more natural and remote with access by four-wheel drive vehicles only. Visitors use the park for typical beach activities like sunbathing, swimming, walking, surf fishing, windsurfing, wildlife viewing, and so on. Camping is also popular.
Our purpose is to estimate the economic loss that might result due to beach closures on Padre Island. The results should be useful in damage assessment and benefit-cost analysis applied to the Texas Gulf Coast and, through transfer, to other coastal areas. We chose Padre Island as part of a larger project targeting valuation estimates for natural resource damages due to closures of national parks. 2 The Natural Resources Defense Council recently reported over 250 beach closures or advisories in Texas in 2008 alone, mostly from unknown sources of contamination or storm-water overflow (see Dorfman and Rosselot [2009] ). In addition, given the volume of oil tanker traffic in the Gulf, there is also the possibility of closure due to oil spill.
Our valuation estimates are based on a travel-cost random-utility maximization (RUM) model. We estimated the model using data on beach trips to the Gulf Coast made by 884 randomly drawn Texas residents in 2001. Our focus is on day trips and our choice model includes 65 beaches of which six are part of the Padre Island National Seashore. We estimated the model in two stages: site choice and trip frequency. (See Bockstael and McConnell (2007, p.131-7) for a description of the two-stage approach.) The site choice model is estimated as a multinomial and mixed logit. The trip frequency model is estimated as negative binomial regression with the log-sum or expected utility of a trip from the site choice model as an argument. We use the model to simulate the closure of: (i) all Padre Island beaches, (ii) the three northernmost beaches on Padre Island, (iii) the three southernmost beaches on Padre Island, (iv) the most popular beaches in each of six coastal regions in the state, and (v) the closure of all beaches in each of the six coastal regions. Scenarios (iv) and (v) consider non-Padre Island beaches for comparison.
Our application builds on previously applied RUM models used to value beach use. Table 1 documents several major data sets constructed for RUM applications of beach use and shows selected papers published using the data. All previous studies use logit models to estimate site-choice, but the forms used vary widely, including standard multinomial logit (e.g., Hicks and Strand [2000] , nested logit (e.g., Whitehead et al. [2009] ), and mixed logit (e.g., von Haefen, Phaneuf, and Parsons [2004] ). Some of the applications model trip frequency, but most do not. None of the previous applications have valued Texas beaches, and none have focused on valuing beaches at a national seashore. All, however, have estimated models capable of measuring losses from a beach closure, similar to the objective of the current paper. Table 9 , to be discussed later, presents a comparison of per-trip values for beach closures for those studies that presented such estimates.
The balance of the paper is outlined as follows: presentation of the two-stage model, description of data, presentation of results, and conclusions.
Model
We estimate separate site choice and trip frequency models. This approach was popularized by Bockstael, Hanemann, and Kling (1987) and used by Hausman, Leonard, and McFadden (1995) . Herriges, Kling, and Phaneuf (1999) and Bockstael and McConnell (2007, 131-7) refer to this approach as a 'linked' model. We estimate our models sequentially. This enables us to consider a fairly sophisticated random parameter logit model at the site choice stage. Simultaneous estimation (Full Information Maximum Likelihood) was only possible with fixed parameters at the site level. Using random parameters led to convergence difficulties. Given the importance of capturing realistic substitution patterns across sites, which random parameters logit (also known as mixed logit) is good for, we decided to stay with sequential estimation. This lowers the statistical efficiency of our estimates somewhat, but introduces no bias.
3 Figure 1 . Padre Island National Seashore 3 An alternative is the repeated discrete choice model where the frequency stage is estimated as a binary choice (see Morey, Rowe, and Watson [1993] ). As discussed by Bockstael and McConnell (2007) and shown by Parsons, Jakus, and Tomasi (1999) and Hellerstein (1999) , the binary repeated discrete choice and Poisson (or negative binomial) at the frequency stage are nearly equivalent mathematically. The literature has somewhat favored the repeated binary trip frequency model because it is set in a time frame that is consistent with the site choice and allows for integration of the two stages in a consistent utility theoretic model. While appealing in practice, there is little difference in the welfare estimates obtained from the two approaches. Another alternative is the Kuhn-Tucker approach, which we have not attempted to estimate with these data (see Phaneuf, Kling, and Herriges [1998] or von Haefen, Phaneuf, and Parsons [2004] ).
Site Choice
Consider the site choice portion of our model first. We assume a person has decided to make a beach trip and is considering which beach to visit. Each beach gives a site utility of u nit , where n=1…, N is a person in our sample, i=1,…, S n is a beach on the Gulf Coast within 300 miles of person n's residence, and t=1,…,T n is a trip taken by person n during the season. A person is assumed to choose the beach with the largest site utility giving trip utility of Binkley and Hanemann (1978) ; Hanemann (1978) Changes in water quality measured by oil, In-person/At-home survey Feenberg and Mills (1980) ; Bockstael, Hanemann, turbidity, COD, and fecal coliform.
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where tc ni is the trip cost of reaching site i for person n. It includes out-of-pocket travel as well as time cost. The vector x i is a set of site characteristics and ε nit is a random error term. Trip costs vary across sites and people by virtue of travel and time costs from residences to beaches. Site characteristics vary across sites and are constant across trips and people. Following conventional random utility theory, the observed trip data are treated as the outcome of a stochastic process, where individual n's probability of choosing alternative k on a given trip is: (2) where u′ ni = β tc tc ni + β x x i represents the deterministic portion of site utility and ε nit represents the stochastic portion. The likelihood of observing the pattern of choices made by our sample then is:
The standard multinomial logit specification for the probability of visiting a site has the well-known closed form:
Equation (4) follows from the assumption that the error terms in equation (2) are independent and identically distributed type 1 extreme value random. In our mixed logit model, the assumption of independence of irrelevant alternatives is relaxed, allowing a more realistic pattern of substitution across sites. The mixed logit probability is an integral over a standard logit:
where L nkt is the multinomial logit probability shown in equation (4), f (β x | μ x , φ x ) is a mixing distribution (normal in our case), with mean μ x and standard deviation φ x . Now, we seek estimates of the parameters β tc , μ x , φ x . Since integration of equation (5) is not possible, the parameters are estimated using simulated maximum likelihood. As noted, the mixed logit model relaxes the assumption of independence of irrelevant alternatives in the standard logit and allows for a more general pattern of substitution across sites (Train 2003, Ch. 6) . Sites with the same attributes, such as the presence of lifeguards or same region, will exhibit correlation via the mixing distribution. The greater the standard deviation φ x for a given attribute, the greater the degree of correlation and hence substitution (at least stochastically) among sites sharing the same attributes. 
Estimation proceeds as follows. Specify a distribution for f (β x | μ x , φ x ) using hypothetical starting values for μ x , φ x . Draw R values of β x from this distribution giving r x β where r = 1,…,R. Form a simulated probability:
This is an average logit probability, averaged over the R draws on r x β from the mixing distribution. In our application, we use a separate set of draws for each individual and assume independent normal distributions for each parameter. This allows for correlation across trips for each person-one draw is made for each person for all of his/her trips. The probability in equation (6) is then entered into the likelihood function for each success or visit made by a person in our sample. This gives a simulated likelihood. The maximum simulated likelihood estimator then is the value of the vector β tc , μ x , φ x that maximizes Λ. The procedure and numerical methods used to solve for the maximum are discussed in detail in Train (2003, Chapter 6) .
Trip Frequency
To account for changes in the number of trips taken over a season due to site closures, we use a linked trip frequency model:
where T n is the number of trips taken to all sites in the season by person n, z n is a vector of individual characteristics believed to influence the number of trips taken in a season, and E(v n ) / -β tc is the expected maximum value of a trip measured in the site choice model ('linking' site choice and trip frequency). In the standard multinomial logit model:
In the mixed logit model E(v n ) takes the same form, but is constructed by simulation to account for the variability of the parameter estimates for β x . The expected trip utility is the mean of the log-sum, averaged over the draws on
Since -β tc is the marginal utility of income from the site choice model, E(v n ) / -β tc is the expected value of a trip. We expect a positive relationship between T n and E(v n ) / -β tcthe greater the expected value of a trip, the more trips a person takes.
of a trip over the range of 0 to T * ; hence the person takes the first, second, third, and up to the T *th trip. At T * the expected utility of a trip (E(v * )/ -β tc ) is equal to the opportunity cost of another trip. The higher a person's expected value of a trip, the greater his chosen number of trips. Observing different individuals then facing different E(v n )/ -β tc due to differences in location, we are able estimate a trip frequency equation. 5 We use a negative binomial regression in our application to account for the integer nature of trip data and over dispersion that was evident in our simpler Poisson regression:
where / ( ) and
The fitted form for equation (10) is used to predict the change in trips by each person in the sample due to a beach closure and, in turn, is used to estimate the seasonal change in trip utility as described in the next section. 
Three Measures of Value: Per-trip, Seasonal, and Loss-to-trips Ratio
Let C ∈{C 1 ,C 2 } be the set of all beaches in Texas, where C 2 is the set of Padre Island sites and C 1 is the set of all other sites. The closure of the C 2 Padre sites causes the expected utility of a trip for each person in our sample to decline from
The expected per-trip loss for person n due the closure of Padre Island then is:
where -β tc monetizes the loss in utility (Hanemann 1999) . Per-trip loss in equation (11) is an expected loss that applies to all trips made by respondents living within 300 miles of Padre Island whether they visited a Padre Island beach or not. Closure of Padre removes available sites from each person's choice set resulting in an expected welfare loss. The closure may also induce a change in the number of trips a person takes during a season. Indeed, with the lower expected value of a trip, the trip frequency equation will predict a decline in trips from T o to T c as shown in figure 4. The seasonal welfare loss is
) is the loss associated with continuing to take trips but now having to choose from fewer beaches. Area B is the loss associated with the adjustment in the number of trips taken. The seasonal loss for the closure of Padre Island for person n then is the sum of Area A and B in figure 4 for person n or the integral under the trip frequency function from ( ) / to ( ) / ,
which in the negative binomial form is:
where δ EV is the coefficient estimate on the expected utility in the trip frequency model. Again, we stress that this interpretation is not fully utility theoretic since the models at the two stages are not formed from a single consistent utility model. The last measure of loss we consider is a loss-to-trips ratio sometimes used in benefit transfer applications. The loss-to-trip ratio applies only to the trips taken to the closed site or sites. The ratio for a Padre Island closure is:
where o n T is the predicted number of trips taken by person n to a Padre Island beach.
Equation (13) then is the total sample loss divided by the total number of trips to Padre predicted for the sample. If an actual closure were known to displace X trips from Padre, X · ltr is a reasonable measure of total loss.
The choice data used to estimate our model were collected in 2001 in two parts-survey data of trips and site characteristic data for the 65 beaches. The survey data were gathered in a phone-mail-phone survey from May through September-the peak season for beach visits. Texas residents living within 200 miles of the Gulf of Mexico (closest point on the coast) were sampled by random digit dialing and recruited to participate in a follow-up survey of beach use. The sample was stratified, as shown in table 2, to avoid a sample dominated by residents of Houston and to oversample residents living near the Gulf Coast and Padre Island. The initial telephone survey was conducted in May and administered to the adult member of the household (>17 years old) with the most recent birthday. English and Spanish versions of the survey were offered. We had a 23% response rate-complete interviews divided by total households contacted. Users and nonusers of Texas Gulf Coast beaches were identified in this initial survey. We define a user as anyone who had visited the coast in the past five years and reported that they were likely to make a visit during our survey period. Seventy-seven percent of the people contacted in our initial phone survey were users-1,154 people. Of these, 1,012 agreed to participate in five monthly surveys on Texas Gulf Coast beach use. Basic demographic information was gathered on each respondent in the initial phone survey.
Those who agreed to participate in the follow-up survey received a mail packet that included a map of the coast, a list of beaches, a calendar to help record trips from May through September, and a decorative magnet of the state of Texas for posting the calendar. The materials included in the mailing were intended to help respondents identify beaches and remember/record the actual dates of their trips. As an incentive, individuals who agreed to participate in the follow-up survey were given a phone card with 100 minutes of free calls. They were also told that they would receive a second card upon completion of entire follow-up survey. At the time phone cards were a popular way to make long distance calls from any location at reasonable rates.
Individuals were then contacted monthly by phone to report their beach trips for the previous month. Of the 1,012 respondents who agreed to participate in the follow-up surveys, 884 (87%) completed the June survey, 803 (79%) completed the survey through July, 741 (73%) through August, 670 (66%) through September, and 601 (59%) through October. Keeping respondents participating in the survey effort for five months was challenging; this repeated survey approach was used to reduce errors in trip recall, and for another modeling effort focusing on the dynamics of trips over a season we needed timespecific trip data. We estimated our site choice model using observed trip data from all 884 respondents for the months they reported data.
The characteristics of our sample respondents are shown in table 3. These are weighted means to account for sample stratification and are the variables used in the vector z n in equation (7) in estimation.
The second part of our data set covers the characteristics of the 65 beach sites-the x i vector in equation (1). We collected data on all of the public beaches on the Texas Gulf Coast including information on facilities, amenities, services, and physical characteristics. The beaches included bay side and gulf beaches and were defined using the 2002 Texas Beach & Bay Access Guide and on-site visits to confirm the beach characteristics. This effort included interviews with beach managers at the city, county, and state levels; independent travel guides; visits to each of the beaches; and reviews of on-line maps of the area. The Padre Island National Seashore was divided into six separate beaches following the National Park Service definitions.
As shown in table 4, 48 beaches (74%) are on the Gulf Coast, 4 (6%) are in state parks, 22 (34%) are remote, and 26 (40%) are vehicle free. We defined remote as requiring a visitor to leave major roads to access the beach. These beaches tend to be more natural but are more difficult access.
Most beaches in Texas accumulate debris from the waters of the Gulf of Mexico. Some is natural (seaweed, etc.) and some is from human sources. For this reason, many of beaches are actively cleaned manually and/or by machine. We include separate variables for machine and manual cleaning. We also include separate dummy variables to identify beaches with restrooms, lifeguards, and concessions.
To distinguish beaches by water quality, we included two variables: closure/advisory history and red tide. We had originally hoped to use an objective measure of water quality, but such data are not gathered uniformly across the beaches. Some are monitored more heavily, some get intermittent readings, some none at all, and some are checked only when problems are expected. We opted for a subjective measure based on interviews with beach managers for the different areas. Among the questions we asked the managers was whether or not there had been any beach advisories, closures, or red tide events at any of the beaches in their area. This information was used to construct the closure/advisory history and red tide dummy used in the model. We have 11 beaches (17%) with a closure/ advisory history during the year and 12 beaches (18%) with red tide episodes.
Respondents reported a total of 2,692 trips over the five-month period-28% of all trips were less than 30 miles one way, 44% were less than 50 miles, and 81% were less than 100 miles. Only 7% of all trips were taken to the beach closest to a person's home, and only about 44% were taken to one of the five closest beaches. This implies a large number of trips taken to enjoy specific characteristics of a beach. For example, an individual may travel past a nearby beach because it does not have lifeguards or because it allows vehicles on the beach.
Travel cost was calculated at $0.365 per mile plus any fee paid to use a beach. 7 Time cost is valued at one-third of household income divided by 2,000 as a proxy for foregone household wages. Distances and times to beaches were calculated using PC Miler. Average trip cost of reaching the chosen site was $56. The average cost to all sites was $182. Each person's choice set included all beaches within 300 miles of their residence. 8 The average choice set size is 53 beaches. The minimum is 14, and the maximum is 65. 8 We chose 300 miles for a number of reasons. First, the travel time is feasible. Second, the maximum distance people traveled for a day trip in our data extended about this far for a few people. Third, as Parsons and Hauber (1998) show, the effect of expanding distance traveled from 150 to 200 to 300, typically has little effect on the model or welfare results, because the expanded distance brings in low probability sites for visiting. We reconcile the distance for sampling at 200 miles and the distance for the choice set at 300, based on a preliminary survey. We conducted a simple random phone survey asking people if they had made a day trip to the beach in recent years. The trips seemed to die out for people after 150 to 200 miles to the nearest beach. At the same time, since many people did not go to the nearest beach, distances traveled to the actual site visited could be, and in some cases was, further than 200 miles. So, even if their nearest beach was 200 miles, their choice set is probably wider than that. Again, our experience has been that adjusting these far-off distances does not affect the results in a significant way. 9 All numbers reported in this paragraph are corrected for stratification. It is also useful to note that 42% of the respondents took only one trip during the five-month sampling period, 66% took two or fewer, and 76% took three or fewer.
9 Also, most people visited only a few sites over the season. Seventy percent visited only one, 85% visited two or fewer, and 95% visited five or fewer. Galveston and Corpus Christi were the most heavily visited regions-56% of all were to the Galveston area and 25% were to Corpus Christi. About 10% of all trips are to Padre, with the northernmost three beaches (North, Malaquite, and South Beaches) accounting for 95% of these trips. 
Results

Coefficient Estimates
Our estimation results are shown in tables 5 and 6. First, let's consider the MNL and MXL site choice models in table 5. The coefficient on Trip Cost, our marginal utility of income, is negative and significant in both models. All else constant, people prefer a beach closer to home. The Log(Length) variable scales beaches to account for size and is positive and significant in both models as well. Neither of these variables was estimated with a random coefficient in the MXL model. The coefficients in the MXL are somewhat larger than the MNL model. This scaling in estimation is common. The following variables (ignoring the regional dummies for now) have positive and statistically significant mean coefficient estimates in both the MNL and MXL models: Machine Cleaning, Manual Cleaning, Vehicle Free, and Rest Room. It is worth noting that beaches without vehicle access on the sand are required by law to have off-sand parking facilities to accommodate visitors, so the Vehicle Free variable may be picking up the effect of better parking facilities at these beaches over the beaches with vehicle access. Or, the variable may be simply capturing an average preference over the sample for beaches without cars for safety and aesthetic reasons. 10 While it is not entirely surprising that the coefficient on this variable is positive, it is somewhat surprising the estimated standard deviation in the MXL model is not larger. That would have signaled that these beaches have strong unobserved similarity, but that was not our finding. Gulf Access, State Park, Lifeguard and Remote are positive in both models but without statistical significance on their mean coefficients in some cases. A positive sign on Gulf Access, State Park, and Lifeguard was expected, but we had no prior expectation on Remote. A positive sign indicates that, all else constant, people prefer a more natural beach. A negative sign might indicate the reverse or perhaps that there are costs beyond those controlled for in our trip cost variable, such as the need for a four-wheel vehicle and traveling over unpaved roads. The former effect appears to dominate in our choice data. The variables with negative and statistically significant mean coefficient estimates in both models include: Redtide History and Concession. The sign on the Redtide History coefficient is as expected, reflecting both fewer days a site is available during the season and perhaps the perception that a beach is prone to pollution problems. Concession is a surprise. This may be due to measurement error, or the coefficient may be capturing some congestion effects. The mean coefficient on Closure/Advisory History is negative in both models, but only significant in the MXL model.
Among the site characteristic variables, State Park, Lifeguard, and Closure/Advisory History have large and significant estimated standard deviations in the MXL model (third column of coefficients in table 5). When the estimated standard deviation is large relative to its mean, this indicates correlation among the site utilities sharing the attribute and implies a high degree of substitution (in a stochastic sense) among these sites.
The regional constants, Galveston through South Padre Island, are all positive and significant, with the exception of Port Lavaca. The excluded region is Sabine Pass, the northernmost region with the fewest visits among the six regions. The coefficients on the standard deviations for Corpus Christi and Galveston are the largest relative to their means, suggesting greater shared similarities within each of these regions and hence greater substitution among sites. The standard deviation estimate on the Padre constant is also quite large, suggesting highly correlated unobserved site attributes and strong substitution among sites for Padre Island beaches.
The trip frequency portion of the model is shown in table 6. The coefficient on the expected value of a trip, the log sum divided by the trip cost coefficient, has the expected sign and is the best predictor in the model. College and Owning Fish Equipment are the only variables estimated with statistical significance for predicting trip frequency. The number of months a person has been in survey works as expected-positive and significant. The longer a person is in the sample, the larger the predicted number of trips. In prediction, we set number of months to five for each respondent.
Welfare Estimates for Beach Closures
Our welfare results are shown in tables 7 and 8 for the multinomial (MNL) and mixed (MXL) models and are reported in 2008$. First, notice the impact of using MXL versus MNL. The loss for the closure of all of the Padre Island National Seashore is estimated at $3.44 per trip in the MNL model and $20.09 in the MXL model-different by a factor of more than 5. This is due to the large standard deviation estimated on the Padre coefficient in the MXL model. This estimate signals strong shared unobservables among the sites on Padre and hence high stochastic substitution among sites. When the substitution is accounted for (by estimating MXL with a random parameter on Padre), the loss is high for complete closure because individuals have to substitute to sites outside the Padre group, which is undesirable. On the other hand, the loss for closing only the three northern beaches is magnified by less than a factor of two in the MXL versus MNL and is actually lower for the loss of the southern three beaches. Indeed, in the MNL model the estimate for losing the three northern Padre beaches is 80% of loss of losing all Padre beaches. In the MXL model, it is only 22% of the loss of all the beaches. So, there is a considerable substitution effect being picked up by using MXL with variation on the Padre coefficient.
The same results apply to the single beach and regional loss scenarios outside of Padre because we are allowing for variation in our regional constant in MXL estimation. The single beach losses (middle of tables 7 and 8) are all lower in the MXL versus MNL, capturing the effect of substitution within the region. Since only one beach in a region is closed, people can substitute another beach within the region with little loss. Notice that the difference between the MNL an MXL results are largest for the sites in regions with high estimated standard deviations on their regional constants. The MXL values range from as low as 30% of the MNL values to as high as 93%. At the same time, the regional beach losses (bottom of the tables 7 and 8) tend to be higher in the MXL. Again, this is because with all sites closed, individuals are forced to visit sites outside the group. Further, notice that the larger the estimated standard deviation (better substitution), the larger the loss tends to be in the MXL versus MNL. As noted earlier, mean per-trip values for each site or group of sites in a RUM model apply to trips taken to all sites in the choice set by all respondents in the sample. For example, most respondents in our sample have Padre Island sites in their choice set and have some positive probability of visiting a Padre site.
12 For many people, the probability of visiting a Padre site will be low (people located far from Padre Island), and their expected per-trip value for a closure will be low. For others, the probability will be high, and their expected per-trip value will be large. In any case, all trips, whether made to Padre Island or not, figure in this per-trip calculation since we average across all trips to all beaches. Clearly, how the choice set is formed originally and who is included in the choice model has a large bearing on the estimated per-trip values from a RUM model.
Keeping this context in mind, our estimated values are in a range similar to those found in other RUM applications. We have listed per-trip values from four studies in table 9 While these values tend to confirm that the general range of our per-trip estimates conforms to prior research, caution is warranted in making comparisons across studies. Values vary due to differences in the beaches areas, number of sites included in the choice sets, populations considered (all residents versus beachgoers only, nearby counties versus area extending far inland, and so forth), modeling approaches, trip cost calculation, number of beaches closed, and so on. All of these features create variation in the valuation estimates. For example, concerning trip cost alone, when we estimate our model using 100%, instead of 33%, of the wage proxy, our values nearly double.
Tables 7 and 8 also show our estimates in terms of per-season loss for the same set of scenarios. As described above, these estimates account for adjustments in the total number of trips taken when there is a site closure and thereby allows for no-trip substitution. The decrease in number of trips taken to all Texas beaches drops by about 4% in the MNL model and by about 21% in MXL model when there is a closure of all Padre sites (this is adjusted for stratification). Finally, tables 7 and 8 also show our estimates as a loss-to-trip ratio computed using equation (13). This measure is useful in benefit transfer applications. When the number of displaced trips to a specific site or sites is easy to predict, as is often the case in transfers, one may seek a corresponding loss per trip to the specific site or sites. Our estimates in the MXL model give a loss-to-trip ratio of $179 for the closure of all Padre sites. The loss-to-trip ratio is higher for the loss of groups of sites (ranges from $32 to $98) versus single sites (ranges from $25 to $34), again capturing the notion that the set of available substitutes and spectrum of utilities is shrinking as the number of sites lost increases. To distinguish our loss-to-trip ratio from our per-trip value loss, note that the former applies to trips taken specifically to the site or sites of interest, and the latter applies to a trip taken to any site on the Texas coast. Table 9 Per 
Conclusions
We have demonstrated that the welfare loss associated with the closure of beaches on the Padre Island National Seashore in the event of a major incident such as an oil spill or other disruption is likely to be substantial. We estimated that a closure for an entire season (May-September) generates a loss of about $70 million (2008$) in terms of consumer surplus. This value applies only to day-trips for beach recreation by Texas residents. It ignores overnight beach use, non-use, uses other than recreation, and day trips from out of state, so the actual losses would be larger. We also show that a similar closure of individual beaches would result in aggregate losses that range from $340 thousand to over $11 million for a season and that closure of entire regions (such as the Galveston area) could be as high as $170 million (2008$). Our findings are the first estimates we are aware of for the Texas side of the Gulf Coast of Mexico. We also found that the mixed logit model works well in accounting for substitution effects among Padre sites and that estimating with mixed versus multinomial logit had a large effect on the final welfare estimates. Future applications with this data set will include incorporating the timing of trips over a season, a comparison of different mixed logit models to explore the effectiveness of these models in accounting for different patterns of substitution, and an application looking at non-monetary compensation for beach closures.
