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Sensing the real-world is a well-established and continual problem in the field of
robotics. Investigations into autonomous aerial and underwater vehicles have ex-
tended this challenge into sensing, mapping and localising in three dimensions. This
thesis seeks to understand and tackle the challenges of recovering 3D information
from an environment using vision alone. There is a well-established literature on
the principles of doing this, and some impressive demonstrations; but this thesis
explores the practicality of doing vision-based 3D reconstruction using multiple,
mobile robotic platforms, the emphasis being on producing accurate 3D models.
Typically, robotic platforms such as UAVs have a single on-board camera, restrict-
ing which method of visual 3D recovery can be employed. This thesis specifically
explores Structure from Motion, a monocular 3D reconstruction technique which
produces detailed and accurate, although slow to calculate, 3D reconstructions. It
examines how well proof-of-concept demonstrations translate onto the kinds of ro-
botic systems that are commonly deployed in the real world, where local processing
is limited and network links have restricted capacity. In order to produce accur-
ate 3D models, it is necessary to use high-resolution imagery, and the difficulties of
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Digitising the real world in a form that computers can access for visualisation and de-
cision making is a complex challenge which has been at the forefront of many fields
within computer science. An accurate 3D model provides invaluable information
that extends beyond visualisation. 3D modelling is often used in the design stages
of a project with the aid of Computer-Aided Design (CAD) or Computer-Aided En-
gineering (CAE) software packages which are used to provide rich, detailed models
of the final product. These systems are in use in projects ranging from small jew-
ellery through to stadiums and skyscrapers. Recent developments in software and
hardware have introduced Computer-Aided Manufacturing (CAM) systems into in-
dustry which enable 3D models to be printed straight from an engineer’s worksta-
tion. Computer-aided systems are beginning to offer designers tools which enable
them to capture objects and allow a user to reverse-engineer the real world.
This work explores the specifics of capturing the real-world through the use of com-
puter vision algorithms, namely Structure fromMotion, for use in computer systems
whether that be for art, design, documentation or robotics.
1
1.1. MOTIVATION AND OBJECTIVES
1.1 Motivation and Objectives
This research is inspired by the accuracy and impact of 3D reconstructions when
used in visualisation in either virtual or augmented reality systems. The work is
ultimately driven by the desire to bring 3D reconstruction methods into the field of
robotics for use in live mapping and navigation tasks. Both aerial and underwater
systems face similar challenges in localisation and path planning in 3D space. Not
only does a vehicle need to know its (often rough) location within the environment
but it needs to plan a trajectory through the unknown environment too, taking into
account any obstacles and more recently, other remote systems. This is a well es-
tablished problem in the field which is discussed further in Chapter 2.
The objective of the research within this thesis is to break down Structure from Mo-
tion, a 3D reconstruction technique which uses 2D images to create 3D models. The
aim is to evaluate the use of 3D point cloud data generated from vision as a tool for
not only visualisation but for use in 3D navigation and path planning algorithms.
Generating a 3D point cloud using Structure from Motion is a computationally ex-
pensive task requiring significant resources and time. To reach the goal of achieving
real-time 3D point cloud generation using vision alone is a difficult task which may
not be possible given the selected technique. Ultimately the research question that
this thesis seeks to answer is: can 3D reconstruction be used with robotic systems
to perform remote robotic 3D reconstruction?
There exists a trade-off between payload, flight time and core operational require-
ments. Path planning from a vision-only point cloud changes the operational re-
quirements of a robotic platform, reducing the need to rely on more traditional




The first publication from this research was in the form of a poster presentation to
the UAV Special Interest Group of the Remote Sensing & Photogrammetry Society,
RSPSoc. The work, Using UAVs and UGVs to Build 3D Models of Ground Features, was
presented at the ‘Remote Sensing from small unmanned aerial systems’ workshop
held on 4th July 2013 [1]. The publication was aimed at providing an overview
of the objectives of this thesis, comprised of early experimental work and feasibility
studies. The workshop provided the opportunity to understand the field and confirm
that the research aims of this thesis were in line with current UAV/UAS research.
Live Ultra-HD video transmission was investigated as part of a collaborative project
with the University of Essex Access Laboratory. The work involved an investigation
into on-line streaming requirements of live 4K content. The work resulted in be-
ing accepted for a dual-poster presentation after peer review at one of the leading
conferences in the broadcast industry, the International Broadcast Convention Con-
ference, IBC Conference in 2014. The publication, Delivering Live 4K Broadcasting
Using Today’s Technology [2], received much attention and discussion due to the in-
tentional focus on using existing encoders to produce live 4K streaming rather than
using the newer incoming H.265 (HEVC) standards. This work forms the core of
Chapter 7.
Determining Positions and Distances Using Collaborative Robots [3] details the process
of using a UAV’s on-board downward-facing camera to infer position with respect
to ground robots without the aid of GPS information. The process of calculating
altitude based on the observed fiducials is detailed in Chapter 6.
Themost recent publication, Video Frame Extraction for 3D Reconstruction [4], presents
a method for selecting optimal frames from a live (or pre-recorded) video sequence
for use in 3D reconstruction. The approach is specifically designed to produce im-
ages for Structure from Motion based 3D reconstruction. This work is discussed at




The research area spans two key fields within Computer Science, namely Robotics
and Computer Vision. The literature review in Chapter 2 builds up on the brief in-
troduction in this chapter by exploring the literature in the areas of 3D modelling
and reconstruction, as well as relevant robotic sensing approaches and collaborative
robotics. This chapter presents Structure fromMotion as the primary 3D reconstruc-
tion approach which will be at the core of the investigations throughout the thesis.
Chapter 3 presents the fundamental mathematics, which start with a simple single
camera model and progresses through to multi-view reconstruction.
Once the core theories have been presented and verified, the thesis changes focus
towards a more practical approach. Chapter 4 explores the limitations and per-
formance of 3D reconstruction utilising Structure from Motion following on from
the theoretical discussions in the previous chapters. The experiments build up a set
of capture requirements which provide a robotic platform with an optimised cap-
ture strategy. Following these experiments, Chapter 5 then proposes solutions to
the problem of working with video sources with a 3D reconstruction pipeline.
Chapter 6 begins with a method for estimating altitude using an on-board camera
from a low-cost consumer UAV. The chapter then discusses the importance of the
choice in robotic communication systems and follows the implementation of such a
system without the use of a generic framework.
Chapter 7 investigates a related issue of working with large image resolutions in
vision systems. The chapter addresses the issue of transmitting live high-resolution
imagery, a common stumbling block for vision-based systems, through experimental
work and a series of scale tests before deploying the solution to a real-world test with
a worldwide audience.
Chapter 8 returns back to the core theme of the thesis by combining the work of
the previous chapters together to understand whether, given the results seen so far,
4
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that the components can indeed form a complete robotic 3D capture system. This
chapter builds a prototype which demonstrates the feasibility of such a system using
the research undertaken in this thesis.
Finally, the thesis draws to a close in Chapter 9 where the research is critically as-
sessed against its aims and objectives. The limitations of the implementations, ex-
periments and hardware are all discussed. A discussion on the future direction of
both the area and specifically the research presented in this thesis are covered before




This chapter explores the algorithms and techniques which are used to digitise the
3D world. There is a vast array of approaches available that enable engineers to
develop systems that capture accurate models in a range of fields. We start by ex-
ploring traditional hardware solutions before entering the fields of Computer Vision
and Robotics. Computer Vision offers a new set of solutions to the problem which
rely on imagery rather than dedicated depth sensors such as sonar or laser range
finders. Standard imaging sensors are less expensive than these specialist sensors
and are able to avoid some of their restrictions and limitations.
Following on from the discussions of image-based 3D recovery this chapter then
considers automated and robotic data capture systems and their intended applica-
tions. This review should provide the reader with a good base of where this work
sets out to contribute both technically and the area of application for such a system.
2.1 3D Modelling
Before reviewing the research literature, it is worth pausing to understand the aim
of a 3D capture system and answer a couple of key questions such as what do we
6
CHAPTER 2. LITERATURE REVIEW
mean by a 3D reconstruction / model and where are these systems currently used?
Definition 2.1.1. Model — A three-dimensional representation of a person or thing
or of a proposed structure, typically on a smaller scale than the original: ‘a model of
St Paul’s Cathedral’. – Oxford English Dictionary
Documentation is a key component to almost every project which is often produced
to ensure the quality and accuracy of the project’s outcomes. For many products this
documentation will include a series of models to show what the end result will look
like, or in the case of archæology what the item originally looked like. Typically we
think of a model as being a miniature replica of an object. Modelling is used in a
range of design phases where designers, engineers and architects will build various
prototypes before committing to a final version for production. These models often
start life on a computer in the form of 2D and 3D Computer Aided Drawings (CAD).
CAD and the newer field of Computer Aided Engineering (CAE) systems offer design-
ers, engineers and customers tools which produce a visualisation of the final product
and, in the case of CAE systems, simulations of the performance of the design. CAD
systems first emerged pre-1960’s with a numerical control programming tool named
PRONTO (Program for Numerical Tooling Operations) [5], published by Hanratty
in 1957, followed by Sutherland’s SKETCHPAD [6] in 1964. Since the introduction
of these tools, significant developments in computing technology have pushed the
field forward, leading to a vast number of proprietary packages being developed
by industrial manufacturers, even before the rise of UNIX systems. Many of these
early systems were designed to be replacements for manual drafting processes. It
was not until the release of UNIX workstations and then the IBM PC in 1981 that
the now widely known CAD/CAE/CAM systems emerged. Autodesk’s AutoCAD was
first released in 1983, the first significant CAD package for the PC that would be fa-
miliar to today’s CAD users. These CAD systems have evolved and constantly push
the limitations of computer-based modelling, simulation and design in both 2D and
3D content creation.
Once a computer-generated model is produced, a real-world prototype or product
7
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mock-up then created to check that the computer-based designs would look and be-
have correctly. Accurate scale models are used in a range of fields such as aerospace,
automotive design and architecture, where the models are placed in test facilities
to evaluate response to real-world physics such as wind, water and natural events.
Simulating real-world physics is the subject of a vast array of research disciplines
including mathematics, computer graphics and physics amongst others.
The discussion to date covers the process of design through to build where themodel
is created, but not captured. If we refer to the dictionary definition of a model being
a 3D representation of a person or object, we can also use the term 3D model in the
converse case. How can we capture a real object which already exists? The primary
topic of this thesis focuses specifically on this challenge of recovering accurate 3D
models of real-world objects and environments from robotic systems in the real
world.
A wide range of sectors is adopting 3D reconstructions to advance their respective
fields both academically and commercially, such as archæology [7], engineering [8],
design [9], medical diagnosis and imaging [10], global mapping [11,12], as well as
entertainment industries such as film, television and gaming. Through the use of di-
gital models, medical professionals for example are able to offer more accurate and
detailed examinations through the use of 3D models captured using Magnetic Res-
onance Imaging (MRI), X-ray Computed Tomography (CT) or Computerized Axial
Tomography (CAT) scanners. The data from these scanners are processed by the
systems to produce interactive and detailed models of the patient which can be
analysed by experts anywhere in the world [10,13,14].
2.2 3D Sensors
3D reconstruction systems can be divided into two core themes, contact and non-
contact systems. A contact-based system uses robotics to ‘touch’ a probe against a
surface and measure the 3D position of the probe on-contact. These systems are
8
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highly accurate and are used in precision manufacturing plants to confirm the ac-
curacy of the parts produced. Due to their complexity and the need for accuracy,
these systems are extremely expensive and specialised to a particular target. This
section focuses on non-contact methods, as these systems are considerably more
flexible in application. Of the non-contact approaches, techniques are categorised
based on the method of interacting with the environment. Sensors which need to
send out a signal or pattern and measure the difference are known as active sensors
(e.g. lasers, sonar) whereas sensors which only observe without any interaction are
passive (e.g. thermal, cameras, multi-spectral).
2.2.1 Active 3D Sensors
Laser scanning devices are often used in robotics and industrial safety systems to
provide highly accurate distance measurements. Laser-based ranging was first used
for meteorological studies in the 1960s where an optical system was used to replace
radar systems for cloud measurement [15] and atmospheric studies [16]. A single
laser distance measure is achieved by projecting an infra-red or ultra-violet laser
beam into the environment and measuring the time taken for it to return. A single
range (point) measurement takes less than 100 nanoseconds to complete (given a
target distance less than 10 metres). Laser scanning range finders such as those
produced by SICK and Hokuyo produce readings in an arc about the scanning head.
The measurements are captured in the same method as a laser ranger except once
the result is captured the scanning head rotates and repeats the pulse and measure
procedure until the head completes a full 180◦ arc from left to right. Some sensors
offer even wider measurement angles allowing for a complete 360◦ scan, such as
the RPLIDAR A2 360◦ Laser Scanner.
Another form of laser scanner that is used specifically for 3D modelling is a hand-
held scanner that stripes a laser across the target using a visible laser. The device
couples the laser readings with internal sensors such as an Inertial Measurement
Unit (IMU) to re-project and rectify the readings into a 3D model. These systems
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require the target to remain fixed and static during the scanning process.
When it comes to modelling, laser scanners are limited by the 2D scanning path. To
scan larger targets such as landscapes, rock formations or buildings an alternate type
of laser scanner is required. 3D LiDAR is a 3D laser scanning system which uses a 2D
laser scanning head to sweep horizontally for a single rotation and the entire head
is then rotated about the horizontal axis and the horizontal sweep is captured again.
A 3D LiDAR system is able to generate a complete point-cloud sphere surrounding
the scanning head. A LiDAR scan will typically produce over 20,000 3D points that
are used to recreate the surface of the target.
Laser scanners use precise equipment to measure tiny points within the environment
to generate the 3D information. An alternative to sampling a point in space at a time
is to project a stripe and observe the distortion in the line, a technique devised by
Agin and Highnam [17]. These structured-light systems are formed of a projector
and camera which is mounted slightly offset from the projector. Chen and Kak
built on these principles to utilise structured light striping for both calibration and
modelling in 3D robotic vision utilising projective geometry [18]. Both of these
systems utilise a narrow strip of light to recover the depth and move around the
object. A faster approach is to project a pattern rather than a thin stripe of light.
A range of patterns can be used such as pseudo-random points, however the most
common visible pattern used is a series of vertical narrow coded stripes developed by
Hall-Holt and Rusinkiewicz in 2001 [19]. The pattern is projected onto the target
and captured by a camera. The images are fed back into a computer which uses
sophisticated algorithms to process the distortions in the projection and measure
the contours of the target. The advantage of using structured light sensors is that
the system can capture the whole (visible) scene in one frame unlike laser scanning
which has to pass over the target multiple times. Structured light systems are very
fast and are able to produce 3D information in real-time [18,20] with accuracies of
up to 100 µm.
Visible structured light systems are well-suited to fast, accurate reconstruction of
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buildings and complex surfaces but can be harmful if used on humans or animals.
Although structured light systems are non-contact and non-invasive, they utilise
laser and/or bright DLP projectors which could affect a person’s eyes due to the in-
tense light. Structured light can also work when switching the DLP/laser projector
to near-infra red or IR projectors. The most popular form of IR structured-light
system can be seen in the Microsoft Kinect (Version 1) [21]. The Kinect is classed
as an RGB-D sensor because of its ability to stream both colour video and depth
information. The Kinect uses a Class 1 (IEC 60825-1:2007-03) infra-red laser pro-
jector to project a dot pattern into the environment. A monochrome CMOS camera
sensor captures the IR pattern from the environment and computes the resulting
3D information. The Kinect is capable of tracking up to 6 people simultaneously
and is able to perform full skeleton tracking of two people in the field of view. This
is an extremely popular sensor with gamers and researchers alike. The release of
this device to developers [22,23] sparked a wave of new interest in field of 3D in-
teraction [24–26]. Microsoft released a second version of the Kinect sensor which
has improved tracking abilities (now up to 6 skeletons), a 1080p video camera and
switched to an active IR camera. The developer communities have been able to
choose between OpenNI, Microsoft Kinect SDK and LibFreeNect in terms of pro-
gramming development kits to use the sensors. The developers behind the OpenNI
framework have stopped work on it and now make their own RGB-D sensor called
Structure.
Digital cameras are now widespread and often built into robots for use in remote
sensing, surveillance, monitoring, film and TV applications. Cameras can be used
in a range of configurations to provide the ground operator with the remote view in
a safe area. The type of camera rig depends on the payload capacity and intended
application of the vehicle. Typically most vehicles will be fitted with a forward
facing camera or one with a wide field-of-view lens. In some configurations the
vehicle is fitted with a stereo camera rig which is comprised of two identical cameras
mounted precisely on a fixed rig. Multiple cameras can be arranged on-board to
provide a wide view of the environment. By combing images from these cameras
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and using algorithms designed for robotics such as Visual Simultaneous Localisation
and Mapping (VSLAM) [27], one can construct a model of the environment and
localise within it at the same time.
Other configurations include single camera systems such as a camera with a vertic-
ally facing fish-eye lens and mirror. The combination of fish-eye lens and mirrors
provides a 360 degree view in the horizontal plane around the sensor. Fish-eye
images are extremely distorted and require post-capture rectification before being
used. Some 3D tracking solutions use two forward facing fish-eye cameras to view
as much of the environment as possible.
2.2.2 Stereoscopic 3D
Stereoscopic 3D or ‘binocular’ vision uses two cameras with overlapping fields of
view to recover depth information. The simplest stereo configuration features a pair
of identical cameras which are securely mounted so that the optical axes are parallel
to each other with a fixed distance between the centres (known as the baseline).
The baseline is a key factor which must be known by the processing algorithms
to recover the depth map. A stereo rig can be a single device, such as the Point
Grey BumbleBee cameras or StereoLab’s ZED 3D camera, which supports up to 2K
video resolutions. Alternatively a stereo rig can be custom-made using two identical
video cameras. Regardless of the physical configuration, a pair of images must be
acquired simultaneously which is especially important if the rig and/or the target is
moving. Once calibrated, a rectified stereo pair has the advantage of simpler depth
recovery algorithms which are able to run at frame rate (input frame rate varies
depending on factors such as bandwidth, sensor size, processing power and capture
method). A stereo camera system produces a dense per-pixel depth map offering
fast and reliable 3D information.
In order to demonstrate the principles of stereo depth recovery we begin by looking
at the simplest case using the pinhole camera model shown in figure 2.1. In the
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Figure 2.1: Stereo Pinhole Camera Rig - Looking down the camera’s y-axis
diagram we can see that the optical centres C1 and C2 lie behind the image plane.
A detailed explanation of the pinhole camera model and its relationship to stereo
vision is covered in Chapter 3, however for the purpose of explaining depth from
stereo here, it is important to note that the optical centre of a camera does not lie
on the image plane. There is an optical ray that passes from P through the optical
centre of each image. Point P can be expressed as (X ,Y, Z)T as it is a 3D point in
the world coordinate frame. We can map point P onto the image plane of a camera
using the formula ( f XZ ,
f Y
Z ) [28]. Given this relationship we can begin to calculate
the distance of the 3D point from the camera system.
The point P intersects the image plane, projecting an image point (x1, y) in the
left image and a point (x2, y) in the right. If we place the origin of our coordinate
system at the aperture of the right camera we can recover the distance between the


























where the minus sign is due to the different direction of the angle. This can be
rearranged to give the depth of point P as the distance from the camera, Z , in terms
of the disparity measured in the two images:
Z =
f b
x1 − x2 (2.4)
Given a perfectly calibrated system such as the one presented in the pinhole model
we can use equation 2.4 to calculate the distance from the centre of the baseline to
the 3D point. There are couple of key caveats here: in computer vision, graphics
and digital sensors the origin of an image is typically in the top left-hand corner
and not at the optical centre therefore the processing algorithm must translate that
to the centre of the image before measuring the location of the point. Secondly,
the focal length f is normally given in millimetres whereas the image points will be
returned in pixel units. The sensor dimensions must be known so that the measured
image position is translated into millimetres.
In practice the pinhole camera model is too simple for real-world cameras as it
does not account for lenses, distortion or cameras where the optical axes are not
perfectly parallel. Additionally, the pinhole model assumes all points seen on the
image plane are in focus which may not be the case with a real device. Stereo
cameras are often used in robotics to aid navigation, planning and mapping due to
the low computational cost.
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2.2.3 Monocular 3D
Recovering 3D depth with just one camera opens up image-based 3D sensing to a
wider range of applications, as robotic platforms often have strict payload limits
but feature a built-in camera. A range of techniques have been developed to tackle
the challenge of using only a single camera. One thing all of the techniques have
in common is the need for the camera to travel through the environment about
the region being reconstructed. In most approaches, two frames are processed at
a time as though they were captured at the same time. The frames must have an
overlapping view similar to that of a stereoscopic system except with larger baselines
and the freedom to rotate about the target / optical axis.
2.2.4 Structure from Motion
Structure from Motion is a monocular stereo technique which is capable of recov-
ering both the environment and the original camera locations. A Structure from
Motion system uses several images from a range of viewpoints to recover the 3D
environment in two phases: sparse, and then dense, reconstruction. Structure from
Motion (SfM) can work with a single camera moving about a target or work with
images captured from different cameras at different points of view [29] (or a com-
bination of both).
Bundler [30] is the best known Structure from Motion system and is often the basis
for benchmarking and algorithm comparison. Bundler was developed for a Photo
Tourism project in 2006 [29] where the aim was to use large collections of pho-
tographs taken by tourists of a particular tourist attraction and then reconstruct
these into a 3D model [31]. This work inspired the development of Microsoft’s Pho-
toSynth service [11] for creating 3D panoramas and 3D scenes. PhotoSynth and




Bundler can form the central part of a 3D reconstruction work flow. A typical Struc-
ture from Motion system is comprised of a series of stages split into three phases, as
shown in figure 2.2. The first stage is to detect important features within each of the
input frames [32]; typically SIFT is used as the feature detector. SIFT [33] is protec-
ted and not freely available outside of academia, so many applications use an open-
source implementation, VLFeat [34], which produces similar results to Lowe’s im-
plementation without the licensing restrictions. During the feature detection stage,
a SfM application will also extract the focal length from the EXIF data contained in
image meta-data, as explained further in chapter 3. Once the features have been
extracted from each image, the next stage is to match features between each pair
of images in the dataset. This stage can take some time to complete as each feature
has to be compared with every feature of the other images in the dataset. After the
dataset has been prepared for processing, the original images, features and image
matches are then passed into a reconstruction system such as Bundler.
The resulting output from Bundler is a 3D point cloud which is correct up to scale.
The drawback of a Structure from Motion approach is there in no way to know the
scale. If a calibrated target is visible in the reconstruction the output can be scaled
correctly. The results from a SfM pipeline are sparse and do not provide fine detail of
the target. In order to increase the quality of the resulting model the output needs
to be passed through additional processing steps to achieve a dense point cloud.
The first step is to send the output through an algorithm such as Clustered Multi-
View Stereo, CMVS [35,36], which clusters nearby points into manageable chunks
of data. These smaller clusters are then passed into an algorithm such as PMVS,
Patch-based Multi-View Stereo [37] along with the original image dataset. PMVS
produces a dense reconstruction from the clustered data; it can be run in parallel
across multiple cores, dramatically reducing processing times (which are still long).
The dense point-cloud is significantly more detailed than the sparse one, however it
is not immediately presentation ready. The final stages in the pipeline currently re-
quire human interaction to tidy up the model as there are often many erroneous
matches which need to be deleted to reveal the final results. The final model
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Figure 2.2: Complete Structure from Motion Workflow
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provides a clear representation of the scene / target, though it may not be in a
convenient form. Software such as MeshLab [38] can be used to process the col-
lection of points into meshed surfaces allowing for the model to be used in other
applications more easily. There are a number of triangulation and surface recon-
struction algorithms for converting point clouds into meshes, such as Poisson [39]
or Ball-pivoting [40]. Once a mesh is created it then needs to be textured using the
original images, as the meshing operation removes the point colour information. An
alternate approach, CMP-MVS [41], can be used which uses the sparse point cloud
and produces a mesh rather than another point cloud thus skipping the manual
manipulation stage. In [41] the authors are able to generate high quality surface
models from the dense points.
The biggest drawback to Structure from Motion systems is that they require very
lengthy processing times. Reconstructions can take several hundred minutes to
compute and some tasks can take days, depending on the number of images to be
processed and the hardware available. Improvements in General Purpose Graph-
ics Processing Unit (GPGPU) technology has provided a significant impact on many
computer vision tasks and especially Structure from Motion due to the increase
in cores and speed compared with a CPU. A GPGPU is able to run a vast number
of parallel threads with the aid of programming toolkits such as the NVidia CUDA
framework. For example, a professional computation graphics card such as a NVidia
Quadro K2100M (Mobile workstation GPU) has 576 parallel processing cores with
48 GB/s memory bandwidth to 2Gb of GDDR5 RAM, compared with 8 processing
cores on the latest 3GHz Intel processor. Even an OEM gaming-grade graphics card
such as a NVidia GeForce GTX55 has 288 parallel cores. A GPU implementation
of SIFT [42] improves the performance of the detector a hundredfold. A full HD
(1920px by 1080px) frame can take up to 30 seconds to pass through SIFT using
a CPU implementation whereas the same image takes approximately 0.03 seconds
using a GPU implementation.
VisualSFM [43] is Structure from Motion system which was built to explore the de-
velopment of GPU-based SIFT [42], multi-core bundle adjustment [44] and gener-
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ally further research into SfM. VisualSFM provides a GUI to allow the user to control
the reconstruction process and evaluate the stages and tuning parameters to achieve
the best reconstruction for a given dataset. Commercial alternatives are also avail-
able which provide detailed results and further processing workflows such as 3D
PDF exports, Digital Elevation Models (DEM) and built-in camera calibration tools.
AgiSoft’s PhotoScan is the leading dedicated commercial solution, though leading
3D modelling and design companies such as AutoDesk are beginning to integrate
this technology into their own products.
A Structure from Motion framework, Theia, has recently been published [45]which
enables researchers to develop new algorithms and techniques without needing to
build an entire system from the ground up. Until Theia became available researchers
were often forced to either adapt Bundler or write SfM systems from scratch to
integrate new functionality, which is what was done in the initial stages of the work
described in this thesis.
2.2.5 SLAM: Simultaneous Localisation and Mapping
Simultaneous Localisation and Mapping (SLAM) [46, 47] is an important research
area within the field of robotics. SLAM is the umbrella term for a process which
maps an unknown environment and simultaneously localises the robot (or sensor/s)
within the map. SLAM systems can use a range of sensors, from rotary / shaft en-
coders in odometers through to complex laser and LiDAR systems. A SLAM system
can be categorised into two classes: off-line (batch) and on-line processing. On-line
systems are used in robotic navigation due to the hard real-time constraints re-
quired to enable path planning. Typically a SLAM algorithm will involve some form
of Kalman Filter (KF) or equivalent, with the Extended Kalman Filter (EKF) being
most common. In [48] for example, the authors compare the effects of these filters
with the addition of Compressed Extended Kalman Filter (CEKF) and Unscented
Kalman filters (UKF). The findings showed that CEKF approaches produced better
results when working with outdoor environments, as demonstrated by [49]. The
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study evaluates SLAM performance on moderate notebook computers with stand-
ard CPUs.
2D laser range finders are one of themost common sensors used onmobile robots for
SLAM as they provide high accuracy and measure over longer ranges than standard
sensors such as sonar. Camera images may not be commonly associated with SLAM
inputs; however this poses an interesting field of study, joining image processing
and robotics to research Visual SLAM. In 2005, the first significant paper on Visual
SLAM or VSLAM [27] was published, which demonstrated that a robot can use a
camera instead of range-finding devices. SLAM and VSLAM can be used to generate
either 2D or 3D maps of the environment, and the accuracy of the most recent ORB-
SLAM [50] purportedly approaches that of SfM.
2.2.6 Visual SLAM Approaches
Dense Tracking and Mapping, DTAM [51], is a real-time camera tracking and re-
construction system which differs from Structure from Motion as it does not in-
volve feature extraction. DTAM is able to reach real-time performance using a GPU
and highly parallel algorithms. In [51] the authors refer to the problem of real-
time structure from motion as “monocular SLAM”. The authors discuss how DTAM
works directly with a dense model, thus skipping all of the steps needed to identify
and convert feature points into sparse point clouds and then recalculate those data
points into dense point clouds. The DTAM algorithm works with the whole image
to track the camera’s motion against the developing dense model. The algorithm
relies on a short baseline created by images featuring significant overlaps obtained
by a short frame interval from a live camera. The authors discuss the difficulties
of handling lighting changes that can affect the reconstruction process. DTAM cer-
tainly provides an interesting area for investigation as its authors have been able to
achieve high-quality reconstruction in real-time.
Parallel Tracking And Mapping, PTAM [52] is another real-time (≈30Hz) monocu-
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lar 3D camera tracking system designed primarily for use with augmented reality
(AR). PTAM is also used in various robotics projects as the system tracks the envir-
onment, outputting camera positions. PTAM has recently been extended to work
with multiple maps, PTAMM, so that the system can change between events based
on the map in view. PTAMM is primarily aimed at AR games development.
Most of the techniques discussed so far rely on detecting and extracting features in
input frame(s) with the aid of a feature detector such as SIFT [33,34] or SURF [53].
Although GPU implementations of SIFT and SURF exist, these detectors are often
computationally expensive and can be slow. Another type of feature detector known
as binary feature detectors has emerged, offering increased speed with similar ac-
curacies. Binary detectors such as BRIEF [54, 55], BRISK [56] and ORB [57] are
seeing increasing use in the field due to the lower requirements and ability to run
in real-time.
ORB-SLAM [50] is a monocular SLAM solution which is able to compute in real-time
both the camera trajectory and a sparse 3D reconstruction of the scene, thanks to the
speed of the ORB feature detector. ORB-SLAM is able to close large loops and has
been demonstrated producing sparse reconstructions of car-based video sequences
in a wide variety of environments.
Structure from Motion systems and similar Visual SLAM systems rely on key-points
produced by feature detectors to build sparse models of the environment. LSD-
SLAM [58] is direct monocular SLAM technique. LSD-SLAM skips the feature detec-
tion / extraction andmatching stages andworks with the full image for both tracking
and mapping. The result is a semi-dense reconstruction which can be used by nav-
igation systems. Stereo LSD-SLAM [59] is an extension to enable the visual SLAM
technique to work with dual cameras, enabling LSD-SLAM to run in real-time on a
standard CPU. Both LSD-SLAM and Stereo LSD-SLAM work with rectified camera
images so that any radial distortion and other lens effects are removed from the cam-
eras. LSD-SLAM has been further extended to work directly with omni-directional
cameras [60]where the system uses the raw input from an omni-directional camera
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source to produce semi-dense 3D reconstructions. The results of [60] show that the
omni LSD-SLAM is able to produce reliable results.
RatSLAM [61] is a different form of SLAM system to the visual systems discussed so
far. RatSLAM’s algorithms are inspired from the neutral processes within the brain.
The advantage with RatSLAM is that the system is able to preform large scale map-
ping tasks with low-cost and low-grade cameras such as a typical computer web
camera [62]. OpenRatSLAM [63] is the latest development in RatSLAM which was
written from the ground up to provide a clean and open-source system for robot-
ics researchers. OpenRatSLAM is comprised of four main components: a Pose Cell
Network which manages the response to the odometry and local view components;
Local View Cells which are responsible for determining whether a view is new or fa-
miliar; Experience Map Node which manages the graph building and path planning;
and the Visual Odometry node which is used if the system is using just images as
the source of odometry. OpenRatSLAM is designed to work with open frameworks
including OpenCV and ROS (discussed in a later chapter).
A recent survey paper [64] identifies ORB-SLAM, LSD-SLAM, L-SLAM [65] and
OpenRatSLAM as themost recent developments of SLAM formobile platforms between
2013 and 2015. The authors of [64] evaluated these techniques against a bench-
mark produced by the researchers at TUM [66]: the results of the evaluation show
that Visual SLAM is a complex and challenging task which often produces significant
errors and requires post-processing to ameliorate them.
2.3 Visual Localisation and Mapping within Robotics
Humans are able to explore their environment without bumping into objects using
just their vision. If a person is visually impaired then the brain is able to use other
senses to help gauge the distance between them and surrounding objects. In the
robotics field, engineers have added 3D cameras to robots to enable them to sense
the world in 3D at a much lower cost than traditional ranging sensors. The robot
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control software combines the data coming from the visual systems with an existing
model to acquire an accurate map of the local environment.
VSLAM has been extended to address the problem of 3D texture mapping [67]. In
this paper the authors discuss the difficulty with working with the six degrees of
freedom of UAV odometry (a UAV is free to move horizontally and vertically as well
as pitch, roll and yaw in any of the three axes). The authors highlight that VSLAM
is not dense enough to form a texture map and overcome this by using calibrated
stereo cameras and a feature detector to find key points; but the key is to create a
uniform search grid in the event that few features are detected. Interestingly, the
authors point out that “it is impossible to have dense reconstructed 3D points with
SIFT/SURF only due to the real-time requirement” [67]. They have been able to
work in real time using stereo cameras with the estimated positions from VSLAM
combined with the SIFT or SURF features obtained during VSLAM which are used
as the input of an inverse observation model. The author of the paper cites a previ-
ous work when referring to the “observation model”. In [68], Nemra refers to the
observation model as a way of describing the transformations from the real world
coordinate system back through the image plane and then to the camera coordinate
system. The resulting model from the work of [67] is a rough textured map similar
to a digital surface model (DSM). There is a trade-off between the density of the
recovered points and the accuracy of the reconstructed map.
2.4 Co-operative Robotics
Co-operative mobile robotics is a relatively new and rapidly expanding area of robot-
ics which covers the challenges of working with multiple robots, in multiple teams.
Multi-robot systems provide a new dimension to the field of robotics by expanding
the application in areas where a single robot would be incapable of completing a
task in a timely or costly fashion. The term ‘co-operative robotics’ is also used by
industrial robotics manufacturers to mean robots which work with or alongside hu-
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mans. The Robotics Industries Association of North America (RIA) focuses heavily
on the safe integration between robots and operators. The principles of these robots
are more motivated towards early studies into robotic pick and place devices which
work alongside humans in industrial production facilities. These types of robots
have specific applications in repetitive tasks such as vehicle manufacture. However
for the purpose of this thesis, we are using the term ‘cooperative robotics’ in the
more literal sense, as defined by the Oxford English dictionary to explore the re-
latively new area of multi-robot cooperation, also known as Multi-Robot Systems
(MRS):
Definition 2.4.1. Co-operative — Having the quality or function of co-operating;
working together or with others to the same end; of or pertaining to co-operation.
– Oxford English Dictionary
The field of study into early multi-robot systems began in the late 1980s and early
1990s and was previously referred to as ‘distributed robotics’. The early work fo-
cuses on three core areas: reconfigurable robot systems, known as cellular robot-
ics [69–71], multi-robot motion planning [72,73], and architectures for multi-robot
cooperation cite724605OhkawaCooperation98, 772580FukudaMARS99. The field
has since changed to include multiple forms of team-based approaches. Distributed
and team-based robotics has a significant overlap with the field of Artificial Intel-
ligence especially in the area of cellular systems. An editorial survey published in
2002 [74] identifies seven core topic areas within the domain of multi-robot systems
covering: inspiration, communication, architectures, localisation and mapping, ob-
ject transport, motion coordination, and reconfigurable systems.
In many applications, a single platform may not be sufficient to efficiently execute
the task, especially in missions such as search and rescue or environmental monitor-
ing, where a large environment needs to be mapped and surveyed. A single vehicle
would not have enough resources or power to complete the mission, requiring com-
plex planning and multiple data capture runs. Grocholsky et al. demonstrate a
collaborative framework which uses multiple UAVs and UGVs in order to survey a
24
CHAPTER 2. LITERATURE REVIEW
large area [75]: the framework uses the strengths of the UAVs to survey large areas
and calls upon ground vehicles to provide accurate localisation and surveillance.
The whole system is controlled from a central ground control station (GCS) which
coordinates the robots and generates “information-driven” control points. The cent-
ralised controller issues commands to direct the vehicles to key targets to inspect
the scene, based on the information generated from the air vehicles. The paper dis-
cusses the challenges in localising the ground vehicles based on the aerial informa-
tion. The Robotic Operating System, ROS, is based on this principle of centralised
data management via a master node. Centralising the data through a master seems
like a logical solution, especially when attempting to synchronise data across mul-
tiple platforms. However, the centralised publishing leads to high network traffic.
The large bandwidth requirement severely affects the performance of wireless inter-
robot communications, often leading to control issues and data loss as detailed later
in chapter 6.
Efficient communication is crucial in multi-robot teams to ensure that the task is
completed efficiently and safely. An IEEE communications survey paper [76] identi-
fies four types of communication. Type 1 communications, such as queries, can tol-
erate network and/or interrupt delays. Whereas ‘Type 2’ and ‘Type 3’ messages have
hard, real-time demands as these messages encompass emergency states (Type 2)
and high priority trajectory messaging such as collision avoidance (Type 3). Willke
et al. define Type 4 messages as the mission-related messages such as swarming,
global path planning etc. which can tolerate network delays, even though they are
core to themission. The survey focuses on inter-vehicle communications with a view
to providing autonomous vehicles (cars, lorries) with a universal communications
framework.
Situational awareness has a key impact on the decisions that one makes in the event
of an emergency. The ability to understand the extent of a problem enables a com-
mander to make effective decisions despite the natural instinct to tackle the emer-
gency directly in front of them. UAVs and UGVs expands the level of situational
awareness [77]. Phan et al. discuss the development of a cooperative platform for
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wildfire detection and fighting. The paper lists the operational capabilities of each
of the available robots and assigns them a rôle based on that information. The con-
trol system uses an airship as the main coordinator as it is able to stay on scene for
longer than a helicopter-based drone such as a quadrocopter. The control system
dispatches other devices to maintain the fire boundary. ‘Time-on-scene’ is a key term
used to define the effectiveness of a particular vehicle. UAVs such as quadrocopters
are limited to 10–15 minutes of flight time, whereas a fixed wing aircraft may be
able to maintain a time on scene of greater than 30 minutes (depending on fuel
type and payload). The flight time is offset by the capability to hover over a target.
Fixed wing aircraft need to circle around a target location unlike a helicopter-based
aircraft which can remain static directly over a target. Each vehicle has a set of
strengths which, when combined with other vehicles, produces an effective team.
The United States Defence Advanced Research Projects Agency, DARPA, are known
for their large-scale robotics challenges. The most famous of these being the DARPA
Grand Challenge [78] held in November 2007. Another key DARPA challenge was
the Software for Distributed Robotics programme which was developed to demon-
strate the technical challenges of large robotic teams with a focus on mapping large
unknown indoor environments. In [79] a team of 80 robots was created to navig-
ate and explore a 600m2 indoor space. The authors created two classes of robot,
a small number of highly capable ’leader’ robots equipped with a scanning laser
range-finder, camera and powerful on-board CPU. The second class of robots are
a large number of simple platforms with just a moderate camera, microphone and
low power CPU. The robots communicate over a standard ad-hoc wireless network
and use vertical fiducials for robot identification. The vertical identifiers are akin
to a bar-code wrapped around a pole which provide omni-directional readability
from any of the ground vehicles. In order to expand the teams to introduce air
vehicles additional fiducials would need to be added to the upper surface such as
those explored later in this thesis.
Co-operative Visual Simultaneous Localisation and Mapping, C-VSLAM [80] ex-
pands on the work of 3D mapping from UAVs [67] and develops a new central
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architecture for filtering the sensor data from multiple robots. C-VSLAM uses mul-
tiple aircraft to produce a 3D reconstruction of a target environment. The central
node uses a non-linear H∞ (NH∞) Filter, which replaces the Extended Kalman
Filter (EKF) used in [27]. Simulation results show that the approach of using two
UAVs produces more accurate results than a single UAV, and considerably more ac-
curate results than the internal navigation systems alone.
The approaches discussed so far all have similar robot-to-robot control structures,
relying on a centralised control node for commanding the teams. This methodworks
efficiently in typically hierarchical structures such as those in the armed forces; how-
ever biological influences have shown that there are alternate ways to create robotic
teams to complete team-wide objectives.
Understanding the world around us is not just the end-goal for 3D reconstruction
and remote sensing systems, it is often one of the largest inspirations for design-
ing and developing new approaches. Nature has evolved multiple modes of move-
ment, and robotics designers and engineers have sought to try to replicate these
natural movements. Humanoid robots have been the subject of science fiction since
1927 [81] and perhaps more notably in 1942 from Asimov’s three laws of robotics.
Humanoid robotics are invaluable in expanding the understanding of the complex-
ity of humanmovement and control. A recent land-based humanoid robot, SURENA
III, has been developed by the University of Tehran and features 31 degrees of free-
dom (DOF) [82]. The robot is fully capable of walking over sloped surfaces, stairs
and is stable across uneven surfaces. SURENA III may seem like something directly
from science fiction with its tall stance of 1.9m and developing artificial intelligence
modules. Perhaps the latest development in humanoid robotics comes from the
Stanford Robotics Lab, namely OceanOne [83]. This is an underwater humanoid
robot designed specifically for deep ocean exploration. OceanOne provides a pilot
with haptic feedback, allowing for complex underwater operations that aid divers
and also operating on tasks that are too dangerous for human divers to attempt.
Behaviour-based robotics and related areas of artificial intelligence have seen sig-
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nificant inspiration from natural phenomena such as ant colonies, flocks of birds
and fish. These events form the basis of the studies into swarm behaviours, which
demonstrate how large groups of simple individuals interact to form complex beha-
viours and become collectively intelligent systems. The first example of a computer
simulated swarm was published in 1987 by Craig Reynolds [84]. Reynolds’ work,
Boids, presented the concept of simple individual agents which use just three simple
rules, cohesion, separation, and alignment, to form a computer animation of a flock
of birds moving along a common path without programming the path of each bird
explicitly. The resulting animations behave in a similar fashion to real birds. Since
the introduction of swarm-like behaviours, the ant-colony problem has become an
interesting research area for both those starting out in the field of artificial intelli-
gence and researchers alike.
In a survey of swarm robotics approaches, S¸ahin outlines three key motivators for
swarm robotics which are desirable for multi-robot systems [85]. The first motiv-
ation is robustness, a sensible requirement during any system design; however in
the domain of swarm robotics, S¸ahin refers to the robust nature of the group: in the
event that an individual is defective or dies, the group is able to continue towards
the global goal. This makes individual robots dispensable. A key factor which separ-
ates swarm systems from other multi-robot systems is the control structure. Swarms
use decentralised coordination architectures to develop complex behaviours. The
swarm does not rely on one node to coordinate the group, which improves the
team’s robustness and reduces the chances of a task failure. The second motivation
is flexibility within the group, allowing the swarm to generate different solutions
based on the task. In all cases the swarm’s behaviour should be scalable regardless
of the number of agents in the swarm. These principles are confirmed in a more
recent survey by Zhu and Tang, covering both biological and artificial inspirations
of swarm robotics [86].
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2.5 Concluding Remarks
This chapter began by exploring early 3Dmodelling systems and their move towards
computer aided manufacturing and engineering. Starting with the pre-CAD origins
and moving through to the cutting edge in 3D design and modelling systems, it is
clear to see through the literature that 3D models have an important role to play in a
range of disciplines. A wide range of sensors are available for recovering 3D inform-
ation about the immediate environment, ranging from active methods which involve
sending out a signal into the environment and measuring its response, through to
passive sensing which observes the environment. This thesis looks specifically at
modelling the real world in 3D point clouds through the use of computer vision,
namely Structure from Motion, a monocular passive 3D sensing technique. Struc-
ture from Motion is clearly a well established 3D reconstruction technique which
enables 3D models to be reconstructed using just a single camera (and its known
focal length).
The literature review then focused on the relevant robotics aspects which would be
necessary in developing a robotic capture platform later in the thesis. The review
looks at individual operations such as SLAM/VSLAM before exploring usingmultiple
robots as part of a team to collaboratively achieve a task such as mapping. The
literature explores the use of visual techniques for localisation and mapping within
robotics, which have tight performance constraints, yet do not produce the detail of
the much slower Structure from Motion techniques. This poses the question, could
a collaborative robotic system be used to capture a detailed 3D reconstruction of an
unknown environment using vision-only techniques?
The next chapter explores the underlying theory and mathematics of Structure from
Motion and implements a test solution to verify that the mathematics works cor-
rectly on a range of synthetic virtual camera views. Subsequent chapters then util-
ise these fundamental principles to understand the practicalities of obtaining 3D





The central subject of this research is 3D reconstruction from images captured from
robotic platforms. Consequently the mathematics that underlies imaging and struc-
ture from motion is of critical importance, and this chapter presents that math-
ematics. Sections 3.1 and 3.2 describe the geometry of image formation within a
camera by starting with a constrained formulation, and then successively removes
those constraints. Section 3.3 presents the mathematics of multi-view geometry in
some detail. A simple experiment is presented in 3.4 to confirm the validity of the
mathematics and Section 3.5 draws conclusions.
3.1 Camera Geometry
The purpose of the following exposition is to produce an equation that describes
how a real world point is mapped onto a pixel in an image. We shall start with the
simplest possible model and successively generalise it.
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Figure 3.1: 2D diagram of the relationship between a 3D point and the image planes
3.1.1 The Pinhole Camera
We shall first analyse the simplest possible imaging configuration and model, a
single pinhole camera. Figure 3.1 shows a schematic side elevation of a pinhole
camera. Capitalised letters denote a 3D world coordinate while the corresponding
lower case letter represents the corresponding coordinate inside the camera. A fea-
ture Q outside the camera is projected to the point q on the back focal plane of
the camera. Points Q and q are connected by a straight line passing through the
optical centre, the pinhole. This a consequence of the fact that light rays travel in
straight lines. Consequently, triangles OAQ and Oaq are similar. It will be clear that
the image in the camera is inverted, so many authors rotate the camera through
180◦ around the pinhole to produce a virtual focal plane in front of the camera, as
illustrated in figure 3.2.
In order to calculate the real-world coordinates of Q we need to know the position
of the corresponding point on the virtual image plane. Using the similar triangles























Figure 3.2: 3D diagram of a point, Q, seen in 3D space by a single camera, C
This relationship applies in both the y direction, as shown in the digram, and the
x direction (out of the page). If we identify (u, v) as the 2D image coordinates
corresponding to a feature q on the image plane we can write:
u = f XZ
v = f YZ
(3.2)
Writing the pair of equations as homogeneous coordinates [87] we can represent







f 0 0 0
0 f 0 0
0 0 1 0














Figure 3.3: Skewed Pixel Array
3.1.2 Describing Real Cameras — The Intrinsic Camera Matrix
A pinhole camera is not usable in practice because exposure times are too long.
A lens that replaces the pinhole allows for much shorter exposures but introduces
some additional difficulties. Firstly, objects in the real world must be focused cor-
rectly onto the back focal plane by the lens. Lenses introduces aberrations [88]
either through their manufacture or through the virtue of having finite apertures.
We shall not cover these here, the reader is referred to a standard text [89].
The pinhole camera model assumes that the notional pixels on the back focal plane
are square. In the case of CCD sensors, measuring image coordinates in pixels can
introduce unequal scale factors in the horizontal and vertical directions which need
to be accommodated. The effect of a non-rectangular sensing array is rarely dis-
cussed in the modern literature so we consider that effect here. This applies both
to the individual sensors not being square and to them having a different pitch in x
and y .







where α is the angle of the pixel, Py its width, and f the focal length [90]. It
is rare for skewed pixels to occur in modern systems, however it can arise in the
event of capturing an image of an image, for example when taking an image of
a printed photograph: skew will occur if the focal plane and the image are not
parallel [87,91].
Taking into account all of these effects, we can encapsulate them into a single matrix
K =
 fu S tu0 fv tv
0 0 1
 (3.5)
where fu and fv are the focal lengths in the u and v image directions and tu and
tv describe any offset of the optical axis from the middle of the image. This matrix
is normally known as the camera calibration matrix because these parameters are
normally found through calibration. This matrix is also referred to as the intrinsic
matrix.
In principle, full calibration is needed only once per device. However occasions
such as temperature change, zooming, or changing the lens would prompt a re-
calibration. There is a variety of methods for calibrating a camera [92–94]. The
most common calibration technique uses a chessboard pattern as a calibration tar-
get, which has the advantage of providing highly contrasting intersecting squares.
The calibration algorithm detects each of these intersections and measures the dis-
tance between the squares. The user enters the true dimensions of a square so that
the algorithm can calculate the focal length and distortion values. The intersections
between the squares provide a series of points that should form parallel lines in
both the horizontal and vertical directions. If there is any warping in these planes
then the lens has a radial distortion which can be calculated and stored to correct
subsequent frames. A full calibration produces an additional matrix which can be
used to remove the distortion in the frames before further processing.
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3.2 The Camera In 3D Space — The Extrinsic Matrix
Knowing the intrinsic parameters of the camera provides only part of the informa-
tion required for 3D reconstruction: it is also necessary to know where the camera
lies in the world coordinate system. The position of the origin of the camera in the






The rotation matrix, R, is a 3× 3 matrix which can be thought of as being formed
by the product of three rotation matrices around the axes (3.7, 3.8, 3.9):
Rx(α) =




 cosβ 0 sinβ0 1 0
− sinβ 0 cosβ
 (3.8)
Rz(γ) =
cosγ − sinγ 0sinγ cosγ 0
0 0 1
 (3.9)
The translation component of 3.6 is given by the t sub-matrix. C is commonly
known as the extrinsic camera matrix.






which is known as the camera matrix.
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The camera matrix describes the projection a point in 3D space onto a point in the
image with respect to a reference coordinate system such as an object in the scene








The previous sections have shown that the properties of the camera itself can be
modelled and the effect of placing the camera in 3D space described mathemat-
ically. This section goes on to present how these form the basis of reconstructing
3D structure from multiple images. Multi-view geometry underlies structure form
motion, which this thesis explores.
Although a single frame can be used to extract a 3D model from an image given a
specific set of conditions and known parameters [95,96], a single view is usually not
enough to be used to reconstruct an environment. Instead, either multiple cameras
are required or a single (monocular) camera must be moved through a static scene.
At each point an image is captured, the camera will have moved through a transla-
tion and/or rotation; these can be described by either the essential or fundamental
matrices, discussed below. If the calibration matrix is available for the camera, the
essential matrix can be used to estimate the correspondence between points on two
images, allowing for ‘keypoint’ reconstruction. If the calibration matrix is unavail-
able (e.g. when using a live source) then there are two options: the first is to assume
(or impose) the focal information and still work with an essential matrix, while the
second is to employ the fundamental matrix instead.
The following paragraphs describe the essential matrix and how it encapsulates the
correspondence between features in two images. Solutions that allow positions to
be determined are then described. The more general case where the fundamental
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Figure 3.4: A series of 3D points as seen by two views
matrix has to be used is then discussed.
3.3.1 The Essential Matrix
The essential matrix is a 3×3 matrix (in non-homogeneous coordinates) which de-
scribes the correspondences between two related images. In figure 3.4, the motion
from C0 to C1 can be described by the essential matrix as it encodes both the rota-
tion and translation from one camera position to another. The essential matrix can
be found from just the image points and thus enables reconstruction using trian-
gulation without prior knowledge about the pose of the camera. The relationship
between the two images can be modelled by equation 3.12 which introduces the
essential matrix as E and a 3D point Q as seen from two views.
C T1 EC0 = 0 (3.12)















symmetric matrix form of the vector t. The proof of the translation vector cross
product is explained in detail in appendix A.1.
Following [97], the first step in calculating the essential matrix is to expand the
constraint defined by equation 3.12 as shown below:

x1 y1 1






Multiplying the 3× 3 matrix and C0 together gives:

x1 y1 1
E11x0 E12 y0 E13E21x0 E22 y0 E23
E31x0 E32 y0 E33
= 0 (3.15)
Multiplying the two remaining matrices from equation 3.15 yields the following
linear equation:
E11x1x0+E12x1 y0+E13x1+E21 y1x0+E22 y1 y0+E23 y1+E31x0+E32 y0+E33 = 0 (3.16)
This equation is particularly useful for demonstrating the link between the un-
knowns of E against the matched keypoints Q1,Q2,Q3. This can also be written
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E.q = 0 (3.18)
Equations 3.17 and 3.18 employ a single matched point in the images C0 and C1.
A pair of real images will typically produce hundreds of matched points. Each pair
of corresponding point matches generates a new vector q. The individual vectors
q1,q2, · · · ,qn form the columns of a new matrix, Q, which can be used to solve for
E.
ETQ = 0 (3.19)
As feature-based algorithms produce hundreds or even thousands of point matches,
the challenge is then to pick the smallest number of keypoints that lead to a reliable
answer. There are several ways of doing this.
For many years the minimal approach has been to use eight point-matches [98].
This algorithm does not work well on real image data as the points are subject to
noise. Hence an improved version known as the normalised eight-point algorithm
was developed [99, 100], which employs pre- and post-conditioning stages. More
recently, it has been shown that the relative poses between cameras can be calcu-
lated with as few as five points [101, 102]. However even more recent work has
shown that the perspective three point or P3P approach [103] is both faster and
more stable than the five or eight-point algorithms.
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Whenmore than eight pointmatches are available there are two standard approaches
for estimating the essential matrix. The most common approach is to use RANSAC,
Random Sample Consensus [104], which is a robust model estimation algorithm.
With RANSAC, one repeatedly calculates the essential matrix using (say) the eight-
point algorithm until the matrix with the smallest residual error given the input pool
is found. RANSAC has been used extensively throughout computer vision since its
publication in 1981. However, many alternatives have been developed to address
the run times associated with running through several hundred calculations. One
example is ARRSAC, Adaptive Real-Time Consensus [105], which runs quickly and
is suitable for use in real-time applications.
The second common approach is to use single value decomposition (SVD) to calcu-
late the linear least squares best solution to the over-determined set of equations.
The fundamental matrix [106] is a 3× 3 matrix of rank 2 which has the same role
as the essential matrix, namely to describes the correspondence between the points
in two views, but differs in that does not rely on any camera information. The
fundamental matrix works without calibrated cameras to produce a projective re-
construction whereas the essential matrix is able to produce only a Euclidean re-
construction; hence the fundamental matrix is often explored in more detail in the
literature [28,97].
3.3.2 Epipolar Lines
Once the correspondence between two frames has been calculated, we move on
to the task of recovering 3D points. Figure 3.5 shows a single 3D point Q being
captured by two views. In this figure, it can be seen that there is a virtual ray
joining the origin of both cameras. If the origin of the second camera can be ‘seen’
from the initial view, one could plot a virtual point in the frame corresponding to
the optical centre of the other camera; this is known as the epipole. The epipole is
often not visible within the bounds of the frame, unlike the example shown in figure
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Figure 3.5: The epipolar lines for a key point as seen by two cameras
3.5, as it depends on the shape of the transformation from the initial view to the
second.
Figure 3.5 also introduces a visualisation of the epipolar line. If we join the observed
point q with the new epipole e we form the epipolar line for the first view, lq′. The
epipolar line enables one to look at the second view and narrow the search space
when looking for the matching point. If the essential/fundamental matrix is correct
(and the feature matcher has provided a correct matching keypoint) then the point
Q as seen in the second view must lie on the corresponding epipolar line, l ′q. This is
known as the epipolar constraint which is modelled as:
q′T Eq = 0 (3.20)
The epipolar constraint is an important relationship as it is used during the RANSAC
process to verify that there exists a correspondence between the two images and
evaluate the error of the estimated matrices as a function of the distance from the
epipolar line, as well as reducing the search space for finding corresponding features
during the later stages of dense reconstruction.
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Joining the two epipoles e and e′ forms the baseline that is used to perform trian-
gulation to recover the depth of a given point. It can be seen that the 3D points of
C , C ′ and Q form a plane. Therefore the corresponding point of q in image 2 must
lie on the plane which intersects the image plane.
3.4 Experimental Confirmation
A virtual cube formed of 19 keypoints has been created to demonstrate this principle
on a more realistic scene compared to the single point shown in figure 3.5. The cube
resembles the intersections of a Rubix cube as seen in figure 3.6. Two virtual views
of the cube have been generated by defining an arbitrary motion between the two
virtual cameras and creating an image for each view.
Figure 3.7 shows the respective epipolar lines drawn on both views, based on the
estimated essential matrix generated using SVD from all of the given points. The
lines draw in closer towards themiddle of the two views as there was a large rotation
and only a small translation between the two viewpoints. It can be seen that if
the viewpoints were rectified the lines would form a horizontal line across both
images. The epipolar lines are generated based on a point in the opposite image.
The quality of the essential matrix is measured based on the residual error obtained
from equation 3.20. If the essential estimation is correct then every point will be
on the respective epipolar line. Real-world images are rarely this clean due a range
of factors such as lens distortions, feature detection/matching errors, noisy sensors
and compression. Figure 3.8 shows the reconstructed 3D points based on the two
input frames shown in figure 3.6.
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(a) Left View (b) Right View
Figure 3.6: Two synthetic views of a virtual cube
(a) Left View with the epipolar lines
generated from the right view
(b) Right View with the epipolar lines
generated from the left view
Figure 3.7: The epipolar lines for the two views of the cube
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Figure 3.8: The output reconstruction based on the estimated essential matrix
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3.4.1 Distance-Based Error Metric
Utilising the epipolar constraint as a metric for RANSAC produced unreliable results.
Potential solutions for the essential matrix would produce wildly inaccurate models
yet present a low residual error. A more reliable metric of calculating the residual
error is to measure the distance of the observed point from the epipolar line. The








where l is the epipolar line. Pre-multiplying these two new matrices by the camera
calibration matrix produces two points which can be used to produce a line in the
image. Given these two points and the location of a keypoint (also pre-multiplied by
the calibration matrix), we can calculate the distance from the respective epipolar
line:
d =
|(y2 − y1)x0 − (x2 − x1)y0 + x2 y1 − y2x1|p
(y2 − y1)2 + (x2 − x1)2
(3.22)
where A= (x1, y1), B = (x2, y2) and the keypoint is (x0, y0).
3.4.2 Experimental Results
Fourmodels have been prepared to test the reconstruction theories: a book-like edge
of a cube containing just 15 keypoints, a Rubix-like cube containing 19 keypoints,
a larger 6 × 6 cube and finally a larger 9 × 9 cube containing 217 points. These
models test the stability and estimation accuracy of using SVD and RANSAC in the
3D reconstruction.
Table 3.1 shows that SVD is stable, producing consistent results on every run. For
the purpose of these tests RANSAC was limited to a maximum of 1,000 iterations,
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Run Edge Cube 1 Cube 2 Cube 3
1 1.6127 0.4873 0.4174 1.4242
2 1.6127 0.4873 0.4174 1.4242
3 1.6127 0.4873 0.4174 1.4242
4 1.6127 0.4873 0.4174 1.4242
5 1.6127 0.4873 0.4174 1.4242
Mean 1.6127 0.4873 0.4174 1.4242
Table 3.1: Mean Error Using SVD
Run Edge Cube 1 Cube 2 Cube 3
1 0.4106 0.2926 0.1519 0.4397
2 0.9860 0.2882 0.1122 0.7184
3 0.9950 0.2795 0.1389 0.7516
4 1.0242 0.2996 0.1282 0.7776
5 0.9860 0.2869 0.1337 0.7099
Mean 0.8804 0.2894 0.1330 0.6794
Table 3.2: Mean Error Using RANSAC
which it completes in just under two seconds on a mobile workstation. The test
suite is programmed in Python. RANSAC produces more accurate results where the
epipolar lines are closer to the original keypoints. The results shown in Table 3.2
show that RANSAC is not as consistent as SVD, yet it is able to produce a better
estimation of the essential matrix. In all cases, the error is measured using the
distance of the point from its respective epipolar line using equation 3.22. Figure 3.9
shows the resulting models generated using RANSAC.
3.5 Concluding Remarks
This chapter has presented the core mathematics necessary to produce a projective
reconstruction from a pair of images. The chapter started by considering a single
pinhole camera, which was then generalised into a calibration matrix suitable for a
generic camera. An additional camera (viewpoint) was then introduced to explore
3D reconstruction given multiple points observed by two cameras. The calibration
and essential matrices were evaluated using synthetic images to produce a model
of a virtual cube. The results demonstrate that RANSAC produces more accurate
results compared to SVD, though at the sacrifice of speed. RANSAC is more useful
when real-world data points are used and noise is present. These steps form the
core of structure from motion, which is the primary reconstruction technique used
throughout this thesis.
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(a) Cube edge (15 Keypoints) (b) Cube 1: 3× 3 (19 Keypoints)
(c) Cube 2: 6× 6 (91 Keypoints) (d) Cube 3: 9× 9 (217 Keypoints)
Figure 3.9: The Resulting Models Using RANSAC
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Having developed code to verify that this SfM approach to model-building works,
there are two paths that the research can take. One is to develop the remaining
stages of the SfM pipeline and then explore algorithmic improvements and pro-
cessing requirements; but this area is now fairly well established, to the extent that
there are both free (open-source) and commercial offerings that purport to provide
this functionality. The second path, which is the one that has been taken, is to use
these tools and instead explore the practicalities of producing detailed and accurate
reconstructions using real robots — and in particular heterogeneous systems that
combine aerial and ground-based robots.
The next chapter presents a series of 3D reconstructions of increasing complexity, to
investigate the main characteristics of the tools and to identify their shortcomings.
Subsequent chapters explore the robotics aspects, ranging from having an aerial
robot control ground robots to delivering high-resolution video frames suitable for
presenting to the Structure from Motion toolchain.
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Assessing the Effectiveness of
Structure from Motion Reconstructions
The experiments presented in this chapter are designed to ascertain the effective-
ness, reliability, and performance of 3D reconstruction using SfM. They start by per-
forming SfM reconstructions from a series of datasets of increasing difficulty. Rather
than use the author’s own code, which could be criticised for being one person’s ef-
fort and lacking extensive verification by others, some widely-used implementations
are employed, spanning open-source and commercial offerings. The rationale for
doing this is that the thesis is exploring not a proof-of-concept implementation but
rather trying to ascertain whether the best combination of hardware and software
available today is able to yield accurate, dense models from images obtained from
robots.
The leading commercial application for photogrammetry, AgiSoft Photoscan, uses
Structure from Motion as its primary reconstruction method. It is widely used
by archæologists and geologists and has also been used in forensic work. There
are a handful of open-sourced non-commercial applications which are born out of
research teams working on photogrammetry, most notably Bundler/CMVS/PMVS,
VisualSFM and, more recently, Theia. Bundler is widely regarded as the benchmark
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system for comparison when evaluating new algorithms and systems; however, Visu-
alSFM has been used as the primary benchmarking tool here due the completeness
of the application. This is because Bundler is focused on achieving a sparse model
and leaves the latter stages to other tools, whereas VisualSFM is able to work with
the complete workflow from raw images through to a dense model.
These are followed by a consideration of practical issues that affect the quality of
reconstruction, the aim being to establish criteria that govern the way a robot cap-
turing imagery intended for SfM should move.
4.1 Structure from Motion Experiments
4.1.1 Small-Scale Structure from Motion
The goal is produce a remote reconstruction system which is capable of providing
detailed models and information to observers. A key element of reconnaissance
work is often hidden in the detail of the reconstruction, so these experiments start
with a fairly simple scene and work up to more complex and challenging tasks.
4.1.1.1 Simplistic Scene
After seeing the potential of Structure from Motion in a demonstration from the
Oxford Archæology Digital Labs [107], a simple test was conceived using a digital
camera and VisualSFM to reconstruct three books stacked with a pair of passive 3D
glasses placed on top as seen in figure 4.1a. The visual texture on the covers of the
three books and the non-repetitive nature of the shape of the glasses means that
these components of the scene should be straightforward to reconstruct, though the
floor may not.
Some 100 frames were captured by circling the target in increasing circles. The
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(a) Simple scene (b) VisualSFM Sparse Model (c) VisualSFM Dense Model
Figure 4.1: Simplistic reconstruction target through to dense model
sparse result shows a fairly good estimate for the camera positions for each of the
input frames. The camera positions can be visually inspected to determine whether
the frames align with the estimated locations, however without external tracking
these are recorded as just estimated positions. The sparse model (shown in figure
4.1b) shows a clearly visible hole where the footprint of the books would be in the
floor. There is also some indication of the spines of the books and the edge of the
glasses. These results become clearly visible when the dense reconstruction com-
pletes, revealing the full extent of the detailed model. To verify the accuracy of the
model a point-cloud viewer was used to measure the size of the three books in the
dense reconstruction. Table 4.1 shows the raw readings taken from the point cloud
using CloudCompare [108]. The default unit of measure is in metres. Structure
from Motion is said to be accurate up to an unknown scale. Table 4.2 compares
the average width, A, length, B, and height, C , of each of the books with the real
world measurements. The scale factor is fairly consistent across the range of meas-
urements with a scale factor of 12.35 ± 0.75. The relative ratios in terms of the
dimensions of the books demonstrate that a Structure from Motion based system
will produce a model which is sufficiently accurate to capture further measurements
from given that there is a known object in the scene to recover the scale factor.
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Table 4.1: Book Reconstruction Measurements
Edge Book 1 (m) Book 2 (m) Book 3 (m)
A1 1.607522 1.975177 2.338155
A2 1.611943 1.859780 2.406694
A3 1.623558 1.921581 2.313572
A4 1.614642 1.912326 2.411890
AAVG. 1.614416 1.917216 2.367578
B1 1.600952 2.915238 2.991217
B2 1.609473 2.909721 2.985545
B3 1.596283 2.908647 2.957458
B4 1.593353 2.915244 3.010761
BAVG. 1.600015 2.912213 2.986245
C1 0.876692 0.627565 0.783491
C2 0.881654 0.635173 0.746161
C3 0.875103 0.661765 0.758704
C4 0.871614 0.724290 0.753010
CAVG. 0.876266 0.662198 0.760342
Table 4.2: Reconstruction vs Real Measurements
Book Edge Measured (cm) Real (cm) Scale
1
A 161.4 13.3 12.1
B 160.0 13.3 12.0
C 87.6 7.0 12.5
2
A 191.7 15.2 12.6
B 291.2 23.1 12.6
C 66.2 5.5 12.0
3
A 236.8 19.5 12.1
B 298.6 24.4 12.2
C 76.0 5.8 13.1
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4.1.1.2 Cluttered Scene
A key element of evaluating the practical use of Structure from Motion is its ability
to recover complex spaces and structures, to help an operator to understand how
they are arranged. A collection of robot parts was piled together and the scene
captured using a Fuji digital camera mounted on top of a Pioneer 3DX research
robot. The robot was set to follow a pre-defined route plotted into ROS, the Robotic
Operating System, which controls the robot. The camera was mounted so that lens
was 90◦ to the direction of travel and to capture autonomously frames at a fixed
time interval with autofocus enabled, producing a constant stream of images. The
estimated camera positions can be seen in figure 4.2.
Figure 4.2: Estimated camera positions
The robot moved in a slow, steady motion around the room producing 150 images.
The combination of the robot’s speed and camera timing produced a smooth arc and
evenly spaced camera angles with small baselines, the objective being to ensure over
60% overlap between frames, including translation and some rotation.
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Figure 4.3: A 3D Reconstruction of a Complex Scene with VisualSFM
The feature-based basis of Structure from Motion as a reconstruction method is
evident from the large holes in the resulting point-clouds: it has failed to recover
and model any flat surfaces in the scene. This can be seen most clearly in figure
4.3 where the floor and walls produce few features and thus are not reconstructed.
Some of the information lost during a SfM reconstruction can be intuitively identi-
fied, such as the circular nature of the room and the flat surfaces. Figure 4.4 shows
a closer inspection of the resulting model compared with an original photograph at
a similar point in its trajectory. It can be seen that the key features of the AR drone’s
indoor hull is present, with most of the orange football also being visible. There is
however some loss of detail on the robot chassis, with most of the red framemissing.
The dense results produced by VisualSFM demonstrate that using a small robot to
autonomously capture a scene produces a sufficient level of visual information to
reconstruct the environment for use by a human operator, though not for producing
a complete model.
Running this image set through Agisoft PhotoScan demonstrates the potential of
using Structure from Motion’s dense modelling: the models from Photoscan missed
some of the finer details from the scene yet produced more of the surrounding en-
vironment. The propellers on the aircraft are missing from both the sparse and
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(a) Cluttered Robotics Scene (b) VisualSFM Dense Model (c) PhotoScan Dense Model
Figure 4.4: Close inspection of a complex reconstruction target
dense reconstructions from PhotoScan, yet are visible in the models produced by
VisualSFM as seen in figure 4.4.
4.1.1.3 The Fenwick Treasure
In 2014, a significant archæological find was made in Colchester, Essex during the
ground works phase of a redevelopment of the Williams & Griffin store in the High
Street. The Colchester Archæological Trust discovered a collection of fine gold and
silver Roman jewellery dating back to the early stages of the Boudican Revolt in
AD 61. The discovery has been named the Fenwick Treasure and, after restoration,
can now be seen in Colchester Castle. More information about the Fenwick treasure
can be found on-line on the trust’s website [109].
The Colchester Archæological Trust kindly invited us over to view the jewellery and
capture images of the find before the individual pieces were taken apart and cleaned.
The Treasure was removed from the site on the day it was discovered (to avoid theft)
by cutting out the entire piece of earth and securing it in a plastic container, which
can be seen in the photos shown in figure 4.5a.
The target was photographed using a Canon 5D MII DSLR Camera equipped with
a standard 24–105mm F/4 Canon lens. The images were captured in RAW format,
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(a) A wide view of the target (b) A closer view (c) An overhead view
Figure 4.5: Photos of the Fenwick Treasure
preserving the high resolution capture with a frame size of 5616×3744 pixels. The
camera was manually focused for every shot whilst moving around the container
in circular passes and over the top. A total of 224 photographs were captured with
195 usable for processing (29 were discarded due to blur or exposure issues). The
frames were batch-processed from the RAW camera format into JPEG images using
the Canon LUT profile to produce usable images.
As an initial test, the images from a single pass around the target were collated
and passed into VisualSFM running on a high-performance mobile workstation. A
subset of 73 images proved to be enough in order to produce a detailed dense re-
construction in just under two hours. The resulting model, shown in figure 4.6b,
has been manually cleaned up using MeshLab to remove erroneous points floating
around the main object, leaving a model with over 2 million 3D points.
The full collection of valid images were then processed by VisualSFM and Photo-
scan Professional running on a computation server (24 cores with 96Gb RAM) to
compare the effect of using multiple processors with cutting-edge software. The
sparse model produced by VisualSFM is more detailed than that created by Photo-
scan, which can be seen by comparing the models shown in figures 4.6a and 4.7a
respectively. The next step is to compare the dense models which would be used in
a post mission documentation stage (offline to the robots) by testing the next part of
reconstruction workflow. Both VisualSFM and Photoscan produce detailed recon-
structions covering the key elements of the artefacts. PhotoScan was tweaked to
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(a) VisualSFM Sparse Model (b) VisualSFM Dense Model
Figure 4.6: 3D Reconstruction of the Fenwick Treasure using VisualSFM
produce a dense model at its highest settings, yielding outstanding results. Meas-
urements prove that the final model is quite accurate, and the amount of detail
which can be seen in figure 4.7 is good: the fine structure of the bracelets, includ-
ing the hinges, are clearly visible. The software also recreated the container, which
was surprising as it is not visible in the sparse point cloud and was completely lost
in the dense model created by VisualSFM.
The point cloud from PhotoScan comprises 58,853,562 coloured 3D data points and
required 68Gb of RAM to support the dense modelling phase of the reconstruction
pipeline, taking a total of 15 days to complete. It is clear that although the resulting
models contain fine detail, a processing time measured in hours let alone days is
completely unsuitable for robotics.
VisualSFM is designed to use GPU power in all stages where available, whereas
PhotoScan is able to use the GPU only during the latter stages of dense point cloud
estimation. Due to the fact that the processing server is a CPU-only device, both
VisualSFM and Photoscan were equally limited. If a GPU is present on the work-
station, VisualSFM is able to produce results significantly faster than PhotoScan: a
typical frame will take approximately 4 seconds to find the SIFT features on a CPU
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(a) PhotoScan Sparse Model (b) PhotoScan Dense Model (c) Dense Model Close-up
Figure 4.7: 3D Reconstruction of the Fenwick Treasure using PhotoScan
but only 0.64 seconds on a GPU [42]. Processing speed is an important considera-
tion when evaluating Structure from Motion for robotics, as the robots themselves
typically employ low-end processors due to power constraints. In order to cope with
low-powered robot processors, the images need to be transferred to a remote ma-
chine for processing, with any consequent motion updates then being sent to the
robot’s navigation and planning modules. Realistically, a dense model is probably
not be necessary for navigation, providing that the sparse model gives sufficient
structure to enable the robot to sense and avoid obstacles. However, a delay of
two hours is clearly unacceptable for robotic navigation, so other visual localisation
techniques such as SLAM have to be explored, leaving Structure from Motion to
provide a solution for preservation, documentation and analysis.
4.1.2 Large-Scale Structure from Motion
The experiments discussed to date were small scale tests, deliberately carried out in-
doors in tightly-controlled environments. A real-world robot will typically be faced
with tougher outdoor environments and scenes featuring entire buildings or col-
lections of structures. In the next series of experiments, the focus is on datasets
exceeding 250 images and complex structures.
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Figure 4.8: Square 2, University of Essex
4.1.2.1 University of Essex: Square 2
The University of Essex’s Colchester campus proved to be a useful test location for
3D reconstruction experiments due the range of architectural elements featured
around the campus. The campus is divided into five main squares surrounded by
buildings. Square 2 has an array of visually challenging elements such as repeat-
ing textures, flat surfaces and a complex seating area in the centre of the square
(with repetitive elements), as can be seen in figure 4.8. For the next experiment
photographs of the square were captured by hand with a Fuji FinePix S5600 digital
camera. A photographer looped around the main seating structure to form one pass
around the square. The aim was to slowly move around by a “side-step” at a time
to achieve a relatively large overlap between frames. The camera was kept facing
inward towards the central seating structure, capturing a total of 292 images.
Although the images were captured in sequence, the reconstruction systems were
left in their default configurations to evaluate the worst case scenario whereby the
images could be out of sequence. The tool-chains first pass the images through SIFT
feature extraction before matching. The matching process rebuilds the sequence in
which the frames were captured before moving on to depth calculation and then
building the sparse point cloud. VisualSFM, Bundler and Theia all follow this work-
flow; however PhotoScan groups all of these stages of the reconstruction into one
59
4.1. STRUCTURE FROM MOTION EXPERIMENTS
step called image alignment.
The Square 2 dataset has been used on a range of processing machines from CPU-
only servers, through gaming desktops, and entry-level workstations up to a high
performance mobile workstation. The results presented here are from a Dell T3600
workstation and a Dell Precision M4800 mobile workstation. The T3600 worksta-
tion is configured with a single hyper-threaded quad-core Xeon processor, 8Gb of
RAM and two NVidia Quadro 600 graphics cards. The mobile workstation is con-
figured with an Intel i7 processor, 16Gb of RAM and a high performance Nvidia
Quadro K2100M graphics card.
VisualSFM produces a complete sparse reconstruction in 13,086 seconds on the
T3600. When repeated on the mobile workstation the total time from input to
sparse model takes just over an hour (3,682 seconds), proving that the GPU has
an positive impact on the speed of processing. PhotoScan is unable to use the GPU
until the dense cloud stage of the workflow therefore the package is limited by the
number of CPU cores. Photoscan is further restricted as the package dedicates a
CPU core per GPU to control the GPU processing, thus further increasing the cam-
era alignment processing time. The image alignment phase (input to sparse model)
for the same dataset took four hours to generate a sparse model.
The most notable difference in the results between Photoscan and VisualSFM is that
the sparse point cloud produced by VisualSFM contains more information about the
environment than that from Photoscan. The round building located off to the right
side of the square (the rightmost building behind the seating structure) is completely
missing in the Photoscan reconstructions and the majority of the surrounding build-
ings are incomplete. However, the dense model produced by Photoscan is generally
able to cope better with flat surfaces, which is most notable in the paving slabs and
benches.
Square 2 presents a series of challenges due to the architecture featuring several re-
peating sections. The 3D reconstruction algorithms use feature detectors to group
frames together to find pairs of images for pair-wise matching. Repeating textures
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can trip up feature detectors which results in large gaps in the resulting models and
misaligned camera locations. The buildings that surround the square are formed of
evenly spaced narrow vertical windows. The main seating area also features repeat-
ing vertical pillars. The results shown in figures 4.10 and 4.11 show the results from
VisualSFM and PhotoScan respectively. VisualSFM outperforms PhotoScan in dense
modelling with this scene. Several areas of the surrounding building are completely
missing in the PhotoScan reconstruction of figure 4.11. Although PhotoScan pro-




Figure 4.9: Sparse Reconstruction of ’Square 2’
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Figure 4.10: Square 2 (VisualSFM) Dense Reconstruction
Figure 4.11: Square 2 (PhotoScan) Dense Reconstruction
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4.1.2.2 Elmstead Church
Following the Robot Arena and the Square 2 reconstructions, a more complex exper-
iment was conducted to evaluate how the algorithms scale up with a much larger
image dataset captured using a mix of cameras. The principle here is to observe
how the system behaves if two different robots capture imagery. One camera was
the same Fuji model as in previous experiments and the second was intended to
be the on-board camera of a Parrot AR Drone. Unfortunately, the weather was too
windy to fly the quadrotor, so a different make of digital camera, a Nikon D300, was
used to provide the system with high resolution images from a ground position in
addition to the Fuji camera. In total, 934 photographs were captured of the church
in Elmstead, Essex. The photos from both cameras were fed into VisualSFM for
processing. The total time to go from raw images to a sparse reconstruction took 4
days, with GPU support where possible.
Figure 4.12: Sparse reconstruction of a Church in ElmstedMarket, Colchester, Essex.
Dense reconstruction attempts have failed to complete in VisualSFM: there appears
to be more point data than it can cope with in the CMVS/PMVS pipelines. The
VisualSFM process sat at maximum CPU and RAM usage for over 2 weeks before
being abandoned. Figure 4.12 shows the sparse point-cloud being displayed from a
distance in MeshLab. The lack of a dense model is not really a disadvantage in this
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(a) Overhead: Sparse (b) Overhead: (Ultra) Dense
Figure 4.13: Top-down View Comparing Sparse vs Dense Footprints
case because the sparse model of the church produces good detail of the building,
with distinct edges when viewed from above as can be seen in figure 4.13. This is
a particularly good result because all the photographs were captured from ground
level. The church floor plan shows the corridor layout, pillars and windows without
any photographs taken of the interior.
The dataset was also processed with PhotoScan on a server which had 24 cores with
96Gb RAM, allowing for considerably more data points. The configuration of Pho-
toScan was set to its default of ‘high’ quality dense modelling, given that VisualSFM
failed to produce a dense model of the church. PhotoScan successfully reconstruc-
ted the dense model and was restarted with the ‘ultra’ settings enabled. The results
of the initial dense model produces 96 million 3D points which can be seen in figure
4.14. The ‘ultra’ dense model comprises 331.7 million 3D points shown in figure
4.15, taking over 3 weeks (recall, the Fenwick treasure of figure 4.7b required 15
days to calculate the ultra dense model).
4.1.3 SfM Discussions
These experiments have shown that Structure from Motion is capable of producing
highly detailed models given that the camera is moved through a controlled mo-
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Figure 4.14: Dense model of the Elmsted Church (96 Million RGB 3D points)




tion. The resulting measurements obtained from the simplistic scene in figure 4.1
demonstrate that the dense models are accurate if a known object is available to
recover the scale factor. These experiments have shown that the Structure from
Motion algorithms can cope with mixed cameras generating one model. All of the
images must be sharp, well focused, detailed images. A robotics system would need
to ensure that images are not captured close together as this increases the processing
time without adding ‘new’ data. In some cases sparse point clouds are sufficient in
providing detailed outlines, whereas the dense models produce much clearer mod-
els at the cost of time. Large datasets take significantly longer to process. We shall
return to this in chapter 5.
4.2 Camera Orientation
The experiments discussed so far in this chapter highlight the potential of Structure
from Motion. However, the reconstructions presented above show that the SfM
algorithms are sensitive not only to the number of images but also to the capture
method. The orientation and motion of the camera are key to the output. If the
camera is moved in an incorrect fashion then the reconstruction algorithms will
struggle to build a single 3D model of the environment. The camera must move
through distinct translation between frames which must not be along the optical
axis of the camera, e.g. walking (driving) forward. Moving the camera along the
optical axis causes key points to move outside of the frame and therefore location
information is lost. Conversely, each image needs to share a large number of the
same features with the previous frame, producing the roughly 60% overlap criterion
alluded to earlier. For a photographer, this entails moving around an environment
and facing inward towards the centre of the scene — something which is normally
more challenging for a robot entering an unknown environment.
The following experiments seek to evaluate the effect of the orientation of the cam-
era with respect to the direction of travel using a cameramounted on board a ground
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robot. A typical, off-the-shelf robot features a single camera, with some platforms of-
fering a second, first-person-view (FPV) camera; however these cameras are of con-
siderably lower quality. These experiments seek to determine the trade-off between
an operator’s viewpoint and the quality of reconstruction. A complex, maze-like
scene was created, comprising of a series of turns, flat surfaces and posts to navig-
ate around, as seen in figure 4.16.
(a) Robot Arena: Starting point (b) Robot Arena: Reverse view
Figure 4.16: Orientation Test Environment
The first run was performed with the camera mounted facing forward, shown in
figure 4.17d as the camera at 0◦. The Structure from Motion algorithm is unable
to compute a single model from the dataset, instead the output has been separated
into four distinct models. Given that multiple models are produced it can be seen
that this angle yields unsuitable results. Though it is interesting to note that the
estimated camera positions are evenly spaced in the direction of travel, as they
should be except that the tracks are lost and thus a new model is formed each time
tracking is lost. Following this, the camera was rotated 30◦ towards the left, the
centre of the scene. The reconstructed model contained more of the run but is
still broken up into multiple models, showing that the trajectory was lost and the
algorithms are unable to match the frames to previously-seen features. Rotating
the camera further left to a 45◦ angle yielded the best result. The image sequence
produces a clear and complete single model of the test environment. To complete
the test, the camera was finally mounted at 90◦, directly left of the robot. At this
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(a) Camera: 90◦ (1FPS) (b) Camera: 45◦ (1FPS) (c) Camera: 30◦ (1FPS)
(d) Camera: 0◦ (1FPS)
Figure 4.17: Comparison of camera angle with respect to the robot
angle it can be seen that less data are reconstructed and the result is worse than
those from the camera at 45 ◦.
With the camera mounted at 45◦, the view is difficult for an operator to control the
vehicle comfortably. Most robot platforms can be equipped with a dedicated first
person view camera which transmits a fixed point of view aligned with the front
of the vehicle; although this experiment shows that such a view is unsuitable for
reconstruction, it is necessary for a safe manual override.
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4.3 Concluding Remarks
This chapter has presented a series of 3D reconstructions of increasing complexity.
The early reconstructions in the simplistic scene demonstrate the level of detail and
accuracy which can be obtained purely from 2D images. These experiments have
highlighted the importance of capturing high resolution frames in a suitable manor.
This chapter has demonstrated that high quality models can be expected from Struc-
ture from Motion which can be used for display, documentation and measurement,
if the dimensions of a known object is available. The large-scale experiments high-
light the drawbacks of Structure from Motion, in that large number of frames lead
to significant increases in processing times, even with the aid of powerful computa-
tional graphics cards.
The next chapter proposes a solution to the challenge of using video streams in
Structure from Motion pipelines. Sampling video at video-rate generates a signific-
ant number of images which slows processing unnecessarily, wasting computation
time. The solution presents a video filtering strategy to reduce the number of invalid




Optimising Video for use in
Structure from Motion Reconstructions
Structure from Motion systems rely on a series of frames with at least 60% over-
lap as seen in the previous experimental work. Robotic platforms often provide a
monocular video feed which streams live video back to the control systems. Video
poses a new set of challenges for 3D reconstruction systems, including how to select
frames and, importantly, how to determine the focal length for use in reconstruc-
tion. Focal length is encoded in a still photograph’s metadata but video streams do
not carry this vital information. The simplest solution is to lock the focus of the
video camera to ensure that the focal length remains constant during streaming,
and then calibrate it. Although this solves the immediate problem, difficulties may
well arise later with out-of-focus frames.
This chapter presents a solution in which frames are selected from either a pre-
recorded or live video stream for use in a Structure from Motion workflow. The
challenge of selecting frames from video is interesting as there is a number of ways
in which it can be approached. Section 5.1 begins with direct rate-based frame ex-
traction, effectively recreating the timed interval capture mode from a stills camera.
Section 5.2 develops an alternative, more intelligent method, which analyses each
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frame and waits for sufficient movement to be identified, filtering frames based on
the correspondence percentage. Section 5.3 then adds image analysis to the pro-
cess to consider sharpness and blur. Section 5.4 completes the pipeline by rejecting
frames with excessive overlap. Section 5.5 draws conclusions.
5.1 Frame Rate Sampling
To evaluate frame rate sampling, a ground vehicle was fitted with a GoPro camera
mounted 45◦ to the direction of the motion around an arbitrary scene, based on the
results from the experiments in section 4.2. The vehicle made a single pass through
the scene shown in figure 4.16. Structure from Motion requires that all frames be
in focus (or feature-matching is poor); this rules out using standard web cameras,
which are often poor at capturing motion, resulting in blurry frames and poor im-
age quality. The GoPro does not suffer from these deficiencies and was set to record
the movement at 50 frames per second in a progressive HD format — the progress-
ive recording format is necessary to avoid the striping and motion-tearing artefacts
present in interlaced formats. If interlaced video is unavoidable (e.g. broadcast
streaming) then the source needs de-interlacing prior to frame extraction.
Once the robot completed its path through the scene, the video was temporally sub-
sampled to produce sequences at 1, 5 and 10 frames per second. The video was
also sampled at 1 frame every 2, 3 and 5 seconds. Figure 5.1 presents a direct
comparison between the same video sequence segmented at 1 and then 5 FPS. The
reconstruction system has no information about the path or pose of the robot and
is working purely with the frames from the uncalibrated video sequence. It can be
seen that the error increases as the number of frames increases. The duration of the
video is 2:37, therefore if every frame was passed to the 3D reconstruction systems
a total of 7,850 frames would require processing. The video sequence generates
158 images when sampled at 1 frame per second, 789 at 5 FPS and 1,578 at 10
FPS. The results vary significantly between the steps of 1, 5 and 10 FPS. In both
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the 1 and 5 FPS datasets, the camera positions are generally correct but there is
a large area of the path missing in the 5 FPS reconstruction, as seen in 5.1b. The
reconstruction fails to construct a single model at 10 FPS; instead multiple chunks of
the environment are created in a similar fashion to the results seen in figure 4.17d.
(a) Camera: 45◦ 1FPS (b) Camera: 45◦ 5FPS
Figure 5.1: Comparison of sampling rate from incoming video feed
The major drawback with decreasing the sampling rate below 1FPS is the reduction
in the number of frames: sampling once every 2 seconds halves the sequence to just
79 images. This becomes even more of an issue as the interval increases, with only
32 images being produced at 1 frame in every 5 seconds. There are large portions
of the scene missing even though the vehicle is moving at a slow (roughly walking)
pace. All of these sequences fail to produce a successful model other than the those
in figures 5.1a & 5.1b.
5.2 Coherence Filtering
Although frame-rate controlled streaming as discussed in section 5.1 limits the num-
ber of incoming frames to a more manageable and reliable number, there is still
the possibility of identical frames and over-imaging. These situations occur when
capture agents (robot, aircraft or photographer) remain stationary and continue to
stream video. Another drawback of the frame-rate controlled approach is that there
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Figure 5.2: Video sequence pre-processor
may be large gaps of the scene missing in the image sequences when the capture
agent moves at a non-steady pace or changes direction. Rotations typically hap-
pen much faster than the steady pace of straight line paths. As the camera rotates, a
much larger area scene passes by the camera, necessitating the need for an different
sampling method.
An alternate approach to image sequencing is to filter with the requirements of
Structure from Motion in mind, the aim being to select images based on the per-
centage overlap and their quality. If image pairs are too similar (e.g. the overlap-
ping number of features is greater 90%) then one of the near-duplicate frames can
be discarded. Conversely, if the number of features is too low, the frames can also
be discarded because the number of matches will be too low for a good reconstruc-
tion; instead, the image stream can be redirected to a new Structure from Motion
workflow.
Figure 5.2 demonstrates the proposed solution to the coherence filtering approach.
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The image analysis stage is used to detect and reject any heavily-blurred frames
which arise through vibration or rapid movement. The image analyser utilises a
focus measure operator (discussed in section 5.3) to determine the blurriness of the
incoming frame. Once deemed suitably focused, the frame is then passed through
a fast GPU implementation of SIFT [42] to extract the key points for comparison
against the previous frame sent for processing. The SIFT analysis is the bottleneck
in this pipeline: an Ultra-HD frame takes on average 640 ms to evaluate. Although
considerably faster than with CPU implementations, this still restricts the maximum
video analysis rate.
5.3 Image Analysis: Blurred Frame Rejection
A comprehensive study on focus measurement was published in 2012 detailing 36
different ways to determine the focus of an image [110]. The study concludes that
Laplacian-based operators have the best overall performance in normal imaging
conditions. It is important that any video filtering is capable of running as close to
video rate as possible, to ensure that the system is able to keep up with an incoming
video frame as supplied by the source and avoid buffering it into RAM. A broad-
cast camera delivers a complete frame every 40ms (25Hz). The Laplacian-based
algorithms as evaluated by Pertuz et al. showed a runtime of 7.10–15ms (with the
exception of LAP5) on a quad-core pentium machine.
The variance of the Laplacian output frame is calculated, returning a single score
for the level of blur in the image. A sharp, focused image will have a high variance
whereas a soft or motion-blurred image will have a low variance. The variance or
‘blurriness’ threshold varies depending on the capture source. Implementing a fast
blur detector with the Laplacian operation provided by OpenCV shows that, without
some optimisation, the goal of 15ms is difficult to achieve: the total time for the
complete operation (Laplacian & two-pass variance) is 42.5ms per frame. The two-
pass variance calculation takes 29ms to execute on a 1920× 1080-pixel (Full HD)
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image using an Intel i7 quad-core processor. Switching from the two-pass to a one-
pass variance calculation method significantly reduces the computation time, to just
18ms. The on-line method (shown in equation 5.1) produces a running estimate
of the variance until the end of the image is reached, where the resulting variance
matches that of the two-pass method.





Given that blur that from external influences or high-speed motion will exist across
the whole image, one can sub-sample the image to reduce the number of pixels
that require processing. Figure 5.3 shows the effects of sub-sampling the image at
a range of intervals. The results are based on a full-HD video sequence recorded
using a GoPro on board a ground robot during the earlier experiments in section
4.2. The processing time for each of the sampling methods and the percentage
difference in the variance from the two-pass method have been plotted. The full list
of sampling methods with their respective results are shown in table 5.1. Variance
calculations are typically performed on vectors or arrays of data. An image is a
two-dimensional array (a matrix), therefore each of the sampling methods select
points based on a row-skip and column-skip parameter. The complete range from
1,1 (on-line) through to 7,7 are evaluated to explore the speed and error of each of
these sampling approaches.
It was expected that there would be trade-off between execution time and the ac-
curacy of the results. However, what is interesting is the variation in results based
on the sampling parameters. Does skipping more rows than columns or vice-versa
have an impact on either the speed or accuracy of the variance calculations? The
graph shows an initially steep response for each step-up in performance. In the in-
terest of accuracy, an upper limit of 4% difference has been applied when analysing
the methods. The execution time drops from 29.88ms to 11ms before the error in-
crease reaches a 1% difference from that of the two-pass method. Table 5.2 shows
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the sampling methods within the region of 2–4% sorted by their percentage differ-
ence from the variance result produced by the two-pass method. Sampling pixels
at every 2nd row and every 3rd column or vice versa produces results in the fastest
time within this bracket. However the results from these two methods produce very
different results. S15 (3,2) performs worse than S9 (2,3), suggesting that skipping
more rows than columns has a detrimental effect on calculating the variance of a
Laplacian image which can be seen across the rest of the sampling methods from
the full table.
5.4 Frame Selection
The final stage of this ‘video to 3D reconstruction’ pipeline is to filter the frames to
address the issues of overlap and video files generating too many similar/repeating
frames. Live streaming behaves in the same way as a pre-recorded (Video on De-
mand, VoD) file in so much as the way in which OpenCV makes frames available to
processing. This section will refer to the video source as a video stream (an ordered
collection of frames) as the method of handling frame-wise and pair-wise operations
is the same.
Once a clean, non-distorted frame is identified it is processed using a GPU imple-
mentation of ORB. [4] details a range of feature detectors, noting their respective
performance and computational cost. SIFTGPU [42] produced 1,600 features per
frame in 100 – 175ms per framewhereas the GPUORB detector produced 2,500 fea-
tures in just 16.8ms per frame. Owing to the fact that most of the incoming frames
will be rejected due to short baselines, and a frame rate of 25 frames per second was
used, ORB was selected as the primary feature detector. Successful frames will be
stored and passed through SIFTGPU when deemed suitable for 3D reconstruction.
This approach of using two feature detectors enables the system to run much faster
and still be able to produce SIFT key point files for successful frames.
In [4], a GPU-based Brute Force (BF) matcher is used to find the corresponding
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Figure 5.3: Variance By Sampling: Execution Time vs Error
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Table 5.1: Variance Sampling Methods
Method Difference (%) Time (ms) Method Difference (%) Time (ms)
S1 1,2 0.856017 10.8085 S25 4,5 10.7252 1.080030
S2 1,3 1.258290 7.21235 S26 4,6 12.1769 0.900096
S3 1,4 3.445640 5.40285 S27 4,7 14.6886 0.773537
S4 1,5 3.568700 4.32103 S28 5,1 6.81850 4.325490
S5 1,6 5.695250 3.59943 S29 5,2 7.70476 2.160930
S6 1,7 7.046780 3.09284 S30 5,3 8.39395 1.440020
S7 2,1 1.441870 10.8038 S31 5,4 10.7346 1.080040
S8 2,2 2.372150 5.40776 S32 5,5 12.3742 0.863978
S9 2,3 2.723820 3.60480 S33 5,6 13.0331 0.720042
S10 2,4 5.005760 2.70379 S34 5,7 15.9855 0.618766
S11 2,5 5.027850 2.16230 S35 6,1 10.0992 3.601140
S12 2,6 7.379320 1.80126 S36 6,2 11.2056 1.799110
S13 2,7 8.888480 1.54856 S37 6,3 11.8471 1.200030
S14 3,1 2.626160 7.20041 S38 6,4 14.8180 0.900414
S15 3,2 3.556670 3.60128 S39 6,5 15.3195 0.723496
S16 3,3 4.164170 2.40057 S40 6,6 17.4821 0.600258
S17 3,4 6.621560 1.79951 S41 6,7 19.9342 0.515760
S18 3,5 6.935560 1.44405 S42 7,1 14.4192 3.102760
S19 3,6 9.044720 1.20060 S43 7,2 15.5580 1.550110
S20 3,7 10.80980 1.03162 S44 7,3 16.1853 1.033310
S21 4,1 5.782080 5.40176 S45 7,4 19.9482 0.775279
S22 4,2 6.728080 2.70188 S46 7,5 19.5711 0.619957
S23 4,3 7.072760 1.80145 S47 7,6 22.4434 0.516807
S24 4,4 11.44840 1.35023 S48 7,7 24.4681 0.444182
Table 5.2: Sampling Methods: 2-4% Difference
Method (row, col) Difference (%) Time (ms)
S8: 2,2 2.37215 5.40776
S14: 3,1 2.62616 7.20041
S9: 2,3 2.72382 3.60480
S3: 1,4 3.44564 5.40285
S15: 3,2 3.55667 3.60128
S4: 1,5 3.56870 4.32103
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matches between the key points from the pairs of frames. A CPU implementation
takes up to 550ms to complete based on 2,500 matches in a pair of HD frames. The
GPU implementation reduces this time to 25 – 80ms for the same pair of images.
A metric for similarity is obtained by calculating the distance between the matched
features. The distance measure depends on the type of feature detector used to
extract the original features. If a floating point feature detector such as SIFT or SURF
was used, then the Euclidean distance measure is normally used. Binary feature
detectors such as ORB require the Hamming distance to be used instead. The results
demonstrated by [4] show that the threshold of the Hamming distance needs to be
manually tuned for each application: a distance of 25 resulted in a good model of
the environment for the ground vehicle, yet a distance of 55 was required for the
aerial footage.
5.5 Concluding Remarks
This chapter presented a video filtering strategy to reduce the number of invalid
frames and avoid unnecessary processing caused by using raw video as input to
Structure from Motion systems. This work produced a new pre-processing mod-
ule optimised for Structure from Motion algorithms through rejecting duplicate and
similar frames. The system requires 70.76ms – 125.76ms (depending on the num-
ber of key-points selected) to analyse each frame, resulting in a processing rate of
14Hz. This filter would be suitable for use in off-line reconstruction with existing
packages such as PhotoScan and VisualSFM. The filter could also be employed in
live video systems, however the output would be limited to 14Hz. Further invest-
igation into matching strategies and alternate feature detectors would be required
in order to reduce filtering time to reach a live video-rate (25Hz).
The next chapter explores robotic aspects such as aerial observation, control struc-
tures to develop a framework for use in later experimental work in preparation for
the penultimate chapter, which seeks to combine the work of these chapters together
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to form a robotic remote reconstruction platform. The camera orientation and frame





The thesis so far has concentrated on the theoretical and practical aspects of 3D
reconstruction. This chapter focuses on the robotics aspects needed to provide a
platform for the vision systems. Section 6.1 explores the challenges of localising
ground robots based on imagery from an aerial point-of-view. In this approach an
aircraft is used to hover above a target to provide position feedback in GPS-limited
environments. The research initially utilised a common robotic framework, ROS
(Robotic Operating System) in combination with low-cost robotic systems. Sec-
tion 6.2 covers the ROS architecture and the shift across to a dedicated approach,
before introducing modifications to incorporate ground vehicles. Section 6.3 draws
conclusions from these experiments.
6.1 Aerial Observation
Accurate position determination is a continual problem across the field of robotics.
Although there aremany competing technologies, all have shortcomings that restrict
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their range of use. For example, conventional shaft encoder-based odometry may
be acceptable for ground robots (though it suffers from problems such as wheel slip-
page) but is clearly inappropriate for aircraft or underwater robots. GPS, the Global
Positioning System, can provide latitude and longitude but cannot be used success-
fully indoors and is too inaccurate for many uses with a root-mean-square (RMS)
error of ∼ ±2m [111]. Visual odometry [112, 113] and its related technique of
visual SLAM [114], which both use video streams from a camera, can perform well
but require the matching of visual features at video rate, quite a difficult task. The
state of the art is arguably provided by time-of-flight systems; while these can oper-
ate in any environment, they are expensive and cumbersome and this makes them
unattractive for robotics. Where one has the ability to instrument the environment,
one can do better. Placing fiducials (markers) at known positions in the environment
allows one to determine where one is relative to them (e.g. [115]). Landmarks can
take the form of dedicated patterns or key beacons which, once identified, provide
the system with an accurate location of the landmark. Position is then inferred
through calculating the distance between the sensors and the landmarks. A marker
can also be placed on the vehicle (or object to be tracked) so that the position of
the object can be tracked from the fixed landmarks. Multiple-camera systems such
as those produced by Vicon & Qualisys have become the industry standard for cap-
turing human motion and involve attaching reflective markers to the objects being
tracked [116].
A technology that is attractive in principle is to attach fiducials to the various ro-
bots, and then to determine position relative to those markers without any fixed
landmarks. This approach employs only cameras, which can be used on ground or
airborne vehicles, and is equally effective indoors or outside (providing the cameras
are equipped with exposure control). The notion of using fudicials as landmarks is
not new in robotics; however, in this work the landmarks are the robots themselves.
The particular approach used here is to attach QR code fiducials [117] to the upper
surfaces of ground robots so that an aerial observer (drone) may determine its pos-
ition relative to one or more of them. When a ground robot needs to move through
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a particular distance in a particular direction, the drone needs to hover (relative
to other fiducials or to ground features) until it perceives the distance traversed to
be correct. Clearly, there are inaccuracies in each stage of this scheme, and the
principal purpose of the following experiments is to establish whether the errors
introduced are random, and hence tend to cancel out over several movements, or
systematic [118].
6.1.1 Visual Altitude Estimation
Acquiring depth from images is a well-established problem in Computer Vision as
discussed in earlier chapters. Chapter 3 demonstrates a method of using one or
more cameras to recover 3D information using feature matches for the purpose of
3D reconstruction. Structure from Motion is unsuitable as depth estimator due to
its extensive processing requirements. A real-time approach is required to keep up
with the fast update-rate of the PID controllers. The visual estimator must run at
video-rate in order for a vision-based altitude approach to be usable on an aircraft.








whereW is the known width in millimetres, wx ,w y measured width in pixels, fx , f y
the focal length in pixels and Zx , Zy are the resulting distances to the object in mil-
limetres. Zx , Zy are then averaged together to return a combined result to reduce




The aim of this experiment is to determine the reliability of using only the on-board
camera and a QR code as a fiducial to calculate the altitude of an aircraft. Ground
robots were equipped with QR (“Quick Response”) 2D barcodes of size 17×17 cm on
their upper surfaces. QR codes [117] are now in fairly widespread use because they
contain only black and white regions and can be read (with appropriate software)
using a conventional camera. They contain three ‘finder’ patterns in their corners
which help distinguish the QR code from visual clutter, and the rest of the pattern
encodes a series of characters. The ‘finder’ patterns allow the orientation of a QR
code (and hence the vehicle to which it is attached) to be determined. An open
source library, ZBar [119], was used for detecting and decoding QR codes. This
interfaces to the popular OpenCV software, though it is necessary to use OpenCV to
pre-process and manage the incoming image streams before presenting them to the
routines that find and decode a bar code.
In order to limit the impact of random motion caused by working with live aircraft
and robots, a camera crane was used to fix the aircraft in a static position. The
crane provides a stable and repeatablemethod of setting the aircraft altitudewithout
running the aircraft’s motors. Fixing the position of the aircraft eliminates random
behaviours caused by vibration and air turbulence. The crane keeps the aircraft (via
the camera foot-plate) level through its entire range of motion. The ground robot is
substituted with a camera track and dolly system which allows the target (QR Code)
to glide back and fourth in the view of the camera in a perfectly straight motion.
Figure 6.1 shows an overview of the physical experimental set-up.
The aircraft, a Parrot AR Drone 2.0, communicates with a laptop using the relevant
modules within ROS, the Robotic Operating System [120]. ROS is a framework de-
signed to work with a range of robots and provides and extensive range of modules
designed to support the development of robotic platforms. In this work ROS was
used both to control and utilise the on-board cameras of the UAVs, as well as cap-
ture the data being published from a Vicon system (to provide global ‘ground truth’)
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Figure 6.1: Aerial QR Measurement Test Environment
and the QR tracking software. The ROS configuration and modules are discussed
in detail in Section 6.2.1.
6.1.3 Altitude Reading Results
The decoding library, ZBar, is designed to run at video rate; however during testing
and development it was observed that the library was not always able to successfully
decode a QR code when clearly visible in the image. In previous work [3] it was
observed that sensor size has a significant impact on reading distance, however
even the large (4K+ pixels) sensors struggled to decode the QR target beyond 2.8m
(1.8m in the case of smaller targets). The resulting system is able to read and locate
targets at an average of 20Hz.
The QR size ultimately determines both the minimum and maximum altitudes of
the aircraft due to the fixed field of view of the camera. Figure 6.2a clearly shows
that there is a linear relationship between the altitude of the aircraft and the error
in the height estimation from the QR code, regardless of the size of the QR code
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(a) (Uncalibrated) QR Measurement
















(b) Small QR Error After Calibration
Figure 6.2: Altitude Estimation Error
used. The results were obtained from an uncalibrated camera. Interestingly there
appears to be a consistent gain in error for every 100mm of altitude. The minimum
reading altitude for the smaller QR was observed at 235mm, and at 360mm for the
larger one. Once the camera system is calibrated the results improve significantly.
Figure 6.2b shows that after calibration and distortion compensation, the error re-
duces to a peak of 26 mm and is fairly consistent throughout the range. Calibration
does not enable an increase the maximum reading altitude: this is limited by the
contrast and resolution of the image.
To evaluate the accuracy of measuring ground movements for use in coordinating
robots moving under the aircraft, the UAV was fixed at an altitude of 870mm using
the crane. This gives a view on the ground of 600mm × 300mm. The larger QR
code (170mm) was mounted to the camera dolly and moved through the camera’s
field of view. The results of these experiments with a static aircraft demonstrate
that, providing that the aircraft can maintain a stable altitude of up to 1 metre, a
QR code can provide an altitude measurement with an accuracy of±25mm in Z and
relative position information with an accuracy of ±20mm in X and Y . Figures 6.3a
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(a) QR moving in the image x plane with a
calibrated camera source













(b) QR moving in the image y plane with a
calibrated camera source
Figure 6.3: Target Movement Estimation Error
and 6.3b demonstrate that the system becomes significantly more accurate when
working with undistorted images. The error reduces to approximately ±5mm error
in the x plane of the image and ±2mm in y .
These results have shown that, given a fairly stable aerial platform, QR codes can
be used to provide relative position information with an accuracy up to 20mm in
the X-Y plane. Introducing pitch and roll skews the results, increasing the error
as seen in figure 6.4. This approach is limited by the quality and resolution of
the camera available; however, the results have shown that even a low-resolution
sensor is able to achieve an accuracy of 20mm from a height of one metre. Camera
systems with longer focal lengths and higher contrast ratios will enable control to
be achieved from higher altitudes; this is desirable because the aircraft needs to be
able to operate above head height and cover a wider ground area. Additionally, it
should be possible to utilise other sensors such as on-board Inertial Measurement
Units (IMUs) or 3-axis accelerometers to compensate for the aircraft angle and hence
reduce the errors seen through non-level measurements.
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Figure 6.4: QR tacking with aircraft at +5◦ pitch and roll
6.2 Communication Frameworks
When investigating high-level robotic control such as inter-robot collaboration or
mission planning it is inconvenient to have to reimplement low-level control of
vehicles. A ground vehicle is a fairly easy case to work with as the consequences
of failure are fairly minimal. However when working with more sophisticated and
complex vehicles such as aircraft, underwater robots or large-scale robotic systems
such as cars or trucks, the task of implementing low-level control can become ex-
tremely lengthy and require additional safety measures. Implementing low-level
control systems takes time and careful work which has to be done before the re-
search goals of the high-level algorithms can be developed.
Frameworks such as ROS, the Robotic Operating System [120], Paparazzi UAV [121]
and MAVLink [122] all support the development of robotic systems by providing
pre-built modules and community-driven development. These are contributed by
developers and robotic engineers to produce a collection of tools that are peer re-
viewed and provide a solid foundation for further development. The aim of these
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frameworks is to enable faster development of robotic systems and provide reusable
modules. The experimental work in Section 6.1 utilised ROS with the ARDrone
Autonomy [123] modules. ARDrone uses a modified version of the official Parrot
AR2 SDK [124] to integrate a Parrot AR Drone 1 or 2 with ROS.
6.2.1 The Robotic Operating System (ROS)
The Robotic Operation System, ROS, is not an operating system in the traditional
sense. In fact, ROS does not have low-level kernel or installable modules that would
be akin to a traditional operating system such as Linux or Microsoft Windows. In-
stead, ROS is a combination of a framework and a library of pre-built modules which
when combined together create a robotic system. ROS can run across multiple nodes
which are networked together and communicate using a master node. This ap-
proach enables low-powered robots to utilise faster machines on the network for
higher-level tasks such as visualisation.
Thewhole ROS architecture is built on a Publisher/Subscribermodel [125]. Everything
that needs to be passed through ROS is formed into a message and published on a
topic. A topic is formed of a single publisher and can support multiple subscribers.
ROS requires one master node to coordinate the topics and maintain / notify the
subscribers. Only one master can exist on a ROS network at any one time; starting
another master will cause the first to shut down or the attempt to fail.
The aerial observation experiments discussed in the previous section were con-
figured with 3 core nodes: the ROS Master, AR Drone Driver and a Visual QR Pro-
cessor (custom module). The driver node published a series of topics presented by
the AR SDK. There was one topic for each of the statuses presented by the aircraft.
For example to retrieve the battery level of the drone one would subscribe to the
‘battery’ topic which will publish a message on each update to the change in battery
level. The driver package also listens to the ‘cmd_vel’ topic which communicates us-










Figure 6.5: Aerial QR-Based Hover Control
the linear translation and angular rotation for each axis (x , y, z).
Extending the work of the aerial observations to enable autonomous flight adds
an additional four nodes; three PID modules (one for roll, pitch and yaw) and a
joystick driver. The ‘joy’ module is a generic joystick interface which enables a Linux-
compatible gamepad to be used to provide control signals. The controller is mapped
onto the command topic of the drone to provide operator control and a method to
take over in the event of an emergency or fast approaching wall. The QR processor
provides the location and rotation of the target with respect to the centre of the
image. This information is sent to the PID controller in order to hover the aircraft
over the target QR code. Figure 6.5 shows a component overview of an incoming
frame being decoded through to the position of the aircraft being updated via a
‘cmd_vel’ message being published on the ROS network.
A ROS network can become complicated quickly, with information flowing at a high
speed between nodes. Modules are often inter-weaved, with numerous messages
flowing through the master. The physical network infrastructure needs to keep up
with the large bandwidth demands of the information flow. Certain topics are up-
dated at rates up to 250Hz. The AR driver varies between 15Hz – 200Hz depending
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on the topic and Vicon bridge (50Hz – 250Hz depending on capture rate). The large
number of messages places a high demand on the network stack. 2.4GHz (B/G/N)
WiFi networks struggle with this level of throughput, leading to the need for wired
gigabit networking adapters.
A consequence of a highly flexible platform is the cost in configuring the ‘ideal’
set-up. During development and experimentation with ROS, its core needed to be
reconfigured and recompiled several times, consuming a significant amount of time,
especially in the event of missing dependences or conflicting packages. The binary
(repository) versions of ROS pull in many free open-source modules which may
conflict with customised source versions, leading to tricky and sometimes unrecov-
erable states. ROS changed build pipelines and tool-chains between versions which
has also led to issues, as some developers have not updated build processes to reflect
the change in direction of the framework. The software configuration and compil-
ation difficulties are, it can be argued, simply a reflection of the fact that ROS is
immature and undergoing rapid development from the community. However, the
combination of the publish-subscribe architecture and the need to route messages
through a single master means that ROS is currently poorly suited to environments
that use bandwidth-constrained wireless networks to transfer data and not consist-
ent with the notions of ‘swarms’ of robots discussed in Chapter 2. Extensive tinkering
with ROS was unable to produce a configuration that allowed the data necessary
for control and processing to be transferred without significant losses across a WiFi
link, even though the volume of data should be within its capability. It was there-
fore decided to develop a ROS-free solution, to ascertain whether, without the ROS
overheads, this can be made to work.
6.2.2 Drone Handler — A Custom System
Another motivator for moving away from ROS was the release of the Parrot Bebop
(version 1) aircraft. The Bebop is a more stable platform than the AR2 with im-
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Figure 6.6: UML Sequence Diagram: UAV QR Position Hold
The Bebop replaces the AR’s downward-facing low-resolution camera with a single
fish-eye camera mounted at the front of the aircraft. The platform generates a soft-
ware stabilised video feed with the aid of on-board sensors. The direction of the
video view can be aimed using the control protocol. The Parrot AR3-SDK was in
its early stages and there were no ROS modules for the newer Bebop aircraft at the
time of investigation, though a ROS Bebop driver module started development in
September 2015 [126].
Figure 6.6 documents the sequence of receiving a stream from the aircraft through
to providing positioning commands using the communication and processing sys-
tem developed by the author. The ground control station communicates with the
aircraft using JavaScript Object Notation (JSON) messages. The SDK opens up two
uni-directional streams, one from aircraft to controller (D2C) and the other from
controller to aircraft (C2D). The D2C stream includes status information and video
packets, while the C2D contains direct flight control instructions. Once the D2C
stream is activated, the aircraft streams the video in the form of H.264 fragments
which need to be passed to a video decoder such as FFMPEG in order to be rendered
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(a) Bebop At 922mm (b) Bebop At 2170mm
Figure 6.7: Bebop Flight Tests
into frames. Once a complete frame is decoded it is converted into an OpenCV mat-
rix for use in the visual processing pipelines and QR analysis.
Three PID controllers are used to update the control command packets for the air-
craft. The PID controllers are set up to have the drone ‘home in’ on the QR code
until it hovers directly above at a fixed altitude. The PID control loops are updated
on successful identification of a target QR code. Figure 6.7 shows two still frames
extracted by the QR processing code. The Bebop extends the operational altitude to
just over 2 metres compared to 0.9m with the AR2. The image in figure 6.7a shows
the clear image presented by the on-board camera from the Bebop video stream at
the limit of the AR2. The additional small QR targets become unreadable beyond
0.9m as seen by the missing match of the lower QR in figure 6.7a.
One significant advantage that this approach has over ROS is that the system works
a single entity. There are no messages passed through the IP stack which are critical
to control. A 6 Degree of Freedom (6-DOF) input device is used for direct operator
control to fly the aircraft into position as well as providing emergency control. The
system also has fail-safes to cope with target loss and altitude limits. A TCP interface
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Figure 6.8: AR Drone Bebop Control — Component diagram
receive a subset of key information such as battery, flight data (state, altitude), and
last seen QR data.
Figure 6.8 shows a breakdown of the drone control application. The drone con-
trol system has been entirely written from the ground up in C++, with the aid of
the ARDrone SDK [127] and C++11 STL. The codebase is formed of 5,377 lines
of code (1,148 of which are documentation and comments) across 22 classes. The
solution took several months to implement and test. The drone handler has been
designed to operate in both stand-alone and collaborative modes whereby the air-
craft will automatically hover over a target QR code when it appears in the field
of view which can be enabled and disabled via a command over the TCP interface.
The drone handler makes up just over half of the C++ line count for the collab-
oration systems developed later in Chapter 8. The system uses a custom protocol
to communicate between applications over the local (127.0.0.1) TCP/IP stack. The
protocol is packetised using a C++11 JSON library, though any JSON library can be
used to generate JSON messages to interface with this control application.
6.2.3 Collaboration
A single platform may not be sufficiently suitable to all types of reconnaissance
task. Each platform has a series of features which have specific advantages. Ground
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vehicles are ideal for carrying heavy payloads and large sensors over great distances
whereas aircraft are more suited to observation-based tasks due to the limited lift
and battery capacities. Depending on the type of aircraft deployed, the time-on-
scene (ToS) can vary from 10 minutes through to several hours. A collaborative
teammade up from a selection of air and ground vehicles provides a useful resource
which utilises the strengths of the individual platforms for a common goal.
Section 6.1 detailed how an aircraft can use ground data to localise itself for relat-
ive positioning. This work can be extended to provide information to the ground
vehicles and thus create a higher level of situational awareness. Situational aware-
ness is a term often used in command and control scenarios which refers to the
level of perception of environmental factors. The US Coast Guard defines situ-
ational awareness as “the ability to identify, process, and comprehend the critical
elements of information about what is happening to the team with regards to the
mission” [128]. In the case of a robotic team, an aerial perspective produces inform-
ation about the wider environment including the locations of targets, waypoints and
the ground vehicles. Robotic ground vehicles produce specific information to aid
the mission from dedicated sensors under the guidance of the aerial information. A
single robot is able to sense its environment and begin to build a model of the world
as it sees it, but this information is local to the robot, not the wider mission. The
challenge arises when multiple robots are used to combine data to generate a wider
model. Given a team of robots, can a task such as mapping be completed in a more
accurate and faster way than using just a single vehicle?
Control philosophy is often broken down into two core models: centralised and
distributed control. This partitioning is found across a range of disciplines, from
software development (source control systems) through to industrial plant control.
Inter-platform collaboration is possible with the ROS node model, but ROS is typic-
ally configured to work on a single robot. The ROS model is more akin to a central-
ised model as all of the nodes within a ROS network are required to talk through a
ROSMaster and are tightly linked to each other. For effective collaboration between










Figure 6.9: Multi-robot control overview
Each robot should be capable of performing a series of tasks (moving to way-points,
location feedback, sensing, etc.) without direct interaction with the high-level con-
trol systems, fitting a distributed model. A centralised control system then looks
after the mission planning and dynamic elements such as path-planning and com-
putationally expensive areas such as 3D model generation. Hence the custom con-
troller work from section 6.2.2 was extended to integrate ‘nodes’ for air, ground and
central ground control.
The new approach creates separate control systems for each robot. The previous air
controller has been modified to receive position commands over TCP and provide
feedback over another TCP port. The ground vehicle used in these experiments was
a Pioneer 3-AT (P3-AT), a versatile four wheel drive robotic platform. The P3-AT
is equipped with a SICK 2D laser scanner and 16 ultrasonic sonar sensors, as well
as a dedicated on-board computer to control the robot. The control application
was developed using the same approach as the air controller in that a 3D mouse or
joystick can be used to directly control the vehicle, while other tasks such as wander
were implemented to enable the vehicle to operate in a stand-alone mode.
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Figure 6.10: Control Centre - Component diagram
A separate application, shown as the ‘Control Centre’ in figure 6.9, presents a graph-
ical command-line user interface (via ncurses [129] and a terminal) for operator
control of the vehicles as well as presenting live data from each platform in one cent-
ral location. Figure 6.10 shows a simplified block diagram of the modules that feed
into the application. Figure 6.11 shows the user interface presented in a terminal
window with the aid of the ncurses libraries. The control application allows the user
to select an individual robot for manual control via a 6-DOF 3Dmouse. This enables
the operator to pilot the vehicle or send land/takeoff and emergency stop instruc-
tions. The controller can also enable / disable the automated tracking modules on
the robots. When enabled, the aircraft will home in and hover directly over the QR
target mounted to the robot. The controller can then pilot the ground vehicle (or re-
quest it to wander) in order to explore the area using the robotic team. Figure 6.10
shows a breakdown of the modules within the ‘Control Centre’ and the respective
modules within the Bebop controller and the ground robot control applications. A
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Figure 6.11: Control Centre - Terminal User Interface
detailed breakdown of the ground controller (ATLAS Control) is documented later
in Chapter 8.
6.3 Concluding Remarks
This chapter has presented the practical elements and associated difficulties of us-
ing robotic systems for 3D reconstruction. The chapter began with using vision to
provide a visual altitude measurement which feeds into the air control system to
enable QR tracking from an aerial vehicle. The work was started under ROS as it
provided a basis on which to develop the tracking modules without focusing on low-
level vehicle control. Although ROS is clearly a useful framework, making the set-up
work became so difficult that a custom implementation became more practical. The
release of the Parrot Bebop inspired the development of the custom system which
offered greater capability and extension to work alongside ground vehicles.
Chapter 8 builds on the frameworks developed in this chapter in order to form a
system capable of an autonomous 3D reconstruction using air and ground vehicles.
The next chapter pauses to consider the challenge of transmitting large format im-




The air and ground experimentation in the previous chapters have revealed a key
limitation of vision-based robotic systems, in that all of the platforms have relatively
low-resolution video transmission limited by the available bandwidth. The quality
of the resulting models is directly related to the input image datasets. The visual
altitude solutions presented previously in 6.1.1 are restricted by the quality of the
image received from the aircraft which ultimately limits the operational altitude (or
fiducial size) of such systems. Before the thesis moves to create a complete sys-
tem comprising of aircraft and ground vehicles to generate a model of an unknown
environment, the work pauses to explore the challenge of transmitting Ultra-High
resolution (4K+) imagery from mobile platforms. Ultra-HD images contain over
four times the number of pixels of Full-HD frames, and will ultimately become a
requirement for robotic platforms to capture and transmit.
Section 7.1 introduces the area of Ultra-HD imaging and direction of the field of
video coding with respect to video encoding of large formats. Ultra-HD, also known
as 4K, is growing fast with the film and television industries, with 4K broadcasting
leading the way in the sector. Section 7.2 describes a typical broadcasting set-up
and how workflows can be adapted to integrate Ultra-HD into existing broadcasting
studio spaces. Sections 7.3 and 7.4 explore the technical limitations and propose
99
7.1. ULTRA-HIGH RESOLUTION IMAGERY
a solution for transmitting live Ultra-HD video. This is followed by a real-world
test of the solution in section 7.5, where the system was used to stream a series of
graduation ceremonies to a world-wide audience. Section 7.7 completes the chapter
through conclusions drawn from these experiments.
7.1 Ultra-High Resolution Imagery
Resolution, the number of pixels in an image, is often a controlling factor in com-
puter vision tasks. Image quality and resolution are common problems faced by
image processing systems and often the stumbling block preventing their successful
use in real-world applications. The aerial observation work discussed in this chapter
is severely affected by resolution, for example: the aircraft altitude is restricted by
the quality of the image. The issue becomes more acute as the distance between the
camera and the target increases. The contrast and overall definition of the QR code
degrades to the point where the individual blocks of the QR code become blurred
and unrecognisable. As the distance increases further, the large finder patterns in
the QR code are also lost, losing the defined square. Ultra-High Definition (UHD)
cameras can be used to capture extremely detailed images and provide large, sharp
images allowing for greater resolution for use in image processing systems. Switch-
ing to higher resolution cameras introduces a series of new challenges in transport,
processing and storage.
Ultra-HD images are considerably bigger than HD. 4K Ultra-HD has 3840 × 2160
pixels per frame, offering four times the definition of Full-HD (FHD, 1920 × 1080)
and nine times the resolution of HD (720p) content. Transmitting live 4K Ultra-
HD (4K-UHD) video requires heavy processing in order to deliver that content to
end systems (and viewers). Before evaluating Ultra-HD for use in robotics it is
worth looking into the delivery of Ultra-HD in broadcast environments such as live
events and on-demand video content. Until recently the widely-accepted standard
for streaming and storing video has been H.264 [130]. Superseding MPEG-2 and
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MPEG-4. Generally MPEG is less efficient than that of H.264 in terms of compres-
sion, image quality and network efficiency. H.264 supports more advanced compres-
sion methods compared with the basic MPEG-4 encoders. H.264/AVC encoding is
a widely used encoding format used on a range of systems from broadcast encoders
through to smart phones, tablets and set-top boxes (and robots). The H.264 stand-
ard has support for a wide range of video frame sizes including 4K-UHD through
the use of the highest levels of the encoding options (discussed in detail in section
7.4). H.264 is a mature encoding standard, though not well-optimised for the newer
ultra-high resolutions.
Video coding standards have begun to move away from H.264/AVC to a new stand-
ard designed with Ultra-HD (4K/8K) in mind. H.265, also known as High Effi-
ciency Video Coding (HEVC) is standardised by two main bodies, the International
Telecommunication Union (ITU) as ITU-T H.265 v1 and the Motion Picture Experts
Group (MPEG) as an international standard [131]. In both cases the first versions
of the H.265 standard appeared in April 2013, which meant that HEVC-based live
encoding and streaming was in its early stages at the time of investigating the feasib-
ility of deploying a remote vehicle (ground or air) with a 4K video source. HEVC has
since been updated to the latest revision as of April 2015 [132] with many hard-
ware and software encoding packages now available. The video coding research
community has widely adopted the challenge of working with UHD, leaving a gap
in the area of H.264-based 4K transmission. This section follows an investigation
into delivering live Ultra-HD using H.264 and a streaming approach similar to that of
broadcast-grade HD. The aim of the investigation is to determine whether a vehicle
could stream Ultra-HD footage back to the control station to provide the operat-
ors and 3D reconstruction pipelines with the highest level of detail of the remote
environment without waiting for newer HEVC codecs to become available.
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7.2 4K and the Broadcast Environment
4K-UHD is still in an experimental state for the broadcast industry with live UHD
only just becoming available from the major broadcasters in mid-2016 [133–135].
On-line streaming companies such as Netflix, YouTube and Amazon are taking the
lead in bringing 4K-UHD to consumers in their Video-on-Demand (VoD) services.
The broadcast market is constantly evolving and adapting to technological changes.
Consumers are ready to receive 4K content and are awaiting their transmission
[136].
A live video source needs to be encoded in a relatively short time: anything more
than a few minutes would be unacceptable for a live feed and will have a significant
impact on the viewing experience, especially in the case of live sport. Small delays
are generally expected by viewers. An example of the transmission delay can be
observed by setting up two televisions, one with digital TV and another receiving
the same channel over a satellite feed. The satellite feed lags a couple of seconds
behind the digital television signal. Video on demand content, although streamed,
is still a pre-recorded file and therefore is not restricted by encoding time.
Unlike the venture into 3D broadcasting which requires a complex change to the
live production process, Ultra-HD fits into an existing broadcast environment in a
similar fashion to HD workflows. Figure 7.1 demonstrates a simplistic schematic of
a live UHD studio. In this example there are four different types of camera. The first
is a QFHD (Quad Full-HD) camera which outputs a 4K signal over four HD-SDI lines
such as a Sony F55/F65. The second camera uses HDMI 2.0 to output the live video;
this can support uncompressed 4K video at a maximum of 30 frames per second.
Consumer and prosumer devices typically feature HDMI ports for live output, while
SDI-based output is found only on professional-grade equipment. The final camera
shown in the figure is a professional Full HD video camera. A HD video signal can
be up-scaled in real-time to be used as a 4K source through the use of a hardware
upscaler, also known as an ‘up/down/cross’ converter. All of the video sources are
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Figure 7.1: Example multi-camera, mixed format studio
fed into a video matrix which enables routing and source-sharing without additional
splitters. The vision mixer is the heart of the operation. A vision mixer allows an
operator (or director) to select the active camera signal that is shown (transmitted
and recorded) whilst being able to see all of the incoming video signals at the same
time. The mixing console also allows for additional effects to be added such as
lower-thirds, also known as titles / straps. The output from the mixer is then sent
across to recorders, transmitters and streaming systems.
In the example studio only two devices use HDMI. The reason behind this is the
primary method of transport of video (and embedded audio) in a professional studio
is SDI which runs over 75Ω coaxial BNC cable. SDI comes in a variety of standards
designed to match the video standard of the equipment in use. A broadcast-grade
Full-HD camera will use either HD-SDI (SMPTE 292M [137]) or 3G-SDI (SMPTE
424M [138]) which is capable of transmitting uncompressed video at 1.5Gb/s and
3Gb/s respectively. SDI is used in broadcast due its ability to carry high quality
uncompressed video, audio and ancillary data in a reliable fashion. An SDI link
is self-synchronising and has the capability to synchronise with other devices via
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frame-locking, ensuring all of the signals are refreshing at exactly the same time —
a crucial requirement when seamlessly switching between feeds.
To move into the UHD world, camera manufacturers offer Quad HD-SDI interfaces
which produce uncompressed 4K video at 30 frames per second using four HD-SDI
lines. The drawback with this approach is that a 4K broadcast camera (such as
a Sony F55) requires 4 video lines to send the video signal back to the vision /
transmission systems, adding 3 extra cables to run. This can be overcome by using
a multiplexer which converts these 4 video feeds into 2 Dual-Link 3G-SDI video
lines. Ultra-HD capture cards such as those by Blackmagic and AJA accept the 4K
video over Dual-Link 3G-SDI. Newer SDI standards expand the maximum speeds
for a single coaxial link up to 6Gb/s with the introduction of 6G-SDI introduced by
Blackmagic and later standardised by the Society of Motion Picture and Television
Engineers (SMPTE) in 2015 [139], allowing broadcasters to return to running a
single cable for the video. Newer standards are being worked on by SMPTE to
support up to 24Gb/s, enabling SDI to transmit progressive 4K at frame rates of up
to 120 FPS.
The broadcast output to the streaming systems is using a 6Gb/s bandwidth link;
clearly this would be impossible to transmit to viewers. Viewers do not need the
full uncompressed signal to enjoy the superior quality of the picture. In the context
of using 4K on robotics, the question that is raised is how little bandwidth the signal
requires in order to be of greater quality than HD and suitable for image processing
tasks such as QR code discovery. The work as presented in this section focuses on
the ability to ingest, compress and stream a UHD video source, whether that is a
single camera or entire studio set-up, and transmit live.
7.3 Streaming Ultra-HD
The ultimate goal for this work is to be able to deliver broadcast-grade live coverage
of an event in Ultra-HD. UHD places additional stress on the viewing hardware,
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Figure 7.2: RTMP Streaming Block Diagram
requiring powerful GPUs to decode the incoming stream. A low-end GPU or software
rendering would be out of the question here because of the quantity of data to be
processed at video rate. Before setting target bit-rates and developing a streaming
profile we first need to understand the methods the stream is ‘viewed’ by. Would a
client be able to obtain the stream over WiFi or is a cabled connection required?
Previous work [140,141] has shown that 4K video can be streamed over WiFi net-
works given the additional tuning discussed in section 7.4. In this work the author
uses RTP, Real-time Transport Protocol [142], as the primary transport protocol for
streaming the video from server to client; however there are newer real-time pro-
tocols (RTMP [143]) which offer better streaming support and are more commonly
found in professional streaming solutions such as Adobe’s Flash Media Live Encoder
(FMLE). FMLE does not cap the streaming bit-rate, though the software is limited
to a resolution of 1920 × 1080 pixels. This led to an investigation as to whether
the limitation lies with the transmission protocol, broadcast server or the streaming
software.
Figure 7.2 shows an overview of a typical RTMP-based streaming platform with a
camera (or other SDI-based input) being ingested live before being transmitted to
the broadcast server. The broadcast server serves two core purposes: streaming and
repackaging content. The RTMP streaming functions handle live input and retrans-
mission to viewers over TCP whilst monitoring each of the unicast connections. An
RTMP stream contains the video, audio and meta-data including frame numbers
and timestamps. Each RTMP stream will accept only one publisher, the encoder,
and multiple clients all on the same TCP port, typically 1935.
105
7.3. STREAMING ULTRA-HD
The repackaging module (or ‘Live Packager’ as referred to by Adobe) is used to
convert the RTMP stream into an HTTP-based stream. RTMP uses a bidirectional
port to transmit, which may be blocked by firewalls, especially if it has been moved
onto a different port. Web-based streaming uses TCP port 80, typically open to all
in-bound traffic. A live packager converts the RTMP stream into video segments
which are sent out over HTTP to a client. Traditional web-based streaming relies
on progressive download, whereby the client will be downloading the content and
watching as the video is saved. However, progressive download creates content
rights issues as the viewer will end up with a complete copy of the original file on
their local machine. HTTP Live streaming ensures that the client receives small
chunks of video, facilitating smarter streaming (adaptive quality switching) and
tighter content control.
In a benchmarking test a workstation was configured with Linux and a Blackmagic
Decklink 4K capture card to evaluate the available streaming options under Linux.
FFmpeg [144] is the de facto video processing library used in a myriad of stream-
ing and video processing tasks. LibAV [145] is a fork of FFmpeg featuring native
RTMP streaming support through the close integration with the LibRTMP project,
making LibAV more suited to this work than the traditional FFmpeg framework. Ini-
tial experiments where conducted with an HD video feed to confirm that the system
could connect and streamHD over RTMP via an AdobeMedia Server (AMS) instance
running on a dedicated server. An open-source flash-based video player is used to
evaluate the streaming capability. The player is maintained by the Open Source Me-
dia Framework (OSMF) and offers full support for both live and on-demand RTMP,
HTTP Dynamic Streaming (HDS) and Adaptive HDS stream playback. The total
video latency as measured using a clapper board to ‘mark’ the start time measures
at 4 seconds from the clap to it appearing on the client screen. For the HDS and
HLS (Apple HTTP Live Streaming) the delay measures at 40 seconds. The HDS/HLS
streams are behind the RTMP due to the repackaging. In the initial experiments the
encoder, broadcast server and viewing clients are all on the same network. The
broadcast server was then moved onto a separate network to test the response to
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switching and routers. The round-trip time remained at 4 seconds for the RTMP
and average of 40 seconds for the HDS/HLS streams based on a 2.8 Mb/s incoming
RTMP stream.
Latency has a significant influence when designing video systems for use in robot-
ics. Visual odometry and other core navigation tasks often require real-time imagery
to feed into the control systems. Live control updates are restricted by the video-
rate and transmission delay. Latency must be minimised to achieve fluid / seamless
control. Direct control via tele-operation (remote control based on video feeds and
sensor data) is a common approach to monitoring and interacting with a robot to
react to dynamic events or hazards. In some cases latency is unavoidable for re-
mote operation and vision-based navigation must run using on-board processing.
An extreme example of this can been seen in the NASA Jet Propulsion Labs (JPL)
Mars rover projects, where the full day’s list of control instructions, known as ‘the
mission’ are transmitted to the robots in one block once a day. The imagery is then
downloaded back from the rover for review. The transmission can take between
10 to 20 minutes, therefore direct remote control over the rover’s movements are
not possible. Fortunately, robotics deployed on Earth do not suffer from these mag-
nitudes of delay, however video transmission can still reach into the hundreds of
seconds, posing a challenge for live remote robotic control.
Ultra-HD content is typically compressed to 18Mb/s for services such as Netflix and
Amazon, however this is still far too high for many consumers to be able to watch
due to narrow bandwidth. The UK average broadband speed was 14.7 Mb/s [146]
at the time of testing and has since raised to 22.8 Mb/s [147, 148]. Although the
national average has risen, the speed across sub-urban and rural areas has remained
relatively flat. The increase in average speed is due to the large-scale deployment
of fibre to the cabinet (FTTC) and fibre to the premises (FTTP) within cities leaving
rural areas behind at an average of 10 Mb/s. Given these figures, a target of 8 – 16
Mb/s was set, allowing for a range of 4K streams which UK-based viewers would be




H.264 is split into 5 core levels. Each level determines the maximum video bit
rate, frame size, and frame rates. Levels 5.1 and 5.2 (highest level) introduce 4K
resolutions to the standard. In order to stream live 4K, the encoder needs to be tuned
with the content, resources and viewing platforms in mind. FFmpeg and LibAV both
use live presets which tune the encoding parameters to reduce computational cost
and adjust compression quality. There are 10 presets: ultrafast, superfast, veryfast,
faster, fast, medium, slow, slower, veryslow and placebo. Ultrafast offers the fastest
encoding option preferring encoding speed over compression quality. Placebo offers
the best encoding and compression quality which outputs the smallest file sizes for
a given source. Placebo, slower and slow are the most computationally expensive
presets and are not possible for use in live encoding (even for sub-high-definition
content). When choosing a preset for live encoding there is a range of factors which
needs to be assessed during testing, including frame-rate, CPU utilisation, RAM
usage and network bandwidth.
During testing, one workstation was set up with a 16 core CPU (8 Core with Hyper-
threading), 24Gb RAM, Nvidia Quadro FX-series GPU and a Blackmagic 4K Decklink
capture card. The ultrafast preset was used to facilitate live UHD at 25 frames per
second. Using the superfast preset lowered the output frame rate to 20 frames per
second whilst maxing out the CPU cores. If the encoder falls behind the live input
the capture card begins to place the raw frames in RAM, which quickly fills up and
causes a critical failure. For the large-scale test, three encoding workstations will
be used.
Although the stock ultrafast preset will get a live UHD stream running, the output
video will be challenging to watch, especially over wireless connections. Group
of Pictures, GoP defines the encoding pattern for the H.264 encoder. H.264 se-
quences are formed of a sequence of I, P and B frames. An I-frame is a complete
‘reference’ frame which contains a complete copy of the image data. I-frames can
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be considered as ‘key-frames’. P-frames are prediction frames containing motion
vectors and transform coefficients which predict where the content is moving to.
Using P frames reduces the amount of data required to encode a frame, especially
in dark areas and scenes with little or no movement. B-frames are also prediction
frames however are bi-directional which allows the frame to refer to either the pre-
vious or next I-frame, whereas the P-frame can only predict motion based on the
last I-frame. The order in which the sequence of I, B and P frames are encoded
is determined by the encoder parameters. In [149], Adeyemi-Ejeye explored GoP
structures for streaming ultra-HD over various wireless network environments, res-
ulting in an optimal I-frame interval value of 40. It was also deemed necessary to
disable B-frames as these are computationally expensive.
Small-scale laboratory experiments confirmed that the combination of these com-
ponents and parameters produce a stable UHD stream. Through a series of trial
and error tests it was discovered that the system could stream live 4K at a wide
range of target bit-rates ranging from 8Mb/s through to 20Mb/s. Anything over
20Mb/s became unstable with random buffering occurring at the client end. FFM-
peg and LibAV both use Adaptive Bit-Rate (ABR) encoding strategies. ABR generates
a smooth stream with a variable output bit-rate based on the content. For example
if the source becomes dark (or black) the packets are smaller than those with com-
plex colour. Constant Bit-Rate (CBR) encoding would encode every packet at the
same rate which wastes bandwidth and computation time. ABR enables one to set
a target rate, effectively a bandwidth limit to the encoding stream.
7.5 Live Ultra-HD Graduation
After a series of small-scale tests to confirm that the workstations and servers could
cope with the workload and would remain consistently stable over long durations
(24, 48 and 72 hour test runs), it was decided that the best way to demonstrate the
effectiveness of the approach was to stream an entire university graduation series
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in Ultra-HD, available globally. The University of Essex graduation week is formed
of 11 ceremonies, lasting up to 2 hours each with a short break between sessions.
Each day sees 3 ceremonies (with the exception of 2 on the last day). The Univer-
sity streams a live HD multi-camera broadcast of each ceremony which is viewed
by a world-wide audience. The University’s Information Systems Services (ISS) de-
partment offered support to enable a Ultra-HD trial to operate alongside the live
HD service. Figure 7.3 shows the camera layout of the main venue. Unlike the HD
service, only one 4K camera was available, restricting the camera placement. The
UHD camera was mounted to a remotely operated pan & tilt head and placed in the
centre of the venue to overcome what would be a fairly uninteresting static shot of
the event. Fortunately the building infrastructure has two SDI lines run to strategic
locations within the auditorium and two control rooms. The UHD camera is a Sony
AX1 camera which outputs the video over HDMI. A BlackMagic HDMI to SDI 4K
converter was required to pass the video through the building to the control room.
The building’s cable run is just within the limits of the 6G-SDI specification enabling
the 4K Graduation test to go ahead.
The SDI signal was routed through three workstations, each responsible for out-
putting one stream. The three streams were set to 8Mb/s, 14Mb/s and 20Mb/s.
The aim was to demonstrate the steps in quality from a HD video stream to a 4K
video stream. 20Mb/s offers much deeper colours and finer encoding at the cost
of higher bandwidth. It was anticipated that most viewers would be watching at
8Mb/s with viewers on site opting to view the higher rate streams. The Ultra-HD
streams proved to be a success with over 300 unique viewers tuning in from 35
countries across the world. The majority of the viewers were from within the UK
(35%), however viewers were watching from Europe, Middle East, Asia, Australia
and America.
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Offering fixed streams where a viewer chooses which stream to watch relies on the
viewer understanding their available bandwidth and is unable to react to changes
in network conditions. Fixed streaming is a simple way of offering a streaming plat-
form, however being able to provide streams where the player can automatically
switch based on client’s available bandwidth is a significant improvement to the
overall experience, especially to end users. The player used in the graduation ser-
vice provided clients with an option to select either 8 Mb/s, 14 Mb/s or 20 Mb/s.
Adaptive streaming is widely used in web-based video platforms for both live and
on-demand content. An adaptive service profiles the connection speed between a
client and the server. The broadcast server will then select the appropriate quality
for the current connection speed. In the case of Adobe Media Server (AMS) and
Woza based-streaming platforms the connection is constantly monitored so that the
stream can react to changes in network quality. The Graduation service used 3 en-
coding workstations to generate 3 streams being handled by an AMS server. To
facilitate adaptive Ultra-HD a powerful 96-core server is deployed to provide live
transcoding. Figure 7.4 shows an overview using a single encoding workstation
providing a high-quality 20 Mb/s stream which is split into the various streams to
support a fully adaptive streaming service covering standard definition (for mobile
viewing) all the way up to Ultra-HD.
The diagram shows an ‘entry server’ which sits within a high-speed network labelled
as a Transcoding Network (TN). The transcoding network can sit within the same
machine or scaled up across multiple machines and even across multiple cloud serv-
ers depending on the available bandwidth. The encoding workstation produces a
single high-quality feed into the RTMP entry server. Each of the transcoding nodes
are then spun-up to pull the feed from the entry server. Each node also contains
an RTMP server which is used to reduce the bandwidth between the entry server
and the transcoding nodes. Each node is configured to transcode a series of sub-
streams and is assigned a target bit-rate and frame size and a limited number of CPU
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Figure 7.4: Adaptive RTMP/HDS Streaming Configuration
cores. Each of the transcoding nodes stream their RTMP video across to the broad-
cast server which then serves the content on to viewers. This approach enables
one workstation to generate all of the require sub-streams necessary for adaptive
delivery.
All RTMP streams are unicast TCP connections which ensures that the video packets
always arrive in the correct order and in time. The broadcast server relies on the TCP
protocol to guarantee that the packets are in-order for te seamless rate switching.
The drawback to unicast connections is that each transcoding node will request a
new copy of the 20Mb/s feed which increases the load on the network infrastructure
within the transcoding network. In the experiments a range of servers were utilised
as transcoding servers ranging from 16-core workstations up to 96-core enterprise
servers. The broadcast server used during the Graduation service has 24-cores and





Experimentation identified resolution as a critical limitation of vision-based systems.
Transmitting Ultra-HD imagery is an extremely computationally expensive task. The
results of the Graduation broadcasting experiments demonstrate that 4K-UHD can
be transmitted live over TCP/IP using H.264 encoding at a range of data rates scaling
from 8Mb/s – 20Mb/s just within the range of existing wireless networks. Adaptive
delivery methods enable a client to keep up with the live feed even in dynamic
and variable bandwidth environments. Although the work proves that 4K can be
transmitted using H.264, the computational demands are too high for a robotic
platform. Newer research-grade aircraft such as the AscTec Pelican feature Intel i7
processors with USB3.0 support which could lead to the possibility of transmitting
UHD from the air using the newer H.265 standards. The newer encoders require
less bandwidth, making them more suited to transmitting Ultra-HD imagery over




One of the principal aims of this thesis has been to understand the challenges of
deploying visual 3D reconstruction techniques, namely Structure from Motion, in
robotic systems. The thesis so far has tackled the individual components, target-
ing key areas which would make them more suited to an autonomous system. This
chapter combines all of the previous findings into a single system to perform a com-
plete remote 3D reconstruction. Given the results seen previously, can the compon-
ents work together to produce a vision-only robotic control system with the goal of
reconstructing an unknown environment?
8.1 Experimental Set-up
Continuing on from the custom implementation of the robotic communication sys-
tem in section 6.2.2, the prototype system is formed of three core components: an
aerial observer, ground vehicle and a Ground Control Station (GCS). The ground
control station forms the main hub of the system as it receives positioning inform-
ation from the aerial systems and in turn passes this information to high-level path




The ‘position feedback’ module within the GCS forms the core backbone of the over-
all system. This receives live position data from the aircraft handler alongside Vicon
pose data. The Vicon motion capture system is used to record the ground truth for
later analysis and is not used during the live work. An arbitrary anti-clockwise cir-
cular path was generated to drive the ground vehicle, monitored by the aircraft’s
visual tracking.
A method for identifying and locating robots using fiducials was presented earlier in
Chapter 6, whereby QR codes are attached to the upper surface of ground vehicles
and targets. However, the working altitude is limited by the optical resolution of
the video feed transmitted from the aircraft. In the case of both the Parrot AR2 and
Parrot Bebop the maximum working altitude is just over 1 metre from the 170mm
target used in previous experiments. Increasing the size of the QR code to 370mm to
match the width of the vehicle provided only a small increase in working altitude.
The height of the camera system directly impacts the working area in which the
ground vehicle can operate. Using the larger QR offers a working area of 4.1m ×
2.2m, too narrow a space in which to move the ground vehicle. To enable aerial
tracking from a UAV at a sensible altitude, an alternative solution is used to aid QR
tracking by tracking a border colour. The QR codewas surroundedwith a bright pink
border with a second square located at the centre of rotation, as seen in figure 8.1a.
this enables the aircraft to track the pose and location of the ground vehicle in real-
time beyond the QR readable altitude.
One approach to overcome the given hardware limitations would be to use the QR
for vehicle and target identification when the aircraft flies at a low, ‘inspection’, alti-
tude. Once the target and ground vehicle are identified, the aircraft then uses refer-
ence colours for colour tracking, enabling the aircraft to rise up to an ‘operational’
altitude and providing a significantly larger working area on the ground. In these
experiments, testing revealed that using the colour tracking approach increased the
visible ground work area to 6.3m × 3.5m whilst maintaining a stable lock on the
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(a) Tracking Target: QR and Colour Border (b) Bebop fixed to a static altitude of 3m
Figure 8.1: Air & Ground Vehicle Set-up
target vehicle. For the purpose of these experiments, the aircraft was mounted on
a camera crane as seen in figure 8.1b and therefore the visual processing module
within the aircraft handler used only the colour tracking method to provide the loc-
ation and pose of the ground vehicle. The working altitude of the aircraft remained
fixed at 3m.
In previous work the ground vehicle was controlled using ROS with the aid of ROS-
ARIA, a ROS bridge module which provides control to the Pioneer 3-AT (P3-AT).
ROS is no longer used in this work as discussed earlier and thus a custom controller
was written with the aid of the ARIA SDK framework to drive the vehicle in either
manual (direct operator control) or autonomous mode, wherein the vehicle will
drive to a given waypoint using the pose information provided from the ground
control station. The controller requires a stable, regular stream of data from the
GCS in order to smoothly drive autonomously. During development it was observed











Figure 8.2: ATLAS Ground Vehicle — Component diagram
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hardware: the robot experienced frequent drops in connection due to the congested
nature of the institution’s wireless infrastructure, even with a dedicated wireless
access point to the point where standard SSH (remote terminal connection) was
experiencing packet loss. Using an Xbee wireless 2.4GHz serial module enabled a
stable link to be maintained between the on-board computer and the ground control
station. The Xbee modules provide a simple serial tunnel running at a baud rate of
115200 bits per second. The ground vehicle was able to navigate autonomously to
waypoints even with a complete wireless connection drop, thanks to the dedicated
wireless serial link. A watchdog was implemented into the ground vehicle to stop it
if the data stream from the GCS suddenly stopped, to prevent a ‘run away’ or crash
of an out-of-control vehicle.
Thewhole system uses a redesigned communication protocol based off of the control
protocols used in Chapter 6. The system has been extended to work over TCP, UDP
or serial link. The protocol uses JSON to exchange the messages and is grouped to
ensure consistent transmission. The serial link can be flooded, whereby the packets
collide and cause sync errors. The protocol has been tuned to fire every 50ms;
this serves two purposes, the first being that all of the variables are transmitted
in one block and the second is that the messages act as a timing pulse, akin to a
‘heartbeat’, whereby the connection can be monitored based on the frequency of
packets. Should there be a link error, then the system can react before waiting on
an OS-level link error to be presented. Table 8.1 describes the messaging protocol
between the GCS and the ground robot. The messages are transmitted at a rate of
20 Hz. Table 8.2 shows the message structure transmitted from the Bebop controller
to the control station. In the trails the applications run on the same workstation,
however they could be run across multiple machines via an Ethernet or wireless
connection.
The first version of the messaging protocol was designed to be fully event-driven,
with messages being sent on demand. Messages were prefixed with a series of
keywords to trigger actions, such as {ABS x000 y000 rz000} to update the global
position. This method caused significant overhead due to unscheduled message tim-
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Table 8.1: Inter-Control Communication Protocol: Ground Vehicles
Key Data Type Description
SMBL Boolean Left Mouse Trigger (Used to enable/disable motors)
SMBR Boolean Right Mouse Trigger (Used for Emergency Stop)
LinX JSON Number Manual drive, motor speed (forward)
RotZ JSON Number Manual drive, rotation amount (+/-)
Px JSON Number Vehicle pose, x
Py JSON Number Vehicle pose, y
PrZ JSON Number Vehicle rotation, rZ
WPCx JSON Number Current waypoint, x
WPCy JSON Number Current waypoint, y
WPNx JSON Number Next waypoint, x
WPNy JSON Number Next waypoint, y
Table 8.2: Inter-Control Communication Protocol: Aerial Feedback
Key Data Type Description
GV1x JSON Number Ground vehicle 1 pose, x
GV1y JSON Number Ground vehicle 1 pose, x
GV1r JSON Number Ground vehicle 1 rotation, r
GV2x JSON Number Ground vehicle 2 pose, x
GV2y JSON Number Ground vehicle 2 pose, x
GV2r JSON Number Ground vehicle 2 rotation, r
T1x JSON Number Capture target 1 pose, x
T1y JSON Number Capture target 1 pose, x
T1r JSON Number Capture target 1 rotation, r
120
CHAPTER 8. SYSTEMS INTEGRATION
ing and often resulted in the messaging stack collapsing due to timings and serial
collisions. The revised version, shown in tables 8.1 and 8.2, transmit the full para-
meter set in one message, utilising mutexes to ensure consistency and prevent the
stack from crashing. The updated methods also result in clearer, more concise C++
code due to the message packing with JSON. Listing 8.1 shows the readablity of
the syntax. This is called every 50ms by the communication thread to transmit the
required data down to the ground robot.
Listing 8.1: Transmitting with JSON Messages
1 // Generate a JSON s t r i n g from the cur ren t data
2 json11 : : Json jsonObject = json11 : : Json : : object
3 {
4 { "SMBL" , m_smButtonL } ,
5 { "SMBR" , m_smButtonR } ,
6 { " LinX " , m_manualDriveLinear } ,
7 { " RotZ " , m_manualDriveRotation } ,
8 { " Px " , m_latestPose . x } ,
9 { " Py " , m_latestPose . y } ,
10 { " PrZ " , m_latestPose . r } ,
11 { "WPCx" , m_currentWayPoint . x } ,
12 { "WPCy" , m_currentWayPoint . y } ,
13 { "WPNx" , m_nextWayPoint . x } ,
14 { "WPNy" , m_nextWayPoint . y } ,
15 } ;
16
17 // Send JSON St r ing
18 m_comms . send (jsonObject . dump () ) ;
8.2 Results
Figure 8.3 shows the motion of the ground vehicle driving under autonomous con-
trol using only the pose information provided by the aircraft handler. The GCS
defined a circular path about the centre of the aircraft’s camera. A Vicon 3D motion
capture system recorded the true motion of the vehicle as it navigated the path. To
facilitate more complex path-planning techniques in future work, the ground vehicle
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(a) Visual Pose Tracking










(b) Vicon Ground Truth
Figure 8.3: Visual Ground Vehicle Position Tracking
receives only its current pose, its last waypoint and its next waypoint: the robot has
no knowledge of the intended path. More sophisticated control algorithms such as
PID or fuzzy logic controllers could be implemented to produce a smoother motion
about the arc. However, for a simplistic controller, the robot is able to drive in a
circle around the environment based purely on commands generated by the drone’s
view of the environment.
The ground vehicle was fitted with a GoPro HD camera which provides a live view of
the motion. The live video frame extraction process described earlier in Chapter 5
was used to convert the incoming video into individual frames. The run took 1.5
minutes to complete, which would produce 93 frames if all frames are used prior
to filtering. With such a small number of frames, a full dense reconstruction is
possible within 45 minutes on a high performance mobile workstation equipped
with a quad-core i7 (with hyper threading providing 8 logical cores). Figure 8.4
shows the resulting ‘ultra’ quality model produced using AgiSoft PhotoScan. The
model contains 13.1 million 3D RGB points. Figure 8.5 shows the resulting point-
cloud from above as would be seen from the aircraft. The white patch of missing
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Figure 8.4: Completed Dense Reconstruction
data located just off-centre of the arena shows where the robot circled under the
control of the aircraft. The model reveals the circular nature of the robotics arena
which has been used throughout the experimental verification chapters of this thesis.
The point cloud still requires further processing to reveal a clear model of the en-
vironment. In previous chapters this process was done manually within the recon-
struction software packages. However, through the use of the Point Cloud Library
(PCL) [150] and CloudCompare [108], the dense point cloud was refined using a
Statistical Outlier removal Filter (SOF) which reduced it to 12.6 million 3D RGB
points and revealing a more detailed model of the capture environment, as seen in
Figure 8.6.
The ‘clean’ dense point cloud provides a high degree of detail. There is a wide
range of 3D data storage formats ranging from a simple X,Y,Z,R,G,B csv-style format
through to more complex storage formats such as the Polygon File Format (.PLY),
an open geometry definition file format (.OBJ), to application-specific formats such
as AutoDesk Drawing Exchange Format (.DXF), and 3D Studio Max (.3D3). The
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Figure 8.5: Experimental Overview
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Figure 8.6: Dense Reconstruction After SOR Filtering
decision on which file format to export to depends on the target application. The
simple XYZRGB format works well in robotic applications as there is no requirement
for any of the extra information that is typically stored in the more advanced file
formats. Some 3D reconstruction software, such as AgiSoft’s PhotoScan, supports
exporting to 3D PDF which enables models to be shared with non-technical users,
although a 3D PDF is useful only for visualisation. A 3D reconstruction can also be
printed via specialist 3D printers, however these devices require the point cloud to
be converted to a solid mesh before being accepted by the printing systems. Cloud-
Compare and other PCL-based tools enable designers and engineers to convert 3D
point clouds into meshed-objects. Figures 8.7 and 8.8 show the conversion from the
clean dense point cloud through to a meshed model of the robotics arena.
Further post-processing techniques such as Laplacian smoothing for noisy meshes
[151,152] can be applied to these mesh outputs to reduce noise, yielding a cleaner
output. This can be seen when comparing the top-down view of the meshed models
before (figure 8.8) and after the filter has been applied (figure 8.9).
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Figure 8.7: 3D Mesh generated from point cloud data
Figure 8.8: Top-down view
126
CHAPTER 8. SYSTEMS INTEGRATION




This chapter has presented a vision-only robotic solution capable of creating a 3D
reconstruction of an unknown environment. The system utilises work from previous
chapters to support the aerial observation and frame selection strategy. Although
the aircraft remained static during the experiment, the ground vehicle was autonom-
ously controlled using the positioning data provided by the aircraft’s camera feed.
A strategy for overcoming the altitude limit imposed by the stream resolution in-
creased the ground work area by a factor of 1.5. The software components com-
municate over local serial pipes and the ground control system communicates over
dedicated hardware with the ground robot to overcome the difficulties experienced
when working with standard wireless networking hardware. Each of the vehicles
can operate independently of the system whilst being able receive commands to
contribute to the collaborative mission. The whole system has been implemented in
C++ and is formed of 10,277 lines of code across three core applications: a drone
handler (5,377 lines), robot controller (833 lines) and the central mission controller
(4,067 lines), taking approximately six months of intensive development work to
complete. The 3D models generated in this chapter show a successful reconstruc-
tion of the robotics arena. The modelling is taken to the next stage by converting
the point cloud in to a meshed model. The meshing stages are beyond the scope of
this thesis, as a meshed model is not necessary for robotics.
The next chapter draws the thesis to a close, reviewing the research that has been





This chapter draws the thesis to a close through a discussion of the key elements
of the work with reference back to the relevant literature and research objectives.
Section 9.1 discusses the main research, followed by a discussion on the limitations
of this work in Section 9.2. Section 9.3 presents ideas for future work which would
build upon the research presented in this thesis. Section 9.4 provides some closing
remarks.
9.1 Discussions
The primary aim of this work has been to address the practicalities of using 3D recon-
struction techniques in robotic applications. The literature discussed in Chapter 2
demonstrates that 3Dmodels have an important role to play in a range of disciplines,
from medicine through to engineering. A wide range of sensors has been discussed,
ranging from active ones which involve sending out a signal into the environment
and measuring its response, through to passive sensing which merely observes the
environment. This thesis looked specifically at modelling the real world through
the use of computer vision, in particular using Structure from Motion, a monocular
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passive 3D sensing technique. The literature review then focused on the relevant
robotics aspects which would be necessary in developing a collaborative robotic
capture platform, discussed in Chapters 6 and 8.
Though this is at first a seemingly large task, once the layers are peeled back and the
individual elements exposed, it can be seen that vision-based reconstruction systems
can provide detailed and accurate models of the real world. The experimental res-
ults presented in Chapter 3 confirm the theory of Structure from Motion. Structure
from Motion is a well established algorithm, so algorithmic advances have not been
a focus of this work; rather the aim has been to understand practical issues of us-
ing Structure from Motion and obtaining imagery for 3D reconstruction. Chapter 4
followed on from the controlled experimental work presented in Chapter 3 by ap-
plying real-world imagery through a series of 3D reconstruction tasks of increasing
complexity. The initial experiments verified the accuracy of the reconstruction tech-
nique, confirming that a Structure fromMotion based reconstruction is correct up to
an unknown scale factor. Once a known dimension is applied to the resulting mod-
els, a full set of measurements can bemade by scaling the full model. The large-scale
experiments such as the university buildings and Elmstead’s church highlight some
of the drawbacks of Structure fromMotion, in that the large numbers of frames lead
to significant increases in processing times: even with the aid of powerful compu-
tational graphics cards the church took over two weeks to produce the final results.
The work thus far has shown that high quality, and even photo-realistic modelling,
is possible with the selected methods; however work is required to make 3D recon-
struction feasible in a more timely fashion.
In an attempt to reduce the computational cost of Structure from Motion, a more
intelligent frame selection algorithm was devised [4] in Chapter 5. The frame selec-
tion algorithm seeks to make video sources suitable for application in 3D reconstruc-
tion. Frames extracted from video often present a range of technical faults, making
them unusable in Structure from Motion. These flaws include large numbers of
identical images (where a camera is stationary), sudden movement with varying
baselines and blurring caused by movement. To tackle these problems a multi-stage
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approach of filtering has be created. The first of these is to reject any blurred frames
with the aid of the variance of the Laplacian. Each frame is then sub-sampled (for
speed) beforemeasuring the coherence between frames using feature-matching akin
to the methods used in Structure from Motion. This produces a mechanism that al-
lows useful frames to be identified in real time. This novel approach also benefits
users of existing / commercial 3D reconstruction systems by allowing them to use
video cameras as capture sources.
Attempting to understand and solve the problems associated with remote recon-
struction has driven this research in a variety of areas including parallel / distributed
computing, Ultra-HD video streaming, 3D modelling and robotic control systems.
Each of these research areas seemed at first to be isolated from each other, yet as
the project progressed and the components began to take shape it became clear
that the fields of computer vision, graphics and robotics are intertwined together
and provide an array of exciting research opportunities.
The models produced throughout this thesis demonstrate the level of detail that
can be recovered from purely 2D imagery. Robots often have access to specialist
sensors such as scanning lasers, depth sensors and GPS to provide accurate inform-
ation about the environment and their own locations within it. Using vision alone
offers new approaches to localisation in environments where external sensors are
unavailable or blocked (as in the case of GPS). Vision-only is not a replacement
to these sensors though experiments in Chapter 8 demonstrate that a vision-only
system remote robotic 3D reconstruction system is feasible in princliple, and high
quality models are possible, however using the cameras in real drones to locate and
identify ground robots is difficult.
The nature of current robotics means that the 3D reconstructions must be done off-
robot, but moving imagery from real robots using real wireless networks is a major
problem. Getting live HD (720p) footage from robots to processing workstations
proved to be extremely difficult. Even in the case of working with the Parrot Bebop,
which features a 1080p sensor, the actual live images received over the live link top
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out at 640 × 350 pixels. A change in networking hardware from 2.4GHz (up to
450Mb/s or 600Mb/s) to 5GHz (up to 1300Mb/s) wireless slightly improved the
frame quality but not its resolution. A 4K camera can provide over four times the
resolution of the HD cameras; but transmitting these large frames requires a vast
amount of processing. Working with ultra-high resolutions such as the images from
4K video sources led to the investigation of real-time streaming of live Ultra-HD
using existing technology as the newer HEVC (H.265) codecs had not been fully
developed at the time of experimentation. The work presented within chapter 7
defined a method of live streaming 4K-UHD video using H.264 and RTMP streaming
protocols. The method showed that a latency as low as 4 seconds could be achieved
at a range of bit-rates from 8 to 18Mbps. While this is too slow for live robot control,
these images can be used for building detailed 3D models.
Until this research [2], a global web-based Ultra-HD H.264 broadcast had not been
attempted before, leading to the publication at the International Broadcast Con-
vention in 2014. The newer HEVC encoders/decoders should give a significant
improvement in video coding and will eventually filter down to the lower power
devices needed for robotics. The most significant challenge faced when working
with high resolution content is the high computational demand on the hardware.
The hardware used in the 4K broadcasts would be impractical on a mobile platform.
Live high resolution video encoding proved to be unsuitable for use on a robotic plat-
form such as the ground vehicles and impossible on a small air vehicle: the encoding
process requires an Ulta-HD (or Quad-Full HD, QFHD) capture card and powerful
CPUs. In the live broadcasting of the University’s graduation events we actually
warped two of the 4K capture cards due to the intense heat being generated by the
high-end workstations.
The Robotic Operating System, ROS, is a popular choice amongst robotic research-
ers due to large number of modules which can connect to the architecture to enable
prototyping for new systems. ROS aims to be a generic framework which enables
researchers to focus on specific tasks and then utilise pre-made software compon-
ents such as path planning, positioning, low-level motor controllers, etc. to make
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the rest of the robotic system. In principle this is an attractive system; however in
practice the publish / subscribe model is poorly matched to a distributed system.
The ROS network can work across real networks but require high-bandwidth Eth-
ernet links. The systems developed during this work through chapters 6 and 8 use
a custom protocol which works over TCP, UDP or serial links. The crucial advantage
to this approach is that a tuned message can be exchanged across software applica-
tions either collectively on a single workstation (Bebop Driver Mission Control)
or across multiple machines (Mission Control Ground Rovers (ATLAS)). This ap-
proach loses the flexibility of working with other external components in a simple
manner, but gains the advantage of working with bespoke, fit-for-purpose function-
ality. The author recognises that ROS is a growing resource and that, in time, will
overcome these issues; however until the ROS messaging system can be throttled
and managed effectively for distributed control, a bespoke solution such as the one
developed here will remain more suited to collaborative robotics applications em-
ploying wireless networks.
The 3D reconstructions performed in this work have been centred on ground and
air vehicles with a core focus on the vision systems alone. There are other areas yet
to be explored with this technique, underwater applications being the most obvious
area (i.e. covering land, air and sea). Underwater vehicles pose a new series of con-
straints for a vision system such as lowlight, reduced visibility and sparse features.
All of these factors add a new dimension to the application of computer vision for
remote reconstruction.
9.2 Limitations
Structure from Motion is an extremely computationally expensive task requiring
high quality imagery to be captured before processing. There are strict require-
ments relating to the motion of the camera: images must be captured with suitable
translation and rotation between frames. These restrictions impose rules for nav-
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igating a capture agent (ground vehicle) about an unknown environment, which is
challenging as the shape of the environment influences the capture path.
The large-scale system presented in Chapter 8 makes the assumption that the aerial
feed is stable and static above the target throughout. Although a rolling average is
used to filter the live positioning data from the aircraft, the system does not account
for any movement of the aircraft. A more mature system would need to account
for the motion of the aircraft to compensate the offset in ground position. The
likelihood is that sensor fusion would achieve this, in that IMU data from the aircraft
would need to be calculated to add an offset to counter the drift of the aircraft.
Image quality was ultimately responsible for not being able to identify QR Codes or
their respective ‘finder’ patterns. The distinct shape of the finder patterns become
severely distorted and unable to provide location / pose information. A limitation
of this experiment work is that other fiducials were not explored. A new experi-
ment could have been devised to assess a range of fiducials, from simple coloured
shapes through complex structures. Other targets may be easier to read from a low
resolution feed than the complex QR code.
Another limitation of this work is the resolution of the imagery explored. The work
explores the use of digital cameras ranging from Full-HD (1920 × 1080 pixels)
through to 4K and 5K pixel stills. The Structure from Motion experiments within
Chapter 4 did not explore the use of low resolution sources such as VGA cameras
or standard web cameras. Web cameras were initially tested but proved to be far
too blurry as soon as any motion was introduced, and therefore discarded and ex-
periments began with HD or better sources. In any case, high resolution camera
sources are necessary to produce detailed and accurate 3D reconstructions; low res-
olution cameras such web cameras and small first person view (FPV) cameras do




The bigger research question that sits at the heart of this work is to close the loop
between sensing the real world through vision and the path-planning and SLAM
systems. Other technologies such as LiDAR and RGB-D sensors enable robotic plat-
forms to autonomously wander and explore unknown environments. Through this
work it can be seen that although Structure from Motion produces detailed mod-
els and accurate information, the lack of scale and the significant processing time
prevent it from being deployed on robotic platforms in the application of explor-
ing remote unknown environments in its current form. Advances in hardware are
enabling faster reconstructions, especially with the aid of general purpose graphics
cards (GPGPU). Structure from Motion is not yet able to provide real-time inform-
ation, though alternative approaches such as Visual SLAM and derivatives are nar-
rowing in on live 3D telemetry. Once 3D reconstruction is available near real-time
it can be integrated to close the loop between sensing, modelling and reacting to
the modelled environment. Vision-only systems are not yet a drop-in replacement
for sensing approaches such as LiDAR, however hopefully through this work it can
be seen that computer vision is fast closing in on that complex goal and will soon
be up to the task.
A new research question that arises from this work is can Structure from Motion be
redesigned to take advantage of cloud-based and distributed processing? Throwing
more resources at the task does make a difference to the processing time, so by re-
designing the processing pipeline can one distribute the workload across a network
of machines to enable near video-rate modelling? Additionally with the rise in GP-
GPU programming could the entire Structure from Motion system be implemented
on the GPU? Computational GPUs are exceptionally powerful and are being used
extensively in machine learning applications. Given the complex nature of Structure
from Motion and the vast number of repetitive calculations could SfM on a GPGPU
be the key to real-time modelling?
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Throughout this work, the robotic platforms have remained standard commercial
devices. Both the aerial and ground vehicles are stock products which have not
been modified for the purposes of this work. An interesting research avenue could
open up with the aid of more powerful unmanned aerial systems with on-board
computation capabilities such as an AscTec Firefly or Pelican which feature a full
Intel i7-based on-board computer with USB3.0 support. These larger aircraft have
longer operational times and more sophisticated flight controllers which enable the
aircraft to be used in computer vision and SLAM tasks. An area which has not been
explored within this thesis is utilising the processing whilst in the air. Processing on
the aircraft removes the need to transmit full quality imagery down to the ground
control system and produce accurate positioning information from the raw uncom-
pressed video data. Working with larger UAS’s also has the advantage of being able
to attach higher resolution sensors such as 4K cameras given the larger payload
capabilities; potentially enabling higher operational altitudes.
9.4 Concluding Remarks
Virtual and augmented reality systems are changing consumer markets, as these
technologies become more refined and more widely used through consumer-level
devices such as the Oculus Rift, PlayStation VR, HTC Vive, Google Cardboard, and
Microsoft HoloLens, to name just a few of the key players. 3D reconstruction will
play a significant role in these systems, especially in the area of augmented reality
where the need to accurately and reliably map the virtual objects into the real-world
are more demanding than enclosed virtual reality headsets. This work was driven
by the desire of applying visual reconstruction in robotic applications. Simultaneous
Localisation and Mapping (SLAM) is a well-established problem in the field of ro-
botics. SLAM imposes time-bound constraints to enable application within on-line
navigation systems. Although a well-established challenge, it is a non-trivial task
which is enhanced by computer vision systems and approaches. 3D point-clouds
such as those seen in this research and those of other 3D mapping systems provide
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a model of the environment which could be used by robots in their path-planning
and mission control modules.
The work has clearly shown that there is potential for a vision-only robotic recon-
struction platform. In real-world applications the on-board sensors would be used to
compliment the visual systems. Sensor fusion is an important part of modern robotic
development and potentially holds the key to real-time visual 3D reconstructions.
The big picture which inspired this research sees a collaborative team of robotic
platforms travelling out into an unknown environment, whether that be a room or
and entire complex, and work together to provide a live 3D model which can be
used by operators to fulfil higher-level decision making tasks such as those found in






There are some mathematical proofs which are needed to help understand the al-
gorithms explained in the thesis, especially in chapter 4. This chapter will cover
these blocks of maths.
A.1 Skew Symmetric Matrix
The essential matrix is defined by equation 3.13. This equation introduces a new
notation of t which is expressed in a skew symmetric matrix. A vector cross product
also can be expressed as the product of a skew-symmetric matrix and a vector. Given













The first step is to find the product of ~a and ~b. This can also be expressed as the
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union of a ∧ b which gives a matrix determinate as seen below in equation A.3. xˆ ,







Thus multiplying out gives:
~a× ~b =
ay bz − azbyazbx − ax bz
ax by − ay bx
 (A.4)
Now that the answer for ~a x ~b is known the next step in the proof is to verify that




















−azby + ay bzazbx − ax bz
−ay bx + ax by
 (A.6)
Rearranging the result of A.6 completes the proof that a skew symmetric matrix
representation of the vector a.
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