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Abstract
In this note we revisit a classical criterion obtained by Gantmacher and Krein for determin-
ing when a totally nonnegative matrix is actually oscillatory. A new proof of this criterion is
presented by incorporating bidiagonal factorizations of invertible totally nonnegative matrices
and utilizing certain associated weighted planar diagrams.
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1. Introduction
Motivated by their investigations into oscillations of mechanical systems Gantm-
acher and Krein were led to define an important class of matrices, called oscillatory
matrices. An m× n matrix A is called totally nonnegative (resp. totally positive) if
every minor of A is nonnegative (resp. positive). An n× n totally nonnegative matrix
A is called oscillatory if some positive integral power of it is totally positive.
In their monograph [9], Gantmacher and Krein laid the groundwork for the spec-
tral theory of oscillatory matrices. In particular, they proved that every oscillatory
matrix must have distinct positive eigenvalues, and they worked out numerous
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interesting properties regarding the eigenvectors, including the number of sign
changes among the components of each eigenvector.
Totally nonnegative matrices have now solidified their place in mathematics and
continue to appear in nearly all branches of mathematics (see [10] and see also
[1,13]). In fact, within the past year a revision of Gantmacher and Krein’s original
monograph [9] was published by the American Mathematical Society.
For the past 25 years it has become apparent that factorizations of totally nonneg-
ative matrices is an extremely important and an increasingly useful tool for study-
ing this class of matrices (see, for example, [4,8,11,12,15]). Further, factorizations
of totally nonnegative matrices into elementary bidiagonal matrices (see definition
below) have naturally provided a key link between an algebraic viewpoint of this
class and a slightly broader combinatorial aspect (see also [2,4,8]).
One of the key results in [9] was a straightforward criterion for deciding if a given
totally nonnegative matrix was indeed oscillatory. A motivation for this criterion
comes naturally from positive definite tridiagonal matrices, which essentially are
model examples for oscillatory matrices.
Theorem 1 (GK, Criterion for being oscillatory). An n× n totally nonnegative mat-
rix A = [aij ] is oscillatory if and only if
(i) A is nonsingular and
(ii) ai,i+1 > 0 and ai+1,i > 0 for i = 1, 2, . . . , n− 1. (1)
An appealing feature of this criterion is its simplicity. Unfortunately, its proof––
that appeared in [9]––requires a significant amount of sophistication. Moreover, as
presented in [9] their proof makes use of some minor technical results. For example,
they needed to define a new type of submatrix referred to as quasi-principal to facil-
itate their analysis. It is noted that part of the purpose of examining quasi-principal
submatrices was to verify the additional claim that if A is an n× n oscillatory matrix,
then necessarily An−1 is totally positive. Again the fact that the (n− 1)st power
is shown to be a so-called critical exponent was also hinted by tridiagonal totally
nonnegative matrices, as the (n− 1)st power of an n× n tridiagonal matrix is the
first possible power in which the matrix has no zero entries.
The intention of this note it to shed new light on this classical criterion by incor-
porating bidiagonal factorizations of totally nonnegative matrices as a device for
reproving this important result. Along the way we will focus on certain key ideas,
which will lead to a new proof that is more combinatorial in nature. Moreover, part
of the purpose here is to reinforce the growing importance and utility of bidiagonal
factorizations of totally nonnegative matrices. It is worth noting here that a more
general notion of oscillatory was defined recently in [5], which grew out of existing
work by Fiedler and Markham (see [6,7]). This framework was also based on bi-
diagonal factorizations, but in such a general setting the elegant structure of totally
positive matrices is clouded.
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2. Planar networks, bidiagonal factorizations, and total nonnegativity
In 1952, Whitney [15] (a student of Schoenberg) proved a factorization result
which represents (although she did not realize it at the time) a key contribution to
what is now known as an elementary bidiagonal factorization of totally nonnegative
matrices. Her result implies that under a particular elimination scheme and assuming
no accidental cancellation (although this turns out not to be a difficult issue, see [3]),
one can reduce a totally nonnegative matrix to an upper triangular totally nonnegative
matrix. Applying similar reasoning to the transpose of the resulting upper triangular
matrix produces a factorization of A in terms of (totally) nonnegative bidiagonal
matrices. Such a factorization is called an elementary bidiagonal factorization of A.
Here Ek(α) = I + αEk,k−1, with Eij being the elementary standard basis matrix
whose only nonzero entry is a one in position (i, j). We may shorten Ek(α) to Ek
in the event that α is not important. We assume throughout that all matrices are
square.
Theorem 2. Let A be an n× n nonsingular totally nonnegative matrix. Then A can
be written as
A= (En(lk)En−1(lk−1) · · ·E2(lk−n+2))(En(lk−n+1) · · ·E3(lk−2n+4)) · · ·
(En(l1))D(E
T
n (u1))(E
T
n−1(u2)ETn (u3)) · · · (ET2 (uk−n+2) · · ·
ETn−1(uk−1)ETn (uk)), (2)
where k =
(
n
2
)
; li , uj  0 for all i, j ∈ {1, 2, . . . , k}; and D is a positive diagonal
matrix.
One of the tools used in [8] is a representation of a bidiagonal factorization in
terms of planar networks, which is well known; see [2]. An n× n diagonal matrix
diag(d1, d2, . . . , dn) is represented by the diagram on the left in Fig. 1 while an
elementary lower (upper) bidiagonal matrix Ek(l)(ETj (u)) is the diagram middle
(right) of Fig. 1.
Each horizontal edge of the last two diagrams has a weight of 1.
Let A be an n× n real matrix, and let α, β be nonempty ordered subsets of
{1, 2, . . . , n}, both consisting of strictly increasing integers. Then A[α|β] denotes
the submatrix of A lying in rows indexed by α and columns indexed by β. If, in
addition, α = β, then we abbreviate the principal submatrix A[α|α] to A[α]. We use
detA to denote the determinant of a square matrix A. For brevity, we denote the class
of totally nonnegative (resp. positive) matrices by TN (resp. TP).
It is not difficult to verify that if A is a matrix represented by any one of the dia-
grams above, then detA[{i1, i2, . . . , it }|{j1, j2, . . . , jt }] is nonzero if and only if in
the corresponding diagram there is a family of t vertex-disjoint paths joining the ver-
tices {i1, i2, . . . , it } on the left side of the diagram with the vertices {j1, j2, . . . , jt }
on the right side. Moreover, in this case this family of paths is unique and detA[{i1,
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Fig. 1. Diagrams.
i2, . . . , it }|{j1, j2, . . . , jt }] is equal to the product of all the weights assigned to the
edges that form this family.
Now, given a product A = A1A2 · · ·Al in which each matrix Ai is either a diag-
onal matrix or an elementary (upper or lower) bidiagonal matrix, a corresponding
diagram  is obtained by concatenation left to right of the diagrams associated
with the matrices A1, A2, . . . , Al . Then the Cauchy–Binet formula for determinants
applied to the matrix A above implies the following important and tremendously
useful fact, which is sometimes also referred to as Lindstrom’s Lemma. For index
sets α = {i1, i2, . . . , it } and β = {j1, j2, . . . , jt }, consider a collection P(α, β) of all
families of vertex-disjoint paths joining the vertices {i1, i2, . . . , it } on the left of the
diagram  with the vertices {j1, j2, . . . , jt } on the right. For π ∈ P(α, β), let w(π)
be the product of all the weights assigned to edges that form a family π . Then
detA[α|β] =
∑
π∈P(α,β)
w(π).
Theorem 2 implies that every invertible TN matrix can be represented by a
weighted planar diagram constructed from building blocks as in Fig. 1. More general
weighted planar digraphs can also be associated to TN matrices (see, e.g. [2]).
Often we may interchange the notions of bidiagonal factorizations and planar
diagrams when dealing with various properties of TN matrices. In particular, we will
often think of a TN matrix by merely representing it as a general planar network.
Given such a correspondence, we can recast Theorem 2 and other related results in
terms of planar networks.
Theorem 3. If  is a planar network corresponding to (2), then:
1. The associated matrix is nonsingular and totally nonnegative if and only if all the
parameters are nonnegative and all di > 0.
2. The associated matrix is totally positive if and only if all the parameters are
positive and all di > 0.
For α ⊆ {1, 2, . . . , n}, α = {α1, α2, . . . , αk}, 0 < α1 < α2 < · · · < αk  n, the
dispersion of the index set α is d(α) = αk − α1 − k + 1. The intent is to roughly
measure how spread out the index set is relative to {1, 2, . . . , n}. If d(α) = 0, then
the index set α is called a contiguous index set, which we may shorten to just
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contiguous. If α and β are two contiguous index sets with |α| = |β| = k, then the
minor detA[α|β] is called initial if α or β is {1, 2, . . . , k}.
A noteworthy connection between initial minors of a nonsingular totally nonneg-
ative matrix A and the parameters that make up the bidiagonal factorization (2) of
A is that these parameters li , uj , and dk can all be expressed as ratios of products
of (at most two) initial minors of A. Consequently, if all of the initial minors of A
are positive, then all of the parameters in (2) are positive, which in fact implies that
A is totally positive (see also [8,11,12]). We summarize the above comments in the
following statement.
Theorem 4. If all initial minors of A are positive, then A is TP.
In the event it is known that A is TN, positivity of a smaller set of minors is
sufficient for total positivity (see Theorem 6 below and see [11] for a proof in the
square case, and see also [14] for an alternative proof). We present a proof using
bidiagonal factorizations for completeness.
Definition 5. An upper right (lower left) corner minor of A is one of the form
detA[α|β] in which α consists of the first k (last k) and β consists of the last k (first
k) indices, k = 1, 2, . . . , n.
Recall that Fischer’s inequality states that for any totally nonnegative matrix A
and any index set α ⊂ {1, 2, . . . , n}
detA  detA[α] detA[αc],
where αc denotes the complement of α relative to {1, 2, . . . , n}.
Fischer’s inequality was originally proved in [9, p. 131] for TN matrices. Here is a
proof that uses the bidiagonal factorization for TP matrices. It is sufficient to assume
that A is TP, since the TP matrices are dense in the TN matrices, and the determinant
is a continuous function of the entries in a matrix. Fix an index set α, and factor A
as in (2). By the Cauchy–Binet identity and the fact that each elementary bidiagonal
matrix has ones on the main diagonal we have
detA[α] detA[αc]
= (detD[α] + (nonnegative terms))(detD[αc] + (nonnegative terms))
 detD[α] detD[αc] = detD = detA.
Theorem 6. Suppose that A is TN; then, A is TP if and only if all corner minors of
A are positive.
Proof. It suffices to verify that the corner minors are sufficient. Since A is non-
singular and totally nonnegative A can factored as in (2), where the parameters li
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Fig. 2. Diagram corresponding to A.
and uj are nonnegative. Moreover, since A is assumed to be invertible it follows
from Fischer’s inequality that each di > 0, since they can be written as ratios of
products of principal minors of A. Consider the following figure (see Fig. 2) which
is the planar diagram corresponding to lower triangular part of (2). Since the (n, 1)
entry of A is positive by assumption we know that there exists a path from n to 1
in the diagram above. Clearly this implies that all the weights of the edges along
the first stretch from n down to 1 must be positive, as this represents the only possi-
ble such path. Similarly, since detA[{n− 1, n}|{1, 2}] > 0, again it follows that the
weights of the edges that make up the second stretch from n down to 2 must all be
positive. Continuing inductively in this manner using the fact that minors of the form
detA[{n− k + 1, n− k + 2, . . . , n}|{1, 2, . . . , k}] are positive it follows that each
such edge weight in the lower triangular part of (2) is positive. Similarly, the weights
of the edges corresponding to the upper triangular part of (2) can also be shown to
be positive. 
Observe that for any corner minor detA[α|β] of the form detA[{n− k + 1, n−
k + 2, . . . , n}|{1, 2, . . . , k}], there is a unique collection of vertex-disjoint paths in
P(α, β). As demonstrated in the proof of Theorem 6, all edges appear at least once
in the union of collections of paths in P(α, β) over all corner minors detA[α|β],
and, more importantly, there is at least one edge that appears in P(α, β) that does
not appear in P(γ, δ) for each other corner minor detA[γ |δ]. Hence if some cor-
ner minor is omitted from being checked in the list given in Theorem 6, it fol-
lows that the weight of at least one edge is unaccounted for, and therefore it can
be chosen to be zero. However, by Theorem 3, the corresponding matrix is not
TP. Thus no proper subset of the list of corner minors suffices as a test for total
positivity.
3. Main results and proofs
We now re-establish the classical criterion for a totally nonnegative matrix to
be oscillatory by making use of Theorem 8 and by employing the planar diagrams
associated with bidiagonal factorizations of TN matrices. We break the proof into
two parts: the first being the next result.
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Theorem 7. Suppose A is an n× n invertible totally nonnegative matrix. Then
An−1 is TP if and only if at least one of the parameters from each of the bidiagonal
factors E2, E3, . . . , En and ET2 , ET3 , . . . , ETn is positive.
Proof. The proof is by induction on n. The cases n = 1 and n = 2 are trivial. Evi-
dently it is sufficient to consider the triangular case in the sense that if we assume at
least one of the parameters from each of the factors ET2 , E
T
3 , . . . , E
T
n is positive, then
we will show that all relevant upper corners minors are positive by verifying the exis-
tence of a collection of vertex-disjoint paths in a planar diagram from {1, 2, . . . , k}
to {n− k + 1, n− k + 2, . . . , n}, for each k. Since A is assumed to be invertible
it follows that all of the weights of all horizontal edges in a planar diagram cor-
responding to a bidiagonal factorization of A must be positive. Hence anytime a
collection of paths is exhibited in a particular part of the planar diagram associated
with A we can always extend this collection throughout the entire diagram corre-
sponding to A by simply extending each path in the collection straight across the
diagram.
Let A be as in the theorem and let  be the associated planar diagram correspond-
ing to a bidiagonal factorization of A. Recall that the diagram associated with An−1
is obtained by concatenating n− 1 copies of .
Consider an arbitrary corner minor of the form detA[{1, 2, . . . , k}|{n− k + 1, n−
k + 2, . . . , n}]. Assume first that k = 1. Then by induction we know there exists a
path from 1 to n− 1 in the first n− 2 copies of  (which represents essentially
An−2). Since by assumption at least one parameter in a factor of the form ETn is
positive, it follows that there is a path from n− 1 to n in the final copy of . Hence
there exists a path from 1 to n in the n− 1 concatenated copies of . In other words
detA[{1}|{n}] > 0.
On the other hand if k = n− 1, then send n− 1 to n in the first copy of , which
is possible since one of the parameters in a factor of the form ETn is positive and
continue this path along the top through the remaining n− 2 copies of . In the same
copy of  let all other vertices (1, 2, . . . , n− 2) go straight across to 1, 2, . . . , n− 2.
Then by induction there exists a collection of vertex-disjoint paths from the n− 2 ver-
tices 1, 2, . . . , n− 2 to the n− 2 vertices 2, . . . , n− 1, that do not intersect the path
along the top. Hence the corner minor detA[{1, 2, . . . , n− 1}|{2, 3, . . . , n}] > 0.
For general k consider the following algorithm. In the first copy of  send k (the
largest row vertex) as high as possible in the sense that the column vertex, say j ,
that is connected by a path to k is maximal. Observe that by assumption j > k. In
the same copy of  send the remaining vertices straight across. In the second copy
of  send j to a maximal column vertex which must be strictly greater than j and
so forth. At each stage send the largest row vertex to the largest possible column
vertex. Since at each stage we must strictly increase and since k > 1 it follows that
eventually we will construct a path from k to n in the diagram corresponding to An−1.
We denote this “maximal" path from k to n by P . As for the remaining vertices in
the second copy of , we use induction to verify the existence of a collection C of
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vertex-disjoint paths from 1, 2, . . . , k − 1 to n− k + 1, n− k + 2, . . . , n− 1 in the
last n− 2 copies of .
To complete the proof we have to rule out the possibility of a path from C inter-
secting the path P . Observe that at any stage the only reason that the path P would
have stopped at a vertex x is because the edge(s) from x to x + 1 was (were) to
the left of where this stage of the path ended. Thus in the next copy of , x can
advance to x + 1 before any other vertex can reach x. This follows since if some
vertex (which in this case must be k − 1) could use an edge from x to x + 1, then x
could have used this edge in the previous copy of . Thus the collection of paths C
will never intersect with P .
Hence the collection C ∪ P represents a vertex-disjoint collection of paths from
{1, 2, . . . , k} to {n− k + 1, n− k + 2, . . . , n} in the n− 1 concatenated copies of
. Thus the corresponding corner minor detA[{1, 2, . . . , k}|{n− k + 1, n− k + 2,
. . . , n}] is positive.
Appyling similar reasoning to the lower triangular part of A proves that if at least
one of the parameters from each of factors E2, E3, . . . , En and ET2 , E
T
3 , . . . , E
T
n
is positive, then the corner minors of An−1 are positive. Since An−1 is also TN it
follows by Corollary 8 that An−1 must be TP.
To verify the converse observe that if all of the parameters associated with some
factor of the form Es are zero, then there cannot exist a path from a vertex at most s
to a vertex greater than s in  or in any number of concatenated copies of . Thus
An−1 cannot be totally positive. 
The following is an immediate consequence of Theorem 7.
Corollary 8. Suppose A is an n× n invertible totally nonnegative matrix. Then A
is oscillatory if and only if at least one of the parameters from each of the bidiagonal
factors E2, E3, . . . , En and ET2 , ET3 , . . . , ETn is positive.
Also note that as in the case of the original proof by Gantmacher and Krein we
have also established that if A is oscillatory, then necessarily An−1 is TP.
As an aside, a similar result has appeared in [5] but given the general non-com-
mutatative setting the aforementioned proof is vastly different.
Finally, we close with a result that connects Theorem 7 to the classical criterion
of Gantmacher and Krein’s for oscillatory matrices.
Theorem 9. Suppose A is an n× n invertible totally nonnegative matrix. Then
ai,i+1 > 0 and ai+1,i > 0, for i = 1, 2, . . . , n− 1 if and only if at least one of the
parameters from each of the bidiagonal factors E2, E3, . . . , En and ET2 , ET3 , . . . , ETn
is positive.
Proof. Suppose all of the parameters from some factor of the form ETk are all zero.
Then there is no path from k to k − 1 in the planar network associated with (2).
Hence the entry in position k, k − 1 of A must be zero.
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For the converse, suppose that for every factor Ei , ETj there is at least one positive
mutliplier (or parameter). Then since A is invertible all horizontal edges of all factors
are present, and hence there exists a path from k to both k − 1 and k + 1 for each k
(except in extreme cases where we ignore one of the paths). In other words, aij > 0
whenever |i − j | = 1. 
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