Abstract: In this paper, the design of linear full-diversity space code (FDSC) is considered for an intensity-modulated direct-detection multiple-input-multiple-output optical wireless communication (IM/DD MIMO-OWC) system, in which the channel suffers from log-normal fading and different links have different variances. Utilizing our recently established error performance criterion for the design of FDSC with a maximum-likelihood detector, we formulate the design problem of optimizing both large-scale diversity gain and small-scale diversity into a max-min optimization problem with continuous-discrete mixed design variables. We propose the use of the Farey sequence in number theory as a powerful tool to solve this kind of optimization problem. By taking advantage of some available properties and by developing some new interesting properties on the Farey sequence, a closed-form solution is attained for IM/DD MIMO-OWC equipped with two transmitters and multiple receivers. This optimal design shows that a repetition code with an optimal power allocation is optimal.
Introduction
and coherent MIMO-OWC are bipolar and complex-valued, whereas the channel coefficients of IM/DD MIMO-OWC are unipolar and real-valued, resulting from the direct detection of the intensity modulated signals at the receiver. In fact, the well known space-only scheme, RC, which transmits the same symbol across all the transmitter apertures [10] , is the best existing full diversity space code [10] - [12] when no channel state information at the transmitter (CSIT) is available.
Therefore, in this paper, we are interested in the design of a space code for an IM/DD MIMO-OWC system suffering from LN fading. In this scenario, when perfect CSIT is available, the selection of the transmitter apertures with the greater optical path scintillation was proposed in [13] - [16] . This scheme can provide full diversity and has better error performance than RC. However, perfect CSIT is not easily obtainable in practice, especially for atmospheric IM/DD MIMO OWC systems. Therefore, we specifically consider the space signaling for an IM/DD MIMO-OWC system where different LN fading channel coefficients have different variances resulted from atmospheric environments [17] , [18] . This assumption is more practical, particularly for an IM/DD MIMO-OWC system in which the backward links are not reciprocal, even based on RF for a hybrid OWC/RF system [1] , [19] . Therefore, we consider the space code design in this practical scenario, which, up to now, remains unsolved for lack of an explicit design criterion.
Recently, we have established an error performance criterion [11] , [12] for the design of a space code with a maximum likelihood (ML) detector. Using this criterion, we formulate the design problem of an optimal space code maximizing both large-scale and small-scale diversity gains into a max-min optimization problem with continuous-discrete mixed design variables. In particular, we concentrate on the design of a linear full-diversity space code (FDSC) for M Â 2 IM/DD MIMO-OWC with unipolar pulse amplitude modulation (PAM). Our primary goal is to find an explicit linear space code which optimizes both large scale and small scale diversity gains. To do that, we explore a very interesting and very strong mathematical tool, i.e., Farey sequence in number theory, to significantly simplify our max-min optimization problem with continuous-discrete mixed design variables. In fact, by fully exploiting some available properties, as well as by developing some new properties on the Farey sequence for our purpose, we will rigorously prove that RC with an optimal power allocation is an optimal linear FDSC. In particular, when the ratio of the sum of the reciprocal variances of the coefficients in the first columns of the channel matrix to that in the second column is equal to one, RC is optimal.
Channel Model
Let us consider an M Â N IM/DD MIMO-OWC system with M receiver apertures and N transmitter apertures transmitting the symbol vector s. The entries of s, fs n g, n ¼ 1; . . . ; N, are chosen randomly, independently and equally likely from a given constellation. In one time slot (channel use), each symbol s n is mapped by a space encoder F n to an N Â 1 space code vector F n ðs n Þ and then summed to form an N Â 1 space codeword denoted by x ¼ P N n¼1 F n ðs n Þ, where the x n is transmitted from the n-th transmitter. Through the M Â N channel matrix H, the received M Â 1 space-only signal vector, denoted by y, can be given by y ¼ Hx þ n, where the entries of channel matrix H are independent and LN distributed, i.e., h ij ¼ e z ij , where z ij $ N ð0;
Here, it should be mentioned that 2 ij depends on the altitude and is determined by the light wavelength, the link distance and the root mean square wind speed [17] , [18] , which implies that in a practical IM/DD MIMO-OWC system, there exist n 1 and n 2 such that P M i¼1
The noise vector n is mainly resulted from the receive electronics and shot noise from the received DC photocurrent induced by background radiation and is closely approximated as additive, signal-independent, white, Gaussian noise [17] , [20] with zero mean and co-variance matrix 2 n I MÂM .
Optimal Design of Linear FDSC
In this section, we first review the error performance criterion previously established in [11] and [12] to formulate our specific design problem and then rigorously design the optimal FDSC by utilizing some available properties on Farey sequence in number theory and developing some new ones for our own purpose.
Design Criterion
Let us first review the concept of large-scale diversity gain and small-scale diversity gain with reference to an IM/DD MIMO-OWC system. From [11] and [12] , we have the following proposition.
Proposition 1
For any x 6 ¼x, if e ¼x À x is positive up to a scale, then, the average pair-wise error probability for space-coded M Â N IM/DD MIMO-OWC is dominated by P U ðs !ŝÞ ¼ C U GðeÞð= ln 2 . h To design the optimal FDSC minimizing P U ðs !ŝÞ, the following two factors of P U ðs !ŝÞ must be optimized:
À2 ij determines the exponential decaying speed of P U ðs !ŝÞ in a high SNR regime. Also, MN governs the decaying speed of ln and thus, two scales of decaying can be optimized simultaneously. Therefore, D l is named as the large-scale diversity gain function. Full large-scale diversity is achieved when all the MN terms in D l is utilized. This condition should be satisfied in the first place.
dictates the polynomial decaying of =ln 2 and thus, is called small-scale diversity gain. Under the condition in which a full large-scale diversity has been achieved, min e D s ðeÞ should be maximized. In the ensuing sections, we will use the above performance criterion to design the optimal FDSC with Á.
Design Problem
The main task of this paper is to systematically solve the following design problem.
Problem 1
For M Â 2 IM/DD MIMO-OWC over LN fading channels with Á, design the linear coding matrix F with 1 T F1 ¼ 1 such that 1) 8 s 2 S, the entries of Fs are non-negative; 2) full large-scale diversity is attained at the ML receiver; and 3) small-scale diversity gain is optimized. h Now, let us consider an M Â 2 IM/DD MIMO-OWC system using unipolar 2 p -ary PAM, with a linear space encoder matrix, denoted by
. Let e ¼ Fðs ÀŝÞ with s 6 ¼ŝ and s;ŝ 2 S. On one hand, by Proposition 1, all the entries of ee T should be positive to maximize the large-scale diversity gain. On the other hand, the small-scale diversity gain
i 2 should be optimized. Therefore, to optimize the worst case over all distinct pairs ðs;ŝÞ, the FDSC design problem can be formulated as the following optimization problem:
T ¼ Fẽ, e 1 e 2 9 0, f ij 9 0, i; j 2 f1; 2g, and
We can see that (1) is a max-min problem with continuous design variables and discrete constellation variables. To attain a closed-form solution to (1), we need to determine all the possible minimum terms of the objective function. Notice that for 2 p -ary PAM, all the possible non-zero values of je 1 j
i 2 , where m; n 2 B 2 p . From the results in [11] and [12] , those possible minimum terms are denoted by
Given F mn , we put the common term, f
, aside. Then, the condition that F mn 9 0 gives us that F mn is the function of f 11 =f 12 and f 21 =f 22 , with the feasible domain being the union of the disjoint subintervals formed by the coprime integer pairs m ? n satisfying F mn ¼ 0. The sequence formed by these n=m will be further investigated in the following subsection.
Theory of Farey Sequence
In this subsection, we first present some existing properties of the Farey sequence in number theory. Then, we will develop some new properties of Farey sequence for our own purpose to solve the design problem (1).
To make our presentation more clear, let us consider some specific examples of the sequence formed by n=m, where m; n 2 B 2 p , and m ? n. [21] in number theory. Now, we give the definition of Farey sequence. The Farey sequence F k for any positive integer k is referred to as the set of irreducible rational numbers n=m with 0 n m k arranged in an increasing order, where m ? n. The remaining sequence of breakpoints after 1/1 (included) is the reciprocal version of the Farey sequence.
By Proposition 1, to attain a full large-scale diversity gain, it is required that 8 s 6 ¼ŝ, e ¼ FðŝÞ À FðsÞ 6 ¼ 0 and thus, f 11 =f 12 6 ¼ n=m and f 21 =f 22 6 ¼ n=m, where m; n 2 B 2 p and m ? n. Then, with 2 p -ary PAM, the respective feasible domains of f 11 =f 12 and f 21 =f 22 are
In the following, we will establish several properties and lemmas to solve our optimal design problem. To make our proof process as understandable as possible, we show the relationship between them in Fig. 1 .
Among many interesting properties of Farey sequence [21] , we recapitulate some of them that are closely relevant to our problem as follows.
Property 1
If n 1 =m 1 , n 2 =m 2 and n 3 =m 3 are successive in F k , k 9 3 with n 1 =m 1 G n 2 =m 2 G n 3 =m 3 , then, we have 1) m 1 n 2 À m 2 n 1 ¼ 1 and
Property 2:
See [11] and [12] : Given k 9 3, if n 0 =m 0 ; n 1 =m 1 ; n 2 =m 2 ; n 3 =m 3 2 F k with n 0 =m 0 G n 1 =m 1 G n 2 = m 2 G n 3 =m 3 , and n 1 =m 1 and n 2 =m 2 are successive, then ðn 1 þ n 3 Þ=ðm 1 þ m 3 Þ ! n 2 =m 2 , and ðn 0 þ n 2 Þ=ðm 0 þ m 2 Þ n 1 =m 1 .
h Fig. 1 . Relationship between main properties and lemmas developed for optimal design.
In the following, we develop some new properties of Farey sequence for our purpose to solve our design problem in (1).
Lemma 1
If n 0 =m 0 ; n 1 =m 1 and n 2 =m 2 ; n 3 =m 3 are successive in F 2 p À1 , respectively, and n 0 =m 0 G n 1 =m 1 ; n 2 =m 2 G n 3 =m 3 , then, the optimal solution to (1) with respect to r 1 ¼ f 11 =f 12 and r 2 ¼ f 21 =f 22 satisfies 1) r 1 ; r 2 2 " R 2 p or r 1 ; r 2 2 R 2 p = " R 2 p ; 2) If r 1 2 ðn 0 =m 0 ; n 1 =m 1 Þ and r 2 2 ðn 2 =m 2 ; n 3 =m 3 Þ or r 2 2 ðn 0 =m 0 ; n 1 =m 1 Þ and r 1 2 ðn 2 =m 2 ; n 3 =m 3 Þ, then, n 0 =m 0 ¼ n 2 =m 2 and n 1 =m 1 ¼ n 3 =m 3 ; 3) If 1=r 1 
The detailed proof of Lemma 2 is given in Appendix B. Combining Property 2 and Lemma 2 yields the following lemma.
Lemma 3
If n 1 =m 1 and n 2 =m 2 are successive in F 2 p À1 , and r 1 ; r 2 2 ðn 1 =m 1 ; n 2 =m 2 Þ, then minðF
The proof of Lemma 3 is provided in Appendix C.
Optimal Solution
The reciprocity of the respective breakpoints sequences before and after 1/1 assures the reasonability of our discussions for the case with r 1 ; r 2 2 " R 2 p . Our optimal solution over " R 2 p is equivalent to the optimal solution to (1) over the complete feasible domain R 2 p . Then, our solutions are complete, even if we constrain our discussion over "
ðn 1 =m 1 ; n 2 =m 2 Þ, where n 1 =m 1 and n 2 =m 2 are successive in F 2 p À1 . In the last subsection, Lemma 2 and Lemma 3 tell us that given a subinterval ðn 1 =m 1 ; n 2 =m 2 Þ formed by two successive terms in F 2 p À1 , then, r 1 ; r 2 2 ðn 1 =m 1 ; n 2 =m 2 Þ and minðF m 1 n 1 ; F m 2 n 2 Þ ¼ min ðn=mÞ2F 2 p À1 F mn . This result allows us to equivalently transform (1) into what follows:
subject to the constraints that n 1 =m 1 ; n 2 =m 2 2 F 2 p À1 , n 1 =m 1 and n 2 =m 2 are successive, f 11 9 0, f 12 9 0, f 21 9 0, f 22 9 0, and
This problem involves only continuous variables. Then, comparing all the distinct local solutions can lead to the global solution to (1) by processing the remaining discrete variables involved in (2) . The solution to (2) is summarized as the following lemma.
Lemma 4
The solution to (2) is given by
The detailed proof of Lemma 4 is postponed into Appendix D. Now, we can have the global solution to (1) stated by the following theorem.
Theorem 1
The solution to (1) The proof of Theorem 1 is given in Appendix E. Now, we would like to make the following remarks on Theorem 1.
1) The Optimal FDSC. From the optimal linear precoder F ¼ ð1=ðð2
, we can see that the optimal linear space code with Á is RC with a power allocation diagonal matrix.
2) Only Feedback of Á is Necessary. By Theorem 1, it is Á, the ratio of the sum of the reciprocal variances of the coefficients in the first columns of H to that in the second column, that determines the coding structure of the optimal linear FDSC. This observation indicates that the feedback of all the variances of the channel coefficients is not necessary, and we only need to feed Á back to the transmitter side for spatial design.
3) The Optimality of RC. When Á ¼ 1, the optimal space code F reduces to F ¼ ð1=
Hence, in this case, even if different channel links have different variance, RC is still optimal. This generalizes the result in [11] and [12] that RC is the optimal linear FDSC for 2 Â 2 IM/DD MIMO-OWC when all channel variances are identical. In addition, the spatial repetitional structure assures that the complexity of our optimal design is the same as that of RC, which is equivalent to the ML decision of PAM constellation.
Computer Simulations
In this section, we carry out computer simulations to examine the error performances of our optimally designed FDSC and RC, which is the optimal FDSC available in the literature [11] , [12] for this application without Á. Suppose that h ij , i; j ¼ 1, 2 are independently LN-distributed and that their variances are , respectively. All the schemes to be compared are given as follows: 1) FDSC With 2 Bits Per Channel Use (pcu). We fix the modulation formats to be on-off keying (OOK). So, with two transmitters, the rate is 2 bits pcu. The transmitted symbols s 1 ; s 2 are chosen from B 2 independently and equally likely. The average optical power is E ½s 1 þ s 2 ¼ 1. Without Á, the encoder matrix of RC [11] , [12] is F U ¼ ð1=3Þ 1 2 1 2 .
When Á is known to the transmitter, by Theorem 1, the encoder matrix of our designed
i2 . 2) FDSC With 4 Bits pcu. We fix the modulation formats to be 4-ary PAM and vary 2 ij , i; j ¼ 1, 2. Thus, the rate is 4 bits per channel use (pcu). The transmitted symbols s 1 ; s 2 are chosen from B 4 equally likely. The average optical power is E ½s 1 þ s 2 ¼ 3. Without Á, the encoder matrix of RC [11] , [12] is F U ¼ ð1=15Þ 1 4 1 4 . When Á is known to the transmitter, the encoder matrix of our designed FDSC is F K ¼ ð2=ð15ðÁ þ 1ÞÞÞ Á 4Á 1 4 by Theorem 1. We can see that given modulation formats, both schemes have the same spectrum efficiency and a normalized average optical power. Through numerical results in Figs. 2-5 , we have the following observations.
1) The smaller jÁ À 1j, the larger the performance gain attained. As illustrated by Figs. 2-5 , BER of FDSC with Á can be enhanced when the entries of H are not identically distributed. As an example in Fig. 2 with Á being −5 is 1 dB with Á ¼ 0:2. The reason for these phenomena is that when jÁ À 1j becomes larger, more optical energy is allocated to the sub-channels with smaller variances, which correspond to less turbulence. We verify this observation as follows. From the proof of Theorem 1, the optimal small-scale diversity gain is equal to D s;opt ¼ ððÁ
i 1 . Now, we can see that D s;opt is monotonically decreasing with respect to ÁG1. Thus, on one hand, the small-scale diversity gain becomes larger when Á is smaller for fixed M and p. On the other hand, when Á 9 1, the small-scale diversity gain will become larger against increasing Á. It should be noted that in our simulations and our analysis for the numerical results, we assume 11 ¼ Á Á Á ¼ M1 and 12 ¼ Á Á Á ¼ M2 to simplify the analysis of Á. 2) For fixed Á, the larger the PAM modulation order, the smaller gain attained. As illustrated in Figs. 2 and 4 , when the modulation format is unipolar 4-ary PAM, the knowledge of Á still provides gain in a higher SNR regime than that of OOK, whereas the attained gain of 4-ary PAM is smaller for the same Á. In addition, when we compare Figs. 3 and 5, we can also have the similar results. In fact, the attained gain will vanish when the modulation order of PAM becomes sufficiently large. It can be observed that when p becomes larger, the corresponding small-scale diversity gain will be decreased with fixed Á and M. Then, further, lim p!1 D s;opt ¼ 0, implying vanishing small-scale diversity gain. 3) Given Á, the larger the receiver number, the smaller gain attained. From Figs. 2 and 3 , we can find that for the same Á, p and i1 , when M becomes larger, the attained gain will be smaller, which is also illustrated by Figs. 4 and 5. If p and Á are given, the sufficiently large M will produce a smaller small-scale diversity gain, and thus, the attained SNR gain of the error performance will become smaller with the increasing receiver number M.
Conclusion and Discussions
In this paper, we have considered the optimal design of FDSC for IM/DD MIMO-OWC when Á of channels is available. A closed-form linear space code optimizing both large-scale and smallscale diversity gains has been systematically attained for an M Â 2 IM/DD MIMO-OWC, by using the properties of Farey sequence in number theory. In fact, our specific optimal design reveals that, 1) when Á 6 ¼ 1, our designed FDSC rather than RC is the optimal FDSC, which is, to our knowledge, the first reported code outperforming RC in the literature for this application; 2) only the ratio of the sum of the reciprocal variances of the coefficients in the first columns of the channel matrix to that in the second column is needed to be fed back to the transmitter; and 3) when Á ¼ 1, RC is the optimal FDSC. In future, we will generalize the techniques and results in this paper to a general class of high-rate STBC as [23] , [24] and the case with the channel estimation error taken into consideration.
n 2 f 12 j, and jm 1 f 21 À n 1 f 22 j G jm 2 f 21 À n 2 f 22 j. Thus, using the monotonically increasing property of x a , a 9 0 as a function with respect to x 9 0 gives us
i2 . Following the similar techniques leads us to the fact that if r 1 ; r 2 2 ððn 1 þ n 2 Þ=ðm 1 þ m 2 Þ; n 2 =m 2 Þ, then jm 1 f 11 À n 1 f 12 j
i2 . This completes the proof of Lemma 2.
Appendix C
Proof of Lemma 3
If 8 ðn 0 =m 0 Þ; n 3 =m 3 2 F k satisfies n 0 =m 0 G n 1 =m 1 G n 2 =m 2 G n 3 =m 3 and r 1 ; r 2 2 ðn 1 =m 1 ; n 2 =m 2 Þ, then F m 0 n 0 9 0, F m 1 n 1 9 0, F m 2 n 2 9 0, and F m 3 n 3 9 0. By Property 2, we have 
Proof of Lemma 4
For minðF m 1 n 1 ; F m 2 n 2 Þ, the complete discussions are fulfilled by considering the following two possibilities: 
To attain an achievable upper bound of F m 1 n 1 , we establish an inequality in what follows. By Jensen's inequality [22] , we know that for w 1 9 0, w 2 9 0, x 1 9 0, x 2 9 0, the following inequality holds 
i2 , where the equality holds if and only if
, it is true that ðm 1 r 2 À n 1 Þ=ð1 þ r 2 Þ is monotonically increasing with respect to r 2 . With this, we arrive at the monotonically increasing property of ððm 1 r 1 À n 1 Þ=ð1þ F m 1 n 1 ! F m 2 n 2 : By using the same techniques for the case with F m 1 n 1 ! F m 2 n 2 , we can have that subject to F m 2 n 2 F m 1 n 1 , the maximization of minðF m 1 n 1 ; F m 2 n 2 Þ happens when r 1 ¼ r 2 ¼ ðn 1 þ n 2 Þ=ðm 1 þ m 2 Þ. Based on the discussions of the above two possibilities, the optimal solution to (2) is determined by the following equations f 12 ð1 þ r 1 Þ ¼ Á=ð1 þ ÁÞ, f 22 ð1 þ r 2 Þ ¼ 1=ð1 þ ÁÞ, r 1 ¼ r 2 ¼ ðn 1 þ n 2 Þ=ðm 1 þ m 2 Þ, which generates the solution to (2) . This completes the proof of Lemma 4.
h Appendix E
Proof of Theorem 1
Over domain " R 2 p , by Lemma 4, for r 1 ; r 2 2 ðn 1 =m 1 ; n 2 =m 2 Þ, the optimal objective function is given by Á
ij Þ, which allows us to equivalently transform the original optimization problem in (2) into min n 1 =m 1 ;n 2 =m 2 2F 2 p À1 m 1 þ m 2 þ n 1 þ n 2 . Recall that Property 2 tells us that m 1 þ m 2 ! 2 p ; n 1 þ n 2 ! 1, where the equality holds if and only if n 1 =m 1 ¼ 0=1 and n 2 =m 2 ¼ 1=ð2 p À 1Þ. Then, the optimal solution to min n 1 =m 1 ;n 2 =m 2 2F 2 p À1 m 1 þ m 2 þ n 1 þ n 2 is given by n 1 =m 1 ¼ 0=1 and n 2 =m 2 ¼ 1=ð2 p À 1Þ, giving us what is desired. Thus, the proof of Theorem 1 is complete.
