Abstract. The purpose of the present work is to answer an open problem which is raised by G.Costakis and A.Manoussos in their paper "J-class operators and hypercyclicity " accepted by J. Operator Theory. More precisely, we give the spectral description of the closure of the set of J-class operators acting on a separable Hilbert space.
Introduction and preliminaries
In article [3] , G.Costakis and A.Manoussos considered J-class operators and raised five open problems. We are interested in the third problem. Question 1.1. Is there a spectral description of the closure of the set of J-class operators acting on a Hilbert space?
In this paper, we shall use the classical approximation tools to answer this problem.
First, let us recall some definitions and notations about J-class operators. Let X be a complex Banach space. Denote by B(X) the set of all bounded linear operators acting on X. Choose any operator T ∈ B(X) and any subset U of X. The symbol Orb(T, U ) denotes the orbits of U under T , i.e. Orb(T, U ) = {T n x : x ∈ U, n = 0, 1, 2, . . .}. If U = {x} is a singleton and the orbit Orb(T, x) is dense in X, the operator is called hypercyclic and the vector x is a hypercyclic vector for T . In paper [3] , they somehow "localize" the notion of hypercyclicity by introducing certain sets, which is called J-sets. The notion of J-sets is well known in the theory of topological dynamics, see [2] . Roughly speaking, if x is a vector in X and T an operator, then the corresponding J-sets of x under T describes the asymptotic behavior of all vectors nearby x. To be precise, for a given vector x ∈ X, define J(x) = {y ∈ X : there exist a strictly increasing sequence of positive integers {k n } and a sequence {x n } ⊆ X such that x n → x and
2. An operator T : X → X is called a J-class operator if there exists a non-zero vector x ∈ X so that J(x) = X. In this case x will be called a J-class vector for T . Remark 1.3. If T is a J-class operator, then for any invertible operator C, C −1 T C is also a J-class operator.
In fact it is not difficult to see that if T is hypercyclic then T is a J-class operator. But the converse implication is not true in general. See [3] for examples.
Next we will introduce some notations and properties of Hilbert space operators. Let H be complex separable Hilbert space and denote by B(H) the set of bounded linear operators T : H → H. For T ∈ B(H), denote the kernel of T and the range of T by KerT and RanT respectively. Denote by σ(T ), σ p (T ), σ e (T ) and σ lre (T ) the spectrum, the point spectrum, the essential spectrum and the Wolf spectrum of T respectively. For λ ∈ ρ s−F (T ) :
Denote by σ 0 (T ) the set of isolated points of σ(T )\σ e (T ). Denote by E the closure of a set E.
Closure of the set of J-class operators
In this section, we will prove our main result. First, let us introduce some auxiliary lemmas. Proof. If not, suppose T is a J-class operator.
Since
Because T is a J-class operator, there exists a nonzero vector x ⊕ y, x ∈ ran(T − λ), y ∈ ran(T − λ) ⊥ , such that J(x ⊕ y) = H, i.e. for any z ∈ H, there exists a strictly increasing sequence of positive integers {k n } and a sequence {x n ⊕ y n } such that lim n→∞ x n ⊕ y n = x ⊕ y and lim
It follows from |λ| < 1 that sup n ||y n || = ∞, contradict to lim n→∞ y n = y. Hence T can not be a J-class operator.
The definition given by Cowen and Douglas [4] is well known as follows. (
One often calls the operator T in B n (Ω) The following lemmas are taken from article [3] .
Lemma 2.5. Let X be a Banach space and let Y be a separable Banach space. Consider an operator S :
It is convenient to cite in full length a result of Apostol and Morrel [7] . Let Γ = ∂Ω, where Ω is an analytic Cauchy domain, and let L 2 (Γ) be the Hilbert space of (equivalent classes of) complex functions on Γ which are square integrable with respect to (1/2π)-times the arc-length measure on Γ; M (Γ) will stand for the operator defined as multiplication by λ on L 2 (Γ). The subspace H 2 (Γ) spanned by the rational functions with poles outside Ω is invariant under M (Γ). By M + (Γ) and M − (Γ) we shall denote the restriction of M (Γ) to H 2 (Γ) and its compression to
A is similar to a normal operator with finite spectrum; (3) S + is (either absent or) unitarity equivalent to
is a finite family of analytic Cauchy domains with pairwise diajoint closures; (4) S − is (either absent or) unitarity equivalent to ⊕
is a finite family of analytic Cauchy domains with pairwise diajoint closures. 
It is time to obtain the main result. Let J(H) be the set of J-class operators on separable Hilbert space H. Then we have the following theorem. 
For the first case, let σ be the component of σ(T ) which contained in D, then from Riesz's decomposition theorem, we have
where the symbol "∼" denotes similarity between operators, σ(T 1 ) = σ and σ(
is the spectrum radius of T 1 ), for ǫ > 0 satisfying r(T 1 ) + ǫ < 1, there exists N such that ||T For the second case, there must exist a point λ 0 ∈ D such that ind(λ 0 − T ) < 0. Then from Lemma 2.1, T can not be a J-class operator.
For the third case, either ∂D ⊆ ρ (0) s−F (T ) ∩ σ(T ), or there exist only finite isolate normal eigenvalue of σ(T ) on ∂D and σ(T ) ∩ D = ∅. Then from 2.1 and 2.6, we know that T can not be a J-class operator.
Hence T ∈ J(H)
c . Obviously, J(H) ⊆ E. Second, we will show that E ⊆ J(H). More precisely, for any T ∈ E, given any ǫ > 0, there exists an operator K such that ||K|| < ǫ and T + K ∈ J(H).
Choose any T ∈ E. By a standard argument of approximation, there exists an operator S ∈ E such that ||T − S|| < δ 1 , σ(S) has only finite components, ρ s−F (S) ⊆ ρ s−F (T ) and ind(λ − S) = ind(λ − T ) for all λ ∈ ρ s−F (S), σ lre (S) is the closure of an analytic Cauchy domain Ω, ρ 
H(S, σ n )
.
According to theorem 2.8, there exists Let σ 1,1 , . . . , σ 1,k , σ 1,k+1 , . . . , σ 1,k+p be the components of σ(
, . . . , σ 2,l+q be the components of
By Riesz's decomposition theorem,
. . .
Next we deal with the operators
By using the Similarity Orbit Theorem [1] , there exist operators
, . . . , S 1,k+p , S 2,1 + C 2,1 , . . . , S 2,l + C 2,l , S 2,l+1 , . . . , S 2,l+q , S 3,3 + C 3,3 , . . . , S 3,m + C 3,m , S 4,m+1 , . . . , S 4,n , from [6] A 1 , σ 1,k+1 ) . . .
