Inverses for a class of banded matrices and applications to piecewise cubic approximation  by Papatheodorou, T.S
Inverses for a class of banded matrices and applications to 
piecewise cubic approximation 
T. S. Papatheodorou  * 
ABSTRACT 
We give a simple criterion for the invertibility of a class of banded matrices that arise in the approx- 
imation by piecewise cubic polynomials. We also give a formula for the inverse in terms of the 
powers of a 2 × 2 matrix. We present sample applications of these resuks to interpolation and 
eigenvalue problems. As a side result we find that the Gaussian points are best. 
1. INTRODUCTION 
We consider a class of banded matrices that arise in the 
approximation by piecewise cubic polynomiai.~, In 
section 2 we give a characterization f the invertibility 
of such matrices in terms of the powers of a 2 X 2 
"representative matrix". The inverse is constructed ex- 
plicitly. A simple criterion for the existence of the in- 
verse is also given (theorem 2.2). In section 3 we give a 
summary of the role of the II.[[oo-norm of the inverse 
matrix in the approximation theory of linear projectors. 
Then we use the results of section 2 to Fred error con- 
stants for the interpolation of f and f". As a side result 
we find that the Gauss points are the best symmetric 
points for interpolation. They are also the best symmetric 
points for eigenvalue approximation as it is suggested by 
the application of this theory to an eigen~alue problem 
in section 3. 
Generalizations of the present heory that have applica- 
tions to the numerical solution of PDE are considered 
elsewhere [2]. 
2. CHARACTERIZATION OF THE INVERSE IN 
TERMS OF THE 2 X 2 REPRESENTATIVE 
MATRIX 
Consider the (2N) X (2N) matrix 
" " .  ' - t - ' -  
AB 
Ab  
formed by N repetitions of the block 
['21 a22 b21 b22 ]' 
(2.1) 
where the first column of A (respectively of B) is deleted 
at the first (respectively Nth) occurrence of the block 
and where the block is shifted by two columns to the 
right at each repetition. 
For such matrices G we condense the notation to 
[a21[ l l  a22a12 I b2 lblx bx2]j G = [A~B]2 N or G = b22/2N. 
(2.2) 
We assume that either A -1 or B -1 exist. To f'Lx the 
ideas let det (B) ~ 0. Then the matrix 
R = -B -1 A (2.3) 
exists, and we call it the "2 X 2-representative of G". 
The reason is that properties concerning the invertibility 
of G are characterized here in terms of R. For the 
entries of the integer powers of R (positive zero or 
negative) we use the notation r!. k) i.e., 
Rk=[ i  k) r (k) 'J 
r 12 (2.4) 
[r~ k) r(k)22 
with the warning that in general r!. k) 4: r.k.. For 1j lj 
i = 0 ..... N andj .= 1 ..... N consider the 2 X 2 matrices 
_ 1 i - lL 12 
Gij r(- ~ R R N-j 
12 [ (212) if i ( j .  
(2.5) 
The the matrix 
K = {Gij B- I~= 0 ..... N,j = 1,...,N (2.6) 
is (2N +2) X (2N). The reason for introducing K be- 
comes clear by the following theorem which shows that 
we have explicitly constructed the inverse of G : 
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Theorem 2.1 
Let G = [AIB]N be a (2N) X (2N) matrix of the form 
(2.1)/(2.2) and assume that B -1 exists (so that the 2 X 2 
representative R of G exists). If r~ N) =/: 0 then G -1 also 
exists and is the (2N) X (2N) matrix obtained from K of 
(2.6) if we delete rows 1 and 2N + t. 
Let G be constructed by {Gij) by deletion of rows 1 and 
2N + 1 and let diag(B -1) denote the (2N) X (2N) matrix 
which is block diagonal with diagonal blocks equal to 
B -1. The claim is that 
diag (B -1 ) 
is the inverse of G. Clearly 
[G diag(B-1)]. G = G[-RII]2 N 
and the last product can be verified by straightforward 
calculation that it is the identity matrix. 
Theorem 2.1 makes it possible to investigate properties 
of G -1 through properties of R k which is 2 X 2 regard- 
less of the size (2N) X (2N) of G which is usually "large". 
However, the entries of R k can become too large too 
fast. Try for instance, to form powers R k for 
R 7 
which is the representative matrix for interpolation at
the Ganssian points (see section 3). 
Luckily, in many applications of interest it turns out 
that R takes the form 
with 
det(R) = 1. 
Then it is not hard to see that for all integers kbkl2 
k Ck Ck- akbk= 1, 
(2.7) 
a property suggestive of trigonometric functions. In fact, 
using -R in place of R if need be, consider the following 
cases  : 
Case O r) : ICll = c 1 > 1. 
We may set c 1 = cosh0 for some 0 > 0. Then alb 1 
2 = c 1 - 1 = sinh20 and inductively we find that in (2.7) 
c k = cosh(k0) akb k = sinh2 (k0). 
Obviously then, c N > 1 which implies that sinh2(N0) ~0,  
hence r(N) = b N ~ 0. Then, by theorem 2.1, G -1 exists. 
1,2 
Case(ll) :C l= 1. 
This is a case that can be incorporated to either case I
or Ill(below). However, it is easy to treat it separately. 
By (2.7) alb I = 0; let us assume that b I :~ 0. Then we 
£md that 
Hence i fb 1 4:0 then r (N) = Nb I ~ 0. Then, by theo- 1,2 
rem 2.1, (3 -1 ez~ts. 
Case (III) : IClt< 1. 
By (2.7) alb 1 < 0 and we find 
g k = I ck bkl, c k = cos(k0), akb k = -sin2(k0), (2.8) 
L a k c k J 
where 0 is in (0,21r) such that 
cos0 = c 1. 
Now r (N) = b N 0 iff sin(N0) = 0 fifo klr k= 1 ..... 2N. = =~-  
Collecting the results of the three cases we obtain :
Theorem 2.2 
Let G = [A/B]N be a (2N) X (2N) matrix of the form 
(2.1) and assume that B -1 exists and that the 2 X 2 
representative matrix R is of the form 
cl bl t 2 
g = , with det(R) = c 1 - aib I = 1, b 1 :/: 0. 
al ClJ (2 .9)  
krr _ G-1 If c I ~= cos (~-~), k - 1 ..... 2N then exists (and is 
given by theorem 2.1). 
3.  APPL ICAT ION : APPROXIMATION BY PIECE- 
WISE CUBICS 
Consider auniform partition of [0,1] 
0 = X l< ...< XN+ 1 = 1, x i = (i-1)h, I i= [x i, Xi+l] , 
hN= 1. 
For simplidty we consider functions that vanish at the 
end points of [0,1]. Let Sn, n = 2N, be the n-dimen- 
sional subspace of C~[0,1], consisting of all 
, i  
piecewise 
(with respect to the above partition) cubic polynorai~is 
in C1[0,1]. Any p E S n is determined over I i by the 
four degrees of freedom P(Xi), p'(xi), P(Xi+l), p'(xi+l) 
through the formula 
p (x) = p (xi) ¢ (o) + p'Cxi)h ~ Co) + P(Xi+ 1 )• (1 -e) 
- p'(xi+l) h~ (1 -e), (3.1)  
where 
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o = (x-xi)/h, xE  Ii,¢(o ) = (1-0)2 (1+2o), 
¢ (0)= o(1 - 0) 2 . (3.2) 
Assume that a linear projector 
Pn : C0[0'1] "-* Sn 
is defined through a system of n linear equations. That 
is to say, the coefficient vector a of Pn f E Sn, for 
f~ c0[0,1], 
a = [(Pnf)'(Xl ), (Pnf)(x2),(Pnf)'(x2) ..... 
(pnf) (XN) ' (pnf), (XN) ' (pnf) ,(XN+ 1)IT, 
is defined as the solution of a system of n linear equa- 
tions 
GnHa. = j6, (3.3) 
where G n is n X n, (n = 2N), and 
H = diag(h, 1, h . . . . .  1, h, h) (3.4) 
is also n X n. 
For fE  C0[0 , 1] let 
Poo (f; Sn) = inf Ilf-plloo" (3.5) 
p~S n 
Also, for any nX n matrix M define 
n 
IIM(i)ll = Z IM(i,j)h IIMtloo = max IIM(i)ll. (3.6) 
j= l  lgd~n 
The following is a summary of some rather standard facts 
that demonstrate he role played by Gnl : 
Lemma 3.1 
(i) if Gn I exists then Pn is well defined. 
(ii) if in addition [l~[[~ < Ilfll~ then [IPnll ~ 4 5- IlGn 111~. 
(iii) Ilf-Pnflloo < (1 +llPnll ) Po~ (f; Sn)' and 
(iv) if the assumption i  (ii) holds then 
IIf-Pn flloo~ (1 +5 iiGnlll) Poo (f; Sn)- 
Proof: 
(i) is obvious. (iii) is proved by the triangle inequality and 
the fact that Pn = I on S n. (iv) is a combination of (ii) 
and (iii). Finally, to prove (ii) use the solution of (3.3) 
into (3.1) to write 
Pnf(X) = j=~ 1 {Gnl(2i-2,j)O(o)+Gnl(2i-l,j) ~(o) 
+ Gn l(2i,j) ¢(0) - Gnl(2i+ 1,j) ~b (1-0)) ~j 
for x Eli, i = 1 ..... N. It is understood that 
Gnl(0j) -- Gnl(2N-I-I,j) = 0, j = 1 . . . .  n. Then 
[Pnf(X)[ ~ {[{G: 1 (2i-2)[[ ~(o) +[[G: 1(2i-1)[[ ~ (o) 
+ {[Gnl(2i)[[~(1-o) + [[Gnl(2i+l)[[ ~(1-o)}{~ll (3.7) 
Hence 
[[Pnfl[ ~ [[G:lt[~ max {$(O)+~(O)+¢(1-o) 
OE(0,1/2) 
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+¢(1-o)]11fll • 
The result follows by use of~(o) +$(1-o) = 1 and 
¢(0) +¢(1-0)  --- o(1-o). 
Now 6x o E (0,1/2) and define two points xi+ah, 
xi+ (1- o)h in each Ii. Order them in increasing order 
01 ..... o n. For the Gauss points o = 0.5(1- X/313). 
Interpolation 
Given the information f(ai), i = 1 ..... n, for fE  C0[0,1], 
the interpolation problem is to find Pn f E S n such that 
(Pn f) (oi) = f(oi) i = 1, ..., n. 
This is equivalent to solving 
GnHtt = ~ (= [f(ol),...,f(On)]T), 
where H is defined in (3.4) and 
Gn = [¢(o) ~b(o) ~(1-O) -~b(1-o)] 
[¢(1-o) •(1-o) ¢(o) -@(o) J2N =[AIB]2N' 
Note that 
det(A) = det(B) :# 0. 
Hence R exists and 
det(R) = 1. 
We f'md 
Is I el 
Thus, case (I) of section 2 holds with 
cosh0 = 1+ 1 
o(1 -o )  " 
We calculate the entries of G -1 according to theorem 
n 
2.1 in terms of c k, s k and after some elaborate calcula- 
tions we f'md 
iiGnl(2i)ll < 3, iiGnl (2i+1)11 = 1 _ IIGnl(2N)II 
o(1-o)(1-2o) 
i=1  ..... N-1 i=  0,...,N o E (0, 1/2) (3.8) 
Hence 
i lGnl l l=_ 1 o(1-o)(1-20) '  0 E (0,112). (3.9) 
If we accept he criterion that best interpolation points 
are the ones for which IIGnll[ is minimized (based on 
lemma 3.1) then we seek o for which o(1-o)~-2o)  
becomes maximum and we find o = 0.5(1-x/3/3) i.e. 
the Gauss points are best. For the Gauss points, by (3.9), 
IIGnlll~ = 6 x/~. (3.10) 
Collecting these; results, in combination with theorem 
2.2 and lemma 3.1 we obtain : 
Corollary 3.2 
For all o E (0,1/2) the interpolation problem has a 
unique solution, the interpohtion operator is bounded 
287 
5 1 
IIPn[I < 4 o(1-o) (1-2o)' 
and the convergence rate is optimum : 
IIf-Pnf]loo ~ (1 +5 1 o(1- o)(1-2o) ) P= (f; Sn)' 
fE  C0[0 , 1]. 
The best points are the Gauss points for which 
IIPnll ~< 7.5 x/3 (3.11) 
and 
Ilf-pnf]loo < (1 + 7.5x/~) poo (f; Sn). (3.12) 
Remark 
A better estimate for IIPnll may be obtained by means of 
a more careful calculation. Returning to (3.7) and using 
(3.8) we obtain for the Gauss points 
IIPnflloo < {[#(o)  +#(1  - 0)]  3 + [~ (0) + ~ (1 - o)]6~/3}11flloo 
= (1 .5  
Hence 
IlPnll ~ (1.5 + x/3) (3.13) 
and 
IIf-Pnf]loo ~ (2.5 +x/~)po~ (f; Sn). (3.14) 
We conjecture that this is the best possible constant. 
Approximation ff" by interpohdon i.e. 
(Pnf)"(oi) = f"(o0) i=  1 .... ,n, 
with the boundary conditions being implicitly present in 
the form f, Pn£E C0[0,1 ]. Now 
GnHa =/3(= [f"(Ol) ..... f"(on)lT), 
where  
[~"(1-o) ~"(1-o) ~"(o) -¢J "Co) ] 
Ignoring N 2 for ~ while we now fred 
and we are in case II of section 2. A straight-forward cal- 
culation gives 
1 N 2 1 llqn'-lll°°- N 2 8 -- 8 '  
independent of the value of o. Similar to corollary 3.2, 
error estimates may now be derived. 
We close this section with one application that involves 
case III of section 2. 
Eigenvalue problem 
u"(x) = -X2u(x) 
u(0) = u(1) = 0. 
The approximate eigenvalue problem is defined by 
p"(x) = - /a2p(x) ,  x = o I ..... o n 
pEs  n. 
This means that/~2 makes the matrix 
Mn(/J ) = h 2 Gn'+ p2h2Gn 
singular. But Mn(/~ ) is of the same banded type as 
rt 
G n , G n. In order to simplify the calculations set 
1 ( l - r ) ,  rE  (0,1). For the Gauss points r = 1/x/~. 0= 5 
We note that 
det(A) = det(B) = r[12+2¢ 2 p2 +1~ (1-r2) 2 p41 > 0, 
p =ph,  
for all r E (0,1). According to theorem 2.2, since R 
exists, Mn(g) may be singular only if 
-6+(1-r2)p2/4 i)2 k,r 
= cos(w)  ClCP) = 1 + • 
12+2r2p2 +1-~ (1 -r2)2p 4 
k= 1 ..... 2N. 
This is the equation for th~ n = 2N eigenvalues. For a 
brief idea of the error involved, we note that a power 
series expansion gives 
1 c1(0 ) = 1 +02 [ -~+A202 -A404 +...] 
= cos0 +02[ (A2-1)02  -(A 4 - 72-~0-) O4 +...1, 
where 
A2-- 1+3¢ 2 A4-- 9¢4+10¢ 2- 3 
48 ' 1152 .. . . .  
Assuming that for k fixed we want to approximate he 
kth eigenvalue k k = klr by increasing N, we may assume 
that 
0 - kzr 
N 
is "small" and replace ca(p ) = cos(0) by Cl(P ) = c1(0 ). 
This gives p2 = 02 i.e. gt *~= k2cr 2 (the exact value) 
with the error in the equation being 
(A2 - 2~104 +(A 4 -7-~0 )06 +... 
For an error 0(06) we determine r=Zbest so that 
A2 _ ~1 = 0. This gives r2 = 1/3 i.e. the best points are 
again the Gauss points. 
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