ABSTRACT This paper proposes solutions to the large extraction error, the difficulty of identification, and other problems existing in crack processing. The first solution entails enlarging the grayscale difference between the crack and background via adaptive grayscale linear transformation using the OTSU algorithm for segmentation and combining the extending direction of the skeleton line and the grayscale feature of the crack edge to fill the broken part of the binary image to obtain a complete image of the crack. The second solution is to improve several major characteristic parameters of the crack image to be more suitable for the characteristic description of the crack. Finally, a comparison of different types of input features and different accuracies performed using the training support vector machine verifies the accuracy and practicability of the proposed algorithm for extracting and recognizing cracks.
I. INTRODUCTION
The continuously developing machine vision technology has been widely applied in the field of civil engineering and has been indispensable to aided design, data analysis, and distance measurements. The quantification and automation of concrete crack detection has been a difficult problem in civil engineering research. Traditional detection methods involve a large amount of labor and calculations and are not reliably accurate. Therefore, determining how to use image detection to classify, identify and extract crack information is of critical importance.
Several scholars have conducted research on effective crack detection and identification. Long et al. [1] proposed a crack extraction algorithm using grayscale correction adaptive minimum error threshold segmentation. The algorithm can extract cracks effectively but cannot distinguish and evaluate them. Miyamoto et al. [2] determined crack edges according to the grayscale difference between the crack and background; they performed the geometrical parameter calculations and corrected the parameters that would affect the width of the crack using an interactive genetic algorithm. This approach has a relatively high precision but is computationally burdensome and may not yield effective results in areas where the crack and background have similar grayscale values. Oh et al. [3] proposed an algorithm based on the BP neural network that classified and detected cracks with a nonlinear classification algorithm other than the crack extraction; the algorithm involved a large amount of calculations and had certain requirements for crack selection. Han et al. [4] defined and described crack characteristics by combining the skeleton line and chain code information and obtained a relatively high detection accuracy. Wang and Qi [5] extracted the crack characteristics first and then distinguished the crack images using a support vector machine (SVM); this approach had a high calculation accuracy and could be performed in real time. However, these researchers did not perform pretreatment on the crack characteristics according to the actual images; hence, the oblique crack and background were not effectively distinguished.
This article conducts in-depth research on concrete cracks. Adaptive linear grayscale transformation and the OTSU algorithm are used for crack segmentation and extraction [6] . Practical problems are considered, and the information of the five most representative characteristics [7] , including the length-width ratio of the circumscribed rectangle of the crack, is refined. A classification model that employs the SVM algorithm is established. The optimal kernel parameters are selected through cross-validation with the improved geometric features as input, enabling better identification and classification of crack images.
II. CRACK PROFILE EXTRACTION BASED ON IMAGE GRAYSCALE TRANSFORMATION A. LINEAR GRAYSCALE TRANSFORMATION OF THE IMAGE
Concrete crack images are often characterized as having low color saturation, low contrast, and a complex background composition. Therefore, ideal results cannot be easily obtained with traditional algorithms, such as threshold segmentation [8] . In addition, the crack, as the broken part of the concrete structure, has the lowest grayscale value in the image, with a value considerably lower than that of the larger part of the image, the background [9] . With respect to those characteristics of the crack image, we use linear grayscale transformation to pretreat the crack image in this article.
Assume that the range of pixel grayscales f in the original image is [a, b] and that the range of pixel grayscales g in the transformed image is a , b ; then, the relation between grayscales f and g is
From equation (1), the pixel dots with grayscale values lower than a in the original image will be assigned values of a , and those with grayscale values higher than b will be defined as b . For pixel dots with grayscale values between a and b, their grayscale values will be linearly projected between a and b . If b − a ≥ b − a, the linear transformation will enlarge the grayscale value range and the contrast of the original image, and the image will become clearer. After the linear transformation, the grayscale value will be higher when the pixel dot has a higher grayscale value before the transformation. However, those pixel dots with lower grayscale values before the transformation are less affected, which enables the background and crack to be distinguished rapidly, as shown in Figure 1 . The proportions of the crack and background are not the same in different images. It is difficult to obtain ideal results in all images with fixed threshold values of a and b. This article provides a solution to this challenge. Analysis of a large number of crack images illustrates that the crack accounts for approximately 2-5% of the image, whereas other pixel dots in the background of similar grayscales with the crack grayscale value account for approximately 5-20% of the image [10] , as shown in Figure 2 . Therefore, we choose the adaptive threshold values a and b for linear grayscale transformation considering the characteristic of the crack image, and a and b are set as 0 and 255, respectively. ''a'' represents the upper limit of the grayscale value in the crack area; thus, the grayscale value of the 2% of the pixel dots with the lowest grayscales value is chosen. ''b'' represents the upper limit of the grayscale value of the pixel dots with similar grayscale values as the crack area; thus, the grayscale value of the pixel dots of which the grayscale value accounts for 20% of the entire image is chosen, as shown in Equations (2) and (3).
After the transformation, the pixel dots in the crack part maintain the same grayscale, while the grayscales of the pixel dots with similar grayscale values as the crack part are stretched linearly. Therefore, the grayscale values of those dots can be distinguished from that of the crack part. The result of the linear transformation is shown in Figure 3 . 
B. OTSU THRESHOLD SEGMENTATION
The effective extraction of crack information has always been a difficulty for researchers. Issues, such as breaking points or segmentation error, are typically encountered when extracting cracks by applying the threshold segmentation algorithm. Thus, the OTSU algorithm is used to adaptively extract the grayscale segmentation threshold.
The OTSU algorithm, i.e., the maximum interclass variance method, can separate the image into two classes (background and object) according to the grayscale feature of the image; then, the threshold can be adaptively calculated [11] .
Assume that there are L different grayscale levels in a grayscale image with a size of M * N and that the number of pixels in the ith level grayscale is n i . Then, the following relation exists:
In the image, the grayscale level of each pixel varies from 0 to L − 1. First, we can choose a level H to separate the pixels into two classes, C 1 and C 2 . C 1 consists of the pixels with grayscale values from 0 to H , while C 2 consists of the pixels with grayscale values from H to L − 1. For each pixel, the probabilities of being separated into C 1 and C 2 are respectively calculated by the following equations:
The mean grayscale value of the C 1 pixels is represented by m 1 :
Similarly, the mean grayscale value of the C 2 pixels is:
The grayscale superposition value from pixels 0 to H is:
The mean value of the entire image's grayscale is:
From the above equations, the interclass variance is calculated as follows:
A threshold that can maximize the interclass variance σ is the optimal threshold for the segmentation of the background and the edge of an image. Here, we are seeking the maximum interclass variance of the image and determine the corresponding threshold H * as the threshold for image segmentation [12] . The threshold is used to segment the crack image, as shown in Figure 4 . 
C. DENOISING OF THE CRACK IMAGE
There are certain noise and background points in the image after threshold segmentation; thus, the crack image must be denoised before extracting the geometric characteristics [13] . A study found that crack images have a series of morphological characteristics. First, the crack exhibits a linear characteristic (i.e., it has a certain length). Second, the crack has a certain area, and the noise has a relatively smaller area. Finally, the crack is double-edged, and the noise is typically an isolated dot or small circle. Therefore, combining the characteristics of the crack denoises the crack image after the threshold segmentation (see Figure 4 (b)).
1) For each closed image, measure the length; when the part with the longest length is less than 3 pixels, consider it noise and remove it. 2) For the remaining image, measure the area of the closed area and keep the image when its area is greater than 3 * 3 pixels.
D. CONNECT THE BROKEN PART OF THE CRACK
Some areas with a relatively higher grayscale or relatively lower width may have broken due to the unique background of concrete crack images; therefore, the skeleton line is assembled and the broken parts of the crack are connected before extracting the geometric characteristics of the crack. The skeleton line of a crack is a direct reflection of the crack's characteristics. The single-pixel skeleton resulting from the morphological transformation of the crack maintains various geometric characteristics as well as the linear trend of the crack [14] . Therefore, the broken part can be extended along the direction of the fitting skeleton line to connect the crack image. The specific steps are as follows:
1) Fill the extracted crack image to eliminate internal cavities and gaps. 2) Expand, corrode and smooth the crack image to obtain a smoothed one.
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3) Obtain the skeleton line of the crack by the large ball method, deburring it to obtain the actual wide singlepixel skeleton line. 4) Search from breaking point P of the crack and along the direction of the skeleton line; if a crack block less than 5 pixels from point P is found, connect the crack along the direction of the skeleton line. 5) Compared with the noncrack pixels, the crack boundary points exhibit mutational grayscale. When we connect the crack, this characteristic should be considered when choosing the boundary, filling the pixels at the center of crack and obtaining the filled crack image. To demonstrate the effectiveness of the proposed algorithm, we extracted the skeleton line and connected the broken part on an image of an oblique crack, as shown in Figure 5 . 
III. ALGORITHM FOR EXTRACTING THE CRACK CHARACTERISTICS
After the characteristics of all images of a suspected crack are extracted, the background image, contaminated image, and the real crack image must be distinguished from one another, which requires using the characteristics of the crack. As a special physical structure, the crack has a unique characteristic that the background image does not have. In this section, we improve and extract the selected five main characteristics of crack images.
A. LENGTH-WIDTH RATIO OF THE CIRCUMSCRIBED RECTANGLE OF THE CRACK
The smallest circumscribed rectangle of a crack is the smallest rectangle that can completely circumscribe the crack [15] . The width and length of the rectangle can approximate the width and length of the crack, respectively. The circumscribed rectangle is obtained as follows:
1) Project the coordinates of all crack pixels x i , y j onto the X -and Y -axis directions and record the maximum and minimum values of the projection.
2) The width of the circumscribed rectangle is l = x max − x min , and the length of the circumscribed rectangle is d = y max − y min . 3) Draw the circumscribed rectangle with length l and width d, and calculate the length-width ratio S with the following equation:
In general, all crack images have some linear characteristic, which means that the circumscribed rectangle of the crack image has a larger length-width ratio than the background image, as shown in Figure 6 . Figure 6 illustrates that the circumscribed rectangle of the crack image typically has a larger length-width ratio than the background image. To a certain extent, the crack image and background image can be distinguished from each other by comparing the length-width ratios of their respective circumscribed rectangles.
The circumscribed rectangle of the crack is more effective when considering horizontal and vertical cracks than when considering oblique and reticular cracks. For oblique and reticular cracks, despite the presence of a certain linear characteristic, the length-width ratio of the circumscribed rectangle is not large due to its direction. The length-width ratios of certain oblique cracks are smaller than those of the background, such as splicing lines [16] . Therefore, we improve the length-width ratio considering the skeleton line of the crack:
1) Obtain the skeleton line of crack and perform a traversal on it to determine the type of crack based on whether there is a bifurcation point. 2) For a linear crack, perform the geometric corrections.
Consider the tangential direction of the skeleton line as the direction of the crack, rotate it to transform the oblique crack into a horizontal or vertical one and extract the minimum circumscribed rectangle. 3) For a reticular crack, obtain the length of each bifurcation skeleton line, select the tangential direction of the longest bifurcation, carry out the correction, and then extract the minimum circumscribed rectangle (see Figure 7) . As shown in Figure 7 , cracks are typically inclined, which is why the minimum circumscribed rectangle cannot demonstrate the basic shape of the crack well; however, the geometric angularity correction can largely solve this problem. Therefore, we choose 15 crack images and compare the length-width ratios of the minimum circumscribed rectangles before and after correction, as shown in Figure 8 . As shown in Figure 8 , nearly every crack has a larger length-width ratio after geometric correction; among all of them, the oblique linear cracks have the greatest increment, followed by reticular cracks and then horizontal and vertical linear cracks. Only the length-width ratio of the circumscribed rectangle obtained after the geometric correction can better demonstrate the linear characteristics of a crack.
B. PROPORTION OF CRACK PIXELS
Analysis of multiple sets of crack images shows that the crack image accounts for a relatively smaller part of the entire image, typically only 5-10% [17] , while the stains and other interference images typically occupy a certain area that is larger than the crack area. Therefore, the proportion of pixel numbers is used to distinguish the crack and background.
As shown in Figure 9 , the crack image accounts for a smaller proportion of pixels than does the background image. However, a portion of the background image (such as splicing line) still accounts for a smaller part of the image instead of the crack. It is difficult to distinguish that part of the image from the entire image based on the proportion of target image pixels. This study demonstrates that cracks have nonlinear and irregular boundaries, while other background images have some regularity. Therefore, the ratio of the pixels in the crack image to the minimum circumscribed rectangle is typically smaller than that for the background image [18] . Thus, the ratio of the pixel of the target to the minimum circumscribed rectangle is obtained and used to distinguish the image, as shown in Figure 10 .
C. PROPORTION OF CURVATURE MUTATION POINTS
The curvature is the rate of rotation of the angle in the direction of a point's tangent line. The curvature can indicate the extent to which the curve can bend. The edge of ordinary background images (e.g., splicing lines, paint, stains) typically has a certain regularity; generally speaking, the curve slope of the edge does not change considerably, and the curvature mutations account for a small portion of the total. However, the edge of the crack is characterized by its bendability and randomness, largely changed curvature and many mutation points, which can be the basis of distinguishing the crack from background images. The crack edge cannot be easily calculated and obtained; thus, we use the skeleton line instead. The steps are as follows: VOLUME 6, 2018 FIGURE 10. Proportion of pixels of the minimum circumscribed rectangle.
1) Fill the crack, carry out the morphological calculations,
and obtain the single-pixel skeleton line. 2) Calculate the curvature of each pixel point of the crack's skeleton line using the three-point method. 3) Compare the curvature of each point with that of the adjacent two points (before and after); the point with a curvature change of more than 20% is defined as a curvature mutation point. Sum the number of mutation points. 4) Divide the number of curvature mutation points by the length of the skeleton line to obtain the mutation rate of the curvature. As shown in Figure 11 , the mutation rate of the skeleton line curvature in the crack image is higher than that in the background image in the vast majority of circumstances because of the characteristics of the crack. Therefore, the crack can be distinguished from the background according to the mutation rate of the skeleton line curvature. 
D. IMAGE CONCENTRATION
The image concentration reflects the extent of the compactness of an image and can be obtained by the following equation:
In equation 13, A is the area of the crack and P is the perimeter of the crack. The concentration K has a maximum value of 1 when the crack is a circle. Because of its external characteristics of irregularity and linear shape, the crack's concentration is smaller than that of the background, as shown in Figure 12 . 
E. FITTING DIFFERENCE RATIO OF THE IMAGE
Image fitting refers to a mathematical algorithm of fitting a series of points selected from the target image into a curve [19] . Due to the complex and irregular edge changes of the crack image, the fitting result of the skeleton line differs considerably from the original crack curve. However, the background has a relatively precise skeleton line fitting, with few differences from the original image because of its regularity. Many researchers rely on this characteristic to distinguish the crack from the background. However, there are several problems with the fitting function. First, the fitting result is directly related to the way in which the fitting points are selected. Different pixel points may yield distinct fitting results. Second, the fitting result is also related to the image size. The differences between the fitting results and original images are not the same for different image sizes. A simple fitting algorithm is applicable only to ordinary linear cracks, and ideal results cannot be easily obtained for complex cracks, such as reticular cracks. We improve the defects of the fitting algorithm as follows:
1) The size of each crack image and the background image is determined to be 300 * 300. 2) Obtain a skeleton line for all target images to determine the type. Treat the linear crack as a whole, and disconnect the reticular crack at the bifurcation points and fit each section individually. 3) Divide the linear crack into ten equal sections and select one point in each section as the fitting point to fit. Divide every part of the reticular crack into ten equal sections; then, select ten points to carry out the curve fitting, and restore the image to the original. 4) Subtract the fitting image from the original image and then divide it by the length of the skeleton line to obtain the fitting difference ratio. As shown in Figure 13 , the fitting image has a higher accuracy after fixing the image size, selecting points in ten equal sections and dividing each part of the reticular crack into sections. In this article, we process 15 crack images and 15 background images (such as splicing lines); the obtained fitting difference is shown in Figure 14 . As shown in Figure 14 , the fitting differences of the background images are generally smaller than those of the crack images, and the difference is quite large. Only few images have fitting differences that are similar to those of the crack images. Therefore, the image fitting difference can be used to distinguish images from cracks. 
IV. IMAGE CLASSIFICATION MODEL BASED ON THE SUPPORT VECTOR MACHINE
In this article, we use several main characteristics of the crack to distinguish the crack image from the background image after improving and analyzing those characteristics. Here, the SVM is selected as a classifier to establish an image recognition model.
A. PRINCIPLE OF THE SUPPORT VECTOR MACHINE
The SVM is a supervised learning model that is widely applied in statistical classification, regression analysis and other fields [20] , [21] . The main concept of the SVM is to build a decision-making surface to maximize the distance among samples to be classified through constant training. Thus, the classification is transformed into the calculation of the maximum, which enables the classification to be more accurate.
The kernel function g and penalty factor c are the two most important parameters of the SVM. The penalty factor c is used to solve the over-fitting problem due to discrete points, while the kernel function reflects the correlation of the support vector. Therefore, to build a more effective SVM, we optimize parameters c and g with grid search and cross-validation.
B. SVM MODEL PARAMETER OPTIMIZATION 1) CROSS-VALIDATION
Cross-validation is mainly used to eliminate the bias caused by random sampling in the sample training process. The main concept of cross-validation is partitioning the original samples into training and test sets according to a certain rule. First, the model is trained with the training set, and then, the test set is used to validate the accuracy of the classification model. Commonly used cross-validation methods include repeated random subsampling validation and K-fold crossvalidation. K-fold cross-validation has been widely used due to its high computational efficiency and high accuracy. The main principle of K-fold cross-validation is partitioning the original sample into k sets of subsamples and using one set as the test set and other sets as training sets. Repeated training is carried out so that each set of subsamples can be used as the test set. Thus, K models can be obtained. The accuracy rates of the test sets of K models are averaged, and the mean value is used as the performance index under this model. The SVM parameters with the highest accuracy rates are taken as the optimal parameters; thus, the stability and generalization ability of the model are fairly high. In the cross-validation process, the accuracy rate of the model is typically characterized by the minimum mean square error (MMSE), optimizing in the parameter space to find the parameter where the mean square error is minimal. The mean square error is
where y i is the actual value and y i is the estimated value obtained from the cross-validation model.
2) GRID SEARCH
Grid search is an exhaustive method in which the parameter space is separated into several parts for calculation and each grid node of the parameter space is traversed to obtain the optimal solution [22] - [24] . Every node can be considered in the comparison, which makes the selected parameter the optimal solution and avoids calculation errors caused by personal designation.
In the proposed SVM algorithm, the kernel function g and penalty factor c must be optimized. We use the grid search method to equally partition their respective value regions into M and N parts to form a grid plane of M×N. With the cross-validation method, we are able to calculate the MMSE of the estimated model for each pair of parameters. After traversing each node of the grid plane, the parameter pair with the smallest MMSE is selected as the optimal parameter. The specific steps are as follows:
1) Choose the initialization range of parameters. In this article, we set a 5, 5] , and the step size is 0.5. Then, the grid parameters are c = 2 a , g = 2 b . 2) Sample partitioning. Partition the training data into K equal subsets; K is set as 5 in this article. For each pair of parameters (c, g) in the grid, randomly choose a subset as the test set; the four other subsets are used as the training set. Use the training set to train the model and then predict the test set, and then, calculate the mean square error of the test results under this parameter pair. 3) Calculate the prediction error value. After each of the five subsets has been used once as the test set, δ MMSE, the average of the mean square error of the five prediction results, is taken as the prediction error for the entire parameter set. 4) Obtain the optimal parameter combination. Change the parameter pair (c, g), repeat steps 2 and 3, calculate the average of the mean square error δ MMSE of various parameter pairs of the grid model, and take the parameter pair (c, g) for which δ MMSE is the minimum as the optimal parameter pair.
3) SIMULATION AND ANALYSIS OF THE RESULTS
After the optimal parameters are selected, the SVM-based image classifier can be constructed. In this article, the SVM that we selected is C-SVC, the RBF kernel is taken as the kernel function, the crack image's five characteristics previously selected are taken as the sample input, and the output is whether it is a crack. The training set includes 100 crack images and 100 noncrack images. The test set includes 25 crack images and 25 noncrack images Among the five characteristics that we selected, the proportion of curvature mutation points of the skeleton line, the length-width ratio of the circumscribed rectangle, and the proportion of crack pixels correspond to the point, line, and plane characteristic of the image, respectively, which are the main manifestations of the image's geometric characteristic. The concentration and image fitting difference are the main manifestations of the mathematical characteristic. First, we use the proportion of curvature mutation points of the skeleton line, the length-width ratio of the circumscribed rectangle, and the proportion of crack pixels as inputs to train the SVM to classify the images and compare the training result with that of the improved parameters. The training result of the characteristics before being improved is shown in Figure 15 .
The SVC parameter selection contour map is shown in Figure 15 function g with a base of 2. The SVC parameter selection 3D map is shown in Figure 15(b) , where the abscissa and ordinate are identical to those in Figure15 (a) and the Z-axis expresses the accuracy rate of the cross-validation results. As shown in Figures 15(a) and 15(b) , through crossvalidation and grid search, the optimal penalty factor c is 32, the kernel function g is 0.25, and the accuracy rate of validation is 92.5%. Figure 15 (c) illustrates that four crack images are identified as noncrack images during the training process and another 11 noncrack images are identified as crack images; the predicted result of the training set is 92.5%. Figure 15(d) illustrates that the accuracy rate of classification in the test set is 86%; one crack image and five noncrack images are improperly identified, mainly because of the confusing background images, such as oblique and reticular cracks and splicing lines.
Then, the geometric characteristics of these 250 images obtained with the proposed method are input into the SVM. The results are shown in Figure 16 . Figure 16 (a) is the SVC parameter selection contour map after improvement, and Figure 16(b) is the SVC parameter selection 3D map after improvement. Figures 16(a) and 16(b) illustrate that through cross-validation and grid search, the penalty factor c is 32, the kernel function g is 4, and the accuracy rate of validation is 95%. As shown in Figure 16 (c), four crack images are identified as noncrack images during the training process, and another four noncrack images are identified as crack images; the accuracy rate of classification in the training set is 96%. As shown in Figure 16(d) , the accuracy rate of classification in the test set is 96%; one crack image and one noncrack image are identified improperly. Thus, compared with those before improvement, the improved geometric characteristics can better classify the cracks, particularly for the identification of background images, such as oblique cracks, reticular cracks and so on. Although the improved geometric characteristics can better distinguish the cracks from the noncracks, there are still certain background images with similar geometric characteristics as cracks that are incorrectly identified. Therefore, we execute another process on the sample images combining the image fitting difference ratio and concentration, as shown in Figure 17 . Figure 17 (a) is the SVC parameter selection contour map with five characteristics as inputs, and Figure 17(b) is the SVC parameter selection 3D map. Figures 17(a) and 17(b) illustrate that through cross-validation and grid search, the penalty factor c is 11.3137, the kernel function g is 0.5, and the accuracy rate of validation is 99.5%. Figure 17 (c) illustrates that one noncrack image is identified as a crack image during the training process and that the accuracy rate of classification in the training set is 99.5%. As shown in Figure 17(d) , the accuracy rate of classification in the test set is 100%. Thus, the classification method using five characteristics is more accurate than that using the three characteristics and can distinguish nearly all of the images.
We also compare the other parameters after the test to further evaluate the algorithm for crack classification proposed in this article, as shown in Table 1 . Table 1 illustrates that compared to the algorithm with the original 3 input characteristics, although the algorithm with the 3 improved input characteristics has more iterations, it also a considerably better performance with respect to the time and identification rate. However, for the algorithm with five input characteristics, the number of iterations is smaller, the accuracy rate is better, and the time has a certain advantage compared to the original 3 characteristics method. This result demonstrates that the five improved characteristic parameters of the crack image proposed in this article can better demonstrate the characteristics of the crack image and that the SVM classifier based on five input characteristics yields accurate results.
V. CONCLUSION
In this article, we study the concrete crack extraction and identification based on machine vision. First, we improve the methodology in terms of the difficult extraction and breaking problem of crack images, conducting adaptive linear grayscale transformation to distinguish the grayscale value of the crack part from that of the background image. Then, we use the OTSU algorithm to extract the crack and fill the breaking part based on the extension direction of the skeleton line and the grayscale mutation of the crack. Second, we improve the crack's traditional geometric characteristics to resolve the difficult extraction of the crack's length-width ratio, the large fitting difference of reticular cracks, and the similar pixel proportions of the crack, background and the entire image. Finally, we train the SVM classifier, conduct simulation experiments and verify the improved real-time performance and classification accuracy of the five improved parameters proposed in this article.
