Abstract-To significantly increase the sampling rate of an A/D converter (ADC), a time-interleaved ADC system is a good option. The drawback of a time-interleaved ADC system is that the ADCs are not exactly identical due to errors in the manufacturing process. This means that time, gain, and offset mismatch errors are introduced in the ADC system. These errors cause distortion in the sampled signal. In this paper, we present a method for estimation and compensation of the mismatch errors. The estimation method requires no knowledge about the input signal except that it should be bandlimited to the Nyquist frequency for the complete ADC system. This means that the errors can be estimated while the ADC is running. The method is also adaptive to slow changes in the mismatch errors. The estimation method has been validated with simulations and measurements from a time-interleaved ADC system.
I. INTRODUCTION
S TATE-OF-THE-ART converters today have typically 14 b at 100 MS/s. The trend in modern telecommunications systems is to reduce the number of analog mixers, which results in higher input frequencies to the A/D converter (ADC). This also reduces the possibilities of analog channel separation filtering. Thus, the bandwidth of the ADC input increases. The progress in ADC development is very low. Previously, speed improvements were achieved for free from technology development. Now, this is hardly possible, since speed improvement from reduced feature size requires reduced supply voltage which, due to KBT/C noise, requires larger capacitors and thus lower speed. By simply parallelizing existing ADC cores on a die [1] , [2] ( Fig. 1) , the sampling rate is increased, which reduces filtering requirements, and, in theory, noise level is reduced and resolution is improved. There will be electrical problems: cross talk, input impedance linearity, and matching issues, which are handled with in this paper.
The mismatch errors discussed in this paper are of three kinds:
• time errors (static jitter);
• amplitude offset errors;
• gain errors. The errors listed above are static or slowly varying. This means here that the errors can be assumed to be constant for the same ADC from one cycle to the next over an interval of several million samples. With a sinusoidal input, the mismatch errors can be seen in the output spectrum as nonharmonic distortion. With input signal frequency , the gain and time errors cause distortion at the frequencies where is the sampling frequency. The offset errors cause distortion at the frequencies An example of an output spectrum from an interleaved ADC system with four ADCs with sinusoidal input signal is shown in Fig. 2 . This distortion causes problems, for instance, in a radio receiver where a weak carrier cannot be distinguished from the mismatch distortion from a strong carrier. It is therefore important to remove the mismatch errors. However, calibration of an ADC system is time consuming and costly. Furthermore, the mismatch errors may change slowly with, for instance, temperature and aging. Therefore, we want to estimate the mismatch errors while the ADC is used. Methods for estimation of timing errors have been published in [3] and [4] . These methods require a known calibration signal, which means that the operation of the ADC must be stopped during calibration. A blind time error estimation method was presented in [5] and validated on measurements in [6] . This method works well, but gives a bias error in the time error estimates. A blind amplitude offset error estimation method was presented in [7] .
In this paper, we will present a method for blind equalization of the time, gain, and offset mismatch errors in a time-interleaved ADC system. The estimation method requires only that the input signal is bandlimited to the Nyquist frequency for the complete ADC system. This method gives no bias in the estimates. The time error estimation part is an improvement of the method in [5] . The time error estimation part is presented in more detail in [8] and [9] . The amplitude error estimation part is a variant of the method in [7] .
II. NOTATION AND DEFINITIONS
We will in this section introduce the notation that will be used in this paper. The nominal sampling interval, that we would have without time errors, is denoted .
denotes the number of ADCs in the time-interleaved array, which means that the sampling interval for each ADC is . The time, amplitude, and gain error parameters are denoted , , and , , respectively. The estimates of these errors are denoted , , and , respectively, and the true errors are denoted , , and . The vector notation is used for all the time error parameters. The other parameters are denoted similarly. We use the following notation for the signals involved:
• is the analog input signal; • denotes the ideal signal, sampled without mismatch errors; • , denotes the subsequences of
(1)
• are the output subsequences from the ADCs, sampled with time errors (2) Here is the random jitter and is quantization noise.
• is the multiplexed output signal from all the ADCs where denotes the integer.
• denotes the output signal , reconstructed with the error parameters , , and . are the subsequences of We assume throughout this paper that is bandlimited to the Nyquist frequency of the complete ADC system.
We will next establish a few definitions which will be used later in the paper. A discrete time signal is said to be quasistationary [10] if exists, where the expectation is taken over possible stochastic parts of the signal. The modulo quasi-stationarity property guarantees that the input signal has the same statistical properties for all the ADCs in the time-interleaved system. Most real-life signals are modulo quasi-stationary. We use further the following notation for the mean square and mean square difference of a quasi-stationary signal:
If all the error parameters are known, and the input signal is bandlimited to the Nyquist frequency, can be exactly reconstructed from the sampled signal . We will in this section describe how the different errors can be removed.
A. Amplitude Offset Errors
The amplitude offset errors are removed by subtracting the offset error parameters from the respective subsequences as For (4)
B. Gain Errors
The gain errors can be removed, after the offset errors are removed, by dividing the subsequences by the respective ADC gain For (5)
C. Time Errors
The time errors can be compensated for by many different interpolation techniques, for instance, splines [11] or polynomial interpolation. Here we will describe a method for exact interpolation by filtering the signal with a noncausal IIR filter. If the input signal is bandlimited to the Nyquist frequency and the time error parameters are known, the input signal can be perfectly reconstructed from the irregular samples [12] . In a real application, the interpolation is of course approximate since we cannot use a filter of infinite length, but we can come arbitrarily close to the exact interpolation by choosing the length of the filter large enough. In [12] , the interpolation is done at an arbitrary time instance. If we only need to reconstruct the signal at the nominal sampling instances the reconstruction can be simplified. The simplified reconstruction will be described here. The time errors are here re-parameterized as to simplify the notation.
In the frequency domain, the interpolation is done by With the inverse Fourier transform, we obtain the time error reconstructed signal (8)
IV. MISMATCH ERROR ESTIMATION
We will in this section discuss how the three different error types can be estimated by minimization of different loss functions. A loss function is a function that can be calculated from the measured data and depends on a set of parameters, here the mismatch error parameters. The loss function should be strictly positive except for the true parameters, where it should be zero. This means that by minimizing the loss function we can get an estimate of the parameters. It is also an advantage if the loss function is convex, since it makes numerical minimization more robust.
We will first discuss the different errors separately and then put the three parts together to estimate all errors simultaneously. We only study the dynamic performance of the ADC system. This means that it is not important that for instance the amplitude offset is zero as long as it is the same for all the ADCs in the system. Therefore, the reference level can be chosen arbitrarily and in the following we will assume that all the errors are zero in the first ADC, , i.e., all the other errors are relative to the offset, gain, and time errors in the first ADC.
A. Amplitude Offset Error Estimation
The idea for estimation of the offset errors is that the mean value of the output from each ADC corresponds to the respective offset errors [7] . We assume first that the time and gain errors are zero, then the influence of time and gain errors will be discussed. We have now the signal model Assume that is quasi-stationary and modulo quasi-stationary with respect to . Then the mean value of the input is the same for all subsequences and Introduce the amplitude offset loss function (9) We can show that , is the only minimum and that is quadratic. More details are given in [14] . This mean that the minimizing argument of will converge to the true offset parameters. Since there are no local minima, any minimization algorithm will converge to the global minimum.
B. Gain Error Estimation
The idea for estimation of the gain errors is that the variance of the output from each ADC corresponds to the respective gain of the ADC. We first assume that the time and offset errors are zero, then the influence of time and offset errors will be discussed. The signal model is now Assume that is quasi-stationary and modulo quasi-stationary with respect to . Then the mean square value of the input is the same for all subsequences and Introduce the gain error loss function (10) We can show that and that if , which means that the minimum at is the global minimum. The details are given in [14] . The gain error loss function is not convex, but simulations still show good performance.
C. Time Error Estimation
The idea for the time error estimation is to study the mean square difference between the outputs of adjacent ADCs. Assuming that the input signal is band limited to the Nyquist frequency, the signal cannot change arbitrarily fast. If the time interval between two ADCs is shorter than the signal will change less on average between the samples compared to a time difference of and vice versa if the time interval is longer than . In Fig. 3 this is illustrated for a dual ADC system. We assume first that the offset and gain errors are zero, then the influence of offset and gain errors are discussed. The signal model is now Assume that is quasi-stationary and modulo quasi-stationary with respect to . The mean squared difference between the output of adjacent ADCs is now, when tends to infinity (11) Consider the time error loss function (12) We can show that if the interpolation is linear. However, the interpolation method described in Section III is not linear in the parameters, so the loss function evaluation (12) is exactly valid only for and is only approximately true for . However, interpolation is a continuos mapping in so it can locally be considered as linear. Simulations show that there are local minima in the loss function . A contour plot of is shown in Fig. 4 . Here but and are fixed to there true values to generate a twodimensional plot. The input signal is here sinusoidal. We can see that there are local minima along a line, , in this figure. However, when in the interpolation, the gain of the subsequences of the interpolated signals are changed. Consider instead the loss function (13) If we plot the same contour plot for this function we see that again there are local minima along a line. But this line, , is perpendicular to the line in Fig. 4 . This means that adding the two loss functions (14) eliminates the local minima (see Fig. 5 ). This is just an example with a sinusoidal input, but simulation of many different input signals with different frequency range and different values of indicate that this loss function works for a wide range of signals.
D. Mismatch Error Estimation Algorithm
The loss functions presented in Sections IV-A-C can be combined and minimized to estimate the mismatch errors. The minimization is done by an adaptive algorithm, to make it possible to follow slow changes in the mismatch errors. The algorithm is summarized below; more details are given in [14] .
Algorithm 1 (Interleaved ADC Equalization): Initialization
• Choose a batch size for each iteration.
• Initialize the step lengths of the stochastic gradient algorithm , , and . If the order of magnitude of the mismatch errors are known, this information can be used for the initialization. (4)- (8) and 3) Calculate the gradients of the three loss functions,
. The gradients can be calculated numerically by a finite difference approximation from the loss functions, or by analytically differentiating the loss functions. The loss functions are defined in (9), (10) , , . 6) Return to point 1). Fig. 6 illustrates the operation of the adaptive equalization algorithm.
E. Implementation Cost
The implementation cost for the estimation algorithm is presented in Table I ; eq nr refers to the equations that should be im- plemented. From this table, we get a total power of 10 mW/MHz and a total area of 2 mm .
V. SIMULATIONS
To evaluate the performance of the mismatch error estimation method, a time-interleaved ADC system has been simulated.
The Cramer-Rao Bound (CRB) [10] is a lower bound, independent of the estimation method, on how good the estimation accuracy can be, given an amount of data. In the following simulations the estimation accuracy is compared to the CRB. We can not reach the CRB since the CRB is calculated assuming known input, but it is still interesting to study how close we can get to the CRB. To compare the estimation accuracy with the CRB, the minimization has been done on one batch of data instead of updating with new data for each iteration. The estimation algorithm has been tested with different input signals and different signal parameters have been varied. One parameter at a time is changed according to the following list. The default value, used when other parameters are changed, is given inside parentheses.
• Sinusoidal input signal -angular frequency: ; -number of data per ADC: ; -number of ADCs: ; -quantization noise, given as number of bits: ; -jitter variance: . • Multisine input signal -maximum angular frequency: ; -number of tones: ; • Low-pass-filtered white noise -cutoff frequency: . • Bandpass-filtered white noise, bandwidth 10% of cutoff frequency -cutoff frequency: . The true mismatch error parameters have been generated randomly from uniform distributions
For
The standard deviation of the parameter estimation errors have been calculated from 25 Monte-Carlo simulations for each case in the list above. In Fig. 7 the root mean square of the offset errors is shown, as a function of the number of data, . The input signal is here sinusoidal with input frequency . For large values of , the simulated parameter standard deviation is about a factor of 10 above the CRB. The estimation results for gain and time errors are similar to the offset errors. In Fig. 8 the estimation error is shown with varying input signal frequency instead. We can see here that the estimation works well even close to the Nyquist frequency.
VI. MEASUREMENTS
To validate the estimation method, the algorithm has been tested on measured data from a time-interleaved ADC system. The following parameters were used in the measurements:
• 16 parallel 12-b ADCs.
• sampling frequency 5 MHz. • sinusoidal input signal with frequencies between 0.31 and 2.2 MHz.
• samples per ADC in each batch of data. The sample rate is not very high here, but the estimation technique works independent of the sample rate, and these measurements are included to show that the method works on real data. The signal generator is not perfect, which means that there is some harmonic distortion in the output spectrum. There are also other errors, besides the mismatch errors, in the ADCs. An example of an output spectrum is shown in Fig. 9 . Here we see that the mismatch distortion is small compared to the other distortion. Therefore, SFDR or SNDR is not useful to measure the improvement after compensation for mismatch errors. Instead we study the improvement of the frequency components caused by the mismatch errors. In Fig. 10 , the same spectrum is shown after compensation with estimated mismatch parameters. The mismatch distortion is here no longer visible above the noise floor. To validate the mismatch error estimation algorithm, a parameter estimate was calculated for each input signal frequency and all signals were then compensated with each estimate. In Fig. 11 , the mean improvement of the offset error distortion components is shown for the estimates calculated from the signals at 0.31, 0.63, and 2.2 MHz. The improvement is almost constant around 30 dB for all frequencies, which indicates that the mismatch errors are constant independent of input signal. In Fig. 12 , the mean improvement of the gain and time error distortion components is shown. Since the sampling frequency is quite low, the time errors relative to the sampling interval are very small. This means that the time error distortion is very small, especially for low frequency signals, and therefore cannot be improved much. But we still see some improvement after the time error compensation. 
VII. CONCLUSION
A time-interleaved ADC system is a good option to significantly increase the sampling rate of A/D conversion. However, due to errors in the manufacturing process, the ADCs in the time-interleaved system are not exactly identical. This means that mismatch errors in time, gain, and offset are introduced. The mismatch errors cause distortion in the sampled signal. Calibration of ADCs is time consuming and costly. Further, the mismatch errors may change slowly with for instance temperature and aging. Therefore it is preferable to continuously estimate the mismatch errors while the ADC is used.
We have in this paper presented a method for estimation and compensation of the mismatch error in a time-interleaved ADC system. The estimation method is blind, so that it does not require any information about the input signal, except that it should be band limited to the Nyquist frequency of the complete ADC system. The method is also adaptive, so the estimates are updated if the mismatch errors change slowly. The method gives unbiased estimates, so that the estimation accuracy can be made arbitrarily good by increasing the amount of estimation data.
A lower bound on how good the mismatch error parameters can be estimated, the Cramer-Rao bound (CRB), has also been calculated. Simulations show that the estimate come rather close to the CRB although the CRB is calculated assuming known input. The estimation method has also been verified on measurements from a time-interleaved ADC system with 16 ADCs. The ADC that the method is tested on does not have state-of-the-art performance regarding sample rate, but it still shows that the estimation method works on real data. We have also calculated how much silicon is needed to implement the algorithm on a real system.
