Abstract. Estimating a deterministic single value for model parameters when 1 reconstructing the system response has a limited meaning if one considers that the 2 model used to predict its behavior is just an idealization of reality, and furthermore, Inverse Problem, which has been covered in the literature from different perspectives, 8 depending on the interpretation or the meaning assigned to the probability. In this 9 paper, we revise two main approaches: the one that uses probability as logic, and an 10 alternative one that interprets it as a information content. The contribution of this 11 paper is to highlight their similarities and differences, and eventually provide their 12 links as an unifying formulation. An extension to the problem of model class selection 13 is derived, which is particularly simple under the proposed framework. 
Frequentist: the probability of an event A is its relative frequency of occurrence after 27 repeating a process a large number n of trials under similar conditions,
Logical inference for inverse problems
(ii) Finite additivity: P (A ∪ B) = P (A) + P (B) ∀ A, B|A ∩ B = ∅.
89
(iii) Normalization: P (Ω) = 1.
90
Kolmogorov comments that infinite probability spaces are idealized models of real 91 random processes, and that he limits himself arbitrarily to only those models that 92 satisfy countable additivity. This axiom is the cornerstone of the assimilation of 93 probability theory to measure theory [2] . The conditional probability of A given B
94
is then given by the ratio of unconditional probabilities,
95
P (A|B) = P (A ∩ B) P (B) , P (B) > 0
Subjective: probabilities are understood as degrees of rational belief [11] , rather than 96 logical relations that constrain degrees of rational belief. Ramsey [13] questioned 97 the existence of such objective logical relations and redefined evidential probability as "the logic of partial belief".
99
Outside physical uses, subjective or personalist probability, and epistemic 100 or inductive probability have recently been developed as an incompatible
101
interpretations to the frequentist one [14] .
102
Predictive inference: stems from Bayesian probability of physical phenomena with 
Modeling assumptions

107
The goal of the inverse problem is to use the observed response of a system to improve 108 a single or a set of models that idealize that system, so that they make more accurate 109 predictions of the system response to a prescribed, or uncertain, excitation.
110
Following the Bayesian formulation of the inverse problem [17] , the solution is not expressed by the prior probability distribution, and updates this plausibility by using 114 the information in the data set D, to obtain the posterior probability distribution of 115 model parameters.
116
The origin of the uncertainties are built into the interpretation of probability Figure 1 . Scheme of real and ideal systems. Note that system input may not necessarily appear explicitly outside the system. In the mathematical idealization, second half, an ideal sensor is conceived with the peculiarity that it is assumed to perfectly interrogate the system output introducing no error or bias.
Note from the figure that the noise in the sensors groups any type of difference 164 between observed and real data, including sensor error (characterized by a probability 165 model) and quantization in the case of digital sensors, yielding the relationship,
On the other hand, the assumptions required in the process of idealization of reality are 167 responsible for the differences between real and ideal output,
Then
For some instruments, the measurement errors can be neglected in comparison to 170 modeling errors, thus the last equation can be rewritten as,
Following the probability logic formulation of the inverse problem established by Bayesian probabilities in probability logic are always conditioned, i.e. the probability
is interpreted as the degree of plausibility of proposition b given the information 180 in proposition c, whose truth we need not know.
181
The definition is based on logical operators according to Cox [12] . The arbitrary 
where quantization). Examples of this conditional probability are given in Figure 2 . Figure 2 . Examples of probability density relating real and ideal output though the error prediction. Left and center: case of perfect measurement with only quantization (center: slice for a single value of D obs . Right: case of sensor with quantization and uncertainty. Gray tones stand for probability densities, being white null probability, and black maximum probability.
The observed data can be transformed to ideal data, as
that can subsequently be used to update the ideal model, as
IP formulation from the conjunction of states of information viewpoint
211
The relationship between the model and the observations provided by a model need not
212
to be an implication due to a cause-effect, which would require to define the conditional 213 probability p(θ|D, M). Instead, just the joint probability density f (θ, D, M) needs information [17] . The last two points can be considered as strengths of the formulation. 
225
An event or realization of them is defined by a region or subset A. The information 226 about them (which is an idealized construct) is defined by a measure (P (A)) that satisfies 227 the first two Kolmogorov axioms (P (A) ≥ 0, P (A∪B) = P (A)+P (B) ∀ A, B|A∩B = ∅).
228
By Radon-Nikodym theorem, a density f (x) can be defined,
and the Kolmogorov normality P (Ω) = 1 is not assumed.
230
The logical inference operations on the information defined above has been defined Without assuming normality, the following relationship are compatible, using De
235
Morgan's law,
Commutativity is also allowed,
The simplest solution that fulfills these axioms without normalization is §,
§ This solution is consistent as long as the parameters (observations, model parameters, etc.) are Jeffrey's parameters [17] . If not, the probability densities f (y) just need to be divided by the noninformative probability density µ(y), i.e. replacing f (y) by f (y) µ(y) everytime.
Case of perfect observations
239
For presenting the idea behind the formulation in a simpler way, the case when 240 observations are perfect, i.e. discrepancy due to sensor or idealization is negligible, to compute the information state that the system parameters fulfill both propositions
Assuming that the experimental information on observations is carried out with 250 sensors that are independent on techniques to infer experimental information on model 251 parameters, and the same is true for model classes, the joint density can be split as the
. This is not true for the model information 253 f m , since it relates observations and model.
254
By reusing the mentioned Radon-Nikodym theorem on the density defined in Equation 15, the marginal density for every possible observation D ∈ O yields the sought information on the model parameters, in a given model class M = M j , as
Formulation for general ideal, real and observed output 255
In addition to the a priori information provided by f o and the information given by the 256 model through f m , the uncertainty introduced by the idealization of the model and from 257 the sensors can be defined by two new probability densities f i and f s respectively. Their 258 treatment is detailed below.
259
The interpretation of the updated information for identifying the most plausible model parameter just requires to find its maximum, known as the "maximum a posteriori", (MAP)
whereas finding plausible model values, or just falsifying inconsistent models, requires comparing information densities, and therefore a normalization. This can be done just by defining a normalized probability density p that satisfies the third Kolmogorov axiom (theorem of total probability), magnitudes are independent and non-informative, µ(θ), µ(M j ) and µ(D real ). the remaining magnitudes are independent and non-informative, µ(θ), µ(M j ) and 
281
These four pieces of information are simultaneously true yielding a joint probability 282 through the conjunction operator,
In the case of Jeffreys parameters, which have the characteristic of being positive and of 284 being as popular as their inverses [17] , all non-informative densities µ are constant and 285 may therefore be dropped from the formulation. By further marginalizing, the sought 286 information is given by,
Reconstruction of the model parameters
288
Without loss of generality, and for a simpler notation, we may restrict ourselves to the 289 case when observations are perfect, i.e. discrepancy due to sensor or idealization is
The reconstructed probability for the model parameters θ providing the model is assumed to be true (f
where k 1 is a normalization constant that replaces the dropped model class probability.
296
The assumption of no prior knowledge about the model parameters is usually made,
297
whereby it is represented by the non-informative distribution, i.e. an arbitrary constant 298 in the assumed case of Jeffrey's parameters f 0 (θ) = 1,
If we assume the hypothesis of negligible observational uncertainties with respect parameters probability density, which is clarified by the example in the next section,
The latter formulation is equivalent to the one obtained from the probability logic 
Solution for time-domain observations with gaussian uncertainties
309
Either the final expressions of the probability densities p from the probability logic, distribution allows for an explicit expression of the probability densities,
The term J(θ) corresponds to a misfit function between model and observations,
The best-fitting model is found by minimizing J(θ), or equivalently maximizing
Finally, if classical probability densities are desired, the constant k 6 is derived from 330 the theorem of total probability as,
6. Extension to model-class selection inverse problem formulation will allow to derive the model-class selection as a particular 335 case of inverse problem.
336
As introduced in the preceding subsection, the probabilistic nature of the 
359
The goal is to find the probability f (M), understood as a measure of plausibility 
If no prior information is provided by the user about the class f 
where the normalization constant k 6 can be solved from the theorem of total probability tilde (˜).
373
Once the plausibility f (M) is computed for every class, its value allows to rank the 374 models accordingly to how compatible they are with the observations. This also allows 375 us to find a correct trade-off between model simplicity and fitting to observations [22, 20] . 
