Absbact. It is shown that the eigeovalues and eigenfunctions for the class of "separable" or "semidegenerate" kernels can be determined from the solution of a linear differential equation, which is usually more amenable to machine solution. The theory is extended to solve a simultaneous diagonalization problem for two separable kernels. Finally, some new connections are obtained between Riccati differential equations and Fredholm integral equations af the second kind. The results specialize to previously known results for symmetric separable kernels.
The equations (lF(3) arise in many situations; in statistical problems the kernels are usually symmetric and often also nonnegative definite. We have discussed the case of symmetric kernels in some detail in previous papers [I] , [2] , where references to prior work, especially [3] - [7] , are also discussed. Section 2 of the present paper constitutes a generalization and a complete discussion of material in [I] , where results were given on the calculation of eigenvalues and eigenfunctions of covariance functions. (In contrast to [6] , there is no assumption in [1] or this papa that a system generating the covariance is known, in terms of, say, a state variable description.) In 2 we shall describe procedures for finding the "eigenlengths," or values of for which a prescribed 1 is an eigenvalue of (1) and (2) . We also give procedures for testing if a given 2 is an eigenvalue for a prescribed T and we also show how to calculate the eigeufunctions. Similar problems are treated in [4j, [53, which claim that the smallest eigenlength associated with a prescribed eigenvalue may be found by determining the escape time of a certain Riccati equation. However, no method is obtained fur computing other eigenlengths or computing the eigenfunctions.
In 5 3 of this paper we study the Fredholm equation (3), by methods similar to those previously used in [2] In concluding this introductory section we should mention that of course several other methods of solving the equations (1H3) are available in the literature. In particular, solutions of varying degrees of explicitness have been found for kernels that are covariance functions of stationary random processes with rational power spectral densities; a recent reference is [9] and a fairly comprehensive list of earlier references is given in [lo] . A recent reference on the eigenvalue problem is [I 11. Finally, while this paper was being reviewed, some further references 1221- [24] have appeared on the solution of two-point boundary value problems by methods similar to those in [7] and in this paper.
Computation of eigenvalues, eigenlengths and eigenfnnctions. In Theorem 1
and Corollary 1 we shall show how to solve (1); after some examples, we shall present Theorem 2 which deals with (2) .
To study (I), we shall use the following pair of simultaneous equations, written in obvious vector notation:
Here {a, B, x) and {y, 8, y } are each m-and n-vectors respectively and A is fixed but for the moment arbitrary. Associated with (6) is an(m f n) x (m + n) transition matrix Q( . , . ; A ) satisfying where the arguments of a, p, y and 6 are all t The matrix Q( . , . ; A) may be partitioned as w h e r e @ 1 1 i s m x m , @ , 2 i s m x n , @ 2 1 i s n x m a n d~2 2 i s n x n .
The main result of this section is the following theorem. 
; A,), there is an associated eigenfunction +o(. ) given by
A number of points are worthy of note. First, the problem of establishing the eigenlengths associated with a fixed eigenvalue is in theory straightforward: equation (7) is integrated while Q,,(t, 0 ; A) is tested for singularity. Those values o f t for which the matrix is singular are, of course, the eigenlengths. To find the smallest eigenlength, one can form a Riccati equation with the property that the escape time of the solution of the equation is the same as the smallest eigenlength. This procedure has been suggested in [4] , [ S ] and is discussed briefly in the next section.
Second, the problem of determining the various eigenvalues associated with a fixed eigenlength apparently requires the repeated solution of (7) We now turn to some simple examples, chiefly to check that our method also easily yields some well-known results. We should stress that the main value of the method lies in its computational aspects, viz. solution via reduction to an initial value differential equation, which is often more suited than the original equation for solution on a digital computer. Example 1. Volterra kernels. Such kernels are zero for s > t and therefore we take y = b = 0 in (4). Referring now to (7), we see that
Qz2(s, s; A) = I from which it is evident that #,,(t, 0 ; A), being identically equal to the unit matrix, will never be singular for any t or A. Accordingly, as is well known, there are no eigenvalues. so that applying the boundary condition of (7) yields
Therefore from (12) we obtain a,, = -pa3/n Consequently, eigenvalues and eigenlengths are defined by the singularities of
We should remark that nonsymmetric (Goursat) kernels may have no eigenvalues. Volterra kernels already provide one example. Another simple example is K(t, s) = sin t cos s; following the above procedure leads to @zz(t,O;A) = 1 -(l/A)sin2t.
If t = 2ri, there are clearly no eigenvalues.
Simultaneous eigenvalues.
We now turn to a study of (2) . In some Gaussian discrimination and signal selection problems, the problem often arises [13] , [14] of solving (2) when the Ki(t, s) are covariances of two Gaussian processes. In [15] , a state-variable method of solution, following [6] , is described, assuming knowledge of linear finite-dimensional dynamical systems generating K, and K2 (in the sense that the system outputs have covariances K, and K2 when the system inputs are Gaussian white noise). Here, we dispense with this sometimes restrictive assumption, and require only the knowledge of at and Pi (since covariances are symmetric) in (5) . The theory is immediately extendable to the case when K, and K2 are neither nonnegative definite nor self-adjoint, but simply have the form of (5) .
Since the proof is so similar to that of Theorem 1, we only state the main result.
Consider the differential equation
Then we have the following theorem.
THEOREM 2. With the above definitions, T is an eigenlength associated with eigenvalue 2, # 1 ifand only if @,,(T, 0; A , ) is singular. Then, with w any nonzero vector in the null space of Q Z 2 (~ 0 ; l o ) , an associated eigenfunction &(. ) is given by
3. Riccati equations and Fredholm resolvents. As we noted in the Introduction, the relation between Riccati equations and Fredholm resolvents has been studied in [2] 
The Riccati equation associated with a kernel.
In [q, Kalaba et al. show that the solution of (15) 
) and all T in the interval [0, TI] if and only i f (16) possesses a solution in the interval [0, T I ] .
ProoJz It is well known from the theory of integral equations that ( Using the well-known connection between the differential equations (6) and (16) as discussed in, for example, [16] , it is noted that the solution of (16) is given explicitly by (1 7). P(t) = @,, (t, 0 ; l)Q;;(t, 0 ; 1 ) and evidently nonsingnlarity of Q,, is sufficient to guarantee the finite nature of P(t). This nonsingularity is also necessary, provided we can show that if @,,(T, 0 ; 1) is singular for some T, the null space of @,,(T, 0; 1) is not contained in the null space of @,,(?: 0 ; 1) . To see this is impossible suppose there exists a constant vector w in both null spaces. Then by Corollary 1 there is an associated eigenfunctiou &(t) which is of course not identically zero; but by direct calculation, the associated xo(T) and y,(T) are both zero, implying x,(t) and y,(t) are zero for all t and thus &(t) is zero for all t, which is a contradiction. It is interesting to connect the above result with those of 171; in this reference, one starts with a Riccati equation
and from this derives, after several calculations, a certain integral operator. Then it is shown that the existence ofa solution to (18) on [0, TI is necessary and sufficient for the existence of a resolvent kernel for the operator on every [0, T I ] , TI T In contrast to [7] , which constructs a map of Riccati equations into operators, we have constructed a map of operators into Riccati equations.
Another proof will be provided by Theorem 4 below.
3.2.
Relations between the Riccati equations and the resolvent kernel. As the results of [7] might suggest, we can construct P from the resolvent kernel of K(. , . ), and construct the resolvent kernel for K(. , . ) quite simply from the solution ofP of(l6). Thedetailsfollow, the main results heingpresentedas theorem statements.
T~O R E M 4. Given the kernel (4), defined on [0, TI, suppose that for all TI 5 T i the resolvent kernel Q(t, s ; TI) exists, satzsfying
Then the matrix P ( . ) defined by (16) is also defined by
ProoJqt is sufficient to show that For then P(T,), as defined by (20) , satisfies the differential equation (16). But the continuity of or, p, y, S guarantees uniqueness of the solution, and thus the proof is complete. We shall prove merely (21a); the proof of (21b) follows similarly. The proof depends on an interesting identity discovered independently by Siegert [18] and Bellman [19] for self-adjoint kernels, and in more general form by Krein [20] , [21] . This identity (in integral, rather than differential form) is as follows: 0 5 t, s 6 TI, where Q+(t, s) = Q(t, s; t)l(t -s) and Q_(t, s) = Q(t, s ; s)l(s -t).
Adopt the further notation Q, 0 Q, for kernels Q,, Q, to denote the lntegral 5:' Ql(t, T)Q,(z, s) d~, the notation Q, . $ for a kernel Q, and a function $ to denote the integral J z l Q,(t, s)$(s) ds and the notation ( 4 , 4 ) for vector functions 4, and 4, to denote Jg' @,(t)$,(t) dt.
'This proof fallows an idea used by Geesey (cf. [2] ,[17]) for symmetric kernels Turning to the proof of (214 (which we have to deduce from (20)), we note the following sequence of equalities :
The first equality follows from (20) and the definition of Q and Q+ , the second and third by straightforward manipulation, and the fourth using (22) . Now multiply ( [5] , which implicitly contain a formula for Q(t, TI ; T I ) .
THEOREM 5. The identity (22) Now noting from (19a) that Q(s, t ; t ) satisfies it is evident that Q(t, .; t ) bears the same relationship to S( . , . ) as Q( . , t ; t ) bears to K ( . , . ). In particular, the calculation of Q(t, .; t) can be achieved in the same manner as the calculation of Q ( . , t ; t). Equations (27) and (28) follow easily, on observing that the Riccati equation associated with S( . , . ) bas solution P'(t).
3.3.
Further connection with the work of Schumitzky. In contrast to Schnmitzky [ 7 ] , who can associate with any Riccati equation an integral kernel, our theory will only associate an integral kernel with a Riccati equation of the form (16). But for equations of this form, one would expect the two theories to coincide. They do of course, but after a fashion. Our theory associates the kernel (4) 
