A Negative binomial (NB) regression model is used to estimate an outcome that is a given number of events occurring in a fixed interval of time and/or space (e.g., a rate) and the distribution of these rates does not meet those of the Poisson model which requires that the mean is equal to the variance.
1 NB regressions can be used to fit either longitudinal or panel data, where the same unit of analysis has repeated observations over a period of time. 2 In addition to the error term, a term to control for unobserved time-invariant characteristics of the unit of analysis is included. This term can be specified as a fixed or random effect, and the choice between the two, from a statistical point of view, is based on the Hausman specification test.
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Fixed Effects Models and Impact Evaluations
A fixed effects (FE) specification is an attractive modeling approach because the inclusion of actual terms in the model permits correlations between the unobserved time-invariant term and the explanatory variables. 4 In the current analysis the timeinvariant term could represent unobserved characteristics of the municipality (the unit of analysis) which might include geographic, historic, socio-cultural and/or socioeconomic characteristics that have a constant value during the period of the study. In FE models the correlation between these characteristics and the treatment variable, in our case the Family Health Program (FHP) coverage, is allowed. Random effects (RE) models are known to be preferable due to greater statistical efficiency however they do not allow the modeling permitted with FE outlined above. For example, if the intervention was implemented with priority in poor areas with a higher disease burden and variables representing or proxy of those characteristics were not measured and consequently not included in the model, the estimates of the effects of the intervention could suffer from selection bias. FE models allow control for this selection bias using the FE term of the equation to represent these unobserved time-invariant characteristics.
4
The Regression Model
The regression model used in the present study is as follows:
Where Y it is the age-standardized mortality rate for heart or cerebrovascular diseases for the municipality i in year t, α i is the FE for municipality i that captures all unobserved time-invariant factors, FHP it was the Family Health Program coverage for the municipality i in the year t, X nit was the value of each n covariate of the model with in the municipality i in the year t, and u it was the error term.
The time variable
A variable representing time was not included in the model because the mortality rate ratio, comparing two or more groups of coverage exposed to the same mortality time trend, allowed to control for secular trends. 5, 6 In order to verify and show that the different FHP coverage were exposed to the same time trend, regression modelsstratified according to FHP coverage levels -were fitted using cerebrovascular or heart disease mortality as dependent variables and the time as independent variable. Minimal difference were detected (maximum 2%) and almost all not statistically significant, confirming that time trends along different levels of FHP coverage were similar. This was confirmed by graphical representations (box plots overtime) of these trends. As sensitivity analysis, the same regression models were fitted including a time term both as dichotomous variable (as the other covariates) and dummy variable, as recommended in short equally spaced panel data. 7 The introduction of the time variable eliminated the statistical significance of almost all independent variables (except the FHP when the time was dichotomous), suggesting a problem of over-specification -which tend to increase the SE of the independent variables 8 -or multicollinearity (which was not possible to detect with classical tests for cross-sectional data).
Besides all tests conducted above, the choice of not including the time in the model have been based as well on theoretical considerations. The introduction of a time variable in fixed effects regression models is recommended when there is the suspect that two time series processes are correlated only because they are both trending over time. 3 It has to be considered that in a short panel data such the one used in our study, characterized by a high number of units of analysis (1622) -which assure a high variability for any variable -and a relatively short period of time (10 years), and with the use of the main socioeconomic CVD determinants, included as ten independent variables in the models, the need of a time variable is reduced in comparison with classical time series studies or long panel data with few units of analysis and few covariates. A time variable is introduced in a model as "artificial variable", representing some unmeasured confounding factor of the association under study, and has no effect itself on CVD mortality rates. It has also to be considered that if the effect of the FHP in the regression models for the CVD was simply due to unmeasured time trends, the same regression models should have shown a positive and statistically significant association of the FHP with the increasing mortality from accidents. On the contrary, no statistically significant effect of FHP was detected.
Considering the statistical tests, the sensitivity analyses and the theoretical reasons described above, a time variable has not been introduced in the final regression models.
Fixed Effects Negative Binomial Regression
Fixed effects negative binomial (FENB) regressions may be estimated using an unconditional or conditional liklihood. 9 Conditional models are implemented in statistical software packages because they can adjust for panels without creating dummy slopes for each panel (as unconditional models do) that is extremely time and computing memory consuming if the number of panels is large. Yet, some studies have suggested that a conditional maximum likelihood estimator of the FENB removes the individual FE only in specific conditions, 9, 10 and that the safer alternative, even if timeconsuming, is fitting unconditional FENB regressions scaling its standard error (SE) by the Person Chi2 or by the deviance dispersion. 1, 9 In order to verify the robustness of our analysis with conditional FENB, we fitted the panel data models using three different model specifications: (1) Conditional FENB, (2) Unconditional FENB with scaled SE, and (3) conditional FE Poisson with robust SE. In TABLE1 we show the models fitted using as the outcome the age-standardized mortality rate for heart and cerebrovascular other mortality outcomes of the study: conditional FENB models showed similar effect estimates but better AIC and BIC that Poisson models with robust SE, suggesting that they behave as true FE, on the other hand unconditional FENB models had a problem of convergence in one outcome, the mortality for ischemic heart disease (probably due to the high number of parameters calculated) but in the other outcomes showed very similar values to the conditional FENB.
Difference-in-Difference Analysis
In order to assess the robustness of the fixed-effect multivariate regression models, a difference-in-difference analysis 4 was performed using the municipalities with 0% 
Propensity Score Analysis
In order to further verify the robustness of our results using matching methodologies, we performed two analyses using the propensity score technique:
1. The evaluation of the average treatment effect on the treated using propensity score matching 2. The introduction of propensity score weights in the same FE multivariate regression models of the study.
Propensity Score Matching (PSM)
The propensity score matching is one of the matching techniques more used in impact evaluations to control for the selection bias in the implantation of an intervention and other bias related to the differences between treated and control. 4, 11, 12 Due to the fact that the propensity score has to be estimated at the baseline, before the implementation of the intervention, we used for this analysis the data of the 849 municipalities with 0% FHP coverage in the first year of the study period, the year Table 2S and 3S. The ATT has been estimated using several matching options (nearest-neighbor matching, radius matching and kernel matching), and the confidence intervals have been calculated by bootstrapping with the asymptotic number of replication (10,000). There MRs in the treated were the same or higher than the control at the baseline, but were significantly lower at the follow-up. All the ATTs estimated by different matching techniques have been in the expected direction (reduction of MRs) and statistically significant in almost all the bootstrapping options (Table 2S) .
Propensity Score Weighted FE Regressions
Another way to use the Propensity Score is to weighted the observations according to the PS in a regression model. 4, 12 The same methodology has been used in a recent impact evaluation with a very similar study design that ours. 13 Usually the weight for the control is obtained from W=PS/(1-PS), and is W=1 for the treated. ---------------------------- 
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