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IMPLEMENTING ZONAL HARMONICS WITH THE FUETER PRINCIPLE
A. ALTAVILLA‡, H. DE BIE†, AND M. WUTZIG@
Abstract. By exploiting the Fueter theorem, we give new formulas to compute zonal harmonic
functions in any dimension. We first give a representation of them as a result of a suitable ladder
operator acting on a constant function. Then, inspired by recent work of A. Perotti, using
techniques from slice regularity, we derive explicit expressions for zonal harmonics starting from
the 2 and 3 dimensional cases. It turns out that all zonal harmonics in any dimension are related
to the real part of powers of the standard Hermitian product in C. At the end we compare
formulas, obtaining interesting equalities involving the real part of positive and negative powers
of the standard Hermitian product.
In the two appendices we show how our computations are optimal compared to direct ones.
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1. Introduction
The aim of this paper is to give new ways to implement zonal harmonic functions in RN , for
N ≥ 2, adapting the celebrated Fueter’s theorem [17, 29] to our setting. In the field of Clifford
analysis, researchers refer to Fueter’s theorem anytime it is possible to construct regular hyper-
complex functions starting from suitable modifications of complex holomorphic ones, possibly
hit by some (fractional) power of the usual Laplacian. This general principle fits well in our
context, as the original proof by Fueter passes in fact through harmonic analysis (see also [30]).
In our work, inspired by recent results by A. Perotti [27], we give a complete description of all
zonal harmonic functions in any dimension, knowing only their characterization in dimension 2
and 3. Starting from these well known cases, we first rephrase them using complex functions to
which we will apply the Fueter principle obtaining, at first, Clifford algebra-valued functions of
a paravector variable (see the following subsection) and eventually our goal.
We now define and introduce the material that will be used and discussed later.
1.1. Clifford algebras: definitions and related function theories. Starting from the real
vector space Rn with orthonormal basis {e1, · · · , en} we construct the real Clifford algebra Rn.
Algebraic multiplication follows the rules
ejek + ekej = −2δjk j, k = 1, · · · , n.
Elements x ∈ Rn can be written in the form x =
∑
A
eAxA, with xA ∈ R. Summation runs over
all possible ordered index sets A = {aj}kj=1, 1 ≤ a1 < · · · < ak ≤ n, and eA denotes the k-vector
eA = ea1 · · · eak . In particular the real part of x ∈ Rn is defined as x0 := x∅. In Rn we consider
the subspace of paravectors Rn+1 defined as
R
n+1 :=
{
x = x0 + x
∣∣ x = n∑
k=1
xkek, xk ∈ R, k = 0, . . . , n
}
.
For an element x ∈ Rn, the (Clifford) conjugation is denoted as xc, where for any basis
element eci = −ei. Notice that, if x = x0 + x ∈ Rn+1 is a paravector, then xc = x0 − x. In Rn it
is possible to define the sphere of imaginary units S and the quadratic cone Q as
S := {x ∈ Rn |x+ xc = 0, xxc = 1}, Q :=
⋃
J∈S
CJ ,
where CJ denotes the complex plane generated by 1 and J . Notice that R
n+1 ⊆ Q, for any
n > 1 and equality holds only for n = 1. Moreover, while for n = 1 and n = 2 the quadratic
cone coincides with the Clifford algebra Rn, for n > 2, the set of paravectors is a proper subset
of the quadratic cone (see e.g. [21]). Summarizing, for any n > 2 we have
R
n+1 ⊂ Q ⊂ Rn.
The quadratic cone is the natural subset of Rn where slice regular functions are defined (see
Subsection 1.1.2).
Given two paravectors x = x0 + x and y = y0 + y ∈ Rn+1, their product can be written as
xy = x0y0 − 〈x, y〉+ x0y + y0x+ x ∧ y,
3where 〈, 〉 stands for the usual Euclidean product in Rn and, in general x ∧ y /∈ Rn+1. In fact
x ∧ y ∈ Rn+1 if and only if x ∧ y = 0 if and only if x and y are linearly independent over R.
Hence, we have that xxc = x20 + 〈x, x〉 = 〈x, x〉 = |x|2, i.e. the standard square norm in Rn+1.
Moreover we also have that x2 = x20 − |x|2 + 2x0x and that x2 = −|x|2 = −|xc|2 = (xc)2. Given
any nonzero paravector x ∈ Rn+1, its inverse is given by x−1 = xc|x|2 . Therefore, if we denote by
〈, 〉N the standard scalar product in RN , given x, y ∈ Rn+1, with y 6= 0, then
(xy−1)0 =
x0y0 + 〈x, y〉n
|y|2 =
〈x, y〉n+1
|y|2 ,
which is exactly the Fourier coefficient of x with respect to y. In particular, for any couple of
paravectors x and y, we have that (xyc)0 = x0y0 + 〈x, y〉 = 〈x, y〉n+1. In the remainder of the
paper we will drop the subscript n+ 1 whenever it is unambiguous.
In the context of Clifford algebras we will deal with two theories of regular functions, namely
monogenicity and slice regularity. While the first one takes its origin in the work of R. Fueter [17]
and Gr. Moisil and N. The´odoresco [25] in the 1930’s, slice regularity was introduced some ten
years ago by G. Gentili and D. Struppa [19]. We now quickly introduce both theories and
highlight the main features we are interested in. For more information see [6, 9, 12, 18].
1.1.1. Monogenicity. We now introduce the Dirac operator ∂x and the generalized Cauchy-
Riemann operators D and D¯ as
∂x = e1
∂
∂x1
+ · · · + en ∂
∂xn
, D =
∂
∂x0
− ∂x, D¯ = ∂
∂x0
+ ∂x.
We have
DD¯ = −∆x,n+1
with ∆x,n+1 the Laplacian in R
n+1 with respect to the variable x. We will omit the subindex
where it is permitted by the context. A function that satisfies Df = 0 is called monogenic.
Moreover, a homogeneous polynomial in the variable x = x0+x (i.e. a homogeneous polynomial
in the variables (x0, x1, . . . , nn)), that is monogenic is called a spherical monogenic.
1.1.2. Slice regularity. The concept of slice regularity on Clifford algebras was introduced in [8]
for functions defined over Rn+1. However, we will use the approach of stem functions introduced
by R. Ghiloni and A. Perotti [21] and inspired by the Fueter theorem [17].
Let D be any subset of C such that D¯ = D. A stem function is a function F : D → Rn ⊗ C,
such that, for any α + iβ ∈ D it holds that F (α + iβ) = F (α+ iβ), i.e. if F = F1 + ıF2, with
F1 and F2 being Rn-valued functions, then F1(α− iβ)+ ıF2(α− iβ) = F1(α+ iβ)− ıF2(α+ iβ).
The last equality is equivalent to F1 being even and F2 being odd both with respect to β.
Let now D ⊂ C be any open domain such that D = D¯. We call the circularization of D the
set
ΩD := {α+ Iβ ∈ Q |α + iβ ∈ D, I ∈ S}.
Any subset of the quadratic cone Ω ⊂ Q such that Ω \R is symmetric with respect to R will be
called a circular set. Clearly, for any circular set Ω we have Ω = ΩΩ∩CJ , for any J ∈ S.
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Definition 1.1. Let ΩD be a circular domain and F : D → Rn ⊗ C be a holomorphic stem
function. Then f = I(F ) : ΩD → Rn defined as
f(α+ Iβ) = F1(α+ iβ) + IF2(α + iβ)
is said to be a slice function (induced by F ). If F is holomorphic with respect to the standard
complex structures of C and Rn ⊗ C, then f is said to be slice regular. If F1 and F2 are R-
valued, then f is said to be slice preserving. The set of slice regular functions defined on Ω will
be denoted by S(Ω), while the set of slice preserving regular functions by SR(Ω).
In [21] it is shown that any slice function is induced by a unique stem function. Notice that
any complex intrinsic holomorphic function Φ : D → C can be seen as a stem function inducing
a slice preserving function φ : ΩD → Rn, and vice versa.
Examples of slice regular functions are polynomials and converging power series of the form
f(x) =
∑
xkak, with ak ∈ Rn; examples of slice preserving functions are polynomials and power
series with real coefficients. Notice that a slice function f is slice preserving if and only if
f(Ω ∩ CJ) ⊂ CJ , for any J ∈ S. Slice regular functions which preserve one or all slices of the
form CJ are studied in detail in [2, 3].
1.1.3. Fueter-Sce-Qian Theorem. We now recall the statement of the Fueter theorem in the
form of T. Qian [29]. To do this, we need to recall the definition and the main properties of the
fractional Laplacian.
The Fourier transform with respect to the variable x and its inverse is defined as
F(ϕ)(ξ) := 1
(2π)(n+1)/2
∫
Rn+1
ϕ(x)ei〈x,ξ〉dx, F−1(ψ)(x) := 1
(2π)(n+1)/2
∫
Rn+1
ψ(x)e−i〈x,ξ〉dx.
With these definitions it is possible [32] to compute the µ-Laplacian as
∆µx,n+1ϕ := F−1
(
(−i|ξ|)2µF(ϕ)(ξ))
Let now ∆µ denote ∆µx,n+1, for any µ > 0. Thanks to the definition, for any differentiable
function f such that ∆µf is a differentiable function, the partial derivative and the multiplication
by a scalar commute with ∆µ. Under these hypotheses one therefore has
(1.1) [∆µ, ∂x]f = [∆
µ, D¯]f = 0.
Moreover, thanks to [32, formula (6) p. 118], for any α, β > 0, such that α+β < n, whenever
it makes sense, we have
∆α(∆βf) = ∆α+βf.
We know that if pk is a homogeneous function of degree k, then, whenever it is well defined,
the function ∆µpk is homogeneous of degree k−2µ (a generalization of this formula was given [5,
Appendix B] where our particular case is given for p = 2 and s = 1/2).
With our choice of coefficients in the definition of the Fourier transform, according to [32,
formula 32, p. 73] we have
(1.2) F
(
Pk(.)
|.|k+n+1−a
)
(ξ) = γk,a
Pk(ξ)
|ξ|k+a ,
5where 0 < a < n+ 1, k ∈ N, Pm is a homogeneous harmonic polynomial of degree k and
(1.3) γk,a := i
kΓ
(
k + a
2
)/
Γ
(
k + n+ 1− a
2
)
.
For any function defined in the space of paravectors it is possible to define the following two
inversion operators with respect to the variable x:
• the Clifford inversion
K[f ](x) :=
(x0 − x)
|x|n+1 f
(
x0 − x
|x|2
)
;
• the Kelvin inversion
(1.4) K[f ](x) := 1|x|n−1 f
(
x
|x|2
)
.
By direct computation we have that K2 = K2 = 1. If pk is a homogeneous function of degree k,
then
(1.5) K[pk(x)] = |x|2−(n+1)−2kpk(x)
It is known that Clifford inversion preserves monogenicity, while Kelvin inversion preserves
harmonicity. In the following theorem we recall the statement of the Fueter theorem in Qian’s
formulation [29], (see also [13, 14, 24] for some other reformulations).
Theorem 1.2. Let k be a positive integer and ∆ = ∆x,n+1 denote the usual Euclidean Laplacian
with respect to the variable x. If x ∈ Rn+1 is a paravector, then
(1) ∆
n−1
2 (x−k) is monogenic and homogeneous of degree 1− n− k;
(2) K[∆
n−1
2 (x−k)] is monogenic and homogeneous of degree k − 1;
(3) if n = 2h+ 1 is odd then
K[∆h(x−k)] = ∆hxn+k−2.
1.2. Zonal harmonics and Gegenbauer polynomials. We consider complex-valued func-
tions defined on RN . In harmonic analysis a spherical harmonic is a homogeneous polynomial
of some degree k that is in the kernel of the Laplacian. In the space Hk of spherical harmonics
of degree k it is possible to define the following L2 inner product:
〈P (x), Q(x)〉S := 1
ωN−1
∫
SN−1
P (x)Q(x)dσ(x),
where dσ(x) is the usual Lebesgue measure on the sphere SN−1 and ωN−1 denotes its surface
area. Fix a point y ∈ SN−1, and consider the linear map Λ : Hk → C defined as Λ(P ) = P (y).
Since Hk is a finite dimensional inner product space, for any N ∈ N, there exists a reproducing
kernel, i.e. a unique function Z
λ(N)
k (·, y) ∈ Hk such that
P (y) = Λ(P ) = 〈P,Zλ(N)k (·, y)〉S, ∀P ∈ Hk.
Such a function Zk is called the zonal harmonic of degree k with pole y (see [4, 33]). For
reproducing kernels in the context of Clifford analysis see [11].
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In view of our interest in giving new representations of zonal harmonic functions, we now
discuss their explicit expression in terms of Gegenbauer polynomials [32, 33].
The Gegenbauer polynomial of degree k and parameter λ ∈ R, λ > −12 is given explicitly by
Cλk (z) =
⌊k
2
⌋∑
j=0
(−1)j Γ(k − j + λ)
Γ(λ)j!(k − 2j)! (2z)
k−2j .(1.6)
The derivative of a Gegenbauer polynomial is (see [34, (4.7.14)])
(1.7)
d
dz
Cλk (z) = 2λC
λ+1
k−1 (z).
The recursion relation is (see [16, Section 10.9, formula (13)])
(1.8) zCλ+1k−1 (z) =
k
2(k + λ)
Cλ+1k (z) +
k + 2λ
2(k + λ)
Cλ+1k−2 (z).
We also have (see [34, (4.7.27)])
4λ(ℓ+ λ+ 1)(1 − t2)Cλ+1ℓ (t) = (ℓ+ 2λ)(ℓ + 2λ+ 1)Cλℓ (t)− (ℓ+ 1)(ℓ+ 2)Cλℓ+2(t),(1.9)
and [34, (4.7.29)]
(1.10)
λ+m
λ
Cλm(z) = C
λ+1
m (z)− Cλ+1m−2(z).
Finally, from [16, Section 10.9, formula (24)] we have
(1.11) z
d
dz
Cλk (z)− kCλk (z) =
d
dz
Cλk−1 ⇔ (2λ)zCλ+1k−1 (z)− kCλk (z) = 2λCλ+1k−2 (z).
For x, y ∈ Rn+1, we set the following notation,
(1.12) w :=
〈x, y〉
|x||y| .
When λ = n+12 −1 = n−12 and choosing the suitable variable, Gegenbauer polynomials represent
zonal harmonics Zλk in R
n+1 in the following way [32, 33]
(1.13) Zλk (x, y) =
k + λ
λ
Cλk (w)(|x||y|)k .
If the total dimension n+1 equals 3, then we deal with the classical case of the study of spherical
harmonics. In this case, Gegenbauer polynomials C
1
2
k coincide with the Legendre polynomials.
Notice that when n + 1 = 2 (and so for λ = 0), the previous formula is not well defined.
However [34, (4.7.8)], it holds:
(1.14) Z0k(x, y) = lim
λ→0
k + λ
λ
Cλk (w)(|x||y|)k = 2Tk(w)(|x||y|)k ,
where Tk is the Chebyshev polynomial of the first kind of degree k. Chebyshev polynomials
satisfy the following useful equality, which is a consequence of (1.10):
(1.15) 2Tk(t) = C
1
k(t)− C1k−2(t).
This particular case is described in more detail in the following subsection.
71.3. Dimension 2. When the dimension is equal to 2, it is easy to compute zonal harmonics.
For any k ≥ 1, if x = ρ1eiϑ1 , y = ρ2eiϑ2 ∈ R2 = R2 = C, these are given by [4, p. 94]
Z00 ≡ 1, Z0k(x, y) = (ρ1ρ2)k 2 cos (k(ϑ1 − ϑ2)) = 2Tk(w)(|x||y|)k .
Notice that Z0k can also be obtained in the following two ways (recall that, for any k ∈ Z \ {0}
the function
(
(xyc)k
)
0
is a homogeneous polynomial of degree k in x):
(1.16)
(
(xyc)k
)
0
= (ρ1ρ2)
k (exp (ik(ϑ1 − ϑ2)))0 = (ρ1ρ2)k cos (k(ϑ1 − ϑ2)) =
1
2
Z0k(x, y),
and,
K
[((
xy−1
)−k)
0
]
(x) = K
[
ρ2k2
(
(xyc)−k
)
0
]
(x) = ρ2k2 ρ
2k
1
(
(xyc)−k
)
0
= ρ2k2 ρ
2k
1
((
yxc
ρ22ρ
2
1
)k)
0
=
(
(yxc)k
)
0
=
(
((xyc)c)k
)
0
=
((
(xyc)k
)c)
0
=
(
(xyc)k
)
0
=
1
2
Z0k(x, y).
(1.17)
Notice, in particular, that, for any integer k 6= 0(
(xyc)k
)
0
= K
[((
xy−1
)−k)
0
]
(x).
1.4. Main results and outline of the paper. Let 〈y,∇x〉 denote the partial derivative in
the y direction. In Section 2 we study the action of the ladder operator defined as K〈y,∇x〉K
on the set of Gegenbauer polynomials. If x, y belong to Rn+1, it turns out that, up to an
explicit coefficient, the ladder operator applied to Cλℓ (w)(|x||y|)ℓ, returns Cλℓ+1(w)(|x||y|)ℓ+1.
Hence, starting from the zeroth Gegenbauer polynomial of parameter λ (and hence from the
zeroth zonal harmonic in any dimension), we can derive the Gegenbauer polynomial of the same
parameter and of any degree k. In particular, the following equality is proven in Theorem 2.2
(K〈y,∇x〉K)k [1] = (−1)kk! λ
λ+ k
Zλk (x, y).
This representation will be used twice: to derive a new formula for the Poisson kernel by means
of the formal exponential of K〈y,∇x〉K and later in the last result of Section 5.
In Section 3 we give a first demonstration of the Fueter principle (in the M. Sce flavor [31]).
Starting from zonal harmonics in dimension 2 and 3, we are able, by applying a proper amount of
Laplacians, to obtain zonal harmonics in any even and odd dimension, respectively. In particular,
we prove the following two equalities
• if x, y ∈ R2m+3, then,
(∆y∆x)
m
[
Z
1/2
k+2m(x, y)
]
= β˜mk Z
1/2+m
k (x, y),
• if x, y ∈ R2m+2, then,
(∆y∆x)
m
[
Z0k+2m(x, y)
]
= β̂mk Z
m
k (x, y).
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where β˜mk and β̂
m
k are constants, depending only on the dimension and the degree, and are
explicitly given in Corollaries 3.5 and 3.6. The proof of the previous equalities is not given by
direct computation but by making use of properties of Gegenbauer polynomials. In Appendix A
we show how direct computations might become long and difficult very quickly.
After some preliminaries about slice regular functions defined on Clifford algebras and their
harmonicity properties, in Section 4 we give an explicit and complete proof of the Fueter theorem
for this particular class. In particular, in Lemma 4.4 we prove that, for any positive integer n,
given any slice regular function f : Ω ⊂ Rn+1 → Rn, whenever it is well defined, the function
∆
n−1
2 f is monogenic. Moreover, whenever it is well defined, the function ∆
n−1
2 (f)◦s is harmonic,
(f)◦s being the so-called spherical value (see Definition 4.1). Starting from these observations
and from the explicit description of zonal harmonics in dimension 2 we are able to prove that if
n = 2m+ 1 and x = x0 + x, y = y0 + y belong to R
n+1, then
(∆y,n+1∆x,n+1)
m
[
((xyc)k+2m)0
]
=
1
2
β˜mk Z
m
k (x, y).
In Appendix B we show explicitly the connection between our results and those in [27].
In the last section we obtain an equality similar to the previous one for any dimension involv-
ing, instead of the double Laplacian, the action of a suitable fractional Laplacian together with
the Kelvin inversion (in a way analogous to Theorem 1.2 point (2) or to formula (1.17)). The
precise result is the following: for any x ∈ Rn+1 and any y ∈ Rn+1 \ {0}, we have
K
[
∆
n−1
2 ((xy−1)−k)0
]
= (n− 1)!in−1 k
2k + n− 1Z
λ
k (x, y)
Eventually we compare these last two equations obtaining an analogue of Theorem 1.2 point
(3): let n be an odd number, n = 2m+ 1 and x = x0 + x, y = y0 + y ∈ Rn+1, then
(∆y,n+1∆x,n+1)
m
[
((xyc)k+2m)0
]
= ηmk K
[
∆mn+1,x((xy
−1)−k)0
]
where ηmk is an explicit constant depending only on the dimension and on the degree (see
Theorem 5.3).
2. A ladder operator
In this section we give a realization of zonal harmonics in terms of a ladder operator which
raises the degree of a fixed polynomial. Starting from the constant polynomial equal to 1 (which
is the zeroth zonal harmonic in any dimension), we are going to construct all the others.
We start from some basic identities. Let x = (x0, x1, . . . , xn) ∈ Rn+1, then, for any i =
0, . . . , n, we have,
∂xi |x|α = ∂xi(x21 + · · ·+ x2n)
α
2 =
α
2
|x|α−22xi = αxi|x|α−2.
From the previous equation we have
(2.1) ∂xi(w) =
yi
|x||y| −
〈x, y〉
|x|3|y|xi,
where w is defined as in formula (1.12). We now construct a ladder (raising) operator for
Gegenbauer polynomials. Consider the Kelvin inversion defined in formula (1.4) and the operator
9〈y,∇x〉 =
∑n+1
j=1 yj∂xj where x, y ∈ Rn+1. We prove a raising property for the Gegenbauer
polynomials. We start with the following initial step.
Lemma 2.1. In Rn+1 with n > 1, it holds that
(K〈y,∇x〉K) [1] = −Cλ1 (w)|x||y| = −
λ
λ+ 1
Zλ1 (x, y),
where w = 〈x,y〉|x||y| and λ =
n−1
2 and C
λ
1 (t) is the Gegenbauer polynomial of degree 1 and order λ.
Proof. We have
(K〈y,∇x〉K) [1] = K〈y,∇x〉 1|x|n−1 = K
n+1∑
j=1
yj∂xj
1
|x|n−1

= K
n+1∑
j=1
−(n− 1)xjyj|x|−n−1

= −(n− 1)〈x, y〉 = Cλ1
(〈x, y〉
|x||y|
)
|x||y|.

Now we present a theorem that expresses any Gegenbauer polynomial (and hence any zonal
harmonic), through the iterated action of the ladder operator K〈y,∇x〉K on the constant function
equal to 1.
Theorem 2.2. The zonal harmonic of degree k in Rn+1 can be obtained by
(K〈y,∇x〉K)k [1] = (−1)kk!Cλk (w)(|x||y|)k = (−1)kk!
λ
λ+ k
Zλk (x, y),
where w = 〈x,y〉|x||y| , λ =
n−1
2 and C
λ
k (t) is the Gegenbauer polynomial of degree k and order λ.
Proof. We will prove the statement by induction. By the definition of the Kelvin inversion (1.4)
we have
(K〈y,∇x〉K)
[
Cλℓ (w)(|x||y|)ℓ
]
= K
n+1∑
j=1
yj∂xj
(
1
|x|n−1 |x|
−ℓCλℓ (w)|y|ℓ
) .
Therefore, computing the partial derivatives we obtain
(K〈y,∇x〉K)
[
Cλℓ (w)(|x||y|)ℓ
]
= K
|y|ℓ n+1∑
j=1
yj
(
(1− n− ℓ)|x|−n−1−ℓxjCλℓ (w)
+|x|1−n−ℓ
(
Cλℓ (w)
)′ (
∂xjw
))]
.
Using relation (1.7) and (2.1) we have
(K〈y,∇x〉K)
[
Cλℓ (w)(|x||y|)ℓ
]
= K
[
|x|−n−ℓ|y|ℓ+1
(
(1− n− ℓ)wCλℓ (w) + 2λ(1 − w2)Cλ+1ℓ−1 (w)
)]
.
10 A. ALTAVILLA, HENDRIK DE BIE, AND MICHAEL WUTZIG
We apply relation (1.8) on the first term and relation (1.9) on the second one to get
(K〈y,∇x〉K)
[
Cλℓ (w)(|x||y|)ℓ
]
=
= K
[
|x|−n−ℓ|y|ℓ+1
(
(1− n− ℓ) 1
2(ℓ+ λ)
(
(ℓ+ 1)Cλℓ+1(w) + (2λ+ ℓ− 1)Cλℓ−1(w)
)
+2λ
1
4λ(ℓ + λ)
(
(2λ+ ℓ− 1)(2λ + ℓ)Cλℓ−1(w) − ℓ(ℓ+ 1)Cλℓ+1(w)
))]
= K
[
|x|−n−ℓ|y|ℓ+1 1
2(ℓ+ λ)
(
((ℓ+ 1)(1 − n− ℓ)− (ℓ+ 1)ℓ)Cλℓ+1(w)
+ ((1− n− ℓ)(2λ + ℓ− 1) + (2λ+ ℓ− 1)(2λ + ℓ))Cλℓ−1(w)
)]
.
Recalling that λ = n−12 , the coefficient of C
λ
ℓ−1 vanishes and we get
(K〈y,∇x〉K)
[
Cλℓ (w)(|x||y|)ℓ
]
=
= K
[
|x|−n−ℓ|y|ℓ+1 1
2ℓ+ n− 1
(
((ℓ+ 1)(1 − n− ℓ)− (ℓ+ 1)ℓ)Cλℓ+1
)]
= K
[
−|x|−n−ℓ|y|ℓ+1(ℓ+ 1)Cλℓ+1
]
= −(ℓ+ 1)Cλℓ+1(|x||y|)ℓ+1.
This holds for all ℓ = 1, · · · , k − 1 and the claim follows by induction and Lemma 2.1 for the
case ℓ = 0. 
Remark 2.3. In [15] a version of Theorem 2.2 is proven for the reproducing kernel of the space
of spherical monogenics, given by a sum of two Gegenbauer polynomials.
2.1. Poisson kernel. We now apply Theorem 2.2 to give a representation of the Poisson kernel
in the unit ball of RN . First of all, notice that summing Theorem 2.2 over all degrees of
homogeneity k, we get the exponential of the operator −K〈y,∇x〉K. Then, we have the following
corollary.
Corollary 2.4. For any x, y ∈ Rn+1 such that 1 − 2〈x, y〉 + |x|2|y|2 is different from zero and
|x||y| < 1, we have
(exp(−K〈y,∇x〉K)) [1] = (K exp(−〈y,∇x〉)K) [1] =
∞∑
k=0
Cλk (w)(|x||y|)k ,(2.2)
where λ = n−12 and w =
〈x,y〉
|x||y| .
Proof. The right-hand side of (2.2) is the generating function of the Gegenbauer polynomials.
This is known to equal
(1− 2rw + r2)−λ =
∞∑
k=0
Cλk (w)r
k,(2.3)
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where r = |x||y|, see e.g. [33, Chapter IV.2]. This can be re-established by interpreting
exp(−〈y,∇x〉) as a translation operator: exp(−〈y,∇x〉)f = f(x− y). We then have indeed
(K exp(−〈y,∇x〉)K) [1] = (K exp(−〈y,∇x〉)) 1|x|n−1
= K
(
1
|x− y|n−1
)
=
1
|x|n−1
1
| x|x|2 − y|n−1
=
(
1− 2|x||y| 〈x, y〉|x||y| + |x|
2|y|2
)−λ
=
(
1− 2rw + r2)−λ .

Recall now, for instance from [4, formula 6.21, p. 122], the formula for the (extended) Poisson
kernel in RN ,
P (x, y) =
1− |x|2|y|2
(1− 2〈x, y〉+ |x|2|y|2)N/2 ,
defined for all x, y ∈ RN such that the denominator is different from zero. Now, if λ = N−22 ,
from [4, Theorem 5.33], we have
P (x, y) =
∞∑
k=0
Zλk (x, y) =
∞∑
k=0
k + λ
λ
Cλk (w)(|x||y|)k .
One can find the Poisson kernel from the generating function (2.3) (with |x| = 1 and hence
r = |y| < 1) by acting with 1 + rλ∂r.
Corollary 2.5. Set r = |x||y|, then, the (extended) Poisson kernel of Rn+1 is given by
P (x, y) =
(
1 +
r
λ
∂r
)
(K exp(−〈y,∇x〉)K) [1]
Proof. If r = |x||y|, then clearly 〈x, y〉 = rw. Thanks to Corollary 2.4 we have that(
1 +
r
λ
∂r
)
(K exp(−〈y,∇x〉)K) [1] =
(
1 +
r
λ
∂r
)
(1− 2rw + r2)−λ
Then, we obtain the result from the following computations(
1 +
r
λ
∂r
) (
1− 2rw + r2)−λ = (1− 2rw + r2)−λ − λ r
λ
2(r −w) (1− 2rw + r2)−λ−1
= (1− 2rw + r2)−λ−1 ((1− 2rw + r2)− 2r(r − w))
=
1− r2
(1− 2rw + r2)λ+1 = P (x, y).

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3. Actions of iterated Laplacians on Gegenbauer polynomials
In this section we give general formulas for the action of Laplacians on Gegenbauer polyno-
mials. This will allow us to connect the reproducing kernels of spherical harmonics for different
dimensions with each other.
A first strategy to obtain such a result would be to explicitly compute the action of several
Laplacians on Gegenbauer polynomials. It becomes however rapidly more complicated to keep
track of all arising coefficients as is shown in Appendix A. Therefore we use a different path.
We start with a few lemmas.
Lemma 3.1. Assume λ > 0. Then
(3.1) Cλk+2m(t) =
m∑
j=0
αm,λj C
λ+m
k+2(m−j)(t)
with
αm,λm = (−1)m
Γ(λ+m)
Γ(λ)
Γ(λ+ k +m+ 1)
Γ(λ+ k + 2m+ 1)
.
Proof. According to (1.10) we have
Cλk+2m(t) =
λ
λ+ k + 2m
(
Cλ+1k+2m(t)− Cλ+1k+2(m−1)(t)
)
.
Applying this formula recursively m times to the right-hand side leads to (3.1). The coefficient
αm,λm arises as the product of all used coefficients with minus sign in (1.10). Indeed,
αm,λm = (−1)m
λ
λ+ k + 2m
λ+ 1
λ+ k + 2m− 1 . . .
λ+m− 1
λ+ k +m+ 1
= (−1)mΓ(λ+m)
Γ(λ)
Γ(λ+ k +m+ 1)
Γ(λ+ k + 2m+ 1)
.

We now state a similar result for Chebyshev polynomials.
Corollary 3.2. Let Tp denote the Chebyshev polynomial of the first kind of degree p. Then, it
holds
2Tk+2m(t) =
m∑
j=0
α̂mj C
m
k+2(m−j)(t),
where
α̂mm = (−1)mΓ(m)
Γ(k +m+ 1)
Γ(k + 2m)
.
Proof. The proof can be performed as that of Lemma 3.1, bearing in mind from formula (1.15)
that, 2Tm(t) = C
1
m(t)−C1m−2(t).

The following result comes from [10].
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Lemma 3.3. Let Hk ∈ Hk(RN ) be a spherical harmonic of degree k in RN . Then
∆j
(
|x|2ℓHk(x)
)
= cNj,ℓ,k|x|2ℓ−2jHk(x)
with
cNj,ℓ,k =
{
0 j > ℓ
4j ℓ!(ℓ−j)!
Γ(k+ℓ+N/2)
Γ(k+ℓ−j+N/2) j ≤ ℓ.
To lighten the notation, in the remainder of this section, the Laplacian in RN with respect to
the variable x will be denoted by ∆x = ∆x,N and analogously for y.
Theorem 3.4. In R2(λ+m)+2 we have
(∆y∆x)
m
[
(|x||y|)k+2mCλk+2m(w)
]
= βm,λk (|x||y|)k Cλ+mk (w)
where
βm,λk = (−1)m42mΓ(m− 1)2
Γ(λ+m)
Γ(λ)
Γ(λ+ k + 2m+ 1)
Γ(λ+ k +m+ 1)
= αm,λm (c
2(λ+m)+2
m,m,k )
2.
and w = 〈x,y〉|x||y| .
Proof. Recall that in R2(λ+m)+2
(|x||y|)jCλ+mj (w)
is a harmonic polynomial for all j ∈ N.
Now we have
(∆y∆x)
m
[
(|x||y|)k+2mCλk+2m(w)
]
=
m∑
j=0
αm,λj (∆y∆x)
m
[
(|x||y|)k+2mCλ+mk+2(m−j)(w)
]
=
m∑
j=0
αm,λj (∆y∆x)
m
[
(|x||y|)2j(|x||y|)k+2(m−j)Cλ+mk+2(m−j)(w)
]
= αm,λm (∆y∆x)
m
[
(|x||y|)2m(|x||y|)kCλ+mk (w)
]
= αm,λm
(
c
2(λ+m)+2
m,m,k
)2
(|x||y|)kCλ+mk (w)
where we used Lemma 3.1 in the first line and Lemma 3.3 in line 3 and 4.
The coefficient
βm,λk = α
m,λ
m
(
c
2(λ+m)+2
m,m,k
)2
follows immediately from the expressions for αm,λm and c
2(λ+m)+2
m,m,k . 
We now use Theorem 3.4 to show how to construct zonal harmonic functions in any dimension,
starting from the simpler cases of R2 and R3. We start from dimension 3 since the result is a
straightforward application of the formula just obtained for λ = 1/2.
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Corollary 3.5. In R2m+3, the zonal harmonic function of degree k can be obtained as
(∆y∆x)
m
[
Z
1/2
k+2m(x, y)
]
= β˜mk Z
1/2+m
k (x, y),
where Z
1/2
p denotes the zonal harmonic of degree p in 3 dimensions and
β˜mk = (−1)m
Γ(m+ 1)Γ(2m+ 2)Γ(k +m+ 1)Γ(2k + 4m+ 1)
2(k + 2m)(2k + 2m+ 1)2Γ(k + 2m+ 1)Γ(2k + 2m+ 1)
.
Proof. The proof is a direct consequence of Theorem 3.4 together with formula (1.13). 
We now pass to all even dimensions.
Corollary 3.6. In R2m+2, the zonal harmonic function of degree k can be obtained as
(∆y∆x)
m
[
Z0k+2m(x, y)
]
= β̂mk Z
m
k (x, y),
where Z0p denotes the zonal harmonic of degree p in 2 dimensions and
(3.2) β̂mk = (−1)m
42m(k + 2m)Γ(m+ 1)3Γ(k + 2m+ 1)
(k +m)Γ(k +m+ 1)
.
Proof. The proof can be performed as that of Theorem 3.4 together with formulas (1.13)
and (1.14). 
Remark 3.7. If y is fixed with |y| = 1 then in Theorem 3.4, Corollary 3.5 and Corollary 3.6
we only need to consider the action of ∆x. In particular the three coefficients β
m,λ
k , β˜
m
k and β̂
m
k
simplify as follows. In R2(λ+m)+2 we have
∆mx
[
|x|k+2mCλk+2m(w)
]
= (−1)m4mΓ(λ+m)
Γ(λ)
Γ(m+ 1)|x|kCλ+mk (w).
In R2m+3, the zonal harmonic function of degree k can be obtained as
∆mx
[
Z
1/2
k+2m(x, y)
]
= (−1)m 2k + 4m+ 1
2k + 2m+ 1
Γ(2m+ 2)Z
1/2+m
k (x, y).
In R2m+2, the zonal harmonic function of degree k can be obtained as
∆mx
[
Z0k+2m(x, y)
]
= (−1)m4m k + 2m
k +m
(m!)2Zmk (x, y).
Remark 3.8. Notice that similar results to the one proven in this section can be obtained using
the operator ∆x|y|2 instead of ∆y∆x.
4. Harmonicity of slice regular functions
In the recent paper [27], A. Perotti shows some harmonicity properties of slice regular func-
tions, their connections with Clifford analysis and with zonal harmonics in the particular case
of real dimension 4. Some of these properties were already exploited in [1] to find a possible
generalization of the Jensen formula in higher dimension (see also [28]). Other results connecting
the theory of slice regularity with the one of Fueter were given in [26]. In this section we quickly
review slice regularity in Rn, the results of [27] and add a couple of results useful to connect
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this theory with the one developed in previous sections. In particular, we will show how the
so-called Fueter theorem applies to slice regular functions.
For any slice function it is possible to define its spherical value and spherical derivative.
Definition 4.1. Let f = I(F ) : ΩD → Rn be any slice regular function. For any x = α+ Iβ ∈
ΩD, if z = α+ iβ ∈ D, we define the spherical value f◦s and the spherical derivative f ′s of f as
f◦s (x) :=
1
2
(f(x) + f(xc)) = I(F1)(x),
f ′s(x) := (x− xc)−1(f(x)− f(xc)) = I
(
F2
Im (z)
)
.
The spherical derivative is initially only defined in non-real points. However, as it is shown
in [21], the definition can be extended to R. Both the spherical value and the spherical derivative
of a slice regular functions are constant along spheres of the form Sα+Iβ := {α+ Jβ |J ∈ S}.
Remark 4.2. Notice that if f is a slice preserving function, then its spherical value is just its
real part, i.e.: f◦s = (f)0.
A fundamental result in the theory of slice regularity is the so-called Splitting Lemma. As
explained in [22, Section 2], the real algebra Rn has the splitting property, i.e.: for any J ∈ S, it
is possible to find h = 2n−1 − 1 elements, J1, . . . , Jh ∈ Q, such that {1, J, J1, JJ1, . . . , Jh, JJh}
is a real vector basis of Rn. Such a basis is called a splitting basis.
Lemma 4.3 (Splitting Lemma). Let J be any element of S, {1, J, J1, JJ1, . . . , Jh, JJh} be a
splitting basis for Rn. Then, denoting 1 = J0, the map
(SR(ΩD))2
n ∋ (f1,0, f2,0, . . . , f1,h, f2,h) 7→
h∑
ℓ=0
(f1,ℓJℓ + f2,ℓJJℓ) ∈ S(ΩD),
is bijective. Therefore, for any given f ∈ S(ΩD) there exist unique f1,0, f2,0, . . . , f1,h, f2,h ∈
SR(ΩD), such that
f =
h∑
ℓ=0
(f1,ℓJℓ + f2,ℓJJℓ).
This result is, in a sense, a rephrasing of the well-known splitting lemma [18]. A first version
in the quaternionic setting was given in [7, Proposition 3.12] The proof of the previous Lemma
is the same as [20, proof of Lemma 6.11], suitably changing the indices and the notation.
Notice that a slice regular function f is slice preserving, if and only if, in the previous lemma
f = f1,0.
A direct consequence of the Splitting Lemma is the Fueter theorem for slice regular functions
restricted to the space of paravectors in any dimension. Moreover, information on harmonicity
can be inferred from that. First of all notice that, given any slice regular function f , its restriction
to the paravectors satisfies
f |Rn+1(x0 + x) = f◦s (x0 + x) + xf ′s(x0 + x).
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Thanks to [27, Corollary 3.3 (a)], for any n ∈ N given any slice regular function f ∈ S(Ω), its
restriction f |Rn+1 : Ω ∩ Rn+1 → Rn has the following property
(4.1) D¯f = (1− n)f ′s.
We are now in position to state the announced Fueter theorem for slice regular functions, in
the same spirit of [29]. The following result was partly known by experts but we did not find
any explicit proof in the literature.
Lemma 4.4. Let n be a positive integer, ∆ = ∆x,n+1 be the (n+1)-dimensional Laplacian with
respect to the variable x and f : Ω ⊂ Rn+1 → Rn be (the restriction of) a slice regular function
such that ∆
n−1
2 f is a well-defined differentiable function. The following facts hold true.
(1) The function ∆
n−1
2 f is monogenic, i.e.: D¯∆
n−1
2 f = 0.
(2) The function ∆
n−1
2 f is harmonic, i.e.: ∆∆
n−1
2 f = 0.
(3) The function ∆
n−1
2 (f)◦s is harmonic, i.e.: ∆∆
n−1
2 (f)◦s = 0.
(4) If n ≥ 2 then the function ∆n−32 (f)′s is harmonic, i.e.: ∆∆
n−3
2 (f)′s = 0.
Proof. For n odd the result is true thanks to [27, Corollary 4.4]. We prove the result for n even.
Given any slice regular function f , it is possible [23] to expand its restriction on the space of
paravectors in Laurent series of the form f(x) =
∑
k∈Z x
kak, where, for k > 0, we have
x−k =
(
xc
xxc
)k
=
(xc)k
|x|2k ,
and hence x−k is a slice function regular away from zero. Moreover, thanks to the Splitting
Lemma 4.3, the restriction of f to the space of paravectors is a finite sum, with constant
coefficient, of slice preserving regular functions fh,ℓ, for h = 1, 2 and ℓ = 0, . . . , 2
n−1 − 1, i.e.:
slice regular functions induced by complex intrinsic holomorphic functions. This splitting can
be performed by splitting each ak in its 2
n real components. To any of these functions fh,ℓ
the Fueter theorem holds true. Therefore, applying the Fueter Theorem in the formulation
of [24, Section 4] to all the slice preserving regular functions fh,ℓ that give the splitting of f ,
we have that ∆(n−1)/2f is monogenic, proving (1). Moreover, since ∆ = DD¯, then, clearly
∆(n+1)/2f = 0, proving (2).
Thanks to the commutation properties in formula (1.1), we have, using equation (4.1)
(4.2) 0 = D¯∆(n−1)/2f = ∆(n−1)/2D¯f = ∆(n−1)/2((1− n)f ′s),
proving (4).
We now pass to the spherical value. We know that
0 = ∆∆(n−1)/2f(x) = ∆(n−1)/2∆f(x) = ∆(n−1)/2∆(f◦s (x) + xf
′
s(x))
= ∆(n−1)/2∆(f◦s ) + ∆
(n−1)/2∆(xf ′s(x)).
Assume that n = 2m. We now want to prove that ∆(n−1)/2∆(xf ′s(x)) = ∆1/2∆m(xf ′s(x)) = 0.
It is possible to prove by induction that, for any k ∈ N[
∆k, x
]
= 2k∂x∆
k−1.
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Thus we have
∆1/2∆m(xf ′s(x)) = ∆
1/2
[
x∆mf ′s(x) + 2m∂x∆
m−1f ′s(x)
]
.
Now, thanks to formula (4.2), we have that 0 = ∆(n−1)/2f ′s = ∆
m− 1
2 f ′s and so ∆mf ′s = 0.
Moreover, thanks to formula (1.1), we have proved that
∆∆
n−1
2 (f)◦s = 0.

We recall from [27, Theorem 4.6 (c)] that, for any n ∈ N, the restriction of a slice regular
function to the space of paravectors f : Ω ∩Rn+1 → Rn satisfies
∆x,n+1f
◦
s (x) = (1− n)
∂f ′s
∂x0
(x).
Now, since (x− xc) is purely imaginary, then
∂
∂x0
(
(x− xc)−1(f(x)− f(xc))) = (x− xc)−1 ∂
∂x0
(f(x)− f(xc)) =
(
∂f
∂x0
)′
s
= (∂cf)
′
s,
where ∂c is the so-called slice derivative (also denoted by 2ϑ in [27]) and hence
(4.3) ∆x.n+1f
◦
s (x) = (1− n)(∂cf)′s,
confirming that, when n = 1, the real part of a holomorphic function is harmonic. Notice that,
as usual, ∂cx
k = kxk−1.
Given any positive integer k, the k-th power of the Clifford paravector is the restriction of the
slice regular function xk. Moreover the spherical value (xk)◦s and the spherical derivative (xk)′s
(restricted to Rn+1), are homogeneous polynomials of the paravector variable x0 + x and are
constant along parallels with respect to the real line, i.e.: spheres of the form Sx. Starting from
these observations, in [27, Section 5], Perotti shows, thanks to the harmonic properties of slice
regular functions, that when n = 3, and k is any positive integer, the following facts hold true.
(1) It holds:
k(xk)′s = Z
1
k−1(x, 1).
(2) For any y ∈ R4, such that |y| = 1 (and hence y−1 = yc), it holds
Z1k−1(x, y) = Z
1
k−1(xy
−1, 1) = Z1k−1(xy
c, 1) =
[xyc − yxc]−1[(xyc)k − (yxc)k]
k
,
where the second equality is explicitly computed in Lemma B.1.
(3) It holds:
xk =
Z1k(x, 1)
k + 1
+
x− 2x0
k
Z1k−1(x, 1).
This can be seen as a particular case of Lemma B.3, recalling that |x|2 = xxc and that
−xc = x− 2x0.
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Since, for any k, the function xk is a slice preserving function, then the spherical value of xk
is exactly its real part, i.e.:
(xk)◦s = (x
k)0.
Moreover, since xk is slice preserving, thanks to formula (4.3), we have that
(4.4) ∆4(x
k+2)0 = ∆4(x
k+2)◦s = −2(∂cxk+2)′s = −2(k + 2)(xk)′s = −2
k + 2
k + 1
Z1k(x, 1).
More in general, thanks to equation (1.16) and Corollary 3.6 we can now state the following
general result
Theorem 4.5. Let n + 1 be an even number and n = 2m + 1. If x = x0 + x and y = y0 + y
belong to Rn+1, then
(4.5) (∆y,n+1∆x,n+1)
m
[
((xyc)k+2m)0
]
=
1
2
β˜mk Z
m
k (x, y),
where β̂mk is given in formula (3.2).
Remark 4.6. Notice that when y = 1, formula (4.5) simplifies as explained in Remark 3.7 as
∆mx,n+1
[
(xk+2m)0
]
=
1
2
(
(−1)m4m k + 2m
k +m
(m!)2
)
Zmk (x, 1),
which, for m = 1 is exactly what we pointed out in formula (4.4).
5. A further representation of zonal harmonics
In this last section we are going to give a further formula representing zonal harmonics. In
particular we are going to generalize formula (1.17) to any dimension by using fractional powers
of the usual Laplacian and the main result of Section 2. In the whole present section we consider
slice regular functions restricted to the set of paravectors. As usual, let ∆ denote the Laplacian
in Rn+1 with respect to the variable x. Since x−k =
(
xc
|x|2
)k
, if we write x = x0 + Iβ ∈ Rn+1,
then ((xc)k)0 is a finite sum of monomials of the form x
ℓ
0β
h. Therefore, since the distributional
Fourier transform is additive and it splits on functions of separable variables, we get that F(x−k)
is a homogeneous polynomial that is constant along spheres of the form Sx. Since x
−k is
homogeneous of degree −k, then the same is true for (x−k)0. From formula (1.5) we know
that, since ∆
n−1
2 (x−k)0 is a homogenous function of degree 1 − n − k, then K[∆n−12 (x−k)0]
is homogeneous of degree k. Therefore, thanks to the properties of zonal harmonics, for any
integer n ≥ 0 we have that K[∆n−12 (x−k)0] equals, up to a multiplicative coefficient, the function
Z
n−1
2
k (x, 1). The aim of this section is to give an explicit expression of such coefficient in the
case in which 1 is replaced by any paravector y such that |y| = 1. Then, we compare this last
representation with the one given in Section 4.
We start by adapting previous general considerations about the Fourier transform to our
particular case. Using formula (1.3), we have that
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γ1,n
γ1,2
=
iΓ
(
n+1
2
) /
Γ
(
1+n+1−n
2
)
iΓ
(
3
2
) /
Γ
(
1+n+1−2
2
)
=
Γ
(
n+1
2
) /
Γ
(
n
2
)
Γ (1)
/
Γ
(
3
2
) = 22−nΓ(n) = 22−n(n− 1)!
We start our computations with yc instead of y−1. In this case we have, after some simple
computation
((xyc)−k)0 =
1
|y|2(k−1)
(−1)k−1
(k − 1)! 〈y,∇x〉
k−1
( 〈x, y〉
|x|2|y|2
)
,
where 〈y,∇x〉 denotes the directional derivative with respect to y and, for n > 1, that
〈x, y〉
|x|n+1 =
1
1− n〈y,∇x〉K[1].
Therefore, by using formula (1.2), and following the idea in [29], we have the next sequence of
equalities:
∆
n−1
2 ((xyc)−k)0 =
1
|y|2(k−1)
(−1)k−1
(k − 1)! 〈y,∇x〉
k−1F−1
(
(i|ξ|)n−1F
(( 〈x, y〉
|x|2|y|2
))
(ξ)
)
=
1
|y|2k
(−1)k−1
(k − 1)! i
n−1〈y,∇x〉k−1F−1
(
|ξ|n−1γ1,n 〈ξ, y〉|ξ|n+1
)
=
1
|y|2k
(−1)k−1
(k − 1)! i
n−1γ1,n
γ1,2
〈y,∇x〉k−1
( 〈x, y〉
|x|n+1
)
=
1
|y|2k
in−1
n− 1
(−1)k
(k − 1)!
γ1,n
γ1,2
〈y,∇x〉kK[1]
=
1
|y|2k
in−1
n− 1
(−1)k
(k − 1)!2
2−n(n− 1)!〈y,∇x〉kK[1]
=
1
|y|2k (n− 2)!i
n−1 (−1)k
(k − 1)! 〈y,∇x〉
kK[1].
Therefore
(5.1) K
[
∆
n−1
2 ((xyc)−k)0
]
=
1
|y|2k (n − 2)!i
n−1 (−1)k
(k − 1)! (K〈y,∇x〉K)
k [1]
If now y is any element different from zero, we have(
(xy−1)−k
)
0
=
((
x
yc
|y|2
)−k)
0
=
(
(xyc)−k|y2k|
)
0
= |y|2k
(
(xyc)−k
)
0
.
Thanks to the last equality, formula (5.1) becomes
K
[
∆
n−1
2 ((xy−1)−k)0
]
= (n − 2)!in−1 (−1)
k
(k − 1)! (K〈y,∇x〉K)
k [1].
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Moreover, we recall from Theorem 2.2 that,
(K〈y,∇x〉K)k
k!
[1] = (−1)kCλk
(〈x, y〉
|x||y|
)
(|x||y|)k
Hence, recalling formula (1.13), we have proved the following result.
Theorem 5.1. For any x ∈ Rn+1 and any y ∈ Rn+1 \ {0}, we have
(5.2) K
[
∆
n−1
2 ((xy−1)−k)0
]
= (n− 1)!in−1 k
2k + n− 1Z
λ
k (x, y).
Remark 5.2. Notice that for n = 1 (and so when Rn = C), formula (5.2) becomes exactly
formula (1.17).
The last result of this paper is a reinterpretation of Theorem 1.2 point (3).
Theorem 5.3. Let n+1 be an even number and n = 2m+1. Let the variables x = x0 + x and
y = y0 + y belong to R
n+1. The one has
(∆y,n+1∆x,n+1)
m
[
((xyc)k+2m)0
]
= ηmk K
[
∆mn+1,x((xy
−1)−k)0
]
where ηmk is given by,
ηmk =
42m(k + 2m)Γ(m+ 1)3Γ(k + 2m+ 1)
k(2m)!Γ(k +m+ 1)
.
Proof. We recall from equation (4.5) that
(∆y,n+1∆x,n+1)
m
[
((xyc)k+2m)0
]
=
1
2
β̂mk Z
m
k (x, y),
where,
1
2
β̂mk =
1
2
(−1)m 4
2m(k + 2m)Γ(m+ 1)3Γ(k + 2m+ 1)
(k +m)Γ(k +m+ 1)
.
Moreover, from equation (5.2) we have that,
Zmk (x, y) = (−1)−m
2(k +m)
k(2m)!
K
[
∆m((xy−1)−k)0
]
Hence
ηmk =
42m(k + 2m)Γ(m+ 1)3Γ(k + 2m+ 1)
k(2m)!Γ(k +m+ 1)

Remark 5.4. When m = 0 (i.e. the dimension is 2), we have that for any k ∈ N, η0k = 1 and
hence (
(xyc)k
)
0
= K
[(
(xy−1)−k
)
0
]
,
exactly as established in the introduction.
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Remark 5.5. If y is fixed and such that |y| = 1 (so that y−1 = yc), the coefficient ηmk simplifies
a bit as explained in Remark 3.7. In this case we have
∆mx,n+1
[
((xyc)k+2m)0
]
= 4m
k + 2m
k(2m)!
(m!)2K
[
∆mn+1,x((xy
c)−k)0
]
Hence, if m = 1 (i.e. n+1 = 4), denoting by ∆ the Laplacian in R4 with respect to the variable
x, we get
∆
[
(xk+2)0
]
= η1kK
[
∆(x−k)0
]
= 2
k + 2
k
K
[
∆(x−k)0
]
This last formula can be considered an analog of [27, Proposition 5.1 (c)] for the spherical
derivative.
Appendix A. Explicit computations of the action of a double Laplacian
In this appendix we show that computing explicitly the double Laplacian considered in Sec-
tion 3 might be much more difficult than our shortcuts. As in previous sections, we will use
the following notation w = 〈x,y〉|x||y| . For the convenience of the reader in what follows, all the
computation in this section are done in dimension N .
We will make use of formula (2.1) together with the following
(A.1) ∂2xi(w) =
1
|x|3|y|
(
−3xiyi − 〈x, y〉+ 3〈x, y〉 x
2
i
|x|2
)
,
and
(A.2) (∂xi(w))
2 =
(
yi
|x||y| −
〈x, y〉
|x|3|y|xi
)2
=
1
(|x||y|)2
(
y2i − 2〈x, y〉
xiyi
|x|2 + 〈x, y〉
2 x
2
i
|x|4
)
.
We start from the first partial derivative:
∂xi
(
Cλk (w)|x|ℓ
)
= 2λCλ+1k−1 (w)|x|ℓ
(
yi
|x||y| −
〈x, y〉
|x|3|y|xi
)
+ ℓCλk (w)|x|ℓ−2xi.
Using formulas (A.1) and (A.2), the second derivative follows:
∂2xi
(
Cλk (w)|x|ℓ
)
=2λ(2λ+ 2)Cλ+2k−2 (w)|x|ℓ
(
yi
|x||y| −
〈x, y〉
|x|3|y|xi
)2
+
+ (2λ)ℓCλ+1k−1 (w)|x|ℓ−2xi
(
yi
|x||y| −
〈x, y〉
|x|3|y|xi
)
+
+ 2λCλ+1k−1 (w)|x|ℓ
(
− xiyi|x|3|y| − 2
xiyi
|x|3|y| −
〈x, y〉
|x|3|y| + 3
〈x, y〉x2i
|x|5|y|
)
+
+ 2λℓCλ+1k−1 (w)|x|ℓ−2xi
(
yi
|x||y| −
〈x, y〉
|x|3|y|xi
)
+
+ Cλk (w)ℓ(ℓ− 2)|x|ℓ−4x2i + ℓCλk (w)|x|ℓ−2.
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We are able to compute the Laplacian with respect to the variable x:
∆N,x
[
Cλk (w)|x|ℓ
]
=
N∑
i=1
∂2xi(C
λ
k (w)|x|ℓ) = NℓCλk (w)|x|ℓ−2 + ℓ(ℓ− 2)Cλk (w)|x|ℓ−2+
+ 2λCλ+1k−1 (w)|x|ℓ
(〈x, y〉
|x||y|
)
(1−N)+
+ 2λ(2λ+ 2)Cλ+2k−2 (w)|x|ℓ
(
1
|x|2 −
〈x, y〉2
|x|4|y|2
)
=ℓ(N + ℓ− 2)Cλk (w)|x|ℓ−2 + 2λ(1 −N)wCλ+1k−1 (w)|x|ℓ−2+
+ 2λ(2λ+ 2)(1 − w2)Cλ+2k−2 (w)|x|ℓ−2
=2λ(2λ+ 2− n)wCλ+1k−1 (w)|x|ℓ−2 + [ℓ(N + ℓ− 2)− k(k + 2λ)]Cλk (w)|x|ℓ−2.
Now, thanks to formula (1.8), we get
∆N,x
[
Cλk (w)|x|ℓ
]
=|x|ℓ−2{(2λ + 2−N)(2λCλ+1k−2 (w) + kCλk (w))+
+ (ℓ(N + ℓ− 2)− k(k + 2λ)Cλk (w))}
=|x|ℓ−2{(2λ)(2λ + 2−N)Cλ+1k−2 (w) + (ℓ− k)(N + k + ℓ− 2)Cλk (w)}.
The previous formula, in the special case ℓ = k, gives:
∆N,x
[
Cλk (w)|x|k
]
=2λ(2λ+ 2−N)wCλ+1k−1 (w)|x|k−2 + k(N − 2− 2λ)Cλk (w)|x|k−2
=(2λ+ 2−N)|x|k−2[2λwCλ+1k−1 (w) − kCλk (w)]
=(2λ+ 2−N)|x|k−2(2λ)Cλ+1k−2 (w),
where in the last equality we have used formula (1.11). Therefore Cλk (w)|x|k is harmonic if and
only if 2λ+ 2−N = 0 if and only if λ = N−22 .
We now compute the Laplacian with respect to the variable y:
∆N,y∆N,x
[
Cλk (w)|x|k|y|k
]
= ∆N,y
[
2λ(2λ + 2−N)Cλ+1k−2 (w)|x|k−2|y|k
]
= 2λ(2λ+ 2−N)|x|k−2∆N,y
[
Cλ+1k−2 (w)|y|k
]
= 2λ(2λ+ 2−N)(|x||y|)k−2
[
2(N + 2k − 4)Cλ+1k−2 (w) + (2λ+ 2)(2λ + 4−N)Cλ+2k−4 (w)
]
= (|x||y|)k−2
{
2λ(2λ + 2−N)2(N + 2k − 4)Cλ+1k−2 (w)
+2λ(2λ+ 2)(2λ + 2−N)(2λ + 4−N)Cλ+2k−4 (w)
}
.
For general integer powers of the norm |x||y| we have, after similar computations
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Proposition A.1. One has, for ℓ ∈ N
∆N,y∆N,x
[
Cλk (w)|x|ℓ|y|ℓ
]
=
= |x|ℓ−2
{
2λ(2λ+ 2−N)∆N,y
[
Cλ+1k−2 (w)|y|ℓ
]
+(ℓ− k)(N + k + ℓ− 2)|x|ℓ−2∆N,y
[
Cλk (w)|y|ℓ
]}
= (|x||y|)ℓ−2
{
(ℓ− k)(N + k + ℓ− 2)
[
2λ(2λ + 2−N)Cλ+1k−2 (w) + (ℓ− k)(N + k + ℓ− 2)Cλk (w)
]
+2λ(2λ+ 2−N)
[
(2λ+ 2)(2λ + 4−N)Cλ+2k−4 (w) + (ℓ− k + 2)(N + k + ℓ− 4)Cλ+1k−2 (w)
]}
Notice that when N = 6, λ = 1 and k = ℓ, Proposition A.1 yields
∆6,y∆6,x
[
C1k(w)|x|k|y|k
]
=
= (|x||y|)k−2 {2(2 + 2− 6)2(6 + 2k − 4)C1+1k−2(w) + 2(2 + 2)(2 + 2− 6)(2 + 4− 6)C1+2k−4(w)}
= −16(1 + k)C2k−2(w)(|x||y|)k−2
which, up to the prefactor, is exactly the zonal harmonic of degree k − 2. Moreover this last
result coincides with the one given in Theorem 3.4.
Appendix B. Explicit computations in Dimension 4
In this second appendix we prove a generalization of some equalities presented in Section 4
and introduced by A. Perotti [27]. In the whole appendix x and y will denote two paravectors,
i.e. x = x0 + x, y = y0 + y ∈ Rn+1.
If we extend the usual notation for the spherical value and spherical derivative as
((xyc)k)◦s = ((xy
c)k)0 =
1
2
((xyc)k + (yxc)k), ((xyc)k)′s = [xy
c − yxc]−1[(xyc)k − (yxc)k],
then, by direct computation, we have
(B.1) (xyc)k = ((xyc)k)◦s + (xy
c)((xyc)k)′s,
where (xyc) ∈ Rn is the vector part of xyc. In the first lemma we give a computational proof
of [27, Theorem 5.1 (b)].
Lemma B.1. For any k ≥ 0, we have the following equality
((xyc)k+1)′s =
1
k + 1
Z1k(x, y).
Proof. First of all, notice that (xyc)c = yxc, hence
(xyc)0 = (yx
c)0 = 〈x, y〉, xyc − yxc = (xyc)− (yxc) = 2(xyc) = −2(yxc).
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Moreover (xyc)2 = −|(xyc)|2 = −|(xyc)c|2 = (yxc)2. Therefore
(xyc)k+1 − (yxc)k+1 = ((xyc)0 + (xyc))k+1 + ((yxc)0 + (yxc))k+1
=
k+1∑
r=0
(
k + 1
r
)[
(xyc)k+1−r0 (xy
c)rv − (yxc)k+1−r0 (yxc)r
]
=
k+1∑
r=0
(
k + 1
r
)[
(xyc)k+1−r0 [(xy
c)r − (yxc)r]
]
.
Now, for r = 2h, we have
(xyc)2h − (yxc)2h = (−|(xyc)|2)h − (−|(xyc)c|2)h = (−|(xyc)|2)h − (−|(yxc)c|2)h = 0,
while, for r = 2h+ 1, we have
(xyc)2h+1 − (yxc)2h+1 = (−|(xyc)|2)h(xyc)− (−|(xyc)|2)h(yxc)
= (−|(xyc)|2)h[(xyc)− (yxc)] = (−1)h|(xyc)|2h2(xyc).
Therefore, we obtain
(xyc)k+1 − (yxc)k+1 =
[k/2]∑
h=1
(
k + 1
2h+ 1
)
〈x, y〉k−2h(−1)h|(xyc)|2h2(xyc).
Now we use the following equalities:
|xyc|2 = (xyc)(xyc)c = |x|2|y|2 = |(xyc)0 + (xyc)|2 = 〈x, y〉2 + |(xyc)|2,
and so
|(xyc)|2h = (|x|2|y|2 − 〈x, y〉2)h =
h∑
ℓ=0
(
h
ℓ
)
(−1)ℓ〈x, y〉2ℓ(|x|2|y|2)h−ℓ.
Summarizing, (since (−1)ℓ = (−1)−ℓ, for any integer ℓ),we get,
[xyc − yxc]−1[(xyc)k+1 − (yxc)k+1] =
= (2(xyc))−1
[k/2]∑
h=1
(
k + 1
2h+ 1
)
〈x, y〉k−2h(−1)h
(
h∑
ℓ=0
(
h
ℓ
)
(−1)ℓ〈x, y〉2ℓ(|x|2|y|2)h−ℓ
)
2(xyc)
]
=
[k/2]∑
h=1
(
k + 1
2h+ 1
)
〈x, y〉k−2h(−1)h
(
h∑
ℓ=0
(
h
ℓ
)
(−1)ℓ〈x, y〉2ℓ(|x|2|y|2)h−ℓ
)
=
[k/2]∑
h=1
h∑
ℓ=0
(
k + 1
2h+ 1
)(
h
ℓ
)
(−1)h−l〈x, y〉k−2(h−ℓ)(|x|2|y|2)h−ℓ
=
[k/2]∑
ℓ=0
[k/2]∑
h=ℓ
(
k + 1
2h + 1
)(
h
ℓ
)
(−1)h−l〈x, y〉k−2(h−ℓ)(|x|2|y|2)h−ℓ.
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Finally, using the change of variables h− l = r we obtain that
[xyc − yxc]−1[(xyc)k+1 − (yxc)k+1] =
=
[k/2]∑
ℓ=0
[k/2]−ℓ∑
r=0
(
k + 1
2(r + ℓ) + 1
)(
r + ℓ
ℓ
)
(−1)r〈x, y〉k−2r(|x|2|y|2)r
=
[k/2]∑
r=0
[k/2]−r∑
ℓ=0
(
k + 1
2(r + ℓ) + 1
)(
r + ℓ
ℓ
) (−1)r〈x, y〉k−2r(|x|2|y|2)r.
Now the general coefficient of our sum is easily identified with
[k/2]−r∑
ℓ=0
(
k + 1
2(r + ℓ) + 1
)(
r + ℓ
ℓ
)
=
Γ(k + 2)
Γ(2r + 2)Γ(k − 2r + 1)
[k/2]−r∑
ℓ=0
(r − k2 )ℓ(r − k−12 )ℓ
(r + 32 )ℓ
1
ℓ!
where (.)ℓ denotes the Pochhammer symbol. The last sum is the hypergeometric function
2F1(r− k2 , r− k−12 ; r+ 32 ; 1) evaluated in 1. Note that this hypergeometric function terminates as
either r − k2 or r − k−12 is a negative integer. Its value is known due to Gauss’s hypergeometric
theorem as
2F1
(
r − k
2
, r − k − 1
2
; r +
3
2
; 1
)
=
Γ(r + 32)Γ(k − r + 1)
Γ(k2 +
3
2)Γ(
k
2 + 1)
.
We therefore have
[k/2]−r∑
ℓ=0
(
k + 1
2(r + ℓ) + 1
)(
r + ℓ
ℓ
)
=
Γ(k + 2)
Γ(k2 +
3
2)Γ(
k
2 + 1)
· Γ(r +
3
2)
Γ(2r + 2)
· Γ(k − r + 1)
Γ(k − 2r + 1)
=
2k+1√
π
√
π
22r+1Γ(r + 1)
Γ(k − r + 1)
Γ(k − 2r + 1) = 2
k−2r
(
k − r
r
)
,
where we used the duplication formula Γ(2z) = 2
2z−1√
π
Γ(z)Γ(z + 12) on the first two factors.
The result is exactly the general coefficient of the Gegenbauer polynomial C1k (see formula (1.6)),
and we know that in dimension 4 the parameter λ equals one (see formula (1.13)), i.e.
Z1k(x, y) = (k + 1)C
1
k
(〈x, y〉
|x||y|
)
(|x||y|)k.

We now want to generalize [27, Corollary 5.2] but before that, we need the following lemma.
Lemma B.2. For any k ≥ 0, it holds
(B.2) ((xyc)k)0 = ((xy
c)k+1)′s − 〈x, y〉((xyc)k)′s.
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Proof. We have,
((xyc)k+1)′s − 〈x, y〉((xyc)k)′s =
= [xyc − yxc]−1[(xyc)k+1 − (yxc)k+1]− 〈x, y〉[xyc − yxc]−1[(xyc)k − (yxc)k]
= [xyc − yxc]−1[(xyc)k+1 − (yxc)k+1 − 〈x, y〉((xyc)k − (yxc)k)]
= [xyc − yxc]−1[(xyc − 〈x, y〉)(xyc)k − (yxc − 〈x, y〉)(yxc)k]
= [xyc − yxc]−1[(xyc − 〈x, y〉)(xyc)k]− [xyc − yxc]−1(yxc − 〈x, y〉)(yxc)k]
= [2(xyc)]−1[(xyc)(xyc)k]− [−2(yxc)]−1(yxc)(yxc)k]
=
1
2
(xyc)k +
1
2
(yxc)k.

Now, using formula (B.2), we get
((xyc)k)0 =
1
k + 1
Z1k(x, y)− 〈x, y〉
1
k
Z1k−1(x, y),
or, equivalently, if w = 〈x,y〉|x||y| ,
((xyc)k)0 = C
1
k(w)(|x||y|)k − 〈x, y〉C1k−1(w)(|x||y|)k−1 =
[
C1k(w)− wC1k−1(w)
]
(|x||y|)k.
Lemma B.3. For any k ≥ 0, it holds
(xyc)k+1 =
xyc
k + 1
Z1k(x, y)−
|x|2|y|2
k
Z1k−1(x, y),
or, equivalently
(xyc)k+1 =
[
xycC1k(w)− |x||y|C1k−1(w)
]
(|x||y|)k.
Proof. Thanks to formula (B.1),
(xyc)k =
1
k + 1
Z1k(x, y)− 〈x, y〉
1
k
Z1k−1(x, y) + (xy
c)
1
k
Z1k−1(x, y)
=
1
k + 1
Z1k(x, y) + ((xy
c)− 〈x, y〉)1
k
Z1k−1(x, y)
=
1
k + 1
Z1k(x, y)− yxc
1
k
Z1k−1(x, y),
therefore, recalling that (xyc)−1 = (yxc)/|x|2|y|2, then
(xyc)k+1 =
xyc
k + 1
Z1k(x, y)−
|x|2|y|2
k
Z1k−1(x, y).

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