Abstract. For almost periodic differential systemsẋ = εf (x, t, ε) with x ∈ C n , t ∈ R and ε > 0 small enough, we get a polynomial normal form in a neighborhood of a hyperbolic singular point of the systemẋ = ε lim T →∞ 1 T 
1. Introduction and statement of the main result. Normal form theory has a long history. The basic idea of simplifying ordinary differential equations through changes of variables can be found in the work of Poincaré [12] . Recently this theory has been developed very rapidly since it plays a very important role in the study of bifurcation, stability and so on. Usually, normal form theory is applied to simplifying a nonlinear system in the neighborhood of a reference solution, which is almost exclusively assumed to be a singular point (sometimes a periodic solution). For an outline of normal form theory, we mentioned the work of Dulac [6] , Sternberg [15] , Chen [4] , Takens [16] , and many others.
Normal form theory has a long history. The basic idea of simplifying ordinary differential equations through changes of variables can be found in the work of Poincaré [12] . Recently this theory has been developed very rapidly since it plays a very important role in the study of bifurcation, stability and so on. Usually, normal form theory is applied to simplifying a nonlinear system in the neighborhood of a reference solution, which is almost exclusively assumed to be a singular point (sometimes a periodic solution). For an outline of normal form theory, we mentioned the work of Dulac [6] , Sternberg [15] , Chen [4] , Takens [16] , and many others.
There are several known equivalent definitions of almost periodic functions. Here we choose the one given by Bochner, which is very direct and useful in its applications to differential equations. Let f (x, t) ∈ C(D × R, C n ), where D is an open set in C n (more generally, a separable Banach space), and assume that for any sequence {h k } of real numbers, there exists a subsequence {h kj } such that {f (x, t + h kj )} converges uniformly on S ×R, where S is any compact set in D. Then we say f (x, t) is almost periodic in t uniformly for x ∈ D. Moreover, for the fixed x let α(γ, f ) = lim
f (x, t)e −γt √ −1 dt, the set Γ(f ) = {γ ∈ R : α(γ, f ) ̸ = 0} is called the set of Fourier exponents of f . The module generated by Γ(f ) is defined as the module m(f ) of f . For instant, if f is periodic of period 2π/ω, then {m(f ) = nω, n = 0, ±1, · · · ,}.
Suppose that x ∈ C n and that ε ≥ 0 is a real parameter, then we say f ∈ F(D, [0, ∞)), if (i) the function f : D × R × [0, ∞) → C n is continuous, (ii) f (x, t, ε) is almost periodic in t uniformly with respect to x in compact sets of D for each fixed ε, (iii) f (x, t, ε) is analytic with respect to x ∈ D for fixed t and ε, (iv) f (x, t, ε) → f (x, t, 0) as ε → 0 uniformly for t in (−∞, ∞), x in compact sets.
We associate to the system of differential equationṡ x = εf (x, t, ε),
where
By the classical averaging theorem (see [8, 7] ), if x 0 ∈ D is a hyperbolic singular point of system (2), then system (1) has an almost periodic solution x * (t, ε) → x 0 uniformly as ε → 0.
Let U δ = {x ∈ C n : ∥x∥ ≤ δ}. Set λ(A) = (λ 1 , . . . , λ n ) be the eigenvalues of A = ∂f 0 (x 0 )/∂x. Denote by re the real part of a complex. Without loss of generality, we can assume reλ 1 ≤ · · · ≤ reλ n . We say that the eigenvalues λ(A) are in the Poincaré domain if reλ n < 0 or reλ 1 > 0. Moreover, the n-tuple number µ = (µ 1 , . . . , µ n ) ∈ C n is said to be l-th order non-resonant if for all
And if the inequalities (3) are satisfied for arbitrary |k| ≥ 2, µ is called to be non-resonant. As usual Z + denotes the set of non-negative integers. We do to system (1) the change of variables x → y given by
then the system becomesẏ = εF (y, t, ε),
where F (0, t, ε) ≡ 0 and F (y, t, ε) = f (y + x * (t, ε), t, ε) − f (x * (t, ε), t, ε) satisfies the same conditions as the function f (x, t, ε).
The following are our main results. One is to deal with formal normal forms of system (5) by the fact that the linear part systeṁ
can be turned into the block diagonal form with respect to the different real parts of eigenvalues in the Jordan normal form of A (See Lemma 3.1). The other is to consider its analytic normal forms in the Poincaré domain.
Assume A is in the Jordan Normal Form and system (6) is in the block diagonal form with respect to the different real parts of eigenvalues of A. Then for any positive integer N > 0 there exists ε 0 = ε 0 (N ) > 0 such that for 0 < ε ≤ ε 0 under the change of coordinates y = z + εw N (z, t, ε), where
where Q N is a polynomial of degree N in z and the coefficient q
Therefore, the N -th iteration system, i.e.,
is called the N -th normal form of system (7). As usual, Jet 
where P d is a polynomial of degree d with respect to z, Jet
On one hand under the view of normal form theory, there are some obvious difference between our theorem and other theorems. Normally, if the linear part of original system is not an autonomous one, dichotomy spectrum will be applied to character non-resonant conditions. However, how to calculate the exact dichotomy spectrum is still an unsolved technical problem. Whereas for our theorem the resonant condition is given out by the eigenvalues of fixed point of averaged system and it can be verified easily. In this sense, our theorem is more straightforward and clearer. Moreover, if averaging systems are degenerated to the systems independent of the time t, i.e., autonomous systems with small parameter ε, our theorem coincides with the classic one. So our paper also can be seen as the extension of the work in [9] to special non-autonomous systems.
On the other hand under the view of averaging methods, our work gives a new aspect to characterize the close relationship between system (1) and the averaged system. Instead of concerning about the approaching of trajectories of original and corresponding averaged systems in finite time interval, we pay more attention to the long time behavior of solutions. In fact, in Fink's book [7] (pp.266), he regards system (1) as a perturbation of the linear system at the singular point of the averaged system under a stronger condition. Here using our methods, by a more reasonable condition we can obtain a better result, i.e., the linearization and polynomialization of the original system. The paper is organized as follows. In Section 2, a series lemmas and some useful facts are collected. In Section 3 and 4, we present proofs of main theorems, respectively.
Preliminary results.
In this section we introduce some basic definitions and lemmas, which are important for our proof. First, we describe some of the hyperbolic properties of a non-autonomous system. By studying the exponential dichotomy we can characterize the asymptotic speed of the solutions tending to infinity, which implies a close relationship with the unique bounded solution of a non-autonomous system.
Let Φ(t) be the fundamental matrix such that Φ(0) = I (as usual I denotes the identity matrix) for the linear differential equatioṅ
where the n × n coefficient matrix A(t) is continuous in R. Equation (9) is said to possess an exponential dichotomy if there exists a projection P , that is, a matrix P such that P 2 = P , and positive constants K and α such that
Then, the following lemma show the toughness of the exponential dichotomy. A detailed proof can be found in [5] .
Lemma 2.1. Suppose the linear differential system (9) has an exponential dichotomy and the n × n coefficient matrix
then the perturbed systemẏ = (A(t) + B(t))y (10) also has an exponential dichotomy
where Φ(t) is the fundamental matrix of (10) with the initial condition Φ(0) = I and the projection Q has the same null space as the projection P .
It is well known that the exponential dichotomy implies the existence of a unique bounded solution, which is almost periodic for almost periodic systems. Here, the statement of the next lemma is from [5] , see also [8, 7] . Lemma 2.2. For the non-homogeneous equatioṅ
where A(t) and f (t) are almost periodic functions, if the corresponding homogeneous equationẋ = A(t)x has an exponential dichotomy on R, then there exits a unique almost periodic solution ψ of that non-homogeneous equation which satisfies m(ψ) ⊂ m(A(t)x + f (t)).
We recall the next lemma due to Bibikov [3] , which plays a key role in the proof of Theorem 1.2.
Lemma 2.3. Denote by H k,n (C n ) the linear space of the n-dimensional vector valued homogeneous polynomials in n variables of degree k with complex coefficients. Let A be an n×n matrix with eigenvalues
Here ∂h/∂x denotes the Jacobian matrix of h with respect to the variable x. Then the set of eigenvalues of
The following is a strong version of the Gronwall type integral inequality, which comes from a result of Sardarly (1965), and its proof can be found in [2] .
Lemma 2.4. Let u(t), a(t), b(t) and q(t) be continuous functions in J = [α, β], let c(t, s) be a continuous function for α ≤ s ≤ t ≤ β, let b(t) and q(t) be non-negative in J and suppose that
Then for all t ∈ J we have that
3. Proof of Theorem 1.1. The next two lemmas support the proof of Theorem 1.1. Consider the linear systemẋ
where A is in the Jordan normal form,Â is almost periodic in the variable t uniformly for the variable ε andÂ(ε, t) → 0 uniformly as ε → 0. The following one mainly follows Proposition 1 in [5] (pp.42).
Lemma 3.1. There exists an invertible transformation y = (I + S(t, ε))x, which turns system (11) into the block diagonal form with respect to the different parts of (reλ 1 , reλ 2 , · · · , reλ n ). Here S(t, ε) is almost periodic in t uniformly for ε, m(S) ⊆ m(Â) and S → 0 uniformly for t ∈ R as ε → 0.
Proof. Note again that without loss of generality, we can assume reλ 1 ≤ · · · ≤ reλ n . First we consider the case that there exists p such that reλ p < 0 < reλ p+1 . Denote two matrix operator M 1 and M 2 by
where M 11 and M 22 are of p × p and (n − p) × (n − p), respectively. Then let P = diag(I p , 0) be the projection with the identity matrix I p of C p . If the change x = (I + S(t, ε))y turning system (11) into the forṁ
Consider the operator equation T S = S (13) with
Here for the simplicity of notations, we omit the parameter ε in function S andÂ. Set µ = min i {|reλ i |} and use the matrix norm ||M || = sup t∈R ||M (t)||. When ||S|| < 1/2 and ||S ′ || < 1/2, we can obtain that
and
by the fact
So if we make 8n 2 µ −1 ||Â|| < 1, then T maps all S satisfying ||S|| < 1/2 into itself and is a strong contraction. Thus we get the unique solution S such that T S = S by Contracting Mapping Principle, which is also the solution of dS dt
Note that S always satisfies P SP = 0, (I − P )S(I − P ) = 0, which implies S{Â(ε, t)(I + S)} 1 = {SÂ(ε, t)(I + S)} 2 . That is to say, that S is also the solution of equation (12) .
At last, we verify the almost periodicity of the solution. Arbitrarily choosing {h k } k∈N ⊆ R there is a subsequence {h k l } such thatÂ(ε, t + h k l ) is convergent uniformly for ε and t ∈ R as l → ∞. Then using the notationÂ l (·) =Â(ε, · + h k l ) and make 8n 2 µ −1 ||Â l || < 1 for any l, we can find the unique solution T l S l = S l for the fixed l, where ||S l || < 1/2 for all l, T l is similar as equation (13) and the l in T l refers toÂ l instead ofÂ. By the uniqueness of the solution, we know that S l (·) = S(ε, · + h k l ). Moreover, we obtain that
So it admits ||S l − S l+p || ≤ C||Â l −Â l+p || with the constant C independent of l and p, which implies the result m(S) ⊆ m(Â). Anyway, if we have the gap between two real parts of eigenvalues, i.e., reλ p < reλ p+1 , considering the ελ 0 -shift systeṁ
with λ 0 = (reλ p + reλ p+1 )/2 instead of (11) we can turn it into the two block diagonal form by the similar arguments. Then so do system (11) with the same transformation. Now repeating such steps with respect to the different real parts of eigenvalues, we can get the final block diagonal form.
Lemma 3.2. Let ε 1 > 0, there exists a function εu(z, t, ε) ∈ F(U δ , [0, ε 1 )), εu → 0 as ε → 0 uniformly on U δ × R, such that the transformation of variables y = z + εu(z, t, ε) is invertible for 0 < ε ≤ ε 1 and transforms system (5) intȯ
Proof. For fixed (x, t) ∈ U δ × R, we define
where Z(z, t) = F (z, t, 0) − F 0 (z). By Lemmas 2.1 and 2.2, it can be seen as the unique almost periodic solution of the systeṁ
for a fixed z ∈ U δ . So u(z, t, ε) is analytic in z ∈ U δ for fixed (t, ε) ∈ R × [0, ε 1 ) and so also F 0 and F are analytic. The rest of the proof can be seen in [5, 7] .
Proof of Theorem 1.1. By Lemma 3.2 and 3.1, we can turn the original system intȯ
where A(t, ε) → A = ∂f 0 (x 0 )/∂x uniformly for t ∈ R as ε → 0, A is in the Jordan normal form, A is in the block diagonal form with respect to the different real parts of eigenvalues of A and G = O(∥z∥ 2 ) as z → 0 uniformly for t ∈ R and fixed ε ∈ (0, ε 0 ).
By induction assumptions, we can assume that
where N F j−1 is a polynomial of degree j − 1 with respect to z and contains terms x α e β only for 2 ≤ |α| ≤ j − 1 and re( ∑ k α k λ k − λ β ) = 0, G j is a homogeneous one of degree j with respect to the same variable. Now we do the j-th substitution z = x + h(x, t, ε), where h is the homogeneous polynomial of degree j but with respect to the variable x, then the transformed system becomeṡ
whereĜ j is the homogenous polynomial of degree j of the following expression
So by comparing the j-th order terms, we get that
where the ε-depending linear operator
On one hand, we show that the representation of the operator L A j has the block diagonal form. Now A = (a µν ) is in the block diagonal form, i.e., a µν = 0 if reλ µ ̸ = reλ ν . For the term x α e β , by careful computation we obtain that
n and e β is the unit vector with the β-th component 1. Then for typical terms a µβ x α e µ and α µ a µν x α−eµ x ν e β , we calculate
for a µβ ̸ = 0 and a µν ̸ = 0. That is to say, by the different values of ∑ n k=1 α k reλ k − reλ β the representation of the operator L A j is in the block diagonal form. Specially making the space decomposition H j,n (C n ) = V 1 ⊕ V 2 together with
system (15) has the precise form
On the other hand, we have that
Thus we set h (2) = 0, so all terms in V 2 of degree j are left. By Lemma 2.3 and the induction assumptions, we know that the real parts of eigenvalues of the linear operatorL 1 are different from zero, so the system dh
admits an exponential dichotomy. Then doing the time scaling u = εt, we get the new system
This system has a unique almost periodic solution h (1) (ε, u) and the module
4. Proof of Theorem 1.2. The next five lemmas prepare the proof of Theorem 1.2. We specially note that the block diagonal condition is not necessary here, so proofs of Theorem 1.1 and 1.2 are independent. Now using Taylor expansion in z system (14) can be written aṡ
where A(t, ε) → A = ∂f 0 (x 0 )/∂x uniformly for t ∈ R as ε → 0 and G = O(∥z∥ 2 ) as z → 0 uniformly for t ∈ R and fixed ε ∈ (0, ε 0 ). 
where h(x, t, ε) is a polynomial of degree l with respect to x and the coefficients of x are all almost periodic functions in t, under which system (16) can be changed intȯ
where R l+1 = O(∥x∥ l+1 ) as x → 0 uniformly for t ∈ R and fixed ε.
Proof. By induction assumptions, we have got the normal form of system (16) till the (j − 1)-th order; i.e., in system (16) we have
where G j is a homogeneous polynomial of degree j with respect to z. Now we do the j-th substitution z = x + h(x, t, ε), where h is the homogeneous polynomial of degree j but with respect to the variable x, then the transformed system becomeṡ
Note that the coefficients of x k are all almost periodic functions of t for a fixed ε, where k ∈ Z n + . By comparing the terms of degree j with respect to the variable x in system (17), we can obtain
where the ε-depending linear operator L
Since A(t, ε) → A uniformly for t ∈ R and a fixed ε and every entry of the matrix representation of the linear operator L 
Doing a time scaling u = εt in system (18), we get the new system
This system has a unique almost periodic solution h(ε, u) and the module
Let v(x, y, ε) and w(x, y, ε) be two families of ε-depending continuous skewproduct vector fields defined on D = D ×R ⊂ C n ×R and analytic in x ∈ D for fixed y and ε, where ε ∈ (0, ε 0 ) is the parameter. More precisely, v = (v 1 (x, y, ε), v 2 (y, ε) ) and w = (w 1 (x, y, ε), v 2 (y, ε) ), where v 2 ∈ C(R × (0, ε 0 ), R), v 1 and w 1 ∈ C( D × (0, ε 0 ), C n ) are analytic in x ∈ D for fixed y and ε. Moreover, we say v and w are analytically equivalent if there exists an ε-depending coordinate substitution z = u(x, y, ε), which changes one vector field into the other, where u ∈ C( D), ε ∈ (0, ε 0 ) is the parameter and u is analytic in x ∈ D for fixed y and ε. Let
where ∆ = {x ∈ C : ∥x∥ ≤ 2}.
Lemma 4.2. Assume there exists an ε-depending vector field
where h ∈ C( D × ∆) is analytic on D × ∆ for fixed y and ε, ε ∈ (0, ε 0 ) is the parameter and [·, ·] is the Lie bracket taken with respect to the variables x and y. 
Thus we complete the proof by the differentiability on the initial values and the fact that V | s=0 = (v, 0) and V | s=1 = (w, 0).
is a formal solution of the homological equation (19), where g t (x, y, ε, s) is the timet map defined by the vector field v s and the matrix solution X(t; x, y, ε, s) is defined as X(t; x, y, ε, s) = ∂g t (x, y, ε, s)
∂(x, y) .
Proof. For simplicity of notation, we fix ε, s and denote x = (x, y), g t vs x = g t (x, y, ε, s) and X(t; x) = X(t; x, y, ε, s). Let h τ := (g τ vs ) * h which is defined as
Since we have g
It follows that
which means dh
Again by definition, we have
This completes the proof of this lemma.
Let λ(A) = (λ 1 , . . . , λ n ) ∈ C n be the eigenvalues of the matrix A = ∂f 0 (x 0 )/∂x. Assume reλ 1 ≤ . . . ≤ reλ n < 0. Now we consider the following systeṁ
where A(t, ε) → A uniformly for t ∈ R as ε → 0 and it is almost periodic in t for a fixed ε, G and r ∈ F(U δ , [0, ε 0 )), G(z, t, 0) = r(z, t, 0) = 0. Moreover, G is a polynomial of degree d = [reλ 1 /reλ n ] with respect to x, G(x, t, ε) = Jet d x=0 G(x, t, ε), r(x, t, ε) = G(x, t, ε) − G(x, t, ε) and s ∈ ∆ = {x ∈ C : ∥x∥ ≤ 2}.
Lemma 4.4. Let W (x, t, ε, s) = G(x, t, ε) + sr(x, t, ε). Consider the following system dx dt
where y is a real parameter, A, G and r are just defined before the statement of the lemma. Let G t (x, y, ε) be the solution of system (21) with the initial condition G 0 (x, y, ε) = x. Then there exists ε 1 > 0 and δ 1 > 0 independent of ε such that
with the dichotomy constant K, ρ = sup U δ 1 ×R ∥∂ x W (x, t, ε, s)∥ and = sup R ∥ A(t, ε)− A∥ for 0 < ε < ε 1 , fulfilling µ(ε 1 , δ 1 ) → 0 as (ε 1 , δ 1 ) → 0, and for a fixed (y, ε) ∈ R × (0, ε 1 ) the following statements hold.
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Proof. By the Cauchy's integral representation
is an almost periodic function in the variable t uniformly for ∥x∥ ≤ δ 0 < δ and k ∈ Z n + . Furthermore, the following norm estimations are valid for 0 < δ 0 < δ/3
where C 1 is a constant depending on n, sup U δ ×R ∥W ∥ = M < ∞ and ∂ x W is the Jaccobian matrix of W with respect to the variable x. This completes the proof of statement (a). Consider the linear part of system (21)ẋ = ε A(t + y, ε)x. Let Φ(t) be its fundamental matrix with the initial condition Φ(0) = I and denote Φ(t, s) = Φ(t)Φ −1 (s). Then by Lemma 2.1, we have
where = sup R ∥ A(t, ε)−A∥ < −reλ n /2K for 0 < ε < ε 2 . Now we can rewrite system (21) as the integral equation
Then, by Lemma 2.4, the strong type Gronwall inequality, we obtain
So this proves statement (b) for µ(ε 1 , δ 1 ) = 2K+ (5/2)K 2 ρ and C 2 = (5/2)K 2 . Now we study the Jaccobian matrix ∂ x G(t; x, y, ε). By take derivative with respect to x in system (21), we can get the matrix differential equation
x G(t; x, y, ε)( A(t + y, ε) + ∂ x W (G(t; x, y, ε), t + y, ε, s)), which can also be written as the matrix integral equation
Here, Φ(s, t) can be seen as the fundamental solution of linear system
So, again by Lemma 2.1, we have
which means that
Therefore, again using Lemma 2.4, we have
= ε 2 and δ 1 = δ 0 , we get statement (c).
Lemma 4.5. Let f (x, t) be a continuous function, which is almost periodic in the variable t uniformly for x in any compact set D and satisfies ∥f (x 1 , t) − f (x 2 , t)∥ ≤ L∥x 1 − x 2 ∥.
Consider the non-autonomous systeṁ x = f (x, t + y), where y is a real parameter. Let g t (x, y) be the solution with initial condition g 0 (x, y) = x, then g t (x, y) is almost periodic in y for a fixed t and m(g t ) ⊂ m(f ).
Proof. The solution g t satisfies the integral equation Thus we have ∥gwhich means g t (x, y) is almost periodic in the variable y for a fixed t, and by the definition m(g t ) ⊂ m(f ).
Proof of Theorem 1.2. First we do the change of variables (4), and we get system (5), which can be transformed into system (16) using Lemma 3.2. In order to eliminate the discrepancy of order great than d, we study system (20) instead of system (16) . Considering the corresponding autonomous system of system (20) in higher dimension, we geṫ , we can choose ε 1 and δ 1 small enough such that η < 0. So h converges with the maximum norm. Therefore, by the differentiability of the solutions with respect to the initial value and parameter, the time-1 map w of h is analytic in the domain U δ1 with t and ε fixed. Moreover, by the result of Lemma 4.5 and similar arguments, h is an almost periodic function in y uniformly for x ∈ U δ1 with fixed ε, and so the same occurs for the time-1 map w.
In addition, when the real parts of λ(A) are non-resonant, we can apply Lemma 4.1 to eliminate any finite order of W with respect to the variable x. By the same arguments, we get the final result of the theorem.
