Introduction: Asking the Correct Question
Over 2,300 years ago Euclid proved that the number of primes is infinite, so two possible questions come to mind:
1. How many primes are there less than the number x? 2. There are infinitely many primes, but how big of an infinity? This document will focus on the first question. The second question is discussed on the page "How Big of an Infinity?."
pi(x) is the number of primes less than or equal to x
Let x be a positive real number. The question "how many primes are there less than x?" has been asked so frequently that its answer has a name: = pi(x) = the number of primes less than or equal to x.
The primes under 25 are 2, 3, 5, 7, 11, 13, 17, 19 and 23 so pi(3) = 2, pi(10) = 4 and pi(25) = 9. (A longer table can be found in the next sub-section.) Look at the following graph and notice how irregular the graph of pi (x) Now back up and view a larger portion of the graph of pi(x).
So even though pi(x) is "locally" irregular, there is a definite trend to its values. (Graph to 1,000,000.)
In this document we will study the function pi(x), the prime number theorem (which quantifies this trend) and several classical approximation to pi(x).
A Table of values of pi(x)
For the smaller values of x in this 234,057,667,276,344,607 100,000,000,000,000,000,000 2,220,819,602,560,918,840 1,000,000,000,000,000,000,000 21, 127, 269, 486, 018, 731, 928 10,000,000,000,000,000,000,000 201, 467, 286, 689, 315, 906, 290 100,000,000,000,000,000,000,000 1, 925, 320, 391, 606, 803, 968, 923 found by finding and counting all of the primes. and pi (10 18 ). Deléglise continued this work with an improved algorithm to find pi( 10 20 ) and other values (see his e-mail messages of 18 Apr 1996 and 19 Jun 1996) . See Riesel94 for practical information about how these calculations are made. Xavier Gourdon's distributed computing project determined pi(4*10 22 ), but stopped when they found an error of at least one in the calculation of pi (10 23 ). Tomás Oliveira e Silva has extensive tables of values of pi(x) and pi 2 (x). In 2007 he reevaluated pi (10 23 ) to get the value in the table. This calculation was done on a single machine and verified in 2008.
2. The Prime Number Theorem: approximating pi(x) http://primes.utm.edu/howmany.shtml Even though the distribution of primes seems random (there are (probably) infinitely many twin primes and there are (definitely) arbitrarily large gaps between primes), the function pi(x) is surprisingly well behaved: In fact, it has been proved (see the next section) that:
The Prime Number Theorem: The number of primes not exceeding x is asymptotic to x/log x.
In terms of pi(x) we would write:
The Prime Number Theorem: pi(x)~x/log x.
This means (roughly) that x/log x is a good approximation for pi(x)--but before we consider this and other consequences lets be a little more specific: "a(x) is asymptotic to b(x)" and "a(x)~b(x)" both mean that the limit (as x approaches infinity) of the ratio a(x)/b(x) is 1.
If you have not had calculus then this means that you can make a(x)/b(x) as close to 1 as you want by just requiring that x is large enough. Warning:
2 is asymptotic to x 2 -x, but the difference between them, x, gets arbitrarily large as x goes to infinity.
Consequence One: You can Approximate pi(x) with x/(log x -1)
The prime number theorem clearly implies that you can use x/(log x -a) (with any constant a) to approximate pi(x). The prime number theorem was stated with a=0, but it has been shown that a=1 is the best choice:
There are longer tables below and (of pi(x) only) above.
Example:
Someone recently e-mailed me and asked for a list of all the primes with at most 300 digits. Since the prime number theorem implies this list would have about 1.4*10 297 entries we know that there can be no such list! Note that Pierre Dusart [Dusart99] showed that if x>598 then (x/log x)(1 + 0.992/log x) < pi(x) <(x/log x)(1 + 1.2762/log x) (The upper bound holds for all x > 1.) This gives a tight bound for larger x. Note x/log x< pi(x) for x > 10.
Consequence Two: The nth prime is about n log n Let p(n) be the nth prime. It is easy to show that the prime number theorem is equivalent to the statement Example: These formulae predict that the one millionth prime is about 13,800,000 and 15,400,000 respectively. In fact, the one millionth prime is 15,485,863.
There have been many improvements on these bounds; for example, Robin [Robin83] showed that if n>8601 [actually Robin erroneously used 7021], then n (log n + log log n -1.0073) < p(n) < n (log n + log log n -0.9385)
More recently Massias and Robin [MR96] showed that if n > 15985, then p(n) < n (log n + log log n -0.9427) and if n > 13, then p(n) < n (log n + log log n -1 + 1.8 log log n / log n) (which is better for large n). Pierre Dusart [Dusart99] made these results stronger and showed p(n) > n (log n + log log n -1) for all n. Dusart's article also gives better bounds getting even closer to the next term in the following well known asymptotic expansion for p n . The first terms of this asymptotic expansion were given by Cipolla [Cipolla1902] in 1902: p(n) = n (log n + log log n -1 + (log log (n) -2)/log n -((log log (n)) 2 -6 log log (n) + 11)/(2 log 2 n) + O((log log n / log n) 3 )) Again Ribenboim95 and Riesel94 are excellent starting places to look up more information. By the way, if you are interested in the nth prime for small n (say less than 1,000,000,000), then use the nth prime page."
Consequence Three: The chance of a random integer x being prime is about 1/log x Let x be a positive integer. Since about x/log x of the x positive integers less than or equal to x are prime, the probability of one of them being prime is about 1/log x.
Example: Suppose I want to find a 1000 digit prime. If I am choosing 1000 digit integers x to test for primality at random, then I'd expect to test about log(10 1000 ) of them, or about 2302 integers before finding a prime. Obviously if I used odd integers I could multiply this estimate by 1/2, and if I choose integers not divisible by 3, then I could multiply by 2/3,... Finally, in 1896 Hadamard and independently de la Vallée Poussin completely proved the prime number theorem using Riemann's work relating pi(x) to the complex zeta function. de la Vallée Poussin also proved that Gauss' Li(x) is a better approximation to pi(x) than x/(log x -a) no matter what value is assigned to the constant a (and also that the best value for a is 1 Finally, when Hadamard and de la Vallée Poussin proved the Prime number theorem, they actually showed for some positive constant a. The error term depended on what was known about the zero-free region of the Riemann zeta function within the critical strip. As our knowledge of the size of this region increases, the error term decreases. In 1901 von Koch showed that the Riemann hypothesis is equivalent to the far tighter estimate:
More Accurate Estimates
This page focused on the prime number theorem in it simplest form, but there are far better estimates for pi(x). To cut to the chase, the Riemann zeta function provides a way to give an exact formula for pi(x) by summing over the non-trivial zeros of the zeta function (in order of increasing magnitude).
(At the primes, the graph of pi(x) takes a step up one unit, this formula approches the value in the middle of that step.) The first (and dominant) term above is called Riemann's function R(x).
The last form above for R(x) is the Graham series and is an excellent way to calculate this function.
The graph on the right shows how close of an approximaton R(x) is, even for small values of x. An even better one for small x is the following (they are essentially the same for large x).
To appreciate how close of an approximation these are, see the impressive tables of deviations by Andrey Kulsha.
Matthew R. Watkins also has a beautiful development of this information and some excellent animations.
Another prime page by Chris K. Caldwell <caldwell@utm.edu>
