Abstract Three online coupled chemical transport model simulations were analyzed for three summer months of 2015 in Poland. One of them was run with default emission inventory, the other two with NO x and VOC emissions reduced by 30%, respectively. Obtained ozone concentrations were evaluated with data from air quality measurement stations and ozone sensitivity to precursor emissions was estimated by ozone concentration differences between simulations and with the use of indicator ratios. They were calculated based on modeled mixing ratios of ozone, total reactive nitrogen and its components, nitric acid and hydrogen peroxide. The results show that the model overestimates ozone concentrations with the largest errors in the morning and evening, which is primarily related to the way vertical mixing is resolved by the model. Better model performance for ozone is achieved in rural than urban environment, as PBL and mixing mechanisms play more significant role in urban areas. Modeled ozone shows mixed sensitivity to precursor concentrations, similarly to other European regions, but indicator ratios have different values than are found in literature, particularly H 2 O 2 /HNO 3 is larger than in southern Europe. However, indicator ratios often differ between locations and transition values need to be established individually for a given region.
Introduction
Tropospheric ozone is an important summertime air pollutant and a key component of photochemical smog. Its high concentrations are a result of both precursor emissions and meteorological conditions -solar irradiation, high air temperature and low wind velocity are required for efficient ozone formation, but it also depends on the emissions of its two main precursors (nitrogen oxides and volatile organic compounds) and their ratio. Nonlinearity of these relationships makes modeling of ozone concentrations and summertime air quality assessment difficult (Sillman 1999a) .
In regional air quality models, the main sources of uncertainties include meteorological information, usually derived from meteorological models, and pollutant emissions, which is also usually estimated using proxy data rather than measured directly at the source. In particular, emissions from transport, individual fuel-burning heating devices and emissions from plants (biogenic) are subjects to large estimation uncertainties (Borrego et al. 2002; Guenther et al. 1995; Holnicki and Nahorski 2015; Simpson et al. 1995) . All of these factors influence air quality modeling results, and uncertainties in modeled pollutant concentrations need to be evaluated before further analysis. Most commonly used method is statistical evaluation, employing point, satellite and aircraft measurements as reference data. After exploratory analysis, which provides general overview of the data, selected statistical error measures are usually calculated in order to determine how well does the model perform. Chang and Hanna (2004) suggest a set of performance measures for use in air quality modeling studies that allow to see how well does the model compare to the measurements, as well as to compare its performance to other models or model configurations. Those measures include Normalized Mean Bias, Fractional Bias, Normalized Mean Square Error, Pearson's Correlation Coefficient, Factor of Two and Index of Agreement. Another attempt to develop a methodology for model benchmarking has been undertaken within the FAIRMODE initiative, which resulted in DELTA Tool, which provides a complex model evaluation and acceptance criteria (Thunis et al. 2012; Thunis et al. 2013 ). Many functions designed specifically for air quality model evaluation have been prepared as a part of the OpenAir project within the R packages (Carslaw and Ropkins 2012) .
Over the recent decades, many methods of studying relationships between ozone and its precursors have been developed (Kleinman 2005; Konovalov 2002; Spirig et al. 2002) . Some of them are based on reproducing ozone formation conditions in laboratory environment (e.g. Lee et al. 2009 ), other employ chemical transport models or observational data to estimate ozone interactions in the atmosphere for a particular region (e.g. Ciarelli et al. 2016; van Loon et al. 2007) . Because measurements of ozone, nitrogen oxides and volatile organic compounds concentration are difficult to obtain, especially all necessary parameters from a single measurement site, it is useful to support the study with a chemical transport model, for example by estimating how the system would react to a change in precursor emissions. It needs to be pointed out, however, that even when a model shows good representation of observed values it does not imply that it will accurately estimate ozone production sensitivities to precursor emissions (Biswas and Rao 2001; Sillman 1995 Sillman , 1999b Sillman and He 2002) . This is in part because models use precursor species lumped together and reaction rates are estimated for a whole group, and also because accurate results may come from different configurations of photochemistry, vertical mixing, transport, and dry deposition rates (Mallet and Sportisse 2006; Pierce et al. 1998; Russell and Dennis 2000) . Therefore it is useful to evaluate model results based on pollutants other than ozone, e.g. nitrogen oxides (NO and NO 2 ) and carbon monoxide (CO), which all take part in reactions that lead to ozone formation (von Kuhlmann et al. 2003) .
As mentioned earlier, the relationships between ozone and its precursors are nonlinear and depend on their emissions, reactivity (particularly VOC, which includes tens of chemical species of various chemical reactivities) and concentration ratios between NO x and VOC. In general, in situations with high VOC and low NO x concentrations, O 3 tends to increase with increasing NO x and experience little change with increasing VOC. This type of ozone formation regime is frequently described as NO x -sensitive. When NO x concentrations are high and VOCs are low, O 3 decreases with increasing NO x and increases with increasing VOC (VOC-sensitive or NO x -saturated regime). One method of estimating ozone sensitivity to precursor emissions with the aid of chemical transport models is by examining the ratios of certain species (i.e. indicator ratios) that are different for NO x -sensitive and VOC-sensitive conditions (Milford et al. 1994; Sillman 1995; Sillman et al. 1998) . For example, under NO xsensitive conditions, production rate of peroxides is generally larger than that of HNO 3 , and the opposite is true for VOC-sensitive conditions. The indicator ratio of H 2 O 2 /HNO 3 should therefore provide information on ozone production conditions. For situations with no rapid removal processes (rainfall or dry deposition) these rates can be approximated by ambient concentrations. On the other hand, there is also a pattern in correlation between O 3 and total reactive nitrogen (NO y ), which is a sum of NO x (NO and NO 2 ) and its oxidation products (NO 3 , HNO 3 , N 2 O 5 , PAN and other nitrates), which encompasses two processes: firstly, O 3 / NO z ratio (where NO z = NO y -NO x ) reflects the process of photochemical production of O 3 , and secondly, NO x titration (immediate removal of O 3 by reacting with primary NO). Analysis of these indicator ratios helps to better understand the chemistry of ozone and other components of photochemical smog and also to design more effective control strategies to reduce O 3 concentrations.
In this study, the role of anthropogenic NMVOC and NO x emission abatement on ozone concentrations is assessed for summer season, when high ozone concentrations were observed in Poland. The main motivation is to assess the sensitivity of ozone concentrations to anthropogenic emissions of its precursors (NO x and VOC). It is analyzed how NO x and VOC emissions affects the exceedance of critical levels of O 3 in Poland. The findings will support ozone precursor emission control strategies during frequent spring and summer time high ozone episodes in this part of Europe.
Data and methods

Study period
Critical levels of ozone are frequently exceeded in Poland, and majority of these exceedances take place during late spring and summer. In voivodeships located in the western part of the country, the threshold number of days with high ozone levels set by air quality standards (25 days with 8-h running mean O 3 concentration of 120 μg m ) is exceeded almost every year. In this study, the summer months of 2015 (June, July and August) are analyzed. During this time, hourly ozone concentration threshold of 180 μg m −3 was exceeded at 36 measurement sites, mostly in urban environments, and multiple high ozone episodes were observed. It is because during these months high pressure systems dominated over the area of Poland, with weak advection from the West. It resulted in many cloud free days with high air temperatures, favorable for ozone formation. The most severe episode took place during the first decade of August. During this time, a vast high pressure system prevailed over the entire Europe, with center in the East of Poland. At the same time, a low pressure system was located over Scandinavia, causing weak advection from the West in Central Europe, both at the surface and upper air. This synoptic situation is common also to other severe ozone episodes in this region, e.g. July 2006 (Wałaszek et al. 2014b ) and June 2008 (Wałaszek et al. 2016) . However, to the authors' knowledge, the severe August 2015 ozone episode has not been studied in this region yet.
Model description
In this study, the Weather Research and Forecasting model with Chemistry (WRF-Chem) version 3.6.1 was used with two nested domains. The outer domain covers Europe at a 12 km × 12 km grid and the inner domain is focused on the area of Poland at 4 km × 4 km resolution (Fig. 1) (Guenther et al. 2006) . Sea aerosols were also included, using the Gong scheme (Gong 2003) . Anthropogenic emissions used were the TNO MACC III European emission inventory for the year 2011 (Kuenen et al. 2014) . Hourly temporal anthropogenic emission profile was based on Friedrich and Reis (2004) . The emissions were distributed to five vertical layers according to methodology proposed by Bieser et al. (2011) , with vertical distributions different for each SNAP sector. Three model simulations were performed: one with configuration as described above (BASE), and two with modified anthropogenic emission inventories. In one of them, national emission of nitrogen oxides from Poland was reduced by 30% (NOX30), and in the other one the same percentage reduction of national volatile organic compounds emissions (VOC30) was applied. The purpose of this emission reduction is to determine the sensitivity of ozone concentrations to emissions of VOCs and NO x . According to Sillman and He (2002) , a regime is considered NO x -sensitive, when significant reduction of NO x emissions (25-50%) causes a decrease in O 3 concentrations of at least 2 ppb and VOC-sensitive, when the same decrease is observed as a response to the same percentage of VOC emissions reduction. In many studies this reduction is set at 30 or 35% (e.g. Sillman 1995; Andreani-Aksoyoglu and Keller 1997; Castell et al. 2010) , also in this study to make it more comparable. Only emissions from Poland were modified to ensure a reduction that can be achieved by legal regulations within the country, and to estimate the role of local precursor sources on ozone concentrations (Sierra et al. 2013) . According to Poland's latest Informative Inventory Report (Dębski et al. 2016 ), a total of 723.1 Gg of NO x and 606.3 Gg of non-methane volatile organic compounds (NMVOC) were released to the atmosphere in 2014 by human activities. Although it is a decrease compared to previous year by 6% and 2%, respectively, over the last decade NMVOC emissions have not been steadily decreasing, like it did in most European countries. Emission totals of both NO x and NMVOC are still very high in Poland -only 5 EU member states have higher emissions of these species (according to emission data officially reported to EMEP; www.ceip.at) -and contribute to exceedance of critical ozone levels in Poland.
Model evaluation
First, the BASE simulation was evaluated in terms of ozone concentrations. Data from 78 measurement sites in Poland was used for evaluation, including 56 urban, 18 rural and 4 suburban sites (Fig. 2) . Full list of measurement sites is given in Table 1 in the appendix. Two sites were highlighted, Wrocław urban background and Czerniawa rural background station. These sites were selected as representatives of urban and rural environment in Lower Silesia voivodeship, which is one of the regions most affected by high ozone concentrations in Poland, hence it is the area that we focus on. Part of the analysis was performed separately for urban and rural sites. The model performance was summarized using the scatterplot of O 3 concentrations averaged over the study period and more detailed analysis with the use of six model performance statistics. Normalized mean bias (NMB) and fractional bias (FB) provide systematic error between measurements and model estimations, whereas normalized mean square error (NMSE) takes into account also random error. Factor of two (FAC2) and index of agreement (d) show general agreement between model values and observations. Formulae and summary of statistics used in the analysis is given in Table 2 in the appendix. These statistics were selected in order to be able to compare the results with studies for other models, regions and seasons. They are widely used in air quality model evaluation and normalized statistics are easy to compare for different setups (Campbell et al. 2015; Zhang et al. 2009 ). Next, Normalized Mean Error (NME) values for each hour averaged over the study period were analyzed in order to determine any patterns in diurnal variability of model performance.
Delta tool version 5.4 was used to plot target diagram, Model Performance Criteria (MPC) correlation and MPC standard deviation diagrams. MPC are a set of criteria designed to assess the suitability of the model to a given application and are defined by Thunis et al. (2012) . All plots were based on 8-h maximum values of O 3 concentrations. First, two measures need to be defined: Model Quality Objective (MQO) and Model Quality Indicator (MQI). MQO is defined as the minimum level of quality to be achieved by a model for policy use. MQI is defined as the ratio between the model-measured bias and a quantity proportional to the measurements uncertainty as:
with β equal to 2 in the current formulation. The MQO is fulfilled when MQI is less or equal to 1. The MQI is used as the main indicator in the target plot diagram. It represents the distance between the origin and a given station point. The normalized bias is used for vertical axis while the centered root mean square error is used to define the x axis. The MQI associated to the 90th percentile worst station is calculated and indicated in the upper left corner. It is meant to be used as the main indicator in the benchmarking procedure and should be less or equal to one. The uncertainty parameters used to produce the diagram are listed on the top right-hand side. For more details please see Thunis et al. (2016) . MPC correlation diagram plots correlation as a function of the quadratic mean of the uncertainty divided by the station observed standard deviation. For each station (represented by a symbol) it provides an indication of whether the time correlation fulfills a minimum level of quality (green/orange area). MPC standard deviation diagram plots Normalised Mean Standard Deviation (NMSD) as a function of the quadratic mean of the uncertainty divided by the station observed standard deviation. It provides an indication of whether the NMSD fulfills a minimum level of quality for each station.
Indicator ratios
According to definition by Sillman and He (2002) , conditions are described as NO x -sensitive when a reduction in NO x emissions by 25-50% results in a significant decrease in ambient ozone mixing ratio, larger than in the VOC-reduced scenario. VOC-sensitive (NO x -saturated) conditions are defined analogously for reduction in VOC emissions. If neither of the criteria is fulfilled, conditions are considered as mixed (Liang et al. 2006; Peng et al. 2011) . Regarding this definition, differences in O 3 concentrations between emission scenarios, averaged over the entire study period, are calculated for each grid point and presented as maps. Ozone sensitivity is also reflected by indicator ratios, and two of these indices are calculated for afternoon ozone peak hours (11-16 UTC): ΔO 3 / NO y and H 2 O 2 /HNO 3 . NO y may serve as a good measure of NO x emissions during the day, and it shows clearer relationship with ozone than NO x because of its atmospheric lifetime, which is similar to O 3 -therefore it is considered a good indicator of O 3 sensitivity, with high NO y values indicating (Milford et al. 1994 The ratio of change in O 3 mixing ratio to its ambient concentration is also given for peak hours. All these indicator ratios are presented for measurement station locations with distinction of urban background and rural background conditions. The reason for this approach is to find out to what extent does ozone formation regime depend on environment and what regulatory measures would be the most effective for different parts of Poland. In general, the conditions are expected to be NO x -sensitive in rural areas and VOC-sensitive in urban environment (Aksoyoglu et al. 2012 ).
Results and discussion
Model evaluation
Figure 3 presents measured and modeled hourly ozone concentrations averaged for each site over the study period, with distinction of site type. For all sites the model predicts higher average values than are measured, with differences from 8 to 40 μg m −3 . The largest ). To be able to better diagnose prediction errors, it is useful to see how these overestimations change over the study period. An example plot of temporal variability of predicted and measured ozone concentrations for rural (Czerniawa, SW Poland) and urban (Wrocław, also SW Poland) measurement sites are shown in Fig. 4 . In general, the model reproduces the peak values well for both urban and rural sites. For urban site the model overestimates low ozone values, although some peak values during the highest ozone days are predicted equal or lower than observed ones (e.g. the beginning of July and the second decade of August). For rural station minimum values are also overpredicted. There is a significant overestimation of a daily minimum on August 17th, when the pollutants were washed out by rainfall. This rainfall event has been predicted by the WRF model, so one possible reason for this overestimation is inaccurate prediction of wet removal rates. The results for other measurement sites present similar patterns (not shown).
Model error statistics are summarized in Table 3 in the appendix. Model results are within model acceptance criteria according to Kumar et al. (1993) regarding FB, FAC2 and NMSE. High NMB and FB values represent systematic errors -overprediction of O 3 concentrations, that is dominant in urban locations, which is also why this error statistic has higher value for urban sites. It needs to be indicated that fractional bias value of ±0.67 means factor of two Fig. 2) over-or underprediction. NMSE estimates overall deviations between predicted and measured values. It has very low values for both station types, which supports good model performance and indicates small errors for peak values. In this case, NMSE values are higher for rural stations, which suggests larger discrepancies for peaks. Absolute error statistics, MAE and RMSE, also show smaller errors for rural sites. Factor of Two and Index of Agreement also show that the model is fit for purpose, with all FAC2 values above 0.8. Correlation coefficient is more sensitive to outliers than FAC2 and d, hence larger differences between station types. The results show similar performance to modeling studies using various chemical transport models for other regions and different high ozone episodes, e.g. (Chang and Hanna 2004; Ciarelli et al. 2016; Lin et al. 2016; Shen et al. 2011; Solazzo et al. 2012; Vieno et al. 2010; Zhang et al. 2006) . Figure 5 presents model results prepared with Delta Tool. Our results fulfill the MQI criterion (MQI < 1) and all the stations are within acceptable distance from origin. All stations Fig. 7 . The patterns are similar for urban and rural stations, with the highest overestimations in the morning (4:00-6:00 UTC, with median at 70% both at urban and rural sites) and evening (21:00-23:00 UTC, median at 50% at urban and 40-50% at rural sites) and lowest during the afternoon peak (12:00-17:00 UTC). The range of NME for different measurement sites is also the lowest for peak hours. Model-measurements differences during mornings and evenings are partially caused by the way the model resolves PBL, because vertical mixing is the primary factor determining morning ozone buildup (Zwoździak et al. 2008; Athanassiadis et al. 2002; Lee et al. 2006 ). This factor is important especially in clear-sky conditions, characteristic for high ozone episodes. Milovac et al. (2016) tested six PBL schemes with the WRF model and showed that all of them failed to account for morning temperature inversions. Similar errors during morning and evening hours were also reported e.g. for ammonia (Werner et al. 2017 ). The NO x temporal emission profile plays a significant role before and after mid-day equilibrium is achieved and may also enhance these discrepancies. These morning errors also contribute the most to overall model uncertainty, and these processes have the most influence in urban environment, therefore the errors are larger there than at rural sites. Also, the spatial resolution of the model (4 km × 4 km grid) might be insufficient for urban areas with large changes of precursor emissions (Dore et al. 2012) , especially for NO 2 emission. However, local production also plays some role in rural environment (Im et al. 2013; Dueñas et al. 2004 ), therefore diurnal patterns there are similar to urban, but with smaller errors in the morning. Because during stable conditions pollutants show distinct vertical profiles, nighttime uncertainties in ozone estimation may be related to vertical model resolution. With first model level reaching PBL height, dry deposition velocity VOC30 and BASE simulations (right) close to the ground is often underestimated (e.g. Stutz et al. 2004; Byun and Dennis 1995) . During daytime unstable conditions this effect is not as relevant, because pollutants are wellmixed in the PBL.
Emission reduction scenarios
Modeled spatial distribution of mean ozone concentrations for summer period is shown in Fig. 8a . The highest O 3 levels are in Upper Silesia region, Sudetes and Tatra Mountains in the South and the values decrease towards the North. Elevated concentrations in mountainous regions do not reflect exceedance of critical levels regarding human health, because ozone in these regions does not experience diurnal cycle characteristic for in-situ formation, but is a result of regional transport, which causes constantly high ozone levels. These conditions, however, cause exceedance of AOT40 and are detrimental for vegetation. This is also shown by high daily minimum concentrations in these areas compared to the rest of the country (Fig. 9a) . In lowland urban and suburban environment in-situ formation dominates over regional transport, causing high afternoon peaks and nearly complete disappearance at night. It gives lower average concentrations, but higher average daily maxima, particularly in densely populated Upper Silesia region (Fig. 9b) . Figure 8b , with hot spots also in Upper Silesia and in large cities, e.g. Warsaw in central Poland. Spatial distribution of mean O 3 concentration differences between VOC30 and NOX30 and the BASE simulation are presented in Fig. 10 . Both maps show a decrease of ozone levels in central Poland, however it is much more pronounced for NOX30-BASE difference. The largest decrease is in south-central part of the country for both emission scenarios (2 μg m −3
). The area of the largest differences is shifted towards the South because it is a highly urbanized and industrialized area with large anthropogenic emissions, especially NO x from transport, but also VOC from chemical industry. The emission was reduced only from the area of Poland, so central part of the country, where transboundary transport of precursors has the smallest influence, also shows larger response to this reduction than regions close to the country borders. Differences are insignificant in the coastal area. This is due to the fact that the emission reduction was applied for land areas only and does not concern emissions from ships, which to a large degree is not under national control.
The response of ozone production to change in precursor emissions can be estimated by the ratio of change in O 3 due to emission reduction to ozone mixing ratio for the BASE simulation for that period. The scatterplots of these ratios for selected urban and rural sites are shown in Fig. 11 and average values for all urban and rural site locations in Fig. 12 . Although there is no significant relationship between O 3 mixing ratio and its change, there is much larger spread in values for the urban site. The results show similar pattern for other measurement sites. O 3 changes are larger at urban sites mainly because ozone is formed there from locally emitted precursors, which are reduced in both scenarios. At rural sites, there is more influence of regional, also transboundary transport, which is more resistant to changes of precursor emissions. Average values for all sites (Fig. 12) show that both at urban and rural sites a decrease in O 3 mixing ratio is larger for NOX30 scenario than VOC30, and the changes increase for high O 3 mixing ratios.
To understand the processes responsible for ozone formation, analysis including other chemical species in the form of indicator ratios is done. Figure 13 presents O 3 /NO y indicator ratios for selected rural and urban sites for ozone peak hours (11-16 UTC). In both cases indicator values are higher than NO x -sensitivity threshold proposed by Sillman (1995) at 6-8 mol/mol. However, results are similar for NOX30 and VOC30 scenario, which suggests that presented sites are in mixed sensitivity regime. The same is true for H 2 O 2 /HNO 3 indicator ratio, for which majority of measurement points are in NO x -sensitive conditions (Fig. 14) , according to thresholds established in other European studies (e.g. Andreani- Aksoyoglu and Keller 1997; Castell et al. 2010) . These patterns for both indicators are similar for average values for all measurement sites, shown in Fig. 15 
Conclusions
In this work, an ozone modelling study has been conducted for the area of Poland, which included statistical evaluation of the WRF-Chem model results for summer 2015 and analysis of the role of precursor emissions on ambient ozone concentrations with the use of indicator ratios.
Model evaluation includes diurnal variations in model performance, to reflect ozone daily cycle, as well as regional patterns and distinction between urban and rural background stations. The model overestimates both peak values and minima, which affects the estimation of critical levels exceedance by the model. However, the largest errors are observed in the morning and evening, mostly due to uncertainties in PBL height and, consequently, vertical mixing in the mixing layer, and afternoon peak hours present lower overestimations. Despite the differences in diurnal ozone variations between urban and rural background stations, the patterns of NME are similar, although at rural sites the magnitude of errors is smaller by approximately 10 μg m . This suggests that uncertainties in parameterization of in situ ozone production rates constitute a significant part of overall ozone concentration uncertainty in both urban and rural environments.
Model performance differs between urban and rural sites. Errors are larger for urban stations, which indicates issues in ozone formation mechanisms in urban conditions or uncertainties in spatial representation of O 3 precursor emissions, primarily NO x from transport and biogenic emissions of VOC, which have very short atmospheric lifetimes and their emissions depend on tree species and meteorological conditions. These uncertainties include both emission totals and their spatial and temporal distribution. PBL also plays a role, as it determines dispersion of pollutants within the mixing layer. Other European studies show that urban ozone is predominantly a result of local ozone formation (Stevenson et al. 2006) , which suggests that larger uncertainties in this environment are also a result of local chemistry.
Model errors are predominantly systematic and are most likely a result of chemical mechanisms and meteorological fields, i.e. cloud cover and wind speed, both of which greatly affect ozone formation processes and have usually large uncertainties (Wałaszek et al. 2016; Wałaszek et al. 2014a) . Some overestimations may also result from missed or shifted rainfall events (Kryza et al. 2013 ). Other possible uncertainty sources include initial and boundary conditions (including background ozone levels), inaccurate land use and LAI information and PBL parameterization. Land use and LAI are particularly important for biogenic emission model and affect modelled VOC emissions from natural sources (Gulden et al. 2007; Simpson et al. 1995) .
Both modelled and measured ozone shows a clear diurnal cycle at urban sites for the entire study period, and the observed cycle is well reproduced by the model. Temporal variability of ozone at urban sites shows that conditions were favorable for ozone formation in Poland throughout the summer, and especially during the first half of August, when critical levels were exceeded. At rural sites, on the other hand, neither daily cycle nor critical levels exceedances are observed, but O 3 concentrations are constantly above hemispheric background level of approxw. 40-70 μg m −3 (Vingarzan 2004 ). This can be attributed to both long range and regional transport of ozone from polluted regions, as well as ozone descending from the stratosphere, characteristic for spring and summer season in midlatitudes (Hsu 2005; Husain et al. 1977) . Other studies regarding ozone patterns in urban and rural environments in Europe also suggest dominant role of regional transport at rural sites (Dueñas et al. 2004; Fernández-Guisuraga et al. 2016; Im et al. 2013) . Analysis of the changes in ozone mixing ratios and indicator ratios suggests that for majority of Poland ozone production regime shows mixed sensitivity to emissions of precursors, but with slightly better response to NO x reduction. Average O 3 changes resulting from precursor emissions reduction presented in this study are consistent with other studies for summer period. A research conducted for the whole Europe for July 2007 (Mar et al. 2016) shows the same sensitivity patterns, i.e. mixed sensitivity to emissions of precursors. Discrepancies between literature threshold values for NO x -sensitive and VOC-sensitive regime and the ones presented in this study (two times higher than NO x -sensitivity threshold proposed by (Jacob et al. 1995; Sillman 1995 ) support a conclusion that these threshold values can significantly differ between locations, and also between episodes for the same location (Castell et al. 2010) . It is important for threshold values to be determined individually for each case and to establish transition values characteristic for a given study area.
Photochemical indicators are potentially a good method of estimating how further reductions would influence ozone concentrations, however they suffer from large variations in transition values and need to be supported with field measurements of all of their components. Measurements of ozone-related species other than NO x are very sparse in Poland and it would require a dedicated measurement campaign. This combined with isopleth diagrams based on multiple model simulations with different precursor reductions would give better understanding of summertime ozone formation conditions in Poland. This study suggests that anthropogenic emission has large influence on ozone concentrations. Both NO x and VOC emission control would be beneficial for air quality and would lower the risk and frequency of high ozone episodes during summer, in particular in central and southern parts of the country. For future work, it would also be interesting to examine the role of emission reduction in individual SNAP sectors (e.g. road transport; Suppan and Schädler 2004) on both regional and urban air quality and take into account the Bweekend effect^, which has been reported to have impact on ozone concentrations in urban areas in Europe (Pires 2012) .
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