Particle sjmulation of plasmas has been applied to a variety of problems.
In this method, quantities such as the electric field, or mean velocity, which depend on moments of the di ctribution function, are subject to random noise.
Special techniques are used in the present solutions to suppress this noise and to accurately control the initial conditions of the plasma so that quantitative Com0)arisons with Vlasov solutions can be made.
Section IT of the paper reviews the Fourier-Fourier method ased in the solution of the Vlasov equation, which in its main features followt= the method 4 of Knorr. A similar review of the particle sirmulation method and initialization techniques is given in Sec. I1. This is followed in Sec. IV by the results of comparative studies .,,f the two methods for four cases. These cases were chosen among problems which had been considered earlier in the literature, so that comparison cou ld be made not only between the present soluti ins, but also with earlier iumnerical studies.
For both the Vlasov and particle solutioni presented here. time is meas- 
Taking Fourier transforms of the distribution function with respect to position and velocity and applying periodic boundary conditions in space with periodicity length L = I yields
The functions H (q. t) are the characteristic functions9 for each mode. n denotes the mode number in space, and q is the velocity transform variable.
A Fourier transform in space of E(x,t) yields the modes of the electric field,
Since f(x, v, t) and E(x, t) must be real valued, we ha e H_n(q,t) = Hn -q,t0
-n n After transformation and truncation at a finite number of modes m , which max will be retained in numerical computations, the Vlasov equation yields
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where m max
n Ljm n-rn 7n= -m max is a convolution term which comes from the nonlinear term of the Vlasov
for n i 0 n n n -int and E 0.
Equations (4) are solved by integration along their characteristics, which are straight lines of slop" 27'n in the (t, q) plane, as shown in Fig. 1 . At each time step, the value of H (q ,t) is obtained from the iterative formula
in which the superscript denotes the number of iterations carried out. The results presented in this paper were obtained using a single iteration. 
where qmax is the maximam value of q retained in the computation. This criterion is satisfied by adjusting the time step At according to the magnitude of the electrostatic energy.
Values of q in Eq. (6) are chosen to fall at grid pointe, as shown in is equivalent to a smoothing of the distribution function f(x,v,t) defined by where H R(q, t) is the real part of H (q, t) and the electrostatic energy is 0 0
given by m max (
Each term of tbe convclution array C is the sum of m terms.
n max
Since there are ni terms in the array, the computing time required te max evaluate the convolution hy direct summation is pioportional to m . The max computing time is significantly reduced by using discrete Fourier transforms to evalujate, the convolution. The arrays H (q,t) and E n(t) are Fouriertransformed, their transforms are multiplied, and an inverse transform of the product is carried out to obtain the convolution array C . Since H and In these codes one also inevitably needs to discretize space, .e. , to introduce a regularly spaced grid. How one then defines the relevant physical quantities on that grid is the principal place where various particle codes differ. We here use a multipole expansion scheme12,13 and finite-size particles.
The charge density is then defined on the grid by a multipole expans-on of the particle's charge density ab3ut its nearest grid-point location. We briefly illustrate the procedure: Consider a particle j with a Gaussian charge distribution having a half-width a.
Here x. is the center-of-mass location of the particle. Introduce a grid and describe the particle position as x. = n6 + ax. , where 6 is the cell size and 3J 3 n denotes the nearest grid-point location.
Ax. is at most 6/2. Hence, 3 assuning 6/2a << 1, we expand the charge density as follows:
Clearly we arc replacing the finite-size particle centered somewhere in the cell. by a finite-size particle centered at the nearest grid point, plus a finite-size dipole there, plus (in principle) higher-order multipole terms.
In practice we stop at the dipole correction. Summing over a collection of particles and introducing a Fourier transform gives the total charge density in Fourier transform space as
Here Q(n) and P(n) are arrays giving the net monopole and dipole moments 2 2 associated with the nth grid point. Notice the form fact)r exp (-k a /2), which arises due to the finite particle size. The electric field is now determined simply by an inverse Fourier transform. The force on the particle is given by the same multipole expansion procedure. Physically this amounts to representing the force on the finite-size particle as its monopole moment times the electric field, plus the dipole moment times the derivative of the field.
The multipole expansion scheme is very appealing. First, it represents a systematic and physical way to introduce the spatial grid. Indeed, an 7,8 expansion parameter has been exhibited. Charge-sharing schemes can be related to the multipole expansion by stopping at the dipole approximation and representing derivative terms by a difference over cells. Second, the multipole expansion scheme relates the numerical approximation resulting from introducing a grid to physical concepts. One is investigating the physics of a plasma of fir.ite-size particles, and hence there are some modifications of the plasma behavior.14 In general, the finite size of the particle enters the analysis via the form factor, the Fourier transform of the particle charge distribution. For ex.mple, for Gaussian particles, the form factor is exp (-k a 2/2). We see that the long-wavelength (collective) behavior of the system is essentially unaltered, but the short-wavelength (ka > 1) behavior is systematically suppressed. This is welcome, since short-wavelength behavior (X < cell size) cannot be represented accurately due to the finite size of the grid. Furthermore, its suppression lowers the noise level and hence lowers the effective collision frequency. This yields more realistic simulations with fewer particles.
A further technique used for reducing the noise level in the particle code 16 is known as a "quiet start."
A quiet start simply refers to beginning the calV.ulat.on with ordered initial conditions. Basically, no random numbers are used to set up the calculations. A set of J discrete velocities is chosen using the probability function
where f(v) is the desired velocity distribution function. The procedure is illustrated in Fig. 2 This difficulty is reduced by using a larger number of beams. To achieve this without increasing the total number of particles, the particle velocities are staggered so that each discrete velocity is repre- Several additional runs on the particle code were made to investigate spurious oscillations which had been observed in earlier runs with fewer discrete beams. The solid line in Fig. 4 shows the electrostatic energy when iO0 particles are loaded identically at every grid point, thus forming 100 discrete beams. in contrast to the smooth behavi3r of the 1600-beam case shown in Fig. 1, strong Comparisons of densities in phase space for the Viasov and particle solutions at different times are given in Figs. 6, 7, and 8. For the Vlasov solutions, numbers from I to 9 denote relative densities. Blanks correspond to densities which are less than one tenth of the maximum density. Negative signs correspond to negative valaes of the density. which occur because no form factors were used in the present computation. For the particle solution, an asterisk was printed at every location where at least one particle is present.
The results of Morse and Nielson for this case agree qualitatively with the present results. The electrostatic energy in their case reaches only 5% of the total energy, and does not give the two distinct peaks shown in These experiments showed the expected amplitude modulation of the wave, which is attributed to electron trapping, but they also disclosed the appearance of sidebands to the frequency of the main wave. The growth of these sidebands has been attributed by Kruer, Dawson, and Sudan2 to an instability due to particles trapped in the large-amplitude wave, and has 26 been observed by Kruer and Dawson in particle simulations.
In the present computations, the initial distribution function of the plasma is defined by 42
n=l with
Here vth = 1.06/447r, E = 0.0002 and the initial phase angles are chosen at random. These initial conditions correspond to a plasma length L = 130 X D Mode n = 5 is then driven from t = 0 to t = 6 by the external field E e(x,t) = EDR sin (w 0t + kx)
, (19) with EDR/Vth = 0.3 and eo = 1.06. The driving frequency w 0 is the BohmGross frequency corresponding to mode n = 5. and the ratio of the phase velocity of the driving wave to the thermal velocity is w0/27Tn vth = 4.4.
The electrostatic energies of the main wave and' sidebands from the Vlasov We observe close agreement between the Vlasov and particle solutions for the main wave. Indeed, the two curves are ne, rly identical until late in the simulation. The lower sideband energy from the Vlasov and particle solutions grows at the same rate (a ten-folding time of -31) and even saturates at the same level. The lower sidebands saturate when they acquire an energy comparable to that of the large wave. Then the sideband waves disrupt the particle trapping in the original large wave, as confirmed by phase space plots. It should be emphasized that this problem is very nonlinear and is a strong test of both of the simulation techniques. We are accurately following not only sizeable oscillations in the large wave energy, but also simultaneous growth of oscillations at other wave numbers.
The upper sideband energy from both solutions is shown in Fig. II . The main wave energy has been repeated on this figure to provide a reference.
Again, the two solutions agree well and even saturate at the same level.
The of the total energy) to an instability due to particles trapped in a large-amplitude plasma wave. By using quiet starts to initialize tha particle simulations and using a sufficient number of beams to suppress beaming instabilities, c'ose agreement was found between the two methods.
Since the two methods differ fundamentally in their approach, the agreement found confirms their validity. However, the problems considered have shown limitations in both methods, which must be taken into account in the physical interpretation of numerical simulation results. Discrete particle effects in particle simulations, which are particularly evident in regions of low density in phase space, yield beaming instabilities which must be mini- 
