This article addresses the problem of identifying the optimal decomposition of a design problem. Methods for solving decomposed mathematical programming problems require that an appropriate structure suitable for decomposition be identified. This first step consists of identifying linking (or coordinating) variables or functions that effect independent subproblems coordinated by a master problem. We present a network reliability-based solution of the optimal decomposition problem that avoids heuristics and subjective criteria for the identification of linking variables and evaluation of partitions. The relationships among design variables, i.e., the constraint functions, are modeled as the processing units of a network.
NOMENCLATURE

E(G)
= operator defined by (e i ∨ e j ) ≡ 1 -(1 -e i ) (1 -e j ) φ A = all-terminal network state φ PC = network resilience 〈f〉 = Lovász extension of f
INTRODUCTION
As products become more complex, an organization to remain competitive has to implement product development tools and strategies that reduce the design cycle time and increase the organization's ability to respond to change. The operations research community has studied the decomposition problem extensively to improve computational efficiency and robustness in solving structured, decomposed problems. However, identification of the decomposed problem form has remained a largely ad hoc task. In the design community, partitioning of design problems has received considerable interest for the purpose of improving coordination and information transfer across multiple disciplines (Sobieski, 1988 (Sobieski, , 1990 Bloebaum, 1991) and for streamlining the design process by adequate arrangement of the multiple design activities and tasks (Steward, 1981a (Steward, , 1981b Rogers, 1989; Eppinger et al., 1990 Eppinger et al., , 1992 Eppinger et al., , 1994 Wang, 1993a, 1993b) . Decomposition of optimization problems has been mostly aimed at improving computational performance (Lootsma and Ragsdell, 1988; Lootsma, 1989) . Decomposition in the solution of large scale complex design problems may allow for a conceptual simplification of the system, reduction in the dimensionality of the problem, simple and more efficient computational procedures, realistic models, different solution techniques for individual subproblems, simultaneous design, use of existing models and solutions, modularity, multiobjective analysis, and efficient communication and coordination among the diverse groups involved in the design process.
Four types of problem decomposition are commonly found in the design and optimization literature: object, aspect, matrix, and sequential decomposition. Object decomposition divides a system into physical components. For example, automotive powertrain design may entail separation of the system into engine, torque converter and transmission. Aspect decomposition divides a system according to the different domains of knowledge involved in the solution of the problem. For example, design of a vehicle requires structural, thermodynamic, dynamic, aerodynamic, and electrical analyses. Matrix decomposition derives from solution techniques for systems of equations, and it is used for decomposing and resolving the optimality conditions of an optimization problem. Sequential decomposition occurs in problems involving flow of elements or information, such as in an electrical network, power plant or chemical process. Steward (1981a-b) , Rogers (1989) , Eppinger et al. (1990 Eppinger et al. ( , 1992 Eppinger et al. ( , 1994 , and Kusiak and Wang (1993a-b) have applied sequential partitioning to the design sequence. Directed graphs and matrices are used to represent precedence relationships among the design tasks. These approaches identify groups of design tasks that can be ordered in a feed-forward sequence by detecting circuits among the interdependencies of the tasks. Steward uses matrix transformations to minimize design iterations. Rogers uses a rule-based system to generate a triangular form of the design structure matrix 1 . Eppinger's work is based on Steward's matrix reordering, but it also includes subjective quantifiers of the strength of the dependencies among tasks. Kusiak and Wang propose triangularization and diagonalization algorithms for the design structure and incidence matrices 2 , respectively. The need for a precise definition of an input-output relation for each design task may limit the application of these techniques in situations where causality between design tasks is non-existent or illdefined. Also, these authors use heuristics or users' input to _______ 1 A (i, j)-entry in a design structure matrix indicates that task j contributes information to task i. Therefore, for tasks ordered according to the structure matrix's row/column ordering, marks below the diagonal represent information transferred to later tasks; conversely, marks above the diagonal represent information fed back to earlier tasks. 2 A (i, j)-entry in a design incidence matrix indicates that information j is needed to perform task i.
identify "tears" of dependence relations between tasks (and, therefore, of circuits) whenever the structure of the problem is not sequentially decomposable. Wagner and Papalambros (1993a-b) have used an undirected graph representation of a design problem for identification of structure within the problem and its decomposition into subproblems. Their methodology, termed "Decomposition Analysis," requires identification of "linking" (or "coordinating") variables 3 y that bring about independent design subproblems. These independent subproblems are associated with connected components in the graph representation of the problem after linking variables are deleted. The remaining variables in each connected subgraph are termed "local" variables x of the corresponding subproblem. Heuristics are used to identify candidates for linking variables, and partition metrics are used to evaluate the subproblems thereby generated. A coordination strategy of mathematical programming is then used to solve the original problem as a set of smaller subproblems solved independently but coordinated by a master problem.
Figure 1 (Wagner and Papalambros, 1993a) shows a generic coordination strategy used by optimization methods for hierarchically decomposed problems. The master problem is solved for the linking variables y * which are then input as parameters (i.e., fixed during the subproblem optimization iterations) to the individual subproblems (solid arrows). Information on the dependence of the local variables with respect to the linking variables x(y * ) is fed back to the master problem (dashed arrows). There is a vast number of publications on solving decomposed problems in both the design optimization and the mathematical programming literature. A recent review can be found in Wagner's dissertation (Wagner, 1993 Otherwise return to (a).
Candidates for linking variables are recognized based on the number of design relations containing the candidate variables, the monotonicity or linearity of the variables in the relations, and an upper bound on the number of linking variables. On the other hand, metrics used to test acceptable partitions include the total number of disjoint partitions, and the sizes and relative sizes of the disjoint partitions. The number of linking variables determines the size of the master problem, whereas the number and size of the disjoint partitions determine the number and size of the subproblems, respectively.
A non-hierarchical problem decomposition might follow from the coordination strategy depicted in Figure 1 if the linking variables (and corresponding functions) of the master problem were distributed among the subproblems. In this case, information flow between subproblems is bidirectional, and the master problem is replaced by a non-hierarchical coordination strategy.
The branch-and-bound algorithm recently presented by Kusiak and Wang (1993b) allows identification of overlapping design tasks or variables whose removal makes a design incidence matrix decomposable. Thereby, potential groups of design tasks might be performed in parallel if the precedence relationships between overlapping tasks and the remaining tasks were weakened. Moreover, assuming values for overlapping design variables or duplicating these variables enables simultaneous evaluation of groups of design constraints.
The goal of the present article is to introduce a formal solution of the problem of Optimal Decomposition of a Design Problem (ODDP) that does not resort to heuristics and subjective criteria for the generation of linking variables and evaluation of partitions. It is important to point out that the solution of a ODDP problem is at a higher level than the solution of the design problem. The design problem by itself could be an Optimal Design Problem (ODP) or a General Design Problem (GDP)-see below-, depending on whether or not the formulation contains an objective function. Once the optimal decomposition problem is solved, i.e., an optimal set of linking variables and associated partitions is identified, a decomposition method from the class shown in Figure 1 may be used to solve the design problem. The ODDP problem will be formulated as a multiobjective optimization problem with two conflicting objectives, namely
• Minimize size of master problem by minimizing number of linking variables, and • Minimize size of subproblems by maximizing number of partitions, these being partitions of similar size
REPRESENTATION OF A DESIGN PROBLEM
The following classical forms for the GDP and ODP are assumed in this presentation:
and f x ( ) is minimized h, g and f define relationships among design variables x. These relationships are typically mathematical functions. Dependency in the above problems may be represented by a Boolean matrix termed the Functional Dependence Table ( FDT), in which rows are labeled with relation/function names and columns are labeled with variable names. The entry in the ith row and jth column is "True" if the ith function depends on the jth variable; otherwise, it is "False." Consider the following optimization problem, a modification of No. 104 from Hock and Schittkowski (1981):
x ∈[0.1,10] 8 subject to:
FIG. 2 FUNCTIONAL DEPENDENCE TABLES OF EXAMPLE PROBLEM. (a) ORIGINAL FORM AND (b) AFTER REORDERING ROWS AND COLUMNS TO IDENTIFY PARTITIONS
Figure 2(a) shows the corresponding FDT. A shaded box indicates a "True" Boolean value. Figure 2 (b) shows the FDT for the same problem after x 1 has been selected as linking variable and rows and columns have been reordered to reveal two partitions of the problem: SP-1 with functions {f 2 , f 4 , g 2 , g 4 } and local variables {x 2 , x 4 , x 6 , x 8 }, and SP-2 with functions {f 1 , g 1 , g 3 } and local variables {x 3 , x 5 , x 7 }. Holding the linking variable x 1 constant, the subproblems are solved independently with respect to the local variables. Tracing out the solution to each subproblem as a function of x 1 , a single variable master problem is solved to update the value of the linking variable. This value is then fed back to the subproblems according to the generic coordination strategy shown in Figure 1 .
FIG. 3 (a) TREE REPRESENTATION OF FUNCTIONS' DEPENDENCE ON VARIABLES x 1 AND x 2 , AND (b) UNDIRECTED GRAPH REPRESENTATION OF EXAMPLE PROBLEM
A design problem (and therefore its FDT) may also be represented by means of an undirected, linear 4 graph. This type of representation does not require a priori knowledge of inputoutput relations or causality between variables. We will make use of a simplified version of the graph representation employed by Wagner and Papalambros (1993a) , who assign a clique 5 to each variable. They proved the equivalence of disjoint partitions in the FDT and connected components in its graph representation. In a clique-based representation, a clique connects vertices representing functions that depend on the same variable. Thus, if k functions depend on a variable, a kclique is constructed for such a variable. We will instead use a tree 6 to connect functions dependent on the same variable, with the significant reduction in the number of edges in the representation. This tree-based representation is sufficient for our purpose of identifying connected components. An edge is labeled with the variable name(s) the functions associated with the edge's incident vertices depend on. In order to minimize the number of edges in the graph representation of a design problem, the function(s) with the greater row count(s) is (are) chosen as root(s) of the individual trees associated to each variable. In Figure 3 (a), g 2 is selected as root node of the trees for x 1 and x 2 since it has the greater row count (= 4) in the FDT shown in Figure 2 . Also, parallel edges are replaced by a single edge with appropriate label, as shown in Figure 3(b) .
MOTIVATION FOR NETWORK RELIABILITY FORMULATION OF ODDP PROBLEMS
The above undirected graph representation of a design problem is motivation for formulating the optimal decomposition problem as a network reliability optimization problem. Recalling that we want to minimize the number of linking variables as well as to maximize the number of partitions, we can reformulate the ODDP problem as a network optimization problem with two conflicting objectives: (1) maximize the number of functioning links, and (2) minimize a measure of overall network reliability. Functioning links are identified with local variables, while failed links are identified with linking variables. On the other hand, common sense tells us that the more connected a network is, the more reliable it is.
This network optimization paradigm for the optimal decomposition problem may also be thought as one of selecting critical communication links, the linking variables, and assigning their control to a top decision-maker, the master problem. The control of the other links, the local variables, is left to low-level decision-makers, the subproblems. Critical links are those whose failure lessens the most the overall reliability of the network. The critical links are identified by finding the Pareto points shown in Figure 4 . Solution point "A" corresponds to the case where every variable is considered a linking variable, so the problem is entirely disconnected. Solution point "B" corresponds to the case where every variable is considered a local variable, so the problem is maximally connected. We defer the study of the structural properties of the criteria space, which is indeed a subset of the two-dimensional integer space, for a follow-up article. 
ALL-TERMINAL NETWORK RELIABILITY
A communication network enables transportation of information between end users, such as terminals, devices, computer systems and the like. Each end user generates traffic to other end users, which must be delivered intact and without undue delay. In meeting these requirements, one typically assumes that the underlying network provides reliable communication paths between the nodes representing the end users. In what follows we simultaneously present deterministic and probabilistic theories to determine a measure of overall network reliability based on the state of the network edges.
At a deterministic level we distinguish between only two states for both a network and its edges: a functioning state and a failed state. To indicate the state of the ith edge, we assign a binary indicator variable e i to edge i,
At a probabilistic level we assume that the functioning of an edge is statistically independent from the others' performance and suppose that the state variable E i of the ith edge is random
We refer to p i , the probability that edge i functions, as the reliability of edge i.
Since we are interested in identifying a measure of overall reliability (or connectivity) of a network, we define the allterminal network state φ A as φ A = 1 if there is a path between every pair of nodes 0 otherwise
That is, φ A is one if the graph contains at least a functioning spanning tree 7 . Similarly, we define the all-terminal network reliability R A to be the probability that for every pair v 1 , v 2 of nodes there is a path between v 1 and v 2 ; equivalently, R A is the probability that the graph contains at least a functioning spanning tree.
We assume that the all-terminal network state φ A is determined completely by the state of the edges e = (e 1 , e 2 ,…, e m ), so we may write φ A = Φ A (e). Likewise, the all-terminal network reliability is given by
, where E = (E 1 , E 2 ,…, E m ). Under the assumption of statistical independence we may represent the network reliability as R A = R A (p), where p = (p 1 , p 2 ,…, p m ).
The all-terminal network state of a tree network is one if all the edges are functioning, otherwise it is zero; that is,
The all-terminal network state of a network with two nodes and m edges in parallel connecting these nodes is one if at least one edge is functioning, otherwise it is zero; that is, Φ A (e) = 1 -(1-e 1 )⋅(1-e 2 )⋅…⋅(1-e m ).
Similarly,
It is important to note when computing the function Φ A (e) that e k i = e i , ∀k∈N. Hence, Φ A (e) is a multilinear function. Also, Φ A (e) is monotonically increasing in each argument since improving the performance of an edge cannot deteriorate the network connectivity. This implies that Φ A (0) = 0 and Φ A (1) = 1. The following Lemma is a direct result of the multilinearity of Φ A (e).
Lemma 1
The following expression holds for an all-terminal network state function 8 :
Since the performance of the edges is independent and Φ A (e) is a multilinear function, R A (p) is obtained from Φ A (e) by replacing e i by p i . From Lemma 1 and the independence of the edges we immediately obtain the corresponding pivotal decomposition of the all-terminal network reliability function. _______ 7 A spanning tree of a connected graph contains all the vertices of the graph. 8 (1 i , e) ≡ (e 1 ,…, e i-1 , 1, e i+1 ,…, e m ) (0 i , e) ≡ (e 1 ,…, e i-1 , 0, e i+1 ,…, e m )
Lemma 2
The following expression holds for an all-terminal network reliability function:
Thus, the reliability function is the continuous counterpart of the state function. From Lemma 2 we can obtain the following expression for the derivative of the reliability function:
Pivotal decomposition formulas, given in Eqs. (2) and (3), combined with reduction of parallel edges can be used to compute a network state or reliability function. Satyanarayana and Chang (1983) have shown that for linear graphs an algorithm based on pivotal decomposition and parallel reductions produces a computational tree having the fewest leaves. In fact, the number of leaves in the computational tree is precisely the domination D(G) 9 of graph G. The domination is smaller than the number of spanning trees which, however, could be exponential in the size of the graph. (A complete graph on n nodes has n n-2 spanning trees.) A pivotaldecomposition-based algorithm can be executed in O(m D(G)) time and O((m-n+1) |G|) space. Note that when the following algorithm is applied to networks with identical labels e i for two or more edges, pivoting about an edge may entail the removal of more than one edge and node.
Pivotal Decomposition Algorithm for Computing All-Terminal Network State Function
PIVOT(G):
apply parallel reductions until no reduction applies if G is a tree then return the product of the indicator variables, e i , of the edges in G else if G is a disconnected graph then return 0 else choose the edge i in G whose associated variables have the smallest cumulative column count in the FDT 10 and return e i PIVOT(G·i)
G·i is the graph obtained from G by contracting edge(s) with indicator e i , that is, the nodes adjacent to edge(s) with indicator e i are collapsed into a single node and the edge(s) removed. G-i is the graph obtained from G by deleting edge(s) with indicator e i . 9 In the context of all-terminal reliability, the domination of a graph G is the absolute value of the signed domination. The signed domination is the number of odd formations minus the number of even formations in G.
_______
An i-formation is a set of i spanning trees whose union is the graph G. A formation is odd when i is odd, even when i is even. 10 Selecting as pivot the edge associated with variable(s) with smallest cumulative column count precludes the generation of disconnected graphs and consequent early truncation of a branch of the computational tree. As a result, the computational tree is symmetric and the computational time is O(m D(G)). Figure 5 shows the binary computational tree using pivotal decomposition for the example problem of Eq. (1). The edge associated with variable x 7 is selected as pivot since its column count in the FDT is three, the smallest count that does not disconnect the graph. The all-terminal network state function Φ A (e) is given by 
NETWORK RESILIENCE
All-terminal network state is a measure of connectivity of a graph since its value is one for totally connected graphs and zero for disconnected graphs. For example, by simple inspection of Φ A (e) in Eq. (5) we conclude that removal of edges 1 or 2, e 1 = 0 or e 2 = 0, partitions the network and its associated FDT. The FDT with variable x 1 as linking variable, shown in Figure 2(b) , has two partitions of size 11 four and three. On the other hand, x 2 as linking variable only disconnects f 4 from the rest of the functions, generating a master problem and a subproblem of size seven, an unattractive result. Another measure of network connectivity that could allow identifying partitions of similar size would be valuable.
Resilience denotes the number of pairs of vertices in a network that are connected. At the probabilistic level, pair-
The size of a partition is equal to its number of functions.
connected reliability is the expected number of vertices that can communicate. These measures are used when one is not concerned that the network is connected, but rather that most potential communicating vertex pairs remain connected. We can see that network resilience discriminates between network states with different failed edges, as shown in Figure 6 . Figures  6(b) and 6(c) show network G of Figure 6 (a) with different failed edges. The all-terminal network state for G 1 or G 2 is zero since these graphs are disconnected. However, the resilience for G 1 is ( 6 2 ) = 15 and for G 2 is ( 3 2 ) + ( 4 2 ) = 9. Thus, although allterminal network state is useful for recognizing edges that partition a network, resilience is a better measure of how equal in size the partitions are. A network with a low value for its resilience is likely to be partitioned in many pieces of similar size.
FIG. 6 COMPARISON OF PAIR-CONNECTED AND ALL-TERMINAL RELIABILITY TO MEASURE CONNECTIVITY OF A TREE
Resilience or pair-connected reliability has not received as much attention from the research community as other measures of network reliability. This has resulted in a lack of practical algorithms for computing resilience in any nontrivial class of networks. Colburn (1987) has developed an algorithm for the resilience of series-parallel networks 12 . Amin et al. (1987) and Siegrist et al. (1993) have mainly focused on determining optimal tree and unicyclic graphs for pair-connected reliability. In our work, we adapt the previously presented PIVOT algorithm to compute the resilience and pair-connected reliability of a general network. Φ PC (e) and R PC (p) denote resilience and pair-connected reliability of a network, respectively.
Proposition 1
The following identities hold for pair-connected reliability and resilience functions:
Proof: Let [E i = 1] denote the event that edge i is functioning and ¬[E i = 1] denote the event that edge i is failed. Also, let X _______ 12 A series-parallel graph is reducible to a single edge via series and/or parallel reductions. A series-parallel graph contains no subgraph homeomorphic to K 4 (4-node complete graph).
be the random number of vertices that can communicate in a network. Since
Eq. (6) follows from this expression. Eq. (7) follows since
Eqs. (6) and (7) may be used to compute resilience and pairconnected reliability of a general network by computing these measures for tree structures such as those shown at the bottom of Figure 5 . An expression like Eq. (4) may be used to compute the derivative of the network pair-connected reliability.
Pair-Connected Reliability (Resilience) of a Tree
The pair-connected reliability of a graph may be formulated in terms of two-terminal reliability R u,v -the probability that vertices u and v are connected in the graph-as follows:
where the sum is taken over all unordered pairs of distinct vertices in the graph. For a tree, there exists a unique path between every pair of vertices. Therefore, for any pair u, v of vertices of a tree, the probability that u and v are connected equals the product of probabilities p i of the edges in the path between u and v. In particular, if two vertices have been contracted to a single node, the associated two-terminal reliability is one; if the vertices belong to disconnected components, the reliability is zero. As stated before R PC (p) → Φ PC (e) as p → e ∈ {0, 1} m .
Pivotal Decomposition Algorithm for Computing Network Resilience Function
PIVOT-RES(G):
apply parallel reductions until no reduction applies if G is a tree then return the resilience of the tree according to Eq. (8) else choose the edge i in G whose associated variables have the smallest cumulative column count in the FDT and return e i PIVOT-RES(G·i) + (1 -e i ) PIVOT-RES(G-i)
G·i and G-i are defined as for algorithm PIVOT. The same binary computational tree used for computing the all-terminal network state function may be used for the network resilience function. Again, when computing this function, e k i = e i , ∀k∈N. Figure 5 shows the binary computational tree for the example. The network resilience function Φ PC (e) is given by Φ PC (e) = 6 e 1 + 3 e 2 + 6 e 1 e 2 + e 5 + 3 e 1 e 5 + 2 e 1 e 2 e 5 + e 6 + 3 e 1 e 6 + 2 e 2 e 6 + e 1 e 5 e 6 + 3 e 7 + e 1 e 7 + 2 e 1 e 2 e 7 -e 5 e 7 -3 e 1 e 5 e 7 -2 e 1 e 2 e 5 e 7 + e 1 e 6 e 7 -e 1 e 5 e 6 e 7 + 3 e 8 + 6 e 1 e 8 -3 e 1 e 2 e 8 + 2 e 1 e 5 e 8 -(9) e 1 e 2 e 5 e 8 -e 6 e 8 -3 e 1 e 6 e 8 -2 e 2 e 6 e 8 -e 1 e 5 e 6 e 8 + 2 e 1 e 7 e 8 -e 1 e 2 e 7 e 8 -2 e 1 e 5 e 7 e 8 + e 1 e 2 e 5 e 7 e 8 -e 1 e 6 e 7 e 8 + e 1 e 5 e 6 e 7 e 8 We note that Φ PC (1) = ( 8 2 ) = 28, the number of connected pairs in the graph when every link is functioning.
OPTIMAL DECOMPOSITION FORMULATION
As mentioned in the introduction, the optimal decomposition problem is formulated as a multiobjective optimization problem with two conflicting objectives: (1) minimize size of master problem by minimizing number of linking variables, and (2) minimize size of subproblems by maximizing number of partitions, these being partitions of similar size. In order to maximize the number of partitions, we will minimize either the all-terminal network state or the network resilience. The former results in a simpler objective, while the latter effects partitions of similar size. In order to minimize the number of linking variables, i.e., failed links, we maximize the sum of the indicator variables e i . Thus, the mathematical formulation of the ODDP problem is as follows:
Since Φ A is zero or one, Pareto points e * are generated by factoring of Φ A and identifying factors that take a zero value with the fewest number of indicators e i equal to zero. Thus, the Pareto points for Φ A (e) in Eq. (5) 
Definition
Let S be a finite set and f be a real-valued function defined on the subsets of S. If
for any two subsets X and Y of S, then f is submodular on S. If the inequality in Eq. (11) is strict for all unordered X and Y in S, i.e., neither X ⊆ Y nor X ⊇ Y, then f is strictly submodular. If f is submodular, then -f is supermodular. f is a modular if f is both submodular and supermodular. Table I , Topkis, 1978] Let g be a real-valued, supermodular, increasing or decreasing function on the subsets of S, and let f be a real-valued, decreasing and concave function on the real line. Then føg is a real-valued submodular function on the subsets of S.
Lemma 3 [from
Assumption
There exists a real-valued, increasing function ψ on the real line such that ψøΦ PC is submodular on {0, 1} m .
Basis: Lovász (1983) in example 1.5 shows that for a graph G, the number of connected components of the subgraph (V(G), (Lovász, 1983) . The cardinality of a set is a modular function. Therefore, every Pareto solution to the twoobjective optimization problem of Eq. (10) [from Topkis (1978) , Theorem 4.1] that unless ψøΦ PC is strictly submodular, the solution set of Eq. (12), for a fixed w, may contain two or more optimal points e *r and e *s such that neither e *r ≤ e *s nor e *r ≥ e *s . From the convexity of the Lovász-extended problem, ∑i=1 m e * i is increasing with respect _______ 13 Because c(X ∪ {e}) -c(X), X ⊆ E(G)-{e}, are monotone increasing set functions in X for all e ∈ E(G). 14 If f is a function on T and T ⊆ S, then a function g on S is an extension of f to S if g(x) = f(x) for all x in T. 15 If -Φ PC is thought as a utility function on a set of products and -w as a uniform unit price of each product, the submodularity of -Φ PC implies that the products are complementary. That is, increasing the price of one product will not lead to an increase in the optimal levels of any product. (12) generates the complete Pareto set. The problem is one of minimizing a submodular function on a collection of subsets of a finite set, a problem solvable in oracle-polynomial time (Grötschel et al., 1988) . (0 i* , e k ) → e k+1 (if more that one i * , branch on every different case) k + 1 → k (4) return to (2) Table 1 shows the results generated by the above greedy algorithm for the example problem of Eq. (1) and the resilience function given in Eq. (9). The first six rows of the table describe Pareto optimal partitions with 0, 1,…, and 5 linking variables, respectively. A linking variable has zero as indicator variable e i , whereas for a local variable e i is one. The partition shown in Figure 2 (b) is associated with the second row in Table 1 . A bold-faced number indicates information used to generate the next Pareto solution, according to step (3) _______ of the greedy algorithm. Additional criteria, such as maximum number of linking variables or minimum number of disjoint partitions, may be further used to select a Pareto solution. Note that there is no Pareto optimal decomposition having x 2 as unique linking variable when the network resilience is used as connectivity measure; however, (0 2 , 1) was a Pareto point when the all-terminal network state was the measure. This is an example of how these two measures complement each other, network resilience being a more refined quantifier of network connectivity. 
