We provide a toolkit to work with Chow-Witt groups, and more generally with the homology and cohomology of the Rost-Schmid complex associated to Milnor-Witt K-theory.
Introduction
The purpose of these lectures (given in Essen in June 2018) is to give a quick introduction to Chow-Witt groups not involving prior knowledge in either Chow groups or the theory of symmetric bilinear forms. The goal is to stay as elementary as possible, avoiding altogether complicated proofs and focusing on explicit expressions allowing to perform computations. The lectures are based on the construction of of the Chow-Witt groups and obtain their basic functorial properties (all based on the corresponding functoriality of Witt groups). It was also the occasion to rename the Chow groups of oriented cycles of Barge-Morel to Chow-Witt groups. Indeed, the reference to an orientation seemed confusing at that time, simply because Chow-Witt groups are not oriented in the classical sense. Observe also that the symbol η · [−1] + 2 appearing in the fourth relation becomes η[−1] + 2 = −1 + 1 = −1, 1 . This is the so-called hyperbolic form on F 2 . Following the usual conventions, we set h := −1, 1 and we then see that the fourth relation becomes ηh = 0.
For i ≥ 1, we can consider the composite homomorphism
Using Lemma 1.1 above, it is not hard to see that this is surjective. By definition, we have ηh = 0 and therefore we obtain a surjective homomorphism
which is in fact an isomorphism ([23, Lemma 3.10] ). The left-hand side is the Witt ring and is the basic object of study when dealing with symmetric bilinear forms on F . We have a homomorphism r : GW(F ) → Z which associate to a symmetric bilinear form its rank. The kernel of this homomorphism is the fundamental ideal I(F ) ⊂ GW(F ). Since h is of rank 2, we may also consider the homomorphism W(F ) → Z/2 induced by r and observe that the kernel is also I(F ). It is additively generated by the classes of −1, a in W(F ) (or −1, a − h in GW(F )). It follows that its powers I n (F ) ⊂ W(F ) (for n ≥ 1) are generated by elements of the form a 1 , . . . , a n := −1, a 1 · . . . · −1, a n It is convenient to set I n (F ) = W(F ) for n ≤ 0. We may also consider the quotient groups
for any n ∈ Z (by definition, I n (F ) = 0 for n ≤ −1). Lemma 1.2. For any n ∈ Z, there is a unique (surjective) homomorphism of K MW 0 (F )-modules
satisfying [a 1 , . . . , a n ] → a 1 , . . . , a n .
Proof. If n ≤ 0, the definition of j n is obvious. We then suppose that n ≥ 1. We may use an alternative presentation of K MW n (F ) We set j n (η m [a 1 , . . . , a r ]) = a 1 , . . . , a r ∈ I r (F ) ⊂ I n (F ), and we check that the three above relations are satisfied. If F is of characteristic different from 2, this is essentially [22, Lemma 2.3] . In characteristic 2, the proof is the same but we spell it out for the convenience of the reader. We may use the presentation of GW(F ) given in [21, Chapter IV, Lemma 1.1]. One of the relation reads as
for any u, v ∈ F × with u + v = 0. Applying to a, 1 − a, we obtain a + 1 − a = 1 + a(1 − a) showing that a, 1 − a = h 2 in GW(F ). Consequently, the first relation holds in I n (F ). The third relation holds by definition, and we are left with the second one. It suffices to prove that ab = a + b + a, b ∈ I(F ).
Using u + −u = h for any u ∈ F × , we get The proof of the lemma also yields the following easy corollary that we state for further reference. Corollary 1.3. For any n ≥ 1, the diagram
in which the right-hand vertical map is the inclusion, is commutative.
If F is of characteristic different from 2, recall from [20, Theorem 4 .1] that for any n ∈ Z there is a unique homomorphism
such that s n ({a 1 , . . . , a n }) = a 1 , . . . , a n (mod I n+1 (F )). In characteristic 2, essentially the same proof as in Lemma 1.2 shows that this homomorphism is well-defined and surjective. By definition, we obtain a commutative square (of K MW 0 (F )-modules)
It turns out that this square is actually cartesian (at least in characteristic different from 2), but this is a highly non trivial fact. To explain this, let us first observe that the homomorphism j n induces a surjective homomorphism j n : K Proof. We have a commutative diagram of exact sequences
On the other hand, we know from [22, Theorem 2.4 ] that j n is an isomorphism (this is a consequence of Voevodsky's affirmation of Milnor conjecture) for each n ∈ Z. It follows that the map
is injective. Consequently (h)∩(η) = (ηh) = 0 and I n (F ) = K MW n (F )/(η, h). The claim follows.
Remark 1.5. I don't know if the statement is true if F is of characteristic 2 (see however [23, Remark 2.12] ).
To conclude our elementary explorations of the properties of Milnor-Witt K-theory, let us observe that the multiplication by h induces a homomorphism
since ηh = 0. This homomorphism can also be described by h n ({a 1 , . . . , a n }) = [a 2 1 , a 2 , . . . , a n ].
We conclude this section with some basic properties of Milnor-Witt K-theory that we'll use in the sequel ([23, Lemma 3.7, Corollary 3.8, Lemma 3.14]).
Then, the following properties are satisfied.
For any
2. For any α ∈ K MW n (F ) and β ∈ K MW m (F ), we have αβ = ǫ mn βα.
3. For any n ∈ Z and a ∈ F × , we have [a n ] = n ǫ [a].
Residue homomorphisms
Let us now describe the fundamental tool used to define a Gersten-type complex with coefficients in Milnor-Witt K-theory: the residue homomorphism. We follow again closely [23, §3] . Let then F be a field and v : F → Z ∪ {−∞} be a discrete valuation with residue field κ(v) and valuation ring O v . We choose a uniformizing parameter π = π v of v.
There is a unique homomorphism of graded abelian groups
of degree −1 such that ∂ π v commutes with the multiplication by η and
We call it the residue homomorphism. Proof. See [23, Theorem 3.15] . Remark 1.8. Granted the existence of ∂ π v , the unicity is easy. Indeed, let [a 1 , . . . , a n ] be a symbol. Writing a i = u i π n i with u i ∈ O × v and n i ∈ Z for each i and using
and the graded commutativity of Milnor-Witt K-theory, we can express [a 1 , . . . , a n ] as a sum of symbols of the form η m [π, u 1 , . . . , u n+m−1 ] and η m [u 1 , . . . , u n+m ] for some (non constant) m ∈ N. The images of these symbols are determined by properties 1. and 2. above, yielding unicity. Remark 1.9. The homomorphism ∂ π v depends not only on the valuation v, but also on the choice of the uniformizing parameter π. Indeed, suppose that π ′ = uπ for some u ∈ O × v . We then have
. For instance, taking κ(v) = R and using the homomorphism
The fact that ∂ π v depends on the choice of the uniformizing parameter is the reason for introducing twisted Milnor-Witt K-theory in Section 1.5 and the motivation for considering graded line bundles in the next section. To conclude the present section, we state a few fundamental results on the residue homomorphism ([23, Proposition 3.17, Theorem 3.24]) and introduce the geometric transfer.
Theorem 1.11. For any n ∈ Z, there is a split short exact sequence 
) and then use the residue homomorphism ∂ t t . There is yet another valuation on F (t) that we haven't used so far: the valuation at ∞. For any polynomials f, g ∈ (F [t] \ 0) 2 , we set v ∞ (f /g) = deg(g) − deg(f ). We can choose − 1 t as a uniformizing parameter (we'll come back later on the reasons of this choice) and we obtain a residue homomorphism
, we set the following definition. Definition 1.13. Let p be a monic irreducible polynomial in F [t], the composite
where s is any section of ∂ p p , is called the geometric transfer (in weight n − 1) associated to the extension F ⊂ F (p). Remark 1.14. As the composite
is trivial, the geometric transfer is independent of the choice of the section s.
As a consequence, we obtain a useful unicity property, that is a consequence of the definition of a cokernel. 
commutative. In other words, there are the unique homomorphisms f p :
Remark 1.16. This unicity property is useful when trying to identify the geometric transfers in the context of symmetric bilinear forms. Indeed, if n ≤ −1, the geometric transfers give transfer maps
at the level of Witt groups. Now, transfers for Witt groups are usually obtained via the so-called Scharlau transfer map. For any nontrivial homomorphism of F -vector spaces f p :
for any symmetric bilinear map V × V → F (p). In our case, F (p) is a monogeneous field extension, with basis {1, t, . . . , t d−1 } where d = deg(p) and we can consider the homomorphism f p : F (p) → F defined by f (t i ) = 0 for i = 0, . . . , d − 2 and f (t d−1 ) = 1. In characteristic different from 2, we may use [28, Theorem 4 .1] to see that the geometric transfers are the ones obtained using the homomorphisms f p we just defined. The reader can adapt the proof of loc. cit. to the case of characteristic 2 as well.
Remark 1.17. The main problem with the geometric transfers is that they actually depend on choices. This is one of the main reasons for introducing a slightly different (and more subtle) transfer in Section 1.5.
Graded line bundles
Let X be a connected scheme, and let P(X) be the category of invertible O X -modules (or, equivalently, the category of line bundles over X). The category P(X) is a symmetric monoidal category (in the sense of [19, Chapter VII, §7] ), where the operation is the tensor product of invertible O X -modules
the unit is the module O X and the associativity and commutativity constraints are the usual ones. We'll drop the subscript on the tensor product in the sequel. We have three useful isomorphisms, namely the switch isomorphisms s :
category G(X) of graded line bundles on X is the category whose objects are pairs (L, a) where L is an object of P(X) and a ∈ Z and whose morphisms are of the form
In particular, all morphisms in this category are isomorphisms. We may enrich G(X) with a symmetric monoidal structure whose tensor product is defined by
The associativity relation is induced by the associativity relation in P(X). The unit is the pair
where s is the switch isomorphism defined above). In G(X), each object is invertible. Indeed, we note that
. By symmetry, we see that
showing that (L, a) has also a right inverse. Note that the above isomorphism is not induced by us, but by (−1) a us. All in all, G(X) is a Picard category in the sense of [10, §4] .
The main purpose of G(X) is to understand the properties of the determinant of a vector bundle over X. Indeed, let V(X) be the category of vector bundles on X (with only isomorphisms as morphisms). there is a functor
given on objects by V → (det V, rk(V )) and on morphisms by f → det f . For each exact sequence (V ) of the form
defined as follows. Locally, the sequence splits, i.e. there exists a monomorphism s : V 3 → V 2 such that ps = id. We may then define locally ϕ (V ) by
It is straightforward to check that this definition doesn't depend on the choice of the section s and thus that one can glue the local definitions to get a global version. The isomorphism ϕ (V ) readily gives an isomorphism
. This isomorphism is functorial in the sense that if we have a commutative diagram
of exact sequences in which the vertical arrows are isomorphisms, then the diagram
in which the vertical arrows are the isomorphisms induced by the vertical arrows above, is also commutative. Moreover, we canonically have that D(0) = (O X , 0). This datum satisfies the conditions of [10, §4.3] . In particular, suppose that we have a sequence of (admissible) monomorphisms of vector bundles
Then, the following diagram
is commutative. Finally, let us mention that the isomorphism ϕ (V ) is compatible with the commutativity of G(X) in the sense that if we can write V 2 = V 1 ⊕ V 3 then the two exact sequences
give a commutative diagram
in which the horizontal arrow is the commutativity isomorphism in G(X).
As a result of this general formalism, it is in principle possible to understand (sometimes at the cost of cumbersome computations) the isomorphisms of determinant bundles associated to various exact sequences of vector bundles. This will be particularly useful when dealing with twisted Milnor-Witt K-theory. Before spending a section introducing the exact sequences we will use in this work, we conclude this section by mentioning various additional properties of G(X). First, we supposed at the beginning of this section that X was connected. When dealing with non-connected schemes, it is convenient to replace the integer appearing in the definition of a graded line bundle with a locally constant integer. The theory and constructions are evidently the same in this slightly more general context. Second, suppose that we have two (connected) schemes X and Y together with a morphism of schemes f : X → Y . Given a graded line bundle (L, a) on Y , we may consider the graded line bundle (f * L, a) on X. This defines a functor f * : G(Y ) → G(X) that we will use frequently in the rest of these notes.
Useful exact sequences
For any scheme X, we denote by Ω X/k the sheaf of differentials of X over k. In case X is smooth and connected, then Ω X/k is a vector bundle of rank d X := dim(X). We may then consider the graded line bundle D(Ω X/k ) = (ω X/k , d X ) in G(X) (where ω X/k = det Ω X/k ). In case X is not connected, then the rank of Ω X/k is a locally constant integer and we may still consider D(Ω X/k ) in G(X) in the slightly more general sense we discussed above. We always assume that the schemes we use are connected and let the reader make the necessary changes in the general situation.
Let now f : X → Y be a smooth morphism of smooth schemes. Then, we have an exact sequence ( [16, II.8 
which is also exact on the left as f is smooth. Consequently, we obtain an isomorphism of graded line bundles
Using the functor G(Y ) → G(X) defined in the previous section, we may write the isomorphism as an isomorphism
We will frequently use this isomorphism, or the isomorphisms associated to it after performing elementary operations involving taking inverses and permutations. For instance, we can transform (1.2) into an isomorphism
and then permuting the latter with (ω X/k , d X ). Suppose now that we have a Cartesian square of smooth schemes
with u (and thus also v) smooth. We then have a canonical isomorphism ( [18, Corollary 4.3 
Finally, let us consider the situation where i : X → Y is a regular embedding of smooth schemes. Let C X Y be the conormal bundle to X in Y and let N X Y be the normal cone to X in Y . We then have an exact sequence
which is in fact exact on the left. Therefore, we obtain a canonical isomorphism
As above, we may modify this isomorphism into an isomorphism
Twisted Milnor-Witt K-theory
Let F be a field (which is a finitely generated field extension of k) and let (L, a) ∈ G(F ) be a graded line bundle. We set L 0 for the set of nonzero elements of L and we observe that F × acts on L 0 in an obvious way. It follows that the free abelian group Z[L 0 ] on the set L 0 is endowed with an action of the group algebra Z[F × ]. On the other hand, we know that
The following definition is due to Morel.
which we call the
Even though a doesn't appear in the above definition, it is important to keep track of it. Indeed, we'll sometimes have to compare
We'll then use the commutativity isomorphism in G(X), which makes use of both a and a ′ . Another important thing to note is that K MW * (F, L, a) is not a ring anymore, but a priori merely a graded abelian group. In fact, it has the structure of a K MW * (F )-module as we will shortly see. Before, let us observe that the action of F × on L 0 is simply transitive. It follows that the choice of any non trivial element l ∈ L 0 yields an isomorphism
given by α → α ⊗ l. In view of this fact, we will often denote an element of K MW * (F, L, a) by α ⊗ l with α ∈ K MW * (F ) and l ∈ L 0 . Using this notation, we may write the K MW * (F )-module structure of
and (L ′ , a ′ ) be two graded line bundles over F . Then, we define a pairing
We let the reader check that the diagram
in which the left vertical map is the switch homomorphism and the right vertical map is the isomorphism induced by the commutativity rule in G(F ), is (−1) aa ′ ǫ mn -commutative.
The main idea behind considering twisted Milnor-Witt K-theory is the definition of a residue homomorphism as in Theorem 1.7 which is independent of the choice of the uniformizing parameter. Let then F be a field with a discrete valuation v : F → Z ∪ {−∞}. Let O v be the associated valuation ring with maximal ideal m v and residue field κ(v), and let (L, a) be a graded line bundle on O v . We define the twisted residue map Proof. We prove the result for (L, a) = (O v , 0) for simplicity. The general case is similar. We are then left to show that the association α → ∂ π v (α) ⊗ π * is well-defined and independent of π. The first assertion is clear as ∂ π v is well-defined. Let now π ′ be another uniformizing parameter. There exists then u ∈ O × v such that uπ = π ′ . Arguing as in Remark 1.9, we see that
Having this twisted residue homomorphism in the pocket, we now turn to the task to define the transfer morphisms for twisted groups. Let then F/k be a finitely generated field extension. We consider the F [t]-module Ω F [t]/k (which is free of rank equal to tr. deg(F/k) + 1 as k is perfect). For any monic irreducible polynomial p ∈ F [t], we can consider the p-adic valuation and we obtain a twisted residue homomorphism
Now, the canonical isomorphism (1.4) reads in this case as
. The above residue map can then be written
It follows that we get a total residue homomorphism
where the index set on the right-hand side runs through the set of monic irreducible polynomials in F [t]. On the other hand, the sequence k ⊂ F ⊂ F [t] gives a version of the canonical isomorphism (1.2) of the form
Using the pairing with
) and the field extension F ⊂ F (t), we then obtain a homomorphism
Proof. Any choice of a generator l of ω F/k (which is the determinant of Ω F/k and thus a F -vector space of dimension 1) will give a generator l∧dt of ω F [t]/k (by the isomorphism (1.2)). Using these generators together with the generators p * of (m p /m 2 p ) * , we obtain an isomorphism of sequences between the sequence of the statement and the sequence of Theorem 1.11. The claim follows then immediately. Remark 1.21. Of course, one may further twist this sequence with a graded line bundle (L, a) over F and obtain the same result.
This exact sequence allows us to define transfers as in Definition 1.13.
Definition 1.22. Let p be a monic irreducible polynomial in F [t], we denote by
obtained mimicking the procedure of Definition 1.13. We call canonical transfer this homomorphism.
The canonical transfers satisfy the same universal property as the one for geometric transfers stated in Lemma 1.15. Moreover, they coincide with Morel's absolute transfers as defined in [23, §5.1] (in any characteristic) as evidenced by the following example which treats the separable case. Example 1.23. Suppose that the extension F (p)/F is separable. Then, an instructing calculation shows that the transfer map Tr F (p) F can be described as follows. Let l be a generator of ω F/k . In view of the isomorphism
, we may consider l as a generator of ω F (p)/k as well. For any α ∈ K MW * (F (p)), we then find the formula
As in the case of geometric transfers, we may have a look at the transfers on Witt groups Lemme 2] show that this transfer coincides with the one obtained using the trace form. Moreover, the universal property shows that the canonical transfers actually coincide with the ones defined by M. Schmid in his thesis in characteristic different from 2 ([30, §2]).
Suppose now that k ⊂ F ⊂ L are field extensions such that L/F is finite. We can find a filtration
is monogeneous for i = 1, . . . , n. In that case, we define a transfer homomorphism
as the composite Tr
It is a priori far from clear that this transfer homomorphism is well-defined (i.e. that it doesn't depend on the choice of the filtration above). This is proved by F. Morel in [23, Theorem 4.27, §5] in full generality. Note however that in case the extension is separable one may use the above discussion (i.e. the fact that canonical transfers are actually induced by the trace form) to deduce that the transfer is well defined. In characteristic different from 2, we may also deduce the result using [30, Proposition 2.2.5]. In any case, we can write the following definition.
the canonical transfer.
As observed above, it's also possible to further twist Tr
We leave the details to the reader. As a consequence of [23, Theorem 4.27 , §5], we also note that the canonical transfers are functorial in the field extensions of k.
The Rost-Schmid complex and Chow-Witt groups
In the first lecture, we introduced canonical transfers for finite field extensions F ⊂ L (both field extensions of k). These transfers, together with the twisted residue homomorphism (1.5) are the two main ingredients in the construction of the Rost-Schmid complex(es) that we now introduce (always following Morel).
The complexes
Let X be a (finite type, separated) scheme over k and let (L, a) be a graded line bundle over X. For any j ∈ Z, the Rost-Schmid complexC(X, j, L, a) in weight j is the complex (in homological dimension) whose term in degree i is
is defined as follows. If y ∈ {x}, then we set d x y = 0. In the other case, let Z be the normalization of {x}. We have a finite morphism f : Z → X. Removing if necessary points of codimension ≥ 2 in Z and their images in X, we may assume that we have a finite morphism Z → X and that Z is smooth.
In particular, we can consider its module of differentials Ω Z/k (which is locally free of rank i). For any z ∈ Z (i−1) we then have a residue homomorphism (1.5)
Using the canonical isomorphism (1.4)
we obtain a homomorphism
If z → y under the map f : Z → X, the field extension k(y) ⊂ k(z) is finite and there is a canonical transfer homomorphism
Summing the composite maps over all z ∈ Z mapping to y, we finally obtain a homomorphism
as required. For a given x and a given α
, there are only finitely many y ∈ X (i−1) such that d x y (α) = 0 and we then obtain a well defined homomorphism
In short, we have a graded abelian groupC(X, j, L, a) together with a homomorphism d of degree −1, i.e. a pair (C(X, j, L, a), d). It is not clear at all that d i−1 d i = 0. We will shortly state the theorem summarizing the situation, but before we focus on the Rost-Schmid complex in the special situation where X is smooth (and connected). In this case, we can consider the graded line bundle D(Ω X/k ) on X and the pair
Using the canonical isomorphism (1.4), we see that the graded components are of the form
Setting dim(X) := d X , we may rewrite the above term as
Now, we can consider the graded abelian group C(X, j) whose component of degree i is of the form
and we
It follows that we obtain a homomorphism d : C(X, j) → C(X, j) of degree +1.
Remark 2.1. Of course, we may also consider the complex C(X, j, L, a) for any graded line bundle (L, a) over X.
Theorem 2.2. Let X be a finite type k-scheme, j ∈ Z be an integer and (L, a) ∈ G(X) be a graded line bundle over X. Then, Remark 2.3. The assumption that k is of characteristic different from 2 in the proof that (C(X, j, L, a), d) is a complex is artificial, and will be removed in [8] . Further, one can relax the assumption on X by only supposing that X is essentially of finite type.
Definition 2.4. Let X be a finite type scheme over k. We callC(X, j, L, a) the homological RostSchmid complex twisted by (L, a). We write H i (X, j, L, a) for the homology groups ofC(X, j, L, a).
In case X is smooth, we call C(X, j, L, a) the cohomological Rost-Schmid complex twisted by (L, a) and write H i (X, j, L, a) for its cohomology groups. If Y ⊂ X is a closed subset, we can also consider the subcomplexes of both complexes formed by points on Y . We respectively denote byC Y (X, j, L, a) and C Y (X, j, L, a) these complexes.
If X red denotes the reduction of X, then we can observe thatC(X, j, L, a) =C(X red , j, L, a) by very definition. Further, we can also observe that if i : Y ⊂ X is a closed subscheme, then we also have an identificationC
We finally come to the definition of Chow-Witt groups.
Definition 2.5. Let X be a scheme (essentially of finite type over k, separated). For any i ∈ N and any graded line bundle (L, a) over X, we set
We call this homology group the homological Chow-Witt group of i-dimensional cycles twisted by (L, a). For simplicity, we also sometimes simply say homological i-th Chow-Witt group or Chow-Witt group. If (L, a) is trivial, we omit it from the notation.
Definition 2.6. Let X be an essentially smooth k-scheme. For any i ∈ N and any graded line bundle (L, a) over X, we set
We call this cohomology group the cohomological Chow-Witt group of i-codimension cycles twisted by (L, a). As above, we also sometimes simply say cohomological i-th Chow-Witt group or Chow-Witt group and we omit (L, a) from the notation in case it is trivial. If Y ⊂ X is a closed subset, we may also consider the group 
Basic properties
We now state some basic properties of the Chow-Witt groups. First note that CH i (X, L, a) = 0 and CH i (X, L, a) = 0 for i > dim(X) or i < 0. If X is smooth of (constant) dimension d X , the above identification of complexes yields an isomorphism
Next, observe that we may replace Milnor-Witt K-theory by Milnor K-theory in the definition of the Rost-Schmid complex. In a precise manner, this amounts to consider the quotient of each term by η. Since the differential maps commute with η, it follows that we get a differential at the level of the quotient complex. By definition, it coincides with the differential defined in [27, §2, (2.1.0)] and consequently we obtain homomorphisms
for any i ∈ N (the same applies for the cohomological versions). In general, this map is neither injective, nor surjective as shown by [13, Corollary 11.8] . Next, suppose that ι : Y ⊂ X is a closed subset. We may see Y as a scheme by endowing it with its reduced structure and we know that
It is an easy exercise to show that we have an exact sequence of complexes
and consequently a long exact sequence
in homology. In contrast with the situation in the case of Chow groups, the right-hand arrow a) ) is in general not surjective ( [13] ). In case the scheme X is smooth, and ι : Y ⊂ X is closed, we obtain the same sequence, with the distinction that CH i (Y, ι * (L, a)) can be compared to the relevant cohomological group only if Y is also smooth. Letting r = d X − d Y be the (constant) codimension of Y in X and considering the subcomplex C Y (X, j, L, a) ⊂ C(X, j, L, a) of points supported on Y , we have identifications
Thus, the above exact sequence reads
in this case. One may moreover use the canonical isomorphism (1.2) to identify D(Ω
Y /k )⊗ι * D(Ω X/k ) −1 with D(Ω X/Y ).
Push-forwards
The purpose of this section is to show that given a proper morphism f : X → Y of finite type schemes over k there exists a morphism of complexes
for any j ∈ Z and any graded line bundle (L, a) on Y . The association f → f * is functorial (i.e. respects compositions and identities) and therefore homological Chow-Witt groups define a covariant functor from the category of finite type k-schemes (with projective morphisms) to the category of abelian groups. The definition of f * is quite straightforward, given the existence of transfer maps. Indeed, let x ∈ X and let y = f (x) ∈ Y be such that x ∈ X (i) and y ∈ Y (i ′ ) . If the field extension k(y) ⊂ k(x) is infinite, then we define
to be trivial. If the extension k(y) ⊂ k(x) is finite, then i = i ′ and we define
to be the canonical transfer Tr
k(y) of Definition 1.24. Summing up these maps, we obtain a morphism of graded abelian groups
this is evidently functorial since transfer maps are functorial.
Theorem 2.7. Let f : X → Y be a morphism of k-schemes essentially of finite type. Then,
is a morphism of complexes provided one of the following conditions hold:
1. f is finite and both X and Y are essentially smooth.
f is proper and k is of characteristic different from 2.
Proof. Remark 2.8. As in Remark 2.3, the assumption that k is of characteristic different from 2 should be superfluous. We hope to lift it in [8] .
As an obvious consequence, we see that for any i ∈ N, the homological Chow group CH i is a functor from the category of finite-type schemes (with only projective morphisms as morphisms) to the category of abelian groups. Moreover, this allows to define a refinement of the usual degree map on Chow groups. Suppose that X is a projective k-scheme with structural morphism p : X → Spec k. We then have a push-forward map
and a commutative diagram
in which the vertical homomorphisms are the ones from Chow-Witt groups to Chow groups and the bottom horizontal one is the degree map. Both vertical homomorphisms are surjective and we see that p * is a refinement of the degree map. We denote it deg below and call it the Milnor-Witt degree of X. Virtually, all the questions that are interesting for deg are also interesting for deg. For instance, it is clear (by functoriality) that if X has a rational point, then deg is surjective. The converse statement is also interesting: Suppose that deg is surjective, then does X have a rational point? Funnily, the answer is that deg is no better than deg in this respect, i.e. it doesn't detect rational points. For more information on this story, we refer to [2] . This question set apart, we may observe that the image of deg is harder to compute than the image of the degree. Indeed, K MW 0 (k) is not a PID and the only a priori structure of the image is that it is a K MW 0 (k)-submodule of K MW 0 (k). We refer to [5] for some computations in this direction, and we note that it would be interesting to compute some Milnor-Witt degrees of hypersurfaces in P n .
Finally, let's state the cohomological version of Theorem 2.7 which is obtained via identification of the cohomological and homological complexes.
Theorem 2.9. Let f : X → Y be a morphism of smooth k-schemes, and let d = dim(Y ) − dim(X).

Then the morphism of degree
1. f is finite.
f is proper and k is of characteristic different from 2.
Flat pull-backs
We now pass to the notion of pull-back for Chow-Witt groups. As in the case of Chow groups, the construction of the pull-backs is more delicate than the one for push-forwards. The subtle point here is that we need a notion of a "quadratic" (or more precisely "symmetric bilinear") length in order to define explicitly the pull-back for flat morphisms. Our aim is then to construct a morphism of complexes
for any flat morphism f : Y → X between (essentially) smooth schemes and any graded line bundle (L, a) over X. We start by observing that the basic bricks of the complex C(X, j, L, a) are of the form
. We omit (L, a) in the sequel, letting the reader making the necessary changes to keep track of this graded line bundle. The idea behind what follows is that the Milnor-Witt K-theory of k(x) is deeply linked with Hermitian K-theory (aka higher GrothendieckWitt groups) of the regular local ring O X,x .
Let then x ∈ X (i) and consider the category O fl X,x of finite length O X,x -modules, which is an abelian category. To any finite length module M , we can associate a finite length module M ♯ := Ext . Roughly speaking, this group is the Grothendieck group of the set of isometry classes of pairs (M, ϕ) (where M is a finite length module and ϕ : M → M ♯ is a symmetric isomorphism) endowed with the orthogonal sum as operation, modulo an extra relation identifying a pair (M, ϕ) with a totally isotropic submodule with an hyperbolic module. We now explain how to compute
be the subcategory of semi-simple objects. It inherits the duality ♯ from the latter and is in turn an exact category with duality. The induced homomorphism between Grothendieck-Witt groups
is actually an isomorphism by [26, Theorem 6.10] . We now identify the left-hand side with a more familiar object. Let V be a (finite dimensional) k(x)-vector space. We claim that there is an isomorphism of k(x)-vector spaces
Indeed, one can choose a projective O X,x -resolution of k(x)
Dualizing (and setting P ∨ j = hom O X,x (P, O X,x )), we obtain a projective resolution
We can pull-back this exact sequence along any homomorphism of O X,x -modules V → Ext
(k(x), O X,x ) and get a projective resolution of V as an O X,x -module, which is nothing else than an extension of V by P ∨ 0 . Now, it is clear that we can choose P 0 = O X,x and we obtain a map
. as required. We let the reader check that it is k(x)-linear, functorial in V and that it respects direct sums of k(x)-vector spaces. Since it is obviously an isomorphism for V = k(x), it is an isomorphism. In more sophisticated terms, the above homomorphism defines a duality preserving functor between the category of k(x)-vector spaces, endowed with the duality hom k(x) ( , Ext
and the category O 0 X,x . This functor is an equivalence, and therefore we obtain an isomorphism of Grothendieck-Witt groups
Finally, we can state the following proposition, which is the basis of the definition of flat pull-backs. Proposition 2.10. Let X be an essentially smooth scheme and let x ∈ X (i) . Then, we have a canonical isomorphism
Proof. First, we know from Lemma 1.1 that we have an isomorphism
We let the reader check (for instance, using the isomorphisms between untwisted and twisted groups induced by the choice of l) that this map is in fact an isomorphism of abelian groups. Consequently, we have a sequence of isomorphisms
for any integer a ∈ Z. The claim then follows using the canonical isomorphism and it follows that we have an isomorphism
which is functorial in M . Consequently, we obtain a homomorphism
which is actually functorial. Let now X and Y be essentially smooth schemes and let f : Y → X be a flat morphism. Let x ∈ X (i) and let y ∈ Y (i) be such that f (y) = x (in fact, y is a minimal point of the fiber of x). The induced homomorphism
is then a flat homomorphism of regular local rings and we get an induced homomorphism f * on the respective Grothendieck-Witt groups of finite length modules. In view of Proposition 2.10, we obtain a homomorphism m(x, y, f ) of the form
which we call local multiplicity along f . This terminology can be justified as follows. If R is a (noetherian) regular local ring with maximal ideal m, then one can consider its completionR with respect to the m-adic valuation. This is still a regular local ring with the same residue field κ(m) as R and the extension R →R is flat. As a consequence of Proposition 2.10, we see that the induced map
is an isomorphism. We may use the Cohen structure theorem to find a presentationR = κ(x) 
which is in some sense the multiplication by the (motivic) Brouwer degree of the homomorphism
The local multiplicity along f allows us to define homomorphisms
for any j ∈ Z as follows. Let ι :
) be the homomorphism induced by the field extension. We set
for any generators x 1 , . . . , x i of m x /m 2 x . Of course, we may further twist by any graded line bundle (L, a) and we leave as usual the details to the reader. Example 2.11. Suppose that f : Y → X is smooth and that x ∈ X (i) and y ∈ Y (i) are such that f (y) = x. In that case, f induces an isomorphism f : (m x /m 2 x ) ⊗ k(y) → m y /m 2 y and the local multiplicity m(x, y, f ) is easily seen to satisfy
showing that in that case (f * ) y x is essentially determined by ι :
All in all, we see that if f : Y → X is a flat morphism, we can define a pull-back homomorphism
by summing up the homomorphisms (f * ) y x . The association f → f * is functorial.
Theorem 2.12. Let f : Y → X be a flat morphism of essentially smooth k-schemes and let (L, a) be a graded line bundle over X. Then,
1. f is smooth.
k is of characteristic different from 2.
Proof. Remark 2.13. As for push-forwards, the assumption on the base field is irrelevant and should be dropped in the near future.
As a consequence, we see that the association X → CH i (X) induces a functor from the category of (essentially) smooth k-schemes with flat morphisms to the category of abelian groups. Interestingly, we can also define pull-backs for homological Chow-Witt groups, provided the morphisms are smooth. Let then f : Y → X be a smooth morphism between schemes which are essentially of finite type. For simplicity, we suppose that the relative dimension d :
. Let x ∈ X (i) and let y ∈ Y (d+i) be such that f (x) = y. In that case, we have a commutative diagram of exact sequences
in which the vertical arrows are induced by f . Since f is smooth, the left-hand vertical arrow is an isomorphism and the other two arrows are injective. The cokernel of the middle arrow is Ω Y /X ⊗ k(y) and we obtain an exact sequence
Summing up these homomorphisms, we obtain a homomorphism (of degree d)
which coincides with the pull-back for cohomological Chow-Witt groups in case X and Y are smooth. We then have the following result (with the usual remark about the characteristic of the base field).
Theorem 2.14. Let f : Y → X be a smooth morphism of k-schemes essentially of finite type over k, and let (L, a) be a graded line bundle over X. Then, the pull-back homomorphism (of degree
is a morphism of complexes if either of the following two conditions holds:
1. both schemes are essentially smooth.
Proof. The first case is an immediate consequence of the previous theorem. For the second case, see
Theorem 2.15 (Homotopy invariance). Let X be a scheme which is essentially of finite type over k and let p : X × A 1 → X be the projection. Suppose that either k is of characteristic different from 2 or that X is smooth. Then, the homomorphism
is a quasi-isomorphism for any graded line bundle (L, a) over X.
Proof. We observe that in the first case the extra assumption is only to make sure that the Rost-Schmid complexes are indeed complexes (which we know without extra conditions if X is smooth). In any case, the proof is a verbatim of [30, Satz 6.1.1] with input the exact sequences of Proposition 1.20.
As a corollary of this theorem and of the existence of exact sequences of localization discussed in Section 2.2, we obtain the following result. 
Euler classes
Let X be a scheme (essentially) of finite type over k, and let p : E → X be a vector bundle of rank r. Let s : X → E be the zero section of E. For any graded line bundle (L, a) over X, we have two morphisms of complexes (the latter being of degree r)
with Ω E/X ≃ p * E ∨ . This induces a homomorphism for any i ∈ N e(E) :
that we call the (homological) Euler homomorphism. Supposing that X is smooth, we may replace (L, a) by the graded line bundle
called the (cohomological) Euler homomorphism. Taking i = j = 0, we can consider e(E)( 1 ) ∈ H r (X, r, D(E ∨ )) = CH r (X, D(E ∨ )). This is the Euler class of E. As a consequence of the projection formula we'll see later, the cohomological Euler homomorphism is the multiplication by the Euler class.
3 Products and general pull-backs
Exterior product
In this section, we show that the cohomological Chow-Witt groups admit exterior products and pullbacks with respect to arbitrary morphisms of (essentially) smooth schemes. Let then X, Y be essentially smooth schemes and let x ∈ X (i) and y ∈ Y (i ′ ) . The base field being perfect, the product k(x) ⊗ k k(y) is actually a product of fields, say
The morphisms in the diagram are all complete intersection, and we then obtain a decomposition ([15, Appendix B.
for the field extensions, we then obtain a canonical isomorphism
and u ∈ (X × Y ) (i+i ′ ) be as above. We write µ(x, y; u) :
for the composite of the product of twisted Milnor-Witt K-theory groups and the isomorphism induced by (3.1).
Explicitly, let α ∈ K MW * (k(x)), x 1 , . . . , x i be generators of m x /m 2 x , β ∈ K MW * (k(y)) and y 1 , . . . , y i ′ be generators of m y /m 2 y , then
We let the reader prove the following result, which will imply the graded commutativity of the exterior product on Chow-Witt groups. 
is commutative.
We may assemble the homomorphisms µ(x, y; u) to obtain a homomorphism of graded abelian groups
We also often denote µ by ×. Note also the extra subtlety induced by the presence of graded line bundles. Indeed, in that case, one has to use the canonical isomorphism of graded line bundles over
and proceed as above. This being said, we have the following result (written as for now only in characteristic different from 2) whose proof can be found in [11, Corollary 4.12] .
Proposition 3.3. Let X and Y be essentially smooth schemes over k. Then, the homomorphism
induces a well-defined product on cohomology provided the base field is of characteristic different from 2.
The above proposition is the result of putting together two Leibniz-type formulas (one for Witt groups, the other for K M -cohomology). We refer the reader to [8] for the following more precise result (without any extra assumption on the base field).
Cartier divisors
In this section, we explain how to pull-back along a (principal) Cartier divisor, starting with a few definitions and basic facts on the latter following [15, Appendix B.4] . Let X be an integral scheme and let C = {U i , f i } be a Cartier divisor on X. Here U i ⊂ X is an open subscheme, and the functions f i ∈ k(U i ) = k(X) are such that for each i, j we have
The support |C| of C is the closed subset of X for which a local equation of C is not invertible. To C, we can associate a line bundle O(C) which is defined as the subsheaf of k(X) generated on U i by f −1 i . Recall finally that C is said to be effective if local equations are regular. An effective Cartier divisor always has a canonical section s C , which corresponds to 1 ∈ k(X). The vanishing locus of the canonical section is precisely |C|.
Our first goal is to associate to a Cartier divisor an explicit canonical class in the group CH
We require here X to be smooth (and integral). Let x ∈ X (1) . There exists i such that x ∈ U i and we can consider the residue homomorphism
We set ord x (C) := ∂ x ([f i ] ⊗ f i ) and observe that this definition depends a priori on the choice of i such that x ∈ U i (we have identified k(X) with k(U i ) on the left-hand side). However, the following computation shows that ord x (C) is actually independent of such a choice. Indeed, suppose that x ∈ U i ∩ U j . Then
and we can use the fact that f i /f j is invertible to see that the residue of both [f i ] ⊗ f i and f j ⊗ f j are the same. This leads to the following definition.
Definition 3.5. We set
A simple computation shows that in fact ord(C) is a cocycle as could be seen by repeating the proof of [14, Lemma 2.1.3] (and noting that the assumption on the characteristic of k is not used there). If now α ∈ C(X, j, L, a) i , the question is to know if one can define an element a) ) i+1 which coincides with ord(C) in case α = 1 ∈ C(X, 0) 0 . It is possible to do it in fairly general situations, but only for cocycles as explained in [8] .
We now pass to the definition of a partial pull-back which will be needed in the sequel. For f ∈ O(X), we denote by V (f ) the zero locus of f , by U (f ) its complement and by ι : U (f ) → X the inclusion. We sometimes simply write U and V when the context is clear. We can also observe that the codomain of the differential
as follows, where D(f ) is the Cartier divisor associated to f . Let x ∈ U (f ) (i) and let
Lemma 3.6. The homomorphisms
induce a morphism of complexes (of degree 1)
In case V (f ) is smooth, we may use the identification of Section 2.2 to see µ f as a homomorphism (of degree 0)
that we still denote by µ f .
Remark 3.7. Let f ∈ O(X) be a global section as above, and let λ ∈ O(X) × be an invertible global section. In general, the homomorphisms µ f and µ λf are different, even for cocycles on U (f ) = U (λf ). However, they coincide for cocycles on X and form a special case of the pull-back along a Cartier divisor hinted at above. To see that µ f and µ λf are in general different, one may consider X = A 1 , f = t and λ = −1.
On the other hand,
General pull-backs
In this section, we construct pull-backs for arbitrary morphisms following [27] and [11] . We start by briefly recalling the deformation to the normal cone construction (as explained for instance in [27, §10] ). This is a fundamental object in the definition of the pull-back for Chow-Witt groups (and more generally a fundamental object for any reasonable cohomology theory). Let i : Y ⊂ X be an embedding of smooth schemes (say of constant relative dimension r
The deformation to the normal cone is a commutative diagram
such that:
2. The restriction of p to X × (A 1 \ {0}) is an isomorphism.
3. The restriction of p to X × {0} is the composite
If t denotes a coordinate of A 1 , we then have a global section t ∈ O(D(Y, X)) whose zero locus is N Y X (which is a vector bundle over Y ). Any graded line bundle (L, a) on X yields a graded line bundle on D(Y, X) whose restriction to U := D(Y, X) \ N Y X is isomorphic via p to the pull-back (via the projection) of (L, a) to X × (A 1 \ {0}). Besides, the restriction to N Y X of this graded line bundle is π * (L, a) |Y ([24, §3.1]). We then have morphisms of complexes (of degree 0)
where the first map is the pull-back along the projection X × (A 1 \ {0}) → X. Let us note that this morphism is very explicit. However, we would like to replace the right-hand term with the Rost-Schmid complex of Y . This requires to pass to cohomology and use the homotopy invariance property described in Corollary 2.16. Unfortunately, it is in general very hard to compute the inverse (in cohomology) of π * , making pull-backs usually hard to compute. Note however that in case N Y X ≃ A n Y , then there is a canonical homotopy using iterations of the method described in [23, proof of Theorem 5.38]. In any case, we may now define the pull-back along i : Y → X as follows.
The ring structure
The general pull-back map introduced in the previous section allows to define a product on the cohomology of a smooth scheme X. Indeed, we have an exterior product (well-defined on cohomology groups)
that we can compose with the pull-back map associated to the diagonal ∆ : X → X × X. This yields a well-defined product
which is associative ([11, Proposition 6.6]). The unit is given by the class of 1 ∈ K MW 0 (k) (or rather its pull-back to X). More precisely, the product defined above yields a structure of a graded K MW 0 (k)-algebra. The graded commutativity is essentially given by Lemma 3.2. We find that the diagram
is commutative. In particular, the product 
Important properties
In this section, we finally list the important properties of the (co-)homology of the Rost-Schmid complexes, starting with the homological story. We assume that k is of characteristic different from 2 for simplicity, with the usual remark about this assumption. We refer to [8] for the first result (alternatively, this follows from the smooth base change of [9, §1.1.7]).
Theorem 3.14 (Homological base change). Let 
Suppose that f is proper and that p is smooth. Then, the diagram
is commutative. Here, can is the isomorphism induced by the canonical isomorphism [18, Corollary 4.3] . 
and p, p ′ are smooth, while i is a regular embedding.
Lemma 3.17. The Cartesian square
is tor-independent. Consequently, i ′ is a regular embedding and the homomorphism
Proof. The property of being tor-independent being local, we may restrict to the affine case and moreover suppose that i is complete intersection. We have a commutative diagram of rings
in which the squares are cocartesian, A ′′ (resp. B ′′ ) is a smooth A-algebra (resp. smooth B-algebra) and A ′ = A ′′ /I where I is a complete intersection ideal. Let P • → B be a projective resolution of B as an A-module. We have a commutative square of complexes of A ′ -modules
in which the vertical arrows are isomorphisms. Since Tor A i (B, A ′ ) = 0 for i > 0, the bottom arrow is a quasi-isomorphism and it follows that the top arrow is also a quasi-isomorphism. Since A ′′ is in particular flat over A, (P • ) ⊗ A A ′′ → B ⊗ A A ′′ = B ′′ is a projective resolution and we conclude that Tor A ′′ i (B ′′ , A ′ ) = 0 for i > 0, i.e. that the top square is tor-independent. Since A ′ = A ′′ /I is defined by a regular sequence, we see that the Koszul complex K associated to I is a free resolution of A ′ as A ′′ -module. Since Tor A ′′ i (B ′′ , A ′ ) = 0 for i > 0, we see that K ⊗ A ′′ B ′′ → A ′ ⊗ A ′′ B ′′ = B ′ is a quasi-isomorphism. It follows that B ′ is also defined by a regular sequence and that
As a result, a tor-independent Cartesian square
in which g is l.c.i. comes equipped with a morphism of virtual vector bundles (f ′ ) * (τ g ) → τ g ′ , which is also independent of the choice of the factorization of g. This yields a well-defined isomorphism
which is the one needed in the base change formula that we can finally state. 
for any i, j ∈ Z and any graded line bundle (L, a) over Y . In the statement, both the factors Z and 2Z indicate that the relevant group is Z, but that its image under the projection CH i (P n k ) → CH i (P n k ) = Z is either everything or of index 2. More generally, one can compute the whole cohomology of the Rost-Schmid complex of P n k ( [13, Theorem 11.7] ). As an interesting byproduct, we can compute the Chow-Witt group (or actually also the ring structure) of the classifying space BG m . To define the latter, consider for n ∈ N the embedding k n+1 → k n+2 as the first n + 1 factors. It induces a closed immersion b n : P n → P n+1 and we obtain a sequence
For any i ∈ N, this yields a sequence
This sequence eventually stabilizes ([1, Theorem 3.3]), giving a "concrete" model for the limit, which is by definition the group CH i (BG m ). In short, we have CH i (BG m ) = CH i (P n ) for n large enough.
We can define the group CH i (BG m , D(O(−1))) in a similar fashion ([1, Theorem 3.3]). As a straightforward consequence of the previous theorem, we obtain the following result. is generated in degree 1 by the class e := e(O(1)) ∈ CH 1 ((BG m , D(O(−1))) and by another class that we now describe. Recall from Section 1 that we have a homomorphism
