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Locating objects is a common problem in geometric computer vision. The goal is to determine
the coordinates of an object in a scene. When the object is projected into the camera plane,
the depth information is lost, and to overcome this, two cameras are used. Several approaches
can be found in the literature on how to reconstruct a scene with two cameras. Binocular stereo
vision tries to emulate the human vision by placing the two cameras next to each other, and other
methods, such as the one studied here, use cameras far away from each other and in a steep
angle to each other.
This thesis investigates the latter cae. Due to the large difference in what the cameras can
see, a full reconstruction of the scene would be difficult. The method used in this study uses a
fully calibrated approach where two cameras are calibrated both individually and relative to each
other. With the known relative positions of the cameras in addition to the internal parameters of
both cameras, points of interest on both images can be triangulated into the 3D space. The points
are selected based on the corners of the bounding boxes of the objects, which are detected using
state-of-the-art Mask R-CNN object class and segment detector. With this method, a bounding
box is determined in 3D.
Finally, the empirical results of the method and the effects of long separation of the cameras
are presented. According to the evaluation, the 3D localization accuracy improves with camera
separation. The evaluation shows that the calibration method also affects the accuracy of the
localization and with errors in calibration the final bounding box will not be consistent.
Keywords: Computer vision, Object detection, Camera calibration, Triangulation, Epipolar geom-
etry
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11 INTRODUCTION
Using two cameras to locate an object is a fundamental problem in geometric computer
vision. Geometric computer vision studies the shapes and size of the scene with respect
to the cameras. [10, p. xi] There are several applications for object localization both in
industry and in entertainment. One of the modern applications is in self-driving cars
where understanding the distances in the scene is crucial [17][22]. In the industry, 3D
localization can be applied to, for example, detecting workers in construction zones to aid
site management in organizing work [15]. Because of the introduction of neural networks
for image processing, the possibilities of object localization have been extended.
In this study neural networks are utilized to find bounding boxes for a known object, and
using the knowledge of the relative location of the two cameras, the object can be located.
Traditionally in binocular stereo vision, the cameras have been placed next to each other,
or otherwise computationally rectified. Additionally, stereo correspondences are used for
a full 3D reconstruction. The goal of this paper, however, is to design and implement
a robust method for large scale stereo vision, and therefore the cameras are placed far
from each other and pointing in widely different directions. Hence, it would be difficult
to utilize a full 3D reconstruction. An alternative approach is studied where only a small
set of points is reconstructed, and these points then define a bounding box in 3D for the
object.
Figure 1.1. The objective of the study. Corners of bounding boxes from both cameras
are triangulated into the 3D space to form a bounding box. There is assumed to be only
one object, and its class is assumed to be from a pre-defined set.
This study studies a method that can be used to locate an object that is seen by both
cameras. The studied method is an application of the pipeline presented by Hartley and
2Zisserman [10, p. 262]. Firstly, the cameras are calibrated. The intrinsic parameters, the
focal length and the principal point, of both cameras are calibrated using a set of images
of a calibration pattern. This knowledge is then used to calibrate the camera extrinsic
parameters, which describe the camera position in the 3D world. Once the cameras are
calibrated, objects from a pre-defined set of classes are detected from the scene, and
their corners are triangulated into the 3D space to determine the bounding volume of the
object. This is illustrated in Figure 1.1. The studied method can be extended to several
objects, but that is out of the scope of this study.
This document is structured as follows. Chapter 2 discusses briefly the works of oth-
ers in the field of stereo vision and introduces the background knowledge on the area.
The stereo vision pipeline is also introduced theoretically. Chapter 3 describes how the
camera setup is constructed and how the pipeline could be implemented. Chapter 4 dis-
cusses the obtained results of this study. Finally, Chapter 5 summarizes the study and
presents the conclusions.
32 BACKGROUND
The pipeline studied in this paper is constructed by detecting a bounding box for an object
from both camera views, and then triangulating the corners of the bounding box into the
3D space. In order to detect the bounding box, an object detector is needed. Additionally,
in order to triangulate the corners, knowledge of the relationships between the cameras
and the 3D world is needed. This process is called the camera calibration. In camera
calibration, the relative positions and orientations of the cameras are measured. Also
the relationship between pixel coordinates and 3D coordinates is measured in camera
calibration. Additionally, camera calibration utilizes feature extraction in order to detect
either a calibration object or keypoints from the calibration image.
To understand the whole pipeline, several models and methods are needed. They are
then combined to form the pipeline. First, to understand how a single camera is cali-
brated, the pinhole camera model is introduced. Then, to understand how two cameras
can be related, epipolar geometry is briefly explained. From these concepts triangulation
is introduced. Then feature extraction and matching is described which both can be used
in camera calibration. After these, the camera calibration is explained. Finally, object
detection is covered.
2.1 Camera Model
The camera model used in this study is called the pinhole camera model. It is used here,
and augmented with the radial distortion model. In an ideal pinhole camera, a light ray
from a point in an object is directed through an infinitely small hole and is captured on the
image plane as a single point. This happens for all points of an object that are in a direct
line of sight of the camera. In this ideal model the image will be formed upside down
on the image plane, as shown in Figure 2.1b. To turn this concept into a mathematical
model, the image plane is moved in front of the pinhole. In this way the image will be right
way up. This mathematical model is illustrated in Figure 2.1a. Distortion, on the other
hand comes from the camera lens, and therefore its cause or effect is not visible in the
figures. In distortion, lines that are straight in the 3D world are not straight in the image,
and specifically in radial distortion those lines will be curves in the image. [10]
4(a) The geometry of the pinhole camera model [26], nota-
tion adapted.
(b) The idea behind the pinhole cam-
era model [21].
Figure 2.1. The pinhole camera model.
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where f is the focal length of the camera, X, Y and Z are world coordinates, and x
and y are image coordinates. It becomes more useful to represent these coordinates
in homogeneous coordinates. In homogeneous coordinates an additional dimension is
added to the coordinate system. This means that the scale of homogeneous coordinates
is arbitrary, and all points that are scalar multiples of another point, are in fact the same
point in euclidean coordinates. Intuitively this means that all scalar multiples of a point
lie on the same line. For more information, see [10]. In the homogeneous representation
this mapping can be expressed as
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where P is called the projection matrix and ! is an arbitrary scale that comes from the
conversion to the homogeneous coordinates. This equation maps the world coordinates
into coordinates on the image plane. Equation 2.2 can be expressed concisely as
x = PX: (2.3)
In order to represent the camera coordinates in terms of pixels, the focal length is multi-
5plied by the known pixel densities in both directions, and the center of the image plane
is shifted to the image center in terms of pixels. In this study, the origin of the image
coordinates is considered to be in the top left-hand corner, with y increasing downwards
and x increasing to the right as shown in Figure 2.1. Therefore, in the ideal case the
principal point, the point where the optical axis intersects the image plane, would be in
the middle of the image. If the optical center is not in the center of the image, that can
be accounted by offsetting the principal point. Additionally, if the camera is not located at
the origin of the world coordinates, or if the camera coordinates are not aligned with the
world coordinates, the translation and rotation of the camera need to be accounted for.
This can be done by doing a similarity transformation from the world coordinates to the
camera coordinates. This is done by multiplying by the combination of a rotation matrix
and a translation vector. By adding these extensions to the camera model, Equation 2.2
becomes
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where u and v represent the image coordinates in terms of pixels, rij represent the com-
ponents of the rotation matrix, ti represent the translation vector, fx and fy are the focal
lengths multiplied by the pixel densities in x- and y-directions respectively, and cx and cy
are the x- and y-components of the principal point respectively. By denoting
P = K[Rjt] (2.5)
Equation 2.3 still applies, but this time the projection matrix P accounts for pixel values,
principal point as well as rotation and translation. Additionally, x will be in terms of pixels.
The matrix K is known as the camera intrinsic matrix, and the matrix [Rjt] is known as
the extrinsic matrix. [10][26]
In addition to the effect of the principal point, focal length and pixel densities, real cameras
usually have at least some degree of distortion. Generally distortion is divided into radial
distortion, tangential distortion and thin prism distortion. In this study it is assumed that
there is no tangential or thin prism distortion because measuring them would require
more accurate calibration equipment. Radial distortion means that straight lines in 3D
are curved in the image. The lines can be curved towards or away from the center of the
image. If the lines are curved away from the center, it is said to be barrel distortion, and
in the other case pincushion distortion. [26][10][32]
Correcting radial distortion can be done after the image has been taken. It is not nec-
essary to correct the whole image but only the points considered in each case. In fact,
undistorting the whole image and then doing analysis on it may cause more errors than
first analyzing it and later correcting the distortion. This is because undistortion introduces
6errors in the noise model and may cause aliasing. [10] Radial distortion is corrected af-
ter transformation to the image plane but before conversion to pixel coordinates. Radial
distortion is corrected with the equations
x^ = x1+k1r
2+k2r4+k3r6
1+k4r2+k5r4+k6r6
y^ = y 1+k1r
2+k2r4+k3r6
1+k4r2+k5r4+k6r6
(2.6)
where x^ and y^ are the radial distortion corrected coordinates, k1, k2, k3, k4, k5 and k6 are
the radial distortion coefficients, and r2 = x2 + y2 is the radius of the radial distortion.
In a simpler model some of the coefficients could be left out from the largest index to
smallest. [26][32] In that case they are set to zero in Equation 2.6.
2.2 Epipolar Geometry
The discussion in this section is based on [10]. The internal parameters of a camera
define how the camera is related to the 3D world in terms of the coordinate system of
the camera. However, with two cameras it is essential to know how the two cameras are
related to each other. In this study, the left camera coordinate system is adopted as the
world coordinate system. This means that the world origin is at the left camera center, and
the orientation of the left camera coordinate system defines the orientation of the world
coordinate system. Now, the location and orientation of the right camera is measured
with respect to the left camera. The goal of epipolar geometry is to understand the
relationships between two images from two cameras. The relationship can be expressed
in terms of rotation and translation between the cameras, and together with the intrinsic
parameters, the relationship between the two images is known.
There exists a restriction on where two image points can lie on their respective images,
given that they originate from the same 3D point. This restriction intuitively rises from the
fact that the cameras are rotated and translated with respect to each other, and therefore
two image points from the same 3D point cannot lie anywhere on the images. The re-
lationship between two images can be expressed with the fundamental matrix F , which
puts a constraint on the locations of corresponding points between the images. This
restriction is mathematically defined as
xT2 Fx1 = 0 (2.7)
where x1 and x2 are homogeneous image points in the right and left image respectively.
This constraint holds for corresponding image points. When dealing with camera calibra-
tion, it can be useful to have a similar constraint on normalized coordinates. Normalized
image points can be thought as image points of an image that was taken with a camera
that has the identity matrix as its intrinsic calibration matrix K. Normalized image points
can be calculated from image points by multiplying by the inverse of K such as
x^ = K 1x (2.8)
7where x^ is x converted into normalized image coordinates. A matrix that has a similar
property as F is called the essential matrix E. Unlike F , E operates on normalized image
coordinates. It is related to F with
E = K2
TFK1 (2.9)
where K1 and K2 are the camera intrinsic matrices of the right and left camera respec-
tively. Sometimes, especially in camera calibration (see Section 3.2), E is known before
F . Then F can be solved with
F = K2
 TEK1 1: (2.10)
The essential matrix has a similar constraint as the fundamental matrix in the form of
x^T2Ex^1 = 0 (2.11)
where x^1 and x^2 are corresponding normalized homogeneous image points. With the
constraints on E and F , a point on one image can be mapped into a line on the other
image. The exact location of the corresponding point, given E or F and one point, is
not known. This is because of the lost depth knowledge when the points in the 3D world
were projected into the image. Therefore both matrices set a constraining line on the
other image where the corresponding point must lie. This constraining line is called the
epipolar line, and the constraint is known as the epipolar constraint. This is visualized in
Figure 2.2 where a point on the left image is mapped to a line in the right image.
Figure 2.2. Epipolar geometry between two cameras [25], notation adapted.
The essential matrix can also be calculated directly by knowing the relative rotation and
translation between the cameras. This is done with
E = [t]xR (2.12)
where [t]x describes the skew symmetric matrix of the translation t from left camera
coordinates to right camera coordinates. Similarly R is the rotation from left camera
coordinates to right camera coordinates. TogetherR and t form a similarity transformation
8from the left camera view to the right. The skew symmetric matrix is defined as
[a]x =
26664
0  a3 a2
a3 0  a1
 a2 a1 0
37775 (2.13)
where a is a vector of length 3, and a1, a2, a3 are its components. This is the matrix
form of the vector cross product. The essential matrix is homogeneous which has the
consequence that the scale of the translation is lost. It is also possible to decompose E
into rotation and translation. This is done in Section 3.2.
2.3 Triangulation
By knowing the camera intrinsic and extrinsic parameters, and corresponding points from
both images, it is possible to determine the 3D point that was mapped into the corre-
sponding image points. This process is known as triangulation, and it is in a key role
when the bounding volume is determined. So far the discussion has been about mapping
3D points into image points but in triangulation the goal is the opposite. The description
in this section is based on [10].
The point of intersection is determined by solving a homogeneous system of equations
that arise from the constraint between world points and image points in Equation 2.3. The
problem is formulated in the form of a linear equation
AX = 0 (2.14)
where A is a weight matrix and X is a point in 3D. The weight matrix is constructed from
two constraints on the image relationships x1 = P1X2 and x2 = P2X2. Both of these can
be represented with a cross-product such as x (PX) = 0. This can be written out as
x(p3TX)  p1TX = 0
y(p3TX)  p2TX = 0
x(p2TX)  y(p1TX) = 0
(2.15)
where x and y are the two components of x, and pi is the row at index i of P . Of these
equations only the two first are linearly independent as the third equation is dependent
on x and y already present in the two first equations. Now A in Equation 2.14 can be
written as
A =
26666664
x1p1
3T   p11T
y1p1
3T   p12T
x2p2
3T   p21T
y2p2
3T   p22T
37777775 : (2.16)
9The algorithm for solving triangulation from this system of equations is presented in Al-
gorithm 2.1. The algorithm is the least squares solution to the homogeneous system of
equations.
1 f unc t i on t r i a n gu l a t e ( image_points , P1 , P2 ) :
2 # compose A as presented i n equat ion 2.16
3 A = compose_weights ( image_points , P1 , P2)
4 # compute the SVD of A
5 U, D, V = SVD(A)
6 # so l u t i o n i s i n the l a s t column of V
7 po in t = V[ 1 , : ]
8 r e t u rn po in t
Algorithm 2.1. Triangulation.
2.4 Feature Detection and Matching
In order to calibrate the cameras, corresponding points from both images are needed to
be extracted. The discussion in this section is based on two cases. In the first case there
is a known pattern in the image. Such a pattern might be, for example, a chessboard.
Another case is where there is no known pattern in the image. In that case, feature and
descriptor extraction is needed. This latter case will only be considered shortly.
One of the most commonly used calibration patterns is a chessboard pattern [19], such
as the objects in Figure 4.1. Another calibration pattern is a cube whose 3D geometry
is well known. In this case one image would be enough. Such equipment, however, is
often expensive and requires more set up than a simple 2D pattern. [35] Therefore, a
2D chessboard pattern is used in this study. The calibration with a 2D pattern requires
knowing the 2D geometry of the pattern, and the corresponding geometry is needed to
be detected from the image. In the case of the chessboard, the geometry is a grid of
points. The dimensions of the grid are the same as the dimensions of the inner corners
of the chessboard. The challenge is then to detect those inner corners from the image.
The method introduced here is from OpenCV library [2], see Chapter 3. In this method,
briefly, the image is first binarized via thresholding in order to segment the white and
black squares. Secondly, the corners of the black squares are detected. Thirdly, quads
are extracted from the image, and finally the quads are grouped into lines based on the
2D geometry of the calibration pattern. [34]
On the other hand, general feature extraction does not require a specific pattern with a
known geometry in the image. In this case, points of interest or keypoints are detected
from distinguishable places in the image. Such places might include corners or peaks
that are uniquely described by their orientation and edge profile [32]. One algorithm for
feature and descriptor extraction is ORB (Oriented FAST and rotated BRIEF) [31]. It is
based on the FAST (Features from Accelerated Segment Test) keypoint detector [30] and
the BRIEF (Binary Robust Independent Elementary Features) keypoint descriptor [3].
10
The following description is based on [31]. ORB is a fast and robust algorithm that per-
forms well under noise. It adds the orientation component to its features making it sustain
rotation between the images which is suitable for this method. First the keypoints are de-
tected with FAST, and then filtered with Harris corner measure [9], and scale is accounted
for with a scale pyramid, see for example [32, p. 144]. The orientation is measured with
intensity centroid, see [28]. The descriptors are then obtained using rotational BRIEF
which is a modified version of BRIEF where the rotation is accounted for by steering
BRIEF according to the keypoint orientation. This means that the features are rotated
according to their orientation. The features are vector of n binary tests. However, the ro-
tation reduces the variance among the features which makes the matching process more
difficult. In addition, the correlation between the tests increases with rotation. The loss
of variance and gain of correlation are compensated by a greedy search for binary tests
with high variance and low correlation from a training set of all possible features. For
more details, see [31]. An example of keypoints detected by ORB is shown in figure 2.3.
Figure 2.3. Keypoints detected by ORB. A map contains several unique features, and
therefore it is a good scene for keypoint extraction. The left-hand side image shows the
detected keypoints drawn on the original input image of the algorithm, and the right-hand
side image is a zoomed in version of the left image.
Now that the keypoints are detected, they need to be matched. In the case of a cali-
bration pattern, the keypoints are by default in the same order. On the other hand, for
ORB keypoints, matching is required. The keypoints themselves do not contain enough
information to be uniquely matched, and therefore the extracted descriptors are used. As
explained, the ORB features have high variance, and therefore a simple nearest neigh-
bor search can be used. In order to match the keypoints it is enough to compute the
distance of every descriptor in one camera to every descriptor in the other camera. Then
the descriptors that are the closest to each other form a match. This is formulated as
x0 = argmin
8xn2D
d(x;xn) (2.17)
where x0 is the match for the feature x, D is the set of features in the other image, and d
is a distance function. Euclidean distance is used as a choice for the distance function.
For a vector of length n, such as the feature vector recovered from ORB, the distance d
11
is calculated as
d(a; b) =
vuut MX
i=1
(ai   bi)2 (2.18)
where a and b are the feature vectors.
2.5 Calibration
The following discussion is based on [10], [32] and [13]. Camera calibration consists
of two different calibrations — the intrinsic camera parameters and the extrinsic cam-
era parameters. Firstly, the intrinsic parameters are described in a calibration matrix K,
which consists of focal lengths and the pixel dimensions in both directions. The intrinsic
parameters also include the distortion coefficients.
To calibrate the individual camera parameters the method developed by Zhang [35] is
used. To summarize, the first step is to show a planar calibration pattern from at least two
separate angles. However, more images from more angles reduce the effect of noise on
the calibration accuracy. Then feature points are detected from each image, and intrinsic
and extrinsic parameters are estimated using a closed form solution [35, section 3.1].
Then the distortion parameters are estimated using the least squares method. Finally,
all parameters are optimized using complete maximum likelihood estimation [35, section
3.3]. The overall error could be reduced by a factor of 2–3 by including distortion in the
camera calibration. Additionally, the estimated effective focal length might change due
to distortion. [10] The advantage of Hang’s method is that it gives also the camera pose
relative to the calibration object.
From the intrinsic and extrinsic parameters of each individual camera, it is easy to cal-
culate the relative stereo parameters. The extrinsic parameters are presented in the
extrinsic matrix [Rjt]. In some implementations of the method in [35], the rotation is given
as a vector instead of a matrix. The conversion between these two can be done with the
equation
R = cos I + (1 + cos )rrT + sin 
26664
0  rz ry
rz 0  rx
 ry rx 0
37775 (2.19)
where R is the rotation matrix, r is the rotation vector with rx, ry and rz its components
and  = jjrjj is the angle of rotation [26].
Another method of interest involves feature extraction and five-point algorithm introduced
by Nister in 2004 [23]. The following discussion is based on the original paper and [16].
The five-point algorithm estimates E from the two sets of corresponding image points
and the calibration matrix. Each corresponding pair of points xi1 and x
i
2 together with the
constraint in Equation 2.11 can be formatted into a 5 9 matrixM where the column at i
is
Mi = [x
i;1
1 x
i;1
2 x
i;2
1 x
i;1
2 z
i;3
1 x
i;1
2 x
i;1
1 x
i;2
2 x
i;2
1 x
i;1
2 x
i;3
1 x
i;2
2 x
i;1
1 x
i;3
2 x
i;2
1 x
i;3
2 x
i;3
1 x
i;3
2 ]
T (2.20)
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where xi;j are the three components of xi. This matrix has a null-space representation
with four vectors that can be presented with four matrices X, Y , Z and W , and then E
has the form
E = xX + yY + zZ + wW (2.21)
where x, y, z and w are scalars and w = 1 because the coordinates are in homogeneous
format. Hence, this algorithm can determine E only up to an arbitrary scale. Now, insert-
ing Equation 2.21 into equations 5 and 6 in [23], a system of equations can be formulated.
It will have a monomial basis of
[x3 y3 x2y xy2 x2z x2 y2z y2 xyz xy x y 1] (2.22)
where each equation of the system comes from the ten constraints of E. Denoting this
system with A and applying Gauss-Jordan elimination on A, it can be reduced into an
upper triangle form. Taking the last three columns of A and using equations 11–13 in [23],
a new 33matrix B representing a system of equations in terms of z can be formed. The
determinant of this is a tenth degree polynomial n. For each of the roots of n (in terms
of z), the corresponding x and y can be solved from B. Now, E can be constructed with
Equation 2.21, and Section 3.2 describes how R and t can be recovered from E. In order
to survive outliers, the RANSAC (Random Sample Consensus) algorithm [7] should be
used. This algorithm modified for five-point algorithm is outlined in Algorithm 2.2. Here
five points, the minimum number of points needed to fit the model, are used to generate a
hypothesis for E. This is repeated several times and the best hypothesis is selected. The
measure for the best hypothesis can be the number of outliers, or pre-emptive scoring [24]
can be used.
1 f unc t i on five_point_with_RANSAC (matches , N ) :
2 po in t s = matches [ 0 : 5 ]
3 best_E = f i v e_po i n t ( po in t s )
4 f o r each i i n [ 0 , N ] :
5 po in t s = matches [ random_integers ( 5 ) % matches . s ize ]
6 E = f i v e_po i n t ( po in t s )
7 i f E i s be t t e r hypothes is than best_E :
8 best_E = E
9 re tu rn best_E
Algorithm 2.2. RANSAC for the five-point algorithm.
2.6 Object Detection
Object detection is a fundamental problem in computer vision. This study utilizes Mask
R-CNN [11]. It detects a bounding box, segments a mask and predicts a class probability
for each object in the image.
Mask R-CNN is a convolutional neural network (CNN) which means that it consists of
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several layers of convolutions [11]. The convolution weights and biases are learned from
training data. Modern convolutional neural networks use several layers. A general ar-
chitecture consists of blocks of convolutional layers, non-linear activation layers and a
max-pooling layer. In the convolutional layer, the input blob is convolved with a filter.
Then, each cell is activated based on the output of the activation layer. Finally, to reduce
the size of the blob only the maximum value of a layer is selected. The learning of the
CNN happens by minimizing the error function. After each iteration, the weights of the
convolutional filters are adjusted towards the negative gradient of the error function. [14]
The Mask R-CNN architecture is presented in Figure 2.4.
Figure 2.4. Mask R-CNN architecture [11].
The following description is based on [11], [27] and [8]. Mask R-CNN is a revised ver-
sion of Faster R-CNN [27] which outputs the object segmentation in addition to the object
class probabilities and bounding boxes. Faster R-CNN consists of two concurrent net-
works, namely a region proposal network (RPN) that proposes object agnostic regions of
interest (RoI) where objects might be located, and a classification network that classifies
the possible object and refines the bounding box. The RoI are pooled using a RoIPool
layer [8] where each region of interest is quantized into smaller feature maps using max
pooling while preserving the spatial layout.
Mask R-CNN extends this idea by running a third network in parallel with the classification
network that proposes a segmentation of the object instance. The mask from a RoI is
predicted with a fully convolutional network (FCN) [20] which allows the region to maintain
its 2D layout instead of having to be vectorized.
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3 IMPLEMENTATION
Camera set up includes two parts. The first part is deciding the physical locations and an-
gles of the cameras. The second part is calibrating the intrinsic and extrinsic parameters
of each camera. Both of these phases are only required once as long as the cameras
do not move or their intrinsic parameters do not change, for example due to changes in
the temperature. Therefore the computational complexity of this step is not crucial to the
overall performance of the program when in use.
With the system set up, the cameras are ready to capture images of their surroundings.
From each image all objects are first detected with Mask R-CNN. For the scope of this
study, each frame is assumed to contain only one known object. The version of Mask R-
CNN used here is trained with the Microsoft COCO data set [18], and the known objects
are assumed to be those in the data set. From the bounding boxes generated by Mask R-
CNN the bounding volume is determined via triangulation of the corners of the bounding
boxes.
The program is implemented in Python [29] using the scientific Python libraries [12] and
OpenCV [2]. These tools are chosen because they are open source and portable. Python
is a flexible programming language and is suitable for testing different solutions as its
syntax is concise and it does not require a long compilation process. OpenCV, in turn,
is a widely used computer vision library that has a large community and it was originally
developed for C++. Its Python interface offers bindings to their C++ counterparts, and
hence it is easy to convert programs written in Python into C++ for production use.
3.1 Physical Set Up
The main concern of this study is to investigate the challenges presented by the long
baseline and the high angle between the principal axis of the cameras. Therefore the
cameras are located accordingly. In this way the problems that arise from the increase of
the baseline can be investigated. Also the angle is increased, and its effects are studied.
The cameras for this study were mounted high from the ground level to allow them to
have as many common points as possible. The most common problem that comes from
the difference in physical location is the inclusion of occlusions, which prevent the two
cameras from seeing the same points. Therefore it helps to have the cameras relatively
high from the ground level. On the other hand, object detection becomes more difficult
as the cameras are higher, as objects are usually detected near the eye-level. Of course,
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with more train data this will not be a problem. That, however, is beyond the scope of this
study. As in all computer vision applications that utilize static cameras, the cameras are
safely fastened to their mounts to keep them from changing position or pose even when
there are some external disturbances. The lenses are cleaned and the lighting is even.
The calibration board was constructed by printing an A4 sized 11  8 chessboard pattern
with a laser printer. The size of a single square can be determined digitally or mea-
sured after printing. Then a few papers were places below the printed pattern in order to
smoothen the surface and to prevent patterns below the paper from showing. This stack
of papers was mounted on a cardboard piece and held together with tape.
3.2 Calibration
The calibration begins by initializing the OpenCV video capture objects in Python. Auto-
focus is disabled from both cameras and the resolution is set to 640480. The cameras
take pictures simultaneously and from each picture it is checked that a calibration pattern
can be detected. Here, a checkerboard pattern is used as it is simple and easy to con-
struct and offers flexibility. An 118 pattern is chosen to provide enough object points for
calibration. OpenCV may not be able to extract a too large pattern relative to the reso-
lution from the image. Too small pattern, however, may not offer enough robustness to
noise. Additionally, the pattern should be non-symmetric with even rows and odd columns
in order to be unique defined in every direction. If a pattern is found from both cameras,
the image is saved. Otherwise, new images are taken until a pattern is found. The cal-
ibration pattern is rotated and moved within the volume where the object localization is
wanted. After successful 10–20 pictures are taken for reliability, the camera parameter
calculation can be started.
The camera parameters are calculated according to the process described in [35]. Once
the internal parameters are found, the re-projection error is calculated. If the camera
calibration is successful, the intrinsic parameters K1, K2, d1, d2 can be saved, and
the process described so far is no longer needed in the calibration phase. The extrin-
sic parameters of each camera r1, r2, t1 and t2 can be saved as well and used as
long as neither camera moves or rotates. The implementation utilizes several OpenCV
functions. First, the chessboard corners are found with a pixel level accuracy using
cv.findChessboardCorners, and refined to sub-pixel accuracy with cv.cornerSubPix.
Finally, the camera parameters are found with cv.calibrateCamera.
The next phase is to find the stereo parameters R and t relating the two cameras together
from their individual extrinsic parameters R1, R2, t1 and t2. OpenCV returns the rotation
as a vector, but it can be converted to the matrix form using equation 2.19 which is
implemented in cv.Rodriguez. The relative extrinsic parameters can be then found with
equations [26][32]
R = R2R1 (3.1)
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and
t = t2  Rt1: (3.2)
This approach is implemented in cv.stereoCalibrate. If the cameras have moved, the
method in [35] can be used to find the extrinsic parameters while keeping the intrinsic
parameters constant. These can be encoded into E, and F can be solved in this phase
according to Equations 2.12 and 2.10. Once all parameters are found, they are combined
into P1 and P2 according to equations
P1 = K[Ij0] (3.3)
and
P2 = K[Rjt] (3.4)
where P1 is the first projection matrix at origin and P2 is the second projection matrix.
This method does not require any more data if the cameras do not move between the in-
trinsic and extrinsic calibration. This method, that is called the calibration pattern method,
for calculating the extrinsic parameters requires several pictures of the calibration pattern
which is not ideal if the intrinsic parameters are already known.
This calibration pattern method is very sensitive to the accuracy of the intrinsic parame-
ters and the accuracy of the detected corners. Therefore, additional method, that is called
the keypoint method, is proposed. In this additional method, the extrinsic parameters are
determined from just one image from both cameras. This method does not require a cal-
ibration pattern, and is based on feature extraction and the five-point algorithm. Because
it does not require a calibration pattern, it is more flexible. However, the overall scale of
the calibrated system is dependent on the intrinsic parameters. According to the original
paper on five-point algorithm [23], it is enough to know the intrinsic parameters within 10
% of the actual values. Additionally, it is stated in the paper that with a higher error in
calibration, uncalibrated methods such as the eight-point algorithm [5] out-perform the
five-point algorithm.
Here, the first step is to extract keypoints from both images. The most straight forward
method is to use the same calibration pattern and use the same method for recognizing
the chessboard corners as used in camera calibration. As the same board is in both
images, feature matching or descriptor extraction is not necessary. The corresponding
keypoints are automatically in the same order because both images contain the same
non-symmetric chessboard. Unlike the previous method, this method generalizes to a
scene with no calibration pattern. In the general method keypoints and descriptors are
extracted from both images. Here, the ORB algorithm is used. The ORB extracts a set
of keypoints and descriptors from both images. Features are extracted from both images
using cv.ORB class and its member function detect, the descriptors calculated using the
member function compute, and are then matched using the nearest neighbor approach
implemented in the class cv.BFMatcher and its match member function. The matching
is based on the descriptors, and all low-enough distances are used. The threshold is
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set empirically. From the matching phase the matching keypoints from both images are
stored.
With these matching keypoints and the calibration matrix from the intrinsic calibration,
the five-point algorithm can be invoked. The output of this is then the essential matrix E.
This is implemented in OpenCV’s cv.findEssentialMat function. It utilizes the RANSAC
algorithm [7] in order to find the inlier matches. The essential matrix is only up to scale
and has still four possible decompositions with the Equation 3.6. However, using the pre-
viously found matches, the correct signs can be determined. This is due to the cheirality
constraint, which means that points seen by both cameras should be in front of both cam-
eras. This can be checked by triangulating a point to 3D using all four combinations and
checking whether the point is in front of both cameras. [23]
The next step in the keypoint method is to find the other extrinsic parameters. From E, F
can be calculated with equation 2.10. From the essential matrix the extrinsic parameters
R and t can be calculated using SVD (Singular Value Decomposition). Here, E can be
factorized into
E = UV T (3.5)
where  is a diagonal matrix of singular values of E, and U and V are orthogonal out-
put matrices. From these, two possible combinations of translation and rotation can be
recovered as
[t]x = UZU
T and R = UWV T or R = UW TV T (3.6)
where
W =
26664
0  1 0
1 0 0
0 0 1
37775 and Z =
26664
0 1 0
 1 0 0
0 0 0
37775 : (3.7)
Two additional combinations of R and t arise because the sign of E, and thus the sign
of t, is unknown. Hence, four projection matrices of the form of Equation 2.5 satisfy the
epipolar constraint of Equation 2.11. However, only one of these is the correct projection
matrix. [10][23]
Despite the ambiguity, this is a useful representation of the extrinsic parameters as this
only has five degrees of freedom. With only five degrees of freedom the camera extrinsics
are more easily calibrated. The correct one of the four possibilities can be identified with
the cheirality test. Cheirality test means that triangulation yields to all points being in front
of both cameras, or in other words, that the z-component of all in-line calibration points is
positive. In OpenCV this is done with the function cv.recoverPose. The drawback of this
method is that t is only known up to an arbitrary scale. The scale needs to be inferred from
the scene, or by using some external information such as the physical separation of the
cameras. For the chessboard case the method is straight forward. The distance between
each camera and the chessboard is calculated, and using the knowledge of the previously
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acquired relative rotation the angle between the cameras is known. Using the function
cv.solvePnP the camera pose relative to known 3D points can be calculated. Then the
translation with scale can be calculated with Equation 3.2. This requires knowing the
positions of the 3D points relative to each other. In the chessboard case, the 3D points
are one square length apart from each other. Then the length of t can be calculated by
calculating its norm
t =
q
t21 + t
2
2 + t
2
3 (3.8)
where t is the length of the relative translation and ti are the components of the relative
translation vector. When the physical separation is known, t can be scaled to the correct
length by multiplying it with the physical separation.
From these the projection matrices for both cameras can be constructed. For simplicity,
the origin of the common coordinate system is set at the center of one camera. Knowing
the relative rotation, the relative translation, and the calibration matrix, the projection
matrices can be constructed with Equations 3.3 and 3.4. With the projection matrices
found, the camera set up is fully calibrated.
In order to evaluate the success of the calibration, the re-projection error is calculated.
The re-projection error describes the root mean square (RMS) distance between original
image points and first triangulated and then re-projected image points. The original set
of image points is the detected calibration points, for example the chessboard corners.
In this case the number of image points is limited to 50 in order to normalize the errors
between different calibration methods. These are then triangulated into the 3D space
with Algorithm 2.1 which is implemented in OpenCV’s cv.triangulatePoints. Then the
points are re-projected using cv.projectPoints. The error Erms is calculated with the
equation
Erms =
sPN 1
i=0 (xi   x0i)2
N
(3.9)
where xi is the original point, x0i is the re-projected point, and N is the number of points.
3.3 Object Detection and Localization
Object detection is done with the COCO pre-trained Mask R-CNN. The network archi-
tecture and weights are downloaded from GitHub [1]. The network uses TensorFlow [6]
back-end with Keras [4] interface. To be able to use this network directly in OpenCV with
TensorFlow back-end, the model needs to be frozen. The script from the official Tensor-
Flow repository [33] is used for freezing the network. In addition to the frozen model, the
COCO labels are needed and they can be found from the original paper [18].
The frozen model is first loaded into OpenCV with cv.dnn.readNetFromTensorflow. When
the OpenCV instance of the net is running, the model can be used to make predictions.
This is done with the functions cv.dnn.blobFromImage, which pre-processes the image,
then set as an input with the net instance’s setInput function, and finally the predictions
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are received with the net instance’s forward member function. It should be noted that the
original images that include distortion should be used as the input because undistortion
might cause artifacts or discontinuities in the image [10]. The model returns both the
masks and bounding boxes of the objects it detects. The masks can be omitted for this
study, but the bounding boxes are collected and their positions in the image are calcu-
lated. Each bounding box is represented with four pixel values x1, y1, x2 and y2, which
represent the corners of the bounding box. After the bounding box is detected, the effect
of distortion should be removed. This is done with cv.undistortPoints, which imple-
ments the Equation 2.6. It should be noted that because the projection matrices were
determined with respect to the image coordinates, undistortion should not normalize the
points like OpenCV does by default. Therefore an identity matrix should be passed in-
stead of the calibration matrix.
In an ideal case where the two cameras are close to each other and their principal axis
are almost aligned, the matching points from the two images are determined via stereo
rectification and stereo matching, and dense reconstruction is used. However, here fea-
ture matching is not possible because not all points are necessarily seen by both cam-
eras, making the traditional stereo matching difficult and computing intensive. Therefore
each corner of the bounding box from both images is back-projected into 3D space, and
a bounding volume is calculated from intersections of the rays from the corners of the
bounding boxes. For one corner, a pixel is triangulated into the 3D world using Algo-
rithm 2.1 implemented in OpenCV’s cv.triangulatePoints. The same is done for all
pairs of bounding box corners until eight points in the 3D space are found. The pairs are
formed by combining the top left-hand corner of the left-hand image with the top left-hand
corner of the right image, the top left-hand corner of the left image with the top right-hand
corner of the right image, and the same is done in reverse for the top corners. This is
also repeated for the bottom corners.
Figure 3.1. Shapes of the bounding boxes when viewed from above.
These triangulated points define the bounding box in 3D for the object. The bounding box
will be in the shape of a truncated rectangle base pyramid, as shown in Figure 3.1. The
tip of the pyramid is in the camera center of the left camera. The pyramid is truncated by
a similar rectangle base pyramid whose tip is in the right camera center. This introduces
a geometric constraint on the tightness of the bounding box. The closer the cameras
are together, the larger the volume of the bounding box will be because the tips of the
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pyramids are closer and hence only a small portion of the pyramid is truncated.
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4 RESULTS
The success of the intrinsic parameter calibration can be calculated using the RMS error
of re-projection. The RMS error was found to be 0.188 pixels. This result was obtained by
simultaneously taking ten images of the same chessboard with both cameras, and taking
the average of the two achieved re-projection errors. The chessboard was held close
to the camera, and its location and angle were varied. Figure 4.1 shows an examples
of such images. However, the result was obtained in a set up where the cameras were
next to each other pointing in the same direction because then the chessboard covered
more of the image. The optimum way would be to compare the calibrated focal length
and principal point to the ground truth. However, this information was not available for
this study because the camera manufacturer has not published that information.
Figure 4.1. Images for calibration.
Figure 4.2. A sample of the epipolar geometry visualized. The calibration pattern method
on the left and the keypoint method on the right.
Three different cases were considered and the position of the cameras was varied in order
to study its effects on the resulting bounding box accuracy. The first image set shown in
this chapter is when the cameras are at a right angle. The rest are in Appendix A where
first the cameras are at an acute angle, and then next to each other. Because the area of
interest was kept the same size, the distance between the cameras increases naturally
as the angle of the principal axis increases.
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The validity of extrinsic parameters is visualized by drawing the detected chessboard cor-
ners on one image and drawing the corresponding epipolar lines on the other. These are
visualized first for the calibration pattern method, and secondly for the keypoint method.
The results for one set up are shown in Figure 4.2. The results for the rest of the set up
are presented in Figure A.1. As can be seen from the images, the accuracy of the two
methods is comparable.
Table 4.1. RMS re-projection errors.
Image Set RMS (calibration pattern) RMS (keypoint)
1 0.585 0.594
2 0.644 0.612
3 0.621 0.626
Table 4.2. Scales.
Image Set t (calibration pattern) / cm t (keypoint) / cm t (ground truth) / cm
1 28.35 29.97 30
2 22.41 23.76 22
3 11.84 14.29 12
The chessboard images can be projected back to the original calibration images to com-
pare the re-projection accuracy. These are both again visualized for both methods in
Figures 4.3 and A.2. These figures can also be summarized into one number, namely
the back-projection error. This is done with Equation 3.9. The results are presented in
Table 4.1. The effect of the translation is also significant to the absolute coordinates of the
object, but not the relative coordinates. The absolute translations are listed in table 4.2.
Figure 4.3. A sample of the re-projected chessboards. The calibration pattern method
on the left and the keypoint method on the right.
Calculations of the bounding volume with both methods are illustrated in Figures 4.4
and A.3–A.4. The points in 3D are projected back to the original images as illustrated
in Figures 4.5 and A.5. The projected points have similar colors on 2D and 3D. These
figures also show the original bounding boxes.
The effect of noise was also studied. Gaussian noise was added to all calibration images
as well as the test image containing the known object. It was noticed that both methods
are quite robust to noise in the image. As long as the chessboard pattern can be detected,
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Figure 4.4. The calculated bounding volume for right-angled views.
Figure 4.5. The bounding box on both cameras.
the re-projection accuracy remains practically the same. On the other hand, when similar
Gaussian noise was added to the detected chessboard corner coordinates, both methods
quickly became unusable, and there were no significant differences between the two
methods. However, when outliers were introduced, differences started to show. Outliers
were introduced by swapping to random image points in the calibration phase. It was
noticed that the calibration pattern method does not tolerate any outliers. The keypoint
method, on the other hand, tolerates several outliers, mainly due to running RANSAC
before calibration. A realistic scenario where outliers may occur is when the calibration
pattern is too small with respect to the image resolution. This in fact occurred at one point
during testing with a board size of 2020.
Figure 4.6. Match-based calibration.
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Finally, an example of an extrinsic calibration without a calibration pattern using the ORB
keypoint detector is presented. The calibration result and the found matches are pre-
sented in Figure 4.6, the 3D bounding box in Figure 4.7, and the 2D bounding box and a
comparison to the same box but with the calibration pattern approach in Figure 4.8.
Figure 4.7. The bounding boxes in 3D using the keypoint method. The matching method
on the left, the pattern method on the right.
Figure 4.8. The bounding box with automatic matches. The matching method on the left,
the chessboard method on the right.
Figure 4.9. A side view of the measurement set up.
These bounding boxes were verified by measuring the actual location with a measuring
tape. A side view of this of this method is shown in Figure 4.9. The x, y and z limits were
estimated by measuring the perpendicular distances from the left camera where the ori-
gin lies. This method cannot provide ground truth values because it is not particularly
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accurate. However, the method can be used to confirm that the results are approximately
in the correct range. From the measurements it was noticed that the bounding boxes are
in the same range that could be determined with a measuring tape. In the case where
the two cameras are at a right angle, the 3D bounding box is the smallest due to ge-
ometric properties of the set up. Additionally, it can be seen that with several images
of the chessboard, the estimated camera translation is more accurate than when esti-
mated with a single image. This is because both methods use fundamentally the same
approach but with multiple images the probability of random errors decreases, and also
with multiple images there will be regression to the mean, which is mathematically the
correct translation.
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5 CONCLUSION
In this study a pipeline for sparse 3D reconstruction using two cameras is studied. The
first step is to calibrate the camera intrinsic parameters. This is done using a planar
calibration pattern with a known geometry. Then, the camera extrinsic parameters are
calibrated which is done in two ways. The first method uses the same or similar calibration
pattern as in the intrinsic calibration. The second method, on the other hand, infers
keypoints, matches them, and finally estimates the external parameters with the five-
point algorithm. This, however, requires some more knowledge of the scene, such as at
least three known points for a unique solution. Once the cameras are calibrated, the 3D
reconstruction phase can be started. Here the objects belonging to a known class are
detected using Mask R-CNN but any other object detector that outputs bounding boxes
would suffice. Then, the corners of the bounding boxes in both images are triangulated
into the 3D world. The end result is a bounding box in 3D that is in the form of two
intersecting rectangle based pyramids.
From the empirical results it can be seen that the calibration pattern approach and key-
point approach were comparable, and the calibration and bounding box accuracies are
not affected Gaussian noise on the image. With similar Gaussian noise on the detected
corner coordinates, the calibration accuracy decreases significantly even when small
noise is present. On the other hand, when outliers were introduced, the performance
of the calibration pattern method understandably decreases. Conversely, the accuracy of
the keypoint method stays the same, however, it uses RANSAC to reduce outliers. Real-
istically outliers may be introduced when the calibration pattern is not properly detected.
Additionally, the keypoint approach makes it possible to have a larger scene. Construct-
ing a large enough calibration pattern for cameras separated by tens of meters would be
difficult and expensive. However, by detecting matches from the scene, no calibration
pattern is needed.
The overall results were satisfying for the use case. The location of the bounding box was
accurate within centimeters in this case. When the system is scaled into large scenes, the
error naturally increases. However, relative locations should be possible to be determined
with this set up. When there are several objects, additional constraints could be added to
aid the localization. The results suggest that when the cameras are looking at the scene
from a relatively high position, the optimal set up would be to set the cameras at a large
separation and steep angle with respect to each other. This could be further improved by
adding a third camera, and setting the cameras at equal angles to each other. This would
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also help with the problems introduced by occlusions. Another way the bounding boxes
could be restricted is by detecting the ground level and assuming all objects are on the
ground plane. Then only the portion of the bounding box that is above the ground plane
could be accounted.
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A FURTHER RESULTS
Figure A.1. Rest of the epipolar geometry visualized. The calibration pattern method on
the left and the keypoint method on the right.
Figure A.2. Rest of the re-projected chessboards. The calibration pattern method on the
left and the keypoint method on the right.
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Figure A.3. The calculated bounding volume for acute angled views. The calibration
pattern method on the left and the keypoint method on the right.
Figure A.4. The calculated bounding volume for similar views. The calibration pattern
method on the left and the keypoint method on the right.
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Figure A.5. The rest of the bounding boxes on both camera views.
