In this paper, we report the measurement of the energy flow, the cross section and the average inelasticity of forward neutrons (+ antineutrons) generated in √ s = 13 TeV proton-proton collisions. These quantities are obtained from the inclusive differential production cross section, measured using the LHCf Arm2 detector at the CERN Large Hadron Collider. The measurements are relative to six pseudorapidity regions: three of them (η > 10.75, 8.99 < η < 9.21 and 8.80 < η < 8.99) were already published in another work, whereas the remaining three (10.06 < η < 10.75, 9.65 < η < 10.06 and 8.65 < η < 8.80) are considered here for the first time. The analysis was carried out using a data set acquired in June 2015 with a corresponding integrated luminosity of 0.194 nb −1 . Comparing our results with the expectations of several hadronic interaction models used to simulate cosmic ray air showers, we found that none of these generators has a satisfactory agreement in all the phase space selected for the analysis. Regarding the inclusive differential production cross section, no model is able to qualitatively or quantitatively reproduce the experimental measurements in η > 10.76, whereas, at lower pseudorapidity, the results indicate a still significant but less serious deviation. In this last case, depending on the pseudorapidity region, the generator showing the best overall agreement with data is either SIBYLL 2.3 or EPOS-LHC. Regarding the other quantities derived from these distributions, the observed energy flow and cross section are well reproduced by EPOS-LHC, apart from the most forward region. On the other side, the average inelasticity measured by our experiment is compatible with QGSJET II-04 predictions only, even if no generator has a satisfactorily agreement with the observed elasticity distribution. All these results indicate that, even considering post-LHC models, there is still a significant discrepancy between generators and data, emphasizing the benefit that all models would have from a tuning that takes into account the LHCf measurements relative to forward neutron production.
Introduction
In the last decade, thanks to the large statistics obtained by gigantic cosmic ray air shower experiments like the Pierre Auger Observatory [1] and the Telescope Array [2] , various theories have been suggested to explain the mechanisms responsible for the acceleration and propagation of the ultra-high energy cosmic rays, i.e. cosmic rays with energies above 10 18 eV [3] . In order to shed light on their origin, the mass composition is a key observable, but its determination is challenging because it relies on the comparison with air shower simulations where a hadronic interaction model must be assumed. Due to the lack of highenergy calibration data, these generators are affected by large differences among them, which in turn constitute the major uncertainty on mass composition measurements [4] . In order to reduce this systematic contribution, we need accurate information on several parameters used to model the development of the extensive air showers, i.e. the showers that cosmic rays form when interact in the atmosphere. This information can be extracted from the measurements carried out at hadronic colliders and the CERN Large Hadron Collider (LHC) [5] is the best candidate to accomplish this task. Indeed, during LHC Run II, the machine operated p-p collisions at √ s = 13 TeV, which is the highest energy ever achieved at a collider and not so distant from the one of ultra high energy cosmic rays (equivalent to the collision of a 0.9 × 10 16 eV proton with a proton at rest).
The main parameters connected to air shower development are: inelastic cross section, multiplicity of secondaries and forward energy distributions, from which we can derive the average inelasticity. At LHC, the former two quantities are mainly accessible to the four central detectors and roman pot detectors like TOTEM [6] and ATLAS ALFA [7] , whereas the latter two quantities can be measured only by dedicated forward detectors. Some of the results obtained in LHC Run I from the first group of experiments (e.g. [8] [9] [10] [11] ) were used to tune the so-called post-LHC models, like QGSJET II-04 [12] , EPOS-LHC [13] and SIBYLL 2.3 [14] . However, the level of agreement among these models is still far from satisfactory [15] , thus indicating the importance of the second group of experiments. At LHC, LHCf [16] is the only experiment that has been specifically designed to accurately measure the distributions of very forward particles produced in hadronic collisions.
Because of the key role that forward baryons have in the development of the atmospheric showers and in the abundance of the muonic component [17] , a large activity of the LHCf collaboration is dedicated to neutron measurements. A first result relative to the inclusive differential production cross section of very forward neutrons+antineutrons (hereafter simply called neutrons) generated in p-p collisions at √ s = 13 TeV was already published [18] . Here we extend this analysis from three to six pseudorapidity regions, in order to have enough points to derive three quantities that are directly connected to air shower development: neutron energy flow, cross section and average inelasticity. It is worth mentioning that these are the first measurements of this type at such a high energy and that their direct comparison to generator expectations gives an important indication on the validity of these models for air shower simulation.
The LHCf experiment
The LHCf experiment consists of two detectors [19] , Arm1 and Arm2, placed in two regions on the opposite sides of LHC Interaction Point 1 (IP1). These regions, called Target Neutral Absorber (TAN), are located at a distance of 141.05 m from IP1, after the dipole magnets that bend the two proton beams. In this position, the two detectors are capable of detecting neutral particles generated from hadronic collisions in η > 8.4. The analysis results discussed in this paper were obtained using the LHCf Arm2 detector. This detector consists of two calorimetric towers with different transverse sizes: the small tower (25 mm × 25 mm) and the large tower (32 mm × 32 mm). Each tower is made of 16 Gd 2 SiO 5 (GSO) scintillator layers (1 mm thick), interleaved with 22 tungsten (W) plates (7 mm thick), for a total length of about 21 cm, which is equivalent to 44 X 0 or 1.6 λ I . In addition, 4 xy imaging layers, made of silicon microstrip detectors with a read-out pitch of 160 µm, are inserted at different depths. In this way, for all particles hitting the detector, it is possible to reconstruct the incident energy (from scintillator layers) and the transverse position (from imaging layers). Considering the reconstruction performances for hadrons between 1 and 6.5 TeV, detection efficiency ranges from about 52% to 72%, energy resolution from 28% to 38%, and position resolution from 300 µm to 100 µm [20] .
Thanks to the detector design, photons and hadrons are easily separated using the different features of electromagnetic and hadronic showers. However, being unable to distinguish among hadrons, our measurement contains not only neutrons and antineutrons, but also Λ 0 , K 0 L and other neutral and charged hadrons. As described later, this residual background is subtracted at the end of the analysis by the usage of Monte Carlo simulations.
Experimental data set
The experimental data set analyzed in this paper, relative to p-p collisions at √ s = 13 TeV, was acquired from 22:32 of June 12th to 1:30 of June 13th 2015 (CEST). This time period corresponds to the LHC Fill 3855, a special low luminosity (3-5 × 10 28 cm −2 s −1 ) and high β * (19 m) fill specifically provided for LHCf operations. In this fill, 29 bunches collided at IP1 with a downward half crossing angle of 145 µrad. Additionally, 6 and 2 bunches that did not collide at IP1 circulated in the clockwise and counter-clockwise beams, respectively. Given the 0.007-0.012 average number of collisions per bunch crossing and the 15% acceptance of the calorimeter for inelastic collisions, event pile-up at the detector level was estimated to be below 1%, and was therefore neglected in this analysis. Using the instantaneous luminosity measured from the ATLAS experiment [21] and taking into account LHCf data acquisition live time, the recorded integrated luminosity was estimated to be 0.194 nb −1 .
Simulation data set
Monte Carlo simulations with the same experimental configuration used for LHC data taking are necessary for four different purposes: estimation of correction factors and systematic uncertainties, validation of the whole analysis procedure, energy spectra unfolding, and data-model comparison. A detailed description of all the simulation data sets, regarding how they were generated, which models were used and which effects were considered, can be found in [18] . Here we simply remind that, depending on the purpose, a given sample is generated taking into account at least one of the following steps: hadronic collision, transport of secondary products from IP1 to TAN, and detector interaction. Cosmos 7.633 [22] and EPICS 9.15 [23] libraries were used for all these simulation steps, except for the samples needed for the final data-model comparison. In this last case, QGSJET II-04, EPOS-LHC, SIBYLL 2.3 and DPMJET 3.06 [24] data sets were simulated using CRMC [25] , an interface tool for event generators, whereas PYTHIA 8.212 [26] data set was simulated using its own dedicated interface.
Analysis
In this section, we present the analysis procedure, divided in four main steps. First, after defining the event selection criteria, we reconstruct the events in the sample and derive the folded energy distributions for each pseudorapidity region (section 5.1). Second, we estimate the correction factors that must be applied to the spectra before and after unfolding (section 5.2). Third, the effect of migration between energy bins is unfolded using a deconvolution Table 1 : Definition of the six pseudorapidity regions used in the analysis: for each one, we report the coverage in terms of pseudorapidity η, scattering angle θ and azimuthal angle φ.
procedure that takes into account the detector response (section 5.3). Fourth, all necessary systematic uncertainties are evaluated and associated to the unfolded spectra (section 5.4).
Finally, these distributions are used to derive our experimental measurements, which are also compared to various generator predictions. This is the topic of the next two sections, where we discuss the results relative to the inclusive differential production cross section (section 6) and to several quantities connected to air shower development (section 7).
Event reconstruction
Apart from small refinements, event reconstruction algorithms and event selection criteria are similar to the ones described in [18] . The incident energy is reconstructed from the total energy deposit in the calorimeter, properly weighting each scintillator layer for its relative sampling step and applying position dependent correction factors. The transverse position is determined by fitting the shower lateral profile reconstructed in imaging layers: during this step, we always look for a single peak in each tower (singlehit event), whereas misreconstruction in case of more than a simultaneous hit (multihit event) is corrected later. An event is accepted if it satisfies a software trigger condition, defined as a raw energy deposit above 850 MeV in at least three consecutive scintillator layers, which has a good selection efficiency for hadrons with incident energy above 500 GeV. Hadron candidates are then selected using the variable L 2D = L 90% − 0.25 × L 20% , where L X% represents the longitudinal depth where the fraction of the energy deposit respect to the total release in the calorimeter is X%. Finally, after considering the beam center projection on the detector plane, we check if the event is inside one of the six pseudorapidity regions selected for this analysis. Three of these pseudorapidity intervals (η > 10.75, 8.99 < η < 9.21 and 8.80 < η < 8.99) were already considered in [18] , whereas the remaining three (10.06 < η < 10.75, 9.65 < η < 10.06 and 8.65 < η < 8.80) are added in this work. The six regions superimposed to the detector area are shown in Figure 1 , whereas more details on their definition are given in table 1.
Correction factors
Correction factors applied to distributions account for the same effects and amount to the same values described in [18] . Here we shortly discuss them in the same order they are considered on the energy spectra. Note that they are applied before unfolding until fake events, and after unfolding since missed events. The first correction is due to beam background, caused by two different processes: the interaction of primary protons with residual gas in the beam line and the interaction of secondary particles from collisions with the beam pipe. The former, estimated using non-crossing bunches, leads to a correction of about -1%, whereas the latter, estimated using dedicated simulations, ranges from 0% to -10%, depending on the energy. The second correction accounts for the limited efficiency (hadron identification) and purity (photon contamination) of PID selection. Correction factors, estimated via template fit of the L 2D distributions of simulated photons and hadrons to the experimental one, range between -20% and +10%, whereas the uncertainty, obtained from the combination of a dedicated confidence interval fit and different template fit strategies, goes from 1% to 20%. The third correction is due to multihit events, which, as described in section 5.1, are not properly reconstructed. Exploiting two simulation samples generated using QGSJET II-04 and EPOS-LHC, we estimated correction factors, given by their average, ranging between -15% and +5%, with an uncertainty, given by half of their deviation, going from 1% to 10%. The fourth correction accounts for fake events and missed events, i.e. the events that, due to detector misreconstructions, are either incorrectly included in, or incorrectly excluded from, the measured distributions. Corrections factors, estimated employing the same simulation samples and the same computation method just described, range from -1% to -10% for fake events and from +40% to more than +100% for missed events. As expected, missed events are the dominant contribution to correction factors because of the small hadron detection efficiency, which is even more seriously limited at low energy. However, both fake events and missed events do not have a strong dependence on the model used to generate the collisions, so that the systematic uncertainty associated to their correction is negligible respect to the other sources. The last correction is due to hadron contamination, i.e. the fact that a non-negligible fraction of hadrons reaching the detector are not actually neutrons, but it is not possible to distinguish among them.
-5 -Exploiting five simulation samples generated using all the models discussed in Sec.4, we estimated correction factors, given by their average, ranging between -5% and -60%, with an uncertainty, given by their maximum deviation, going from 5% to 20%.
Spectra unfolding
Given the limited hadron energy resolution, we chose to apply spectra unfolding in order to deconvolute our measurements from the detector response. For this purpose, we used the iterative Bayesian method [27] , implemented in the RooUnfold package [28] . The best estimation for the final unfolded distributions was obtained choosing a flat prior as initial hypothesis and constructing the response matrix from a single neutron flat energy sample simulated using the DPMJET 3.04 model. In order to estimate the uncertainties due to the deconvolution, the unfolding procedure was repeated several times with different priors, response matrices, or test input spectra. As a general convergence criteria, we decided to stop the iterative method when ∆χ 2 , the χ 2 change between the outputs of two consecutive iterations, was below 1. This threshold was chosen as a compromise between convergence requirements and the number of iterations needed to reach that convergence.
Systematic uncertainties
Systematic uncertainties applied to distributions are due to the same effects and amount to the same values described in [18] . All contributions are assumed to be independent and added in quadrature on the final result. Here we shortly discuss each of them in the same order they are considered on the energy spectra. Note that they are applied before unfolding until detection efficiency, and after unfolding since spectrum unfolding. While the latter can directly be added to the final distributions, the former must be correctly propagated through the unfolding procedure. The first uncertainty is relative to the energy scale, which is known with an error of ±4.5%, given by the contributions due to the detector calibration at SPS, the LHC data taking condition and the observed π 0 mass peak shift. The contribution to the final uncertainty, estimated by shifting the energy scale for the corresponding error and comparing them with the nominal distribution, ranges between 1% and 100%, thus representing the dominant contribution to the systematic uncertainty.
The second uncertainty is associated to the beam center projection on the detector plane, which was determined by fitting the position distribution of high energy hadrons with a two dimensional function, leading to an error of ±0.3 mm. The corresponding uncertainty, obtained by shifting the beam center for the corresponding error on the two axes and comparing them with the nominal distribution, is always below 10%. The third uncertainty comes from the position resolution, which is not taken into account in the deconvolution in order to simplify the unfolding procedure. Exploiting two simulation samples generated using QGSJET II-04 and EPOS-LHC, we estimated an uncertainty, given by the ratio between the spectra obtained from true and reconstructed position, which is mostly below 20%. The fourth uncertainty is relative to correction factors described in Sec.5.2 and it was already discussed there. The fifth uncertainty is associated to the integrated luminosity and it was derived from ATLAS measurements for an energy independent value of 1.9%. The sixth uncertainty comes from the detection efficiency, which is affected by the error on the hadron-detector interaction cross section at high energy.
Comparing the values obtained -6 -for the DPMJET 3.04 model in EPICS to the ones obtained for QGSP_BERT 4.0 model in GEANT4 [29] , we estimated an uncertainty, given by the maximum deviation below 6.5 TeV, which amounts to an energy independent value of 6%. The last uncertainty accounts for three different contributions relative to spectrum unfolding: method uncertainty, due to the deviation between unfolded spectrum and true distribution, estimated using different generators; prior uncertainty, due to the dependence of the unfolded spectrum on the prior chosen as input of the algorithm, estimated using different priors; algorithm uncertainty, due to the dependence of the unfolded result on the deconvolution algorithm, estimated using different approaches (Bayesian, SVD [30] and TUnfold [31] ). All these three contributions are mostly below 20%, except at high energy where they can reach a larger value, especially if the distribution dramatically decreases near the upper edge of the histogram.
Results
In this section, we present the measurements relative to neutron production and we compare them with model predictions. Distributions are expressed in terms of the inclusive differential production cross section dσ n /dE for six pseudorapidity intervals. In each interval, the distribution is corrected to take into account the limited coverage of the detector in terms of the azimuthal angle. After that, data are compared with generators, using for each model its own inelastic cross section, as reported in [32] . The Arm2 dσ n /dE unfolded distributions are shown in figure 2 . The total uncertainty is given by the quadratic sum of all statistical and systematic contributions. The values of the inclusive differential production cross section are also summarized in appendix A. At a first glance, it is interesting to note that all experimental distributions exhibit a peak structure, whose position progressively moves to lower energy as pseudorapidity decreases, from about 5 TeV in η > 10.76 to about 1.5 TeV in 8.65 < η < 8.80. Furthermore, we found that all these distributions, except the one relative to the most forward region, can be fitted by a very simple function like an asymmetric gaussian, fact that could give a hint on the underlying physical process responsible for neutron production.
Considering the data-model comparison, the largest deviation between model distributions and experimental data is in η > 10.76, as already noted in [18] . In this region, LHCf measurements indicate a peak structure at around 5 TeV which is not predicted by any generator and, in addition, all models underestimate the total production cross section by at least 20% (QGSJET II-04). No model completely reproduces the experimental measurements even in the other five regions, although deviations are smaller than in η > 10.76. Depending on the pseudorapidity region, the generator showing the best overall agreement with data is either SIBYLL 2.3 or EPOS-LHC. In 10.06 < η < 10.75, EPOS-LHC reproduces well the peak position but it underestimates neutron production, whereas in 9.65 < η < 10.06 SIBYLL 2.3 reproduces well the peak position but it overestimates neutron production. In the remaining three regions, it is interesting to note that SIBYLL 2.3 is compatible with the experimental measurements in the energy range between 1.5 TeV and 2.5 TeV, where the production peak is located. However, SIBYLL 2.3 is the model showing the best overall agreement with data only in 8.99 < η < 9.21, whereas EPOS-LHC is more consistent with the measured distributions in 8.80 < η < 8.99 and 8.65 < η < 8.80. 
Discussion
The results presented in Sec.6 are interesting by themselves and useful for model tuning. However, in order to test the validity of these generators in the context of cosmic ray measurements, it is better to express our results in terms of quantities that are directly connected to air shower physics. For this reason, in this section we use the distributions shown in Fig.2 to extract three important parameters: energy flow, cross section and average inelasticity of forward neutrons.
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The differential energy flow dE n /dη and the differential cross section dσ n /dη are expressed as a function of pseudorapidity, i.e. associating a point to each of the six regions selected for the analysis. For each region, the corresponding mean pseudorapidity, η, and pseudorapidity interval, ∆η, are given by the average value and the distance of the two extremes, respectively 1 . In a similar way, for each energy bin i of dσ n /dE distribution, the mean energy, E i , and the energy interval, dE i , are given by the average value and the distance of the two extremes, respectively. Thus, dE n /dη and dσ n /dη are given by
where we used the TOTEM measurements of σ inel = (79.5 ± 1.8) mb for the total inelastic cross section (and the corresponding uncertainty) of p-p collisions at √ s = 13 TeV [33] . Note that these quantities must be corrected to take into account the contribution of neutrons below 500 GeV, which are not included in dσ n /dE distributions because of the limited detection efficiency. Correction factors were estimated exploiting five simulation samples generated using all the models discussed in Sec.4, taking the average as best estimation and the maximum deviation as uncertainty. For dE n /dη, corrections are at most 1.5% and absolute uncertainties below 1%, whereas, for dσ n /dη, corrections are at most 8% and absolute uncertainties below 5%. Another important aspect is how the several sources of uncertainty acting on dσ n /dE contribute to the uncertainty of these two derived quantities. First we assume that all contributions are independent among them, so that they can be added in quadrature. Then we divide the uncertainties in two groups: bin-by-bin independent (only statistical) and bin-by-bin fully-correlated (all systematic). For each bin-by-bin fully-correlated source, its contribution to the final uncertainty is given by the maximum deviation between the quantity derived from the nominal distribution and the one derived from the distributions corresponding to all possible shifts induced by that uncertainty. Fig.3 and Tab.2 shows the differential energy flow and the differential production cross section measured using the LHCf Arm2 detector. As expected, in both cases all models underestimate these quantities in η > 10.75, whereas in the other regions the disagreement between generators and data is less serious. In particular, EPOS-LHC is the model showing the best overall agreement with experimental measurements apart from 8.99 < η < 9.21 for dE n /dη. QGSJET II-04 is consistent with data in 9.65 < η < 10.75, but underestimates these quantities in 8.65 < η < 9.21, whereas SIBYLL 2.3 reasonably reproduces dσ n /dη but strongly overestimates dE n /dη. Furthermore, even if data does not cover the region in 9.21 < η < 9.65, experimental measurements seem to indicate that, if dE n /dη has a clear peak as expected by all models except EPOS-LHC, the peak must be located here.
Average inelasticity 1 − k can be extracted from the elasticity distribution. Here elasticity is defined as k = 2E/ √ s, where E is the energy of the leading particle. The leading particle is the particle (not necessarily a baryon) that, on one of the two sides of the collision (let us say η > 0), carries the largest fraction of the primary proton momentum. Note that, being the detector sensitive to neutrons only, our result refers to the inelasticity of events where the leading particle is a neutron and it differs from the inelasticity that 1 In case of the most forward region, the upper limit of ∞ is limited to 13 for computational reasons.
This number was chosen in such a way that more than 95% of the events in this region are below this value.
-9 - Table 2 : Differential energy flow dE n /dη and differential cross section dσ n /dη of neutrons generated in p-p collisions at √ s = 13 TeV, measured using the LHCf Arm2 detector.
Upper and lower uncertainties are also reported. The values, expressed as a function of η interval, are relative to the experimental measurements shown in Fig.3 .
we would measure in case we could detect the real leading particle of each event. Using generators, we estimated that: 1) for a given energy bin, the fraction of events where the leading particle is a neutron is about 5 − 35%; 2) above half the beam energy, the fraction of neutrons that are leading particle is almost 100%. In order to obtain the elasticity distribution we proceed in the following way. At first we sum the dσ n /dE contributions of all the six regions in a single histogram. Then, we scale the x axis to beam energy and multiply the y axis for bin width, so that the distribution represents the total production cross section σ n as a function of elasticity k. At this point we must apply a correction to take into account two different effects: the first one is due to the fact that we want to cover the region η > 0 but our detector has a limited pseudorapidity coverage; the second one is due to the fact that not all neutrons are leading particles. These two effects are considered together in a single correction factor that was estimated exploiting five simulation samples -10 -generated using all the models discussed in Sec.4, taking the average as best estimation and the maximum deviation as uncertainty. Corrections range between 1% and 70%, whereas absolute uncertainties goes from 5% to 70%. The several sources of uncertainty acting on dσ n /dE contribute to the uncertainty on this distribution in a similar way to what described above, i.e. assuming that all contributions are independent each other and dividing them in bin-by-bin independent (only statistical) and bin-by-bin fully-correlated (all systematic) sources. Note that, differently from the previous case, the term bin does not refer to the energy bin, but to the pseudorapidity bin, because summation index is on energy, not pseudorapidity. The elasticity distribution cannot directly be used to extract the error on the average inelasticity, because systematic uncertainties are both energy-by-energy and pseudorapidity-by-pseudorapidity correlated. Thus we repeat the entire procedure, but, instead of building a histogram, we simply compute the average as a numerical value, so that both sources of correlation are correctly considered in the estimation of the uncertainty. This value is then corrected to take into account the contribution of neutrons below 500 GeV, in a similar way to what discussed above, leading to a correction factor of (0.4 ± 0.4)%. Fig.4 shows the inclusive production cross section as a function of elasticity and the average inelasticity extracted from that distribution, measured using the LHCf Arm2 detector. The contribution to the error bars is dominated by the uncertainty on dσ n /dE for large value of k and by the uncertainty on elasticity correction factors for small value of k. As we can see, no generator shows a satisfactory agreement with the experimental measurements in all the elasticity range. In particular, for 0.3 < k < 0.6, data lays between SIBYLL 2.3 and EPOS-LHC, QGSJET II-04 predictions. Outside this region, the model most consistent with data is SIBYLL 2.3 for k < 0.3, 0.6 < k < 0.8 and EPOS-LHC for k > 0.8. The average inelasticity extracted from the elasticity distribution with the method just discussed is 1 − k = (0.535 +0.031 −0.037 ). With a value of 0.533, QGSJET II-04 is the only model consistent with our experimental measurement, even if all the remaining models except PYTHIA 8.212 lay just outside the lower or upper error bar. As a final remark, it is important to note that, despite this nice agreement, the elasticity distribution predicted by QGSJET II-04 is very different from the one observed in data.
Summary
The LHCf experiment measured the inclusive differential production cross section of forward neutrons (+ antineutrons) generated in √ s = 13 TeV proton-proton collisions. Figure 4 : Inclusive production cross section as a function of elasticity k (left) and average inelasticity 1−k extracted from that distribution (right), relative to p-p collisions at √ s = 13 TeV. These quantities, measured using the LHCf Arm2 detector, are only relative to the events where the leading particle is a neutron. Black markers represent the experimental data with the quadratic sum of statistical and systematic uncertainties. Solid lines (left) and full circles (right) refer to model predictions at the generator level, obtained using only the events where the leading particle is a neutron. In order to compare this approach to the general case, the average inelasticity obtained using all the events, i.e. independently of the nature of the leading particle, is also reported as open circles in the right figure. from the most forward region, whereas the latter one is consistent only with QGSJET II-04 predictions, even if no generator has a satisfactory agreement with the observed elasticity distribution. Here we want to remark that these are the first measurements of this type at such a high energy and that, given the significant deviation between generators and data, all models would benefit from a tuning that takes into account our results relative to forward neutron production. Furthermore, in the future we will improve this analysis thanks to the common data acquisition that the LHCf and ATLAS experiments had during the operations relative to the data considered here. By exploiting the ATLAS information in the central region, we can tag LHCf triggers on an event-by-event basis, investigating the different mechanisms responsible for neutron production in the forward region [34] and the amount of correlation between central and forward hadron production [35] .
A Table 3 : Inclusive differential neutron production cross section for p-p collisions at √ s = 13 TeV, relative to three of the six regions used in the analysis. These regions are located on the small tower of the LHCf Arm2 detector. Upper and lower uncertainties, expressed as the quadratic sum of statistical and systematics contributions, are also reported.
-13 - Table 4 : Inclusive differential neutron production cross section for p-p collisions at √ s = 13 TeV, relative to three of the six regions used in the analysis. These regions are located on the large tower of the LHCf Arm2 detector. Upper and lower uncertainties, expressed as the quadratic sum of statistical and systematics contributions, are also reported.
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