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Abstract
Three isomorphic vector spacesBN ,CN andDN are defined. The interplay of these vector
spaces leads to easy proofs for binomial identities. Using automorphism each binomial identity
is recast into five more identities. Distributions arising out of some stopping rules in drawing
balls of two colors from an urn with and without replacement are connected so that one can
easily go from one to the other. Identities involving cdfs of order statistics are generalized to
those coming from arbitrary multivariate distributions. Discrete distribution similar to bino-
mial is defined, where all the calculations can be done on usual binomial distribution and
transferred to the general.
© 2004 Elsevier Inc. All rights reserved.
1. Introduction
In distributions coming from urn model those that arise from sampling with replace-
ment, like binomial, negative binomial etc., are comparatively easy to deal with; but
the corresponding distributions whose sampling has been done without replacement
like hypergeometric, negative hypergeometric are harder. We develop here a trans-
formation which will convert a problem in without replacement to with replacement
and this results in unified treatment of both. This is done essentially by associating a
vector space for with replacement and another isomorphic vector space for without
replacement. The isomorphism of these two vector spaces solves this problem.
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Another isomorphism takes us from iid random variables to arbitrary random vari-
ables, again allowing us a uniform approach.
2. Main results
Convention on
(
x
y
)
: we assume that
(
x
y
)
= 0 when x < 0, or y < 0, or x < y.
If N is a positive integer, define ZN = {0, 1, 2, . . . , N}. Let p be a variable
taking values in [0, 1] with q = 1 − p. Let BN be the vector space generated by
{paqb|a, b, a + b ∈ ZN } over real field. It is, of course, the vector space of all
polynomials in p of degree atmost N .
Let R, M (R  M) be two positive integral indeterminates. Let CN be the vector
space generated by the binomial coefficients
{(
M − a − b
R − a
)∣∣∣∣ a, b, a + b ∈ ZN
}
.
We now show that BN and CN are isomorphic vector spaces with the isomorphism
given by the mapping T (paqb) =
(
M − a − b
R − a
)
on the generators of the vector
spaces and extended linearly. Note that the generators are not linearly independent,
e.g., p1q0 + p0q1 = p0q0,
(
M − 1
R
)
+
(
M − 1
R − 1
)
=
(
M
R
)
.
Theorem 2.1. The vector spaces BN and CN are isomorphic.
Proof. Suppose
∑
{a,b,a+b}⊂ZN K(a, b)p
aqb = 0, K(a, b) are real, not all zero,
then ∑
{a,b,a+b}⊂ZN
K(a, b)paqb(p + q)M−a−b = 0,
where M is an indeterminate taking values N ,
∑
{a,b,a+b}⊂ZN
K(a, b)paqb
M−a−b∑
r=0
(
M − a − b
r
)
prqM−a−b−r = 0,
∑
{a,b,a+b}⊂ZN
K(a, b)
M−a−b∑
r=0
(
M − a − b
r
)
pr+aqM−r−a = 0,
M=min. b∑
R=min. a
pRqM−R
∑
{a,b,a+b}⊂ZN
K(a, b)
(
M − a − b
R − a
)
= 0,
∑
{a,b,a+b}⊂ZN
K(a, b)
(
M − a − b
R − a
)
= 0, ∀R.
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The last step follows from the linear independence of pRqM−R , R = 0, 1, . . . ,M .
When R is not in the range min. a to M − min. b, clearly
(
M − a − b
R − a
)
= 0, by
the convention,
(
n
r
)
= 0 if n < 0, or r < 0, or n < r . Also all the steps are clearly
reversible. This proves the assertion that the BN and CN are isomorphic as vector
spaces, the isomorphism given by the mapping
T (paqb) =
(
M − a − b
R − a
)
. 
3. Application to binomial identities
There is a vast literature on binomial identities. The excellent book of Riordan
[3] gives a lot of examples involving varied techniques. The isomorphism of BN
and CN affords a method of getting some binomial identities. We now give some
applications.
(i)
p + q − 1 = 0⇒T (p) + T (q) − T (1) = 0
⇒
(
M − 1
R − 1
)
+
(
M − 1
R
)
−
(
M
R
)
= 0.
(ii)
(p + q)n = 1⇒
n∑
r=0
(
n
r
)
prqn−r = 1 ⇒
n∑
r=0
(
n
r
)
T (prqn−r ) = T (1)
⇒
n∑
r=0
(
n
r
)(
M − n
R − r
)
=
(
M
R
)
,
the well known vandermonde identity.
(iii)
1 −
n∑
r=0
(
n
r
)
(−1)n−rprqn−r = 2
[
n+1
2
]
∑
r=1
(
n
2r − 1
)
p2r−1qn−2r+1
⇒
(
M
R
)
−
n∑
r=0
(−1)n−r
(
n
r
)(
M − n
R − r
)
= 2
[
n+1
2
]
∑
r=1
(
n
2r − 1
)(
M − n
R − 2r + 1
)
.
BN and CN can be extended to B∗N and C∗N by defining Z∗N = {r ∈ Z, r  N},
in place of ZN . Then the isomorphism continues to hold. For any identity involving
negative powers of p or q can be rewritten involving only non-negative powers by
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multiplying by pαqβ for suitable positive integers α and β. The only restriction is
that the identity should contain only a finite number of terms.
(iv)
m∑
r=0
pr = 1 − p
m+1
1 − p =
(
1 − pm+1
)
q−1 = q−1 − pm+1q−1.
Applying T to both sides, we get
m∑
r=0
(
M − r
R − r
)
=
(
M + 1
R
)
−
(
M − m
R − m − 1
)
.
4. Extension to infinite series
Consider the identity
∞∑
r=0
pr = q−1.
Applying T to both sides, we get
R∑
r=0
(
M − r
R − r
)
=
(
M + 1
R
)
.
This is a correct result. We have applied T to an infinite series which may not always
hold. For example,
∞∑
a=0
∞∑
b=0
paqb = p−1q−1.
Applying T , we get∑
aR
∑
a+bM
(
M − a − b
R − a
)
=
(
M + 2
R + 1
)
.
This result is not correct. In fact for the correct result we have to subtract 1 from the
right-hand side. This leads a definition.
Suppose∑
K(a, b)paqb = pαqβ,
where left-hand side is an infinite series. Call the series a regular series if∑
K(a, b)T (paqb) = T (pαqβ).
In other words, for an identity involving regular series we can apply T , term by term,
to both sides. Note that a finite series is always regular.
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It will be an interesting exercise to find out a necessary and sufficient condition
for an infinite series to be regular.
Consider, ep.eq = e, i.e.,
∞∑
r=0
∞∑
s=0
prqs
r!s! = e.p
0q0.
Applying T , we get
∑
rR
∑
r+sM
(
M − r − s
R − r
)
1
r!s! = e
(
M
R
)
.
Clearly this is not correct as this will mean e is a rational number. But for large M
and R, we get a very close rational approximation to e! Even for such small values,
M = 4, R = 2, we get e = 2.71 correct to two decimal places.
5. Automorphisms ofB∗N and C
∗
N
B∗N has the following automorphisms of six elements, viz, (p, q) → (p, q),
(p, q) → (q, p), (p, q) → (1/p,−q/p), (p, q) → (1/q,−p/q), (p, q) → (−q/p,
1/p), (p, q) → (−p/q, 1/q). This means, in any algebraic identity involving p and
q, we can use these automorphisms and get other equivalent identities. For exam-
ple, the identity
∑n
r=0
(
n
r
)
prqn−r = 1 becomes ∑nr=0
(
n
r
)(
−p
q
)r ( 1
q
)n−r = 1
or
∑n
r=0
(
n
r
)
(−p)r = qn using the automorphism (p, q) →
(
−p
q
, 1
q
)
. This is not
very surprising or even interesting but the same thing onC∗N is really interesting. The
identity,
∑n
r=0
(
n
r
)(
M − n
R − r
)
=
(
M
R
)
, becomes
∑n
r=0
(
n
r
)
(−1)r
(
M − r + n
R − r
)
=
(
M
R
)
, not an obvious identity. In other words, for any identity in the vector space
of C∗N we can get five more identities from the automorphisms other than the identity
automorphism. The six automorphisms for C∗N are,(
M − a
R − b
)
→
(
M − a
R − b
)
,
(
M − a
R − b
)
→
(
M − a
R − a + b
)
,
(
M − a
R − b
)
→ (−1)a−b
(
M + b
R + a
)
,
(
M − a
R − b
)
→ (−1)a−b
(
M + b
R − a + b
)
,
(
M − a
R − b
)
→ (−1)b
(
M + a − b
R + a
)
,
(
M − a
R − b
)
→ (−1)b
(
M + a − b
R − b
)
.
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As an example, consider the vandermonde identity
n∑
r=0
(
n
r
)(
M − n
R − r
)
=
(
M
R
)
.
The other equivalent identities are
n∑
r=0
(
n
r
)(
M − n
R − n + r
)
=
(
M
R
)
,
n∑
r=0
(
n
r
)
(−1)n−r
(
M + r
R + n
)
=
(
M
R
)
,
n∑
r=0
(
n
r
)
(−1)n−r
(
M + r
R − n + r
)
=
(
M
R
)
,
n∑
r=0
(−1)r
(
n
r
)(
M + n − r
R + n
)
=
(
M
R
)
,
n∑
r=0
(−1)r
(
n
r
)(
M + n − r
R − r
)
=
(
M
R
)
.
6. With replacement to without replacement
We will motivate this section with an example. Let the random variable X have
binomial distribution with parameter 0  p  1(B(n, p)). Then
∑n
r=0 P(X = r) =
1 ⇒ ∑nr=0
(
n
r
)
prqn−r = 1. Applying T , we get∑nr=0
(
n
r
)(
M − n
R − r
)
=
(
M
R
)
or
∑n
r=0
(
n
r
) (M − n
R − r
)
(
M
R
) = 1. Hence, we may define a random variable Z, taking val-
ues 0, 1, . . . , n, with P(Z = r) =
(
n
r
)(
M − n
R − r
)
(
M
R
) . Clearly, this is a hypergeometric
distribution, obtained with the same stopping rule, namely make n draws one after
another and count the number of white balls drawn, where to start with we have
an urn with R white and M − R black balls. The binomial distribution is obtained
when the balls are drawn with replacement (p = R/M), whereas hypergeometric
distribution is got when the balls are drawn without replacement.
Since almost all properties of a distribution are got through expectation of functions
of the random variable, we will give a method for finding E[g(Z)] from E[g(X)],
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mechanically. We haveE[g(X)] = ∑nr=0 g(r)
(
n
r
)
prqn−r and henceT {E[g(X)]} =
∑n
r=0 g(r)
(
n
r
)(
M − n
R − r
)
=
(
M
R
)
E[g(Z)]. Which givesE[g(Z)] = T {E[g(X)]}/(
M
R
)
. For example, E(Z) = T (np)/
(
M
R
)
= n
(
M − 1
R − 1
)
/
(
M
R
)
= n(R/M).
If g(X) = X(r) = X(X − 1) . . . (X − r + 1), then it is known that E[g(X)] =
n(r)pr . So, E[g(Z)] = E [Z(r)] = T {n(r)pr} /(M
R
)
= n(r)
(
M − r
R − r
)
/
(
M
R
)
=[
n(r)R(r)
]
/M(r). Thus, all the expectations of functions of a hypergeometric vari-
ate can be got from the corresponding expectations of binomial variate by a simple
transformation. Truly, we may treat the transformation T as one taking us from with
replacement to without replacement.
We may apply a similar method, whenever we have some stopping rule for Ber-
noulli trials resulting in a random variable X, whose density is a polynomial in p,
say P(X = r) = πr(p), where ∑r πr(p) = 1. If the series ∑∞r=0 πr(p) = 1 is reg-
ular in the sense
∑∞
r=0 T {πr(p)} =
(
M
R
)
, then we get the corresponding random
variable Z for the same stopping rule with balls drawn without replacement, i.e.,
P(Z = r) = T {πr(p)}/
(
M
R
)
. In this case E[g(Z)] = T {E[g(X)]}/
(
M
R
)
. Though
X may be an unbounded variable, Z will remain always bounded by M .
As an example, consider Bernoulli trials performed till n successes are obtained,
the random variable being the number of failures preceding the nth success. We have
P(X = r) =
(
n + r − 1
r
)
pnqr , r = 0, 1, 2, . . . This is a negative binomial distri-
bution. This leads to a random variable Z defined by P(Z = r) =
T {P(X = r)}/
(
M
r
)
⇒ P(Z = r) =
(
n + r − 1
r
)
T {pnqr}/
(
M
R
)
=
(
n + r − 1
r
)
(
M − n − r
R − n
)
/
(
M
R
)
. This is the negative hypergeometric distribution. The range
of r will be all valid values that make the probability non-zero. Note that the series∑∞
r=0
(
n + r − 1
r
)
pnqr = 1 is a regular for ∑∞r=0
(
n + r − 1
r
)(
M − n − r
R − n
)
=(
M
R
)
is a correct result, the series being a finite series provided R  n (otherwise
we cannot have n white balls in draws, R being the number of white balls in the urn
to start with). Here also we can get expectations of functions of Z from those of X.
With replacement calculations are much easier compared to without replacement.
The use of T makes the calculations routine and easier. See Johnson and Kotz [2]
for a number of examples arising from urn models when drawings are made with or
without replacements.
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7. The vector spaceDN
Suppose p1, p2, . . . , pN are N indeterminates, 0  pi  1 for i = 1, 2, . . . , N .
Define q1, q2, . . . , qN by qi = 1 − pi , i = 1, 2, . . . , N . For a, b  0, a + b  N ,
define
[a, b] =
∑∗
pi1 · pi2 . . . pia · qj 1 · qj 2 . . . qj b(
N
a, b
) ,
where
(
N
a, b
)
= N !
a!b!(N−a−b)! ,
∑∗ represents summation over 1  i1 < i2 < · · · <
ia  N , 1  j1 < j2 < · · · < jb  N , no iα is equal to a jβ .
Let DN represent a vector space generated by {[a, b]|a, b  0, a + b  N} over
the real field.
Theorem 7.1. The vector spaces DN , CNand BN are isomorphic.
Proof
N∏
i=1
(upi + vqi + 1) =
∑
α,β
uαvβ [α, β]
(
N
α, β
)
N∏
i=1
(upi + vqi + 1)=
N∏
i=1
((u + 1)pi + (v + 1)qi)
=
∑
r
(u + 1)r (v + 1)N−r [r, N − r]
(
N
r,N − r
)
.
Equating coefficients of uαvβ , we get
[α, β]
(
N
α, β
)
=
∑
r
(
r
α
)(
N − r
β
)
[r, N − r]
(
N
r,N − r
)
.
Simplifying this, we get
[α, β] =
∑
r
(
N − α − β
r − α
)
[r, N − r].
Suppose
∑
(α,β)∈S K(α, β)
∑
r
(
N − α − β
r − α
)
[r, N − r] = 0 is a linear depen-
dence of [α, β] for some set S, then∑
(α,β)∈S
K(α, β)
∑
r
(
N − α − β
r − α
)
[r, N − r] = 0,
∑
r
[r, N − r]
∑
(α,β)∈S
K(α, β)
(
N − α − β
r − α
)
= 0.
K. Balasubramanian, M.I. Beg / Linear Algebra and its Applications 388 (2004) 79–89 87
But [r, N − r], r = 0, 1, . . . , N are linearly independent. In fact, even for the special
case, p1 = p2 = · · · = pN = p, [r, N − r] = prqN−r , r = 0, 1, . . . , N are linearly
independent. Hence,∑
(α,β)∈S
K(α, β)
(
N − α − β
r − α
)
= 0,
for r = 0, 1, . . . , N . Clearly, all the steps are reversible. This shows that vector space
DN and CN are isomorphic. We already know that CN and BN are isomorphic.
8. Applications to identities involving cdf’s of order statistics
Suppose X1, X2, . . . are iid random variables having cdf F(x). Let Fm:n(x) de-
note the cdf of the mth order statistic from X1, X2, . . . , Xn. Suppose an identity of
the form∑
(m,n)∈S
K(m, n)Fm:n(x) = 0
holds for some finite set S.
Let us also consider random variables Y1, Y2, . . . , YN which may have any arbi-
trary N-variate distribution. Assume
N  max
(m,n)∈S
{n}.
For any n  N and 1  m  n, we define Fm:n(x) as the average of the cdf’s of mth
order statistics from all the
(
N
n
)
samples of size n from Y1, Y2, . . . , YN . We will
prove that if∑
K(m, n)Fm:n(x) = 0
holds for all iid variables, then∑
K(m, n)Fm:n(x) = 0
holds for arbitrary Y1, Y2, . . . , YN .
Proof. Define pi = I(Yix), the indicator function of the event [Yi  x], then clearly[m, n − m] is the indicator function of the event [exactly m Yi’s x out of n Yi’s
chosen at random from the N Yi’s]. This means E[m, n − m] = P {exactly m Yi’s
out of n Yi’s chosen at random from N Yi’s are x}.
From
∑
K(m, n)Fm:n(x) = 0, we get∑
K(m, n)
n∑
i=m
(
n
i
)
[F(x)]i[1 − F(x)]n−i = 0,
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writing F(x) = p, we get
∑
K(m, n)
n∑
i=m
(
n
i
)
piqn−i = 0.
Using isomorphism, we get
∑
K(m, n)
n∑
i=m
(
n
i
)
[i, n − i] = 0.
Taking expectations, we get∑
K(m, n)Fm:n(x) = 0.
The usefulness of this result is that if there are linear identities for cdf or moments
of order statistics from iid variables, then they could be usefully extended to those of
arbitrary multivariate distributions. See the book of David [1] on order statistics for
such results.
9. Application to discrete distributions––generalized binomial distribution
Suppose A1, A2, . . . , AN are N events in a probability space. Let X be the ran-
dom variable taking values 0, 1, . . . , n, where n  N and [X = r] is the event ex-
actly r of the events from n events chosen at random from {A1, A2, . . . , AN } happen.
This distribution may be called the generalized binomial distribution corresponding
to {A1, A2, . . . , AN }. The important result here is that all expectations associated
with any function g(X) can be got from that of g(Z), where Z follows binomial
distribution with parameters n and p[Z ∼ B(n, p)].
Suppose pi = IAi , the indicator function of the event Ai . Then I[X=r] =
[r, n − r] ∈ DN and P(X = r) = E[r, n − r]. Hence,
E{g(X)} =
n∑
r=0
g(r)E[r, n − r].
But E[r, n − r] behaves like prqn−r in the isomorphism between DN and BN .
Hence, if E{g(Z)} = h(p, q), a polynomial in p and q, then E{g(X)} = T ∗h(p, q),
where T ∗(pαqβ) = P {exactly α Ai’s happen out of (α + β) Ai’s chosen out of
A1, A2, . . . , AN at random}, T ∗ being a linear function on polynomials in p and q.
Examples
(i)
E(X)=T ∗E(Z) = T ∗(np) = nT ∗(p)
=nP {exactly one Ai happens out of one chosen at
random from A1, A2, . . . , AN }
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= n
N
N∑
i=1
P(Ai).
(ii)
E(X2)=T ∗E(Z2) = T ∗(npq + n2p2) = nT ∗(pq) + n2T ∗(p2)
=n
∑
i /=j
P
(
AiAj
)
(N(N − 1)) + n
2
∑
i<j
P (AiAj )(
N
2
) .
Note that the usual binomial distribution B(n, p) is a particular case of the gen-
eralized binomial distribution, if we choose events A1, A2, . . . , An as independent
events in a probability space each with probability p and n  N .
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