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Resumo 
Esta dissertação diz respeito ao desenvolvimento de um testbed de auxílio para a avaliação 
quantitativa de técnicas de diagnóstico de falhas em sistemas Multiagente. Estes sistemas são 
compostos por múltiplos agentes inteligentes e autónomos que interagem entre si, num 
ambiente, de forma a atingir um determinado objectivo. Apesar das vantagens destes sistemas, a 
comunidade ainda aponta algumas objecções na aplicação dessa metáfora em domínios reais. 
Um deles é a falta de uma implementação em grande escala com o intuito de comprovar que 
esses sistemas são suficientemente estáveis. Assim, a confiabilidade desempenha um papel 
fundamental nesse contexto pois através do seu aumento, o desenvolvedor consegue garantir 
que o comportamento normal do sistema mantem-se, mesmo sob a presença de eventos 
inesperados.  
O aumento de confiabilidade é responsabilidade das técnicas de Tolerância a Falhas que 
habilitam o sistema a funcionar na presença de falhas. 
No âmbito dos Sistemas Multiagente, essas técnicas vem sendo aplicadas para resolver o 
problema da confiabilidade. No entanto, ao longo da revisão bibliográfica, verificou-se uma 
lacuna no que diz respeito a testbeds e benchmarks para avaliar e comparar as arquitecturas 
propostas, especificamente no diagnóstico de falhas em agentes.  
O trabalho proposto visa suprir essa necessidade com a proposta de um testbed para o teste 
e validação de técnicas de diagnóstico para SMA. 
 
Palavras-chave: Sistemas Multiagente, Tolerância de Falhas, Diagnóstico de Falhas, Testbed, 
Sistemas de Controlo Industrial 
  
Abstract 
Multi-Agent Systems are composed of multiple intelligent and autonomous entities, 
interacting with each other in an environment, to achieve a well-defined goal. Despite all the 
advantages of this technology, the community however points out some obstacles in the use of 
this approach in some real domains. The main barrier is related to the lack of confidence from 
costumers and the Industry upon these solutions, mostly to the way these systems react under 
fault situations. 
So, reliability plays a fundamental role in this context. Therefore, as the system evolves, 
the developer can assure that the normal behavior of the system maintains unaffected, even on 
the presence of unexpected situations. It is the responsibility of Fault Tolerance techniques to 
maintain the normal behavior of the system in such situations, and with those, one can assure 
the growth of reliability in these systems.  
Bearing this in mind, a testbed was developed in order to create the possibility of 
comparing different diagnostic techniques, bridging the gaps encountered in the state of art, and 
ultimately helping to increase the reliability of multi-agent techniques to the Industry. 
The changes faced by the manufacturing sector during the last years, namely the move 
towards a global economy, with markets demanding high-quality products, with shorter life 
cycles and imposing the necessity of cutting costs. In this environment, to stay competitive, 
enterprises must meet these demands by improving their flexibility and agility, while 
maintaining their productivity and quality.  With these new requirements, the traditional 
manufacturing control systems are obsolete, since they are built upon centralized and 
hierarchical control structures. The multi-agent paradigm addresses these new requirements, and 
has been developed during the last years. However, as previously mentioned, this approach has 
not been adopted by the industry.  
Therefore, this was the domain chosen as a proof of concept. So this dissertation intends to 
contribute to the increase of reliability, allowing practitioners to test their implementations of 
fault-tolerant multi-agent systems under a testbed to evaluate and compare architectures, 
especially in diagnostic of agent failures. 
Keywords: MAS; Fault-Tolerance; Testbed; Industrial Control Systems; Diagnostic; 
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Este capítulo introduz o trabalho, referindo o seu contexto, motivação e objectivos, sendo 
posteriormente apresentada a estrutura do documento.  
1.1 Contexto e Projecto 
Os Sistemas Multiagente (SMA) são compostos por múltiplos agentes inteligentes e 
autónomos que interagem entre si, num ambiente, de forma a atingir um determinado objectivo. 
O uso de agentes apresenta maiores vantagens em domínios com características específicas, 
sendo elas: modularidade, descentralização, dinâmicos, complexos e destruturados. Diversas 
dessas características são encontradas em cenários reais, nos quais os SMA vêm sendo 
aplicados com sucesso.   
Contudo, a comunidade ainda aponta alguns empecilhos na aplicação dessa metáfora em 
domínios reais. Um deles é a falta de uma implementação em grande escala com o intuito de 
comprovar que esses sistemas são suficientemente estáveis. Assim, a confiabilidade 
desempenha um papel fundamental nesse contexto pois através do seu aumento, o 
desenvolvedor consegue garantir que o comportamento normal do sistema mantem-se, mesmo 
sob a presença de eventos inesperados. Os problemas de confiabilidade na construção de SMA 
podem surgir em qualquer etapa do seu desenvolvimento, desde do seu desenho ao seu 
funcionamento, sendo também passíveis em situações de comportamento erróneo dos agentes 
no encontro de ataques maliciosos, ou simplesmente, em falhas de sistema. Esse trabalho foca-






O aumento de confiabilidade é responsabilidade das técnicas de Tolerância a Falhas que 
habilitam o sistema a funcionar na presença de falhas. Portanto, por definição, um sistema é 
tolerante a falhas caso a falha de um componente é mascarada, ou seja, esta não é reflectida no 
comportamento externo do mesmo. O processo de tolerância a falhas apresenta diversas fases 
que serão discutidas adiante neste documento, entretanto a mais crucial é identificação e 
classificação de situações faltosas. 
No âmbito dos Sistemas Multiagente, essas técnicas vem sindo aplicadas para resolver o 
problema da confiabilidade. Entretanto, ao longo da revisão bibliográfica, existe uma lacuna no 
que diz respeito a testbeds e benchmarks para avaliar e comparar as arquitecturas propostas, 
especificamente no diagnóstico de falhas em agentes. O trabalho proposto visa suprir essa 
necessidade com a proposta de um testbed para o teste e validação de técnicas de diagnóstico 
para SMA. 
1.2 Delimitação do Problema 
Os Sistemas Multiagente têm grande potencial nos mais diversos campos de aplicação. 
Todavia, esta tecnologia não é usada no seu máximo potencial, especialmente em campos que 
demandam níveis elevados de confiabilidade como é o caso do contexto industrial. O que tem 
vindo a acontecer é que as empresas, normalmente, não querem ser as primeiras a investir em 
tais sistemas e por consequência tomar os riscos que tais encargam.  
A partir da revisão literária foi identificado um baixo nível no que toca à comparação entre 
as arquitecturas propostas com o objectivo de tornar os agentes tolerantes a falhas. A maioria 
dos trabalhos desenvolvidos pela comunidade avalia-os tendo como base o cenário livre de 
falhas. Como consequência, essas plataformas falham em provar quantitativamente as melhoras 
alcançadas em relação aos trabalhos anteriormente propostos.  
Assim, da discussão prévia, o problema aqui tratado é a falta de testbeds próprios para a 
avaliação de técnicas de identificação e diagnóstico de falhas desenvolvidos para a aplicação 
em Sistemas Multiagente. 
Embora a aplicação dos SMA em cenários reais seja vasta, para esse trabalho escolheu-se o 
domínio industrial para a instanciação do uso do testbed. Sendo esse domínio portador das 
diversas facetas comumente encontradas nos cenários reais.  
1.3 Motivação 
Como foi referido, muito trabalho tem sido desenvolvido em SMA, focando-se 





tem-se vindo a inverter, começando a haver mais implementações destas tecnologias na 
literatura. Esta dissertação surge na crença do grande potencial destes sistemas, sendo portanto 
necessário aumentar a sua confiabilidade, algo pelo qual crê-mos que esta tecnologia falha. 
Desta forma, verificou-se a falta de testbeds para avaliar o diagnóstico em massa destes sistemas 
e da implementação da tolerância de falha respectivamente. 
O domínio instanciado para o desenvolvimento da dissertação deve conter as 
características essenciais dadas como comuns em SMA – principalmente a nível da 
modularidade, centralização e características das suas estruturas. Desta forma, o domínio no 
qual as características foram identificadas como atendentes aos requisitos da dissertação são os 
sistemas de gestão industrial, sistemas esses, dada a sua natureza, dependentes de um grande 
nível de confiabilidade. Por essa mesma razão, estes abrem a possibilidade de adopção do test-
bed proposto por parte dessa comunidade. 
1.4 Objectivos 
O objectivo desta dissertação passa pela criação da possibilidade de testar este tipo de 
sistemas e os métodos de tolerância de falhas implementado – a nível da fase de identificação, 
através de um testbed. De forma a cumprir este objectivo geral, será necessário cumprir alguns 
objectivos-meta já pré-determinados, sendo esses: 
 
1. Identificar os requisitos considerados como comuns em SMA, nomeadamente a 
nível do ambiente, tolerância de falhas e, principalmente, dos agentes no domínio 
instanciado. Através de um estudo aprofundado do estado da arte ao nível dos 
sistemas de controlo de produção industrial e das implementações de sistemas 
Multiagentes neste contexto, falhas e tolerância de falhas e, por último, avaliação e 
diagnóstico; 
 
2. Desenhar e modelar o sistema Multiagente que servirá como prova de conceito, 
dividindo este por pequenos SMA e identificando estes submódulos considerados 
como comuns no domínio – coordenação e/ou negociação; 
 
3. Implementar os submódulos e respectivas versões faltosas para o testbed usado 






4. Implementar técnicas distintas de diagnóstico de falhas para agentes com o 
objectivo de comprovar a utilidade do uso o testbed proposto. Com isto validar a 
metodologia de uso do mesmo.  
1.5 Estrutura da Dissertação  
Este documento, para além desta introdução contém mais cinco capítulos. No capítulo 
seguinte será descrito o estado de arte que foi realizada em duas fases. Inicialmente revendo e 
apresentando os conceitos vistos como essenciais para um bom entendimento do problema e 
solução, e de seguida, levantando e apresentando os trabalhos relevantes já realizados no âmbito 
do projecto.  
No terceiro capítulo apresenta-se uma descrição mais aprofundada do problema e a sua 
proposta de solução, isto é, é apresentada a metodologia proposta assim como a validação da 
mesma. Em seguida, no capítulo 4, é feita a apresentação do caso prático: Automatic Robots, 
apresentando-se o cenário e as especificações da validação do mesmo. 
No quinto capítulo são apresentados os resultados obtidos na validação do testbed, 
enquanto no que no sexto capítulo é feita a conclusão do relatório e apresentadas as 








Capítulo 2  
Revisão Bibliográfica 
Este capítulo introduz os conceitos importantes no âmbito da dissertação. Neste sentido foi 
feito o levantamento do estado de arte em duas fases: inicialmente foram revistos os conceitos 
considerados como base para o desenvolvimento do trabalho, sendo a posteriori realizado um 
estudo mais extensivo sobre o estado de arte em algumas áreas relevantes ao projecto.  
2.1 Conceitos Relacionados 
Como referido, a revisão bibliográfica dividiu-se em duas etapas. Nesta primeira serão 
apresentados os conceitos relacionados com o projecto, estando entre eles: os agentes e sistemas 
Multiagente, a tolerância de falhas em SMA, as linguagens de programação orientada a agentes, 
entre outros. 
2.1.1 Sistemas Multiagente 
Um sistema Multiagente pode ser definido como “um grupo de agentes que representam 
objectos num sistema, capazes de interagir entre eles, de forma a atingirem os seus objectivos 
individuais, quando não possuem conhecimento e/ou capacidade de atingir estes” (Leitão, 
2008). A Figura 1 dá uma perspectiva global de um sistema Multiagente. Este ambiente 
Multiagente permite constituir um ambiente multi-interactivo. Características como visibilidade 





sobre qual se baseia, tornando as suas implementações mais precisas e capazes de fornecer 










Os agentes organizam-se numa estrutura heterárquica caracterizada pelo elevado nível de 
autonomia e cooperação. Desta forma, estas características permitem uma performance elevada 
contra distúrbios, sendo a optimização global reduzida, visto a tomada de decisões ser local e 
autónoma sem uma visão global do sistema. A expansibilidade do sistema é fácil, sendo apenas 
necessário modificar o funcionamento de alguns agentes ou adicionar novos agentes para 
controlar o sistema (Leitão, 2008).  
O campo dos SMA derivou de um campo da Inteligência Artificial, mais propriamente da 
Inteligência Artificial Distribuída e incluí a investigação em diversas áreas científicas, sendo 
portanto bastante abrangente nos seus conteúdos. Actualmente, a investigação em SMA está 
focada no desenvolvimento de princípios e modelos computacionais para construir, descrever, 
implementar e analisar as formas de interacção e cooperação de agentes em sociedades (Lesser, 
1999).  
Estes agentes cognitivos possuem comportamentos complexos onde eles deliberam e 
negociam as suas acções com os demais agentes. Na construção destes é necessário mencionar 
alguns aspectos importantes, como por exemplo: 
 Percepção: um agente é capaz de perceber o ambiente onde está inserido; 
 Acção: um agente é capaz de executar uma acção no ambiente (podendo alterar-
lo), de forma a atingir os seus objectivos; 
 Comunicação: um agente é capaz de comunicar-se com os demais agentes; 










 Representação: um agente deve ser capaz de representar aquilo que acredita como 
sendo verdadeiro no seu ambiente; 
 Motivação: um agente é capaz de ambicionar desejos, crenças e objectivos; 
 Deliberação: um agente é capaz de decidir qual o estado do ambiente com maior 
significância no futuro; 
 Raciocínio e Aprendizagem: técnicas de inteligência artificial clássicas com 
intuito de estender o raciocínio e aprendizagem a múltiplos agentes aumentando o 
desempenho dos mesmos. 
Dadas estas capacidades, é fácil perceber a necessidade de coordenar as interacções que 
ocorrem entre agentes num SMA. É possível encontrar vários autores que apresentam este tema, 




A definição do conceito de agente não é nem única nem consensual. Um agente é muitas 
vezes visto como um sistema reactivo que apresenta um certo grau de autonomia, no sentido 
que lhe podemos delegar uma tarefa, e o próprio sistema determina a melhor maneira de a 
realizar (Bordini, Hübner, & Wooldridge, 2007). Esta definição, sendo uma de muitas, surge 
pelo facto de estes sistemas serem vistos como activos, isto é, produtores de acções.  
São enviados a um ambiente e, percepcionando este, são capazes de actuar autonomamente 
para conseguir cumprir com os seus objectivos (Wooldridge, 1999). Outra definição possível 
para o conceito de agente é: “Uma componente autónoma que representa objectos físicos, ou 
lógicos, num sistema. Capaz de agir no sentido de completar os seus objectivos e sendo capaz 
de interagir com outros agentes sempre que este não possua conhecimento nem capacidades de 
atingir os seus objectivos” (Chair, Huang, Sarin, & Sturges, 2007). 
Para além dos agentes fazerem parte de um ambiente, percepcionarem este (via sensores) e 
terem uma lista de possíveis acções, estes sistemas possuem outras características. Sendo estas 
usadas como a definição seguida nesse trabalho, segundo Wooldridge e Jennings (1995): 
 
 Autonomia – o agente deve ser capaz de operar sem nenhuma intervenção directa 
de humanos, ou de outros agentes, possuindo algum tipo de controlo sobre as suas 





 Habilidade Social – um agente pode interagir com outros agentes (e 
possivelmente humanos) através de uma dada linguagem de comunicação de 
agentes, abordada a posteriori. 
 Reactividade – ser reactivo significa ser capaz de responder a alterações no 
ambiente, querendo dizer que os agentes têm a percepção do seu ambiente, 
podendo responder rapidamente às alterações que nele ocorram.  
 Pro-actividade – ser pró-activo significa ser capaz de exibir um comportamento 
direccionado a objectivos. Por outras palavras, os agentes não se limitam a agir em 
resposta ao seu ambiente, sendo capazes de tomar iniciativa própria. 
 
Contudo, estas características são meramente indicativas, não se reflectindo totalmente na 
sua implementação. Por um lado, por exemplo, a autonomia nunca será totalmente obtida, sendo 
evidente que o agente terá de ser criado e colocado em funcionamento por um humano, ou um 
outro agente. Pelo que estas propriedades são bastante complexas e difíceis de se obter e 
implementar.  
Por outro lado, construir agentes puramente reactivos não é normalmente desejável nem 
aconselhável. Isto porque este reagiria consecutivamente às mudanças no ambiente sem 
procurar atingir os seus objectivos de médio ou longo prazo (Reis, 2003). É importante então 
definir agentes capazes de balancear o seu comportamento, apesar da dificuldade enerente a este 
tipo de comportamento. 
O balanceamento da capacidade social com as capacidade pró-activas e reactivas é 
também de enorme importância (Reis, 2003). Sendo ainda maior no caso da implementação do 
comportamento cooperativo por um conjunto de agentes que partilham um objectivo comum, 
havendo a necessidade de balancear a reacção destes a eventos no ambiente, com a decisão 
individual necessária para completar as tarefas individuais e também com o comportamento 
social necessário para desempenhar as tarefas colectivas. 
2.1.1.2 Coordenação de Agentes 
 
Uma definição usual de coordenação em SMA é: processo no qual um agente raciocina 
sobre as suas acções locais e as acções de outros agentes, com o intuito de garantir que o 
sistema funcione, no seu todo, de uma maneira coerente, atingindo os objectivos globais. 
(Jennings, 1996). Por outras palavras, coordenação é o processo onde agentes trabalham em 
conjunto e harmonia, de forma a atingir os objectivos comuns. Por esta razão, a coordenação em 





dependências entre as acções dos agentes, nomeadamente a nível de recursos, pode tornar-se 
catastrófico na execução do sistema podendo este ter comportamentos incoerentes. Por outro 
lado, sem coordenação, os benefícios da resolução distribuída de problemas ou execução 
distribuída de tarefas desaparecem e a comunidade de agentes pode degenerar num conjunto 
caótico e incoerente de agentes individuais. Então, por esta razão foram criados vários 
mecanismos de coordenação, estando estes divididos em três categorias: organização estrutural, 
troca de informações (i.e., comunicação) e planeamento Multiagente.  
A escolha do paradigma a usar é uma questão relativa ao projecto. O primeiro mecanismo 
pode ser visto como um padrão de informações e controlo entre os agentes do sistema. O 
segundo envolve o envio de mensagens de forma a controlar a prioridade das acções do agente. 
O planeamento Multiagente, como o próprio nome transparece, é quando cada agente efectua 
um planeamento de todas as suas acções e interacções com um respectivo objectivo, evitando-se 
desta forma inconsistências ou conflitos entre as acções. Usualmente utiliza-se o segundo 
mecanismo, sendo a coordenação alcançada através da comunicação entre os agentes. 
2.1.1.3 Arquitectura Belief-Desire-Intention 
 
Existem diversas arquitecturas de agentes ramificando desde agentes reactivos (que 
operam respondendo a estímulos) a agentes deliberativos (caracterizados pelo seu 
comportamento pró-activo e orientado aos seus objectivos). Um tipo muito conhecido destes 
agentes deliberativos é a arquitectura belief-desire-intention (BDI), crenças-desejos-intenções. 
Esta arquitectura surge da teoria do raciocínio prático-humano, focando-se particularmente no 
papel das intenções do raciocínio prático (Wooldridge, 2002). Neste tipo de agentes, a 
capacidade de tomada de decisões depende da manipulação das crenças, desejos e intenções dos 
agentes, tal como é possível verificar na arquitectura BDI elaborada por Wooldridge (1999) 







Uma das linguagens que considera os conceitos da arquitectura BDI é a linguagem 
AgentSpeak(L), descrita mais à frente neste capítulo. 
2.1.2 Conceitos Satélites Estudados 
De seguida serão apresentados os conceitos considerados como secundários à dissertação. 
Para esta classificação tomou-se em conta a relevância destas matérias no âmbito do projecto, 
estando de igual forma intrinsecamente relacionados com os SMA.  
2.1.2.1 Comunicação em SMA 
 
A comunicação foi, desde sempre, considerada um dos paradigmas mais importantes das 
ciências computacionais (Reis, 2003). Nos Sistemas Multiagente, a comunicação é tratada a um 
nível mais elevado, ou seja, utilizando linguagens de comunicação próximas das linguagens 
utilizadas pelos humanos. Dadas características apresentadas dos agentes – percepção, 
processamento e actuação num dado ambiente, para além de possuir uma representação interna 
do seu ambiente – sabemos que os agentes têm a capacidade de interagir com os restantes 
agentes do sem ambiente através de comunicação. 






Figura 3 - Agente com capacidade de comunicação (Reis, 2003) 
 
Como se pode observar na Figura 3, usualmente inclui-se um módulo de comunicação na 
arquitectura do agente, subdividindo-se nas componentes de percepção e acção. Este módulo 
está directamente ligado ao módulo central do agente permitindo-lhe ter acesso às mensagens 
recebidas e definir quais as mensagens a enviar (Reis, 2003). 
2.1.2.2 Linguagens de Comunicação 
 
A comunicação representa um factor essencial e indispensável a qualquer sociedade 
acontecendo o mesmo relativamente a um SMA. Sendo esta comunicação um factor decisivo 
para a qualidade na obtenção de uma solução. A comunicação Multiagente tem como nome 
Agent Communication Language (ACL), sendo a Knowledge Query and Manipulation 
Language (KQML) e Foundation for Intelligent Physical Agents- Agent Communication 
Language (FIPA-ACL) duas das linguagens mais usadas em SMA (Berna-Koes, Nourbakhsh, & 
Sycara, 2004).  
 KQML (Knowledge and Query Manipulation Language): O KQML é uma 
linguagem externa para comunicações entre agentes, sendo definido um invólucro 
para formatar mensagens que determina o significado locutório da mensagem. No 
KQML não há uma preocupação com o conteúdo da mensagem, mas sim com a 





 FIPA-ACL (Foundation for Intelligent Physical Agents - Agent Communication 
Language): Desenvolvida pela FIPA em 1995, esta ACL resultante é bastante 
semelhante ao KQML, sendo primariamente uma linguagem de comunicação 
externa e não obrigando à utilização de qualquer linguagem específica para o 
conteúdo. 
2.1.2.3 Linguagens de Programação Orientada a Agentes  
 
Segundo Bordini et al. (2006), existe um grande número de propostas diferentes de 
linguagens orientadas a agentes, desde das puramente declarativas, às puramente imperativas, 
passando também por propostas hibridas. O uso destas linguagens revela-se bastante útil quando 
o problema é modelado segundo um sistema Multiagente (Bordini, et al., 2006). A pesquisa 
sobre as linguagens de programação orientada a agentes elaborada pelos autores revela que 
grande parte dos resultados encontrados é baseada numa abordagem declarativa.  
Outro dado interessante resultante da pesquisa, é o facto das características inerentes das 
arquitecturas dos agentes determinar na maior parte das vezes ser mais apropriado o uso de 
interpretadores em vez de compiladores (Bordini, et al., 2006). As linguagens declarativas são 
parcialmente caracterizadas pela sua natureza forte e lógica, por exemplo, o FLUX, Minerva, 
Dali ou ResPect.  
Por outro lado, as linguagens imperativas são menos comuns, visto grande parte das 
abstracções relativas à implementação orientada a agentes serem na sua natureza declarativas. 
Contudo, existe um elevado número de programadores que opta por estas soluções não tão 
convencionais.  
E por último temos as linguagens que combinam as características tanto do tipo 
declarativas como das imperativas. Esta abordagem é chamada de híbrida, sendo as mais usadas 
e conhecidas a 3ALP, Jason, IMPACT, Go! E a AF-APL. 
2.1.2.4 Linguagem AgentSpeak(L) 
 
Agentes cognitivos podem ser especificados através da linguagem AgentSpeak(L), 
especificando-se um conjunto de crenças, planos, triggers e um conjunto de acções básicas que 
o agente executa no seu ambiente. Estes programas são interpretados de maneira similar a 
programas escritos em lógica, como por exemplo é o caso do Prolog. Esta linguagem distingue 





Quando um agente percebe informações sobre o ambiente, é gerado um evento com esta 
percepção, sendo esta adicionada à sua base de crenças. Assim, é gerada uma lista com os 
planos que podem ser executados com essa percepção e testado o contexto do plano para 
verificar quais planos podem ser aplicados. Por fim, é seleccionado um plano desta lista, sendo 
este executado pelo agente. 
2.1.2.5 Plataformas de Implementação e Simulação: Jason 
 
O Jason é um interpretador de uma versão melhorada de AgentSpeak (Bordini, et al., 
2006), que permite implementar e simular sistemas Multiagentes distribuídos, segundo a 
arquitectura BDI utilizando as bibliotecas FIPA. Tendo como principal vantagem ser código 
aberto e ser implementado em Java (Bordini, Hübner, & Wooldridge, 2007).  
A forma que os programas AgentSpeak(L) são interpretados é analisada de seguida, com 
auxílio da Figura 4.  
 O conjunto de crenças, eventos, planos e intenções são representados por 
rectângulos. 
 Os losangos representam a selecção de um elemento de um conjunto. 
 Círculos, por sua vez, representam alguns dos processos envolvidos na 
interpretação de programas AgentSpeak(L). 
 A função de revisão de crenças recebe as percepções do ambiente adicionando um 
evento na lista de eventos e uma crença a cada percepção recebida. O conjunto de 
eventos é actualizado através das percepções do ambiente ou através da execução 
de novas intenções. A cada adição ou remoção de crença é gerado um evento. 
 Eventos também podem ser gerados quando o agente se compromete a realizar um 
objectivo. 
 Após a selecção de um evento SE, o Jason unifica o evento seleccionado com 
eventos activadores dos planos, para isso é necessário verificar a biblioteca dos 
planos do agente. De seguida é gerado um conjunto de todos os planos relevantes 
para o evento escolhido através da unificação do contexto dos planos. 
 É verificado o contexto de cada plano para gerar um conjunto de planos aplicáveis, 
planos que podem ser aplicados no estado actual do agente e descartasse os planos 





 Depois é escolhido por SO um único plano do conjunto de planos aplicáveis e 
coloca o plano no topo de uma intenção existente, se o evento for interno, ou cria 
uma nova intenção no conjunto de intenções, se o evento for externo. 
 Por outro lado, a função SI  selecciona uma intenção do conjunto de intenções do 
agente, e executa o plano seleccionado. Para tal, uma acção básica é executada no 
ambiente na geração de um evento ou na execução de um objectivo de tese. 
 
2.2 Trabalhos Relevantes 
A segunda etapa da revisão bibliográfica apresenta os trabalhos relevantes em diversas 
áreas para o âmbito da dissertação. Entre estas áreas encontram-se os sistemas Multiagente 
tolerante a falhas, monitoramento e diagnóstico em sistemas distribuídos, diagnóstico de falhas 
em software e os testbeds para o diagnóstico de falhas em software. 
2.2.1 Sistemas Multiagente Tolerante a Falhas 
Dado o âmbito deste trabalho, é essencial compreender quais são os reais perigos que estes 
sistemas estão susceptíveis. Por um lado, os SMA são descritos como inerentemente 
dependentes atendendo às suas características, nomeadamente à modularidade. Contudo, é 





difícil de implementar SMA tolerante a falhas, dada a natureza programada dos agentes e sua 
autonomia, estes serem intrinsecamente não-deterministas. Por outras palavras, dado o sistema 
ser imprevisível. 
A autonomia permite aos agentes agirem de uma forma independente decidindo as suas 
acções de acordo com o seu ambiente. E apesar dos riscos inerentes, a preservação desta 
característica é vista como indispensável. Assim sendo, uma abordagem tradicional poderia 
restringir a aplicação a uma única thread e fluxo de informação linear, não atendendo à natureza 
interactiva das sociedades de agentes. 
Segundo Klein et al. (2003), qualquer alteração do comportamento “ideal” de um SMA 
pode ser descrito como excepção, sendo que a gestão destas excepções deve garantir autonomia 
do agente e abertura do sistema com a excepção dos casos em que estas características não são 
requeridas.  
O processo de tratamento em tempo real de excepções retorna apenas as soluções depois 
das excepções surgirem. Este tratamento é composto pelas seguintes fases consecutivas (Chair, 
Huang, Sarin, & Sturges, 2007): 
1. Detecção e relatório de excepção – A detecção de erros (ou detecção de 
excepções) pode ser feita por um operador ou por um programa de controlo. Estas 
falhas convêm serem detectadas o mais prontamente possível de forma a se 
prevenir a propagação dentro do sistema. Entre os métodos mais eficientes de 
detecção, encontram-se o uso de sensores, time-out, verificação do estado, sistema 
de suporte e outros. Uma vez detectada a excepção, um relatório com a informação 
detalhada é enviado a um módulo de gestão de agentes para prosseguir com 
tratamento. 
2. Diagnóstico da excepção e avaliação do impacto – Uma simples excepção pode 
desencadear o lançamento de várias excepções no sistema. Esta fase lida com a 
determinação de todas as excepções que estão relacionadas com a excepção 
detectada. A avaliação do impacto toma decisões em relação à necessidade de 
tratamento das mesmas. 
3. Activação do agente de tratamento da excepção – Quando as decisões de 
controlo não são capazes de satisfazer a situação não planeada no sistema após a 
excepção ser detectada, o agente de tratamento de excepções é activado.  
4. Tratamento de falhas e continuação do serviço – Após o tratamento da falha, ou 
um novo estado estável ser atingido, o sistema retorna ao seu estado normal. 
Platon et al. (2007b) descreve eventos inesperados como os quais em que o agente não 
prevê no seu contexto corrente. Assim sendo, ao classificar um evento são consideradas duas 





responsabilidade na percepção dos agentes é vista como essencial pelos autores, assim como as 
seguintes propriedades inerentes nas falhas em SMA: 
 O carácter excepcional de um evento depende do modo em que cada agente o 
interpreta; 
 A segunda propriedade dá enfase ao significado mais abrangente de excepção; 
 O agente protagoniza o papel de diagnóstico, devendo ter um conhecimento 
interno de forma a determinar situações excepcionais; 
 A natureza dos agentes faz com que a propagação do erro ocorra de um modo não 
linear; 
 Uma excepção de um agente pode existir sem a ocorrência de uma excepção de 
programação. 
2.2.2 Monitoramento em Sistemas Distribuídos 
De forma a tratar falhas em qualquer sistema, primeiro é necessário observar o sistema e 
reconhecer quando um evento não esperado acontece. A estas técnicas dá-se o nome de 
monitoramento do sistema. Dado o âmbito da dissertação estar exactamente relacionado com 
este assunto, foi necessário aprofundar o conhecimento nesta área, sendo de seguida 
apresentados os trabalhos relacionados com esta matéria.  
A tarefa de monitoramento representa o fundamento para a detecção e diagnóstico de 
excepções, sendo necessário para tal a existência de uma ou mais entidades capazes de recolher 
informação do comportamento do sistema (Sanchez, 2012). Esta colecção de dados servirá 
como entrada de dados para o processo de diagnóstico. Cada ferramenta de diagnóstico 
necessita de um conhecimento a priori para correctamente classificar a informação recebida na 
fase de monitoramento. Tradicionalmente, uma simples entidade de diagnóstico contém todo o 
conhecimento. Contudo, em muitas circunstâncias esta abordagem verificou-se inapropriada 
(Roos, t. Reije, A. Bos, & Witteveen, 2001), requerendo uma abordagem distribuída com 
entidades múltiplas. Segundo (Kalech, 2007), esta área tem sido explorada em duas 
perspectivas. Através de uma abordagens baseadas em falha e através de abordagens baseadas 
em consistência que serão de seguida apresentadas. 
 Abordagem baseada em falha: 
Este tipo de abordagem requere um conhecimento prévio das interacções faltosas entre as 
entidades do sistema, querendo isto dizer que este conhecimento é uma árvore com as possíveis 
excepções (Sanchez, 2012). A abordagem proposta por (Shah, Chao, & Godwin, 2007) 





através de técnicas de classificação heurística. Para tal, baseia-se em agentes sentinela, onde 
cada agente tem atribuído um agente sentinela fazendo este cargo do diagnóstico das excepções 
verificadas.  
Este tipo de agente é do tipo BDI tendo portanto, crenças, desejos e intenções. Onde neste 
caso as crenças representam o conhecimento sobre o ambiente dos agentes e respectivas 
capacidades. Estas crenças podem ser adquiridas cooperativamente através da interacção com o 
agente a que concerne enviando este as informações relacionadas com as suas atitudes mentais. 
Para além disso, quando um agente planeia uma interacção, este envia uma mensagem ao seu 
agente sentinela associado, sendo este capaz de detectar qualquer anomalia.  
Segundo (Sanchez, 2012), é verificada uma lacuna neste tipo de abordagens em SMA. De 
acordo com o autor isto acontece visto que para caracterizar todas as falhas possíveis de um 
dado domínio é uma tarefa muito difícil, principalmente devido à dinâmica e abertura dos 
ambientes. 
 Abordagem baseada em consistência: 
Neste tipo de abordagem, a ferramenta de diagnóstico mantém o comportamento do 
sistema normal fazendo o controlo das entidades nele presentes e possíveis interacções. Isto 
acontece graças a agentes “vívidos” que contém uma representação do conhecimento de base e 
o seu comportamento é através de regras de acção-reacção. Através de respostas a estímulos, 
um agente “vívido” é usado como instrumento de diagnóstico por (Schroeder, 1997).  
Este mecanismo começa quando um agente recebe uma mensagem do criador do processo. 
Então, um designado grupo de agentes para diagnóstico envia um pedido para testes que serão 
realizados, sendo os resultados a posteriori retornados. O grupo procede a trocas de informação 
sobre o estado do diagnóstico e, quando chegarem a um consenso, enviam o diagnóstico à 
entidade responsável. Durante a avaliação, os autores mencionam a necessidade de verificação 
automática da especificação do agente de forma a diminuir a propensão de erros (Sanchez, 
2012). 
O autor apresenta uma lacuna em ambas as abordagens afirmando que estas raramente 
tomam em consideração o conceito de adaptabilidade no que toca ao diagnóstico. 
Consequentemente, apenas alguns trabalhos consideram a possibilidade de construir modelos do 
sistema autómatos. Acrescenta o autor que não há menção de regras adaptativas nas fases de 
detecção ou diagnóstico, sendo esta actualização realizada de uma forma manual. 
2.2.3 Diagnóstico de Falhas baseado em Modelos 
O conceito de diagnóstico de falhas gera alguma discussão entre diversos autores. Gertler 





SafeProcess defende uma definição que rejeita essa fase surgindo dessa forma o termo Fault 
Deteccion and Isolation (FDI), sendo esse conceito bastante comum na literatura (Gertler, 
1998). 
A definição escolhida no âmbito da dissertação é a primeira. Sendo a determinação do tipo, 
tamanho, localização e tempo da detecção da falha, parte integrante do diagnóstico de falhas.  
O diagnóstico de falhas baseado em técnicas de inteligência artificial usualmente lida com 
questões de incerteza de conhecimento e falta de dados. Para tal são usados métodos de 
regressão para modelar a eficácia do modelo de detecção de falhas do sistema. Nyberg (1999) 
apresenta as seguintes vantagens desta metodologia em relação aos métodos tradicionais: 
 Melhor performance obtida: maior diversidade de falhas detectadas num tempo de 
detecção menor; 
 O diagnóstico pode decorrer passivamente sem provocar distúrbios na operação do 
processo; 
 Maior possibilidade de executar o isolamento; 
 Disturbios podem ser compensados; 
 Dependência na redundância do hardware pode ser reduzida; 
O modelo pode ser de qualquer tipo, desde de modelos baseados em lógica a equações 
diferenciais, havendo diversas abordagens possíveis. O autor acrescenta que a principal 
desvantagem desta metodologia é a necessidade da confiabilidade do modelo e a possibilidade 
de uma complexidade acrescida na fase de desenvolvimento (Nyberg, 1999).  
Resumidamente, o conceito por detrás destas técnicas refere-se ao facto do conhecimento 
do que é expectável, é representado num modelo explícito do sistema. Este mecanismo combina 
o conhecimento do modelo com os dados observados de forma a retirar conclusões enquanto o 
sistema é executado (Castillo & Edgar, 2008). 
A precisão do modelo é também visto como uma grande limitação das técnicas de 
diagnóstico baseadas em modelos, sendo a qualidade do modelo escolhido muito importante 
neste âmbito.  
Dados os diferentes modelos possíveis, é possível desenvolver um conjunto T de sistemas 
de diagnóstico, ou modelos de diagnóstico, sendo claramente possível haver discrepâncias entre 
os modelos desenvolvidos. Desta forma convém ao programador fazer um estudo ou 
comparação, neste âmbito. Pois cada sistema poderá ter um modelo mais apropriado às suas 
características. O problema verificado na literatura é exactamente esse. Não existe um melhor 
método ou modelo de diagnóstico único, por isso, a questão será qual o modelo mais apropriado 
ao sistema desenvolvido (Lee, 2008). Na teoria de decisão existem vários princípios que podem 
ser usados para lidar com esta questão, como por exemplo, o Principio de Risco de Bayes, o 





Contudo, este estudo não faz parte integrante da dissertação, sendo o pretendido apenas 
possibilitar o meio para tal. Porém, dada a necessidade de validar o presente testbed serão 
apresentados alguns modelos encontrados na literatura. 
O primeiro método estudado usa a inferência de probabilidades usando as redes bayesianas 
como ferramenta. C.H. Lo & Rad aplicaram esta metodologia para o diagnóstico de 
componentes faltosas de sistemas demonstrando como uma rede bayesiana pode ser aplicada 
com esse propósito (C.H. Lo & Rad).  
Através da rede, é possível fazer inferências sobre as variáveis (Jensen, 2001). Isto 
significa que após a verificação de alguma evidência sobre o estado de uma dada variável, o 
efeito desta evidência será propagada pela rede e, sobre cada propagação, as probabilidades dos 
nós adjacentes são actualizados. Neste contexto, o propósito da rede bayesiana é estimar as 
certezas dos eventos que não são observáveis, isto é, calcular as variáveis de hipótese a partir 
das variáveis de informação (C.H. Lo & Rad). 
Segundo os autores, o objectivo deste modelo é detectar e localizar componentes faltosas 
no sistema. Portanto, este deve incorporar a informação estrutural sobre o sistema, propondo um 
procedimento para a construção da rede bayesiana baseado num grafo de ligação. Singh & 
Valtorta propõe a aprendizagem de uma rede bayesiana a partir de um conjunto de dados (Singh 
& Valtorta, 1995), contudo, a precisão de rede é largamente afectada pela qualidade dos dados e 
do conhecimento a priori da rede. Por este motivo, segundo C.H. Lo & Rad existem várias 
vantagens no uso de grafos de ligação como esqueleto da rede bayesiana no contexto do 
diagnóstico de falhas. De acordo com os autores, a tarefa de identificar as variáveis do sistema é 
completa e, por outro lado, a localização das componentes faltosas da rede é facilitada pelo 
facto de estas estarem representadas no grafo de ligação.  
Entre os principais contributos deste modelo encontram-se o facto de estes permitirem a 
possibilidade de fazer o ranking das possíveis falhas, assim como o tratamento de múltiplas 
falhas simultâneas e indícios de incerteza de certas falhas. Na metodologia proposta, as falhas 
foram correctamente localizadas sem grandes custos computacionais.  
Duas técnicas de detecção são usadas largamente em diferentes campos: verificação de 
limite e teste de hipóteses (Lee, 2008). A primeira monitoriza através de medições. Quando uma 
medição excede um dado limite, um sinal de aviso ou um alarme são accionados, usando-se um 
gráfico de controlo como ferramenta estatística. Sendo o teste de hipóteses um procedimento 
estatístico para realizar decisões racionais. O autor acrescenta que a detecção de falhas é um 
problema de classificação binária, onde as decisões são apenas de dois tipos: normais ou 
anormais. Apresenta no seu trabalho uma discussão sobre diversas noções estatísticas, tais como 





Usando a mesma metodologia, Sylvain et Al. apresentam um outro modelo para a detecção 
e diagnóstico de falhas em processos multivariáveis (Sylvain, Teodor, & Abdessamad). Esta 
proposta é baseada em gráficos de controlo e em análise discriminada. Segundo os autores, estas 
técnicas podem ser facilmente transportadas para a rede bayesiana, sendo inferência na análise 
discriminante baseada na regra de bayes. A estrutura desta rede, de forma a aplicar a análise 
discriminante clássica, num sistema com p variáveis e k classes pode ser modelada usando dois 
nós ligados. O primeiro (nó C) é um nó discreto representando as classes do sistema, enquanto o 
segundo (nó X) é um nó Gaussiano multivariado. Esta rede representa a lei multivariada 
condicional normal para a classe, tal como na análise discriminante. 
A detecção consiste na identificação de falhas no processo, podendo ser classificada em 
duas categorias – a existência de falha no processo e a não existência de falhas no sistema. 
Desta forma, a abordagem para a construção dos modelos começa pela indução de um conjunto 
de dados de treino. Será através da utilização de um algoritmo de aprendizagem que será feita a 
aprendizagem do modelo e consequente construção.  
Isto acontece a partir de um conjunto de dados de testes. Com estes é possível fazer as 
deduções dos resultados e consequente avaliação do modelo. Esta avaliação baseia-se na 
contagem das deduções correctas e incorrectas pelo modelo. Estas contagens são tabuladas na 
Matriz de Confusão (ou erro). Apesar de esta matriz nos dar as informações necessárias para 
determinar o quão bem o sistema funciona, resumir essa informação em apenas uma variável 
poderá ser mais conveniente para comparar diferentes modelos (Tan, Steinbach, & Kumar, 
2006). A métrica usada neste sentido é denominada de precisão, definida como, 
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2.2.4 Testbeds para Diagnóstico de Falhas em Software 
O uso de testbed para diagnóstico de falhas em software já é algo comum, sendo possível 
encontrar diversos autores a implementar esta metodologia. Dada a importância desta matéria na 





Pacheco & Ernst (2005) descrevem o uso de uma técnica para a detecção de falhas num 
sistema. Esta técnica permite, através de um conjunto extenso de entrada de dados de teste, 
identificar quais os subconjuntos mais propícios a revelar falhas. Para tal, inicialmente infere-se 
um modelo operacional do sistema em execução. Qualquer entrada de dados que seja diferente 
do modelo gerado sugere a presença de falha. De seguida é efectuada uma redução de entrada 
de dados, através da selecção de apenas uma ocorrência por padrão operacional. O resultado 
final é um conjunto de ocorrências considerado como elementos prováveis de existência de 
falha (Pacheco & Ernst, 2005). 
Usando esta metodologia como base, Elbaum et Al. apresentam uma framework para a 
criação e reprodução de testes unitários diferenciais usando diversas estratégias e compensações 
para mitigar os custos de testes, aumentando a flexibilidade e robustez dos sistemas (Elbaum, 
Chin, Dwyer, & Jorde, 2009). Segundo os autores, isto pode ser conseguido através de uma 
geração automática dos testes unitários diferenciais, tendo um grande potencial para o 
diagnóstico de falhas relacionadas com execuções intrínsecas ao sistema. 
Outra metodologia encontrada, desenhada e implementada por Hyunsook et Al., utiliza as 
técnicas de experimentação controlada e testes de regressão. A infrastrutura criada incluí 
artefactos que permitem a outros investigadores a possibilidade de aplicar experimentação 
controlada e replicação (Hyunsook Do, 2005). Para a obtenção e criação desta colecção de 
artefactos – programas, versões, casos de teste, falhas e scripts – os autores focaram-se 
principalmente em duas dimensões, largura e profundidade. Onde a primeira envolve a adição 
de novos objectos do sistema à infraestrutura e a segunda envolve a adição de novos atributos 
aos sistemas contidos na infraestrutura. Desta forma, a infraestrutura criada serve como guia 
para a selecção de objectos, organização e configuração de processos. Assim, os autores 
afirmam que estes guias facilitam o desenvolvimento de ferramentas de experimentação 
genéricas reduzindo a sobrecarga de experimentação dos investigadores (Hyunsook Do, 2005).  
Outro trabalho importante no âmbito da dissertação foi descrito por Hutchins et Al. Este 
trabalho reporta um estudo experimental sobre a eficácia de dois critérios de adequação de testes 
baseados em código para a detecção e identificação de falhas num conjunto de casos de teste 
(Hutchins, Foster, Goradia, & Ostrand, 2005). 
Apesar de todos estes estudos, segundo Lindvall et Al., existe uma lacuna entre o estado de 
arte e o estado de prática nesta matéria. Desta forma os autores demonstram no seu relatório a 
utilidade de testbeds para o estudo empírico demonstrando as vantagens destes na avaliação de 
software (Lindvall, et al., 2005). 
Apesar dos diversos trabalhos encontrados sobre este assunto, não se verificou a existência 





Multiagente, especialmente no que toca à comparação das diferentes técnicas usualmente 
aplicadas. Apresentando-se assim uma lacuna no estado de arte e sendo com base nessa lacuna 
que se insere o trabalho proposto. 
2.3 Conclusão 
A detecção de falhas é determinada através da ocorrência de falhas no monitoramento do 
sistema, estando normalmente associada às fases de isolamento e identificação de falhas. A 
primeira determina a localização e o tipo de falha detectada, enquanto que a segunda determina 
a magnitude da falha. O conjunto destas fases é normalmente designado por diagnóstico de 
falhas (Castillo & Edgar, 2008), e tem como principal tarefa determinar o tipo de falha, assim 
como providenciar o maior número de detalhes sobre o tamanho, localização e tempo da 
ocorrência da  falha.  
Neste capítulo apresentou-se os conceitos considerados importantes para uma boa 
compreensão do trabalho a desenvolver, permitindo desde já tomar algumas inferências sobre a 
metodologia a seguir. Tomou-se principal consideração aos temas apresentados como trabalhos 
relevantes, atendendo à proximidade no assunto e principalmente por permitirem retirar as 
melhores conclusões no que toca aos objectivos globais da dissertação. 
Através do levantamento do estado de arte sobre esta matéria denotou-se uma falta de 
consenso no que toca às técnicas de diagnóstico aplicadas aos sistemas Multiagente. Verificou-
se também a falta de testbeds para testar as diferentes técnicas de diagnóstico de falhas 










No capítulo anterior foram apresentados os principais conceitos relacionados as áreas dos 
Sistemas Multiagentes, tolerância a falhas e diagnóstico de software, assim como a revisão dos 
trabalhos relevantes para essa investigação. Este capítulo visa discutir mais profundamente os 
problemas identificados, o enquadramento da investigação e, finalmente, a abordagem 
metodológica seguida para a prossecução dos objectivos. 
3.1 Problematização 
Os SMA são reconhecidos como uma tecnologia chave para a resolução de problemas reais 
e elevado nível de complexidade, como foi apresentado no capítulo anterior com maior detalhe. 
Sendo o seu uso vantajoso em domínios com certas características específicas e muitas dessas 
características podem ser frequentemente encontradas em domínios reais. Desde o seu início, os 
agentes são visionados para esses domínios e actualmente existem aplicações em cenários 
industriais, sistemas de telecomunicação, controlo de tráfego aéreo, comércio electrónico e 
outros. Para além disso, a área de simulação baseada em agentes chama a atenção da 
comunidade devido a possibilidade de criar sistemas complexos em ambiente virtual, como por 
exemplo: sistemas económicos, sociais e biológicos. 
Apesar do seu extenso desenvolvimento, existem ainda desafios a serem enfrentados tanto 
no desenvolvimento como na implementação dos sistemas baseados em agente. A comunidade 
dos sistemas Multiagente ainda estuda maneiras de impulsionar a sua aceitação junto a 





discute as causas que impedem uma larga aceitação dessa tecnologia, sendo uma dela a falta de 
confiabilidade oferecida pelos SMA. Assim sendo, há uma necessidade acrescida de investigar 
como tornar estes sistemas mais confiáveis e robustos, dado que a ocorrência de falhas é algo 
provável quando se lida  com cenários realistas. 
Logo, a confiabilidade desempenha um papel fundamental nesse contexto, pois através do 
seu aumento, o desenvolvedor consegue garantir que o comportamento normal do sistema 
mantem-se, mesmo sob a presença de eventos inesperados. Dado que as possíveis falhas em um 
SMA podem ocorrer desde o seu projecto até o funcionamento, uma restrição na área de 
actuação dessa investigação foi estabelecida. Essa decisão foi baseada em um estudo preliminar 
onde evidenciou-se que falhas nas fases de desenvolvimento são amplamente debatidas pela 
comunidade, contrariamente as falhas durante o funcionamento. Assim, pretende-se focar o 
estudo na ocorrência de falhas quando o sistema está implementado e a funcionar. 
Como visto anteriormente, as técnicas de tolerância a falhas visam mascarar falhas internas 
para usuários externos, ou seja, que este comportamento não desejado (e muitas vezes não 
esperado) não seja reflectido no comportamento externo do mesmo. O processo para cumprir tal 
meta apresenta diversas fases, entretanto este trabalho foca-se na identificação e diagnóstico de 
situações faltosas pois essa é a primeira e mais crucial fase de todo processo. No contexto dos 
SMA, essas situações faltosas também podem ser segmentadas em diferentes níveis, como foi 
ilustrado no capítulo anterior, dessa forma esse trabalho está prioritariamente interessado nos 
comportamentos inesperados e, na maioria das vezes, faltosos. 
Diversos trabalhos aplicam técnicas de tolerância a falhas em sistemas Multiagente como 
foi discutido nos trabalhos relevantes e duas principais limitações foram identificadas. A 
primeira é falta de trabalhos que consideram o agente como componente fechado, ou seja, eles 
partem do pressuposto que o modelo de comportamento do agente é totalmente conhecido. Essa 
é uma hipótese válida apenas para SMA fechados, os quais nem sempre existem em domínios 
reais. A segunda é a falta de comparação cruzada entre as performances dos trabalhos 
existentes. Apenas uma pequena percentagem de trabalhos comparam a performance mensurada 
com a de outros que focam-se nos mesmos tipos de falhas. Na maioria deles o que existem é 
uma comparação apenas com versões anteriores da plataforma avaliada. 
Apesar de ambas as limitações identificadas serem relevantes para o avanço do estado da 
arte em SMA, a segunda mostrou-se mais interessante do ponto de vista do auxílio ao 
desenvolvimento de novas, e melhoramento das existentes, plataformas de diagnóstico de falhas 
em SMA. Logo, da discussão anterior, o problema em questão é a falta de testbeds próprios 
para a avaliação de técnicas de identificação e diagnóstico de falhas desenvolvidos para a 
aplicação em Sistemas Multiagente.  
Com o problema definido e delimitados, deve-se enquadrar a investigação realizada com 





3.2 Enquadramento da Investigação 
Nesta secção serão apresentadas diversas facetas da solução proposta como os desafios 
enfrentados, a maneira escolhida para solucionar o problema mencionado anteriormente e, após 
isso, como foi feita a validação da metodologia.  
3.2.1 Desafios da Investigação 
O trabalho proposto é, então, a implementação de um testbed que auxiliará a avaliação 
quantitativa de técnicas de diagnóstico de falhas em SMA, que será de seguida detalhadamente 
explicado. Contudo, debatemo-nos com questões diversas relacionadas tanto com a área de 
SMA em si, quanto com o mapeamento de conceitos de tolerância de falhas para o domínio de 
agentes. 
O primeiro desafio surgiu devido a diversidade de tipos de trabalhos desenvolvidos em 
sistemas baseados em agentes. Assim, emergiram duas importantes questões relacionadas ao 
tópico. Se programadores desenvolverem arquitecturas diferentes, utilizando metodologias e 
ferramentas diferentes, como se pode desenvolver um testbed de modo a comparar e avaliar as 
mesmas arquitecturas? E também, sendo pretendido avaliar a reacção do sistema na presença de 
falhas, nomeadamente na detecção das mesmas e seu diagnóstico, como será possível criar um 
testbed uniforme e que seja relevante para o crescimento e desenvolvimento desta tecnologia, 
pois como foi revisto, existem diversas possibilidades na implementação de técnicas de 
tolerância de falhas?  
Assim, foi necessário avaliar o estado de arte a nível das arquitecturas de agentes e analisar 
as diferenças encontradas com o objectivo de responder as questões acima referidas. A primeira 
delas é respondida através da selecção das possibilidades encontradas para que o respectivo 
potencial de utilização pela comunidade seja maximizado tendo em consideração o 
desenvolvimento do estado de arte. Devido ao largo espectro de aplicações, considerou-se que 
nunca se conseguiria desenvolver um testbed capaz de responder por completo as questões de 
compatibilidade, e desta forma, foi feita uma selecção das especificações dos vários cenários 
idealizados para o mesmo. Adicionalmente e respondendo à segunda questão, o mesmo sucedeu 
relativamente às técnicas de tolerância de falha, nomeadamente ao nível do diagnóstico. Optou-
se por trabalhar com o diagnóstico baseado em consistência, ao invés da abordagem baseada em 
falha. Optou-se também por técnicas após a ocorrência da falha, e no que toca à sua 
implementação, por um sistema híbrido. Considera-se a nível de abertura do sistema, um 





3.2.2 Solução Proposta 
Verificou-se no estado de arte que, usualmente, o diagnóstico de falhas em software usa 
testbeds e benchmarks para possibilitar avaliação quantitativa entre diferentes soluções. 
Tomando essa ideia em consideração, esta investigação aplica esse mesmo princípio nos SMA. 
Assim, esta plataforma de testes desenvolvida tem como base a implementação de falhas a nível 
dos agentes, com o intuito de avaliar técnicas de diagnóstico em SMA. Desta forma, o principal 
objectivo com o seu desenvolvimento é preencher a lacuna anteriormente mencionada e com 
isto aproximar as várias arquitecturas propostas. 
A metodologia proposta consiste na disponibilização de um leque de agentes havendo uma 
versão “correcta” e uma, ou mais, versões “faltosas” dos mesmos. Estes agentes inserem-se em 
quatro cenários vistos como detentores de características usuais e importantes em SMA, sendo 
três destes cenários simples e atómicos e, o quarto, mais complexo e detentor das diversas 
características dos anteriores. As razões por detrás das escolhas destes cenários serão 
apresentadas separadamente, inserindo-se na descrição respectiva de cada um.  
O intuito destes cenários depreende-se na criação da possibilidade da avaliação 
quantitativa entre diferentes soluções. Assim sendo, o utilizador poderá contar com uma 
selecção de agentes faltosos e respectivos cenários faltosos, de forma a testar e avaliar as suas 
soluções e diferentes técnicas tolerante a falhas utilizadas. Então, o fluxo de acções 
recomendado e usado como validação da dissertação é o descrito a seguir: 
 Inicialmente, o utilizador deve optar pela escolha de um dos cenários 
implementados. Estando este seleccionado, o utilizador fará a implementação da 
técnica de diagnóstico a avaliar. 
 Por cada execução de cada sistema, é gerado um ficheiro do tipo .log, sendo este 
composto pelas impressões geradas pelos agentes. É recomendável seguir algumas 
especificações conforme será descrito mais adiante na subsecção do próprio 
cenário.  
 De salientar que a quantidade, e a qualidade, da informação guardada podem ser 
muito valiosa para as ilações a tirar dos resultados. 
 Com estes logs, recomenda-se que o utilizador faça o tratamento dos dados dos 
ficheiros obtidos podendo utilizar, caso tenha seguido as especificações referidas, 
a aplicação desenvolvida para a validação da metodologia. Resumidamente, esta 
aplicação serve como interpretador dos dados obtidos, guardando-os como 
ficheiros do tipo .data. Genericamente, os dados guardados seguem o padrão: 





 Com os ficheiros .data gerados, é possível obter resultados perante a respectiva 
técnica implementada utilizando-se por exemplo a framework R. 
 
Estando a solução proposta descrita, torna-se essencial entender o rumo nas escolhas feitas, 
tornando-se assim mais fácil entender a metodologia proposta. Assim, nos próximos parágrafos, 
será discutido o caminho escolhido, respondendo mais detalhadamente às questões levantadas 
anteriormente. De seguida, e para um melhor entendimento do leitor, será apresentada a solução 
com maior detalhe, dividindo-se esta parte em diferente segmentos com a informação dos 
respectivos cenários sobre mencionados.  
3.2.3 Especificações do Testbed e Escolhas Realizadas 
Dadas as multiplicidades entre as diversas arquitecturas e técnicas apresentadas, foi 
necessário seleccionar-se os melhores caminhos com o intuito de cumprir o objectivo proposto e 
o avanço no estado de arte dentro do âmbito exposto. Assim sendo, foram colocadas várias 
questões consoante as diversas possibilidades aquando da criação de um SMA aplicado num 
domínio real e respectiva implementação de técnicas de tolerância de falhas, principalmente a 
nível da sua arquitectura e funcionalidades requeridas. 
No que toca à arquitectura do SMA, concluiu-se que este contém normalmente as 
seguintes componentes:  
- Planeamento;  
- Controlo de execução;  
- Modelo do mecanismo;  
- Módulo de diagnóstico.  
A primeira, de planeamento, trabalha a nível dos planos e eventos emergentes no domínio 
físico contendo planos já pré-determinados, sendo estes eventualmente modificados pelos 
próprios agentes. O módulo de controlo de execução funciona como tradutor dos planos 
propostos em acções de execução dos controladores que albergam um determinado agente 
(Marinova, 2002).  
O modelo do mecanismo é responsável por elaborar as decisões de suporte. Conseguindo 
fazer isso ao descrever e avaliar as configurações do sistema físico contendo informações sobre 
o ambiente, estrutura e capacidades, sendo actualizado sempre que haja alterações no ambiente. 
Por último, o módulo de diagnóstico é responsável pela detecção de eventos locais ou 





Estas componentes estão posicionadas normalmente em níveis distintos, sendo os mais 
usuais (consoante o caso), os de processo e os físicos. Como tal, as componentes de 
planeamento e controlo de execução são de alto-nível, sendo responsáveis pela interacção dos 
agentes. Sendo os restantes, de baixo-nível, responsáveis por acções de controlo em tempo-real.  
Relativamente às características e funcionalidades dos agentes, foram identificadas duas 
principais comuns características em SMA. A primeira, de coordenação, é baseada 
principalmente em protocolos de coordenação e vários mecanismos de colaboração. É uma lista 
de técnicas de agentes que facilitam a coordenação do comportamento entre os agentes 
autónomos, normalmente suportando resolução de conflitos, partilha de recursos, incorporação 
de planos, entre outros comportamentos colectivos. O segundo, de negociação, lista diversas 
técnicas, protocolos e mecanismos de negociação que facilitam acordos em relação a tomadas 
de decisão colectivas entre diversos agentes interessados, tomando em consideração estratégias 
de optimização dos próprios agentes. Para além destas, foi identificada outra funcionalidade 
frequentemente requerida, nomeadamente a nível de escalonamento de tarefas. Baseado nestas 
características, foram seleccionados os três cenários atómicos que as ilustram. 
No que toca às questões a debater referente à tolerância de falhas, existem duas grandes 
questões, nomeadamente ao nível das falhas a detectar e às técnicas de diagnóstico. Por um 
lado, como foi apresentado no capítulo anterior, existem diversos tipos de falhas – erros do 
programa, estados imprevistos, falhas do processador, falhas de comunicação e ocorrência de 
comportamentos errados. No presente trabalho optou-se por apenas lidar com as falhas de 
comportamento, tendo-se as outras como possível trabalho futuro, como se poderá verificar no 
respectivo capítulo. Como o próprio nome indica, é considerada uma falha deste tipo, qualquer 
comportamento que vá ao desencontro do comportamento esperado do agente e sistema. Assim 
sendo, no âmbito do projecto, serão considerados dois tipos de falhas de comportamento, 
classificadas consoante as diferentes granularidades: 
 Falhas Atómicas: São consideradas falhas atómicas, aquelas que por si não são 
divisíveis em outras ou não são uma combinação de mais alto nível de outras 
falhas. 
 Falhas Complexas: São consideradas falhas complexas as falhas de alto nível, ou 
seja, falhas que podem induzir novas falhas em outros agentes ou mesmo alastrar a 
mesma falhas para diferentes componentes do sistema protegido. 
 A criação destes comportamentos faltosos é a alteração do comportamento do agente na 
sua própria implementação. Isto porque, usualmente, parte-se do pressuposto que o modelo de 
comportamento do agente é totalmente conhecido. Essa é uma hipótese válida apenas para SMA 
fechados, os quais nem sempre existem em domínios reais. Para a escolha e implementação dos 
diversos comportamentos faltosos, tomou-se em consideração essencialmente a característica 





funcionalidades de negociação, optou-se pela implementação de micro-cenários gerando-se 
falhas ao nível da comunicação entre agentes. Estes comportamentos implementados serão 
apresentados mais adiante no respectivo cenário onde se inserem.  
 A outra grande questão é relativa às restrições criadas pela metodologia escolhida, porque, 
apesar de não estar previsto implementar-se nenhuma técnica de forma a tornar os cenários 
criados tolerante a falhas, o próprio testbed restringe o uso de algumas destas técnicas. 
Nomeadamente, no que toca às técnicas de diagnóstico, optou-se por trabalhar com o 
diagnóstico baseado em consistência, ao invés da abordagem baseada em falha. Optou-se 
também por técnicas após a ocorrência da falha. 
3.2.4 Métodos de Validação 
Estando a metodologia e o projecto apresentados, é necessário agora expor como foi feita a 
validação do trabalho realizado. Para tal usou-se o software R, uma ferramenta direccionada 
para estatística e criação de gráfica. Contudo, até se conseguir chegar a esta fase é necessário 
passar um determinado número de tarefas, como foi referido no fluxo de acções recomendadas 
anteriormente no capítulo. Este plano de acções tem como propósito obter e tratar a informação 
a ser trabalhada no R e, desta forma, conseguir adquirir os melhores resultados para a avaliação 
da técnica implementada.  
Porém, o propósito do trabalho não é a avaliação de diferentes técnicas de diagnóstico 
discutidas no capítulo anterior, mas apenas a criação do meio para tal. Assim sendo, toma-se a 
título de exemplo para a validação da dissertação dois métodos largamente aplicados para a 
avaliação de modelos. Estes métodos são as redes bayesianas e a validação cruzada.  
O uso destas técnicas é apenas exemplificativo, não tendo sido feita uma abordagem 
aprofundada das mesmas, servindo apenas de exemplo das potencialidades do próprio testbed. 
Portanto, o trabalho efectuado para a validação de um qualquer cenário foi genericamente o 
seguinte: 
1. Adicionar o ficheiro logging.properties na pasta onde o projecto se encontra. Este 
ficheiro contem as configurações default para a criação dos ficheiros .log. Optou-
se por seleccionar o nível do tipo .level = INFO, sendo apenas guardadas no 
ficheiro as mensagens impressas na consola. 
2. Implementação das mensagens a ser impressas, normalmente efectuando-se um 






3. Realizar o tratamento dos dados. Para tal foi implementado uma ferramenta em 
Java, que efectua o parser por cada ficheiro .log, através da leitura do mesmo e 
análise dos dados nele contido.  
4. Através desta análise, foi efectuada a estudo do resultado da ocorrência, ou seja, 
no caso de o comportamento ser o espectável, colocou-se essa ocorrência como ‘+’ 
– positiva. A verificar que, pelo contrário, o comportamento fuja ao normal, 
colocou-se essa ocorrência como ‘-’ – negativa. 
5. Com essas ocorrências foi gerado um ficheiro do tipo .data. Ficando do tipo:  
a. [Agente] [Acção/Mensagem Anterior] [Acção/Mensagem] [Resultado] 
6. Fazer a leitura dos dados na aplicação R. 
7. Comparação dos resultados obtidos com os resultados do cenário sem falha.  
A escolha das mensagens e consequente informação recolhida está detalhada na subsecção 
de cada cenário. Sucedendo o mesmo para a descrição do método para o tratamento de dados 
criado para cada cenário. 
Diagnóstico baseado em Modelos 
 
Sendo o objectivo do testbed proporcionar um meio de comparar diferentes sistemas de 
diagnóstico e os respectivos modelos associados, esta segunda parte da validação elucidará 
como tal é possível a partir dos cenários criados. As possíveis inferências a retirar dos diferentes 
modelos fica ao cabo do leitor, sendo esta validação meramente elucidativa das potencialidades 
do testbed. 
Para gerar os modelos usar-se-á o R como foi dito, mas explicitamente uma framework 
para ele desenvolvida designada de Rattle. Esta framework é uma interface gráfica para 
extracção de dados usando as potencialidades do R.  




Após a instalação dos pacotes associados surgirá uma nova janela com uma interface 
gráfica bastante intuitiva. O modo de gerar modelos consiste genericamente nos seguintes 
passos: 
1. Introdução do conjunto de dados gerados e selecção das variáveis 
2. Exploração dos dados para entender as distribuições  





4. Transformação dos dados de forma a gerar modelos 
5. Avaliação dos modelos 
 
Este fluxo de tarefas, assim como os testes criados, serão detalhadamente explicitados no 
capítulo de resultados. 
3.3 Os Cenários Simplistas 
Estando apresentados os motivos por detrás da escolha dos cenários, serão os mesmos 
apresentados seguidamente. 
3.3.1 Cenário 1 – Protocolo Contract Net 
A primeira prova de conceito lida com as questões de negociação e comunicação. Os 
protocolos Contract Net especificam a interacção entre agentes de uma negociação competitiva 
e autómata através do uso de contratos. Na sua essência, permite uma distribuição de tarefas 
entre grupos de agentes. Foi originalmente idealizada em 1980, e desde então, é usada em 
diversos domínios, sendo principalmente usada para criar mercados electrónicos de venda e 
compra de produtos. Dado que cada agente trabalha com interesse próprio, o resultado final 
poderá ser o melhor para os agentes envolvidos, mas não para o grupo no seu todo. Dada a sua 
relevância, este protocolo é considerado como essencial em qualquer implementação 
Multiagente, havendo por isso, necessidade de estudo, implementação e avaliação do mesmo.  
Por outro lado, dada a complexibilidade deste protocolo, possíveis transacções e própria 
natureza dos agentes, este cenário é bastante interessante de analisar do ponto de vista de 
implementação das técnicas tolerante a falhas. 
Em traços gerais, por cada protocolo Contract Net existem dois tipos diferentes de agentes, 
um Iniciador e um Participante, sendo que a qualquer altura, um agente pode funcionar como 
Iniciador, Participante ou qualquer um dos dois. O protocolo cria um meio para uma transacção, 
assim como tarefas de subcontratação. Neste sentido, os agentes Iniciadores funcionam como 
gerentes e os agentes Participantes como contratantes. Por exemplo, um agente Iniciador poderá 
ser um agente com a necessidade de comprar algum bem, sendo os Participantes, neste exemplo, 
agentes a querer vender esse bem.  
Os agentes devem passar por uma sequência já bem estabelecida para negociar cada 
contrato, sendo o protocolo composto pela sequência dos seguintes passos: 
1. O agente Iniciador envia um pedido de proposta, CFP – Call for Proposals. 
2. Todos os Participantes revêem os CFPs e licitam de acordo com os seus interesses. 






4. O Iniciador rejeita todas as outras licitações. 
 
A FIPA (Foundation for Intelligent Physical Agents) tem especificações para este 
protocolo, assim como para a comunicação entre os agentes, como é possível observar a sua 

















Este protocolo (e consequente cenário), insere-se no domínio dos SMA principalmente por 
permitir a negociação entre grupos de agentes. Relativamente ao domínio de aplicações reais, 
insere-se hipoteticamente, por exemplo, no mercado energético, nomeadamente na compra e 
venda de um determinado bem energético. Dada a competitividade destes mercados e volume 
financeiro que abrange, torna-se essencial que nada falhe aquando do seu funcionamento. Assim 
sendo, a implementação das técnicas de tolerância de falha e respectiva confirmação da 
confiabilidade dos mesmos é vista como essencial. Principalmente dada a natureza das falhas 
que se pretende estudar no testbeb proposto. Para tal, seleccionaram-se os seguintes micro-
cenários faltosos onde os agentes tomam decisões que fogem ao comportamento dito como 
espectável, com vista ao teste das técnicas de diagnóstico, por parte do utilizador, do presente 
testbed. 
 
Micro-Cenário de Falha 1 
Situação Correcta: Como se pode observar na Figura 5, o protocolo começa com o agente 
Iniciador a enviar a todos os participantes um CFP (Call For Proposal).  





Situação Faltosa: Este micro-cenário pretende recriar a situação faltosa em que o agente 
Iniciador inicia o protocolo com uma qualquer mensagem não entendida pelos Participantes. 
Sendo esta uma falha atómica, do tipo de comportamento, dado não respeitar o protocolo. 
 
Micro-Cenário de Falha 2 
Situação Correcta: Após o envio dos CPF’s, os agentes Participantes enviam as suas 
respostas, positivas ou negativas, cabendo ao agente Iniciador proceder à escolha da melhor 
proposta positiva respondendo a todos os agentes Participantes. 
Situação Faltosa: Outra falha atómica de comportamento esperado possível, recriada neste 
micro-cenário, é quando o agente Iniciador, após recepção das respostas dos agentes 
Participantes, aceita uma proposta rejeitada por um determinado agente Participante. 
 
Micro-Cenário de Falha 3 
Situação Correcta: Na mesma linha com o comportamento não esperado uso mencionado, 
após a recepção das respostas, o agente Iniciador procede à escolha da melhor proposta positiva, 
resposta a todos os agentes Participantes. 
Situação Faltosa: Assim sendo, outra situação possível é aquela na qual o agente Iniciador 
envia um outro CFP imediatamente após receber as propostas aceites e rejeitadas pelos agentes 
Participantes, não respeitando o protocolo. 
 
Micro-Cenário de Falha 4 
Situação Correcta: Após o envio do CFP por parte do agente Iniciador, os agentes 
Participantes devem proceder à licitação, ou não, consoante os seus interesses próprios. 
Situação Faltosa: Assim sendo, outra situação possível recriada é quando um agente 
Iniciador envia um CFP e um agente Participante responde à licitação com um outro CFP, mais 
uma vez não respeitando o protocolo supramencionado. 
 
Micro-Cenário de Falha 5 
Situação Correcta: O protocolo indica que o agente Iniciador procede à escolha da melhor 
proposta, adjudicando um contrato na sua resposta positiva ao respectivo agente Participante.  
Situação Faltosa: Este micro-cenário recria a falha atómica de comportamento esperado em 
que o agente Iniciador aceita mais que uma proposta. 
Validação 
 
Como foi referido anteriormente, embora a metodologia de validação já tenha sido 
genericamente apresentada, é necessário apresentar as especificações próprias de cada cenário. 





validação. Considerou-se que, dado o grande motivo do cenário ser a negociação e 
comunicação, seria necessário guardar exactamente essa informação. Para tal, por mensagem 
enviada, era guardada nos ficheiros .log: o agente que a enviou, o agente receptor e o método 
com a mensagem enviada.  
Com essa informação foi implementado um parser com o intuito de reestruturar a 
informação obtida, de forma a obter os melhores resultados possíveis na validação do cenário. 
Assim sendo, considerou-se que a melhor forma de conseguir o pretendido seria através da 
sequência de troca de informação e respectivo resultado da acção. Isto é, por ocorrência, 
guardou-se o agente emissor, o agente receptor, a ultima mensagem recebida, a mensagem 
enviada e o resultado do comportamento – positivo caso normal ou negativo no caso de 
ocorrência de falha. 
3.3.2 Cenário 2 – Mundo de Blocos 
A segunda prova de conceito representa um exemplo simples de um problema de 
planeamento. Este, mais uma vez disponível como exemplo já implementado da plataforma 
Jason, é representado por sete caixas organizadas por pilhas num dado ambiente. O exercício 
consiste em reordenar as caixas para uma determinada configuração, sendo que apenas se pode 
mover uma caixa do topo da pilha por vez, como se pode observar na seguinte sequência de 
figuras. 







Dadas as funcionalidades representadas por este problema e sua solução, este exemplo torna-se 
bastante interessante como prova de conceito para o objectivo da dissertação. Para a solução 
deste problema, implementou-se um agente inteligente que “move” os blocos de acordo com as 
heurísticas a ele apresentadas a priori. Sendo estas:  
 Apenas se pode mover um bloco de cada vez;  
 São apenas movíveis os blocos do topo das torres; 
 Os blocos movidos apenas podem ser deslocados para o piso ou para o topo de 
outra torre. 
Este exemplo, apesar da sua simplicidade, é bastante exemplificativo da funcionalidade de 
planeamento de tarefas, ou escalonamento de tarefas (Marinova, 2002). Esta funcionalidade, 
fundamental nos SMA, pode ser encontrada em qualquer sistema deste tipo. Nomeadamente, 
por exemplo, no caso da implementação do problema do Caixeiro Viajante, onde neste caso as 
tarefas seriam os possíveis caminhos a percorrer. Ou também num caso real mais 
exemplificativo, como seria o de um sistema de controlo de produção.  
Neste caso, hipoteticamente, teríamos um agente de planeamento de tarefas para o 
conjunto de linhas de produção, podendo haver vários níveis de abstracção, de acordo com a 
complexidade do sistema e respectivas restrições. Por exemplo, num sistema de controlo de 
produção automóvel, com elevada complexidade e com muitas restrições não-lineares, o 
problema poderia ser decomposto em processos de planeamento de alto-nível e processos de 
planeamento de baixo-nível. Desta forma o primeiro, de alto-nível, determinaria um plano de 
produção semi-óptimo de seis semanas. Contudo, este processo não tomaria em conta os vários 
problemas ou restrições não-lineares possíveis, tais como avarias e recepção tardia de material. 
Por outro lado, os processos de planeamento de baixo-nível, tomaria em atenção as restantes 
restrições fazendo o planeamento e coordenação das tarefas de baixo-nível. 
Dada a grande importância, e respectivo interesse, nesta funcionalidade, é fundamental 
proceder à implementação do testbed para o estudo das diferentes práticas de diagnóstico das 
técnicas de tolerância de falha. Portanto, fazem parte do testbed os seguintes micro-cenários, 
representando cinco diferentes situações faltosas. 
 
Micro-Cenário de Falha 1 
Situação Correcta: O protocolo indica que o agente Planeamento apenas pode mover os 
blocos que se encontrem no topo de uma pilha de blocos ou quando estes se encontrem livres. 
Situação Faltosa: O agente move um bloco qualquer de uma torre, não respeitando se o 






Micro-Cenário de Falha 2 
Situação Correcta: O protocolo indica que o agente apenas pode mover os blocos para o 
piso ou para o topo de uma torre. 
Situação Faltosa: O agente move um bloco, que se encontra no topo de uma torre, para o 
meio de uma torre. Não respeitando o terceiro requisito. 
 
Micro-Cenário de Falha 3 
Situação Correcta: Segundo o segundo e terceiro requisito do protocolo, o agente apenas 
pode mover blocos que se encontrem livres (ou no topo de uma torre), para o piso ou para o 
topo de uma outra torre. 
Situação Faltosa: O agente de planeamento faltoso move um bloco qualquer de uma torre 
para o meio de uma torre. 
 
Micro-Cenário de Falha 4 
Situação Correcta: O protocolo indica que o agente Planeador apenas pode mover blocos 
de acordo com os requisitos apresentados. 
Situação Faltosa: O agente “destrói” uma das caixas, desaparecendo esta do ambiente. 
 
Micro-Cenário de Falha 5 
Situação Correcta: Para proceder à reorganização das torres e, consequentemente, à 
obtenção dos objectivos finais, o agente Planeador deve mover os blocos seguindo os requisitos 
anteriormente apresentados. 
Situação Faltosa: Este micro-cenário recria a situação que o agente de planeamento não 
realiza qualquer movimento. 
Validação 
Para a validação deste cenário considerou-se essencial recolher as informações relativas ao 
comportamento do agente na reorganização dos blocos. Isto porque, sabendo as heurísticas pré-
estabelecidas, qualquer movimento que não correspondesse com estas seria considerado como 
comportamento faltoso. Portanto, por acção realizada, seria guardada a informação relativa ao 
movimento efectuado, e às alterações ocorridas no ambiente. Isto é, seria guardada a 
organização dos blocos após o movimento.  
Assim, os dados gerados após o tratamento dos mesmos foi o seguinte: 
 






Mais uma vez, com essa informação será gerado o diagnóstico através do método 
escolhido – as redes bayesianas, tal como referido na metodologia. 
3.3.3 Cenário 3 – Robot Doméstico 
Por último, a outra funcionalidade pretendida de estudar e implementar como cenário 
atómico é o planeamento de tarefas. Planos, para um agente, são como receitas para uma 
determinada acção. Desta forma, este planeamento deve ser realizado e executado de acordo 
com o pretendido, pois uma falha a este nível será catastrófico na execução do programa e, por 
consequência, na sua solução. Como prova de conceito para este cenário optou-se por 
seleccionar outro exemplo disponível pelos autores da plataforma.  
Neste cenário - Domestic Robot, existem três agentes que representam uma pessoa, um 
robot e um supermercado. Sucintamente, sempre que mandado pelo seu dono, o robot desloca-
se a um frigorífico buscando-lhe uma cerveja, havendo contudo algumas restrições.  
Dados os perigos inerentes ao álcool, o robot é responsável pelo controlo da quantidade de 
cervejas do seu dono. Por outro lado, o robot também é responsável pelo stock de bebidas, tendo 
que fazer um pedido para o supermercado sempre que necessário, como se pode observar no 
esquema de seguida apresentado. 
 
 






Podemos também observar, através do esquema, as acções necessárias para o robot 
alcançar as suas tarefas. Como por exemplo, para o dono – owner – obter a sua cerveja, o robot 
deve-se deslocar até ao frigorífico, abri-lo, pegar na cerveja, fechá-lo, deslocar-se até ao dono e 
entregá-la.  
Para além disso, este tipo de funcionalidade pode ser usualmente encontrada em qualquer 
SMA, como por exemplo, na implementação da coordenação de patrulhas em situação de 
resgate. Por outro lado, um importante aspecto nesta funcionalidade é que os agentes, de forma 
a procederem a esta coordenação de uma forma efectiva, o fazem com vários de níveis de 
abstracção. Por exemplo, uma equipa de agentes, que têm como propósito resgatar pessoas num 
cenário de catástrofe, devem proceder inicialmente a uma reorganização de forma a seleccionar 
os agentes que iniciarão as buscas por cada parte da cidade. Dentro de cada grupo de agentes, 
haverá uma outra acção coordenativa para decidir a posição exacta de cada agente. Para além 
disto, há o aspecto hierático inerente à coordenação.  
A natureza destes problemas e seu uso em casos reais, serve como justificativa para estudo 
das técnicas de diagnóstico pretendido com este testbed. Assim sendo, como prova de conceito, 
os micro-cenários seguem a mesma lógica do caso anterior. São implementados cinco micro-
cenários representando cinco falhas de comportamento esperado, sendo estes: 
 
Micro-Cenário de Falha 1 
Situação Correcta: O agente que representa o robot, quando receber a ordem dar uma 
cerveja ao dono deve seguir uma sequência bem estabelecida de acções – deslocar-se até ao 
frigorífico, abri-lo, tirar uma cerveja, fechar o frigorífico e por último, deslocar-se até ao dono. 
Situação Faltosa: O agente que representa o robot, ao executar o plano de obter uma 
cerveja ao frigorífico, não respeita a sequência de acções, tentando obter uma cerveja do 
frigorífico sem este estar aberto. 
 
Micro-Cenário de Falha 2 
Situação Correcta: Quando o agente Robot se apercebe da falta de cerveja no frigorífico, 
faz um pedido de cinco cervejas para o agente que representa o supermercado. 
Situação Faltosa: Neste cenário, o robot faz continuamente pedidos de cerveja, mesmo 
estando esta já disponível no frigorífico. Não executando os planos a priori definidos. 
 
Micro-Cenário de Falha 3 
Situação Correcta: Após o envio de um pedido de cerveja para o supermercado, este deve 





Situação Faltosa: O robot faz um pedido ao supermercado, mas não recebendo uma 
resposta por parte do supermercado e ficando por sua vez esperando indefinidamente à espera 
da mesma.  
 
Micro-Cenário de Falha 4 
Situação Correcta: Após obter a cerveja, o agente Owner deve beber a mesma antes de 
poder proceder a qualquer outro tipo de acção ou pedido para o agente robot. 
Situação Faltosa: Após receber uma cerveja, o agente Owner volta a fazer um pedido para 
o robot buscar mais uma cerveja, não executando o plano. 
 
Micro-Cenário de Falha 5 
Situação Correcta: O agente Robot faz a contabilidade de cervejas bebidas pelo seu dono, 
limitando-as a 10 cervejas por dia, comunicando-lhe quando este atinja esse limite. 
Situação Faltosa: Por último, este micro-cenário recria a situação em que o robot não 
respeita o limite e continua a dar cervejas ao dono. 
Validação 
Neste cenário, e respectivos micro-cenários, coleccionou-se a informação relativa a todas 
as acções e mensagens trocadas durante a execução do sistema. Ficando normalmente com o 
formato: 
 
 [agente] [Acção/Mensagem] 
 
Consequentemente, com essa informação, foi necessário fazer o traçado de acções de 
forma a se poder dizer se o comportamento observado foi o correcto ou não. Após essa 
verificação, o ficheiro .data ficou com seguinte formato: 
 
 [agente] [Acção/Mensagem Anterior] [Acção/Mensagem] [Resultado] 
 
Com essa informação foi possível gerar o grafo acíclico com o fluxo de informação, 
através de uma rede Bayesiana, tal como foi referido no subcapítulo da validação. 
  







Estudo do Caso Industrial 
Este capítulo aborda as questões relativas ao quarto cenário desenvolvido. Como foi dito, 
este contextualiza-se num domínio real, neste caso no domínio industrial. Apresentar-se-á uma 
introdução ao domínio industrial, às suas características e ao estado de arte das aplicações 
Multiagente neste domínio. Por último, será apresentado o trabalho realizado, com as 
especificações do cenário e respectiva validação. 
4.1 Domínio Industrial 
Os sectores da manufactura têm sofrido alterações significativas ao longo das últimas 
décadas. Nomeadamente na mudança de uma economia local para uma global, e muito 
competitiva. Com uma procura muito customizada de produtos por parte dos mercados, a um 
custo reduzido e com ciclos de vida igualmente reduzidos (Maturana, 1999) (Leitão, 2008). 
Desta forma, houve alterações consideráveis a nível dos requisitos, nomeadamente a nível da 
qualidade, resposta, agilidade e flexibilidade, que são cruciais para a sobrevivência das 
empresas nestes novos mercados. Tradicionalmente, os sistemas de controlo dos sistemas 
industriais não foram desenhados e implementados para exibir e responder a estes requisitos, 
visto serem construídos sobre uma estrutura de controlo centralizada e hierárquica, que 
apresenta uma boa optimização da produção, mas uma fraca resposta a mudança dada a sua 
rigidez e centralização dessas estruturas. Este tipo de organização tende, normalmente, a levar a 
situações onde o sistema falha por uma única falha num determinado ponto da hierarquia do 
sistema (Schoop, Colombo, & Neubert, 2006).  




Desta forma, o desafio passa por desenvolver estes sistemas de controlo e gestão de uma 
forma colaborativa e reconfigurável, que suportem a cooperação, integração, coordenação e 
consciência. 




3. Hierárquica modificada; 
4. Heterárquica.  
A primeira é caracterizada pelo seu único nó de decisão, onde todas as funções de 
processamento de informação e planeamento estão concentradas. Esta arquitectura apresenta um 
melhor controlo na optimização, mas um fraco desempenho a nível da velocidade de resposta, 
tolerância a falhas e expansibilidade.  
O segundo tipo tem vários níveis de controlo, que permitem a distribuição das tomadas de 
decisão, introduzindo uma melhor robustez e eficiência. Contudo, a presença de distúrbios no 
sistema reduz significativamente a performance.  
O tipo de arquitectura hierárquica modificada tenta melhorar a resposta a estes distúrbios, 
mantendo as características do modelo anterior e acrescentando a interacção entre os módulos 
no mesmo nível hierárquico.  
Na última arquitectura, a estrutura cliente-servidor já não se aplica, permitindo uma 
excelente performance contra os distúrbios, sendo a optimização global reduzida, visto a tomada 
de decisões ser local e autónoma, sem uma visão global do sistema. A expansibilidade é fácil, 
dado ser apenas necessário modificar alguns módulos ou adicionar novos módulos no sistema 
de controlo (Diltis, Boyd, & Whorms, 1991). 
Estas tais mudanças na indústria levaram a um novo paradigma designado Sistemas de 
Manufactura Reconfiguráveis (RMS, Reconfigurable Manufacturing Systems), que surge dada a 
necessidade criada com as mudanças rápidas nos mercados e introdução de novas tecnologias 
(Koren, Heisel, Jovane, & Moriwaki, 1999). Um sistema RMS é desenhado para um ajuste 
rápido da capacidade de produção e funcionalidade, como resposta às novas circunstâncias 
criadas por estas mudanças já referidas, através de um reajustamento ou mudança de 
componentes. Estes sistemas são cada vez mais reconhecidos como um novo requerimento para 
um crescimento global da economia (Koren & Ulsoy, Vision, Principles and Impact of 
Reconfigurable, 2002)(Chair, Huang, Sarin, & Sturges, 2007). 




Os sistemas de Controlo da Produção 
Os sistemas de controlo dos sistemas industriais têm como principal função fazer a gestão 
e controlo das actividades físicas numa fábrica, executando os planos de manufactura, dados 
pelo sector de planeamento, e fazendo a monitorização do sistema. Este planeamento determina 
o que se produz, quanto se produz, quando a produção começa e acaba, como e quando usar os 
recursos, o planeamento da sequência de trabalhos, etc. (Baker, 1998). A abordagem tradicional 
destes sistemas baseia-se nas estruturas de controlo centralizada ou hierárquica, apresentando 
como já foi referido, boas características a nível da produtividade, mas não sendo ideias e 
adequadas às já referidas mudanças do sector, principalmente a nível da flexibilidade, 
expansibilidade, agilidade e re-configurabilidade (Leitão, 2008).  
Segundo Leitão e Colombo (2006), uma nova classe de sistemas de controlo industriais 
inteligentes e distribuídos são necessários, onde: 
 
1. Usando uma abordagem distribuída, um problema complexo pode ser dividido em 
vários problemas de menor dimensão, sendo cada um, mapeado em uma unidade 
de controlo; 
2. Cada unidade de controlo é autónoma, tendo os seus próprios objectivos, 
conhecimentos e capacidades; 
3. As decisões de controlo global (e.g. o escalonamento, monitorização e 
diagnóstico) são determinados por mais que uma unidade de controlo, interagindo 
de uma forma colaborativa, de forma a atingir uma decisão da produção; 
4. Algumas unidades de controlo estão conectadas com máquinas físicas autónomas; 
5. Cada unidade de controlo apresenta as diversas características, sendo elas, a re-
configurabilidade, robustez, capacidade de conexão, capacidade de aprendizagem 
e re-usabilidade.    
Neste sentido resultam diversos paradigmas que surgem como possibilidade de resposta a 
esta nova classe de sistemas de controlo, sendo exemplos delas, um sistema de controlo baseado 
em sistemas Multiagentes ou um sistema de controlo holónico. 
4.2 Sistema Multiagentes Aplicado as Indústrias 
Tendo sido referidas as características dos SMA, é possível entender como estes permitem 
a tal nova abordagem necessária aos sistemas de controlo industriais, tanto a nível da 
modularidade, descentralização e características das estruturas dinâmicas e complexas 
(Maturana, 1999). Nos SMA, dado que cada agente tem uma visão parcial do ambiente, o 
agente necessita de poder comunicar de forma a atingir o pré-determinado objectivo ou resolver 




um problema. Desta forma, é essencial que os agentes consigam comunicar entre si. Para além 
disso, é necessário que estes sejam capazes de aprender, de forma a se adaptarem ao ambiente e 
às suas mudanças. A Figura 8 ilustra um pequeno exemplo de como o controlo de produção 
funciona usando agentes (Leitão, 2008). 
 
 
Este exemplo inclui: um agente de planeamento que corre em um IPC (Industrial Personal 
Computer), que é responsável pelo supervisionamento da execução de operações; três agentes-
máquina, que representam três computadores de controlo numérico (CNC) e um agente de 
transporte que representa um AVG (Auto-guided vehicle). Inicialmente, o agente pergunta aos 
agentes-máquina quem tem recursos e capacidade para executar uma determinada tarefa. 
Independentemente, cada agente-máquina verifica as suas capacidades e disponibilidade e 
responde. O primeiro responde negativamente dado estar fora de serviço. O segundo agente-
máquina responde dizendo que não tem disponibilidade para executar, respondendo o terceiro 
positivamente à pergunta imposta. No final da negociação, o agente de planeamento aloca a 
operação na máquina #3 e negoceia com o agente de transporte. De salientar que este sistema é 
independente do número de máquinas no sistema, e independente da adição ou remoção de 
novas máquinas. 
 
Figura 8 - Aplicação de agentes industriais (Leitão, 2008) 




4.3 Estudo de Caso: Automatic Robots 
O caso prático implementado como cenário complexo do projecto encontra-se mais uma 
vez inserido nos exemplos, disponibilizados pelos autores, da plataforma Jason. Este cenário 
respeita os requisitos a priori definidos no âmbito da dissertação, inserindo-se no domínio 
apresentado nos sectores antecedentes deste respectivo capítulo, servindo como metáfora de 
uma aplicação bem real nos sistemas industriais. Imagine-se, por exemplo, a existência de 
robots inteligentes que devem proceder à distribuição de materiais de stock numa determinada 
fábrica. 
Resumidamente, este cenário é composto por um agente “construtor” localizado no centro 
da grelha, representando um ambiente espacial. Este agente é responsável pela construção de 
um determinado bem, precisando para tal de três tipos diferentes de recursos, sendo estes 
recursos necessários por uma determinada ordem. Para a obtenção dos recursos existem três 
agentes mineiros, representados na implementação gráfica por blocos a negro com as letras A, B 
e C, sendo responsáveis não só pela obtenção dos recursos, como da procura das minas. Esta 
busca é efectuada em distintas direcções pelos três agentes: 
 O agente A dirige-se da esquerda para a direita, da parte superior para a inferior; 
 O agente B dirige-se da direita para a esquerda, e da parte inferior para a parte 
superior; 
 Enquanto o agente C procura do topo para a parte inferior, e da esquerda para a 
direita. 
Como representação da ideia de exploração do recurso, os agentes apenas apreendem a 
existência, ou não, de um recurso quando este se encontra numa determinada localização da 
grelha. Da mesma forma, o agente consegue distinguir o tipo de recurso disponível na mina. No 
caso de este ser do tipo necessário para uma dada fase da construção, o agente mineiro faz a 
recolha de uma unidade do recurso e leva esta até ao agente Construtor, voltando de seguida 
para a posição onde a mina foi encontrada (estando esta mina limitada a cinco unidades de um 
certo tipo de recurso). 
Inicialmente os agentes Mineiros têm como objectivo a obtenção do recurso do tipo 1, 
sendo que, quando sejam atingidas as quantidades necessárias, o agente Construtor envia uma 
ordem para a recolha do seguinte tipo de recurso, e respectivamente. Quando a obra é concluída, 
o agente Construtor comunica a todos os outros agentes um pedido para estes procederem à sua 
recolha junto à localização do agente Construtor. 
Assim sendo, como prova de conceito, os micro-cenários seguem a mesma lógica do caso 
anterior. São implementados cinco micro-cenários representando cinco falhas de 
comportamento esperado, sendo estes: 





Micro-Cenário de Falha 1 
Situação Correcta: O agente Construtor, após a obtenção do primeiro recurso necessário, 
deve fazer o pedido aos restantes agentes para a obtenção do segundo recurso. Este pedido deve 
ser do tipo: .broadcast(achieve, search_for(R+1)). 
Situação Faltosa: O agente Construtor comunica pedidos errados aquando da necessidade 
de um novo recurso, sendo a falha de alto nível o facto de a obra não ser completada porque não 
se obter os recursos necessários. 
 
Micro-Cenário de Falha 2 
Situação Correcta: Após a obtenção de um recurso, os agentes Mineiros devem levar esse 
para a posição onde o agente Construtor se encontra – pos(15,15). Caso contrário a obra não é 
terminada visto o agente Construtor não obter os recursos necessários. 
Situação Faltosa: Neste cenário, os agentes Mineiros levam os recursos obtidos para um 
local errado. 
 
Micro-Cenário de Falha 3 
Situação Correcta: Como foi mencionado, a obtenção dos recursos deve seguir uma 
determinada ordem. Se tal não se verificar, o agente Construtor fica indefinitamente à espera do 
primeiro recurso necessário. 
Situação Faltosa: Os agentes Mineiros começam por procurar o recurso errado, pelo que o 
agente Construtor não pode começar a obra. 
 
Micro-Cenário de Falha 4 
Situação Correcta: Após a obtenção da quantidade necessária para um determinado recurso, 
o agente Construtor envia uma ordem com o novo recurso necessário. Cabe aos agentes 
Mineiros interpretar essa mensagem e actualizar os seus objectivos. 
Situação Faltosa: Os agentes Mineiros, após receberem as ordens com o novo pedido, não 
actualizam o objectivo do novo recurso. 
 
Micro-Cenário de Falha 5 
Situação Correcta: Após a obtenção da quantidade necessária para um determinado recurso, 
o agente Construtor envia uma ordem com o novo recurso necessário. Sendo esta ordem do tipo 
.broadcast(achieve, search_for(R+1)).  
Situação Faltosa: O agente Construtor faz o pedido pelo novo recurso de um modo erróneo 
(tell em vez de achieve), pelo que, dada a natureza do pedido os agentes Mineiros não executam 
a ordem. 
 





A validação deste caso de estudo segue a mesma lógica dos anteriores, sendo as 
informações referentes a tudo que tenha influência no sistema, e no objectivo final – a 
conclusão da obra. Para tal recolheram-se as informações referentes às mensagens trocadas, e à 
execução de cada acção. Com essa informação gerou-se o ficheiro com os dados tratados para o 
carregamento dos mesmos na R. Este ficheiro contém a informação referida, com o 
encadeamento da mesma, ficando com o seguinte formato: 
 [ag][needed][looking][type][previous][after][result] 
Onde [ag] representa o agente da ocorrência, [needed] representa o recurso necessário no 
momento, [looking] o recurso que o agente Mineiro está à procura, [type] representa o tipo de 
informação (onde MSG significa ocorrência do tipo mensagem e ACTION do tipo acção). 
[previous] representa a acção realizada anteriormente, [after] a acção/mensagem a ser 
executada na ocorrência e por último, [result] o comportamento verificado na ocorrência. 
Com a informação é possível gerar o fluxo de informação, e através da framework rattle, 
fazer a aprendizagem dos modelos para respectiva avaliação. Os resultados obtidos e respectivas 
conclusões estão disponíveis no próximo capítulo. 
  






Validação do Testbed 
Este capítulo apresenta os resultados obtidos a partir da validação do caso de estudo, e 
respectiva explicação dos mesmos. 
5.1 Caso de estudo: Automatic Robots 
5.1.1 Importação dos dados e análise dos mesmos 
Após o tratamento da informação, optou-se pelo R como ferramenta de validação do 
testbed. Dada a extensão do mesmo e visto a metodologia de validação ser igual para todos os 
cenários, apenas ser discutirá os resultados obtidos no caso de estudo proposto. Como foi 
referenciado, este será um reflexo das características propostas em cada um dos cenários 
simplistas servido desta forma, para além de caso de estudo, como prova de conceito da 
dissertação. 
Seguindo os passos descritos no subcapítulo da validação, é possível fazer a importação 
dos dados através do método: 
 cenario <- read.csv("cen_4.csv”,head=TRUE ,sep='\t') 
 
Este método coloca o conjunto de dados sobre a variável cenario. No que toca à presente 
validação, usou-se o conjunto de dados referentes a todos os micro-cenários, incluindo o caso 




correcto. Será a partir deste conjunto de dados que se fará a aprendizagem dos modelos e 
consequente avaliação. 
A partir da framework rattle podemos começar a retirar algumas informações bastante 
interessantes no âmbito do diagnóstico de falhas. De relembrar que conceito de diagnóstico 
elegido para a presente dissertação incluí a fase de detecção, assim sendo uma das primeiras 
inferências passiveis de retirar é a classificação da falha.  
Usando o método summary podemos ter uma visão geral do conjunto de dados, sendo 
obtida a seguinte informação: 
         ag                            needed    
 [builder]:6   [resource_needed(1)]             :117   
 [col1]   :73   [resource_needed(2)]            :57   
 [col2]   :79   [resource_needed(3)]           :33   
 [col3]   :53   builder[BUILDING_FINISHED]:4   
                                                 
                       looking                    type     
 [resource_needed(1)]      :142   [ACTION]:190   
 [resource_needed(2)]      : 33   [MSG]   : 21   
 [resource_needed(3)]      : 33                  
 builder[BUILDING_FINISHED]:  3                  
                                previous                           after                  result  
 [RESOURCE_DROPPED_1]                :42   [TAKING_TO_BUILDER]     :72        - : 24   
 [TAKING_TO_BUILDER]                    :28   [MOVING_TOWARDS_(15,15)]:25   +:187   
 [MOVING_TOWARDS_(15,15)]           :22   [RESOURCE_DROPPED_1]    :15           
 [RESOURCE_DROPPED_2]               :12   [+resource_needed(3)]   : 6           
 [RESOURCE_DROPPED_3]               :10   [RESOURCE_DROPPED_2]    : 4           
 [.broadcast(achieve,search_for(3))]    : 9    [+resource_needed(1)]   : 3           
 (Other)                                  :88     (Other)                 :86           
 
Será a partir destes dados que se poderá criar as seguintes distribuições de probabilidades. 
Aplicando a validação cruzada dos parâmetros com o resultado é possível obter o seu 
cruzamento com o resultado por cada variável. É possível executar este procedimento no rattle 
através do Cross Tab, sendo obtido uma lista extensa com todas as ocorrências cruzadas com o 
result.  
Dada a extensão desses dados apenas se apresentará os dados relativos ao cruzamento entre 
a variável type e result.  






 [Action]  [MSG]  
 - + Total  - + Total  
Nº de Ocorrências 16  174 190 8 13 21  
Nº Expectado  21.6 168.4  2.4 18.6   
Contribuição χ2 1.457 0.187  13.18 1.692   
Tabela 1 - Cross Tab (Type com Result) 
 
Um dos procedimentos estatísticos passíveis de executar é o teste chi-quadrado de Pearson, 
cujos resultados são avaliados por referência à distribuição chi-quadrado. Para o caso 
seleccionado obteram-se os seguintes resultados para um grau de liberdade p = 1: 
χ2 = 16.5181 retirando-se um valor-p = 0.00004818784 
O valor-p é o valor estatístico usado para sintetizar o resultado de um teste de hipóteses. 
Por outras palavras, assumindo como verdadeira a hipótese nula, é a probabilidade de se obter o 
mesmo ou mais extremo, valor estatístico de teste quanto aquela observada em uma amostra. 
Significando que há uma probabilidade de 0.0048% da hipótese nula ser verdadeira, o que nos 
permite concluir que se a distribuição fosse dada ao acaso, teríamos uma probabilidade de ter a 
mesma distribuição apenas 0.0048% das vezes. Com isso podemos inferir que a hipótese nula é 
incorrecta e também que as variáveis são dependentes.  
Para além disso, podemos também fazer as distribuições das variáveis, como por exemplo: 
 
Figura 9 - Mosaico entre as variáveis type e result 




Apesar de este gráfico ser meramente ilustrativo, podemos desde já inferir que no conjunto 
de dados apresentado, há uma maior percentagem de falhas do tipo mensagem. Com estas 
informações de base podemos começar a construir os modelos. 
 
5.2 Construção dos modelos 
Técnicas de classificação são abordagens sistemáticas para construir modelos de 
classificação. Existem diversas técnicas, desde Árvore de Decisão, Random Forest, Máquina de 
Vectores de Suporte (SVM), Rede Neural, entre outros. Sendo que cada técnica utiliza um 
algoritmo de aprendizagem de forma a identificar o modelo que melhor encaixe nas relações 
entre o conjunto de variáveis e a etiqueta da classe – positivo ou negativo.  
Este modelo gerado pelo algoritmo de aprendizagem deve não só ser apropriado para o 
conjunto de dados, como deve correctamente prever os resultados da classe. Assim sendo, o 
principal objectivo destes modelos é fazer a melhor previsão do resultado a partir de um 
conjunto qualquer de dados do sistema. 
Desta forma, a abordagem para a construção dos modelos começa pela indução de um 
conjunto de dados de treino. Através do algoritmo de aprendizagem seleccionado, é feita a 
aprendizagem do modelo, e consequente construção. A partir de um conjunto de dados de testes 
é possível fazer as deduções dos resultados, e consequente avaliação do modelo. 
A avaliação baseia-se na contagem das deduções correctas e incorrectas pelo modelo. Estas 
contagens são tabuladas numa tabela conhecida pela Matriz de Confusão (ou erro). Apesar de 
esta matriz nos dar as informações necessárias para determinar o quão bem o sistema funciona, 
resumir essa informação em apenas uma variável poderá ser mais conveniente para comparar 
diferentes modelos. A métrica usada neste sentido é denominada de precisão, definida como, 
 
          
                             
                         
 
 
Ou num sentido inverso pela Taxa de Erro, 
              
 
                           
                         
 
 
De seguida serão apresentados estes resultados para cada modelo testado. 




5.3 Avaliação dos Modelos 
Como foi referido, a avaliação dos modelos é normalmente feita através das métricas 
anteriormente apresentadas. Desta forma, antes de se poder calcular estas taxas é necessário 
calcular a Matriz de Confusão por modelo. O rattle consegue fazer este cálculo 
automaticamente, tendo sido obtidos os seguintes resultados: 
 
Modelo de Árvores de Decisão: 
 






    - + 
     -   19 5 
     +    6 181 
Tabela 2 - Matriz de Confusão do Modelo Árvores de Decisão 
 
Precisão = 
   
     = 94.78% 
 
 
Modelo Random Forest: 
 






    - + 
     -   12 12 
     +    0 187 
 
Tabela 3 - Matriz de Confusão do Modelo Random Forest 
 
Precisão = 
   
















    - + 
     -   16 8 
     +    0 187 
 
Tabela 4 - Matriz de Confusão do Modelo SVM 
 
Precisão = 
   
     = 96.20% 
 
Modelo Redes Neurais: 
 






    - + 
     -   24 0 
     +    0 187 
 
Tabela 5 - Matriz de Confusão do Modelo Redes Neurais 
 
Precisão = 
   
     = 100% 
5.4 Conclusões 
Neste capítulo foi feita uma demonstração do uso do testbed através da validação do caso 
de estudo: Automatic Robots. Para o sistema criado, a melhor técnica para o diagnóstico de 
falhas é através do uso de um modelo baseado em Redes Neurais, como é possível de se 
verificar pelas Precisões apresentadas.  
Como foi referenciado, este estudo apenas é meramente ilustrativo, não tendo sido 
realizado exaustivamente. O propósito deste capítulo foi apenas ilustrar o uso do testbed, 
fazendo-se a validação do trabalho proposto, e desta forma apresentar-se uma possibilidade para 
efectuar os estudos comparativos.  




A metodologia proposta revela bons resultados, sendo os objectivos traçados inicialmente 
cumpridos com rigor. Contudo, para uma validação mais completa da metodologia seria 
interessante fazer-se o estudo dos resultados por cada variável do conjunto de dados. Desta 
forma seria possível atribuir uma importância às mesmas, e desta forma, a respectiva 
classificação das falhas. Ademais, seria interessante fazer-se o mesmo estudo por micro-cenário, 
permitindo desta fazer-se uma possível distinção do melhor modelo por cenário faltoso. 
De qualquer forma, conclui-se que o testbed proposto possibilita uma avaliação 
quantitativa das técnicas de diagnóstico de falhas em SMA dentro de quatro cenários vistos 
como relevantes no âmbito dos SMA e do domínio previsto. Assim, conclui-se também que o 







Este capítulo apresenta as conclusões da presente dissertação. Será dividido em 
subcapítulos referentes às observações finais, principais contribuições com o trabalho realizado, 
possibilidade de desenvolvimentos futuros e, por último, as lições aprendidas. 
6.1 Observações Finais 
Através do capítulo de resultados é possível ter uma visão geral da utilização do testbed. 
Como foi referenciado, no caso de estudo e com as variáveis, agente, recurso necessário, 
recurso procurado, tipo, mensagem/acção anterior, mensagem/acção seguinte e resultado, 
concluiu-se que o modelo mais apropriado para o diagnóstico de falha seria através das Redes 
Neurais.  
Contudo, este estudo foi meramente ilustrativo do funcionamento do testbed. Servindo 
apenas como validação do mesmo e de certa forma como um potencial guia para o utilizador. 
Como é óbvio, os resultados poderão ser diferentes com a utilização de outras variáveis, sendo 
esse o propósito do testbed – a comparação de diferentes técnicas de diagnóstico e respectivo 
modelo. Como o próprio modelo depende dos conjuntos de dados do qual é feita a sua 
aprendizagem, assim como das variáveis seleccionadas, estes dados são de uma importância 
vital para um bom funcionamento do diagnóstico.  
Com isto em mente, através dos resultados obtidos, conclui-se que o testbed poderá ser 
uma ferramenta útil para o auxílio da avaliação quantitativa de técnicas de diagnóstico de falhas 





6.2 Principais Contribuições 
O estado de arte verificado sobre as técnicas de tolerância de falha em sistemas 
Multiagente encontra-se todavia bastante incompleto, principalmente no que toca às técnicas de 
monitoramento e diagnóstico de falhas. Foi baseado nesta constatação que se proporcionou esta 
dissertação e o trabalho realizado, e através deste que se contribuiu de uma forma positiva para 
o desenvolvimento do estado de arte nas áreas mencionadas. O trabalho desenvolvido é 
inovador na medida que é o primeiro testbed para o auxílio da avaliação de técnicas de 
diagnóstico de falhas para sistemas Multiagente.  
Este poderá ser um pequeno passo para o crescimento desta tecnologia e da sua 
confiabilidade. Contudo, com o presente testbed e com os possíveis desenvolvimentos futuros 
será possível haver um progresso a nível da segurança dos SMA, e através da possibilitação de 
métodos de teste mais acessíveis, esta tecnologia poderá ser aceite a larga escala.  
 
6.3 Desenvolvimentos Futuros 
Apesar do objectivo final da dissertação ter sido completado, existe todavia muito 
potencial nesta área e no próprio testbed desenvolvido. Uma das principais melhorias possíveis 
seria a utilização de uma maior diversidade de tipo de falhas, dado que apenas se utilizou falhas 
do tipo de comportamento esperado.  
Para além disso, seria interessante fazer-se o estudo no diagnóstico, se o sistema, para além 
de se verificar um comportamento correcto, se encontra uma boa optimização. Isto poderia ser 
possível através da criação de mais uma classe que fizesse a avaliação do sistema em relação à 
aproximação (ou não) do seu objectivo final. Por outras palavras significaria que seria feita uma 
análise do comportamento do sistema em relação ao seu objectivo, como por exemplo no Blocks 
World, caso o agente se estivesse a desviar do objectivo final, esta classe devolveria um valor 
negativo. 
Um dos desenvolvimentos futuros com maior potencial neste domínio é a aplicação de 
injecção de falhas em run-time em sistemas Multiagente através da plataforma open-source 
Jason. Desta forma, fazendo-se a implementação de um módulo de injecção de alguns tipos de 
falhas e um módulo de avaliação de diagnóstico, seria possível fazer-se uma comparação em 
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