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Abstract
We prove new lower bounds on quantum bounded
error communication complexity. Our methods
are based on the Fourier transform of the con-
sidered functions. First we generalize a method
for proving classical communication complexity
lower bounds developed by Raz [27] to the quan-
tum case. Applying this method we get a
Ω(n/ log n) lower bound for the bounded error
quantum communication complexity of a func-
tion, which has a nondeterministic quantum pro-
tocol with communication O(log n). We develop
several other Fourier based lower bound methods,
notably showing that
p
s(f)/ log n, for the aver-
age sensitivity s(f) of a function f , yields a lower
bound on the quantum bounded error commmu-
nication complexity of f(x ^ y  z), where x is a
Boolean word held by Alice and y, z are Boolean
words held by Bob. Other bounds are given in
terms of the size and height of a single Fourier
coecient and of the entropy of the squared di-
agonal Fourier coecients or of the squared sin-
gular values of the communication matrix. We
apply our methods to a series of functions that
are related to the disjointness problem, and prove
the rst large lower bounds on the bounded er-
ror quantum communication complexity of func-
tions, for which a polynomial quantum speedup
is possible. Previously the only general method
that has been applied to prove lower bounds on
bounded error quantum communication complex-
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ity has been the discrepancy bound. We show
that for all the functions we investigate, and for
all distributions on their inputs, the discrepancy
bound is only O(log n). This follows from a char-
acterization of the discrepancy bound in terms
of (quantum or classical probabilistic) protocols
with weakly unbounded error.
1 Introduction
Quantum mechanical computing and communi-
cation has been studied extensively during the
last decade. Communication has to be a phys-
ical process, so an investigation of the properties
of physically allowed communication is desirable,
and the fundamental theory of physics available
to us is quantum mechanics.
The theory of communication complexity deals
with the question how ecient communication
problems can be solved and has various ap-
plications to lower bound proofs for other re-
sources (an introduction to (classical) communi-
cation complexity can be found in [22]). The com-
munication complexity approach to lower bounds
consists of reducing a lower bound for some re-
source in a computational model to a communica-
tion complexity lower bound, several techniques
for proving these are available, see [22] for many
examples.
In a quantum protocol (as dened in [31]) two
players Alice and Bob each receive an input, and
have to compute some function dened on the
pair of inputs cooperatively. To this end they ex-
change messages consisting of qubits, until the re-
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sult can be produced by some measurement done
by one of the players (for surveys on quantum
communication complexity see [29, 5, 19]).
Unfortunately so far only few \applicable" lower
bound methods for quantum protocols are known:
the logarithm of the rank of the communication
matrix is known as a lower bound for exact (i.e.,
errorless) quantum communication [6, 7], the (in
applications often weak) discrepancy method can
be used to give lower bounds for protocols with
error [21]. Another method for protocols with
bounded error requires lower bounds on the min-
imum rank of matrices approximating the com-
munication matrix, and has not been applied suc-
cessfully so far [7].






It follows from known results about the dis-
crepancy of the inner product function under
the uniform distribution, that quantum proto-
cols for IPn with error 1/2 −  have complexity
Ω(n/2− log(1/)), see [21] (actually only a linear
lower bound assuming constant error is proved
there, but minor modications give the stated re-
sult). The inner product function appears to be
the only explicit function, for which a large lower
bound on the bounded error quantum communi-
cation complexity has been published so far (see
also [9]).
In this paper we prove new lower bounds on the
bounded error quantum communication complex-
ity of some functions, these bounds are exponen-
tially bigger than the bounds obtainable by the
discrepancy method. Note that we do not con-
sider the model of quantum communication with
prior entanglement here (which is dened in [8]).
Most of our bounds are given for functions related
to the disjointness problemDISJn, in which both
players receive an incidence vector of a subset of
f1, . . . , ng and have to decide whether the sets are
not disjoint:
W
(xi ^ yi), one of the most impor-
tant communication problems. By an application
of Grover’s search algorithm [14] to communica-
tion complexity given in [6] an upper bound of
O(
p
n log n) holds for the bounded error quantum
communication complexity of DISJn. DISJn
can be considered as a complete problem for clas-
sical nondeterministic communication complexity
[1]. The quantum protocol for DISJn yields the
largest gap between quantum and classical com-
munication complexity known so far for a total
function, because the probabilistic communica-
tion complexity of DISJn is Ω(n) [18] (exponen-
tial gaps between quantum and classical commu-
nication complexity are only known for partial
functions, see [28, 6]). Currently no superloga-
rithmic lower bound on the bounded error quan-
tum communication complexity of the disjoint-
ness problem is known, except when strong re-
strictions on the interaction are imposed [20] or
when the error probability is extremely small [7].
The discrepancy method does not give ω(log n)
bounds for disjointness. Thus it is important to
nd stronger lower bound methods.
Our results are as follows. First we generalize a
lower bound method developed by Raz [28] for
classical bounded error protocols to the quantum
case. The lower bound is given in terms of the
sum of absolute values of selected Fourier coe-
cients of the function. To be able to apply this
method we have to decompose the quantum pro-
tocol into a \small" set of weighted monochro-
matic rectangles, so that the sum of these ap-
proximates the communication matrix. Opposed
to the classical case the weights may be negative,
but all weights have absolute values between 0
and 1.
Applying the method we get a lower bound of
Ω(n/ log n) for the quantum bounded error com-
munication complexity of the following Boolean
function: HAMn(x, y) = 1
() dist(x, y) 6= n/2 ()
X
i
(xi  yi) 6= n/2,
for binary strings x, y of length n and the Ham-
ming distance dist. We then show, using meth-
ods of de Wolf [30], that the quantum nondeter-
ministic communication complexity of HAMn is
O(log n). So we get an exponential gap between
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the quantum nondeterministic and bounded er-
ror complexities. Since it is also known that the
equality function EQn has (classical) bounded
error protocols with O(log n) communication,
while its quantum nondeterministic communica-
tion complexity is (n) [22, 7], we get the follow-
ing separation.1
Corollary 1 There are total Boolean functions
HAMn, EQn on 2n inputs each, such that
 NQC(HAMn) = O(log n) and
BQC(HAMn) = Ω(n/ log n),
 BQC(EQn) = O(log n) and
NQC(EQn) = Ω(n).
We then turn to several other techniques for prov-
ing lower bounds, which are also based on the
Fourier transform. We concentrate on functions
f(x, y) = g(x  y), epecially for  2 f^,g. We
prove that for  = ^, if we choose any Fourier
coecient g^z of g, then jzj/(1 − log g^z) yields a
lower bound on the quantum bounded error com-
munication complexity of f . Averaging over all
coecients leads to a bound given by the aver-
age sensitivity of g divided by the entropy of the
squared Fourier coecients. We then show an-
other bound for  =  in terms of the entropy of
the Fourier coecients and obtain a result solely
in terms of the average sensitivity by combining
both results.
Corollary 2 For all functions f(x, y), so that
g(x ^ y) and g(x  y) with g : f0, 1gn ! f0, 1g







If e.g. f(x, y, z) = g(x^yz), with x held by Alice
and y, z held by Bob, the above requirement triv-
ially holds. But for many other function, e.g. g
1Let BQP denote the bounded error quantum commu-
nication complexity, NQP the nondeterministic quantum
communication complexity, QC the weakly unbounded er-
ror quantum communication complexity (see section 2.2
for definitions).
being the Boolean OR, it is easy to reduce g(xy)
on 2 n inputs directly to g(x^ y) on 2  2n inputs
using xi  yi = :xi ^ yi + xi ^ :yi, and so the
lower bound of corollary 2 can often be used for
functions g(x ^ y). Note that this lower bound
method is usually quite simple to apply.
We then generalize the bound methods, and show
that in the entropy bound and in the bound de-
ned by Raz we may replace the Fourier coe-
cients by the singular values of the communica-
tion matrix (divided by 2n). This means that we
may replace the Fourier transform by other uni-
tary transforms and sometimes get much stronger
lower bounds.
Application of the new methods to the Boolean
function
MAJn(x, y) = 1 ()
X
i
(xi ^ yi)  n/2
yields a lower bound of Ω(n/ log n) for the
bounded error quantum communication complex-
ity of this function. MAJn is a function, for which
neither quantum bounded error nor quantum
nondeterministic protocols are ecient, while the
discrepancy bound is still only O(log n).
We then apply the same approach to
COUNT tn(x, y) = 1 ()
X
i
(xi ^ yi) = t.
These functions have a classical complexity of
(n) for all t  n/2, since one can easily re-
duce disjointness to these functions (DISJn is the
complement of COUNT 0n). We conclude the fol-
lowing:
Corollary 3
Ω(n1−/ log n)  BQC(COUNT n1−n )
 O(n1−/2 log n).
Ω(logk(n)/ log log n)  BQC(COUNT logk(n)n )
 O(pn logk/2+1 n) for all k = O(1).
BPC(COUNT tn) = (n) for all t  n/2.
These are the rst lower bounds proved for func-
tions, for which a polynomial quantum speedup
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is possible. The quality of the lower bounds de-
grades with t(n), so we do not know how to prove
good lower bounds for DISJn so far.
Previously the only known general method for
proving lower bound method for the bounded
error quantum communication complexity has
been the discrepancy method. We show that
for any application of the discrepancy bound to
HAMn,MAJn, and COUNT tn, the result is only
O(log n). The discrepancy bound measures the
maximal weight dierence between ones and ze-
roes in any rectangle. For this we rst have to
specify a distribution on the inputs. If the dis-
crepancy is small, then for all rectangles R, either
R is small or R has error very close to 1/2. We
characterize the discrepancy bound within a con-
stant multiplicative factor and an additive log-
factor as the classical weakly unbounded error
communication complexity PC.
Corollary 4 For all total Boolean functions f :
maxµ log(1/discµ(f)) = (PC(f) log n).
For all distributions the discrepancy bound is
asymptotically upper bounded by the weakly un-
bounded error communication complexity.
This explains why the discrepancy bound is usu-
ally in applications not a good lower bound for
bounded error communication complexity, since
the weakly unbounded error complexity is always
asymptotically smaller than e.g. the classical non-
deterministic complexity. For our examples the
new lower bound methods are exponentially bet-
ter than the discrepancy bound. We conclude
also that the discrepancy bound subsumes other
methods for proving lower bounds on the weakly
unbounded error communication complexity [11].
We then turn to quantum protocols with weakly
unbounded error. Using methods of the previ-
ous sections, we show that the quantum weakly
unbounded error communication complexity is
asymptotically equivalent to the classical weakly
unbounded error complexity. Thus both are char-
acterized by discrepancy.
Note that we consider both functions with range
f0, 1g and with range f−1, 1g. If a result is stated
for functions with range f0, 1g then it always also
holds for f−1, 1g. Some results are stated only
for functions with range f−1, 1g. Since the com-
munication complexity does not depend on that
choice this means that certain parameters in the
lower bounds are dependent on the range. Clearly
the lower bounds methods are still applicable if
one rst changes the range.
2 Preliminaries
2.1 Quantum states and transforma-
tions
See the appendix and [24, 26] for denitions.
2.2 The communication model
Now we provide denitions of the computational
models considered in the paper. We begin with
the model of classical communication complexity.
See the appendix for details.
Definition 1 Let f : f0, 1gn  f0, 1gn ! f0, 1g
be a function. In a communication protocol
player Alice and Bob receive x and y and com-
pute f(x, y). The players exchange binary en-
coded messages. The communication complexity
of a protocol is the worst case number of bits ex-
changed for any input. The bounded error ran-
domized communication complexity of a function
is BPC(f). We set BPC(f) = BPC1/3(f).
In a weakly unbounded error protocol the output
has to be correct with probability exceeding 1/2.
If the worst case error of the protocol (over all
inputs) is 1/2 − δ and the worst case communi-
cation is c, then the cost of the protocol is de-
fined as c−dlog δe. The cost of an optimal weakly
unbounded error protocol for a function is called
PC(f).
The above notion of weakly unbounded error pro-
tocols coincides with majority nondeterministic
protocols, which accept an input, whenever there
are more nondeterministic computations leading
to acceptance than to rejection. For a proof see
[15]. So weakly unbounded error protocols corre-
spond to certain majority covers as follows:
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Fact 1 There is a weakly unbounded error pro-
tocol with cost c, iff there is a set 2O(c) rectan-
gles each labeled either 1 or 0, such that for every
input at least one half of the adjacent rectangles
have the label f(x, y).
Note that there is another type of protocols, truly
unbounded error protocols, in which the cost is
not dependent on the error, dened by Paturi
and Simon [25]. Recently a linear lower bound for
the unbounded error communication complexity
of IPn has been obtained in [12]. It is not hard to
see that the same bound holds for quantum com-
munication as well. It is interesting to note that
the lower bound method of [12] is actually equiv-
alent to the discrepancy lower bound restricted
to the uniform distribution on inputs.
Now we dene quantum communication proto-
cols. See the appendix for a more detailed deni-
tion. For general information on quantum com-
putation see [24] and [26].
Definition 2 In a quantum protocol the play-
ers exchange qubits in order to compute some
Boolean function. The (bounded error) quan-
tum complexity of a function is called BQC(f).
BQC(f) = BQC1/3(f).
In a weakly unbounded error quantum protocol the
output has to be correct with probability exceeding
1/2. If the worst case error of the protocol (over
all inputs) is 1/2− δ and the worst case commu-
nication is c, then the cost of the protocol is de-
fined as c−dlog δe. The cost of an optimal weakly
unbounded error protocol for a function is called
QC(f).
In a quantum nondeterministic protocol for a
Boolean function f all inputs in f−1(0) have to
be rejected with certainty, while all other inputs
have to be accepted with positive probability. The
corresponding complexity is denoted NQC(f).
2.3 Fourier analysis
We consider functions f : f0, 1gn ! IR. Dene
the inner product









We identify f0, 1gn with ZZn2 and describe the
Fourier transform. First we dene a basis for the
space of functions from ZZn2 ! IR. Let
χy(x) = (−1)IPn(x,y)
for all y 2 ZZn2 . Then the Fourier transform of f
with respect to that basis isX
y
f^yχy,
where the f^y = hf, χyi are called the Fourier co-
ecients of f . If the functions are viewed as vec-
tors, this is closely related to the Hadamard trans-
form used in quantum computing, but note that
functions are not unit vectors.
The following facts are well-known.

















When we consider (communication) functions f :
ZZn2  ZZn2 ! IR, we use the basis functions
χy,y0(x, x0) = (−1)IPn(x,y)+IPn(x0,y0)
for all y, y0 2 ZZn2 Zn2 in Fourier transforms. The




where the f^y,y0 = hf, χy,y0i are the Fourier coe-
cients of f .
We will decompose communication protocols into
sets of weighted rectangles. For each rectangle
Ri = AiBi  f0, 1gnf0, 1gn let Ri, Ai, Bi also
denote the characteristic functions associated to
the rectangle. Then let αi = jAij/2n denote the
uniform probability of x being in the rectangle,
5
and βi = jBij/2n denote the uniform probability
of y being in the rectangle. Let α^y,i be the Fourier
coecients of Ai and β^y,i the Fourier coecients
of Bi. It is easy to see that α^y,i  β^y0,i is the y, y0-
Fourier coecient of the rectangle function Ri.
For technical reasons we will usually work with
functions f , whose range is f−1, 1g. Note that
we can set f = 2g− 1 for a function g with range
f0, 1g. Since the Fourier transform is linear, the
eect on the Fourier coecients is that they get
multiplied by 2 except for the coecient for the
constant basis function, which is also decreased
by 1. Note that changing the range does not alter
the communication complexity.
2.4 Discrepancy, sensitivity, and en-
tropy
We now dene the discrepancy bound.
Definition 3 Let µ be any distribution on
f0, 1gn  f0, 1gn and f be any function f :
f0, 1gn  f0, 1gn ! f0, 1g. Then let
discµ(f) = max
R
jµ(R \ f−1(0))− µ(R \ f−1(1))j,
where R runs over all rectangles in the communi-
cation matrix of f .
Then denote disc(f) = minµ discµ(f).
The application to communication complexity is
as follows (see [21]):
Fact 4 For all f :
BQC1/2−(f) = Ω(log(/disc(f))).
We will prove a lower bound on quantum com-
munication complexity in terms of average sensi-
tivity. The average sensitivity of a function mea-
sures how many of the n possible bit flips in a ran-
dom input change the function value. We dene
this formally for functions with range f−1, 1g.
Definition 4 Let f : f0, 1gn ! f−1, 1g be
a function. For a 2 f0, 1gn let sa(f) =Pn
i=1
1
2 jf(a)−f(a ei)j for the vector ei contain-
ing a one at position i and zeroes elsewhere. sa(f)
is the sensitivity of f at a. Then the average sen-





The connection to Fourier analysis is made by the
following fact rst observed in [17].




jzj  f^2z .
So the average sensitivity can be expressed in
terms of the expected \height" of Fourier coef-
cients under the distribution induced by the co-
ecients.
One more notion we will use in lower bounds is en-
tropy. We will use entropy freely for distributions
and vectors which are only close to distributions.
Definition 5 The entropy of a vector f1, . . . , fm





As usual, we use the convention 0 log 0 = 0. We
will consider the entropy of the vector of squared
Fourier coecients H(f^2) = −Pz f^2z log(f^2z ).
This quantity has a useful connection to the sum
of Fourier coecients.
Lemma 1 For any f with jjf jj2  1:

























3 Decomposing quantum proto-
cols
In this section we show how to decompose a quan-
tum protocol into a set of weighted rectangles,
whose sum approximates the communication ma-
trix. The following is the most important of these
results.
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Lemma 2 For all total Boolean functions f :
f0, 1gn  f0, 1gn ! f0, 1g, and for all d  1:
If there is a quantum protocol for f with commu-
nication c and error 1/3,
then there is a real α 2 [0, 1], and a set of 2O(dc)





[1− 1/2d, 1] for f(x, y) = 1
[0, 1/2d] for f(x, y) = 0
For the proof (see the appendix) one rst approx-
imates the communication matrix by a set of few
rank one matrices with bounded entries result-
ing from a given protocol with error 1/3, uses
discretization to obtain a set of rectangles, and
then directly improves the approximation quality
of the cover (instead of rst boosting the proto-
col’s success probability).
At rst glance the covers obtained in this section
seem to be very similar to majority covers: we
have a set of rectangles with either negative or
positive weights of absolute value α, and if an
input is adjacent to more positive than negative
rectangles, it is a 1-input. But we have one more
property, namely that summing the weights of
the adjacent rectangles approximates the function
value, and may not be much smaller or larger (as
it may be in a majority cover). Actually the lower
bounds in the next sections and the characteriza-
tion of majority covers (and weakly unbounded
error protocols and the discrepancy bound) in sec-
tion 8 show that there is an exponential dierence
between the sizes of the two types of covers.
4 A Fourier bound
In this section we describe a lower bound method
rst developed by Raz [27] for classical bounded
error communication complexity. We prove that
the same method is applicable in the quantum
case, using the decomposition results of the pre-
vious section. The lower bound method is based
on the Fourier transform of the function.
As in section 2.3 we consider the Fourier trans-
form of a communication function. The basis
functions are labeled by pairs of strings (y, y0).
Denote by V the set of all pairs (y, y). Let E  V
denote some subset of indices of Fourier coe-
cients.
The basic idea of the lower bound is that the com-
munication must be large, when the sum of the
absolute values of a small set of Fourier coe-
cients is large.
Now we can state the lower bound theorem. For
the proof see the appendix.
Theorem 1 Let f be a total Boolean function f :
f0, 1gn  f0, 1gn ! f0, 1g. Let E  V .




(y,y)2E jf^y,yj (the absolute value sum of
coefficients considered). Then:
If κ1  pκ0, then BQC(f) = Ω(log(κ1)).
If κ1  pκ0, then BQC(f) =
Ω(log(κ1)/(log(
p
κ0)− log(κ1) + 1)).
Let us note one lemma that is implicit in the proof
of the lower bound method, and which will be
used later.
Lemma 3 Let g : f0, 1gn  f0, 1gn ! [−1, 1]
be any function such that there is a set of Q
rectangles Ri with weights wi 2 [−1, 1] so that
g(x, y) =
PQ
i=1wiRi(x, y) for all x, y. ThenX
y2f0,1gn
jg^y,yj  Q.
5 Application: Quantum non-
determinism versus bounded
error
In this section we use the lower bound method to
prove that quantum nondeterministic protocols
may be exponentially more ecient than quan-
tum bounded error protocols. Raz has shown the
following [27]:
Fact 6 For the function HAMn consider the set
of Fourier coefficients with labels from a set E





















κ0) − log(κ1) = O(log n). Also κ1 =
(2n/2/n) and thus log κ1 = (n).
Applying the lower bound method we get
Theorem 2 BQC(HAMn) = Ω(n/ log n).
Now we prove that the nondeterministic quan-
tum complexity of HAMn is small. We use the
following technique by de Wolf [30].
Fact 7 Let the nondeterministic rank of a
Boolean function f be the minimum rank of a ma-
trix that contains 0 at positions corresponding to
inputs (x, y) with f(x, y) = 0 and nonzero reals
elsewhere.
Then NQC(f) = (log nrank(f)).
Theorem 3 NQC(HAMn) = O(log n).
Proof: It suces to prove that the nondetermin-
istic rank is polynomial. Dene rectangles Mi,
which include inputs with xi = 1 and yi = 0,
and Ni, which include inputs with xi = 0 and
yi = 1. Let E denote the all one matrix. Then
let M =
P
i(Mi + Ni) − n/2  E. This is a
matrix which is 0 exactly at those inputs withP
i(xi  yi) = n/2. Furthermore M is composed
of 2n + 1 weighted rectangles and thus the non-
deterministic rank of HAMn is O(n). 2
6 More Fourier bounds
In this section we develop two more methods for
proving lower bounds on quantum communica-
tion complexity in terms of properties of their
Fourier coecents. Combining both yields a
bound in terms of average sensitivity.
Consider functions of the type f(x, y) = g(x^ y).
The Fourier coecients of g measure how good
the parity function on a certain set of variables is
approximated by g. But if g is correlated with a
parity on a large set of variables, then f should be
correlated with an inner product function. This
gives the intuition for the rst Fourier bound of
this section. For the proof see the appendix.
Theorem 4 For all functions f : f0, 1gn 
f0, 1gn ! f0, 1g with f(x, y) = g(x ^ y) and all






A weaker form of the above bound is the follow-
ing, in which the values of the lower bound frac-
tion are replaced by averages.
Lemma 4 For all functions f : f0, 1gn 







Proof: First note that s(g) =
P
z jzjg^2z as given







The g^2z dene a probability distribution on the
z 2 f0, 1gn. If we choose a z randomly then the
expected Hamming weight of z is s(g). Also the
expected − log g^2z is H(g^2). We use the following
lemma.
Lemma 5 Let a1, . . . , am and b1, . . . , bm be non-
negative numbers and let p1, . . . , pm be a probabil-








To see the lemma let a =
P
j pjaj and b =
P
j pjbj
and assume that for all i we have aib < bia. Then
also for all i with pi > 0 we have piaib < pibia
and hence b
P
i piai < a
P
i pibi, a contradiction.
So there must be one z, such that jzj/(1 −
log g^2z)  s(g)/(1 + H(g^2)). Using that z in the
bound of theorem 4 yields the lower bound. 2
The bound decreases with the entropy of the
squared Fourier coecients. This seems unnec-
essary, since the Fourier method of Raz suggests
that functions with highly disordered Fourier co-
ecients should be hard. This leads us to the
next bound (proved in the appendix).
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Lemma 6 For all functions f : f0, 1gn 







where HD(f^2) = −Py f^2y,y log f^2y,y.
If f = g(x  y), then HD(f^2) = H(f^2) = H(g^2).
Now we would like to get rid of the entropies in
our lower bounds at all, since the entropy of the
squared Fourier coecients is in general hard to
estimate. Therefore we would like to combine the
bounds of lemma 4 and 5. The rst holds for
functions g(x^y), the other for functions g(xy).
A communication problem f : f0, 1gnf0, 1gn !
f−1, 1g can be reduced to another problem h :
f0, 1gmf0, 1gm ! f−1, 1g, if there are functions
a, b so that f(x, y) = h(a(x), b(y)) for all x, y. In
this case the communication complexity of h is at
least as large as the communication complexity of
f . Note that if m is much larger than n a lower
bound which is a function of n translates into a
lower bound which is a function of m, and is thus
\smaller". For more general types of reductions
in communication complexity see [1].
Corollary 2 For all functions f(x, y), so that
g(x ^ y) and g(x  y) with g : f0, 1gn ! f0, 1g







The sensitivity of a Boolean function is the maxi-
mum over all inputs of the sensitivity of those in-
puts. Note that the sensitivity of OR is n, so if we
could replace the average sensitivity in the above
bound by the sensitivity, we would get a very nice
lower bound for the disjointness problem. Ac-
tually proving a conjecture in [7] would yield a
similar lower bound in terms of block-sensitivity,
which would be even stronger. Still the bound of
corollary 2 is often exponentially bigger than the
discrepancy bound.
We return to the technique of lemma 6. For many
functions, like IPm the entropy of the squared di-
agonal Fourier coecients is small, because these
are all very small. Thus we consider the entropy
of a vector of values that sums to something much
smaller than 1 in cases. So instead of the Fourier
transform we may consider other unitary trans-
formations. It is well known that any quadratic
matrix M can be brought in diagonal form by
multiplying with unitary matrices, i.e., there are
unitary U, V so that M = UDV  for some posi-
tive diagonal D. The entries of D are the singular
values of M , they are uniquely dened and equal
to the eigenvalues of
p
MM.
Consider a communication matrix for a function
f : f0, 1gn  f0, 1gn ! f−1, 1g. Then let Mf
denote the corresponding communication matrix
divided by 2n. Let σ1(f), . . . , σ2n(f) denote the
singular values of Mf in decreasing order. In case
Mf is symmetric these are just the absolute values
of its eigenvalues. Let σ2(f) denote the vector of
squared singular values of Mf . Note that the sum
of the squared singular values is 1. The following
theorem generalizes lemma 6 and theorem 1.
Theorem 5 Let f : f0, 1gn  f0, 1gn ! f−1, 1g
be a total Boolean function.
Then BQC(f) = Ω(H(σ2(f))/ log n).
Let κk = σ1 +    + σk.
If κk 
p






k)− log(κk) + 1)).
See the appendix for the proof. Note that for
IPn all singular values are 1/2n/2, so the entropy
of their squares is n, while the entropy of the
squared diagonal Fourier coecients is close to
0, since these are all 1/22m. The log of the sum
of all singular values yields a linear lower bound.
In this case the bounds of lemma 6 and theo-
rem 1 are very small, while theorem 5 gives large
bounds.
Also note that the quantity σ1 +   +σk is known
as the Ky Fan k-norm of a matrix. This is
a unitary invariant matrix norm, and there is
a remarkable fact saying that if matrix A has
smaller Ky Fan k-norm than B for all k, then
the same holds for any unitary invariant norm.
This leads to the interesting statement that the
Raz-type bound in theorem 5 for a function f
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is smaller than the respective bound for g for
all k, i for all unitary invariant matrix norms
jjjMf jjj  jjjMgjjj.
To conclude this section we now give an example
of a lower bound using the method of theorem 4.
Theorem 6 BQC(MAJn) = Ω(n/ log n).
Note also that the average sensitivity of the func-
tion g with MAJn(x, y) = g(x ^ y) is (
p
n).
7 Application: Limits of quan-
tum speedup
Consider the functions COUNT tn(x, y). These
functions have a classical complexity of (n) for
all t  n/2, since one can easily reduce disjoint-
ness to these functions (DISJn equals the com-
plement of COUNT 0n). The interesting case to
us is that t is a function t(n). These functions
do admit some speedup by quantum protocols,
this follows from a black box algorithm from [4]
(see also [2]), and the results of [6] connecting the
black box and the communication model.
Lemma 7 BQC(COUNT tn) = O(
p
nt log n).
Now to the lower bound (see appendix).
Theorem 7 Let t : IN ! IN be any monotone
increasing function. Then







This clearly implies corollary 3.
8 Discrepancy and weakly un-
bounded error
The only general method for proving lower
bounds on the quantum bounded errror com-
muniation complexity has been the discrepancy
method so far. We now want to characterize the
parameter disc(f) in terms of the communication
complexity of f . Due to fact 4 we get for all  > 0
BQC1/2−(f) = Ω(log(/disc(f)))
) BQC1/2−(f)− log() = Ω(log(1/disc(f))).
Thus QC(f) = Ω(log(1/disc(f)))
) PC(f) = Ω(log(1/disc(f))).
Now we give an upper bound (see appendix).
Theorem 8 For all f : f0, 1gn  f0, 1gn !
f0, 1g: PC(f) = O(log(1/disc(f)) + log n).
Now we consider the quantum version of weakly
unbounded error protocols (see again the ap-
pendix for a proof).
Theorem 9 For all f : PC(f) = (QC(f)).
It is easy to see that there are weakly unbounded
error protocols for HAMn, for MAJn, and for
COUNT tn using only O(log n) communication.
MAJn is even a complete problem for the class of
problems computable with polylogarithmic com-
munication by weakly unbounded error protocols.
Lemma 8 For all µ and the functions f 2
fMAJn,HAMn, COUNT tng: log(1/discµ(f)) =
O(log n).
9 Discussion
In this paper we have studied new techniques
for proving lower bounds on the bounded error
quantum communication complexity. We gave
applications showing fairly large lower bounds of
the order Ω(n/ log n). The Fourier and spectral
methods have the advantage of being quite gen-
eral techniques, applicable to a lot of functions,
see also [27] for more examples, including Ω(n)
bounds.
The obtained bound on MAJn is Ω(n/ log n). For
COUNT tn(x, y) and HAMn we get lower bounds
that allow a separation of nondeterministic quan-
tum and bounded error quantum protocols and
provide the rst lower bounds on problems for
which a polynomial speedup by quantum comm-
munication complexity is indeed possible.
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A slightly dierent model of quantum communi-
cation complexity has been dened in [8]. In these
protocols there is an arbitrary input-independent
state whose qubits are distributed in the begin-
ning to the players, usually some nite number
of EPR pairs. This allows the players to perform
superdense coding to classical messages [3], which
saves a factor of 2 in the communication complex-
ity of many functions. Also the players can use
EPR pairs to simulate classical public random-
ness. It is open, whether prior entanglement ever
helps to decrease the communication complexity
by more than those savings. Let complexity nota-
tions with superscripts like BQCpub denote com-
plexities for protocols with entanglement.
No general method of proving lower bounds
on the bounded error quantum communication
complexity with entanglement is known so far.
The only known superlogarithmic lower bound
is BQP pub1/2−(IPn) = Ω(n) proved in [9]. Us-
ing a simple reduction from PARITY to MA-
JORITY (computing the number of ones ex-
actly with O(log n) calls to an MAJORITY or-
acle) one can prove a lower bound of the order
Ω(n/(log n log log n)) for the bounded error quan-
tum communication complexity ofMAJn from an
Ω(n) bound on the constant error quantum com-
munication complexity of IPn. That lower bound
on MAJn also holds in the entanglement model.
We do not know currently how to prove a good
lower bound on HAMn or COUNT tn in the pres-
ence of entanglement. Finally we do not know
how to prove a good lower bound on DISJn
in any general model of bounded error quantum
communication complexity.
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A Appendix
A.1 Quantum states and transforma-
tions
Quantum mechanics is usually formulated in
terms of states and transformations of states. See
[24, 26] for general information on this topic with
an orientation on quantum computing.
In quantum mechanics pure states are unit norm
vectors in a Hilbert space, usually Ck. We
use the Dirac notation for pure states. So a
pure state is denoted jφi or Px2f0,...,k−1g αxjxi
with
P
x2f0,...,k−1g jαxj2 = 1 and with f jxi jx 2
f0, . . . , k− 1gg being an orthonormal basis of Ck.
Inner products in the Hilbert space are denoted
hφjψi.
If k = 2l then the basis is also denoted f jxi jx 2
f0, 1glg. In this case the space C2l is the l-wise
tensor product of the space C2. The latter space
is called a qubit, the former space consists of l
qubits.
As usual measurements of certain observables and
unitary transformations are considered as basic
operations on states, see [24, 26] for denitions.
A.2 The communication model
Now we provide denitions of the computational
models considered in the paper. We begin with
the model of classical communication complexity.
Definition 1 Let f : f0, 1gn  f0, 1gn ! f0, 1g
be a function. In a communication protocol
player Alice and Bob receive x and y and com-
pute f(x, y). The players exchange binary en-
coded messages. The communication complexity
of a protocol is the worst case number of bits ex-
changed for any input. The deterministic commu-
nication complexity DC(f) of f is the complexity
of an optimal protocol for f .
In a randomized protocol both players have ac-
cess to private random bits. In the bounded er-
ror model the output is required to be correct with
probability 1− for some constant . The bounded
error randomized communication complexity of a
function BPC(f) is then defined analogously to
the deterministic communication complexity. We
set BPC(f) = BPC1/3(f).
In a weakly unbounded error protocol the output
has to be correct with probability exceeding 1/2.
If the worst case error of the protocol (over all
inputs) is 1/2 − δ and the worst case communi-
cation is c, then the cost of the protocol is de-
fined as c−dlog δe. The cost of an optimal weakly
unbounded error protocol for a function is called
PC(f).
Now we dene quantum communication proto-
cols.
Definition 2 In a quantum protocol both players
have a private set of qubits. Some of the qubits
are initialized to the input before the start of the
protocol, the other qubits are in state j0i. In a
communication round one of the players performs
some unitary transformation on the qubits in his
possession and then sends one of his qubits to the
other player (the latter step does not change the
global state but rather the possession of individual
qubits). The choice of the unitary operations is
fixed in advance by the protocol.
At the end of the protocol the state of some qubits
belonging to one player is measured and the re-
sult is taken as the output. The communication
complexity of the protocol is the number of qubits
exchanged.
In a (bounded error) quantum protocol the correct
answer must be given with probability 1 −  for
some 1/2 >  > 0. The (bounded error) quan-
tum complexity of a function, called BQC(f),
is the complexity of an optimal protocol for f .
BQC(f) = BQC1/3(f).
In a weakly unbounded error quantum protocol the
output has to be correct with probability exceeding
1/2. If the worst case error of the protocol (over
all inputs) is 1/2− δ and the worst case commu-
nication is c, then the cost of the protocol is de-
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fined as c−dlog δe. The cost of an optimal weakly
unbounded error protocol for a function is called
QC(f).
In a quantum nondeterministic protocol for a
Boolean function f all inputs in f−1(0) have to
be rejected with certainty, while all other inputs
have to be accepted with positive probability. The
corresponding complexity is denoted NQC(f).
We have to note that in the dened model no
intermediate measurements are allowed to con-
trol the choice of qubits to be sent or the time
of the nal measurement. Thus for all inputs
the same amount of communication and rounds
is used. As a generalization one could allow in-
termediate measurements, whose results could be
used to choose the qubits to be sent and pos-
sibly when to stop the communication protocol.
One would have to make sure that the receiving
player knows when a message ends. Obviously
this model can be simulated such that in each
communication round exactly one qubit is com-
municated. Then measurements can be deferred
to the end by standard techniques. This increases
the overall communication by a factor of 2 (and
the number of message exchanges by a lot).
A.3 Decomposing quantum protocols
In this section we show how to decompose a quan-
tum protocol into a set of weighted rectangles,
whose sum approximates the communication ma-
trix.
Lemma 9 For all total Boolean functions f :
f0, 1gn  f0, 1gn ! f0, 1g, and for all constants
1/2 >  > 0:
If there is a quantum protocol for f with commu-
nication c and error 1/3,
then there is a real α 2 [0, 1], and a set of 2O(c)





[1− , 1] for f(x, y) = 1
[0, ] for f(x, y) = 0
Proof: First we perform the usual success am-
plication to boost the sucess probability of the
quantum protocol to 1− /2, increasing the com-
munication to O(c) at most, since  is assumed
to be a constant. Using standard techniques we
can assume that all amplitudes used in the pro-
tocol are real. Now we employ the following fact
proved in [21] and [31].
Fact 8 The final state of a quantum protocol ex-
changing c qubits on an input (x, y) can be writtenX
m2f0,1gc
αm(x)βm(y)jAm(x)ijmcijBm(y)i,
where jAm(x)i, jBm(y)i are pure states and
αm, βm are real numbers from the interval [0, 1].




and let φ(x, y) =X
m2f0,1gc−1
αm1(x)βm1(y)jAm1(x)ij1ijBm1(y)i
be the part of the state which yields output 1.
The acceptance probability of the protocol on




this can be written as
P
m,p amp(x)bmp(y). View-
ing amp and bmp as 2n-dimensional vectors, and
summing their outer products over all m,p yields
a sum of 2O(c) rank 1 matrices containing reals





with 1  i  2O(c) to save notation. The resulting
matrix is an approximation of the communication
matrix within componentwise error /2.
In the next step dene for all i a set Pα,i of the
indices of positive entries in αi, and the set Nα,i
of the indices of negative entries of αi. Dene Pβ,i
and Nβ,i analogously. We want to have that all
rank 1 matrices either have only positive or only
negative entries. For this we split the matrices
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into 4 matrices each, depending on the positiv-
ity/negativity of αi and βi. Let
α0i(x) =
(
0 if x 2 Nα,i
αi(x) if x 2 Pα,i ,
and analogously for β0i, then set the positive




















This sum equals the previous sum, but here all
matrices are either nonnegative or nonpositive.





i (to save notation).
At this point we have a set of rank one matrices
which are either nonnegative or nonpositive with
the above properties. We want to round entries
and split matrices into uniformly weighted matri-
ces. Let C denote the number of matrices used
up till now.
Consider the intervals [0, /(2C) ], and [/(2C) 
k, /(2C)  (k+ 1) ], for all k up to the least k, so
that the last interval includes 1. Obviously there
are O(C) such intervals. Round every positive
αi(x) and βi(x) to the upper bound of the rst
interval it is included in, and do the analogous
(rounding to the upper bounds of the intervals)
for the negative entries. The overall error intro-
duced on an input (x, y) in the approximating
sum
P
i αi(x)βi(y) is at most C  /(2C) = /2.
The sum of the matrices is now between 1 − /2
and 1 + /2 for inputs in f−1(1) and between 0
and  for inputs in f−1(0). Dividing all weights
by 1 + /2 renormalizes again without increasing
the error beyond .
Now we are left with C rank 1 matrices αiβTi
containing entries from a O(C) size set only.
Splitting the rank 1 matrices into rectangles con-
taining only the entries with one of the val-
ues yields O(C2) weighted rectangles, whose
(weighted) sum approximates the communication
matrix within error .
In a last step we replace any rectangle with an
absolute weight value of /(2C(1 + /2))  k by k
rectangles with weights α for α = /(2C(1 +
/2)). 2
Now we show the analogous lemma, when we also
want to improve the error probability beyond a
constant. Would we simply decrease the error to
1/2d by repeating the protocol before construct-
ing the cover, then we would be forced to work
with high precision in all steps, increasing the size
of the cover to 2O((c+d))d), which is undesirable
for large d. Instead we rst construct a cover
with constant error as before and then improve
the quality of the cover directly.
Lemma 2 For all total Boolean functions f :
f0, 1gn  f0, 1gn ! f0, 1g, and for all d  1:
If there is a quantum protocol for f with commu-
nication c and error 1/3,
then there is a real α 2 [0, 1], and a set of 2O(dc)





[1− 1/2d, 1] for f(x, y) = 1
[0, 1/2d] for f(x, y) = 0
Proof: We start with the result of the previous
lemma. The obtained set of rectangles approxi-
mates the communication matrix within error 
for some small constant error . Call these rect-
angles Ri and their weights αi = α.
Doing the same construction for the rejecting part
of the nal state of the original protocol we get a
set of 2O(c) weighted rectangles, such that the sum
of these is between 0 and  on every x, y 2 f−1(1)
and between 1 −  and 1 for every x, y 2 f−1(0).
Call these rectangles R0i. Due to the previous con-
struction their weights can be assumed to be also







i(x, y))  1.
We construct our new set of rectangles as follows.
For every ordered k tuple of rectangles containing
at least k/2 rectangles Ri and at most k/2 rect-
angles R0i we form a new rectangle by intersecting
all of the rectangles in the tuple. The weight of
the new rectangle is the product of the weights of
its constituting rectangles. Now we consider the
sum of all rectangles obtained this way.
The number of new rectangles is at most 2O(ck).
The sum of the weights of rectangles adjacent to




  (Pi αiRi(x, y))k−j  (Pi α0iR0i(x, y))j
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 Pjk/2 (kj  k−jx,y  (1− x,y)j
 2−Ω(k)
for some  > x,y > 0 (see e.g. lemma 2.3.5 in [13]
for the last inequality).
The same sum of weights is also clearly at least
0.
The sum of the weights of rectangles adjacent to





  (Pi αiRi(x, y))k−j  (Pi α0iR0i(x, y))j




  k−jx,y  (1− x,y)j
 1− 2−Ω(k)
for some  > x,y > 0. The same sum of weights
is also clearly at most 1.
So choosing k = (d) large enough yields the
desired set of rectangles. 2
At rst glance the covers obtained in this section
seem to be very similar to majority covers: we
have a set of rectangles with either negative or
positive weights of absolute value α, and if an
input is adjacent to more positive than negative
rectangles, it is a one input. But we have one
more property, namely that summing the weights
of the adjacent rectangles approximates the func-
tion value, and may not be much smaller or larger
(as it may be in a majority cover). Actually
the lower bounds in the next section and the
characterization of majority covers (and weakly
unbounded error protocols and the discrepancy
bound) in section 8 show that there is an expo-
nential dierence between the sizes of the two.
Now we state another form of the lemma, this
time if the error is close to 1/2, the proof is es-
sentially the same as for lemma 9.
Lemma 10 For all total Boolean functions f :
f0, 1gnf0, 1gn ! f0, 1g, and for all 1/2 >  > 0:
If there is a quantum protocol for f with commu-
nication c and error 1/2 − ,
then there is a real α 2 [0, 1], and a set of 2O(c)/





[1/2 + /2, 1] for f(x, y) = 1
[0, 1/2 − /2] for f(x, y) = 0
Note that all results of this section esaily gener-
alize to functions with range f−1,+1g.
A.4 Proof of theorem 1
Theorem 1 Let f be a total Boolean function f :
f0, 1gn  f0, 1gn ! f0, 1g. Let E  V .




(y,y)2E jf^y,yj (the absolute value sum of
coefficients considered). Then:
If κ1  pκ0, then BQC(f) = Ω(log(κ1)).
If κ1  pκ0, then
BQC(f) = Ω(log(κ1)/(log(
p
κ0)− log(κ1) + 1)).
Proof: We are given any quantum protocol for
f with error 1/3 and some worst case communica-
tion c. We have to put the stated lower bound on
c. Following lemma 2 we can nd a set of 2O(cd)
weighted rectangles, so that the sum of these ap-
proximates the communication matrix up to error
1 − 1/2d+1 for any d  1, where the weights are
either α, or −α for some real α between 0 and
1. We will x d later. For a technical reason we
consider the function f mapping to f−1, 1g in-
stead of f0, 1g in the following. Obviously we can
get a cover with error 1/2d for this modication
by duplicating the original cover with the original
weights and adding a −1 valued rectangle cover-
ing everything. Let f(Ri, wi)j1  i  2O(cd)g de-
note that cover. Furthermore let g(x, y) denote
the function that maps (x, y) to
P
iwiRi(x, y).
Note that the parameter κ1 does not change
asymptotically when the range of f changes.
First we give a lower bound on the sum of ab-
solute values of the Fourier coecients in E of
g, in terms of the respective sum for f , us-
ing the fact that g approximates f . Obviously
jjf − gjj2  1/2d. The identity of Parseval then
gives usX
(y,y)2E
(f^y,y − g^y,y)2  jjf − gjj22  2−2d.
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We make use of the following simple consequence
of fact 3.




i , and jjjvjjj1 =Pm


















 κ1 −pκ0  2−d.
Thus the sum of absolute values of the chosen
Fourier coecients of g must be large, if there
are not too many such coecients, or if the error
is small enough to supress their number in the
above expression. Call P = (κ1 − pκ0  2−d), soP
E jg^y,yj  P .
Now due to the decomposition of the quantum
protocol used to obtain g, the function is the
weighted sum of C = 2O(cd) rectangles. Since
the Fourier transform is a linear transformation,
the Fourier coecients of g are weighted sums
of the Fourier coecients of the rectangles. Fur-
thermore the Fourier coecients of a rectangle
are the products of the Fourier coecients of
the characteristic functions of the sets constitut-
ing the rectangle, as argued in section 2.3. So
g^y,y =
P







jwi  α^y,i  β^y,ij. (1)





jjAijj22  1 by the identity of Parseval. Us-
ing the Cauchy-Schwartz inequality (fact 3) we
get
P
E jα^y,iβ^y,ij  1. But according to (1) the
weighted sum of these values, with weights be-
tween 0 and 1, adds up to at least P , and so
at least C  P rectangles are there, thus cd =
Ω(log P ).
Now there are at least C  P rectangles, and thus
cd = Ω(log(P )). If κ1  pκ0, then let d = O(1),
and we get the lower bound c = Ω(log(κ1)).
Otherwise set d = O(log
p
κ0 − log κ1 + 1) to
get P = κ1/2 as well as c = Ω(log(P )/d) =
Ω(log(κ1)/(log
p
κ0 − log κ1 + 1).
2
A.5 Proof of theorem 4
Theorem 4 For all functions f : f0, 1gn 
f0, 1gn ! f0, 1g with f(x, y) = g(x ^ y) and all






Proof: We prove the bound for g with range
f−1, 1g. Obviously the bound itself changes only
by a constant factor with this change and the
communication complexity is unchanged.
Let z be the index of any Fourier coecient of
g. Let jzj = m. Basically g^z measures how well
g approximates a certain parity function, namely
the parity function on the variables which are 1
in z. m tells us how many variables this function
has. Since f(x, y) = g(x ^ y) we get an approxi-
mation of the inner product function on m pairs
of variables, with advantage g^z/2 under the fol-
lowing distribution. Each variable is set to one
with probability
p
1/2 and to zero with probabil-
ity 1−p1/2. Then every xi ^ yi is one resp. zero
with probability 1/2 each. So under this distri-
bution on the inputs to f we get the uniform dis-
tribution on the inputs to g. We use a hardness
result for IPm given by the following lemma.
Lemma 11 Let D be the distribution on
f0, 1gm  f0, 1gm, that is the 2m-wise product of





Clearly similarly to fact 4 we get that computing
IPm with error 1/2 −  under the distribution D
needs quantum communication Ω(m/4 + log ).
Let us prove the lemma. Lindsey’s lemma (see
[1]) states that any rectangle with a  b entries
in the communication matrix of IPm contains at
most
p
ab2m more ones than zeroes or vice versa.
This allows to compute the discrepancy under the
uniform distribution.
D is uniform on the subset of all inputs contain-





inputs with exactly k ones in that
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rectangle. Furthermore if we x some number i
of variables set to one in Alice’s input and some
number j of variables set to one in Bob’s input
and intersect the rectangle containing all inputs
consistent with this setting with R we get a rect-
angle containing at most
(m
i
  (mj   (2mi+j inputs.
In this way R is partitioned intom2 rectangles, on
which D is uniform and Lindsey’s lemma can be
applied. Note that we partition the set of inputs
with overall k ones into up to m rectangles.
Let α =
p
1/2. The probability of any input with
k ones is (1 − α)2m−k  αk. We get the following
upper bound on discrepancy under D:
mX
i,j=0































This concludes the proof of the lemma.
To describe the way we use this hardness result
rst assume that the quantum protocol for f is
errorless. The Fourier coecient for z measures
the correlation between g and the parity function
χz on the variables that are one in z. So χz can be
computed with error 1/2−g^z/2 by taking the out-
put of g (or its complement). To see this consider
g^z = hg, χzi = Px 12n g(x) χz(x). The function χz
does not depend on the variables that are zero in
z. W.l.o.g. assume that the rst m variables of z











In other words, if we x a random y, we get an
expected advantage of g^z/2 over a random choice
in computing parity on the cube spanned by the
rst m variables. Consequently there must be
some y realizing that advantage. We x that y,
and use g(xy) to approximate parity on the rst
m variables. The error is 1/2 − g^z/2.
Since the inputs to g are the result of the opera-
tion x ^ y on the 2n inputs to f , we can nd m
pairs of input variables to f , so that the function
IPm is computed with error 1/2− g^z/2 under the
distribution D, if we set the remaining variables
to some xed values, yielding a distribution D0
on all inputs. Computing f on D0 with no error
is at least as hard as computing IPm on distri-
bution D with error 1/2 − g^z/2, which needs at
least Ω(jzj/4 + log g^z) qubits communication due
to the discrepancy bound on IPm. Note that the
discrepancy of f may be much higher than the
discrepancy of inner product, but f approximates
IPm well enough to transfer the lower bound.
We assumed previously that f is computed with-
out error. Now assume the error of a protocol for
f is 1/3. Then reduce the error probability down
to g^2z by repeating the protocol d = O(1− log g^z)
times. Computing f on D0 with error g^z/4 is at
least as hard as computing IPm on distribution D
with error 1/2− g^z/2+ g^z/4, which needs at least
Ω(jzj/4+log g^z) qubits communication. The error
introduced by the protocol is smaller than the ad-
vantage of the function f in computing IPm. So
the same lower bound holds for the protocol with
small error, and we get the bound divided by d
for protocols with error 1/3. 2
A.6 Proofs of theorem 5 and lemma 6
Lemma 6 For all functions f : f0, 1gn 







where HD(f^2) = −Py f^2y,y log f^2y,y.
Proof: Consider any quantum protocol for f
with communication c. As described in section 3,
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lemma 2, we can nd a set of 2O(c log n) weighted
rectangles so that their sum yields a function
h(x, y) that approximates f entrywise within er-
ror 1/n2.
Consequently, due to lemma 3, the sum of certain




jh^y,yj  O(c log n).
Also −Py2f0,1gn h^2y,y log h^2y,y 
2 log
P
y2f0,1gn jh^y,yj  O(c log n) due to lemma
1.
But on the other hand jjf − hjj2  1/n2. We use
the following lemma.
Lemma 12 Let f, h be Boolean functions with
jjf jj2, jjhjj2  1. ThenX
y2f0,1gn
jf^2y,y − h^2y,yj  3jjf − hjj2.
Let us prove the lemma. Let Miny =
minff^y,y, h^y,yg and Maxy = maxff^y,y, h^y,yg.
Then
P













Due to the triangle inequality we havesX
y



















Max2y  jjf − gjj2,
andX
y
Max2y −Min2y  2
sX
y








The lemma is proved.
So the distribution given by the squared y, y-
Fourier coecients of f is close to the vector of
the squared y, y-Fouier coecients of h. Then
also the entropies are quite close, by the follow-
ing fact (see theorem 16.3.2 in [10]).
Fact 10 Let p, q be distributions on f0, 1gn with
d =
P
x jpx − qxj  1/2. Then jH(p) − H(q)j 
d  n− d log d.
So we get
HD(h^2)  HD(f^2)−O(1/n).
Remembering that HD(h^2) = O(c log n) we get
HD(f^2)  O(c log n+ 1/n).
This concludes the proof.
2
Theorem 5 Let f : f0, 1gn  f0, 1gn ! f−1, 1g
be a total Boolean function.
Then BQC(f) = Ω(H(σ2(f))/ log n).
Let κk = σ1 +    + σk.
If κk 
p






k)− log(κk) + 1)).
Proof:
We rst consider the entropy bound and proceed
similarly as in lemma 6. Let f be the consid-
ered function and let h be the function computed
by a protocol decomposition with error 1/n2 con-
sisting of P rectangles with logP = O(c log n) for
the communication complexity c of some protocol
computing f with error 1/3.
Mf denotes the communication matrix of f di-
vided by 2n, let Mh be the corresponding matrix
for h. Using the Frobenius norm on the matri-
ces we have jjMf −MhjjF = jjf − hjj2  1/n2.
Then also the singular values of the matrices are
close due to the Homann-Wielandt theorem for
singular values, see corollary 7.3.8 in [16].
Fact 11 Let A,B be two square matrices with
singular values σ1      σm and µ1     
µm. ThensX
i
(σi − µi)2  jjA−BjjF .
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As in lemma 6 we can use lemma 12 to show that
the L1 distance between the vector of squared sin-
gular values of Mf and the corresponding vector
for Mh is bounded and fact 10 to show that the
entropies of the squared singular values ofMf and
Mh are at most o(1) apart.
It remains to show that H(σ2(h)) is upper
bounded by log P . Due to lemma 1 H(σ2(h)) 
2 log
P












 log rank(Mh)  log P.
The last step holds since Mh is the sum of P rank
1 matrices. We get the desired lower bound.
To prove the remaining part if the theorem we
argue as in the proof of theorem 1 that the sum
of the selected singular values of Mh is large com-
pared to the sum of the selected singular values
of Mf , then upper bound the former as above by
the rank of Mh and thus by P . The remaining
argument is as in the proof of theorem 1.
2
A.7 Proofs of theorems 6/7
Theorem 6 BQC(MAJn) = Ω(n/ log n).
Proof: We change the range of MAJn to
f−1,+1g. Now consider the Fourier coecient
with index z = 1n. MAJn = g(x ^ y) for a func-
tion g that is 1, if at least n/2 of its inputs are one.
W.l.o.g. let n/2 be an odd integer. Thus any in-
put to g with n/2 ones is accepted by both g and
χz. Call the set of these inputs I. Similarly ev-
ery input to g with an odd number of ones larger
than n/2 is accepted by both d and χz and every
input to g with an even number of ones smaller
than n/2 is rejected by both d and χz. On all
other inputs g and χz disagree. Thus there are jIj
inputs more being classied correctly by χz than
those being classied wrong. The Fourier coe-






n). So the method
of theorem 4 gives the claimed lower bound. 2
Theorem 7 Let t : IN ! IN be any monotone
increasing function. Then







Proof: First consider the function COUNT n/2n .
This function is equivalent to a function g(x^ y),
in which g is 1 if the number of ones in its input is
n/2, and −1 else. Consider the Fourier coecient
for z = 1n. W.l.o.g. assume that n/2 is odd. Then







method of theorem 4 given us the lower bound
Ω(n/ log n). Note that nding this lower bound
is much easier than the computations in section
5 for HAMn, since we have to consider only one
coecient.
Now consider functions COUNT tn for smaller t.
The logarithmic lower bound is obvious from the
at most exponential speedup obtainable by quan-
tum protocols [21].
Fixing n/2−t pairs of inputs variables to ones and
n/2 − t pairs of input variables to zeroes leaves
us with 2t free variables and the function accepts
if COUNT t2t accepts on these inputs. Thus the
lower bound follows. 2
A.8 Proofs of theorems 8/9
Theorem 8 For all f : f0, 1gn  f0, 1gn !
f0, 1g: PC(f) = O(log(1/disc(f)) + log n).
Proof: Let disc(f) = 1/2c. We rst construct a
protocol with public randomness, constant com-
munication, and error 1/2 − 1/2O(c), using Yao’s
lemma and the discrepancy bound above, and
then switch to a usual weakly unbounded pro-
tocol (with private randomness) with communi-
cation O(c+ log n) using a result of Newman.
We know that for all distributions µ there is a
rectangle with discrepancy at least 1/2c. Now
such a rectangle clearly has size 1/2c at least.
Also the error of the rectangle according to µ is
at most 1/2 − 1/2c+1, since the error is maximal
for a rectangle with a given discrepancy, if the
rectangle is as large as possible, i.e., has size 1.
Then there is a fraction of 1/2 + 1/2c+1 ones and
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1/2 − 1/2c+1 zeroes (or vice versa) in that rect-
angle. Thus the error is at most 1/2− 1/2c+1.
We take that rectangle and partition the rest of
the communication matrix into 2 more rectangles.
Assign to each rectangle the label 0 or 1 depend-
ing on the majority of function values in that rect-
angle according to µ. The error of the rectangles
its at most 1/2. On the rectangle given by the dis-
crepancy bound we have an error 1/2 − 1/2c+1.
Furthermore the size of that rectangle is at least
1/2c. So we obtain a partition of the communi-
cation matrix in 3 rectangles with error at most
1/2−1/2c 1/2c+1  1/2−1/22c+1. This holds for
all µ. Furthermore the partitions lead to deter-
ministic protocols with O(1) communication and
the same error: Alice sends the names of the rect-
angles that are consistent with her input. Bob
then picks the only rectangle consistent with both
inputs.
We now invoke the following lemma due to Yao
(as in [22]).
Fact 12 The following statements are equivalent
for all f :
 For each distribution µ there is a determin-
istic protocol for f with error  and commu-
nication c.
 There is a randomized protocol in which both
players can access a public source of random
bits, so that f is computed with error prob-
ability  (over the random coins), and the
communication is c.
So we get a O(1) communication randomized pro-
tocol with error probability 1/2 − 1/2O(c) using
public randomness. We employ the following re-
sult from [23] to get a protocol with private ran-
domness.
Fact 13 Let f be computable by a probabilis-
tic protocol with error , that uses public ran-
domness and c bits of communication. Then
BPC(1+δ)(f) = O(c+ log( nδ )).
We may now choose δ = 1/2O(c) small enough to
get a weakly unbounded error protocol for f with
cost O(c+ log n). 2
Theorem 9 For all f : PC(f) = (QC(f)).
Proof: The lower bound is trivial, since the
quantum protocol can simulate the classical pro-
tocol.
For the upper bound we have to construct a clas-
sical protocol from a quantum protocol. Consider
a quantum protocol with error 1/2−  1/2−1/2c
and communication c. Due to lemma 10 we get a
set of 2O(c) weighted rectangles, such that the sum
of the rectangles approximates the communica-
tion matrix entrywise within error 1/2−/2. The
weights are real α with absolute value smaller
than 1. Labeling the −α weighted rectangle with
0 and the other rectangles with 1 clearly yields a
majority cover of size 2O(c), which is equivalent to
a classical weakly unbounded error protocol using
communication O(c) due to fact 1. 2
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