The domination invariant has played an important part in reliability theory. While most of the work in this field has been restricted to various types of network system models, many of the results can be generalized to much wider families of systems associated with matroids. Previous papers have explored the relation between undirected network systems and matroids. In this paper the main focus is on directed network systems and their relation to oriented matroids. An oriented matroid is a special type of matroid where the circuits are signed sets. Using these signed sets one can e.g., obtain a set theoretic representation of the direction of the edges of a directed network system. Classical results for directed network systems include the fact that the signed domination is either +1 or −1 if the network is acyclic, and zero otherwise. It turns out that these results can be generalized to systems derived from oriented matroids. Several classes of systems for which the generalized results hold will be discussed. These include oriented versions of k-out-of-n systems and a certain class of systems associated with matrices.
respect to set inclusion. Except in trivial cases we typically have φ(∅) = 0 and φ(E) = 1. The elements of E are interpreted as components of some technological system. Each component can be either functioning or failed. The function φ is called the structure function of the system. If A is the set of functioning components of the system, then φ(A) represents the resulting system state. If φ(A) = 1, the system is functioning, while if φ(A) = 0, the system has failed.
Alternatively, if the component set E = {1, . . . , n}, we can introduce the component state vector X = (X 1 , . . . , X n ), where X i = 1 if the ith component is functioning, and zero otherwise, i = 1, . . . , n. In this case the set of functioning components, A, is given by A = {i ∈ E : X i = 1}. Hence, the structure function φ, expressed as a function of X , can be written as φ(X) = φ(A(X)).
A component e ∈ E is said to be critical with respect to a set A ⊆ (E \ e) (in (E, φ)) if φ(A ∪ e) − φ(A) = 1. Thus, if (· e , X ) = (X 1 , . . . , X e−1 , · e , X e+1 , . . . , X n ) is the component state vector corresponding to the set A, i.e., for any i ∈ (E \ e), X i = 1 if i ∈ A, and zero otherwise, e is critical with respect to A if φ(1 e , X ) − φ(0 e , X ) = 1. A component e ∈ E is said to be relevant (in (E, φ)) if it is critical with respect to at least one set A ⊆ E. If e ∈ E is not critical with respect to any set, e is said to be irrelevant. If all the components in E are relevant, the system is said to be coherent.
If (E, φ) is a binary monotone system, we define its dual, denoted (E, φ D ), where φ D (A) = 1 − φ(E \ A) for all A ⊆ E. Expressed in terms of the component state vector this means that φ D (X) = 1 − φ(1 − X ) for all X . A path set of a binary monotone system (E, φ) is a set P ⊆ E such that φ(P) = 1, while a cut set is a set C ⊆ E such that φ(E \ C ) = 0. A binary monotone system, (E, φ), is uniquely determined by its family of minimal path sets, P , or its family of minimal cut sets, C. It is easy to see that a component is relevant if and only if it belongs to at least one minimal path set (cut set). Thus, a binary monotone system is coherent if and only if the union of all its minimal path (or cut) sets is equal to the component set. See [5] . Path and cut sets are dual to each other, so a path set of a system (E, φ) is a cut set of the dual system (E, φ D ) and vice versa. If (E, φ) is a binary monotone system, and e ∈ E, we introduce two new systems, (E \ e, φ +e ) and (E \ e, φ −e ), called respectively the contraction and restriction of (E, φ) with respect to e, where for all A ⊆ (E \ e) we define φ +e (A) = φ(A ∪ e) and φ −e (A) = φ(A). Contraction and restriction are known as minor operations. A binary monotone system (F , ψ) where F ⊂ E, is called a minor of (E, φ) if it can be obtained from (E, φ) by a sequence of contractions and restrictions. In particular, if B and C are two disjoint subsets of E, then (E \ (B ∪ C ), φ +B−C ) denotes the minor obtained from (E, φ) by carrying out contractions with respect to all the components in B and restrictions with respect to all the components in C . That is, for all A ⊆ (E \ (B ∪ C )), we have that φ +B−C (A) = φ(A ∪ B). In particular, if B = ∅, φ +B−C (A) = φ −C (A) = φ(A) for all A ⊆ (E \ C ). Thus, φ −C is simply the function φ restricted to subsets of (E \ C ). Alternatively, we may express contraction and restriction in terms of the component state vector X . Then φ +e and φ −e are functions of the subvector of X obtained by deleting the eth coordinate. Denoting this subvector by X E\e , we get that φ +e (X E\e ) = φ(1 e , X ), while φ −e (X E\e ) = φ(0 e , X ).
Thus, contraction and restriction correspond to fixing the state of component e in respectively its functioning or failed state.
Contraction and restriction can also be expressed in terms of the families of minimal path and cut sets. Thus, let P and C be the families of minimal path and cut sets of a binary monotone system (E, φ), let e ∈ E, and introduce the following families:
P +e = Min{(P \ e) : P ∈ P },
P −e = {P ∈ P : e ̸ ∈ P},
C +e = Min{(C \ e) : C ∈ C},
C −e = {C ∈ C : e ̸ ∈ C }.
Then P +e is the family of minimal path sets of (E \ e, φ +e ), while P −e is the family of minimal path sets of (E \ e, φ −e ). Likewise, C −e is the family of minimal cut sets of (E \ e, φ +e ), while C +e is the family of minimal cut sets of (E \ e, φ −e ).
Oriented matroid systems
An important type of binary monotone systems are network systems, i.e., systems where the components and functioning states are defined relative to some graph. In [11, 12] it was shown that many of the results for undirected network systems could be generalized to systems associated with matroids. In this section we shall introduce the class of oriented matroid systems. We start out by introducing some notation.
A signed set is a set M along with a mapping σ M : M → {+, −}, called the sign mapping of the set. With a slight abuse of notation, M refers both to the signed set itself as well as the underlying unsigned set of elements. The sign mapping σ M of a 
where j(i) is the smallest index such that e i ∈ M j . A composition is said to be conformal if σ M j (e) = σ M k (e) for all pairs j, k such that e ∈ (M j ∩ M k ). Thus, for conformal compositions the resulting signed set does not depend on the ordering of the signed set included in the composition.
The concept of oriented matroid systems can be motivated by considering a 2-terminal directed network system. That is, we let G = (V , E) be a directed graph, and let s, t ∈ V . We assume that only the edges are subject to failure, so the component set of the system is E. A path from s to t in G may be described by a signed set, P, consisting of all the edges in the path, where P + is the subset of P consisting of the edges that have the same direction as the path, while P − contains the edges that have the opposite direction as the path. Thus, if we consider the network shown in Fig. 1 one such signed set could e.g., be P = {1, 4,5, 7}. However, when a graph is interpreted as a directed network system, only directed paths, i.e., path sets with only positive elements, will be accepted as feasible. Thus, for a given directed graph G and terminals s and t, the resulting directed network system (E, φ) is said to be functioning if G contains a functioning directed path from s to t.
We then proceed by adding an ''artificial'' edge x from t to s, and thus turning all the paths into circuits. See Fig. 1 . A signed circuit in this extended graph can be described by a signed set, M, consisting of all the edges in the circuit. In order to identify the positive and negative elements of M, we need to assign a direction to the circuit. Given this direction M + is the subset of M consisting of the edges that have the same direction as the circuit, while M − contains the edges that have the opposite direction as the circuit. Note, however, that if we reverse the direction of the circuit, we get the reversed signed set −M. It is common to include both M and −M when listing the signed circuits of a graph. The family of minimal path sets of the network system can be recovered from the family of signed circuits by identifying all circuits M such that x ∈ M + and such that (M \ x) − = ∅, and then deleting x from these sets.
The family of signed circuits of a directed graph satisfies certain properties which can be formalized within the theory of oriented matroids. An oriented matroid is defined as follows: Definition 1. An oriented matroid is an ordered pair (F , M) where F is a non-empty finite set, and M is a family of signed subsets of F , called signed circuits. The signed circuits satisfy the following properties: 
The conditions listed in Definition 1 are referred to as the circuit axioms of an oriented matroid. The term ''circuit'' is of course motivated by the corresponding term in graph theory. In fact if M is the family of signed circuits in a graph with edge set F , then (F , M) is an oriented matroid. The elements of F may sometimes also be interpreted as vectors in a linear space, in which case the circuits correspond to minimal linearly dependent sets. An independent set of an oriented matroid is defined as a set which does not contain any circuit. If (F , M) is an oriented matroid, the rank function of the matroid, denoted ρ, is defined for all A ⊆ E such that ρ(A) is the cardinality of the largest independent subset of A. By using the above axioms it is possible to derive a seemingly stronger version of Axiom O4 given in the following important result:
Proof. See [6] .
A vector, V , of an oriented matroid (F , M) is a composition of circuits. Thus, a vector is a signed set Proof. See [6] .
We now define the minors of oriented matroids. Thus, if (F , M) is an oriented matroid and e ∈ F , we introduce two families of signed sets, M +e and M −e , defined as follows:
M −e = {M ∈ M : e ̸ ∈ M}.
It can be shown that (F \ e, M +e ) and (F \ e, M −e ) are oriented matroids. In fact any minor of an oriented matroid is an oriented matroid. See [6] .
The following result describes the relation between the rank functions of an oriented matroid and its minors: 
Proof. See [17] .
Let M and N be two signed sets with sign mappings σ M and σ N respectively. We say that M and N are orthogonal to each other, and write
We define a cocircuit of an oriented matroid (F , M) as a minimal non-empty set K such that |M ∩ K | ̸ = 1 for all M ∈ M. Given the family of cocircuits of an oriented matroid there exists a unique sign signature so that the resulting signed cocircuits are orthogonal to the signed circuits. 
We are now ready to define the concept of oriented matroid systems.
Definition 6.
Let (E ∪ x, M) be an oriented matroid, and let (E, φ) be a binary monotone system with minimal path set family P given by:
We then say that (E, φ) is the oriented matroid system derived from the oriented matroid (E ∪ x, M) with respect to x, and write this as
, the system (E, φ) is said to be cyclic if there exists a circuit M ∈ M such that M ⊆ E and M − = ∅. If no such circuit exists, (E, φ) is said to be acyclic.
As for 2-terminal directed network systems, the family of minimal path sets of an oriented matroid system is derived from the family of signed circuits by identifying all positive circuits containing the artificial component x and then deleting x. Thus, the class of oriented matroid systems generalizes the class of 2-terminal directed network systems. The family of minimal cut sets of an oriented matroid system can also be derived from the family of cocircuits. This is done as follows:
. Then the family of minimal cut sets of (E, φ), denoted C, is given by:
Note that the way the minimal cut sets are derived from the cocircuits is different from how the minimal path sets are derived from circuits. Motivated by this observation it is possible to define a ''dual'' type of oriented matroid system. We will return to this in a forthcoming paper. 
Table 1
Minimal path sets.
Path set
Edges Path set Edges
The main result of this paper is that certain classical properties of directed network systems also hold for oriented matroid systems. This will be proved by induction with respect to the number of components in the system. In this process we will induce properties of a system from the corresponding properties of its minors. Thus, we need to understand the relationship between minor operations on systems as defined in Section 1, and the corresponding operations on oriented matroids as defined above. Unfortunately, this relationship is not as straightforward as one could wish. To see this we consider the following example: Example 8. Let (E, φ) be the 2-terminal directed network system shown in Fig. 2 , and let (E ∪ x, M) denote the matroid consisting of the circuits in the extended graph where the edge x is added from t to s. Table 1 . We also introduce the subfamily P = {P 1 , P 2 , P 5 , P 7 } consisting of the positive sets inP . Thus, P is the family of minimal path sets of the system. Now we consider the contraction of (E, φ) with respect to the edge 3. By Eq. (1) we get that the family of minimal path sets for this system is P +3 = {P 1 , P 2 , P ′ 5 , P 7 }, where P ′ 5 = (P 5 \ 3) = {2, 4, 6}. We then turn to the matroid contraction with respect to e, and introduceP
We also introduce the subfamily P ′ +3 ofP +3 consisting of the positive sets only, i.e., P
is not an oriented matroid system at all.
In order to study this issue further, we need the following concept:
, and let e ∈ E. Moreover, letP be the family of signed sets defined as follows:
We say that e is reverse relevant (with respect to (E, φ)) if there exists a set P ∈P such that P − = {e}. If no such set exists, e is said to be reverse irrelevant (with respect to (E, φ)).
We observe that ifP is defined as above, the family of minimal path sets of (E, φ), denoted P , is the subfamily ofP given by P = {P ∈P : P − = ∅}. If e is reverse relevant, there exists a set P ∈P where e is the only negative element. Thus, by reversing the direction of e, this P becomes a path set. If on the other hand e is reverse irrelevant, no new paths can be created this way.
In order to handle the technical difficulties with reverse relevant components, we also introduce the following notation.
If (E ∪ x, M) → (E, φ), and e ∈ E, then (E, −e φ) denotes the oriented matroid system derived from (E ∪ x, −e M). Thus, (E, −e φ) is obtained by reversing the direction of the component e. The family of minimal path sets of (E, −e φ) is given by:
We also introduce the binary monotone system (E, * e φ), where the structure function is defined for all A ⊆ E as * e φ(A) = max(φ(A), −e φ(A)). We observe that (E, * e φ) is the system where the direction of the component e is essentially ignored. Thus, the family of minimal path sets of (E, * e φ) expressed using the familyP is given by * e P = {P ∈P , (P \ e) − = ∅}. Note also that * e P = P ∪ −e P , and that if e is reverse relevant, then * e P = P , while −e P is empty.
Using the concept of reverse relevance, one can establish the following result:
, and let e ∈ E. Then (E \ e, φ −e ) is an oriented matroid system as well, and we have: (14) ((E ∪ x) \ e, M −e ) → (E \ e, φ −e ). (15) Moreover, if e is reverse irrelevant, (E \ e, φ +e ) is an oriented matroid system as well, and we have:
Note that (E \ e, * e φ −e ) = (E \ e, φ −e ). Hence, although (E, * e φ) in general may not be an oriented matroid system, both the contraction and restriction of (E, * e φ) with respect to e are such systems. This property turns out to be useful in induction arguments.
Reconsidering Example 8 in the light of Proposition 10 we see that edge 3 is reverse relevant since P
considering the family of all minimal path sets from s to t in G it is easy to see that the only reverse relevant edges are 3 and 5. All the others are reverse irrelevant. We close this section by proving the simple result that components in series with the rest of the system are reverse irrelevant.
Proposition 11.
Let (E, φ) be an oriented matroid system, and let K = {e} be a minimal cut set of the system. Then e is reverse irrelevant, and (E \ e, φ −e ) is non-coherent.
Proof. If K = {e} is a minimal cut set of (E, φ), e is in series with the rest of the system. Thus, e is included in every path set of the system. Hence, (E, −e φ) cannot have any minimal path sets, implying that e is reverse irrelevant. Moreover, (E \ e, φ −e ) is obviously non-coherent.
Signed domination and oriented matroid systems
It is well known (see e.g., [5] ) that the structure function of a binary monotone system (E, φ) can be expressed as a multilinear function of the component state vector as follows:
where δ is an integer-valued function defined for all subsets A ⊆ E known as the signed domination function of the system. In particular we define the signed domination of (E, φ) to be d(φ) = δ(E).
The signed domination function of a system can sometimes be very useful in order to compute the reliability of a system. This is especially true for directed network systems, where the signed domination function is known to have the following very simple form:
if B ⊆ E is an acyclic union of minimal path sets,
where v(B) denotes the number of nodes in the subgraph spanned by the set B. This formula was introduced by [16] who also provided an efficient algorithm for identifying all acyclic unions of minimal path sets, i.e., unions of path sets which do not contain any directed circuits of the graph. Denoting the family of such sets by B it follows that the reliability of the system is given by:
This formula can be viewed as a simplified version of the well-known inclusion-exclusion formula for system reliability. In large networks with many directed circuits, a large number of terms in the inclusion-exclusion formula vanish because they contain directed circuits. As a result the number of terms in (19) can be significantly smaller than the number of terms in the inclusion-exclusion formula.
In the set theoretic approach used in the present paper, we as before denote the set of functioning components by A.
Thus, for a given component state vector, X , the set A is given by A = A(X ) = {i ∈ E : X i = 1}. We now observe that for any B ⊆ E, we have:
Inserting (20) into (17) implies that φ expressed as a function of A has the following form:
The signed domination function is uniquely determined by the structure function of the system. More specifically, we have following result [11] : Proposition 12. Let (E, φ) be a binary monotone system with signed domination function δ. We then have:
In particular:
We recall that for any C ⊆ E, we have φ −C (B) = φ(B) for all B ⊆ (E \ C ). Hence, we get:
Hence, determining the signed domination function of a binary monotone system (E, φ) is equivalent to determining the signed domination of (E, φ) and all its restriction minors. Thus, in the remaining part of this paper we will focus on determining the domination of a system (instead of the domination function). Our main goal is to generalize (18) to the class of oriented matroid systems. That is, we want to prove that the domination of an oriented matroid system is either +1 or −1 if the system is acyclic and zero if it is cyclic.
By using Proposition 12, [11] proved the following recursion formula (see also [2, 4] ), known as the signed domination theorem: Theorem 13. Let (E, φ) be a binary monotone system, and let e ∈ E. We then have:
A strongly related result to the signed domination theorem is the criticality domination theorem: Theorem 14. Let (E, φ) be a binary monotone system, and let e ∈ E. We then have:
Proof. By Proposition 12 we get:
By splitting this sum into sets containing e and sets not containing e, we get that d(φ) can be written as:
Now the results follow by merging the two sums using that (−1)
|E\e|−|B| and (−1)
Now, assume that (E, φ) is a binary monotone system, and that e ∈ E is an irrelevant component. Then by definition φ(B ∪ e) − φ(B) = 0 for all B ⊆ E \ e. Thus, by Theorem 14 we have the following well-known result: Within the theory of domination, identifying systems having zero domination is often of interest. As demonstrated in the above result, non-coherency is a sufficient condition for zero domination. However, except for certain special classes of systems, it is generally not a necessary condition. To see this we start out by proving a generalized version of the signed domination theorem. 
Theorem 16.
Let (E, φ) be a binary monotone system, and let A ⊆ E. We then have: , and obtain the following:
Hence, the result follows since the inner sum is equal to d(φ +C−(A\C) ).
We observe that by letting A = {e} in Theorem 16, we obtain Theorem 13 as a special case. Note also that the result is trivially true for the case where A = ∅ in which case the sum on the right-hand side consists of just the single term d(φ). By applying Theorem 16, the following weaker sufficient condition for zero domination is immediate: Example 18. Let (E, φ) be the 2-terminal directed network system shown in Fig. 3 , where E = {1, . . . , 7}. We observe that the network contains a directed cycle D = {3, 4, 5}. By considering all minors of the form (D, φ +C−(A\C) ), where C ⊆ A = E \ D, it is easy to verify that all these are non-coherent. If e.g., C = {1, 7}, the component 3 is irrelevant in the resulting minor, while if C = {2, 6}, the component 5 is irrelevant in the resulting minor. Thus, by Theorem 17 it follows that the system has zero domination. Still the system itself is coherent.
We now apply the domination results to the concepts of Section 2 starting out with the following reorientation domination theorem: φ) and e ∈ E. We then have: Proof. We start out by noting that * e φ(B) = −e φ(B) = φ(B) for all B ⊆ E \ e. We then choose a set B ⊆ E \ e such that * e φ(B ∪ e) = 1, while φ(B) = 0. Since * e φ = max(φ, −e φ), this implies that at least one of φ(B ∪ e) and −e φ(B ∪ e) is equal to 1. We now claim that exactly one of φ(B ∪ e) and −e φ(B ∪ e) is equal to 1. To prove this we assume to the contrary that both of them are equal to 1. This implies that there exists two circuits 
and −e φ(B ∪ e) is equal to 1. Using this it follows by Theorem 14 that we have:
which concludes the proof.
Theorem 19 is one of the crucial tools needed to analyze the domination of oriented matroid systems. We recall that the contraction of an oriented matroid system is an oriented matroid system only when the contraction is carried out with respect to a reverse irrelevant component. However, this theorem enables us to get around this difficulty. Theorem 19 can also be used for analyzing partially oriented matroid systems. We will return to this in a forthcoming paper.
We now turn to the main results of the paper, i.e., extending the results of [16] to oriented matroid systems. We start out by showing that the signed domination of a cyclic oriented matroid system is zero. Before proving this we need two lemmas.
Lemma 20. Let (E ∪ x, M) → (E, φ), and assume that E is a positive circuit. Then d(φ) = 0.
Proof. If (E, φ) is non-coherent, then d(φ) = 0 by Theorem 15. Thus, we assume that (E, φ) is coherent. This implies that the system must have at least two minimal path sets P 1 and P 2 , since a single circuit of the form P ∪ x cannot cover E when E itself is a circuit. Now, let
. Then by Axiom O4 there exists a third circuit M 3 such that M
Since x ̸ ∈ M 3 , we must have M 3 ⊆ E. However, by Axiom O3 this implies that either M 3 = E or M 3 = −E which is impossible since M 3 obviously contains both positive and negative elements. Thus, we have arrived at a contradiction. Hence, (E, φ) must be non-coherent, and so d(φ) = 0.
Lemma 21. Let (E ∪ x, M) → (E, φ), and assume that M = {e, f } is a positive circuit. Then d(φ) = 0.
Proof. We start out by choosing A ⊆ (E \{e, f }) arbitrarily, and letting B = (E \{e, f })\A. We then claim that ({e, f }, φ +A−B ) is non-coherent. Since A is arbitrarily chosen, it then follows by Theorem 17 that d(φ) = 0. To prove that this system is noncoherent, we assume to the contrary that ({e, f }, φ +A−B ) is coherent. Since M = {e, f } is assumed to be a circuit, {e, f } cannot be a minimal path set for ({e, f }, φ +A−B ) as well. Hence, the only possibility is that both {e} and {f } are minimal path sets for ({e, f }, φ +A−B ). From this it follows that there exist two positive circuits, 
, and such that x ∈ M + 4 . Thus, P = M 4 \ x is a minimal path set of (E, φ) such that P ⊆ A. However, this contradicts the assumption that ({e, f }, φ +A−B ) is coherent. Thus, we conclude that ({e, f }, φ +A−B ) is non-coherent.
Using these two lemmas we can now prove the general result:
Proof. Assume that (E ∪ x, M) → (E, φ) and assume that (E, φ) is cyclic. That is, there exists M ∈ M such that M ⊆ E and M − = ∅. If (E, φ) is non-coherent, the result is trivial by Theorem 15. Thus, we assume that (E, φ) is coherent, implying that |M| ≥ 2. If M = E or |M| = 2, the result follows either by Lemma 20 or Lemma 21. Thus, in particular, the result holds if |E| ≤ 3. As an induction hypothesis we assume that the result holds for all cyclic oriented matroid systems with less than n components. We then consider the case where |E| = n, |E \ M| > 0, and |M| > 2. If there exists e ∈ (E \ M) such that e is reverse irrelevant, it follows by Proposition 10 that both (E \ e, φ +e ) and (E \ e, φ −e ) are cyclic oriented matroid systems. Note that in Case 1 the number of components outside M is reduced, while in Case 2 the number of components inside M is reduced. Thus, as a result of the induction process we eventually end up with a system covered either by Lemma 20 or Lemma 21.
Using this result one can also prove the other main result:
Theorem 23. Let (E, φ) be a coherent acyclic oriented matroid system derived from the oriented matroid (E ∪ x, M). Moreover, let ρ be the rank function of
Proof. This result is also proved by induction on |E|. It is very easy to see that the result holds if |E| = 1. In this case the system consists of a single component, say e. Moreover, since the system is assumed to be coherent, the system has exactly one minimal path set, i.e., P = {e}. We then assume that the result has been proved for systems with fewer than n components, and let (E, φ) be a coherent acyclic oriented matroid system where |E| = n. Moreover, we let (E ∪ x, M) denote the corresponding oriented matroid. In order to prove that the result holds for this system, we consider two cases. Case 1. There exists a component e ∈ E such that (E \ e, φ −e ) is not coherent. Let f ∈ E \ e be an irrelevant component in (E \ e, φ −e ), and let P be a minimal path set of (E, φ) such that f ∈ P. Moreover, let M 1 = (P ∪ x) be the corresponding circuit. Since f is irrelevant in (E \ e, φ −e ), we must have e ∈ P as well.
Then assume that there exists an M 2 ∈ M such that M
follows by Proposition 2 that there exists another circuit
Hence, since (E, φ) is assumed to be acyclic, we must have x ∈ M 3 which implies that P ′ = (M 3 \ x) is a minimal path set. However, f ∈ P ′ and e ̸ ∈ P ′ contradicts the assumption that f is an irrelevant component in (E \ e, φ −e ). Thus, we conclude that M does not contain any set M 2 with e as its only negative element. This means that e is reverse irrelevant, and hence by Proposition 10 we have:
For the same reason we get that (E \ e, φ +e ) must be acyclic as well. Finally, we claim that (E \ e, φ +e ) is coherent.
To prove this we assume to the contrary that this is not so. Let g ∈ (E \ e) be an irrelevant component in (E \ e, φ +e ), and let Q be a minimal path set of (E, φ) such that g ∈ Q . Moreover, let N 1 = (Q ∪ x) be the corresponding positive circuit. Since g is irrelevant in (E \ e, φ +e ), it follows that e ̸ ∈ N 1 . Furthermore, there must exist another positive circuit N 2 containing e and x but not g such that (N 2 \ e) ⊂ N 1 . Note that this implies that N 2 \ N 1 = {e}. We then form the vector V = N 1 • (−N 2 ). Since N 2 \ N 1 = {e}, the only element of V that gets its sign from N 2 is e. Hence,
By Proposition 3 it follows that V can be written as a conformal composition of circuits. Hence, there must exist a circuit (N 3 \ e) and N − 3 = {e}. However, we have already proved that M does not contain any such circuit, so we conclude that (E \ e, φ +e ) is coherent.
We are then in a position where we can apply the induction hypothesis. Since (E \ e, φ −e ) is assumed to be not coherent, it follows by Theorem 15 that d(φ −e ) = 0. Hence, by Theorem 13, Proposition 4 and the induction hypothesis we get that:
Case 2. All minors of the form (E \ e, φ −e ) are coherent. In this case we start out by choosing a minimal cut set K with as few components as possible, and then from this set we select an arbitrary component e ∈ K . Note that since (E \ e, φ −e ) is assumed to be coherent, Proposition 11 implies that K must contain at least two elements. Note also that by Proposition 10 we have:
Moreover, since M −e is a subfamily of M, (E \ e, φ −e ) is obviously acyclic as well. Let P 1 , . . . , P p be the minimal path sets of (E \ e, φ −e ), and let M j = (P j ∪ x) ∈ M −e , j = 1, . . . , p denote the corresponding circuits. Since (E \ e, φ −e ) is assumed to be coherent,
Furthermore, let P 0 be a minimal path set of (E, φ) such that e ∈ P 0 , and let M 0 = (P 0 ∪ x) ∈ M be the corresponding circuit. Since (E, φ) is coherent, such a minimal path set will always exist. We now form the composition 
(34) Moreover, if (E, −e φ) is cyclic, then so is (E, ( * e φ) +e ). Hence, by Theorem 13 we have:
where the last equality follows by Theorem 22 and since obviously (E \ e, φ −e ) = (E \ e, ( * e φ) −e ).
Since (E \ e, φ −e ) is a coherent acyclic oriented matroid system with n − 1 components, we can apply the induction hypothesis and Proposition 4 and get:
where the last equality follows since e ∈ M 0 , so deleting this component from (E ∪ x) does not change the rank, i.e., ρ(E ∪ x) = ρ((E \ e) ∪ x). By combining (34)-(36), we finally get:
which concludes the proof when x ̸ ∈ M. If, on the other hand, any circuit M ∈ M such that M + = (M \ e) and M − = {e}, also contains x, it follows that (E, −e φ) is acyclic. Moreover, by the existence of such a set M, and since P 1 , . . . , P p obviously are minimal path sets in (E, −e φ), it follows that (E, −e φ) is coherent as well.
Furthermore, since both (E, φ) and (E, −e φ) are acyclic, then so is (E \ e, * e φ +e ). Finally, we claim that (E \ e, * e φ +e ) is coherent.
To prove this, we use an argument similar to the one we used in Case 1. Thus, we start out by assuming to the contrary that this is not so. Let g ∈ (E \ e) be an irrelevant component in (E \ e, * e φ +e ), and let Q be a minimal path set of (E, φ) such that g ∈ Q . Moreover, let N 1 = (Q ∪ x) be the corresponding positive circuit. Since g is irrelevant in (E \ e, * e φ +e ), it follows that e ̸ ∈ N 1 . Furthermore, there must exist another circuit N 2 containing e and x but not g such that (N 2 \ e) is positive and (N 2 \ e) ⊂ N 1 . Note that this once again implies that N 2 \ N 1 = {e}. We then form the vector Since we know that both (E, φ) and (E, −e φ) are acyclic, it follows that x ∈ N 3 . Thus, since g is irrelevant in (E \ e, * e φ +e ), we also get that g ̸ ∈ N 3 . Hence, (N 3 \ e) ⊂ N 1 . Finally, since obviously N 2 ̸ = −N 3 , and we either have e ∈ (N
, we can use Axiom O4, and get that there exists yet another circuit
However, this implies that
⊂ N 1 which is impossible since no circuit can be a proper subset of another. Hence, we conclude that we must have that (E \ e, * e φ +e ) is coherent.
Having proved that (E \ e, * e φ +e ) is acyclic and coherent, we can apply the induction hypothesis and Proposition 4 and get:
Thus, by combining Theorem 13, (36) and (38) we get:
Hence, by Theorem 19 we get:
Thus, if we can show that d( −e φ) = (−1)
|E|−ρ(E∪x) , the proof is complete.
We now proceed by trying to determine d( −e φ) repeating the same arguments as above, and noting that K \ e must be a minimal cut set of (E, −e φ). The process is repeated until we arrive at a system where the signed domination can be determined. At each step of this process we reverse the direction of yet another component in K , and thus reducing the size of the shortest minimal cut set in the resulting reoriented system. If not earlier, the process will terminate when we arrive at a system with a minimal cut set of size one, in which case the occurrence of Case 1 is guaranteed by Proposition 11.
When the process terminates, the signed domination of the last reoriented system will be determined to be equal to
|E|−ρ(E∪x) . Using Eq. (40) it follows that this is true for the second last reoriented system as well. By repeating this argument we can backtrack the value of the signed domination all the way to the original system (E, φ). That is, we get that
|E|−ρ(E∪x) as claimed, and this completes the proof.
Examples of oriented matroid systems

Oriented matrix systems
We start out by letting (E, φ) be a binary monotone system where E = {1, . . . , n}. For each i ∈ E we associate a vector denoted v i belonging to some vector space over an ordered field, say e.g., R. We also introduce a ''target'' vector u belonging to the same vector space. We then define φ(A) to be 1 if there exists {λ i ≥ 0 : i ∈ A} so that:
and zero otherwise. Thus, the system is functioning if and only if the convex cone spanned by the vectors {v i : i ∈ A} contains the target vector. We refer to such a system as an oriented matrix system. It can be shown that such a system is in fact a special case of an oriented matroid system. We denote the corresponding matroid by (E ∪ x, M). To the artificial component x we associate the vector v x = −u. The family of signed circuits M consists of the sets M ⊆ (E ∪ x) such that {v i : i ∈ M} is a minimal linearly dependent set of vectors. Thus, if M ∈ M, there exists a set of non-zero constants {λ i : i ∈ M} such that:
Moreover, given {λ i : i ∈ M}, the sign map of M is defined so that M + = {i : λ i > 0}, while M − = {i : λ i < 0}. Finally, the rank function of (E ∪ x, M), denoted ρ, reduces to ''ordinary'' matrix rank. That is, if A ⊆ (E ∪ x), then ρ(A) is equal to the rank of the matrix with columns {v i : i ∈ A}. In particular:
ρ
We observe that if M ∈ M, x ∈ M + and (M \ x) − = ∅, we have:
Thus, (M \ x) is indeed a minimal path set of (E, φ).
Since (E, φ) is an oriented matroid system, it follows by the results of the previous section that d(φ) = (−1)
(E, φ) is acyclic and coherent and zero otherwise.
The class of oriented matrix systems can be viewed as a generalization of the class of 2-terminal directed network systems. In particular, if (E, φ) is a 2-terminal directed network system, the associated vectors correspond to the columns of the node-arc incidence matrix of the network graph, including the artificial edge x from the terminal back to the source.
(See Fig. 1.) If (E, φ) is coherent, it is well known that the rank of this matrix is v − 1, where v is the number of nodes in the network. Hence, it follows by the results of the previous section that d(φ) = (−1)
and coherent and zero otherwise. Thus, we get the classical formulas given in [16] .
We recall that an oriented matroid system (E, φ) is acyclic if E does not contain any positive circuits. In this context this means that an oriented matrix system (E, φ) with associated vectors {v i : i ∈ E} is cyclic if there exists a set of non-negative numbers {λ i : i ∈ E} where λ j > 0 for at least one j ∈ E, and such that:
Note that if (45) holds for the set of non-negative numbers {λ i : i ∈ E} and c > 0, then (45) also holds for {cλ i : i ∈ E}. Thus, since not all the λ i s are zero, we may scale them so that they add up to 1, in which case the left-hand side of (45) becomes a convex combination of the v i s. Hence, (E, φ) is cyclic if and only if 0 is contained in the convex hull of the v i s. If not, the system is acyclic. The following result provides a way of checking this: Proposition 24. Let (E, φ) be an oriented matrix system with associated vectors {v i : i ∈ E}. Then (E, φ) is acyclic if and only if there exists a vector µ such that:
Proof. The result is a consequence of the well-known Farkas' lemma.
Oriented k-out-of-n systems
Let (E, φ) be a binary monotone system where |E| = n, and assume that φ(A) = 1 if |A| ≥ k and zero otherwise. Then the system is said to be a k-out-of-n system. That is, the system is functioning if and only if at least k of the n components are functioning. Thus, the minimal path sets of a k-out-of-n system are all sets P ⊆ E such that |P| = k. The class of k-outof-n systems has been studied extensively in the reliability literature. See e.g., [5] . An efficient algorithm for calculating the reliability of k-out-of-n systems is given in [3] . In [11] it is shown that k-out-of-n systems can be associated with matroids in the same way as undirected network systems.
Variations of this class includes various types of linear or circular consecutive k-out-of-n systems. For such systems all minimal path (or cut) sets still contain k elements, but only sets where the elements form either a linear or circular consecutive sequence (relative to the ordering of the components) are included. As an example we consider the following:
Example 25. Let (E, φ) be a linear consecutive 2-out-of-5 system. That is, E = {1, . . . , 5}, and the minimal path sets are P 1 = {1, 2}, P 2 = {2, 3}, P 3 = {3, 4}, P 4 = {4, 5}. It is easy to see that φ expressed as a function of the component state vector X = (X 1 , . . . , X 5 ) is given by:
The question now is whether or not this is an oriented matroid system. In order to investigate this, we consider δ(A), where A = {1, 2, 3, 4}. We observe that A can be written as a union of minimal path sets, (e.g., as P 1 ∪P 3 ). At the same time δ(A) = 0, which seems to indicate that A contains a positive circuit. Still, if this was the case, then so would E, implying that δ(E) = 0 as well. According to the above expansion, however, we have that δ(E) = 1. Thus, we conclude that the system cannot be an oriented matroid system.
A linear consecutive k-out-of-n system has several similarities to oriented matroid systems. The family of minimal path sets is a subfamily of the family of minimal path sets of a k-out-of-n system. Furthermore, it can be shown that the signed domination of such a system is either +1, −1 or zero. For details we refer to [7] . If k = 1, the system is a parallel system, while if k = n the system is a series system. Moreover, if k = n − 1, the system is a series-parallel system. Thus, in these trivial cases a linear consecutive k-out-of-n system is an oriented matroid system as well. As illustrated in Example 25, however, this will certainly not always be the case.
In order to derive a class of oriented matroid systems from the class of k-out-of-n systems, we shall proceed in a different way. More specifically we let E = {1, . . . , n} be a set of components and let k be an integer such that 1 ≤ k ≤ n. We then consider what is known as a ''uniform'' oriented matroid (E ∪ x, M) with rank k. See [6] . That is, M is given as:
and equipped with a suitable sign signature. Note that since all the circuits of (E ∪x, M) contain k+1 elements, it follows that the largest independent subsets of E ∪x contain k elements. Thus, by definition of the rank we indeed have that ρ(E ∪x) = k. Then let (E,φ) be the binary monotone system with minimal path setsP = {(M \ x) : x ∈ M + }. Hence,P consists of all subsets of E with cardinality k, so (E,φ) is a k-out-of-n system. Now, consider instead the system (E, φ) with minimal path sets P = {P ∈P : P − = ∅}. Thus, only the positive sets ofP are included in P . By definition (E, φ) is an oriented matroid system, and we then refer to this system as an oriented k-out-of-n system. Note that the exact form of (E, φ) depends on the sign signature of (E ∪ x, M). Thus, in general there will be many different types of oriented k-out-of-n systems. Some of these are acyclic, while others are cyclic. In the case where (E, φ) is acyclic, i.e., where E does not contain any positive circuits, it follows by Theorem 23 that:
while in the cyclic case d(φ) = 0 by Theorem 22.
We conclude this section by presenting a specific example of an oriented matroid system. Example 26. Let (E, φ) be an oriented matrix system where E = {1, . . . , 5}. Assume that the associated vectors v 1 , . . . , v 5 all have the same length and are located in the first octant of R 3 forming a regular pentagon. Furthermore, assume that the target vector u is located at the center of this pentagon. The system is illustrated in Fig. 4 , where we have projected all the points into a plane orthogonal to the center point of the pentagon. As usual we denote the corresponding matroid by (E ∪ x, M), and let v x = −u. 
Thus, (E ∪ x, M) is a uniform oriented matroid, and we have:
Hence, by the definition of oriented k-out-of-n systems it is evident that (E, φ) is an oriented 3-out-of-5 system. On the other hand (E, φ) is by definition also an oriented matrix system. Thus, if A ⊆ E is the set of functioning components, it follows that φ(A) = 1 if and only if the target vector u is contained in the convex cone spanned by the vectors {v i : i ∈ A}.
Considering the projection in Fig. 4 this is equivalent to the projection of u being contained in the polygon spanned by the projections of the vectors {v i : i ∈ A}. For this to hold we must have |A| ≥ 3. Moreover, if |A| = 3, the projections cannot be consecutive points in the pentagon. Thus, e.g., the triangle corresponding to the set {1, 2, 4} contains the projection of the target, so φ({1, 2, 4}) = 1. On the other hand the triangle corresponding to the set {1, 2, 3} does not contain the projection of the target, so φ({1, 2, 3}) = 0. From this we get that the minimal path sets of the system are P = {P 1 , . . . , P 5 } where P 1 = {1, 2, 4}, P 2 = {2, 3, 5}, P 3 = {1, 3, 4}, P 4 = {2, 4, 5}, and P 5 = {1, 3, 5}. We observe that the union of all these minimal path sets is E. Thus, the system is obviously coherent.
By using Proposition 24 it is easy to see that (E, φ) is acyclic. In fact, with all the associated vectors as well as the target being located in the first octant of R It can be shown that all components in the above system are reverse relevant. Since every 2-terminal directed network system contains at least one reverse irrelevant component (see [11] ), this implies that this system cannot be represented as a 2-terminal directed network system. Thus, the domination results for oriented matroid systems are indeed a true generalization of the classical results for 2-terminal directed network systems.
As already pointed out, the above system is both an oriented k-out-of-n system and an oriented matrix system. However, many oriented k-out-of-n systems cannot be represented as oriented matrix systems. This issue is closely related to vector realizations of uniform oriented matroids. For details see [6] .
Conclusions and further work
In the present paper we have introduced the class of oriented matroid systems, and have shown how the classical domination results for directed network systems can be extended to this class. Since 2-terminal directed network systems are special cases of oriented matroid systems, the domination results for such network systems are covered completely by our results. Still it is not evident that our results will cover multi-terminal directed network systems as well. In [11, 12] it was shown that multi-terminal undirected network systems can be handled in a unified way using matroid theory. Thus, a natural conjecture would be that similar unifying results can be obtained in the directed case. Preliminary investigations of this, however, indicate that the problem is much more difficult than in the undirected case, and that certain restrictions will apply.
Another future area of research is extending the results to partially oriented systems. By using Theorem 19 we believe that it is possible to attack this problem very efficiently.
One of the anonymous referees pointed out that within the theory of oriented matroids there is a well studied framework in which the results of this paper could be fitted, and if this was done, some of the proofs could perhaps be simplified or obviated. While we view this as beyond the scope of the present paper, we believe that this is an excellent idea which we hope to investigate in the future.
So far the extensions to oriented matroid systems have been presented in a purely theoretical framework. Practical applications of the results in reliability calculations will require efficient algorithms for generating the non-zero terms of the reliability polynomial similar to those presented in [16] .
