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In almost all studies concerned with the distribution of nancial data skewness and lepto-
kurtosis will be measured by the third and the fourth standardized moments. Additionally,
there is the problem of some severe outliers in the data. Therefore, skewness and lepto-
kurtosis will be overestimated because the standardized moments are very sensitive with
respect to these outliers as the investigation of the inuence function of higher order stan-
dardized moments shows. In the literature concerned with adaptive and robust statistical
methods there are alternative proposals for measuring skewness and kurtosis. These mea-
sures depend on means only dened on a part of the support of the considered distribution
or on quantiles. Also for these measures the inuence functions will be derived to discuss
the inuence of isolated outliers.
21 Einleitung
Prim armae einer Verteilung sind Lage{ und Skalenparameter. S amtliche h oheren Ver-
teilungsmazahlen, die z.B. Schiefe und W olbung charakterisieren sollen, werden als Se-
kund armae bezeichnet. Diese Sekund armae spielen bei der Beurteilung der sog. Stylized
Facts von Renditen von Finanzmarkttiteln eine groe Rolle. Deren Verteilungen gelten
gemeinhin als schief und leptokurtisch, wobei eine Beurteilung ausschlielich  uber die
dritten und vierten standardisierten Momente erfolgt. Gleichzeitig werden aber auch in
den Daten namhafte Ausreier identiziert, die die Verteilung kontaminieren. Es soll des-
halb im folgenden mit dem Konzept der Einufunktion untersucht werden, wie stark
diese standardisierten Momente von diesen Ausreiern beeinut werden. Es besteht zu
bef urchten, da das Ausma der festgestelllten Schiefe und W olbung  ubersch atzt wird.
Zudem werden auerhalb der Finanzmarktliteratur alternative Sekund armae diskutiert,
die als Mae der Gruppe II (sog. Teilmittelwerte als deniert als Mittelwerte  uber Tei-
len des Tr agers einer Zufallsvariablen) und als Mae der Gruppe III (Funktionen von
Quantilen) bezeichnet werden. Mit der Einufunktion wird auch f ur diese Mae die Aus-
reiersensitivit at untersucht.
2 Einukurven
Es sollen nun f ur die allgemeine Darstellung aller drei Gruppen von Verteilungsmaen die
Einukurve angegeben werden. F ur spezielle Mazahlen kann diese den Arbeiten von
Ruppert (1987) und Groeneveld (1991) entnommen werden.





gegeben. " ! 0+ heit, da lediglich der rechtsseitige Grenzwert betrachtet werden mu.
Die Verteilungsfunktion
F" = (1   ")F + "x
stellt eine Kontamination von F dar, wobei die Kontamination mit einer Einpunktver-
teilung x im Punkte x erfolgt. Die Einukurve mit den innitesimalen Einu einer
3isolierten Beobachtung auf die durch T(F) gekennzeichnete Mazahl. Ist die Einukur-
ve beschr ankt, so ist kein noch so kleiner Anteil noch so extremer Beobachtungen x in
der Lage, den Wert von T(F) beliebig zu erh ohen. In diesem Sinne ist eine Mazahl mit
beschr ankter Einukurve insensitiv bez uglich des Auftretens von Ausreiern.
Das Vorzeichen des Wertes der Einufunktion gibt Auskunft, wann ein isolierter Aus-
reier den Wert der betreenden Mazahl steigert (positives Vorzeichen) bzw. reduziert
(negatives Vorzeichen).
Da die betrachteten statistischen Funktionale wiederum Quotienten von statistischen
Funktionalen sind, kann die Einukurve h aug einfacher f ur die logarithmierten Ma-
zahlen hergeleitet werden.
 Uber die oensichtliche Beziehung
IC(x;T(F)) = IC(x;logT(F))T(F)
kann dann die Einukurve von T(F) rekonstruiert werden. Im  ubrigen mit die Einu-
kurve von logT(F) die relative  Anderung von T an der Stelle F infolge einer innitesi-
malen Kontimation im Punkt x.
2.1 von standardisierten Momenten
Es soll ohne Beschr ankung der Allgemeinheit von einer Zufallsvariablen X mit Vertei-
lungsfunktion F ausgegangen werden mit E(X) = 0 und V ar(X) = 1. Dies bedeutet, da
f ur X
k(F) = k(F) = 
0
k(F)
ist, wobei k(F) bzw. 0
k(F) das k{te zentrierte Moment bzw. das k{te Potenzmoment
von F bezeichnen.
Theorem 2.1 Sei X verteilt mit der Verteilungsfunktion F und E(X) = 0, V ar(X) =













ist die Einufunktion von k




so da lediglich die Einukurve von k(F) ben otigt wird. Bezeichne 0
i(F") das i{te

















i(F") = (1   ")i(F) + "x
i = i(F) + "(x
i   i(F))
wegen 1(F) = (F) = 0.





















Wegen (F") ! 0 f ur " ! 0+, sind nur solche Summanden von Null verschieden, in denen
entweder i = k oder i = k   1 ist, so da
IC(x;k(F) = x
k   k(F)   kk 1(F)x
ist. Setzt man diesen Ausdruck in die Einufunktion von k(F) ein, so erh alt man das
gew unschte Ergebnis. 
Damit ist die Einufunktion des k{ten standardisierten Moments k ein Polynom in k,
was belegt, da k mit wachsendem k immer sensitiver bez uglich Ausreiern wird. Dieser
Einu wird durch die Standardisierung von k(F) nicht reduziert.
Beispiel 2.1 1. Das dritte standardisierte Moment 3 besitzt die Einukurve
IC(x;3(F) = x
3   3=23(F)x
2   3x + 1=23(F):
F ur eine symmetrische Verteilung F mit 3(F) = 0 folgt die von Groeneveld (1991,
S. 98) angegebene Einufunktion.
52. Die Einufunktion des vierten standardisierten Momentes 4 lautet
IC4;F(x) = x
4   24(F)x
2   43(F)x + 4(F):
Diese unterscheidet sich von der von Ruppert (1987, S.3) angegebenen Einufunk-
tion, da dieser eine symmetrische Kontamination und 3(F) = 0 betrachtet.
2.2 von Quotienten von Linearkombinationen von Teilmittel-
werten




p   I(x < F  1(p))
f(F  1(p)
lautet, wobei I(:) die Indikatorfunktion bezeichnet, die den Wert 1 annimmt, wenn das
durch das Argument spezizierte Ereignis eintritt. Diese Einukurve ist oensichtlich
beschr ankt.
Zun achst soll die Einukurve von Teilmitteln angegeben werden, wenn die Quantile
F  1(p) und F  1(q) endlich sind.
Lemma 2.1 Sei X verteilt mit der stetigen Verteilungsfunktion F und der Quantilsfunk-
tion F  1, dann gilt f ur die Einufunktion von (p);q) f ur 0 < p < q < 1:




































































Der Rest ist nicht zu diskutieren, da er bei dem nun folgenden Grenz ubergang " ! 0+,
der die Einukurve des Teilmittels (p;q) liefert, verschwindet:




















Beachtet man, da der letzte Summand xI(F  1(p) < x < F  1(q)=(q   p) ist und setzt






(q   I(x < F
 1(q)))F












 1(q)) = 1   I(x < F
 1(q));
ergibt sich die gesuchte Indikatorfunktion. 
Der Einu von Ausreiern wird durch die Indikatorfunktionen beidseitig beschr ankt.
Beispiel 2.2 In dem Ma Q1 f ur die Schiefe einer Verteilung geht das Teilmittel
(0:25;0:75) ein. Die zugeh orige Einukurve lautet dann f ur dieses Teilmittel:






Besondere Diskussion erfordern die Teilmittel  uber nicht beschr ankte Intervalle, f ur die
p = 0 bzw. q = 1 mit F  1(1) = 1 bzw. F  1(0) =  1 sind. Das folgende Lemma
behandelt die Einukurven in diesem Fall.
7Lemma 2.2 Sei X verteilt mit der stetigen Verteilungsfunktion F und der Quantilsfunk-
tion F  1.
1. Dann gilt f ur die Einufunktion von (p;1)) f ur 0 < p < 1:









2. Es gilt f ur die Einufunktion von (0;q) f ur 0 < q < 1:









Beweis: Es ist jeweils ein Grenz ubergang der im vorstehenden Lemma angegeben Einu-
kurve f ur p ! 0 bzw q ! 1 durchzuf uhren. 
Zu beachten sind, da diese Mittel nur noch eine einseitig beschr ankte Einukurve auf-
weisen.
Beispiel 2.3 Als weitere Bestandteile in das Schiefema Q1 gehen (0;0:05) und
(0:95;1) ein. Die zugeh origen Einufunktionen sind
IC(x;(0:95;1)) =  (0:95;1) + 20maxfx;F
 1(0:95)g + 19F
 1(0:95)
IC(x;(0;0:05)) =  (0;0:5) + 20minfx;F
 1(0:05)g + 19F
 1(0:05):
Der folgende Satz gibt ausgehend von den Einukurven f ur Teilmittel die Einukurven
f ur Quotienten von Linearkombinationen von Teilmitteln an.
Theorem 2.2 Sei X mit der stetigen Verteilungsfunktion F und der Quantilsfunktion






























Benutzt man die bekannte Beziehung zwischen den Einukurven von Q(F) und logQ(F)
folgt das Ergebnis sofort. 
Ein einheitliches Bild der Einufunktionen zeigt sich erst in den folgenden Beispielen.










Diese Einukurve ist eine Linearkombination der in der vergangenen Beispielen
angegebenen Einukurven der involvierten Teilmittel und damit beidseitig nicht
beschr ankt. Einen  ahnlichen Verlauf hat die Einufunktion f ur das Schiefema H1
und die W olbungsmae Q2 und H3 f ur symmetrische Tails.
2. Einseitig beschr ankte Einufunktionen besitzen die W olbungsmae H4 und H5 f ur
schiefe Verteilungen. Es besteht ein Schutz gegen Ausreier in dem steileren Ast der
Verteilung.
3. Das einzige der betrachteten Ma mit beidseitig beschr ankter Einukurve ist das
Ma H2 f ur Peakedness.
2.3 von Quotienten von Linearkombinationen von Quantilen
Da die Mae der dritten Gruppe direkt auf den Quantilen aufsetzen, deren Einufunktion
bereits angegeben wurde, kann deren Einufunktion leicht hergeleitet werden, wie der
folgende Satz zeigt.
Theorem 2.3 Sei X mit der stetigen Verteilungsfunktion F und der Quantilsfunktion












































; j = 1;2;:::;l:












Setzt man die Einukurven f ur die Quantile F  1(pi), i = 1;2;:::;k und F  1(qj), j =
1;2;:::;l ein, so erh alt man das gew unschte Ergebnis. 
Diese Einukurve ist f ur endliche k und l beschr ankt, wobei das Supremum des Abso-
lutbetrages der Einukurve von der Gewichten Ai und Bj abh angt.
Beispiel 2.5 Das Schiefema von Bowley (1920) besitzt die Parametrisierung k = 3,
l = 2, a1 = a2 = b1 = 1, a3 =  2, b2 =  1 und lautet
S2(F) =
F  1(1   p) + F  1(p)   2F  1(0:5)
F  1(1   p)   F  1(p)

































 1(1   p)   F
 1(p))
 1 :
10Zu beachten ist, da
B1   A1 =
S2(F)   1
f(F  1(1   p))(F  1(1   p)   F  1(p))
< 0
B2   A2 =  
S2(F) + 1
f(F  1(p))(F  1(1   p)   F  1(p))
< 0
wegen
S2(F)   1 =
2(F  1(p)   F  1(0:5))
F  1(1   p)   F  1(p)
< 0 f ur p < 0:5
S2(F) + 1 =
2(F  1(1   p)   F  1(0:5))
F  1(1   p)   F  1(p)
> 0 f ur p < 0:5:
Damit ist die Einufunktion des Maes von Bowley
IC(x;S2(F)) = (A1   B1)(1   p) + (A2   B2)p + A3
+(B1   A1)I(x < F




L at man den ersten von x unabh angigen Summanden stehen und setzt im  ubrigen die
vorstehenden Ausdr ucke ein, so folgt
IC(x;S2(F)) = (A1   B1)(1   p) + (A2   B2)p + 0:5A3 + 2
1
(F  1(1   p)   F  1(p))2

 
F  1(0:5)   F  1(p)














Die Einukurve ist zun achst konstant bis zur Stelle x = F  1(p), springt dann deutlich
nach oben, da der dritte Summand des Klammerausdruckes positiv ist, um an der Stelle
x = F  1(0:5) wieder einen Sprung nach unten zu t atigen. Der letzte Sprung erfolgt an
der Stelle x = F  1(1   p). Das dann erreichte Niveau der Einukurve wird durch den
ersten Summanden bestimmt, der stets positiv ist. Dieses Ergebnis schliet die Diskussion
in Groeneveld (1991), S. 101 als Spezialfall ein.
11Interessant ist schlielich der Fall einer im Punkte 0 symmetrischen Verteilung F. Da
dann S2 = 0 ist, m ussen auch B1 = B2 = 0 sein. Weiterhin ist A1 = A2, so da
IC(x;S2(F)) =
1
2F  1(1   p)2

F  1(1   p)
f(F  1(1   p))
 
F  1(1   p)
f(0)
 
F  1(1   p)




F  1(1   p)








Diese Funktion ist wegen der postulierten Symmetrie von f ungerade.
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