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Abstract
In [KO06] the moduli space of Harnack curves of degree d in CP2
is computed. We generalize this construction to Harnack curves in
any projective toric surface, showing that the moduli space of Harnack
curvesH∆ with Newton polygon ∆ is diffeomorphic to Rm−3×Rn+g−m≥0
where ∆ has m sides, g interior lattice points and n boundary lattice
points. We also show that this moduli space has a compactification
H∆ which has CW-complex structure isomorphic to that of the sec-
ondary polytope of ∆.
1 Introduction
Harnack curves are a family of real algebraic plane curves distin-
guished because their topology is well understood and their amoebas
behave in the simplest possible way. A Harnack curve can be com-
pactified naturally inside the toric surface X∆ where ∆ is the Newton
polygon of the curve.
In [KO06] Kenyon and Okounkov study the case when X∆ = CP2,
that is, when ∆ is the dilation of a unimodular triangle. In particular
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they show that the moduli space of Harnack curves of degree d in CP2
(by which they mean the space of Harnack curves modulo the torus
action) is diffeomorphic to R(d+4)(d−1)/2≥0 .
Later, in [CL18] some of the ideas in [KO06] are generalized to
general projective toric surfaces X∆. In particular, Crétois and Lang
show that the moduli space H∆ of Harnack curves with Newton poly-
gon ∆ is connected. In a remark they state their believe that the
generalization can be taken further to explicitly describe H∆. We do
that in this paper and we also study the structure of H∆.
Theorem. Let ∆ be a lattice polygon with m sides, g interior lattice
points and n boundary lattice points. Then H∆ is diffeomorphic to
Rm−3 × Rn+g−m≥0 .
Moreover, we show that H∆ can be compactified in a natural way
similar in spirit to the Deligne-Mumford compactification of Mg,n.
Recall that for a finite collection of points A ⊆ Rd, the poset of regular
subdivisions is isomorphic to the face lattice of a polytope Sec(A)
called the secondary polytope [DLRS10]. This polytope has dimension
|A| − d − 1, so for A = ∆ ∩ Z2 we have that dim(Sec(∆ ∩ Z2)) =
n+ g − 3 dim(H∆).
Theorem. Let ∆ be a lattice polygon. The space H∆ has a compact-
ification H∆ which admits a regular CW structure isomorphic to the
secondary polytope Sec(∆ ∩ Z2)
This compactification is embedded in the moduli space of pointed
tropical curvesMtropg,n and its boundary consists of collections of Har-
nack curves that can be patchworked together to produce a Harnack
curve in H∆. This embedding coincides with the spine of the curve
when it is smooth and for singular curves it is defined so that the
embedding is indeed continuous.
The paper is organized as follows. In section 2 we give a brief sum-
mary of previous results about Harnack curves we review some basic
concepts about amoebas and Cox homogeneous coordinates. In sec-
tion 3 we study rational Harnack curves via the explicit parametriza-
tion given by Cox coordinates. We use that to compute H∆ in Sec-
tion 4. In section 5 we review the construction of the moduli space of
pointed tropical curvesMtropg,n , in order to construct the compactifica-
tion H∆ of H∆.
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2 Background
2.1 Notation
We use the usual toric notation where M ∼= N ∼= Z2 are the lat-
tices of characters and one-parametric subgroups of the algebraic two-
dimensional torus (CP∗)2 respectively. See [CLS11] for basics of toric
algebraic geometry.
We fix the following notation for the rest of the paper. Let ∆ ⊂
M ⊗ R be a convex lattice polygon with vertices in M . We write ∂∆
for the boundary of ∆, int(∆) for the interior of ∆ and ∆M := ∆∩M .
We use n and g to denote the number of lattice points in ∂∆ and
int(∆), respectively, and m for the number of edges of ∆. For any
positive integer k, [k] denotes the set {1, . . . , k}.
We denote by Γi, i = 1, . . . ,m, the sides of ∆ in cyclic anticlockwise
order. Let d1, . . . , dm be their respective integer lengths (i.e. di =
|Γi ∩ Z2| − 1). Let ui ∈ N be the primitive inner normal vector of Γi.
To each v = (v1, v2) ∈ M we associate the corresponding Lau-
rent monomial xv := xv11 x
v2
2 . The Newton polygon ∆ of a polynomial
f(x) = ∑
v∈M
avx
v is the convex hall of {v ∈ M | av 6= 0}. For any
subset Γ ⊆ ∆ we write f |Γ(x) := ∑
v∈ΓM
avx
v.
Recall that ∆ has an associated complete toric surface X∆ whose
geometry reflects the geometry of ∆. One way to define X∆ is as the
closure of the image of the map
(C∗)2 → CPn+g−1
x 7→ [xv1 : · · · : xvn+g ]
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where ∆M = {v1, . . . , vn+g}. In particular, X∆ contains naturally
with a dense copy of the complex torus (C∗)2 whose action extends to
all of X∆. There is one torus orbit for each face of ∆ (including ∆ it-
self). More explicitly, X∆ consits of an open dense invariant two-torus
isomorphic to (C∗)2 plus, for each side Γi, there is a corresponding line
Li in X∆ invariant under the action of the torus and such that Li and
Lj intersect if and only if i = j ± 1 (with indices considered modulo
m). These lines are called the axes of X∆.
The real part of X∆, denoted RX∆ is defined as the closure of
(R∗)2 ⊆ X∆.
2.2 Harnack Curves
Let f be a polynomial with Newton polygon ∆. The zeros of f define
a curve C◦ in (C∗)2. Let C be its closure in X∆, which is an algebraic
curve of arithmetic genus g [Hov77]. If f is a real polynomial, which
we always assume, C is invariant under conjugation and its real part
RC = C ∩ RX∆ is fixed.
Definition 2.1. [Mik00] A smooth real algebraic curve RC ⊆ X∆ of
genus g is called a smooth Harnack curve if the following conditions
hold:
• The number of connected components of RC is g + 1.
• Only one component of RC¯ intersects L1∪· · ·∪Lm, which can be
divided intom arcs, θ1 . . . θm, that appear in this order along RC,
such that θj∩Lj consists of dj points (counted with multiplicity)
and θj ∩ Lk = ∅ for j 6= k.
The components that are disjoint from L1 ∪ · · · ∪Lm are called ovals.
In the literature these curves are sometimes called simple Harnack
curves. However, following [MR01, KOS06, KO06] we omit the adjec-
tive when referring to them.
This curves are named after Axel Harnack because he showed in
1876 that curves of genus g in the real projective plane can have at
most g + 1 components and he constructed curves that achieve the
bound [Har76]. Curves which attain the maximum number of compo-
nents are called M -curves and are the topic of Hilbert’s 16th problem
which asks to classify all possible topologies types of M -curves in the
real projective plane. Harnack curves are M-curves with only one
component intersecting the axes of X∆ in the cyclical way described
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above. Mikhalkin proved that the topological type of smooth Harnack
curves is unique for a fixed ∆ [Mik00]. By topological type we mean
the triad of topological spaces (X∆,RC,L1 ∪ . . . Lm).
Singular Harnack curves can also be defined. Recall that a sin-
gular point in RC is an ordinary isolated double point if it is locally
isomorphic to the singularity of x2 + y2 = 0.
Definition 2.2. [MR01] A (possibly singular) real algebraic curve
RC ⊆ X∆ is Harnack if
• The only singularities of RC are ordinary isolated double points.
• The result of replacing each singular point of RC by a small
circle around it has the same topological type as smooth Harnack
curves.
We denote byH∆ the space of all Harnack curves with Newton polygon
∆, modulo the torus action of X∆.
Definition 2.3. Let Log : (C∗)2 → R2 be the map
Log(z, w) := (log |z|, log |w|)
The amoeba of an algeraic curve C is A := Log(C◦).
Harnack curves have amoebas which are specially well-behaved.
Proposition 2.4. [MR01] Let C be a curve with Newton polygon ∆
defined by a real polynomial. The following are equivalent:
1. RC is Harnack curve
2. The map Log |C◦ is at most 2-to-1.
3. area(A) = pi2 area(∆)
For arbitrary curves, area(A) ≤ pi2 area(∆), so Harnack curves
have the amoebas with maximal area [MR01]. Any other algebraic
curve (not necessarily defined by a real polynomial) whose amoeba
has maximal area is the result of coordinatewise multiplying a Har-
nack curve by a pair of complex numbers. Smooth Harnack curves
are also characterized by having maximal curvature, and by having
logarithmic Gauss map totally real [PR11, Mik00]. However there
are more general singular curves whose logarithmic Gauss map is also
totally real [Lan15].
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2.3 Amoebas and the Ronkin function
Each connected component of the complement of an Amoeba is convex
and has a point in ∆M naturally associated to it. One way to look at
this correspondence is through the Ronkin function.
Definition 2.5. [PRr04] Let f : R2 → R be a polynomial. Its Ronkin
function Rf : R2 → R is
Rf (x) :=
1
(2pi
√−1)2
∫
Log−1(x)
log |f(z1, z2)|
z1z2
dz1dz2
The Ronkin function is convex, see [PRr04]. Its gradient vector
∇Rf = (ν1, ν2) is given by
νi(x) =
1
(2pi
√−1)2
∫
Log−1(x)
zi∂zf(z1, z2)
z1z2f(z1, z2)
dz1dz2
Note that if two points are in the same connected component of R2\
A, then their preimages under Log are homologous cycles in (C∗)2\C◦.
In particular ∇Rf is constant in each component and it has integer
values by the residue theorem. Its values are actually in ∆M and
different components have different values. This suggests to define
the order of a connected component of R \ A to be the value of ∇Rf
in it [FPT00].
If f has Newton polygon ∆, then for any vertex v of ∆ there
is always a component of order v. It is unbounded and contains a
translation of − cone(ui, ui+1), where ui and ui+1 are the inner nor-
mal vectors of the two edges Γi and Γi+1 incident to v. Components
of order in the relative interior of a side Γi are also unbounded and
contain a translation of − cone(ui). The components whose order is
in the interior of ∆ are bounded. All of this implies that the parts of
the amoeba extending to infinity, called the tentacles, are asymptoti-
cally orthogonal to the sides of ∆ and there are at most di tentacles
orthogonal to Γi. In the case of a Harnack curves there are exactly di
of them. Figure 1 serves as an illustration of how typical amoebas of
Harnack curves look like.
The spine of an amoeba is a polyhedral complex in R2 defined as
follows. As established above, the Ronkin function Rf is locally an
affine linear function in each connected component of R \ A. For any
v ∈ ∆M such that there is a connected component of R \ A of order
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v, let Fv : R2 → R be the affine linear function that agrees with Rf
in that component. In the case of Harnack curves, if there is not a
connected component of order v then there is a point xv ∈ A, which
is the image of an isolated double point under Log, such that that
∇Rf (xv) = v. For such v we define Fv to be the affine linear function
that is tangent to Rf at xv. In particular, for a Harnack curve we
have a Fv for each v ∈ ∆M .
Definition 2.6. Let C be a Harnack curve. We call spine of C the
corner locus of the piecewise affine linear convex function max
v∈∆M
Fv.
Figure 1: The amoeba (blue), the spine (black) and the Newton polygon
(green) of a Harnack curve.
Remark. Our definition of spine agrees with the standard one [PRr04]
only when C is smooth. When C is a singular Harnack curve, our
spine still has a cycle around the image in the amoeba of each isolated
double point, while in the usual definition that cycle does not exist.
Our definition has the drawback that our spine is no longer a defor-
mation retract of the amoeba. But it has the advantage that with our
7
definition the spine varies continuously over H∆. It is not clear to us
whether this definition could be extended for non-Harnack curves.
2.4 Cox coordinates
We now review Cox coordinates for toric surfaces. For details about
this construction see Chapter 5 of [CLS11]. This is a generalization
of homogeneous coordinates in the projective space CPd = (Cd+1 \
{0})/C∗. The general construction consists of removing a closed set
from an affine space and then considering the quotient under the action
of a group.
As Laurent monomials do not vanish inside the torus, their divisors
must be linear combinations of the axes of X∆. Precisely we have
div(xv) =
m∑
i=1
〈v, ui〉Li where 〈_,_〉 is the dot product. This gives rise
to a map α : M → Zm by v 7→ div(xv) where Zm is identified as the
free abelian group generated by {L1, . . . , Lm}. The map is injective,
so we can complete the short exact sequence:
0 −→M α−→ Zm −→ Cl(X∆) −→ 0
where Cl(X∆) is what is known as the class group of X∆. Applying
the contravariant functor Hom(_,C∗) we have the exact sequence
1 −→ G −→ (C∗)m α∗−→ (C∗)2 −→ 1 (1)
This way we define G = Hom(Cl(X∆),C∗) = ker(α∗) ≤ (C∗)m which
is the group in the quotient of the construction.
This gives us an isomorphism (C∗)m/G ∼= (C∗)2. Cox coordinates
extend this isomorphism to (Cm \Z)/G ∼= X∆. The closed set Z to be
removed consists of all points x ∈ Cm such that there exists no v ∈ ∆
such that ⋂
ai=0
Γi = ∅. In other words, a ∈ Z if and only if a it is 0 in
at least 3 coordinates or in 2 (cyclically) nonconsecutive coordinates.
Proposition 2.7. [CLS11] All G-orbits of Cm \Z are closed and the
quotient (Cm \ Z)/G is isomorphic to X∆ as an algebraic variety.
We write [x1 : · · · : xm]∆ to denote the point in X∆ corresponding
to the orbit of (x1, . . . , xm) under the action of G. If (x1, . . . , xm) ∈
(C∗)m then [x1 : · · · : xm]∆ = α∗(x1, . . . , xm). Li consists of the
points fixed by the subgroup corresponding to ui ∈ N . This subgroup
acts by multiplying the i-th Cox coordinate by an element of C∗.
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Thus, Li consists of all points [x1 : · · · : xm]∆ where xi = 0. If
(x1, . . . , xm) ∈ Rm \ Z then [x1 : · · · : xm]∆ ∈ RX∆. Moreover any
point in RX∆ can be written with real Cox coordinates.
Example 1. Let ∆ be any rectangle with edges parallel to the R2
axes. The map α : M → Z4 is given by the matrix:(
1 0 −1 0
0 1 0 −1
)
Then α∗ : (C∗)4 → (C∗)2 is given by (a, b, c, d) 7→ (ac−1, bd−1). So
G consists of coordinatewise multiplications by vectors of the form
(a, b, a, b) where a, b ∈ C∗. The set Z consists of the points where
x1 = x3 = 0 or x2 = x4 = 0. So in this case X∆ is exactly CP1 ×CP1
as the product of the classical homogeneous coordinates of CP1.
3 Rational Harnack curves
Recall ui is the primitive inner normal vector of Γi and di its integer
length.
Lemma 3.1.
m∑
i=1
dkui = 0
Proof. Let l1, . . . , lm be the vectors by orienting the sides Γ1, . . . ,Γm
of ∆ clockwise. Adding all these vectors is going all around ∆ back
to the starting point, so
m∑
i=1
li = 0. Now by rotating li clockwise
pi
2
we get diui. So rotating everything in the previous equation gives the
desired result.
In general, any rational curve in X∆ is parametrized by φ = [p1 :
· · · : pm]∆ where each pi is a homogenuous polynomial of degree dk for
k ∈ [m]. The map [p1 : · · · : pm]∆ : CP1 → X∆ is well defined since we
have that pi(λr, λs) = λdipi(r, s) for any λ ∈ C∗ and (λd1 , . . . , λdk) ∈ G
by Lemma 3.1. This parametrization is not unique, as we can get a
different parametrization of C by precomposing φ with any Möbius
function CP1 → CP1 or by multiplying by an element of G. If C is
defined over the reals, we can parametrize C using real polynomials
p1, . . . , pk and we get that φ(RP1) ⊆ RC.
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If RC is a rational Harnack curve, we can choose a parametrization
such that φ(RP1) is the 1-dimensional component of RC. In this
case we have that all the roots of p1, . . . , pm must be real and they
must follow the same order in which the component intersects the
axes. Without loss of generality, we can assume p1 has the smallest
root and pm the largest (if otherwise we can precompose by a Möbius
transformation to make it the case). So explicitely a parametrization
of C must be of the form
φ(t) =
a1,0 d1∏
i=1
(t− a1,i) : · · · : am,0
dm∏
i=1
(t− am,i)

∆
(2)
where all ai,j with j > 1 are real and lexicographical ordered: if
ai1,j1 ≤ ai2,j2 then (i1, j1) ≤ (i2, j2) in the lexicographical order and
if ai1,j1 = ai2,j2 then i1 = i2. The last statement comes from the fact
that C does not contain the torus-fixed points so no two polynomials
in the parametrization have a common root. We call the constants
ai,j the parameters: when j = 0 we call it multiplicative parameter
and for j > 0 we call it root parameter. By composing φ with α∗ we
get the parametrization of C◦ from [CL18]:
α∗ ◦ φ(t) =
 m∏
i=1
ari
di∏
j=1
(t− ai,j)ri ,
m∏
i=1
asi
di∏
j=1
(t− ai,j)si

where ui = (ri, si).
Proposition 3.2. [KOS06, CL18]
A real curve RC ⊆ X∆ is a rational Harnack curve if and only
if it can be parametrized as in Equation (2) where all parameters are
real and the roots are lexicographically ordered.
Let H0,∆ be the space of rational Harnack curves with Newton
polygon ∆ modulo the torus action. In the following proposition we
compute H0,∆ as extending the methods used in [KOS06] for the pro-
jective space.
Proposition 3.3. Let ∆ be a lattice polygon with m sides and n lattice
points in its boundary. Then H0,∆ is diffeomorphic to Rm−3 ×Rn−m≥0 .
Proof. Via the group action, we can arbitrarily choose the multiplica-
tive parameters. Thus without loss of generality we assume a0,1 = 1
for all i ∈ [m]. Now two different parametrizations φ1, φ2 of this kind
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define the same curve if and only if there is a Möbius transformation
ψ ∈ PGL(R, 2) such that φ1 = φ2 ◦ ψ. So we can fix the first root
parameters of three different roots of ∆ arbitrarily. For example, we
can set a1,1 = 0, a2,1 = 1 and a3,1 = 2. The Rm−3 component accounts
for ai,1 with i > 3 which is bounded by ai−1,1 < ai,1 < ai+1,1. The
Rn−m≥0 component accounts for all other parameters ai,j , with j > 1,
which are bounded by ai,j−1 ≤ ai,j < ai+1,1.
This in particular implies that H0,∆ is connected, which was used
by Crétois and Lang in [CL18] to show that H∆ is connected.
Being Harnack is an open condition for rational curves: if the
root parameters are perturbed sightly the curve remains Harnack. In
[MR01] Mikhalkin and Rullgard proved using complex orientations
that being Harnack is also a closed condition. They also mention that
this follows from the maximality of the area of the amoeba as long as
some parts ’do not escape to infinity’. However we show that the proof
using areas also works in this case, where tentacles of the amoeba in
different directions merge and the Newton polygon changes.
Proposition 3.4. [MR01] Let Cs for 0 ≤ s < 1 be a family of curves
that vary continuously on s, such that Cs ∈ H∆ for s > 0. If the
Newton polygon of C0 is still full dimensional, then C0 is a Harnack
curve.
Proof. Let ∆0 be the Newton polygon of C0 and for 0 ≤ s < 1 let Rs
be the Ronkin function of Cs and As be their amoeba. As Rs(R2) ⊆ ∆
and ∇Rs converges pointwise to ∇R0, we get that ∆0 ⊆ ∆. Let D be
a compact disk. Then∇Rs(D) approaches∇R0(D) as s goes to 0. For
a sufficiently large D, ∇R0(D) differs from ∆0 by an arbitrarily small
region. Which means ∇Rs(D) also differ from ∆0 by an arbitrarily
small region for s small enough. But as Cs is Harnack, area(D∩As) =
pi2 area(∇Rs(D)). So for large enoughD and small enough s, area(D∩
As) can get arbitrarily close to area(D ∩ A0) and to pi2 area(∆0), so
area(A0) ≥ pi2∆0. As this is the largest possible area, C0 is Harnack.
Observe that if ∆0 6= ∆ then some of the tentacles from the Cs’s
merged in C0. If the Cs’s are rational then the root parameters from
different sides of ∆ became equal. To understand the change from ∆
to ∆0 we use the following definition.
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Definition 3.5. Let v be a vertex of ∆. The result from cutting v
from ∆ is defined to be
∆/v := conv (∂∆M \ {v})
In other words, cutting v from ∆ is removing from ∆ the triangle
formed by v and the two integer points in the edges of ∆ incident to
v which are closest to v.
Lemma 3.6. Let v be the vertex in Γ1 ∩ Γ2. Let φ be as in equation
(2) except that a2,1 = a1,d1 = a. Then the image of (C∗)2 is a curve
with Newton polygon ∆/v. Its closure in X∆/v is given by
φˆ(t) =
[
p1
t− a : (t− a)
h : p2
t− a : · · · : pm
]
∆/v
where h is the integer length of the new edge of ∆/v. If either Γ1 or
Γ2 do not contain an edfe of ∆/v (i.e. d1 = 1 or d2 = 1), we just
drop the corresponding coordinate in the formula above and adjust the
multiplicative parameters.
Proof. We assume d1, d2 > 1 for simplicity. We know ∆ is not the
Newton polygon of C = φ(CP1), because v = φ(a) ∈ C. Let u be the
primal inner normal vector of the new side of ∆/v. By Lemma 3.1
applied to the triangle ∆\ (∆/v) we have that u1 +u2−hu = 0. Then
α∗∆([t− a : t− a : 1 : · · · : 1]∆) = α∗∆/v([1 : (t− a)h : 1 : · · · : 1]∆/v)
This implies that C◦ = α∗∆ ◦ φ = α∗∆/v ◦ φˆ. So φˆ parametrizes C◦
which means ∆/v is the Newton polygon of C◦.
By Proposition 3.4, moving the root parameters while preserving
the order is Harnack-preserving, even if we allow roots from different
sides to become equal, which changes the Newton polygon as explained
in Lemma 3.6. Now if C = φ(CP1) with φ = [p1 : · · · : pm]∆ is a
Harnack curve, its d-th dilation dC defined to be the image of [pd1 : · · · :
pdm]d∆ is also a Harnack curve because area(A(dC)) = (d2A(C)) =
pi2 area(d∆). We now show that through this two Harnack-preserving
operations (plus the reverse of dilation when applicable) we can go
from any rational Harnack curve to any other rational Harnack curve.
This process will be important in the proof of Theorem 4.12.
First we look at the level of polygons how to get from any polygon
∆1 to ∆2 using dilation and cuts. First dilate ∆1 by a factor d1 large
12
v1
v2
v3
v4
v5
d2∆2
d1d2∆1
x1
x2
x3
x4
Figure 2: Cutting points from d2d1∆1 to get d2∆2
enough so that ∆2 ⊆ d1∆1. By dilating both ∆1 and ∆2 by a common
factor d2 we can assume that the lines containing the edges of d2∆2
cut the boundary of d1d2∆1 at lattice points.
Let v1, . . . , vm be the vertices of d2∆2 and without loss of generality
assume v1 is in ∂d1d2∆1 (translating d2∆2 if necessary). For k ∈ [m]
let lk be the line containing vk+1 and vk and let xk be the point of
intersection of lk with ∂d1d2∆1 closer to vk+1 (for k = m we have
vm+1 = xm+1 = v1). By successively cutting from d1d2∆1 all lattice
points in the boundary between v1 and x1 (whenever they become
vertices) from d1d2∆1 we get a new polygon where d2∆2 is still inside
but now the edge v1v2 is in the boundary. We can iterate this step,
cutting all the vertices between vk and xk to add vk+1 to the boundary.
After the last step we end up with d2∆2, which we shrink back to ∆2.
Its is unclear to us whether it is possible to get directly ∆2 through
cuts of a large enough dilation of ∆1, without having to ∆2. We pose
this as a question:
Question 1. Given any 2 lattice polygons ∆1 and ∆2, is it always
possible to get ∆2 by doing successive cuts from d∆1 for some d ∈ Z?
To translate this process to rational Harnack curves, let C1 ∈ H0,∆1
and C2 ∈ H0,∆2 . To get C2 from C1 we do the following:
1. Dilate C1 by a factor of d1d2.
2. Move the roots of d1d2C2 as in Lemma 3.6 to perform a sequence
of cuts to get a Harnack curve whose Newton polygon is d2∆2.
3. Move the roots further within H0,d2∆2 to get d2C1
4. Reverse the dilation from d2C2 to get C2.
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A positive answer to Question 1 would mean that we could avoid
the last step.
4 Moduli Spaces of Harnack curves
In this section we will compute the moduli space of all Harnack curves
with a given Newton Polygon. Recall that we define H∆ as the space
of Harnack curves with Newton polygon ∆ modulo the torus action.
The torus action becomes translations under the Log map. So this
can be regarded as the space of all the possible shapes of the amoebas
of Harnack curves.
We follow the construction of [KOS06]. The first step was to com-
pute H0,∆, which we already did in Proposition 3.3. The next step
is a change of coordinates of this moduli space, from root parameters
to the position of the tentacles of the amoeba. These correspond to
the boundary points C \ C◦. More precisely, the new coordinates are
log |φ(ai,j)Jui |, one for each root parameter ai,j , where J : N →M is
the 2×2 matrix that rotates vectors pi/2 clockwise. Here by the expo-
nentiation _Jui we mean evaluation of the character Jui ∈ M . More
explicitly, the character Jui is the map [x1, . . . , xm]∆ 7→
∏m
j=1 x
uj∧ui
j
where uj∧ui ∈ R is the determinant of the 2×2 matrix whose columns
are uj and ui in that order. In other words, ui ∧ uj = 〈Juj , ui〉. As
ui ∧ ui = 0, the corresponding term in the product can be assumed
to be 1, so xui is a well defined non-zero complex number for points
x ∈ Li which are not torus fixed (i.e. whose only vanishing Cox co-
ordinate is xi). So in particular log |φ(ai,j)Jui | is well defined. Notice
that Jui is orthogonal to the direction of the tentacles corresponding
to ai,j ’s.
The reason for this change of coordinates is that fixing the bound-
ary points C \C◦ means fixing f |∂∆. Polynomials using the remaining
monomials int(∆)M were shown in [CL18] to be in correspondence
with holomorphic differentials, which implies that for Harnack curves
with given boundary points, the coefficients of f |int(∆) are locally dif-
feomorphic to the areas of the holes of the amoebas.
Fore the rest of the paper it is convenient to change the notation
so far, to simplify the writing and the computations. Instead of hav-
ing labels (i, j) with i ∈ [m] and j ∈ [di], we relabel both the root
parameters and the normal vectors as a1, . . . , an and u1, . . . , un re-
spectively. Observe that now each ui appears repeated as many times
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as the integer length of the corresponding edge of ∆.
Definition 4.1. We say that the sequences a1, . . . , an ∈ RP1 and
u1, . . . , un ∈ N are cyclically ordered if
1.
n∑
i=1
ui = 0.
2. a1, . . . , an appear in order along RP1.
3. The angles of u1, . . . , un are cyclically non decreasing (i.e. they
are ordered clockwise).
The following is a reformulation of Proposition 3.2 with this new
notation.
Proposition 4.2. A real curve RC◦ ⊆ (R∗)2 is the intersection of
some rational Harnack curve with (R∗)2 if and only if there exist
a1, . . . , an ∈ RP1 and u1, . . . , un ∈ N cyclically ordered such that C◦ is
equivalent modulo the torus action to the image of φ(t) =
n∏
i=1
(t− ai)ui
where t varies over CP1 \ {a1, . . . , an}.
Recall that by tui we mean (tri , tsi) where ui = (ri, si). In Definition
4.1 we omitted the condition that ai+1 6= ai whenever ui 6= ui+1
because Proposition 3.4 allows us to do so, except that when this
condition is not met, the Newton polygon is not the expected one,
with inner normal vectors parallel to the ui’s. However, for a given
Harnack curve RC◦ we can always find ai’s and ui’s such that ai = aj
imply ui = uj .
Definition 4.3. Let a1, . . . , an ∈ RP1 and u1, . . . , un ∈ N cyclically
ordered such that ai 6= aj if ui 6= uj . Then the position of the i-th
tentacle is defined as
ρi := log |φ(ai)Jui | =
n∑
j=1
uj ∧ ui log |ai − aj |
Whenever ai = aj we have ui ∧ uj = 0, so the corresponding term in
the sum above is considered to be 0.
The root parameters characterize a Harnack curve modulo the
torus action. Observe that in Definition 4.1 and Proposition 4.2 we are
implicitly quotienting out the torus action by setting the multiplica-
tive parameters in Equation (2) to be 1. Given the ui’s, this induces
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a map ρ : Rn → Rn, from the root parameters to the positions of the
tentacles.
Precomposing the parametrization φ by a Möbius transformation
ψ ∈ PGL(R, 2) does not change the curve C = φ(RP1) so in particular
it should not change the position of the tentacles. However, it may
affect the multiplicative parameters. To see this in detail, recall that
ψ is of the form t 7→ t+ b
ct+ d .
• When t 7→ t+bd , the root parameters change as ai 7→ d(ai − b)
and the multiplicative parameters are unaffected.
• However when t 7→ tct+1 , the root parameters change by ai 7→
ai
1−cai and the multiplicative parameters do change. In particular,
ρ
(
a1
1−ca1 , . . . ,
an
1−can
)
computes the positions of the tentacles of
the translation of A by the vector
−
n∑
i=1
log |1− cai|ui
The above defines an action of PGL(R, 2) on the root parameter space.
The map ρ is not invariant under this action but the image under ρ
of elements in the same PGL(R, 2)-orbit compute the positions of the
tentacles of translates of the amoeba. The space R2 of translations
acts linearly on the space Rn of positions of the tentacles. So in the
quotient Rn/R2 ∼= Rn−2 we identify
(ρ1, . . . , ρn) ∼ (x ∧ u1ρ1, . . . , x ∧ unρn)
for every x ∈ R2. This way the map ρ descends to a map ρ˜ defined by
the following commutative diagram:
Rn Rn
Rn/PGL(R, 2) Rn−2
ρ
ρ˜
Notice that the image of ρ, hence of ρ˜, lies in the hyperplane defined
by
n∑
i=1
ρi = 0. As in Proposition 3.3, we considerH0,∆ ∼= Rm−3×Rn−m≥0
as a subset of Rn/PGL(R, 2).
Theorem 4.4. ρ˜|H0,∆ is a diffeomorphism over its image.
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This is a generalization of Theorem 4 in [KO06], where the same
statement is prove when ∆ is a dilated unit triangle. To prove ρ˜|H0,∆
is a diffeomorphism we show that it is proper and that the differential
is injective.
Proposition 4.5. ρ˜|H0,∆ is a proper map.
Proof. We want to show that the preimage of a compact set in Rn/R2
is a bounded set in H0,∆ ∼= Rm−3 × Rn−m≥0 . First we bound the pa-
rameters corresponding to the Rn−m≥0 part of H0,∆. These correspond
to root parameters which are not the first in the respective side of ∆.
Suppose without loss of generality that an 6= a1 = a2, let i > 2 be the
first index with ui 6= u1, and let j be any index with 1 < j < i. We
fix the PGL(R, 2) action by setting a1 = −1, ai = 0 and an = 1. We
want to prove that, in the preimage of a compact set under ρ˜, aj can
not be arbitrary close to 0.
The distance between the tentacles going in the same direction is
invariant under the R2 action and in particular is bounded. So
ρj − ρ1 =
n∑
k=i
uk ∧ u1 (log |ak − aj | − log |ak + 1|)
is a bounded non negative number. We have that aj ∈ [−1, 0) and for
any k > i we have that ak ∈ [0, 1] so (log |ak − aj | − log |ak + 1|) < 0.
If aj is arbitrarily close to 0 = ai, then (log |ai − aj | − log |ai + 1|) =
log |aj | is a negative number with arbitrarily large absolute value. But
notice that the function log |x− aj | − log |x+ 1| is decreasing in [0, 1].
By Lemma 3.1 we have that
n∑
k=i
uk ∧ u1 = 0. However, all k such that
uk ∧ u1 < 0 are smaller than all of those such that uk ∧ u1 > 0. In
particular, ui∧u1 < 0, un∧u1 > 0 and (log |an − aj | − log |an + 1|) >
− log(2). All of the above imply ρj − ρ1 > − log |aj | − log(2). So if aj
is very close to 0 then ρj − ρ1 is arbitrarily large, which contradicts
the assumption that it is bounded. The same reasoning can be used
to prove that the distance between all pairs of tentacles going in the
same direction is bounded.
Now suppose m > 4, and we will bound the parameters corre-
sponding to Rm−3. For this we choose a different parametrization in
the PGL(R, 2) orbit. Let i be as before and let k be the first index
k > i such that uk 6= ui. We set a1 = 0, ak = 1 and an = 2. We will
prove that ai can not be arbitrarily close to 0. To fix the R2 action,
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we set that the position of the first and the last tentacle is 0. This
means translating the amoeba by the vector
w = −ρn
u1 ∧ unu1 +
−ρ1
un ∧ u1un
In particular we have that
ρˆi = ρi − ρn u1 ∧ ui
u1 ∧ un − ρ1
un ∧ ui
un ∧ u1
is bounded. We will prove that if ai is close to 0 then ρˆi gets arbitrarily
large, a contradiction. First notice that u1 ∧ ui > 0 > u1 ∧ un and
ρn is positive because log |x− 2| is a decreasing function in [0, 2). So
−ρn u1 ∧ ui
u1 ∧ un is positive.
Now in both ρi and ρ1 there is going to be a term with log |ai| which
is arbitrarily large in absolute value if ai is close to 0. As aj > 0 if
j ≥ k, the only terms in both ρi and ρ1 which can be arbitrarily large
are those corresponding to j for j < k. In particular, we have that
log |ai − aj | ≤ log |ai|. So if
i−1∑
j=1
uj ∧ ui log |ai − aj | = c1u1 ∧ ui log |a1|
then c1 ≥ i. Similarly if
k−1∑
j=i
uj ∧ u1 log |aj | = c2ui ∧ u1 log |a1|
then c2 ≤ k− i. So the part of ρi−ρ1 un ∧ ui
un ∧ u1 which grows in absolute
value would be
c1u1 ∧ ui log |a1| − c2ui ∧ u1 log |a1|un ∧ ui
un ∧ u1
= log |a1| u1 ∧ ui
un ∧ u1 (c1un ∧ u1 + c2un ∧ ui)
= log |a1|u1 ∧ ui · un ∧ (c1u1 + c2ui)
un ∧ u1
Now because m > 3, the direction of un is strictly in between those of
u1 and −iu1 − (k − i)ui so un ∧ (iu1 + (k − i)ui) > 0. Because c1 ≥ i,
c2 ≤ k − i and un ∧ u1 > 0 then un ∧ (c1u1 + c2ui) > 0. So in fact
u1 ∧ ui · un ∧ (c1u1 + c2ui)
un ∧ u1 < 0
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which means that ρˆi is arbitrarily large when a1 is close to 0.
Now consider the Jacobian matrixD of ρ at a given point (a1, . . . , an).
We have that
Di,j =

ui ∧ uj
ai − aj if ai 6= aj
0 if ai = aj but i 6= j
− ∑
k 6=i
Di,k if i = j
In general, D is a matrix that depends on the ai’s and the u′is, so we
may express it as D(a1, . . . , an;u1, . . . , un).
The two directions of the tangent space of the PGL(R, 2) orbit
of (a1, . . . , an) which do not alter the multiplicative parameters pro-
vide each a vector in the kernel of the D. These are (1, . . . , 1) and
(a1, . . . , an). The other direction corresponds to (a21, . . . , a2n) and it is
not in the kernel but its image is in the tangent space of the R2 orbit.
The tangent space of the R2 orbit is two dimensional and given by
(x∧u1, . . . , x∧un) for x ∈ R2. But D is symmetric so its image is the
orthogonal complement of the its kernel. All vectors in tangent space
of the R2 orbit are orthogonal to (1, . . . , 1) but being orthogonal to
(a1, . . . an) imposes a restriction on x. So the intersection of the image
of D with the tangent space of the orbit of R2 is one dimensional and
generated by (a21, . . . , a2n). The only thing left to prove is the following.
Proposition 4.6. If a1, . . . , an and u1, . . . , un are cyclically ordered
then the rank of D(a1, . . . , an;u1, . . . , un) is n− 2.
In [KO06] they prove this for the case where ∆ is a dilated unit
triangle by showing that D is a sum of 3× 3 semidefinite positive ma-
trices of rank 1, each corresponding to the Jacobian of the unimodular
triangle case. We will prove that this is also the case for any polygon
∆. If e1, e2, e3 are the primitive normal vector of a unimodular trian-
gle in clockwise order, let T (a, b, c) = D(a, b, c; e1, e2, e3). It does not
depend on e1, e2, e3, as e1 ∧ e2 = e2 ∧ e3 = e3 ∧ e1 = 1. T (a, b, c) is
a rank 1 matrix with (1, 1, 1) and (a, b, c) generating the kernel. The
other eigenvalue
(a− b)2 + (b− c)2 + (c− a)2
(a− b)(b− c)(c− a)
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is always positive when a < b < c. Let T (ai, aj , ak) be the n×n matrix
that restricts to T (ai, aj , ak) in the 3×3 submatrix with indices {i, j, k}
and that is zero elsewhere.
Definition 4.7. We say that a sequence (u1, . . . , un) of elements of N
is T -decomposable if, considering (a1, . . . , an) as symbolic variables,
the matrix D(a1, . . . , an;u1, . . . , un) decomposes as a finite sum of ma-
trices of the form T (ai, aj , ak) for i < j < k.
f
In this language, the key ingredient for our proof of Proposition
4.6 is:
Proposition 4.8. If a1, . . . , an and u1, . . . , un are cyclically ordered
then D(a1, . . . , an;u1, . . . , un) is T -decomposable.
To prove this, we use the process of transforming any rational Har-
nack curves into any other described at the end of Section 3. So we first
show that T -decomposability is preserved under cutting vertices. No-
tice that if D(a1, . . . , an;u1, . . . , un) is the Jacobian of ρ for a Harnack
curve inH∆, and un−1 6= un, thenD(a1, . . . , an−2, a;u1, . . . , un−2, un−1+
un) is the Jacobian of the Harnack curve in H∆/v where v is the vertex
in between the sides corresponding to un−1 and un (see Lemma 3.6).
Lemma 4.9. If (u1, . . . , un) is T -decomposable, then (u1, . . . , un−2,
un−1 + un) is T -decomposable.
Proof. Let Q be the n×(n−1) matrix where the Qi,j = 1 if either i = j
or i = n and j = n−1 and 0 otherwise. Given a n×n matrix A, QAQt
is the (n− 1)× (n− 1) matrix where the last two rows of A are added
and the last two columns are added. Observe that QT (ai, aj , ak)Qt is
0, if j = n− 1 = k − 1. Otherwise, it is the (n− 1)× (n− 1) version
of T (ai, aj , ak) except for the fact that if k = n then it is non zero in
submatrix indexed by i, j, (n− 1).
So this implies that if D is T -decomposable, so is QDQt. Further-
more, un∧un−1an−an−1 does not appear in QD(a1, . . . , an;u1, . . . , un)Q
t and
no terms of the form T (ai, an−1, an) appear in this T -decomposition.
In particular, substituting an and an−1 by a is T -decomposition of
QD(a1, . . . , an, u1, . . . , un)Qt gives us a T -decomposition of D(a1, . . . ,
an−2, a, u1, . . . , un−2, un−1 + un).
Lemma 4.10. (hu1, . . . , un) is T -decomposable if and only if (u1, . . . u1,
u2 . . . , un), where u1 are repeated h times, is T -decomposable.
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Proof. In a T -decomposition of the matrix D(a1, . . . , an, hu1, . . . , un)
every term of the form T (a1, aj , ak) must appear a multiple of h times.
If we replace every hT (a1, aj , ak) by (n+h−1)×(n+h−1) matrices that
restrict to T (a1, aj , ak), one for each i ∈ [h] where the restriction is in
the i, j+h− 1, k+h− 1 submatrix, and we replace every T (ai, aj , ak)
for i > 1 by the (n + h − 1) × (n + h − 1) matrices that restrict to
T (ai, aj , ak) in the submatrix given by i+ h− 1, j + h− 1, k + h− 1,
we get a T -decomposition of the desired matrix. The other direction
is a particular case of Lemma 4.9.
Proof of Proposition 4.8. We show that the four steps that allow to
transform one Harnack curve into any other one, as mentioned at the
end of Section 3, preserve T -decomposability.
1. D(a, b, c; d1d2e1, d1d2e2, d1d2e3) = d1d2T (a, b, c) is T decompos-
able.
2. By Lemma 4.10, (e1, . . . , e1, e2, . . . , e2, e3, . . . , e3) is T -decomposable
(this is the case done in [KO06]).
3. By Lemmas 4.9 and 4.10, for any (u1, . . . , un) cyclically ordered,
we can perform a series of cuts from the dilated unit triangle to
get that
D(a1, . . . , an; d2u1, . . . , d2un) (3)
is T -decomposable for some d2.
4. Finally, dividing the T -decomposition of 3 by d22 we have a T -
decomposition of D(a1, . . . , an;u1, . . . , un).
Proof of Proposition 4.6. By proposition 4.8, we have that if a1, . . . , an
and u1, . . . , un are cyclically ordered, then D is a positive sum of pos-
itive semidefinite matrices, and the intersection of the kernels of all of
them is generated by (1, . . . , 1) and (a1, . . . , an).
Proof of Theorem 4.4. By Propositions 4.5 and 4.6 ρ˜ is proper and its
differential is injective whenever (a1, . . . , an, u1, . . . , un) are cyclically
ordered, so ρ˜|H0,∆ is a diffeomorphism over its image.
Now we recall the following proposition which was first proved in
[KO06] for X∆ = CP2 and generalized in [CL18] for any ∆.
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Proposition 4.11. [KO06, CL18] The areas of the compact ovals of
the complement of the amoeba are coordinates for the moduli space
of Harnack curves with fixed Newton polygon ∆ and fixed boundary
points. In particular this space is diffeomorphic Rg≥0.
With this we finish the proof the main result of this section.
Theorem 4.12. Let ∆ be a lattice polygon with m sides, g interior
lattice points and n boundary lattice points. Then H∆ is diffeomorphic
to Rm−3 × Rn+g−m≥0 .
Proof. The key is that Theorem 4.4 implies that we can use the bound-
ary points as coordinates for rational Harnack curves. The advantage
of these coordinates, as opposed to the root parameters, is that they
are also defined for the non rational Harnack curves. These coor-
dinates are independent from the areas of the ovals: the boundary
points depend only the coefficients of f |∂∆ while the area of the ovals
depend only on the coefficients of f |int(∆) via the holomorphic differ-
entials of C [CL18]. So just as in [KO06] we have that the area of
the ovals together with the boundary points form coordinates for H∆.
Propositions 3.3 and 4.11 together give the desired result.
In [KO06] it is noted that the difference between the position of
the tentacles of the amoeba going in the same direction can be thought
of as normalized areas of the unbounded components of the comple-
ment of the amoeba, namely the distances between its tentacles. The
Rn−m coordinates do not correspond so clearly to any area, but con-
stitute addtional description of the shape of the amoeba (see Figure
3). Another set of coordinates that can be used for H∆ are heights
of the affine functions Fv that coincide with the Ronkin function Rf
in the complements of the amoeba. This is because the heights corre-
sponding to unbounded components are a linear transformation of the
ρi’s and the heights of the bounded components are in correspondence
with the areas of the ovals.
5 The Compactification of H∆
The goal of this section is to construct a meaningful compactification
of H∆. Notice that we already have part of the boundary of H∆,
namely the 0 part in the R≥0 coordinates of H∆ via the diffeomor-
phism of Theorem 4.12. Observe that these n + g − m coordinates
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correspond bijectively to some components of the complement R2 \A
of the amoeba: g of them give the areas of the bounded components
and the other n−m give the distance between two parallel tentacles.
In both cases, having a zero coordinate indicates that the component
disappears: it degenerates to a point in the bounded case or disappears
at infinity when two tentacles merge.
Let us again first consider the rational case. The space H0,∆ is
parametrized by placing n ordered points in a circle RP1. This is essen-
tially a part ofM0,n the moduli space of rational curves with n points
with the restriction given by the cyclical ordering. In the Deligne-
Mumford compactificationM0,n, when two points in the curve meet,
it corresponds to a curve with an additional irreducible component
where these two points are placed. In [Dev99] M0,n is covered by
(n−1)!
2 cells which are associahedrons in bijection to the dihedral or-
dering of the points. The faces of one of these associahedron are in
correspondance to subdivisions of the n-gon, where each facet corre-
sponds to a curve, diagonals correspond to intersections of curves and
labels are given by the sides of the n-gon.
This can be very much mimicked in H0,∆. Labels are given by
the segments of ∂∆ which, in turn, correspond to tentacles of the
amoeba. We saw in Section 3 that when joining two tentacles that
correspond to different segments, ∆ is modified by performing a cut
in v. However, when performing the cut in v, the part of the curve
that escapes to infinity and the remaining curve can switch rolls by
using the PGL(R, 2) actions. So the curve splits into two curves, one
corresponding to ∆/v and another one corresponding to the trian-
gle ∆ \ (∆/v). Again, this can be thought of as subdivisions of ∆,
with an irreducible curve for each 2 dimensional face. By Proposition
3.4 each of the curves is Harnack. Merging parallel tentacles can be
seen as removing from the subdivision the corresponding lattice point
in the edge from the subdivision. Similarly, for non rational curves,
contracting an oval can be interpreted as removing the corresponding
interior lattice point from the subdivision. To formalize this idea we
use tropical curves.
5.1 Spines as tropical curves
Recall that we defined the spine of a curve to be the corner locus of
the minimum of affine linear functions. This is equivalent as being the
zero set of a tropical polynomial. Thus, the spine is a plane tropical
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curve. However we want to consider spines as abstract tropical curves.
We review how to constructMtropg,n , the moduli space of tropical curves
with n legs and genus g, as this space is key for our compactification
of H∆. For details of this construction see [Cap13].
A weighted graph with n legs G is a triple (V,E,L,w) where
• (V,E) is a perhaps non-simple graph, that is, we allow multiple
edges and loops.
• L : [n] → V is a function which we think of as attaching n
labelled legs at the vertices of a graph.
• w is a function V → N which we call the weights of the vertices.
The genus of G is the usual genus of (V,E) plus the sum of the weights
on all vertices, that is∑v∈V w(v)−|V |+ |E|+1. G is said to be stable
if all vertices with weight 0 have degree (number of incident edges and
legs) at least 3, and all vertices with weight 1 have positive degree.
An isomorphism between two graphs with n legs G1 = (V1, E1, L1, w1)
and G2 = (V2, E2, L2, w2) is a pair of bijections φV : V1 → V2 and
φE : E1 → E2 such that
• For any edge e ∈ E1 and any vertex v ∈ V1, φE(e) is incident to
φV (v) if and only if e is incident to v.
• For any i ∈ [n] φV (L1(i)) = L2(i)
• For any vertex v ∈ V1 w1(v) = w2(φV (v)).
Let G/e denote the usual contraction of G over an edge e with the
following change of weights: if we contract a non loop ab, then the
contracted vertex gets weight w(a) + w(b). If the contracted edge is
a loop on a, then the weight of a is increased by 1. Observe that the
genus is invariant under contraction.
We say that a weighted graph G is stable if every vertex with
weight 0 has degree at least 3 and every vertex with weight 1 has
positive degree. An (abstract) tropical curve is a pair (G, l) where G
is a stable weighted graph and l is a function that assigns lengths to
the edges of G, in other words, l is a function l : E(G)→ R|E(G)|≥0 . The
genus of the tropical curve is the genus of the weighted graph. An
isomorphism between two abstract tropical curves (G1, l1) and (G2, l2)
is an isomorphism φ of the weighted graphs G1 and G2 such that l1 =
l2 ◦ φE , or such that one is the result of contracting an edge of length
0 form the other (or the transitive closure of these two relations).
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Given a weighted stable graph G, one can consider the space of all
tropical curves over G as the space R|E(G)|≥0 . We define Mtropg,n (G) :=
R|E(G)|≥0 / ∼ and
Mtropg,n :=
 ⊔
G stable
Mtropg,n (G)
/∼
This is a connected Hausdorff topological space which parametrizes
bijectively isomorphism classes of tropical curves. It is covered by
Mtropg,n (G) where G runs over all 3 valent graphs with all vertices of
weight 0. For such graphs we have that Mtropg,n (G) is just R3g+n−3.
HoweverMtropg,n is not a manifold as there are triples of graphs of this
form glued along codimension 1.
To compactify this space we allow lengths to be infinite. Let
R∞ = R≥0 unionsq {∞} be the one point compactification of R≥0. An
extended tropical curve (G, l) consists of a stable weighted graph G
and a length function l : E(G) → R|E(G)|∞ . We define isomorphism
classes of extended tropical curves in the same way as for tropical
curves. This way we defineMtropg,n (G) := R|E(G)|∞ / ∼ and
Mtropg,n :=
 ⊔
G stable
Mtropg,n (G)
/∼
This is a compact hausdorff space withMtropg,n as an open dense sub-
space.
Now let C be a Harnack curve with Newton polygon ∆ which
has g interior points and n boundary points. Its spine gives an ab-
stract tropical curve Υ(C) of genus g and n legs by fixing a labelling
of the boundary segments of ∆ by [n] in a cyclical way and letting
L(Υ(C))(k) be the vertex incident to the ray corresponding to the
segment labelled k. The vertices, bounded edges and lengths of Υ(C)
are defined in the obvious way. As an abstract curve, Υ(C) is invariant
under translation of A, so there is a well defined map
Υ : H∆ →Mtropg,n
Proposition 5.1. The map Υ is an homeomorphism over its image.
Proof. Harnack curves can be parametrized by the heights of the affine
parts of the Ronkin function. The lengths of the bounded edges of
25
Υ(G) and the heights of these affine functions are related by affine
functions. So after fixing the height of 3 affine functions that corre-
spond to affine independent points, the height of the rest of the affine
functions can be easily recovered from the lengths of the spine. So Υ
is a bijection which is clearly continuous both ways.
Definition 5.2. The compactified moduli space of Harnack curves
H∆ is the closure of Υ(H∆) insideMtropg,n
5.2 Harnack meshes
Recall that any height function h : ∆ ∩ M → R induces a regular
subdivision of ∆. Details about regular subdivisions can be found
in [DLRS10]. The polyhedron 3-dimensional R = conv({(v, t) | v ∈
∆M t ≥ h(v)}) is only unbounded in the (0, 0, 1) direction. For any
face F of R, let BF = {v ∈ ∆M | (v, h(v)) ∈ F}. Then S(h) :=
{BF | F face of R} is the regular subdivision associated to h. We call
a set B ∈ S a facet of S if conv(B) is two dimensional. Given a regular
subdivision S consider the cone σ(S) = {h ∈ R∆M | S = S(h)}. The
collection of all such cones forms a complete fan in Rn+g. It is easy
to see that S(h + q) = S(h) where q is the restriction of any affine
function to ∆M . So this fan has a lineality space of dimension 3. After
taking the quotient by this linear space, the resulting fan is called the
secondary fan of ∆. In [GKZ94] they showed that this fan is the
normal fan of a polytope Sec(∆) called the secondary polytope of ∆.
Harnack curves were first constructed in [Mik00] by using a tech-
nique known as patchworking. This technique was developed by Viro
and is widely regarded as one of the most powerful tools for con-
structing curves with a desired topology. The ingredients for this
construction are a regular subdivision S of ∆ given by the lifting func-
tion h with facets B1, . . . , Bs and polynomials f1, . . . , fs such that the
Newton polygon of fi is conv(Bi) and they agree on their common
boundary. That is, for all i, j
fi|conv(Bi)∩conv(Bj) = fj |conv(Bi)∩conv(Bj)
This way we have a unique coefficient av ∈ R for each v ∈ ∆M such
that fi(x) =
∑
v∈Bi
avx
v. Assume that the curve Ci defined by fi is
smooth and has transversal intersection with the axes of X∆. With
26
this assumption, there is a sufficiently small t0 > 0 such that for any
t ∈ (0, t0] the polynomial
ft(x) :=
∑
v∈∆
th(v)avx
v
vanishes on a curve whose topological type can be easily computed
from the topological types of C1 . . . Cs. We say that ft is obtained by
patchworking f1 . . . , fs. For details of this technique see [Vir06].
Definition 5.3. Let B ⊆ M be a finite set. We define HB to be
the part of Hconv(B) where for every v ∈ conv(B)M its corresponding
component in R2 \ A disappears if and only if v /∈ B.
Notice that by Theorem 4.12 we have that HB is diffeomorphic to
R|B|−3.
Definition 5.4. Given a regular subdivision S of ∆ with facets {B1, . . . , Bs},
a collection of curves {C1, . . . , Cs} is a Harnack mesh over S if the fol-
lowing hold:
1. Ci ∈ Hconv(Bi) for every i.
2. There exists polynomials f1, . . . fs defining C1, . . . , Cs such that
for all i, j we have fi and fj agree on their common border.
We write H∆(S) for the space of all Harnack meshes over S.
Notice that the if Bi and Bj share an edge and fi and fj agree
on their common border, then the distances between the tentacles
extending to their common edge agree.
Definition 5.5. [DLRS10] A subdivision S of ∆ is full if it uses all
the points, that is ⋃
Bi∈S
Bi = ∆M .
Harnack meshes of full subdivisions are in particular collection
of Harnack curves that can be patchworked together to get another
Harnack curve.
Proposition 5.6. Let S be a full regular subdivision of ∆ with lift-
ing function h and let (C1, . . . , Cs) ∈ H∆(S) be a Harnack mesh.
Then there exists polynomials f1, . . . , fs vanishing on the curves of
C1, . . . , Cs such that the polynomial ft obtained by patchworking them
vanishes on a Harnack curve.
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Proof. The fact that S is full means that each Ci is smooth and non
transversal in the boundary so that they can be patchworked together.
The construction of Mikhalkin in [Mik00] to prove existence of Har-
nack curves is by building them as T-curves, that is, curves obtained
by patchworking lines using regular triangulations of ∆ with trian-
gles of area 12 . This construction works regardless of the triangulation
as long as the signs of the coefficients are the appropriate ones. In
particular we may use a triangulation T that refines S. Because the
topological type of Harnack curves is unique for a given ∆, the (R∗)2
charts used in the patchworking for any polynomial f defining a Har-
nack curve are homeomorphic, up to the action of (Z2)2 on X∆. So
if the right signs are chosen for polynomials in each of the compo-
nents of S, the topological type of a curve obtained by patchworking
{C1, . . . , Cs} along S will be the same as the one by patchworking lines
using Mikhalkin’s construction with T , which means it is a Harnack
curve.
Proposition 5.7. Let S be a regular subdivision of ∆. Then H∆(S) ∼=
Rn+g−3−dim(σ(S)) where σ(S) is the cone in the secondary fan of ∆
corresponding to S.
Proof. First consider the particular case when S = {∆M}. We have
that dim(σ(S)) = 0 and, by Theorem 4.12, dim(H∆(S)) = dim(H∆) =
n+ g − 3 = dim(Sec(∆M )).
Now let S be any full regular subdivision with facets B1, . . . , Bs.
Let us compute dim(σ(S)). Note that for h ∈ σ(S), fixing h for
3 affinely independent points of Bi fixes h on all of Bi. To fix the
action by affine functions we can assume that h|B1 ≡ 0. Suppose
B2 is adjacent to B1 and let v be any element of B2 \ B1. h(v) can
take any positive real value. However after fixing h(v), all of h|∆2 is
determined. Furthermore, if Bi shares sides with both B1 and B2 then
fi is also determined. So let I1 ⊆ [s] be the minimum set containing
1 and 2 and such that
conv(
⋃
i∈I1
Bi) =
⋃
i∈I1
conv(Bi)
Then h is determined for any v ∈ ⋃
i∈I1
Bi. If I1 6= [s], we can repeat
last step by fixing h for a new vertex and obtaining I2. We can keep
doing this until Id = [s]. By construction d = dim(σ(S)). Without
loss of generality assume that Ii = [ki] for some 1 ≤ ki ≤ s (we can
reorder B3, . . . Bs to do so).
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Let us compute H∆(S). We start with B1, the space HB1 ∼= R|B1|.
Now suppose B2 is adjacent to B1 and let Γ = B1 ∩ B2. Fixing C1
means that the |Γ| − 2 parameters corresponding to the transversal
lengths of the semibounded components that correspond to σ are fixed.
So the space of Harnack curves C2 ∈ Hb2 that agree with C1 on the
boundary is isomorphic to R|B2|−|Γ|−1. If we keep going like this, we
will have that the set of Harnack curves Ci ∈ HBi compatible with
C1, . . . Ci−1 is isomorphic to R|Bi|−|Γ|−1 if Bi only shares a side with
one of B1, . . . , Bi−1. Similarly, it is isomorphic R|Bi|−|Γ| if it shares
side with 2 or more previous elements of S. To see that the last
statement also holds when Bi shares 3 or more sides, note that we are
also fixing the parameters that correspond to the first tentacle of each
side after the first two sides (see Proposition 3.3). By construction,
Bi shares only one side with the previous polygons if and only if i = 2
or i = min Ik \ Ik−1 for 1 < k ≤ d. So H∆(S) ∼= Rn+g−3−d as desired.
Now if S is not full, so ⋃S 6= ∆M , then for every v ∈ ∆M \⋃S its
corresponding component was contracted. So we omit the coordinate
that corresponded to v. Then dim(H∆(S)) = |
⋃
S| − 3 − d. On the
other hand for every v ∈ ∆M \ ⋃S, h(v) can take any value as long
as it is sufficiently large. So dim(σ(S)) = |∆M \⋃S|+ d.
To any Harnack mesh we associate its corresponding spine as an ex-
tended tropical curve. Let (C1, . . . Cs) ∈ H∆(S): Consider the spines
of each of the Harnack curves Ci in the mesh but for each segment Γ
contained in Bi ∩Bj for some i 6= j, remove the legs corresponding to
Γ in Υ(Ci) and Υ(Cj) and place instead an edge of infinite length be-
tween the two vertices that were incident to those legs. The remaining
legs are labelled by the boundary segments of ∆. This way we have a
map
ΥS : H∆(S)→Mtropg,n
Proposition 5.8. The map ΥS is a homeomorphism over its image.
Moreover, ΥS(H∆(S)) ⊆ H∆.
Proof. The first assertion follows from Proposition 5.1. For the second
assertion, suppose S is a full subdivision of ∆. By Proposition 5.6, for
any mesh C = (C1, . . . , Cs) in H∆(S) there exists a t0 > 0 such that
for any 0 < t < t0 the curve Ct obtained by patchworking C1, . . . , Cs
is in H∆. This defines a path p : (0, t0)→ H∆. For each facet Bi of S
there is a polynomial f it on the PGL(R, 2) orbit of ft such that every
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coefficient of f it outside conv(Bi) goes to 0 as t goes to 0. In the limit,
f i0 = fi so the remaining curve is Ci while the rest escapes to infinity.
This means that the lengths of the edges of Υ(Ct) that corresponds to
the interior of Bi tend to the lengths of the edges of Υ(Ci) as t goes
to 0. We can do this for every i, so that all the finite coordinates of
ΥS(C) agree with the corresponding coordinates of lim
t→0 Υ(Ct). As the
infinite coordinates obviously agree as well, we have that Υ(Ct) forms
a path (0, t)→ H∆ and the limit of this path when t goes to 0 is Υ(C),
so C ∈ H∆.
If S is not full, let S ′ be the subdivision whose facets are B′ =
conv(B)M for each facet B ∈ S. That is, S ′ is the finest full sub-
division that coarsens S, which is regular as the heights of B′i can
be affinely extrapolated from the heights of Bi. As the Definition
2.6 of spine is continuous, even when ovals contract, we have that
ΥS′(H∆(S ′)) ⊆ ΥS(H∆(S)) ⊆ H∆.
Lemma 5.9. H∆ =
⋃
S
Υ(H∆(S))
Proof. Proposition 5.8 implies that H∆ ⊇
⋃
S
Υ(H∆(S)).
For the other containment, let C1, C2, . . . be a sequence of curves
in H∆ such that their spines converge to a point in p ∈ Mtropg,n . We
call coneceted componenets of p the components obtained by deleting
from p the edges of infinite length. For such connected component
K of p, we can choose polynomials f1, f2, . . . vanishing on C1, C2 . . .
such that they converge to a polynomial fK which vanishes on a curve
whose spine is K. By Proposition 3.4, this curve is a Harnack curve.
Each connected component of p is the spine of some Harnack curve,
so it is in Υ(S) for some subdivision S.
Corollary 5.10. H∆(S) =
⋃
T ≤S
H∆(T ) where the union runs over all
subdivisions T of ∆ that refine S.
Theorem 5.11. Let ∆ be a lattice polygon. The compact moduli space
of Harnack curves H∆ has a CW structure isomorphic to the one of
the secondary polytope Sec(∆M ), where the cells of H∆ are given by
H∆(S) for regular subdivisions S of ∆M .
Proof. By Proposition 5.8 the spaces H∆(S) are embedded in the
boundary of H∆ through ΥS . By the definition of ΥS , these images
are disjoint. By Lemma 5.9 these images cover H∆. Proposition 5.7
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says that H∆(S) has the same dimension as the dimension of the face
of Sec(∆M ) corresponding to S. By Corollary 5.10 the poset structure
of intersections of closures of these cells is the same as the refinement
poset of the subdivisions of ∆M . So Sec(∆M ) and H∆ have the same
combinatorial structure as CW complexes and their attaching maps
are topologically trivial, so they are essentially the same.
Example 2. Let ∆ := conv((1, 0), (0, 1), (−1, 0), (0,−1)). We have
that Sec(∆) is a triangle. Figure 3 shows the space H∆ together with
the subdivisions of the corresponding face in Sec(∆) and the amoe-
bas of the corresponding Harnack meshes. The horizontal coordinate
represents the only root parameter of H∆, where going to the left
stretches the amoeba vertically while going to the right stretches it
horizontally. The vertical coordinate corresponds to the area of the
oval, where going downwards decreases the area while going upwards
increases it. H∆ ∼= R× R≥0 corresponds to the interior face together
with the bottom open segment which corresponds to H0,∆.
Harnack meshes can also be patchworked into non-Harnack curves
by choosing different polynomials of the PGL(R, 2) orbit. The result-
ing curves are T -curves and conversely any T -curve arises this way.
They can be thought of as the ’neighbourhood’ of H∆ which suggests
the following question.
Question 2. Given a lattice polygon ∆, are there other topological
types of curves in X∆ such that their moduli space can be given a CW
structures similar to H∆? can they be glued together to form a CW
complex where cells correspond to different topological types?
Example 3. When ∆ is the unit square, H∆ is a segment. When the
Harnack meshes of the extremes are patchworked in a non Harnack
way, we get a curve whose amoeba has a pinching (see Example 1 in
[Mik00]). From one of the extremes the resulting spine has a bounded
edge parallel to {x1 = x2} and from the other extreme the edge is
parallel to {x1 = −x2}. When the length of the bounded edge goes
to 0, both cases degenerate to the reducible curve (the union of two
axis-parallel lines). In this case the complex of Question 2 exists and
it is isomorphic to the boundary of a triangle.
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Figure 3: H∆ when ∆ = conv((1, 0), (0, 1), (−1, 0), (0,−1))
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