Abstract-Following an influential article by Angrist and Krueger (1992) on two-sample instrumental variables (TSIV) estimation, numerous empirical researchers have applied a computationally convenient two-sample two-stage least squares (TS2SLS) variant of Angrist and Krueger's estimator. In the two-sample context, unlike the single-sample situation, the IV and 2SLS estimators are numerically distinct. We derive and compare the asymptotic distributions of the two estimators and find that the commonly used TS2SLS estimator is more asymptotically efficient than the TSIV estimator. We also resolve some confusion in the literature about how to estimate standard errors for the TS2SLS estimator.
I. Introduction
A familiar problem in econometric research is consistent estimation of the coefficient vector in the linear regression model,
where Y and ε are n ϫ 1 vectors and X is an n ϫ (k ϩ p) matrix of regressors, p of which are endogenous (that is, contemporaneously correlated with the error term ε). As is well known, the ordinary least squares estimator of ␤ is inconsistent, but consistent estimation is still possible if there exists an n ϫ (k ϩ q)(q Ն p) matrix Z of valid instrumental variables. For example, in the case of exact identification with q ϭ p, the conventional instrumental variables (IV) estimator is
With exact identification, this estimator is identical to the two-stage least squares (2SLS) estimator,
where X ϭ Z(ZЈZ) Ϫ1 ZЈX. If, in addition, ε is independently and identically distributed (i.i.d.) normal, this estimator is asymptotically efficient among limited information estimators.
In their influential article, Angrist and Krueger (1992) pointed out that under certain conditions, consistent instrumental variables estimation is still possible even when only Y and Z (but not X) are observed in one sample and only X and Z (but not Y) are observed in a second distinct sample. In that case, the same moment conditions that lead to the conventional IV estimator in equation (2) motivate the two-sample instrumental variables (TSIV) estimator,
where Z 1 and Y 1 contain the n 1 observations from the first sample and Z 2 and X 2 contain the n 2 observations from the second.
Of the many empirical researchers who have since used a two-sample approach (e.g., Bjorklund & Jantti, 1997; Currie & Yelowitz, 2000; Dee & Evans, 2003; Borjas, 2004) , nearly all have used the two-sample two-stage least squares (TS2SLS) estimator,
where X 1 ϭ Z 1 (ZЈ 2 Z 2 ) Ϫ1 ZЈ 2 X 2 . These researchers may not have been aware that the equivalence of IV and 2SLS estimation in a single sample does not carry over to the two-sample case. Instead, it is easy to show that in the exactly identified case,
where C ϭ (ZЈ 2 Z 2 /n 2 )(ZЈ 1 Z 1 /n 1 ) Ϫ1 . ␤ TS2SLS differs from ␤ TSIV by inserting the C matrix, which can be viewed as a sort of correction for differences between the two samples in their empirical covariance matrices for Z. Under Angrist and Krueger's assumptions, the correction matrix C would converge in probability to the identity matrix, and the TSIV and TS2SLS estimators therefore would have the same probability limit. In finite samples, however, the TSIV estimator originally proposed by Angrist and Krueger and the TS2SLS estimator typically used by practitioners are numerically distinct estimators. The obvious question then becomes, Which estimator should be preferred? Our answer is that the TS2SLS estimator is superior because its implicit correction for differences between the two samples in the distribution of Z yields a gain in asymptotic efficiency. Before proceeding to our formal analysis, we preview our result on asymptotic efficiency with a simple example suggested by a referee. Suppose that X contains only one explanatory variable, that it is exogenous and therefore serves as its own instrument, and that the error term ε is identically 0. In this trivial case, the TS2SLS estimator simplifies to OLS applied to the first sample and, because the error term is identically 0, that estimator estimates ␤ exactly with 0 variance. In contrast, the TSIV estimator of the slope coefficient is the true value times the ratio of the explanatory variable's sample variance in the first sample to its sample variance in the second sample. With random sampling, that ratio has probability limit 1, but random sampling variation causes it to have positive variance. Consequently, the TSIV estimator is consistent but subject to sampling error. The TS2SLS estimator avoids that sampling error and therefore is more efficient.
Our formal analysis in the next section shows that the greater efficiency of TS2SLS generalizes beyond this simple example. Thus, although computational simplicity was the original motive that drew applied researchers to use the TS2SLS estimator instead of the TSIV estimator, it turns out that the TS2SLS estimator also is theoretically superior. 1 In addition, our analysis resolves some confusion in the literature about how to estimate standard errors for the TS2SLS estimator.
II. Asymptotic Distributions of Two-Sample IV Estimators
We compare two-sample IV estimators in a general singleequation framework,
where the subscript 1 denotes the first sample containing n 1 observations and the subscript 2 denotes the second sample containing n 2 observations. Thus, X 1 and X 2 are, respectively, n 1 ϫ (k ϩ p) and n 2 ϫ (k ϩ p) matrices containing k exogenous regressors and p endogenous regressors; Z 1 and Z 2 are n 1 ϫ (k ϩ q) and n 2 ϫ (k ϩ q) matrices containing the k exogenous regressors and q instrumental variables; ⌸ is a (k ϩ q) ϫ (k ϩ p) matrix of reduced-form parameters; and ε 1 , 1 , and 2 are n 1 ϫ 1, n 1 ϫ (k ϩ p), and n 2 ϫ (k ϩ p) matrices of disturbance terms. Without loss of generality, we assume that the first p columns of X 1 and X 2 are the endogenous regressors and that the last k columns of X 1 , X 2 , Z 1 , and Z 2 are the included exogenous regressors, so that the last k columns of 1 and 2 are identically equal to 0. Let y 1i and ε 1i denote the ith elements of Y 1 and ε 1 , respectively. Let xЈ 1i , xЈ 2i , zЈ 1i , zЈ 2i , Ј 1i , and Ј 2i be the ith rows of X 1 , X 2 , Z 1 , Z 2 , 1 , and 2 , respectively. The TS2SLS estimator is
Assuming each disturbance term vector is homoskedastic and serially uncorrelated, the optimal TSIV estimator proposed by Angrist and Krueger (1992) can be written as
where⌽ ϭ 1 ϩ (n 1 /n 2 ) 2 , 1 , and 2 are, respectively, consistent estimators of 1 ϭ 11 ⌺ zz ϩ V zz , and 2 ϭ
For deriving the asymptotic properties of the estimators, it is useful to characterize the estimators as generalized method of moments (GMM) estimators. The TSIV estimator is an optimal GMM estimator based on moment conditions
The TS2SLS estimator is a GMM estimator based on
When ⌸ is defined to be the coefficient on z i in the population linear projection of x i on z i , equation (14) holds by definition of linear projections. 2 To derive the asymptotic distributions of these estimators we assume the following conditions.
Assumptions:
n 1 and {[ xЈ 2i , zЈ 2i ]} iϭ1 n 2 are i.i.d. random vectors with finite fourth moments and are independent. b. E( z 1i ε 1i ) ϭ 0, E( z 1i 1i ) ϭ 0, and E( z 2i 2i ) ϭ 0. c. ε 1i and 1i are uncorrelated with third moments of z 1i , and 2i is uncorrelated with third moments of z 2i . d. E(u 1i 2 ͉z 1i ) ϭ 11 and E( 2i Ј 2i ͉z 2i ) ϭ ⌺ where u 1i ϭ ε 1i ϩ ␤Ј 1i , 11 Ͼ 0 and the p ϫ p upper-left submatrix of ⌺ is positive definite. e. E( z 1i xЈ 1i ) and E( z 2i xЈ 2i ) both have rank k ϩ p and are equal. The fourth moments of z 1i and z 2i are identical. f. E( z 1i zЈ 1i ) and E( z 2i zЈ 2i ) are nonsingular and equal. g. lim n 1 ,n 2 3ϱ n 1 /n 2 ϭ ␣ for some ␣ Ͼ 0.
1 In our lengthier working paper (Inoue & Solon, 2005) , we show that an additional theoretical advantage of TS2SLS is that, unlike TSIV, it remains consistent when the two samples are differently stratified with sampling rates that vary with some of the exogenous variables in X. This situation is practically relevant because household surveys commonly use different sampling rates by race or location. For example, the National Longitudinal Surveys have oversampled African Americans, the Health and Retirement Study has oversampled residents of Florida, and the Current Population Survey has oversampled in less populous states. In such situations, the TSIV estimator becomes inconsistent, but the TS2SLS estimator remains consistent because it implicitly corrects for differences between the two samples in their distributions of Z (which includes the exogenous regressors in X).
2 Because ⌸ is just identified by equation (14), the TS2SLS estimator is equivalent to applying GMM to moment conditions (13) and (14) with weighting matrix
where
Remarks. Assumption c is used to simplify the asymptotic covariance matrices. Assumption e provides a basis for combining two samples. 3 The following proposition compares the asymptotic distributions of the TSIV and TS2SLS estimators. The proof is in the appendix.
Proposition. Suppose that assumptions a to g hold. Then
␤ TSIV and ␤ TS2SLS are ͌ n 1 -consistent and asymptotically normally distributed with asymptotic covariance matrices
The most important implication of our proposition concerns the relative efficiency of the two estimators. Because V zz is positive semidefinite, it follows that ⌺ TSIV Ϫ ⌺ TS2SLS is positive semidefinite. Thus, the TS2SLS estimator is more asymptotically efficient than the TSIV estimator. In the lengthier working paper version of our article (Inoue & Solon, 2005) , we also show that when the disturbance terms ε and are jointly normally distributed, the TS2SLS estimator and the two-sample limited information maximum likelihood (TSLIML) estimator have the same asymptotic distribution. In that situation, the TS2SLS estimator not only is more asymptotically efficient than the TSIV estimator, but also achieves asymptotic efficiency relative to the entire class of limited information estimators. 4 As discussed in section I, the intuition for the superiority of TS2SLS over TSIV is that the TS2SLS estimator, unlike the TSIV estimator, corrects for differences between the two samples in the finite-sample distributions of Z. We discussed the trivial example of a simple regression with one exogenous regressor and no error term. In light of our proposition, we now can provide another simple example. Suppose X contains one endogenous regressor and we have one instrument, p ϭ q ϭ 1. In this case, one can show that
Because the first two terms on the right-hand side are asymptotically independent of each other, the asymptotic variance of the TSIV estimator exceeds that of the TS2SLS estimator by the asymptotic variance of the second term on the right. It follows from the proposition that the latter asymptotic variance is given by
Again, we see that sampling variation in Z causes the asymptotic variance of the TSIV estimator to exceed that of the TS2SLS estimator. Finally, in addition to its efficiency implications, our proposition also is useful for resolving some confusion in the literature about how to estimate standard errors for the TS2SLS estimator. In fact, our result in equation (16) for the asymptotic covariance matrix of the TS2SLS estimator was foreshadowed long ago in Murphy and Topel's (1985) article on two-step estimators. Their analysis was motivated by the "generated regressors" situation, in which first-stage estimation is performed to create a proxy for an unobserved regressor in the second-stage equation rather than to treat the endogeneity of the regressor. Nevertheless, their theorem 1, which pertains to the instance in which the first-stage estimation is based on a different sample from the secondstage estimation, implies our result for ⌺ TS2SLS . 5 In addition, their advice about the estimation of standard errors also applies. In particular, a naive researcher who ignored the predicted nature of the second-stage regressors X 1 might inconsistently estimate the covariance matrix of ␤ TS2SLS with 11 (X Ј 1 X 1 ) Ϫ1 , where 11 is the sample mean squared residual from the second-stage regression. A simple way of correcting the inconsistency of that estimated covariance matrix is to multiply it by 1 ϩ ͓͑n 1 /n 2 ͒␤ Ј TS2SLS⌺ ␤ TS2SLS / 11 ͔, 3 One can show that consistency of the TS2SLS estimator does not require E( z 1i xЈ 1i ) ϭ E( z 2i xЈ 2i ) but requires a weaker condition E( z 1i xЈ 1i ) ϭ cE( z 2i xЈ 2i ) for some c. Because c does not have to be unity, the TS2SLS estimator is more robust than the TSIV estimator. 4 In Monte Carlo experiments, we have verified that these asymptotic results accurately characterize the finite-sample behavior of the TSIV, TS2SLS, and TSLIML estimators. The exception is that when the instruments are very weakly correlated with the endogenous regressor, all three estimators appear to be biased toward 0. This corroborates an analytical result of Angrist and Krueger (1995) concerning TS2SLS. The Monte Carlo results suggest that the bias is most severe for TSIV and least so for TSLIML. The latter replicates a familiar finding in the one-sample literature (Angrist, Imbens, & Krueger, 1999) . A summary of our Monte Carlo results is available at https://www.msu.edu/ϳsolon/workingpapers. htm. 5 Murphy and Topel's analysis says nothing about the TSIV estimator, which does not fit in their framework of two-step estimators, and therefore says nothing about the relative efficiencies of TS2SLS and TSIV. Readers wishing to check the correspondence between Murphy and Topel's results for ⌺ TS2SLS and ours should note that their 2 corresponds to our 11 , their Q 0 is our ⌺ xz ⌺ zz Ϫ1 ⌺ zx , their Q 1 is our ⌺ xz R ␤Ј, and their V() is our ␣⌺ zz Ϫ1 R ⌺ . Our notation differs from theirs because we chose ours to correspond more closely to that of Angrist and Krueger (1992) .
where⌺ is a consistent estimate of the covariance matrix for the first-stage disturbances. All of this requires repeating because of the publication of a contrary result in an influential paper by Angrist and Krueger (1995) , which was mainly about split-sample IV estimation as a method for avoiding finite-sample bias when the instruments are only weakly correlated with the endogenous regressors. That paper noted the distinction between TS2SLS and TSIV, but conjectured incorrectly that ⌺ TS2SLS is the same as ⌺ TSIV . 6 That error led at least one prominent researcher (Borjas, 2004) to base his standard error estimates on the wrong asymptotic covariance matrix. Interestingly, the other three applications of TS2SLS mentioned in section I each used a different approach for estimating standard errors. Currie and Yelowitz (2000) cited Angrist and Krueger (1995) and did not otherwise state exactly how they corrected their standard error estimates, but in private correspondence, the authors have informed us that with the benefit of some astute advice from Steve Pischke, they correctly followed the method recommended by Murphy and Topel (1985) . Bjorklund and Jantti (1997) did not use any analytical results at all, but instead resorted to a bootstrap approach. Dee and Evans (2003) noted that in their exactly identified model, the TS2SLS estimator could be reinterpreted as an indirect least squares estimator, and they used that insight to motivate a straightforward delta method for estimating standard errors. In the case of overidentification, however, the practical upshot of our discussion is that unless one wishes to resort to a computationally intensive bootstrap method, one should follow Murphy and Topel's advice for consistently estimating the correct asymptotic covariance matrix: the one in our equation (16).
III. Conclusion
To summarize, following Angrist and Krueger's (1992) influential work on two-sample instrumental variables (TSIV) estimation, many applied researchers have used a computationally convenient two-sample two-stage least squares (TS2SLS) variant of Angrist and Krueger's estimator. In the two-sample context, unlike the single-sample setting, the IV and 2SLS estimators are numerically distinct. We have shown that the commonly used TS2SLS approach is more asymptotically efficient because it implicitly corrects for differences in the empirical distributions of the instrumental variables between the two samples. Our analysis also has addressed some confusion in the literature about how to obtain consistent standard error estimates for the TS2SLS estimator.
