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Abstract
This work presents a cooperation strategy for teams of multiple vehicles to solve the rendezvous problem. The
approach is based on consensus algorithms, which are basically characterized by information exchange among the
team members. The proposal is based on predictive control, in order to compute decentralized control laws, con-
sidering constraints and different response requirements. Our work allows considering together vehicles without and
with non-holonomic restrictions while optimizing the sensing range, particularly that of fixed frontal cameras, by man-
aging orientation in the way to the rendezvous point. We show the effectiveness of our strategy with simulation results.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer]
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1. Introduction
The use of robotic vehicles to perform tasks autonomously is becoming widespread due to both technological and
scientific advances, for example, the miniaturization of electromechanical systems. It is natural to imagine that soon,
teams of vehicles will be fully autonomous and capable of carrying out challenging tasks. The use of autonomous
vehicles requires coordination through the use of cooperation strategies because there are tasks that one vehicle alone
could not perform due to both its partial knowledge about the task and limited resources. A coordinated set of vehicles
can share information in dynamic environments to perform challenging tasks [1, 2].
The concept of cooperative control implies by definition that in a task performed by a team of vehicles these are
capable of communicability and collaboration, [3]. Systems composed of multiple vehicles have been proposed in
applications that range from military systems to mobile surveillance sensor networks for monitoring of roads and air
transport systems, [4]. Among the main techniques used to solve tasks in a cooperative way, this paper focuses on
consensus algorithms, which are characterized by communication and information exchange within the team, [5].
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The development of optimal coordination strategies based on consensus algorithms is seriously compromised
by the presence of corrupted data and uncertainties in measurements. Therefore, some techniques were developed
to ensure cooperation among vehicles with limited access to information, [6]. In [7] the strategy of receding horizon
control is used to formation stabilization problem with quadratic cost and no coupling constraints. A formation control
laws based on artificial potential fields and consensus algorithms for a group of unicycles is proposed in [8], where it is
only considered connected and balanced graphs to prove stability of the controller by applying the LaSalle-Krasovskii
invariance principle. In [9] a distributed cooperation algorithm for problems with coupling hard state constraints
(non-convex and external disturbances) is considered.
The main studies about consensus were focused on the algorithm analysis while requirements such as control
effort and tracking error were not considered. Therefore, this paper presents a technique for synthesis of decentralized
control laws to generate consensus trajectories that maximize the performance with respect to response requirements.
The contributions of this paper are two fold, on one hand, non-holonomic constraints of vehicles motion are considered
when defining the tracking trajectories, on the other hand, we optimize the sensing range, particularly of fixed front
cameras, according to the rendezvous point, in the sense that we control the orientation at which the vehicles arrive at
the rendezvous. The proposal allows including both the non-holonomic constraints and the sensing range optimization
in a straightforward way and it is original to our best knowledge.
The paper is organized as follows. Section I presented the problem definition. The aspects and definitions about
the consensus algorithms are shown in Section II. Section III presents the proposed formulation via optimization to
perform consensus trajectories for the rendezvous problem. Section IV presents numerical simulations to analyse the
proposed strategy. Finally, Section VI concludes the work with a discussion of results and future work.
2. Consensus algorithms
In the context of cooperative control, consensus can be defined by a commitment among the group members
to a common goal (group decision value). A variable defined as information state is used to model the collective
view of the common objective and it can be used to represent some abstractions of the coordination variable, such as
localization of vehicles formation or rendezvous time/location. Therefore, interaction and consequently information
exchange is needed between neighbor vehicles to update the information state.
Let a directed graph of order n represented by Gn = (νn, εn) with the set of nodes ν = v1, ..., vn, set of edges
εn ⊆ νn × νn and n is the number of vehicles. The nodes belong to a finite index set Γ = 1, ..., n. An edge of Gn
is denoted by ei j = (vi, v j). The adjacency elements (ai j) associated with the edges of the graph are positive, i.e.,
ei j ∈ ε ⇔ ai j > 0. It is assumed that aii = 0 for all i ∈ Γ. Finally, the set of neighbors of node νi is denoted by
Ni = v j ∈ ν : (vi, v j) ∈ ε.
Let ξi ∈ n denote the decision group value of node vi, than, Gξ = (Gn, ξ) with ξ = (ξ1, ..., ξn)T represents a
network with communication topology (or information flow) Gn. Suppose each node vi of the digraph Gξ has the
following dynamics where ui ∈ n is the input signal control of ith vehicle:
˙ξi = f (ξi, ui), i ∈ Γ (1)
then, we can define a digraph as a dynamical system represented by Gξ = (Gn, ξ), in which the evolution ξi is governed
by the network dynamics ˙ξi = f (ξi, ui). Let the information state with single integrator dynamic be given by:
˙ξi(t) = ui(t), i = 1, ..., n (2)
The basic consensus protocol is defined by:
˙ξi(t) = −
n∑
j=1
ai j(t)
(
ξi(t) − ξ j(t)
)
, i = 1, ..., n (3)
where ai j(t) is the input of adjacency matrix An ∈ n×n associated to Gξ(t). Note that ai j(t) > 0 when (i, j) ∈ εn,
otherwise, ai j(t) = 0. The consensus for all vehicles is achieved if for all initial states (ξi(0)):
limt→∞
∣∣∣ξi(t) − ξ j(t)
∣∣∣ = 0, i, j = 1, ..., n. (4)
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The algorithm implementation can be performed using the discrete model given by:
ξi[k + 1] = ξi[k] + Δui[k], i = 1, ..., n (5)
with step size defined by Δ.
2.1. Consensus tracking protocol
The consensus tracking brings the information states of all vehicles to a reference state. Note that from Equation
(3), the consensus equilibrium is a weighted average of all vehicles initial states and hence constant. The consensus
value is related to the interaction topology and weights ai j of the adjacency matrix and it is a priori unknown.
However, in some applications it is desirable that the consensus information states converge to a predefined value.
In these cases, the convergence issues include both convergence to a common value, as well as convergence of the
common state to its reference value. Therefore, let us consider a group with n vehicles plus an additional and virtual
leader n + 1. The state ξn+1 = ξr ∈ n contains the information about reference consensus. The problem of tracking
consensus is solved if the condition of Equation (4) is checked and if the vehicles states converges to the reference
value, i.e.:
limt→∞ |ξi(t) − ξr(t)| = 0, i = 1, ..., n. (6)
The digraph Gn+1 = (νn+1, εn+1) is used to model the interaction among the n + 1 vehicles (with a virtual leader). Let
An+1 = [ai j] ∈ n+1×n+1 the adjacency matrix associated to Gn+1, where ai j > 0 if ( j, i) ∈ εn+1 and ai(n+1) > 0 if ξr is
available to vehicle i for i = 1, ..., n. Finally, a(n+1) j = 0 for all j = 1, ..., n + 1 and aii = 0 for all i = 1, ..., n.
The main goal of the next section is to develop control laws that guarantee that each vehicle of the group achieves
trajectory consensus, which is only known by a subset of the group.
3. Synthesis of control laws via optimization for consensus trajectories
In this section, a methodology for control laws synthesis based on consensus theory will be formulated as an opti-
mization problem. The first challenge is to define an objective function, with the commitment between requirements
of response and cooperation terms. Let a J function be as follows:
Ji =
n∑
i=1
Np∑
k=1
( ˆξi[k] − ˆξ j[k])′δξ( ˆξi[k] − ˆξ j[k]) +
n∑
i=1
Np∑
k=1
( ˆξi[k] − ξr[k])′δe( ˆξi[k] − ξr[k]) +
n∑
i=1
Nu∑
k=1
(Δui[k])′λu[k](Δui[k]) (7)
where, n is number of vehicles, Np is the prediction horizon, ˆξi is prediction of state ξi, Nu is the control horizon,
Δui[k] is the control increment and λu[k] is a math function that model the future behavior of the system. The matrices
δξ and δe are composed by the values of adjacency matrix. When there is no channel of communication between i and
j vehicles, the input parameters of the matrix δξ are zero. In similar way, when the vehicle i has no information about
the reference, the input parameter of the matrix δe is zero. This procedure limits all the influence of these matrices in
Equation (7) and imposes the condition of cooperation among the vehicles of the group to reach consensus.
The states prediction begins at time k. Therefore, from the knowledge of the state ξi(k) the future Np states are
predicted ξi[k + 1], ..., ξi[k + Np] for i = 1, ..., n. Assuming that the reference is constant and known, Equation (5)
allows calculating all the states predictions that appears in Equation (7).
The objective function presented in Equation (7) is familiar to control laws widely utilized in the literature [3, 1],
with the advantage of the inclusion of control effort in straightforward way. Then, Ji includes implicitly a trade-off
between control effort, states energy and tracking error. The objective function in the matrix form is given by:
Ji =
n∑
j=1
( ˆEξi − ˆEξ j )′Δξi ( ˆEξi − ˆEξ j ) + ( ˆEξi − Eξr )′Δei ( ˆEξi − Eξr ) + Δu′ξiλuiΔuξi (8)
where the prediction of states is given by ˆEξi = E0ξi + T Ui ∈ 
Np where E0
ξi
∈ Np is a vector with state ξi at time
k, T ∈ Np×Np is the matrix composed by values of ΔT and Ui ∈ Nu is the vector with the future control inputs.
The matrix of control increments is given by Δuξi = U0ξi + UauxUi ∈ 
Nu where U0
ξi
∈ Nu is the vector with control
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Uξi at time k and Uaux ∈ Nu×Nu is a matrix used to implement the increments of control. Replacing the matrices of
prediction states and control increments in the objective function, we obtain:
Ji =
n∑
j=1
(E0ξi + T Ui − E0ξ j + T U j)′Δξi (E0ξi + T Ui − E0ξ j + T U j)
+ (E0ξi + T Ui − Ere f )′Δei (E0ξi + T Ui − Ere f ) + (U0ξi + UauxUi)′λui (U0ξi + UauxUi) (9)
where Δξi is composed by the inputs ai j of the adjacency matrix, Δei is composed by the inputs ai(n+1) of the adjacency
matrix and λui is a vector that allows adjusting the control effort.
REMARK 1: Note that Equation (9) contains both control inputs of vehicles i and j (Ui and U j). Remember that
since the control law is decentralized the decision vector (or future control inputs) should includes terms of one vehi-
cle only. Note that, to solve the problem for Ui, the optimal future values of U j are unknown yet, at time k.
A possible solution is to rewrite the decision vector as U = [U1, ...,Un]. However, implementing this arrangement,
the problem becomes centralized, and more, it neglects the directed graph characteristic, i.e., input ai j has the same
meaning that a ji. To solve this problem we assume that the neighboring prediction states are unknown, since it is not
possible use the optimal control sequence of the neighboring state. The new objective function Ji only implements
the current state k of the neighbor j and solving Equation (9) with respect to the vector Ui leads to:
Ji =
n∑
j=1
U′i (T ′ΔξT + T ′ΔeT + U′auxλui Uaux)︸︷︷︸
Hi
Ui + 2 (E0ξi
′
ΔξT − E0ξ j
′
ΔξT + E0ξi
′
ΔeT − E′re fΔξT + U0ξi
′
λui Uaux)︸︷︷︸
fi
Ui
+ E0ξ j
′
ΔξE0ξ j + E
0
ξi
′
ΔξE0ξi − 2(E0ξ j
′
ΔξE0ξi + U
0
ξi
′
λui U
0
ξi
) (10)
Since, the goal is to minimize the Ji function, the constant terms in Equation (10) can be desconsidered. The
minimization of Equation (10) can be addressed as a quadratic formulation problem given by:
minUi
1
2
UTi HiUi + f Ti Ui
s.t. cmin ≤ Ui ≤ cmax (11)
where Hi and i f are the matrices indicated in Equation (10) and Ui is the decision vector with the future control inputs.
The control signal saturation is implemented defining minimum and maximum values, Ui = cmin and ¯Ui = cmax.
3.1. On the consensus trajectories and vehicles sensing
The ACvO (Algorithm of Consensus Via Optimization) only calculate the consensus trajectory associated with
the information state, which is the understanding of each vehicle about the meeting point. We assume the use of local
controllers to ensure that the vehicle reaches the desired position at every sampling time. It does not consider possible
mechanical constraints in the motion of the vehicle, e.g., the orientation constraints of non-holonomic mobile robots.
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Figure 1: (a)Illustrative example with non-holonomic constraint. (b)Optimization problem to orientation sensing
Figure 1(a) shows an illustrative example, where a vehicle with local controller, even following the trajectory can
fail in meeting non-holonomic (lower trajectory). The vehicle orientation, at time k, is opposed to the direction of the
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next point, and thus, because of non-holonomic constraint, the vehicle makes a turn (upper trajectory), delaying its
route to the consensus point, needing one more iteration to reach the trajectory.
Moreover, assuming that the vehicle has a fixed camera, in which the sensing range can be associated to the vehicle
orientation. We added an optimization routine on the sensing range motivated by the knowledge of the future control
sequence (optimization of Ji) and hence, all points of the trajectory. The optimization of vehicle orientation can be
performed by minimizing the squared error, Figure 1(b). Let the cost function:
Jθi =
Np−1∑
k=1
‖(θi[k] − θi[k + 1])‖2 , i = 1, ..., n (12)
The goal is to minimize Jθi , where some constraints can be imposed, such as the maximum individual rotation δd and
curvature radius of the vehicle rc. Thus, the new information states associated to coordinates x and y are:
ξxi [k + 1] = ξxi [k]cos(θi + ϕ) ξyi [k + 1] = ξyi [k]sin(θi + ϕ) (13)
where ϕ is the rotation related to global reference, since δd and θi are local variables, Figure 1(b). Note that each
iteration of the ACvO, the maximum rotation is 3δd (due to mechanical constraints and saturation of the control signal)
and the final value of θi is defined by optimizing Jθi .
4. Implementation of consensus strategy
Based on the blocks diagram, Figure 2(a), at each ACvO iteration, the optimization of Ji generates the trajectory to
Np horizon based on the information exchanged, and more, with the knowledge of all trajectory prediction, the optimal
orientation of vehicle ith is also calculated (Jθi ). However, only the first point is implemented and we assume that the
vehicle has a controller and local sensing to achieve this local target point. As a result, we have a feasible consensus
trajectory for all vehicles. The simulations were performed in Matlab, where it is not considered any communication
error, for example, packet losses and data corruption.
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Figure 2: (a) Blocks diagram to implement consensus strategy via optimization; (b) Topology A; (c) Topology B. Both topologies are used in
illustrative examples applying the ACvO algorithm.
The topologies shown in Figure 2(b) are used in order to evaluate the performance of the proposed algorithm. The
topologies were chosen arbitrarily and the arrows indicate the direction of information flow. In Figure 2, nodes 1 to
4 represents the vehicles and their respective information states, ξn, with n = 1, ..., 4. The state ξr is used to allocate
the reference information (ξr = [20, 23] and ξr = [5, 25] for topologies A and B, respectivelly) and its information
is available only for a part of the vehicles group. The initial positions were defined in arbitrary units as follows:
ξ1 = [6, 8], ξ2 = [15, 38], ξ3 = [40, 15] and ξ4 = [30, 35].
4.1. Numerical simulation and analysis of results
Figure 3 shows the results obtained with the application of the ACvO algorithm. In the first example, it can be seen
difference between the behavior of the information states when considering the non-holonomic constraint in vehicle
1. Note that, at the initial iterations, the main objective is to guide vehicle 1 to the rendezvous point according to the
consensus trajectory. Similar results were obtained using the topology B, however the non-holonomic constraint was
imposed to vehicles 3 and 4.
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(a) (b)
Figure 3: Dynamics of ξi applying ACvO with integration of mobile robots sensing. (a) Topolgy A and (b) Topolgy B.
Since this algorithm is to be used on line, the computational time used to solve the optimization problem should
be analyzed. In all simulations performed the sampling time was T = 0.5s. The time consumed to compute the
control law should be less than T , for all k = 1, ...,N, where N is the time of simulation. For each time k the algorithm
computes the optimization routines sequentially. The sampling time constraint was respected in all simulations.
The results presented confirm that the ACvO algorithm allows that the information states reaches tracking con-
sensus. Adding another goal, the vehicle orientation, the consensus result was not compromised and all vehicles were
able to perform a trajectory according to their motion constraints.
5. Conclusion
This paper presented a methodology for the synthesis of decentralized control laws in order to trace trajectories
based on consensus. In this approach, using predictive control theory, the cost function was defined by the trade-
off between the group cooperation and response requirements. Supported by this approach, the paper presents a
contribution in order to add the optimization of the sensing range according to the rendezvous point.
The implementation of the ACvO algorithm is decentralized and can be used in applications with heterogeneous
vehicles in a group with limited information. The results presented confirm that the ACvO allows that the informa-
tion states reaches tracking consensus. In future work we will address time varying topologies and the impact of
packet losses inherent to wireless communication in the consensus problem. Moreover, a comparison of the proposed
algorithm with a fully centralized with known state also be addressed.
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