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Resumen: En este trabajo se presenta un modelo mixto para la identificacio´n de
formas lo´gicas para el idioma espan˜ol. Para aquellos constituyentes de la frase que
no involucran un verbo, el sistema utiliza reglas derivadas del a´rbol sinta´ctico de la
frase. Por otra parte, la obtencio´n de la forma lo´gica del verbo requiere reconocer los
argumentos de e´ste en la frase. Es por ello que se han aplicado te´cnicas propias de
identificacio´n de roles sema´nticos, basadas en aprendizaje automa´tico. El modelo se
ha evaluado ba´sicamente atendiendo a la precisio´n alcanzada en la identificacio´n de
los argumentos del verbo. En esta tarea se ha obtenido una precisio´n pro´xima al 85%.
La identificacio´n completa de formas lo´gicas se ha llevado a cabo sobre un reducido
grupo de frases de sintaxis muy sencilla, ya que el analizador sinta´ctico disponible
en el momento de realizar los experimentos so´lo permite un ana´lisis superficial de la
sintaxis de la frase.
Palabras clave: identificacio´n de formas lo´gicas, roles sema´nticos, ana´lisis sinta´cti-
co, aprendizaje automa´tico.
Abstract:We present a mixed model to Logic Form Identification (LFI) for Spanish.
The proposed system uses machine learning to decide every argument of the verb.
This task is accomplished such as semantic role labeling does. A rule-based system
is used in order to obtain the LFI of the rest of the phrase. The rules are obtained
by exploring the syntactic tree of the phrase and encoding the syntactic production
rules. The verb argument labeling task achieves a precision of 85%. The LFI has
been evaluated by using shallow parsing a some straightforward Spanish phrases.
Keywords: logic form identification, semantic roles, syntactic parsing, machine lear-
ning.
1. Introduccio´n
En los u´ltimos an˜os la tarea conocida
como identificacio´n de formas lo´gicas o IFL
ha despertado un creciente intere´s, debido a
que permite expresar textos en lenguaje na-
tural con un grado de formalismo que mantie-
ne un buen equilibrio entre la complejidad del
modelo y la expresividad del mismo. Usual-
mente estos sistemas esta´n basados en reglas
derivadas del ana´lisis sinta´ctico del texto. Por
ello, estos sistemas esta´n limitados, por un
lado, por la base de conocimiento codifica-
da en tales reglas, y por otro, por situacio-
nes de ambigu¨edad sinta´ctica. Adema´s, codi-
ficar estas reglas es una tarea manual que de-
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be ser realizada por un experto humano. To-
dos estos problemas se ven agravados cuan-
do consideramos un idioma con una comple-
jidad sinta´ctica elevada, como es el caso del
espan˜ol. Por todo esto en este art´ıculo se pro-
pone un modelo que permite la inclusio´n de
te´cnicas basadas en aprendizaje automa´tico,
inspirado en los sistemas de deteccio´n y clasi-
ficacio´n de roles sema´nticos. Se consigue dis-
minuir as´ı el nu´mero de reglas codificadas y
la integracio´n de diversas fuentes de informa-
cio´n ma´s alla´ del ana´lisis sinta´ctico. En con-
creto, se propone un modelo mixto para el ca-
so espan˜ol, y se aplica aprendizaje automa´ti-
co para la obtencio´n de la forma lo´gica de los
verbos. El resto del art´ıculo esta´ estructurado
como sigue: en la segunda seccio´n se introdu-
ce la tarea de identificacio´n de formas lo´gicas.
A continuacio´n se presenta someramente un
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Cuadro 1: Algunas transformaciones a formas lo´gicas
Regla Transformacio´n Aplicable en Resultado
SP→P SN prep/P nombre/SN de verano de( ,x1) verano(x1)
→ prep(-,x) nombre(x)
SN→SN SP nombre/SN prep/SP( ,x1) noche de verano noche(x2) de(x2, x1) verano(x1)
→ nombre(x2) prep(x2,x1)
modelo basado en reglas, y los problemas que
e´ste presenta al aplicarse sobre un idioma de
tanta complejidad gramatical como es el es-
pan˜ol. En la seccio´n 4 se describe la tarea de
identificacio´n de roles sema´nticos y su aplica-
cio´n a IFL. En la quinta seccio´n se describe el
marco de experimentacio´n as´ı como los resul-
tados obtenidos. Finalmente se presentan las
conclusiones obtenidas y el trabajo futuro.
2. Identificacio´n de Formas
Lo´gicas
La identificacio´n de formas lo´gicas (Rus,
2002) es un formalismo basado en lo´gica de
predicados que pretende obtener una repre-
sentacio´n del lenguaje natural situada entre
el nivel sinta´ctico y el sema´ntico, a partir de
un texto expresado en lenguaje natural. La
base de tal formalismo es la lo´gica de predi-
cados de primer orden, de tal manera que a
cada palabra presente en el texto se le asigna
un predicado. A su vez cada predicado pue-
de tener varios argumentos que representan la
relacio´n de ese predicado con otros elementos
de la frase. Adema´s, para mantener la senci-
llez del modelo se realizan ciertas simplifica-
ciones sobre lo que se puede representar. De
esta forma declinaciones de ge´nero, nu´mero,
tiempo, determinantes, la negacio´n y verbos
auxiliares son ignorados. A modo de ejem-
plo, la frase “Juan cuenta cuentos a su hijo
cada noche de verano” se representar´ıa como
“Juan N(x1) contar V(e1, x1, x2, x3) cuen-
to N(x2) a P(e1, x3) su P(x3) hijo N(x3)
noche N(x4) de P(x4, x5) verano N(x5)”.
Una propiedad relevante de este modelo
es que los argumentos siempre aparecen en el
mismo orden, si esta´n presentes en la frase,
facilitando de esta forma la aplicacio´n de al-
goritmos de inferencia sobre la base de cono-
cimiento obtenida. As´ı, en el caso del verbo,
el primer argumento representa al verbo en
s´ı mismo, el segundo es el sujeto de la ac-
cio´n, luego sigue el objeto directo, objeto in-
directo y finalmente otras funciones sinta´cti-
cas (complementos circunstanciales, predica-
tivos, etc.).
3. IFL basado en reglas
Uno de los modelos ma´s exitosos para IFL
es el basado en reglas, el cual obtiene la forma
lo´gica a partir del ana´lisis sinta´ctico del tex-
to, aplicando ciertas transformaciones sobre
las reglas sinta´cticas que se derivan del a´rbol.
Algunas de estas reglas se ilustran en el cua-
dro 1. La aplicacio´n de un sistema basado en
reglas presenta ciertas dificultades adiciona-
les si se intenta aplicar al espan˜ol, algunas de
las cuales son las siguientes:
Los sistemas basados en reglas requieren
que cada posible produccio´n sinta´ctica
debe tener la correspondiente regla es-
crita por un experto humano. El nu´mero
necesario de reglas no so´lo dependera´ de
la cobertura que se desea alcanzar, sino
tambie´n de la complejidad sinta´ctica del
idioma. Por ejemplo, para un idioma con
una sintaxis relativamente sencilla como
es el ingle´s bastan diez reglas para cubrir
el 90% de las glosas presentes en Word-
Net (Moldovan y Rus, 2001).
Mientras que en ingle´s los distintos cons-
tituyentes de la frase tienen una posi-
cio´n ma´s o menos fija dependiendo del
tipo sinta´ctico, esto no ocurre con el es-
pan˜ol, donde tan va´lida es la frase “Ana
lee muchos libros” como “muchos libros
lee Ana”.
El sujeto el´ıptico, si el analizador
sinta´ctico no crea la etiqueta correspon-
diente, requiere ser tratado como una ex-
cepcio´n. En el modelo aqu´ı propuesto es
detectado mediante algunas heur´ısticas
sencillas, tales como la ausencia de un
sintagma nominal a la izquierda del ver-
bo, para el caso de las frases en forma
activa.
El uso de los pronombres presenta una
gran complejidad. Distinguir entre un
pronombre objetivo directo y un pro-
nombre objetivo indirecto puede resultar
confuso para un sistema basado en re-
glas cuya u´nica fuente de informacio´n es
F. Martinez, M. García
246
la obtenida por un analizador sinta´ctico.
Tal es el caso del pronombre te en las
frases “Ya te veo” y “Ana te env´ıa un
mail”
Finalmente, estos sistemas requieren
analizadores sinta´cticos precisos que no
siempre esta´n disponibles para otros
idiomas distintos al ingle´s.
4. Aplicacio´n de te´cnicas de
identificacio´n de roles
sema´nticos a la IFL
La finalidad u´ltima de este trabajo es com-
plementar un sistema de identificacio´n de for-
mas lo´gicas basado en reglas con un mo´dulo
basado en aprendizaje. Por un lado, el sis-
tema basado en reglas se utilizan para deri-
var la forma lo´gica de cada constituyente no
verbal de la frase. Por otro, el mo´dulo basa-
do en aprendizaje extrae ciertas propiedades
sinta´cticas de los constituyentes de la frase,
y predice en base a ello que´ rol o argumen-
to ocupa tal constituyente en relacio´n al ver-
bo. No´tese el alto grado de similitud entre
el mo´dulo basado en aprendizaje y la tarea
de identificacio´n de roles sema´nticos. Esta ta-
rea consiste en la deteccio´n y clasificacio´n de
la relacio´n sema´ntica existente entre el verbo
y los constituyentes de la oracio´n, estable-
cie´ndose relaciones entre ambos tales como
agente, paciente, experimentador, benefacti-
vo, etc. (Gildea y Jurafsky, 2002) distinguen
entre la deteccio´n del rol y su clasificacio´n1.
En la forma ma´s sencilla de esta tarea la de-
teccio´n ya es dada, quedando los roles mar-
cados previamente, preocupa´ndose el sistema
tan so´lo de decidir a que´ tipo pertenece tal
rol. (Gildea y Jurafsky, 2002) proponen un
modelo basado en aprendizaje en el cual se
extraen seis propiedades para cada rol, espe-
rando que en tales propiedades se encuentre
la ligazo´n entre la sintaxis y la sema´ntica de
tal rol.
Si bien existe cierta similitud entre la iden-
tificacio´n de roles sema´nticos y los argumen-
tos de la forma lo´gica del verbo tambie´n exis-
ten sustanciales diferencias:
El nu´mero de categor´ıas sema´nticas de-
pende del verbo, y es muy superior al
1No´tese que un sistema real que pretenda identifi-
car los roles sema´nticos de un verbo debera´ tambie´n
desambigu¨ar e´ste, ya que segu´n el sentido del verbo,
as´ı se espera que aparezcan unos roles u otros
nu´mero de argumentos que puede reci-
bir la forma lo´gica de un verbo. Adema´s,
estos argumentos son siempre los mis-
mos: sujeto, objeto directo, objeto in-
directo y otras funciones sinta´cticas. Es
por ello necesario agrupar diversos ro-
les con el mismo argumento de la forma
lo´gica del verbo. En cierta forma la de-
teccio´n de estos argumentos es un sim-
plificacio´n de la tarea de clasificacio´n de
los roles sema´nticos.
La deteccio´n de los l´ımites dentro de la
frase de cada rol sema´ntico es un pro-
blema ma´s duro que la posterior clasifi-
cacio´n. Sin embargo, la deteccio´n de los
argumentos de la forma lo´gica del verbo
viene dada impl´ıcitamente, mediante la
aplicacio´n de las reglas sinta´cticas codi-
ficadas a priori. Por ello, en este trabajo
se equipara la subtarea de clasificacio´n
de roles sema´nticos con la identificacio´n
de los argumentos de la forma lo´gica del
verbo, obvia´ndose la deteccio´n del rol,
que viene ya dado por la aplicacio´n de
reglas sinta´cticas.
El modelo de IFL propuesto aplica las re-
glas sinta´cticas para obtener la forma lo´gica
de aquellos constituyentes no verbales de la
oracio´n. Llegado este punto, cada uno de esos
constituyentes se clasifica como si de clasifi-
car un rol sema´ntico se tratara, so´lo que en
vez de tratar de averiguar de que´ rol se tra-
ta, tan so´lo se infiere que´ argumento es de
la forma lo´gica del verbo. El modo en que
se implementa esta tarea sigue en gran medi-
da lo propuesto en (Gildea y Jurafsky, 2002),
adaptado al espan˜ol y a los recursos disponi-
bles. Se extraen siete caracter´ısticas del cons-
tituyente, que son utilizadas para alimentar
un sistema de aprendizaje automa´tico. Estas
siete caracter´ısticas son las siguientes:
1. Tipo de sintagma, que puede ser S,
SP, SADJ o SADV.
2. Categor´ıa gobernante, que puede ser
S, o SV. En nuestros experimentos, to-
do aquello que no pertenece al sujeto, se
marca SV como categor´ıa gobernante.
3. Camino en el a´rbol sinta´ctico, deter-
mina el camino que hay que recorrer en
el a´rbol sinta´ctico para ir del constitu-
yente al verbo.
4. Posicio´n del constituyente respecto del
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verbo, segu´n quede a la izquierda o de-
recha de e´ste.
5. Voz del verbo, que puede ser activa o
pasiva.
6. Palabra principal del constituyente.
Esta palabra es marcada por el parser
atendiendo a un grupo de reglas heur´ısti-
cas (Collins, 1999).
7. La concatenacio´n de la etiqueta de
parte de la oracio´n de cada pala-
bra del constituyente. El sintagma “el
an˜o pasado” toma en esta caracter´ıstica
el valor {DNJ}.
Las seis primeras caracter´ısticas coinciden
con las propuestas en (Gildea y Jurafsky,
2002). La concatenacio´n de la etiqueta de
parte de la oracio´n es frecuente encontrarla
en diversos sistemas de identificacio´n de roles
sema´nticos (Carreras, Ma`rquez, y Chrupala,
2004; Punyakanok et al., 2004).
5. Experimentos y resultados
5.1. Marco de experimentacio´n:
recursos utilizados
Para la elaboracio´n de nuestros experi-
mentos hemos utilizado el paquete de ana´lisis
lingu¨´ıstico FreeLing (Carreras et al., 2004)2,
el corpus anotado sema´nticamente 3LB-Cast
(Palomar et al., 2004) y el software de apren-
dizaje automa´tico TimBL (Daelemans et al.,
2004) 3. El conjunto de frases y su correspon-
diente forma lo´gica utilizado para la evalua-
cio´n del sistema completo ha sido traducido
a partir de la coleccio´n de prueba de la tarea
de identificacio´n de formas lo´gicas llevada a
cabo en Senseval-3 (Rus, 2004):
FreeLing es un paquete de ana´lisis
lingu¨´ıstico disponible para el catala´n,
castellano e ingle´s, y que realiza, entre
otras cosas un etiquetado de la parte de
la oracio´n de cada palabra, un ana´lisis
morfosinta´ctico y un ana´lisis sinta´ctico
superficial. No´tese que tanto las reglas
sinta´cticas como las caracter´ısticas ex-
tra´ıdas de cada constituyente se derivan
del a´rbol sinta´ctico generado por Free-
Ling. Al tratarse de un ana´lisis sinta´cti-





limitaciones en los experimentos en los
que se ha utilizado este paquete:
• El a´rbol sinta´ctico siempre tiene
una u´nica etiqueta sinta´ctica “S”
que representa toda la frase, aunque
tal frase este´ constituida por ma´s
de una oracio´n. Esto impide anali-
zar correctamente frases compues-
tas, por lo que el conjunto de sen-
tencias analizado ha sido limitado a
frases con un u´nico sintagma verbal.
• Analizadores sinta´cticos como
(Collins, 1999) marcan la palabra
principal o head word de cada
sintagma. Lamentablemente los
analizadores sinta´cticos disponibles
para el espan˜ol no facilitan este
dato. Sin embargo, la head word
s´ı esta´ anotada, al menos indirec-
tamente, en el corpus 3LB-Cast
utilizado en los experimentos.
En este trabajo la head word es
el nu´cleo del sintagma, el hijo
directo del sintagma, no otro sin-
tagma anidado (que actuar´ıa como
complemento)4.
• Al tratarse de un analizador
sinta´ctico superficial los a´rboles
sinta´cticos suelen ser muy planos.
En consecuencia el nu´mero de
reglas sinta´cticas necesario es ma´s
alto de lo que ser´ıa con un a´rbol
ma´s profundo.
3LB-Cast es un corpus en castellano
con anotaciones sinta´cticas, sema´nticas
y pragma´ticas. En este corpus los roles
sema´nticos no esta´n anotados tal como
en otros corpus como TreeBank o las glo-
sas que se encuentran en FrameNet. Au´n
as´ı la informacio´n anotada es adecuada
para que un sistema aprenda con que´ ar-
gumento de la forma lo´gica del verbo se
corresponde un constituyente dado. Para
ello se ha asociado cada funcio´n sinta´cti-
ca con un argumento de la forma lo´gica
del verbo segu´n se muestra en el cuadro
2.
Timbl es una herramienta que imple-
menta diversos algoritmos de aprendiza-
je supervisado basados en memoria. Es-
te paquete presenta algunas cualidades,
4gracias a Borja Navarro, que me ha sugerido esta
aproximacio´n sobre el corpus 3LB-Cast
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Figura 1: A´rbol sinta´ctico de la frase “Carlos lee los titulares de la Estrella Digital”
Cuadro 2: Correspondencia entre funciones
sinta´cticas anotadas en el corpus 3LB-Cast y















tales como aprender con caracter´ısticas
alfanume´ricas o clasificacio´n multi-clase,
lo que hace que sea adecuado para ta-
reas relacionadas con el PLN como la
que aqu´ı se plantea.
5.2. Un caso de uso
En este apartado se ilustra con un senci-
llo ejemplo el funcionamiento global del mo-
delo mixto propuesto, utilizando los recursos
descritos en la seccio´n anterior. La frase de
partida es:
Carlos lee los titulares deportivos de
la Estrella Digital
Y se debe llegar a su forma lo´gica:
Carlos N(x1) leer V(e1,x1,x2, ,x4)
titular N(x2) deportivo J(x2)
de P(x2, x3) Estrella Digital N(x3)
El cuarto argumento de la forma lo´gica
del verbo queda vac´ıo al carecer esta frase de
objeto indirecto. Adema´s, “Estrella Digital”
es marcado como un nombre gracias a que
el paquete lingu¨´ıstico FreeLing detecta a esta
expresio´n como una entidad con nombre.
El primer paso requiere la obtencio´n del
a´rbol sinta´ctico de la frase (fig. 1).
Al lema de cada palabra de la frase, jun-
to con la etiqueta de la parte de la ora-
cio´n, se le asigna un predicado.
Se aplican reglas sinta´cticas horizontal-
mente. De esta forma se detecta que “de-
portivo“ esta´ adjetivando a “titular” y
en consecuencia debe compartir argu-
mento (cuadro 3).
Las formas lo´gicas obtenidas se propa-
gan hacia atra´s en el a´rbol sinta´ctico, in-
tentando aplicarse reglas sinta´cticas ver-
ticalmente (cuadro 4).
Finalmente, es necesario extraer las ca-
racter´ısticas de cada constituyente pa-
ra inferir con que´ argumento verbal se
corresponde, utilizando aprendizaje au-
toma´tico tal como ha sido descrito en
seccio´n 4.
5.3. Experimentos realizados
La evaluacio´n del mo´dulo de aprendizaje
en la prediccio´n de los argumentos de la for-
ma lo´gica del verbo se ha realizado extrayen-
do 15000 constituyentes, procedentes de 3LB-
Cast, para la fase de entrenamiento, y 1000
para la evaluacio´n. No´tese que este corpus in-
cluye un completo ana´lisis sinta´ctico manual
de cada frase. Es por ello que aqu´ı no ha si-
do necesario utilizar el paquete FreeLing ni
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Cuadro 3: Ejemplo de regla horizontal
regla aplicable a resultado
SN→NJ noticia N(x2) deportiva J( ) noticia N(x2) deportiva J(x2)
SP→P SN de P( , ) Estrella Digital N(x3) de P( ,x3) Estrella Digital N(x3)
Cuadro 4: Ejemplo de regla vertical
regla aplicable a resultado
S→SN V SN SP Paco N(x1) leer V(e1, , , , ) Paco N(x1) leer V(e1, , , , )
noticia N(x2) deportiva J(x2) noticia N(x2) deportiva J(x2)
de P( ,x3) Estrella Digital N(x3) de P(x2,x3) Estrella Digital N(x3)
limitar el tipo de frases utilizadas en la expe-
rimentacio´n.
Por otra parte, y con la finalidad de com-
probar la viabilidad del modelo mixto pro-
puesto se han seleccionado 15 frases con su
correspondiente forma lo´gica, procedentes de
la tarea de identificacio´n de formas lo´gicas de
SENSEVAL-3. Estas frases han sido traduci-
das manualmente al espan˜ol, as´ı como su for-
ma lo´gica, que han sido adaptadas a este idio-
ma. Debido a las limitaciones del analizador
sinta´ctico utilizado, las 15 frases presentan un
u´nico sintagma verbal. Finalmente, para dar
cobertura a estas 15 frases se han codificado
37 reglas.
5.4. Resultados obtenidos
En el cuadro 5 se muestra co´mo han que-
dado clasificados los mil constituyentes ex-
tra´ıdos del corpus 3LB-Cast. La precisio´n
media alcanzada es del 84%. Un resultado
muy destacado es la precisio´n exacta alcan-
zada en la deteccio´n del sujeto (categor´ıa 2)
acertando 238 de 238 posibles. A pesar de la
gran flexibilidad sinta´ctica del castellano, la
deteccio´n del sujeto se ve facilitada por el he-
cho de que el sujeto usualmente aparece a la
izquierda del verbo, y con un nombre como
head word. Estas dos caracter´ısticas son teni-
das en cuenta durante el entrenamiento.
Cuadro 5: Tabla de confusio´n sobre los 1000
argumentos evaluados (frases procedentes del
corpus 3LB-Cast)
5 (CP) 3 (CD) 2 (S) 4 (CI)
5 (CP) 439 82 0 1
3 (CD) 20 164 0 13
2 (S) 0 0 238 0
4 (CI) 10 6 0 27
Precisio´n media: 0,84
El objeto directo (categor´ıa 3) y los di-
versos complementos predicativos (categor´ıa
5) obtienen tambie´n un buen resultado situa-
do entre el 85-90%. Sin embargo, la detec-
cio´n del objeto indirecto (categor´ıa 4) es la
que peor resultado obtiene, con una precisio´n
pro´xima al 65%. La mayor´ıa de los errores
asociados al objeto directo e indirecto se de-
ben a constituyentes erro´neamente marcados
como complementos predicativos. Esto puede
deberse a un sobre-entrenamiento de la cate-
gor´ıa 5, que engloba aquellos complementos
de verbo que no son ni el objeto directo ni
el indirecto. Como puede apreciarse en la ta-
bla de confusio´n, la gran mayor´ıa, casi un el
70%, de los complementos del verbo resultan
pertenecer a esta categor´ıa 5.
Posiblemente, para mejorar estos resulta-
dos se requiera alimentar el sistema con infor-
macio´n sema´ntica. Una ventaja del uso de al-
goritmos basados en aprendizaje frente aque-
llos basados en reglas es la posibilidad de
integrar nuevas fuentes de conocimiento, sin
las cuales es imposible que el sistema ave-
rigu¨e con que´ argumento se corresponde cier-
to constituyente. As´ı por ejemplo la frase
Pedro recomienda a el nin˜o que lea.
deber´ıa marcar “a Pedro” como objeto indi-
recto. Sin embargo en la frase
Ana quiere a el nin˜o
aparece el mismo constituyente en una es-
tructura sinta´ctica similar, y sin embargo
actu´a como objeto directo. Resolver tales si-
tuaciones requiere un conocimiento adicio-
nal sobre la naturaleza del verbo, los roles
sema´nticos que puede recibir e´ste y el tipo
de argumento. Por ejemplo, de un recurso
como FrameNet (Baker et al., 1998) podr´ıa
aprenderse que ”lo querido”son personas, y
de WordNet se desprender´ıa que un nin˜o es
una persona.
Con la finalidad de comprobar el modelo
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Cuadro 6: Algunas frases y la forma lo´gica obtenida
Juan vuela desde Tokio hasta Nueva
York
Juan [P](x1 ) volar [V](e1 x1 ) desde [P]( e1 x2 ) To-
kio [N](x2 ) hasta [P]( x2 x3 ) Nueva York [N](x3 )
John es golpeado por una pelota John [N](x1 ) golpear [V](e1 x2 x1 ) por [P]( e1 x2 )
pelota [N](x2 )
En vez de alubias comere´ pizza En vez de [P]( x2 x1 ) alubias [N](x1 ) comer [V](e1
x2) pizza [N](x2)
El baloncesto y el tenis son grandes
deportes
baloncesto [N](x1 ) y [C](x3 x1 x2 ) tenis [N](x2 )
ser [V](e1 x3 x4) grande [A] (x4) deporte [N](x4 )
El profesor permitio´ un periodo de
descanso
profesor [N](x1 ) permitir [V](e1 x1 x3) perio-
do [N](x3 ) de [P]( x3 x2 ) descanso [N](x2 )
Cuadro 7: Tabla de confusio´n sobre los 43
argumentos evaluados (15 frases traducidas
del SENSEVAL-3 LFI workshop)
5 (CP) 3 (CI) 2 (S) 4 (CD)
5 (CP) 10 2 0 0
3 (CI) 6 4 0 0
2 (S) 2 0 8 0
4 (CD) 0 2 0 5
Precisio´n media: 0,74
completo, integrando tanto la parte basada
en reglas como la basada en aprendizaje, se
ha realizado un pequen˜o experimento en el
que se ha obtenido la forma lo´gica de 15 fra-
ses procedentes del workshop Senseval-3 Lo-
gic Forms workshop. Debido a las restriccio-
nes del analizador sinta´ctico, las frases selec-
cionadas cuentan todas con un u´nico verbo.
Estas frases han sido traducidas manualmen-
te al espan˜ol. De igual manera la forma lo´gica
que se deriva de ellas ha sido tambie´n adapta-
da del ingle´s al espan˜ol. Para obtener la forma
lo´gica de los constituyentes no verbales se han
necesitado implementar 37 reglas como las
mostradas en los cuadros 3 y 4. Tras la apli-
cacio´n de estas reglas, han quedado 44 consti-
tuyentes repartidos entre 15 frases, que deben
ser clasificados segu´n resulten ser un sujeto,
objeto directo, indirecto u otros. En los cua-
dros 7 se muestra la precisio´n alcanzada por
el algoritmo basado en aprendizaje sobre esos
argumentos. En el cuadro 6 se muestran al-
gunos ejemplos de frases junto con la forma
lo´gica obtenida. Los resultados siguen en la
l´ınea, a la baja, de los alcanzados previamen-
te sobre el corpus 3LB. Un posible motivo es
que la evaluacio´n sobre 3LB-Cast esta´ reali-
zada con un corpus etiquetado manualmente,
lo cual elimina en gran medida errores debi-
dos a un ana´lisis sinta´ctico erro´neo.
6. Conclusiones y trabajo futuro
Se ha presentado un nuevo modelo para
la derivacio´n de formas lo´gicas basado en re-
glas y en aprendizaje automa´tico. Adema´s,
este modelo ha sido aplicado al espan˜ol, idio-
ma especialmente complicado para esta ta-
rea, dada la flexibilidad de su sintaxis. Jus-
tamente por ello, un sistema basado u´nica-
mente en reglas no puede rendir tan bien
como en otros idiomas como el ingle´s. Sin
embargo, la introduccio´n de aprendizaje au-
toma´tico permite integrar conocimiento que
va ma´s alla´ de la produccio´n sinta´ctica. En
este trabajo, el aprendizaje automa´tico se ha
utilizado al modo que (Gildea y Jurafsky,
2002) proponen para la clasificacio´n de ro-
les sema´nticos. Como trabajo futuro ma´s in-
mediato, quedan por integrar otras fuentes
de conocimiento de cara´cter marcadamente
sema´ntico, como puede ser el uso de un pro-
bable futuro 3LB-Cast etiquetado con roles
sema´nticos al modo en que lo esta´ el cor-
pus PropBank. Igualmente, el siguiente paso
sera´ la evaluacio´n del modelo propuesto so-
bre otros idiomas y con un conjunto de frases
ma´s amplio.
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