From [2] - [4] , it is known that Hellinger processes are the main tools for the study of absolute continuity, contiguity and convergence in variation of probability measures. In §1, by using the results about the convergence of submartingales at infinity, we give the Lebesgue's decomposition between measures. Then the conditions for absolute continuity and singularity can be deduced immediately. These facts are easy, but they supplement the known results completely. In §2 and §3, we give new proofs of the conditions for contiguity and convergence in variation respec- tively. These proofs start directly from derivative processes, don't need the deeper properties of Hellinger processes. Hence, they are straightforward and can be easily followed. All results are applied to semimartingale cases.
1.
Absolute Continuity l.lPreliminaries. We'll adopt all denotations of [1] From now on all discussions proceed under the probability measure Q, unless otherwise specified. We have Z = Zc + x*( -03BD), = c -x*( -03BD),
Z+Z=2'
Zc +Zt-2,
The Hellinger process (with index 1/2) of P and P is N =iZoZo
where ~IX is the jump measure of X.
Suppose that under Q the derivative processes of P and with respect to Q (still denoted by and Z) have predictablerepresentation:
where L,L E, W,W E P. The proof of necessity, given in [2] , is already very simple, needn't improving further. We'll give another proof for sufficiency. Our proof is based on the following lemma, as in [3] . But the procedure after that is greatly simpler than that in [3] . (1) ~Pn -n~ -> 0.
(2) (Zn -1)*~ -> 0 in (Pn). Qn ( ( Zn -1)*~ 6 ) 1 ~ EQn|Zn~ -1|
Hence, (Zn -1)*~ -> 0 in (Qn) and {Pn). 
