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THE SIZE OF OSCILLATIONS IN THE GOLDBACH
CONJECTURE
MICHAEL J. MOSSINGHOFF AND TIMOTHY S. TRUDGIAN
Abstract. Let R(n) =
∑
a+b=n Λ(a)Λ(b), where Λ(·) is the von Mangoldt
function. The function R(n) is often studied in connection with Goldbach’s
conjecture. On the Riemann hypothesis (RH) it is known that
∑
n≤x R(n) =
x2/2 − 4x3/2G(x) + O(x1+ǫ), where G(x) = ℜ
∑
γ>0
xiγ
( 1
2
+iγ)( 3
2
+iγ)
and the
sum is over the ordinates of the nontrivial zeros of the Riemann zeta function in
the upper half-plane. We prove (on RH) that each of the inequalities G(x) <
−0.02093 and G(x) > 0.02092 hold infinitely often, and establish improved
bounds under an assumption of linearly independence for zeros of the zeta
function. We also show that the bounds we obtain are very close to optimal.
1. Introduction
Let Λ(n) denote the von Mangoldt function, and define R(n) by
R(n) =
∑
a+b=n
Λ(a)Λ(b), (1.1)
where the sum is over positive integers a and b that sum to n. This function arises
naturally in the study of Goldbach’s problem: clearly R(n) > 0 precisely when n
is the sum of two positive prime powers. The use of the von Mangoldt function
makes the problem more amenable to analysis, and Goldbach’s conjecture would
follow if it could be shown that R(n) were sufficiently large at even integers n > 2.
It is natural then to study the average value of R(n). It is known that
∑
n≤x
R(n) =
1
2
x2 +O
(
x2(log x)−A
)
, (1.2)
unconditionally, for any positive constant A. In a series of articles in 1991, Fu-
jii obtained improvements on the error term in (1.2) that are conditional on the
Riemann hypothesis. In the first of this series, he established [4] that
∑
n≤x
R(n) =
1
2
x2 +O(x3/2),
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and in the second paper [5] he refined the error term, proving that1
∑
n≤x
R(n) =
1
2
x2 − 4x3/2ℜ
∑
γ>0
xiγ
(1
2
+ iγ)(3
2
+ iγ)
+O
(
(x log x)4/3
)
. (1.3)
Similar statements, with a slightly larger power on the log x term, were proved by
Goldston [7] and by Granville [8]. Reductions in the error term in (1.3) were made
by Bhowmik and Schlage-Puchta [2] and then by Languasco and Zaccagnini [12],
who established O(x log3 x). This is fairly close to optimal, since Bhowmik and
Schlage-Puchta also proved that the error term here is Ω(x log log x). Analogous
results for forms of (1.1), where n is written as the sum of k prime powers, have
been proved by Languasco and Zaccagnini [12] and by Bhowmik, Ramare´, and
Schlage-Puchta [1].
In this article, we study the oscillations in the sum on the right side of (1.3). To
this end, define G(x) by
G(x) = ℜ
∑
γ>0
xiγ
(1
2
+ iγ)(3
2
+ iγ)
, (1.4)
where the sum is over the ordinates of the zeros of the Riemann zeta function in
the upper half-plane. We assume the Riemann hypothesis, so each such zero has
real part 1/2.
In his third paper of 1991 on this topic [6], Fujii proved that if the ordinates
of the first 70 zeros of the Riemann zeta function on the critical line are linearly
independent over the rationals, then each of the inequalities
G(x) < −0.012, G(x) > 0.012 (1.5)
would hold for an unbounded sequence of positive real numbers x. He noted that
this conclusion could also be established without the linear independence hypoth-
esis, if one instead employed a method of Odlyzko and te Riele to solve certain
simultaneous approximation problems involving these 70 real numbers. In 1985
Odlyzko and te Riele [16] famously employed this method to disprove the Mertens
conjecture regarding the size of oscillations in the function M(x) =
∑
n≤x µ(n),
where µ(·) represents the Mo¨bius function. Recently, Hurst [10] used the same
method, along with additional techniques, to obtain the presently best known re-
sult in this problem.
Odlyzko and te Riele established large oscillations in the positive direction by
determining a real number y and integers m1, . . . , m70 with the property that∣∣γkjy − ψkj − 2mjπ∣∣ < ǫ1,
for 1 ≤ j ≤ 70, for a small positive number ǫ1. Here ψkj represents the argument
of the residue of 1/ζ(s) at s = 1/2 + iγkj , and 1 ≤ k1 < k2 < · · · < k70 ≤ 400
denotes a particular sequence of positive integers corresponding to the zeros which
produced the most beneficial contributions in the method employed there. Likewise,
to establish large oscillations in the negative direction, they determined z, n1, . . . ,
n70 so that ∣∣γkjz − ψkj − (2nj + 1)π∣∣ < ǫ2,
1We note that the sum over zeros, written in the form 2
∑
ρ
xρ+1
ρ(ρ+1)
appears here even without
assuming the Riemann hypothesis.
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for 1 ≤ j ≤ 70, for a small positive number ǫ2. In [6], Fujii required analogous
results for the same problems, but with each ψkj eliminated, kj = j for each j,
and ǫ1 = ǫ2 = 0.1. (The first case is then a homogeneous approximation problem,
and one naturally also requires y 6= 0 there.) It is not clear however if the required
computations were in fact performed in [6]: it is stated that the argument there
implies the bounds (1.5) “in principle.”
In this article, we analyze the oscillations in G(x), and prove two main results.
First, we use the method of Odlyzko and te Riele to establish a lower bound on the
oscillations exhibited by this function in each direction, improving (1.5). We also
establish improved bounds under an assumption of linear independence for the zeros
of the zeta function. Second, we establish an upper bound on these oscillations,
which shows that our results are close to optimal. We prove the following theorem.
Theorem 1.1. With G(x) as in (1.4), on the Riemann hypothesis each of the
following inequalities holds for an unbounded sequence of positive real numbers x:
G(x) < −0.020932, G(x) > 0.020927. (1.6)
Moreover, for all x > 0,
|G(x)| < 0.023059. (1.7)
In addition, if the ordinates of the first 106 zeros of the Riemann zeta function
in the upper half-plane are linearly independent over Q, then each of the following
inequalities holds for an unbounded sequence of positive real numbers x:
G(x) < −0.022978, G(x) > 0.022978. (1.8)
This paper is organized in the following way. Section 2 establishes the upper
bound (1.7) of Theorem 1.1. Section 3 obtains lower bounds for oscillations in G(x),
conditioned on the existence of solutions to particular simultaneous approximation
problems involving a number of zeros of the Riemann zeta function, and establishes
(1.8). Last, Section 4 describes the calculations required to establish the bounds
(1.6) on the oscillations in this function without assuming any linear independence
conditions to complete the proof of Theorem 1.1.
We remark that Hardy and Littlewood [9] conjectured that R(n) ∼ nS(n) for
even integers n, where
S(n) =
∏
p|n
(
1 +
1
p− 1
)∏
p∤n
(
1−
1
(p− 1)2
)
,
and that several authors encounter G(x) when estimating the average value of
R(n)− nS(n). For example, Fujii [5] in fact established (1.3) in the form∑
n≤x
(
R(n)− nS(n)
)
= −4x3/2G(x) +O
(
(x log x)4/3
)
.
It is readily seen that the two forms are equivalent, since from Montgomery and
Vaughan [15, Lem. 1] we have that
∑
n≤x
nS(n) =
1
2
x2 +O(x log x).
Additional estimates involving S(n) and related functions and their application in
problems in additive number theory can be found in [15].
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2. An upper bound for |G(x)|
Taking the real part of the sum in (1.4) produces
G(x) = −
∑
γ>0
cos(γ log x)
γ2 + 1
4
+
∑
γ>0
3 cos(γ log x) + 2γ sin(γ log x)
(γ2 + 1
4
)(γ2 + 9
4
)
(2.1)
=
∑
γ>0
(3
4
− γ2) cos(γ log x) + 2γ sin(γ log x)
(γ2 + 1
4
)(γ2 + 9
4
)
. (2.2)
With a little calculus one can show that the maximal value of the numerator in
(2.2) is
√
γ4 + 5
2
γ2 + 9
16
, occurring when
tan(γ log x) =
2γ
3
4
− γ2
,
and that the minimal value is −
√
γ4 + 5
2
γ2 + 9
16
, so
|G(x)| ≤
∑
γ>0
h(γ), h(γ) =
√
γ4 + 5
2
γ2 + 9
16
(γ2 + 1
4
)(γ2 + 9
4
)
. (2.3)
A simple expansion shows that
h(γ) =
1
γ2 + 1
4
−
1
γ4
+
2
γ6
−
61
16γ8
+O
(
γ−10
)
,
and from Davenport [3, ch. 12] we have that
∑
γ>0
1
γ2 + 1
4
=
∑
ρ
ℜ
(
ρ−1
)
= 1 +
ξ
2
−
log 4π
2
= 0.02309 . . . , (2.4)
where ρ = 1/2 + iγ and ξ = 0.577 . . . represents Euler’s constant. We write
h(γ) =
1
γ2 + 1
4
−
1
γ4
+ U(γ). (2.5)
A simple calculation reveals that U(γ)γ6 ≤ 2. Therefore, to obtain an upper bound
on |G(x)|, we require an upper bound on
∑
γ>0 γ
−6. (We also need a lower bound
on the sum over γ−4 from (2.5), but clearly any finite sum will work.) For this, we
employ the result of Lehman [13, Lem. 3] stating that
∑
γ>T
γ−n <
logT
T n−1
(2.6)
provided T ≥ 2πe = 17.079 . . . and n ≥ 2. Using (2.3), (2.4), (2.5), and (2.6), we
therefore conclude that
|G(x)| < 1 +
ξ
2
−
log 4π
2
−
∑
0<γ≤T1
1
γ4
+ 2
∑
0<γ≤T2
1
γ6
+
logT2
T 52
,
where we may choose any values for T1 > 0 and T2 ≥ 2πe. Choosing the first
1000 zeros for each sum, that is, taking T1 = T2 = 1420.41, we find that |G(x)| <
0.023058681, which establishes (1.7).
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3. Conditional lower bounds
We may determine lower bounds on the oscillations of G(x), conditioned on the
existence of solutions to certain simultaneous approximation problems involving a
number of nontrivial zeros of the Riemann zeta function. We treat large oscillations
in the positive direction here; large displacements in the negative direction follow
analogously.
Given a positive integer N and a positive real number ǫ, suppose there exists a
real number y and integers m1, . . . , mN so that
|γky − (2mk + 1)π| ≤ ǫ (3.1)
for 1 ≤ k ≤ N . Then certainly
cos(γky) < −1 +
ǫ2
2
(3.2)
for each k. Let T > 2πe be a real number selected so that the number of nontrivial
zeros of the Riemann zeta function with ordinate γ < T is exactly N . From (2.1),
we have
G(x) = −
∑
γ≤T
cos(γ log x)
γ2 + 1
4
+
∑
γ≤T
3 cos(γ log x) + 2γ sin(γ log x)
(γ2 + 1
4
)(γ2 + 9
4
)
+
∑
γ>T
(3
4
− γ2) cos(γ log x) + 2γ sin(γ log x)
(γ2 + 1
4
)(γ2 + 9
4
)
=: G1(x, T ) +G2(x, T ) +G3(x, T ).
(3.3)
From (2.3), we have
|G3(x, T )| ≤
∑
γ>T
√
γ4 + 5
2
γ2 + 9
16
(γ2 + 1
4
)(γ2 + 9
4
)
<
∑
γ>T
1
γ2
,
and from [13, Lem. 1] we obtain
∑
γ>T
1
γ2
=
1
2π
∫ ∞
T
log(t/2π)
t2
dt+ ϑ
(
4
T 2
logT + 2
∫ ∞
T
dt
t3
)
, (3.4)
where ϑ is a complex number satisfying |ϑ| ≤ 1. This gives a better estimate than
that in (2.6), which we shall need in what follows. While the constants in the error
in (3.4) could be improved by the results in [17, 19], the range of T that we are
considering here makes any potential gain negligible. Consequently,
|G3(x, T )| < B3(T ) :=
1
2πT
(
logT + 1− log 2π +
2π
T
(1 + 4 logT )
)
(3.5)
for all x > 0. For G1, we use (3.2) to find
G1(e
y, T ) >
(
1−
ǫ2
2
)∑
γ≤T
1
γ2 + 1
4
.
For G2, we observe that 3 cos t+ 2γ sin t is decreasing near t = π, so
G2(e
y, T ) ≥ −
∑
γ≤T
3 cos ǫ+ 2γ sin ǫ
(γ2 + 1
4
)(γ2 + 9
4
)
.
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Therefore,
G(ey) >
(
1−
ǫ2
2
)∑
γ≤T
1
γ2 + 1
4
−
∑
γ≤T
3 cos ǫ+ 2γ sin ǫ
(γ2 + 1
4
)(γ2 + 9
4
)
− B3(T ). (3.6)
Similarly, given N and ǫ, if we suppose there exists a real number z and integers
m1, . . . , mN so that
|γkz − 2mkπ| ≤ ǫ (3.7)
for 1 ≤ k ≤ N , then we obtain the negation of the expression in (3.6) as a lower
bound on the oscillations of G(x):
G(ez) <
(
ǫ2
2
− 1
)∑
γ≤T
1
γ2 + 1
4
+
∑
γ≤T
3 cos ǫ+ 2γ sin ǫ
(γ2 + 1
4
)(γ2 + 9
4
)
+B3(T ).
In Table 1 we list a few values for the bound (3.6) for a number of choices of N .
In each case we assume ǫ = 0.01, and take T = T ∗(N), where
T ∗(N) = γN+1 −
γN+1 − γN
100
. (3.8)
Table 1. Conditional lower bounds for large positive values of
G(x) from (3.6), assuming the simultaneous approximation prob-
lem (3.1) has a solution with ǫ = 0.01.
N Bound N Bound
70 0.014756 500 0.020630
100 0.016352 600 0.020902
150 0.017837 700 0.021109
200 0.018692 800 0.021272
250 0.019269 900 0.021404
300 0.019684 1000 0.021515
350 0.020001 2000 0.022079
400 0.020254 104 0.022699
450 0.020459 105 0.022925
If the ordinates of the first N nontrivial zeros of the zeta function are linearly
independent, then by Kronecker’s theorem the corresponding bound in Table 1
would necessarily follow, as would any value computed with an arbitrary choice of
ǫ > 0. Selecting ǫ = 10−6 with N = 106 produces the value 0.02297864 . . . , which
verifies (1.8) in Theorem 1.1.
To obtain bounds without linear independence, in the next section we turn to
the method of Odlyzko and te Riele for constructing solutions to some of these
simultaneous approximation problems.
4. Computations
We complete the proof of Theorem 1.1 by solving the simultaneous approxi-
mation problems (3.1) and (3.7) for particular N and ǫ. For this we employ the
method of Odlyzko and te Riele [16], which we briefly describe here. Let ⌊x⌉ de-
note the integer nearest the real number x, and let ek denote the kth elementary
unit column vector in the appropriate real vector space. The construction requires
values for four integer parameters: N , b, c, and d. Here, b represents the number of
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bits of precision used in the computation; c and d are small positive integers whose
meanings will be described shortly.
4.1. Large positive values for G(x). Consider first the inhomogeneous problem
(3.1), where we require a real number y with the property that γky is near π,
modulo integer multiples of 2π, for 1 ≤ k ≤ N . We construct the (N +2)× (N +2)
integer matrix M whose column vectors are⌊
2b+1π
⌉
ek, 1 ≤ k ≤ N,
eN+1 −
N∑
k=1
⌊
2b−cγk
⌉
ek,
2bNdeN+2 +
⌊
2bπ
⌉ N∑
k=1
ek.
That is, M consists of an (N +2)×N diagonal matrix with entries
⌊
2b+1π
⌉
on the
diagonal, augmented with one column carrying rounded multiples of the γk, and
another largely filled with a rounded multiple of the inhomogeneous part, π. The
penultimate vector carries the lone nonzero value in vector position N +1, set to 1
so that we can recover a coefficient later in the computation. The last vector has
the only nonzero value in the last position, chosen to be much larger than the other
entries of the matrix.
We apply the LLL algorithm [14] toM to compute a reduced basis for the lattice
spanned by its column vectors. This reduced basis consists of vectors that are
relatively short, in fact within a factor (whose value is bounded by an expression
that is exponential in the dimension) of the shortest independent vectors in the
lattice. Since the last coordinate of every vector in the lattice is an integer multiple
of the large integer 2bNd, it is likely that there is only one vector in the reduced
lattice with a nonzero value in this position, which is very likely to be ±2bNd. If this
value is negative we can negate the vector, so suppose it is (r1, . . . , rN , s, 2
bNd)T .
We then have that there exist integers m1, . . . , mN such that
rk = mk
⌊
2b+1π
⌉
+
⌊
2bπ
⌉
− s
⌊
2b−cγk
⌉
for 1 ≤ k ≤ N , and that the rk are relatively small. If s < 0 then we can negate
this vector so that our inhomogeneous part is −π, which serves us just as well, so
we assume s ≥ 0 here. We might then expect
γks2
−c ≈ 2πmk + π
so we take y = s/2c, and use this in (3.3) and (3.5) to compute the resulting lower
bound on positive values reached by G(x):
G1(e
y, T ∗(N)) +G2(e
y, T ∗(N))−B3(T
∗(N)), (4.1)
with T ∗(N) as in (3.8). For each k we also compute mk = ⌊(γky − π)/2π⌉, and
then
ǫ1 = max
1≤k≤N
{|γky − (2mk + 1)π|}. (4.2)
A large value of ǫ1 (and consequently a small value in (4.1)) likely indicates that
insufficient precision was employed. In that case we repeat this process with a
larger value of b.
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Odlyzko and te Riele used c = 10 and d = 4. Both values worked sufficiently
well in our application, too, so we did not alter these in our principal runs. Those
authors also reported selecting b between 6.6N and 13.3N (that is, using between
2N and 4N decimal digits of precision). The larger end of this range sufficed in our
application only for N up to about 250, where we produced ǫ1 = 0.035. For larger
dimensions we needed to select b as large as 25N .
4.2. Large negative values for G(x). For this case, we need to solve the ho-
mogeneous simultaneous approximation problem (3.7), as we need to find a value
z so that γkz is very near an integer multiple of 2π, for each k. No additional
computations are required here, as our reduced basis from the prior computation
already contains many vectors of the form (r1, . . . , rN , t, 0), in fact, there are likely
to be N + 1 of these. Each one represents a viable solution to the homogeneous
problem, since here for each k we have
rk = mk
⌊
2b+1π
⌉
− t
⌊
2b−cγk
⌉
for some integer mk, and again the rk value is relatively small, so we might expect
γkt2
−c ≈ 2πmk
for each k. We may assume t ≥ 0. For each such vector, we set z = t/2c, and
compute the resulting bound on negative values achieved by G(x):
G1(e
z , T ∗(N)) +G2(e
z , T ∗(N)) +B3(T
∗(N)).
Among all such vectors we may select the z that produces the best value. With
this set, then for each k we may compute mk = ⌊γkz/2π⌉, and then
ǫ2 = max
1≤k≤N
{|γkz − 2mkπ|}. (4.3)
Again, if ǫ2 is too large, then we can repeat the process with a larger value of b. In
practice, if ǫ1 was sufficiently small then ǫ2 was as well.
4.3. Results. All computations were performed in SageMath [18], using resources
at NCI Australia and at the Center for Communications Research. High-precision
values for zeros of the Riemann zeta function were computed using the mpmath
Python library [11], available within SageMath.
Table 2 records the bounds we obtained on G(x) in this way, using different
values for N and b. The last line in this table records the parameters and results of
the computation that establishes (1.6) in Theorem 1.1. This calculation required
almost two weeks of core time on an Intel Xeon Platinum 8175M processor running
at 2.5 GHz. Figure 1 exhibits the values of 210y and 210z obtained for this case,
using base 36 for economy of space.
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Table 2. Guaranteed oscillations in G(x), along with the errors ǫ1
and ǫ2 from (4.2) and (4.3), obtained by solving the simultaneous
approximation problems using the first N zeros of the Riemann
zeta function, and using b bits of precision. The displayed values
for the bounds are truncated at the last displayed digit; those for
ǫ1 and ǫ2 are rounded up at the last displayed digit.
N b Lower Upper ǫ2 ǫ1
70 930 −0.0147727 0.0147720 0.00092 0.00089
100 1330 −0.0163668 0.0163683 0.00168 0.00125
150 2000 −0.0178557 0.0178520 0.00444 0.00394
200 2660 −0.0186992 0.0187115 0.01340 0.01160
250 3325 −0.0192583 0.0192902 0.03166 0.03525
300 4500 −0.0197172 0.0196887 0.02851 0.03691
350 6000 −0.0200320 0.0200230 0.02075 0.01719
400 7600 −0.0202570 0.0202690 0.01772 0.00990
450 8600 −0.0204387 0.0204629 0.04154 0.03556
500 11000 −0.0206646 0.0206304 0.02424 0.02210
600 15000 −0.0209324 0.0209272 0.02479 0.02106
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Figure 1. 210y and 210z (in base 36) for the last line in Table 2.
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