A necessary and sufficient condition for nonnegative product linearization of an orthogonal polynomial system is derived. The method goes through a discrete hyperbolic boundary value problem associated with the three-term recurrence relation. The paper provides a unified approach to nonnegative linearization problems that comprises results obtained earlier and gives new ones.
Introduction
One of the central problems in the theory of orthogonal polynomials is to decide whether the expansion of the product of two orthogonal polynomials, in terms of these polynomials, has nonnegative coefficients. In other words, we look which orthogonal systems { p n } have the property
with nonnegative coefficients c(n, m, k) for every choice of n, m, and k. This property is a direct generalization of the product formula for trigonometric polynomials
Certain classical orthogonal polynomials admit explicit computation of the coefficients c (n, m, k) . For example, they are known explicitly for the ultraspherical polynomials along with their q-analogs [8] . However, they are not available in a simple form for the nonsymmetric Jacobi polynomials (see [7] ).
The first general criterion for nonnegativity of linearization coefficients is due to Askey [1] . Although it is pretty strong it is not strong enough to cover all classes of the ultraspherical polynomials. It is well-known that the problem of product linearization is equivalent to a certain discrete hyperbolic boundary value problem. This approach has been used in [6] are strong enough to cover not only all the ultraspherical polynomials, but also most of the Jacobi polynomials, as well as their q-analogues, the associated polynomials, and also many of the Askey-Wilson polynomials.
In this paper we prove that the nonnegative product linearization is equivalent to the existence of a family of special matrices with triangular support. As far as we know, it is the first necessary and sufficient condition for nonnegative linearization. Moreover, this equivalent condition can be easily implemented. Our earlier results [9, Theorem 1] and [6, Theorems 1 and 2] fit into this new approach.
Nonnegative Linearization
Assume we are dealing with a system of orthogonal polynomials { p n } N −1 n=0 with respect to a probability measure µ on the real line. In case the support of µ is infinite we have N = +∞, otherwise N is the number of points in the support of µ. We assume that the leading coefficient of each p n is strictly positive. Then the polynomials satisfy a three-term recurrence relation of the form
where γ n , α n+1 > 0 and β n ∈ R for 0 ≤ n < N . We use the convention that α 0 = γ −1 = 0. Moreover, if N is finite we set γ N −1 = α N = 0. This form of recurrence relation will be useful for applications. For the proofs of the following results we will need the renormalized polynomials P n defined as
The new polynomials satisfy
It is clear that the nonnegativity of the product linearization for the systems { p n } and {P n } are equivalent.
Let u(n, m) be a matrix of complex numbers indexed by 0 ≤ n, m < N . Define two operators L 1 and L 2 acting on such matrices by the rule Observe that by the recurrence relation (4), if we take u(n, m) = P n (x)P m (x) for some x, then
Thus for such matrices u we have
