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a b s t r a c t
A Petrov–Galerkin method using orthogonal rational functions is proposed for the
Korteweg–de Vries (KdV) equation on the half line with initial-boundary values.
The nonlinear term and the right-hand side term are treated by Chebyshev rational
interpolation explicitly, and the linear terms are computed with the Galerkin method
implicitly. Such an approach is applicable using fast algorithms. Numerical results are
presented for problems with both exponentially and algebraically decaying solutions,
respectively, highlighting the performance of the proposed method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Spectral methods for differential equations on unbounded domains have been concentrated on recently. For problems on
Λ = (0,+∞), there are three basic ways: one is to expand in the Laguerre functions [1], another is to map the semi-infinite
interval into a finite one and then expand in orthogonal polynomials on the mapped interval (see eg. [2]), and a third way is
to use algebraically mapped Legendre or Chebyshev functions so-called a Legendre or Chebyshev rational method (see eg.
[3–7]).
Compared with the the first two methods, we prefer the third way. It is attractive since it is easy to implement and close
to Legendre and Chebyshev spectral methods. Also, one can provide a relatively simple analysis, while the second way often
results in complicated mapped equations and cumbersome analysis. It is believed that the last two ways are equivalent.
However, the reader may find the differences between them after finishing the paper. When applied to nonlinear equations,
a major handicap is the lack of efficient fast transform for Laguerre approximations. For these reasons, the rational methods
are adopted for different problems, such as using Chebyshev rational functions in the method of matched asymptotic
expansions [8]; using Legendre rational functions on the whole line for a Dirac equation [9]; and utilizing a Chebyshev
rational spectral method for the Helmholtz equation in a sector on the surface of a sphere to defeat corner singularities
[10], etc.
The close relationship between rational polynomials and algebraic polynomials works for introducing the so-called
Chebyshev–Legendre method [11,12] for the rational approximation. The combined method on finite intervals has received
a great success in solving partial differential equations [13–15]. It is in essence a collocationmethod in framework of Galerkin
methods. The interpolant using the Gauss–Chebyshev nodes is represented as a finite series of Legendre polynomials, and
then can be implemented in the framework of Galerkin methods. Since it is a collocation method, the computation cost for
nonlinearity is cut down and further reduced by a fast Legendre transform (FLT, [16]).
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Li [17] first combined the Chebyshev–Legendre method with the rational spectral method to solve the Burgers equation
on the half line. Therein the nonlinear term is treated with the Chebyshev–Gauss rational interpolation explicitly with
the help of FLT, and the linear terms are computed with Galerkin method implicitly. This method is followed in [18] for
the Benjamin–Bona–Mahony equation on the half line. Both show such an approach is of economization and of numerical
stability. Hence it may be of interest to extend the method to the following KdV equation with initial-boundary values on
the half line:
∂tU(x, t)+ U(x, t)∂xU(x, t)+ ∂3x U(x, t) = f (x, t), x ∈ Λ, t ∈ (0, T ],
U(0, t) = lim
x→+∞U(x, t) = limx→+∞ ∂xU(x, t) = 0, t ∈ [0, T ],
U(x, 0) = U0(x), x ∈ Λ.
(1.1)
Thewell-posedness of (1.1) can be established in vanishing viscositymethods [19]. Guo and Shen [5] proposed a Legendre
rational spectral method in Galerkin form for the problem (1.1), where the solution for the numerical scheme processes
certain conservation properties which are satisfied by the solution of the Korteweg–de Vries equation with f ≡ 0. Their
semi-discrete scheme admitted an O(N3−r) rate of the convergence in L2-norm. But there is no temporal discretization for
it, which is also a motivation of this work.
In this work, we propose a combined Petrov–Galerkin scheme using orthogonal rational polynomials for the problem
(1.1). We follow [20,13] using the Petrov–Galerkin method to overcome the antisymmetry of the third-order differentiation
operator. See Shen [21], Zhao et al. [22] and Yuan et al. [23] for more on the Petrov–Galerkin for third- and fifth-order
differential equations on finite intervals. So the proposed scheme here is quite different from that in [17] with a direct
Chebyshev rational interpolation treatment for the nonlinear term and the right-hand side term replaced by amodified one.
This is also motivated by stability and convergence.
The outline of the rest of this paper is as follows. After Introduction, some notations are given in the next section. There
are schemes and algorithm descriptions in Section 2. In Section 3, we also present the some basic properties of the Legendre
rational functions. Some projections and Chebyshev–Gauss rational interpolation operator with their properties are given in
the same section. They play an important role in the error analysis. Section 4 is devoted to illustrate how the Petrov–Galerkin
method works via a linear problem of third-order. In Section 5 error estimates for the semi-discrete and the fully-discrete
scheme are given. Some numerical results are reported in Section 6. And there are some concluding remarks in Section 7.
2. Schemes and algorithm descriptions
This section is devoted to rational spectral schemes for the KdV equation (1.1) on the half line. DenoteΛ = (0,+∞). Let
Lk(x) be the Legendre polynomial of order k. We define the Legendre rational functions [5] of degree k by
Rk(x) =
√
2
x+ 1 Lk
(
x− 1
x+ 1
)
, k = 0, 1, . . . .
According to the orthogonality of Legendre polynomials,∫
Λ
Rk(x)Rm(x)dx =
(
k+ 1
2
)−1
δk,m,
where δk,m is the Kronecker function. Let N be any non-negative integer and
RN = span{Rk(x), k = 0, 1, . . . ,N}, R0N = RN ∩ H10 (Λ).
A weak form for the problem (1.1) is to find u ∈ H2(Λ) ∩ H10 (Λ) such that for any v ∈ H10 (Λ){
(∂tu, v)− 12 (u
2, ∂xv)− (∂2x u, ∂xv) = (f , v), t ∈ (0, T ],
(u(0), v) = (U0, v).
(2.1)
To get a Petrov–Galerkinmethod for the KdV equation (1.1) in spectral methods using rational functions, we assume that
lim
x→+∞(1+ x)U(x, t) = 0, limx→+∞(1+ x)∂xU(x, t) = 0, and limx→+∞(1+ x)f (x, t) exists.
A semi-discrete spectral scheme for the problem (1.1) is to find uN ∈ R0N , where R0N = {ω1,0φn|φn ∈ R0N−1} s.t., for any
v ∈ R0N−1,{
(∂tuN , v)− 12 (Π
C
Nu
2
N , ∂xv)− (∂2x uN , ∂xv) = (ΠCN f , v), t ∈ (0, T ],
(uN(0), v) = (ΠCNU0, v),
(2.2)
whereΠCNu = ω1,0PCN (ω−1,0u), with PCN defined in (3.9), ω1,0 = 2(1+ x)−1, and ω−1,0 = 12 (1+ x).
Let τ be the mesh size in t and set tk = kτ(k = 0, 1, . . . , nτ ; T = nτ τ). For simplicity, we denote uk(x) := u(x, tk) by uk
and
uˆk = u
k+1 + uk−1
2
, uktˆ =
1
2τ
(uk+1 − uk−1).
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Using the Crank–Nicolson/leap-frog scheme for the time-advancing such that the linear part is treated implicitly and the
nonlinear part explicitly, we get the fully discrete rational spectral scheme for the problem (1.1): to find ukN ∈ R0N , 1 ≤ k ≤
nT s.t., for any v ∈ R0N−1,
(ukN,tˆ , v)−
1
2
(ΠCN (u
k
N)
2, ∂xv)− (∂2x uˆkN , ∂xv) = (ΠCN f̂ k, v), 1 ≤ k ≤ nT ,
(uN(τ ), v) = (ΠCN (u0 + τ∂tu(0)), v),
(uN(0), v) = (ΠCNu0, v).
(2.3)
So at each time level,
(uk+1N , v)− τ(∂2x uk+1N , ∂xv) = (uk−1N , v)+ τ(∂2x uk−1N , ∂xv)+ τ(ΠCN (ukN)2, ∂xv)+ 2τ(PCN fˆ k, v).
As in the case of spectral methods for the second-order and fourth-order equations [24], we should find appropriate basis
functions to obtain a more efficient algorithm. Here we propose φn(x) = Rn(x) + Rn+1(x), k = 0, . . . ,N − 2 for the basis
functions in R0N−1. Denote ϕn(x) = ω1,0φn(x). Then ukN =
∑N−2
n=0 u
k
nϕn. Taking v = φm(x), 0 ≤ m ≤ N − 2, by (2.3) we have
(A+ τB)uk+1 = gk,
denoting Am,n = (ϕn, φm), Bm,n = −(∂2x ϕn, ∂xφm), and gk =
∑N−2
n=0 u
k−1
n (ϕn− τ∂3x ϕn)+ τ∂xΠCN (ukN)2+ 2τΠCN fˆ k. The entries
of the matrices can be computed with the help of the recurrence relationships (3.2).
In practice, the nonlinear term at each level is computed as follows:
{u¯n} FLT−−→ {u(xj)} → {u2(xj)} FLT−−→ {(Π̂CNu2)n}
where xj, j = 0, . . . ,N are the Chebyshev–Gauss rational nodes, and (Π̂CNu2)n are the Legendre rational expansion
coefficients ofΠCNu
2.
3. Preliminaries
For simplicity, we denote ‖v‖∞ = ‖v‖L∞ . (u, v) and ‖v‖ are inner product and norm on L2(Λ). For any non-negativem,
Hm(Λ) and Hm0 (Λ) are the standard Sobolev spaces onΛ. We will next give several weighted Sobolev spaces. One norm of
order r is given by
‖v‖r,A0 =
(
r∑
k=0
‖(x+ 1) r2 ∂kx v‖2
) 1
2
for any v ∈ HrA0(Λ)with ‖v‖r,A0 <∞. For any positive r ≥ q ≥ 1,
HrAq(Λ) = {v|v is measurable onΛ, ‖v‖r,Aq < +∞},
where
‖v‖r,Aq = (‖(x+ 1)∂x((x+ 1)v)‖2r−1,Aq−1 + ‖v‖2r−1,Aq−1)
1
2 .
3.1. Properties of the rational functions
Recalling the recurrence relations of Legendre polynomials,
∂yLn+2(y)− ∂yLn(y) = (2n+ 3)Ln+1(y), n ≥ 0,
(1− y)(∂yLn(y)+ ∂yLn+1(y)) = (n+ 1)(Ln(y)− Ln+1(y)), n ≥ 0,
we reach the following,
(1+ x)∂x((1+ x)(Rn+2 − Rn)) = 2(2n+ 3)Rn+1, n ≥ 0. (3.1)
∂x((1+ x)(Rn + Rn+1)) = (n+ 1)(Rn − Rn+1), n ≥ 0. (3.2)
More recurrence relations can result from the properties of Legendre polynomials correspondingly. Here we also present
a collection of inverse properties for rational polynomials. They are important in error analysis. For proofs, the reader may
refer to [5] with [25,26].
Lemma 3.1. For any φ ∈ RN and r ≥ 0,
|φ|r ≤ CN2r‖(1+ x)−1φ‖. (3.3)
Moreover, one has
‖(1+ x)∂x((1+ x)u)‖ ≤ CN2‖u‖,
‖∂x((1+ x)u)‖ ≤ CN2‖(1+ x)−1u‖.
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Lemma 3.2. If α > −2, β > 0, then for any u ∈ RN ,
‖∂xu‖ωα,β ≤ CN‖u‖ωα+3,β−1 , (3.4)
‖∂x((1+ x)u)‖ωα,β ≤ CN‖u‖ωα+1,β−1 , (3.5)
where the weight function ωα,β =: ωα,β(x) = 2α+β(1+ x)−α−βxβ .
Lemma 3.3. For all u ∈ RN , one has
‖(1+ x)u‖∞ ≤ CN‖u‖. (3.6)
3.2. Projections
Define the orthogonal projection PN : L2(Λ) 7→ RN , satisfying
(PNu− u, v) = 0, ∀v ∈ RN .
Lemma 3.4 ([5]). For any v ∈ HrA0(Λ) and r ≥ 0,
‖PNv − v‖ ≤ cN−r‖v‖r,A0 .
Another projection is defined as follows: P1,N maps u ∈ H1A1(Λ) to RN such that
P1,Nu = 11+ x
∫ x
0
PN−1w(z)
1+ z dz +
u(0)
1+ x ,
wherew(z) = (z + 1)∂z((z + 1)u).
Note that P1,Nu satisfies P1,Nu(0) = u(0) and
(P1,Nu− u, v) = 0, ∀v ∈ RN−2.
Define P2,Nu by 11+x (
∫ x
0
1
1+z P1,N−1w(z)dz + u(0)) for all u ∈ HrA2(Λ). It is not difficult to find that P2,Nu(0) = u(0),
∂xP2,Nu(0) = ∂xu(0) and
((1+ x)∂x((1+ x)(P2,Nu− u)), (1+ x)∂x((1+ x)v)) = 0, ∀v ∈ RN−2.
We denote P2,Nu by P02,Nuwhen u ∈ H10 (Λ).
Here are properties of the above projections. See Appendix for proofs.
Lemma 3.5. For any u ∈ HrA1(Λ) and r ≥ 1, one has
‖(1+ x)(P1,Nu− u)‖1 ≤ CN1−r‖u‖r,A1 . (3.7)
Furthermore,
‖P1,Nu− u‖ ≤ CN−r‖u‖r,A1 . (3.8)
Lemma 3.6. For all u ∈ HrA2(Λ) with r ≥ 2, one has
‖(1+ x)∂ lx(P2,Nu− u)‖ ≤ CNσ(l)−r‖u‖r,A2 ,
where σ(l) = l when 1 ≤ l ≤ 2 and σ(l) = 1 when 0 ≤ l ≤ 1. Moreover,
‖P2,Nu− u‖ ≤ CN−r‖u‖r,A2 .
3.3. Chebyshev rational interpolation
Let y0, y1, . . . , yN be the N + 1 Chebyshev–Gauss points. The mapping x = 1+y1−y maps yj, j = 0, 1, . . . , N to the
Chebyshev–Gauss rational nodes xj = cot2( (2i+1)pi4N+4 ), j = 0, 1, . . . , N . PCNu represents the interpolation operator and so
satisfies
PCNu(xj) = u(xj), j = 0, . . . ,N.
Noting that
PCNu(x) = (1− y)ICN
v(y)
1− y , (3.9)
where v(y) = u(x) and ICN is the Chebyshev–Gauss interpolation operator on I = (−1, 1), and the stability of PCN can result
from the properties of ICN .
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We state some lemmas in what follows and refer the reader to Appendix for proofs.
Lemma 3.7. For any u ∈ H1A1(Λ), one has
‖PCNu− u‖ ≤ CN−1‖(x+ 1)∂x((x+ 1)u)‖. (3.10)
Moreover, if u ∈ RM ,
‖PCNu‖ ≤ C(1+MN−1)‖u‖. (3.11)
Lemma 3.8. For any u ∈ HrA1(Λ) and r ≥ 1, one has
‖PCNu− u‖ ≤ CN−r‖u‖r,A1 .
Lemma 3.9. For any u ∈ HrA2(Λ) and r ≥ 2, one has
‖PCNu− u‖ ≤ CN−r‖u‖r,A2 .
4. Error estimates for a linear problem
In this section, we derive error estimates of the Petrov–Galerkin Method for a linear third-order problem. Consider the
following model:
∂tU(x, t)+ ∂3x U(x, t) = f (x, t), x ∈ Λ, t ∈ (0, T ],
U(0, t) = lim
x→+∞U(x, t) = limx→+∞ ∂xU(x, t) = 0, t ∈ [0, T ],
U(x, 0) = U0(x), x ∈ Λ.
(4.1)
Instead of an ordinary spectral-Galerkinmethod as in [5],we propose amodified spectral Galerkinmethod resulting in better
error estimates. We refer the reader to [20] for reference. A weak form for the problem (4.1) is to find u ∈ H2(Λ) ∩ H10 (Λ)
s.t., for all v ∈ H10 (Λ),{
(∂tu, v)− (∂2x u, ∂xv) = (f , v), t ∈ (0, T ],
(u(0), v) = (U0, v). (4.2)
A semi-discrete spectral scheme for (4.1) is to find uN ∈ R0N such that, for any v ∈ R0N−1,{
(∂tuN , v)− (∂2x uN , ∂xv) = (ΠCN f , v), t ∈ (0, T ],
(uN(0), v) = (ΠCNu0, v), (4.3)
whereΠCNu = ω1,0PCN (ω−1,0u). A Crank–Nicolson scheme in time for (4.3) provides a fully discrete scheme for the problem
(4.1).
Next we go directly to the convergence of (4.3). Set eN = uN − u∗, where u∗ = ω1,0P02,N(ω−1,0u) ∈ R0N which is used as
a comparison function. By (4.2) and (4.3), one has
(∂teN , v)− (∂2x eN , ∂xv) :=
3∑
j=1
gj(t, v).
Take v = 4ω−1,0eN in the above equality.
Note that by Lemma 3.6,
‖ω−1,0(u− u∗)‖ = ‖P02,N(ω−1,0u)− ω−1,0u‖ ≤ CN2−r‖ω−1,0u‖r,A2 .
It follows that
|g1(t, v)| = |(∂t(u(t)− u∗(t)), 4ω−1,0eN)|
≤ ‖eN(t)‖2 + ‖2ω−1,0∂t(u(t)− u∗(t))‖2
≤ ‖eN(t)‖2 + CN4−2r‖ω−1,0∂tu(t)‖2r,A2 ,
|g2(t, v)| = |−(∂2x (u(t)− u∗(t)), 4ω−1,0∂xeN + 2eN)|
= |(2ω−1,0∂2x (u(t)− u∗(t)), 2∂xeN(t))| + |(∂2x (u(t)− u∗(t)), 2eN(t))|
≤ CN4−2r‖ω−1,0u(t)‖2r,A2 + ‖eN(t)‖21.
Lemma 3.9 leads to
|g3(t, v)| = |(ΠCN f − f , v)| ≤ CN2−r‖ω−1,0f ‖r−1,A2‖eN(t)‖.
For the initial error, one has from Lemma 3.9
‖ω−1,0e0N‖ = ‖PCN (ω−1,0u0)− ω−1,0u∗0‖ ≤ CN2−r‖ω−1,0u0‖r,A2 .
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So we get
d
dt
‖eN(t)‖2ω−1,0 ≤ C‖eN(t)‖2ω−1,0 + N4−2rP(t),
where P(t) = C(‖ω−1,0u(t)‖2r,A2 + ‖ω−1,0∂tu(t)‖2r,A2 + ‖ω−1,0f (t)‖2r,A2).
The last inequality (a Gronwall’s inequality) with triangle inequality leads to the following convergence result for the
problem (4.2).
Theorem 4.1. Assume that u is the solution to (4.2),
ω−1,0u ∈ H1(0, T ;HrA2(Λ) ∩ H10 (Λ)), ω−1,0f ∈ L2(0, T ;Hr−1A2 (Λ)),
where r > 3, and uN is the solution to (4.3). Then
‖uN(t)− u(t)‖ ≤ 2‖uN(t)− u(t)‖ω−1,0 ≤ C(u, f )N2−r , ∀t ∈ (0, T ],
where C(u, f ) is a positive constant depending only on the norms of ω−1,0u, ω−1,0u0, ω−1,0f in the spaces mentioned above.
5. Error estimates for KdV equation in rational spectral methods
5.1. Error estimates for the semi-discrete scheme
For numerical schemes of nonlinear equations, we may get stability and convergence results according to the following
lemma.
Lemma 5.1 ([13]). Assume that
1. E(t), ρ(t) are non-negative functions continuous on [0, T ], ρ(t) is increasing on [0, T ], and ε, C are positive constants;
2. for any t ∈ (0, T ], if max0≤s≤t E(s) ≤ ε, E(t) ≤ ρ(t)+ C
∫ t
0 E(s)ds;
3. E(0) ≤ ρ(0) and ρ(T ) eCT ≤ ε.
Then for any t ∈ [0, T ],
E(t) ≤ ρ(t) eCt .
Now we are turning to the convergence analysis. Take u∗ = ω1,0P02,N(ω−1,0u), as a comparison function, and let
eN(t) = uN(t)− u∗(t). By (2.1) and (2.2), we have for any v ∈ R0N−1 that(∂teN , v)− (∂
2
x eN , ∂xv) :=
3∑
j=1
Gj(t, v)+ 12 (Π
C
N (u
2
N)− u2, ∂xv), t ∈ (0, T ],
(eN(0), v) = (ΠCNu0 − u∗(0), v).
(5.1)
Taking v = 4ω−1,0eN , we get
2
d
dt
‖eN(t)‖2ω−1,0 + 3‖∂xeN(t)‖2 + |∂xeN(0)|2 ≤
6∑
j=0
|Gj(t, v)|, (5.2)
where
|G1(t, v)| = |(∂t(u(t)− u∗(t)), v)|, |G2(t, v)| = |−(∂2x (u(t)− u∗(t)), ∂xv)|,
|G3(t, v)| = |(ΠCN f (t)− f (t), v)|, |G4(t, v)| =
1
2
|(ΠCN (u2N(t)− (u∗)2(t)), ∂xv)|,
|G5(t, v)| = 12 |(Π
C
N (u
2(t))− u2(t), ∂xv)|,
|G6(t, v)| = 12 |(Π
C
N (u
2(t)− (u∗)2(t)), ∂xv)|.
We use Lemma 5.1 to get the convergence of the scheme (2.2). To check the condition 2 of Lemma 5.1, for given t ∈ (0, T ],
we assume that
max
[0,t]
‖(1+ x) 12 eN(s)‖ ≤ N−1. (5.3)
So by Lemma 3.3 we have
‖(1+ x) 12 eN(s)‖∞ ≤ CN‖(1+ x) 12 eN(s)‖ ≤ C, 0 ≤ s ≤ t.
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Consider 0 ≤ s ≤ t . Similar to the proof in the linear case, we have
|G1(s, v)| = |(∂t(u(s)− u∗(s)), 4ω−1,0eN)| ≤ CN4−2r‖ω−1,0∂tu(s)‖r,A2‖eN(s)‖,
|G2(s, v)| = |(∂2x (u(s)− u∗(s)), 4∂x(ω−1,0eN))| ≤ CN2−r‖ω−1,0u(s)‖r,A2‖eN(s)‖1,
|G3(s, v)| = |(ΠCN f (s)− f (s), 4ω−1,0eN)| ≤ CN2−r‖ω−1,0f (s)‖r−2,A1‖eN(s)‖.
As to |G4(s, v)|, by Lemma 3.7
|G4(s, v)| = |(PCN (ω−1,0(u2N(s)− u∗)2(s)), 2∂xeN + ω1,0eN)|
≤ C‖ω−1,0(u2N(s)− (u∗)2(s))‖‖eN(s)‖1
≤ C‖(1+ x) 12 (uN(s)+ u∗(s))‖∞‖eN(s)‖ω−1,0‖eN(s)‖1
≤ C(‖(1+ x) 12 eN(s)‖2∞ + ‖ω−1,0u(s)‖22,A2)‖eN(s)‖2ω−1,0 + ‖∂xeN(s)‖2.
We have from Lemma 3.9 that
|G5(s, v)| = |(PCN (ω−1,0u2(s))− ω−1,0u2(s), 2∂xeN + ω1,0eN)|
≤ CN2−r‖ω−1,0u2(s)‖r,A2‖eN(s)‖1.
It remains to estimate |G6(t, v)|. Note that we have by Lemmas 3.7 and 3.6 that
‖PCN (ω−1,0u2(s)− ω−1,0(u∗)2(s))‖ ≤ ‖ω−1,0u2(s)− ω−1,0(u∗)2(s)‖ + CN−1‖(1+ x)∂x((u2(s)− (u∗)2(s))(1+ x)2)‖
≤ ‖u(s)+ u∗(s)‖∞‖(1+ x)∂x((u(s)− u∗(s))(1+ x)2)‖
+ 2‖(u(s)− u∗(s))‖∞‖(1+ x)u(s)‖1,A1
+ 3‖(1+ x)(u(s)+ u∗(s))‖∞‖(1+ x)(u(s)− u∗(s))‖
≤ C(‖(1+ x)u(s)‖∞ + ‖(1+ x)u(s)‖r,A2)N2−r‖(1+ x)u(s)‖r,A2 ,
where we use the imbedding inequality ‖v‖∞ ≤ C‖v‖1 for any v ∈ H1(Λ). Then it follows that
|G6(s, v)| = |(PCN (ω−1,0u2(s)− ω−1,0(u∗)2(s)), 2∂xeN + ω1,0eN)|
≤ C(‖ω−1,0u(s)‖∞ + ‖ω−1,0u(s)‖r,A2)N2−r‖ω−1,0u(t)‖r,A2‖eN(s)‖1.
For the initial error, we have
‖ω−1,0e0N‖ = ‖PCN (ω−1,0u0)− ω−1,0u∗0‖ ≤ CN2−r‖ω−1,0u0‖r,A2 .
Putting these estimates into (5.2) and defining
E(t) = 2‖eN(t)‖2ω−1,0 +
∫ t
0
3‖∂xeN(s)‖2 + |∂xeN(0, s)|2ds,
ρ(t) = CN4−2r
∫ t
0
P(s)ds+ ‖eN(0)‖2ω−1,0 ,
where
P(t) = C(‖ω−1,0u2(t)‖2r,A2 + ‖u(t)‖2r,A2 + ‖ω−1,0∂tu(t)‖2r,A2 + ‖u(t)‖2∞)‖ω−1,0u(t)‖2r,A2 + ‖ω−1,0f (t)‖2r−1,A1 ,
we have by Lemma 5.1 that
‖eN(t)‖2ω−1,0 ≤
(
N4−2r
∫ t
0
P(s)ds+ ‖e0N‖2ω−1,0
)
eCt .
Thus we arrive at the following convergence result via Lemma 3.6 and the triangle inequality.
Theorem 5.1. Assume that u is the solution to (2.1) and it satisfies
ω−1,0u ∈ H1(0, T ;HrA2(Λ) ∩ H10 (Λ))
with ω−1,0f ∈ L2(0, T ;Hr−2A1 (Λ)) and r > 3. uN is the solution to (2.2). Then for 0 ≤ t ≤ T ,
‖uN(t)− u(t)‖ ≤ 2‖uN(t)− u(t)‖ω−1,0 ≤ C(u, f )N2−r ,
where C(u, f ) is a positive constant depending only on the norms of ω−1,0u, ω−1,0u0, ω−1,0f in the spaces mentioned above.
5.2. Error estimates for the fully-discrete scheme
The solution to the scheme (2.3) exists and is unique. One can get this by checking the solution to the corresponding
homogeneous equation being trivial i.e. zero, which can be made by taking v = (1+ x)uˆkN in the homogeneous equation.
Z.-Q. Zhang, H.-P. Ma / Journal of Computational and Applied Mathematics 230 (2009) 614–625 621
The following lemma is a discrete form of Lemma 5.1.
Lemma 5.2 ([13]). Assume that
1. Ek, ρk (k = 0, 1, . . . , nT ) are non-negative set functions. ρk is increasing with k, and ε, C are positive constants;
2. for any 1 ≤ n ≤ nT , if max1≤k≤n−1 Ek ≤ ε, En ≤ ρn + Cτ∑n−1k=0 Ek;
3. E0 ≤ ρ0 and ρnT eCT ≤ ε2 .
Then for any 0 ≤ n ≤ nT ,
En ≤ ρn eCnτ .
Theorem 5.2. Assume that u is the solution to (2.1) and it satisfies
ω−1,0u ∈ H1(0, T ;HrA2(Λ) ∩ H10 (Λ)) ∩ H3(0, T ; L2(Λ)),
with ω−1,0f ∈ L2(0, T ;Hr−2A1 (Λ)) and r > 3. ukN is the solution to the fully-discrete scheme (2.3). And τ
√
N < 1 is sufficiently
small. Then for 0 ≤ k ≤ nT ,
‖ukN − uk‖ ≤ 2‖ukN − uk‖ω−1,0 ≤ C(τ 2 + N2−r),
where C is a positive constant depending only on the norms of ω−1,0u, ω−1,0u0, ω−1,0f in the spaces mentioned above.
Proof. Take uk∗ = ω1,0P02,N(ω−1,0uk) ∈ R0N as a comparison function. Let ekN = ukN − uk∗. Then
(ekN,tˆ , v)− (∂2x êkN , ∂xv) =:
3∑
j=1
Jj(k, v)+ 12 (Π
C
N (u
k
N)
2 − (uk)2, ∂xv).
Take v = 4ω−1,0eˆkN in the above equation. Similar to the proof of the previous theorem, we have
|J1(k, v)| = |(∂t uˆk − uk∗,tˆ , 4ω−1,0eˆkN)| ≤ |(∂t uˆk − uktˆ , 4ω−1,0eˆkN)| + |(uktˆ − uk∗,tˆ , 4ω−1,0eˆkN)|,
≤ ‖2ω−1,0(∂tuk − uktˆ )‖2 + CN2−2r‖ω−1,0uktˆ ‖2r,A2 + ‖eˆkN‖2,
|J2(k, v)| = |−(∂2x (uˆk − uˆk∗), ∂x(ω−1,0eˆkN))| ≤ CN2−r‖ω−1,0uˆk‖r,A2‖eˆkN‖1,
|J3(k, v)| = |(ΠCN fˆ k − fˆ k, 4ω−1,0eˆkN)| ≤ CN2−r‖ω−1,0 fˆ k‖r−2,A1‖eˆkN‖,
|J4(k, v)| = |(PCN (ω−1,0(ukN)2 − ((uk∗))2), 2∂xeˆkN + ω1,0eˆkN)|
≤ C(‖(1+ x) 12 ekN‖2∞ + ‖ω−1,0uk‖22,A2)‖eˆkN‖2ω−1,0 + ‖∂xeˆkN‖2,
|J5(k, v)| = |(PCN (ω−1,0(uk)2 − ω−1,0(uk∗)2), 2∂xeˆkN + ω1,0eˆkN)|
≤ C(‖ω−1,0uk‖∞ + ‖ω−1,0uk‖r,A2)N2−r‖ω−1,0uk‖r,A2‖eˆkN‖1,
|J6(k, v)| = |(PCN (ω−1,0(uk)2)− ω−1,0(uk)2, 2∂xeˆkN + ω1,0eˆkN)|
≤ CN2−r‖ω−1,0(uk)2‖r,A2‖eˆkN‖1.
Resorting to Taylor’s expansion, we have
τ
n−1∑
k=1
‖ω−1,0(∂tuk+ 12 − ukt )‖2 ≤ Cτ 4‖ω−1,0∂3t u‖2L2(0,T ;L2(Λ)),
τ
n−1∑
k=1
‖ω−1,0uktˆ ‖2r,A2 ≤ C‖ω−1,0∂tu‖2L2(0,T ;HrA2 (Λ)),
τ
n−1∑
k=1
|J7(k, v)| = τ4
n−1∑
k=1
((uk−1)2 + (uk+1)2 − 2(uk)2, 4∂x(ω−1,0eˆkN))
≤ Cτ 2‖ω−1,0∂2t u‖L2(0,T ;L2(Λ))‖eˆkN‖1.
Here C depends only on max0≤k≤n |uk|.
For the initial errors, we have from Lemma 3.9 that
‖e0N‖ω−1,0 ≤ CN2−r‖ω−1,0u0‖r,A2 ,
‖e1N‖ω−1,0 ≤ 2‖PCN (ω−1,0u0 + τω−1,0∂tu(0))− ω−1,0u1∗‖
≤ C(τ 2‖ω−1,0∂2t u‖C(0,T ;L2(Λ)) + τN2−r‖ω−1,0∂tu(0)‖r,A2)+ CN2−r(‖ω−1,0u(0)‖r,A2 + ‖ω−1,0u(τ )‖r,A2).
Lemma 5.2 and the triangle inequality with Lemma 3.6 lead to the desired result. 
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Table 6.1
Example 6.1 at T = 1 with different time step sizes.
N τ L∞ error L2error τ L∞error L2error
16 1E−03 9.8635E−03 1.2492E−02 1E−04 9.8633E−03 1.2492E−02
32 4.2308E−06 8.7465E−06 4.2281E−06 8.7584E−06
48 1.0859E−07 1.7028E−07 3.2289E−09 8.0052E−09
64 1.0884E−07 1.7017E−07 1.0887E−09 1.7029E−09
Table 6.2
Error for computing at T = 1 with τ = 0.001 for Example 6.2.
N h L∞ error L2 error h L∞error L2 error
16 2.5 3.3855E−05 7.5893E−05 3.5 3.5893E−07 8.2601E−07
32 3.0186E−06 9.3401E−06 1.3815E−08 3.9089E−08
48 8.9829E−07 2.6105E−06 1.6110E−08 3.2987E−08
64 3.3430E−07 1.0464E−06 1.6003E−08 3.2696E−08
80 1.5400E−07 5.1994E−07 1.6012E−08 3.2680E−08
6. Numerical results
This section provides numerical results for problemswith both exponentially and algebraically decaying solutions by the
proposed method. We consider the following KdV equation
∂tU(x, t)+ U(x, t)∂xU(x, t)+ ∂3x U(x, t) = 0. (6.1)
Example 6.1. The solution to (6.1) on the half line is
U = sech2(ax− bt − c),
where a = b = 1, c = 0.
Here wemake use of the scheme proposed in Section 2 to compute the problem above. The results are listed in Table 6.1.
Next we show the numerical results for the algebraically decaying functions as a solution to the KdV equation by the
scheme (2.3).
Example 6.2. Consider that the solution to (6.1) is of the following form
u = sin(kt)
(1+ x)h ,
where k = 2, h = 2.5 or h = 3.5 (See Table 6.2 for numerical results).
It is easily seen from the tables that when the solutions decay exponentially and algebraically, the scheme gives a good
approximation to problems as the analysis suggests. But the convergence for the problem with an algebraically decaying
solution is relatively slow compared with the case with an exponentially solution—for prescribed accuracy requirement
more points are needed in the former case.
7. Conclusion and discussion
We propose a Petrov–Galerkin method combining Chebyshev and Legendre rational functions for the KdV equation on
the half line. The modified Galerkin method is suitable for the unbalanced third-order differential equations. A collocation
treatment for the non-linear term may cut down the cost of the computation. Specifically, a Chebyshev–Gauss rational
interpolation makes the Fast Fourier Transform and FLT applicable. Thus the computational cost is less than that of an
ordinary Galerkin method with a Crank–Nicolson scheme in the temporal direction. A better error estimate is obtained
(compared with [5]) with a slight difference in the regularity of solutions. It is noted that we were not able to get the same
error estimate with an ordinary Galerkin method.
However, the distribution of the exploited nodesmay be restricting: half of them are clustered on the interval (0, 1]. This
does not work efficiently for tracking traveling waves at a certain time, when the interval (0, 1] is not of interest, but where
the peak lies is. A scaling approach may be used here. Another approach is to follow the ideas in [27], where the interval
of interest is computed first and then the one of less concern. It is still a question as to whether these two approaches give
better resolution in contrast with an adaptive approach, which may be given further consideration in the future.
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Appendix. Proofs of Lemmas
A.1. Proof of Lemma 3.5
Setw(z) = (z + 1)∂z((z + 1)u). Using (3.2) and Hardy inequalities [28], one has
‖(1+ x)(P1,Nu− u)‖ =
∥∥∥∥∫ x
0
1
z + 1 (PN−1w − w)dz
∥∥∥∥
=
∥∥∥∥− ∫ +∞
x
1
z + 1 (PN−1w − w)dz
∥∥∥∥
≤ C
∥∥∥∥ xx+ 1 (PN−1w − w)
∥∥∥∥
≤ CN1−r‖w‖r−1,A0 ≤ CN1−r‖u‖r,A1 .
Note that
‖(1+ x)∂x((P1,Nu− u)(1+ x))‖ = ‖PN−1w − w‖ ≤ CN1−r‖u‖r,A1 . (A.1)
It follows, by the triangle inequality, that (3.7) holds. Here we use a duality argument based on
‖P1,Nu− u‖ = sup
v∈L2(Λ), ‖v‖6=0
(P1,Nu− u, v)
‖v‖ (A.2)
to get (3.8). Then choosing φ = 11+x
∫ +∞
x
v
1+z dz and recalling (3.2) and the Cauchy–Schwartz inequality we get
(P1,Nu− u, v) = ((1+ x)∂x((P1,Nu− u)(1+ x)), φ)
= ((1+ x)∂x((P1,Nu− u)(1+ x)), φ − PN−2φ)
≤ ‖(1+ x)∂x((P1,Nu− u)(1+ x))‖‖φ − PN−2φ‖.
The last inequality with (A.1), Lemma 3.4 yields
(P1,Nu− u, v) ≤ CN−1‖(1+ x)∂x((P1,Nu− u)(1+ x))‖‖φ‖1,A0 ≤ CN−r‖u‖r,A1‖φ‖1,A0 .
It is not difficult to find that
‖φ‖1,A0 ≤ 4‖v‖, (A.3)
which implies the desired result, using the above estimate and (A.2). Indeed we have by Hardy inequality [28] that
‖(1+ x) 12 φ‖2 ≤
∥∥∥∥∫ +∞
x
v
1+ z dz
∥∥∥∥2 ≤ 4 ∥∥∥∥ x1+ xv
∥∥∥∥2 ≤ 4‖v‖2,
‖(1+ x) 32 ∂xφ‖2 = ‖(1+ x) 12 (∂x((1+ x)φ)− φ)‖2
= ‖(1+ x)− 12 v − (1+ x) 12 φ‖2 ≤ 10‖v‖2,
and hence (A.3), recalling the definition of the norm ‖ · ‖1,A0 .
A.2. Proof of Lemma 3.6
Setw(z) = (z + 1)∂z((z + 1)u). By Lemma 3.5, we get
‖(1+ x)∂x((P2,Nu− u)(1+ x))‖ = ‖P1,N−1w − w‖ ≤ CN−r‖w‖r−1,A1 ≤ CN1−r‖u‖r,A2 .
By (3.2), for N ≥ 3,
(1+ x)(P2,Nu− u) =
∫ x
0
1
z + 1 (P1,N−1w − w)dz = −
∫ +∞
x
1
z + 1 (P1,N−1w − w)dz.
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Now we apply the Hardy inequality [28] and then have for all N ≥ 3 that
‖(1+ x)(P2,Nu− u)‖ =
∥∥∥∥∫ +∞
x
1
z + 1 (P1,N−1w − w)dz
∥∥∥∥ ≤ 4‖P1,N−1w − w‖ ≤ CN1−r‖u‖r,A2 .
As an easy consequence of the above inequalities, it holds that
‖(1+ x)∂x(P2,Nu− u)‖ ≤ ‖∂x((P2,Nu− u)(1+ x))‖ + ‖P2,Nu− u‖ ≤ CN1−r‖u‖r,A2 ,
which is followed by
‖(1+ x)∂2x (P2,Nu− u)‖ ≤ ‖∂2x ((P2,Nu− u)(1+ x))‖ + 2‖∂x(P2,Nu− u)‖
=
∥∥∥∥∂x (P1,N−1w − w1+ x
)∥∥∥∥+ 2‖∂x(P2,Nu− u)‖
= ≤ CN2−r‖u‖r,A2 .
Very similar to the case in the Lemma 3.5, we can get the optimal approximation result for ‖P2,Nu−u‖ by a duality argument.
A.3. Proof of Lemma 3.7
Set v(y) = u(x), y ∈ I = (−1, 1). First, let us recall the property of ICN
‖ICNu− u‖ ≤ CN−1‖∂yu‖ω, (A.4)
where ω = 1− y2. We have from (3.9) and the last inequality (see (3.15) in [14] for details) that
‖PCNu− u‖2 =
∫ +∞
0
(PCNu− u)2dx =
1
2
∫ 1
−1
(
ICN
v(y)
1− y −
v(y)
1− y
)2
dy
≤ CN−2
∫ 1
−1
(
∂y
(
v(y)
1− y
))2
(1− y2)dy.
Thus we obtain that
‖PCNu− u‖ ≤ CN−1‖(1+ x)∂x((1+ x)u)‖ω1,1 ,
which implies the desired result (3.10). When u belongs to RM, (3.11) holds by (3.10) and Lemma 3.2.
A.4. Proof of Lemma 3.8
By Lemma 3.7, we have that
‖PCNu− u‖ = ‖PCN (u− P1,Nu)− (P1,Nu− u)‖
≤ CN−1‖(x+ 1)∂x((x+ 1)(P1,Nu− u))‖.
Then we reach the desired result from (A.1).
A.5. Proof of Lemma 3.9
The proof is very similar to that of Lemma 3.8.
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