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The main result of this paper is that if 9 is a semigroup of complex 
matrices with real eigenvalues, then 9 is simultaneously similar to a semi- 
group of real matrices. We say that _Q’, 9 c M,(F) are simultaneously similar 
and write &’ ~9 if there exists an invertible T E M,(F) such that 9 = 
T&T- * . We will also study the structure of semigroups 9 satisfying the 
following conditions: 
(1) 9 is a unital semigroup of n X n matrices with entries in a field F. 
(2) tr S E K for all S ~9, where K is a fixed subfield of F. 
(3) If tr( AS) = 0 for some A E Alg,(Y) and all S E 9, then A = 0. 
[Here Alg,(P) d enotes the K-algebra generated by 9.1 
The following lemma sheds more light on condition (3). 
LEMMA 1. 
(a) Assume (l)-(3) hold and L C F is an extension field of K. Then 
(2)-(3) hold with K replaced by L. 
(b) Assume (1) and (2) hold and Alg,(,4”) = M,(F). Then (3) holds. 
cc> Assume (1) and (2) hold and ch F is either zero or greater than n. 
Then (3) holds if and only if AlgK(9’) is semisimple. 
(d) Zj- (l)-(3) hold and Y= EAlg,(Y) E I EF” for some idempotent 
E E Alg,(P’), then (l)-(3) hold with 9 replaced by 57 
Proof. (a): Let A E AlgL(9). Then A = c, A, + ... +c, A, for some 
A,,..., A, E Alg,(P) and some K-linearly independent cl,. . . , ct E L. 
Hence tr A E L. Now, if ci tr(A,X) + ... tc, tr(A,X) = 0 for all X ~9, 
then tr( Ai X> = 0. Thus A = 0. 
(b): If tr( AX) = 0 for some A E Alg,(P) and all X E 9, then tr( AX) 
= 0 for all X E M,(F) and hence A = 0. 
cc): Assume (3) holds and A is in the Jacobson radical of AlgK(P). Then 
AX is nilpotent and (hence) tr( AX) = 0 for all X E 9. Thus A = 0. This 
proves that Alg,(Y) is semisimple. Conversely, assume Alg,(P) is semisim- 
pleandtriAX) = Oforall X EP’andsome A E Alg,(P).Thustr(AX) = 0 
for all X E Alg,@), and hence tr[( AX)““] = tr[ AX( AX)“‘- ‘] = 0 for all 
X E9’and m = 1,2,... . Therefore, AX is nilpotent for all X EY, which 
shows that A is in the Jacobson radical of Alg&Y). [Here we have used the 
fact that if tr(B’“) = 0 for all m E N and some B E M,( F > and if either 
ch F = 0 or ch F > n, then B is nilpotent.] Thus A = 0. 
cd): The proof of(d) is clear. n 
The following is our first main result. 
THEOREM 2. Let 9’~ M,(C) be an irreducible semigroup of matrices 
with real spectra. Then Y is simultaneously similar to a semigroup of real 
matrices. In particular, Alg,(P’) z M,,(R). 
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Proof. Let & = Alg,(Y). S ince 9 is irreducible, & is irreducible and 
hence the C-algebra generated by ti is M,(C). In particular, tiz z (0) and & 
has no proper ideal; i.e., & is simple. Let A,, . . . , A,,, ~9 be a basis for 
M,(C), where m = n2. Let A E & be arbitrary. Then A = C ( aj + i pj> Aj 
for some cq, pj E R, j = 1, . . . , m. (Here i2 = - 1.) Since tl( AX) is real for 
all X E &, we have tdC pj Aj X> = 0 for all X E M,(C) and hence C pj Aj = 
0. Thus A is an R-linear combination of A,, . . . , A,, which implies that 
dim,& = m < a. In view of Lemma 1, a? is semisimple over R. Since ti 
is a finite dimensional vector space over R, it is a simple left Artinian ring, 
and hence & is isomorphic to M,(A) for some division R-algebra A 
(Wedderburn-Artin theorem 123). 
Let rp : JV’ + M,(A) be an isomorphism. For each (i, j) E (1,. . . , d} X 
11,. . . , d}, let E,, E& be such that the (i,j> entry of p(Ejj) is Z E A and 
the rest are 0. Since Eij&Eii is a division R-algebra, Eii is a minimal 
idempotent (i = 1,2, . . . , d). Also, since Eii = EijEjjEj,, it follows that E,,C” 
and Ej.C” have the same dimension. Thus, if we replace A by the compres- 
sion o f’ EIIafEII to the range of E,,, it follows that d I n and A C M,,,(C). 
Let JG&’ c M,(C) be the C-algebra generated by M,(A), and define 
4 : Al,(C) --) ,G%’ by 
‘P(C(Qj + ibj)Aj) = C(Q~ + ibj)p(Aj) 
for all choices a,, . . . , a,, b,, . . . , b, E R and A,, . . . . A,,, EY. Since @ is a 
surjective homomorphism, it follows that 9 = M,,(C) and @ is an isomor- 
phism leaving the center of M,(C) f rxe d 1 e ementwise. Thus, by the Noether- 
Skolem theorem, 6 is an inner automorphism of M,(C). In particular, & and 
M,(A) are simultaneously similar. From now on we identify & and M,(A). 
It follows that A is an irreducible division R-algebra of complex matrices, 
and hence either A = R or A is a real division algebra of 2 X 2 matrices. We 
claim A = R, and for this it is enough to show that ti contains an element L 
of C-rank 1. [Note that L = Cj j Eij LE.. and hence Eii LEjj will be of rank 1 
for some (i, j> if L is of rank i; there ore, A contains an element of rank 1 1 
and hence A = R.] 
Since Alg,(Y) is (topologically) 1 d d c ose an since the spectrum is continu- 
ous on M,(C), we may and shall assume with no loss of generality that Y is 
closed and RY=P’. Let A be a nonzero element of 9 of minimal rank. 
Since PAY is an ideal of the irreducible semigroup Y, it follows that PAP 
is irreducible. Hence PAY contains an element B which is not nilpotent 161 
(see also [3-5, 91). By minimality of the rank, C” = &? @J%( where W and JY 
denote the range and the null space of B, respectively. Since B 1~8’ is 
bijective and Y is irreducible, it follows that the set .Y of nonzero elements 
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of BP’B 1 ZZ is an irreducible semigroup of invertible operators with real 
spectra 
Let T E 5 and C = AP2T2, where A is an eigenvalue of T with the 
largest absolute value. Then U(C) = {pr, . . . , p,J, where k, = 1 > pLe > 
.*. > I,~ > 0 for some s > 1. Moreover, up to similarity, C = D + N, where 
D = D*, a(D) = o(C), D = I @ D,, o(D,) = {p2,. . . , /A~}, N = N, @ 
No, ND = DN, and Nf # 0, N,k’ ’ = 0 for some k > 0. We claim that 
s = 1 and k = 0. If not, following [a], we let P = lim 11, _ r D”’ and observe 
that P is the orthogonal projection onto the null space of D - I. Thus PN: 
has rank strictly less than t- = dim 9. Since 
0 # PN: = lim D”lekNk = lim 
rn+m 771 4 @Z 
it follows that PNk belongs to 9, a contradiction. Thus T” = h’l. Since T 
was arbitrary, the set Fr = {T/ldet T(r” : T E 3”) is a group of involutions 
which is necessarily commutative. Thus g is simultaneously triangularizable, 
and hence T = 1. Therefore, Alg,(9) contains a matrix of rank 1. n 
The proof of Theorem 2 suggests the proof of the following corollary. 
COROLLARY 3. Assume 9’ is an irreducible clo.sed semigroup of complex 
matrices zl?ith real spectra. Suppose R9’= 9. Then 9 contains an idempo- 
tent of rank 1. 
The proof of Theorem 2 also suggests the proof of the following theorem. 
Here,_we assume (I)-(S) hold, E 1s a minimal idempotent of ti ; Alg,(P), 
and E is a minimal idempotent of the center of ti such that EE = E. We c - 
will show that Ed I EC” is simultaneously similar to M,(A) for some 
division K-algebra A, and E corresponds to I @ 0 @J *.* @ 0 E M,(A). (By a 
minimal idempotent E in a ring 9, we mean any nonzero idempotent 
E E 9 such that the relations 0 # X = X 2 = XE = EX E 9 hold only when 
X = E [l].) 
THEOREM 4. Assume (l)-(3) hold. Let & = Alg,(P’), and let E be a 
minimal ide_mpotent in &‘. Let E be a minimal idempotent in the center of & 
such that EE = E. Then the restriction A of E&E to EF” is a division 
K-algebra whose center is separable over K, and JZ? ( k?F” is simultaneously 
similar to Mk(A) for some k. 
Proof. Assume without loss of generality that E’ = I. In view of Lemma 
l(c), JZ’ is semisimple. To continue the proof, we first show that dim, M = 
dim, 9, where 9 = Alg,@‘) = Alg,(P). Choose A,, . . . , A,,, ~9 to form 
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a basis for 9. We only need show that any A,,, + , E .TZ’ can be expressed as a 
K-linear combination of A,, . . . , A,m. Suppose not. Since A, # 0, there exists 
B, E 9 such that tr( A, B,) # 0. Assume by a finite induction we have found 
B,, . . . > B, for k < m + 1 such that the determinant yli of the k X k matrix 
(tr( Ai Bi>>:,= 1 is nonzero. Let /3,, . . . , & E K be such that 
tr( A, Bk) tr( A, Bk) ... 
= tr[( &AI + -1. +&Ak + ~kAk+~)*] 
for all X E 9 Since &A, + --* + Ok A, + yn- A,, , f 0, there exists B,, I 
~9 such that tr[(&,Aa + *.* +&Ak + Y~A~+~)B~+~] f 0. This yields 
I%,..., %,+I E Y such that det (tr( Aj B,))T,t=‘, # 0. Since {A,, . . . , A,,,+ I} 
is F-linearly dependent, det (tr( Ai Bj>>l~j~c’, = 0, a contradiction. 
It now follows that & is finite dimensional. Note that -u’ is semisimple 
and indeed separable by the existence of the nondegenerate associative form 
trace. Also, observe that it can be assumed with no loss of generality that 
E’ = I by Lemma 1. The latter assumption, together with the fact that M is 
the direct sum of simple algebras (Wedderburn-Artin theorem), implies that 
ti is simple. Hence, again by the Wedderburn-Artin theorem, JZ? is isomor- 
phic to M,(A’) f or some division K-algebra A’ and some positive integer rl. 
By Lemma I(d), a similar conclusion is true for the algebra A = EM’ I EF”. 
Since E is minimal, A itself is a separable division K-algebra. 
Choose an orthogonal family E,, E, , . . . , E, of minimal idempotents in & 
such that E, = E and E, + *.a +E, = 1. It follows that F” = E,F” @ ... @ 
E, F”. Since E,F” (i = 1,2,. . . , k) have equal ranks (see e.g., [I]), one can 
identify them with a common invariant subspace M and write F” = M 
@ .*- @ M (d times). Let A = ( Aij) be the k X k block matrix representa- 
tion of A E& with respect to the latter decomposition. Since the minimal 
idempotents in & have also minimal ranks among its nonzero elements, it 
follows that each nonzero block Aij is invertible for all A EM. Define p N q 
if Al,,, # 0 for some A = ( Ajj) E JZ? It follows from (l)-(3) and the fact that 
& has no central idempotent that - is an equivalence relation with exactly 
one equivalence class. Thus Aij # 0 for all i,j = 1,. . . , k, where A,i is the 
restriction of E,J&‘EJ to the range of Ej. Fix i and j, and choose A E& such 
that Aii + 0. Let i = 1, and choose a suitable basis for each copy of M such 
that Aij = I, j = 1,. . . , k. Now, one can use matrix multiplication to show 
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that a given block in a Aij appears in every other Ape, and hence they are all 
equal to the division K-algebra A. Thus & = M,(A). n 
REMARK 5. 
(i) Theorem 4 is used in [7] to extend Theorem 1 when R is replaced by a 
general subfield K of C. 
(ii) Examples of irreducible groups of complex matrices with nonnegative 
eigenvalues are treated in [lo]. 
We are indebted to Robert Guralnick for simplifying our arguments using 
the Wedderbum-Artin and Noether-Skolem theorems. Also, in the proof of 
finite dimension&y of L$ in Theorem 4, he showed us how to modify our 
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