In this paper, information energy metric (IEM) is obtained by similarity computing for high-dimensional samples in a reproducing kernel Hilbert space (RKHS). Firstly, similar/dissimilar subsets and their corresponding informative energy functions are defined. Secondly, IEM is proposed for similarity measure of those subsets, which converts the non-metric distances into metric ones. Finally, applications of this metric is introduced, such as classification problems. Experimental results validate the effectiveness of the proposed method.
Introduction
Similarity measure in reproducing kernel Hilbert spaces (RKHS) has attracted much attention of researchers from diverse areas such as computer vision, machine learning and pattern recognition during the past few years 1, 2 . In these applications, a notion of similarity is induced by computing kernel functions on arbitrary training sample pairs in input space. However, many similarity measures are developed based on metric distance under highdimensional setting and samples in the RKHS often violate one or more metric axioms 3, 4 , this may impair the performance of machine learning algorithms. Therefore, how to choose a "good" similarity measure is one of the key concerns of these algorithms.
Previous studies on similarity measure in the RKHS can be divided into two modes, i.e., metric distance mode and non-metric distance mode.
In the metric distance mode, distance was developed based on metrics satisfying the metric axioms.
Euclidean distance is the most widely used similarity measure, such as inner products 2 in kernel-based machines. Edit distances, Hamming distance, and the sophisticated distances are introduced in Ref. 5 ; information distance is studied in Ref. 6 . All these similarity measures are encoded in the so-called kernel matrix.
Although they have been widely used in many applications, they may violate one or more metric axioms under high-dimensional setting, which is called non-metric distance 3, 4, 7, 8 . As indicated by Cover and Thomas in Ref. 9 , the proposed information-theoretic based metrics, such as Kullback-Leibler (KL) divergence, can capture data structure beyond second order statistics. The KL divergence is often intuited as a distance metric, but it is not a true metric. Actually, it can be derived from Bregman divergence 10 . It is similar to a metric, but does not satisfy the triangle inequality or symmetry. Distance based on these similarity measures often deviate from the perceptual distance of human beings, and may impair the performance of machine learning algorithms 11, 12, 13 .
Motivated and inspired by the above works, in this paper, we introduce informative energy metric (IEM) for similarity measure in the RKHS. Our analysis suggests that the IEM method can convert the non-metric problems into metric ones, and it holds both for Euclidean distance and manifold setting.
The rest of this paper is organized as follows: Section 2 gives a brief review of preliminaries. Section 3 presents the derivation of IEM, including proof of IEM and the objective function to update the output coefficient matrix. Performance evaluation of IEM is shown in Section 4 based on the benchmark problems in the area of projecting visualization and classification. Conclusions based on the study are highlighted in Section 5.
Preliminaries
In this section, we give all the necessary background material needed for the development of IEM in Section 3. We begin with a brief description of notations for similarity measure.
Given a set of training samples {x
, where
is dimensionality of the samples, X is input space, c i ∈ C = {1, 2,... ,N c } is class label, C is class label set, and N c is the number of classes. We now make use of a dual notation for the sample x in the input space, it is written with a single subscript x i when its class is irrelevant, index 1 i N. If the class is relevant, assume that we have J p samples for pth class, we write x p j , where the class index 1 p N c , and the index within class 1 j J p .
We recall also briefly the notations and lemmas which can also be found in Ref. 14 .
Definition 1. (Reproducing Kernel Hilbert Space)
Let X be a nonempty set and H a Hilbert space of functions: f : X → R. Then H is called a reproducing kernel Hilbert space endowed with the inner product ·, · if there exists a function k : X × X → R with the following properties. (1) k has the repro-
Note that the RKHS uniquely determines k, we know the following definition using the Mercer's theorem in Ref. 14 .
Definition 2. (Mercer Kernel Map)
If k is a kernel satisfying the Mercer's theorem, we can construct a mapping Φ into a space where k acts as an inner product, Φ(x), Φ(x ) = k(x, x ), for almost all x, x ∈ X. Moreover, give any ε > 0, there exist a map Φ n into an N-dimensional inner product space such that |k(
In practice, we are given a finite amount of samples x 1 ,... ,x N , we do not want to (or are unable to) analyze a given kernel k analytically, we can still compute a map Φ such that k corresponds to an inner product in the linear span of the Φ(x i ). 
Conversely, given an arbitrary map Φ into some feature space H, the matrix
This is a kernel map defined from pairwise similarities in the RKHS. For the sake of measuring the similarity between classes in the feature space, a kernel-induced distance between data sets in the input space needs to be defined. It can be expressed in the entries of the kernel matrix 16 ,
As mentioned above, it implies that similarity in the RKHS can be learned from metric distance.
Derivation of IEM
As we have seen in Section 2, by using the kernel k, similarity measure can be carried out implicitly in the feature space that Φ maps into, which can have a very high (maybe infinite) dimensionality. However, the non-metric distances will lead to inconsistency and conflict, when the metric violate one or more metric axioms as in Refs. 3, 4 . So it is necessary to change this metric distance. This section will give a novel metric named as IEM in the case that it meets the metric axioms.
Problem description
To facilitate understanding, we regard each data sample in the RKHS as a physical particle experiencing force acting on it imposed by an overall "information energy" of the data set. This idea is similar to the Ref. 17 , the main difference is that we add a parameter to control the granularity of the similar/dissimilar subsets which can presents the force acting on the considering particle. If we were given a candidate particle y ci = Φ(x ci ), the neighboring particles can be divided into two subsets
where S and F are called the similar subset and dissimilar subset, respectively. k s and k f are the granularity parameters, which represent the similar and dissimilar neighboring particles of the candidate particle. Note that by the above definitions, two particles can be regarded as similar if they belong to the same class. However, they may have relatively big Euclidean distance, which could impair the performance of the learning machines. For example, Fig. 1(a) shows particles in manifold setting.
In this Figure, we can observe that two particles are similar to each other with Euclidean distance, but dissimilar in manifold setting. So we address this problem with an informative energy criterion, making the similarity setting become automatic and adaptive in nature.
Method deduction
As mentioned before, we have modeled the neighborhoods of the candidate particle. In this section, we discuss how to induce the proposed metric holds both for the Euclidean and manifold setting.
For this purpose, we learn a similarity measure in the RKHS. Considering the candidate particle y ci , the learned distance function tries to put k s similar particles close together and k f dissimilar particles far away from each other. Then, the interactions between pairs of similar or dissimilar particle can be obtained, which are computed using energy function proposed following. Actually, similarity between two praticles in high-dimensional RKHS can be quantified by their energy, this is so called informative energy. Finally, our metric IEM can be derived from following three stages.
In the first stage of IEM, we propose two informative energy functions. The main idea is that we quantify the amount of information between particles according to their graph energy 18 . Our goal is to transform the kernel space so that the distance in the transformed space correlated with the difference of the labels of particles. So, we need to define the informative energy.
The graph energy in Ref. 18 is defined as
where
H is an indicator function, its value is one when the particles x i and x j are in the same class, otherwise zero when they are in the different class.
If we were given a candidate particle y ci = Φ(x ci ) in the kernel space, we define its informative energy function according to the graph energy model as Eq. (3). The main difference is that we consider each sample in the kernel space as a particle, and pull or push other particles in the transformed space. This means that the resultant effect of a particle is the sum of the effects between the particle pairs in the same or different classes. For each particle we defined two informative energy functions: similar and dissimilar energy. The first one is computed as follows
Then the dissimilar energy function considering particles in set F is computed as
These two informative energy functions vary between zero and one. A high E c indicates that two particles in the same class are quite similar. But a low E p =c indicates that two particles in the different class are quite different. We can use these two values to quantify the amount of information between any particles.
In the second stage of IEM, we derive the informative energy model as an objective function. As mentioned above, we have the simple idea that E c (y ci ) should be as large as possible, and E p =c (y ci ) should be as small as possible. This can ensure that separation between the different classes and aggregation within the same classes. Then, the total resultant effect can be computed as
The above equation implies that the optimal transformation of the kernel space is achieved only when the first term is maximized and the second term is minimized. From the definition of the informative energy function, we observe that E c (y ci ) and E p =c (y ci ) are controlled not only by the particles in the same class but also those in the different classes. So we add a constrain condition 0 α 1 into Eq. (6) and denote k total = k s + k f as the total number of those particles influence the candidate particle. Then, it can be computed as
is a priori probability of particles (in cth class) in all neighboring particles, so the first term represents the total effects from other particles except those in cth class. Simultaneously, the second term means the sum of other classes' individual effects. In this way, k total can be considered as the number of neighborhood of the candidate particle. Then we can modify the objective function as 19, 20 in the following steps.
Step 1: Reformulate the candidate particle in the kernel space as another form
, where v is a projection vector, L is a coefficient matrix needs to be determined.
Step 2: For simplicity, we denote x j ) ), then, similarity measure for those particles
In this way, we work in term of a new variable M = L T L. With this change of variable, we can transform the similarity measure to a coefficient matrix learning problem.
Step (8) penalizes large distance between each input and its similar particles. In terms of the coefficient matrix, it can be given by
The second term penalizes small distance between dissimilar particles and can be given by
Then, we combine the two terms ξ pull (M) and ξ push (M) into a single informative function for similarity measure learning. The two terms can have competing effects, a weighting parameter μ ∈ [0, 1] balances these goals
Generally, the parameter μ can be tuned via cross validation, though in our experience, the results from maximizing the informative energy function in Eq. (9) did not depend sensitively on the value of μ. In practice, the value μ = 0.4 worked well.
Finally, we introduce a margin E 0 , it is used to measure the amount of informative energy when push away the dissimilar particles. For convenient, we compute the proportion of the number of dissimilar particles and the total number N. Then, E 0 can be computed as
and the objective function Eq. (9) can be formulated as a semidefinite programming problem
While semidefinite programming problem in this form can be solved by standard solver packages 20 , we can obtain the coefficient matrix M.
Characteristic of IEM
We show that IEM has some advantages which are useful for similarity measure and obtain the following theorems.
Firstly, we prove IEM meets the metric axioms. Proof.
(1) Non-negativity and symmetry. Without loss of generality, suppose the training sample x belongs to the cth class, y belongs to the pth class. We can compute the total informative energy as E total(x,y) = E total(x) + E total(y) according to Eqs. (4, 5) . We can get
Because we only consider two particles x and y, according to Eqs. (4,5), we know that E c (x) = E p (y) = 1 and α = α = 1/2, so we can rewrite Eq. (11) to
From the characteristics of the Gaussian kernel function in Ref. 16 , we know
and G(x − y) = G(y − x).
Then, we can obtain
(2) Distinguishability.
Assume that x belongs to the cth class, we can compute its informative energy as
Here, we only consider the candidate particle x, it has 0 neighborhood in the same or different classes. Then, from Eq. (7), we know that J c = 1, J p = 0, k total = 0 and α = 0. So, E total(x) = αE c (x) − (1 − α)E p (x) is reformulated as E total(x) = αE c (x) according to Eq. (8). From Eqs. (4, 5) , E c = 1, E p = 0, we can obtain E total(x,x) = 0.
(3) Triangle inequality.
Assume that x, y belong to the cth class, z belongs to pth class. Because we only consider three samples here, so we found that J c = 2,
then we know E total(x,z) E total(x,y) + E total(y,z) .
In conclusion, IEM meets the metric axioms.
Secondly, we found that different setting of parameter α will lead to special versions of IEM metric, which are highly related to the popular criterion mutual information (MI) 17 . We have the following theorem.
Theorem 3. Let α in Eq. (7) a constant, when k total = N − 1, then our objective function in Eq. (8) is the same as MI criterion.
Proof. In Ref. 17 , MI is computed by Renyi entropy, according to definitions in our method, we can rewrite the MI computed in Ref. 17 as
where the quantities appearing in Eq. (12) are as follows
Substituting Eqs. (12), (13) and (14) into Eq. (11), we can obtain the MI values.
In our IEM, the objective function in Eq. (8) can be modified by step one in the third stage as
where α is computed as Eq. (7).
When we consider all N − 1 particles in the kernel space as neighborhoods of certain particle y ci , this means k total = N − 1. Then, we can computed the parameter in Eq. (7) as
Substituting Eq. (17) into Eq. (16), we rewrite the objective function as
where E 1 , E 2 , E 3 are computed as follows
Informative energy metric for similarity measure in reproducing kernel Hilbert spaces
For E 1 , it computes informative energy in the same class, this is the same as V IN in Eq. (13) except the normalization factor 1/N 2 , so,
For E 2 , we can find that ∑ p(p = c) . The sum of these two terms can be merged into one term without considering the class label. Then, E 2 can be modified as
computes informative energies for class c(c = p) and class p(p = c), they can be merged into one term as
Then, E 3 can be modified as
substituting E 1 , E 2 and E 3 into E total(M) , we obtain
Compare E 1 , E 2 and E 3 with Eqs. (13), (14) and (15), we know that when k = N − 1, E total(M) is equal to the value of MI.
Then, the MI criterion is a special case of our objective function as Eq. (16).
As mentioned above, we can get the same criterion as MI, the main difference is that we can change the parameter k total to obtain the high performance of similarity measure, and it meets the metric axioms. This characteristic is especially desirable for kernelbased methods such as those yield very large kernel matrices for important feature extraction. Experimental results show that IEM appears promising in the contexts of projection and classification tasks.
Applications of the main result
In this section, using the main result of Section 3, we demonstrate the validity of the proposed approach. In order to facilitate the comparison, we duplicate the main algorithm in Ref. 17 by ourselves, and denote their maximization mutual information as MMI. We will conduct two experiments on real benchmark data sets. The kernel width parameter σ is learned as the method described in Ref. 21 . Once the final coefficient matrix M is obtained, it can be used to low-dimensional visualization and classifier training. All experiments were run on the platform of Windows XP with 2.50GHz CPU and 2GB RAM using Matlab software.
Low-dimensional projection on manifold
We first evaluate whether our informative energy metric based feature space transformation method actually results in a new space that holds both for Euclidean distance and manifold setting. To this end, we evaluate whether our method improves visualization of low-dimensional projection task for Swiss Roll data.
The Swiss Roll data was used in Isomap and Kernel-Isomap, we used 2000 samples. In order to learning the informative energy metric for similarity measure, we defined "o" as the first class (C1) and "x" as the second class (C2). Two existing dimensional reduction methods are duplicated for comparison: maximization mutual information (MMI) 17 and Kernel-Isomap 22 . MMI finds a low-dimensional projection of the data points that best preserves their nonlinear features as measured in the high-dimensional input space. Kernel-Isomap is a manifold learning algorithm, which extends classical multidimensional scaling (MDS) by considering approximate geodesic distance instead of Euclidean distance. The parameter k total is set to six, which is also used as neighborhood parameter in kernel-Isomap. Fig. 1 shows the visualization results on Swiss Roll data. Fig. 1(a) shows the three-dimensional Swiss Roll data. We sampled two samples belong to different classes, which are connected by a line. These two samples can be considered as similar samples using Euclidean distance, but they are actually belong to the dissimilar set. Fig. 1(b) shows the projection result by the MMI, we can observe that two samples may be considered as in the same class, these two classes are highly overlapped. So we show the projection result by the kernel-Isomap in Fig. 1(c) , which is a nonlinear dimensionality reduction method. From Fig. 1(c) , we can observe that kernel-Isomap can find a smooth embedded manifold. Those two samples are separated as far as possible and can be considered belonging to the dissimilar set. Fig. 1(d) shows projection result by IEM, we can find that the samples of the first class are projected onto one line. Those two samples are moved away and can be useful for classification task.
As mentioned above, we can find that IEM can preserve the high-dimensional manifold features.
Performance of classification
In this experiment, we consider the classification task using the IEM in the RKHS. We use Statlog data for this problem. The Statlog data is the Statlog satellite image database cited from the UCI Machine Learning Repository (http://archive.ics.uci.edu/ml), it has 4435 features for training, and 2000 for testing. Its dimensional is 36 and the number of classes is six, we randomly sample 1800 from the training data and use total testing data. Those six classes are according to the label in Fig. 2 , where C1 represents red soil, C2 is cotton crop, C3 is grey soil, C4 is damp grey soil, C5 is soil with vegetation stubble, and C6 is very damp grey soil. This data is one of the many sources of information available for a scene. The interpretation of a scene by integrating spatial data of diverse types and resolutions including multispectral and radar data, is a difficult task.
In order to facilitate the visualization, the similarity measure method used here is MMI 17 and IEM. Once the coefficient matrix M is obtained, we can project test data using this coefficient matrix. Firstly, we show visualization of these test data in Figs. 2,3 .
From the Fig. 2 , we observed that MMI separates C2 and C5 but places other four classes almost on the top to each other, this is the same to the result in Ref. 17 . The criterion of IEM is a combination of representing each class as compactly as possible and as separated from each other as possible. Fig. 3 has achieved this: all classes are represented as quite compact clusters. But we should note that C1 is scattered and has small cross parts with other classes. Fig. 3 shows the classification result of the IEM, we can find that C2 to C6 classes show better similarity and high aggregation except for C1.
In order to evaluate how those particles transform according to the IEM, we plot the gradient information of each particle. Fig. 3 shows the result of MMI, the direction is computed by partial differential of mutual information to the candidate particle. From this figure, we may find out why MMI cannot separate other four classes. The direction of each particle represents its transfer in the RKHS respect to the input space, it gives the trend of particle's aggregation. We can found that the directions of particles have no regular arrangement except C2, therefore, C1, C3 to C6 cannot be separated clearly.
For comparison, we computed partial differential of the energy function to the candidate particle. This can give the same result as in Fig. 4 . Fig. 5 shows gradient information of the IEM, we observed that all classes can be separated clearly. From the direction of C1 in Fig. 4 , we find out that particles in C1 have the tendency toward the within class center, and C1 has little overlapping area with other classes. This result is useful when the particle is difficult to classify. We can predict its potential class label according to its move direction in the RKHS.
Computed with the MMI, we can obtain the follow conclusions: (1) MMI can separate the cotton crop and vegetation stubble, but the other four soil features cannot be separated well. (2) IEM firstly separate the cotton crop from other soil features, the other four soil features are separated well. So our method can give better separation performance which is useful for classification task. Finally, we consider the influence of dimensionality to the classification performance. Here, we consider the Isolet data set, it is cited from the UCI Machine Learning Repository, which contains 6238 examples and 26 classes corresponding to letters of the alphabet, its dimensionality is 617. We compare our IEM with three existing methods: large margin nearest neighbor (LMNN) 23 , MMI 17 and Multiclass SVM 24 , kNN is incorporated in the classification stage in order to compute the final performance. Table 1 shows the test error rates on Isolet, we averaged over 10 runs with random sampling of 2000 training examples and its original testing samples. From Table 1 , we can observe that IEM is comparable to the Multiclass SVM. The result of Multiclass SVM is cited from Ref. 23 . We also note that IEM can obtain high classification accuracy under low-dimensional setting.
Conclusions
In this paper, we address the non-metric distance problem under manifold setting, a new similarity metric in the RKHS is presented. Based on this new metric, we show how it can be applied for manifold setting tasks. Experimental results show its validity.
Other advantages of IEM are
• IEM can extract high order statistics and nonlinear statistics from data sets. This method holds both for Euclidean and manifold setting,
• IEM makes a crucial addition to the MMI in Ref. 17 . The main difference is that we add a constrain condition α, and k total is used to set the value of the constrain condition. Experimental results show that IEM can give better performance on manifold setting and Statlog satellite image database,
• IEM can be used as a quantification of sample similarity. It can improve the visual ability of projection, and can be used for classification task. We expect that this metric can be used in bioinformatics in future work.
In future work we intend to apply the proposed method to bioinformatics. We also want to modify our method to parallel implementations, which can alleviate the high computational complexity of semidefinite programming. In addition, how to choose the parameters used in this method is an interesting topic.
