Abstract. We establish results with an arithmetic flavor that generalize the polynomial multidimensional Szemerédi theorem and related multiple recurrence and convergence results in ergodic theory. For instance, we show that in all these statements we can restrict the implicit parameter n to those integers that have an even number of distinct prime factors, or satisfy any other congruence condition. In order to obtain these refinements we study the limiting behavior of some closely related multiple ergodic averages with weights given by appropriately chosen multiplicative functions. These averages are then analysed using a recent structural result for bounded multiplicative functions proved by the authors.
Introduction and main results
1.1. Introduction. The multi-dimensional Szemerédi theorem of H. Furstenberg and Y. Katznelson [14] , stated in ergodic terms, asserts that if T 1 , . . . , T ℓ are commuting measure preserving transformations acting on the same probability space (X, X , µ), then for every A ∈ X with µ(A) > 0 there exists n ∈ N such that
More recently, T. Tao [23] established mean convergence for some closely related multiple ergodic averages by showing that for F 1 , . . . , F ℓ ∈ L ∞ (µ) the averages
converge in the mean as N → ∞. In this article we are interested in studying variants of such statements where the parameter n is restricted to certain subsets of the integers of arithmetic nature. For instance, we are interested in knowning whether the previous results remain true when we restrict the parameter n to those integers that have an even (or an odd) number of prime factors. More generally, do they hold if we restrict n to those integers that have a mod b distinct prime factors for some a, b ∈ N?
We answer these questions affirmatively. In order to give some model results in this introductory section (extensions and related statements appear in Section 1.2) we introduce some notation. For a, b ∈ N we let S a,b consist of those n ∈ N whose number of distinct prime factors is congruent to a mod b. It is known that for every a ∈ {0, . . . , b − 1} the set S a,b has density 1/b.
Theorem A. Let T 1 , . . . , T ℓ be commuting measure preserving transformations acting on the same probability space (X, X , µ). Then for every A ∈ X with µ(A) > 0 we have µ(T −n 1 A ∩ · · · ∩ T −n ℓ A) > 0 for a set of n ∈ S a,b with positive lower density.
We deduce from this ergodic statement, via the correspondence principle of H. Furstenberg (see Section 1.3) that every set of integers with positive upper density contains arbitrarily long arithmetic progressions with common difference taken from the set S a,b ; similar statements also hold for the multidimensional Szeméredi theorem and polynomial variants of it (see Theorem 1.5).
Theorem B. Let T 1 , . . . , T ℓ be commuting measure preserving transformations acting on the same probability space (X, X , µ). Then for all F 1 , . . . , F ℓ ∈ L ∞ (µ), the averages T n 1 F 1 · · · T n ℓ F ℓ this theory is very intricate and not yet developed to an extent that facilitates our study. Instead, we proceed by comparing the averages (1) with the averages 1 bN N n=1 T n 1 F 1 · · · T n ℓ F ℓ and show that the difference converges to 0 in L 2 (µ). To do this, we build some weighted multiple ergodic averages with weights given by suitably chosen multiplicative functions. Then the asserted convergence to 0 is a consequence of the next statement.
Theorem C. Let f ∈ M conv be a multiplicative function (see definition in Section 1.2). If T 1 , . . . , T ℓ are commuting measure preserving transformations acting on the same probability space (X, X , µ), then for all F 1 , . . . , F ℓ ∈ L ∞ (µ), the averages (2) 1
converge in L 2 (µ). Furthermore, the limit is zero if f is aperiodic (see definition in Section 1.2)
Let us briefly explain how we derive Theorem A and B from Theorem C. For b ∈ N we let ζ be a root of unity of order b and let f be the multiplicative function defined by f (p k ) = ζ for all primes p and k ∈ N. Note that
It follows from Corollary 2.10 that for j = 1, . . . , b − 1 the multiplicative function f j is aperiodic. Combining this with (3) and Theorem C we get that the difference
. Using this and the aforementioned convergence result of T. Tao we deduce Theorem B. Furthermore, since the difference (4) converges to 0 in L 2 (µ), letting F 1 = . . . = F ℓ = 1 A where µ(A) > 0, integrating over X, and using the multidimensional Szemerédi theorem of Furstenberg and Katznelson, we deduce Theorem A. The proof of Theorem C depends upon a deep structural result for multiplicative functions proved by the authors in [11] . Roughly speaking it asserts that the general bounded multiplicative function can be decomposed in two terms, one that is approximately periodic and another that contributes negligibly to the averages (2) . The approximately periodic component vanishes if the multiplicative function is aperiodic. In the general case a careful analysis of the contribution of the structured component allows us to conclude the proof of Theorem C.
We note that if one is only interested in the weak convergence of the averages (2), an alternate (and arguably simpler) approach is to use a decomposition result for multiple correlation sequences from [9] ; we discuss this approach in more detail in Section 3.5.
1.2.
Recurrence and convergence results. Our main results cover a vastly more general setting than the one described in the previous subsection. In order to facilitate exposition we introduce some definitions and notation. We start with some notions from number theory related to multiplicative functions.
We let M := {f : N → C multiplicative such that |f (n)| ≤ 1 for every n ∈ N} and
If a multiplicative function takes real values, then a well known theorem of E. Wirsing [25] states that it has a mean value; furthermore it belongs to M conv . But there exist complex valued multiplicative functions that do not have a mean value, for example if f (n) = n it for some t = 0; then
. Lending terminology from [18] , it can be shown that f ∈ M conv unless f (n) "pretends" to be n it χ(n) for some t ∈ R and Dirichlet character χ. Necessary and sufficient conditions for checking when a multiplicative function belongs to the set M conv can be found in Theorem 2.9 below.
Next we introduce some notions from ergodic theory.
Definition.
• A bounded sequence of complex numbers (w(n)) is a good universal weight for polynomial multiple mean convergence if for every ℓ, m ∈ N, probability space (X, X , µ), invertible commuting measure preserving transformations T 1 , . . . , T ℓ : X → X, functions F 1 , . . . , F m ∈ L ∞ (µ), and polynomials p i,j : Z → Z, i = 1, . . . ℓ, j = 1, . . . , m, the averages
A set of integers S is a set of polynomial multiple mean convergence if the sequence (1 S (n)) is a good universal weight for polynomial multiple mean convergence.
• A set of integers S is set of polynomial multiple recurrence if for every ℓ, m ∈ N, probability space (X, X , µ), invertible commuting measure preserving transformations T 1 , . . . , T ℓ : X → X, set A ∈ X with µ(A) > 0, and polynomials p i,j : Z → Z, i = 1, . . . ℓ, j = 1, . . . , m, with p i,j (0) = 0, we have
for a set of n ∈ S with positive lower density.
Remark. All the statements in this article refer to sets of integers S with positive density, hence there is no need to normalize the relevant averages. Furthermore, although we always work under the assumption that the measure preserving transformations commute, with some additional work our arguments extend to the case where the transformations generate a nilpotent group; we discuss this in more detail in Section 3.4.
Our first result generalizes Theorem C from the introduction. Remark. Examples of periodic systems show that one does not have convergence if f / ∈ M conv . Nevertheless, following the method of [10] it is possible to show that for every f ∈ M there exists t ∈ R and a slowly varying sequence η(n) (meaning max x≤n≤x 2 |η(n)− η(x)| → 0 as x → ∞), where both t and η depend only on f , such that the corresponding weighted ergodic averages multiplied by N −it e(−η(n)) converge in the mean.
If S is the set of square-free integers, applying Theorem 1.1 for the multiplicative function f := 1 S we deduce that S is a set of polynomial multiple mean convergence. 
2).
We denote by ω(n) the number of distinct prime factors of an integer n and by Ω(n) the number of prime factors of n counted with multiplicity. We let Remark. As the polynomial 2 a n b takes values in S Ω,a,b , the multiple recurence property (5) for some n ∈ S Ω,a,b can be inferred from the polynomial Szemerédi theorem. See also Section 3.6 for alternate proofs that apply to "linear" multiple recurrence statements and are based on the idea of finding IP k -sets of integers withing S ω,a,b and S Ω,a,b . Remark. Similar results hold if S ω,A,α and S Ω,A,α are defined using fractional parts.
Combinatorial implications.
We give some combinatorial implications of the previous multiple recurrence results. We define the upper Banach density d * (E) of a set E ⊂ Z ℓ as d * (E) := lim sup |I|→∞ |E∩I| |I| , where the lim sup is taken over all parallelepipeds I ⊂ Z ℓ whose side lengths tend to infinity. We use the following modification of the correspondence principle of H. Furstenberg (the proof can be found in [4] ):
Furstenberg Correspondence Principle ( [13] ). Let ℓ ∈ N and E ⊂ Z ℓ . There exist a probability space (X, X , µ), invertible commuting measure preserving transformations T 1 , . . . , T ℓ : X → X, and a set A ∈ X with µ(A) = d * (E), such that
for all m ∈ N and n j = (n 1,j , . . . , n ℓ,j ) ∈ Z ℓ for j = 1, . . . , m.
Using this result and Corollaries 1.3 and 1.4 we immediately deduce the following: 
where F ∈ L ∞ (µ). If f is the Möbius or the Liouville function, then it is shown in [1, Proposition 3.1] that the averages converge pointwise to 0. This is done by combining the spectral theorem with some classic quantitative bounds of H. Davenport [7] for averages of the form 1 N n n=1 f (n) e(nt); note though that such bounds do not hold for general aperiodic multiplicative functions.
For more general f ∈ M conv we can treat pointwise convergence of the averages (6) as follows: If F is orthogonal to the Kronecker factor of the system, then for every f ∈ M the averages (6) converge pointwise to 0. We can establish this by combining an orthogonality criterion of I. Kátai [21] with a result of J. Bourgain [3] ; the former implies that the averages (6) converge to zero if
∈ N with a = b and the latter confirms this property when F is orthogonal to the Kronecker factor of the system. On the other hand, suppose that F is an eigenfunction with eigenvalue e(α) for some α ∈ R. If α is irrational, then using a result of H. Daboussi [5, 6] we deduce that for all f ∈ M the averages (6) converge to 0 pointwise. If α is rational they converge for all f ∈ M conv . Furthermore, in either case, the averages (6) converge to 0 if f is aperiodic. Combining the above and using an approximation argument, we get that if f ∈ M conv , then the averages (6) converge pointwise, and they converge to 0 if f is aperiodic. We deduce from this that all the sets S ω,A,b , S Ω,A,b , S ω,A,α , S Ω,A,α defined in Section 1.2 are good for pointwise convergence of single ergodic averages and under the obvious non-degeneracy assumptions for the set A we get that for ergodic systems the limit is F dµ for all F ∈ L ∞ (µ). Furthermore, an approximation argument allows to extend these results to all F ∈ L 1 (µ).
We record here a related open problem regarding multiple ergodic averages with arithmetic weights (perhaps the simplest of this type).
Problem. Let f ∈ M conv be a multiplicative function. Is it true that for every measure preserving system (X, X , µ, T ), and F, G ∈ L ∞ (µ), the averages
converge pointwise? Do they converge to 0 if f is aperiodic?
When f = 1 the averages (7) converge pointwise by a result of J. Bourgain [3] . In general, the problem is open even when f is the Liouville function; that is, it is not known whether the averages
converge pointwise when S is the set of integers that have an even number of prime factors counted with multiplicity.
1.5. Notation and conventions. We denote by N the set of positive integers and by P the set of prime numbers. For N ∈ N we let Z N := Z/N Z and [N ] := {1, . . . , N }.
We let e(t) := e 2πit . With o N →∞ (1) we denote a quantity that converges to 0 when N → ∞ and all other implicit parameters are fixed. Given transformations
With M we denote the set of multiplicative functions that take values on the unit disc and with M conv those elements of M that have a mean value on every infinite arithmetic progression. A Dirichlet character (denoted by χ) is a completely multiplicative function that is periodic and not identically 0.
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Main ingredients
2.1. Multiple recurrence and convergence results. In order to prove our main results we will use some well known multiple recurrence and convergence results in ergodic theory. The first is the polynomial Szemerédi theorem stated in ergodic terms. The second is a mean convergence result for multiple ergodic averages. [24] ). The set of positive integers is a set of polynomial multiple mean convergence.
Theorem 2.2 (Walsh

Gowers norms and estimates.
We recall the definition of the U s -Gowers uniformity norms from [16] .
Definition (Gowers norms on a cyclic group [16] ). Let N ∈ N and a :
of a is defined inductively as follows: For every t ∈ Z N we write a t (n) := a(n + t). We let
and for every s ∈ N we let
If a : N → C is an infinite sequence, then by a U s (Z N ) we denote the U s (Z N )-norm of the restriction of a to the interval [N ], thought of as a function on Z N .
The following uniformity estimates will be used to analyze the limiting behavior of multiple ergodic averages. . Let ℓ, m ∈ N, (X, X , µ) be a probability space, T 1 , . . . , T ℓ : X → X be invertible commuting measure preserving transformations, F 1 , . . . , F m ∈ L ∞ (µ) be functions bounded by 1, and p i,j : Z → Z, i ∈ {1, . . . , ℓ}, j ∈ {1, . . . , m}, be polynomials. Let w : N → C be a sequence of complex numbers that is bounded by 1. Then there exists s ∈ N, depending only on the maximum degree of the polynomials p i,j and the integers ℓ and m, such that
Furthermore, the implicit constant and the o N (1) term depend only on the integer s.
We also need the following result which follows from Lemma A.1 and A.2 in [11] . 
2.3. Gowers uniform sets. We introduce here the notion of a Gowers uniform subset of the integers that was used repeatedly in the statements of our main results.
Definition. We say that a set of positive integers S is Gowers uniform if there exists a positive constant c such that
Remark. If such a constant exists, then applying the defining property for s = 1 gives that c is the density of the set S.
If S is a Gowers uniform set, then applying Lemma 2.3 for the weight w(n) = 1 S (n)−c, n ∈ N, and combining the definition of Gowers uniformity with Lemma 2.4, we deduce that for
Using this, the recurrence result of Theorem 2.1, and the convergence result of Theorem 2.2, we deduce the following:
Proposition 2.5. Suppose that the set S ⊂ N is Gowers uniform. Then S is a set of polynomial multiple recurrence and mean convergence.
2.4.
Structure theorem for multiplicative functions and aperiodicity. Next we state a structural result from [11] that is crucial for our study. We first introduce some notation from [11, Section 3] . Given f : N → C and N ∈ N we let
and whenever appropriate we consider f N as a function in Z N . By a kernel on Z N we mean a non-negative function on Z N with average 1. For every prime number N and θ > 0, in [11] we defined two positive integers Q = Q(θ) and V = V (θ), and for N > 2QV , a kernel φ N,θ was defined as follows: The spectrum of φ N,θ is the set 
Remark. In [11] this result is stated with f multiplied by a certain cut-off. The cut-off is not needed for our purposes and exactly the same argument proves the current version.
We think of f N,st and f N,un as the structured and uniform component of f respectively. From this point on we assume that N > 2QV. Note that ξ ∈ Ξ N,θ if and only if there exists p ∈ {0, . . . , Q − 1} such that ξ − p Q N < V mod N . Hence,
We may choose to include or omit the endpoints of each interval (if they are integers), since for these values the Fourier transform of the kernel is 0. Hence, we can assume that
where for p = 0, . . . , Q − 1 we have
Note that for fixed N > 2QV and θ > 0 the sets Ξ N,θ,p , p = 0, . . . , Q − 1, are disjoint, each of cardinality 2V , hence |Ξ N,θ | = 2QV . Furthermore, if N ≡ 1 mod Q, then
Restricting N to a specific congruence class mod Q is needed in the proof of Lemma 3.3. We will also use the following consequence of Theorem 2.6; it can be derived by combining Theorem 2.4 and Lemma A.1 in [11] . Theorem 2.7 (Aperiodic multiplicative functions [11] ). Let f ∈ M be an aperiodic multiplicative function and for N ∈ N let I N be a subinterval of [N ] . Then
2.5. Halász's theorem and consequences. To facilitate exposition we define the distance between two multiplicative functions as in [18] :
It can be shown (see [18] ) that D satisfies the triangle inequality
from which it easily follows that for all f 1 , f 2 , g 1 , g 2 ∈ M we have
We will also use that if f ∈ M is such that some c in the unit circle we have f (p) = c for all primes p, then D(f, n it ) = ∞ for every t = 0. In particular we have D(1, n it ) = ∞ for every t = 0. Using this and the triangle inequality one easily deduces that for f ∈ M we have D(f, n it ) < ∞ for at most one value of t ∈ R. We will use the following celebrated result of G. Halász:
Theorem 2.8 (Halász [19]). A multiplicative function f ∈ M has mean value zero if and only if for every t ∈ R we either have
Remark. Since f is aperiodic if and only if for every Dirichlet character χ the multiplicative function f · χ has mean value zero, this result also gives necessary and sufficient conditions for aperiodicity.
Another consequence of the mean value theorem of Halász (see for example [8, Theorem 6.3]) is the following result that gives easy to check necessary and sufficient conditions for a multiplicative function to have a mean value (not necessarily zero).
Theorem 2.9. Let f ∈ M. Then f has a mean value if and only if we either have
Remark. Since f ∈ M conv if and only if for every Dirichlet character χ the multiplicative function f · χ has a mean value, this result also gives necessary and sufficient conditions for a multiplicative function to be in M conv .
We deduce from the previous results the following criterion that will be used in the proof of Theorem 1. (ii) If α ∈ R is not an integer and f (p) = e(α) for all p ∈ P, then f is aperiodic.
Remark. Sharper results can be obtained using a theorem of R. Hall [20] and the argument in [17, Corollary 2] . For instance, it can be shown that if f (p), p ∈ P, takes values in a finite subset of the unit disc, then f ∈ M conv , and if in addition f (p) = 1 for all p ∈ P, then f is aperiodic.
Proof. We prove (i).
It suffices to show that for every Dirichlet character χ the multiplicative function f · χ has a mean value. Note that χ takes values on roots of unity of fixed order for all but finitely many primes. Hence, it suffices to show that if for some m ∈ N a multiplicative function g takes values on the m-th roots of unity for all but finitely many primes, then g has a mean value. So let g be such a multiplicative function. If D(g, n it ) = ∞ for every t ∈ R, then we are done by Theorem 2.9. Suppose that there exists t ∈ R such that D(g, n it ) < ∞. Using that D(1, n it ) = ∞ for every t = 0 we have
where the lower bound follows from (12) . Hence, t = 0, which implies that
Since g takes finitely many values on the unit disc, there exists c > 0 such that for all p ∈ P we either have g(p) = 1 or 1 − Re(g(p)) ≥ c. Hence,
Since |1 − g(p)| ≤ 2 for all p ∈ P, we deduce that
Theorem 2.9 again gives that g has a mean value, completing the proof of (i).
We prove (ii). Using the remark following Theorem 2.8 it suffices to show that for every t ∈ R and Dirichlet character χ we have D(f · χ, n it ) = ∞. So let χ be a Dirichlet character. It is known that there exists m ∈ N such that (χ(p)) m = 1 for all but a finite number of primes p. Then using (12) we get
where the last distance is infinite since f m is constant on primes and mt = 0. It remains to show that D(f · χ, 1) = ∞. Suppose that χ has period d. Then χ(n) = 1 whenever n ≡ 1 mod d, and since f (p) = e(α) for all p ∈ P, we have
where we used that (1 − cos(2πα)) = 0 because α / ∈ Z and the divergence of the last series follows from Dirichlet's theorem. This completes the proof of (ii).
Proof of main results
3.1.
Proof of Theorem 1.1. We start with a few elementary lemmas. 
Our assumption gives that S n /n → 0 as n → ∞. Using partial summation we get that the modulus of the average
Let ε > 0. Since S n /n → 0 as n → ∞ we have |S n |/n ≤ ε for every sufficiently large n, and thus the last expression is bounded by
Since ε is arbitrary we get that
Note also that
e n α N = β 0 e αy dy.
Combining the above we get the asserted claim.
Next we show that the discrete Fourier transform of elements of M conv along certain "major arc" frequencies converges.
Lemma 3.2. Let f ∈ M conv be a multiplicative function. Let Q ∈ N, p, ξ ′ ∈ Z, and
Then the averages
Proof. Notice first that the left hand side in (13) is equal to
Hence, it suffices to show that for every fixed Q, ξ ′ , and r ∈ [Q], the averages
converge. Since e(−rξ ′ /(QN )) → 1 as N → ∞ it suffices to show that the averages
Since f ∈ M conv we have that the averages
converge and using Lemma 3.1 for a(n) := f (Qn + r) we deduce the needed convergence for the averages (14) . This completes the proof.
Next we analyze the asymptotic behavior of the relevant ergodic averages with weights given by the structured components (defined by Theorem 2.6) of an element of M conv . (9) and the convolution product is defined in Z N . Then for every probability space (X, X , µ), invertible commuting measure preserving transformations T 1 , . . . , T ℓ : X → X, functions F 1 , . . . , F m ∈ L ∞ (µ), and polynomials p i,j : Z → Z, i = 1, . . . ℓ, j = 1, . . . , m, the averages
Proof. By the definition of f N ,st we have that
where Ξ N ,θ is the spectrum of φ N ,θ (defined in (8)). Since N ≡ 1 mod Q it follows from (10) and (11) that for N > 2QV if ξ ∈ Ξ N ,θ , then ξ can be uniquely represented as
Hence, it suffices to show that the averages (15) satisfy the asserted asymptotic when the (finite) sequence (f N ,st (n)) n∈ [N ] in (15) is replaced by the sequence
for all p ∈ {0, . . . , Q − 1} and ξ ′ ∈ Ξ ′ p,θ . By Lemma 3.2 the limit
As a consequence, both terms can be factored out from the averaging operation. It remains to deal with the term e n(
By Theorem 2.2 we have that the averages
. Using Lemma 3.1 we deduce that for all p, ξ ′ ∈ Z, Q ∈ N, the averages
. This completes the proof.
We are ready now to prove Theorem 1.1.
Proof of Theorem 1.1. Let ε > 0. Without loss of generality we can assume that all functions are bounded by 1. We let s ≥ 2 be the integer and C s be the implicit constant defined in Lemma 2.3. We apply Lemma 2.4 for ε/(2C s ) in place of ε and for κ := 2. We get that there exists δ > 0 and N 0 ∈ N such that for all integers N, N with N 0 ≤ sN ≤ N ≤ 2sN and f : Z N → C with |f | ≤ 1, the following implication holds:
We use the structural result of Theorem 2.6 for this δ in place of ε and for the previously defined s. We get that there exists θ = θ(δ, s) > 0 such that for all large enough N ∈ N, if N denotes the smallest prime such that N > sN and N ≡ 1 mod Q (Q was introduced in Section 2.4 and depends only on θ), then we have the decomposition
where f N ,st = f N * φ N ,θ (φ N ,θ is defined by (9)) and
It follows from (16) that for all large enough N we have
Note also that the prime number theorem on arithmetic progressions implies that
We let
For N ∈ N, given a N :
[N ] → C we define
Since f N ,un is bounded by 2 and the functions F i are bounded by 1, it follows from Lemma 2.3 and (18) that
Hence,
Furthermore, by Lemma 3.3 we have that the averages
Combining the above we deduce that the sequence (A N (f )) is Cauchy in L 2 (µ) and hence it converges in L 2 (µ). Therefore, the sequence (f (n)) is a good universal weight for polynomial multiple mean convergence. Finally, we prove the last claim of Theorem 1. Proof of part (i) of Theorem 1.2. We can assume that the range of f is contained in a set of the form R = {1, ζ, . . . , ζ k−1 } where ζ is a root of unity of order k. Then
We establish the first claim of part (i). Using (19) we see that in order to verify the asserted convergence it suffices to show that for
This follows from the first part of Theorem 1.1 and the fact that under the stated assumptions on the range of f we have f j ∈ M conv for j = 0, . . . , k − 1 by part (i) of Proposition 2.10.
We establish now the second claim in part (i). Suppose that f j is aperiodic for j = 1, . . . , k − 1. By Proposition 2.5 it suffices to show that the set f −1 (K) is Gowers uniform. Let s ≥ 2 be an integer. We claim that
Using (19) and the triangle inequality for the U s -norms, we see that in order to verify the claim it suffices to show that for j = 1, . . . , k − 1 we have
for every s ≥ 2. Since f j is by assumption aperiodic for j = 1, . . . , k − 1, this follows from Theorem 2.7.
Proof of part (ii) of Theorem 1.2. We claim that if F is a Riemann integrable function on T with integral zero, then (F • f )(n) is a Gowers uniform sequence, meaning,
Applying this for F := 1 K − m T (K), and using that m T (K) > 0, we deduce that the set f −1 (K) is Gowers uniform; hence by Proposition 2.5 it is a set of polynomial multiple recurrence and mean convergence.
We verify now (20) . Without loss of generality we can assume that F ∞ ≤ 1/2. Let s ∈ N and ε > 0.
We first claim that the sequence (f (n)) is equidistributed on the unit circle. Indeed, using Weyl's criterion it suffices to show that for every non-zero j ∈ Z we have
This follows at once since by assumption f j is aperiodic for j ∈ N, hence it has average 0. Taking complex conjugates we get a similar property for all negative j as well. This proves the asserted claim. Since F is Riemann integrable, bounded by 1/2, and has zero mean, there exists a trigonometric polynomial P on T, bounded by 1, with zero constant term, such that
Since (f (n)) is equidistributed in T and the function F − P is Riemann integrable, we deduce that
Using this, the fact that F − P is bounded by 2, and the estimate
which holds for all a : Z N → C, we deduce that (21) lim sup
For every j ∈ N we know by assumption that f j is aperiodic and taking complex conjugates we get that f j is aperiodic for all non-zero j ∈ Z. Hence, Theorem 2.7 gives that lim N →∞ f j U s (Z N ) = 0 for all non-zero integers j. Since the trigonometric polynomial P has zero constant term it follows by the triangle inequality that lim N →∞ P • f U s (Z N ) = 0. From this and (21) we deduce that
Since ε > 0 is arbitrary, we get lim N →∞ F • f U s (Z N ) = 0 and the proof is complete. In order to deal with the set S ω,A,b we define the multiplicative function f 1 by f 1 (p k ) = ζ for all k ∈ N and primes p. Using part (ii) of Proposition 2.10 we deduce that f j 1 is aperiodic for j = 1, . . . , b − 1. Applying Theorem 1.2 for this multiplicative function and for K := {ζ a : a ∈ A} we deduce the asserted claims for the set S ω,A,b .
In a similar fashion we prove the asserted claims for the set S Ω,A,b ; the only difference is that we apply Theorem 1.2 for the multiplicative function f 2 defined by f 2 (p k ) = ζ k , for all k ∈ N and primes p.
Proof of Corollary 1.4. In order to deal with the set S Ω,A,α we define the multiplicative function f 1 by f 1 (p k ) = e(α) for all k ∈ N and primes p. Using part (ii) of Proposition 2.10 we deduce that f j 1 is aperiodic for all j ∈ N. Applying Theorem 1.2 for this multiplicative function and for K := {e(t) : t ∈ (−A) ∪ A} we deduce the asserted claims for the set S Ω,A,α .
In a similar fashion we prove the asserted claims for the set S Ω,A,α ; the only difference is that we apply Theorem 1.2 for the multiplicative function f 2 defined by f 2 (p k ) = e(kα) for all k ∈ N and primes p.
3.4.
Extension to nilpotent groups. Essentially the same arguments used in the previous subsections can be replicated in order to extend the main results of this article to the case where the transformations T 1 , . . . , T ℓ generate a nilpotent group. The only extra difficulty that we do not address here is to prove a variant of the uniformity estimates of Lemma 2.3 that deals with this more general setup. This requires a non-trivial modification of the PET induction argument used in [12, Lemma 3.5] along the lines of the argument used to prove [24, Theorem 4.2] . Assuming these estimates, substituting the convergence result of Theorem 2.2 with its nilpotent version (again due to M. Walsh), and the multiple recurrence result of Theorem 2.1 with a result of S. Leibman [22] , the rest of the argument carries without any change.
3.5.
An alternate approach for weak convergence. If one is satisfied with analyzing weak convergence of the multiple ergodic averages in our main results (which suffices for proving multiple recurrence), then an alternate way to proceed is as follows: Using the main result from [9] we get that sequences of the form C(n) = F 0 · T n 1 F 1 · · · T n ℓ F ℓ dµ, n ∈ N, can be decomposed in two terms, one that is an ℓ-step nilsequence (N (n)) and another that contributes negligibly in evaluating weighted averages of the form 1 N N n=1 f (n) C(n). This reduces matters to analyzing the limiting behavior of averages of the form 1 N N n=1 f (n) N (n), a task that has been carried out in [11] . This way one can prove a version of Theorem 1.1 and related corollaries that deal with weak convergence, avoiding the full strength of the main structural result in [11] .
3.6. An alternate approach for recurrence. We mention here an alternate way to prove "linear" multiple recurrence results for the sets S ω,A,b , S Ω,A,b . After modifying the argument below along the lines of the proof of part (ii) of Theorem 1.2 we get similar results for the sets S ω,A,α , S Ω,A,α .
Definition. An IP k -set of integers is a set consisting of all possible sums of k distinct integers where no integer is repeated twice.
For example, an IP 3 set has the form {m, n, r, m + n, m + r, n + r, m + n + r}. Using that f j is aperiodic for j = 1, . . . , b − 1, in conjunction with (23) and (25), we deduce that the limit in (24) is equal to b −ℓ . Combining Proposition 3.4 with Theorem 3.5 we get that the set of return times in Theorem 3.5 intersects non-trivially each of the sets S ω,a,b and S Ω,a,b . Unfortunately, a polynomial extension of Theorem 3. 5 is not yet available and we cannot get the full strength of the recurrence results of Corollaries 1.3 and 1.4 using such methods.
