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We study the problem of predicting rare critical transition events for a class of slow-fast nonlinear dynamical systems.
The state of the system of interest is described by a slow process, whereas a faster process drives its evolution and
induces critical transitions. By taking advantage of recent advances in reservoir computing, we present a data-driven
method to predict the future evolution of the state. We show that our method is capable of predicting a critical transition
event at least several numerical time steps in advance. We demonstrate the success as well as limitations of our method
using numerical experiments on three examples of systems, ranging from low dimensional to high dimensional. We
discuss the mathematical and broader implications of our results.
Critical transitions are widespread in many systems in na-
ture. Often times these transition events are induced by a
fast driving signal, and are rare and random. Since such
events could lead to significant effects, it is important to
develop effective methods to predict signal-induced criti-
cal transitions early. Recently many studies have been de-
voted to exploring early warning indicators to predict and
characterize the onset of critical transitions. In this pa-
per, we propose and test an alternative method to predict
critical transitions within a class of multiscale dynamical
systems. Our method is data-driven, inspired by recent
advances in reservoir computing, and takes into account
the multiscale nature of the systems. We demonstrate the
success as well as limitations of our method using numer-
ical experiments on both low and high dimensional sys-
tems. We hope that our work will serve as catalyst for fur-
ther progress in tackling the problem of predicting critical
transitions using Scientific Machine Learning.
I. INTRODUCTION
The dynamics of many systems in nature are nonlinear,
multiscale and noisy, making both the theoretical and numer-
ical modeling and prediction of their states challenging. Of
particular interest are those dynamics that often lead to rare
transition events. Namely, the system under study spends very
long periods of time in various metastable states and only very
rarely, and at seemingly random times, does it hop between
states. Such sudden changes in the dynamical behavior of
complex systems are known as critical transitions1,2, occur-
ring at the so-called tipping points3.
One mechanism that explains the hopping behavior is that
it is induced by a fast signal influencing the state of the, other-
wise closed, system. The usually noisy driving signal comes
from an external source. It is often the case that there is a
large separation of time scales on which the system state and
the signal evolve. Without the driving signal, the system will
remain in one state forever. Understanding the dynamics of
such system requires us to study the ensemble of transition
paths between the different metastable states4–6.
The above signal-induced phenomenon can be modeled by
a class of non-autonomous open dynamical systems, whose
state x(t) : [0,T ]→ Rn, T > 0, is described by:
x˙(t) = F(x(t), t)+ f (t), (1)
where F(x(t), t) is a force field, providing a deterministic
backbone, and f (t) is a fast driving noisy signal, describing
small perturbations imparted to the system. In principle, one
does not have any a priori knowledge of the mathematical
model for f (t), but only has access to data for x and, possi-
bly, a mathematical model for F(x(t), t) at their disposal. The
unknown f (t) is generally a random function, and it could be
regular, chaotic or stochastic. It is challenging to infer an ac-
curate model for f (t) using only the data for x. In fact, in
many cases one could construct several models that are ca-
pable of describing the data equally well, and often there are
ambiguities in the choice of model. An example that illus-
trates this issue is the problem of distinguishing deterministic
chaos from stochasticity7,8. Indeed, on one hand, when cer-
tain assumptions are satisfied, chaotic systems can be well ap-
proximated by a stochastic one9–11. On the other hand, many
stochastic systems can be described by a chaotic model12. In
the absence of a uniquely defined model for f (t), one has to
resort to a model-free, data-driven approach, which is cur-
rently an extremely active area in applied dynamical systems.
We refer the reader to the book by Brunton and Kutz13 for an
excellent review of data-driven methods.
An important and practical question concerning the system
(1) is the following – can we predict the future evolution of the
system state using only its data? Moreover, can we achieve
this for a sufficiently long time, and to a desired level of ac-
curacy and certainty? Note that this is different from asking
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one to infer a mathematical model (which may have a very
low predictive power, as in the case of a random walk model)
from the data. Typically, the data is complex and multiscale
in nature, therereby complicating analysis and prediction. The
main goal of this work is to propose and test a machine learn-
ing based solution to predict rare events in multiscale noisy
nonlinear dynamical systems, making use of only the (slow)
system state data and a partial knowledge of the physics of
the generating system. Since the occurrence of rare events has
significant deleterious or positive implications, it is important
to quantify and predict them in advance to inform decision
making14 – this is the main motivation of this paper. To the
best of our knowledge this is the first attempt to solve this
particular problem using a machine learning method. Here
we will focus on the case where the system of interest is one-
dimensional (i.e., n= 1). While we focus on prediction of rare
events, our method can be applied to predicting future states
in general multiscale systems.
By exploiting recent advances in machine learning, we con-
struct an algorithm to solve the prediction problem. The field
of machine learning is experiencing a major recent resurgence
of interest, with wide ranging applications and significant
implications in many areas of science and engineering15,16.
We note in particular neural networks and deep learning,
whose industry wide applications have been made possible
due to availability of large amount of data and advances in
computer hardware development17. For instance, by train-
ing on a sufficiently large set of data, one can classify hand-
written digits to unprecedented accuracy18, predict and ana-
lyze time series19,20, infer the Hölder exponent of stochastic
processes21, characterize anomalous diffusion22, learn how to
construct linear embeddings of nonlinear dynamics23, repli-
cate chaotic attractors and calculate Lyapunov exponents24,
solve high-dimensional nonlinear PDEs25, and others that are
too numerous to list here. As powerful as it appears, we em-
phasize that it is by no means an easy task to apply the tools of
machine learning to real world data sets and one needs to pro-
ceed with caution and avoid the pitfalls of machine learning26.
Indeed, one of the main challenges in machine learning deals
with the ability of the algorithm to be generalized to unseen
data. Moreover, the empirical approach of machine learning
is refined only with practices that have principally been dis-
covered by trial and error. Our approach falls within the scope
of Scientific Machine Learning27, an emerging research area
that is focused on the opportunities and challenges of machine
learning in the context of applications across science and en-
gineering.
This paper is organized as follows. In Section II, we mo-
tivate and describe the class of dynamical systems of interest
from which the data is generated. They are special cases of
(1) with a specified model for f (t). We then introduce the
problem of data-based rare event prediction. In Section III,
we present and explain in detail a reservoir computing based
method to solve the prediction problem using a variant of the
echo state network. In Section IV, we apply and test the
method to predict rare events in three different systems. We
make concluding remarks in Section V. The Appendix con-
tains further details on training, validation (model selection)
and testing.
II. MULTISCALE NOISY SYSTEMS AND THE
PREDICTION PROBLEM
We consider scenarios where the available data is generated
by the following family of continuous-time slow-fast systems
(parametrized by ε > 0)28–30:
x˙(t) = F(x(t), t)+
σ
ε
G(ξ (t)), (2)
ξ˙ (t) =
1
ε2
H(ξ (t)), (3)
with the initial conditions x(0) = x0 and ξ (0) = ξ0, where x0
and ξ0 can be either fixed or random. In the case when both
initial conditions are fixed, (2)-(3) describe a deterministic dy-
namical system; otherwise, it is a random dynamical system.
In the above, x(t) : I→ R is a slow process, ξ (t) : I→ Rm is
a fast process (noise), F(x, t) : R× I → R is a deterministic
force field, G(ξ ) : Rm→ R is a functional (observable) of the
fast process, H(ξ ) : Rm → Rm is a deterministic vector field
describing the fast process, σ > 0 is a small constant control-
ling the strength of influence of the fast process on the slow
one, and I is a time interval on which the system evolves. In
many applications of interest, F , G and H may be highly non-
linear. The assumption that the data is modeled by the above
systems is not too restrictive, for as is very often the case in
the analysis of experimental data, there is not a unique single
model for the system generating the data.
Often one is interested in the dynamics of the slow pro-
cess and the case where the driving signal, f (t) = σε G(ξ (t)),
is a stochastic process such as Gaussian white noise. A cru-
cial property of dynamical systems of the form (2)-(3) is that
stochastic behavior emerges as ε becomes smaller. Indeed, it
can be rigorously shown that under appropriate assumptions
on the initial conditions, F , G and H (usually a mixing as-
sumption is imposed on the fast flow), x(t) converges in law
to X(t) as ε → 0 for t ∈ I, where X(t) is a diffusion process
solving the SDE11,31:
dX(t) = F(X(t), t)dt+ σ˜dWt . (4)
Here σ˜ > 0 is a constant (involving the time integral of the
correlation of the fast process) and Wt is a Wiener process.
Therefore, the family of equations (2)-(3) can be viewed as
approximations of a stochastic model. Such a perspective has
been adopted to study a variety of noisy systems32–35. We
refer to Section IV for concrete examples. An important class
of ξ (t) are those that exhibit deterministic chaos, which has
been studied and observed12 in a class of physical systems.
Note that G can be generalized to be dependent on x(t), in
which case the limiting SDE will have a multiplicative noise,
but we will not pursue this case here.
We now formulate the prediction problem introduced in
Section I systematically. First, we lay out our assumptions.
The only available data to us is that for x, which is assumed
to be generated by the systems (2)-(3), and we do not have
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access to the data for ξ . Let I = [tinit , tobs]∪ [tobs, t f ], where
tinit < tobs < t f . Here tinit denotes an initial time, tobs denotes
an observation time, beyond which we do not have access to
system state, and t f denotes the final time at which the pre-
diction will be made. Suppose that we are given a sufficiently
long and high-frequency time series for x on [tinit , tobs]. Fur-
thermore, we are blind to the actual mathematical model for
the fast process. However, a partial knowledge of the physics
of the system of interest is known. In particular, it is assumed
that we know the exact expression describing the force field
F . This assumption is satisfied when one can reconstruct the
force field from the data accurately, which may be possible in
many practical situations36.
We are given a time series data for x, a sequence
(xk)k=0,...,N = (x(t0),x(t1),x(t2), . . . ,x(tN)), where t0 = tinit ,
ti = tinit + i∆t (i = 1, . . . ,N) are the sampling times, ∆t is the
time step size, tN = tinit +N∆t =: tobs, and N+1 is the number
of available samples. Our time series does not record occur-
rence of a rare event and we assume that a rare event will occur
shortly after time tobs. Any precursors for this rare event must
then be hidden in the time series. We then attempt to answer
the following questions.
(1) Can we predict if and when a rare event will occur in a
given future time window? Can we infer the character-
istics of the event?
(2) How far in advance can we predict the rare event?
(3) With what accuracy and certainty can we achieve these
goals?
(4) Is it possible to answer all of these questions with a
computationally inexpensive method and/or using a rel-
atively short time series data for x?
Clearly these are challenging questions. The degree of diffi-
culty depends on the characteristics of the dynamical systems
generating the data for x. For a given amount of data the diffi-
culty increases as ε becomes smaller, in which case the statis-
tical behavior of the driving noise is closer to that of a white
noise and so predictability is lost in the limit. Therefore, anal-
ysis of the data should be performed on a case by case basis.
III. A MACHINE LEARNING BASED PREDICTION
METHOD
A. The method
We first present a three-step procedure that will allow us to
investigate the questions posed at the end of Section II. This
procedure lies at the heart of our method. We then discuss a
number of heuristic issues associated with our approach.
Algorithm III.1. Predicting rare critical transition events.
Under the assumptions, setting and notation described in Sec-
tion II:
(S1) Feature extraction. Extract the fast driving signal us-
ing the data for x and the known expression for F :
f (ti) =
x(ti+1)− x(ti)
∆t
−F(x(ti), ti), (5)
for i = 0,1, . . . ,N−1, where ∆t is a uniform time step.
(S2) Machine learning. Using ( f (ti))i=0,...,N−1 as the train-
ing data, predict the values of f for M+1 time steps into
the future (i.e., beyond time tobs − ∆t) using a super-
vised learning algorithm (for instance, the Algorithm
III.2 in Section IV) that is best fit for the task to infer
( f (tN), f (tN+1), . . . , f (tN+M)).
(S3) Numerical integration. Numerically evolve the sys-
tem (2) up to time tN+M , with ( f (t))t=t0,...,tN+M in place
of σε G(ξ (t)) in (2), using the step size ∆t. The pre-
dicted values for x in the time window [tobs +∆t, t f =
(N+M)∆t] are then obtained from the resulting numer-
ical solutions.
Algorithm III.1 is the method that we propose and use for
predicting rare events. It allows the prediction of the system
state M time steps beyond the observation time tobs, the result
of which can be used to investigate the questions posed in
Section II. To be able to answer these questions with a desired
level of confidence, the predicted values should be as close as
possible to the target (actual) values, i.e. the generalization
(out-of-sample) error should be small.
Before we discuss the details of implementation for each of
the three steps above, a few remarks are in order. A natural
approach is to apply a suitable machine learning algorithm di-
rectly to the data for x and attempt to predict the future states.
While this seems like a sensible approach, it is unrealistic to
expect an algorithm to learn the multiscale nature of the data
accurately. In fact, it is not clear beforehand which algorithm
is best and in many cases the rare event will not be detected
successfully (see Section IV). Our method circumvents this
challenge and provides an alternative route for handling mul-
tiscale data. Moreover, the simplicity of our method provides
an additional advantage.
The quality and accuracy of the prediction results will rely
heavily on how well each step in the algorithm is executed. Er-
rors will accumulate as one progresses through the three steps.
Indeed, (S1) involves a numerical approximation of the driv-
ing signal. In (S2), errors will arise from both the use of the
training data (where the numerical errors from (S1) are hid-
den) as well as the machine learning algorithm itself. In (S3),
an additional error due to numerical integration is inevitable.
Provided that the accumulation of these errors is negligibly
small and well controlled, one can learn and predict the sys-
tem states with reasonably good accuracy, as demonstrated
with the examples in Section IV. Rigorous error analysis is
not the focus of the present paper and so will be not be pre-
sented here.
Steps (S1) and (S3) are straightforward to implement, so we
must discuss (S2), whose implementation is the most chal-
lenging part of the method. We will formulate this step as
the problem of learning the training data ( f (ti))i=0,...,N−1 with
parametrized high-dimensional nonlinear dynamical systems.
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B. Echo state network (ESN) and its deep version
There are many machine learning algorithms that one can
use to implement step (S2). Algorithms from deep learning
include convolutional neural networks, recurrent neural net-
works (RNNs), and encoder-decoder networks, each of which
can be implemented using various architectures and training
schemes17. As nonlinear state space models, RNNs have dy-
namical memory, which means that they are capable of pre-
serving in their internal state a nonlinear transformation of
the input history. They are, therefore, particularly well suited
to deal with sequential data. We will implement (S2) using
a type of brain-inspired RNN known as the echo state net-
work (ESN). For practical introductions and technical details
on ESNs, we refer the reader to Refs.37,38.
ESN belongs to the paradigm of reservoir computing and
is computationally less costly to train than other variants of
RNNs, which typically use a backpropagation through time
algorithm for gradient descent based training39,40. Similar to
other RNNs, the ESN can, under fairly mild and general as-
sumptions, be shown to be a universal approximator of ar-
bitrary dynamical systems41. In contrast to standard design
and training schemes for RNNs but conceptually similar to
the kernel methods42, the neural network (called the reservoir)
in ESNs is generated randomly and only the readout from the
reservoir is trained. The outputs are linear combinations of the
internal states and possibly the inputs and a constant (bias).
This reduces the training to solving a linear regression prob-
lem, minimizing the mean squared error between the outputs
and the target values.
It is crucial that typically the number of reservoir elements
in an ESN is larger than that used in RNNs trained with a gra-
dient descent based method, resulting in an over-parametrized
neural network. The key observation is that with sufficient
over-parametrization, gradient descent based methods will
implicitly leave some weights describing the network rela-
tively unchanged, so the optimization dynamics will behave
as if those weights are essentially fixed at their initial values43.
Fixing these weights explicitly leads to the approach of learn-
ing with random reservoir features. Therefore, we can suc-
cessfully learn with gradient descent based trained neural net-
works whenever we can successfully learn with ESNs.
Even though not all the weights of the network are trained,
it has been shown that ESNs work surprisingly well and
achieve excellent performance in many benchmark tasks, in-
cluding winning the NN3 financial time series prediction
challenge44. Recently the ESNs have been shown to predict
chaotic systems remarkably well24,45–48. They may outper-
form other machine learning algorithms in certain prediction
tasks. For instance, it has been shown that ESN substantially
outperforms deep feed-forward neural network and RNN with
long short-term memory (LSTM) for predicting short-term
evolution of a multiscale spatio-temporal Lorenz-96 system49
(see also50). Moreover, ESNs do not suffer from the vanishing
and exploding gradient problem typically encountered when
training other RNNs38. These results motivate our choice of
(a variant of) ESN over other machine learning methods. We
emphasize, however, that the ESN may not be the most op-
timal network for our prediction task and we remain mindful
of its shortcomings, in particular its sensitive dependence on
the hyperparameters. We leave careful comparison of differ-
ent machine learning methods for our prediction problem to
future work.
To achieve our goals, we also use a deep version of the ESN
(see also the discussion in Section IV(b)) whenever needed.
Our deep echo state network (DESN) consists of organized
hierarchically stacked ESNs, whose architecture and train-
ing algorithm will be described in the following subsubsec-
tions. Such deep ESNs are more expressive than shallow
ESNs, in the sense that they are able to develop in their inter-
nal states a multiple time-scale representation of the temporal
information51,52. We remark that in contrast to feed-forward
neural networks, it is often not obvious how one should con-
struct a deep RNN53. In particular, different variants of deep
echo state networks can be constructed, depending on the task
at hand.
1. Architecture of the ESN and its deep version
Similar to other RNNs, the ESN is a parametrized, high-
dimensional, discrete-time, non-autonomous, nonlinear state-
space model, describing a dynamical input-output relation:
x(tn+1) = f(x(tn),u(tn),y(tn),ν(tn),θf ), (6)
y(tn+1) = g(x(tn+1),u(tn+1),ν(tn+1),θg), (7)
for n = 0,1, . . . ,N − 1. Here u(t) ∈ Rnu is the input
at time t, x(t) ∈ Rnx is the internal/hidden state, y(t) ∈
Rny is the output, ν(t) ∈ Rnν is an external perturbation
(noise/regularization), f and g are generally nonlinear func-
tions, and θf and θg are model parameters. The network
non-linearly embeds the input into a higher dimensional space
where the original problem is more likely to be solved linearly.
Our ESN is a specific implementation of the above state-
space model, putting constraints on a fully connected RNN
and with the inputs (u(t0), . . . ,u(tN−1)) set to be a training
time series during the training phase. In the following, tn =
n∆t, for n = 0, . . . ,N− 1, where ∆t is a fixed time step size.
If the number of layers, nL := L+1, is chosen to be one, i.e.,
a shallow ESN, then we have the following update equations
for the states and outputs:
x(0)(tn+1) = tanh(W (0)x(0)(tn)+bWb+Winu(tn))+νξ
(0)
n ,
(8)
y(tn+1) =Wout(x(0)(tn+1);b), (9)
for n = 0,1, . . . ,N − 1, with the initial condition
x(t0) := x(0)(t0) = 0. In the above, we have
used the following vector concatenation notation:
(a;b) := (a1,a2, . . . ,an,b1,b2, . . . ,bm) ∈ Rn+m, for two vec-
tors a = (a1,a2, . . . ,an) ∈ Rn and b = (b1,b2, . . . ,bm) ∈ Rm.
Also, we have used the following convention of
component-wise application of the activation func-
tion: tanh(a) := (tanh(a1), . . . , tanh(an)) ∈ Rn for
a= (a1, . . . ,an) ∈ Rn.
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Otherwise, we employ the following deep version of ESN, which we refer to as DESN:
x(0)(tn+1) = tanh(W (0)x(0)(tn)+bWb)+νξ
(0)
n , (10)
x(l)(tn+1) = tanh(W (l)x(l)(tn)+V (l)x(l−1)(tn))+νξ
(l)
n , for l = 1, . . . ,L−1, (11)
x(L)(tn+1) = tanh(W (L)x(L)(tn)+V (L)x(L−1)(tn)+Winu(tn))+νξ
(L)
n , (12)
y(tn+1) =Wout(x(0)(tn+1); . . . ;x(L)(tn+1);b), (13)
for n = 0,1, . . . ,N − 1, with the initial condition x(t0) :=
(x(0)(t0); . . . ;x(L)(t0)) = 0.
In (8)-(13), the training input u and output y come from
a compact subset of Rnu and of Rny respectively, the vec-
tor x(i) ∈ Rnxi (for i = 0, . . . ,L) is the ith hidden state, the
constant b ∈ R introduces bias, the matrices W (i) ∈ Rnxi×nxi
(for i = 0, . . . ,L) , Wb ∈ Rnx0 , V (i) ∈ Rnxi×nxi−1 (for i =
1, . . . ,L) and Win ∈ RnxL×nu are fixed internal connection
weights whose entry values are set to random values, the ma-
trix Wout ∈ Rny×(nx0+···+nxL+1) is the readout weight matrix
whose entries are to be learned. The vectors ξ(k)n , k = 0, . . . ,L,
n = 0,1, . . . ,N−1, are i.i.d. random vectors describing added
noise during the sampling at each layer and ν is a noise (regu-
larization) intensity parameter (we have taken the same noise
level for each layer). The activation function in each layer
is taken to be a (vectorized) hyperbolic tangent function. At
each training step, the input is fed into the first layer, which is
then connected to the next layer via the connection weights.
The ansatz for the output at each update time is taken to be a
linear combination of the elements of the hidden states and a
bias value.
2. Algorithm for training the ESN and its deep version
The above implementation gives a randomly constructed
RNN prior to training. It may generally develop oscillatory
or chaotic behavior even in the absence of external excita-
tion by the input, and therefore the subsequent network states,
starting from an arbitrary state x(t0), may not converge to the
zero state. To ensure that the ESN/DESN converges to the
desired state, the internal connection weights are scaled such
that the resulting (untrained) input-driven recurrent network
(or the “dynamical reservoir”) is appropriately stabilized or
“damped”, forcing it to have the so-called “echo state prop-
erty". The echo state property says that the current network
state is uniquely determined by the history of the input pro-
vided that the RNN has been run for a sufficiently long time
(see38,54 and the references therein for details, subtleties, and
other equivalent conditions for the echo state property). Once
this initialization is made, we can proceed to the training
phase and then the prediction phase, to be described in the
following.
We now give a complete description of setting up, training
and using the ESN and its deep version for the prediction task.
It is based closely on the techniques developed in38. For a
schematic of a general ESN/DESN architecture and the train-
ing process, we refer to Figure 1.
Algorithm III.2. Initializing, training, and using the ESN
(L = 0) and DESN (L≥ 1).
Given a training set consisting of the input sequence
(u(t0), . . . ,u(tN−1)), find a trained ESN/DESN parametrized
by (W (i),Wb,V ( j),Win,Wout ,ν)i, j=0...,L whose network
output (y(t0), . . . ,y(tN−1)) approximates the input sequence.
(1) Initialize the ESN/DESN to “ensure”55 the echo state
property is satisfied.
(1a) Depending on the training data (length, difficulty of
task, etc.), select appropriate dimensions/sizes (i.e.,
nx0 , . . . ,nxL ) for the connection weight matrices. These
dimensions are hyperparameters that can be tuned. The
matrix elements of these matrices are then selected ran-
domly as follows:
(Wb)kl ∼ Unif(−1,1), (14)
(V ( j))kl ∼ Unif(−0.5,0.5) , for j = 1, . . . ,L, (15)
(W (i))kl ∼ Unif(−0.5,0.5) , for i = 0, . . . ,L, (16)
(Win)kl ∼ Unif(−1,1). (17)
(1b) These matrices are rescaled as follows:
Wb,V
( j),W (i),Win 7→ Wb‖Wb‖+0.001 ,
V ( j)
‖V ( j)‖+0.001 ,
W (i)
‖W (i)‖+0.001 ,
Win
‖Win‖+0.001 , (18)
where ‖ · ‖ denotes the Frobenius norm. (1c) Set a fraction of elements (connection weights) in the
5
FIG. 1: A schematic of the ESN/DESN and the workflow during the training phase described in Section III B (Algorithm III.1)
in the main paper. In our numerical experiments, the training time series (u(t0), . . . ,u(tN−1)) is the fast driving signal extracted
from (x(t0), . . . ,x(tN)).
... ...
.
.
.
.
.
.
training time series
error
input
output
matrices W (i) to zero (the fraction, denoted ri, chosen
is a hyperparameter for sparsity of the matrices used for
each layer) and then rescale the resulting matrices W˜ (i)
appropriately using their spectral radius, i.e.,
W˜ (i) 7→ ρ(i)des
W˜ (i)
ρ(i)
, (19)
where ρ(i) is the spectral radius of W˜ (i), ρ(i)des is the de-
sired spectral radius, and i= 0, . . . ,L. The desired spec-
tral radius chosen is less than one to ensure contractiv-
ity of the dynamics and is another tunable hyperparam-
eter. The sparsity hyperparameter is chosen in such a
way that sufficiently rich dynamics of different internal
units/hidden states can be obtained.
(1a)-(1c) then give an untrained network (dynamical
reservoir) that satisfies (typically in practice) the
required properties. We initialize the network state
with x(t0) = 0.
(2) Train the readout by solving a least squares linear
regression problem.
(2a) If needed, discard an initial transient by disregarding the
first itransient =min(int(N/10),100) states, where int(x)
is the integer part of x and min(x,y) is the minimum of
x and y.
(2b) Run the network on the entire input (training) sequence
and collect the output sequence, i.e. according to (8)-
(9) for the shallow ESN and (10)-(13) for the DESN.
During sampling we have added a small amount of
noise or regularization, whose intensity is determined
by the hyperparameter ν , to stabilize the network and
prevent overfitting37. We choose the elements of the
i.i.d. noise vectors ξ(k)n to be distributed according to
Unif(−0.5,0.5).
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(2c) Solve the least squares regression problem:
min
Wout
1
N− itransient
N−1
∑
i=itransient
‖Wout x˜(ti)−u(ti)‖2, (20)
where x˜(ti) = (x(ti);b) ∈ Rnx0+···+nxL+1. We remind
the reader that Wout ∈ Rny×(nx0+···+nxL+1) is the only
trainable matrix in the ESN/DESN. As the above prob-
lem admits a closed form solution, the solution, denoted
W optout , can be obtained directly by applying the Moore-
Penrose pseudo inversion as follows.
Let X˜ = [X b] ∈ R(N−itransient )×(nx0+···+nxL+1), with
X ∈ R(N−itransient )×(nx0+···+nxL ) the design matrix, i.e. a
block matrix stacked vertically with the matrices
[x( j)(titransient ) . . . x
( j)(tN−1)]T ∈ R(N−itransient )×nx j
( j = 0, . . . ,L), b = (b,b, . . . ,b) ∈ RN−itransient , and U =
[u(titransient ) . . . u(tN−1)]
T ∈R(N−itransient )×ny . Then the
solution to (20) can be obtained as:
W optout = (X˜
+U)T , (21)
where + and T denote the Moore-Penrose inverse and
transposition respectively. This completes the training
phase.
(3) Run the trained ESN/DESN autonomously for pre-
diction.
During the prediction phase, we use y(tm) =
W optout (x(tm);b) in place of u(tm) for m ≥ N− 1 in the
update equation (12) for DESN (or (8) for ESN). We
then propagate the trained network forward in time ac-
cording to the resulting update equation. This allows
us to obtain the predicted values (y(tN), . . . ,y(tN+M)),
where y(ti) =W
opt
out x˜(ti), for i = N, . . . ,N+M.
The smaller the generalization error on the prediction time
horizon, the more accurate is the prediction. The quality of
prediction achieved by our ESN/DESN depends on the selec-
tion of hyperparameters, which need to be chosen following
an appropriate model selection procedure, adapting to the data
set on hand. The tunable hyperparameters are nL := L+ 1
(number of layers in the DESN), the nxi (dimension of the
connection weight matrices at layer i+1), the ri (sparsity pa-
rameter), the ρ(i)des (the desired spectral radius of these matri-
ces at layer i+ 1), and ν (noise intensity). We remark that
the above algorithm gives a specific way to initialize and train
the ESN/DESN. Other variants may also be considered40. To
implement (S2) in Algorithm III.1, we apply Algorithm III.2
to the training data ( f (ti))i=0,...,N−1. Together with (S1) and
(S3), this completes the description of our rare event predic-
tion method.
Lastly, we discuss a physically motivated intuition about
ESNs (the same can be said for DESNs). On one hand, ESNs
can be constructed by sampling from a class of continuous-
time dynamical systems56, which satisfy a universal property
in the sense that they can approximate any continuous-time
system on compact time intervals to arbitrary degree of pre-
cision. On the other hand, the data itself are generated from
a nonlinear chaotic system. The ESN approach amounts to
learning the data by feeding the data as input (signal) into an
ESN, thereby inducing an interaction between the two dynam-
ical systems. In our case, we would like the output of the
network to reproduce the input time series, and good perfor-
mance could be obtained under suitable conditions (when the
hyperparameters are tuned optimally). From a physical point
of view, these conditions cause the two dynamical systems to
synchronize, and so learning here corresponds to finding opti-
mal conditions to achieve generalized synchronization of the
system generating the training data and a signal-fed ESN57,58.
Indeed, the idea of synchronization between two dynamical
systems has been exploited for time series prediction59. It
remains interesting to understand how out-of-sample perfor-
mance of ESNs depend on the characteristics of input data
and the noise (either those present in the data or those added
to regularize the training) using the notion of generalized syn-
chronization.
IV. NUMERICAL EXPERIMENTS
We apply the method presented in Section III to study the
questions posed in Section II for three data sets generated by
dynamical systems of different complexity.
From the data set in each example, a training set (with
N+1−Nv data points), a validation set (with Nv data points)
and a test set (with M data points) are assigned before we
apply the method. We are going to perform an ensemble
based prediction by utilizing multiple independently trained
networks. We take weighted averaged values of the predicted
values produced by these networks as the final predicted val-
ues. We refer to Appendix, in particular Figure 5 there, for
details of training and prediction procedure. We emphasize
that while a comprehensive investigation of dependence of the
results obtained here on the choice of hyperparameters is in-
teresting on its own, this is not our focus here.
Throughout this section, all variables considered are real
and one-dimensional.
A. Example 1: A bi-stable system, driven by a fast
Lorenz-63 system
Data generation. The data for x is generated by the following
slow-fast system60:
x˙(t) = x(t)[1− x2(t))]+ σ
ε
y2(t), (22)
y˙1(t) =
10
ε2
[y2(t)− y1(t)], (23)
y˙2(t) =
1
ε2
[28y1(t)− y2(t)− y1(t)y3(t))], (24)
y˙3(t) =
1
ε2
[y1(t)y2(t)− 83y3(t))]. (25)
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In (22)-(25), x is the state of the system of interest and its
evolution is driven by a fast chaotic signal y2/ε , which is mod-
eled as follows. The vector state (y1,y2,y3) is described by the
Lorenz-63 model with parameter values that lead to a chaotic
behavior61. At these parameter values, y2(t) is ergodic with
invariant measure supported on a set of zero volume. The
equation for x is therefore an ODE driven by a fast chaotic
signal with characteristic time ε2.
To generate the data, we use a uniform time step of
∆t = 0.01 to integrate (22)-(25) with σ = 0.08, ε = 0.5,
x(0) = −1.5, and yi(0) ∼ Unif(−10,10) for i = 1,2,3, up to
time t = 100. The autocorrelation time (defined as the time τ
at which the autocorrelation function R(τ) = 1/e) of samples
of the driving signal is estimated to be 0.05. Note that the
time step is chosen to be small enough so that we can sample
the scale on which the fast driving signal takes place. The
time series generated for x is plotted in Figure 2.
FIG. 2: Time series data for x in Example 1 up to time
t = 100, of which only a segment prior to time
t = 37 < τ0 = 38.52 (i.e., at most N+1 = 3701 data points)
will be available for training. Note that the sample path of x
first crosses zero at t = τ0, where a critical transition occurs.
We remark that repeating the above data generation using
a different numerical time step, initial conditions (or random
seeds) and parameters will produce time series with different
characteristics. For instance, the resulting time series will
display a different number of critical transitions occurring
at different times. We assume that we only have access to a
segment of the single time series plotted in Figure 2 up to
time t < τ0.
Generating system: dynamics and applications. Applying
the discussion in Section II, the family of systems (22)-(25)
(parametrized by ε) can be viewed as an approximation to the
Markovian system:
dX(t) = X(t)[1−X2(t))]dt+ σ˜dW (t), (26)
where σ˜ is an effective diffusion constant and W (t) is a
Wiener process, in the sense that as ε becomes smaller x(t)
converges in law to the process X(t) solving the SDE above.
Recall that we have chosen ε = 0.5 for data generation and
therefore the data can be thought of coming from an approxi-
mately stochastic system.
In the absence of the driving signal, the equation for x has
two stable fixed points, at x = −1 and x = 1, and an unstable
one at x = 0. Starting from an initial state, the system will
eventually evolve towards a nearby stable state. The presence
of noise alters this dynamics, causing an occasional transition
of the system between stable states. In the case where the
noise amplitude is small, such a transition is a rare event, oc-
curring at a seemingly unpredictable time (see Figure 2). In
our case, x starts near the fixed point x =−1 and will eventu-
ally jump to that at x = 1, the prediction of which is of great
interest. From the data, we find that the first crossing time of
the sample path to zero to be τ0 := inf{t ∈ [0,100] : x(t) >
0} = 38.52. Our goal is then to predict an approaching rare
event using only (a segment of) the data consisting of time
series up to time t < τ0.
From a statistical mechanical point of view, the system
(22)-(25) describes an overdamped Brownian particle moving
in a symmetric double-well potential. In this case, x is the
position of the particle and y2 models the fluctuations due to
its interaction with the environment. The above model for x is
also often used in climate physics, an example of which is to
view x as the sea-surface temperature anomaly and ξ = σε y2
as the impact of small-scale atmospheric variability33–35.
Results and discussion. The prediction results for different
training scenarios using Algorithm III.1 are displayed in the
figures in Table I-III. For each case where a fixed number of
training data points are used, we present two prediction mod-
els, each of which depends on the size (Nv) of the validation
set used (see Appendix for details).
Figure (1a)-(1b) and Figure (2a)-(2b) in Table I show that
our method is capable of quite confidently predicting the rare
event and its transition path at least 162 numerical time steps
in advance, i.e. prior to first crossing of the slow process to
zero at τ0 = 38.52. Or equivalently, at least about 32 auto-
correlation time of the fast driving signal. In particular, the
target future trajectory lies mostly within the 90 percent con-
fidence interval of the predicted trajectory. Given that a rela-
tively short time series was used for training, it would appear
that the accuracy of these predictions is remarkable.
Figure (3a)-(4b) show how the inability of the ESN to make
accurate long-term predictions cripples the performance of the
method, rendering prediction of the rare event from an earlier
time more difficult. Indeed, the longer into the future the pre-
diction is, the less confident the results are. This is shown by
the growth of the standard deviation of the prediction errors,
which seems to saturate about a maximum value that increases
with fewer training data points. However, the results in Fig-
ure (3a) and Figure (4b) are still respectable, as they indicate
that the trajectory will cross the origin during the prediction
time window, albeit not able to trace the target transition path
precisely.
These figures also depict the difference in the prediction re-
sults obtained with different values of Nv used (notably in the
figures (2a)-(4b)), showing intricacies of the machine learning
based method. However, the qualitative behaviors of mean
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TABLE I: Prediction results using the data set in Example 1 under various scenarios.
N is the number of data points in the training set, Nv is the number of data points in the validation set (see Appendix). In each
figure: the target trajectory for x (in red), Ne f f predicted trajectories from Ne f f independently trained and selected models, and
the averaged predicted trajectory (in thick blue) up to several time steps into the future. The shaded light blue region represents
the 90% confidence interval of the predicted values.
Scenarios Nv = 10 Nv = 20
Baseline (0a) (0b)
N = 3700 (1a) (1b)
N = 3690 (2a) (2b)
N = 3680 (3a) (3b)
N = 3670 (4a) (4b)
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TABLE II: Error of the predicted results and its mean value (in thick blue) for Example 1.
Scenarios Nv = 10 Nv = 20
N = 3700
N = 3690
N = 3680
N = 3670
value of the error of the predicted results are essentially the
same for different Nv (see the figures in Table II). The same
can be said for the standard deviation of these errors, which
grows rapidly on the prediction horizon where the rare tran-
sition occurs and then approaches a plateau after that (see the
figures in Table III). This plateau is slightly higher in all the
cases where Nv = 20 than those where Nv = 10, indicating the
higher variance of the prediction models which set aside more
data points for validation. However, for the case of N = 3670,
the model with the higher variance give better predictive per-
formance than that with the lower variance, and is able to pre-
dict a cross-over to the origin during the prediction interval.
Figure (0a)-(0b) confirm that our method is far better than
the direct method of applying an ESN to the data for x, which
we take as a baseline result for comparison. We empha-
size that one can also apply other machine learning algo-
rithms such as the gradient descent based deep RNN and the
deep convolutional neural network to implement the direct
method62. However, after some experiments we found that
the predictive performance is similar to the baseline result,
i.e., they fail to predict the approaching rare event, rendering
the prediction task almost impossible using the direct method.
This comparison study enhances the veracity of our method,
which exploits the crucial idea of appropriately taking into ac-
count the multiscale nature of the system generating the data.
The success of our method in predicting the rare transition
event lies in its ability to separate the slow and fast compo-
nents of the data with the help of some physical knowledge
10
TABLE III: Standard deviation of the errors for Example 1. (a) N = 3700; (b) N = 3690; (c) N = 3680; (d) N = 3670.
(a) (b)
(c) (d)
about the generating system.
We remark that if we run the trained networks much further
into the future, the predicted trajectory, not suprisingly, fails to
capture the second transition that occurs around t = 71. How-
ever, we will be able to predict the second transition confi-
dently if more data points are used for training. All the results
discussed so far are obtained by training on a trajectory that
starts from the initial time (tinit = 0) and ends at a time be-
fore a rare event occurs. A natural question is whether one
can achieve prediction results of comparable quality using a
shorter trajectory that comes sufficiently close to the rare event
but starts at a later time tinit > 0. Given the chaoticity of the
generating system with a known predictability horizon deter-
mined by the Lyapunov exponent, one expects the answer to
this question is affirmative and can indeed be supported by
numerical experiments.
Lastly, we emphasize that our problem is more challenging
that that of predicting the second component of a Lorenz-63
system from numerical data generated by the system itself.
Even though we expect the extracted driving signal here is
representative of second component of the Lorenz-63 system
(up to a scaling factor) and so one would expect that good
prediction results are achievable (in lights of recent results24),
there are inherent errors in the extraction process and so here
we are really dealing with a noise corrupted version of the
data. In this case, the prediction could be highly non-trivial
(and perhaps impossible if the errors are large enough) due to
possible dominance of noise in certain segments of the recon-
structed series.
B. Example 2: A tri-stable system, with periodic forcing and
a fast Ornstein-Uhlenbeck-like process
Data generation. The data for x is generated by the following
slow-fast system:
x˙(t) = x(t)[1− x(t)][1+ x(t)][x(t)−2][x(t)+2]
+Acos(ωt)+σ0z(t), (27)
z˙(t) =−α1z(t)+ σ1ε y2(t), (28)
where x describes the state of the system of interest whose
evolution is driven by a fast Ornstein-Uhlenbeck like signal
z, and y2 is the second component of the Lorenz-63 system
(23)-(25). For data generation, we use a uniform time
step of ∆t = 0.01 to integrate (27)-(28) with x(0) = 0.1,
z(0),yi(0)∼ Unif(−10,10) (for i = 1,2,3), A = 0.5, ω = 2pi ,
ε = 0.5, σ0 = 0.2, α1 = 1000, and σ1 = 1000ε , up to time
t = 100. The autocorrelation time of samples of the driving
signal is estimated to be 0.07. The time step is small enough
to sample the scale on which the fast signal takes place. The
time series generated for x is plotted in Figure 3. We assume
that we only have access to a segment of the single time series
plotted in Figure 3 up to time t < τ1.
Generating system: dynamics and applications. The sys-
tem (27)-(28), is more complex than that in Example 1, of
which it is an extended version, in the sense that the force field
is generalized to include a time-dependent external force and
the driving signal is described by a higher dimensional system.
One can view (27)-(28) as a family of systems (parametrized
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FIG. 3: Time series data for x in Example 2 up to time
t = 100, of which only a segment prior to
t = 94.1 < τ1 = 96.16 (i.e., at most N+1 = 9411 data points)
will be available for training. Note that the sample path of x
first crosses one at t = τ1, where a critical transition occurs.
by ε) approximating the following SDE system:
dX(t) = X(t)[1−X(t)][1+X(t)][X(t)−2][X(t)+2]dt
+Acos(2pit)dt+σ0Z(t)dt, (29)
dZ(t) =−α1Z(t)dt+ σ˜1dW (t), (30)
where σ˜1 is an effective diffusion constant and W (t) is a
Wiener process. As ε (chosen to be 0.5 for data genera-
tion here) becomes smaller, (x(t),z(t)) converges in law to
(X(t),Z(t)) solving the non-autonomous SDE system (29)-
(30).
In contrast to Example 1, in the absence of the driving sig-
nal z(t), equation (27) for x has three stable periodic orbits
centered at x = −2,0,2 and two unstable ones centered at
x =−1,1. Here our system state starts in the middle potential
well and will, due to influence of the driving signal as well as
the periodic forcing, transits to one of the left or right nearby
stable orbits at a random time (see Figure 3). It is thus natu-
ral to ask which potential well will the system transit to and
at what time will the transition occur. From the data, we find
that the first crossing time of the sample path to one to be
τ1 := inf{t ∈ [0,100] : x(t)> 1}= 96.16.
The addition of the periodic forcing Acos(2pit) introduces
another time scale into the system. When this time scale
is of the same order of the mean exit time from the poten-
tial (the Kramers time), a resonance-like mechanism where
the noise can lead to the amplification of the periodic sig-
nal takes place. This resonance is induced by a chaotic sig-
nal, and is closely related to stochastic resonance, a noise-
induced phenomenon first introduced in the context of climate
modeling63,64, which has been found to occur in many physi-
cal and biological systems65.
One example of such systems describes the dynamics of
an overdamped self-propelled active particle, which converts
energy absorbed from the environment into a directed motion,
rendering the system out of equilibrium. The position of the
particle can be described by X in (29) and the active force or
self-propulsion is modeled by Z in (30), in which case the
particle is trapped in a triple-well potential and subject to
periodic forcing. This is a variant of the model of an active
Ornstein-Uhlenbeck process widely used to study active
matter66.
Results and discussion. The prediction results for different
training scenarios using Algorithm III.1 are displayed in Fig-
ures IV-VI. For each case where a fixed number of training
data points are used, we present two prediction models, each
of which depends on the size (Nv) of the validation set used
(see Appendix for details).
Figure (1b) and Figure (2b) in Table IV show that our
method is capable of quite confidently predicting the rare
event and its transition path at least 216 numerical time steps
in advance, or at least about 30 autocorrelation time of the
fast driving signal prior to first cross-over of x to zero at τ1.
Even though the prediction results in Figure (1a) and Figure
(2a) are inferior to those with the larger Nv, they are not too
far behind since the cross-over to the origin is successfully
predicted there.
However, the figures (3a)-(3b) in Table IV show how the
inability of the DESN to make accurate long-term predictions
again cripples the performance of the prediction method, mak-
ing prediction of the rare event from an earlier time a very
challenging task. In particular, neither models can confidently
predict the cross-over of x to the origin during the prediction
interval, although the result obtained by the model with Nv = 4
comes closer to achieving that. We emphasize that these re-
sults are used primarily to demonstrate our method. It may be
possible to improve these results by using a different training
setting (with a higher number of layers and more carefully op-
timizing values of the hyperparameters), enabling successful
longer-term prediction and therefore prediction of a rare event
from an earlier time.
These figures again depict the difference in the prediction
results obtained with different values of Nv used (see the fig-
ures in Table V). Just like the case in Example 1, the qualita-
tive behaviors of both the mean value and standard deviation
of the error of the predicted values are essentially the same for
different Nv. However, the standard deviation plateau is higher
in all the cases where Nv is lower, in contrast to the finding in
the case of Example 1. This indicates that larger values of Nv
should be considered here to obtain a prediction model with a
lower variance.
We find that it is very difficult to obtain a comparable qual-
ity of predictions if we work with a shallow ESN, instead of
the three-layered variant that we have used here. This find-
ing may be explained by the following. A closer look at the
model for the driving signal z(t) reveals that there are actually
two widely separated time scales in the system generating it,
instead of only one time scale as in the case of Example 1.
This difference in the multiscale behavior of the system gen-
erating the driving signal explains why a shallow ESN works
well for Example 1 but not for Example 2. A deep version of
the ESN is needed to handle the multiscale nature of the data
for z in Example 2. This supports the intuition that increas-
ing the depth of the ESN can lead to a better multiple time
scale representation of the temporal information. This moti-
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TABLE IV: Prediction results using the data set in Example 2 under various scenarios.
N is the number of data points in the training set, Nv is the number of data points in the validation set (see Appendix). In each
figure: the target trajectory for x (in red), Ne f f predicted trajectories from Ne f f independently trained and selected models, and
the averaged predicted trajectory (in thick blue) up to several time steps into the future. The shaded light blue region represents
the 90% confidence interval of the predicted values.
Scenarios Nv = 4 Nv = 8
Baseline (0a) (0b)
N = 9410 (1a) (1b)
N = 9400 (2a) (2b)
N = 9390 (3a) (3b)
vates our consideration of a deep version of the ESN for our
method in Section III.
The figures (0a)-(0b) in Table IV confirm that our method is
far superior to the baseline method of applying a DESN to the
data for x. Indeed, the ability of our method to predict, at least
216 time steps (at least 2 periods) in advance, has significant
importance for many systems exhibiting stochastic resonance.
It is possible to achieve prediction results of comparable qual-
ity using a shorter but sufficiently long trajectory starting at
a later time tinit > 0 and coming sufficiently close to the rare
event (see the relevant discussion on this in Subsection IV A).
C. Example 3: A tri-stable system, subject to periodic
forcing and driven by a multiscale Lorenz-96 system
Data generation. The data for x is generated by the following
slow-fast system:
13
TABLE V: Error of the predicted results and its mean value (in thick blue) for Example 2.
Scenarios Nv = 4 Nv = 8
N = 9410
N = 9400
N = 9390
TABLE VI: Standard deviation of the errors for Example 2. (a) N = 9410; (b) N = 9400; (c) N = 9390.
(a) (b)
(c)
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x˙(t) = x(t)[1− x(t)][1+ x(t)][x(t)−2][x(t)+2]+Acos(ωt)+σξ1(t), (31)
ξ˙1 =
1
ε
((ξ2−ξK−1)ξK)−ξ1+F, (32)
ξ˙2 =
1
ε2
((ξ3−ξK)ξ1−ξ2+F), (33)
ξ˙K =
1
ε2
((ξ1−ξK−2)ξK−1−ξK +F), (34)
ξ˙n =
1
ε2
((ξn+1−ξn−2)ξn−1−ξn+F), for n = 3, . . . ,K−1. (35)
In (31)-(35), x(t) is the state of the system of interest
whose evolution is driven by a fast K-dimensional Lorenz-96
system whose state is denoted by the vector (ξ1,ξ2, . . . ,ξK).
We work with K = 36 and F = 8, which are parameter values
leading to chaotic dynamics67. For data generation, we use a
uniform time step of ∆t = 0.01 to integrate the above system
with x(0) = 0, ξk(0) = F = 8 for all k except for k = 20, with
ξ20(0) = F + 0.01, A = 0.1, ω = 12pi , σ = 0.4 and ε = 0.5,
up to time t = 100. The autocorrelation time of samples of
the driving signal is estimated to be 0.11. The time step has
again been chosen to be small enough to sample the scale on
which the fast signal takes place. The time series generated
for x is plotted in Figure 4. We assume that we only have
access to a segment of the single time series plotted in Figure
4 up to time t < τ1.
FIG. 4: Time series data for x in Example 3 up to time
t = 100, of which only a segment prior to
t = 82.33 < τ1 = 82.39 (i.e., at most N+1 = 8234 data
points) will be available for training. Note that the sample
path of x first crosses one at t = τ1, where a critical transition
occurs.
Generating system: dynamics and applications. The
system (and hence its dynamics) described by (31)-(35) is
similar to the one in Example 2 except that the fast driving
signal comes from a single component of a variant (due to
the scaling introduced by ε) of the Lorenz-96 system, a much
higher dimensional chaotic system compared to the ones con-
sidered in the previous examples. The Lorenz-96 model (with
ε = 1) above is the first model introduced by Lorenz in67. It is
a model extensively used in data assimilation and parameter
estimation (parametrization) research, as well as in testing
machine learning algorithms for parameter learning (sub-grid
parametrization)50,68. It was originally used by Lorenz as a
one-dimensional atmospheric model. The variables in the
model represents values of some atmospheric quantity in K
sectors of a latitude circle, giving a periodic system of K
ODEs. The basic physics of the atmosphere is captured in the
right hand side of the ODEs, which contains advection terms,
damping terms, and external forcing. One can therefore view
x as a sea-surface temperature anomaly, influenced by the
atmospheric quantity in one of the sectors of the latitude
circle in the presence of a seasonal forcing. From the data,
we find that the first crossing time of the sample path to one
to be τ1 := inf{t ∈ [0,100] : x(t)> 1}= 82.39.
Results and discussion. Figure (1a) in Table VII shows that
our method is capable of confidently predicting the rare event
and its transition path at least 6 time steps in advance, prior to
first crossing of the slow process to zero at τ1 = 82.39. This
is equivalent to about 0.55 autocorrelation times of the fast
driving signal. The target future trajectory lies mostly within
the 90 percent confidence interval of the predicted trajectory.
This result is far better than the direct method of applying an
ESN to the data for x (see the figures in (0a)-(0b)), which we
take as the baseline results.
Figure (1b) and Figure (2a)-(2b) in Table VII show that
the prediction models are unable to anticipate the rare transi-
tion event in the prediction interval. Therefore, in comparison
to the results in earlier examples, here the predictive perfor-
mance of our models are far inferior due to the much higher
complexity of the system generating the data. However, we
still manage to produce an accurate prediction model as shown
in Figure (1a). This is despite the fact that we are working
with a set of data extracted only from one of the components
of the Lorenz-96 system and moreover these data are noise
corrupted – a highly challenging task even in the case when
the data is noise-free (see50). We have also attempted to use
deeper versions of network for training but, unlike the case
of Example 2, we are unable to obtain better predictions than
those obtained by shallow networks.
Figure (1a)-(2b) in Table VII depict the difference in the
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TABLE VII: Prediction results using the data set in Example 3 under various scenarios.
N is the number of data points in the training set, Nv is the number of data points in the validation set (see Appendix). In each
figure: the target trajectory for x (in red), Ne f f predicted trajectories from Ne f f independently trained and selected models, and
the averaged predicted trajectory (in thick blue) up to several time steps into the future. The shaded light blue region represents
the 90% confidence interval of the predicted values.
Scenarios Nv = 5 Nv = 8
Baseline (0a) (0b)
N = 8233 (1a) (1b)
N = 8231 (2a) (2b)
prediction results obtained with different values of Nv used,
as discussed before. Unlike the earlier examples, the quali-
tative behavior of the mean value and standard deviation of
the error of the predicted results are not the same for different
Nv in the case when N = 8233 (see the figures in Table VIII
and Table IX). This indicates high sensitivity of the prediction
models to the choice of Nv when dealing with highly complex
multiscale data. We suspect that such sensitivity is due not
only to the sensitivity of the echo state network to the choice
of parameters, but also due to the noise corrupted nature of
the partial data. It is interesting to observe that the successful
prediction model described here produces predictions whose
standard deviation of the error shows a peak on the prediction
interval, whereas those for the unsuccessful ones have strictly
increasing standard deviation on the interval.
V. CONCLUSIONS
We have presented a data-driven method for tackling the
task of predicting rare events in a large class of multiscale
nonlinear dynamical systems. The method was demonstrated
on three examples of different complexity, each providing a
model for many important physical and biological systems.
For Example 1 and Example 2, we obtain excellent predic-
tions that would not be possible by using a direct method
that does not take into account the multiscale nature of the
problem. In particular, our method successfully predicts a
rare transition event up to several numerical time steps in ad-
vance. Each run of the ESN/DESN incurs relatively low com-
putational cost, thanks to the use of a reservoir computing
based training technique, rather than a gradient descent based
method. This low computational cost allows us to leverage the
power of ensemble learning for the predictions.
These results demonstrate the promise of our reservoir
computing based method in predicting rare events occurring in
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TABLE VIII: Error of the predicted results and its mean value (in thick blue) for Example 3.
Scenarios Nv = 5 Nv = 8
N = 8233
N = 8231
TABLE IX: Standard deviation of the errors for Example 3. (a) N = 8233; (b) N = 8231.
(a) (b)
a wide range of dynamical systems, a problem that is of sub-
stantial interest in science and engineering. We expect the ac-
curacy of these results to improve by carefully optimizing the
hyperparameters, using a more refined training method and
other more sophisticated machine learning algorithms, at the
expense of a higher computational cost. Importantly, rather
than demonstrating only the successful results, we also high-
light the limitation of the approach when dealing with highly
complex multiscale data sets, such as that shown in Example
3. We also empirically show and discuss the sensitivity of the
method to parameters and training data. Apart from achiev-
ing successful predictions, understanding the mitigating these
issues is equally importantthese issues is equally important.
Therefore, our findings open up a range of interesting prob-
lems for future work.
We now discuss a few potential future directions. Thus far
we have applied the method to “toy examples”, where there
are two widely separated time scales. In many systems of
interest there may be more than two widely separated time
scales and the competition between them may be crucial in
triggering a rare event. The driving noise may also be mul-
tiplicative in nature. Therefore, it is important to extend the
present work to these systems. In many realistic situations,
the available time series data may be multivariate, rather than
univariate, and additionally there may be missing and/or un-
even data. It would then be important to extend our method to
treat these situations.
It is also of practical interest to apply the method presented
here to study more non-trivial yet physically relevant data
sets, such as those generated by a chaotic version of the
model in69 and/or real world data from climate science70,71.
On the other hand, because the method is based on the use
of a deep version of echo state network, a firm theoretical
understanding of the underpinnings behind such a network,
in particular its initialization (e.g., the role of randomness72)
and the generalization error, will shed light on the nature of
the prediction results. Therefore, it is important to carry out
a systematic theoretical study to understand how the network
works.
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APPENDIX: DETAILS ON TRAINING, MODEL
SELECTION AND TESTING
We adopt the following approach for training, validation
(model selection) and testing for the three examples studied
in the paper.
From a given time series for the slow variable x (consisting
of at least N + 1+M data points), we assign a training set, a
validation set (with a total of N+1 data points) and a test set
(with M data points). The training set and validation set are
the only accessible (in-sample) data and we are not allowed to
use the (out-of-sample) data in the test set, which records the
occurrence of a rare event. From these accessible data, we first
extract the driving signal according to (S1) in Algorithm III.1.
There will be N data points for the signal. We set aside the
last Nv data points of the extracted signal on the time interval
[(N−Nv)∆t,(N−1)∆t] to build a validation set, which will be
used for model selection.
For each realization of the ESN/DESN, our model selection
procedure is as follows. We employ the classical static vali-
dation scheme (see73 for details) and perform a grid search
over a pre-chosen hyperparameter space, looking for hyper-
parameter values that minimize the root mean squared error
(RMSE) on the validation set. To choose this space, we fo-
cus on optimizing over the number of reservoir elements (nxi )
in each layer, while fixing the desired spectral radius (ρ(i)des),
noise intensity (ν), and sparsity parameter (ri) to reasonable
default values. This choice is informed by the practice that op-
timizing over nx (the memory capacity) should be prioritized
over other hyperparameters37. The values of all these hyper-
parameters are not fully optimized, i.e., an exhaustive search
over the hyperparameters has not been performed. However,
good average performance is typically not found in a very nar-
row parameter range, thus a very detailed fine-tuning of pa-
rameters does not give a significant improvement and is not
necessary37. An alternative model selection procedure is the
more expensive automated Bayesian optimization approach
proposed in74.
The optimal ESN/DESN models selected by the above pro-
cedure will depend on the choice of Nv. The choice of Nv
should be guided by the size and characteristic of the accessi-
ble data: Nv needs to be sufficiently large so that the validation
error is a reliable estimate of out-of-sample error but should
be small enough, keeping in mind the amount of accessible
data and the short-term forecasting capability of ESN/DESN.
Different choices of Nv will therefore give rise to different pre-
diction models. Once an optimal model is chosen, we run the
trained network to obtain predicted values for the driving sig-
nal on the time interval [(N−Nv)∆t,(N +M)∆t] (see (S2) in
Algorithm III.1) and proceed to (S3) in Algorithm III.1. For
numerical integration in (S3), we use a Runge-Kutta method
with a uniform step size of ∆t = 0.01.
Our prediction and testing procedure is as follows. We
perform an ensemble-like prediction by repeating the above
training and model selection procedure Nens times, obtaining
Nens independently trained and optimized prediction models,
whose networks are initialized using different random seeds.
The idea of this ensemble algorithm is that independent train-
ing and model selection here produce different learners (com-
mittee of networks), learning on a diverse set of features. The
predictions of several base models built with the same algo-
rithm are then aggregated in order to improve robustness over
a single model; there may be predictions that are completely
off but these will partially cancel each other out. This in-
creases stability, lowers the variance and optimizes the over-
all predictive performance. A higher (lower) Nens gives a
more (less) confident estimator. The choice of Nens should
not be too large to minimize computational expense in train-
ing models and to avoid diminishing returns in performance
from adding more ensemble members. We choose Nens = 50
in all examples here. We have repeated the experiments with
a larger Nens of 100 but find only slight improvement in per-
formance.
Since some members of the ensemble will make better pre-
dictions than others, we expect to reduce the test error further
if we assign greater weight to some members than to others.
For this reason, we are taking weighted averaged values as
the final predicted values as follows. Let Ne f f be the number
of predicted trajectories that lie entirely inside a pre-chosen
confidence interval (which should also cover the trajectory
obtained from the validation set) around the mean predicted
trajectory on the time interval defining the validation set. The
weight ascribed to each predicted trajectory is set to 1/Ne f f
(getting a vote) if it falls entirely inside the confidence in-
terval, and zero (getting no vote) otherwise. This filters out
the outliers, leaving us with Ne f f ≤ Nens selected models that
are expected to have reasonably good short-term forecasting
capability, at least on the validation set. To compute the en-
semble average in our experiments, we choose the confidence
interval to be within 8 standard deviations of the mean pre-
dicted trajectory on the validation time interval (if none of the
predicted trajectories falls inside this region, we increase the
number of standard deviations used by one iteratively until at
least one falls inside the region).
To evaluate the quality of the predictions of the Ne f f mod-
els, we study the statistics (the mean and standard deviation)
of the difference between the predicted values and the target
(real) values. Note that alternative measures for evaluating the
predictive performance could also be considered. Our choice
of measure here, in contrast with coarse-grained metrics such
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as the percentage of predicted trajectories that display a jump
at a time close to the real one, reflects our focus on inferring
the characteristics of the whole transition path. Figure 5 shows
a schematic of our method.
The following are implementation details specific to each
example. It takes about 3-4 hours on a GPU to complete a
training and model selection session.
• Example 1. We apply Algorithm III.1-III.2 using a
shallow ESN (i.e., nL = 1 and L = 0) with nu = ny = 1,
the bias value of b = 1, and itransient = 0. The size of
the validation set is chosen to be Nv = 10 and Nv = 20.
For the grid search, the range of values that we use for
nx0 are from 600 to 740, while ρ
(0)
des = 0.7, r0 = 0.1, and
ν = 0.001.
• Example 2. We apply Algorithm III.1-III.2 using a
three-layered DESN (i.e., nL = 3, L = 2) with nu =
ny = 1, the bias value of b = 1, and itransient = 0. The
size of the validation set is chosen to be Nv = 4 and
Nv = 8. For the grid search, the range of values that we
use for nxi (for i = 0,1,2) are from 100 to 300, while
ρ(0)des = 0.6, ρ
(1)
des = 0.7, ρ
(2)
des = 0.8, r0 = r1 = r2 = 0.05,
and ν = 0.003.
• Example 3. We apply Algorithm III.1-III.2 using a
shallow ESN (i.e., nL = 1 and L = 0) with nu = ny = 1
and the bias b= 1. The first 200 data points are not used
(so t0 = 2) and the first itransient = 100 hidden states of
the ESN are discarded during training. The size of the
validation set is chosen to be Nv = 5 and Nv = 8. For
the grid search, the range of values that we use for nx0
are from 500 to 700, while ρ(0)des = 0.95, r0 = 0.1, and
ν = 0.003.
We invite interested reader to experiment with the choice
of hyperparameters using the codes provided at the website in
Data Availability.
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