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This paper is an explication of the analytic signal in the generalized case, i.e., the 
analytic signal of a generalized function and of a generalized stochastic process. 
The contributions of the author are: (1) an &-theory of distributions which, in the 
study of the analytic signal, has an advantage over the usual Schwartz-It&- 
Gel’fand theory because the Cauchy representation is defined; (2) a proof 
(Theorem 2.5) that the Schwartz distributions 6, 6+, 6- and p may be extended to 
the &case, expressions (Theorems 2.6 and 2.7) for their Hilbert and Fourier 
transforms in the &-case, and expressions (Section 2.1) for their analytic signals; 
(3) a proof (Theorem 3.3) that an orthogonal &-process, and therefore the Fourier 
transform of a second-order stationary stochastic process (Theorem 3.4), is strictly 
generalized; (4) a representation theorem (Theorem 3.5) which extends the It6 
spectral representation theorem for stationary random distributions to the 
nonspectral, nonstationary, &case; (5) expressions for the Cauchy representation 
(Theorem 3.6) and the analytic signal (Theorem 3.7) of an &process; (6) an 
expression for and the covariance kernel of the analytic signal of white noise 
(Section 3.4). The word application in the text refers to the application of 
previously developed concepts. 
I. 1~TRoDucT10N 
The analytic signal of a function or stochastic process is an important 
concept in communication theory (see, e.g., Balakrishnan [4]) and is used to 
interpret certain physical phenomena such as the coherence of optical fields 
(Mandel and Wolf [28]). Also, the concepts of a generalized function (such 
as the Dirac delta function) and a generalized stochastic process (such as 
white noise) are important in engineering and physics. Not much research 
has been done, however, on the analytic signal of such a generalized function 
or process and this is the subject of the present paper. To make such a study, 
we found it necessary to develop an L,-theory of distributions because in the 
Schwartz-IG-Gel’fand theory the Cauchy representation is not defined. 
The analytic signal y(t) of a real function f(t) is defined as, 
3(t) =.m + d(t), 
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where f(t) is the Hilbert transform off(t), 
f(x) =Gqf(t)] = $,_“, 2 dt. 
Note that f(x) is the convolution of f(t) with the function -(l/M) so that 
# may be viewed as a linear, time-invariant system (the Hilbert filter) with 
impulse response, 
h(t) = -(l/M) = i(t), 
where s(t) is the Dirac delta function. The Hilbert filter is not physically 
realizable, however, because h(t) # 0 for t < 0, but good approximations to it 
do exist (Schwartz er al. [37]). 
The Fourier transform of a function f(t) is defined as, 
F(U) = F[ f(t)] = I_“, f(t) eiwf dt. 
The following results can easily be obtained using the naive theory of 
distributions, 
&it) = J(t) - i/n& 
T[S(t)] = -i sgn(o), 
czPz?y- = -f, 
R[sin(w,t)] = cos(w, t), uo > 0, 
~[.m:(t)l = 0, w < 0, 
= 2F(w), Co > 0, 
and if f is narrow banded, 
IjQ)] = 2~ X (envelope of f(t)). 
Because of this property, the analytic signal is often referred to as the 
complex envelope as in Kailath [24]. 
II. L, DISTRIBUTIONS 
The defining conditions for the Dirac delta function are given as: 
(i) &t)=O, t#O, 
(ii) I?, s(t) dt = 1. 
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These conditions are inconsistent with the theory of Lebesgue integration 
because they state that a function which is zero almost everywhere has a 
nonzero integral. The s(t), however, is an extremely useful concept in 
engineering and physics and so it is the duty of mathematics to make it 
rigorous. This was done by Schwartz [36] in the following way: First note 
that if (i) and (ii) are valid, they imply, 
so that instead of viewing 6 as a function, it may be viewed as a functional 
defined on some function space, 
w-) =f(O>* 
This is what Schwartz did. His function space G2 is the space of all infinitely 
differentiable complex-valued functions of a real variable which have 
compact support, and G9 is endowed with an appropriate topology. A 
continuous linear functional on G2 is called a Schwartz distribution. 
Note that any locally integrable function induces a Schwartz distribution, 
but not every Schwartz distribution (e.g., 6) has such a functional represen- 
tation. Note also that a Schwartz distribution a has derivatives of all orders, 
where ar’(#) is defined as a(-$‘). This formula is derived from an integration 
by parts of an assumed functional representation. 
Some important Schwartz distributions are the following (Bremerman (81, 
Chap. 7): 
(2.4) 
Now since we are interested in the analytic signal of a generalized 
function, we are interested in its Fourier and Hilbert transforms. The Fourier 
and Hilbert transforms of a Schwartz distribution, however, are no longer 
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Schwartz distributions. For let a be a Schwartz distribution. Then ?a and 
Za are defined as; 
(LFa)(cF#) = a(#), VWW4) = aM 
i.e., Ra and Z’a are defined on Y@ and 33, respectively, rather than on 
!Z3. Also, the most natural function space for ST and 3’ is L,, rather than g, 
because of the theorems of Plancherel and Titchmarsh which state that .F 
and R are unitary transformations of L,. If we try to define a generalized 
function as a linear functional on L,, however, we run into the problem that 
the functions in L, are defined only up to L,-equivalence and not at each 
point in their domain. For example, we cannot define the delta function on 
L, as S(f) =f(O). Thus we define an L,-distribution as a transformation, 
rather than a functional, in the following way: 
Let L, denote the Hilbert space of square integrable functions with inner 
product 
(.A s> = (a fW g(f) dt 
. -cc 
and norm llfll = W) “’ Note that G c L,. It is also true that g is dense . 
in L, with respect to the norm topology. Let T, denote the translation 
operator on L,, i.e., 
T,.fW =f@ + 7). 
DEFINITION 2.1 (L2 Distribution). An L,-distribution is any continuous 
linear transformation of L, which commutes with T,. If A is an L,- 
distribution and there is a function g such that 
WW) = ICC f(t) & - 9 & .f-EL,Y 
-co 
then we say that A has the representation g or that g induces A. 
DEFINITION 2.2 (Convolution). Let a be a Schwartz distribution. The 
convolution of a with 4 E @ is defined as the function 
(a * $)(x1 = aMx - t)h 
where a, indicates that a operates on 4(x - 2) as a function of t. If A is an 
L,-distribution and there is a Schwartz distribution a such that 
A#=a*# a.e., d E a, 
then we say that A is an extension of a from g to L,, 
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Now we consider the following transformations defined on L,: 
@f)(x> =./TX> a.e. (2.5) 
(D ‘f)(x) = Fz - (1/2d) /ym ‘F+isr) dt a.e. 
(D-f)(x) = F; - (1/27ri) i”, ‘y-;s’) dt a.e. 
(Rf)(x) = FIIYJ 11; s(xt- t, dt + ja rcxt- t, dt] 
E 
a.e. (2.8) 
We wish to show that these transformations are L,-distributions and that 
they are extensions of the corresponding Schwartz distributions (2.1~(2.4). 
For this we need the following two theorems which can be found in 
Titchmarsh [4 1, pp. 30, 124, respectively]. These theorems hold for all 
-f-EL,. 
THEOREM 2.1 (Cauchy singular integral theorem). 
a.e. 
THEOREM 2.2 (Cauchy principal value theorem). 
e-10 --m (x-t)*+&* dt=!z ! 
.O” lim f(t)(x - t> -“-‘f(l), +j .m f@> dt __ a e 
-a x-t I 
. . 
x+t x - t 
Next, we need the basic facts concerning Fourier and Hilbert transforms of 
L,. These are defined as: 
(~-f)(x) = ,(Tm e2nixlf(t) dt 
GVW) = (l/n> jym g dt, 
where the first integral is a limit in mean 2 and the second is a Cauchy prin- 
cipal value. The first of the following two theorems may be found in 
Bochner-Chandrasekharan [7, p. 1121, and the second in Titchmarsh [41, p. 
1221. We recall that 9 is a unitary transformation of L, if .Y is linear, the 
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domain and range of 9 are L,, if (Ylf, Yg) = (f, g) for all f, g E L,. Since 
this implies that 
IIPf- ~41 = II Wf- dll = IV- gll 
a unitary transformation is both continuous and l-l. 
THEOREM 2.3 (Plancherel). The Fourier transform is a unitary transfor- 
mation of L, with inverse 
(F-‘f)(x) = j_“, eCznixlf(t) dt, 
thus, .F- ‘f = CFj Also, (-FL g) = (f, Fg). 
THEOREM 2.4 (Titchmarsh). The Hilbert transform is a unitary 
transformation of L, with inverse 
Also. 
.KVf = -i(sgn) .Fj 
Note that unlike 7, X is an L,-distribution because 
(&“f (t + t))(x) = (Rf (t))(x + 5). 
Nowwe state and prove the theorem. 
THEOREM 2.5. The transformations D, D ‘, D-, and R are L,- 
distributions and are extensions of the corresponding Schwartz distributions 
(2.1)-(2.4). 
ProoJ First we must show that the domain of these transformations is 
L,, i.e., that the limits in question exist for all f E L,. Note that for every 
E > 0 the integrals in question exist by the Schwartz inequality. But also note 
that if we restrict these transformations to @, we have by definition: 
W)(x) = (6 * @)(x), (2.9) 
P +4>(x) = (6 + * 4>(x), (2.10) 
(D-~)(X) = C- * 4)(x>, (2.11) 
W)(x) = @ * $)(x>. (2.12) 
But since 6, 6+, 6-, and p are Schwartz distributions, their convolutions with 
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4 E G3 exist for every X. Therefore the limits in question exist for all 4 E 2 
and for every X. But since G3 is dense in L,, these limits also exist for all 
fE L, and for almost every X. 
Next we must show that the range of these transformations i  L,. This is 
clearly true for D, the identity transformation. Also it is true for R, for we 
have: 
1 
But this is the definition of (-r&?“)(x). Hence the range of R is L, by 
Theorem 2.4. 
Consider next D + and D -. We have: 
(CD+ -D-V)(x) = (D+./-)(x) - (D-f)(x) 
which is equal a.e. to f(x) by Theorem 2.1. Also 
((D+ t D->f)(x)= (D+./)(x) + (D-f)(x) 
= yz (i/n) j.;lcl f(t)(x - t, dt 
.--co (x-t)2 t&* 
which is equal a.e. to ((i/n) Rf)(x) by Theorem 2.2. Thus we have: 
D+-D-=D 
D+ + D- = (@)R 
or 
2D+ = (i/rc)R t D 
2D- = (i/n)R - D 
so that the range of D ’ and D - is L, . 
Finally, D is clearly an L,-distribution and R is also because R = --P&Y 
Thus D+ and D- are L,-distributions and these transformations are 
extensions of the corresponding Schwartz distributions by (2.9)-(2.12). 
Q.E.D. 
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We now wish to compute the Fourier and Hilbert transforms of D, D’, 
D-, and R. 
DEFINITION 2.3 (Transform). Let A be an L,-distribution and Y’ a 
unitary tranformation of L,. The transform 44A of A is defined as 
Note that PA is a continuous linear transformation of L, since it is the 
composition of two such transformations. Also d2pA is an L,-distribution 
since it is the composition of two L,-distributions. Since ST is not an L,- 
distribution, however, jrA is not an L,-distribution. 
The following theorem, which follows easily from the definitions and 
results obtained in Theorem 2.5, gives the Hilbert transforms of the L,- 
distributions D, D+,D-, and R. To the author’s knowledge, the first three of 
these results are new (Lauwerier [27] proves the fourth result for the 
Scwhartz theory). 
THEOREM 2.6. 
2% = -( l/lr)R, 
2% + = (i/2)D - (1/2n)R, 
RD - = (i/2)D + (1/27c)R, 
GYR=~cD. 
We shall shortly give an interpretation of these transforms in terms of the 
analytic signal. But we note immediately that they give a new interpretation 
of the physical concepts (Bremermann [8, pp. 65-661): 
p * 7tid as 
The following theorem, which follows easily from the definitions and 
Theorems 2.3-2.5, gives the Fourier transforms of the L,-distributions D, 
D+, D-, and R. If g is a function, the transformation X: g is defined as 
(%F: g)f= s’gf: 
THEOREM 2.7. 
3-D =.F: 1, 
STD+ =.EZC,,toj, 
XD-=X:-Z (-oo,Q)’ 
FR = fl: -in(sgn). 
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Now in engineering and physics, the Fourier transforms of the generalized 
functions 6, 6+, 6-, and p are given as: 
These relations can be shown to agree with Theorem 2.7 in the following 
way. First, we say that a function g represents ,F-‘A iff for all fE L, we 
have 
G-W(x) = Fz II& e --2nc”’ (Ruf(x - u))(t) g(t) df a.e. 
Then it can be shown that if .++-A =.ir: g, then g represents Y-‘A or g 
represents XA, where the conjugate of an L,-distribution is defined as 
By this definition, D and R are real and 
fj+ c--J--. 
Thus we may write Theorem 2.7 as 
where s is read is represented by. Thus the Fourier transforms of our L,- 
distributions D, D ‘, D-, and R agree with the Fourier transforms of the 
generalized functions 6, 6’, 6-, and p as used in engineering and physics. 
2.1. Application to the Analytic Signal 
Before considering the analytic signal of a generalized function, we look at 
the analytic signal of a function in L,. 
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DEFINITION 2.4 (Cauchy representation). Let z = x + iy be a complex 
variable. The Cuuchy representation, f,(z), of fE L, is defined as 
f,(z) = (1/2ni) r”, e dt, Im(z) # 0. 
Note that f,(z) exists if Im(z) # 0 by the Schwartz inequality. Also f,(z) is 
analytic and of Hardy class HZ in the upper and lower complex plane so that 
the boundary functions, 
f,‘(x) = ~tnf,(x + ie) (2.13) 
f;(x) = Fzf,(x - is) (2.14) 
exist by a Fatou Theorem. The following theorem gives the spectral represen- 
tation of f,(z) (a related theorem is given in Bremermann [8, p. 821. 
THEOREM 2.8. 
f,(z) = f co e-2nirU(sTf)(u) du, Im(z) > 0, 
j 
co 
=- e -2nizu(Ff)(u) du, Im(z) < 0. 
0 
Proof: We first remark that these are ordinary Lebesgue integrals, not 
mean 2 limits or Cauchy principal values. Let Im(z) > 0. Then 
( 3-;’ l 2ni(t - z) ) (~)=Z~_~,0)(~)e-2”i’U a.e., 
where Z is the indicator function. This is proved by noting that the function 
on the right is integrable and thus its L,-Fourier transforms may be 
computed as its L,-Fourier transform (cf. Bachman [3, p. 201). This is 
! 
.O 
2nitue-2nizu du = 1 e 
-cc 27li(t - z) ’ 
Thus (i) follows and we have 
= F;’ ( 2ni(t1- z) ? c l“f(t) -1 
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= (Zc-m,o,(u) eCzxizu, (Xf)(u)) = !“, eC2niLU(,Ff)(u) du. 
The case in which Im(z) < 0 is proved similarly. Q.E.D. 
Now consider the boundry functions (2.13) and (2.14). It is an easy 
matter to check that f ,’ = D ‘f and f; = D-f so that 
f,'-f;=(D+--D-)f=Df=f a.e. (2.15) 
f,'+f; =(D+ +D-)f=(i/n)Rf=-Pf a.e. (2.16) 
DEFINITION 2.5 (Analytic signal). The analytic signal of a real function 
f E L, is defined as 
P=f+izJ 
THEOREM 2.9. The analytic signal has the following continuation to the 
complex plane (the lower continuation being analytic): 
T(z) = -( 1/7ri) i_“, z dt, Im(z) > 0, 
= -( l/rci) I”, s dt, Im(z) < 0, 
which has the following spectral representation: 
T(z) = 2 jy co eznizu(Ff )(u) du, Im(z) > 0, 
J 
.* 
= 2 e-2nizu(Rf )(u) du, Im(z) < 0. 
0 
Proof: From (2.15) and (2.16) we have 
Y=f,‘-f, -(f,’ +f,)= -2f,, 
T=f,+ -f, + (f,’ +f,)=ZfT, 
Thus, f is the lower boundary of the analytic function -2fc(z) and is the 
upper boundry of the function 2fc(z). The continuation off is therefore, 
m = 2fc(z), Im(z) > 0, 
= -2fc(z>, Im(z) < 0, 
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which give the first expression of the theorem. The spectral representation 
then follows immediately from Theorem 2.8. Q.E.D. 
We now find the analytic signals of the generalized functions D, D’, D-, 
and R. The analytic signal, however, is only defined and meaningful for a 
real function and only D and R are real as mentioned in the discussion 
following Theorem 2.7. Therefore we shall find the analytic signals of D and 





Now we recall from the introduction that twice the positive spectrum of a 
function is the Fourier transform of its analytic signal. But the spectrum of 
D is 
.9-D G 1 = I~-m,m~ 
and the analytic signal of D is 
(j=-3- 
and the spectrum of -2D- is 
.B(-2D-) G 21fo,m,), 
which is precisely twice the positive spectrum of D in agreement with this 
property of the analytic signal. A similar argument can be given for the 
analytic signal of R. 
III. &-PROCESSES 
Just as Schwartz has generalized the idea of function with the idea of 
distribution, so too have It6 1221 and Gel’fand [ 161 generalized the idea of 
random function with the idea of random distribution and this idea, also, has 
received some attention in the literature, notably in the papers of Fortet [ 141, 
Urbanik [42] and Rao [32]. 
A random distribution x is a random continuous linear functional on a, 
i.e., for each d E 9, x(4) is a random variable and x(a# + by) = 
ax(#) t bx(v) almost surely for all 4, w E ~9. Note that every continuous, 
second-order stochastic process x(t) induces a random distrubution, 
49) = ,I", x(0 $@I dt, #Eta. 
409/89/2-22 
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Random distributions are also called generalized processes and we shall 
sometimes refer to them as I&Gel’fand processes. 
Now just as the Cauchy representation of a function f(t) was necessary to 
study its analytic signal T(‘ct), so also is the Cauchy representation of a 
generalized process f necessary to study its analytic signal $ This represen- 
tation is defined as 
i.e., f,(z) is a nongeneralized random field in the upper and lower complex 
plane. But note that Ito-Gel’fand processes have no Cauchy representation 
because the function of t, 1/2ni(t - z) is not in @. It is in L,, however, and 
this is the main motivation for our definition of L,-process given below. Two 
other motivations are that there are strictly generalized processes which are 
not random distributions and the question of when a process is strictly 
generalized can be answered if L, is taken as the test function space. 
Let L,” be the space of all complex-valued functions of a real variable 
which are square integrable with respect o a measure v on the Bore1 sets of 
the real line. Let (Q, C!‘, P) be a probability space and L,(Q) the space of all 
second-order random variables X: E 1x1’ < co. 
DEFINITION 3.1 (L,“-process). An L;-process is any continuous linear 
operator 
‘u: L; -+ L,(J2) 
and it is said to be orthogonal if 
cw->7 a( g>> = CL gh f, gEG* 
The Banach space of all L,“-processes with norm 
Il’ull = sup IIXOII 
Ml= 1 
will be denoted by 5“. 
3.1. Application to Stationary Processes 
We wish to show that just as the Fourier transform of a constant function 
is a strictly generalized function, so also is the Fourier transform of a 
stationary stochastic process a strictly generalized stochastic process. To this 
end we need the following definitions and theorems: 
Let x(t) be a second-order stochastic process, i.e., E Ix(t)l* < CO for each t. 
It is called continuous if it is continuous in the L*(D) norm. It is called 
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stationary if its covariance kernel r(t, U) =2$(t) x(u) is a function only of 
(t - U) and it is called measurable if r is Lebesgue measurable. It is called 
separable if the closed linear subspace of &(a) spanned by (x(t)} is 
separable. It is said to have orthogonal increments if for every t, < t, < t, < t, 
we have 
It is called simple if there exists a finite or countable partition of the real line 
into Bore1 sets Bi and random variables Xi such that x(t) = Xi if t E Bi. Note 
that a simple stochastic process is both separable and measurable. The 
following theorem can be found in Rozanov 135, p, 91. 
THEOREM 3.1. For every separable, measurable stochastic process x(t), 
there exists a sequence {x,(t)} of simple stochastic processes uch that 
lim 11 x,(t) - x(t)11 = 0 
n 
uniformly in t. 
DEFINITION 3.2 (Bochner integral). Let x(t) be a stochastic process and 
u a measure on the Bore1 sets of the real line. The Bochner integral, 
is defined in the following way: If x(t) is simple and x(t) = Xi when t E Bi, 
then 
J . x(t) dv = 9 Xi v(Bi), i=l 
where the sum on the right means the limit of the nth partial sum in the 
L,(Q)-norm. If x(t) is not simple but is separable and measurable, then 
I x(t) dv = lim x,(r) dv, n I 
where {x,(t)} is the sequence of simple stochastic processes of Theorem 3.1. 
Now note that if x(t) is separable and measurable and such that 
II Wll E G(B) f or some Bore1 set B of finite v-measure, then the Bochner 
integral 
x(f) = j, f(t) 40 dv(O, f EL,” (3.1) 
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is an L;-process. For by the Schwartz inequality: 
Thus we say (3.1) is the L;-process induced by x(t) and if an Lqprocess is 
not induced by some x(t), it is called strictly generalized. We shall show that 
every orthogonal L;-process is strictly generalized and that the Fourier 
transform of a stationary stochastic process is an orthogonal L;-process. But 
first we need two more definitions. 
DEFINITION 3.3 (Random measure). Let 9’ be a ring of sets. A random 
measure is a function 
such that ((0) = 0 and if Ai are disjoint sets in 9, then 
The random measure [ is said to be orthogonal if EC(A) r(B) = 0 whenever 
A n B = 0, is said to be Gaussian if [(A) is Gaussian for every A E 9, and 
is said to be separable if the closed linear subspace of L,(R) spanned by 
(&I): A E 9) is separable. 
It can be shown that if ?I is an L;-process, then 
L’(B) = WA 
is a random measure on the ring of Bore1 sets B of finite v-measure (so that 
1, E Lz). Also, if x(t) is a separable, continuous stochastic process with 
orthogonal increments, it induces an orthogonal random measure on the ring 
of all finite disjoint unions of intervals [a, b), where 
I;[a, 6) = x(b) - x(a). 
If x(t) is the Wiener process (real, Guassian, orthogonal increments, and 
Ex(t) x(u) = min(t, u)), then [ is called the Wiener measure. Finally, 
theorems of Rozanov [35] and It6 [23] show that any orthogonal random 
measure [ has an associated measure v such that 
J-X(A) QB) = 44 n B) 
for all A and B of finite v-measure. 
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DEFINITION 3.4 (Wiener integral). Let C be an orthogonal random 
measure with associated measure v defined on the Bore1 sets of the real line. 
The Wiener integral of a function fE 4; with respect o < is defined in the 
following way: If f is simple, 
and if f is arbitrary, 
where {f,} is a sequence of simple functions converging to f in the L+orm. 
It follows from this definition (see, e.g., Rozanov [35, pp. 6-8) or Doob 
[ 12, pp. 426-4281) that the Wiener integral is in L*(O) and satisfies 
Ejf& j&C= j.fW. 
Also note that the Wiener integral is an L;-process, for it is linear and also 
continuous since: 
IIJ II f 4 = Ilfll. 
Now we are in a position to see why an orthogonal Ly-process ‘u is 
strictly generalized. First note that such a process is a Wiener integral 
where [ is the orthogonal random measure defined by 
W) = WB). 
Thus U(f) will have the form (3.1) iff the Radon-Nikodym derivative 
x(t) = dC/dv 
exists. That is, in this case we can write 
%(f)=j fd<= j f ;dv=j f(t)x(t)dv(t). 
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The following theorem of Rieffel (331 gives the necessary and sufficient 
conditions for the existence of the Radon-Nikodym derivative for the 
Bochner integral. 
THEOREM 3.2 (Rieffel). Let v be a measure on the Bore1 sets of the real 
line and let < be a random measure on the ring 9* of Bore1 sets offinite v- 
measure. Then there is a Bochner-integrable stochastic process x(t) = dC/dv 
such that 
4’(B) = 1 x(t) dv, BEZSW* 
B 
(1) 4 is v-continuous: v(B) = 0 + c(B) = 0. 
(2) The total variation (Cl of c is finite. 
(3) For every E > 0, B E 9 * there exists a set B, c B such that 
v(B -B,) < E and 
As,([) = {c(B’)/v(B’): B’ c B,, v(B’) > O} 
is relatively compact. 
THEOREM 3.3. An orthogonal L;-process is strictly generalized. 
ProoJ Let U be an orthogonal Li-process. Then 2I is a Wiener integral 
U(f)= I’S& fEL4 
and so 2l is strictly generalized iff d[/dv does not exist. Now note that [ is v- 
continuous. For 
v(B) = E I WI’, BE9* 
and so v(B) = 0 implies that c(B) = 0. Thus [ and v satisfy (1) but we now 
show that they fail to satisfy (3). Let B E 9* be such that v(B) > 0 and let 
E = v(B)/2. We show that there is no B, c B such that v(B -B,) < E and 
AB,(c) is relatively compact. For such a B, would satisfy 0 < v(B,) < co and 
if we let {Bi} be a countably infinite partition of B, into sets of positive 
measure, then {[(Bi)/v(Bi)} is a sequence of points of ABO(c) which can have 
no convergent subsequence because 
II(C(B;)/V(Bi)) - (C(Bj>/VCBj>>II’ = (l/V(Bi)) + (l/V(Bj)), i#j. 
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This tends to infinity as i, j -+ a, because v(B,) -+ 0 as n --P co. Hence by 
Theorem 3.2, d[/dv does not exist and so ‘?I is strictly generalized. Q.E.D. 
THEOREM 3.4. The Fourier transform of a second-order stationary 
stochastic process is a strictly generalized Lz-process, where v is the spectral 
measure of the process. 
Proof. Let x(t) be a second-order stationary stochastic process and let 
44) = jm x(t) Q(t) dry #EQ --co 
be the It&-Gel’fand process induced by x(t). Then x(4) is stationary, i.e., 
Wh x(v)> t is ranslation invariant. Hence, by the spectral representation 
theorem for stationary random distributions (Ito [ 22, Theorem 4.11): 
where 5 is an orthogonal random measure with associated measure v (the 




-m (1 +lt12jk < O” 
for some integer k (V is tempered). Thus the Fourier transform of x is given 
as 
which is seen to be a well-defined Wiener integral because for any tempered 
measure v, YCS c L;1 since the R@ are rapidly decreasing (Yosida [45, 
p. 1461). Thus we may view Fx as an L;-process 
which is strictly generalized because it is orthogonal. 
3.2. Application to White Noise 
Q.E.D. 
The canonical example of an ISGel’fand process is white noise and this 
is defined as the generalized erivative of the Wiener process w(t), 
n($> = w’(4) = -w($‘) = jmqW) dw(t), qiEcs# -* 
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This random distribution is strictly generalized because almost all sample 
functions of w(t) are almost nowhere differentiable. In fact, almost no sample 
function has bounded variation (Doob [ 12, p. 3951) and so the above 
integral cannot be interpreted as a Lebesgue-Stieltjes integral with respect to 
a sample function of w(t). It is instead defined as a stochastic integral in the 
sense of Doob ([ 12, p. 4261). But then there is no reason to restrict n to Q:, 
because the stochastic integral is defined over all of L,. Thus we may view 
white noise as an L,-process (an Lqprocess in which v is Lebesgue 
measure): 
and in view of Theorem 3.3, it is strictly generalized because it is orthogonal 
(it is a Wiener integral). Also, we may write W as 
where 5 is the orthogonal random measure induced by w(t). 
Now we find the Fourier and Hilbert transforms of W and identify the 
processes of which these are the generalized derivatives. 
DEFINITION 3.5 (Transform). Let 2I be an L;-process and P a unitary 
transformation of L;. The transform of ‘u with respect to 9 is defined as 
wqf)=~(~-'f), fE L;‘. 
Note that J&l is at&;-process. 
THEOREM 3.5 (Representation theorem). Let ‘u be an L;-process and Y 
a unitary transformation of Ly. Then there is a random measure C* such that 
WI-)= (kYf)di*> fEL;. 
Also, if 2l is orthogonal, then C* is orthogonal with associated measure v. 
Proof: We first show that any Lqprocess B is a stochastic integral with 
respect to a random measure [ and 2l is a Wiener integral iff 2l is orthogonal. 
Define c(B) = %(I,) for B E g*. Then c(B) E L,(R), c(i) = 0 and if Bi are 
disjoint sets in g*, then 
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where the limit is in the Lz-norm. This implies, by the continuity of ‘u that 5 
is countably additive on 28*. Hence, 4’ is a random measure. Now 
is true if f = 1,) B E 9” and hence is true if f is a simple function in L’;. 
Thus, by the continuity of ‘u and the definition of the stochastic integral, it is 
true for all SE L;. Now if ‘u is orthogonal, then for A, B E A?*, 
= ‘r,r,dv=v(AnB) J 
so that ( is orthogonal with associated measure V. 
Now consider the L y-process ‘?I* = 2% In view of the above, we may 
write: 
a*(f) = I’fdi* or a*(W) = ‘W-) = 1. W-) dC*, i 
where [* is the random measure on 9* defined as 
c*(B) = 21*(Zg) = U(P-‘I,). Q.E.D. 
Now from Definition 3.5 we may give spectral and quadrature white noise 
as 
!n*(j-) = 9qF-‘f), w-) = flw-‘f) 
and hence from Theorem 3.5 there exist random measures C* and [ such that 
W*(f) = jfdC*, ~(f)=(fdf 
and these L,-processes are the derivatives of the spectral and quadrature 
Wiener processes, respectively, which are given as 
G(t) = [[O, t) = W(oT- ‘Z,,& = .i_:, (-(l/z) log 17 1 ) dw(u). 
Both w*(t) and G(t) are the Wiener process in the sense that they fulfill its 
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definition but they are not equal almost surely to the Wiener process. For 
example, using the facts that 
we can show that 
I( w(t) - kqt)ll’ = 2t. 
3.3. Application to the Analytic Signal 
We wish to find the analytic signal G’(t) of white noise w’(t) and show 
that, whereas G’(t) is strictly generalized, its continuation to complex time 
has finite power. First we define the Cauchy representation of an L,-process. 
DEFINITION 3.6 (Cauchy representation). Let ‘8 be an L,-process. The 
Cauchy representation of ‘11 is defined as 
a,(z) = ‘U,(27ri(t - z) - ‘), Im(z) f 0. 
Thus a,(z) is a nongeneralized second-order random field in the upper and 
lower complex plane. 
THEOREM 3.6. Let ‘u be an L,-process and [* its spectral random 
measure 
c*(B) = ?I(. F-- ‘la), B E .itl”. 
Then 
‘II,(z) = [.a eZniru d{*(u), 
-0 
Im(z) > 0, 
= -f” e2nizu d[*(u), Im(r) < 0. 
--cc 
Proof: By Theorem 3.5 we have for Im(z) > 0, 
Wz) = ‘u, (2*i(:_z)i=!‘~(2ni(~‘-z,i dr* 
= 
J Z~o,m~(~) eZnizu d[* = (jm eZniru de*(u). ” 
The case for Im(z) < 0 is similar. Q.E.D. 
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Now the boundary processes of U,(z) may be strictly generalized, i.e., the 
stochastic integrals 
3,(x + i0) = jr eZnixu d<*(u), U,(x - i0) = -f” eZnixu d[*(u) 
. -cc’ 
may not exist because exp(2nixu) & L,. Thus we define the boundary 
processes as the L,-process equivalents of these equations. 
DEFINITION 3.7 (Boundary processes). Let B be an L,-process with 
Cauchy representation ‘S,,(z) and spectral measure c*. The upper and lower 
boundary processes of a,(z) are defined as the respective L,-processes: 
+-u.f) = fin&v)(u) 4*(u) = WY-‘&o,,,~fN 
-0 
‘Ir;(f) = -j-O (Yy-)(u) de*(u) = -‘u(~~-‘(I,-,,,,~~f)). 
--cc 
From this definition’ we obtain the properties of the boundaries of the 
Cauchy representation which are similar to the case of a function, i.e., (2.15) 
and (2.16), 
cU,‘-cU,=U, q+cu,=-ial 
and the following theorem, similar to Theorem 2.9, follows easily from 
Theorem 3.6: 
THEOREM 3.7 (Analytic signal). Let ‘11 be an L,-process with Cauchy 
representation a,(z) and spectral measure c*. Then the analytic signal 
% = ‘?I + GFII has the following continuation to complex time: 
B(z) = ‘?l,(ni(t - z)-‘) = 2 jy eZnizu dt;*(u), Im(z) > 0, 
= -%,(ni(t -z)-‘) = 2 1-O eZnizu d[*(u), Im(z) < 0. 
. -02 
3.4. The Analytic Signal of White Noise 
Let W be white noise and a(z) the random field in the complex plane 
given by Theorem 3.7. Let z, and z2 be such that Im(z,) < 0 and Im(z,) > 0. 
We compute the covariance kernel 
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recalling that !JI is orthogonal and so the expressions in Theorem 3.7 are 
Wiener integrals. We have 
where the last integral is evaluated by the method of residues. The other 
cases, Im(z,, z2) < 0 and Im(z,, ZJ > 0, are found similarly and we obtain 
k(z; - zi) and k(z, - I~), respectively. 
Thus, while R(z) is not homogeneous (stationary in complex time), the 
covariance kernel is invariant under translations of the real time axis. This 
indicates that for each fixed E > 0, the processes ‘%(t f k) are stationary. The 
covariance function of the stationary stochastic process @(t - k) is 
2i 
r,(t) = rn(u + t - ie) f@4 - i&) = ~ 




(7q + (27x)* + i (a)* + (272&)* 1 
= 2(6,(f) + &(c>), 
where s,(t) and 8,(t) are functions that satisfy 
!‘f s,(t) = 0, t # 0, 
1 -m 6,(t) dt = 1 = co, t=o, --oo 
lii &(t) = -I/m, t#o. 
Thus, in the limit, the covariance of the analytic signal is twice the analytic 
signal of the covariance, in agreement with a theorem of Dugundji [ 131 for 
nongeneralized stationary stochastic processes. 
Finally, we note that the average power in the processes %(t f ie) is 
r,(O) = l/n& 
which is seen to be finite but to approach infinity as E approaches zero. 
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CONCLUSION 
The analytical signal has been the subject of research in many studies, 
beginning with the classical papers of Gabor [ 151 and Ville (431 to the 
modern studies of Arens [2], Dugundji [13], Brown [lo], Zakai [46], 
Bedrosian [5], Kelly et al. [25], Brown [9], Kailath [24], Mandel and Wolf 
(281, and Gray [ 171. It is hoped that the present study contributes in like 
manner to the understanding of this most interesting concept. 
An idea for future research is the consideration of time as a complex 
variable in linear system theory. The consideration of time as the four the 
dimension in physics by Einstein has found pragmatic validity in experimen- 
tation and has yielded the fruit of deeper understanding of nature. This may 
be true, as well, for the adjunction of an imaginary component o time in 
linear system theory. 
Gabor [ 151 has pointed out that there are two fundamentally distinct 
approaches to the description of nature: that of time and that of frequency. 
And in both of these approaches, there is always the subliminal wonder as to 
what is real and what is imaginary. Now with the analytic signal we have 
something that is imaginary from the point of view of time, because it is a 
complex-valued function of time, but it is real from the point of view of 
frequency because it contains no negative frequencies in its spectrum. (It can 
be shown that for fE L,, (LFf)(w) = 0 for w < 0 iff f= g’ for some g E L, .) 
Now suppose we are strong advocates of the frequency point of view and we 
regard only analytic signals as phenomenologically real functions. Then 
white noise presents a most interesting phenomenon if we are willing to let 
time have an imaginary component. For in the upper and lower complex 
time planes, analytic white noise exists (has finite power) and it is only on 
the real time axis (which, after all, may be a pure fiction) that analytic white 
noise possesses only mathematical existence. 
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