Some Properties of the Phase Diagram for Mixed $p$-Spin Glasses by Jagannath, Aukosh & Tobasco, Ian
ar
X
iv
:1
50
4.
02
73
1v
2 
 [m
ath
.PR
]  
22
 D
ec
 20
15
SOME PROPERTIES OF THE PHASE DIAGRAM FOR MIXED p-SPIN
GLASSES
AUKOSH JAGANNATH AND IAN TOBASCO
Abstract. In this paper we study the Parisi variational problem for mixed p-spin glasses with
Ising spins. Our starting point is a characterization of Parisi measures whose origin lies in the
first order optimality conditions for the Parisi functional, which is known to be strictly convex.
Using this characterization, we study the phase diagram in the temperature-external field plane.
We begin by deriving self-consistency conditions for Parisi measures that generalize those of de
Almeida and Thouless to all levels of Replica Symmetry Breaking (RSB) and all models. As a
consequence, we conjecture that for all models the Replica Symmetric (RS) phase is the region
determined by the natural analogue of the de Almeida-Thouless condition. We show that for
all models, the complement of this region is in the RSB phase. Furthermore, we show that the
conjectured phase boundary is exactly the phase boundary in the plane less a bounded set. In the
case of the Sherrington-Kirkpatrick model, we extend this last result to show that this bounded set
does not contain the critical point at zero external field.
1. Introduction
In this paper we consider the Parisi functional, which is defined as follows. Let ξ0(t), called the
model, be ξ0(t) =
∑
p≥2 β
2
pt
p and let ξ(t) = β2ξ0(t). The Parisi functional is given by
(1.0.1) P(µ; ξ0, β, h) = uµ(0, h) − 1
2
ˆ 1
0
ξ′′(s)µ[0, s]sds
where µ ∈ Pr([0, 1]) is a probability measure on the unit interval and uµ is the unique weak solution
of the Parisi PDE:
(1.0.2)

∂tuµ(t, x) +
ξ
′′
(t)
2
(
∂xxuµ(t, x) + µ [0, t] (∂xuµ(t, x))
2
)
= 0 (t, x) ∈ (0, 1) × R
uµ(1, x) = log cosh(x)
Here β is a positive real number and h is a non-negative real number, and β and h are called the
inverse temperature and external field respectively. We assume that there is a positive real number
ǫ such that ξ0(1 + ǫ) <∞. The solution uµ can be shown [12] to be continuous in space and time
and is unique in the class of weak solutions with essentially bounded weak derivative. The basic
properties of the solution of this PDE are summarized in Sect. 8.1.
The study of the Parisi functional is important to the study of mean-field spin glasses. The strict
convexity of this functional was conjectured by Panchenko [14] and proven by Auffinger and Chen
in [3]. (For an alternative proof see [12].) Other properties of this functional were studied in the
mathematics literature by Talagrand in [22, 23, 25], Auffinger and Chen in [3, 4], and Chen in [7].
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A question of particular significance is the nature of the minimizer of the variational formula
(1.0.3) F (ξ0, β, h) = min
µ∈Pr([0,1])
P(µ; ξ0, β, h)
as β and h vary. The region in the (β, h) plane where this measure consists of one atom is called the
“Replica Symmetric” (RS) phase; the complement of this region is called the “Replica Symmetry
Breaking” (RSB) phase; the region where it consists of k + 1 atoms is called the “k-step Replica
Symmetry Breaking” (kRSB) phase; and the region where it has either infinitely many atoms or a
part that is absolutely continuous with respect to the Lebesgue measure is called the “Full Replica
Symmetry Breaking” (FRSB) phase. (That the measure has no continuous singular part was first
rigorously shown in [4].) The phase diagram of the Parisi functional was first explored from the
variational standpoint in the mathematics literature by Auffinger and Chen in [4] in the case h = 0.
The importance of these questions to the field of mean field spin glasses and the meaning of the
above terminology is explained in more detail in Sect. 2.
The starting point of this paper is a characterization of the minimizer of (1.0.3) which is based
on the following elementary observations. First, the tangent space of Pr([0, 1]) equipped with the
weak topology is naturally included in the space of finite signed measures M ([0, 1]) with the same
topology, so that the derivative of a functional of the form (1.0.1) in the direction of σ is given by
〈δPµ, σ〉 = 〈Gµ, σ〉
for some continuous bounded functionGµ. Then, since P is strictly convex, the first order optimality
conditions lead to the conclusion that minimizers are characterized by the equation
µ({x : Gµ(x) = minGµ(x)}) = 1.
This is explained in Sect. 1.3. Using this characterization, we present self-consistency conditions
for the minimizer when β and h are in a given phase. We then present a detailed study of the phase
boundary between the RS and RSB regimes. Specifically, we present a conjecture for general models
which can be seen to generalize the stability conditions obtained by de Almeida and Thouless using
replica theoretic techniques [8] in the case of the Sherrington-Kirkpatrick model (ξ0(t) = t
2/2). We
resolve this conjecture in a large portion of the (β, h) plane for general models. These results are
based on a quantitative study of asymptotics of gaussian integrals as the covariances and mean
diverge. This will be explained in Sect. 1.3.
1.1. Statement of main results. Before we state the main results we need the following technical
definitions. We call the minimizer of (1.0.3) a Parisi measure. That this measure is unique was first
proven in [3]. An alternative proof is provided in [12]. Define the function Gµ for any µ ∈ Pr [0, 1]
and h ≥ 0 by
(1.1.1) Gµ (t) =
ˆ 1
t
ξ′′ (s)
2
(
EX0=h
[
u2x (s,Xs)
]− s) ds,
where u solves the Parisi PDE (1.0.2) with measure µ, and Xs solves the Auffinger-Chen SDE
(1.1.2) dXs = ξ
′′ (s)µ [0, s] ux (s,Xs) ds+
√
ξ′′ (s)dWs.
The properties of this SDE are summarized in Sect. 8.
We begin with the following useful characterization of the optimizer.
Proposition 1.1. µ is a Parisi measure if and only if
(1.1.3) µ({t : Gµ(t) = minGµ}) = 1.
2
Furthermore, if µ is a Parisi measure, it must satisfy the self-consistency conditions,
(1.1.4)
{
Ehu
2
x(q,Xq) = q
ξ′′(q)Ehu2xx(q,Xq) ≤ 1
for all q ∈ suppµ.
Remark 1.2. In the case that µ is 1-atomic and ξ corresponds to SK, (1.1.4) are exactly the
conditions of de Almeida and Thouless [8]. See Sect. 2 for a brief discussion.
Remark 1.3. These results and others from Sect. 3 were independently obtained by Chen in [7]. In
order to make this presentation self-contained, we present an alternative approach in Sect. 3.
Remark 1.4. A characterization similar to (1.1.3) was obtained by Talagrand in [21] for the related
spherical mixed p-spin glass model, and used by Auffinger and Chen in [4] to prove Full RSB for a
subclass of such models. The self-consistency conditions can be derived using the work of Talagrand
[22, 23], where he states the result in the case of k-atomic measures and even p, and the work of
Toninelli [26] where he works with the SK model and 1-atomic measures. In particular, the self-
consistency conditions can be seen as a generalization of Toninelli’s work as well as a generalization
of the conditions of de Almeida and Thouless, to the case of general models and general levels of
RSB, even full.
Remark 1.5. Note that an immediate consequence of the self-consistency conditions is that if we
let β∗ = 1√
ξ′′0 (1)
, then the region β ≤ β∗ is in the RS phase (see Lemma 4.3).
The remainder of this subsection is regarding our results on the RS to RSB phase transition.
We use the following notation throughout. Let Z denote a standard Gaussian random variable and
define
(1.1.5)
Q∗(β, h) = {q ∈ [0, 1] : E tanh2(
√
ξ′(q)Z + h) = q}
α(q, β, h) = ξ′′(q)Esech4(
√
ξ′(q)Z + h)
α(β, h) = min
q∈Q∗
α(q, β, h)
q∗(β, h) = max {q ∈ Q∗ : α(β, h) = α(q, β, h)}.
By a continuity argument one can show that Q∗(β, h) is closed, q∗ ∈ Q∗(β, h), and α(β, h) =
α(q∗, β, h). We call the level set α(β, h) = 1 the generalized AT-line. There are many subtle
questions regarding these quantities, for example, “is the set α = 1 a curve?”, “is the set Q∗ a
singleton?”. For a short discussion regarding these questions see Sect. 8.7. We remark here that a
consequence of our methods of proof is that there will be only one q in Q∗ with α(q) = α, in the
region of (β, h) where they apply.
With this in mind, we state our conjecture regarding the RS phase. Let
(1.1.6) AT = {(β, h) : α(β, h) ≤ 1},
and
RS = {(β, h) : the Parisi measure is 1-atomic}.
Conjecture 1.6. We have the equality
AT = RS.
Remark 1.7. In [8], de Almeida and Thouless derived this characterization of the RS phase for the
SK model using a replica theoretic stability analysis. The above conjecture is a natural generaliza-
tion of their characterization to all mixed p-spin glass models. We note, however, that there are
arguments in the literature, e.g. [15], pertaining to other spin glass models which suggest that such
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a conjecture may not be true at this level of generality. Furthermore a comparison of Figures 1a and
1c with known results from [4] casts doubt on this conjecture in the setting of “non-uniformly par-
abolic models”, where ξ′′0 (0) = 0. Analytical and numerical evidence suggests that this conjecture
should hold at least in the setting of “uniformly parabolic models”, where ξ′′0 (0) > 0.
We begin by observing the following.
Theorem 1.8. For any model ξ0, RS ⊂ AT .
Our main result regarding the RS to RSB phase transition for general models is as follows.
Theorem 1.9. For any model ξ0 and positive external field h0 > 0, there is a βu such that for
β ≥ βu and h ≥ h0, the region α ≤ 1 is in the RS phase. That is,
AT ∩ {β ≥ βu, h ≥ h0} ⊂ RS.
Furthermore, if ξ′′0 (0) > 0, then we can take h0 = 0.
Remark 1.10. We note here that our proof is quantitative. In particular, one could calculate βu for
which the statement holds.
Remark 1.11. It is still mysterious as to why “uniform parabolicity”, ξ′′0 (0) > 0, has such a dramatic
effect on this variational problem. For our arguments, the key difference is in the nature of an a
priori lower bound on q∗, specifically Lemma 6.2 and the remark thereafter.
Finally we have the following technical result, which is crucial to the proof of the main theorem
above. In this result, we show that a region that is sufficiently buffered away from, but parallel to
the conjectured boundary at α = 1 is in the RS phase. This allows us to assume a lower bound on
α and to focus our efforts on the region near the generalized AT line. Let Λ0 = (π
2 − 3)/(6√2π).
Proposition 1.12. For any model ξ0,
(1.1.7) {h > 0, α ≤ 2
3
ξ′′0 (q∗)
ξ′′0 (1)
(
1− Λ0ξ
′′
0 (1)
β(ξ′0(q∗))3/2
)
} ⊂ RS.
A relatively straightforward argument shows that for any β0 there is an h1 such that the region
[0, β0]× [h1,∞) is in the RS phase (See Sect. 8.6). The set in the temperature-external field plane
on which the above bounds fail is then upper bounded in temperature and external field, and is
thus bounded. Furthermore if ξ′′(0) > 0, then the temperatures for which the arguments fail are
also lower bounded.
1.1.1. The Sherrington-Kirkpatrick model. As an example of our techniques, we now discuss how
our results relate to the Sherrington-Kirkpatrick model. In this case, it is known [10, 25] that at
positive external field, h > 0, or high temperature, β < 1, Q∗ is a singleton. The question of
whether or not α = 1 is a curve is still a difficult question. This is explained in Sect. 8.7.
In this case, recall that βu from Theorem 1.9 does not depend on h0. Also note that β∗ = 1 in
this case. Combining the above results with Lemma 4.4, which concerns the region near the critical
point (β, h) = (1, 0), we get the following improvement.
Theorem 1.13. For the SK model, there are βu, h1 > 0 such that
AT ∩ {β ≥ βu or β ≤ βu, h ≥ h1 or β ≤ 3/2} ⊂ RS.
We note that the region in which this theorem applies does not contain the critical point (β, h) =
(1, 0). See Figure 1 for a schematic diagram of the optimal region for our arguments.
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(a) (b)
(c) (d)
Figure 1. Figure 1a is a schematic of where we know RS for the SK model (ξ0(t) =
t2/2) in the coordinates (T, h) where T = 1β is the temperature. The red region
denotes the region above 1/β∗. The blue region denotes the region where we know
RSB. The green region is where we know RS. The blue curve is the curve from
Proposition 1.12, the black line (furthest to the left) is the line from Theorem 1.9,
and the green line (the second from the left) is the line from Theorem 1.13. We
note here that the aforementioned blue curve is asymptotically equivalent to the
AT line in these coordinates. Figure 1b is a plot of the level sets α = const. for
various values of α ≤ 1. The main idea of our analysis is to study the problem
along individual level sets, and to compare with a “limiting” problem at β, h =∞.
Figures 1c-1d are the same as the above for the pure 4-spin model ξ0(t) = t
4/4.
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1.3. Outline of proofs of main results and discussion.
1.3.1. Optimality conditions for Parisi measures. We begin our analysis by deriving necessary and
sufficient conditions for a measure µ to satisfy
min
Pr[0,1]
P = P (µ) .
To this end, we show that, in an appropriate sense, the variational derivative of P is given by
δPµ = Gµ,
where Gµ is given by (1.1.1). Under this interpretation of G, one readily gets (1.1.3) from the first
order optimality condition:
〈δPµ, σ〉 ≥ 0
for all σ = µ˜−µ, µ˜ ∈ Pr[0, 1]. The remainder of Proposition 1.1 follows from basic principles. This
is presented in Sect. 3.
1.3.2. A shift of viewpoint. For the remainder of this section, we focus on the question of the RS
phase for mixed p-spin glass models, and in particular on the resolution of Conjecture 1.6.
It is natural to expect “high temperature”-like (RS) behavior when β is small and h is large.
(This is proven in Section 8.6.) The main difficulty is to understand the region near the phase
boundary where β is large and h is moderate. At the heart of our analysis is the idea that one
should study the problem along the level sets α = const. This provides us with a useful scaling
relation between β and h which allows us to probe the region up to the phase boundary even in
the regime where β, h are large.
1.3.3. Dispersive estimates of Gaussians. With the above discussion in mind, we see that we will
need good control of physical quantities, e.g. q∗, when α = const. as β becomes large. Such
quantities will generically be given by expectations of functions of the Auffinger-Chen process
(1.1.2). We thus need estimates of such expectations as the variance and mean of the process,
effectively given by β2 and h respectively, diverge. Our main tool will be a technique to develop
such estimates, which we call dispersive estimates of Gaussians.
Dispersive estimates of Gaussians study the asymptotics of Gaussian integrals of the form
Ef(Xt)
with Xt ∼ N (µ(t),Σ(t)) ∈ Rd, where some of the eigenvalues of Σ(t) diverge in the limit t → ∞.
The main idea is best encapsulated by the simple observation that as σ →∞,
σ
e−
x2
2σ2 dx√
2πσ2
→ dx√
2π
in the sense of distributions. The goal of dispersive estimates is to quantify the rate of convergence
of 〈
f, σ
e−x
2/2σdx√
2πσ2
〉
→
〈
f,
dx√
2π
〉
,
under minimal assumptions on f . Notice that if there is a mean h which is also diverging, then the
curves (σ, h(σ)) of the form
σe−
1
2(
h
σ )
2
= constant
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are identified. For the problem at hand, these curves are asymptotically of the form α = const.
The main technical difficulty arises in higher dimensions. Here we will have a one parameter
family of such processes (Xθt ) where the non-diverging eigenvalues of Σ
θ will vanish as θ → 0. The
goal will be to obtain estimates that are uniform in θ. This is explained in Sect. 5.
1.3.4. The long time argument. We now outline the proof of Theorem 1.9. We begin by manipu-
lating Gδq∗ to show that if
ξ′′ (y)Eh
[
u2xx (y,Xy)
]− 1 ≤ 0 ∀y ≥ q∗,
then the model is RS where u is the Parisi PDE solution corresponding to δq∗ and Xt is the
corresponding SDE solution. Using Itoˆ’s lemma for u2xx, we then show, after further manipulation,
that it suffices to show that
Eh
(
4sech4(Xt)− 6sech6(Xt)
) ≤ −c · O(1/β2)
uniformly for t ∈ [q∗, 1]. That the expectation is negative to order β−2 can be seen to be true at the
point t = q∗ using the 1-d dispersive estimates in Sect. 5. In order to obtain this uniform estimate,
however, one needs the full power of 2-d dispersive estimates. After re-parameterizing the interval
t ∈ [q∗, 1] in such a way that it remains constant along the level sets, we obtain this result using
the estimates from Sect. 5.2. This allows us to compare the problem along the level sets with a
“limiting” problem at β =∞. These results are presented in Sect. 7.
1.3.5. The 2/3-AT line argument. We now outline the proof of Proposition 1.12. Instead of studying
the sets α = const., we consider the region α ≤ 2/3−oβ(1). Let q∗ be as in (1.1.5). By manipulating
the expression for Gδq∗ , we show in Lemma 6.1 that the region of phase space for which
ξ′′(y)(1 − q∗) ≤ 1 ∀ y ≥ q∗
is in RS. Using the 1-d dispersive estimates from Sect. 5, we identify the left hand side at y = q∗
as 32α to leading order in β. Thus in a region α ≤ 2/3 − oβ(1), we can conclude Proposition 1.12.
These results are presented in Sect. 6.
1.3.6. Outline of paper. The remainder of the paper is organized as follows. In Sect. 3 we present
the derivation of the optimality conditions. In Sect. 4, we present preliminary results on the RS
phase. In Sect. 5, we present the dispersive estimates. In Sect. 6, we present the “2/3 argument”.
In Sect. 7 we present the “long time” argument. Sect. 8 is an appendix which contains various
technical remarks.
2. Background and relation to previous results
The importance of (1.0.3) comes from the study of mixed p-spin glass models, which are defined
as follows. Consider the hypercube ΣN = {−1, 1}N with Hamiltonian
HN (σ) = H
′
N(σ) + h
∑
i≤N
σi
where H ′N is the centered Gaussian process on ΣN with covariance
EH ′N(σ
1)H ′N (σ
2) = Nξ((σ1, σ2)/N))
where ξ = β2ξ0 and ξ0 is the model. Define the corresponding partition function
ZN =
∑
σ
e−HN (σ)
and Gibbs measure
GN (σ) =
e−HN (σ)
ZN
.
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It was predicted by Parisi and proven by Talagrand [23] and Panchenko [18] that the thermody-
namic limit of the intensive free energy of a mixed p-spin glass is given by the variational formula
(2.0.1) lim
N→∞
1
N
logZN = min
µ∈Pr([0,1])
P(µ; ξ0, β, h) + log 2 a.s.
For a concise introduction to the proof of this formula, see [16, 17].
The minimizer of this formula is thought of as the order parameter of the system and is expected
to be (related to) the limiting mean measure of the overlap R12 which is defined by
R12 =
(σ1, σ2)
N
where σ1 and σ2 are drawn independently from GN are called replica. This conjectured relationship
can be proven for a large class of models [17]. For the particular case of the RS regime, this is known
in wider generality. For example, if at least two of the β′ps are non-zero with even p, this follows
from an integration by parts [17, Theorem 3.7], Jensen’s inequality, and a version of Talagrand’s
positivity principle [25, Chap. 14.12]. In the case of SK, where our theorem applies, this is a
consequence of the same integration by parts argument combined with [25, Theorem 13.7.8].
A remarkable property of spin glasses which is exhibited in these systems is the breakdown of
strong law of large numbers type behavior at low temperature of the overlap. (For an example
of this in a more classical probabilistic setting see [2, 6, 5].) At sufficiently high temperature and
external field, one expects the overlap distribution to be a Dirac mass at a point depending on β
and h by the law of large numbers. At sufficiently low temperature and external field, however,
one expects the model to have unusual behavior: the limiting overlap distribution should be non-
degenerate. This breakdown of the law of large numbers is called “the breaking of the replica
symmetry” in the physics literature [13].
The RS to RSB transition is the most studied aspect of the phase diagram in the literature, and
constitutes the bulk of this paper. In [8], de Almeida and Thouless performed a stability analysis
of the Replica Symmetric solution of the Sherrington-Kirkpatrick (SK) model, and concluded that
it is valid in a region defined by the self-consistency conditions from Proposition 1.1. In particular,
they concluded that the phase boundary is given by the curve α = 1, which is now called the AT
line.
The rigorous study of this phase transition was initiated by Aizenman, Leibowitz, and Ruelle in
[1] where they showed that at sufficiently high temperature (β ≤ 1) and zero external field (h = 0)
the SK model is in the RS phase. In [26], Toninelli showed that below the AT line, the model is
RSB. Guerra [10] and Guerra-Toninelli [11] showed that for a generalization of the SK model, the
RS phase is contained in the region above the AT line by deriving a Hamilton-Jacobi equation for
the free energy in certain coefficients of the Hamiltonian. Talagrand showed [20] that the model is
in the RS phase in a region whose boundary is conjectured to coincide with the AT line, using a
technique which is related to his technique of 2-d Guerra bounds. An alternative characterization
of the RS phase by Talagrand [25] is the region where the minimum value of the Parisi functional
among one- and two-atomic measures is the same. In light of [3], this is a clear consequence of the
strict convexity of the Parisi functional [7]. An analogous question was studied for related models
in [15]. All of these aforementioned results, with the exception of [7, 26], were from the perspective
of calculating the left hand side of (2.0.1) and did not use the variational formulation since the
equality (as well as the strict convexity) had yet to be rigorously proven.
The bulk of this paper is devoted to the study of the generalization of the AT line conjecture
described above for general mixed p-spin glass models which reduces to the AT line problem for
the cases mentioned above. Theorem 1.9 shows that the AT line is exactly the phase boundary at
sufficiently low temperature for all models including, for example, the SK model. Proposition 1.12
shows that a large portion of the region above the AT line is Replica Symmetric at moderate and
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high temperatures. In the case of the SK model, Theorem 1.13 coupled with the above verifies RS
in the region above the AT line less a bounded set which does not contain the critical point at zero
external field.
3. First variation formula and optimality conditions
We derive necessary and sufficient conditions for a measure µ to satisfy
min
Pr[0,1]
P = P (µ) .
To do so, we make precise the idea that if µt is a path in Pr[0, 1] starting at the minimizing measure
µ0 = µ then
d
dt
+
P(µ0) ≥ 0.
After calculating the first-variation δP, we derive optimality conditions which characterize Parisi
measures, as well as self-consistency conditions for a model to be kRSB. As an application, we
prove that all models are RSB below the (generalized) AT line.
3.1. First variation of the Parisi functional. In the following, we work with the weak topology
on M [0, 1], the Radon measures. We metrize Pr [0, 1] in the relative topology using the metric
d (µ, ν) =
ˆ 1
0
|µ [0, s]− ν [0, s]| ds.
Let us denote the duality pairing of C [0, 1] with M [0, 1] by
〈φ, µ〉 =
ˆ
[0,1]
φdµ.
Definition 3.1. We call a path of measures µt : [0, 1]→ M [0, 1] weakly differentiable if the weak
limit
lim
ǫ→0
1
ǫ
(µt+ǫ − µt) = µ˙t ∈ M
exists for all t ∈ (0, 1), in which case we call µ˙t the weak derivative of µt. We call µt right weakly
differentiable at t = 0 if the weak right limit exists.
We now compute the first variation of P. The motivation for the proof is as follows. Since the
Parisi functional is the sum of the Parisi PDE solution u corresponding to µ and a linear term,
P (µ) = u (0, h) − L (µ) ,
the difficulty lies only with understanding u. Consider the formal variation of the solution δu with
respect to a variation in the measure δµ. Differentiating the Parisi PDE in µ we find
(∂t + Lt,µ) δu+ ξ
′′
2
δµu2x = 0,
where Lt,µ is the infinitesimal generator for the Auffinger-Chen SDE (1.1.2) with measure µ. One
then recovers δu using Itoˆ’s lemma, and a rearrangement and integration by parts then suggests
the formula for G from (1.1.1).
We will need the following notation: if a function f : [0, 1]→ R is right differentiable at x ∈ [0, 1)
we denote the right derivative as
d
dx
+
f (x) = lim
y→x+
f (y)− f (x)
y − x .
We denote the left derivative similarly by ddx
−
f .
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Lemma 3.2. Let µt : [0, 1] → Pr [0, 1] be weakly differentiable. Then the function t → P (µt) is
differentiable, and
d
dt
P (µt) = 〈Gµt , µ˙t〉
for all t ∈ (0, 1). If µt is right weakly differentiable at t = 0 then t→ P (µt) is right differentiable
at t = 0 and
d
dt
+
P (µ0) = 〈Gµ0 , µ˙0〉 .
Proof. We prove the result by establishing an inequality of the form
|P (µ˜)−P (µ)− 〈Gµ, µ˜ − µ〉| ≤ Cd2 (µ˜, µ)
for all µ˜, µ ∈ Pr [0, 1]. In the following, C(ξ) will denote a constant depending only on ξ which may
change between lines.
With this in mind, let µ˜, µ ∈ Pr [0, 1] and u˜, u be the corresponding Parisi PDE solutions. Let
Xs solve the Auffinger-Chen SDE corresponding to µ and let Lt,µ be the infinitesimal generator.
Then if δ = u˜− u,
(∂t + Lt,µ) δ = −ξ
′′
2
(
(µ˜[0, t] − µ[0, t]) u˜2x + µ[0, t]δ2x
)
weakly with final time data δ (1, x) = 0. By the regularity given in Sect. 8.1 we have the represen-
tation
δ (0, h) = EX0=h
ˆ 1
0
ξ′′ (s)
2
[
(µ˜ [0, s]− µ [0, s]) u˜2x (s,Xs) + µ [0, s] δ2x (s,Xs)
]
ds.
Therefore by Fubini’s theorem,
δ (0, h)−
〈ˆ 1
t
ξ′′(s)
2
EX0=h
(
u2x(s,Xs)
)
ds, µ˜− µ
〉
= EX0=h
ˆ 1
0
ξ′′ (s)
2
[
(µ˜ [0, s]− µ [0, s]) (u˜2x − u2x) (s,Xs) + µ [0, s] δ2x (s,Xs)] ds.
Note that the results in Sect. 8.1 give that
||u˜2x − u2x||∞ ∨ ||δx||∞ ≤ C (ξ) d (µ˜, µ) ,
so that by the triangle inequality we have that
|δ (0, h)−
〈ˆ 1
t
ξ′′(s)
2
EX0=h
(
u2x(s,Xs)
)
ds, µ˜− µ
〉
| ≤ C (ξ) d2 (µ˜, µ) .
Applying Fubini’s theorem to the linear term in the Parisi functional, we have that
L (µ) =
〈ˆ 1
t
ξ′′ (s)
2
s ds, µ
〉
.
Therefore, by the definition of Gµ in (1.1.1) and the linearity of L, we have the inequality
|P (µ˜)− P (µ)− 〈Gµ, µ˜− µ〉| ≤ C (ξ) d2 (µ˜, µ) .
Now we prove the claims. Given µt : [0, 1]→ Pr [0, 1] we have that
|1
ǫ
(P (µt+ǫ)− P (µt))−
〈
Gµt ,
µt+ǫ − µt
ǫ
〉
| ≤ C (ξ) 1
ǫ
d2 (µt+ǫ, µt)
by the above. Since the weak convergence of (µt+ǫ − µt) /ǫ in M implies the bound d (µt+ǫ, µt) /ǫ ≤
C, we immediately conclude that
lim
ǫ→0
1
ǫ
(P (µt+ǫ)− P (µt)) = 〈Gµt , µ˙t〉 .
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The proof of right-differentiability at t = 0 is the same. 
Definition 3.3. We call the function Gµ defined in (1.1.1) the first-variation of P at µ, and we
write
δP (µ) = Gµ.
If µt : [0, 1]→ Pr [0, 1] is weakly differentiable (right weakly differentiable at t = 0) we refer to
δµ˙tP (µt) = 〈Gµt , µ˙t〉
as the (one-sided) variation of P at µt in the direction of µ˙t.
We finish this section with a particularly useful example.
Example 3.4. Let µ, µ˜ ∈ Pr [0, 1] and define the mixing variation
µθ = µ+ θ (µ˜− µ) , θ ∈ [0, 1] .
The path µθ is linear and therefore weakly differentiable (right weakly differentiable at θ = 0), and
the weak derivative (right weak derivative) is given by
µ˙θ = µ˜− µ, θ ∈ [0, 1).
3.2. Optimality conditions. We establish necessary conditions on the first-variation δP at a
minimizing measure. As the Parisi functional is convex, these conditions are also sufficient.
Lemma 3.5. The measure µ ∈ Pr [0, 1] minimizes the Parisi functional if and only if for every
right weakly differentiable path µt with µ0 = µ, µ˙0 = σ we have
δσP (µ) ≥ 0.
Furthermore, µ minimizes the Parisi functional if and only if for every mixing variation
µθ = µ+ θ (µ˜− µ) , θ ∈ [0, 1] , µ˜ ∈ Pr[0, 1],
we have
δµ˜−µP (µ) ≥ 0.
Proof. Suppose that µ minimizes P, i.e.,
P (µ˜)− P (µ) ≥ 0
for all µ˜ ∈ Pr [0, 1]. Let µt be right weakly differentiable with µ0 = µ and µ˙0 = σ, then by Lemma
3.2 and the definition of δP we find that
δσP (µ) = d
dt
+
P (µ0) ≥ 0.
On the other hand, if µ does not minimize P there exists a distinct µ˜ ∈ Pr [0, 1] with
P (µ˜)− P (µ) < 0.
Consider the mixing variation µθ defined above, and note that µ˙0 = µ˜ − µ. By Lemma 3.2, the
function θ → P (µθ) is right differentiable at θ = 0. By the convexity of P and the linearity of this
variation, we see that θ → P (µθ) is convex. It immediately follows that
d
dθ
+
P (µ0) = inf
θ∈(0,1]
P (µθ)− P (µ)
θ
,
and hence that
δµ˜−µP (µ) = d
dθ
+
P (µ0) ≤ P (µ˜)− P (µ) < 0.

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We refer to the following as the optimality conditions which µ must satisfy to be the Parisi
measure.
Corollary 3.6 (optimality conditions). The measure µ ∈ Pr [0, 1] minimizes the Parisi functional
if and only if
µ ({t : minGµ = Gµ (t)}) = 1.
Proof. By Lemma 3.5 and the definition of δP (µ), we see that µ ∈ Pr[0, 1] minimizes the Parisi
functional if and only if for every µ˜ ∈ Pr[0, 1] we have that
0 ≤ 〈Gµ, µ˜− µ〉 = 〈Gµ, µ˜〉 − 〈Gµ, µ〉 .
The claim follows immediately. 
As a result of Corollary 3.6, we can prove that the class of mixing variations involving adding a
single atom is enough to test for optimality.
Corollary 3.7. The measure µ ∈ Pr [0, 1] minimizes the Parisi functional if and only if for every
mixing variation of the form µθ = µ+ θ (δq − µ), θ ∈ [0, 1], q ∈ [0, 1], we have
δδq−µP (µ) ≥ 0.
Proof. By the definition of δP (µ), the claim is that µ minimizes if and only if
0 ≤ 〈Gµ, δq − µ〉 = Gµ(q)− 〈Gµ, µ〉 ∀ q ∈ [0, 1],
and this is equivalent to the statement given in Corollary 3.6. 
3.3. Self-consistency conditions for minimizers. We give two preliminary results on the sup-
port of the minimizing measure. Then we derive self-consistency conditions for Parisi measures.
Lemma 3.8. 1 is not in the support of the minimizer.
Proof. If 1 is in the support, then Gµ (1) = min Gµ by Corollary 3.6 so that
d
dt
−
Gµ (1) ≤ 0. By the
definition of Gµ in (1.1.1), we find that
ξ′′(1)
2
(Eh tanh
2(X1)− 1) ≥ 0,
which is absurd. 
Lemma 3.9. If h 6= 0, then 0 is not in the support of the minimizer. In fact, if µ is minimizing
u2x (0, h) ≤ inf suppµ.
Proof. Given the inequality, we observe that h 6= 0 implies 0 /∈ suppµ. Indeed, by even symmetry
of u(t, ·) we have that ux(0, 0) = 0, and by the results of Sect. 8.1 we have that uxx > 0.
Now we prove the inequality. Call y = inf suppµ. By Corollary 3.6, we have that Gµ (y) =
min Gµ, and therefore
Gµ (y)−Gµ (y + ǫ) ≤ 0
for sufficiently small ǫ > 0. By the definition of Gµ, y+ǫ
y
ξ′′ (s)
2
(
Ehu
2
x (s,Xs)− s
)
ds ≤ 0,
hence there exists t ∈ (y, y + ǫ) with
Ehu
2
x (t,Xt) ≤ t.
Using Itoˆ calculus (see Sect. 8.2), we have that
d
ds
Ehu
2
x (s,Xs) = ξ
′′ (s)Ehu2xx (s,Xs) ≥ 0,
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hence
u2x (0, h) ≤ y + ǫ
for sufficiently small ǫ > 0. This proves the result. 
Using these results, we can derive the following set of self-consistency conditions that Parisi
measures must satisfy. Note by the definition of Gµ in (1.1.1) and Itoˆ calculus (see Sect. 8.2) we
know that Gµ ∈ C2.
Corollary 3.10 (Consistency conditions). If µ minimizes the Parisi functional,
G′µ (y) = 0 G
′′
µ (y) ≥ 0
and
Eh
[
u2x (y,Xy)
]
= y ξ′′ (y)Eh
[
u2xx (y,Xy)
] ≤ 1
for all y ∈ suppµ. (At y = 0 the derivatives are understood to be right-derivatives.)
Remark 3.11. This result can be used to generate self-consistency conditions for a model to be
kRSB. As the solution to the Parisi PDE can be described explicitly in the case of k-atomic
measures via the Cole-Hopf transformation, in principle these conditions can be checked. We
discuss the simplest case k = 1 in greater detail in Sect. 3.4.
Proof. Let µ be minimizing and recall that by Corollary 3.6, we know Gµ is minimized on suppµ.
Using Itoˆ calculus (see Sect. 8.2) we have that
G′µ (y) = −
ξ′′ (y)
2
(
Eh
[
u2x (y,Xy)
]− y)
G′′µ (y) = −
ξ′′′ (y)
2
(
Eh
[
u2x (y,Xy)
]− y)− ξ′′ (y)
2
(
ξ′′ (y)Eh
[
u2xx (y,Xy)
]− 1)
for all y ∈ [0, 1], where in the cases y = 0 and y = 1 we understand the derivatives as right and left
derivatives respectively. Therefore the claims follow immediately at every y ∈ suppµ ∩ (0, 1) and
we only need to check the cases y = 1 ∈ suppµ and y = 0 ∈ suppµ.
By Lemma 3.8 the case y = 1 never occurs. Let y = 0 ∈ suppµ, then by Lemma 3.9 we have
that h = 0. Therefore
d
dy
+
Gµ (0) = −ξ
′′ (0)
2
u2x (0, 0) = 0
as desired, while
d
dy
+ ( d
dy
+
Gµ
)
(0) = −ξ
′′ (0)
2
(
ξ′′ (0) u2xx (0, 0) − 1
)
.
Since Gµ(0) = min Gµ and
d
dy
+
Gµ(0) = 0 we have that
d
dy
+
(
d
dy
+
Gµ
)
(0) ≥ 0. Therefore,
ξ′′ (0) u2xx (0, 0) ≤ 1.

3.4. Proofs of Proposition 1.1 and Theorem 1.8. We now prove Proposition 1.1 and Theorem
1.8. We begin with the first, which we restate for the convenience of the reader.
Proposition. 1.1 µ is a Parisi measure if and only if
µ({t : Gµ(t) = minGµ}) = 1.
Furthermore, if µ is a Parisi measure, it must satisfy the self-consistency conditions,{
Ehu
2
x(q,Xq) = q
ξ′′(q)Ehu2xx(q,Xq) ≤ 1
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for all q ∈ suppµ.
Proof. This follows immediately from combining Corollary 3.6 and Corollary 3.10. 
We turn to Theorem 1.8. We will require the following facts.
Fact 3.12. For all t ≥ sup suppµ, the solution u of the Parisi PDE satisfies
u(t, x) = log cosh(x) +
1
2
(
ξ′(1)− ξ′(t)) ux(t, x) = tanh(x)
uxx (t, x) = sech
2(x) uxxx (t, x) = −2 tanh x · sech2(x)
For all t ≤ inf suppµ, the solution Xt of the Auffinger-Chen SDE with initial data X0 = h satisfies
Xt = h+
ˆ t
0
√
ξ′′(s)dWs.
Theorem. 1.8 For any model ξ0, RS ⊂ AT .
Proof. If the minimizer is µ = δq, then by the consistency conditions Corollary 3.10 and Fact 3.12
we find that
E tanh2(
√
ξ′(q)Z + h) = q
ξ′′ (q)Esech4(
√
ξ′(q)Z + h) ≤ 1.
Therefore by the definitions of Q∗ and α in (1.1.5), we conclude that q ∈ Q∗ and α ≤ 1. This
completes the proof. 
4. The RS phase
In this section we present a preliminary analysis of Conjecture 1.6. We begin by presenting some
reductions of the question. We then analyze the problem for moderate temperatures.
Recall the definition of q∗ and α from (1.1.5). By the optimality conditions in Corollary 3.6,
Gδq∗ (q∗) = miny Gδq∗ (y)
if and only if δq∗ is the minimizer. To prove the required equality, we first note that Gδq∗ is non-
increasing on [0, q∗]. The problem reduces to showing that Gδq∗ is non-decreasing on [q∗, 1], which
is implied by certain conditions related to derivatives of Gδq∗ .
Notation. Before we begin we introduce the following notation that will be used throughout Sects.
4, 6, and 7. Since these sections refer only to the setting of RS, we will always take µ = δq∗ in
these sections. To this end, we suppress the dependence of u, its derivatives, Gδq∗ , and
Xt on δq∗. Furthermore, we will make frequent use of the following function:
(4.0.1) g(y) = Eh
[
u2x (y,Xy)
]− y.
We note here that as a consequence of Itoˆ’s lemma (Sect. 8.2),
(4.0.2) g′(y) = ξ′′(y)Eh
[
u2xx (y,Xy)
]− 1.
Again, though the function g can be defined for general µ, for the remainder of this paper it will
always be understood with µ = δq∗ . For the reader more familiar with the notation of [24, 25],
please see Sect. 8, specifically (8.3.1).
We begin with the following preliminary lemma.
Lemma 4.1. Suppose (β, h) ∈ AT .
(1) We have that
Gδq∗ (y) ≥ Gδq∗ (q∗) , y ≤ q∗.
(2) If in addition α < 1, then q∗ is a local minimizer for Gδq∗ .
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Proof. To prove 1, we will show that G′ (y) ≤ 0 for y ≤ q∗. Note that by the definition of g in
(4.0.1), it suffices to show that
g(y) ≥ 0 ∀y ≤ q∗.
Since g(q∗) = 0, it is enough to check that g′ ≤ 0 for y ≤ q∗. By (4.0.2) and Itoˆ’s lemma (Sect.
8.2), we have that
g′ (y) = ξ′′(y)Eh[u2xx(q∗,Xq∗)]− ξ′′(y)
ˆ q∗
y
ξ′′ (t)Eh
[
u2xxx (t,Xt)− 2µ [0, t] u3xx (t,Xt)
]
dt− 1.
Then, since α ≤ 1, ξ′′ is increasing, y ≤ q∗, and µ = δq∗ ,
g′ (y) ≤ ξ′′(q∗)Eh[u2xx(q∗,Xq∗)]− 1− ξ′′(y)
ˆ q∗
y
ξ′′ (t)Eh
[
u2xxx (t,Xt)
]
dt
≤ ξ′′(q∗)Eh[u2xx(q∗,Xq∗)]− 1 ≤ 0.
To prove 2, note that by the definition of G in (1.1.1), and the definitions of q∗ and α in (1.1.5)
we get that
G′δq∗ (q∗) = 0 and G
′′
δq∗ (q∗) > 0.

By a similar argument we get the following potential strategies for studying the AT line conjec-
ture.
Lemma 4.2. If one of the following holds:
(1) g(y) ≤ 0 for all y ≥ q∗
(2) g′(y) ≤ 0 for y ≥ q∗,
then
G(y) ≥ G(q∗), y ≥ q∗.
In particular, if (β, h) ∈ AT and one of the above holds, then (β, h) ∈ RS.
4.1. Preliminary results at moderate temperatures. In this section we present some prelim-
inary observations.
Lemma 4.3. If ξ′′(1) ≤ 1, then (β, h) ∈ RS.
Proof. Recall the definition of g in (4.0.1) and the formula for g′ given in (4.0.2). Using the fact
that |uxx| ≤ 1 (Sect. 8.1) and that ξ′′ is non-decreasing, we conclude that
g′(y) = ξ′′(y)Eh[u2xx(y,Xy)]− 1 ≤ ξ′′(1)− 1.
The result follows from Lemma 4.2. 
Lemma 4.4. For the SK model,
{(β, h) : α ≤ 1, β ≤ 3/2} ⊂ RS.
Remark 4.5. This shows that the AT line is the RS to RSB phase boundary for the SK model in the
(β, h)-plane even for β ≤ 3/2. Note that this upper bound is larger than the critical temperature
at h = 0. This suggests that the (β, h) = (1, 0) critical point is not identified in these analyses
for models with ξ′′(0) > 0. Indeed one can extend this argument to such models in a case-by-case
fashion. For example, it will hold if ξ′′′(1) is sufficiently small with respect to ξ′′(1). We believe
the criticality as ξ′′(0) → 0 is highly nontrivial. As the reader will see, the argument breaks down
when ξ′′(0) = 0.
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Proof. Recall that ξ′′(t) = β2 in the SK model. Let g be as in (4.0.1), and recall by Lemma 4.2
that it is enough to prove that g′ ≤ 0 for y ≥ q∗. By (4.0.2), we have that g′ = β2f − 1 where
f(y) = Eh[u
2
xx(y,Xy)].
Using Itoˆ’s lemma (Sect. 8.2), the fact that µ = δq∗ , and that u satisfies the equations from Fact
3.12,
f ′(y) = β2Eh
[
4sech4(Xy)− 6sech6(Xy)
]
, ∀ y > q∗.
It immediately follows from an application of Jensen’s inequality that f satisfies the differential
inequality
f ′ ≤ 2β2(2f − 3f3/2).
Note the following comparison principle: if for each x, y → φ(y, x) solves the ordinary differential
equation
(4.1.1) φ′ = 2β2(2φ− 3φ3/2) ∀ y > q∗
with initial condition φ(q∗, x) = x, then
f(y) ≤ φ(y, f(q∗)) ∀ y ≥ q∗.
We now complete the proof by a case analysis. Suppose that f(q∗) ≤ 4/9. Since the constant
4/9 is a stationary solution of (4.1.1), the comparison principle gives that f(y) ≤ 4/9 for y ≥ q∗.
Hence,
g′(y) = β2f(y)− 1 ≤ β2 4
9
− 1 ≤ 0.
Now suppose that f(q∗) > 4/9. Note that the solution φ(y, f(q∗)) to (4.1.1) is non-increasing in
y. Thus, the comparison principle implies that f(y) ≤ f(q∗) for all y ≥ q∗. It follows from the
definitions of f and α that
g′(y) ≤ g′(q∗) = α− 1 ≤ 0.
In either case, we have that g′(y) ≤ 0 for all y ≥ q∗. 
5. Dispersive estimates of Gaussians
In the first subsection, we develop the dispersive estimates that we need when d = 1. In the
second subsection, we develop the dispersive estimates that we need in d = 2. In the following, we
always use the Fourier transform with normalization
fˆ(k) =
1
(2π)d/2
ˆ
f(x)e−i〈k,x〉dx.
5.1. Dispersive estimates in 1-d. In this subsection, we take d = 1. We begin with the following
soft lemma.
Lemma 5.1. Let Z be a standard Gaussian and let f ∈ L1(dx)∩L2(dx). For any sequence (σ, h(σ))
where σ →∞,
lim sup
σ→∞
σEf(h+ σZ) =
e−
1
2
lim inf(hσ )
2
√
2π
ˆ
f(x)dx
Proof. Note that
Ef (h+ σZ) =
1
σ
〈
ei
h
σ
xfˆ
(x
σ
)
,
e−x
2/2
√
2π
〉
L2(dx)
.
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Since fˆ ∈ C0(R), we can apply the dominated convergence theorem to conclude that
lim sup
σ→∞
〈
ei
h
σ
xfˆ
(x
σ
)
,
e−x2/2√
2π
〉
L2(dx)
= lim sup
σ→∞
fˆ (0)
〈
ei
h
σ
x,
e−x2/2√
2π
〉
L2(dx)
= fˆ (0) e−
1
2
lim inf(hσ )
2
.

We now quantify the rate of convergence of σEf (h+ σZ) as σ → ∞. In the following, let
E = {f : f ∈ L1((x2 ∨ 1)dx), f(x) = f(−x)}.
Lemma 5.2. Suppose that f ∈ E. We have that
|σEf (h+ σZ)− e
− 1
2(
h
σ )
2
√
2π
ˆ
f (x) dx| ≤ 1
2
1√
2π
1
σ2
||f ||L1(x2dx).
Proof. Note that by density, it suffices to check this for f ∈ L2(dx)∩L1((x2∨1)dx). By the triangle
inequality,
|
〈
ei
h
σ
xfˆ
(x
σ
)
,
e−x
2/2
√
2π
〉
L2(dx)
− fˆ (0) e− 12(hσ )
2
| ≤
ˆ
|fˆ
(x
σ
)
− fˆ (0)|e
−x2/2
√
2π
dx.
Since f is even,
fˆ
(x
σ
)
− fˆ (0) = 1√
2π
ˆ
f (y)
(
ei
x
σ
y − 1
)
dy =
1√
2π
ˆ
f (y)
(
cos
(x
σ
y
)
− 1
)
dy
so that
|fˆ
(x
σ
)
− fˆ (0)| ≤ 1
2
1√
2π
x2
σ2
||f ||L1(x2dx)
since |1− cos θ| ≤ 12θ2. Therefore
|
〈
ei
h
σ
xfˆ
(x
σ
)
,
e−x
2/2
√
2π
〉
L2(dx)
− fˆ (0) e− 12(hσ )
2
| ≤ 1
2
1√
2π
1
σ2
||f ||L1(x2dx).

This result shows that the curves
σe−
1
2(
h
σ )
2
= const.
are distinguished for problems of the above type. This is made more clear by the following corollary.
Corollary 5.3. Suppose that f, g ∈ E. Assume that ´ f 6= 0 and that limσ→∞ σ2Ef (h+ σZ) is
finite. Then
lim
σ→∞
σ2Ef (h+ σZ)´
f (x) dx
= lim
σ→∞
σe−
1
2(
h
σ )
2
√
2π
.
Furthermore,
lim
σ→∞
Eg (h+ σZ)
Ef (h+ σZ)
=
´
g´
f
.
Proof. The assumption that
lim
σ→∞ σ
2Ef (h+ σZ) = a ∈ R implies that lim
σ→∞
σe−
1
2(
h
σ )
2
√
2π
ˆ
f (x) dx = a
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by the lemma above. Then by that same lemma,
σ2Eg (h+ σZ) =
σe−
1
2(
h
σ )
2
√
2π
ˆ
g (x) dx+ o (1) = a
´
g (x) dx´
f (x) dx
+ o (1) .

We end this section with the following observation.
Corollary 5.4. Assume that f, g ∈ E and ´ f 6= 0. Then
|σ2Eg (h+ σZ)−
´
g´
f
· σ2Ef (h+ σZ)| ≤ 1
2
1√
2π
1
σ
( ||f ||L1(y2dy)
|´ f | ||g||L1(dx) + ||g||L1(y2dy)
)
.
Proof. Recall that by Lemma 5.2
|σ2Eg (h+ σZ)− σe
− 1
2(
h
σ )
2
√
2π
ˆ
g (x) dx| ≤ 1
2
1√
2π
1
σ
||g||L1(y2dy).
Similarly, by Lemma 5.2 we get that
|σe
− 1
2
(h
σ
)2
√
2π
− σ
2Ef (h+ σZ)´
f
| ≤ 1
2
√
2πσ
||f ||L1(y2dy)
|´ f | .
Note that
|σ2Eg (h+ σZ)−
´
g´
f
· σ2Ef (h+ σZ)| ≤ |σ2Eg (h+ σZ)− σe
− 1
2(
h
σ )
2
√
2π
ˆ
g (x) dx|
+ |σe
− 1
2
(h
σ
)2
√
2π
− σ
2Ef (h+ σZ)´
f
| · ||g||1.
Combining this with the above two estimates gives the result. 
5.2. Dispersive estimates in 2-d. In this subsection, we develop higher dimensional analogues
of the previous results. As we will only use the d = 2 result, and as we think it is illustrative of
the heart of the matter, we focus only on this case. The setting of this subsection is substantially
different from the previous in scope, thus with the eventual application of these results in mind,
we organize this subsection as follows. We begin by stating the main result in full generality. We
then focus on a special case that clarifies the nature and form of these estimates. This result will
not be used in the proof of the main results of this paper, but has the added benefit of simplifying
the application of these results under an additional hypothesis (to be introduced in Sect. 6).
We begin by stating the main theorem and its proof. Suppose that we have a family of positive-
definite linear operators on R2 and vectors in R2 indexed by some set T , {(Σ (t) ,m(t))}t∈T , where
Σ (t) = λ1 (t) v1 ⊗ v1 (t) + λ2 (t) v2 ⊗ v2 (t)
with ||vi||2 = 1, v1 ⊥ v2. Suppose that {wi} is an orthonormal frame in R2 and let ν be a positive
real number.
Define the set T• = T ∪ {∞}, and extend the family of eigenvalues and eigenvectors to t ∈ T• by
(5.2.1) λ1(t) =
{
λ1(t) t ∈ T
ν t =∞ λ2(t) =
{
λ2(t) t ∈ T
∞ t =∞ vi(t) =
{
vi(t) t ∈ T
wi t =∞.
For t ∈ T•, let
(5.2.2) a(y; t) =
{
〈m(t), v1(t)〉+ λ1/21 y t ∈ T
ν1/2y t =∞.
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Definition 5.5. The Gt-transform of f for t ∈ T• is
(5.2.3) Gt[f ](x) = E [f (a (Z; t) v1(t) + xv2(t))]
where the expectation is in Z where Z is a standard Gaussian.
Given f ∈ L1(R2, dx) and the frame {wi}, we define the bracket of f with respect to {wi} by
(5.2.4) 〈f〉 (x) =
ˆ
f(xw1 + yw2)dy.
Now we can state our 2-d dispersive estimates. Define the remainder
(5.2.5) R (t) = λ
1/2
2 I −
e
− 1
2
m22
λ2√
2π
E
[
〈f〉
(
ν1/2Z
)]
for all t ∈ T , where
I = Ef
(
m+
√
ΣZ
)
, and mi = 〈m, vi〉 , i = 1, 2,
and where Z is a standard Gaussian vector. Define the errors
(5.2.6) ∆1(t) = ||Gt[f ]−G∞[f ]||L1(dy) and ∆2(t) = ||Gt[f ]−G∞[f ]||L1(|y|dy).
Define the family of linear maps A(t) : R2 → R2 by
(5.2.7) A(t) = λ
1/2
1 v1 ⊗ e1 + v2 ⊗ e2
for t ∈ T•, where {ei} is the standard basis. Finally, let A = {f : f ∈ L1(||x||2 ∨ 1dx) ∩
L2(dx), f(x) = f(−x)}. In the following, we let ||A|| denote the Frobenius norm.
Theorem 5.6. Let f ∈ A. Then for all t ∈ T ,
(5.2.8) |R| ≤ 1
λ2
1
2
√
2π
||G∞[f ]||L1(|y|2dy) +
e
− 1
2
m22
λ2√
2π
∆1 +
1
π
1
λ
1/2
2
∆2.
Suppose furthermore that f ∈ Lip(R2) and has exponential decay
|f (x)| ≤ c1e−c2||x||2
for some constants c1, c2 > 0. Let c = max{
√
2
c2
,
(√
2
c2
)2}. Then for every M ≥ 2 we have the
estimates
∆i(t) ≤ Lip(f)
[
||A(t)−A(∞)||
(
M3(1 +
4
M
1− e−M2/2√
2π
)
)
+M2|m1|
]
+4c1c
[
e−
M
c (M + 1) + e−
M2
2
]
.
Finally we have that ||G∞[f ]||L1(|y|2dy) ≤ C(f) <∞.
Proof. The first part is the content of Lemma 5.11. The second part is the content of Corollary
5.16. The last part comes from the exponential decay of f . In particular, since f has exponential
decay, f = f(uw1 + vw2) is in the anisotropic Lebesgue space f ∈ L∞(du)L1(v2dv) = B, so thatˆ
|G∞[f ][v]|v2dv =
ˆ
|
ˆ
f(ν1/2uw1 + vw2)e
−u2/2du/
√
2π|v2dv
≤
ˆ ˆ
|f(ν1/2uw1 + vw2)|v2dve−u2/2du/
√
2π
≤ ||f ||B .

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5.2.1. A Motivating Example: T = R+. In this setting we consider the specific example where
T = R+. To this end, fix ν > 0 and for each ν let Tν = R+. Suppose that for each ν, we have a
one-parameter family {Σ (t)}t∈Tν of symmetric positive-definite matrices
Σ (t) = λ1 (t) v1 ⊗ v1 (t) + λ2 (t) v2 ⊗ v2 (t)
with ||vi||2 = 1, v1 ⊥ v2, and a one-parameter family {m (t)}t∈Tν of vectors in R2.
Assume further that as t→ +∞:
• {v1, v2} → {w1, w2}
• λ1 → ν, λ2 → +∞
• 〈m, v1〉 → 0.
Nominally, the goal of higher dimensional dispersive estimates is to study the asymptotics of
Ef
(
m(t) +
√
Σ(t)Z
)
,
in this limit where Z is a standard Gaussian vector. In particular, we seek to develop estimates that
depend on the asymptotic spectral properties of Σt. The main technical difficulty that presents
itself is in obtaining estimates that are uniform in ν as ν → 0.
The reader will observe that in 1-d the essential idea is that by inverting, i.e. by moving to
Fourier space and rescaling, the large noise limit becomes a small noise limit, so that we are in
the classical setting of concentration of measure. When searching for the analogous estimates in
higher dimensions, one is tempted to “invert in every direction”, thereby finding estimates that are
in terms of the norm of Σ−1/2. This will inevitably lead to issues as ν → 0. Put simply, if one seeks
mixed large noise-small noise limits, one cannot simply work in physical or Fourier space alone.
The main idea behind these results is that one should only invert in the directions that disperse
and use the regularity of f to obtain estimates that are uniform in the remaining variables.
Now we prove the analog of Lemma 5.1. These results will not be used in the subsequent. Instead
they are motivational. The reader will observe that the decision not to invert in both directions is
reflected by the iterated Gaussian-bracket structure of the integral in Proposition 5.9, and by the
appearance of ν in the argument of the integrand. We begin by observing the following bounds.
Lemma 5.7. Under the assumptions of Section 5.2.1, the operators Gt : L1(R
2, dx) → L1(R, dx)
satisfy
||Gt|| ≤ 1√
2πλ1(t)
.
In particular since λ1 → ν > 0, they are uniformly bounded in t. Furthermore, Gt → G∞ in the
strong operator topology.
Remark 5.8. Similar estimates are true for L1(R
2, (||x||k ∨ 1)dx), and L2 as well. Note that if
f(uv1 + wv2) ∈ Lu∞Lw1 we get that Gt has Lu∞Lw1 → L1 norm at most 1.
Proposition 5.9. Let f ∈ L1
(
R2, dx
) ∩ L2 (R2, dx). We have that
lim sup λ
1/2
2 Ef
(
m+
√
ΣZ
)
=
e
− 1
2
lim inf
m22
λ2√
2π
E
[
〈f〉
(
ν1/2Z
)]
where 〈f〉 is defined in (5.2.4) and Z is a standard normal random variable.
Remark 5.10. The reader will observe that there is a more elementary proof of this result. The
extra effort will be rewarded in the proceeding as it will allow us to read off the proof of Theorem
5.6 with ease, as in the 1-d case.
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Proof. Fix t ∈ T . Since {v1, v2} is an eigenbasis for Σ and an orthonormal basis for R2, we have
that
m+
√
ΣZ =
(
〈m, v1〉+ λ1/21 〈Z, v1〉
)
v1 +
(
〈m, v2〉+ λ1/22 〈Z, v2〉
)
v2,
and
I =
ˆ
R2
f
((
〈m, v1〉+ λ1/21 y1
)
v1 +
(
〈m, v2〉+ λ1/22 y2
)
v2
)
e−
1
2
|y|2 dy
2π
.
Thus we can write I as an iterated integral,
I =
〈
Gt[f ](〈m, v2〉+ λ1/22 y2),
e−
1
2
|y2|2
√
2π
〉
L2(dy2)
.
Now we can apply 1-d Fourier methods. Introduce the dual variable k2 ↔ y2 and apply Plancherel
to get that
(5.2.9) λ
1/2
2 I =
〈
e
ik2
〈m,v2〉
λ
1/2
2 Ĝt[f ]
(
k2
λ
1/2
2
)
,
e−
1
2
k22√
2π
〉
.
We want to take t→ +∞.
By assumption, we have that a (y1; t)→ ν1/2y1 pointwise. We also have that
Gt[f ](y2)→ G∞[f ](y2) = E
[
f
(
ν1/2Zw1 + y2w2
)]
in L1 (dy2) by Lemma 5.7. As ∧ : L1
(
R1
) → C0 (R1) continuously, it follows that Ĝt[f ]→ Ĝ∞[f ]
uniformly. Therefore
Ĝt[f ]
(
k2
λ
1/2
2
)
→ Ĝ∞[f ] (0)
pointwise. By the bounded convergence theorem, we then get that
lim sup λ
1/2
2 I = lim sup
〈
e
ik2
〈m,v2〉
λ
1/2
2 Ĝ∞[f ] (0) ,
e−
1
2
|k2|2
√
2π
〉
L2(dk2)
= e
− 1
2
lim inf
(
〈m,v2〉
λ
1/2
2
)2
Ĝ∞[f ] (0) .
Finally,
Ĝ∞[f ] (0) =
1√
2π
ˆ
G∞[f ] (y2) dy2 =
1√
2π
E
[
〈f〉
(
ν1/2Z
)]
.

5.2.2. Proof of Main Estimate in General Setting.
Lemma 5.11. Let f ∈ A. Then for all t ∈ T ,
(5.2.10) |R| ≤ 1
λ2
1
2
√
2π
||G∞[f ]||L1(|y2|2dy2) +
e
− 1
2
m22
λ2√
2π
∆1 +
1
π
1
λ
1/2
2
∆2.
Remark 5.12. Since the operators are converging strongly, we expect the last two terms to vanish
as t→∞, though we expect the rates of convergence to depend on the regularity of f . Note, that
these expressions will explode as ν → 0 in general. Upon adding mild regularity requirements on
f , however, we see that these expressions remain bounded as ν → 0. Furthermore the righthand
side immediately reduces to the 1-d estimates from Lemma 5.2 when
• v2 = w2 (so that v1 = w1)
• λ1 = ν = 0
• m1 = 0.
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Indeed, under these stronger assumptions you get Gt = G∞ = R where R is the restriction operator
in the direction of w2, and the lemma becomes
|λ1/22 I −
e
− 1
2
m22
λ2√
2π
〈f〉 (0)| ≤ 1
λ2
1
2
√
2π
||G∞[f ]||L1(|y2|2dy2)
which is exactly the 1-d dispersive bound.
Proof. Fix t ∈ T and let λi, mi be their values at t. Recall R from (5.2.5). As in the proof of
Proposition 5.9 (specifically (5.2.9)), observe that
R =
〈
e
ik2
m2
λ
1/2
2
(
Ĝt[f ]
(
k2
λ
1/2
2
)
− Ĝ∞[f ](0)
)
,
e−
1
2
|k2|2
√
2π
〉
L2(dk2)
=
〈
e
ik2
m2
λ
1/2
2
(
Ĝt[f ]
(
k2
λ
1/2
2
)
− Ĝt[f ] (0)
)
,
e−
1
2
|k2|2
√
2π
〉
+
〈
e
ik2
m2
λ
1/2
2
(
Ĝt[f ](0) − Ĝ∞[f ] (0)
)
,
e−
1
2
|k2|2
√
2π
〉
= E1 + E2.
For E1, write
Ĝt[f ]
(
k2
λ
1/2
2
)
− Ĝt[f ](0) = 1√
2π
ˆ
Gt[f ](y2)
(
e
−i k2
λ
1/2
2
y2
− 1
)
dy2
=
1√
2π
ˆ
(Gt[f ](y2)−G∞[f ](y2))
(
e
−i k2
λ
1/2
2
y2
− 1
)
dy2 +
1√
2π
ˆ
G∞[f ](y2)
(
e
−i k2
λ
1/2
2
y2
− 1
)
dy2
= δ1 + δ2.
Now
|δ1| ≤ 1√
2π
|k2|
λ
1/2
2
||Gt[f ](y2)−G∞[f ](y2)||L1(|y2|dy2),
and
δ2 =
1√
2π
ˆ
G∞[f ](y2)
(
cos
(
k2
λ
1/2
2
y2
)
− 1
)
dy2
because G∞[f ](y2) = G∞[f ](−y2) by the assumptions on f . Therefore
|δ2| ≤ 1
λ2
|k2|2
2
√
2π
||G∞[f ]||L1(|y2|2dy2).
Combining the above and using the triangle inequality yields
|E1| ≤
〈
|δ1|+ |δ2|, e
− 1
2
|k2|2
√
2π
〉
≤ 1
π
1
λ
1/2
2
||Gt[f ]−G∞[f ]||L1(|y|dy) +
1
λ2
1
2
√
2π
||G∞[f ]||L1(|y2|2dy2).
(Here we used that the first absolute moment of a standard Gaussian is
√
2/π.)
For E2, write
|E2| = e−
1
2
m22
λ2 |Ĝt[f ](0)− Ĝ∞[f ](0)| ≤ e
− 1
2
m22
λ2√
2π
||Gt[f ]−G∞[f ]||L1(dy).
Adding the bounds for E1, E2 and rearranging gives the claim. 
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5.2.3. Rates of convergence from energy estimates. In this subsection we will be concerned with
computing estimates on the errors ∆i. For ease of reading, and with applications in mind, we
assume in this section that
w1 =
(−1, 1)√
2
and w2 =
(1, 1)√
2
.
The reader will observe that as the inequalities in Theorem 5.6 are rotationally invariant, we can
assume this without loss of generality. In this subsection, we assume that t ∈ T .
In this subsection, we assume that f ∈ Lip (R2) and has exponential decay
|f (x)| ≤ c1e−c2||x||2
for some constants c1, c2 > 0. Let
dµ1 = dγ (y1)⊗ dy2 and dµ2 = dγ (y1)⊗ |y2|dy2.
where dγ(x) is the standard Gaussian measure on R and define the measures
κi (K) =
ˆ
K
||y||2 dµi (y) and υi (K; t) =
ˆ
R2\K
e−c2||A(t)y+m1v1||2 + e−c2||A(∞)y||2 dµi (y)
for K ∈ B.
Lemma 5.13. For f as above and t ∈ T ,
∆i(t) ≤ Lip (f) (||A(t)−A(∞)|| · κi (K) + |m1(t)| · µi (K)) + c1υi (K; t) , i = 1, 2.
Proof. Let λi, mi be their values at t ∈ T . We have that
∆1 = ||E
[
f (a (Z; t) v1 + y2v2)− f
(
ν1/2Zw1 + y2w2
)]
||L1(dy2)
=
ˆ
|
ˆ (
f
((
m1 + λ
1/2
1 y1
)
v1 + y2v2
)
− f
(
ν1/2y1w1 + y2w2
)) e−y21/2√
2π
dy1| dy2
and
∆2 = ||E
[
f (a (Z; t) v1 + y2v2)− f
(
ν1/2Zw1 + y2w2
)]
||L1(|y2|dy2)
=
ˆ
|
ˆ (
f
((
m1 + λ
1/2
1 y1
)
v1 + y2v2
)
− f
(
ν1/2y1w1 + y2w2
)) e−y21/2√
2π
dy1||y2| dy2.
The errors satisfy
∆i ≤
ˆ
|f (A(t)y +m1v1)− f (A(∞)y)| dµi (y) , i = 1, 2.
Since f is Lipschitz,
|f (A(t)y +m1v1)−f (A(∞)y)| ≤ Lip (f) ||(A(t)−A(∞)) y+m1v1|| ≤ Lip (f) (||A(t)−A(∞)|| · ||y||+ |m1|)
so thatˆ
K
|f (A(t)y +m1v1)− f (A(∞)y)| dµi (y) ≤ Lip (f)
(
||A(t) −A(∞)||
ˆ
K
||y|| dµi (y) + |m1|µi (K)
)
= Lip (f) (||A(t)−A(∞)|| · κi (K) + |m1| · µi (K)) .
By the exponential decay of f , we get thatˆ
R2\K
|f (A(t)y +m1v1)− f (A(∞)y)| dµi (y) ≤
ˆ
R2\K
|f (A(t)y +m1v1)|+ |f (A(∞)y)| dµi (y)
≤ c1
ˆ
R2\K
e−c2||A(t)y+m1v1|| + e−c2||A(∞)y|| dµi (y) = c1υi (K; t) .
as desired. 
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The next step is to optimize over K.
Lemma 5.14. (The υi estimates.) Let c = max{
√
2
c2
,
(√
2
c2
)2
}. Then if K = [−M,M ]2 and M ≥ 1,
we have that
υi(K(M); t) ≤ 4
[
ce−
M
c (M + 1) + ce−
M2
2
]
.
Proof. Write
dµi = dγ(y1)⊗ dℓi(y2)
where dℓ1(y) = dy and dℓ2 = |y|dy, and recall that
υi(K) =
ˆ
Kc
e−c2||A(t)y+m1v1||2 + e−c2||A(∞)y||2dµi.
Note that
||A(t)y +m1v1||2 ≥ 1√
2
(
|m1 + λ1/21 y1|+ |y2|
)
||A(∞)y||2 ≥ 1√
2
(
ν1/2|y1|+ |y2|
)
by the ℓ1 − ℓ2 norm inequality, so that
υi(K) ≤
ˆ
Kc
e
− c2√
2
(
|λ1/21 y1+m1|+|y2|
)
+ e
− c2√
2
(ν1/2|y1|+|y2|)dµi ≤ 2
ˆ
Kc
e
− c2√
2
|y2|dµi.
By Gaussian concentration,ˆ
Kc
e
− c2√
2
|y2|dµi ≤ 2
[ˆ
R
ˆ ∞
M
e
− c2√
2
|y2|dℓi(y2)dγ(y1) +
ˆ
R
ˆ ∞
M
e
− c2√
2
|y2|dγ(y1)dℓi(y2)
]
≤ 2
[
1 ·
ˆ ∞
M
e
− c2√
2
w
dℓi(w) + e
−M2
2
ˆ ∞
0
e
− c2√
2
w
dℓi(w)
]
= I.
Note that we have the inequalitiesˆ ∞
0
e
− c2√
2
w
dℓi(w) ≤ c and
ˆ ∞
M
e
− c2√
2
w
dℓi(w) ≤ ce−
M
c (M + 1)
so that
I ≤ 2
[
ce−
M
c (M + 1) + ce−
M2
2
]
.
Note that this bound does not depend on ν, so that
υi(K) ≤ 4
[
ce−
M
c (M + 1) + ce−
M2
2
]
.

Note the following elementary estimates which follow from Gaussian concentration.
Lemma 5.15. (The κi estimates.) If K (M) = [−M,M ]2, then
κ1 (K (M)) ≤M2 ·
(
1 +
4
M
1− e−M2/2√
2π
)
κ2 (K (M)) ≤M3 ·
(
2
3
+
2
M
1− e−M2/2√
2π
)
.
As a result, we get:
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Corollary 5.16. Let c = max{
√
2
c2
,
(√
2
c2
)2} and assume that M ≥ 2. Then we have the estimates
∆i(t) ≤ Lip(f)
[
||A(t)−A(∞)||
(
M3(1 +
4
M
1− e−M2/2√
2π
)
)
+M2|m1|
]
+4c1
[
ce−
M
c (M + 1) + ce−
M2
2
]
.
Proof. By the above lemmas from this subsection, we see that we only need to study µi(K). The
inequality follows after noting that
µi([−M,M ]) ≤M2.

6. The 2/3rd AT line
In this section, we study the 2/3-AT line argument outlined in Sect. 1.3.5. We begin by a
reduction of the problem. Then, by using the 1-d techniques from Sect. 5 we prove the result.
Recall the definitions of q∗ and α in (1.1.5), and the definition of the sets AT and RS in (1.1.6).
We will be following the notation introduced in Sect. 4. We remind the reader here that in this
section and in the following, we will always take µ = δq∗ .
Lemma 6.1. If (β, h) ∈ AT and
ξ′′(y)(1 − q∗) ≤ 1 ∀y ≥ q∗
then (β, h) ∈ RS.
Proof. Suppose that (β, h) ∈ AT . Recall from Lemma 4.2 that it suffices to show that g ≤ 0 on
[q∗, 1]. Using (4.0.2) and the formulas for u in Fact 3.12, we have that
g′(y) = ξ′′(y)Ehsech4(Xy)− 1 ≤ ξ′′(y)Ehsech2(Xy)− 1
= ξ′′(y)Eh(1− tanh2(Xy))− 1 = ξ′′(y)(1− y)− ξ′′(y)g(y) − 1.
Thus, g satisfies the differential inequality
g′(y) + ξ′′(y)g(y) ≤ ξ′′(y)(1− y)− 1 ≤ ξ′′(y)(1 − q∗)− 1 ≤ 0.
Since g(q∗) = 0, a comparison argument (as in the proof of Lemma 4.4) shows that g(y) ≤ 0 for all
y ≥ q∗. 
We will need the following lemmas which will be used frequently in the subsequent. The first
lemma concerns a lower bound on q∗.
Lemma 6.2. We have the following lower bounds on q∗:
(1) For all models ξ0,
q∗ ≥ 1
2
tanh2 h.
(2) If ξ′′0 (0) = 2β
2
2 6= 0 then for β > 0,
q∗ ≥ 1−
√
α√
2ββ2
.
Remark 6.3. Here we see the main difference between the setting ξ′′(0) > 0 and the setting ξ′′(0) ≥ 0
for our arguments. This lemma is the main reason for the assumption h ≥ h0 > 0 in the following.
When focusing on the case when ξ′′(0) > 0, one can take h0 = 0 if one assumes that β is sufficiently
large and the following analysis will hold mutatis mutandis.
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Proof. The first claim follows from the definition of q∗ in (1.1.5) and the fact that tanh2 x is non-
decreasing for x ≥ 0. To prove the second claim, observe that by Jensen’s inequality
ξ′′(q∗)(1 − q∗)2 ≤ ξ′′(q∗)Esech4
(√
ξ′(q∗)Z + h
)
= α
and therefore
1− q∗ ≤
√
α√
2ββ2
.

The next lemma and its corollary use the techniques from Sect. 5 to estimate q∗ in terms of α.
Recall that Λ0 = (π
2 − 3)/(6√2π).
Lemma 6.4. Let f(x) = sech4(x) and g(x) = sech2(x). We have the inequality
|σ2Eg (h+ σz)− 3
2
σ2Ef (h+ σz)| ≤ Λ0
σ
.
Proof. Note that [9]ˆ
f =
4
3
ˆ
g = 2
ˆ
f (y) y2 =
1
9
(
π2 − 6) ˆ g (y) y2 = π2
6
´
g´
f
=
3
2
and
(6.0.11)
1
2
1√
2π
(´
f (y) y2 dy´
f (x) dx
ˆ
g (x) dx+
ˆ
g (y) y2 dy
)
=
1
2
π2 − 3
3
√
2π
= Λ0.
The result then follows by Corollary 5.4. 
Corollary 6.5. If h > 0, we have the estimate
|ξ′′(q∗)(1 − q∗)− 3
2
α| ≤ Λ0ξ
′′
0 (q∗)
β(ξ′0(q∗))3/2
.
Hypothesis H. Given certain additional assumptions on the structure of the level sets α(β, h) =
const., we can compute the rescaled limit of 1−q∗ as β →∞. We call hypothesis H the assumption
that the level sets {(β, h) : α(β, h) = const.} are unbounded in β. We note that hypothesis H is
not used in the proof of the main results of this paper, but only used for motivational calculations.
With this, the previous corollary immediately implies the following result.
Corollary 6.6. Assume hypothesis H holds. Let {(βn, hn)} be a sequence belonging to the level set
{(β, h) : α(β, h) = α˜} such that βn →∞ and hn ≥ h0 > 0. Then,
lim
n→∞ ξ
′′(q∗)(1− q∗) = 3
2
α˜.
We conclude this section by proving the following theorem:
Theorem. 1.12 For any model ξ0,
(6.0.12) {h > 0, α ≤ 2
3
ξ′′0 (q∗)
ξ′′0 (1)
(
1− Λ0ξ
′′
0 (1)
β(ξ′0(q∗))3/2
)
} ⊂ RS.
Proof. Observe first that (β, h) ∈ AT . Since ξ′′ is increasing, we see from Lemma 6.1 that if
(β, h) ∈ AT satisfes
ξ′′(1)(1 − q∗) ≤ 1
then (β, h) ∈ RS. We also see from Corollary 6.5 that
ξ′′(1)(1 − q∗) ≤ ξ
′′(1)
ξ′′(q∗)
(
3
2
α+
Λ0ξ
′′
0 (q∗)
β (ξ′0(q∗))
3/2
)
.
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Combining these gives the result. 
7. The long time argument
In this section, we show that the AT line conjecture is true for β large enough. In particular, we
prove Theorem 1.9. We will be following the notation introduced in Sect. 4. We remind the reader
here that in this section, we will always take µ = δq∗ .
Observe that by Lemma 6.2, if we define q0 = q0(h0) by
(7.0.13) q0 =
1
2
tanh2(h0),
it follows that q∗ ≥ q0 for h ≥ h0. The reader will observe that in the following, if a model satisfies
ξ′′0 (0) > 0, then by Lemma 6.2, q∗ has a lower bound that depends only on β2 and β in the region
α ≤ 1. For such models, one can take h0 = 0 in the following, provided one makes the changes
described at the end of the proof of Theorem 1.9.
We begin by stating the main technical lemma and use this to prove the theorem. We then end
with the proof of said lemma.
Lemma 7.1. For any model ξ0 and any α0, h0 > 0, there exist constants c, C, β0 > 0 depending
only on ξ0, h0, α0 such that for all β, h satisfying β ≥ β0, h ≥ h0, and α ∈ (α0, 1], we have that
Eh
(
4sech4(Xt)− 6sech6(Xt)
) ≤ − c
β2
+
C log(β)3
β5/2
, t ≥ q∗.
Theorem. 1.9 For any model ξ0 and positive external field h0 > 0, there is a βu such that for
β ≥ βu and h ≥ h0, the region α ≤ 1 is in the RS phase. That is,
AT ∩ {β ≥ βu, h ≥ h0} ⊂ RS.
Furthermore, if ξ′′0 (0) > 0, then we can take h0 = 0.
Proof. By Proposition 1.12, we see that for β sufficiently large we may assume that α > α0 for
some α0 > 0. Similarly, we may assume that the right hand side of the bound in Lemma 7.1 is
negative.
Now recall that by Lemma 4.2, it suffices to prove that g′ ≤ 0 on [q∗, 1] to conclude that
(β, h) ∈ RS. We observe by (4.0.2), Itoˆ’s lemma (Sect. 8.2), and Fact 3.12 that for y ≥ q∗,
g′(y) = ξ′′(y)Ehu2xx(q∗,Xq∗)− 1 + ξ′′(y)
ˆ y
q∗
ξ′′(t)Eh
[
4sech4(Xt)− 6sech6(Xt)
]
=
ξ′′(y)
ξ′′(q∗)
(α− 1) + ξ
′′(y)− ξ′′(q∗)
ξ′′(q∗)
+ ξ′′(y)
ˆ y
q∗
ξ′′(t)Eh
[
4sech4(Xt)− 6sech6(Xt)
]
≤ ξ
′′′
0 (1)
ξ′′0 (q0)
(y − q∗) + ξ′′(y)
ˆ y
q∗
ξ′′(t)Eh
[
4sech4(Xt)− 6sech6(Xt)
]
= (∗)
where the inequality follows by using the fact that α ≤ 1 on the first term and the mean value
theorem, the fact that q∗ ≥ q0, and the fact that ξ and all of its derivatives are monotone on the
second term. Lemma 7.1 then implies that for β large enough,
(∗) ≤ ξ
′′′
0 (1)
ξ′′0 (q0)
(y − q∗) + ξ′′(q∗)(ξ′(y)− ξ′(q∗))
(
− c
β2
+ C
1
β5/2−δ
)
= (∗∗).
where c and C are independent of β. By a similar mean value and monotonicity argument, observe
that
ξ′′(q∗)(ξ′(y)− ξ′(q∗)) ≥ β4ξ′′0 (q0)2(y − q∗),
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from which it follows that
(∗∗) ≤ ξ
′′′
0 (1)
ξ′′0 (q0)
(y−q∗)+ξ′′0(q0)2β2(y−q∗)
(
−c+ C 1
β1/2−δ
)
≤ (y−q∗)β2
(
ξ′′′0 (1)
ξ′′0 (q0)β2
− c′ + C ′ 1
β1/2−δ
)
where c′ and C ′ are independent of β. Since the second term in the last inequality is −c′ + oβ(1),
the result follows for β sufficiently large.
We now turn to the case ξ′′0 (0) > 0. The reader will observe that in the above, the lower bound
h ≥ h0 was required only to produce the lower bound q∗ ≥ q0 > 0. Recall that by Lemma 6.2, we
have such a lowerbound for β sufficiently large. For example, β ≥ (1 + ǫ)/√ξ′′0 (0), for ǫ ∈ (0, 1),
yields q∗ ≥ ǫ/(1+ ǫ) > 0. If one then adjusts the proofs of Proposition 1.12 and Lemma 7.1 mutatis
mutandis, the above argument still holds. 
Note that by Girsanov’s theorem (Corollary 8.7), if we let
(7.0.14) Ψ (x, y) =
(
4sech3 (y)− 6sech5 (y)) sech (x)
we get that for t > q∗
(7.0.15) Eh
(
4sech4(Xt)− 6sech6(Xt)
)
= χ(t;β, h)e−
1
2
(ξ′(t)−ξ′(q∗))
where
χ(t;β, h) = EΨ
(
h+
√
S (t, β, h)Z
)
,
and
S = β2σ(q∗)
(
1 1
1 σ(t)/σ(q∗)
)
(7.0.16)
h = h (1, 1)(7.0.17)
and Z is a standard Gaussian vector in R2. Here we define
σ(s) = ξ′0(s)
for ease of notation. Thus the problem is of the form studied in Sect. 5.
We end this section with the following motivational proposition which follows using the techniques
from Sect. 5.1 under the additonal assumption that hypothesis H holds (see p. 26). The purpose
of this proposition is to illustrate to the reader why they might expect Lemma 7.1. We remind the
reader here that hypothesis H is not used in the proofs of the main results.
Proposition 7.2. Assume hypothesis H holds. Let {(βn, hn)} be a sequence belonging to the level
set {(β, h) : α(β, h) = α˜} such that βn →∞ and hn ≥ h0 > 0. Then,
lim
n→∞ ξ
′′(q∗)Eh
[
4sech4 (Xq∗)− 6sech6 (Xq∗)
]
= −4
5
α˜.
Proof. Note that
ξ′′(q∗)Eh
[
4sech4 (Xq∗)− 6sech6 (Xq∗)
]
= 4α˜
(
1− 3
2
Eh
[
sech6 (Xq∗)
]
Eh
[
sech4 (Xq∗)
]
)
.
We then apply Corollary 5.3 to find that
lim
β→∞
(
1− 3
2
Eh
[
sech6 (Xq∗)
]
Eh
[
sech4 (Xq∗)
]
)
= 1− 3
2
´
sech6 (x)´
sech4 (x)
= 1− 3
2
· 16/15
4/3
= −1
5
.
Therefore,
lim ξ′′(q∗)Eh
[
4sech4 (Xq∗)− 6sech6 (Xq∗)
]
= −4
5
α˜.

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7.1. Setting up the main estimate.
7.1.1. Translating to the language of 2D dispersive estimates. We now translate to the setting of
Sect. 5.2. To this end, fix ξ0, h0, and α0 as in the statement of Lemma 7.1. For the remainder
of this paper we think of these variables as fixed unless otherwise specified. Recall
the definitions of the functions q∗(β, h) and α(β, h) from (1.1.5). For each τ ∈ (0, 1] define t =
t(β, h; τ) ∈ (q∗, 1] through the bijective relation
(7.1.1) τ =
σ(t)− σ(q∗)
σ(1)− σ(q∗) .
The index set that we use will essentially be the level sets of α(β, h). To be precise, for each
α˜ ∈ (α0, 1], τ ∈ (0, 1], define the (marked) level set
(7.1.2) Tα˜,τ = {(β, h, τ ′) ∈ (0,∞) × [h0,∞)× {τ} : α(β, h) = α˜}.
This will be our index set.
Recall S and h from (7.0.16). Define Σ(β, h; τ) = S(t(β, h; τ), β, h) and m(β, h) = h. Thus for
each α˜ ∈ (α0, 1], τ ∈ (0, 1], we have the Tα˜,τ -indexed family (Σ(β, h; τ),m(β, h; τ)).
Note that if we define a = a(β, h; τ) by
(7.1.3) a(β, h; τ) =
σ(t(β, h; τ))
σ(q∗(β, h))
,
then Σ is a multiple of the matrix (
1 1
1 a
)
which has eigenvalues and (unnormalized) eigenvectors
λ˜1 =
1
2
(
2 + (a− 1)−
√
(a− 1)2 + 4
)
λ˜2 =
1
2
(
2 + (a− 1) +
√
(a− 1)2 + 4
)
(7.1.4)
and
v˜1 =
(
1
2
(
− (a− 1)−
√
(a− 1)2 + 4
)
, 1
)
v˜2 =
(
1
2
(
− (a− 1) +
√
(a− 1)2 + 4
)
, 1
)
.
(7.1.5)
Let v1 = v˜1/||v˜1|| and v2 = v˜2/||v˜2|| and let λi = β2σ(q∗)λ˜i . Note that these depend on β, h, and
τ . Let m = h. We remind the reader that
(7.1.6) mi = 〈m, vi〉 i = 1, 2.
We let
w˜1 = (−1, 1) and w˜2 = (1, 1)
and let wi = w˜i/||w˜i|| . Define ν = ν(α˜, τ) by
(7.1.7) ν(α˜, τ) =
3
4
α˜ · τ.
Now we are in the setting of Sect. 5.2. We now ask that the reader match the notation from
that section and recall the definitions therein. We will use said notation from now on. As we will
soon show, Ψ is in the regularity class required for Theorem 5.6. Before we apply this theorem,
however, it will be useful to control the related spectral variables.
29
7.1.2. Asymptotic spectral theory for certain operators. For (a, b, q˜, θ) ∈ [0, 1] ×R+ × [0, 1]2 define
C0(a, b, q˜) =
3
2
a+ Λ0
ξ′′0 (1)
(ξ′0(q˜))3/2
1
b
C1(a, b, q˜; θ) =
θ
2
σ′(1)
σ(q˜)σ′(q˜)
C0(a, b, q˜)
C2(a, b, q˜; θ) =
θΛ0
2
σ′(1)
(σ(q˜))3/2
+
1
2b
(
θ
σ′′(1)
σ′(q˜)
C0(a, b, q˜) + σ(1)C1(a, b, q˜; θ)
2
)
.
Note these are increasing functions of a and θ and decreasing functions of b and q˜. We will be
thinking of a, b, q˜, and θ as α, β, q∗, and τ respectively. We have the following estimates whose
proofs are deferred to the appendix (Sect. 8.4).
Lemma 7.3. For all (β, h, τ) ∈ Tα˜,τ we have the estimates:
|〈w1, v2〉| = |〈w2, v1〉| ≤ C1(1, β, q0; 1)√
2β2
(
1 +
C1(1, β, q0; 1)
2β2
)
(7.1.8)
|λ1 − ν(α˜, τ)| ≤ 1
β
C2(1, β, q0; 1)(7.1.9)
| 1
λ
1/2
2
| ≤ 1
β
√
2σ(q0)
(7.1.10)
|λ˜2 − 2| ≤ 1
β2
C1(1, β0, q0; 1)
(
1 +
C1(1, β0, q0; 1)
2β2
)
(7.1.11)
We note the following motivational proposition, which is a consequence of these estimates. In
particular, this result clarifies the asymptotic structure of the problem and explains the choices
made above. Recall hypothesis H from p. 26.
Proposition 7.4. Assume hypothesis H holds. Let {(βn, hn)} be a sequence belonging to the level
set {(β, h) : α(β, h) = α˜} with α˜ ∈ (0, 1], such that βn → ∞ and hn ≥ h0 > 0. Then for each
τ ∈ (0, 1],
limΣ−1/2 =
1√
3
4 α˜τ
w1 ⊗ w1 = ν−1/2w1 ⊗ w1.
Proof. From the previous definitions and the lemma above, we see that
λ1 =
3
4
ατ +O(1/β),
λ2 →∞, and {v1, v2} → {w, v} as β →∞. 
Define
Θ(a, b, q˜; θ) =
√
C2(1, b, q˜; 1) +
C1(1, b, q˜; 1)
b3/2
(
1 +
C1(1, b, q˜; 1)
2b2
)(√
3
4
aθ + 1
)
,
and note it is increasing in a and θ, and decreasing in b and q˜. Recall the definition of A from
(5.2.7).
Lemma 7.5. For all (β, h, τ) ∈ Tα˜,τ we have the bound
||A(β, h; τ) −A(∞)|| ≤ Θ(1, β, q0; 1)√
β
.
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Proof. In the following λi, vi are their values at (β, h, τ) ∈ Tα˜,τ . Observe that
||A(β, h; τ) −A(∞)|| ≤ ||λ1/21 v1 ⊗ e1 − ν1/2w1 ⊗ e1||+ ||v2 ⊗ e2 − w2 ⊗ e2||
= ||λ1/21 v1 − ν1/2w1||2 + ||v2 − w2||2
≤ |λ1/21 − ν1/2|+ ν1/2||v1 − w1||+ ||v2 − w2||
≤
√
|λ1 − ν|+
√
2(ν1/2 + 1)|〈v2, w1〉|,
where in the last line we used that {v1, v2} is an orthonormal basis. Combining this with Lemma
7.3 gives the result. 
Let Λ1 =
π2−6
18
√
2π
= 1
2
√
2π
´
sech4(x)x2dx. Then, we have the following lemma whose proof is an
application of Lemma 5.2 (to the function f(x) = sech4(x)).
Lemma 7.6. For all (β, h, τ) ∈ Tα˜,τ , we have the inequality
|α˜− 4
3
ξ′′(q∗)√
ξ′(q∗)
e
− 1
2
h2
ξ′(q∗)√
2π
| ≤ Λ1 ξ
′′ (q∗)
(ξ′ (q∗))3/2
.
Therefore, if β is such that
(7.1.12) β > β′′(ξ0, α0, h0) := Λ1
ξ′′0 (1)
α0 (ξ
′
0 (q0))
3/2
> 0,
then we have the bound
h2
β2
≤ 2ξ′0(1) (log β +Θ1(α0, β, q0))
where
Θ1 (a, b, q˜) = log

 4
3
√
2π
ξ′′0 (1)√
ξ′0 (q˜)
(
a− Λ1 ξ
′′
0 (1)
b (ξ′0 (q˜))
3/2
)−1 .
and q0 is as per (7.0.13).
Note that Θ1 is decreasing in a, b, and q˜.
Lemma 7.7. For all (β, h, τ) ∈ Tα˜,τ with β > β′′ (see (7.1.12)), we have that
|m1| ≤
√
2ξ′0(1) (log(β) + Θ1(α0, β, q0))
C1(1, β, q0; 1)
β
(
1 +
C1(1, β, q0; 1)
2β2
)
.
Proof. Recall that
m1 = 〈v1,m〉 =
√
2h 〈v1, w2〉 .
Combining Lemma 7.3 and Lemma 7.6 gives the result. 
7.2. Main estimate.
Lemma 7.8. There is a universal constant C = C(Ψ), and a choice of β′ and a constant K1
depending on α0, ξ0, and h0 such that for all (β, h, τ) ∈ Tα˜,τ with β ≥ β′, we have that
|EΨ
(
h+
√
ΣZ
)
− e
− 1
2
m22
λ2
λ
1/2
2
√
2π
E 〈Ψ〉 (ν(α˜, τ)1/2z)| ≤ 1
λ
1/2
2

 C
2
√
2πλ2
+

 1
π
1
λ
1/2
2
+
e
− 1
2
m22
λ2√
2π

K1 log(β)3√
β

 .
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Proof. This will follow from an application of Theorem 5.6. We begin by observing that Ψ ∈ A
and satisfies the bounds
|Ψ(x, y)| ≤ Ke−||(x,y)||2 and Lip(Ψ) ≤ K.
Then, by the arguments in Sect. 7.1, we can apply Theorem 5.6 to conclude that
|EΨ
(
h+
√
ΣZ
)
− e
− 1
2
m22
λ2
λ
1/2
2
√
2π
E 〈Ψ〉 (ν(α˜, τ)1/2Z)| ≤ 1
λ
1/2
2

 1
λ2
1
2
√
2π
||G∞[Ψ]||L1(|y2|2dy2) +
e
− 1
2
m22
λ2√
2π
∆1 +
1
π
1
λ
1/2
2
∆2

 ,
where for any M ≥ 2, we have the estimates
∆i ≤ K
[
||A(β, h, τ) −A(∞)||
(
M3(1 +
4
M
1− e−M2/2√
2π
)
)
+M2|m1|
]
+4c1c
[
e−
M
c (M + 1) + e−
M2
2
]
.
Since α˜ > α0, we can take β sufficiently large such that (7.1.12) is satisfied. We can then apply
Lemma 7.3 to control the spectral parameters. After choosing β ≥ e∨ β′′ and M = 2 log β ≥ 2, we
then have, by Lemmas 7.5 and 7.7, that
∆i ≤ K
(
(log β)3√
β
Θ(1, β, q0; 1) +
(log β)2
β
√
2ξ′0(1) (log(β) + Θ1(α0, β, q0))
C1(1, β, q0; 1)√
2
(
1 +
C1(1, β, q0; 1)
2β2
)
+
log β
β
)
.
Since Θ1 has at most logarithmic growth in β, we see that the second and third term together are
O(log(β)3/β). Thus we see that for β sufficiently large, there is a K ′ such that
∆i ≤ K ′ (log β)
3
√
β
Finally, by the last part of Theorem 5.6, we have that
||G∞[Ψ]||L1(|y2|2dy2) ≤ C(Ψ) <∞.
The result then follows by plugging in. 
Finally, we note the following facts.
Lemma 7.9. There exist constants C, β′′′ depending only on ξ0, h0 such that for all (β, h, τ) ∈ Tα˜,τ
with β ≥ β′′′,
e−
1
2
(ξ′(t)−ξ′(q∗)) ≥ C.
Proof. This follows immediately from Lemma 6.2 and Corollary 6.5. 
Lemma 7.10. There exists constants K,β′′′′ depending on ξ0, h0, α0 such that for all (β, h, τ) ∈
Tα˜,τ , with β ≥ β′′′′,
1
Kβ2
≤ e
−m
2
2
2λ2√
2πλ2
≤ K
β2
.
Proof. In the following, K will denote a positive constant depending on at most the aforementioned
parameters. By the triangle inequality, we have that
e
−| m
2
2
2λ2
− h2
2ξ′(q∗) |e−
h2
2ξ′(q∗) ≤ e−
m22
2λ2 ≤ e|
m22
2λ2
− h2
2ξ′(q∗) |e−
h2
2ξ′(q∗) .
Combining the fact that
m21 +m
2
2 = 2h
2
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with the bounds from Lemmas 7.3, 7.6, and 7.7, we see that
|m
2
2
2λ2
− h
2
2ξ′(q∗)
| ≤ K
β
for large enough β. An application of Lemma 7.6 proves that
1
Kβ
≤ e−
h2
2ξ′(q∗) ≤ K
β
.
Combining with the above then yields the inequality
1
Kβ
≤ e−
m22
2λ2 ≤ K
β
for large enough β. Similarly, it follows from Lemma 7.3 that
1
Kβ
≤ 1√
λ2
≤ K
β
for large enough β. Combining these bounds proves the result. 
The proof of the next fact is deferred to the appendix (Sect. 8.5). Recall the definition of Ψ in
(7.0.14).
Fact 7.11. For all x ∈ R,
〈Ψ〉 (x) < 0.
We can now prove Lemma 7.1, which we restate for the convenience of the reader.
Lemma. 7.1 For all α0, h0 > 0, there exist constants c, C, β0 > 0 depending only on ξ0, h0, α0 such
that for all β, h satisfying β ≥ β0, h ≥ h0, and α ∈ (α0, 1], we have that
Eh
(
4sech4(Xt)− 6sech6(Xt)
) ≤ − c
β2
+
C log(β)3
β5/2
, t ≥ q∗.
Proof. In the following, K will denote a positive constant that depends at most on the aforemen-
tioned parameters but may change between lines. Recall equation (7.0.15), which states that
Eh
(
4sech4(Xt)− 6sech6(Xt)
)
= e−
1
2
(ξ′(t)−ξ′(q∗)) · EΨ
(
h+
√
S (t, β, h)Z
)
for all t ∈ (q∗, 1]. By the bijective correspondence (7.1.1), we know that there is a τ ∈ (0, 1] such
that
S(t, β, h) = Σ(β, h; τ).
Thus by Lemmas 7.3, 7.8, and 7.10,
EΨ
(
m+
√
S (t, β, h)Z
)
≤ e
− m
2
2
2λ2√
2πλ2
E 〈Ψ〉 (ν1/2(α(β, h), τ)Z) +K
(
log(β)3
β5/2
)
for sufficiently large β. By Fact 7.11, there is a c > 0 such that for all s ∈ [0, 1],
E 〈Ψ〉 (sZ) ≤ −c.
Hence, by Lemma 7.10 we have that
EΨ
(
m+
√
S (t, β, h)Z
)
≤ −c
Kβ2
+K
(
log(β)3
β5/2
)
for sufficiently large β. Finally, using Lemma 7.9 we can conclude the result for t > q∗. A continuity
argument then gives the result at t = q∗. 
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8. Appendix
The appendix is organized as follows. In Sect. 8.1 we state some preliminary facts about the
Parisi PDE. In Sect. 8.2 we state some useful formulas regarding the Auffinger-Chen SDE. In
Sect. 8.3 we state a useful change of variables through Girsanov’s theorem. In Sect. 8.4 we record
some important spectral estimates to be used in Sect. 7. In Sect. 8.5 we bound a certain integral
whose sign is of interest. In Sect. 8.6 we give an elementary argument for RS at sufficiently high
temperature and external field, which when combined with the main theorems proves boundedness
of the exceptional set for our arguments. We end in Sect. 8.7 with a discussion regarding topological
properties of the level sets of α.
8.1. Well-posedness of the Parisi PDE. The following three propositions are taken from the
authors’ paper [12]. We call a continuous function u : [0, 1]×R→ R with essentially bounded weak
derivative ux a weak solution of the Parisi PDE (1.0.2) if it satisfies
0 =
ˆ 1
0
ˆ
R
−uφt + ξ
′′ (t)
2
(
uφxx + µ [0, t] u
2
xφ
)
dxdt+
ˆ
R
φ (1, x) log cosh x dx
for every φ ∈ C∞c ((0, 1] × R) .
Proposition 8.1. Let µ ∈ Pr [0, 1]. There exists a unique weak solution u to the Parisi PDE. The
weak solution u to (1.0.2) has higher regularity:
• ∂jxu ∈ Cb ([0, 1] × R) for j ≥ 1
• ∂t∂jxu ∈ L∞ ([0, 1] × R) for j ≥ 0.
For all j ≥ 1, the derivative ∂jxu is a weak solution to{(
∂jxu
)
t
+ ξ
′′(t)
2
((
∂jxu
)
xx
+ µ [0, t] ∂jxu2x
)
= 0 (t, x) ∈ (0, 1) × R
∂jxu (1, x) =
dj
dxj
log cosh x x ∈ R
.
Proposition 8.2. Let µ, µ˜ ∈ Pr[0, 1] and u, u˜ be the corresponding solutions to the Parisi PDE.
Then
||u− u˜||∞ ≤ ξ′′ (1) d(µ, µ˜) and ||ux − u˜x||∞ ≤ exp
(
ξ′ (1)
)
ξ′′ (1) d(µ, µ˜).
Proposition 8.3. The solution u to the Parisi PDE satisfies |ux| < 1 and 0 < uxx ≤ 1.
8.2. The Auffinger-Chen SDE. Recall the Auffinger-Chen SDE from (1.1.2),
dXt = ξ
′′ (t)µ[0, t]ux (t,Xt) dt+
√
ξ′′ (t) dWt
X0 = h
which has infinitesimal generator
Lt,µ = ξ
′′(t)
2
(∆ + 2µ[0, t]ux(t, x)∂x).
Note this has coefficients which are uniformly bounded in time and Lipschitz in space by Sect. 8.1.
We now summarize some basic properties of the SDE which will be used in the subsequent. Their
proofs are standard applications of Itoˆ’s lemma (see [19]) so they are omitted.
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Lemma 8.4. We have
Eh
[
u2x (s,Xs)
]
=
ˆ s
0
ξ′′ (t)Eh
[
u2xx (t,Xt)
]
dt+ u2x (0, h)
Eh
[
u2xx (s,Xs)
]
=
ˆ s
0
ξ′′ (t)Eh
[
u2xxx (t,Xt)− 2µ [0, t] u3xx (t,Xt)
]
dt+ u2xx (0, h)
d
ds
Eh
[
u2x (s,Xs)
]
= ξ′′ (s)Eh
[
u2xx (s,Xs)
]
d
ds
+
Eh
[
u2xx (s,Xs)
]
= ξ′′ (s)Eh
[
u2xxx (s,Xs)− 2µ [0, s] u3xx (s,Xs)
]
d
ds
−
Eh
[
u2xx (s,Xs)
]
= ξ′′ (s)Eh
[
u2xxx (s,Xs)− 2µ[0, s)u3xx (s,Xs)
]
.
8.3. A change of measure formula.
Lemma 8.5. Fix a measurable space (Ω,F). Let Q be a probability measure such that Xt solves
(1.1.2). Then, there is a unique probability measure P with
R(t) =
dQ
dP
= exp
[ˆ t
0
µ[0, s] du (s,Xs)
]
.
Moreover, Xt is distributed like Yt with respect to P , where Yt solves dYt =
√
ξ′′(t)dWt and Wt is
a standard Brownian motion with respect to P .
Proof. We apply Girsanov’s theorem (see [19, Lemma 6.4.]) directly. In particular, in the notation
of the reference, if let
c(t) = µ[0, t]ux(t, Yt),
a(t) = ξ′′(t), and b = 0, we see that the Cameron-Martin-Girsanov exponential is of the form
R(t) = exp
[ˆ t
0
µ[0, t]ux(t, Yt)dYt − 1
2
ˆ t
0
ξ′′(t)µ[0, t]2ux(t, Yt)2dt
]
.
Since u solves the Parisi PDE, we see that its Itoˆ differential with respect to dYt is
du(t, Yt) = −ξ
′′
2
µu2xdt+ uxdYt.
The result then follows by rearrangement. 
Lemma 8.6. We get the integration by parts formula:ˆ t
0
ν[0, s]du(t, Yt) =
ˆ t
0
u(t, Yt)− u(s, Ys)dν(s)
for ν a probability measure on [0, 1] .
Corollary 8.7. We have
R(t) = e
´ t
0 u(t,Yt)−u(q,Yq)dµ(q).
In particular if µ = δq, we have
R(t) =
sech(Yq)
sech(Yt)
e−
1
2
(ξ′(t)−ξ′(q)), t ≥ q.
For the reader more familiar with the work of [24, 25], we would like to demonstrate that this
Girsanov argument also allows one to translate between that work, the work of Auffinger and Chen
in [4, 3], and the authors in [12]. For example, in the notation of [25, Chap. 13] the function g
defined in (4.0.1), g′, and the main family of integrals studied in Sect. 7 can also be written as
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follows. Let z, z′ be standard Gaussians, let Y = h + ξ′(q∗)1/2z, Y ′ = Y + (ξ(t) − ξ(q∗))1/2z′ and
let E and E′ denote the expectations with respect to z and z′ respectively. Then
(8.3.1)
g(y) = E
E′
(
tanh2(Y ′) cosh(Y ′))
)
Ez′ cosh (Y ′)
g′(y) = ξ′′(t)E
E′sech4(Y ′) cosh(Y ′)
E′ cosh(Y ′)
E4sech4(Xt)− 6sech6(Xt) = 4EE
′sech3(Y ′)
E′ cosh(Y ′)
− 6EE
′sech5(Y ′)
E′ cosh(Y ′)
In particular, the reader will observe that, judiciously applied, this Girsanov argument can be
seen to relate the representation for these functions obtained through the dynamic programming
principle and the Cole-Hopf formula.
8.4. Asymptotic spectral theory for certain operators. In this section we prove Lemma 7.3.
We begin with some preliminary estimates. Then the lemma is proved at the end of this section.
The definitions from Sect. 7.1 will be used throughout this section.
We observe the following fact from calculus that will be used repeatedly in the subsequent.
Fact 8.8. We have that
0 ≤ √x+ 1− 1 ≤ 1
2
x, x ≥ 0.
We will also use the following bound frequently: for (β, h, τ) ∈ Tα˜,τ ,
|a− 1
2
| = |σ(t)− σ(q∗)
2σ(q∗)
| = τ
2
|σ(1)− σ(q∗)
σ(q∗)
| ≤ τ
2
σ′(1)
σ(q∗)σ′(q∗)
σ′(q∗)|1− q∗| ≤ 1
β2
C1(α˜, β, q∗; τ).
(8.4.1)
The notation ||·|| will refer to the ℓ2-norm throughout.
8.4.1. Estimates on the eigenvectors. Our goal will be to show
Lemma 8.9. For (β, h, τ) ∈ Tα˜,τ , we have that
|〈w1, v2〉| = |〈w2, v1〉| ≤ C1(α˜, β, q∗; τ)√
2β2
(
1 +
C1(α˜, β, q∗; τ)
2β2
)
.
Proof. Since ||v˜1|| ≥ 1,
|〈w2, v1〉| ≤ 1√
2
|〈w˜2, v˜1〉| = 1√
2
|1 + 1
2
(
− (a− 1)−
√
(a− 1)2 + 4
)
| = 1√
2
|(1 −
√
1 +
(a− 1)2
4
)− a− 1
2
|
≤ 1√
2

|a− 1
2
|+ |1−
√
1 +
(a− 1)2
4
|

 ≤ 1√
2
(
|a− 1
2
|+ 1
2
|a− 1
2
|2
)
=
1√
2
|a− 1
2
|
(
1 +
1
2
|a− 1
2
|
)
.
By (8.4.1),
|〈w2, v1〉| ≤ 1√
2
1
β2
C1
(
1 +
1
2β2
C1
)
.

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8.4.2. Estimates on the eigenvalues. We will prove
Lemma 8.10. For (β, h, τ) ∈ Tα˜,τ , we have that
|λ1 − ν| ≤ 1
β
C2(α˜, β, q∗; τ) and | 1
λ
1/2
2
| ≤ 1
β
√
2σ(q∗)
.
Proof. The second estimate follows from the fact that since a ≥ 1, so that
λ˜2 =
1
2
(
2 + (a− 1) +
√
(a− 1)2 + 4
)
≥ 1
2
(
2 +
√
4
)
= 2.
Now we prove the first estimate. By the triangle inequality,
|λ1 − ν| ≤ β2σ(q∗)|λ˜1 − a− 1
2
|+ |β2σ(q∗)a− 1
2
− 3
4
α˜τ | = (i) + (ii).
Since
λ˜1 =
1
2
(
2 + (a− 1)−
√
(a− 1)2 + 4
)
=
(a− 1)
2
+

1−
√
(a− 1)2
4
+ 1

 ,
we see that by Fact 8.8,
|λ˜1 − a− 1
2
| = |1−
√
1 +
(a− 1)2
4
| ≤ 1
2
|a− 1
2
|2.
Hence by (8.4.1) and the fact that σ is non-decreasing,
(i) ≤ β2σ(q∗)1
2
|a− 1
2
|2 ≤ σ(1)
2β2
C1(α˜, β, q∗; τ)2.
Now to study (ii). For some c(q∗) ∈ (q∗, 1) we have that
(ii) =
τ
2
|β2(σ(1) − σ(q∗))− 3
2
α˜| = τ
2
|β2σ′(c(q∗))(1− q∗)− 3
2
α˜|
≤ τ
2
|σ′(c(q∗))− σ′(q∗)|β2(1− q∗) + τ
2
|ξ′′(q∗) (1− q∗)− 3
2
α˜| = (iii) + (iv).
We already know a bound on (iv) by Corollary 6.5, so it remains to bound (iii). Since σ′′ is
non-decreasing,
|σ′(c(q∗))− σ′(q∗)| ≤ σ′′(1)(1 − q∗) ≤ σ
′′(1)
σ′(q∗)
C0(α˜, β, q∗)
β2
,
where we have used Corollary 6.5 in the last inequality. Thus,
(i) + (ii) ≤ 1
2β2
σ(1)C21 +
1
β
τ
2
Λ0
σ′(1)
(σ(q∗))3/2
+
1
β2
τ
2
σ′′(1)
σ′(q∗)
C0 =
C2
β
.

Lemma 8.11. For all (β, h, τ) ∈ Tα˜,τ , we have that
|λ˜2 − 2| ≤ C1(α˜, β, q∗; τ)
β2
(
1 +
C1(α˜, β, q∗; τ)
2β2
)
.
Proof. By Fact 8.8 and (8.4.1),
|λ˜2 − 2| = |1 +
(
a− 1
2
)
+
√
1 +
(
a− 1
2
)2
− 2| ≤ |a− 1
2
|+ |
√
1 +
(
a− 1
2
)2
− 1|
≤ |a− 1
2
|
(
1 +
1
2
(
a− 1
2
))
≤ C1
β2
(
1 +
C1
2β2
)
.

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8.4.3. Proof of Lemma 7.3.
Proof. of Lemma 7.3 Assembling the estimates in Lemmas 8.9–8.11, we have for all (β, h, τ) ∈ Tα˜,τ
that
|〈w1, v2〉| = |〈w2, v1〉| ≤ C1(α˜, β, q∗; τ)√
2β2
(
1 +
C1(α˜, β, q∗; τ)
2β2
)
|λ1 − ν| ≤ 1
β
C2(α˜, β, q∗; τ)
| 1
λ
1/2
2
| ≤ 1
β
√
2σ(q∗)
|λ˜2 − 2| ≤ C1(α˜, β, q∗; τ)
β2
(
1 +
C1(α˜, β, q∗; τ)
2β2
)
.
Note that each Ci(a, b, q˜; θ) is non-decreasing in a and θ and non-increasing in b and q˜.
By definition of q0 from (7.0.13), for i = 1, 2 we have that
Ci(α˜, β, q∗; τ) ≤ Ci(1, β0, q0(ξ0, β0, h0); 1).
This implies the result. 
8.5. Proof of Fact 7.11.
Lemma 8.12. We have that
〈Ψ〉 (x) =
ˆ (
4sech3
(
x+ y√
2
)
− 6sech5
(
x+ y√
2
))
sech
(
y − x√
2
)
dy < 0
for all x ∈ R.
Proof. A change of variables shows it is enough to prove that
g (x) =
1√
2
〈Ψ〉
(√
2x
)
=
ˆ (
4sech3y − 6sech5y) sech (y − 2x) dy < 0
for all x ∈ R. Note that
sech (y − 2x) = 1
cosh (−2x) cosh (y) + sinh (−2x) sinh (y) =
1
a cosh y + b sinh y
where a (x) = cosh (−2x), b (x) = sinh (−2x). Thus
g (x) =
ˆ ∞
−∞
4sech3y − 6sech5y
a cosh y + b sinh y
dy =
ˆ ∞
−∞
(
4sech2y − 6sech4y) sech2y
a+ b tanh y
dy
= − 2
sinh5 (2x)
(−3 sinh (4x) + 4x cosh (4x) + 8x) .
Thus to show negativity of g it suffices to show positivity of
R (x) =
−3 sinh (4x) + 4x cosh (4x) + 8x
sinh5 (2x)
for all x. Note the denominator is negative for negative x and positive for positive x, so it suffices
to show that the same is true for
N (x) = −3 sinh (4x) + 4x cosh (4x) + 8x,
and to check that R (0) > 0. Since d
j
dxj
N (0) = 0 for j = 0, . . . , 4 and
d5
dx5
N (x) = 2048 cosh (4x) (1 + 2x tanh (4x)) > 0
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the result follows. 
8.6. The elementary argument for RS. In this section we prove the proposition:
Proposition 8.13. For all models ξ0 and β0 > 0, there is an h0 (β0, ξ0) such that
[0, β0]× [h0,∞) ⊂ RS.
Recall the definitions of q∗ and α from (1.1.5). We will need the following preliminary result.
Lemma 8.14. Fix a model ξ0 and β0 > 0. Then for all ǫ > 0, there is an h0 (ǫ, β0, ξ0) such that
α ≤ ǫ
for all β ≤ β0 and h ≥ h0.
Proof. Note that since sech4 ≤ 1 and since ξ′0 and ξ′′0 are non-decreasing, we have that
β2ξ′′0 (q∗)Esech
4
(
β
√
ξ′0(q∗)Z + h
)
≤ β20ξ′′0 (1)
(
P
(
|Z| ≥ δ
β
√
ξ′0(q∗)
)
+ sech4(h− δ)
)
≤ β20ξ′′0 (1)
(
2e
− δ2
2β2
0
ξ′
0
(1) + sech4(h− δ)
)
for 0 < δ < h. Taking δ = h/2 and h→∞ proves the result. 
Proof. of Proposition 8.13 By Lemma 4.3 we may assume that β ≥ β∗ = 1√
ξ′′0 (1)
. Then as in Lemma
6.2, we observe that
q∗ ≥ q0
1− q∗ ≤
√
α
β∗
√
ξ′′0 (q0)
where q0(h) =
1
2 tanh
2(h). Recall by Lemma 4.2, that if (β, h) ∈ AT it suffices to prove that g′ ≤ 0
on [q∗, 1] to conclude RS. We observe as in the proof of Theorem 1.9 that
g′(y) ≤ ξ
′′
0 (1)
ξ′′(q∗)
(α− 1) + ξ
′′′
0 (1)
ξ′′0 (q∗)
(1− q∗) + Cβ40
(
ξ′′0 (1)
)2
(1− q∗).
Using Lemma 8.14 and the estimates on q∗ given above, we may take h → ∞ to conclude the
result. 
8.7. Is the AT line a line? In this section we briefly discuss some questions regarding the nature
of the quantities and sets defined in (1.1.5).
The first question along these lines is as follows. Fix a model ξ0.
Question 8.15. For what region in the plane (β, h) is Q∗ a singleton?
This question, it turns out, is very difficult to answer. For the SK model, this question has been
resolved by Guerra and Lata la [10, 25], where they (separately) showed uniqueness everywhere
except for the set h = 0, β ≥ 1. For models other than SK, it is far more complicated. For example,
numerical studies show that in general the solution to this fixed point equation is not unique. These
studies suggest that when h is large or when β ≥ h − δ, the solution is unique. As the reader will
see, the condition α ≤ 1 + ǫ comes up in the analysis of related questions, so one is led to ask if
this is exactly the region in which the unicity fails.
Another natural question is regarding the set α = 1.
Question 8.16. Is the AT line actually a line? That is, is the AT line a (topological or smooth)
curve?
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This is also a delicate question. A step toward studying this question is the following lemma.
Lemma 8.17. For any model and point (β, h) with β, h > 0 and α ≤ 1, the map (β, h) 7→ (q∗, α)
is C1.
We note here that the condition h > 0 is in general necessary as α should be zero on the set
h = 0 when ξ′′(0) = 0.
Proof. For ease of notation let f = ξ′0. Consider, as usual, the map F : R
2 ×R2 → R2, defined by
F (β, h; q, α) = (E tanh2(β
√
f(q)z + h)− q, f ′(q)Esech4(β
√
f(q)z + h)− α).
Note that this is C1. We see that the differential in (q, α) is lower triangular(
∂qF1 ∂αF1
∂qF2 ∂αF2
)
=
(
a 0
b −1
)
so that it suffices to show that ∂qF1 is non-zero. To see this, note that
∂
∂q
E tanh2(β
√
f(q)z + h)− q = E2 tanh sech2(β
√
f(q)z + h)β
f ′(q)
2
√
f(q)
z − 1
= β2f ′(q)E [2− cosh (2X)] sech4(X) − 1
= α− 1 + β2f ′(q)Esech4(X) (1− cosh(2X)) < 0
provided α ≤ 1 + δ for δ sufficiently small. The second line follows from an integration by parts.
Thus by the implicit function theorem the map from (β, h) 7→ (q∗, α) is C1. 
This does not show that the set α = 1 is a curve, however it does show that for almost every
α ∈ [0, 1], the set α(β, h) = α is a curve. In particular, it shows this for every α that is regular in
the sense of Sard. To get the result precisely when α = 1 is a difficult calculus question.
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