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ABSTRAK 
Regresi spasial merupakan pengembangan dari regresi linier klasik. Pengembangan ini 
berdasarkan adanya pengaruh tempat atau spasial pada data yang dianalisis. Beberapa model spasial 
yaitu Spatial Autoregressive Model (SAR), Spatial Error Model (SEM), dan Spatial Autoregressive 
Moving Average (SARMA). Pemodelan dilakukan berdasarkan pengaruh spasial, sehingga sebelum 
melakukan pemodelan perlu dilakukan identifikasi keberadaan model spasial dengan menggunakan uji 
Lagrange Multiplier (LM). Pada penelitian ini, hanya terdapat dependensi lag pada data yang 
dianalisis, sehingga data dimodelkan dengan SAR. Penaksir parameter ?̂? untuk SAR ditaksir dengan 
melakukan pendiferensialan jumlah kuadrat error dari SAR terhadap 𝛃. Berdasarkan hasil pemodelan 
SAR diketahui bahwa faktor-faktor yang mempengaruhi anak tidak bersekolah adalah jumlah 
penduduk dan jumlah siswa. 
Kata Kunci : Regresi Spasial, Spatial Autoregressive Model (SAR), Lagrange Multiplier (LM). 
 
1. PENDAHULUAN 
Spatial Autoregresive Model (SAR) merupakan model spasial yang terjadi akibat 
adanya pengaruh spasial pada variabel dependen. Adapun Spatial Error Model (SEM) 
merupakan model spasial yang terjadi akibat adanya pengaruh spasial pada error. Apabila 
data yang diperoleh menghasilkan dependensi lag maka data dimodelkan dengan SAR, tetapi 
apabila data menghasilkan dependensi error maka data dimodelkan dengan SEM. Jika data 
menghasilkan dependensi lag dan dependensi error maka data dimodelkan dengan Spatial 
Autoregressive Moving Average (SARMA).  
Untuk melihat kedekatan hubungan antara wilayah satu dengan wilayah lain pada 
data spasial dapat digunakan matriks pembobot spasial. Jenis-jenis matriks pembobot spasial 
antara lain persinggungan tepi (linier contiguity), persinggungan sisi (rook contiguity), 
persinggungan sudut (bishop contiguity), dan persinggungan sisi-sudut (queen contiguity). 
Beberapa batasan masalah dalam penelitian ini adalah penggunaan metode spasial 
dengan pendekatan area berupa SAR, matriks pembobot spasial berupa matriks rook 
contiguity, dan data anak tidak bersekolah usia SD di provinsi Sulawesi Selatan tahun 2013. 
 
2. TINJAUAN PUSTAKA 
2.1 Regresi Linier Berganda dengan Metode Kuadrat Terkecil 
Persamaan regresi linier berganda dalam bentuk matriks (Myers, 1990) adalah sebagai 
berikut. 
𝐘 = 𝐗𝛃 + 𝛆                   (2.1) 
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dimana 𝐘 adalah vektor variabel dependen, 𝐗 adalah matriks variabel independen, 𝛃 adalah 
vektor koefisien parameter regresi, dan 𝛆 adalah vektor error regresi.       
Adapun rumus penaksir parameter kuadrat terkecil, yaitu sebagai berikut. 
?̂? = (𝐗𝑡𝐗)−1𝐗𝑡𝐘                (2.2) 
2.2 Matriks Pembobot Spasial 
Matriks pembobot spasial merupakan matriks yang menggambarkan kedekatan 
hubungan antara suatu wilayah dengan wilayah yang lain. Matriks pembobot berukuran 𝑛 ×
𝑛, dimana elemen matriks didefiniskan dengan nilai 1 untuk wilayah yang bersisian dengan 
daerah yang menjadi perhatian, sedangkan daerah lainnya didefinisikan elemen matriks 
pembobot sebesar nol. Jenis-jenis matriks pembobot spasial antara lain persinggungan tepi 
(linier contiguity), persinggungan sisi (rook contiguity), persinggungan sudut (bishop 
contiguity), dan persinggungan sisi-sudut (queen contiguity). 
2.3 Model Regresi Spasial 
Model umum regresi spasial (Anselin, 1988).adalah sebagai berikut 
𝐲 = 𝜌𝐖𝐲+ 𝐗𝛃 + 𝐮                 (2.3) 
𝐮 = 𝜆𝐖𝐮+ 𝛆                   (2.4) 
𝐲 = 𝜌𝐖𝐲+ 𝐗𝛃 + 𝜆𝐖𝐮+ 𝛆                 (2.5) 
𝛆 ∼ 𝑁(0, 𝐈𝜎2) 
dimana 𝐲 adalah vektor variabel dependen, 𝐗 adalah matriks variabel independen, 𝛃 adalah 
vektor koefisien parameter regresi, 𝐖 adalah matriks pembobot spasial, 𝐮 dan 𝛆 adalah 
vektor error, 𝜌 adalah parameter koefisien spasial lag variabel dependen, 𝜆 adalah parameter 
koefisien spasial lag error, 𝐈 adalah matriks identitas, 𝑛 adalah banyaknya amatan, serta 𝑘 
adalah banyaknya variabel variabel independen.  
2.3.1 Spatial Autoregressive Model 
Bentuk umum persamaan SAR (Lesage, 2009) adalah sebagai berikut. 
𝐲 = 𝜌𝐖𝐲+ 𝐗𝛃 + 𝛆                  (2.6) 
𝛆 ∼ 𝑁(0, 𝐈𝜎2) 
Adapun bentuk penaksir parameter dari model regresi SAR, yaitu sebagai berikut. 
?̂? = (𝐗𝑡𝐗)−1𝐗𝑡(𝐈 − 𝜌𝐖)𝐲                (2.7) 
2.3.2 Spatial Error Model 
Bentuk umum persamaan SEM (Lesage, 2009) adalah sebagai berikut. 
𝐲 = 𝐗𝛃 + (𝐈 − 𝜆𝐖)−1𝛆                            (2.8) 
𝛆 ∼ 𝑁(0, 𝐈𝜎2) 
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Adapun bentuk penaskir parameter dari model regresi SEM, yaitu sebagai berikut. 
?̂? = [(𝐗 − 𝜆𝐖𝐗)𝑡(𝐗 − 𝜆𝐖𝐗)]−1(𝐗 − 𝜆𝐖𝐗)𝑡(𝐈 − 𝜆𝐖)𝐲                      (2.9) 
2.3.3 Spatial Autoregressive Moving Average 
Bentuk umum persamaan SARMA (Lesage, 2009) adalah sebagai berikut. 
𝐲 = 𝜌𝐖𝐲+ 𝐗𝛃 + (𝐈 − 𝜆𝐖)−1𝛆                     (2.10) 
𝛆 ∼ 𝑁(0, 𝐈𝜎2) 
Adapun bentuk penaskir parameter dari model regresi SARMA, yaitu sebagai berikut. 
?̂? = [(𝐗 − 𝜆𝐖𝐗)𝑡(𝐗 − 𝜆𝐖𝐗)]−1(𝐗 − 𝜆𝐖𝐗)𝑡(𝐈 − 𝜆𝐖− 𝜌𝐖)𝐲          (2.11) 
2.5 Uji Lagrange Multiplier 













                (2.13) 
dengan : 
𝐌 = 𝐈 − 𝐗(𝐗𝑡𝐗)−1𝐗𝑡 





dimana 𝛆 adalah nilai error dari hasil OLS, W adalah matriks pembobot, 𝛃 adalah vektor 
koefisien parameter regresi, dan 𝐗 adalah matriks variabel independen. 
Pengambilan keputusan adalah tolak H0 jika 𝐿𝑀 > 𝒳(𝛼,1)
2 . Apabila  H0 ditolak artinya 
terdapat dependensi spasial (Anselin, 1999). Jika LMerror signifikan maka model yang sesuai 
adalah SEM, dan jika LMlag signifikan maka model yang sesuai adalah SAR. Jika keduanya 
signifikan maka model yang sesuai adalah SARMA. 
2.5 Moran’s I 











               (2.14) 
dimana 𝐼 adalah indeks dari Moran’s I, 𝑛 adalah banyak amatan, 𝑥𝑖 adalah data variabel ke 𝑖, 





Adapun rumus untuk mencari nilai ekspektasi dari I, yaitu sebagai berikut. 




Nilai dari indeks 𝐼 ini berkisar antara −1 dan 1. Jika 𝐼 > 𝐼0 maka memiliki pola 
mengelompok, jika 𝐼 = 𝐼0 maka memiliki pola menyebar tidak merata, dan 𝐼 < 𝐼0 memiliki 
pola menyebar. Selain itu, jika nilai 𝐼 = 𝐼0 berarti tidak terjadi autokorelasi spasial, 
sedangkan jika nilai 𝐼 ≠ 𝐼0 berarti terjadi autokorelasi positif saat I bernilai positif, 
sebaliknya terdapat autokorelasi negatif saat I bernilai negatif. 
 
3. METODOLOGI PENELITIAN 
3.1 Sumber Data 
Data yang digunakan dalam penelitian ini adalah data sekunder berupa data 
pendidikan beserta data kependudukan pada tiap kota/kabupaten di Sulawesi Selatan tahun 
2013.  
3.2 Identifikasi Variabel 
Variabel yang digunakan dalam penelitian ini adalah sebagai berikut 
1) Variabel Dependen 
Variabel dependen yaitu jumlah anak tidak bersekolah usia SD pada tiap 
kota/kabupaten di Sulawesi Selatan. 
2) Variabel Independen 
Variabel independen terdiri dari empat kategori, yaitu sebagai berikut. 
a. Jumlah  penduduk  pada tiap kota/kabupaten di Sulawesi Selatan (X1). 
b. Jumlah SD pada tiap kota/kabupaten di Sulawesi Selatan (X2). 
c. Jumlah anak bersekolah (siswa) usia SD pada tiap kota/kabupaten di Sulawesi 
Selatan (X3). 
d. Jumlah guru SD pada tiap kota/kabupaten di Sulawesi Selatan (X4). 
3.3 Metode Analisis 
Adapun langkah-langkah yang dilakukan dalam penelitian ini adalah sebagai berikut. 
1) Melakukan pengambilan data sekunder. 
2) Melakukan pemodelan regresi dengan metode kuadrat terkecil (Ordinary Least Square 
=OLS) yang meliputi estimasi parameter. 
3) Melakukan penggambaran kedekatan hubungan antara wilayah satu dengan wilayah 
yang lain dengan menggunakan matriks pembobot spasial. 




5) Melakukan uji LM untuk memilih model regresi spasial yang sesuai. 
6) Melakukan estimasi parameter regresi model SAR. 
7) Melakukan pemodelan regresi SAR 
  
4. HASIL DAN PEMBAHASAN 
4.1 Model Regresi Berganda 
Pemodelan regresi berganda dengan metode OLS untuk kasus anak tidak bersekolah 
usia SD di Sulawesi Selatan tahun 2013, adalah sebagai berikut. 
𝐘 = 0,049𝑋1 + 13,919𝑋2 − 0,020𝑋3 − 0,670𝑋4 
4.2 Penaksiran Parameter Spatial Autoregressive Model 
Penaksiran parameter ?̂? untuk SAR ditaksir dengan melakukan pendiferensialan 
jumlah kuadrat error, 𝛆𝑡𝛆 = ((𝐈 − 𝜌𝐖)𝐲)
𝑡
((𝐈 − 𝜌𝐖)𝐲) − 2𝛃𝑡𝐗𝑡((𝐈 − 𝜌𝐖)𝐲) + 𝛃𝑡𝐗𝑡𝐗 
terhadap 𝛃, sehingga diperoleh ?̂? = (𝐗𝑡𝐗)−1𝐗𝑡(𝐈 − 𝜌𝐖)𝐲. 
4.3 Matriks Pembobot Spasial 
Matriks pembobot spasial yang digunakan yaitu matriks rook contiguity. Adapun 
susunan kota/kabupaten mengikuti susunan dari Badan Pusat Statistik Provinsi Sulawesi 
Selatan. 
4.4 Uji Moran’s I 
Nilai ekspektasi dari I adalah sebagai berikut. 
𝐸(𝐼) = 𝐼0 = −0,0434 
Nilai Moran’s I untuk masing-masing variabel, yaitu sebagai beerikut 
1) Nilai Moran’s I untuk variabel 𝑦, 𝐼 = 0,1915319 
2) Nilai Moran’s I untuk variabel 𝑥1, 𝐼 = 0,077089 
3) Nilai Moran’s I untuk variabel 𝑥2, 𝐼 = 0,091001 
4) Nilai Moran’s I untuk variabel 𝑥3, 𝐼 = 0,053137 
5) Nilai Moran’s I untuk variabel 𝑥4, 𝐼 = 0,055110 
Berdasarkan hasil yang telah diperoleh, dapat disimpulkan bahwa 𝐼 > 𝐼0 yang berarti 
terjadi autokorelasi spasial positif dan data memiliki pola mengelompok.  
4.5 Uji Lagrange Multiplier 
Hasil uji LMlag dan LMerror yaitu sebagai berikut. 
1) 𝐿𝑀𝑙𝑎𝑔 = 4,8527 × 10
13 
Karena nilai 𝐿𝑀𝑙𝑎𝑔 > 𝜒
2
(𝛼,1) berarti terdapat dependensi lag pada data, sehingga data 
dimodelkan dengan SAR. 
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2) 𝐿𝑀𝑒𝑟𝑟𝑜𝑟 = 1,9443 
Karena nilai 𝐿𝑀𝑒𝑟𝑟𝑜𝑟 < 𝜒
2
(𝛼,1) berarti tidak terdapat dependensi error pada data, 
sehingga data tidak perlu dimodelkan dengan SEM. 
3) Dengan demikian, model spasial yang dapat digunakan adalah SAR. 
4.6 Spatial Autoregressive Model 
Pemodelan SAR dengan nilai 𝜌 = −0,018 untuk kasus anak tidak bersekolah usia SD 
di Sulawesi Selatan Tahun 2013, adalah sebagai berikut. 
ŷj = −0,018 ∑ 𝑤𝑖𝑗𝑦𝑗
𝑛
𝑗=1,𝑖≠𝑗
+ 0,003𝑋1 + 12,737𝑋2 − 0,01𝑋3 − 0,403𝑋4 
Berdasarkan model yang telah didapat, dapat dimisalkan apabila X2, X3, dan X4 
dianggap konstan dan ketika jumlah penduduk (X1) meningkat, maka jumlah anak tidak 
bersekolah akan bertambah. Kemudian, apabila X1, X3, dan X4 dianggap konstan dan ketika 
jumlah SD (X2) meningkat, maka jumlah anak tidak bersekolah akan bertambah. Apabila X1, 
X2, dan X4 dianggap konstan dan ketika jumlah anak bersekolah (X3) berkurang, maka 
jumlah anak tidak bersekolah akan bertambah. Begitu juga, apabila X1, X2, dan X3 dianggap 
konstan dan ketika jumlah guru SD (X4) berkurang, maka jumlah anak tidak bersekolah akan 
bertambah. 
 
5. KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
1) Parameter ?̂? untuk SAR  yaitu ?̂? = (𝐗𝑡𝐗)−1𝐗𝑡(𝐈 − 𝜌𝐖)𝐲. 
2) Model regresi SAR untuk kasus anak tidak bersekolah usia SD di Sulawesi Selatan 
Tahun 2013, adalah : 
ŷj = −0,018 ∑ 𝑤𝑖𝑗𝑦𝑗
𝑛
𝑗=1,𝑖≠𝑗
+ 0,003𝑋1 + 12,737𝑋2 − 0,01𝑋3 − 0,403𝑋4 
Dalam  pengaplikasian model SAR dapat terlihat bahwa jumlah penduduk  (X1) dan 
jumlah anak bersekolah (X3) sangat berpengaruh terhadap jumlah anak tidak 
bersekolah. Sedangkan jumlah SD (X2) dan jumlah guru SD (X4) tidak berpengaruh 
terhadap jumlah anak tidak bersekolah.    
5.2 Saran 
Penelitian selanjutnya dapat dilakukan dengan menambahkan variabel lain dalam data, 
sehingga memungkinkan penggunaan model regresi spasial yang lain, seperti Spatial Error 
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