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ABSTRACT OF DISSERTATION
CHARACTERIZATION OF ZERO MASS FLUX FLOW CONTROL
FOR LOW SPEED AIRFOIL SEPARATION CONTROL
An adaptive wing, a zero mass flux flow control device for low speed airfoil separa-
tion control, is investigated both experimentally and computationally at low speeds. The
adaptive mechanism in the wings provides variable camber that can be actuated across a
range of frequencies and amplitudes. Piezoelectric actuators are housed in a NACA 4415
airfoil with a chord length of .203 m. The entire adaptive wing assembly is then wrapped
under a layer of latex membrane to provide a flexible and smooth upper surface profile.
Experimental diagnostics include flow visualization, particle image velocimetry, as well as
lift and drag measurements. The numerical simulation uses a 2D incompressible CFD code
based on a finite-volume structured formulation with a chimera overset grid for the pur-
pose of parallel computing. In the current study, the dimensionless speed range examined
is 2.5 · 104 ≤ Re ≤ 1.5 · 105, where particular focus is given to Re ≤ 7.5 · 104, where
Re = ρU`µ . All experiments and simulations are conducted in the range of attack angles
from 0◦ ≤ α ≤ 24◦ and between reduced frequency values from 0 ≤ f+ ≤ 1.09, where
f+ = f`U∞ . Both experimental and computational results show that the region of separation
is reduced when the actuation is turned on, thus enhancing aerodynamic efficiency. The
maximum coefficient of lift increases by 26% when the reduced frequency, f+, is approx-
imately .2, where the flow control mechanism appears to be most effective. Phase-locked
PIV and CFD vorticity plots reveal that the downward motion of the surface actuation
decelerates the boundary flow and increases surface pressure, resulting in the formation of a
series of cross-stream vortices that provides fluid entrainment towards the suction surface,
hence reducing separation.
KEYWORDS: Adaptive Wing, Separation, Flow Control, Low Reynolds Number, Zero
Mass Flux
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Chapter 1
Introduction
1.1 Background
Millions of years before the first successfully manned, powered and controlled flight
by the Wright brothers in 1903, birds and insects were the kings of the sky. They are
said to be the ultimate flying machines simply because of their ability to maneuver their
flights effectively and efficiently, as well as the flexibility of their wings allowing them to
adapt rapidly to different flow conditions. For hundreds of years, mankind has been trying
to duplicate the flying mechanism of birds and insects. Finally, in December 1903, the
Wright brothers successfully flew the first controlled, powered, heavier-than-air human flight
(Figure 1.1). Since then, flying machines have undergone rapid development, with Reynolds
number ranging from 1.0 · 102 to 1.0 · 109. Figure 1.2 shows the Reynolds number spectrum
after Lissaman [1]. Insects dominate the low Reynolds number side of the spectrum, while
birds and model airplanes operate between 1.0 · 103 and 1.0 · 105. In addition, micro aerial
vehicles (µAVs) and unmanned aerial vehicles (UAVs) also operate in this region of Reynolds
number. At these low Reynolds numbers, Re < 1.0 · 105, an area that has not been given
much attention by the researchers in the past five decades and a region where viscous effects
are dominant, the flow physics is complex and has not been understood thoroughly. Finally,
large aircraft span the upper end of the Reynolds number spectrum.
High Reynolds number flow has attracted much attention since the birth of flight, but
little attention has been given to low Reynolds numbers. In the past two decades, interest
given to low Reynolds number applications has increased due to the recent emergence of
µAVs and UAVs. Moreover, Mars exploration calls for the development of compact UAVs
that can fly or glide in a non-earth atmosphere condition. High altitude flight vehicles
(HALE) also sparked the interest in low Reynolds number research. In both cases, the
low ambient density produces low Reynolds numbers flow conditions. Thus, there is an
immediate need to explore and understand how low Reynolds numbers flow comprehensively
in order to support and contribute to the currently active development of UAVs, µAVs and
HALE aircrafts.
Low Reynolds number flows often encounter a problem known as flow separation for
much of the airfoil. In general, flow over an airfoil is laminar at low Reynolds numbers.
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The laminar boundary layer is less capable of handling adverse pressure gradient without
separation compared to a turbulent boundary layer, which in general has more momentum
and energy. Figure 1.3 shows the generation of laminar separation bubbles at low Reynolds
numbers due to the present of strong adverse pressure gradients and the separation bubbles
present a major problem for the flight characteristics. The flow will separate as a result
of the strong adverse pressure gradient near the trailing edge, which has been described in
detail by Lissaman [1]. Flow separation decreases lift generation capabilities and is highly
undesirable. At a very low Reynolds number, vortex shedding may cause low frequency
variations in L/D.
At low Reynolds numbers, the L/D ratio is usually low. In the Reynolds number range
of 1.0·104−1.0·106, L/D improves significantly, as described by McMaster and Henderson [2]
and shown in Figure 1.4 for a smooth airfoil surface. This is the flow region where many
of the UAVs and µAVs operate. In this region, different types of flow phenomena occur,
particularly flow separation, transition from laminar to turbulence, and flow reattachment.
Flow separation is the main contributor to the lower L/D ratio at a low Reynolds number.
In order to increase the performance of the airfoil, it is necessary to increase the L/D
ratio by reducing or mitigating flow separation. For Re > 1.0 · 106, flow separation usually
does not pose a problem as the boundary layer has already transitioned to turbulence.
A turbulent boundary layer has more momentum to overcome adverse pressure gradients,
thus eliminating flow separation at low and moderate angles of attack. Most large aircraft
operate at Re > 106 [1].
In the past few years, to improve the performance of flight at a low Reynolds number,
researchers have developed several techniques to reduce or mitigate flow separation. These
methods are known as flow control methods and can be categorized into passive flow control
(PFC) and active flow control (AFC). Passive flow control methods require no external
power input and are usually a device, bump, or groove that helps keep the flow attached.
On the other hand, active flow control methods require auxiliary power input and add
energy into the separated boundary layer and may entrain fluid toward the lifting surface
via actuators. Active flow control devices include continuous jets, synthetic jets, acoustic
excitation, plasma actuators, and hybrid surface actuators. Many of these devices work by
adding fluid directly to the boundary layer. Previous work done in active flow control will
be discussed extensively in Chapter 2.
The concept of using an adaptive airfoil as a zero mass flux active flow control device
is explored extensively using experimental methods as well as computational simulations
in this dissertation. The effectiveness and feasibility of the adaptive wing in controlling
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flow separation has been reported by Munday et. al [3] and is showed in Figure 1.5. The
separation flow control is achieved by oscillating the upper surface profile of the adaptive
wing. The major objective of this dissertation is to investigate, understand and charac-
terize the performance of the adaptive wing. It is crucial to investigate the effects of the
upper surface profile oscillation on the boundary layer behavior. Various experiments and
simulations are performed to capture and understand the fundamental physics behind the
active flow control mechanism. The effects of actuation frequencies and angles of attack
will be explored.
1.2 Motivation and Objective
The main objective of this research is to investigate and characterize the adaptive
wing. This research is primarily focused on studying the basic fundamental physics behind
this successful flow control mechanism. This research project is motivated by the problems
listed in the previous section, especially in the field of active flow control. Previous work
done by Munday et. al in the initial stage of this project clearly shows the feasibility of
adaptive wing in reducing flow separation on a NACA 4415 [3, 11, 12]. In this dissertation,
the adaptive wing is tested using different experimental techniques and numerical methods.
Piezoelectric actuators are used to provide the upper surface profile oscillation because of
its high deflection per input voltage, flexibility and high response rate. As of today, a
number of different flow control techniques, such as continuous jets, synthetic jets, acoustic
excitation, plasma actuators and hybrid surface actuators, have been developed and tested.
The objective of this dissertation is to provide a comparison of the adaptive wing approach
with these other techniques.
1.3 Structure of Dissertation
The following is a brief description of the dissertation contents. This dissertation is
divided into seven chapters and an appendix. A summary of previous work done in flow
control related research is presented in Chapter 2. Then, the fundamental theories related
to the current research are discussed in Chapter 3. This is followed by the methodologies
description in Chapter 4, where detailed information on the experimental and computa-
tional setup is presented. Results and discussion for the experimental and computational
work on the adaptive wing are presented in Chapter 5 and Chapter 6, respectively. Chapter
7 summarizes the crucial observations and results of the dissertation together with recom-
mendations for future work.
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Figure 1.1: Wright Flyer’s first flight, December 1903.
Figure 1.2: Reynolds number spectrum [1].
4
Figure 1.3: Laminar separation bubble [1].
Figure 1.4: Low Reynolds number airfoil performance [2].
5
(a) Non-actuated, f+ = 0 (b) Actuated, f+ > 0
Figure 1.5: Non-actuated versus actuated.
Copyright c© Nan Jou Pern 2008
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Chapter 2
Literature Review
2.1 Adaptive Wing
The adaptive wing concept was designed, developed, and investigated previously at
the University of Kentucky Fluid Mechanics Laboratory. This project started with an
investigation using a piezoelectric actuator with the shape of a circular-arc. The results
of the experiments suggested that an airfoil with oscillating camber will produce a higher
lift coefficient when compared to the same airfoil at any fixed camber setting [13]. Later,
Munday and Jacob have developed and designed a modular adaptive wing, using the NACA
4415 airfoil as the housing for an array of four piezoelectric actuators tightly wrapped with
a layer of rubber latex to provide a flexible and smooth upper surface profile. Investigations
using smoke wire flow visualization and phase-averaged PIV on this adaptive wing have
given promising results in separated flow control at low chord Reynolds numbers of 2.5 ·104
and 5.0 · 104 [3, 11, 12]. These experiments showed the flow separation is reduced when the
actuator is turned on or oscillating, as shown in Figure 2.1 (b) and (d), at Re = 2.5 · 104,
α = 9◦ and Re = 5.0 · 104, α = 9◦, respectively. When the controlled cases are compared
to the non-controlled or static cases (f+ = 0), flow visualization clearly shows that flow
separates at .3c. This is expected because the NACA 4415 is not designed for low Reynolds
number flight. Also, Figure 2.2 shows the general trend of how flow separation reduces
with increasing frequency up to a point where normalization is lost for Re = 2.5 · 104
and Re = 5 · 104 [3]. Later, Katam [14] numerically studied the similar problem between
Re = 2.5 · 104 and Re = 1 · 105 at α = 0◦ and α = 9◦. The computational data showed
qualitatively similar behavior as that of the experiments.
2.2 Flow Separation Control
A number of different flow control approaches have been investigated to reduce flow
separation and to improve aerodynamic performance at low Reynolds numbers [15]. These
separation flow control methods are categorized into passive and active flow control. Suc-
cessful flow control methods that include continuous jets, synthetic jets, airfoil contour,
acoustic excitation, and oscillatory surface heating have been proven to be an effective, if
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not necessarily, an efficient way of controlling flow separation.
Schlichting [5] stated that for a laminar boundary layer, if the ambient incompressible
fluid decelerates in the streamwise direction faster than Uo ≈ x−0.09, the flow will separate
without reattachment. In contrary, for turbulent boundary layer, flow separation is avoided
for the external bulk flow deceleration up to Uo ≈ x−0.23.
2.2.1 Passive Flow Control
Several passive flow control devices with no auxiliary power requirement have effec-
tively reduced flow separation. The two crucial mechanisms behind passive flow control are
the attempt to add energy to the boundary layer region and also the intention of tripping the
flow to promote faster transition from laminar to turbulent flow [16, 17]. Both of the above
can be achieved by placing an array of vortex generators to raise the level of turbulence in
the flow [18], by machining a series of lateral grooves on the suction surface before the sep-
aration point, a rippled trailing edge [19], and by using transverse rectangular grooves and
longitudinal V -grooves placed in the aft shoulder region [20, 21]. All of the above passive
techniques have effectively inproved the overall L/D even though the existance of some of
the flow control devices increases the drag forces slightly.
DeSalvo and Glezer [22] developed and investigated experimentally a hybrid actuator
(bump and synthetic jet), which was mounted on the lower surface of a swept wing model at
x/c = .21 downstream of the leading edge. The hybrid actuator is of O(.01c) integrated with
a synthetic jet actuator (Cµ = O(10−3)). Pressure measurements showed that the pressure
drag was reduced by 50% with minimal decrement in lift (9%) compared to the baseline
case, therefore increasing the L/D by 27%. High-resolution particle image velocimetry
measurements and pressure measurements at Rec = 6.7 · 105 at the boundary layer showed
that the hybrid actuator triggered the formation of trapped vortices downstream of the
actuator, hence increasing the suction (decreasing Cp) in the narrow region near the hybrid
actuator. The overall drag was decreased by 29%, therefore increasing the L/D by 27%.
Santhanakrishnan and Jacob [23] examined experimentally the effect of regular surface
perturbations on flow over a bumpy airfoil at low Reynolds numbers. The observations of
flow visualization illustrate a reduction of flow separation at moderate Reynolds numbers
and higher angle of attacks. PIV results revealed that the pressure recovery point of one
bump was constrained by the presence of an adjacent bump, forming a recirculation region
that helped in reattaching separated streamlines.
Sinha and Ravande [24] developed and investigated experimentally a passive flow
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control device called the flexible composite surface deturbulator (FCSD). FCSD was a micro-
flexural tape with a thickness of 50-100 µm. FCSD can be installed on the suction surface
to decrease the profile drag. Flow control was achieved by the flow-induced oscillations on
the FCSD strip caused by the varying chord-wise pressure gradient on a typical airfoil. The
FCSD was able to accelerate the external flow above the boundary layer. Low Reynolds
number wind tunnel tests showed there was a reduction of 60-80% in profile drag together
with an increase of 12% in lift coefficient. As a result, the L/D increased sharply from 12.5
to 25.7. However, at a high Reynolds number, the results are less significant as the FCSD
decreased the profile drag by merely 10-20%. Sinha et. al also used FCSD to improve the
performance of a standard Cirrus sailplane where an increase of 5 to 20% in the glide ratio
was observed experimentally [25].
2.2.2 Active Flow Control
Active flow control requires external power input to an actuator. The purpose of the
actuator is to introduce time-dependent disturbances into the separated flow field. One of
the most successful active flow control approaches is synthetic jets developed by Glezer et. al
[26]. Synthetic jet is a zero-net mass flux flow control device. The flow control mechanism
was observed as the interaction of the synthetic jets with the cross flow over the suction
surface. The synthetic jets flows were produced by the advection and interactions of trains
of discrete vortices. These jets can be generated at a big range of time scale and length
scale. The synthetic jets can displace the local streamlines and create a virtual change in
the shape of the surface, thus reducing flow separation by transferring linear momentum to
the flow system. The actuation frequencies for full or partial flow separation suppression
were at least an order higher than the natural vortex shedding frequencies. This ensured
that the global instabilities are effectively decoupled from the actuation frequencies.
Glezer et. al [27] experimentally investigated the aspects of low- and high-frequency
actuation in aerodynamic flow control. According to Glezer, the first approach is based on
the narrow-band receptivity of the separating shear layer to actuation frequency. When
Strouhal number of the actuation (Sta) is of the same order with the Strouhal number of
the natural vortex shedding (Sts), a Counda-like reattachment was observed. Aerodynamic
performance is partially restored, but the time-periodic shedding of these large scale vortices
into the wake region can cause global instabilities. In contrast, by using high-frequency
actuation, where the Sta was at least an order higher than the Sts, a virtual surface was
created, therefore full or partial flow separation reduction was achieved. This higher Sta
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effectively decoupled the global instabilities from the actuation frequency.
Amir and Kontis [28] investigated experimentally the effect of piezoelectric actuation
on a .25 m chord length NACA 0015 at subsonic speeds. Nine piezoelectric actuators per
row were placed at .25c and .50c. The actuators were driven at a frequency of 300 Hz, 500
Hz and 900 Hz. The Reynolds number based on chord length were 2.8 · 105, 4.1 · 105 and
4.8 ·105. Force measurements show that in general, the actuation resulted in a lift increment
and drag decrement for most of the cases. However, the maximum increase of L/D was
found to be at an actuation frequency of 900 Hz and .25c. It was determined the overall
increase in L/D was 47%.
Seifert et. al [29] tested experimentally the effect of piezoelectric actuators for airfoil
separation control. Unimorph type piezoelectric actuators were mounted on an Israel Air-
craft Industries Pr8-40-SE airfoil. Ten PZT actuators were flush-mounted onto a channel
starting at .41c. Each piezoelectric actuator is capable of deflecting 13 mm peak-to-peak
in a cantilever configuration. Those actuators were driven in two different modes, a two-
dimensional mode where all actuators were operating at the same phase and amplitude
and a three-dimensional mode where the amplitudes were the same, but the phase was
reversed for the neighboring actuators. It was found that the lift was increased by about
22% for both modes and the stall angle was increased by 2-4◦. Due to the 180◦ out-of-phase
configuration in the three-dimensional mode, the power requirement for the 3-D mode was
reduced by a factor of four to achieve the similar amount of mechanical output amplitude.
Seifert et. al has demonstrated the feasibility of the flow control method using unimorph
piezoelectic actuators.
Chen and Beeler [30] tested experimentally the capability of synthetic jets on a two-
dimensional NACA 0015 airfoil model. Tests were conducted by placing the synthetic jets
at different chordwise locations at different actuation frequencies and amplitudes under
different freestream velocities. When the synthetic jets were placed near the leading edge,
it was observed that the stagnation line was shifted and the operation of synthetic jets
produced an overall lift change, similar to the effect caused by a small increment in the
angle of attack. However, when the actuators were placed at 50% of the chord, the synthetic
jets actuation on the suction surface caused a localized increment in pressure, resulting in
a negative lift generation (−6%) over the airofil.
Holman et. al [31] studied the interaction of adjacent and synchronized synthetic
jets for boundary layer separation control. Two pairs of synthetic jets with a thin slot
of .5 mm wide by 101.6 mm long were installed on a 6-inch chord length NACA 0025 at
.03c (fixed location) and between .25c and .37c (movable location). Tests were performed
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using particle image velocimetry and laser doppler velocimetry at a Reynolds number based
on chord length of 100,000 and angle of attack of 12◦. The synthetic jets were driven by
sinusoidal amplitude at 1500 Hz. It was found that the flow control can be achieved over a
wide range of actuation amplitudes, though at low actuation amplitudes, the location of the
synthetic jet actuators becomes crucial. Moreover, it was shown that the relative phasing
has no significant effect on separation flow control. In addition, it was concluded that mean
jet formation was not required to achieve flow control.
Lee et. al [32] have experimentally investigated the characteristic of flow over an
oscillating in pitch of a NACA 0012 airfoil at Re = 1.35 ·105. They have suggested that the
reduced frquency (based on actuation frequency) is important for an oscillating airfoil and
that low reduced frequency is sufficient to delay various boundary layer events as well as to
change the aerodynamic performance. They also found that the laminar separation bubble
was shortened as compared to the static reference airfoil. The separation bubble served as
the cause for the flow to transition to turbulent.
Go¨ksel et. al [33] investigated experimentally separation control using steady and
pulsed plasma actuators. The targeted range of Reynolds number is between Re = 2.0 · 104
and 1.4 · 105, which is a typical µAV operating Reynolds number. Actuation frequency
at F+ ≈ 1 showed significant improvement to CL,max, which increased with decrement of
Reynolds number. In particular at Re ≈ 2.0 · 104, the actuation increased the CL,max value
by more than a factor of 2 and the typical low Reynolds number hysteresis was eliminated.
The most interesting observation was the increment of CL,max with the decrement of duty
cycles, at which .66% was found to be sufficient for effective flow separation control. They
also observed that at low duty cycles, a ‘vortex trapping’ mechanism was responsible for
the lift enhancement, possibly due to the pressure increment towards the trailing edge.
Flexsys Incorporated [34] investigated experimentally the effectiveness of active flow
control using an array of 16 piezoelectric vortex generators operating at Re = 1.0 ·106. The
high-frequency vortex generator improved flow reattachment, increased the dynamic stall
angle, as well as the maximum lift by approximately 9%. They discovered the maximum lift
is inversely proportional to the pitching rate. This is possibly due to the large leading edge
vortex that overwhelms the active flow devices during high-frequency pitching maneuvers.
Vukasinovic et. al [35] investigated experimentally the effect of high frequency flow
control over a surface mounted hemispherical shell for the Reynolds number between Re =
4 · 105 and Re = 7 · 105 using synthetic jet actuators. It was observed that the structure
of the separated flow was affected by the high frequency control over the entire range of
Reynolds numbers. At a low Reynolds numbers, the flow separation is significantly reduced
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by the actuation. The separation line was shifted by more than 20◦. The separation bubble
was moved downstream to the vicinity of the juncture between the hemisphere and the flat
surface. At higher Reynolds numbers, the flow control was still effective at a lower Cµ. The
effective actuation frequencies were found to be at least an order higher than the natural
vortex shedding frequency. The effect of amplitude-modulation (AM) on flow control was
also investigated, however it was not as effective as continuous high frequency flow control.
In addition, acoustic excitation is an effective way in controlling boundary layer sepa-
ration. In 1975, Collins and Zelenevitz pioneered using sound acoustic excitation to control
flow separation [36]. Later, investigations by Ahuja et. al (1983) [37], Ahuja and Burrin
(1984) [38], Zaman et. al (1987) [39], and Huang et. al (1987) [40] have shown effective flow
separation control using acoustic excitation. Ahuja et. al [37, 38] found that at a Reynold
number based on chord length of 1.0 ·106, the optimum frequency for successful flow control
is 4U∞/c. They concluded that frequency and amplitude are crucial parameters in flow
control mechanism. Likewise, Zaman et. al [39] also found that the optimum frequency
for effective separation control is when the acoustic standing waves inside the wind tunnel
induce transverse velocity fluctuations.
More recently in 2006, Zaman and Culley [41] did a study of stall control over an
airfoil using ‘synthetic jets’. The excitation was imparted via five slots located on the
suction surface and they were inclined at an angle of 40◦ relative to the local surface. The
slots were located at the leading edge of the airfoil. At reduced frequency of greater than
2, the data agree with the expected trend of CL increment and CD reduction. However, at
reduced frequency of about .5, this trend no longer holds as CL exhibited strong positive
effect while the effect of drag reduction is absent in CD data at this low reduced frequency.
Possible explanation by Zaman came from flow field surveys which suggested the low reduced
frequency caused the wake to respond, and this periodically modulated flow caused lateral
transport of low-momentum fluid from the end regions to mid-span. Therefore, higher CD
data were recorded due to higher momentum defects at the measurement location. Zaman
and Culley also suggested that the formation of synthetic jets is not necessary for control
of the separated flow, as long as the amplitude is adequate and the actuation frequency
matches the natural instability frequencies of the separated shear layer.
Koga et. al 1984 [42], Sigurdson and Roshko 1985 [43], Reisenthel et. al 1985 [44],
Roos and Kegelman 1986 [45], Katz et. al 1989 [46] and Bar-sever 1989 [47] are examples of
flow separation control using periodic forcing of the velocity field and an oscillating flap or
wire. These control mechanisms have also shown promising results in active flow separation
control. For example, Koga et. al [42] successfully increased the lift generation and delayed
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stall at chord Reynolds numbers in the range of 1.0 · 105 - 3.0 · 105 using an oscillating wire
to introduce a transverse velocity fluctuations to the separated flow region at a wide range
of dimensional actuation frequencies, 0.7-2.7.
It is evident that both passive and active flow control mechanisms are beneficial to
the low Reynolds numbers flow regime. The main objective of flow control is to increase the
aerodynamic of the lifting surface. As the flow separation diminishes, L/D increases. All
these studies are the major motivation to the development of the adaptive wing, an active
flow control device.
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(a) α = 0◦, f+ = 0 (b) α = 0◦, f+ = 1.7
(c) α = 9◦, f+ = 0 (d) α = 9◦, f+ = 5
Figure 2.1: Smoke wire flow visualization [3].
(a) Re = 2.5 · 104 (b) Re = 5 · 104
Figure 2.2: Separated flow thickness measured normal to the suction surface at 70% of
chord for the dynamic case [3].
Copyright c© Nan Jou Pern 2008
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Chapter 3
Theory
3.1 Low Reynolds Number Flow
The Reynolds number is traditionally used to characterize the inertial versus viscous
scaling of airfoils. It is a fundamental dimensionless parameter in fluid dynamics demon-
strating that fluid flow depends on the chord length (c), velocity (V ), density (ρ), and
viscosity (µ), in the context of airfoil design.
Re =
ρV c
µ
(3.1)
Reynolds number is a measure of the ratio of the inertial force (momentum) to the viscous
force. Low Reynolds number flow is a condition where the effect of viscous forces is im-
portant compared to inertial effects. In this regime of fluid flow, the fluid viscosity plays
an important role and it cannot be neglected. Figure 1.2 shows the relation between flight
speed and Reynolds number based on chord length. A typical low Reynolds number flight
ranges from Re = 1.0 · 104 to Re = 5.0 · 105. It includes model airplanes, birds, human
powered aircraft, and more recently, micro aerial vehicles, unmanned aerial vehicles and
remotely piloted vehicles. Low cruising speed, small chord length and high altitude (low
air density) are the major contributors to low Reynolds number flight. At low Reynolds
number, the performance of these airfoils is relatively poor due to a phenomenon called flow
separation. This subject will be discussed later in this chapter. This opens up an avenue to
find ways to improve the performance of these low Reynolds number airfoils, as compared
to their high Reynolds number counterparts, which have been investigated extensively in
the past.
3.1.1 Aerodynamics of Low Reynolds Number Flow
Lift and drag are forces generated by an airfoil moving through a fluid. Lift is per-
pendicular to the upstream velocity (U∞). Air flow at the upper airfoil surface accelerates
due to the unique shape of the airfoil, thus creating a region of low pressure at the top
surface. Lift force is generated due to the pressure difference between the upper surface
and the lower surface of the airfoil. Figure 3.1 shows the typical pressure distribution on a
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NACA 4415 airfoil. Cp is defined in Equation 3.2.
Cp =
p− p∞
1
2ρU
2∞
(3.2)
The lift force is the resultant upward force due to the pressure distribution and is computed
by integrating the pressure distribution across the surface of the airfoil. Drag is parallel to
the upstream velocity. The drag force is the summation of the wall shear stress, generated
due to the influence of viscous effects. Figure 3.2 shows the typical shear stress distribution
over the surface of the NACA 4415 at Re = 5.0 · 104. This kind of drag, also known as
viscous drag, is most important in airfoil application. Form or pressure drag has only minor
effect in airfoil applications, which is generated due to the normal stresses.
The main purpose of the wing is to produce lift. At the same time, drag is produced
due to viscous effects. The lift to drag ratio CL/CD or L/D is a measure of the aerodynamic
efficiency of the airfoil. Higher L/D indicates higher airfoil performance, which is highly
desirable for the airfoil designer. The design of the airfoil plays a crucial role in the develop-
ment of an aircraft. At low Reynolds numbers, where the viscous effect is dominant, L/D
is usually low most of the time. It becomes a challenging task to increase the performance
of a lifting surface at low Reynolds numbers. A quote from Mueller (1999) addresses this
- “All low Reynolds number vehicles share the ultimate goal of a stable and controllable
vehicle with maximum aerodynamic efficiency” [48]. Airfoil performance at low Reynolds
number as shown in Figure 1.4 illustrates the flow transition from laminar to turbulent
around Re = 5.0 · 105. The performance of smooth airfoils improve significantly at this
critical Reynolds number, by more than an order of magnitude. Interestingly, Figure 1.4
also illustrates that rough airfoils perform better at Reynolds numbers below the critical
point. Figure 1.4 clearly divides the insect’s flight (Re < 5.0 · 104) and that of large aircraft
(Re > 5.0 ·106) at the critical Reynolds number [1]. Furthermore, Figures 3.3 and 3.4, after
McMasters and Henderson [2], show the relation of CL and CD versus Reynolds number.
It is evident from the figures that below the critical Reynolds number of 5.0 · 105, the lift
generating capability of the airfoil decreases rapidly together with a significant increase of
drag.
3.2 Boundary Layer
In the wall region, viscosity is important since the no-slip condition must be satisfied.
At high Reynolds numbers, the flows can be distinctly divided into two unequally large
regions. Outside the boundary layer, the bulk flow has a relatively small velocity gradient,
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where the inertial force is greater than the viscous force at this region. Thus the flow acts
as if it is approximately inviscid, also known as the inviscid outer layer. In most cases,
the length scale of the boundary layer thickness at high Reynolds numbers is very small
compared to the length scale of the surface. Therefore, it produces only a very small amount
of drag.
On the other hand, at low Reynolds numbers, viscosity becomes crucial compared to
at high Reynolds numbers. For this case, the viscous effect is as important as the inertial
effect. Most of the time the boundary layer is laminar at low Reynolds numbers, hence the
boundary layer has the tendency to separate due to the adverse pressure gradient generated
during the pressure recovery around the trailing edge region of the airfoil. Figure 3.5 shows
the the laminar flow velocity distribution on a flat plate at several downstream locations.
The velocity at the wall is considerably slower compared to the flow some distance vertically
away from the wall. The no-slip condition is satisfied at the wall (y=0). The thickness of
the boundary layer increases from the leading edge to the trailing edge. Boundary layer
thickness δ is often defined as the point where the velocity reaches 99% of the outer bulk
flow velocity.
The boundary layer equations are derived from the incompressible Navier-Stokes equa-
tions, as shown in Equations 3.3, 3.4 and 3.5.
∂u
∂x
+
∂v
∂y
= 0 (3.3)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+ ν
∂2u
∂y2
(3.4)
− ∂p
∂y
= 0 (3.5)
3.2.1 Laminar and Turbulent Boundary Layer
Within the boundary layer, the flow can be categorized as a laminar boundary layer
and a turbulent boundary layer. Flows with Reynolds numbers less than the critical
Reynolds numbers are characterized by laminar boundary layers. The value of the crit-
ical Reynolds number, Recritical where transition occurs is complex. It is based on several
natural factors that promote laminar-turbulent transition of the boundary layer, for in-
stance surface roughness. Lissaman characterizes the critical Reynolds number to be around
3.0 ·104 [1]. If Re < Recritical, these disturbances will die out and the flow remains laminar;
while if Re > Recritical, these disturbances will grow and the flow will transition to turbulent
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downstream of this location. Figure 3.6 shows the sketch of laminar-turbulent transition
in the boundary layer on a flat plate at zero incidence [6]. Initially, the boundary layer at
the leading edge is laminar. Further downstream, Tollmien-Schlichting waves are observed
at the region of the trailing edge and it starts to transition, and eventually the boundary
layer becomes turbulent. There is a constant transport and exchange of mass and energy
between the more energized bulk outer flow and the boundary layer, also known as eddies.
As a result, a turbulent boundary layer has more energy compared to a laminar boundary
layer, thus is able to sustain a higher adverse pressure gradient. In other words, the tur-
bulent boundary layer is able to navigate through the adverse pressure gradient without
flow separation, hence reducing drag. Figure ?? shows the effect of Reynolds number on
CD where the drag coefficient decreases when the Reynolds number increases. Note the
turbulent boundary layer has a fuller velocity profile, indicating more energy within the
boundary layer due to the continuous mixing within the turbulent boundary layer. The
laminar boundary layer on the other hand has less momentum, especially at the near wall
region where viscous effects are dominant. Figure 3.7 shows that the turbulent boundary
layer is also thicker compared to the laminar boundary layer.
3.2.2 Boundary Layer Characteristics
To better characterize boundary layer behavior, boundary layer displacement thick-
ness δ∗, momentum thickness θ and shape factor H are defined as:
δ∗ =
∫ ∞
0
(
1− u
U∞
)
dy, (3.6)
θ =
∫ ∞
0
u
U∞
(
1− u
U∞
)
dy, (3.7)
H =
δ∗
θ
, (3.8)
where u is streamwise velocity, U∞ is the freestream velocity, and dy is in the direction
normal to the airfoil surface. The displacement and momentum thicknesses help quantify
the amount of lost volume and lost momentum, respectively, due to the slowing down of
the fluid in the boundary layer. The shape factor, H, is a ratio of lost volume to lost
momentum in the boundary layer. However, the above boundary layer formulations is
limited to non-separated flow.
The boundary layer on an airfoil experiences more pressure forces as compared to
the boundary layer on a flat plate at a zero angle of attack with constant pressure in the
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entire field. At the leading edge, a laminar boundary layer begins to develop. Due to
the design of the airfoil, the flow at the suction surface accelerates, and after a certain
distance, xcrit the flow transitions from laminar to turbulent. The boundary layer at x
> xcrit is turbulent flow. Generally, the boundary layer thickness increases while the wall
shear stress decreases as the flow travels downstream. The thickness of the boundary layer
is inversely proportional to the Reynolds number. The special contour of the airfoil gives
rise to a pressure distribution on the outer edge of the boundary. This pressure distribution
is crucial for an airfoil because an increase in the pressure distribution is the ingredient to
boundary flow separation, which will be discussed in more detail in the following section.
3.2.3 Flow Separation
The generation of laminar separation bubbles at low Reynolds numbers is common.
Figure 1.3 shows the mechanism of a laminar separation bubble. At the leading edge, a
thin boundary layer will be formed at the wall region which is usually laminar. Consider
the following steady-state Navier Stokes equation:
u · ∇U = −1
ρ
∇p+ ν∇2u (3.9)
Outside the boundary layer, at the bulk flow region, the steady-state Navier-Stokes equation
can be simplified to
u
∂u
∂x
= −1
ρ
∂p
∂x
. (3.10)
Upstream of the body, the inviscid bulk flow accelerates (∂u/∂x > 0), where the pressure
force is transformed to kinetic energy. When this happens, pressure decreases along the flow
direction. It is also known as favorable pressure gradient (∂p/∂x < 0). Inside the boundary
layer region, the fluid particle at the wall also experiences the same pressure distribution
as the bulk flow. So, within the boundary layer, the flow decelerates (∂u/∂x < 0), losing
its kinetic energy due to the boundary layer viscous effect (no-slip condition). Therefore,
a region of adverse pressure gradient (∂p/∂x > 0) is formed downstream of the boundary
layer. The flow inside the boundary layer cannot overcome the adverse pressure gradient
and comes to a stop at the separation point. A reverse flow region is generated (backward
motion) downstream of the separation point by the pressure distribution of the bulk flow as
illustrated in Figure 1.3. This is termed boundary layer separation. Further downstream,
transition from laminar to turbulent starts, triggered by either external disturbances or
surface roughness. When the boundary layer becomes turbulent, the entrainment of the
more energetic bulk flow by the turbulent boundary layer reattaches the separated flow,
forming a laminar separation bubble as shown in Figure 1.3. [5]
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If the boundary layer equation as shown in Equation 3.3, 3.4 and 3.5 is specified for
the wall (y = 0), u and v are zero at y = 0, the equation is then simplified to Equation 3.11.
µ
∂2u
∂y2
|y=0 = ∂p
∂x
(3.11)
From Equation 3.11 we see that the curvature of the velocity profile at the wall is directly
determined by the pressure gradient. In other words, the sign of the curvature depends on
the pressure gradient. Figure 3.8 shows three examples of the velocity profile at the wall
region. When the pressure gradient is favorable or negative, ∂p/∂x < 0, the velocity profile
has a negative curvature, ∂
2u
∂y2
|y=0 < 0 all the way out to the bulk flow region. On the other
hand, when the pressure gradient is positive or adverse, ∂p/∂x > 0, Equation 3.11 yields
∂2u
∂y2
|y=0 > 0. Since the curvature near the bulk flow needs to be negative, there must be a
point within the boundary layer where the curvature of the velocity profile flips sign. It is
also known as the point of inflection (PI) where ∂
2u
∂y2
|y=0 = 0.
Figure 3.9 shows an example of the boundary layer flow close to the separation point.
The reverse flow region thickens the boundary layer. Point S on Figure 3.9 is the separation
point, where the streamline leaves the wall. The flow separation point can be determined by
locating the point on the wall where the velocity gradient, ∂u/∂y|y=0 (first derivative with
respect to the direction normal to the surface), is zero. At that point, the wall shear stress,
τw, is also zero. Due to the no-slip condition at the wall, the velocity gradient (∂u/∂y) will
be positive before separation, zero at the separation point, and negative in the reverse flow
region as shown in Figure 3.9. [15]
There are various types of flow separation depending on the Reynolds number, pres-
sure distribution, surface contour, surface roughness, and many other factors. For instance,
if the Reynolds number is high enough, transition from laminar to turbulent takes place
ahead of the separation point. According to Schlicting, if the flow decelerates in the stream-
wise direction faster than Uo x.99, the flow will separate without any reattachment to the
surface. Therefore, no separation bubble will be formed. For moderate Reynolds number,
flow separation occurs before flow transition to turbulence. After the transition, the turbu-
lent boundary layer entrains high-energy bulk flow that causes the flow to reattach, which
forms a laminar separation bubble. In other words, a laminar separation bubble is a region
of locally separated flow on the suction surface. If Re < 5.0 · 104 flow separates with no
reattachment; and if the Reynolds number is slightly greater than 5.0 · 104, a long bubble
will form, whereas if the Reynolds number is much greater than 5.0 · 104, a short bubble
is expected. Generally, short bubbles will form at a higher Reynolds number. The length
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of the short bubble is in the order of a few percent of the chord length. The formation
of the short bubble has no significant effect on the pressure distribution, thus only affects
lift generation and pressure distribution slightly as shown in Figure 3.10 (b). In contrast,
the length of the long bubble is in the order of 20% to 30% of the chord length and the
presence of a long bubble can change the pressure distribution considerably as shown in
Figure 3.10 (c). The usually sharp peak at the leading edge of the airfoil is reduced. The
formation of long bubble usually causes dramatic loss in lift generation and increases form
drag. Figure 3.10 (a) shows the unseparated flow where the experimental line matches the
first inviscid approximation well.
3.3 Flow Control
Flow separation is a common phenomenon, especially at a low Reynolds number. As
the boundary layer separates from the surface, form drag increases while lift generation
decreases. This reduces the performance of the airfoil, or L/D. It is a fact that higher
angles of attack produce higher lift, but beyond stall angle the performance of the airfoil
drastically drops. The major objective of flow control is to improve the aerodynamic per-
formance of the airfoil by keeping the flow attached as long as possible along the suction
surface and delaying the stall angle. According to Gad-El-Hak (2000), the desired goals
of external flow modification are separation control, lift enhancement, transition delay and
drag reduction [15]. Figure 3.11 shows the inter-relationship between various flow control
goals. Flow control is a complex process and one needs to prioritize the flow control goal as
achieving all of them together is a very difficult task. For example, the skin friction of the
laminar boundary layer is an order lower than the skin friction of the turbulent boundary
layer. However, the laminar boundary layer has less momentum in it compared to turbulent
boundary layer, hence the latter can navigate through the adverse pressure gradient easily
and prevent the boundary layer from separating. In addition, as angle of attack increases,
so does the lift generation. However, the form and induced drag increase as well at higher
angles of attack. Therefore, it is very difficult to achieve all flow control goals, at the same
time. One needs to design a particular flow control mechanism to achieve the major goals
while compromising other flow control goals due to the potential conflicts as illustrated in
Figure 3.11.
Flow control can be achieved by actuating and exciting the flow within the bound-
ary layer. This is also known as active flow control and mass flux control. This can be
categorized into continuous suction or blowing (time-invariant actuation) and intermittent
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sucking or blowing (temporally variant). The latter proves to be superior in many cases,
requiring only a fraction of the mass flux. Several active flow control methodologies, namely
continuous jets, synthetic jets, plasma actuators, and acoustic excitation have proven to be
effective in reducing, or in some cases, mitigating boundary layer separation [49, 50, 51, 52].
These active flow control methods require energy input to operate the actuators.
In contrast, passive flow control uses passive actuators such as bumps, dimples,
grooves and hybrid surfaces to reduce separation. Passive flow control does not require
any energy input and is constantly activated. Recent development shows that placing a
hybrid surface actuator at the lower surface of the airfoil reduces the pressure drag [22].
Gad-el-Hak’s Flow Control publication has a thorough review of both active and passive
flow control techniques [8, 15].
3.3.1 Actuation Frequency
As discussed above, actuation frequency is a crucial parameter in active flow control.
Comparison between all theses different cases needed a reduced frequency dimensionless
parameter, f+, defined as
f+ =
f · `
U∞
(3.12)
where f is the actuation frequency, ` is the distance from leading edge to x coordinate of
maximum deflection, and U∞ is the freestream velocity.
It has been shown from various experimentation that the actuation frequency is a
crucial parameter in active flow control mechanisms. Numerous investigations indicate that
the actuation frequency range can be divided into two categories, low-frequency and high-
frequency. When the reduced actuation frequency is of the same order with the Strouhal
number of the natural vortex shedding (f+ ≈ O(1)), the formation and shedding of large
vortical structures cause an unsteady and Coanda-like reattachment. Therefore, when the
actuation reduced frequency, f+ is close to the natural Strouhal number of the flow (due
to vortex shedding), St/f+ ≈ 1, the flow control is at the optimum. This is based on the
narrow-band receptivity of the separating shear layer to the actuation frequency resulting in
partial restoration of aerodynamic performance. Unfortunately, the shedding of these large
scale vortices can cause global instabilities downstream of the airfoil. On the contrary, at
f+ ≈ O(10), the high-frequency actuation frequency creates a virtual aerodynamic shape of
the flow surface, resulting in an attached flow. At this higher frequency actuation, the inter-
actions between global instabilities and actuation frequency are effectively decoupled [27].
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3.3.2 Separation Flow Control
In order to understand flow control mechanism, it is important to review the governing
equations. The simplified two-dimensional Navier-Stokes equations for an incompressible
fluid at the wall (y=0) are given by Equations 3.13 and 3.14:
vw
∂u
∂y
+
1
ρ
∂P
∂x
= ν
∂2u
∂y2
, (3.13)
1
ρ
∂P
∂y
= ν
∂2v
∂y2
, (3.14)
where u and v are the instantaneous velocity components in the x and y directions, respec-
tively, vw is the vertical velocity (y-direction) at the wall, P is the instantaneous pressure
and ν is the kinematic viscosity of the fluid. Careful examination of equations 3.13 and 3.14
show that we could modify the ∂u/∂y (instantaneous flux of spanwise vorticity) by either
suction or injection, streamwise or spanwise pressure gradient, or change the viscosity in
the normal direction [8].
Fluid particles at the wall are subjected to the no-slip condition, and they lose mo-
mentum as they advect along the chordwise direction. At the same time, a region of adverse
pressure gradient is generated towards the trailing edge due to the geometry and contour
of the airfoil. The low momentum flow cannot overcome the adverse pressure gradient,
hence flow separation occurs. Beyond the separation point, the boundary layer thickens
and the boundary layer approximation breaks down. As a result, the lift generation de-
creases and drag increases. Separation flow control’s objective is to delay flow separation,
keeping the flow attached to the lifting surface as long as possible. When one analyzes
the velocity profile at the separation point carefully, the velocity gradient (∂U/∂y) will
be positive when the flow is attached, zero at the separation point, and negative in the
separated flow region. It is observed that for separated flow, ∂2U/∂y2 is positive (posi-
tive curvature) at the wall, while ∂2U/∂y2 near the bulk flow is always negative (negative
curvature). Therefore, there is an inflection point at the near wall region, indicating flow
separation. Since ∂2U/∂y2 >0 (positive curvature) is a necessary condition for boundary
layer to separate, maintaining ∂2U/∂y2 <0 (negative curvature) will keep the flow attached.
This condition can be achieved by introducing a suction mechanism (vw <0), and favorable
pressure gradient (∂P/∂x <0), thus eliminating flow separation.
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Figure 3.1: Pressure distribution on a NACA 4415 airfoil generated by Xfoil.
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Figure 3.2: Shear stress distribution on NACA 4415 at Re = 5.0 · 104.
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Figure 3.3: Airfoil Performance - Maximum Lift Coefficient [2].
Figure 3.4: Airfoil Performance - Minimum Drag Coefficient [2].
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Figure 3.5: Boundary layer on a flat plate: definition sketch [4].
Figure 3.6: Laminar-turbulent transition in the boundary layer on a flat plate at zero
incidence [5].
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Figure 3.7: Comparison of the velocity profiles of laminar and turbulent boundary layers.
28
Figure 3.8: Types of profile [6].
Figure 3.9: Separation velocity profile [5].
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Figure 3.10: Two different types of separation: (a) Unseparated Flow; (b) Short bubble on
upper surface and subsequent rear separation of turbulent boundary layer; (c) leading edge
separation and long bubble [7].
30
Figure 3.11: Inter-relation between flow control goals [8].
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Chapter 4
Experimental & Numerical Arrangements
4.1 Overview
Experiments were conducted at the University of Kentucky Fluid Mechanics Labo-
ratory. The main objective of this investigation is to characterize and to understand the
flow control mechanism of an adaptive wing. Various experimental diagnostics such as
particle image velocimetry (PIV), smoke-wire flow visualization, force measurements, laser
displacement measurements, as well as computational fluid dynamics (CFD) simulation
were utilized to achieve this objective. Therefore, this study involves the combined use
of experimental and computational techniques. The experimental setup and apparatus for
each technique will be discussed in detail in this chapter.
The experiments can be categorized into several parts. Previous work done by Munday
and Jacob using time-averaged PIV and smoke-wire flow visualization has shown that the
adaptive wing flow control mechanism is feasible. To further characterize this flow control
mechanism, part one of the study was conducted in March 2005 using phase-locked PIV
methods. In part 1, phase-locked PIV images were taken at the beginning of the input
signal (sinusoidal wave) at three different frequencies (4, 8, and 12 Hz) at Re = 2.5 · 104,
Re = 5 · 104, and Re = 1 · 105. Later that year, between May and June 2005, a more
detailed phase-locked PIV data set was taken as part 2 of the experiments. This part of the
experiments covered different phases instead of only a single phase in part 1 across the same
frequencies, but only at Re = 2.5·104. In part 3 (February 2006), to further characterize the
adaptive wing, the upper surface profile deflection/movement was measured using a laser
displacement system. Part 4 of the experiment was completed at the end of February 2006.
It consisted of phase-locked PIV measurements in quiescent flow configuration. Then, part
5 which consisted of CFD simulations were performed using the UK in-house CFD code
GHOST developed by Professor Huang running on Kentucky Fluid Cluster 4 (KFC4) during
the months of February and March 2006. At the same time, part 6 of the experiments
involving force measurements were performed. A sting balance was used to measure the
lift force, the drag force, and the pitching moment. Later, in part 7 of the experiments,
smoke-wire flow visualization videos and images were recorded in order to verify the force
balance data set. Part 8 of the experiments was a more detailed CFD simulation with an
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attempt to match actual displacement of the upper surface profile (instead of the saw-tooth
like profile) as the input parameter. These CFD runs were performed in spring and summer
2007.
4.2 Wing Configuration
4.2.1 Modular Adaptive Wing
The zero mass flux flow control adaptive wing was constructed with a base profile
of a NACA 4415 airfoil. The NACA 4415 profile provides sufficient thickness to house the
THUNDER piezoelectric (PZT) actuators model TH-7R fabricated by Face International
Corporation and its attachment fittings. The modular adaptive wing is fabricated using
a prototyping stereolithography process; which uses a photo-polymer gel that crystallizes
when infiltrated with laser light. The adaptive wing is built layer by layer with a high
accuracy of 1/4000 in. per layer. Each module has a recess cut in the upper surface of the
wing, into which a PZT actuator was placed, as shown in Figure 4.1. The PZT actuators
were mounted at an angle that they were even with the unrecessed airfoil section when at
their smallest effective radius (when most curved). For the modular adaptive wing, four
of these sections were mounted together to give a span of 0.33 m and chord length of .203
m. The entire adaptive wing assembly was then wrapped under a layer of latex membrane
with a thickness of .15m, and this provided a seamless, smooth, and flexible upper surface
profile. At the baseline configuration (zero voltage), the adaptive wing resembles a NACA
4415 airfoil, as shown in Figure 4.2. When the actuator is displaced to its greatest effective
radius at maximum voltage (closest to being flat) it deflects the flexible upper surface.
The actuator’s displacement changes the profile of the suction surface by about .01c. The
smooth latex membrane upper surface increases the effective camber and moves the point
of maximum thickness aft. To displace the PZT actuator, a voltage of ±300 V is applied to
the PZT actuator. A function generator is used together with the power supply to actuate
the PZT actuator sinusoidally. Figure 4.3 illustrates the connections to actuate the adaptive
wing.
4.2.2 The THUNDER Piezoelectric Actuator
THUNDER stands for THin Layer Composite UNimorph Ferroelectric Driver and
SEnsoR. The THUNDER actuator and sensor were developed by National Aeronautics and
Space Administration’s (NASA) Langley Research Center. In general, a piezoelectric actua-
tor is made up of three major layers, as shown in Figure 4.4. The top and bottom layers are
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the piezoelectric material (PZT) and stainless steel substrate, respectively, bonded together
by a high performance epoxy, LaRC-SI, using a specially designed curing process. The
modified THUNDER actuator, as shown in Figure 4.5, is fabricated by Face International
based on patented technology from NASA Langley. The modified THUNDER actuator has
an aluminum layer on top of the PZT that serves as a mean of soldering wires. The actuator
has a chord length of c = 9.7 cm, a span of b/2 = 7.1 cm, a PZT thickness of .25 mm and a
total thickness of .53 mm. The typical displacement is approximately 7.87 mm at maximum
allowable input voltage, which is ± 300 V. The baseline (zero potential) radius of curvature
Rc of the airfoil is 16 cm. Rc is varied by changing the voltage applied across the arc airfoil.
A maximum input voltage of ± 300 V varies Rc ± 2%. Rc can be varied at a frequency f
up to 20 kHz. Maximum ∆Rc occurs in the range f < 25 Hz (resonance frquency). It has
an operating temperature range of 4oC to +205oC.
4.3 Experimental Techniques
4.3.1 Subsonic Wind Tunnels
These experiments were conducted in multiple low speed wind tunnel facilities at the
University of Kentucky Fluid Mechanics Laboratory. Smoke wire flow visualization and
force measurements were done in the ELD Inc. open circuit Eiffel subsonic wind tunnel 4.6
with a 0.6 m x 0.6 m test section and length of 1.2 m and it was driven by a 40 hp motor with
FSTI < 0.5 %. Another low-turbulence open-circuit blow-down subsonic wind tunnel was
used mainly for Particle Image Velocimetry (PIV) measurements. This tunnel was driven
by a 7.5 hp motor and has a 0.2 m x 0.4 m test section with a length of 1.5 m. Seeding the
flow for PIV was determined to be less problematic in the smaller test section of the latter
blow-down wind tunnel compared to the ELD wind tunnel. Figure 4.7 shows the detailed
force measurement and flow visualization setup in the big subsonic tunnel, while Figure 4.8
illustrates the details of PIV setup in the small subsonic blow-down wind tunnel.
4.3.2 Particle Image Velocimetry (PIV)
Time averaged PIV
The PIV measurement technique is used to obtain the flow field information. PIV is a
non-intrusive flow field measurement technique. In order to visualize the flow, the subsonic
wind tunnel is uniformly seeded with 1 micron oil droplets generated from a SAFEX 2010
fog generator. The smoke particles are introduced upstream of the wind tunnel at a correct
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level of concentration, based upon the U∞. These tiny smoke particles are illuminated by
a flat 2-D laser sheet that is generated using a NewWave 50 mJ double-pulsed Nd:YAG
laser with a maximum repetition rate of 15 Hz per laser head. The optimum thickness and
alignment of the 2-D laser sheet can be adjusted using a series of 3 lenses, first a converging
lens to focus the laser beam, then a diverging lens at the focal length of the first lens to
create a thinner laser beam, and lastly a cylindrical lens to spread the beam into a thin and
flat 2-D light sheet, as shown in Figure 4.9. A 10-bit, high speed, dual channel, gray scale
Kodak MegaPlus CCD digital camera ES:1.0 with a pixel resolution of 1008 (H) x 1018
(V) is used to capture PIV run images. The CCD camera image plane has to be aligned
parallel to the laser sheet for best PIV image. The pulse separations (δt) between the PIV
image pair ranged from 2 µs to 1 ms based upon the freestream velocity, U∞. This δt value
can be set using the timing box as shown in Figure 4.10. A photo sensor together with a
digital oscilloscope are used to verify this δt value. At low U∞, the seeding level is set to
low, while the δt value is set at 1 ms. As the U∞ increases, the seeding level increases while
the δt value decreases to get a good PIV image pair.
For each PIV run, images are recorded using software called XCAP. PIV images are
saved in binary format which are used for processing and generating 61 vector and vorticity
fields. Then, this data is used to generate mean flow field and statistics. The Wall Adap-
tive Lagrangian Parcel Tracking (WaLPT) DPIV algorithm developed by Sholl and Savas
is employed for processing the raw data. The detailed description of this algorithm and
its formulation can be found elsewhere [53]. In the WaLPT algorithm, seeding is tracked
as fluid parcel markers and tracks both their translations and deformations. During this
tracking, fluid particles registered by individual CCD pixels are advected with individu-
ally estimated velocities and total accelerations. The velocity field needed to initialize the
WaLPT process is obtained from a standard DPIV algorithm, which uses multiple passes,
integer window shifting, and adjustable windows. Both the WaLPT and DPIV algorithms
employ a rigorous peak-detection scheme to determine velocity vectors and use the local
velocity gradient tensor to identify spurious velocity vectors. It was found that the WaLPT
algorithm works well in the flow field of a vortex, which is characterized by high deforma-
tion rates where DPIV algorithms are plagued by biasing and limited dynamic range. No
smoothing algorithms or other post-processing techniques are employed on the data. Vor-
ticity, being a component of the velocity gradient tensor, is calculated spectrally at each grid
point as an intrinsic part of the WaLPT algorithm. To increase near-wall accuracy, image
parity exchange (IPX) developed by Tseui and Savas [54] is used. The image is extended
across the wall interface by a simple mirroring and reversing procedure. This procedure
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allows a more accurate calculation of a velocity vector at the wall. The raw images are
processed as image pairs in 32x32 interrogation areas to give 61 tensors containing the flow
information, for example, the velocities and velocity gradients. The sampling rate of the
present PIV system is limited to a nominal value of 10 Hz due to the specification of the
Kodak MegaPlus CCD digital camera.
Phase-locked PIV
The phase-locked PIV measurement technique was used to obtain the flow field in-
formation at a specific phase. Phase, φ, is defined based on the input sinusoidal signal
supplies to the PZT actuator. A complete sinusoidal cycle is equal to 360◦. For example,
Figure 4.11 shows the 4 Hz (surface actuation frequency) phase-locked configuration. The
start of the input signal is defined as φ = 0◦. In order to capture PIV images at φ = 90◦ for
the 4 Hz case, the capturing signal was delayed by 63ms using a timing box. The delays
for the capturing signal are tabulated in Tables 4.1, 4.2 and 4.3.
Table 4.1: Phase-locked PIV Delays (4 Hz).
φ(◦) Delay (ms)
0 0
90 63
150 104
164 114
173 120
Table 4.2: Phase-locked PIV Delays (8 Hz).
φ(◦) Delay (ms)
0 0
106 37
135 47
157 55
180 63
223 77
251 87
A second timing box was added to the normal PIV configuration to achieve phase-
locked PIV. The second timing box was used to delay the capturing signal by a specific
time interval. Fig. 4.12 shows the configuration for phase-locked PIV. The minimum time
delay for the second timing box was found to be 16 ms.
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Table 4.3: Phase-locked PIV Delays (12 Hz).
φ(◦) Delay (ms)
0 0
157 36
180 42
203 47
225 52
248 57
270 63
293 68
315 73
338 78
360 83
4.3.3 CCD Laser Displacement Sensor (LDS)
A Keyence CCD laser displacement sensor was used to characterize the motion of
the adaptive wing. The system consists of sensor head model LK-503 and controller model
LK-2503. The sensor head consists of a semiconductor laser with a wavelength of 690 nm.
This system provides high accuracy measurements utilizing a 32-bit ultra-high speed RISC
processor for signal processing where the measurements are accurate to within ±5% at all
frequencies across the range of interest. The sensitivity of the system was set to high-
precision mode which has a measuring range of ± 100 mm. The system was calibrated to
a resolution of ± 10 V (10 µm/mV). Output signal from the LDS system was fed to an
Iotech Wavebook 512A DAQ system, which was connected to a computer via the enhanced
parallel port (EPP). Surface deflection data and input signal were recorded simultaneously
using the Wavebook DAQ system. The relationship between the input signal and upper
surface profile deflection was determined after the data was processed.
System Characterization
Figure 4.13 shows the LDS system setup where the sensor head was mounted on a
two-axis traverse for positioning above the wing. The system was configured to record
40,000 samples at a sampling rate of 10 kHz at each measurement point.
A complete scan of the adaptive wing upper surface profile from the leading edge to
the trailing edge showed that the maximum displacement (highest point in the vertical axis)
occurred at a chordwise distance of 98 mm from the leading edge or x/c = .48. The leading
edge was taken to be the origin of the measurement coordinate, and the sensor was set to zero
reading at the origin. Detailed measurements were performed at this maximum deflection
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point. To further characterize the actuator, time series of the modular adaptive wing were
mapped out as shown in Fig. 4.14(a). Fig. 4.14(a) shows the deflection at frequencies of
4 Hz, 8 Hz, and 12 Hz sinusoidal signal, respectively, which were offset in the figure for
clarity. Both the deflection at 8 Hz and 12 Hz are more sinusoidal as compared to the 4
Hz oscillation. FFTs of the data are shown in Fig. 4.14(b). The 4 Hz signal is observed
to have a dominant peak at 3.75 Hz, accompanied by a harmonic small peak at about 11
Hz, which are not seen in the 8 Hz and 12 Hz oscillations. This is probably due to the fact
the latex wrapper was not attached to the actuator surface and it vibrates during actuator
oscillation.
4.3.4 Smoke-wire Flow Visualization
The smoke-wire technique was used for flow visualization. Smoke-wire flow visualiza-
tion was done using a stretched bare stainless steel wire with a diameter of .2 mm. The
diameter of the base wire was limited by the fact the Reynolds number based on the diam-
eter of the wire should be less than 93. Reynolds number above that value will generate
wire induced vortices, which was undesirable for flow visualization. The wire was mounted
from the top wall to the bottom wall of the wind tunnel test section at about one chord
length distance upstream of the adaptive wing model as shown in Fig. 4.15. The wire was
stretched as tight as possible to prevent expansion of the wire at high heat from distorting
the stream lines. The wire was connected directly to a 30-volt power supply. A total power
of 60 Watts (30 V and 2 A) was supplied by a variable power supply to the wire to heat
and vaporize the model train smoke oil, which was applied onto the wire using a cotton
swab. Upon application of the smoke oil, oil droplets were formed along the bare wire with
uniform spacing due to surface tension. The high heat generated by the current passing
through the wire vaporized the oil droplets, thus generating a series of white streaklines.
A Sony XC55 CCD gray scale camera was used to record the flow visualization video from
the direction perpendicular to the wind tunnel test section wall at a resolution of 640x480.
Four powerful halogen lamps were used to create sufficient ambient light intensity. This
technique was described in detail by Batill and Mueller [55].
4.3.5 Sting Force Balance
Aerodynamic forces (lift, drag, and pitching moment) were measured using an Aero-
lab sting strain gage balance. The force balance system consists of 3 major components,
namely the Aerolab sting balance, the model positioning linkage, and a Vishay strain gage
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signal conditional. The adaptive wing was mounted using a model positioning system man-
ufactured by Aerolab. This system offers a manual operation to vary the angle of attack.
Digital readout of the angle of attack was read using a digital multimeter; which was con-
nected to a displacement sensor on the model positioning system. The wire configuration
for the displacement sensor is shown in Table. 4.4. The displacement sensor was calibrated
to a range of angles of attack. Fig. 4.16 shows the calibration curve of angle of attack.
Table 4.4: Wire configuration for displacement sensor.
Wire Connection
Black Common
Red +15 V
White Output Signal
The sting balance is made from a hardened stainless steel that houses separate strain
gages for normal force and pitching moment. Axial force was measured by parallel flexures.
A stop was added to the system to prevent large forces in the axial direction. Both the
normal force and pitching moment were wired using a separate Wheatstone bridge. The
maximum load ranges are 110 N, 44 N, and 5 N ·m, for normal force, axial force and pitching
moment, respectively. The wire configuration between the sting balance and Vishay strain
gage signal conditional is shown in Table 4.5.
Table 4.5: Wire configuration for Vishay Signal Conditional Input.
Description Wire from Sting Balance Connector to conditional
+ excitation P+ Red B (White)
- excitation P- Black C (Red)
+ signal S+ Green D (Black)
- signal S- White A (Naked)
The Vishay strain gage signal conditional model 2120B was used to amplify low-
level signals from strain gages to high-level outputs for data recording and analysis. This
signal conditional accepts 1/4, 1/2, and full bridges, with 120-ohm, 350-ohm, and 1000-
ohm dummy resistors built in. Strain gage signals (normal force, axial force, and pitching
moment) from the sting balance were fed directly into the signal conditional in a half bridge
configuration via the rear panel using a special adapter. Table 4.6 tabulates show the pin
configuration of the adaptor. Two red LEDs on the front panel served as the indicator for
bridge balance (tension/compression). The gain values were set to 10, 10, and 5, for lift,
drag, and pitching moment measurements, respectively. There is also a bridge balance knob
for the purpose of balancing the bridge. In addition, the bridge excitation was set to the
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off position. The three amplified signals were fed into a multi-channel WaveBook DAQ for
data recording.
Table 4.6: Vishay strain gage conditional input adapter pin configuration.
P+ B
P- C
S+ D
S- A
120 Ω H
350 Ω G
HB E
GND F
An Iotech Wavebook DAQ was setup to record lift, drag, pitching moment, and input
signal (sinusodial signal to the PZT actuator) simultaneously using channel 1, 2, 3, and
4 on the Wavebook, respectively. 20,000 data were recorded at a sampling rate of 2 kHz.
Therefore, the time period of a complete data set is 10 seconds.
Normal force and axial force were converted to lift and drag components using equa-
tion 4.1 and equation 4.2.
L = FNcosα− FAsinα (4.1)
D = FNsinα+ FAcosα (4.2)
where L is lift, D is drag, FN is normal force, FA is axial force and α is the angle of attack.
Balance Calibration
The sting balance was calibrated using the standard calibration procedures described
in the Aerolab user manual. Known calibration weights were used for the calibration process.
A 19.05 mm calibration barrel was placed on the sting balance and locked into place using
a set screw. For normal force calibration, the angle of attack of the sting was set to 0o.
The bridge was then balanced (where both of the red LEDs are not lighted) by adjusting
the bridge balance knob. Known weights were then added onto the calibration barrel. The
calibration of the axial force was similar except the sting balance angle of attack was set to
20o, instead of 0o. Tables 4.7 and 4.8 and Figures 4.17 (a) and 4.17 (b) show the calibration
result for both normal and axial forces.
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Table 4.7: Normal force calibration.
Force (N) Voltage (V)
1.9326 -0.036
3.8651 -0.072
4.7775 -0.086
6.7100 -0.121
8.6328 -0.154
Table 4.8: Axial force calibration.
Force (N) Voltage (V)
0.6609 0.031
1.3219 0.064
1.6339 0.081
2.2949 0.112
2.9525 0.144
4.4 Numerical Methods
4.4.1 Kentucky Fluid Cluster
Numerical simulations were done primarily on Kentucky Fluid Cluster 4 (KFC4) and
Kentucky Fluid Cluster 6 (KFC6A and KFC6I), currently housed in UK CFD lab. KFC4,
KFC6A, and KFC6I are groups of loosely coupled computers designed to work together
because of their speed and reliability over a single computer. Figure 4.18 illustrates the
configuration of a computer cluster. KFC4 consists of 48 nodes plus 1 server. Each node
is equipped with a Barton AMD Athlon XP 2500+ processor, 512 MB RAM, and 512 kB
cache. All nodes on KFC4 are connected using 100 MB switch on a single 1 GB network.
KFC6 is the the latest addition to the UK CFD lab. KFC6 is divided into two groups.
The first group is named KFC6A and consists of 23 nodes plus one server. Each node is
equipped with a 2.4Ghz AMD Athlon 64x2 and 2x512KB L2 Cache (socket AM2). 1GB
RAM is installed for each processor on the node, whereas 2GB RAM is installed on the
server. The nodes and server are connected via a single 24-port Gigabit Switch Network
(D-Link DGS-1224T). The second group is given the name KFC6I and it consists of 24
nodes plus one server. Each node is equipped with a 64-bit 2.13Ghz Intel e6400 Core 2
Duo processor. Similar to KFC6A, 1GB of RAM is installed for each processor on the
node while 2GB RAM is available on the server. The nodes and server are connected via
a single 48-port Gigabit Switch Network (D-Link DGS-1248T). Both KFC6A and KFC6I
utilize SATA-interface hard drive for fast data read and write. All numerical works in this
dissertation are performed in parallel runs with each using three nodes on one of KFC4,
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KFC6A, or KFC6I.
4.4.2 GHOST
The simulations were performed using an in-house, two-dimension incompressible
CFD code named GHOST. Professor P. G. Huang and Professor Raymond LeBeau de-
veloped GHOST at the University of Kentucky [56, 57, 58, 59, 60]. This code is written
in FORTRAN 90 and it is based on a finite-volume structured formulation with chimera
overset grids for the purpose of parallel computing. Terms in the momentum equations
are discretized using the QUICK scheme with second-order accuracy. The advective terms
in the momentum equation are modeled using Total Variation Diminishing (TVD) scheme,
while a second-order central difference scheme is employed for the diffusive terms. The code
also utilizes a central difference scheme for the diffusive terms and second order upwind time
discretization scheme for the temporal terms. GHOST is designed to run on multiple nodes
on a computer cluster where internode communication is handled by Message Passing In-
terface (MPI) protocol, a language-independent computer communications system used on
parallel computing application. GHOST has the capability of automatic load balancing.
4.4.3 Computational Domain
The groundwork of designing the two-dimensional multi-zonal grid used to simulate
the experimental adaptive wing setup was the work of Vamsidhar Katam, a graduate student
of the University of Kentucky [10]. The grid was broken into a 3 × 3 set of overlapping
chimera grid (background grid), as shown in Figure 4.19. The center background grid
number 3 is overlapped by the final grid representing the modified NACA 4415 airfoil
(airfoil grid). The background grid has a resolution of 400 × 180, while the airfoil grid
has a resolution of 278 points in the circumferential direction and 120 points in the normal
direction. Figure 4.20 shows the grid of the actuated airfoil. For accuracy, the first grid point
in the normal direction is placed within the viscous sublayer (y+ < 0.5). The oscillating
upper surface profile of the actual adaptive wing was simulated by allowing the upper surface
(between .2c and .8c) of the grid to move. Laminar flow was assumed for this low Reynolds
number simulation [10] .
4.4.4 Adaptive Wing Model
In order to model the flow control mechanism, a CFD adaptive wing model was de-
veloped by Katam [10]. The experimental adaptive wing model has an actuator mounted in
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the NACA 4415 airfoil. It was wrapped with a thin and smooth layer of flexible rubber la-
tex. The actuation/oscillation process was simulated using chimera-type overlapping grids.
In order to achieve this, multiple airfoil grids were generated to represent the movement
from a NACA 4414 airfoil to a NACA 4416 airfoil, where the oscillatory surface extends
from .2c to .8c. The baseline (non-actuated) airfoil attains the shape of the a NACA 4415.
During the numeric simulation, the shape change was achieved by moving the oscillatory
section between .2c and .8c up and down, with the leading and trailing edge being fixed.
The rate of the upward and downward motion correspond to the desired frequencies. The
movement of the grid was limited to the vertical direction (u = 0). This approximation was
used for a simplified model. The grid points were moved with a pre-calculated velocities
based upon the required frequency. A higher frequency will yield a faster velocity. Volume
conservation was maintained at each control volume element in the morphing region during
the upward and downward motion. Figure 4.21 illustrates the shape of the control volume
prior and after the grid change (stage 1 and stage 2). For a given i in the morphing region,
each i, j-gridpoint has the same dy value (dy1 and dy2 remain the same for each pair of grid
points along their respective j direction). This will make the effective area of the control
volume at stage 1 and stage 2 equal [10].
For the preliminary part of the simulation tests (saw-tooth input at Re = 2.5 · 104,
α = 0◦), 34 linear incremental grid from a NACA 4414 to NACA 4416 was used. For the
later part of the numeric simulation (sinusoidal input) at Re = 7.5 · 104, 69 incremental
grids were used to simulate the shape change from NACA 4414 to NACA 4416 with a total
of 138 steps per complete sinusoidal cycle. The non-dimensional time step in the CFD code
for the later series of simulations was set at 2.0 ·10−4. The following is a sample calculation
for 4 Hz actuation at Re = 7.5 · 104.
• U∞ = 5.4 m/s for Re = 7.5 · 104 (from the experiment)
• T = l/U∞= .203/5.4 = .0376 s
• f (actuation frequency) = 4 Hz ⇒ T = 1/4 = .25 s
• Thus, the dimensionless time for CFD code = .25/.0376 = 6.6489
• Dimensionless time step in the CFD code = 2.0 · 10−4
• Number of grid changes required for one complete cycle = 6.6489 / .0002 = 33,244.
A total of 138 grid changes were required for one complete cycle, thus the number of
time steps required for each grid change = 33,244 / 138 ≈ 240. Therefore, time step
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in the CFD code is recalculated, yielding t′ = 6.6489/(138·240)= .0002007529. This
non-dimensional time step value for the CFD code was fixed. An actuation frequency
of 8 Hz and 16 Hz required 120 and 60 time steps with other values being constant as
tabulated in Table 4.9.
Table 4.9: Number of time steps per grid change.
Frequency No. of time steps per grid change
4 Hz 240
8 Hz 120
16 Hz 60
The effect of the time steps on the results has been tested by Katam [10]. In this
dissertation, the dimensionless time step of 2.0·10−4 was chosen based upon Katam’s finding
that the effect of time steps was minimal with no significant difference when comparing
results for multiple time steps of order 10−4.
In order to shorten the simulation time, an improved scheme was implemented to
reduce the number of inner iterations per time step. The number of inner iterations was
initially set at 100 per time step. However, the values were observed to be converged faster
without needing 100 inner iterations for most time steps. For each grid change, the initial
few time steps required more inner iterations for values to converge due to the fact that it
was a new grid location. As the time steps increased, the number of inner iterations needed
for convergence decreased. Therefore, a scheme was incorporated into the code to reduce
the number inner iterations for each time step by one from 100 initially (when the grid
changed) to 30 and remained constant thereafter until the next grid change.
4.4.5 Boundary Condition
For the background grid, the boundary condition for the inlet (left side) of the grid was
prescribed with a uniform dimensionless inlet velocity of U∞ = 1.0. No-slip wall boundary
condition was applied to both the upper and lower grid boundaries, representing the upper
and lower walls of the wind tunnel. The inner boundary condition for the airfoil grid was
the no-slip wall boundary condition, while the outer boundary ‘overlaps’ the background
grid. Values were interpolated between the background grid and the airfoil grid.
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Figure 4.1: Modular Adaptive Wing with latex covering removed.
Figure 4.2: Cross-section of the Modular Adaptive Wing.
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Figure 4.3: Connections to operate/actuate the adaptive wing.
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Figure 4.4: Piezoelectric actuator.
Figure 4.5: THUNDER piezoelectric model TH 7-R by Face International.
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Figure 4.6: Big subsonic wind tunnel manufactured by ELD.
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Figure 4.7: Force measurement and flow visualization setup in the big subsonic wind tunnel.
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Figure 4.8: PIV setup in the small subsonic wind tunnel.
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Figure 4.9: Orientation of lenses to construct a thin 2-D laser sheet [9].
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Figure 4.10: PIV Setup.
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Figure 4.11: Phase-locked PIV Delay (4 Hz).
Figure 4.12: Phase-locked PIV configuration.
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Figure 4.13: Laser displacement sensor configuration.
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(a) Time Series (b) Power versus frequency
Figure 4.14: Characteristic of THUNDER actuator.
Figure 4.15: Smoke-wire flow visualization Configuration.
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Figure 4.16: Displacement sensor calibration.
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(a) Normal force
(b) Axial force
Figure 4.17: Normal and axial force calibration.
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Figure 4.18: Kentucky Fluid Cluster (KFC).
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Figure 4.19: Computational domain. [10].
Figure 4.20: Actuated airfoil grid (The green region in the airfoil grid indicates the region
modified during actuation) [10].
59
Figure 4.21: Control volume before and after the displacement input (v velocity) for two
grid points [10].
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Chapter 5
Experimental Results
5.1 Oscillating Surface Characterization
The time series of the adaptive wing upper surface profile is obtained at x/c=.22, .28,
.34, .39, .45, and .50 (Figure 5.1). The objective of this investigation is to characterize in
detail the response of the latex (flexible) upper surface to the actuation of the piezoelectric
actuators. Actuation frequencies are at 4 Hz, 8 Hz, and 12 Hz. Figure 5.2 shows the
time series plots of the upper surface profile at various frequencies and locations (x/c). In
the plots, the red lines indicate the sinusoidal input signal. Blue, green, and yellow lines
correspond to 4 Hz, 8 Hz, and 12 Hz, respectively. It is observed that the deflection of
the upper surface profile increases as the frequency increases. The natural frequency of
the THUNDER piezoelectric actuator is around 15 Hz. This explains the reason of the
increased deflection at 12 Hz. The maximum deflection of 3 mm peak-to-peak is observed
to be at x/c=.45. The 4 Hz and 8 Hz responses are very similar to the input signal, but
with a delay in phase of about 15◦; while the 12 Hz responses are significantly delayed by
almost 90◦. At each frequency, there is always a second minor peak following the major
peak. The magnitude of the second peak increases as well with increasing frequency. This
is most probably due to the response of the rubber latex layer. Due to electrical limitations,
the latex layer is not glued to the piezoelectric actuator.
5.2 Quiescent Phase-locked PIV Measurements
It is important to analyze the flow field of the adaptive wing in a quiescent setup.
A series of phase-locked PIV images taken at 4 Hz and 8 Hz are shown in Figures 5.3
and 5.4. Figure 5.3 (a) shows the phases where PIV images are taken, φ = 0◦, 30◦, 90◦,
180◦ and 270◦. The blue curve represents the surface respond at 4 Hz measures by the LDS
system. Overall, at 4 Hz (Figure 5.3), we see the movement of the suction surface pushes
the fluid away from the surface. The upward motion of the surface does not generate any
vortical structure as seen in synthetic jets. The 8 Hz (Figure 5.4) case follows the same
trend. As a result, no major conclusion can be drawn from the quiescent phase-locked PIV
measurements.
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5.3 Smoke-wire Flow Visualizations
A series of smoke-wire flow visualization images taken at Re = 2.5 ·104, Re = 5.0 ·104,
and Re = 7.5 · 104 are shown in Figures 5.5 to 5.25. These flow visualization iamages were
taken at a random phase. Frequency ranges from static case (f+ = 0) shown in part
(a) to dynamic cases (f+ > 0) shown from part (b)-(f) in Figures 5.5 to 5.25. General
observation reveals that flow separation is the worst at a lower Reynolds number, especially
at Re = 2.5 · 104. The formation of Tollmien-Schlichting (T-S) waves can clearly be seen
at the trailing edge at larger angle of attacks and non-actuated cases. This indicates that
the low Reynolds number flow is transitioning to turbulent. At a higher Reynolds number,
the size of the T-S wave structure is smaller compared to low Reynolds number cases. In
general, as the flow control mechanism is turned on, the separated flow region reduces in
size. As actuation frequency, f+, increases, the flow separation decreases. This is true
for all cases as a general observation. For all three Reynolds numbers at α = 0, as seen
in Figures 5.5, 5.12 and 5.19, the flow is observed to be mostly attached at all actuation
frequencies, with exception to Re = 2.5 · 104 and Re = 5.0 · 104 cases, where minor flow
separations are observed at f+ = 0, as shown in Figures 5.5(a) and 5.12(a). Once the flow
control is turned on (f+ > 0), the separation decreases.
Figure 5.5 illustrates the flow visualization at Re = 2.5 · 104 and α = 0◦. A separated
flow region exists at the trailing edge of the adaptive wing for the non-actuated case in
Figure 5.5 (a). The separation point is determined visually to be at 55% of the chord. The
separation approximates a rear separation with no reattachment. At f+ = .22 (Figure 5.5
(b)), the separated flow region vanishes. Further increment of f+ reveals the similar flow
visualization as compared to f+ = .22 (Figures 5.5 (c)-(f)), where flow is fully attached
to the suction surface. When the α increases to 4◦ (Figure 5.6), the separated flow region
for f+ = 0 increases and the separation point shifts upstream to 30% of the chord. The
separation resembles a leading edge separation with a long bubble that does not reattach.
This long separation bubble significantly changes the pressure distribution and decreases
L/D. Lift and drag data are not available at Re = 2.5 ·104 due to the limitation of the sting
balance to measure low Reynolds number flow (low free stream velocity at 1.8 m/s). When
the flow control is turned on, the separated shear layer reduces slightly in size. A vortical
structure emerges at about 80% of the chord and the vertical distance from the trailing
edge to the first streamline decreases compared to the no control case. Both f+ = .44
and f+ = .65 cases present the same observation of long separation bubble as compared
to f+ = .22. The long bubble for these three cases still exists and the separation point
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remains relatively close to the separation point for the no control case. Beyond f+ = .87,
the separated flow region reduces significantly and the separation point shifts downstream
to about 60% of the chord. As expected, for α = 8◦ (Figure 5.7), the separated flow region
for f+ = 0 increases compared to the no control case at α = 4◦. The leading edge separation
point is at about 30% of the chord. Similar to the 4◦ case, the introduction of oscillation at
f+ = .22 induces vortical activities, where vortical structure entrains fluid towards the airfoil
surface, therefore reducing the separation height at the trailing edge. Further increment of
f+ reveals an increase rate of vortical structures. The separation region for f+ = .22, .44,
.65, .87, and 1.09 remains relatively the same, but smaller compared to the no control case.
Higher α cases (Figures 5.8-5.11) follow the same trend. At Re = 2.5 · 104, flow separation
region remains large, except for α < 12◦. It is evident that at higher α, the long bubble
increases in length and size, hence the actuation helps only a little to reduce the size of the
separation. Vortex circulation generated by the upward motion of the suction surface plays
a major role in entraining the fluid towards the surface.
Figures 5.12 to 5.18 illustrate the flow visualization of Re = 5.0 · 104 at angles of
attack between 0◦ and 24◦. At α = 0◦ and f+ = 0 (Figure 5.12), a small flow separation
region presents at the trailing edge. Likewise, the separation point is at 50% of the chord.
The flow appears to be less separated compared to Re = 2.5 · 104 at α = 0◦ because the
flow contains higher momentum and is able to negotiate and overcome the adverse pressure
gradient towards the trailing edge of the adaptive airfoil. When the control is turned on, at
f+ = .11 (Figure 5.12 (b)), the separated flow region decreases together with the separation
height measured at the trailing edge. Further increment in actuation frequency shows a fully
attached flow with non-noticable separation. Vortical activities are observed for f+ > 0. At
α = 4◦ (Figure 5.13), the separation point shifts upstream to about 30% of the chord and
a relatively large flow separation region is noticed. At f+ = .11, the separated shear layer
reduces in size, particularly the separation length measured at the trailing edge is decreased
by half. Further increment of f+ illustrates the flow is more attached, especially at f+ = .44
and .55 (Figures 5.13 (e) and (f)) where the flow separation is completely mitigated. The
flow control vortical structures are witnessed for all the actuated cases. At α = 8◦, 12◦
and 16◦ (Figures 5.14- 5.16), a similar trend is observed where f+ = .22 and beyond flow
control is is very effective. It is evident that there is a significant reduction of separated flow
region from f+ = .11 to .22. It is inevitable that at higher α, the flow separation region is
huge when the control is turned off, as illustrated in Figures 5.17 and 5.18 for α = 20◦ and
24◦, respectively. When the flow control is turned on, the flow separation region is reduced;
however, when compared to the lower α cases, a small region of separated flow still exists.
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Separation points are at about 30% and 25% of the chord for α = 20◦ and 24◦, respectively.
The separation point appears to be relatively static for both cases. Similar to the lower α
cases, f+ = .22 seems like the frequency for effective flow control. As expected, the flow
at Re = 5.0 · 104 has higher energy and the flow control is more effective compared to the
lower Reynolds number case. These flow visualization images at Re = 5.0 · 104 suggested
that f+ = .22 is an optimum actuation frequency where flow control is effective. Further
increment in f+ does not reduce the flow separation region notably, although higher f+
cases illustrate fully attached flow. Once again, vortical activities are crucial in reducing
flow separation.
Figures 5.19 to 5.25 illustrate the flow visualization of Re = 7.5 · 104 at angles of
attack between 0◦ and 24◦. At Re = 7.5 · 104, the boundary layer transitions to turbulence,
hence it has more momentum to overcome the adverse pressure gradient. This is proven
in Figure 5.19 (a) (α = 0◦) where the flow is fully attached albeit flow control is turned
off. Further f+ increment is not required at α = 0◦. At α = 4◦ (Figure 5.20), a small area
of flow separation is noted at f+ = 0. f+ increment reduces the flow separation area. A
similar trend is observed between α = 4◦ and 24◦. Since the flow contains more energy in
comparison to Re = 5.0 · 104, it is apparent that a low actuation frequency (f+ = .07) is
all that is necessary for successful flow control, with exception of α = 24◦ where f+ = .15
is required to suppress the flow separation.
Figure 5.26 shows the separation area versus α at Re = 2.5 · 104. The separation
area is determined using a Matlab code. The no control case, f+ = 0, in general has
a larger separation area. As f+ increases, the separation area decreases, whereby at the
highest actuation frequency, f+ = 1.09 the separation area is recorded as the lowest. An
interesting trend is observed for f+ = .44, .65, .87, and 1.09 where the separation area
increases initially, peaks between α = 8◦ and α = 12◦, then decreases to lowest value at
α = 16◦, and increases rapidly thereafter. At α > 16◦, the flow control is not effective for
all the cases, although higher f+ cases have lower area of separation. It is clear that the
flow control is optimum between α = 0◦ and α = 16◦ at Re = 2.5 · 104. Both of the highest
actuation frequencies, f+ = .87 and 1.09 perform better than the other cases. Figure 5.27
shows the plot of separation area versus actuation frequency at Re = 2.5 · 104. It is clear
from the various lines that as the α increases the separation area increases. Effective flow
control occurs at actuation frequency between f+ = .44 and f+ = 1.09.
Figure 5.28 shows the separation distance from the surface at the trailing edge versus α
at Re = 2.5 ·104. The trend is similar to the separation area analysis. Actuation frequencies
for successful flow control are between f+ .44 and 1.09, which agree with the observation in
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Figure 5.26. No control case has the largest separation distance. Interestingly, for f+ = .22,
at α > 16◦, the separation distance increases sharply when compared to f+ > .22 cases
where those lines collapse together. At higher angles of attack, f+ = .22 is insufficient in
overcoming the adverse pressure gradient. Figure 5.29 shows the separation distance versus
actuation frequency at Re = 2.5 · 104. At lower angles of attack, from α = 0◦ to α = 16◦,
the effective range of f+ for flow control is between .22 and 1.09. For α = 20◦ and 24◦, it
is observed that the effective range reduces to between .44 and 1.09.
Figure 5.30 illustrates the separation area versus α at Re = 5.0 · 104. The same
trend can be observed at f+ = .11, .22, .33, .44, and .55 where separation area increases at
low angles of attack and peaks at α = 8◦ (α = 12◦ for f+ = .44 and .55), then reaches
minimum point at α = 16◦ (α = 12◦ for f+ = .11) and increases rapidly thereafter. For
α > 16◦, the flow control mechanism loses effectiveness as separation area for all cases
increases significantly. f+ = .44 and .55 seems to be very effective in controlling flow
separation between α = 0◦ and α = 16◦. Figure 5.31 shows the plot of separation area
versus actuation frequency at Re = 5.0 · 104. Again, it is clear from the plot that as the
separation area increases, the α also increases. At Re = 5.0 · 104, the flow seems to have
more momentum and it is evident that at f+ = 0, the flow is more attached compared to
the Re = 2.5 · 104 cases. For α < 16◦, those lines are flat at f+ = 0. Effective flow control
for these angles of attack occurs at actuation frequency between f+ = .11 and f+ = .55. It
is interesting to observe the distinct trend demonstrated by α = 16◦, where the separation
area decreases constantly.
Figure 5.32 shows the separation distance versus α at Re = 5.0 · 104. The actuation
frequencies for successful flow control are between f+ .22 and .55. The no control case has
the largest separation distance. Similar to the observation in Re = 2.5 · 104, separation
distance increases significantly after α > 16◦ at f+ = .11 compared to the higher actuation
frequency cases where those lines collapse together. At higher angles of attack, f+ = .11 is
again found to be insufficient to control the separation. Figure 5.33 shows the separation
distance versus actuation frequency at Re = 5.0 ·104. At lower angles of attack, from α = 0◦
to α = 16◦, the effective range of f+ for flow control is between .11 to .55. For α = 20◦ and
24◦, it is observed that the effective range reduces to between .22 and .55. For α = 16◦, the
separation distance decreases, as observed in Figure 5.31.
Figure 5.34 shows the separation area versus α at Re = 7.5 · 104. At this higher
Reynolds number, the separation areas for most cases are smaller, though by not much.
Importantly, for f+ = .15 to .36 at α = 12◦ and α = 16◦, the separation areas are at the
minimum. Careful observation reveals the lowest separation areas occur at α = 12◦ for all
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cases, particularly the values for the four high actuation frequency cases collapse to the
same point. A similar trend is observed again for α > 16◦, where flow control mechanism
loses effectiveness as separation area for all cases increases significantly. Figure 5.35 shows
the plot of separation area versus actuation frequency at Re = 7.5 · 104. It is obvious that
the separation area increases when α increases. An interesting observation is that the flow
is fully attached for α = 0◦, α = 4◦, α = 12◦, and α = 16◦ at f+ > .07, f+ > .29, f+ > .15,
and f+ > .22, respectively. The flow control performance is much better for α = 20◦ and
α = 24◦ compared to the two lower Reynolds number cases at the same angles of attack.
Hence, the flow control mechanism is more efficient at this Reynolds number as a result of
both the flow control actuation and the higher flow momentum.
Figure 5.36 shows the separation distance versus α at Re = 7.5 · 104. The actuation
frequency for effective flow control is between f+ of .07 and .29. As expected, the non
actuated case has the largest separation distance. The separation distance for all actuating
cases remains low, with exception for f+ = .07 at highest angle of attack. Obviously at
this Reynolds number, the flow contains more energy and is able to navigate the adverse
pressure gradient, therefore keeping the separation distance low. Figure 5.37 shows the
separation distance versus actuation frequency at Re = 7.5 · 104. At lower angles of attack,
from α = 0◦ to α = 20◦, the effective range of f+ for flow control is between .05 and .36.
As for 24◦, it is observed that the effective range narrows to between .15 and .36.
5.4 Phase-locked PIV Measurements
Munday and Jacob [3, 11, 12] revealed that in using time-averaged PIV measurements,
it is feasible for the adaptive wing to control flow separation. In order to understand the
mechanism better, phase-locked PIV measurement is necessary to capture the flow field at
various phases, φ, while the upper surface is oscillating sinusoidally.
5.4.1 Vorticity Evolution - Phase-locked
Figures 5.38, 5.39, and 5.40 show the phase-locked velocity fields and streamlines for
the case at α = 0◦ and three Reynolds numbers: 2.5 ·104, 5.0 ·104, and 1.0 ·105, respectively,
with oscillation frequencies of 0 Hz (non-actuated), 4 Hz, 8 Hz, and 12 Hz. The field of view
(FOV) for this set of PIV measurements is from 0.45c to 0.7c. The PIV measurements are
phase-locked to the start of the sinusoidal input signal (φ = 0◦). This setup ensures that
PIV images are captured at the same phase in the cycle. At Re = 2.5·104, flow separation is
significant at the non actuated case. A clear separation line can be observed together with a
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larger reverse flow region, as shown in Figure 5.38 (a). When the flow control is turned on,
an evident reduction in the separation is achieved. An increase in the actuation frequency
improves the effectiveness of flow separation control. At the highest actuation frequency,
f+ = .65, it shows that the separation point is shifted 0.2c downstream as compared to
the f+ = 0 case. At this condition, the flow is attached to the suction surface because
the actuator oscillation is adding energy to the boundary layer. At both f+ =.44 and
.65, vortical structures are observed on the upper surface of the actuator. These vortical
structures are very similar to the T-S wave. Likewise, Figure 5.39 at Re = 5.0 · 104 shows
similar trend of active flow control. Again, at the highest reduced frequency, f+ = 0.33,
the separation is reduced to the minimum. At higher actuation frequencies, these vortical
structures are smaller in size as compared to the previous case. The flow separation is
reduced because of the existence of these oscillation induced vortices. Figure 5.40 shows
phase-locked velocity field and streamlines at Re = 1.0 · 105. At this Reynolds number, the
flow transitions to the turbulent flow that carries more momentum, whereas flow separation
is at minimal all the time. Actuator oscillation does not have any major effect as the flow
remains attached over the range of actuation frequencies.
Previous phase-locked PIV to the start of the sinusoidal input signal gives an indica-
tion that the oscillation of the upper surface induces vortices that keep the flow attached.
The next set of phase-locked PIV is carried out to investigate this observation in greater
detail. The following discussion entails the evolution of the oscillation induced vortex at
difference phases with reference to the sinusoidal input signal. The FOV for this set of
phase-locked PIV measurements is between .4c and .8c as shown in Figure 5.41. This is
a region where boundary layer separation occurs. Phase-locked PIV images are recorded
by adding a time delay box to set the delay with respect to the sinusoidal signal as de-
scribed in Chapter 3. An example of the time delay required is shown in Figure 5.42 for
the 4 Hz actuation frequency. Figure 5.44 shows the vorticity evolution of the flow at
Re = 2.5 · 104, α = 0◦, f+ = .22, at different phases of one single actuation. As observed
from Figure 5.44(b), at φ = 135◦, a vortex starts to form at .55 of the chord length. This
is due to the vortex roll-up caused by the downward motion of the upper surface. Further
down the phase, at φ = 150◦, a well-developed vortex is formed at .55c and it is growing
in size. Later, at φ = 164◦, the vortex has advected .08c downstream and the size of the
vortex has increased slightly. At φ = 173◦, the same vortex travels further downstream
and dissipates. The thickness of the separated boundary layer changes from high to low
(oscillates), especially at x/c > .6, as shown in Figure 5.44 (c) at the location of the vortex
(x/c = .68). The vortex generated by the downward motion of the airfoil adds momentum
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and entrains the flow towards the surface. The thickness of the boundary layer behind the
vortex reduces significantly because the flow is energized and is able to navigate the adverse
pressure gradient. If there is no consecutive vortex following the first, the flow will lose mo-
mentum and the adverse pressure gradient will start to build up resulting in separated flow.
Therefore, oscillating the upper surface profile generates a train of cross-stream vortices
that travel downstream, constantly adding energy into the flow to overcome the adverse
pressure gradient.
Figure 5.45 shows the vorticity evolution at different phases at f+ = .44. At this
higher actuation frequency, the vortex generation rate is observed to be twice as fast, but
vortex size is smaller compared to the earlier case, where f+ = .22. The vortex travels
faster at this higher frequency and the separated boundary layer thickness is smaller in size.
More energy is added via the cross stream vortices due to higher peak-to-peak deflection
of the upper surface profile as shown in Figure 5.2, where a higher frequency produces
higher peak-to-peak deflection. At f+ = .61, a similar trend is observed at a higher vortex
generation rate, smaller vortex size and smaller separated boundary layer thickness, as
shown in Figure 5.46.
5.4.2 Velocity Profiles at Various Phases
Figure 5.47 shows the velocity profiles for the non-actuated case, f+ = 0. At x/c =
.48, the boundary layer thickness, δ99%, is about 15% of the chord. As we go downstream
from x/c = .48 to x/c = .68 the boundary layer thickens. The flow is clearly experiencing
adverse pressure gradient, noting that the curvature of the velocity profile is positive at the
wall (∂
2u
∂y2
| > 0). It is evident that the inflection point is at a height of 13% of the chord
above the wall at x/c = .48, and beyond that the curvature of the velocity profile switches to
negative (∂
2u
∂y2
< 0). The height of the inflection point increases as we travel downstream. At
x/c = .68, the inflection point is at a height of about 20% of the chord. The velocity profiles
are highly unstable and it is apparent that the adverse pressure gradient is sufficiently large
so that a reverse flow region is formed. From the velocity profiles at various streamwise
location, we can conclude that the flow separated from the wall before entering the field of
view of PIV, which is upstream of x/c = .48. At x/c = .48, a small reverse flow region is
observed at the height of 5% of the chord. Again, as we go downstream to x/c = .68, the
reverse flow region increases.
At f+ = .22, the velocity profiles taken at different phases as shown in Figure 5.48
indicate a sizable reduction in flow separation compared to the non-actuated case (f+ = 0).
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At x/c = .45, there is no sign of reverse flow region, and the inflection point moves closer
to the wall from about 13% of the chord to about 6% of the chord. The velocity profiles
at various phases at x/c = .45 collapse onto one single profile, indicating that there is
no vortical structure at that chord position. In general, as we march downstream from
x/c = .45 to x/c = .78, the height of the inflection point remains at a constant height of
about 6% of the chord, signifying that the flow is not separating downstream of the adaptive
wing. Nonetheless, vortical activity is observed between x/c = .53 and x/c = .69. A careful
analysis of the velocity profile at φ = 150◦ (blue diamond line) discovers a vortex is created
at x/c = .61 and the profile have more positive curvature near wall compared to the previous
phases (φ = 90◦ and φ = 135◦). This vortex is generated due to the upward motion of the
upper surface. At φ = 164◦, the upward motion of the suction surface advects the vortex
downstream to a streanwise location between x/c = .61 and .69. At the same time, the
size and strength of the vortex have grown, evident from the greater positive curvature of
the velocity profile plotted in pink triangle. Further down the phase at φ = 173◦, the wall
upward motion advects the vortex further downstream to about x/c = .69, as observed
from the velocity profile shown in black cross. This observation agrees with the vorticity
evolution plots as shown in Figures 5.44 (d), (e) and (f).
As actuation frequency increases further, to f+ = .44, the velocity profiles taken at
different phases shown in Figure 5.49 illustrate more reduction in flow separation compared
to f+ = 0 and f+ = .22. It is interesting that at x/c = .45 and φ = 106◦, the velocity
profile has a perfect negative curvature near the wall, ∂
2u
∂y2
< 0, signifying favorable pressure
gradient. In general, the inflection point reduces in height to about 5% of the chord and
remains relatively constant from x/c = .45 to .78, an indication of much thinner boundary
layer, that concurs with the observation from the vorticity evolution plots in Figure 5.45.
Similar to the f+ = .22 case, vortical activity is observed between x/c = .53 and x/c = .78.
At φ = 180◦, a vortex is formed by the upward motion of the suction surfacce at x/c = .53
(pink triangle velocity profile). Then at φ = 223◦, the same vortex advects downstream
to x/c = .61 (black cross velocity profile). Finally, at φ = 251◦, the vortex travels further
downstream to x/c = .69 and grows in size and strength. Similar to the f+ = .22 case, this
observation agrees very well with the vorticity evolution plots as shown in Figures 5.45 (d),
(e) and (f).
At even higher actuation frequency of f+ = .65, the velocity profiles at different phases
and x/c are mostly identical and uniform, indicating the flow is attached (Figure 5.50).
Overall, the height of the inflection point reduces to about 4% of the chord and stays
reasonably stable at that height, indicative of a much thinner boundary layer, agrees with
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the observation from the vorticity evolution plots shown in Figure 5.46. Vortical activity is
observed at x/c = .45 and .78, but in a smaller scale.
5.4.3 Displacement Thickness, δ∗
Figures 5.51 to 5.54 show the displacement thickness (δ∗) at different phases compared
to the flat plate and static cases for a range of actuation frequencies. At f+ = 0, δ∗ of the
adaptive airfoil is relatively large compared to both the Xfoil’s prediction and the flat plate
value. The δ∗ value for the static case ranges from .75cm to 1.25cm.
At f+ = .22 (Figure 5.52), δ∗ reduces significantly at a rate of at least half the size,
compared to the static non-actuated case. At φ = 90◦ and 135◦, δ∗ increases monotonically.
Beyond φ = 135◦, δ∗s start to have peaks that travel downstream at φ = 150◦, 164◦, and
173◦. These peaks are due to the cross stream vortex generated by the upward motion of
the oscillating upper surface. A distinct vortical structure can be observed at low actuation
frequency. At φ = 150◦, the peak is at x/c = .58, where a vortex is formed. Later at φ =
164◦, the vortex gains strength, increases in size, and travels downstream, evident from the
peak that is at the location x/c = .65. This confirms and agrees with the observation from
the velocity profile at φ = 164◦ in Figure 5.48. At φ = 173◦, the peak moves downstream to
x/c = .69. At f+ = .44 (Figure 5.53), δ∗ is smaller compared to the previous case of f+ =
.22. In general, the size of the vortex decreases as the peak deflection at different phases
reduces in magnitude. δ∗ for φ = 106◦, φ = 135◦ and φ = 157◦ increase monotonically
between x/c = .45 and .6. Similar to f+ = .22, the vortex advects downstream as the
phase increases; when φ = 180◦, the peak is at x/c = .55; when φ = 223◦, the peak is at
x/c = .65; when φ = 251◦, the peak is at x/c = .72. At f+ = .65 (Figure 5.54), δ∗ increases
monotonically when compared to the lower actuation frequency cases. At the same time, δ∗
values at f+ = .65 are lower compared to f+ = .22 and f+ = .44. The peaks are smaller,
indicating that the boundary layer is thinner. It is obvious that at this higher actuation
frequency of the upper surface, vortices are generated at a higher rate, thus preventing
them from growing in size. This is why all the peaks are smaller compared to the lower
frequency cases, especially at f+ = .22 where the vortex has sufficient time to grow while
advecting downstream. Figure 5.59 illustrates the average δ∗ values for the three actuation
frequencies. The δ∗ values are computed by taking the average δ∗ of all phases for each
individual actuation frequency. We observe that the δ∗ decreases as the f+ increases.
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5.4.4 Momentum Thickness, θ
Figures 5.55 to 5.58 show the momentum thickness (θ) at different phases compared to
flat plate and static case for a range of actuation frequencies. The θ for the non-actuated case
is illustrated in Figure 5.55 where the θ values are low at a height of about .2% of the chord
compared to the flat plate. However, the θ values agree well with the Xfoil’s prediction. As
expected, when the control is turned on, the θ increases to at least .4% for all actuated cases
of f+ = .22, .44, and .65 when compared to the non-actuated case. It is evident that the
non-actuated case has a region of momentum deficit. Energy is added into the shear layer
via the motion of the upper suface profile. Careful inspection of the θ values for f+ = .22
in Figure 5.56 reveals the bumpy behavior of θ beyond x/c = .58. This is produced by
either the vortex generated by the upward motion of the suction surface or the circulation
due to separation. It is evident that the former is dominant based upon the observations
in vorticity evolution and velocity profile plots, as shown in Figure 5.44 and Figure 5.48,
respectively. The peak of the bumps observed at φ = 150◦, φ = 164◦, and φ = 173◦
correspond well with the vortex location in the vorticity evolution plots (Figure 5.44), and
the peak locations move downstream as phase increases. Figure 5.57 shows the θ values
at f+ = .44. Behavior of the θ is alike where beyond x/c = .6 the pattern becomes
bumpy and uneven. For f+ = .65 (Figure 5.58), the location shifts upstream to x/c = .53.
In general, it is noticeably that all three actuated cases have more momentum compared
to the non-actuated case (f+ = 0). We observe that the θ values of all three actuated
cases are approximately the same, demonstrating an optimal flow control condition. It is
apparent that when f+ = .22, the flow separation is reduced significantly. The effectiveness
of flow control does not improve much when the actuation frequency increases. Therefore,
at Re = 2.5 · 104 and α = 0◦, the optimal reduced frequency value is observed to be at
f+ = .22. Figure 5.60 illustrates the averaged θ values for the three actuation frequencies.
The θ values are computed by taking the average of all phases for each individual actuation
frequency. We see that the averaged θ for all three frequencies have the same patterns,
indicating the flow have the same level of energy.
5.5 Force Measurements
Lift and drag forces of the adaptive wing are measured using the sting balance as
described in the methodology chapter. Measurements are taken at angles of attack, α = 0◦,
4◦, 8◦, 12◦, 16◦, 20◦, and 24◦. At each α, data were taken at five different actuation
frequencies (4 Hz, 8 Hz, 12 Hz, 16 Hz, and 20 Hz), and the baseline, non-actuation case.
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The tests are carried out at Re = 5.0 · 104, Re = 7.5 · 104, Re = 1.0 · 105, and Re = 1.5 · 105
AtRe = 5.0·104, the oscillation of the upper surface profile increases the lift generation
at all f+. At high f+, a significant increase in lift between α = 0◦ and α = 20◦ can be seen in
Figure 5.61, except for the point f+ = .11 at α = 20◦ where the CL value drops rapidly. The
possible cause for this drop is the measurement error by the sting balance. Beyond f+ = .11,
it is evident that the surface actuation has a positive effect on improving the total lift
generation. The stall angle for this case is seen around α = 16◦. We can see the significant
improvement in lift generation from f+ = .11 to .22. Beyond f+ = .22, the CL curves
are overlapping each other, indicating that an optimum flow control condition is achieved
at f+ = .22, which is exactly what is observed and concluded from flow visualization
images (Figures 5.12- 5.18). Drag force is small at Re = 5.0 · 104 compared to lift force,
therefore the sting balance could not measure the absolute drag force accurately due to
the limitation in measurement resolution and sensitivity of the force balance. However, we
are confident with the relative measurement of the drag force measurement by the force
balance. Figure 5.62 shows the relationship between CD−baseline - CD−actuation and angle
of attack. The reduction of drag forces can be observed from Figure 5.62 for α between
α = 4◦ and α = 20◦. The increase is directly proportional to f+. A dome shape is observed
for the four higher actuation frequencies and it is obvious that maximum drag reduction
is achieved at α = 12◦ for these actuation frequencies. These results are consistent with
the observation of the flow visualization images taken at α = 12◦ in Figure 5.14 where flow
separation is minimum at 12◦. Overall at all α, the flow separation region decreases as
f+ increases. This reduction of separated flow region at high f+ obviously contributes to
the reduction of drag, particularly form drag. L/D is not shown due to the large error in
determining CD at this low dynamic pressure.
Next, at Re = 7.5 ·104, the effect of actuation demonstrates a similar trend compared
to Re = 5.0 · 104. Figure 5.63 shows the aerodynamic measurements at Re = 7.5 · 104
taken at various angles of attack. A substantial increase in lift is observed between α = 4◦
and α = 20◦. It is evident that the higher f+ cases perform better in flow separation
control. The stall angles for this Reynolds number are between α = 18◦ and α = 22◦. As
expected, we see the increasing f+ delays stall angle, therefore improving the aerodynamic
performance of the adaptive wing. At f+ = 0 and .07, the airfoil stall angles are 18◦;
for f+ = .15, .22 and .29, the airfoil stall angles increase to 20◦; at the highest actuation
frequency of f+ = .36, the stall angle increases again to 22◦. Drag reduction is achieved in
the range of α = 4◦ to α = 20◦, which agrees with the above observation of higher actuation
frequency cases have lower drag forces. We can clearly see the drag reduction, particularly
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at f+ = .29 and .36, where the minimum drag value is achieved for all angles of attack.
This agrees with the observation in Figures 5.19- 5.25 where the flow is fully attached to
the surface at f+ = .29 and .36. Although the flow control mechanism is determined to
be best at f+ = .29 where CD curves overlap each other, but f+ = .07 seems to be the
optimum that sufficiently reduced the flow separation. Also, there is a flat region between
α = 18◦ and α = 22◦, where changes in drag are minimal. Figure 5.64 shows the relationship
between lift to drag ratio (L/D) and angles of attack for Re = 7.5 · 104. Clearly, higher f+
produces higher L/D. In general, we can see a vast improvement in L/D between α = 0◦
and 18◦, particularly at α = 8◦. Across the spectrum of f+, L/D starts out rather flat,
increases to a maximum at around α = 4◦ and 8◦ for some cases, then drops gradually
thereafter as α increases. This is expected due to higher drag at higher angles of attack.
Similar CL versus α behavior is observed at Re = 1.0 · 105 as shown in Figure 5.65.
However, lift enhancement is achieved at a tighter range of angle of attacks, which is between
α = 8◦ and α = 18◦ compared to α = 4◦ to α = 20◦ at Re = 7.5 · 104. The stall angle is
observed to be at α = 20◦, and it is interesting to see that CL for all cases has the same
value of about .85 at stall angle of α = 20◦. We see that for f+ > .05, the lift curves
collapsed together, suggesting that an optimum in flow control has been achieved. It is
obvious that the flow at this higher Reynolds number has more momentum to suppress
flow separation, thus surface actuation flow control mechanism is not necessary. CD curves
agree totally with CL curves where all of them collapse together. Figure 5.66 shows the
relationship between L/D versus angle of attack for Re = 1.0 ·105. There is no notable peak
as compared to the Re = 7.5 · 105 case. Instead of a flat start at lower α at Re = 7.5 · 104,
the L/D increases rapidly, hits the maximum point at α = 4◦ for all the actuated cases,
then decreases gradually and monotonically as α increases. In general, we can still observe
a vast improvement in L/D between α = 0◦ and 18◦, but not as significant as compared to
Re = 7.5 · 104. As expected, higher f+ has a higher L/D.
Moving up to the highest Reynolds number case, Re = 1.5 · 105, the CL and CD
curves literally overlap each other, as shown in Figure 5.67. We can see that the flow
control process has little or no effect at all in either lift improvement or drag reduction.
The flow has the highest energy of all cases, therefore is able to overcome flow separation.
The only significant improvement at the Reynolds number is that at f+ = .18, which is the
highest actuation frequency, the stall angle has increased to 22◦, instead of 20◦ for all other
cases. L/D follows the same discussion as Re = 1.0 · 105, where peak L/D is at α = 4◦.
Small improvement in L/D can be observed at low angles of attack, and beyond α = 8◦, all
the L/D curves overlap and decrease in a linear fashion.
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Figure 5.69 illustrates the L/D versus f+ behavior for a single angle of attack, α =
8◦. It is evident that the flow control performs better at higher f+ through higher L/D.
Re = 7.5 · 104 case shows a great improvement in L/D from f+ = .07 to f+ = .15, where
flow control is optimum when f+ ≥ .15. At Re = 1.0 · 105, the L/D shows monotonic
increment in L/D and no optimum actuation frequency is observed. As would be expected,
L/D values for Re = 1.0 · 105 are higher compared to the Re = 7.5 · 104 case.
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Figure 5.1: Locations (x/c) where LDS data taken (Positions 1, 2, 3, 4, 5, 6 correspond to
x/c=.22, .28, .34, .39, .45 and .50, respectively).
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(a) x/c = .22 (b) x/c = .28
(c) x/c = .34 (d) x/c = .39
(e) x/c = .45 (f) x/c = .50
Figure 5.2: Oscillating Surface Characterization at α = 0◦.
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(a) Oscillating Surface Characterization (b) φ = 0◦
(c) φ = 30◦ (d) φ = 90◦
(e) φ = 180◦ (f) φ = 270◦
Figure 5.3: Quiescent Phase-locked PIV Measurements for Re = 2.5 · 104 and 4 Hz.
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(a) Oscillating Surface Characterization (b) φ = 0◦
(c) φ = 45◦ (d) φ = 120◦
(e) φ = 225◦ (f) φ = 285◦
Figure 5.4: Quiescent Phase-locked PIV Measurements for Re = 2.5 · 104 and 8 Hz.
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(a) f+ = 0 (b) f+ = .22
(c) f+ = .44 (d) f+ = .65
(e) f+ = .87 (f) f+ = 1.09
Figure 5.5: Smoke-wire flow visualization at α = 0◦ for Re = 2.5 · 104.
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(a) f+ = 0 (b) f+ = .22
(c) f+ = .44 (d) f+ = .65
(e) f+ = .87 (f) f+ = 1.09
Figure 5.6: Smoke-wire flow visualization at α = 4◦ for Re = 2.5 · 104.
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(a) f = 0Hz (b) f+ = .22
(c) f+ = .44 (d) f+ = .65
(e) f+ = .87 (f) f+ = 1.09
Figure 5.7: Smoke-wire flow visualization at α = 8◦ for Re = 2.5 · 104.
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(a) f = 0Hz (b) f+ = .22
(c) f+ = .44 (d) f+ = .65
(e) f+ = .87 (f) f+ = 1.09
Figure 5.8: Smoke-wire flow visualization at α = 12◦ for Re = 2.5 · 104.
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(a) f = 0Hz (b) f+ = .22
(c) f+ = .44 (d) f+ = .65
(e) f+ = .87 (f) f+ = 1.09
Figure 5.9: Smoke-wire flow visualization at α = 16◦ for Re = 2.5 · 104.
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(a) f = 0Hz (b) f+ = .22
(c) f+ = .44 (d) f+ = .65
(e) f+ = .87 (f) f+ = 1.09
Figure 5.10: Smoke-wire flow visualization at α = 20◦ for Re = 2.5 · 104.
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(a) f = 0Hz (b) f+ = .22
(c) f+ = .44 (d) f+ = .65
(e) f+ = .87
Figure 5.11: Smoke-wire flow visualization at α = 24◦ for Re = 2.5 · 104.
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(a) f+ = 0 (b) f+ = .11
(c) f+ = .22 (d) f+ = .33
(e) f+ = .44 (f) f+ = .55
Figure 5.12: Smoke-wire flow visualization at α = 0◦ for Re = 5.0 · 104.
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(a) f+ = 0 (b) f+ = .11
(c) f+ = .22 (d) f+ = .33
(e) f+ = .44 (f) f+ = .55
Figure 5.13: Smoke-wire flow visualization at α = 4◦ for Re = 5.0 · 104.
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(a) f+ = 0 (b) f+ = .11
(c) f+ = .22 (d) f+ = .33
(e) f+ = .44 (f) f+ = .55
Figure 5.14: Smoke-wire flow visualization at α = 8◦ for Re = 5.0 · 104.
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(a) f+ = 0 (b) f+ = .11
(c) f+ = .22 (d) f+ = .33
(e) f+ = .44 (f) f+ = .55
Figure 5.15: Smoke-wire flow visualization at α = 12◦ for Re = 5.0 · 104.
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(a) f+ = 0 (b) f+ = .11
(c) f+ = .22 (d) f+ = .33
(e) f+ = .44 (f) f+ = .55
Figure 5.16: Smoke-wire flow visualization at α = 16◦ for Re = 5.0 · 104.
90
(a) f+ = 0 (b) f+ = .11
(c) f+ = .22 (d) f+ = .33
(e) f+ = .44 (f) f+ = .55
Figure 5.17: Smoke-wire flow visualization at α = 20◦ for Re = 5.0 · 104.
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(a) f+ = 0 (b) f+ = .11
(c) f+ = .22 (d) f+ = .33
(e) f+ = .44 (f) f+ = .55
Figure 5.18: Smoke-wire flow visualization at α = 24◦ for Re = 5.0 · 104.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .22
(e) f+ = .29 (f) f+ = .36
Figure 5.19: Smoke-wire flow visualization at α = 0◦ for Re = 7.5 · 104.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .22
(e) f+ = .29 (f) f+ = .36
Figure 5.20: Smoke-wire flow visualization at α = 4◦ for Re = 7.5 · 104.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .22
(e) f+ = .29 (f) f+ = .36
Figure 5.21: Smoke-wire flow visualization at α = 8◦ for Re = 7.5 · 104.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .22
(e) f+ = .29 (f) f+ = .36
Figure 5.22: Smoke-wire flow visualization at α = 12◦ for Re = 7.5 · 104.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .22
(e) f+ = .29 (f) f+ = .36
Figure 5.23: Smoke-wire flow visualization at α = 16◦ for Re = 7.5 · 104.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .22
(e) f+ = .29 (f) f+ = .36
Figure 5.24: Smoke-wire flow visualization at α = 20◦ for Re = 7.5 · 104.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .22
(e) f+ = .29 (f) f+ = .36
Figure 5.25: Smoke-wire flow visualization at α = 24◦ for Re = 7.5 · 104.
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Figure 5.26: Separation area versus α, Re = 2.5 · 104.
Figure 5.27: Separation area versus frequency, Re = 2.5 · 104.
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Figure 5.28: Separated flow thickness measured normal to the suction surface at trailing
edge (100% of chord), Re = 2.5 · 104.
Figure 5.29: Separated flow thickness measured normal to the suction surface at trailing
edge (100% of chord), Re = 2.5 · 104.
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Figure 5.30: Separation area versus α, Re = 5.0 · 104.
Figure 5.31: Separation area versus frequency, Re = 5.0 · 104.
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Figure 5.32: Separated flow thickness measured normal to the suction surface at trailing
edge (100% of chord), Re = 5.0 · 104.
Figure 5.33: Separated flow thickness measured normal to the suction surface at trailing
edge (100% of chord), Re = 5.0 · 104.
103
Figure 5.34: Separation area versus α, Re = 7.5 · 104.
Figure 5.35: Separation area versus frequency, Re = 7.5 · 104.
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Figure 5.36: Separated flow thickness measured normal to the suction surface at trailing
edge (100% of chord), Re = 7.5 · 104.
Figure 5.37: Separated flow thickness measured normal to the suction surface at trailing
edge (100% of chord), Re = 7.5 · 104.
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(a) f+=0 (b) f+=.22
(c) f+=.44 (d) f+=.65
Figure 5.38: Phase-locked (φ = 0◦) velocity fields and streamlines from averaged PIV runs
from 0.45c to 0.7c over the upper surface of the wing at α = 0◦ for Re = 2.5 · 104.
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(a) f+=0 (b) f+=.11
(c) f+=.22 (d) f+=.33
Figure 5.39: Phase-locked (φ = 0◦) velocity fields and streamlines from averaged PIV runs
from 0.45c to 0.7c over the upper surface of the wing at α = 0◦ for Re = 5.0 · 104.
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(a) f+=0 (b) f+=.05
(c) f+=.11 (d) f+=.16
Figure 5.40: Phase-locked (φ = 0◦) velocity fields and streamlines from averaged PIV runs
from 0.45c to 0.7c over the upper surface of the wing at α = 0◦ for Re = 1.0 · 105.
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Figure 5.41: Field of view (FOV).
Figure 5.42: Phase-locked PIV Delay (4 Hz).
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Figure 5.43: Vorticity and streamlines from phase-locked PIV runs from 0.44c to 0.75c over
the upper surface of the wing at α = 0◦, Re = 2.5 · 104, and f+ = 0.
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(a) φ = 90◦ (b) φ = 135◦
(c) φ = 150◦ (d) φ = 164◦
(e) φ = 173◦
Figure 5.44: Vorticity and streamlines from phase-locked PIV runs from 0.44c to 0.75c over
the upper surface of the wing at α = 0◦, Re = 2.5 · 104, and f+ = .22.
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(a) φ = 106◦ (b) φ = 135◦
(c) φ = 157◦ (d) φ = 180◦
(e) φ = 223◦ (f) φ = 251◦
Figure 5.45: Vorticity and streamlines from phase-locked PIV runs from 0.44c to 0.75c over
the upper surface of the wing at α = 0◦, Re = 2.5 · 104, and f+ = .44.
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(a) φ = 180◦ (b) φ = 203◦ (c) φ = 225◦
(d) φ = 248◦ (e) φ = 270◦ (f) φ = 293◦
(g) φ = 315◦ (h) φ = 338◦ (i) φ = 360◦
Figure 5.46: Vorticity and streamlines from phase-locked PIV runs from 0.44c to 0.75c over
the upper surface of the wing at α = 0◦, Re = 2.5 · 104, and f+ = .65.
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Figure 5.47: Velocity profiles from 0.44c to 0.75c over the upper surface of the wing at
f+ = 0, α = 0◦ for Re = 2.5 · 104.
Figure 5.48: Velocity profiles from 0.44c to 0.75c over the upper surface of the wing at
f+ = .22, α = 0◦ for Re = 2.5 · 104.
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Figure 5.49: Velocity profiles from 0.44c to 0.75c over the upper surface of the wing at
f+ = .44, α = 0◦ for Re = 2.5 · 104.
Figure 5.50: Velocity profiles from 0.44c to 0.75c over the upper surface of the wing at
f+ = .65, α = 0◦ for Re = 2.5 · 104.
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Figure 5.51: Displacement Thickness δ∗ at different phases, f+ = 0, Re = 2.5 · 104.
Figure 5.52: Displacement Thickness δ∗ at different phases, f+ = .22, Re = 2.5 · 104.
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Figure 5.53: Displacement Thickness δ∗ at different phases, f+ = .44, Re = 2.5 · 104.
Figure 5.54: Displacement Thickness δ∗ at different phases, f+ = .65, Re = 2.5 · 104.
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Figure 5.55: Momentum Thickness θ at different phases, f+ = 0, Re = 2.5 · 104.
Figure 5.56: Momentum Thickness θ at different phases, f+ = .22, Re = 2.5 · 104.
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Figure 5.57: Momentum Thickness θ at different phases, f+ = .44, Re = 2.5 · 104.
Figure 5.58: Momentum Thickness θ at different phases, f+ = .65, Re = 2.5 · 104.
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Figure 5.59: Averaged Displacement Thickness δ∗ at different phases, Re = 2.5 · 104.
Figure 5.60: Averaged Momentum Thickness θ at different phases, Re = 2.5 · 104.
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Figure 5.61: Lift coefficient versus α at Re = 5.0 · 104.
Figure 5.62: ∆ CD versus α at Re = 5.0 · 104.
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Figure 5.63: CL (dashed-lines) and CD (dotted-lines) versus α at Re = 7.5 · 104.
Figure 5.64: CL/CD versus α at Re = 7.5 · 104.
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Figure 5.65: CL (dashed-lines) and CD (dotted-lines) versus α at Re = 1.0 · 105.
Figure 5.66: CL/CD versus α at Re = 1.0 · 105.
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Figure 5.67: CL (dashed-lines) and CD (dotted-lines) versus α at Re = 1.5 · 105.
Figure 5.68: CL/CD versus α at Re = 1.5 · 105.
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Figure 5.69: L/D versus f+ at α = 8◦.
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Chapter 6
CFD Simulation Results
CFD simulations were performed using the KFC4, KFC6A, and KFC6I clusters at
Re = 2.5 · 104 and Re = 7.5 · 104. These numeric simulations were done using GHOST, an
in-house, two-dimensional incompressible CFD code. A two-dimensional multi-zonal grid
system was used to simulate the experimental adaptive wing setup in a wind tunnel. Similar
boundary conditions were applied to the numerical simulations. However, the oscillation
input signal was not exactly the same, where the experimental input signal was shown in
Figure 5.2 compared to saw-tooth input and sinusoidal input for numerical simulations, as
seen in Figures 6.1 and 6.2. Table 6.1 shows a list of the different numerical simulation runs.
In addition, there is a difference in amplitude between CFD and experimental setup. The
CFD oscillations are simulated by the movement from NACA 4414 profile to NACA 4416
which is about 2% of chord (or about 4 mm peak to peak), while the observed experimental
motions apprea to be about 2 cm - 3 cm peak to peak, so the overall motion of the CFD is
less pronounced.
6.1 Comparison at Re = 2.5 · 104
A detailed comparison of phase-locked vorticity fields between the experimental PIV
and numerical simulations were performed. Figures 6.3 and 6.4 are the comparisons between
the phase-locked averaged PIV and numerical numerical simulation (Run 1). A closer
comparison is done at Re = 2.5 · 104, α = 0◦, and f+ = .65 with a field of view of .4c
to .8c. The different phases for comparison are φ = 157◦, φ = 203◦, φ = 248◦, φ = 270◦,
φ = 315◦, and φ = 360◦. The comparisons show reasonable qualitative agreement with each
other. In general, as the phase increases, a vortex is generated by the upward/downward
motion of the upper surface profile. There is a good agreement for the location of the
vortex formation, which is at x/c ≈ .5. The vortex advects downstream as the phase
advances. This observation can be seen in both experimental and numerical simulations. It
is evident that the vortex advects downstream faster in numerical simulation compared to
experimental results. It is possible that this is due to the different surface input function.
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6.2 Comparison at Re = 7.5 · 104
Figures 6.5, 6.6, and 6.7 illustrate the comparison between CFD phase-averaged vor-
ticity plots and the smoke-wire flow visualization images. These serve as a qualitative com-
parison between numerical simulation and experimental data. Simulations are performed at
Re = 7.5 · 104, α = 4◦, 8◦, and 16◦ using sinusoidal input signal (Runs 2,3,4,7,8,9,11,12,13)
instead of saw-tooth input signal (Run 1).
Figures 6.5 (a)-(f) show the comparison at α = 4◦. In general, the CFD data qualita-
tively agree well with experimental flow visualization images. When f+ = 0, CFD vorticity
shows that the flow is slightly separated (Figure 6.5 (a)), where the point of separation is at
approximately x/c = .5. It is evident that the streamlines at the trailing edge are detached
from the upper surface. Similar observation is seen in the flow visualization image shown
in Figure 6.5 (b), where the point of separation is at x/c ≈ .4, which is slightly higher than
the CFD prediction. When the actuation is turned on, at f+ = .07, Figure 6.5 (c) shows
an improvement in flow separation where the streamlines are reattached to the surface with
no gap between the streamlines and upper surface at the trailing edge indicating fluid en-
trainment. The corresponding flow visualization (Figure 6.5 (d)) agrees with CFD vorticity
plot where the vertical distance between the trailing edge and the streamlines is shorter
compared to the non-actuated case. At f+ = .15 and f+ = .29 (Figures 6.5 (e), (f), (g)
and (h)), the separated flow area is reduced to a minimum.
Figures 6.6 (a)-(f) illustrate the comparison at α = 8◦. The CFD data agree well
with the experimental flow visualization images. As expected, at f+ = 0, the flow is more
separated (Figure 6.6 (a)) when compared to α = 4◦. The boundary layer is observed to be
thicker at α = 8◦) compared to α = 4◦. Flow visualization image (Figure 6.6 (b)) shows a
similar separated flow area. When the actuation is turned on, at f+ = .07, flow separation
reduces significantly for both CFD vorticity and experimental flow visualization (Figures 6.6
(c) and (d)). The streamlines are closer to the surface and the separation points for both
are shifted downstream. Again, at f+ = .15 and f+ = .29 (Figures 6.6 (e), (f), (g) and (h))
show that the separated flow area is reduced to the minimal.
Figures 6.7 (a)-(f) illustrate the comparison at α = 16◦. It is evident that the numer-
ical simulation does not predict well at this high angle of attack. At high angle of attack,
the flow over the upper surface accelerates, therefore approaching the turbulent flow regime.
The numerical simulations use a laminar flow scheme, therefore they are predicting large
and distinct vortices (Figures 6.7 (a), (c), (e), and (f)). These are phase-averaged vorticity
plots with minimal large vortical structures. An instantaneous vorticity plot at a particular
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phase will reveal large and active vortical activities. The CFD data illustrate that when
the actuation is turned on, entrainment of fluid towards the surface is clearly visible. The
vortices produced by the upper surface oscillation are much stronger compared to α = 4◦
and α = 8◦ cases. This is most likely due to the fact that the numerical solver is using
a laminar scheme. On the other hand, the experimental flow visualization images do not
demonstrate highly unsteady flow with strong vortices. Instead, the experimental data show
a nice drop in separated flow area when the actuation is turned on due to the fact that at
this high angle of attack, the flow is turbulent as the flow accelerates faster. In fact, at
higher actuation frequencies (f+ = .15 and f+ = .29), the flow visualization images show
that the flow is fully attached.
6.3 Vorticity Evolution
Figures 6.8 - 6.16 show the vorticity evolution as the phase advances (φ = 0◦, 45◦,
90◦, 135◦, 180◦, 225◦, 270◦, 315◦, and 360◦) at Re = 7.5 · 104 and α = 4◦, 8◦, 16◦.
Figures 6.8 (a) - (h) illustrate the vorticity evolution at α = 4◦ and f+ = .07. At
φ = 0◦, the airfoil surface is in the upward motion and the separation point is approximately
located at .75c. It is clear that vortex shedding is near the trailing edge. As the phase
advances to φ = 90◦ (the highest point of the actuation), the flow remains attached to the
surface. When φ > 90◦, the downward motion of the surface begins. The separation point
begins to move upstream from .75c (φ = 90◦) to .4c (φ = 225◦). Strong and distinct vortical
structures are generated due to the temporary profile change. These vortices then advect
downstream as the phase increases. At φ = 270◦, the surface is at the lowest point. Beyond
φ > 270◦, the separation point moves downstream and the flow recovers and reattaches as
the suction surface is moving upward. This cycle is repeated over and over by the flow
control mechanism.
Figures 6.9 (a) - (h) illustrate the vorticity evolution at α = 4◦ and f+ = .15.
Similar to the α = 4◦ and f+ = .07 case, the separation point is near the trailing edge at
approximately .7c when φ = 90◦. During the suction surface downward motion (90◦ < φ <
270◦), the separation point relocates upstream to about .4c. At this time period, a street of
vortices is created due to the temporary surface modification that are accountable for the
entrainment of fluid towards the surface. The upward motion where 270◦ < φ < 90◦, the
separation point displaces downstream and the flow recovers and reattaches.
Figures 6.10 (a) - (h) simulate the vorticity evolution at α = 4◦ and f+ = .29. As
expected at this higher actuation frequency, more vorticity features are observed. During
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the suction surface downward motion (90◦ < φ < 270◦), the separation point is located
more upstream as compared to f+ = .07 and .15. This is because of the higher actuation
frequency (faster upward and downward motion of the suction surface) which does not
allow enough time for the separation point to shift back downstream. The location of the
separation point is at .55c during 270◦ < φ < 90◦ (upward motion). During the downward
motion (90◦ < φ < 270◦), the separation point displaces upstream to .4c
Figures 6.11 (a) - (h) show the vorticity evolution at α = 8◦ and f+ = .07. At this
higher angle of attack, the vorticity evolution on the suction surface follows the same story-
line. During the upward motion (270◦ < φ < 90◦), the separation point moves downstream
and the region of vortex shedding is located near the trailing edge. Downward motion of
the suction surface again causes the modification of the local pressure field, resulting in the
shifting of the separation point upstream to .3 at around φ = 225◦. During this time period,
a street of strong vortices is generated. The circulation of these vortices is responsible for
the fluid entrainment, resulting in a fully attached flow. Higher actuation frequencies at
f+ = .15 and .29 have the same observation of changing local pressure distribution and sep-
aration point shifting. It is apparent that the higher the actuation frequencies, the smaller
the vortical structures, yielding a smaller boundary layer thickness (Figures 6.12 and 6.13.
Figures 6.14, 6.15 and 6.16 show the vorticity evolution at α = 16◦ for f+ = .07,
.15 and .29, respectively. At this high angle of attack, the CFD simulation data shows
highly unsteady flow. It is apparent that leading edge flow separation occurs regardless of
the actuation frequencies. Vortical activities are strong and unsteady. It is not possible
to characterize and to relate the vortex generation to the suction surface actuation for all
three actuation frequencies. This is probably due to the inability of the numerical code
to simulate correctly at high angle of attack and also the usage of laminar scheme by the
numeric solver. Moreover, α = 16◦ is near the stall angle. Contrary to the experimental
data at α = 16◦ that show that the suction surface actuation reduces flow separation, the
CFD simulation for this setup appears to be limited to lower angles of attack where the
laminar approach more accurately represents the flow field.
Figures 6.17, 6.18, 6.19, 6.20, and 6.21 show the comparison between two consecutive
cycles. In general, both α = 4◦ and 8◦ compare well between two consecutive cycles.
This demonstrates that there is no deviation from one cycle to another cycle and the flow
behaviors and patterns are periodics, thus one could potentially study the flow control
mechanism by looking at one particular cycle in great detail.
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6.4 Boundary Layer Characteristic
6.4.1 Velocity Profiles
Figures 6.22 and 6.23 illustrate the phase-averaged velocity profiles at various x/c
locations for α = 4◦ and 8◦. At 4◦ (Figure 6.22), the non-actuated flow separates at ap-
proximately x/c = .5 where the velocity profile shows sign of reverse flow near the surface.
Immediately after the actuation is turned on (f+ = .07), the reverse flow at the same loca-
tion of x/c = .5 (Figure 6.22 (b)) diminishes, where the separation point shifts downstream
to x/c ≈ .7. When the actuation frequency increases to f+ = .15, the separation point
moves even further downstream to x/c ≈ .8 (Figure 6.22 (c)). A further increment of f+
to .29 reveals that the separation point shifts back upstream to x/c ≈ .7 where reverse flow
profile is observed (Figure 6.22 (d)).
The non-actuated flow at α = 8◦ (Figure 6.23 (a)) illustrates that flow separation
begins at x/c ≈ .5, similar to the 4◦ case. However, it is obvious that the area of flow
separation is larger than the 4◦ case (boundary layer is thicker), where the reverse flow
velocity profile is clearly observed downstream at x/c > .5. When the flow control is turned
on (f+ = .07, Figure 6.23 (b)), the actuation affects the velocity profile significantly, where
the point of separation shifts downstream from x/c = .5 to x/c = .6. In fact, the most
apparent improvement is seen when f+ ≥ .15, where the velocity profiles do not show any
sign of reverse flow at various x/c (Figures 6.23 (c) and (d)). For both α = 4◦ and 8◦, the
actuation of f+ = .15 is the optimum condition for effective flow control.
6.4.2 Displacement and Momentum Thickness
Figures 6.24 and 6.25 show the phase-averaged displacement thickness (δ∗) at various
actuation frequencies compared to Xfoil’s prediction for a NACA 4415. At α = 4◦ (Fig-
ure 6.24), the δ∗s for all actuation frequencies are higher in comparison to Xfoil’s prediction
for the NACA 4415, particularly downstream at x/c > .5. The effect of actuation frequency
on displacement thickness is not significant at low angle of attack due to the small region of
separated flow. However, at a higher angle of attack, 8◦ (Figure 6.25), the effect of actuation
frequency becomes clearer. It is clear that the displacement thickness decreases when the
actuation increases, particularly at f+ ≥ .15 where the displacement thickness decreases
the most at locations x/c > .5, suggesting that the actuation frequency of f+ = .15 is the
optimum condition for effective flow control. The value of displacement thickness is almost
constant and low at x/c < .5 due to the fact that the separation point is located at x/c > .5.
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Figures 6.26 and 6.27 illustrate the phase-averaged momentum thickness (θ) at various
actuation frequencies compared to Xfoil’s prediction for NACA 4415 at α = 4◦ and 8◦,
respectively. At low angle of attack, 4◦, the effect of actuation frequency on momentum
thickness is almost negligible because of the small separated flow area, which is consistent
with the phase-averaged vorticity and displacement thickness observations. On the other
hand, the effect of actuation frequency is more significant at 8◦ (Figure 6.27) compared to
the 4◦ case. Momentum thickness at x/c = .8 for the 8◦ case is directly proportional to
the actuation frequency. Perhaps the most interesting observation is that the momentum
thickness is maximum at f+ = .15, again suggesting optimal flow control at this point.
6.5 Surface Pressure Distribution
A closer look at the coefficient of pressure plot (Figures 6.28, 6.30 and 6.32) reveals
that actuation of the upper surface modifies the airfoil surface pressure distribution. At
α = 4◦, Figure 6.28 shows that the actuated cases decrease the mean pressure coefficient
compared to the non-actuated case. This indicates that surface actuation increases the
aerodynamics performance of the airfoil. The effect of the surface actuation is most notice-
able for x/c between .3 and 1.0. Note that the fluctuation of the pressure coefficient is due
to the formation of vortices during the surface downward motion. This is the instantaneous
pressure coefficient plot at φ = 225◦ (mid point of the downward motion). When f+ = .07,
the upper surface pressure coefficient is shown to be lower compared to the non-actuated
case for x/c between .3 and 1.0, indicating higher lift. However, at the same time the lower
surface pressure coefficient is also lower compared to the non-actuated case, offsetting the
lower pressure coefficient of the upper surface. Hence, there is no significant lift improve-
ment when f+ = .07. When f+ = .15, the pressure coefficient of the upper surface is lower
compared to the non-actuated case, particularly at the actuation region (.3 < x/c < 1.0).
This is coupled with the higher pressure coefficient at the lower surface. As a result, there
is a net increment of lift generation at f+ = .15. When f+ = .29, the pressure coefficient of
the upper surface is almost the same as f+ = .15, but the pressure coefficient of the upper
surface is slightly lower compared to f+ = .15. Therefore the lift generation is lower when
it is compared to f+ = .15. In general, actuation at f+ = .15 increases the aerodynamic
performance of the airfoil considerably at an angle of attack of 4◦. However, at this low
angle of attack, the effect of actuation is not as substantial as the effect of actuation at
α = 8◦.
When α = 8◦ (Figure 6.30), the surface actuation produces a considerable change in
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the pressure coefficient at the upper and lower surface. The pressure coefficient decreases at
the upper surface and increases at the lower surface when the actuation is turned on. The
most prominent difference between 4◦ and 8◦ is the rapid reduction of pressure coefficient
at the leading edge for the angle of attack of 8◦ due to the higher angle of attack. There
is a significant reduction in the pressure coefficient in the region 0 < x/c < .2. This
characteristic does not present in α = 4◦ case. Pressure coefficient at this leading edge
region benefits from the present of actuation. When f+ = .07, the upper surface mean
pressure coefficient is lower, together with a significant increase in the pressure coefficient
on the lower surface, indicating a net increase in the lift generation capability of the adaptive
airfoil. Similar observation is observed for f+ = .15. Although the pressure coefficient at
the lower surface is not as high as the f+ = .07 case, the mean pressure coefficient on
the upper surface is much lower. As a result, the lift at this actuation frequency remains
approximately the same as f+ = .07. As f+ further increases to .29, the pressure coefficient
of the upper surface reduces while the pressure coefficient of the lower surface increases
(matches f+ = .07).
When α = 16◦ (Figure 6.32), the highly unsteady flow takes a drastic change in pres-
sure coefficient at various x/c locations. First of all, it is evident that when the actuation is
turned on, the effect of actuation on pressure coefficient distribution is prominent. Secondly,
the pressure coefficient fluctuation behaves differently. Instead of a steady fluctuation, the
pressure coefficient fluctuates tremendously between x/c of .2 and .4, and then is much
smoother beyond x/c = .5. This is probably due to the presence of large vortical structure
at this leading edge region as observed in vorticity plots in Figure 6.14 (f), Figure 6.15 (f)
and Figure 6.16 (f). When f+ = .07, the pressure coefficient of the upper surface decreases,
together with a decrement at the lower surface as well, hence lift generation is minimal
at this actuation frequency. When f+ = .15, the decrement of the upper surface pressure
coefficient is most significant, coupled with a sizable increment of the lower surface pres-
sure coefficient, signifying the lift increment. It is interesting to see that there is a drastic
rise in pressure coefficient after the peak at x/c = .5 due to the huge vortex as shown in
Figure 6.15 (f). At f+ = .29, the pressure coefficient curve of the upper surface rebounds
and increases. However, the lower surface pressure coefficient has the highest increment at
the trailing edge region, still indicating a drastic improvement in lift generating capability.
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6.6 Wake Survey
The actuation of the suction surface modifies pressure and vorticity distribution. This
is also accompanied by the modification in the wake region. The cross-stream distribution
of the time-averaged streamwise velocity is taken at one chord length downstream from the
trailing edge. Figure 6.34 shows the cross-stream distribution of the streamwise velocity
at α = 4◦. For the non-actuated case, the velocity distribution is almost symmetrical,
suggesting that the CL is near zero. It is observable that as f+ increases, the velocity
deficit increases as well, which is opposite from what one would expect. Perhaps the most
noticeable feature in this is that a negative velocity deficits are observed for f+ = .15 and
.29 cases at y/c approximately .1. This contributes to an increase in CL values, but the
velocity deficit offsets this effect. At α = 4◦, the effect of surface actuation on separated
flow reduction as well as the improvement of CL (next section) is minor when the actuation
is turned on, mainly due to the fact that there is only a small region of separated flow that
exists at this low angle of attack.
At a higher angle of attack of 8◦, as shown in Figure 6.35, the non-actuated case
(f+ = 0) demonstrates a symmetry shape with high velocity deficit. As the actuator
is turned on, the velocity deficit is reduced significantly for all three actuated cases. In
particular, when f+ = .15 the velocity deficit is the most minimal among the three actuated
cases. When f+ = .29 the velocity deficit increases again, suggesting that f+ = .15 is near
the optimum actuation range for effective flow control.
When α = 16◦ (Figure 6.36), the velocity deficit of the non-actuated case (f+ = 0)
is extremely high. Note that the velocity is higher at y/c > .1, indicating the existence of
large vortical structures seen in vorticity contour plot (Figure 6.7 (a)). When the actuator
is turned on, f+ = .07, there is a drastic reduction in the velocity deficit by approximately
50%. It is interesting to see that there exists a small velocity deficit at y/c = .25, most
probably due to the vortical activities. When f+ = .15, the velocity deficit increases slightly
but the curve is almost symmetry when compared to other cases. When f+ = .29, the deficit
is at the same level as f+ = .15. It seems like f+ = .15 is enough and optimum for effective
flow control.
6.7 Force Measurements
Figures 6.37, 6.38, and 6.39 show the CL plots for α = 4◦, 8◦, and 16◦ at Re = 7.5·104.
A general comparison between the three angles of attack, as expected, the higher the angles
of attack, the higher the lift is generated. An in-depth look at Figure 6.37 reveals that for
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α = 4◦, the CL value does not increase a lot when the actuation is turned on. At a low angle
of attack, the separated flow region is small, hence turning on the actuator will improve
the aerodynamics performance slightly. This is consistent with the observation from the
vorticity plots. At α = 8◦ (Figure 6.38), flow separation region increases as compared to
α = 4◦. A substantial increment can be seen in the CL value when the actuation is turned
on. The CL increment between f+ = 0 and .07 is the highest, indicating that the flow
control mechanism is reducing the flow separation. For f+ > .07, the increment in actuation
frequency has only a minor improvement in lift generation. At α = 16◦ (Figure 6.39), based
upon the chaotic CL fluctuation, the flow is highly unsteady for both non-actuated and
actuated cases. This is consistent with the vorticity plot observation. The fluctuation of
the CL values is the highest among all cases. The increment of actuation frequency does
have impact to the lift generation, where higher CL values are recorded for all the actuated
cases. A closer look at the CL curves, at α = 4◦, the CL curve at f+ = 0 is a smooth
and periodic sinusoidal-look line. As f+ increases, the CL curves have more noise (spikes)
due to the change in direction of the suction surface (from upward motion to downward
motion and vice versa). Therefore, a higher frequency case will have more spikes along the
CL curve. The same trend is observed at α = 8◦.
The CD plots for α = 4◦, 8◦, and 16◦ at Re = 7.5 ·104 are shown in Figures 6.40, 6.41,
and 6.42. The observation at α = 4◦ (Figure 6.40) follows the same trend as CL plot. At
the presence of actuation, there is no profound improvement in the drag reduction. The
changes are very minimal to have an effect to the L/D. Increasing α to 8◦ (Figure 6.41),
the drag reduction is more noteworthy where there f+ = .07 reduces the CD values by
approximately 25%. Actuation beyond f+ = .07 yields only slight improvement in drag
reduction. At α = 16◦, though the flow is highly unsteady and unpredictable, surface
actuation reduces the drag substantially. It is interesting to see that the maximum drag
reduction occurs at f+ = .15, with approximately at 50% reduction in drag compared to
f+ = 0. Likewise, f+ = .07 also reduces drag considerably at about 28%.
Figure 6.43 illustrates the mean CL values versus f+ at various angle of attacks. It
is inevitable that a higher α generates a higher CL. Surface actuation clearly improves the
lift generation for the 4◦ and 8◦ cases. f+ = .07 demonstrates a significant improvement in
CL compared to the non-actuated case. For both cases, f+ = .15 is the optimum actuation
frequency, where beyond f+ = .15 there is no significant improvement in lift generation. On
the other hand, the CD values for both 4◦ and 8◦ remain almost constant, indicating that
actuation has less effect on drag reduction (Figure 6.44). At 4◦, CD actually increases at
f+ = .07. However at 16◦, the actuation significantly decreases the CD values, particularly
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at f+ = .15, while CL generation stays approximately the same. Figure 6.45 reveals that
CL/CD is the optimum at f+ = .15 for 8◦ and 16◦. Both cases exhibit a similar trend,
where CL/CD peaks at f+ = .15. The CL/CD value at 4◦ drops when the actuator is turned
on due to the increment of drag. Figure 6.46 shows the CL/CD versus α. It is important
to note that actuated cases effectively improve the CL/CD, especially for moderate angle
of attack. Similarly, it is noticeable that f+ = .15 is the optimum actuation frequency for
the most effective flow control, which is very close to the natural St number of .2.
Figures 6.47 (a) - (d) show the FFT plot for Re = 7.5 · 104 and α = 4◦. At f+ = 0
(Figure 6.47 (a)), the FFT analysis reveals the maximum power at 77.4 Hz. This is probably
the secondary oscillations that ride on the main sinusoidal-like CL curve. Note that there
is a peak of power at approximately 5.5 Hz. This frequency corresponds to the natural
shedding frequency, resulting in a St of .2, which is very close to the St number of a flow
over an airfoil. At f+ = .07 (Figure 6.47 (b)), FFT analysis reveals a peak power at 4
Hz, which corresponds to the actuation frequency. At f+ = .15 (Figure 6.47 (c)), the FFT
analysis shows multiple power peaks. However, the second highest peak is at 8 Hz, which
corresponds to the actuation frequency. Similarly, FFT analysis at f+ = .29 (Figure 6.47
(d)) reveals multiple power peaks at different frequencies. It is observed that none of the
peak frequencies match the actuation frequency. For both f+ = .07 and .15, the St/f+
values are approximately 1, indicating optimum flow control has achieved.
Figures 6.48 (a) - (d) show the FFT plot for Re = 7.5 · 104 and α = 8◦. At f+ = 0
(Figure 6.48 (a)), FFT analysis shows that the maximum power is about 42 Hz. This is
again the secondary oscillations riding on the main sinusoidal-like CL curve. Referring back
to CL plot, note that the α = 8◦ and f+ = 0 curve is roughly half the frequency of the
α = 4◦ and f+ = 0 case. It is shown that there is a small peak at 2.5 Hz. At f+ = .07
(Figure 6.48 (b)), the FFT analysis uncovers a peak power at 4 Hz, which matches the
actuation frequency. Then, at f+ = .15 (Figure 6.48 (c)), the FFT analysis shows a peak
at 7.76 Hz, which matches with the actuation frequency as well. Lastly, FFT analysis at
f+ = .29 (Figure 6.48 (d)) reveals multiple power peaks at different frequencies. None of
the peak’s frequency matches the actuation frequency. The St/f+ values for f+ = .07 and
.15 are 1 and .969, respectively, again indicating optimum flow control has achieved.
6.7.1 Detailed Comparison of Experimental and Computational Data
Figures 6.50, 6.50 (a), and 6.50 (b) show the CL and CD comparison between exper-
imental and computational data at Re = 7.5 · 104. In general, the CL values predicted by
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CFD are two times greater than the experimental data. One of the reasons that causes
this variation in CL values is the effect of 2-D and 3-D configuration. All of the CFD
data are computed in a 2-D configuration, while the experimental data are recorded in a
3-D setups. Smoke-wire flow visualization and force measurements are performed in a 3-D
wing configuration, while PIV measurements are conducted in a 2-D wing configuration.
The 2-D wing configuration is the equivalent of an infinite span wing, while the 3-D wing
configuration has a finite aspect ratio. The tip vortices generated by the 3-D configuration
causes the additional downwash at the wing, therefore the lift curve is flattened out (lower
value) when compared to the 2-D wing configuration.
Both experimental and computational data illustrate the effectiveness of actuation in
reducing the separated flow. Figure 6.51 (a) shows the CL versus α for the CFD. At α = 4◦,
the actuated cases increase the lift generating capability, particularly f+.15. At α = 8◦,
f+ = .15 and .29 have the highest increment in lift generation. However, at α = 16◦, the
lift generation capability for the actuated cases diminishes, where the non-actuated case has
the highest CL value. Both α = 4◦ and 8◦ CFD data are consistent with the experimental
data (Figures 6.50), but not the 16◦ case. The experimental data at 16◦ shows an increment
in CL values for the actuated cases. This is mainly due to the limitation of the CFD code
that was discussed in the previous chapter.
Figure 6.51 (a) shows the CD versus α for the CFD. In general, the CD values for the
CFD match well in magnitude. However the CD values at α = 4◦ and 8◦ do not show the
trend of reduction as illustrated in the experimental data (Figures 6.50). Again, the 16◦
data is not reliable due to the limitation of the CFD code at high angle of attack.
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Table 6.1: CFD Cases.
Run Re α Frequency Input f+
1 Re = 2.5 · 104 0◦ 12 Hz Saw-tooth .65
2 Re = 7.5 · 104 4◦ 0 Hz Sinusoidal 0
3 Re = 7.5 · 104 4◦ 4 Hz Sinusoidal .07
4 Re = 7.5 · 104 4◦ 8 Hz Sinusoidal .15
5 Re = 7.5 · 104 4◦ 16 Hz Sinusoidal .29
6 Re = 7.5 · 104 8◦ 0 Hz Sinusoidal 0
7 Re = 7.5 · 104 8◦ 4 Hz Sinusoidal .07
8 Re = 7.5 · 104 8◦ 8 Hz Sinusoidal .15
9 Re = 7.5 · 104 8◦ 16 Hz Sinusoidal .29
10 Re = 7.5 · 104 16◦ 0 Hz Sinusoidal 0
11 Re = 7.5 · 104 16◦ 4 Hz Sinusoidal .07
12 Re = 7.5 · 104 16◦ 8 Hz Sinusoidal .15
13 Re = 7.5 · 104 16◦ 16 Hz Sinusoidal .29
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Figure 6.1: CFD Input Signal - Sawtooth.
Figure 6.2: CFD Input Signal - Sinusoidal.
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(a) φ = 157◦ (Exp) (b) φ = 157◦ (CFD)
(c) φ = 203◦ (Exp) (d) φ = 203◦ (CFD)
(e) φ = 248◦ (Exp) (f) φ = 248◦ (CFD)
Figure 6.3: Comparison between experimental and numerical data at Re = 2.5 ·105, α = 0◦,
f+ = .65.
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(a) φ = 270◦ (Exp) (b) φ = 270◦ (CFD)
(c) φ = 315◦ (Exp) (d) φ = 315◦ (CFD)
(e) φ = 360◦ (Exp) (f) φ = 360◦ (CFD)
Figure 6.4: Comparison between experimental and numerical data at Re = 2.5 ·105, α = 0◦,
f+ = .65.
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(a) f+ = 0 (b) f+ = 0
(c) f+ = .07 (d) f+ = .07
(e) f+ = .15 (f) f+ = .15
(g) f+ = .29 (h) f+ = .29
Figure 6.5: Comparison between experimental (flow visualization) and computational
(phase-averaged vorticity) data at Re = 7.5 · 105, α = 4◦.
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(a) f+ = 0 (b) f+ = 0
(c) f+ = .07 (d) f+ = .07
(e) f+ = .15 (f) f+ = .15
(g) f+ = .29 (h) f+ = .29
Figure 6.6: Comparison between experimental (flow visualization) and computational
(phase-averaged vorticity) data at Re = 7.5 · 105, α = 8◦
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(a) f+ = 0 (b) f+ = 0
(c) f+ = .07 (d) f+ = .07
(e) f+ = .15 (f) f+ = .15
(g) f+ = .29 (h) f+ = .29
Figure 6.7: Comparison between experimental (flow visualization) and computational
(phase-averaged vorticity) data at Re = 7.5 · 105, α = 16◦.
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(a) φ = 0◦ (b) φ = 45◦ (c) φ = 90◦
(d) φ = 105◦ (e) φ = 120◦ (f) φ = 135◦
(g) φ = 150◦ (h) φ = 165◦ (i) φ = 180◦
(j) φ = 225◦ (k) φ = 270◦ (l) φ = 315◦
Figure 6.8: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 4◦,
f+ = .07.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.9: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 4◦,
f+ = .15.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.10: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 4◦,
f+ = .29.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.11: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 8◦,
f+ = .07.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.12: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 8◦,
f+ = .15.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.13: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 8◦,
f+ = .29.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.14: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 16◦,
f+ = .07.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.15: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 16◦,
f+ = .15.
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(a) φ = 0◦ (b) φ = 45◦
(c) φ = 90◦ (d) φ = 135◦
(e) φ = 180◦ (f) φ = 225◦
(g) φ = 270◦ (h) φ = 315◦
Figure 6.16: Vorticity and streamline plot at various phases for Re = 7.5 · 104, α = 16◦,
f+ = .29.
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(a) φ = 0◦ (b) φ = 0◦
(c) φ = 90◦ (d) φ = 90◦
(e) φ = 180◦ (f) φ = 180◦
(g) φ = 270◦ (h) φ = 270◦
Figure 6.17: Vorticity and streamline plot comparison at various phases between two con-
secutive cycles for Re = 7.5 · 104, α = 4◦, f+ = .07.
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(a) φ = 0◦ (b) φ = 0◦
(c) φ = 90◦ (d) φ = 90◦
(e) φ = 180◦ (f) φ = 180◦
(g) φ = 270◦ (h) φ = 270◦
Figure 6.18: Vorticity and streamline plot comparison at various phases between two con-
secutive cycles for Re = 7.5 · 104, α = 4◦, f+ = .15.
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(a) φ = 0◦ (b) φ = 0◦
(c) φ = 90◦ (d) φ = 90◦
(e) φ = 180◦ (f) φ = 180◦
(g) φ = 270◦ (h) φ = 270◦
Figure 6.19: Vorticity and streamline plot comparison at various phases between two con-
secutive cycles for Re = 7.5 · 104, α = 4◦, f+ = .29.
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(a) φ = 0◦ (b) φ = 0◦
(c) φ = 90◦ (d) φ = 90◦
(e) φ = 180◦ (f) φ = 180◦
(g) φ = 270◦ (h) φ = 270◦
Figure 6.20: Vorticity and streamline plot comparison at various phases between two con-
secutive cycles for Re = 7.5 · 104, α = 8◦, f+ = .07.
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(a) φ = 0◦ (b) φ = 0◦
(c) φ = 90◦ (d) φ = 90◦
(e) φ = 180◦ (f) φ = 180◦
(g) φ = 270◦ (h) φ = 270◦
Figure 6.21: Vorticity and streamline plot comparison at various phases between two con-
secutive cycles for Re = 7.5 · 104, α = 16◦, f+ = .07.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .29
Figure 6.22: Phase averaged velocity profiles at .3 ≤ x/c ≤ .8 for Re = 7.5 · 104, α = 4◦.
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .29
Figure 6.23: Phase averaged velocity profiles at .3 ≤ x/c ≤ .8 for Re = 7.5 · 104, α = 8◦.
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Figure 6.24: Phase averaged displacement thickness at Re = 7.5 · 104, α = 4◦.
Figure 6.25: Phase averaged displacement thickness at Re = 7.5 · 104, α = 8◦.
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Figure 6.26: Phase averaged momentum thickness at Re = 7.5 · 104, α = 4◦.
Figure 6.27: Phase averaged momentum thickness at Re = 7.5 · 104, α = 8◦.
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Figure 6.28: Instantaneous CP plot at Re = 7.5 · 104, α = 4◦, φ = 225◦.
Figure 6.29: Averaged CP plot at Re = 7.5 · 104, α = 4◦.
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Figure 6.30: CP plot at Re = 7.5 · 104, α = 8◦.
Figure 6.31: Averaged CP plot at Re = 7.5 · 104, α = 8◦.
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Figure 6.32: CP plot at Re = 7.5 · 104, α = 16◦.
Figure 6.33: Averaged CP plot at Re = 7.5 · 104, α = 16◦.
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Figure 6.34: Time-averaged cross stream distributions of the mean streamwise velocity at
Re = 7.5 · 104, α = 4◦, x/c = 1c downstream of TE.
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Figure 6.35: Time-averaged cross stream distributions of the mean streamwise velocity at
Re = 7.5 · 104, α = 8◦, x/c = 1c downstream of TE.
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Figure 6.36: Time-averaged cross stream distributions of the mean streamwise velocity at
Re = 7.5 · 104, α = 16◦, x/c = 1c downstream of TE.
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Figure 6.37: Instantaneous CL plot at Re = 7.5 · 104, α = 4◦.
Figure 6.38: Instantaneous CL plot at Re = 7.5 · 104, α = 8◦.
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Figure 6.39: Instantaneous CL plot at Re = 7.5 · 104, α = 16◦.
Figure 6.40: Instantaneous CD plot at Re = 7.5 · 104, α = 4◦.
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Figure 6.41: Instantaneous CD plot at Re = 7.5 · 104, α = 8◦.
Figure 6.42: Instantaneous CD plot at Re = 7.5 · 104, α = 16◦.
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Figure 6.43: Mean CL versus f+ at Re = 7.5 · 104. Circle (α = 4◦), square (α = 8◦) and
diamond (α = 4◦).
Figure 6.44: Mean CD versus f+ at Re = 7.5 · 104. Circle (α = 4◦), square (α = 8◦) and
diamond (α = 4◦).
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Figure 6.45: Mean CL/CD versus f+ at Re = 7.5 · 104. Circle (α = 4◦), square (α = 8◦)
and diamond (α = 4◦).
Figure 6.46: Mean CL/CD versus α at Re = 7.5 · 104. Circle (f+ = 0), square (f+ = .07),
diamond (f+ = .15), and triangle (f+ = .29).
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .29
Figure 6.47: FFT analysis at Re = 7.5 · 104, α = 4◦ (vertical line is actuation frequency).
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(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .29
Figure 6.48: FFT analysis at Re = 7.5 · 104, α = 8◦ (vertical line is actuation frequency).
174
(a) f+ = 0 (b) f+ = .07
(c) f+ = .15 (d) f+ = .29
Figure 6.49: FFT analysis at Re = 7.5 · 104, α = 16◦ (vertical line is actuation frequency).
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Figure 6.50: Experimental CL (dashed-lines) and CD (dotted-lines) versus α at Re = 7.5 ·
104.
(a) CL (b) CD
Figure 6.51: Computational (a)CL and (b) CD versus α at Re = 7.5 · 104 (f+ = 0 (Red
Circle), f+ = .07 (Green Square), f+ = .15 (Black Cross), f+ = .29 (Magenta Triangle).
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Chapter 7
Concluding Remarks
7.1 Conclusions
An adaptive wing consisting of a variable camber used as a zero net mass flux ac-
tive flow control device was developed and examined at the University of Kentucky. The
goal of this research is to investigate and characterize the adaptive wing aerodynamics in
great detail at low speeds, primarily focusing on understanding the flow control mechanism.
These investigations were performed using various experimental and computational meth-
ods. The first part of this dissertation consists of various experiments at a low Reynolds
number using particle image velocimetry, smoke-wire flow visualization, and force measure-
ments. Observations were documented and discussed in Chapter 5. These results show that
boundary layer separation is reduced when the piezoelectric actuator is activated. However,
it is difficult to determine the effect of frequency and effectively explain the flow control
mechanism using the experimental data alone.
In order to investigate this further, the second phase of the project utilizes numerical
simulation to further understand the underlying flow control mechanism. There are two
major objectives in using the numerical simulation. First, the CFD simulation is used
to test the capability of the numerical code, GHOST, and the numerical adaptive wing
model, in simulating the wind tunnel experimental settings (except for the suction surface
actuation profile). Secondly, we hope that the high resolution and time resolved CFD data
will provide a better understanding of the adaptive wing flow control mechanism. However,
with all numerical techniques, these CFD simulations have limitations. Previous attempts
have been made to compare the CFD and experimental results, albait with limited success.
Katam [10] developed the numerical model for the adaptive wing and tested various grids
to determine best results.
In order to improve the side-by-side analysis, the comparisons between the CFD and
experimental data are done at Re = 7.5 · 104 using sinusoidal input signal to oscillate the
upper surface between x/c = .2 and x/c = .8, instead of a saw-tooth oscillation signal used
in Katam’s work. Laser displacement testing on the wing’s upper surface profile reveals
that the surface response is similar to a sinusoidal signal. Thus, modifications were made to
incorporate the sinusoidal input signal in the simulations. In addition, one of the important
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reasons for choosing Re = 7.5 · 104 for the CFD simulations is due to the availability of
multiple experimental data sets at that particular Reynolds number, namely smoke-wire
flow visualization and force measurement data. A few improvements have been introduced
to increase the efficiency of the code as well as the resolution of the data. In order to improve
the simulation time, the number of inner-iterations is reduced linearly after every time step
(from 100 to 30 initially and remaining at 30 after that). Also, in order to increase the
resolution of the simulations, the number of steps for the upward and downward motions
was increased from 35 positions to 70 positions in each direction (equivalent to 69 upward
movement steps to the top and the 69 downward movement steps to the bottom of the cycle,
with a total of 138 movement steps for a complete cycle). The comparisons between both
data sets are reasonable to an extent where results compare well qualitatively between smoke
wire flow visualization (experimental) and mean vorticity plots (CFD) at Re = 7.5 · 104.
Both sets of data are used to understand the active flow control mechanism.
7.1.1 The Flow Control Mechanism
Simple smoke-wire flow visualization confirms the feasibility of use of an adaptive
wing in reducing boundary layer separation (Figures 5.5 to 5.25). The adaptive wing uti-
lizes an oscillatory upward and downward motion to decrease and control the boundary
layer flow separation. The temporary surface profile modification during the downward
motion alters the local pressure and vorticity distribution. The separation point is then
displaced upstream. This is coupled with the downward motion (90◦ < φ < 270◦) of the
suction surface to form a localized adverse pressure gradient region. The active flow control
mechanism is driven by the formation of vortices during the downward motion of the actu-
ated upper surface. This phenomena can be clearly seen in the experimental phase-locked
vorticity plots at Re = 2.5 · 104, α = 0◦, f+ = .20, .40 and .61 as seen in Figure 5.44, 5.45,
and 5.46. Furthermore, numerical simulation at Re = 7.5 · 104 provides a more detailed
description of the vortex formation. The CFD vorticity evolution plots show the similar
phenomena where vortices are generated during the downward motion of the suction surface
(Figures 6.8 - 6.13). A closer look at those vorticity evolution plots reveal that φ ≈ 150◦
(downward motion), the formation of the vortex starts.
Here is a detail description of the flow control mechanism. The downward motion of
the upper surface between .2c and .8c (actuated surface) creates an increased divergence
flow configuration since the upper surface is fixed at x < .2c. The decelerated flow suddenly
reduces in velocity and as a consequence the pressure in that region increases. The flow
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separation point is shifted upstream during the downward motion of the upper surface.
Fluid particles near the actuated wall have less energy to negotiate the just created localized
adverse pressure gradient, thus causing the formation of a series of recirculation bubbles
(clockwise vortices). This can be clearly seen in the vorticity plots at difference phases where
vortices are formed during the downward motion of the suction surface at the rate of the
natural shedding frequency. As the suction surface moves upward, the increased divergence
configuration fades away. The flow accelerates, and the region of adverse pressure changes to
favorable pressure as the upper surface moves upward. During this period (270◦ < φ < 90◦),
the location of the formation of the vortices moves downstream as the phase advances in this
upward motion period. It is apparent that these vortices are responsible for the entrainment
of fluid towards the surface as shown in Figure 6.8. This flow control mechanism repeats
itself in the next cycle. These periodic localized pressure modification leads to a restoration
of the lift generation capability. Figure 7.1 shows a cartoon of the adaptive wing flow control
mechanism at various phases. The adaptive wing has a similar flow control concept as an
active high-frequency micro-vortex generator [34]. Both systems induce a street of vortices
that is the key component in fluid entrainment towards the suction surface.
7.1.2 The Effect of Actuation Frequency
The effect of actuation frequency between an adaptive wing and cross flow is of partic-
ular interest and has been studied extensively for this flow control mechanism. Based upon
the experimental and CFD data, it is evident that actuation frequency plays a very impor-
tant role in reducing boundary layer flow separation. Both data reveal that when f+ is O(1)
flow control is either at the optimum or just begins to be effective. The Strouhal number
based upon the characteristic/natural frequency, Stnatural for this adaptive wing configura-
tion is approximately .2, where the actuation frequency corresponds to the natural shedding
(characteristic) frequency. A closer look at the experimental smoke-wire flow visualization
(Figures 5.5 to 5.25) shows that at f+ around .2, the flow control mechanism is effective.
Further increments of f+ either increases or maintains the flow control effectiveness. These
remarks are qualitative observations based on the large set of smoke-wire flow visualization
data at various Reynolds numbers, reduced frequencies, and angles of attack. It is hard to
draw the same conclusion using the experimental phase-locked PIV vorticity data due to the
limited set of data using this technique. However, the phase-averaged momentum thickness
plot indicates that there is an optimal actuation frequency, where actuated flow at f+ = .22
has more energy. Similarly, force measurements also provide a better insight on the effect
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of f+ (Figures 5.61 - 5.66). Force measurements reveal that flow control is effective and
sometimes optimum when the reduced frequency is close to the natural Strouhal number of
.2.
CFD vorticity plots reveal limited information on the effect of reduced frequency
(Figures 6.5 - 6.7). Flow separation is minimum when f+ is close to .2. However, sur-
face pressure coefficient distributions and wake survey plots (Figures 6.28, 6.30, 6.34, 6.35,
and 6.36) clearly show that when f+ is close to .2, the flow control effectiveness is op-
timum. A closer look at the boundary layer region, the phase-averaged velocity profiles
(Figures 6.22 and 6.23) at α = 4◦ and 8◦ reveal that f+ = .15 leads to a shift in the
point of separation towards the trailing edge. In addition, the displacement and momen-
tum thickness distributions also show that flow control is most effective at f+ = .15, where
displacement thickness is at the minimum, while momentum thickness is at the maximum
at that reduced frequency. The mean CL, CD, and CL/CD plots (Figures 6.43, 6.44, 6.45,
and 6.46) also confirm this. The actuation frequency is coupled directly to the natural shed-
ding frequency of the separating shear layer. The formation of large and distinct vortical
structures during the downward motion of the upper surface leads to a Coanda-like shear
layer reattachment. For the numerical data, when f+ is beyond or under Stnatural of .2,
the flow control mechanism is not optimum, but still very effective. As a comparison, other
active vortex generators also demonstrate that the effect of actuation frequency diminishes
as a function of pitch rate and is due to the large leading edge vortex that overwhelms the
active flow control device during rapid pitching maneuvers [34].
It is obvious that the adaptive wing helps in delaying stall for low Reynolds number
cases. At Re = 7.5 · 104, the dynamic stall angle increases by almost 4◦ (Figure 5.63).
Also, the maximum coefficient of lift increases by 26% at f+ about .2. At higher f+, the
flow control capability diminishes slightly. This is consistent with previous vortex generator
test results, where their maximum increase in lift generation is 9%, but the performance
decreases as pitch rate increases [34]. Beyond Re = 1.0 ·105, flow particles have more energy
and momentum to negotiate the adverse pressure gradient, therefore an almost attached
flow is seen in phase-locked PIV vorticity plots (Figure 5.40). Force measurements at
Re = 1.0 · 105 and Re = 1.5 · 105 (Figures 5.65 and 5.67) show higher stall angles for both
cases, indicating that separation is reduced.
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7.1.3 Comparison with Other Active and Passive Control Strategies
The adaptive wing control mechanism is similar to other active mechanisms, including
the Flexsys micro-vortex generator and mass-flux vortex generators, such as the pulsed
vortex generator jet [61] and zero-net mass flux vortex generators (synthetic jets) [26]. All
of these devices produce vortices that provide energy input into the boundary layer, either
with a series of cross-stream vortices or stream-wise arrays of vortices. In the former case,
individual span-wise vortices must be continually produced over time since they advect
downstream with the flow. In the latter case, vorticity is continually generated at the
generator location resulting in a chord-wise vortex that can either be steady (averaged
over time) or pulsed. The adaptive wing falls into the former category of vortex control
mechanisms. While there are obvious limitations to active control, the control can be
turned off when not needed and optimized for a wide range of conditions as opposed to
passive control mechanisms (such as vortex generators) that remain on regardless of control
requirements and cannot be modified during flight.
Apart from active flow control, passive methods also play an important part in post-
poning flow separation at low speeds. Passive techniques do not require external power
input. For example, several successful passive flow control techniques include intentionally
tripping to promote transition from laminar to turbulent flow, boundary-layer fences, static
vortex generators, lateral grooves on the surface, rippled trailing-edge, transverse rectangu-
lar grooves, and longitudinal V-grooves [16, 17, 62, 18, 19, 20, 21]. These passive methods
do not require auxiliary power. However, passive techniques do have a drag penalty that
must be accounted for. On the other hand, active flow control techniques require external
input power. Thus, the use of portable power and on-board control system becomes part
of the active flow control challenge.
7.2 Future Work
In order to improve the study, more experimental testing involving higher resolution
of phase-locked PIV should be performed at various angles of attack and Reynold numbers
between Re = 2.5 · 104 and above. Similar CFD cases at Re = 2.5 · 104 will provide a good
comparison between experimental and computational data. In particular, special attention
should be given to the effect of actuation frequency. More importantly, more tests should
be performed close to f+ O(1). In addition, simulating CFD cases at Re = 7.5 · 104 using
transition model will provide a better comparison to current experimental results (smoke-
wire flow visualization), particularly at higher angles of attack.
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All the current experimental and computational setups involve continual actuation,
frequency dependent amplitude (experimental), and fixed amplitude (CFD). Thus, it would
be beneficial to investigate and explore the effect of various duty cycles and actuation
amplitudes on boundary layer separation control. In addition, it would also be helpful to
examine the effect of various input signals, other than the sinusoidal and saw-tooth input
signal currently used. Signals such as amplitude modulation (AM) could be superior in flow
control effectiveness. These additional tests and simulations would aid in providing a more
extensive understanding of which of the above four factors, namely actuation frequency,
duty cycle, actuation amplitude, and input signal play a more important role in achieving
the most effective boundary layer flow control.
The adaptive wing performance would perform better with some modifications. The
current design has a layer of flexible rubber latex wrapped around the NACA 4415 which
is used to house the piezoelectric actuators. The rubber latex does not respond well with
the input signal to the piezoelectric actuator. A search for a better material for the upper
surface to minimize the variations between the surface and the input signal would greatly
improve the comparison between experimental and CFD results.
7.3 Summary
The characterization of the adaptive wing, a zero mass flux flow control device for
low speed airfoil separation control, are investigated experimentally and computationally.
The main interest is to better understand the fundamental physics and mechanism of this
active flow control device.
The experiments were conducted in the Fluid Mechanics Laboratory at the University
of Kentucky, while the numerical simulations were performed using Kentucky Fluid Clusters
(KFC) number 4 and 6 that are housed in the University of Kentucky Cluster Laboratory.
The investigation utilizes various experimentation tools that include, but are not limited
to, phase-locked Particle Image Velocimetry (PIV) for 2-D flow field measurements, laser
displacement sensor for surface response, smoke-wire flow visualization, and force measure-
ments (lift and drag) for aerodynamics performance. The range of Reynolds numbers of
interest is between Re = 2.5 ·104 and 1.5 ·105, where particular focus given to Re ≤ 7.5 ·104.
The range of the angles of attack and frequency varies from α = 0◦ to 24◦ and 0 Hz to 20
Hz, respectively. The actuation frequency translates to a range of f+ between 0 and 1.09.
The region of actuation is between .2c and .8c, approximately, with a sinusoidal input signal
to the piezoelectric actuator.
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The numerical simulations are performed using a numerical adaptive wing model and
GHOST, an in-house CFD code developed at the University of Kentucky by Professors
George Huang (now at Wright State University) and Raymond LeBeau. The range of
Reynolds number of interest is between Re = 2.5 · 104 and 7.5 · 105, where particular focus
was given to Re = 7.5 · 104. Major data sets are performed at the angle of attack of 0◦, 4◦,
8◦ and 16◦. The numerical simulations are conducted at the actuation frequency of 4 Hz,
8 Hz, and 16 Hz. The reduced frequency based on Re = 7.5 · 104 translates to a range of
f+ between 0 and .29. The region of actuation is similar to the experimental setup that is
between .2c and .8c, with sinusoidal input signal as well.
Both experimental and computational results show that the boundary layer flow sep-
aration reduces when the surface actuation is turned on. Both data set clearly illustrate the
effectiveness of the actuator in reattaching the flow to the suction surface, thus increasing
the aerodynamic performance of the adaptive airfoil.
Several key observations follow:
1. Downward motion of the surface actuation creates an instantaneous discontinuity
setting that decelerates the flow and increases pressure, hence, the formation of a
series of distinct vortical structures, which is responsible for the fluid entrainment
towards the suction surface.
2. Effective and sometime optimum active flow control is achieved when f+ is close to
the Stnatural of .2, or f+ O(1).
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Figure 7.1: Cartoon of adaptive wing active flow control mechanism
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