Abstract-The Clonal selection is a mechanism used by the natural immune system to select cells that recognize the antigens to proliferate. The proliferated cells are subject to an affinity maturation process, which improves their affinity to the selective antigens. The concept of Clonal selection is an important one to the success of the human immune system, and it provides an excellent example of the principles of selection at work. The positive and negative selection is another interesting mechanism in the immune system that works together to both retain cells that recognize the self peptides, while also removing cells that do not recognize any self peptides. In this paper, a cloning-based algorithm inspired by the Clonal and the positive/negative selection mechanism of the natural immune system is presented. The well known TSP is used to illustrate the approach. Simulations demonstrate that this approach generates good solutions to traveling salesman problem.
I. INTRODUCTION
Optimization, a key topic in the areas of engineering and science, is referred to a process of finding the best solution in the most effective way to a given problem, eventually with some constraints. Most known optimization problems like a Traveling Salesman Problem (TSP) have been shown to be NP-hard. Approaches proposed in the literature to solve the NP-hard problems have been divided into two classes: exact approaches and heuristic approaches [3] , [15] . Both approaches have their specific properties, advantages, and disadvantages. Exact approaches give exact solution to the studied problem, but they work reasonably fast only for relatively small problem sizes. These exact approaches are branch-and-bound, dynamic programming, and minimum spanning tree approach, but Heuristic approaches deliver either apparently or probably a good solution, but which could not be proved to be optimal [17] . In this paper, an algorithm based on the Clonal selection with a negative/positive selection mechanism is used to solve the problem. By cloning action, an agent do not need to choose between two or more paths, but it clones itself and its clone moves to neighboring node selected at random. Moreover, the number of search agents is not constant and changes during the course of the algorithm due to cloning/suppression operations.
II. NATURAL IMMUNE SYSTEM: AN OVERVIEW
The immune system defends the body against harmful diseases and infections. It is capable of recognizing most antigens' attacks by some certain important immune cells, called B-cells. B-cells circulate through the blood and lymphatic network waiting to encounter antigens (the foreign molecules belonging to pathogens that invade the body). Each antigen has a particular shape that is recognized by the receptors present on the B-cell surface [1] , [2] . More precisely, B-cells synthesize and carry on their surfaces molecules, called antibodies that act like detectors to identify antigens. Thus the quality of the antibody is crucial for the immune system to successfully recognize the antigen. If a B-cell is useful to recognize the antigen, it may be stimulated to clone (i.e., proliferate or clonally expand). More precisely, a B-cell with better fitting receptors and binding more tightly the antigen, replicate more and survive longer [11] , [3] .
To do this, immune system must perform pattern recognition tasks to distinguish molecules and cells of the body (called "self") from foreign ones (called "nonself") [12] , [7] . Thus, the problem that the immune system faces is that of distinguishing self from dangerous nonself. These foreign proteins (kinds of molecules) must be distinguished from estimated different proteins of self, so recognition must be highly specific. The architecture of the immune system is multilayered, with defenses provided at many levels [4] . The outermost layer, the skin, is the first barrier to infection. A second barrier is physiological, where conditions such as pH and temperature provide inappropriate living conditions for some foreign organisms (pathogens). Once pathogens have entered the body, they are handled by the innate immune system and by the adaptive immune response [5] , [6] .
The innate immune system consists primarily of circulating scavenger cells such as macrophages that ingest extra cellular molecules and materials, clearing the system of both debris and pathogens. The adaptive immune response (also called "the acquired immune response") is the most sophisticated and involves many different types of cells and molecules. It is called "adaptive" because it is responsible for immunity that is adaptively acquired during the lifetime of the organism. Because the adaptive immune system provides the most potential from a computer security viewpoint, we will focus on it in this overview. The adaptive immune system can be viewed as a distributed detection system which consists primarily of white blood cells, called lymphocytes. Lymphocytes function as small independent detectors that circulate through the body in the blood and lymph systems. Lymphocytes can be viewed as negative detectors, because they detect nonself patterns, and ignore self patterns. Detection, or recognition, of nonself occurs when molecular bonds are formed between a pathogen and receptors that cover the surface of the lymphocyte. The more complementary the molecular shape and electrostatic surface charge between pathogen and lymphocyte receptor, the stronger the bond (or the higher the affinity). Detection is approximate; hence, a lymphocyte will bind with several different kinds of (structurally related) pathogens. The ability to detect most pathogens requires a huge diversity of lymphocyte receptors. This diversity is partly achieved by generating lymphocyte receptors through a genetic process that introduces a huge amount of randomness [8] .
Generating receptors randomly could result in lymphocytes that detect self instead of nonself, which would then likely cause autoimmune problems in which the immune system attacks the body. Autoimmune disorders are rare because lymphocytes are self-tolerant, i.e. they do not recognize self.
III. THE CLONAL SELECTION APPROACH
The immune response represents solutions and antigens represent the problem to solve. More precisely, B-cells are considered as artificial agents that roam around and explore an environment. The optimization problem represents the pathogen. In other words, the optimization problem is described by an environment of antigens. The positive and negative selection mechanism is used to control the agent proliferation by eliminating useless or bad solutions [12] . Hence, the positive/negative selection rules can be considered as "a reinforcement learning mechanism" that not only selects suitable solutions, but also regulates the agent population size that growth due to the cloning operation [2] , [13] .
In the immune system the number of cells directed against an antigen increases by proliferation operation when this antigen is present in the body and reduces when it is eliminated. During this operation, a cell changes its morphology such as change of the life duration. So, the proliferation increases the number of agents that improve the affinity with the antigen in order to inhibit and destroy it. In other words, the proliferation corresponds to the creation of new agents. The new created agents are structurally and behaviorally close to their creators but not exactly the same to allow the adaptation of the system. The apoptosis corresponds to the programmed cellular death. This mechanism occurs when a cell is not adapted to the antigen elimination. Thus, useless cells are destroyed [9] , [14] .
Using the immune-based collective behavior, a clonal and positive/negative selection, the population size of agents in the system is regulated dynamically in order to search the optimal solution to a given problem. In fact, an agent which is estimated unsuitable can be destroyed before being proliferated. The decision is made locally on the agent level; no global controller is necessary.
IV. PROBLEM DESCRIPTION
The problem can simply be stated as follows: the traveling salesman must visit every city exactly once and then return to the starting city. More precisely, the TSP is the problem of finding a shortest tour which visits all cities. Formally, let's consider a graph G=(N,E), where N is a set of nodes representing cities and E is a set of arcs connecting these nodes. The distance between the city i and the city j is denoted. Therefore, a TSP problem consists of finding a minimal length Hamiltonian circuit in the graph G. An Hamiltonian circuit of graph G is a closed tour visiting once and only once all the n = |N| nodes of G, and its length is given by the sum of the lengths dij of all arcs (i,j) that it is composed [3] [15].
V. MAPPING BETWEEN IMMUNE SYSTEM AND TSP PROBLEM
The environment is the city graph wherein nodes represent antigens. B-cells are agents that progress from a city to neighboring cities and can clone or destroy themselves based on positive/negative selection criteria as shown in fig1. The algorithm starts with an initial agent at the source city. At each algorithm cycle, an agent could clone itself and the newly spawned clone moves to neighboring cities [17] . When an agent reaches a city that belongs to its already visited cities set, the positive selection rule is triggered and the agent kills it (i.e., useless solution). Otherwise, the agent clones it and the clone acquires a copy of the already visited cities set from its parent. When all survival agents have accomplished their tour (i.e., reach the source city), the negative selection rule is triggered and among these B-cell agents that constitute the immune response, the one that held the best tour is selected (i.e., useless agents are destroyed) [10] , [12] .
Immune system
Optimization problem In order to stop the cloning operation, a better way is to try and develop a tight lower bound of the optimal solution. This lower bound will then act as a stop sign for the search terminating an agent once the upper bound of the partial solution being investigated overlaps the lower bound of the optimal solution. This significantly reduces the useless tours to be explored and consequently reduces the agent's population size. In our case, an agent is allowed to continue to travel if the distance carried is less than to the starting tour generated initially. The nodes are selected randomly by an agent and have an impact to regulate the agent's population. In other words, when an agent reaches a node, the agent clones itself. During its travel, an agent carries the list of visited cities. An agent carried a larger distance kill itself at any city as soon as this condition is detected. This condition ignores a particular path of the TSP graph as soon as it becomes impossible for the path to get a better solution [17] , [18] .
The positive selection is applied if an agent cannot build a tour or its affinity becomes greater than the affinity of a tour generated initially at random. Also, the negative selection is applied if all suitable agents build a tour (i.e., a feasible solution to the TSP) [19] . In this case, only the agent having a smaller affinity will have remained and is considered the most suitable solution [16] The other algorithms for the TSP problem are devised using dynamic programming approach and minimal spanning tree algorithms. The minimal spanning tree algorithm is not complete and dynamic programming approach applied along with branch and bound gives complete and optimal solution to the TSP problem with time complexity O(n22n) and space complexity as O(n2n).In the above algorithm, if we consider the time to traverse a node as unit time then time complexity is total number of nodes traversed by each agent. Considering the worst case scenario, first agent generated will traverse all n nodes and subsequent agents traverse n-1 nodes and so on. So, total number of nodes traversed will be 1*n + 1*(n-1) + 2*(n-2) +………. + 2n -2*1 which gives the time complexity of O(n2n). Moreover in average case most of agents will die because of exceeding the maxcost or if agent has no choice to move further .Hence, we can say that the algorithm gives the solution in time less than dynamic programming approach and minimal spanning tree approach.
The algorithm is also complete if there exists a Hamiltonian circuit in the graph but the algorithm does not always results in the optimal solution. Solution obtained from the algorithm is close to optimal one but might not be always optimal [18] , [19] . Hence, we can conclude that this algorithm gives fairly good solution in time less than dynamic programming approach.
