This article is devoted to the study of a N -space dimensional linear high-order parabolic equation, subject to Cauchy-Dirichlet boundary conditions. The problem is set in a non-symmetric conical domain. The analysis is performed in the framework of weighted anisotropic Sobolev spaces by using the domain decomposition method.
Introduction
This work is devoted to the study of the following high-order parabolic problem The difficulty related to this kind of problems comes from the fact that the domain Q considered here is nonstandard since it shrinks at t = 0 (ϕ (0) = 0), which prevents the domain Q to be transformed into a regular domain without the appearance of some degenerate terms in the parabolic equation, see for example Sadallah [24] . On the other hand, we cannot recast such problems in semi groups setting. Indeed, since the initial condition is defined on a set measure zero, then the semi group generating the solution cannot be defined.
It is well known that there are two main approaches for the study of boundary value problems in such non-smooth domains. We can work directly in the non-regular domains and we obtain singular solutions (see, for example [9] , [16] , [17] and [25] ), or we impose conditions on the non-regular domains to obtain regular solutions (see, for example [12] , [14] , [21] and [24] ). It is the second approach that we follow in this work. So, let us consider the anisotropic weighted Sobolev space 
In this paper we prove that Problem (1.1) admits a unique solution u in H 1,2m ω (Q) , under the following additional conditions on the functions ϕ and ω
(1.6) Our main result is Theorem 1.1. Let us assume that the functions ω, ϕ and h verify assumptions (1.5) , (1.6) , (1.2) and (1.3) . Then, Problem (1.1) admits a unique solution u ∈ H 1,2m ω (Q) in one of these two cases:
1) the functions (hϕ) and ϕ are increasing in a neighborhood of 0, 2) the function ϕ verifies condition (1.4) .
The case m = 1 corresponding to a second-order parabolic equation is studied in [10] and [15] both in bi-dimensional and multidimensional cases. In Sadallah [26] and Kheloufi et al. [11] , the second-order parabolic problem has been studied in the case of a symmetric conical domain; i.e., in the case where h = 1, both in bi-dimensional and multidimensional cases.
Whereas second-order parabolic equations in non-smooth domains are well studied, the literature concerning higher-order parabolic problems in non-cylindrical domains does not seem to be very rich. The solvability of the first boundary-value problem for higherorder parabolic equations in non-cylindrical domains in Sobolev spaces was considered in Mikhailov [22] for the one-dimensional case, and in [23] for the multidimensional case. The author considered a class of "backward" paraboloid for which the parabolic boundary lies below the characteristic plane t = 0. In the case of Hölder spaces functional framework, in Baderko [1] and [2] , we can find solvability results of boundary value problems for a 2m-th order parabolic equation for non-cylindrical domains (of the same kind but which can not include our domain) with a non-smooth (in t) lateral boundary. In [7] the authors obtained well posedness results for the solution of a boundary value-problem for the parabolic equation
in a noncylindrical domain with respect to one spatial variable. More precisely, the spatial domain considered is
Further references on the analysis of higher-order parabolic problems in non-cylindrical domains are: Cherepova [4] , Labbas and Sadallah [18] , Galaktionov [6] and Cherfaoui et al. [5] . Proof. Let us consider u ∈ H 1,2m 0,ω (Q) a solution of Problem (1.1) with a null right-hand side term. So, the calculations show that the inner product
Thanks to the conditions (1.5) and (1.6), this implies that ∂ m
The boundary conditions imply that u = 0 in Q. This proves the uniqueness of the solution of Problem (1.1).
Remark 2.2.
In the sequel, we will be interested only in the question of the existence of the solution of Problem (1.1).
The following result is well known (see, for example, [20] 
is an isomorphism. Moreover, there exists a constant C > 0 such that 0, 1) ) .
In the above lemma, H 2m and H m 0 are the usual Sobolev spaces defined, for instance, in Lions-Magenes [20] . In Section 3, we will need the following result.
Here, Ω t is the section of Q defined (for a fixed t ∈ ]0, T [) by
Proof. It is a direct consequence of Lemma 2.3. Indeed, let t ∈ ]0, T [ and define the following change of variables
(a) We have
where l ∈ {0, 1, ..., 2m − 1}. On the other hand, we have
where K = max(β 2m , 1) 2 and δ and β are the constants which appear in (1.3). Using the Lemma 2.3 and the condition (1.3), we obtain the desired inequality.
where l ∈ {0, 1, ..., 2m − 1} . On the other hand, we have
Using the inequality
of Lemma 2.3 and condition (1.3), we obtain the desired inequality
Existence result for Problem (1.1)
We divide the proof of Theorem 1.1 into two steps.
Step 1: Existence result in truncated domains Q n
In this subsection, we replace Q by Q n , n ∈ N * and 1 n < T :
where
Proof of Theorem 3.1. The change of variables
then problem (3.1) is transformed, in P n into the following variable-coefficient parabolic problem
where Σ T is the part of the boundary of P n where t = T. The above change of variables conserves the spaces L 2 ω and H 1,2m
hϕ and ϕ ϕ are bounded functions when t ∈]
Proof. P n has the "horn property" of Besov (see [3] ). So,
is continuous. Since P n is bounded, the canonical injection is compact from
ω (P n ) (see for instance [3] ), where
For the complete definitions of the H r,s Hilbertian Sobolev spaces, see for instance [20] . Consider the composition
are a bounded functions for
. So, thanks to Proposition 3.2, to complete the proof of Theorem 3.1, it is sufficient to show that the operator
Lemma 3.3. For each n ∈ N * such that 1 n < T , the operator
are bounded in P n , the optimal regularity is given by Ladyzhenskaya, Solonnikov and Ural'tseva [19] .
We shall need the following result in order to justify the calculus of this section.
Lemma 3.4. For each n ∈ N * such that 1 n < T , the space
is dense in the space
Here, H 2m stands for the usual Sobolev space defined, for instance, in Lions-Magenes [20] .
The proof of the above lemma may be found in [20] .
Remark 3.5. In Lemma 3.4, we can replace P n by Q n with the help of the change of variables defined above.
3.2.
Step 2: Existence result in the conical domain Q 
We need the following result which is a consequence of Lemma 2.4 and Grisvard-Looss [8, Theorem 2.2].
Lemma 3.6. There exists a constant C > 0 independent of n such that
In the sequel, we will estimate the inner product ∂ t u n , Au n making use of the boundary conditions u n | t=
which are equivalent to
This equivalence can be proved, for instance, by induction.
Lemma 3.7. One has
Proof. We have
.., ν x N are the components of the unit outward normal vector at ∂Q n . We shall rewrite the boundary integral making use of the boundary conditions. On the part of the boundary of Q n where t = 1 n , we have u n = 0, ν t = −1 and ν x j = 0, j = 1, 2, ..., N. Consequently the corresponding boundary integral vanishes. On the part of the boundary where t = T , we have ν x j = 0, j = 1, 2, ..., N and ν t = 1. Accordingly, the corresponding boundary integral
we have, for k = 1, 2, ..., N − 1,
Let us denote
We have
Differentiating with respect to t, we obtain
So, the boundary integral I 0 vanishes.
The Dirichlet boundary conditions on Γ 1 lead to
with respect to θ 1 , . . . , θ N −2 and θ N −1 , we obtain for p = 2, . . . , N − 2,
The Dirichlet boundary conditions on Γ 1 lead to − 2; i = 1, . . . , N , j = 1, . . . , N and consequently
Now, differentiating the formula
x j u n , j = 1, . . . , N. Taking into account these relationships we deduce
Remark 3.8. Observe that the integrals
which appear in the last formula are nonnegative thanks to the assumptions (1.5) and (1.6) on the weight function ω. This is a good sign for our estimate because we can deduce immediately
So, if ϕ and hϕ are increasing functions in the interval (
But, thanks to Lemma 2.4 and since ϕ is bounded in (0, T ), there exists a constant C > 0 such that
.., N. Taking into account Lemma 3.6 and estimate (3.4) , this proves the desired estimate (3.2).
So, it remains to establish the estimate (3.2) under the hypothesis (1.4). For this purpose, we need the following lemma.
Lemma 3.9. One has
Proof. This result can be obtained by following step by step the proof of [10, Lemma 3.8] . 
if one of the following conditions is satisfied 1) the functions hϕ and ϕ are increasing in a neighborhood of 0, 2) the function ϕ verifies condition (1.4) .
Proof. The case when hϕ and ϕ are increasing functions in a neighborhood of 0 has been treated in Remark 3.8. Then assume that ϕ verifies the condition (1.4).
Remark 3.11. Let > 0 be a real which we will choose small enough. The hypothesis (1.4) implies the existence of a real number T > 0 small enough such that
Now, we continue the proof of Proposition 3.10. We have
, since (ϕ m (t) ϕ (t)) ≤ thanks to the condition (3.5). Similarly, we have
Therefore, Lemma 3.9 shows that
, and since
there exists a constant K 1 > 0, independent of n satisfying
. This completes the proof of Proposition 3.10. 
This means that u n , ∂ t u n , ∂ α u n for 1 ≤ |α| ≤ 2m are bounded functions in L 2 ω (Q). with T 1 small enough and applying the previous case. For more details, see [13] . (t, 2π) . These questions will be developed in forthcoming works.
