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1. Introduction
In the paper [1] of 1965, Adler, Konheim, and McAndrew introduced the notion of entropy for continuous self-maps of
compact topological spaces. In the ﬁnal part of [1] the authors sketched how to deﬁne the so-called algebraic entropy for
endomorphisms of discrete Abelian groups. This notion was connected with other known entropies by Weiss in [11] and
recently it was deeply investigated in [3].
The algebraic entropy has the disadvantage of being trivial on torsion-free Abelian groups. Peters in his paper [9] of
1979, gave an alternative deﬁnition of algebraic entropy for automorphisms of discrete Abelian groups. This notion coin-
cides with the algebraic entropy deﬁned in [1] on torsion Abelian groups but it is non-trivial on torsion-free Abelian groups.
In the same paper Peters stated some general properties and connected his notion of algebraic entropy on discrete Abelian
groups with the topological entropy of compact Abelian groups using the Pontryagin–van Kampen duality. Recently Peters’s
algebraic entropy was modiﬁed by Dikranjan and Giordano Bruno (see [2]), obtaining a deﬁnition that applies to endomor-
phisms of discrete Abelian groups. The resulting algebraic entropy turns out to coincide with the one deﬁned by Peters
when both make sense, namely on automorphisms.
Two years after his ﬁrst paper on entropy, in 1981, Peters gave a further generalization of the entropy deﬁned in [10]. In
fact, using the Haar measure, he gave a notion of entropy for automorphisms of locally compact Abelian (LCA) groups.
Using a similar approach to that used in [2] to modify the deﬁnition of algebraic entropy, we modify Peters’s deﬁnition
of entropy for LCA groups obtaining a new entropy that applies to endomorphisms of LCA groups. Indeed, let G be an LCA
group and φ ∈ End(G). Denote by C(G) the family of all compact neighborhoods of 0 in G , then for every K ∈ C(G) let
Tn(φ, K ) = K + φK + · · · + φn−1K
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H(φ, K ) = limsup
n→∞
logμ(Tn(φ, K ))
n
. (1.1)
We can now give the following
Deﬁnition 1.1. The (algebraic) entropy of φ is h(φ) = sup{H(φ, K ): K ∈ C(G)}.
In Section 2 we discuss the deﬁnition of entropy, we give some basic examples, we prove directly the basic properties
of entropy, and we develop some tools to simplify its computation. In particular, a consequence of Lemma 2.1 will be that
the formula in (1.1) does not depend on the particular choice of μ, so there is no ambiguity in the deﬁnitions of H(−,−)
and h(−).
We remark that the entropy h∞(−) deﬁned by Peters in [10] is exactly
h∞(φ) = sup
{
H
(
φ−1, K
)
: K ∈ C(G)},
where φ is an automorphism of an LCA group G , that is, h∞(φ) = h(φ−1). Proposition 2.7(2) will provide a precise relation
between h(−) and h∞(−), in particular both entropies coincide on the automorphisms of discrete Abelian groups (see
Remark 2.8). Furthermore h(−) coincides on endomorphisms of discrete Abelian groups, with the algebraic entropy deﬁned
in [2].
In [10], the choice was to prove that the entropy for LCA groups is dual to the topological entropy deﬁned by Bowen,
and derive from this connection even the basic properties. In the present paper we prefer to give direct and self-contained
proofs in the more general case of our algebraic entropy.
Sections 4, 5, and 6 contain the main results of the paper, namely, precise formulae to compute the entropy of endo-
morphisms of CN , RN , and ZN . Before stating these formulae we recall a classical result attributed to Kolmogorov and Sinai
(see [8] for a history of this result).
Kolmogorov–Sinai Formula. Let T = R/Z be the torus, N a positive integer and φ : TN → TN an endomorphism. The topological
entropy htop(−) of φ can be computed via the formula
htop(φ) =
∑
|λi |>1
log |λi|
where {λi: i = 1, . . . ,N} is the family of the eigenvalues of the integer matrix representing φ .
Consider a positive integer N and an N × N matrix M with integer coeﬃcients. This matrix can be viewed either as
representing an endomorphism of TN or an endomorphism of ZN . The above classical theorem allows one to compute the
topological entropy of the action of M on TN . The goal of this paper is to develop some tools that enable one to compute
the entropy h(−) in many cases. In particular we will apply this machinery to compute the entropy of the action of M on
ZN and show that it coincides with the topological entropy of the action on TN .
Further relevant applications of the techniques developed in Section 2 will be given in the forthcoming paper [6], where
we intend to compute precise formulae for the entropy of endomorphisms of QN and of p-adic vector spaces QNp .
We now state one of the main results of the paper:
Algebraic Kolmogorov–Sinai Formula. Let φ : ZN → ZN be an endomorphism. Then
h(φ) =
∑
|λi |>1
log |λi|, (1.2)
where {λi: i = 1, . . . ,N} ⊆C is the set of the eigenvalues of φ .
The above formula follows by our (more precise) Theorem 5.5. There is an alternative way to prove the Algebraic
Kolmogorov–Sinai Formula for automorphisms, even if this second approach cannot be used to prove Theorem 5.5. Consider
an automorphism φ of ZN . As we mentioned above, our deﬁnition of entropy coincides with the one of Peters for automor-
phisms of discrete groups, that is h∞(φ) = h(φ). Furthermore Peters proved that h∞(φ) = htop(φ∗), where φ∗ : TN → TN is
the Pontryagin–van Kampen dual automorphism of φ. Since it is possible to prove that the integer matrices representing
respectively φ and φ∗ are one the transpose of the other (in particular they have the same eigenvalues), one can use the
Kolmogorov–Sinai Formula to compute htop(φ∗) and so obtain the formula (1.2) for our automorphism φ. The disadvantage
of this approach is that the proof of the duality theorem, heavily using convolutions, is highly complicated. Furthermore
some results of [10] contain some gaps (for details see [4]), this is why we prefer to give here a self-contained and direct
proof. The last, but not least motivation for giving a self-contained proof is also the fact that our results apply to arbitrary
endomorphisms.
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indubitably correct it is based on long combinatorial computations. Furthermore it seems that there is no way to use the
techniques developed by Zanardo to prove the converse inequality.
Our approach to the proof of Theorem 5.5 is based on three steps. At ﬁrst we ﬁnd a formula to compute the entropy of
C-linear endomorphisms of CN . Namely we will prove the following
Fact A. Let φC be a C-linear endomorphism of CN , then
h(φC) =
∑
|λi |>1
2 · log |λi |, (1.3)
where {λi: i = 1, . . . ,N} is the family of the eigenvalues of φC .
The whole Section 3 is devoted to the proof of Fact A (given in a more precise form, see Theorem 3.3). A great sim-
pliﬁcation for the proof of (1.3) is given by the fact that the base ﬁeld is algebraically closed and so we can suppose our
endomorphisms to be represented by matrices in Jordan form.
Secondly we give a formula for the endomorphisms of RN :
Fact B. Let φR be a continuous endomorphism of RN , then
h(φR) =
∑
|λi |>1
log |λi|, (1.4)
where {λi: i = 1, . . . ,N} is the family of the eigenvalues of φR .
Section 4 is dedicated to the proof of Fact B (in the more precise form given by Theorem 4.1). We remark that we deduce
(1.4) from (1.3) proving that 2 · h(φR) = h(φR ⊗R idC), by means of the properties given in Section 2.
We notice also that in [10, Example 7] one can ﬁnd a proof of the above Facts A–B for automorphisms. That proof is not
completely self-contained, since it makes fundamental use of the invariance of entropy under conjugation and of the addi-
tivity of entropy under taking products (that is, Proposition 2.7(1) and a strong version of Proposition 2.7(4) respectively).
These properties are not proved in [10], but only stated saying that their proofs follow by the corresponding properties for
Bowen’s topological entropy using the duality between h∞(−) and htop(−). As we remarked, such a complicated approach
is not justiﬁed, mainly due to the highly sophisticated proof of the duality theorem. Furthermore an addition theorem for
Bowen’s entropy regarding direct products of non-compact groups is a non-trivial property, whose proof is not available in
the literature, to the best of author’s knowledge. On the other hand, our direct proofs are motivated by the results we obtain
in Theorems 3.3 and 4.1 that are needed in the proof of Theorem 5.5 (so in the proof of the Algebraic Kolmogorov–Sinai
Formula) and are not present in [10]. Nevertheless many steps in our proofs are inspired by the work of Peters.
Finally, the proof of Theorem 5.5 is given in Section 5. The results obtained for endomorphisms of RN enable us to
estimate the growth of trajectories using the Haar measure on RN . The powerful measure-theoretic approach provides a
remarkable simpliﬁcation of the computations with respect to the combinatorial methods used in [12].
1.1. Conventions and notation
We use the terms homomorphism (endomorphism) and isomorphism (automorphism) with the meaning of Z-linear con-
tinuous map (self-map) and Z-linear homeomorphism (self-homeomorphism) respectively. Given a locally compact Abelian
(LCA) group G we denote by End(G) the set of all the endomorphism of G , and by Aut(G) the set of all the automorphisms
of G .
As usual we denote by N, N+ , Z, R, R+ , C the natural numbers, the positive integers, the integers, the reals, the positive
reals, and the complex numbers respectively. We always consider RN and CN (with N ∈ N+) endowed with their standard
topologies, while we always take ZN as a discrete group.
2. Entropy for LCA groups
2.1. Comments on the deﬁnition and examples
As we mentioned in the introduction, the following lemma proves that H(−,−) does not depend on the particular choice
of Haar measure.
Lemma 2.1. Let G be an LCA group and μ a Haar measure on G. If {An: n ∈ N} is a family of measurable subsets of G, then l =
limsupn→∞ 1 logμ(An) does not depend on the choice of μ.n
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l′ = limsup
n→∞
log r + logμ(An)
n
 lim
n→∞
log r
n
+ limsup
n→∞
logμ(An)
n
= l.
We can prove similarly that l l′ . 
The following lemma is a direct consequence of the deﬁnitions, so its proof is omitted.
Lemma 2.2. Let G be an LCA group, φ ∈ End(G) and C ⊆ C ′ ∈ C(G). Then H(φ,C) H(φ,C ′).
Let (I,) be a poset. A subset J ⊆ I is said to be coﬁnal in I if, for every i ∈ I there exists j ∈ J such that i  j. An easy
application of Lemma 2.2 gives the following
Corollary 2.3. Let G be an LCA group, φ ∈ End(G) and C∗(G) be a coﬁnal subset of C(G) (partially ordered by inclusion). Then
h(φ) = sup{H(φ,C): C ∈ C∗(G)}.
Let G be an LCA group, φ ∈ End(G) and C ∈ C(G) we say that the φ-trajectory of C converges, whenever the sequence
(logμ(Tn(φ,C))/n)n∈N+ is convergent. In particular, if the φ-trajectory of C converges then we can write
H(φ,C) = limsup
n→∞
logμ(Tn(φ,C))
n
= lim
n→∞
logμ(Tn(φ,C))
n
.
The case in which the φ-trajectories converge for every C ∈ C(G) is particularly well-behaved (see for example Proposi-
tion 2.7).
We now give some examples of computation of entropy.
Example 2.4.
(a) If G is a compact Abelian group then h(φ) = 0 for every φ ∈ End(G).
(b) If G is a discrete Abelian group, we can choose as μ the cardinality of the subsets of G . With this choice our deﬁnition
coincides with the one given in [2].
In particular, the φ-trajectory of C converges for every φ ∈ End(G) and C ∈ C(G), whenever G is compact or discrete.
Example 2.5. Let G be an LCA group, we want to compute the entropy of the identity idG : G → G . Even if this seems an
easy problem, to solve it we need to use the deep Theorem 7.9 of [5], which implies that, given an arbitrary C ∈ C(G) and
a ﬁxed Haar measure μ on G , there exists a > 0 and k ∈N such that
μ(C + · · · + C︸ ︷︷ ︸
n
) ∼ a · nk as n → ∞.
In particular we obtain that limn→∞ 1n logμ(Tn(idG ,C)) = 0. Since C was arbitrary we have that h(idG) = 0 for every LCA
group G .
2.2. General properties
We start recalling the notion of modulus. Indeed, ﬁx an LCA group G and a Haar measure μ on G . The modulus is a
homomorphism modG between the multiplicative groups Aut(G) and R+ , such that
μ(αE) = modG(α)μ(E)
for every α ∈ Aut(G) and every measurable subset E of G . We refer to [7, (15.26) p. 208] for the proof of the existence of
such a function.
Example 2.6.
(a) If α : ZN → ZN is an automorphism, then modZN (α) = 1. More generally modG ≡ 1 whenever G is a discrete or compact
Abelian group. To see this just ﬁx the counting measure (i.e., cardinality of subsets) on a discrete group G and the
unique measure μ such that μ(G) = 1 on a compact group G .
(b) If α :RN →RN is an R-linear automorphism, then modRN (α) = |det(α)|.
(c) If α :CN →CN is a C-linear automorphism, then modCN (α) = |det(α)|2.
(d) For a prime p denote by Qp the p-adic ﬁeld and let α : QNp → QNp be a Qp-linear automorphism. Then modQNp (α) =
|det(α)|p , where | − |p denotes the p-adic norm.
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properties have been proved in [2].
Proposition 2.7.
(1) Let G, H be LCA groups, φ ∈ End(G) and ψ ∈ End(H). If there exists an isomorphism α : G → H such that φ = α−1ψα, then
H(φ,C) = H(ψ,αC) for every C ∈ C(G). In particular h(φ) = h(ψ).
(2) Let G be an LCA group and φ ∈ End(G). Then h(φm)m · h(φ) for every m ∈N. Furthermore
h
(
φm
)=m · h(φ)
if the φ-trajectory of C converges for every C ∈ C(G).
(3) Let G be an LCA group and φ ∈ Aut(G). Then h(φ−1) = h(φ) − log(modG(φ)).
(4) If G1 , G2 are LCA groups, G = G1 × G2 , and φi ∈ End(Gi), i = 1,2, then
H(φ1 × φ2,C1 × C2) H(φ1,C1) + H(φ2,C2) (2.1)
for every Ci ∈ C(Gi) (i = 1,2). In particular h(φ1 × φ2)  h(φ1) + h(φ2). Furthermore, equality holds in (2.1), whenever the
φi -trajectory of Ci (with i = 1,2) converges.
Proof. (1) Fix a Haar measure μ on G . For every Borel subset E ⊆ H , set μ′(E) = μ(α−1(E)). It is not diﬃcult to verify that
μ′ is a Haar measure on H . Now, for every K ∈ C(G) and n ∈N+ we have that
μ
(
Tn(φ, K )
)= μ′(αTn(φ, K ))= μ′(Tn(ψ,αK )),
and so H(φ, K ) = H(ψ,αK ). We can conclude since α induces a bijection between C(G) and C(H).
(2) Firstly we verify that, for every m ∈N,
h
(
φm
)
m · h(φ). (2.2)
The case m = 0 is trivial so ﬁx m > 0, C ∈ C(G), and k ∈ N. Then Tk(φm,C) ⊆ Tmk−m+1(φ,C), and so μ(Tk(φm,C)) 
μ(Tmk−m+1(φ,C)). Applying logarithms, dividing by k and taking the limsup we get
H
(
φm,C
)= limsup
k→∞
logμ(Tk(φm,C))
k
 limsup
k→∞
logμ(Tmk−m+1(φ,C))
k
= limsup
k→∞
logμ(Tmk−m+1(φ,C))
mk −m + 1 · limk→∞
mk −m + 1
k
m · H(φ,C).
This proves (2.2). Fix now C ∈ C(G) and suppose that the φ-trajectory of C converges. Let C1 = Tm(φ,C) and note that
Tk(φm,C1) = Tmk(φ,C). Taking the logarithm of the measures, dividing by mk and letting k → ∞ we get
H(φm,C1)
m
= lim
k→∞
logμ(Tk(φm,C1))
mk
= lim
k→∞
logμ(Tmk(φ,C))
mk
= H(φ,C).
(3) Fix C ∈ C(G) and n ∈ N+ . Then Tn(φ−1,C) = φ−n+1Tn(φ,C), and so μ(Tn(φ−1,C)) = modG(φ)−n+1μ(Tn(φ,C)). This
yields H(φ−1,C) = H(φ,C) − log(modG(φ)), hence h(φ−1) = h(φ) − log(modG(φ)) as desired.
(4) Choose Haar measures μi on Gi (i = 1,2), it is well known that there exists a measure μ on G such that μ(E1× E2) =
μ1(E1) × μ2(E2) whenever Ei is a measurable subset of Gi (i = 1,2). Let φ = φ1 × φ2. Fix Ci ∈ C(Gi) (i = 1,2) and let
C = C1 × C2. Then Tn(φ,C) = Tn(φ1,C1) + Tn(φ2,C2) = Tn(φ1,C1) × Tn(φ2,C2). So we get
H(φ,C) = limsup
n→∞
logμ(Tn(φ,C))
n
 limsup
n→∞
logμ1(Tn(φ1,C1))
n
+ limsup
n→∞
logμ2(Tn(φ2,C2))
n
(2.3)
= H(φ1,C1) + H(φ2,C2).
Since every compact neighborhood of 0 in G is contained in a compact neighborhood of the form C1 × C2, Lemma 2.2
together with (2.3), gives h(φ) h(φ1) + h(φ2). To conclude notice that if the φi-trajectory of Ci converges (for i = 1,2), in
(2.3) we have equality. 
Remark 2.8. For an automorphism φ of a given LCA group G , the entropy h∞(φ) deﬁned by Peters in [10] is exactly h(φ−1).
Then Proposition 2.7(3) provides a connection between the two deﬁnitions. In particular, by Example 2.6(a), we obtain that
the two deﬁnitions coincide on automorphisms of discrete Abelian groups.
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limsup
n→∞
(an + bn) = limsup
n→∞
an + limsup
n→∞
bn. (2.4)
On the other hand, (2.4) becomes true when an = bn for (almost) every n ∈ N. This (together with the proof of Proposi-
tion 2.7(4)) gives the following
Corollary 2.9. If G is an LCA group, φ ∈ End(G) and Φ = φ × φ : G × G → G × G, then
H(Φ,C × C) = 2 · H(φ,C)
for every C ∈ C(G). In particular h(Φ) = 2h(φ).
2.3. The minor trajectory
As we saw in Example 2.5, even if the morphism φ is really simple to describe, it is diﬃcult in general to explicitly
compute its entropy. In order to partially overcome this diﬃculty, we introduce a function that is always less or equal then
the entropy function.
Deﬁnition 2.10. Let G be an LCA group and φ ∈ End(G). For every K ,C ∈ C(G),
Tn (φ,C, K ) = K + φn−1C,
is the minor n-th φ-trajectory of C relative to K . Furthermore we set
H(φ,C, K ) = limsup
n→∞
logμ(T(φ,C, K ))
n
.
Finally, if the sequence (logμ(Tn (φ,C, K ))/n)n∈N+ converges then we say that the minor φ-trajectory of C converges at K .
Lemma 2.11. Let G be an LCA group and φ ∈ End(G). Then for every K and C ∈ C(G),
(1) 0 H(φ,C, K ) H(φ,C + K ) h(φ);
(2) log(modG(φ)) H(φ,C, K ) whenever φ is an automorphism.
Proof. (1) Fix n ∈N+ and consider the chain K ⊆ Tn (φ,C, K ) ⊆ Tn(φ,C + K ). Since μ and log are monotone, we obtain
0= lim
n→∞
logμ(K )
n
 limsup
n→∞
logμ(Tn (φ,C, K ))
n
 limsup
n→∞
logμ(Tn(φ,C + K ))
n
= H(φ,C + K ).
(2) Since φn(C) ⊆ K + φn(C) for every n ∈N we obtain
log
(
modG(φ)
)= lim
n→∞
log(modG(φ)n−1μ(C))
n
= lim
n→∞
logμ(φn−1C)
n
 limsup
n→∞
logμ(K + φn−1C)
n
= H(φ,C, K ). 
We omit the proof of the following proposition since it is completely analogous to that of Proposition 2.7 (1)–(4) and of
Corollary 2.9.
Proposition 2.12.
(1) Let G, H be LCA groups, φ ∈ End(G) and ψ ∈ End(H). If there exists an isomorphism α : G → H such that φ = α−1ψα, then
H(φ,C, K ) = H(ψ,αC,αK ) for every C, K ∈ C(G).
(2) If G1, G2 are LCA groups, G = G1 × G2 , and φi ∈ End(Gi), i = 1,2, then
H(φ1 × φ2,C1 × C2, K1 × K2) H(φ1,C1, K1) + H(φ2,C2, K2) (2.5)
for every Ki,Ci ∈ C(Gi) (i = 1,2). Furthermore we can put equality in (2.5), whenever the minor φi -trajectory of Ci converges at
Ki ( for i = 1,2).
(3) If G is an LCA group, φ ∈ End(G) and Φ = φ × φ : G × G → G × G, then
H(Φ,C × C, K × K ) = 2 · H(φ,C, K )
for every C, K ∈ C(G).
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We consider the usual absolute value | − | on C. Furthermore we denote by ‖ − ‖ the max-norm with respect to the
canonical base of CN . Namely, for a vector v ∈CN ,
‖v‖ = max{|vi|: i = 1, . . . ,N},
where (vi)Ni=1 are the components of v . For an N × N complex matrix M = (mi, j) let
‖M‖ = max
{
N∑
j=1
|mi, j|: i = 1, . . . ,N
}
.
Given a C-linear endomorphism φ :CN →CN we set ‖φ‖ = ‖M‖ where M is the matrix of φ with respect to the canonical
base of CN . It is known that, for every v ∈CN ,∥∥φ(v)∥∥ ‖φ‖ · ‖v‖. (3.1)
For every  ∈R, we can deﬁne the ball centered at 0 and with radius  in CN as
B() = {v ∈CN : ‖v‖ }.
Notice that a consequence of (3.1) is that for every C-linear φ ∈ End(CN ) and  ∈R+ ,
φB() ⊆ B(‖φ‖ · ). (3.2)
Let λ ∈C. We say that an N × N complex matrix J is a Jordan block relative to λ if all the entries on the diagonal of J are
equal to λ, all the entries on the ﬁrst superdiagonal are equal to 1 and all the other entries are equal to 0:
J =
⎛
⎜⎜⎜⎜⎜⎝
λ 1 0 . . . 0
0 λ 1 . . . 0
...
...
. . .
. . .
...
0 . . . 0 λ 1
0 . . . 0 0 λ
⎞
⎟⎟⎟⎟⎟⎠ .
It is well know from linear algebra, for n ∈N+ , that the matrix Jn is an upper triangular matrix with λn on the diagonal and(n
j
)
λn− j on the j-th superdiagonal, for j = 1,2, . . . ,min{n,N−1}; in case n < N−1, the values above the n-th superdiagonal
are all zero. In the following lemma and proposition we explicitly calculate the entropy of a C-linear endomorphism φ
whose matrix is a single Jordan block.
Lemma 3.1. Let φ : CN → CN be a C-linear endomorphism whose matrix is an N × N Jordan block J relative to λ ∈ C, furthermore
ﬁx arbitrarily m,n ∈N+ .
(1) If |λ| 1, then Tn(φ, B(m)) ⊆ B(mNnN+1).
(2) If |λ| > 1, then Tn(φ, B(m)) ⊆ B(m|λ|nNnN+1).
Proof. Note that, for every s ∈N,
∥∥φs∥∥= min{s,N−1}∑
j=0
(
s
j
)
|λ|s− j  sN
min{s,N−1}∑
j=0
|λ|s− j . (3.3)
(1) Since we are supposing |λ| 1, (3.3) gives ‖φs‖ NsN for every s ∈N. Now we can apply (3.2) to get
Tn
(
φ, B(m)
)⊆ B(m) + B(Nm) + · · · + B(N(n − 1)Nm)
= B((1+ N + · · · + N(n − 1)N)m)⊆ B(NnN+1m).
(2) By (3.3), we derive that ‖φs‖ NsN |λ|s for every s ∈N. Using again (3.2)
Tn
(
φ, B(m)
)⊆ B(m) + B(N|λ|m)+ · · · + B(N(n − 1)N |λ|n−1m)
⊆ B((1+ N|λ| + · · · + N(n − 1)N |λ|n−1)m)
⊆ B((1+ |λ| + · · · + |λ|n−1)NnNm)
⊆ B(n|λ|nNnNm). 
S. Virili / Topology and its Applications 159 (2012) 2546–2556 2553Proposition 3.2. Let φ : CN → CN be a C-linear endomorphism whose matrix is an N × N Jordan block relative to a ﬁxed λ ∈ C.
Then, for every a,b ∈R+ ,
H
(
φ, B(a), B(b)
)= H(φ, B(a + b))= {0 if |λ| 1,
2N · log |λ| if |λ| > 1.
Furthermore the φ-trajectory of B(a + b) converges and the minor φ-trajectory of B(a) converges at B(b).
Proof. Fix a,b ∈R+ and let m be a positive integer such that m > a + b. By Lemma 2.11(1), we obtain
0 H
(
φ, B(a), B(b)
)
 H
(
φ, B(a + b)). (3.4)
Suppose now that |λ| 1. By Lemma 3.1(1), we get Tn(φ, B(a + b)) ⊆ Tn(φ, B(m)) ⊆ B(mNnN+1), and so
0 H
(
φ, B(a + b)) H(φ, B(m)) lim
n→∞
log(mNnN+1)2N
n
= 0.
By (3.4) we get the thesis. On the other hand, if |λ| > 1 we obtain Tn(φ, B(m)) ⊆ B(m|λ|nNnN+1), by Lemma 3.1(2). Then
H
(
φ, B(a + b)) H(φ, B(m)) lim
n→∞
log(m|λ|nNnN+1)2N
n
= 2N · log |λ|. (3.5)
Furthermore φ is an automorphism and so by Lemma 2.11(2) we obtain
2N · log |λ| = logmodG(φ) H
(
φ, B(a), B(b)
)
 H
(
φ, B(a + b)) 2N · log |λ|. 
We can ﬁnally give a general formula to compute the entropy of an arbitrary C-linear endomorphism of CN .
Theorem 3.3. Let φ :CN →CN be a C-linear endomorphism. Then, for every C, K ∈ C(G),
h(φ) = H(φ,C, K ) = H(φ,C + K ) =
∑
|λi |>1
2 · log |λi|,
where {λi: i = 1, . . . ,N} ⊆C is the set of the eigenvalues of φ .
Proof. Denote by M the matrix associated with φ. It is well known from linear algebra that there exist an invertible matrix
A and a matrix J such that M = A−1 J A, with J in Jordan form. Denote by ψ the endomorphism associated with J , by α
the automorphism associated with A, and ﬁx C, K ∈ C(CN ). By Proposition 2.7(1) and Proposition 2.12(1), we have that
h(φ) = h(ψ), H(φ,C, K ) = H(ψ,αC,αK ), H(φ,C + K ) = H(ψ,α(C + K )). (3.6)
Clearly αC,αK ,α(C + K ) ∈ C(CN ) and so we can ﬁx a,b, c ∈R+ such that
B(a) ⊆ αC, B(b) ⊆ αK , α(C + K ) ⊆ B(c).
CN is a direct product of ψ-invariant spaces where ψ acts as a single Jordan block. By Propositions 2.7(4), 2.12(2), and by
the existence of limits in the above proposition, we obtain∑
|λi |>1
2 · log |λi| = H
(
ψ, B(a), B(b)
)
 H(ψ,αC,αK )
 H
(
ψ,α(C + K )) H(ψ, B(c))= ∑
|λi |>1
2 · log |λi|. (3.7)
Since this holds for every C, K ∈ C(CN ) and α induces a bijection of C(CN ) onto itself, we obtain
h(ψ) =
∑
|λi |>1
2 · log |λi|. (3.8)
Applying now (3.6) to (3.7) and (3.8) we can reach the desired conclusion. 
4. Endomorphisms ofRN
As an application of Theorem 3.3, we give a formula to calculate the entropy of an R-linear endomorphism φ :RN →RN .
Extend φ to a C-linear endomorphism φC of CN simply by letting
φC = φ ⊗R idC.
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h(φ) = H(φ,C + K ) = H(φ,C, K ) =
∑
|λi |>1
log |λi|,
where {λi: i = 1, . . . ,N} ⊆C is the set of the eigenvalues of φ .
Proof. Consider the product RN ×RN =R2N and let Φ = φ × φ :R2N →R2N . Deﬁne a homomorphism Λ :R2N →CN such
that Λ(x j)2Nj=1 = (x j + ix j+N )Nj=1, where i denotes the imaginary unit. Then Λ is an isomorphism and ΛΦΛ−1 = φC .
Let C ′, K ′ ∈ C(R2N ), and so ΛC ′,ΛK ′ ∈ C(CN ). By Theorem 3.3 we obtain
h
(
ΛΦΛ−1
)= H(ΛΦΛ−1,ΛC ′,ΛK ′)= H(ΛΦΛ−1,Λ(C ′ + K ′))= ∑
|λi |>1
2 · log |λi| (4.1)
where {λi: i = 1, . . . ,N} ⊆ C is the set of the eigenvalues of ΛΦΛ−1 and so they are exactly the eigenvalues of φ. By
Proposition 2.7(1), h(ΛΦΛ−1) = h(Φ) and H(ΛΦΛ−1,Λ(C ′ + K ′)) = H(Φ,C ′ + K ′), furthermore by Proposition 2.12(1) we
obtain H(ΛΦΛ−1,ΛC ′,ΛK ′) = H(Φ,C ′, K ′). Applying these equalities to (4.1) we get
h(Φ) = H(Φ,C ′, K ′)= H(Φ,C ′ + K ′)= ∑
|λi |>1
2 · log |λi|. (4.2)
Consider now C, K ∈ C(RN ), applying (4.2) with C ′ = C × C and K ′ = K × K we obtain
h(Φ) = H(Φ,C × C, K × K ) = H(Φ,(C + K ) × (C + K ))= ∑
|λi |>1
2 · log |λi|.
As Φ = φ × φ, we can use Corollary 2.9 and Proposition 2.12(3) to conclude that
h(φ) = H(φ,C, K ) = H(φ,C + K ) =
∑
|λi |>1
log |λi|
as desired. 
5. Endomorphisms ofZN
For every m ∈N, let
Em =
{
(ε j)
N
j=1: ε j = 0,±1, . . . ,±m
}⊆ ZN .
The following ﬁrst simpliﬁcation in the computation of the entropy for endomorphisms of ZN is a particular case of Corol-
lary 2.3.
Lemma 5.1. Let φ : ZN → ZN be an endomorphism, then h(φ) = sup{H(φ, Em): m ∈N}.
Denote by ι : ZN → RN the natural embedding. Furthermore, for a given endomorphism φ of ZN we denote by φR its
R-linear extension to an endomorphism of RN . In what follows we will always identify each subset S ⊆ ZN with its image
ιS ⊆RN . Under this identiﬁcation, it makes sense to speak about the convex hull SR ⊆RN of S ⊆ ZN .
Deﬁnition 5.2. For every m ∈N, let T ∗n (φ, Em) = Tn(φ, Em) + [0,1]N ⊆RN . Furthermore
H∗(φ, Em) = lim
n→∞
logμ(T ∗n (φ, Em))
n
.
Simply applying the deﬁnitions we get the following
Lemma 5.3. Let φ : ZN → ZN , m ∈ N+ and μ the Haar measure on RN that takes the value 1 on ER1 . Then |Tn(φ, Em)| =
μ(T ∗n (φ, Em)) for every n ∈N. In particular H(φ, Em) = H∗(φ, Em).
Proof. It is not diﬃcult to see that μ((x + [0,1]N ) ∩ (y + [0,1]N )) = 0 whenever x = y ∈ Tn(φ, Em). Since T ∗n (φ, Em) is the
union of |Tn(φ, Em)| many subsets of RN of the form x+ [0,1]N with x ∈ Tn(φ, Em) ⊆ ZN , we obtain
μ
(
T ∗n (φ, Em)
)= μ( ∑ x+ [0,1]N)= ∣∣Tn(φ, Em)∣∣. 
x∈Tn(φ,Em)
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Lemma 5.4 provides an upper and a lower bound to this value. But ﬁrst we need to introduce a matrix norm for real
matrices. Namely, given an N × N real matrix M = (mi, j), we set
‖M‖ = max
{
N∑
j=1
|mi, j|: i = 1, . . . ,N
}
.
Given an R-linear endomorphism ψ : RN → RN we set ‖ψ‖ = ‖M‖ where M is the matrix of ψ with respect to the
canonical base of RN . In our case, φR comes from an endomorphism of ZN and so ‖φR‖ will be a natural number.
For every v = (vi) ∈RN we set ‖v‖ = max{|vi |: i = 1, . . . ,N}. With this notation it is not diﬃcult to see that
ERm =
{
v ∈RN : ‖v‖m}.
Furthermore, for every v ∈RN∥∥φR(v)∥∥ ‖φR‖ · ‖v‖.
Notice that a consequence of the above discussion is that for every m ∈N+ ,
φRE
R
m ⊆ ER‖φR‖m. (5.1)
Lemma 5.4. Let φ : ZN → ZN be an endomorphism, then
(1) T ∗n (φ, Em) ⊆ Tn(φR, ERm+1) for every n ∈N+ and every m ∈N;
(2) there exists k ∈N such that Tn (φR, ERm, ER1 ) ⊆ T ∗n (φ, Em+1) for every n ∈N+ , m > k.
Proof. First of all notice that, for every m ∈N we have that
Em + [0,1]N ⊆ ERm+1 ⊆ Em+1 + [0,1]N . (5.2)
(1) Fix m ∈N+ , applying (5.2) we obtain
T ∗n (φ, Em) = Tn(φ, Em) + [0,1]N
⊆ Em + φ(Em) + · · · + φn−1(Em) + [0,1]N
⊆ ERm+1 + φ(Em) + · · · + φn−1(Em) ⊆ Tn
(
φR, E
R
m+1
)
.
(2) Let k = ‖φR‖ and ﬁx m > k. We prove by induction on n ∈N+ that
ER1 + φn−1R ERm ⊆ T ∗n (φ, Em+1).
The case n = 1 is trivial, since ER1 + ERm = ERm+1 ⊆ Em+1 + [0,1]N = T ∗1 (φ, Em+1). So let n > 1, and suppose as inductive
hypothesis that
ER1 + φn−2R ERm ⊆ T ∗n−1(φ, Em+1).
Consider an arbitrary element z ∈ φn−1
R
ERm . We can write z = φR(x) for a suitable x ∈ φn−2R ERm . By inductive hypothesis
φn−2
R
ERm ⊆ T ∗n−1(φ, Em+1). Then there exists y ∈ Tn−1(φ, Em+1) such that x ∈ y + ER1 . By (5.1), we get that φRER1 ⊆ ERk ⊆ ERm .
Hence z = φR(x) ∈ φ(y) + φRER1 ⊆ φ(y) + ERm , and so
z + ER1 ⊆ φ(y) + ERm + ER1 ⊆ φ
(
Tn−1(φ, Em+1)
)+ ERm+1.
Since ERm+1 ⊆ Em+1 + [0,1]N we obtain φ(Tn−1(φ, Em+1)) + ERm+1 ⊆ φ(Tn−1(φ, Em+1)) + Em+1 + [0,1]N = T ∗n−1(φ, Em+1),
and so x ∈ T ∗n−1(φ, Em+1) as desired. 
The next theorem covers the Algebraic Kolmogorov–Sinai Formula stated in the introduction.
Theorem 5.5. Let φ : ZN → ZN be an endomorphism. There exists k ∈N such that for every m > k,
h(φ) = H(φ, Em) =
∑
|λi |>1
log |λi |, (5.3)
where {λi: i = 1, . . . ,N} ⊆C is the set of the eigenvalues of φ .
2556 S. Virili / Topology and its Applications 159 (2012) 2546–2556Proof. Note that as a consequence of Lemma 5.4 we obtain the existence of a non-negative integer k such that
H
(
φR, E
R
m, E
R
1
)
 H∗(φ, Em) H
(
φR, E
R
m+1
)
holds for every m k. By Theorem 4.1 we get
H
(
φR, E
R
m, E
R
1
)= H(φR, ERm+1)= ∑
|λi |>1
log |λi|.
Now, Lemmas 2.2 and 5.1 give also h(φ) =∑|λi |>1 log |λi| which concludes the proof. 
Remark 5.6. As far as the reaching of the limit value of the entropy is concerned, there is a difference between ZN and RN
(or CN ).
(a) In fact, to compute the entropy in RN it is enough to consider an arbitrary C ∈ C(RN ). Then h(φ) = H(φ,C) (see
Theorem 4.1). On the other hand, in ZN this is not always the case. In fact for every K ∈ C(ZN ) we have H(φ, K ) 
log |K | (see [2]) and so K may be ‘too small’ in order to compute entropy.
(b) Nevertheless Theorem 5.5 proves that the sequence {H(φ, Em): m ∈ N+} stabilizes after a ﬁnite number of steps, for
every φ ∈ End(ZN ). We hope this can give important consequences in the computations of the topological entropy of
the endomorphisms of Tn .
Notice that, for an endomorphism φ ∈ End(ZN), the quantity h(φ) is exactly the logarithm of the Mahler height of
the characteristic polynomial of φ (see [2] and [8] for further connections between entropy and Mahler height). One of
the main questions about Mahler height is to determine whether or not the set of its values that are greater than 1 can
be bounded below by an integer > 1. In [2], this problem is shown to be equivalent to determine whether or not the
positive values that h(−) assumes on endomorphisms of discrete Abelian groups has a positive lower bound. We are not
able to solve this problem but we can show that if we remove discreteness there is an easy (negative) solution. Indeed, a
consequence of Theorem 4.1 is that, given an R-linear endomorphism φ : RN → RN whose eigenvalues are all grater than
1, then h(φ) = log |det(φ)|. Now consider a morphism φ whose matrix is of the form⎛
⎜⎜⎜⎝
1+  0 . . . 0
0 1+  . . . 0
...
...
. . .
...
0 0 . . . 1+ 
⎞
⎟⎟⎟⎠
for  ∈ R+ . Then h(φ) = log |det(φ)| = N · log(1 + ). It is clearly impossible to ﬁnd a positive lower bound for the set
{h(φ):  ∈R+}. We conclude with a question due to Dikran Dikranjan
Question 5.7. Characterize the locally compact Abelian groups G such that
inf
{
h(φ): φ ∈ End(G), h(φ) > 0} = 0. (5.4)
In particular, is it true that a non-compact and non-discrete LCA group G cannot satisfy (5.4)?
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