The classical dichotomy predicts that all of the time series variance in the aggregate real exchange rate is accounted for by non-traded goods in the CPI basket because traded goods obey the Law of One Price. In stark contrast, Engel (1999) found that traded goods had comparable volatility to the aggregate real exchange. Our work reconciles these two views by successfully applying the classical dichotomy at the level of intermediate inputs into the production of final goods using highly disaggregated retail price data. Since the typical good found in the CPI basket is about equal parts traded and non-traded inputs, we conclude that the classical dichotomy applied to intermediate inputs restores its conceptual value.
Introduction
One of the most stable empirical relationships in international macroeconomics is the comparable volatility of nominal and real exchange rates. This relationship was …rst documented by Mussa (1986) using a short panel of data following the breakdown of the Bretton Woods system of …xed nominal exchange rates. Subsequent research has shown that this relationship is robust to longer time spans of data and broader cross-sections of countries. Understandably, these observations have been interpreted as evidence that goods markets are nationally segmented.
An enduring explanation for real exchange rate variability is the classical dichotomy of Salter (1959) and Swan (1960) . This is the notion that the consumption basket consists of items which are imported, items which are exported and items which are produced only for domestic consumption. The literature refers to items in the …rst two categories as traded goods and items in the last category as non-traded goods. The use of the term goods is misleading in the sense that some services are traded and some goods are not traded: to avoid confusion with conventional usage, the term goods will refer to all items in the consumption basket. According to the classical dichotomy, traded goods satisfy the Law of One Price (LOP) up to a constant iceberg trade cost and thus the real exchange rate of traded goods is constant over time, leaving the real exchange rate of non-traded goods to account for all of the time series variation in the CPI-based real exchange rate.
In a highly in ‡uential paper, Engel (1999) constructs traded and nontraded real exchange rates using sub-indices of the CPIs of the United States and its largest trading partners and conducts a variance decomposition of bilateral aggregate real exchange rates into the contributions of the two subindices. In stark contrast to the predictions of the classical dichotomy, he …nds that real exchange rates of traded and non-traded goods contribute a comparable amount to aggregate real exchange rate variability. His results have shifted the consensus among economists from the classical dichotomy view to the view that all …nal goods markets are equally segmented. And yet the sources of market segmentation have been di¢ cult to pin down.
A voluminous literature on exchange rate pass-through shows that move-ments in nominal exchange rates are not fully re ‡ected in subsequent movements in destination prices (see Campa and Goldberg (2005) for a comprehensive treatment). Thus even the prices of highly traded goods are unlikely to satisfy the LOP at the retail level since they fail to do so at the border.
The question then becomes not simply whether one can or should distinguish goods and services in the stark manner suggested by the classical dichotomy, but also whether it is productive to make more subtle distinctions in crafting the architecture of modern international macroeconomic models.
The goal of this paper is to reassess the usefulness of distinguishing items in the consumption basket by the variation in their real exchange rates. Two complementary elements of novelty are introduced. The …rst is the use of microeconomic retail price data in the variance decomposition of the aggregate real exchange rate. The second is the application of the classical dichotomy to intermediate inputs into the production of individual …nal goods, rather than dichotomizing the …nal goods themselves.
To achieve the …rst step the aggregate real exchange rate for a typical bilateral pair (i.e., suppressing bilateral location indices) is built from the ground up using Law of One Price deviations, q it ,
where ! i is an item-level consumption expenditure weight. Due to the very large number of terms on the right-hand-side of this equation a conventional variance decomposition is not feasible. Instead, the covariance of each of the LOP deviations is taken with respect to the aggregate bilateral real exchange rate q t ; dividing all terms on each side of the equation by the variance of q t gives the desired result:
The use of the notation i is deliberate. It reminds the reader of the betas used in portfolio analysis. In this application, the return on the portfolio is replaced with the relative price of the same basket across two locations; the portfolio weights are the expenditure shares and the LOP deviations take the role of the returns on individual stocks in the portfolio. As a concrete example, values of greater than unity indicate items in the consumption basket that contribute more than their expenditure share to the variability of the aggregate real exchange rate.
Engel's two-index decomposition is easily constructed by aggregating the LOP deviations into sub-indices for traded goods and non-traded goods:
where ! and 1 ! are the aggregate consumption expenditure shares of goods deemed to be either traded or non-traded. The variance decomposition becomes:
These 's are simply expenditure-weighted averages of their microeconomic counterparts i . The restrictions of the classical dichotomy applied to these aggregates are: T = 0 and N = ! 1 . The …rst restriction is the notion that the LOP is assumed to hold for all traded goods and thus also for the aggregate traded real exchange rate index. The second restriction is an implication of the …rst along with the de…nition of a variance decomposition. It is important to note that in the aggregate version, the assumption about LOP only needs to hold on average across traded goods. Given that roughly 0.6 of expenditure is attributed to non-traded goods based on the dichotomous classi…cation, N = 1:7 is predicted by the classical dichotomy when applied to …nal goods.
Using Economist Intelligence Unit (EIU) retail price data and U.S. expenditure weights for the ! i , the average for non-traded goods is N = 1:03 and the average for traded goods is T = 0:81. In words: non-traded goods contribute 22% more to the variability of the aggregate real exchange rate than do traded goods. While this di¤erence is substantial and consistent in direction with the classical dichotomy, the fact remains that the contribution of traded goods to the variance is much closer to that of non-traded goods than it is to zero. It is on this basis that a consensus has emerged that most items found in the consumption basket are exchanged in markets that are nationally segmented. And at this level of aggregation, the EIU data broadly support this conclusion and are therefore consistent with Engel's …ndings using o¢ cial CPI data. There are two problems with this interpretation of the evidence. First, the level of aggregation of the CPI typically available to researchers is not designed to achieve a partition of goods into traded and non-traded items. For example, food includes both food away from home and groceries, housing includes both rent and utilities -if forced to make a choice, the food away from home and rent would be placed on the non-traded side of the ledger while groceries and utilities would be placed on the traded side of the ledger. Since much of the data is aggregated to the level of food and housing, the categories becomes less sharp at distinguishing traded and non-traded goods. However, the use of micro-price data in this study completely avoids categorization bias due to aggregation so either the problem is not acute or something else is making the two macroeconomic and microeconomic approaches appear more comparable.
This brings us to the second di¢ culty, the fact that …nal goods involve both traded and non-traded inputs in their production. This violates the basic premise of the classical dichotomy as applied to …nal goods except for carefully chosen anecdotes. In the Economist Intelligence Unit (EIU) retail price survey of 301 goods and services, there are only a handful of items purchased by consumers with no obvious role for traded inputs (e.g., baby-sitting services and monthly salary of a maid) and there are no items that could be reasonably described as purely traded in the sense of the consumer paying shipping costs and purchasing directly from the manufacturer or wholesaler (as would be true of some online purchases, for example). The modal good in virtually all national retail price surveys, including the EIU sample, is a food product sold in a grocery store, which, according to the U.S. NIPA data, has a non-traded input share of 0.41.
Any hope of resuscitating the classical dichotomy therefore seems to require that the distinction between traded and non-traded goods be pushed to the level of intermediate inputs used in the production of goods and services appearing in the consumption basket. To summarize, when we use two sub-indices of the CPI to construct a real exchange rate for traded and non-traded goods, non-traded goods contribute about 27% more to aggregate real exchange rates than do traded goods. When we use individual goods and services that most closely resemble traded and non-traded items the gap widens to 82% and when we adjust the estimates to account for the distribution margins for each good, the gap widens further to 111%. These calculations are representative of the broader cross-section and suggest that the classical dichotomy is a very useful description of LOP deviations. Our interpretation of the invalidation of the classical dichotomy at the level of aggregate CPI indices is a combination of not distinguishing intermediate inputs from …nal goods and of using data too highly aggregated to preserve interesting di¤erences in the traded factor content of …nal consumption goods.
Consistent with the pass-through literature on prices at the dock, signi…cant LOP deviations remain even after controlling for non-traded inputs indicating the existence of market segmentation where the classical dichotomy assumes none exists: a purely traded input. The conclusion drawn from these variance decompositions is that a hybrid model with some market segmentation in traded goods and a good-speci…c distribution margin is a fruitful avenue for future theoretical and empirical research. 
The Data
The source of retail price data is the Economist Intelligence Unit Worldwide 
Microeconomic Decomposition
The theoretical construction of the aggregate real exchange rate appeals to a utility function and the derivation of a corresponding price index. Let C jt denote consumption by individual j at time t consisting of a Cobb-Douglas aggregate of this individual's consumption of various goods (and services), C ijt , with weights ! i . We have:
Note that the j index will also refer to the location where the individual purchases the goods, which given the nature of our data will be a city. Note also that the absence of an individual index on the ! i means that all individuals have the same preferences.
Solving an expenditure minimization problem produces an ideal price index in the sense that it maps the prices of individual goods and services into a single consumption de ‡ator with the property that aggregate consumption is consistent with the utility concept de…ned by the structure of preferences. For the case of Cobb-Douglas preferences, the price index P jt , is a simple geometric average of good-level prices P ijt with the consumption expenditure shares as weights in the average:
This de ‡ator satis…es P jt C jt = P i P ijt C ijt , where the quantities of aggregate consumption and consumption of individual goods and services are the optimal levels chosen by consumers in city j, taking prices and income as given.
Converting prices to common currency at the spot nominal exchange rate, leads to the de…nition of the aggregate real exchange rate (RER) Q jk;t for bilateral city pair j and k as a function of microeconomic relative prices:
where S jkt is the spot nominal exchange rate between city j and k. Taking logarithms leads to a relationship in which the RER is a consumption-expenditure weighted average of Law of One Price (LOP) deviations 2 :
Our microeconomic variance decomposition is achieved by taking the covariance of the variables on each side of this expression with respect to q jk;t and dividing all terms on each side of the equation by the variance of q jk;t :
where
The contribution of good i to the variance of the aggregate RER is given by ! i ijk . It is increasing in that good's weight in expenditure, the relative standard deviation of its real exchange rate (relative to the aggregate) and its 2 Note this is also the de…nition for the aggregate real exchange rate for common CES preferences, up to a …rst-order approximation. (2011) note, LOP deviations are not driven by a common factor such as the nominal exchange rate, much of the variation is idiosyncratic to the good.
In summary the contribution of individual goods to aggregate real exchange rate variability shows a central tendency, but with considerable variation across individual goods. Certainly the distribution is not the stark bimodality expected from the classical dichotomy applied to …nal goods. Our goal is to maintain the two-factor parsimony of the classical dichotomy, but with the tradability applied at the level of inputs. To accomplish this we …rst elaborate a simple two factor model that stands in for the two types of inputs. Importantly, the share of non-traded and traded inputs in the cost of the …nal good is assumed to vary across individual …nal goods as measured by the distribution margin.
The Intermediate Inputs Model
Many researchers have argued that the classical dichotomy is more appropriate to apply at the level of inputs than at the level of …nal goods. Up until quite recently the data has not been available to conduct a systematic investigation of this hypothesis. We follow Engel and Rogers (1996) and Crucini, Telmer and
Zachariadis (2005), and assume that retail prices are Cobb-Douglas aggregates of a non-traded input W jt and a traded input inclusive of a transportation cost from the source to the destination, T ijt :
The LOP deviation (in logs) becomes,
where each of the variables is now the logarithm of a relative price across a bilateral pair of cities. Thus the LOP deviation for good i, across bilateral city pair, j and k, depends on the deviation of non-traded and traded input costs across that pair of cities, weighted by their respective cost shares.
Elaborating on the cost structure of individual goods and services in this way adds an additional layer to the original variance decomposition. The betas for the individual retail prices of …nal goods may now be expressed as a simple weighted average of the underlying betas for non-traded and traded input prices:
This equation leads to two important insights. First, the ijk for …nal goods are predicted to be increasing in the share of non-traded inputs i , provided non-traded factor prices contribute more to RER volatility than do traded factor prices, ( 
Two-Factor Model
The objective of this section is to decompose the good-speci…c contributions to aggregate RER variation into the role of traded and non-traded inputs used in the production of each good. To accomplish this, we incorporate the fact that the cost of producing …nal goods involves di¤erent shares of non-traded and traded inputs, the i parameters measured along the horizontal axis of Figure 2 . This answers the question: if the contribution of LOP variation in fuel to the aggregate RER is 5%, how much of this contribution to variance is coming from the traded inputs (gasoline) and how much is coming from the non-traded inputs (the other costs associated with operating a gas station). To achieve this, we estimate a two-factor model of the ijk for each bilateral city pair. These two factors, one for the non-traded input and one for the traded input will later be aggregated back up to the level of the CPI to determine how much of the variation in the aggregate RER is due to variation in RER for non-traded and traded input costs.
To reduce the intermediate inputs model to a two-factor structure for each bilateral city pair, the traded factor is assumed to be the sum of a component common to all goods and an idiosyncratic component speci…c to the good:
The contribution of good i to the variation of the bilateral real exchange rate across city pair j and k is now:
where ijk = (1 i ) ijk . In the language factor models, the w jk and jk are the two factors and i and (1 i ), their respective factor-loadings.
Estimation
In the model of the previous section, the observables are the estimated betas, ijk , and the distribution shares from the NIPA, i ; the unobservables are the two factors of interest, w jk and jk . Consider the following linear regression model:
Comparing this equation to the theoretical model, it is apparent that the constant term and the slope parameter identify the two factors of interest:
We perform this regression separately for each city pair using the ijk estimated from the expenditure-weighted version of the aggregate RER to conform with the existing macroeconomic literature. Note that since the distribution shares are more aggregated than the betas, we take simple averages of the betas across i for goods that fall into each sector for which we have distribution shares. Following this aggregation, equation (18) is much lower than the average contribution of a traded good to aggregate real exchange rate variability while the non-traded factor is coincidentally equal to the average contribution of a non-traded good to aggregate real exchange rate variability. This re ‡ects two interacting e¤ects. First, the non-traded factor is the dominant source of variation. Second, the average traded good has far more non-traded factor input content than the average non-traded good.
Thus, most of the bias in attributing non-traded factor content in the decomposition is found in traded goods. To see this more clearly, it is productive to examine the cross-sectional variance in the contribution of the non-traded and traded factor at the microeconomic level rather than average across goods as Table 2 does. We turn to this level of detail next.
The Role of Distribution Margins
Recall that after averaging the estimated equation (18) across jk pairs, we arrive at a decomposition of our original good-level betas:
= 0:54 + 0:50 i + i .
Simply put, a purely traded good is one which involves no non-traded inputs, i = 0. If such a good existed in the retail basket, it would be predicted to contribute 0.54 times its expenditure share to aggregate RER variability. At the other end of the continuum, a purely non-traded good involves no traded inputs, i = 1. If such a good existed, it would be expected to contribute 1.04 times its expenditure share to aggregate RER variability. Table 3 shows the entire cross-sectional distribution of the good-speci…c contributions to real exchange rate variation, i , decomposed in this manner.
Goods are ordered from those with the lowest distribution share (0.17), an example of which is a 'compact car,'to goods with the highest distribution share (1.00), an example of which is the 'hourly rate for domestic cleaning help.' Note that each row is an average across goods sharing the same distribution share (the second column) and the …rst column is just an example of a good found in that sector.
Since the non-traded input beta, w jk , average 1.03, the contribution of the non-traded input is approximately equal to the distribution share, i . By our metric a compact automobile looks a lot like 1 liter of unleaded gasoline, but very distinct from a two-bedroom apartment or the hourly rate for domestic cleaning help. The contribution of LOP variation in each of the former two cases are about 70% traded inputs and 30% non-traded inputs whereas the latter two are largely driven by the non-traded input factor. Another interesting comparison is fresh …sh and a two-course meal at a restaurant. Both are treated as traded goods when CPI data are used because they fall into the same category, food. However, one is food at home (fresh …sh) and the other is food away from home (two course meal at a restaurant). Should they be treated similarly, as food items, or di¤erently as food at home and food away from home? Consistent with the two factor intermediate input model, Table   3 provides a de…nitive answer: treat them di¤erently. Fresh …sh is indistinguishable from unleaded gasoline both in terms of the dominate role of traded inputs and the relatively moderate contribution to aggregate real exchange rate variation (0.65). A restaurant meal is dominated by the non-traded factor (85 percent) and contributes 35% more to aggregate real exchange rate variability than does fresh …sh.
A good with a median distribution share (0.41) is toothpaste. Despite the fact that the cost of producing this good is skewed moderately toward traded inputs (59% traded inputs), non-traded inputs still dominate in accounting for the toothpaste beta, 0.40 versus 0.31 for traded inputs. This re ‡ects the fact that our estimated non-traded factor is twice as important as our estimated traded factor in accounting for variation in the aggregate RER, 1.04 versus 0.54. Stated di¤erently, for the traded input factor to dominate in contribution to variance requires a distribution share of less than 0.34 (i.e. a traded input share of more than 0.66).
The Role of Location
When focusing on the role of the distribution margin, it was productive to average across bilateral pairs. Similarly, when focusing on the role of location, it is useful to average across goods. Recall, however, that the two estimated factors are location-speci…c and the group means of Table 2 suggested the presence of variation across location pairs in the two factors. To better visualize the full extent of the variation without presuming a source of the variation across city-pairs, Figure 3 presents kernel density estimates of the non-traded and traded factors.
The …gure e¤ectively convey three messages. The …rst, and central message, is that there is a strong central tendency toward the means initially reported in Table 2 (for both of the factors), supportive of the parsimony imposed by the two factor model. The second message is that the contributions of traded and non-traded inputs to aggregate RER variability are much more easily distinguished than was true of traded and non-traded goods. This is evident in comparing the two distributions in Figure 3 with their counterparts in Figure 1 . Third, the dispersion across locations in the estimated factors is signi…cant and greater for the estimated traded factor (red line) than the estimated non-traded factor (blue line), consistent with the impression conveyed by the group-mean coe¢ cients -reported in Table 2 . ance increases is that the common source of LOP variation is rising relative to the idiosyncratic sources of variation. This occurs because movements in the nominal exchange rate are almost by de…nition a common source of variability in LOP deviations. 4 Since the non-traded factor is expected to exhibit less pass-through of nominal exchange rates to local currency prices, at least in the short run, it is also expected that the non-traded factor will lie uniformly above the traded factor. This is evident, the blue dots lie mostly above the red dots at each point along the x-axis (i.e. conditional on a value for the nominal exchange rate variance). This is not to say that changes in nominal exchange rates are causing real exchange rates to vary, to identify the underlying causes of variation would require a richer model. For example, a monetary shock is likely to alter both the distribution of local currency prices and the nominal exchange rate whereas a crop failure in a particular country is unlikely to do either of these things. The thrust of the …gure, however, is that real and nominal sources of business cycle variation are likely to play di¤erent roles in determining the traded and non-traded input betas we have estimated.
To summarize, we have demonstrated that the classical dichotomy is a very useful theory of the LOP when the theory is applied to inputs. What we do in the next section is show that this is also true at the aggregate level. Moreover, we also show that the EIU data are entirely consistent with the conclusions of the existing literature using aggregative CPI data when the theory is applied to …nal goods. Our interpretation, however, is very di¤erent.
Macroeconomic Decompositions
Macroeconomics is, of course, about aggregate variables. Our thesis is that if given the choice, macroeconomists would want to aggregate …nal goods based on their non-traded and traded factor content. Our methodology attempts to provide that choice. Here, we demonstrate the importance of this choice.
Aggregation Based on Intermediate Inputs
Recall that the microeconomic variance decomposition of the aggregate real exchange rate based on …nal goods is:
Substituting our two-factor model for the LOP deviation, ijk = i w jk + (1 i ) jk + ijk , into this equation gives the theoretically appropriate method of aggregating the micro-data based on the model of intermediate inputs:
Notice that since the two intermediate factors are assumed to be locationspeci…c, not good speci…c, the expression aggregates very simply to a twofactor macroeconomic decomposition:
where the weights on the traded and non-traded input factors, and (1 ) are consumption expenditure-weighted averages of the shares of non-traded and traded inputs into each individual good in the consumption basket. The residual term, jk is an expenditure-share weighted average of the ijk .
In other words: the variance of the aggregate real exchange rate may be expressed as a weighted average of the two factors estimated from the microdata. The weight on each factor depends on the relationship between taste parameters and relative prices that determine consumption expenditure shares and production parameters, and relative factor prices that determine distribution shares. Recall that the median distribution share in the micro-data is 0.41. The weight on the non-traded factor, , turns out to be much greater than this average because consumption tends to be skewed toward services which are intensive in distribution inputs. Using US NIPA data and the EIU micro-sample, = 0:69. The dominant weight on the non-traded input factor, combined with the fact that w jk is about twice the magnitude of jk is the reason that non-traded inputs dominate the variance decomposition of the aggregate real exchange rate by a very large margin. Table 4 shows just how large. The table reports the results using OLS estimates (WLS results are very similar). Beginning with the averages across the entire world sample, the non-traded factor accounts for about 81% (i.e.: 0.71/ (0.71+0.17)) of the variance of the aggregate real exchange rate, while traded inputs account for the remaining 19%. The contribution of non-traded and traded inputs is moderately more balanced in the U.S.-Canada sub-sample, with non-traded inputs accounting for 73% and traded inputs accounting for the remaining 27%. Consistent with our earlier microeconomic decompositions, the OECD looks more like the U.S.-Canada sub-sample than does the non-OECD group.
Aggregation Based on Final Goods
An alternative two-factor macroeconomic model of the real exchange rate is to apply the classical dichotomy at the level of …nal goods. To implement this using the micro-data we must …rst decide on a de…nition of a non-traded good. In theory, the micro-data provides an advantage because it allows us, for example, to assign …sh to the traded category and restaurant meals to the non-traded category, rather than placing all food in the traded category.
The rule we use to be consistent with the intermediate input concept of the classical dichotomy is to categorize a good as a 'non-traded good'if it has a distribution share exceeding 60 percent. This cuto¤ corresponds to a jump in the value of the distribution shares across sectors from 0.59 to 0.75 (see Table 3 or Figure 2 ). Coincidentally, this categorization matches up very well with the categorical assignments used by Engel (1999) who used much more aggregated data. The traded-goods category includes: cars, gasoline, magazine and newspapers, and foods. The non-traded goods category includes: rents and utilities, household services (such as dry cleaning and housekeeping), haircuts and restaurant and hotel services.
With the assignments of individual goods and services to these two categories, the aggregate real exchange rate is:
where q The variance decomposition of the aggregate real exchange rate is conducted using our beta method 6 : Table 5 reports the outcome of the variance decomposition arising from this macroeconomic approach. It is instructive to compare Table 5 to Table 1 since they both use …nal goods as the working de…nition for traded and non-traded goods. What is the consequence of aggregating the data before conducting the variance decomposition? As it turns out, the betas are very similar across the two approaches. The average beta for non-traded (traded) goods pooling all location is 1.17 (0.78) using the two index construct (Table 5 ) compared to 1.03 (0.76) using the microeconomic decomposition. These are relatively small 5 More precisely, the weights used earlier are renormalized to
1 ! ) for non-traded (traded) goods so that the weights on the two sub-indices sum to unity. 6 The relationship between the microeconomic betas of our original decomposition and this two-factor decomposition is straightforward:
di¤erences. The underlying sources of the contribution to variance, however, are di¤erent.
When using the macroeconomic approach, the non-traded real exchange rate contributes more to the variability of the aggregate RER for two reasons.
First, the non-traded real exchange rate is more highly correlated with the aggregate real exchange rate than is the traded real exchange rate (0.96 versus 0.86). Reinforcing this e¤ect is the fact that the non-traded sub-index of the CPI is more variable than the traded real exchange rate (1.22 versus 0.91). In contrast, when the microeconomic approach is used, non-traded and traded 
The Role of Location
Location also plays a role in determining the relative importance of traded and non-traded goods in accounting for real exchange rate variability. Figure   5 presents the entire distribution of the jk for the case in which all locations are averaged (the …rst column of Table 5 ). The means for all goods, nontraded goods and traded goods from Table 5 
The Compositional Bias
To further clarify the di¤erence between the implications of the classical dichotomy applied to intermediate inputs and …nal goods, this section estimates the compositional bias arising from using …nal goods to infer the factor content of trade at the level of the two sub-index deconstruction of the aggregate real exchange rate. Consider the traded and non-traded partition based on …nal goods and how the variance decompositions relate across the two methods.
The contribution of the non-traded aggregate real exchange rate to aggregate RER variability is:
while the contribution of the traded aggregate real exchange rate to the aggregate RER variability is:
Note that each contribution is written on the right-hand-side in terms of the intermediate input model.
Recall, the contribution of non-traded inputs to the variation in the aggregate RER variance according to the intermediate inputs model is actually:
while the counterpart for the contribution of traded inputs is:
Using these four equations, the bias in the estimate of non-traded inputs to aggregate RER variance arising from using the …nal goods de…nition is
and likewise, the bias for traded goods is 
Relation with the Existing Literature
Engel ( 
while we work with
Simple algebra allows us to express Engel's variance decomposition in terms of betas for traded and non-traded baskets:
Engel's variance decomposition split the RER volatility into two components. As we saw in the previous sub-section, an important bias arise when one use traded and non-traded baskets'contributions. Using our two factor model, Engel's decomposition becomes: 
where q T t is a producer price index which is not contaminated by non-traded distribution services. This decomposition preserves the identity on the left and right-hand-side of the equality as necessary for a variance decomposition and has the desired attributes of using the producer price index, which is arguably a better proxy for traded goods prices than is an aggregate of consumer prices across highly traded goods. As is also apparent, there is no need to assign expenditure weights in the decomposition. Again, using our variance decomposition the beta-representation of the decomposition is:
The variance to be explained is the same as in Engel's original contribution, namely the variance of the aggregate CPI-based real exchange rate. However, the variance of the traded goods prices is di¤erent, since producer prices replace the traded-CPI component on the right-hand-side. As one might expect, the variance of producer prices is higher than consumer prices, but the covariance of producer prices with the aggregate CPI may be lower. Since the beta is rising in relative variability and covariance, the implication of replacing a consumer price index for traded goods with a producer price index is expected to be To elaborate our method when micro-data are employed, rather than two sub-indices, consider applying item-speci…c weights, ! i to LOP deviations.
The aggregate real exchange rate becomes:
Parsley and Popper follow Engel's approach by placing an individual good in the lead position with a unit coe¢ cient as its weight. That is, for each good i, they work with:
Parsley and Popper then compute the variance of the lead term, the LOP variance and divide it by the total variance of the real exchange rate and de…ne this ratio as the contribution of good i to the variance of the aggregate real exchange rate.
In terms of betas, their variance decomposition is:
This is because the expenditure weighted average of the betas must equal unity by construction. However, the variance decomposition following our method is:
As is evident, the good-speci…c variance contributions of Parsley and Popper's are actually equal to our betas. However in following Engel's approach they give each good a unit weight. As our decomposition shows, these goodspeci…c betas need to be multiplied by expenditure shares in order to conduct a legitimate variance decomposition. 
