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a b s t r a c t
The Hosoya index and the Merrifield–Simmons index of a graph are defined as the total
number of the matchings (including the empty edge set) and the total number of the inde-
pendent vertex sets (including the empty vertex set) of the graph, respectively. LetWn,k be
the set of connected graphs with n vertices and clique number k. In this note we charac-
terize the graphs fromWn,k with extremal (maximal and minimal) Hosoya indices and the
ones with extremal (maximal and minimal) Merrifield–Simmons indices, respectively.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this work we only consider undirected simple connected graphs. Let G be a graph with vertex set V (G) and edge set
E(G). The Hosoya index of a graphG, denoted by z(G), was introduced byHosoya [1] in 1971; it is defined as the total number
ofmatchings (independent edge subsets), including the empty edge set, of a graph. TheMerrifield–Simmons index of a graph
G, denoted by i(G), was introduced by Merrifield and Simmons [2], which is defined as the total number of independent
vertex sets, including the empty vertex set, of a graph. These two indices have been important topological parameters in
combinatorial chemistry. A significant problem is to determine the extremal (maximal or minimal) graphs with respect to
these two indices. Some nice results can be found in [3–9].
The chromatic number of a graph G, denoted by χ(G), is the minimum number of colors such that G can be colored with
these colors in such a way that no two adjacent vertices have the same color. A clique of graph G is a subset V0 of V (G) such
that in G[V0], the subgraph of G induced by V0, any two vertices are adjacent. The clique number of G, denoted byω(G), is the
number of vertices in the largest clique of G. We denote by NG(v) the neighbors of v in G, and NG[v] = {v}⋃NG(v). For a
subsetW of V (G), let G−W be the subgraph of G obtained by deleting the vertices ofW and the edges incident with them.
Similarly, for a subset E ′ of E(G), we denote by G − E ′ the subgraph of G obtained by deleting the edges of E ′. IfW = {v}
and E ′ = {xy}, the subgraphs G − W and G − E ′ will be written as G − v and G − xy for short, respectively. For any two
nonadjacent vertices x and y of graph G, G + xy denotes the graph obtained from G by adding an edge xy. The complete
product (also named the ‘‘join’’) of graphs G and H , denoted by G∇H , is a new graph with vertex set V (G)⋃ V (H) and
edge set {uv|u ∈ V (G), v ∈ V (H)}⋃ E(G)⋃ E(H). We denote by Sn and Kn the star and the complete graph on n vertices,
respectively, throughout this work. An isolated vertex will be viewed as K1. Other undefined notation and terminology for
graph theory can be found in [10].
LetXn,k andWn,k be the set of connected graphs of order nwith chromatic number k and the set of connected graphs of
order nwith clique number k, respectively. Recall that the Turán graph Tn(k) is a complete k-partite graph whose partition
sets differ in size by at most 1. Denote by Kk(1n−k) the graph obtained by joining k edges from k isolated vertices to a vertex
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of Kk. In this note we show that the Turán graph Tn(k) has the maximal Hosoya index and minimal Merrifield–Simmons
index in Wn,k, and the minimal Hosoya index and maximal Merrifield–Simmons index of graphs from Wn,k is attained at
Kk(1n−k).
2. Lemmas and results
To obtain our main results, we first give some lemmas as necessary preliminaries.
Lemma 2.1 ([3]). Let G be a graph. Then:
(1) If uv ∈ E(G), we have z(G) = z(G− uv)+ z(G− {u, v}).
(2) If v ∈ V (G), we have z(G) = z(G− v)+∑w∈NG(v) z(G− {w, v}).
(3) If G1,G2, . . . ,Gt are the components of graph G, we have z(G) =∏tk=1 z(Gk).
Lemma 2.2. Let G be a graph. Then:
(1) ([7]) If uv ∈ E(G), we have i(G) = i(G− uv)− i(G− (NG(u)⋃NG(v))).
(2) ([3]) If v ∈ V (G), we have i(G) = i(G− v)+ i(G− NG[v]).
(3) ([3]) If G1, G2, . . . ,Gt are the components of graph G, we have i(G) =∏tk=1 i(Gk).
Remark 2.1. Let G be a graph with e 6∈ E(G). Then we have
(1) z(G+ e) > z(G); (2) i(G+ e) < i(G).
The following two results can be deduced from Lemmas 2.1 and 2.2 in an easy way.
Lemma 2.3. Let z(Kn) = zn and i(Kn) = in. Then we have
(1) zn = zn−1 + (n− 1)zn−2 where z1 = 1 and z2 = 2; (2) in = n+ 1.
Lemma 2.4. z(Sn) = n, i(Sn) = 2n−1 + 1.
If H1,H2 are two graphs with V (H1)
⋂
V (H2) = {v}, then G = H1vH2 is defined as a new graph with V (G) =
V (H1)
⋃
V (H2) and E(G) = E(H1)⋃ E(H2). We always assume that in graph GvSl, v is identified with the center of the
star Sl in GvSl. In particular, the graph Gv1Sp1v2Sp2 · · · vtSpt where v1, v2, . . . , vt ∈ V (G) will be written as Gp1,p2,...,ptv1,v2,...,vt for
short.
Lemma 2.5 ([11]). Let H be a graph and Tl be a tree of order l ≥ 2with V (H)⋂ V (Tl) = {v}. Then we have z(HvTl) ≥ z(HvSl)
and i(HvTl) ≤ i(HvSl) with the equality holding if and only if HvTl ∼= HvSl.
Lemma 2.6 ([12,13]). If Gp,qu,v is a graph defined as above, then we have:
(1) either z(GuSp+q) < z(Gp,qu,v), or z(GvSp+q) < z(Gp,qu,v);
(2) either i(GuSp+q) > i(Gp,qu,v), or i(GvSp+q) > i(Gp,qu,v).
Lemma 2.7. i(G1∇G2∇ · · · ∇Gt) =∑tk=1 i(Gk)− t + 1.
Proof. We prove this lemma by induction on t .
When t = 1, this lemma is trivial. Assume that i(G1∇G2∇ · · · ∇Gm) =∑mk=1 i(Gk)−m+1. By the definition of complete
product of graphs, we have
i((G1∇G2∇ · · · ∇Gm)∇Gm+1) = i(G1∇G2∇ · · · ∇Gm)+ i(Gm+1)− 1
(The term − 1 occurs because the empty vertex set is calculated twice)
=
m∑
k=1
i(Gk)−m+ 1+ i(Gm+1)− 1
=
m+1∑
k=1
i(Gk)− (m+ 1)+ 1.
Thus the proof is completed. 
To obtain ourmain results, we first consider themaximal Hosoya index andminimalMerrifield–Simmons index of graphs
in Xn,k. If k = 1, the set Xn,k contains a single graph with n isolated vertices. When k = n, the only graph in Xn,k is
Kn. So, in the following, we always assume that 1 < k < n. Denote by Kn1,n2,...,nk the complete k-partite graph whose
partition sets are of size n1, n2, . . . , nk, respectively. Let z(n1, n2, . . . , nk) and i(n1, n2, . . . , nk) be the Hosoya index and the
Merrifield–Simmons index of Kn1,n2,...,nk , respectively.
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Lemma 2.8 ([6]). Let G ∈ Xn,k. Then we have:
(1) z(G) ≤ i(Tn(k)) with equality holding if and only if G ∼= Tn(k);
(2) i(G) ≥ i(Tn(k)) with equality holding if and only if G ∼= Tn(k).
Proof. From the definition of chromatic number, any graph G fromXn,k has k color classes each of which is an independent
set. Suppose that the k classes have order n1, n2, . . . , nk, respectively. From Remark 2.1, the graph from Xn,k which
attains the maximal Hosoya index will be a complete k-partite graph Kn1,n2,...,nk and the one from Gn,k minimizing the
Merrifield–Simmons index must also be Kn1,n2,...,nk .
Suppose a graph G1 from Gn,k has the maximal Hosoya index. Now we claim that G1 must be Tn(k). Otherwise, without
loss of generality, we assume that the orders of two classes, say n1 and n2, satisfy n2 − n1 ≥ 2.
When k = 2, on applying Lemma 2.1(2) to Kn1+1,n2−1 and Kn1,n2 , we have
z(n1 + 1, n2 − 1) = z(n1, n2 − 1)+ (n2 − 1)z(n1, n2 − 2),
z(n1, n2) = z(n1, n2 − 1)+ n1z(n1 − 1, n2 − 1).
Set A1 = z(2, n2−n1)− z(1, n2−n1+1) and A2 = z(n1+1, n2−1)− z(n1, n2). From Lemma 2.1(2), (3) and Lemma 2.4,
we have
A1 = n2 − n1 + 1+ (n2 − n1)2 − (n2 − n1 + 2)
= (n2 − n1)2 − 1.
A2 = (n2 − 1)z(n1, n2 − 2)− n1z(n1 − 1, n2 − 1)
> · · · · · ·
> (n2 − 1) · · · (n2 − n1 + 1)z(2, n2 − n1)− n1(n1 − 1) · · · 2z(1, n2 − n1 + 1)
> z(2, n2 − n1)− z(1, n2 − n1 + 1) = A1 > 0.
This is a contradiction to the choice of G1.
When k ≥ 3, applying Lemma 2.1(2) to Kn1,n2,n3,...,nk and Kn1+1,n2−1,n3,...,nk , we have
z(n1, n2, n3, . . . , nk) = z(n1, n2 − 1, n3, . . . , nk)+ n1z(n1 − 1, n2 − 1, n3, . . . , nk)
+ n3z(n1, n2 − 1, n3 − 1, n4, . . . , nk)+ · · · + nkz(n1, n2 − 1, n3, n4, . . . , nk − 1),
z(n1 + 1, n2 − 1, n3, . . . , nk) = z(n1, n2 − 1, n3, . . . , nk)+ (n2 − 1)z(n1, n2 − 2, n3, . . . , nk)
+ n3z(n1, n2 − 1, n3 − 1, n4, . . . , nk)+ · · · + nkz(n1, n2 − 1, n3, n4, . . . , nk − 1).
Set B = z(n1 + 1, n2 − 1, n3, . . . , nk)− z(n1, n2, n3, . . . , nk). Then we have
B = (n2 − 1)z(n1, n2 − 2, n3, . . . , nk)− n1z(n1 − 1, n2 − 1, n3, . . . , nk)
> · · · · · ·
> (n2 − 1) · · · (n2 − n1 + 1)z(2, n2 − n1, n3, . . . , nk)− n1(n1 − 1) · · · 2z(1, n2 − n1 + 1, n3, . . . , nk)
> (n2 − 1) · · · (n2 − n1)z(1, n2 − n1 − 1, n3, . . . , nk)− (n1)!z(n2 − n1, n3, . . . , nk)
> z(1, n2 − n1 − 1, n3, . . . , nk)− z(n2 − n1, n3, . . . , nk) > 0.
Note that the last inequality holds since Kn2−n1,n3,...,nk is a proper subgraph of K1,n2−n1−1,n3,...,nk by deleting all the edges
between the first two classes of order 1 and n2 − n1 − 1. This is a contradiction to the choice of G1 again, which completes
the proof of (1) in this lemma.
Suppose that a graph G0 from Xn,k has the minimal Merrifield–Simmons index. Recall that G0 must be of the form
Kn1,n2,...,nk . Now we claim that G1 must be Tn(k). Otherwise, without loss of generality, we assume that the orders of two
classes, say n1 and n2, satisfy n2 − n1 ≥ 2.
By (2), (3) of Lemma 2.2 and (2) of Lemma 2.3, we have
i(n1, n2, n3, . . . , nk) = i(n1, n2 − 1, n3, . . . , nk)+ 2n2−1,
i(n1 + 1, n2 − 1, n3, . . . , nk) = i(n1, n2 − 1, n3, . . . , nk)+ 2n1 , and
i(n1 + 1, n2 − 1, n3, . . . , nk)− i(n1, n2, n3, . . . , nk) = 2n1 − 2n2−1 < 0.
This is a contradiction to the choice of G0, which ends the proof of (2) in this lemma. 
Theorem 2.1. Let G ∈ Wn,k. Then we have:
(1) z(G) ≥ z(Kk(1n−k)) = (n− k+ 1)zk−1 + (k− 1)zk−2 with equality holding if and only if G ∼= Kk(1n−k);
(2) i(G) ≤ i(Kk(1n−k)) = 2n−kk+ 1 with equality holding if and only if G ∼= Kk(1n−k).
Proof. Suppose that a graph G1 fromWn,k has the smallest Hosoya index. From the definition of the setWn,k, G1 contains a
complete graph Kk as a subgraph. Without loss of generality, suppose that V (Kk) = {v1, v2, . . . , vk}. By Remark 2.1, G1 must
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be a graph obtained from Kk by attaching some trees rooted at some vertices of Kk. From the structure of G1, we assume that
V0 = {vi|i ∈ {1, 2, . . . , k}, dG1(vi) > k − 1} (i.e., there is a tree attached at vi for any vertex vi ∈ V0) and the vertices in V0
are labeled as v1, v2, . . . , vt with t ≤ k.
From Lemma 2.5, we find that G1 must be a graph of the form Kkp1,p2,...,ptv1,v2,...,vt with p1 + p2 + · · · + pt = n − k + t . Now
we claim that |V0| = 1. To the contrary, there are at least two vertices, say vi and vj, in V0. Note that G1 is just Gpi,pjvi,vj . But
from Lemma 2.6, G1 ∼= Gpi,pjvi,vj can be changed to GviSpi+pj or GvjSpi+pj with a smaller Hosoya index. This is a contradiction to
the choice of G1. Therefore G ∼= Kk(1n−k). Applying Lemma 2.1(2) to the vertex of maximum degree in Kk(1n−k), we have
z(Kk(1n−k)) = (n− k+ 1)zk−1 + (k− 1)zk−2, which finishes the proof of (1) in this theorem.
By a very similar reasoning, we can prove (2) of this theorem. So the proof is completed. 
Next wewill turn to themaximal Hosoya index andminimal Merrifield–Simmons index of graphs inWn,k. For simplicity,
k︷ ︸︸ ︷
G∇G∇ · · · ∇Gwill be written as G(k) in the following proof.
Theorem 2.2. Let G ∈ Wn,k with n = kq+ r where 0 ≤ r < k. Then we have:
(1) z(G) ≤ z(Tn(k)) with equality holding if and only if G ∼= Tn(k);
(2) i(G) ≥ i(Tn(k)) = (k+ r)2b nk c − k+ 1 with equality holding if and only if G ∼= Tn(k).
Proof. Since the proof of (1) is analogous to that of (2), we only need to prove (2). Suppose that G fromWn,k has theminimal
Merrifield–Simmons index. ThenG contains a complete graph Kkwith V (Kk) = {v1, v2, . . . , vk} as a subgraph. First we claim
that G ∈ Xn,k. Otherwise, χ(G) ≥ k + 1. By Remark 2.1, any vertex v 6∈ {v1, v2, . . . , vk} with a different color from them
must be adjacent to all vertices in this set. But ω(G) ≥ k+ 1; this contradicts the fact that G ∈ Wn,k.
Considering this claim, from Lemma 2.8, this theorem follows immediately except for the value of i(Tn(k)). Now we
calculate the Merrifield–Simmons index of the Turán graph Tn(k). Recall the definition of a Turán graph, and note that
n = kq + r where 0 ≤ r < k; we have Tn(k) = K (k−r)q ∇K (r)q+1 where K n denotes the complement of Kn. By Lemmas 2.2, 2.3
and 2.7, we have
i(Tn(k)) =
[
(k− r)2b nk c − (k− r)+ 1
]
+
[
r2d
n
k e − r + 1
]
− 2+ 1
= (k− r)2b nk c + 2r2b nk c − k+ 1
= (k+ r)2b nk c − k+ 1.
Therefore we complete the proof. 
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