We adopt a procedure of operational-umbral type to solve the (1 + 1)-dimensional fractional Fokker-Planck equation in which time fractional derivative of order α (0 < α < 1) is in the RiemannLiouville sense. The technique we propose merges well documented operational methods to solve ordinary FP equation and a redefinition of the time by means of an umbral operator. We show that the proposed method allows significant progress including the handling of operator ordering.
I. INTRODUCTION
The fractional Fokker-Planck (fFP) equation is widely used in physics to describe the continuous time random walk connected with the anomalous diffusion [29, 30, 33, 38, 46, 48] . It has the form
with f (x) = F α (x, 0) and the fractional time derivative in the Riemann-Liouville sense [26, 34] of αth order where 0 < α < 1. We assume 0 < α < 1, t ≥ 0, and Cauchy boundary condition this is x ∈ R. The physicists and mathematicians also considered the fFP equation with the so-called signaling [18, 28, 32] and Dirichlet [27, 52] boundary condition.
The most common approach of solving the fFP equation is presented in, e.g., [26, 34] . It bases on using the Laplace and Fourier transforms [47] which they applied into Eq. (1) give
The Laplace-Fourier transforms is denoted by the superscript (LF ) whereas the Fourier transform by the superscript (F ). In this paper we assume that the Fourier transform of initial condition f (x) exists. According to the standard procedure F α (x, t) can be obtained by inverting the Laplace and Fourier transforms in Eq. (2) . Indeed, using [34, Eq. (1.80)] we can write the solution of fFP equation as
FP t α )f (F ) (κ) dκ, 0 < α < 1.
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In Eq. (3) the Mittag-Leffler (ML) function E α (σ) is given for 0 < α < 1 and σ ∈ R. The ML function can be defined by the contour integral where the contour is chosen in such a way which allows us to omit its singularities [17, 26, 34] . These singularities can generate many problems in numerical calculation of E α (σ); some of them are solved in [15] . Note that due to the evolution operator method, which is employed to solve for instance the time dependent Schrödinger equation, Eq. (3) can also be interpreted as the action of evolution operator
In this paper we express F α (x, t) in terms of the solution F 1 (x, t) of standard (ordinary) Fokker-Planck equation, namely Eq. (1) for α = 1. It is obtained by employing the so-called shift (umbra) representation of ML function. The umbral approach is frequently applied in the characterization of special functions and polynomials [9, 16, 42] especially in the combinatorial description of the latter one [16, 44, 49] . Usually, in many cases the use of umbral operational technique notably simplifies the calculations like, e.g., integrations and summations [2, 14, 42] . For that reasons we believe that it will happen in the case of this paper and it will help in derivation of the exact and explicit of F α (x, t) and their nth moments.
The paper is organized as follows. The three representation of ML function, namely its series, integral and shift (umbra) representations, are described in Section II. There is also shown the justification of using the shift (umbra) version of ML function. Section III contains the considerations about the convolution properties of the ML function and, at the same, the convolution property of the evolution operator. Employing the umbral representation of F α (x, t) we will present the solution of fFP equation as the solution of standard (ordinary) FP equation with changed time, see Section IV. In Section V we will apply the shift (umbral) form of F α (x, t) to derive the nth moments for various examples of the FP operator. The paper is concluded in Section VI.
II. THE ML FUNCTION
We begin with the ML functions whose series expansion reads [15, 17, 26, 34] 
, α > 0 and z ∈ C.
Eq. (4) for α = 1 is equal to exp(z) whereas for α = 1/2 it is equal to e z 2 [erf(z)+1]. The error function is traditional denoted as erf(z). For a real argument and 0 < α < 1 the ML function can be also expressed as
where
see [50, Eq. (7)] and [21, Eq. (11)]. The one-sided Lévy stable distribution Φ α (u), 0 < α < 1, is uniquely defined though the inverse Laplace transform of the stretched exponential exp(−p α ) named also as the KohlrauschWilliams-Watts function or the KWW function [37] . For α = l/k, l < k, it can be presented as the finite sum of k − 1 generalised hypergeometric function [35, Eqs. (3) and (4)]:
To get Eq. (7) from [35, Eqs. (3) and (4)] we employed the Euler's reflection formula for gamma functions to [35, Eq. (4) ]. The symbol ∆(n, a) is the sequence of numbers a/n, (a + 1)/n, . . . , (a + n − 1)/n. Note also that Eq. (7) leads to the series representation of Φ l/k (u) presented in [37, Eq. (4) ]. This can be shown by writing l+1 F k as the series [41, Chapter 7] and applying the splitting formula for obtained sums. Eq. (7) for k ≤ 3 reduces to the special functions, e.g. for α = 1/2 it is
. The remain examples are listed in [35] .
The one-sided Lévy stable distribution satisfies the unusual properties like, e.g., essential singularities at u = 0, 'heavy-long' tail asymptotic behaviour for u → ∞, and the self-similar properties Φ α (x, y) = y −1/α Φ α (x/y 1/α ). The 'heavy-long' tail of Φ α (u) ensures that the Stieltjes moments
are infinite for σ ≥ α and finite otherwise. We point up that due to the converse Carleman criterion for nonuniqueness [25, Criterion C3] this Stieltjes moment problem is non-unique for k − l > 3.
The ML function given by Eq. (4) can also be written as the series which contains the Stieltjes moments M α (σ), namely
This form of ML function reconstructs Eq. (4) when we substitute the second equality in Eq. (8) . As the fiducial function γ(ρ) we take M α (σ) for which c n ρ M α (−αρ) at ρ = 0 is equal to M α (−αn). Inserting this observation into Eq. (9) the ML function can be presented as
The justification of umbral representation of ML function.
Let us now check if Eq. (10) reconstructs the Laplace transform of ML function. To realize this purpose we insert Eq. (10) for α = l/k, l < k, into the Laplace transform of ML function:
The second integral in Eq. (11) 
LHS of (11) =
n a n = 1 1 + a , for |a| < 1. Next, we check if Eq. (10) 
The integral in Eq. (12) 
The proof that Eq. (10) The shift (umbral) representation of n α (x, y).
We start with taking Eq. (6) in which the Lévy stable distribution is written in the series form [37, Eq. (4)]. Then, we apply r! = 2 
Introducing the shift (umbral) operator c ρ defined below Eq. (9) we can rewrite Eq. (14) as
Remark that the essential singularity of Lévy stable distribution implies the existence of essential singularity of n 1/2 (ξ, x 2α c ρ ) at ξ = 0. That gives that the series representation of Eq. (16) depends on the couture. The correct way of dealing with the choice of the contour can be obtained by taking Eq. (6) where the one-sided Lévy distribution is presented in [37] .
III. CONVOLUTION PROPERTY OF THE ML FUNCTION
The fact that the product of two ML functions can be written as another ML function appears only for α = 1. For the remain value of α this relation is violate. For α = 1 the convolution property of two ML functions has the form [9, 11] 
which it can be proved by using the series representation of the ML function. The auxiliary functions g α (n; x, y) are given by
Observe that Eq. (19) for α = 1 is the binomial such that Eq. (18) reduces to the binomial identity and, finally, we get that the sum in Eq. (17) is the ML function. From another side the integral representation of ML function (5) leads to
Comparing now the same terms for fixed λ in Eq. (17) and Eq. (20), where we employ the series representation of exp(λu) and change the order of integration and summation, g α (n; x, y) reads as
The auxiliary function g α (n; x, y) can be also derived from the shift (umbral) representation of the ML function given by Eq.
(10). According to it, the multiplication of two ML functions can be straightforwardly written as
Expressing the exponential function in this formula as the series and comparing the obtained results with Eq. (17) we get g n;α (x, y)
. Note that in [9] g n;α (x, y) is named (x ⊕ α y) n and the substitution it into Eq. (17) yields to E α (x)E α (y) = E α (x ⊕ α y).
Example 
The functionsñ α (u; x, y) and g α (n; x, y) for α = 1/2 such that 0 < α < 1 can be derived when we insert Eq. (15) into Eqs. (21) and (22) and use Eqs. (23) and (24).
IV. THE SOLUTION OF FFP EQUATION
As is shown in [21] 
(25) We remind that the initial condition f (x) is a Fourier transformable function. 
We recall that n α/2 (ξ, t) is given by Eq. (6). The square bracket in Eq. (27) was calculated by using [36, Eq. (32) ]. Next, we substitute Eq. (15) into Eq. (27) . Thus, we get the formula alike Eq. (26) in which y is changes onto t α c ρ where c ρ acts on M α (−αρ). That allows us to express F α (x, t) via F 1 (x, τ ) in which the second argument τ is appropriate changed:
Eq. (28) 
. Due to Eq. (28) x n α can be obtained from the nth moments of F 1 (x, t) denoted by x n (τ ) 1 where τ is changed into t α c ρ :
V. EXAMPLES
In this section we will study few examples of x n (t) α which correspond to F α (x, t) calculated for various operator L FP .
(1) We start with the heat (diffusion) equation for which the nth moment of F 1 (x, τ ) is equal to
(30) The second equality in Eq. (30) can be obtained by using Eq. (26) where instead of ξ we take x − ξ, [39, Eq. (2.3.15.9)], and the Hermite Kampè de Fériét polynomials (named also the heat polynomials [43, 51] 
where the fractional heat polynomials presented in [21, Eq.
x )X n . We emphasis that x 2 (τ ) 1 ∼ τ characterises the diffusion process and random walk. Moreover, from Eq. (31) we get x 2 (t) α ∼ t α which it corresponds to the so-called anomalous (sub-and super-) diffusion and continuous random walk or Lévy flights. The sub-diffusion is for 0 < α < 1 and the super-diffusion for α > 1. For α = 1 we have the normal diffusion.
(2) In the next example we take
where q(x) and v(x) are arbitrary real functions. Due to Eq. (28) F (2) α (x, t) is obtained from F
1 (x, τ ) which it is equal to
(32) The prove of second equality in Eq. (32) under assumptions
is presented in [3, 12] . The list of several applications of Eqs. (32) and (33) for some choices of q(x) and v(x) are given in [3] . Here, we have just quoted one example which will be extensively used in this section. 1 (x, τ ) = f (x e τ ) and x n (τ )
The nth moment of F 1 (x, τ ) is calculated by using x = e −τ ξ in the definition of x n (τ )
1 . Now, employing Eqs. (29) and (10) we get
(3) The third example is for the operator
which it is used in storage ring physics to model the effect of diffusion and damping of the electron beam [5] . The fFP equation with L
FP is studied in [21] , where 
where [A, B] = −λA with A = a 
given by the first equality in Eq. (30) and the procedure similar like in the example (1) we have
where H n (X, Y ) is the heat polynomials. Then, due to Eq. (29) the change τ into t α c ρ in Eq. (37) leads to
where σ n is given after Eq. (34). In Eq. (38) we employed the sum representation of heat polynomials H n (X, Y ) and the binomial identity. Note that Eq. (38) for n = 2 reconstructs the second moment presented in [21] , i.e. x 2 (t)
(4) Eqs. (32) and (33) can also be applied in calculation the fFP equation with the operator L
FP containing the diffusion coefficient being x 2 and the drift coefficient equals to x:
The knowledge of F
1 (x, τ ) enable one to calculate x n (τ )
which after changing τ onto t α c ρ , where c ρ acts on M α (−αρ), gives x n (t) (4) α . To get the explicit form of F (4) 1 (x, τ ) we employ its definition, the integral representation of Gaussian [39, Eq. (2.3.15.11) ], and the example (2). That allows one to obtain
The proof of Eq. (39) is described in Appendix A. After applying Eqs. (34) and (10) the moments x n (τ )
(5) In the last considered here example we will solve the fFP equation with the FP operator
which it is intensive used in quantum mechanics, i.e. multiplying it by minus we obtain the hamiltonian of the harmonic oscillator in which mass, frequency, and are equal to one. Moreover, for complex x the operator (40) correspondences to the SU (1, 1) group [1, 7] whose generators S ± and S 0 satisfy the commutation relation [S − , S + ] = 2S 0 and [S 0 , S ± ] = ±S ± . In the case of L . We remark here that the SU (1, 1) group is used to generate the so-called squeezed states. For that reason operator (40) is named the squeezed operator.
Due to Eq. (28) to find F
α (x, t) we should know F (5) 1 (x, τ ). F (5) 1 (x, τ ) can be calculated by applying the disentanglement formula for squeezed operator, see for instance [1, Eq. (5.6) for ξ = −τ ], Eqs. (26) and (34) . That leads to
where T = tanh(τ ). The knowledge of F
1 (x, τ ) enables us to derive x n (τ )
for its definition which after employing [39, Eq. (2.3.15.9)] and the definition of heat polynomials H n (X, Y ) gets the form
Because the tangent hyperbolic function can be approximate by its argument and cosine hyperbolic function by one we can estimate T and 1−T 2 as τ and one, respectively. Thus, F 
α (x, t) in the form of Eq. (27) with n α/2 (ξ, t) is equal to n α/2 (ξ 2 , 2 −1/α t).
Under this consideration the nth moments x n (τ )
The use of Eq. (29) and the definition of heat polynomials H n (X, Y ) given below Eq. (30) enable us to present
Here, we take
which it gives the definition of three parameters ML functions [4, 24, 31] .
VI. CONCLUSION
In the paper we consider the formal solution of (1+1)-dimensional fFP equation with the Riemann-Liouville time t (t ≥ 0) derivative of order α (0 < α < 1) and the FP operator which it depends only on position x (x ∈ R) and its derivative. The standard approach of solving such type of equations bases on applying the integral transform, usually the Laplace and/or Fourier transforms. The use of these techniques allows one to express the solution of fFP equation, F α (x, t), as the Fourier transform of the ML function multiplied by the initial condition f (x) = F α (x, 0), see Eq. (3). To calculate this Fourier transform we write the ML function in three forms, namely the series, the integral and the shift (umbral) forms. Because the series representation of the ML function can lead to the divergent solution [21] we apply its shift (umbral) representation which it gives the results equivalent to the results obtained by employing the integral representation of the ML function. That enable us to present F α (x, t) as the solution of the standard (ordinary) Fokker-Planck equation F 1 (x, τ ) where the time τ is changed onto t α c ρ with c ρ being the shift (umbral) operator acting on the fiducial states. In consequence, we can expect that some properties of F 1 (x, τ ) will be visible in the behaviour of F α (x, t). One of such properties is conservation of the norm if the FP operator contains the diffusion term, see examples (1), (3)- (5) . Moreover, the umbral (operational) methods allows one to significantly simplify calculations, especially the second moments of F α (x, t) which they are appropriate for the anomalous diffusion in the considered cases.
In the physical and mathematical literatures it can also be found another way of solving Eq. (1) . If the FP operator is proportional to the first derivative over x taken with minus sign we have ∂ x F α (x, t) = −∂ α t F α (x, t) + t −α Γ(1−α) f (x), F α (x, 0) = f (x). Its solution is given via the one-sided Lévy stable distribution and the boundary condition F α (0, t) = h(t), see Eq. (5.2) of [20] which reads F α (x, t) = ∞ 0 Φ α (ξ/x)h(t − ξ) dξ/x. The use of the method presented in the paper leads to the solution depended on the ML function and f (x). Employing the integral representation of the ML function we can expressed F α (x, t) as Eq. (25) with F 1 (x, y) = f (x − y). After changing y onto (tx/ξ) α Eq. (25) can be rewritten as F α (x, t) = ∞ 0 Φ α (ξ/x)f (x − (tx/ξ) α ) dξ/x which has the same integral kernel as in the first approaches shown in this paragraph. The difference is only that in the first view of solving fFP equation we have the boundary and not the initial conditions.
