О локальном поведении классов Орлича-Соболева by Севостьянов, Е.А. & Скворцов, С.А.
Український математичний вiсник
Том 13 (2016), № 4, 543 – 569
О локальном поведении классов
Орлича–Соболева
Евгений А. Севостьянов, Сергей А. Скворцов
(Представлена В. Я. Гутлянским)
Аннотация. Изучаются семейства отображений классов Орлича –
Соболева, заданные в области D риманова многообразия Mn; n > 3:
Установлено, что указанные семейства являются равностепенно не-
прерывными (нормальными), как только их внутренняя дилатация
порядка p 2 (n   1; n] имеет мажоранту класса FMO (конечного
среднего колебания) в каждой точке области. Другим достаточным
условием возможности непрерывного продолжения указанных ото-
бражений является расходимость некоторого интеграла.
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Ключевые слова и фразы. Модули семейств кривых и поверхно-
стей, нормальные семейства отображений, отображения с ограничен-
ным и конечным искажением, классы Соболева и Орлича–Соболева.
1. Введение
В настоящей работе исследуется некоторый подкласс отображе-
ний с конечным искажением, активно изучаемых в последнее время
рядом отечественных и зарубежных математиков (см., напр., [1–6]
и [7]). Отдельно укажем на недавние публикации, относящиеся к ис-
следованию отображений на римановых многообразиях (см. [8–11]).
В более ранних публикациях первого автора рассмотрены вопро-
сы, связанные с локальным поведением так называемых кольцевых
Q-отображений относительно p-модуля в Rn (см., напр., [12] и [13]). В
частности, в этих работах установлены аналоги классических теорем
нормальности типа Монтеля, в связи с чем упомянем также недав-
нюю публикацию Кристи [14]. Отметим, что при p 6= n (n 1 < p < n)
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семейства соответствующих отображений равностепенно непрерыв-
ны даже в том случае, когда они не выпускают множество положи-
тельной p-ёмкости (см. [13] и [14]), что является весьма нетривиаль-
ным фактом и неверно при p = n: Сказанное демонстрирует простой
пример семейства отображений fj(z) = ejz; z 2 C; которое состоит
из локально конформных отображений и не является равностепенно
непрерывным в C: К сожалению, нам не известно, имеют ли место
подобные аналоги при p 6= n на многообразиях. Результаты в этом
направлении, как правило, содержат существенные дополнительные
ограничения на отображённую область. В частности, в наших недав-
них статьях [9] и [10] рассматриваются такие условия, как ограни-
ченность этой области, её регулярность по Альфорсу и выполнение
неравенств типа Пуанкаре. Условия такого же типа фигурируют и в
настоящей статье.
Основная цель настоящей работы — применить развитую в [10]
технику к классам Орлича–Соболева для установления равностепен-
ной непрерывности семейств отображений между римановыми мно-
гообразиями. Точнее, целью статьи является усиление отдельных ре-
зультатов, полученных в [9] и [10]. Указанное усиление происходит в
нескольких направлениях. Во-первых, здесь мы используем более об-
щую интерпретацию коэффициента искажения отображений, а имен-
но, вместо внешней дилатации отображений используется их внутре-
нняя дилатация. По этому поводу отметим, что в [9] основные резуль-
таты сформулированы в терминах мажоранты Q для Kn 1O (x; f); где
KO — внешняя дилатация отображения f в точке x (см. [9, теоре-
ма 1.1]). Поскольку внутренняя дилатация KI(x; f) и внешняя дила-
тация KO(x; f) связаны неравенством KI(x; f) 6 Kn 1O (x; f); мажо-
рантой для Kn 1O будет также и мажоранта для KI и, значит, рас-
смотрение ограничений на внутреннюю дилатацию более общо. Во-
вторых, вместо классической внутренней дилатации KI(x; f) в тексте
рассматривается внутренняя дилатация KI;(x; f) порядка ; что со-
ответствует более общим классам рассматриваемых отображений. В
третьих, мы получаем результаты о равностепенной непрерывности
отображений, искажающих p-ёмкость (см., напр., лемму 2.3), что, на-
сколько нам известно, не делалось ранее. Функциональные ограниче-
ния на «мажоранту» Q предполагаются примерно теми же, что и в
работах [9,10] (конечного среднего колебания; с условием интеграль-
ной расходимости типа Лехто и проч.).
Основные определения и обозначения, используемые ниже, но не
приводимые в тексте, могут быть найдены в работе [9]. Всюду ни-
же Mn и Mn — римановы многообразия размерности n > 2; и D —
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область риманова многообразия Mn: Напомним, что римановой ме-
трикой на гладком многообразииMn называется положительно опре-
делённое гладкое симметричное тензорное поле типа (0; 2): В частно-
сти, компоненты римановой метрики gkl в различных локальных ко-
ординатах (U; x) и (V; y) взаимосвязаны посредством тензорного за-
кона 0gij(x) =
nP
k;l=1
gkl(y(x))
@yk
@xi
@yl
@xj
: Римановым многообразием бу-
дем называть гладкое многообразие вместе с римановой метрикой на
нём. Длину гладкой кривой  = (t); t 2 [t1; t2]; соединяющей точки
(t1) = M1 2 Mn; (t2) = M2 2 Mn, и n-мерный объём области A на
римановом многообразии определим согласно соотношениям l() :=
t2R
t1
s
nP
i;j=1
gij(x(t))
dxi
dt
dxj
dt dt ; v(A) =
R
A
p
det gij dx
1 : : : dxn: Ввиду по-
ложительной определённости тензора g = gij(x) имеем: det gij > 0:
Геодезическим расстоянием между точками p1 и p2 2 Mn будем на-
зывать наименьшую длину всех кусочно-гладких кривых в Mn; сое-
диняющих точки p1 и p2: Геодезическое расстояние между точками p1
и p2 будем обозначать символом d(p1; p2) (всюду далее d обозначает
геодезическое расстояние, если не оговорено противное). В частно-
сти, шаром B(x0; r) с центром в точке x0 2 Mn и радиуса r > 0 на
римановом многообразии Mn мы будем называть следующее множе-
ство:
B(x0; r) = fx 2Mn : d(x; x0) < rg :
Хорошо известно, что любая точка p риманова многообразияMn име-
ет окрестность U 3 p (называемую далее нормальной окрестностью
точки p) и соответствующее отображение ' : U ! Rn; так, что гео-
дезические сферы с центром в точке p и радиуса r; лежащие в окре-
стности U; переходят при отображении ' в евклидовы сферы того
же радиуса, а пучок геодезических кривых, исходящих из точки p;
переходит в пучок радиальных отрезков в Rn (см. [15, леммы 5.10
и следствие 6.11], см. также комментарии на стр. 77 здесь же). Ло-
кальные координаты '(p) = (x1; : : : ; xn) в этом случае называются
нормальными координатами точки p: Заметим, что в нормальных
координатах всегда тензорная матрица gij(x) в точке p — единичная
(а в силу непрерывности g в точках, близких к p; эта матрица сколь
угодно близка к единичной; см. [15, пункт (c) предложения 5.11]).
Определения классов Соболева и Орлича–Соболева на римано-
вых многообразиях, а также определение отображений с конечным
искажением могут быть найдены, напр., в работе [9]. Здесь же см.
определение открытых и дискретных отображений, встречающихся
далее по тексту. Определения пространств, регулярных по Альфор-
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су и пространств с неравенствами Пуанкаре могут быть найдены в
упомянутой работе [9], а также и монографии [16]. Определим яко-
биан отображения в точке x 2 D как J(x; f) = lim sup
r!0
v(f(B(x;r)))
v(B(x;r)) ;
где v и v — объём в Mn и Mn ; соответственно. Полагаем l(x; f) =
lim inf
y!x
d(f(x);f(y))
d(x;y) ; где d и d — геодезические расстояния наM
n иMn ;
соответственно. Для отображений с конечным искажением и прои-
звольного p > 1 корректно определена и почти всюду конечна так на-
зываемая внутренняя дилатация KI;p(x; f) отображения f порядка
p в точке x, определяемая равенствами
KI;p(x; f) =
8><>:
J(x;f)
lp(x;f) ; J(x; f) 6= 0;
1; f 0(x) = 0;
1; в остальных случаях:
(1.1)
Пусть D — подмножество Mn: Для отображения f : D ! Mn ;
множества E  D и y 2 Mn определим функцию N(y; f; E) как
число прообразов точки y в множестве E; т.е.
N(y; f; E) = card fx 2 E : f(x) = yg ;
N(f;E) = sup
y2Mn
N(y; f; E) : (1.2)
Элементом площади на римановом многообразии Mn будем на-
зывать выражение вида dA =
q
det g du
1 : : : dun 1; где g — рима-
нова метрика на H; порождённая исходной римановой метрикой gij
согласно соотношению
g =
nX
i;j=1
gij(x(u))
@xi
@u
@xj
@u
:
Здесь x(u) обозначает параметризацию такую, что rux 6= 0: Всюду
далее
qx0(r) =
1
rn 1
Z
S(x0;r)
Q(x) dA ; (1.3)
где dA — элемент площади. Для фиксированного  > 1 обозначим
F';Q;BR;N;K(D) обозначается семейство открытых дискретных ото-
бражений f : D ! BR n K класса W 1;'loc ; имеющих конечное искаже-
ние, таких что N(f;D) 6 N и KI;(x; f) 6 Q(x) почти всюду, где  =
p
p n+1 : Всюду далее, если не оговорено противное, Q : M
n ! [0;1]
– заданная измеримая относительно меры объёма v функция такая,
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что Q(x)  0 при x 62 D и 0 < Q(x) <1 при всех x 2 D: Справедлива
следующая
Теорема 1.1. Пусть n > 3; p 2 [n; n+ 1n 2); многообразиеMn связно,
является n-регулярным по Альфорсу, кроме того, в Mn выполнено
(1;)-неравенство Пуанкаре, где  = pp n+1 : Пусть BR  Mn — не-
который фиксированный шар радиуса R; гомеоморфный некоторой
области в Rn относительно некоторой фиксированной карты и та-
кой, что BR — компакт, ' : [0;1) ! [0;1) — неубывающая изме-
римая по Лебегу функция, D — область в Mn; N 2 N; Q — функция,
локально интегрируемая относительно меры v в D и K — невыро-
жденный континуум в BR: Пусть выполнено условие
1Z
1

t
'(t)
 1
n 2
dt <1 (1.4)
и, кроме того, при некотором "0 > 0; "0 < dist(x0; @D);
"0Z
0
dt
t
n 1
 1 q
1
 1
x0 (t)
=1 : (1.5)
Тогда семейство F';Q;BR;N;K(D) является равностепенно непрерыв-
ным в точке x0 2 D:
2. Основные леммы
Перед доказательством основных лемм и главного утверждения
работы сформулируем некоторые вспомогательные сведения, необ-
ходимые для изложения. Ниже мы считаем известным понятие p-
модуля семейств кривых на римановом многообразии (см., напр., [17]).
Приведём понятие p-ёмкости конденсатора в удобной для нас форме
(см. [18, предложение 10.2, гл. II]). Пусть A— открытое подмножество
многообразия Mn; а C — компактное подмножество A: Конденсато-
ром будем называть пару множеств E = (A; C) : Пусть p > 1; тогда
p-ёмкостью конденсатора E будем называть следующую величину:
cappE =Mp( E); где  E — семейство всех кривых вида  : [a; b)! A;
таких что (a) 2 C и jj \ (A n F ) 6= ? для произвольного компа-
кта F  A: Справедливо следующее утверждение, доказанное Ада-
мовичем и Шанмугалингам, позволяет оценить снизу p-модуль се-
мейств кривых в метрических пространствах достаточно общей при-
роды (см. [19, предложение 4.7]). Указанное утверждение является
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оценкой типа Лёвнера для p-модуля в метрических пространствах
(об оценках Лёвнера см. также в монографии [5, разд. 2.5]).
Предложение 2.1. Пусть X — -регулярное по Альфорсу метри-
ческое пространство с мерой, в котором выполняется (1; p)-нера-
венство Пуанкаре так, что    1 < p 6 : Тогда для произвольных
континуумов E и F; содержащихся в шаре B(x0; R); и некоторой
постоянной C > 0 выполняется неравенство
Mp( (E;F;X)) >
1
C
 minfdiamE; diamFg
R1+p 
:
Определение максимального поднятия кривой на многообразии,
встречающееся ниже, может быть найдено в [9]. Следующее утвер-
ждение доказано в [9, предложение 2.1].
Предложение 2.2. Пусть n > 2; D — область в Mn; f : D !Mn —
открытое дискретное отображение,  : [a; b)!Mn — кривая и то-
чка x 2 f 1 ((a)) : Тогда кривая  имеет максимальное поднятие
при отображении f с началом в точке x:
Имеет место следующее почти очевидное утверждение.
Лемма 2.1. Пусть p > 1; D — область в Mn; шар B(x0; r0) со своим
замыканием лежит в некоторой нормальной окрестности U точки
x0; f : D ! Mn — открытое дискретное отображение, такое что
соотношение
capp f(E) 6
Z
A
Q(x)  p(d(x; x0)) dv(x) (2.1)
выполнено для некоторого "0; 0 < "0 < r0; и произвольного " 2 (0; " 00)
(где " 00 2 (0; "0) — также, некоторое фиксированное число), а та-
кже для каждой измеримой функции  : ("; "0) ! [0;1]; такой что
имеет место
r2Z
r1
(r)dr > 1 : (2.2)
при r1 = "; r2 = "0: Пусть также для некоторого семейства изме-
римых по Лебегу функций f "(t)g;  " : ("; "0) ! [0;1]; " 2 (0; " 00) ;
выполнено условиеZ
"<d(x;x0)<"0
Q(x)   p"(d(x; x0)) dv(x) 6 F ("; "0) 8 " 2 (0; " 00) ; (2.3)
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где F ("; "0) — некоторая функция и
0 < I("; "0) :=
"0Z
"
 "(t)dt <1 8 " 2 (0; " 00) : (2.4)
Тогда
capp f(E) 6 F ("; "0)=Ip("; "0) 8 " 2
 
0; " 00

: (2.5)
Доказательство. Если capp f(E) = 0; доказывать нечего. Пусть
capp f(E) 6= 0 :
Рассмотрим семейство измеримых функций "(t) =  "(t)=I("; "0); t 2
("; "0): Заметим, что для всех таких " 2 (0; " 00) выполнено:
"0R
"
"(t) dt =
1:
Тогда из соотношений (2.2) и (2.3) с учётом (2.4) вытекает нера-
венство (2.5).
Следующее определение, приводимое ниже для римановых мно-
гообразий и произвольного порядка модуля p > 1; для пространства
Rn и конформного модуля может быть найдено, напр., в работе [20].
Пусть x0 2 D; Q : D ! [0;1] — измеримая относительно меры v фун-
кция, и число r0 > 0 таково, что шар B(x0; r0) лежит вместе со своим
замыканием в некоторой нормальной окрестности U точки x0: Пусть
также 0 < r1 < r2 < r0;
A = A(x0; r1; r2) = fx 2Mn : r1 < d(x; x0) < r2g; (2.6)
Si = S(x0; ri); i = 1; 2; — геодезические сферы с центром в точке x0 и
радиусов r1 и r2; соответственно, а   (S1; S2; A) обозначает семейство
всех кривых, соединяющих S1 и S2 внутри области A: Отображение
f : D ! Mn условимся называть кольцевым Q-отображением в то-
чке x0 2 D относительно p-модуля, если соотношение
Mp (f (  (S1; S2; A))) 6
Z
A
Q(x)p(d(x; x0)) dv(x)
выполнено в кольце A для произвольных r1; r2; указанных выше, и
для каждой измеримой функции  : (r1; r2)! [0;1]; такой, что
r2Z
r1
(r)dr > 1 : (2.7)
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Отображения типа кольцевых Q-отображений относительно p-моду-
ля были предложены к изучению О. Мартио и изучались им совме-
стно с В. Рязановым, У. Сребро и Э. Якубовым в n-мерном евкли-
довом пространстве, см. [5]. Следующее утверждение указывает на
связь кольцевых отображений и соотношений (2.5).
Лемма 2.2. Пусть n > 2; и p > 1, D — область вMn; f : D !Mn —
открытое дискретное кольцевое Q-отображение в точке x0 2 D;
r0 > 0 таково, что шар B(x0; r0) лежит со своим замыканием в не-
которой нормальной окрестности U точки x0: Предположим, что
для некоторого числа 0 < "0 < r0; некоторого " 00 2 (0; "0) и се-
мейства измеримых по Лебегу функций f "(t)g;  " : ("; "0)! [0;1];
" 2 (0; " 00) ; выполнено условие (2.3), где F ("; "0) — некоторая задан-
ная функция и, кроме того, для произвольных " 2 (0; " 00) выполнено
условие (2.4). Тогда для конденсатора E = (B(x0; "0); B(x0; ")) и лю-
бом " 2 (0; " 00) имеет место соотношение (2.5).
Доказательство. Рассмотрим конденсатор E = (A; C); где
A = B(x0; "0) и C = B(x0; "): Если capp f(E) = 0; доказывать не-
чего. Пусть capp f(E) 6= 0: Из условия леммы вытекает, что B(x0; "0)
– компакт в Mn:
Пусть  E — семейство всех кривых вида  : [a; b)! A; таких что
(a) 2 C и jj \ (A n F ) 6= ? для произвольного компакта F  A;
где jj = fx 2 Mn : 9 t 2 [a; b) : (t) = xg — носитель кривой :
Напомним, что cappE = Mp( E): Для конденсатора f(E) рассмо-
трим семейство кривых  f(E): Заметим также, что каждая кривая
 2  f(E) имеет максимальное поднятие при отображении f; лежа-
щее в A с началом в C (см. предложение 2.2). Пусть    — семейство
всех максимальных поднятий кривых  f(E) при отображении f с на-
чалом в C: Покажем, что     E :
Предположим противное, т.е., что существует кривая  : [a; b) !
Mn семейства  f(E); для которой соответствующее максимальное по-
днятие  : [a; c) ! B(x0; "0) лежит в некотором компакте K внутри
B(x0; "0): Следовательно, его замыкание  — компакт в B(x0; "0):
Заметим, что c 6= b; поскольку в противном случае  — компакт в
f (B(x0; "0)) ; что противоречит условию  2  f(E): Рассмотрим пре-
дельное множество G кривой  при tk ! c;
G =

x 2Mn : x = lim
k!1
(tk)

; tk 2 [a; c) ; lim
k!1
tk = c:
Отметим, что переходя к подпоследовательностям, мы можем огра-
ничиться монотонными последовательностями tk: Для x 2 G; в силу
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непрерывности f; будем иметь f ((tk)) ! f(x) при k ! 1; где
tk 2 [a; c); tk ! c при k ! 1: Однако, f ((tk)) = (tk) ! (c) при
k !1: Отсюда заключаем, что f постоянна на G в B(x0; "0):
С другой стороны, по условию Кантора в компакте  имеем: G =
1T
k=1
 ([tk; c)) 6= ?; см. [21, 1.II.4, x 41]. Ввиду [21, теорема 5.II.5, x 47]
G является связным. Таким образом, в силу дискретности f; G не мо-
жет состоять более чем из одной точки, и кривая  : [a; c)! B(x0; "0)
продолжается до кривой  : [a; c]! K  B(x0; "0); причём f ((c)) =
(c): Снова по предложению 2.2 можно построить максимальное по-
днятие  0 кривой j[c; b) с началом в точке (c): Объединяя поднятия
 и  0; получаем новое поднятие  00 кривой ; которое определено
на [a; c0); c 0 2 (c; b); что противоречит максимальности поднятия :
Таким образом,      E :
Кроме того, заметим, что  f(E) > f( ); и, следовательно, ввиду
свойства минорирования p-модуля (см. [22, свойство (c)])
Mp
 
 f(E)

6Mp (f( )) : (2.8)
Рассмотрим
S " = S(x0; ") ; S "0 = S(x0; "0) ;
где "0 — из условия леммы и " 2 (0; " 00) : Заметим, что, поскольку
    E ; то   (S"; S"0 ; A(x0; "; "0   )) <   при сколь угодно ма-
лых  > 0 и, следовательно, f(  (S"; S"0 ; A(x0; "; "0   ))) < f(  ):
Значит,
Mp (f( 
)) 6Mp (f (  (S"; S"0 ; A(x0; "; "0   )))) : (2.9)
Из соотношений (2.8) и (2.9) следует, что
Mp
 
 f(E)

6Mp (f (  (S"; S"0 ; A(x0; "; "0   ))))
и, таким образом ввиду свойства минорирования p-модуля (см. [22,
теорема 1(c)])
capp f(E) 6Mp (f (  (S" ; S"0 ; A(x0; "; "0   )))) : (2.10)
Пусть (t) произвольная неотрицательная измеримая функция, удов-
летворяющая условию
"0R
"
(t)dt = 1: Рассмотрим семейство измери-
мых функций (t) =
(t)
"0 R
"
(t)dt
(так как
"0R
"
(t)dt = 1; то  > 0 можно
552 О локальном поведении классов Орлича–Соболева
выбрать так, что
"0 R
"
(t)dt > 0). Поскольку
"0 R
"
(t)dt = 1; то по
определению кольцевого Q-отображения в точке x0 мы получим
Mp (f (  (S" ; S"0 ; A(x0; "; "0   ))))
6 1 
"0 R
"
(t)dt
!p Z
"<d(x;x0)<"0
Q(x)  p(d(x; x0)) dv(x) : (2.11)
Переходя здесь к пределу при  ! 0 и учитывая соотношение (2.10),
получаем, что capp f(E) 6
R
"<d(x;x0)<"0
Q(x)p(d(x; x0))dv(x) для про-
извольной неотрицательной измеримой функции (t), такой что
"0R
"
(t)dt = 1: Необходимое заключение вытекает теперь из леммы 2.1.
Следующее утверждение касается равностепенной непрерывности
отображений, удовлетворяющих оценке (2.1).
Лемма 2.3. Пусть n > 2; p 2 (n   1; n]; многообразие Mn связно,
является n-регулярным по Альфорсу, кроме того, в Mn выполне-
но (1; p)-неравенство Пуанкаре. Предположим, D — область в Mn;
x0 2 D; B(x0; "0)  U; U — некоторая нормальная окрестность то-
чки x0: Пусть Fx0;Q;BR;K(D) — семейство открытых дискретных
отображений f : D ! BR nK; удовлетворяющих соотношению (2.1)
в точке x0 2 D для произвольных 0 < " < "0; где BR Mn — некото-
рый фиксированный шар радиуса R; K – невырожденный континуум
в BR: Предположим также, что для некоторого числа " 00 2 (0; "0)
и семейства измеримых по Лебегу функций f "(t)g;  " : ("; "0) !
[0;1]; " 2 (0; " 00) ; выполнено условие (2.3), где некоторая заданная
функция F ("; "0) удовлетворяет условию F ("; "0) = o(Ip("; "0)) при
"! 0; а I("; "0) определяется соотношением (2.4). Тогда семейство
отображений Fx0;Q;BR;K(D) является равностепенно непрерывным
в точке x0:
Доказательство. Пусть f 2 Fx0;Q;BR;K(D) и шар A := B(x0; r0)  D
лежит вместе со своим замыканием в некоторой нормальной окре-
стности U точки x0: Заметим, что при указанных условиях A яв-
ляется компактным подмножеством D: Тогда при каждом 0 < " <
r0 множество C := B(x0; ") является компактным подмножеством
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B(x0; r0); поскольку C есть замкнутое подмножество компактного
пространства A: Таким образом, E = (A;C) — конденсатор в Mn:
Рассмотрим семейство кривых  f(E) для конденсатора f(E); отве-
чающее определению p-ёмкости. Заметим, что подсемейство всех не-
спрямляемых кривых семейства  f(E) имеет p-нулевой модуль, и что
оставшееся подсемейство, состоящее из всех спрямляемых кривых се-
мейства  f(E); состоит из кривых  : [a; b) ! f(D); имеющих предел
при t! b: Заметим, что указанный предел принадлежит множеству
@f(A): Из сказанного следует, что
Mp( f(E)) =Mp( (f(C); @f(A); f(A))): (2.12)
Заметим, что  (K; f(C);Mn ) >  (f(C); @f(A); f(A)) в силу [21, тео-
рема 1, x 46; п. I], так что ввиду минорирования p-модуля ( [22, тео-
рема 1(c)])
Mp( (f(C); @f(A); f(A))) >Mp( (K; f(C);Mn )) : (2.13)
Ввиду предложения 2.1 получим:
Mp( (K; f(C);Mn )) >
1
C1
 minfdiam f(C);diamKg
R1+p n
: (2.14)
По лемме 2.1Mp( f(E))! 0 при "! 0; так что ввиду (2.12), (2.13)
и (2.14) получаем, что
minfdiam f(C);diamKg = diam f(C)
при " ! 0: Из соотношений (2.4) и (2.14) также вытекает, что для
любого  > 0 найдётся 0 = 0() так, что при " 2 (0; 0)
diam f(C) 6 ;
что и означает равностепенную непрерывность семейства отображе-
ний Fx0;Q;BR;K(D) в точке x0:
3. О критерии выполнения верхних ёмкостных
неравенств
В дальнейшем нам понадобится следующее утверждение (см. [8,
лемма 4.2]), которое при p 6= n может быть доказано по аналогии.
Предложение 3.1. Пусть p > 1; x0 2 Mn; и пусть 0 < r1 <
r2 < dist (x0; @U); U — некоторая нормальная окрестность точки
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x0; Q : Mn ! [0;1] измеримая функция, локально интегрируемая
относительно меры v в U: Полагаем A = A(x0; r1; r2) (см. (2.6)),
0(r) =
1
Ir
n 1
p 1 q
1
p 1
x0 (r)
; (3.1)
где I := I = I(x0; r1; r2) =
r2R
r1
dr
r
n 1
p 1 q
1
p 1
x0
(r)
; и пусть qx0(r) определе-
но соотношением (1.3). Тогда найдётся постоянная C > 0; завися-
щая только от нормальной окрестности U точки x0; такая, что
для любой измеримой функции  : (r1; r2)! [0;1]; удовлетворяющей
ограничению
r2R
r1
(r)dr = 1; выполняется неравенство
Z
A
Q(x)p0(d(x; x0)) dv(x) 6 C
Z
A
Q(x)p(d(x; x0)) dv(x) :
Аналоги следующего утверждения во многих частных случаях до-
казывались ранее в работах [3, предложение 5.1], [5, теорема 7.2], [8,
теорема 4.2], [9, теорема 4.1] и [23, лемма 1]. Случай p-модуля, рима-
новых многообразий и отображений с ветвлением на них, насколько
нам известно, никем ранее не рассматривался.
Теорема 3.1. Пусть p 2 (n   1; n] , n > 2; D — заданная область
в Mn; x0 2 D и Q 2 L1loc(U); где U — некоторая нормальная окре-
стность точки x0: Пусть "0 := dist (x0; @U): Если f : D ! Mn —
открытое дискретное кольцевое Q-отображение в точке x0 2 D
относительно p-модуля, то для некоторой постоянной C > 0 (за-
висящей только от нормальной окрестности U), любых 0 < r1 <
r2 < "0 и произвольного конденсатора E =

B(x0; r2); B(x0; r1)

ём-
кость конденсатора f(E) =

f(B(x0; r2)); f

B(x0; r1)

удовлетво-
ряет условию
capp f(E) 6
C
Ip 1
; (3.2)
где I = I(x0; r1; r2) задаётся соотношением
I := I(x0; r1; r2) :=
r2Z
r1
dr
r
n 1
p 1 q
1
p 1
x0 (r)
: (3.3)
Обратно, если выполнено соотношение (3.2), то отображение f удо-
влетворяет неравенствам (2.1) в точке x0 при Q вместо Q; где
Q := C1 Q; а C1 — некоторая постоянная.
Е. А. Севостьянов, С. А. Скворцов 555
Доказательство. Докажем сначала первую часть утверждения тео-
ремы. Пусть вначале f — кольцевое Q-отображение в точке x0 отно-
сительно p-модуля. Покажем, что в этом случае выполняется соо-
тношение (3.2). Не ограничивая общности рассуждений, мы можем
считать, что 0 6= I 6= 1; тогда также 0 < qx0(r) < 1 почти всюду
(учитывая теорему Фубини и условие Q 2 L1loc(U)). Пусть 0 — фун-
кция из соотношения (3.1). Используя аналог теоремы Фубини для
римановых многообразий, установленный в [9, Замечание 2.1], будем
иметь: Z
A
Q(x)  p0(d(x; x0)) dv(x)
6 C 
r2Z
r1
Z
S(x0;r)
Q(x)  dH
n 1
Ipr
p(n 1)
p 1 q
p
p 1
x0 (r)
dr (3.4)
Рассмотрим “внутренний” интеграл по сфере S(x0; r); в котором ум-
ножим и разделим соответствующее выражение на rn 1: Поскольку
этот интеграл рассматривается при фиксированном r 2 [r1; r2]; мы
можем вынести соответствующий множитель за знак интеграла:Z
S(x0;r)
Q(x)  dH
n 1
Ipr
p(n 1)
p 1 q
p
p 1
x0 (r)
=
1
rn 1
Z
S(x0;r)
Q(x)
r1 n
 dH
n 1
Ipr
p(n 1)
p 1 q
p
p 1
x0 (r)
=
qx0(r)
r1 nIpr
p(n 1)
p 1 q
p
p 1
x0 (r)
: (3.5)
С учётом определения qx0(r) в (1.3), будем иметь:
qx0(r)
r1 nIpr
p(n 1)
p 1 q
p
p 1
x0 (r)
=
1
Ip
 1
r
(1 n+ p(n 1)
p 1 )q
( p
p 1 1)
x0 (r)
=
1
Ip
 1
r
n 1
p 1 q
1
p 1
x0 (r)
: (3.6)
Из (3.5) и (3.6) вытекает, чтоZ
S(x0;r)
Q(x)  dH
n 1
Ipr
p(n 1)
p 1 q
p
p 1
x0 (r)
=
1
Ip
 1
r
n 1
p 1 q
1
p 1
x0 (r)
: (3.7)
Комбинируя (3.4) и (3.7), приходим к неравенству:Z
A
Q(x)  p0(d(x; x0)) dv(x) 6
C
Ip

r2Z
r1
1
r
n 1
p 1 q
1
p 1
x0 (r)
=
C
Ip 1
; (3.8)
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где было учтено соотношение (3.3). В силу леммы 2.2 мы получим,
что
capp f(E) 6
Z
A
Q(x)  p0(d(x; x0)) dv(x) : (3.9)
Таким образом, из (3.8) и (3.9) вытекает соотношение (3.2), что и
требовалось установить.
Рассмотрим вторую часть утверждения теоремы. Пусть теперь,
напротив, выполняется соотношение (3.2). Требуется установить вы-
полнение оценок вида (2.1), возможно, с точностью до некоторой
постоянной C > 0: Рассмотрим произвольную измеримую функцию
 : (r1; r2) ! [0;1]; удовлетворяющую условию
r2R
r1
(r)dr = 1: Согла-
сно аналогу теоремы Фубини на римановых многообразиях и предло-
жению 3.1, при некоторых постоянных C1; C2 > 0 будем иметь:Z
A
Q(x)p(d(x; x0)) dv(x) > C1
Z
A
Q(x)  p0(d(x; x0)) dv(x)
> C1  C2 
r2Z
r1
Z
S(x0;r)
Q(x)  dH
n 1
Ipr
p(n 1)
p 1 q
p
p 1
x0 (r)
dr : (3.10)
Учитывая соотношение (3.7) мы имеем:
r2Z
r1
Z
S(x0;r)
Q(x)  dH
n 1
Ipr
p(n 1)
p 1 q
p
p 1
x0 (r)
dr =
1
Ip 1
;
поэтому из (3.10) вытекает, что
C
Ip 1
6
Z
A
Q (x)  p(d(x; x0)) dv(x) ; (3.11)
где Q  := C Q(x)=(C1 C2): Окончательно, из (3.2) и (3.11) вытекает
желанное соотношение
capp f(E) 6
Z
A
Q(x)  p(d(x; x0)) dv(x) :
Теорема доказана.
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4. Об отображениях, удовлетворяющих нижним
оценкам модулей
Наши дальнейшие исследования связаны с рассмотрением се-
мейств поверхностей на многообразиях, для чего обратимся к терми-
нологии. Далее запись  2 gadm означает, что  — неотрицательная
борелевская функция в Rn, такая чтоZ
\R
dHn 1 > 1 8 2  : (4.1)
Пусть n > 2; и   — семейство k-мерных поверхностей S: Борелевскую
функцию  : Mn ! R+ будем называть допустимой для семейства  ;
сокр.  2 adm ; если Z
S
k dA > 1 (4.2)
для каждой поверхности S 2  : Для заданного числа p 2 (0;1); как
и для случая кривых, p-модулем семейства поверхностей   назовём
величину
Mp( ) = inf
2adm 
Z
Mn
p(x) dv(x) :
Следующие важные сведения, касающиеся ёмкости пары множеств
относительно области, могут быть найдены в работе В. Цимера [24].
Пусть G — ограниченная область в Rn и C0; C1 — непересекающиеся
компактные множества, лежащие в замыкании G: Полагаем R = G n
(C0 [ C1) и R  = R [ C0 [ C1: Ёмкостью порядка p > 1 пары C0; C1
относительно замыкания G называется величина
Cp[G;C0; C1] = inf
Z
R
jrujp dm(x);
где точная нижняя грань берётся по всем функциям u; непрерывным
в R ; u 2 ACL(R); таким что u = 1 на C1 и u = 0 на C0: Указанные
функции будем называть допустимыми для величины C[G;C0; C1]:
Мы будем говорить, что множество   Rn разделяет C0 и C1 в R 
если \R замкнуто в R и найдутся непересекающиеся множества A и
B; являющиеся открытыми в R n; такие что R n = A[B; C0  A
и C1  B: Пусть  обозначает класс всех множеств, разделяющих C0
и C1 в R : Для числа p0 = p=(p  1) определим величину
gMp0() = inf
2gadm
Z
Rn
 p
0
dm(x); (4.3)
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где запись  2 gadm означает, что  — неотрицательная борелевская
функция в Rn, такая что
R
\R
dHn 1 > 1 8 2 : Заметим, что
согласно результата Цимера,gMp 0() = Cp[G;C0; C1] 1=(p 1) ; (4.4)
см. [24, теорема 3.13]. Заметим также, что согласно результатуШлыка
Mp( (E;F;D)) = Cp[D;E; F ] ; (4.5)
см. [25, теорема 1].
Мы будем говорить, что измеримая относительно меры объёма
v функция  : Mn ! R+ p-обобщённо допустима для семейства  ;
состоящего из k-мерных поверхностей S в Mn; сокр.  2 extp adm ;
если соотношение (4.1) выполнено для p-почти всех поверхностей S
семейства  : Следующий класс отображений полезен с точки зрения
приложений к классам Соболева и Орлича–Соболева и связан с коль-
цевым определением квазиконформности по Герингу (см., напр., [5,
глава 9]). Пусть n > 2; D и D 0 — заданные области в Mn и Mn ;
соответственно, x0 2 D и Q : D ! (0;1) — измеримая функция
относительно меры объёма v: Пусть U — нормальная окрестность,
содержащая точку x0; p > 1; тогда будем говорить, что f : D ! D 0 —
нижнее Q-отображение в точке x0; относительно p-модуля, если
Mp(f(")) > inf
2extp adm"
Z
D\A(x0;";"0)
p(x)
Q(x)
dv(x)
для каждого кольца A(x0; "; "0); "0 2 (0; d0); d0 = sup
x2U
d(x; x0); где "
обозначает семейство всех пересечений геодезических сфер S(x0; r) с
областью D; r 2 ("; "0): Следующее утверждение является обобщени-
ем теоремы 9.2 в [5] на случай отображений, заданных на многообра-
зии и произвольный порядок модуля p > n  1:
Лемма 4.1. Пусть n > 2; p > n  1; D и D 0 — заданные области в
Mn и Mn ; соответственно, x0 2 D и Q : D ! (0;1) — измеримая
функция. Если отображение f : D ! D 0 является нижним (p;Q)-
отображением в точке x0; то при произвольном "0 > 0; таком, что
B(x0; "0) лежит в нормальной окрестности U точки x0 и некото-
рой постоянной C1 > 0 имеем
Mp(f(")) > C1
"0Z
"
dr
kQks(r) 8 " 2 (0; "0) ; "0 2 (0; d0) ; (4.6)
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где s = (n   1)=(p   n + 1) и, как и выше, " обозначает семейство
всех пересечений сфер S(x0; r) с областью D; r 2 ("; "0); kQks(r) = R
D(x0;r)
Qs(x) dA
!1=s
– Ls-норма функции Q над пересечением D \
S(x0; r) = D(x0; r) = fx 2 D : d(x; x0) = rg:
Обратно, если соотношение (4.6) выполнено при некотором "0 >
0 и некоторой постоянной C1 > 0; то f является нижним C2Q-
отображением в точке x0; где C2 > 0 — также некоторая посто-
янная.
Доказательство леммы 4.1 аналогично доказательству [9, лем-
ма 4.2]. Следующая важнейшая лемма связывает нижние Q-отобра-
жения с оценками вида (2.1), по поводу чего следовало бы также
упомянуть работы [26, лемма 4] и [9, лемма 4.4].
Лемма 4.2. Пусть n > 2; p > n   1; D — заданная область в Mn;
x0 2 D и Q : D ! [0;1] — измеримая функция, интегрируемая в
степени  = n 1p n+1 относительно меры v в некоторой нормальной
окрестности U точки x0: Предположим, U — некоторая область
в Mn ; гомеоморфная какой-либо области в Rn относительно фи-
ксированной карты '; причём U – компакт. Если f : D ! U —
открытое дискретное нижнее Q-отображение в точке x0 относи-
тельно p-модуля, то существует постоянная C > 0 (зависящая
только от окрестностей U и U), такая что
cap f(E) 6
Z
A
Q(x)  (d(x; x0)) dv(x)
при  = pp n+1 ; Q
 = C Q n 1p n+1 для произвольного конденсатора E =
(B(x0; r2); B(x0; r1)) в кольце A = A(x0; r1; r2); 0 < r1 < r2 < "0 :=
dist (x0; @U); для каждой измеримой функции  : (r1; r2)! [0;1]; та-
кой что имеет место соотношение (2.7).
Доказательство. Заметим, что  =    1: Согласно теореме 3.1 до-
статочно установить, что при некоторой постоянной C1 > 0
cap f(E) 6 C1
I 1
;
где E — конденсатор вида E = (B(x0; r2); B(x0; r1)); q x0(r) — сре-
днее значение функции Q 1(x) над сферой S(x0; r) (см. соотноше-
ние (1.3)) и I  = I (x0; r1; r2) =
r2R
r1
dr
r
n 1
 1 q
 1
 1
x0
(r)
: При " 2 (r1; r2)
560 О локальном поведении классов Орлича–Соболева
рассмотрим шар B(x0; "): Пусть ' — то отображение, которое гомео-
морфно отображает U на D  Rn: Полагаем C0 = @'(f(B(x0; r2)));
C1 = '(f(B(x0; r1)));  = @'(f(B(x0; "))): Поскольку область D
ограничена в Rn; найдётся шар BR  Rn такой, что '(f(B(x0; r2))) 
BR: Полагаем G := BR:
Поскольку f — непрерывно и открыто, '(f(B(x0; r1))) — компа-
ктное подмножество '(f(B(x0; "))) также, как '(f(B(x0; "))) — ком-
пактное подмножество '(f(B(x0; r2))): В частности,
'(f(B(x0; r1))) \ @'(f(B(x0; "))) = ? :
Пусть, как и выше, R = Gn(C0[C1) и R  = R[C0[C1; тогда R  = G:
Заметим, что  разделяет C0 и C1 в R  = G: Действительно, множе-
ство  \R замкнуто в R; кроме того, пусть A := G n '(f(B(x0; "))) и
B = '(f(B(x0; "))); тогда A и B открыты в G n ; C0  A; C1  B и
G n  = A [B:
Пусть  — семейство всех множеств, отделяющих C0 от C1 в
G: Ниже по тексту
S
r1<r<r2
@f(B(x0; r)) либо
S
r1<r<r2
f(S(x0; r)) пони-
мается как объединение борелевских множеств в семейство, а не в
теоретико-множественном смысле (см. [24, п. 3, с. 464]). Пусть n 1 2gadm S
r1<r<r2
@f(B(x0; r)) в смысле соотношения (4.1), тогда также мы
можем утверждать, что  2 adm S
r1<r<r2
@f(B(x0; r)) в смысле соотно-
шения (4.2) (здесь k := n   1). Поскольку (ввиду открытости ото-
бражения f) имеет место включение @f(B(x0; r))  f(S(x0; r)); мы
получим, что  2 adm S
r1<r<r2
f(S(x0; r)) и, следовательно, ввиду (4.3)
будем иметь:
M^ p
n 1
() > M^ p
n 1
 [
r1<r<r2
@f(B(x0; r))
!
> M^ p
n 1
 [
r1<r<r2
f(S(x0; r))
!
>Mp
 [
r1<r<r2
f(S(x0; r))
!
: (4.7)
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Однако, ввиду (4.4) и (4.5) найдутся такие постоянные K1 и K2; что
K1
(M( (C0; C1; G)))1=( 1)
6 M^ p
n 1
() 6 K2
(M( (C0; C1; G)))1=( 1)
: (4.8)
Пусть  '(f(E)) — семейство всех кривых для конденсатора '(f(E));
относящееся к определению ёмкости порядка : Пусть также   '(f(E))
обозначает семейство всех спрямляемых кривых семейства  '(f(E));
тогда заметим, что семейства  '(f(E)) и  (C0; C1; G) имеют одинако-
вые семейства допустимых метрик  и, значит,
M( '(f(E))) =M( (C0; C1; G)) :
В силу определения -ёмкости имеемM( '(f(E))) = cap'(f(E)); так
что из (4.8) вытекает, что
M^ p
n 1
()
 1
6 K2
cap'(f(E))
: (4.9)
Окончательно, из (4.7) и (4.9) мы получаем неравенство
capf(E) 6
K3
M
 S
r1<r<r2
f(S(x0; r))
 1 :
По лемме 4.1 мы получим, что
capf(E) 6
K4 
r2R
r1
dr
kQk(r)
! = K4I 1 ;
что и доказывает утверждение леммы 4.2.
Обозначим через Rx0;Q;BR;;p(D) семейство открытых дискретных
нижних кольцевых Q-отображений f : D ! BR в точке x0 2 D отно-
сительно p-модуля, для которых существует континуум Kf  BR та-
кой, что f(x) 62 Kf при всех x 2 D и, кроме того, diamKf > : Следу-
ющее утверждение касается равностепенной непрерывности указан-
ного класса.
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Теорема 4.1. Пусть p 2 [n; n+ 1n 2); и  > 0; многообразие Mn свя-
зно, является n-регулярным по Альфорсу, кроме того, в Mn выпол-
нено (1;)-неравенство Пуанкаре, где  = pp n+1 : Пусть BR  Mn
— некоторый фиксированный шар радиуса R; D — область в Mn и
Q : D ! [1;1] — функция, измеримая относительно меры объёма
v; локально интегрируемая в степени  = n 1p n+1 : Тогда семейство
отображений Rx0;Q;BR;;p(D) является равностепенно непрерывным
в точке x0 2 D; если при некотором (x0) > 0 выполняется равен-
ство
(x0)Z
0
dr
r
n 1
 1 q
 1
 1
x0 (r)
=1 ; (4.10)
где qx0(r) :=
1
rn 1
R
S(x0;r)
Q
n 1
p n+1 (x) dA:
Доказательство. Заметим, что при p 2 [n; n + 1n 2) выполнено:  2
(n  1; n]; и что если f 2 Rx0;Q;BR;;p(D); то в силу леммы 4.2 соотно-
шение
cap f(E) 6
Z
A
Q(x)  (d(x; x0)) dv(x) (4.11)
выполнено для любого конденсатора E = (B(x0; r2); B(x0; r1)); кольца
A = A(x0; r1; r2); 0 < r1 < r2 < "0 := dist (x0; @U); и измеримой
функции  : (r1; r2)! [0;1] с условием (2.7); здесь  = pp n+1 и Q  =
C Q n 1p n+1 : В силу леммы 2.3 класс отображений, удовлетворяющих
указанной выше оценке (4.11) является равностепенно непрерывным
в точке x0; как только Q(x) удовлетворяет условиям (2.3)–(2.4) в
этой точке. Таким образом, для завершения доказательства теоремы
достаточно установить, что условие (4.10) влечёт выполнение условияZ
"<d(x;x0)<"0
Q  (d(x; x0)) dv(x) = o

I("; "0)

;
где  — некоторая специально подобранная функция. Можно счи-
тать, что шар B(x0; (x0)) лежит в нормальной окрестности точки
x0: Рассмотрим функцию
 (t) =
(
1=[t
n 1
 1 q
 1
 1
x0 (t)] ; t 2 (r1; r2) ;
0 ; t =2 (r1; r2) :
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Заметим теперь, что требование вида
0 < I("; "0) :=
"0Z
"
 (t)dt <1
выполняется при "0 = (x0) и всех достаточно малых ": (В частно-
сти, I < 1; поскольку, в противном случае из (3.2) следовало бы,
что capf(E) = 0; что противоречило бы [18, следствие VII.1.16]).
Согласно [9, замечание 2.1] имеет место аналог теоремы Фубини на
римановых многообразиях, так что
Z
"<d(x;x0)<(x0)
Q(x) (d(x; x0)) dv(x) 6 C1
(x0)Z
"
dt
t
n 1
 1 q
1
 1
x0 (t)
;
где C1 > 0 — некоторая постоянная. Но тогда такжеZ
"<d(x;x0)<(x0)
Q(x) (d(x; x0))dv(x) = o(I ("; (x0)))
ввиду соотношения (4.10). Утверждение теоремы следует теперь из
леммы 2.3.
5. Основные результаты
Аналог следующей леммы установлен Д. Ковтонюком и В. Ря-
зановым для случая гомеоморфизмов пространства Rn ( [27, теоре-
ма 2.1], а также в работе [9, теорема 4.2] в случае p = n: Для прои-
звольного показателя p > n   1 это утверждение доказывается ана-
логично [9, теорема 4.2].
Лемма 5.1. Пусть D — область в Mn; n > 3; ' : (0;1)! (0;1) —
неубывающая функция, удовлетворяющая условию (1.4). Если p >
n  1; то каждое открытое дискретное отображение f : D !Mn с
конечным искажением класса W 1;'loc ; такое, что N(f;D) <1; явля-
ется нижним Q-отображением относительно p-модуля в каждой
точке x0 2 D при
Q(x) = N(f;D)K
p n+1
n 1
I; (x; f);  :=
p
p  n+ 1 ;
где внутренняя дилатация KI;(x; f) отображения f в точке x по-
рядка  определена соотношением (1.1), а кратность N(f;D) опре-
делена вторым соотношением в (1.2).
564 О локальном поведении классов Орлича–Соболева
Доказательство теоремы 1.1. По лемме 5.1 отображение f являе-
тся нижним B-отображением относительно p-модуля в каждой точке
x0 2 D при
B(x) = N(f;D)K
p n+1
n 1
I; (x; f);  :=
p
p  n+ 1
(т.е., p = (n  1)=(  1)), где внутренняя дилатация KI;(x; f) ото-
бражения f в точке x порядка  определена соотношением (1.1), а
кратность N(f;D) определена вторым соотношением в (1.2). Необхо-
димое заключение вытекает из теоремы 4.1.
Определение конечного среднего колебания, встречающееся ниже,
может быть найдено, напр., в [28, разд. 4]. Имеет место следующая
Теорема 5.1. Заключение теоремы 5.1 имеет место, если в усло-
виях этой теоремы вместо предположений на функцию Q потребо-
вать, чтобы Q 2 FMO(x0):
Доказательство. Идея доказательства теоремы 5.1 заключается в
том, чтобы вначале подобрать функции I и    "; соответствующие
обозначениям леммы 2.1, а затем, используя предложение 3.1, свести
доказательство данной теоремы к утверждению теоремы 1.1. Точнее,
достаточно показать, что условие Q 2 FMO(x0) влечёт расходимость
интеграла (1.5), поскольку в этом случае необходимое заключение
будет следовать из теоремы 1.1.
Полагаем 0 <  (t) = 1
(t log 1t )
n= : На основании [11, предложе-
ние 3] для указанной функции будем иметь, что при некотором "0 2
(0; 1) Z
"<d(x;x0)<"0
Q(x) (d(x; x0)) dv(x)
=
Z
"<d(x;x0)<"0
Q(x) dv(x)
d(x; x0) log
1
d(x;x0)
n = Olog log 1"

(5.1)
при " ! 0: Заметим также, что при указанных " выполнено  (t) >
1
t log 1
t
; поэтому I0("; "0) :=
"0R
"
 (t) dt > log log
1
"
log 1
"0
: С другой стороны,
рассуждая также, как при доказательстве теоремы 3.1, мы убежда-
емся, что при некоторой постоянной C0 > 0 (зависящей только от
нормальной окрестности U точки x0)Z
A
Q(x)  0 (d(x; x0)) dv(x) >
C0
I

"0Z
"
1
r
n 1
 1 q
1
 1
x0 (r)
=
C0
I 1
; (5.2)
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где, как и прежде, 0(r) = 1
Ir
n 1
 1 q
1
 1
x0
(r)
;
I := I(x0; "; "0) :=
"0Z
"
dr
r
n 1
 1 q
1
 1
x0 (r)
: (5.3)
Положим теперь (t) :=  (t)=I0("; "0); тогда, очевидно,  удовлетво-
ряет ограничению
"0R
"
(r)dr = 1: Применим теперь предложение 3.1
при p = : Ввиду этого предложения, а также соотношений (5.1) и
(5.2), при некоторой постоянных C;C0; C1 > 0 мы будем иметь, что
C0
I 1
6 C
Z
A
Q(x)(d(x; x0))dv(x) 6 C1 

log log
1
"
1 
:
Последнее соотношение возможно лишь при I !1; "! 0; поскольку
его правая часть стремится к нулю.
Таким образом, интеграл I в (5.3) расходится и, значит, необхо-
димое заключение вытекает из теоремы 1.1.
При n  1 6=  6= n имеет также место утверждение, согласно ко-
торому условие локальной интегрируемости функции Q в некоторой
степени s также влечёт равностепенную непрерывность соответству-
ющего класса.
Теорема 5.2. Заключение теоремы 5.1 имеет место, если в усло-
виях этой теоремы вместо предположений на функцию Q потребо-
вать, чтобы Q 2 Lsloc(Rn) при некотором s > n=(n  ); где n  1 6=
 6= n:
Доказательство. Как и в случае теоремы 5.1, сведём доказательство
теоремы 5.2 к утверждению теоремы 1.1. Для этого вначале подберём
функции I и    "; соответствующие обозначениям леммы 2.1.
Зафиксируем произвольным образом 0 < "0 <1; так, чтобы шар
G := B(x0; "0) лежал вместе со своим замыканием в некоторой нор-
мальной окрестности точки x0; и положим  (t) := 1=t: Заметим, что
указанная функция  удовлетворяет неравенствам 0 < I0("; "0) :=
"0R
"
 (t)dt <1: Покажем также, что в этом случае выполнено соотно-
шение Z
A(x0;";"0)
Q(x) (d(x; x0)) dv(x) = o

I0 ("; "0)

: (5.4)
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Применяя неравенство Гёльдера, будем иметьZ
"<d(x;x0)<"0
Q(x)
d(x; x0)
dv(x)
6
0B@ Z
"<d(x;x0)<"0
1
dq(x; x0)
dv(x)
1CA
1
q 0@Z
G
Qq
0
(x) dv(x)
1A 1q0 ; (5.5)
где 1=q + 1=q0 = 1. Заметим, что первый интеграл в правой части
неравенства (5.5) с точностью до некоторой постоянной может быть
подсчитан непосредственно. Действительно, пусть для начала q0 =
n
n  и, следовательно, q =
n
 : Ввиду аналога теоремы Фубини (см.
замечание 2.1 в [9]) будем иметьZ
"<d(x;x0)<"0
1
dq(x; x0)
dv(x) 6 C
"0Z
"
dt
t
= C log
"0
"
:
При "! 0 будем иметь:
1
I0 ("; "0)
Z
"<d(x;x0)<"0
Q(x)
d(x; x0)
dv(x)
6 C

n kQk
L
n
n  (G)

log
"0
"
 + 
n ! 0 ;
что влечёт выполнение соотношения (5.4).
Пусть теперь q0 > n=(n  ); т.е., q = q0=(q0   1). В этом случае
Z
"<d(x;x0)<"0
1
dq(x; x0)
dv(x) 6 C
"0Z
"
t
n  q0
q0 1 1dt 6 C
"0Z
0
t
n  q0
q0 1 1dt
=
C
n  q0q0 1
"
n  q0
q0 1
0 ;
и, значит,
1
I0 ("; "0)
Z
"<d(x;x0)<"0
Q(x)
d(x; x0)
dv(x)
6 kQkLq0 (G)
 
C
n  q0q0 1
"
n  q0
q0 1
0
! 1
q 
log
"0
"
 
;
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что также влечёт выполнение соотношения (5.4).
Дальнейшая логика рассуждений соответствует последней части
доказательства теоремы 5.2. А именно, полагая (t) :=  (t)=I0("; "0);
мы вновь заключаем, что функция  удовлетворяет ограничению
"0R
"
(r)dr = 1: Применим теперь предложение 3.1 при p = : Ввиду
этого предложения, а также соотношений (5.2) и (5.4), при некото-
рой постоянных C;C0 > 0 мы будем иметь, что
C0
I 1
6 C
Z
A
Q(x)(d(x; x0))dv(x) = (")! 0 ; "! 0 ;
где I определено в (5.3). Последнее соотношение возможно лишь при
I !1 при "! 0; поскольку его правая часть стремится к нулю.
Таким образом, интеграл I в (5.3) расходится и, значит, необхо-
димое заключение снова вытекает из теоремы 1.1.
В статье не исследован случай размерности n = 2; не относящий-
ся к утверждениям теорем 1.1, 5.1 и 5.2 и требующий отдельного
рассмотрения.
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