Abstract-This paper analyzes the use of non-Gaussian input distributions over the Gaussian interference channel. It has been recently proved that the iid Gaussian code ensemble together with a decoder that treats interference as noise is sum-capacity achieving, if the interference is below a threshold. We show that, when the decoder treats interference as noise, and when the interference is above a threshold, the iid Gaussian ensemble can be strictly improved upon. In the block synchronous setting, the improvement is obtained by a Gaussian but non iid ensemble, whereas in the asynchronous setting, it is obtained by an iid but non Gaussian ensemble. The analysis of non-Gaussian ensembles is made possible by the use of the Hermite coordinate system.
I. INTRODUCTION
Let a memoryless additive white Gaussian noise (AWGN) channel be described by Y = X + Z, where Z ∼ N (0, v) is independent of X. If the input is subject to an average power constraint given by EX 2 ≤ p, the input distribution maximizing the mutual information is Gaussian. This is due to the fact that under second moment constraint, the Gaussian distribution maximizes the entropy, hence arg max X:EX 2 =p h(X + Z) ∼ N (0, p).
(
On the other hand, for an additive noise channel, if we use a Gaussian input distribution, i.e., X ∼ N (0, p), among noises with bounded second moment, the noise minimizing the mutual information is again Gaussian. This can be shown by using the entropy power inequality (EPI), which reduces in this setting to arg min Z: h(Z)= 
Hence, in the single-user setting, Gaussian inputs are the best inputs to fight Gaussian noise and Gaussian noise is the worst noise to face with Gaussian inputs. This provides a game equilibrium between user and nature, as defined in [5] , p. 263. With these results, many problems in information theory dealing with Gaussian noise can be solved. However, in the network information theory setting, two interesting new phenomena make the search for the optimal input distributions more complex. First, the interference. The fact that there are other users in the system brings an interesting "frustration phenomena". Since the multiple users produce interference on each other, it is no longer clear that Gaussian inputs are the best input distributions for the overall system. Indeed, let us assume that there are two users and that the first one decides to use iid Gaussian inputs. Then the second user should use Gaussian inputs to maximize his own rate, but this would also cause the most harmful interference on the first user, if he treats interference as noise. How to treat the interference and how to optimally construct codes on such channels is still an open problem. Then comes the fading. Over a single-user AWGN channel with coherent fading, it is clear that maximizing I(X; Y |H) is achieved by a Gaussian input, according to (1) . However, even for the broadcast AWGN channel with coherent fading, it has been an open problem whether Gaussian inputs are still optimal or not. A reason for these open questions, is that Gaussian inputs are pretty much the only ones that can be analyzed over Gaussian noise channels, as non-Gaussian inputs leave most problems in an intractable form. In [1] , a novel technique has been developed to analyze a class of non-Gaussian input distributions over Gaussian noise channels. It allowed in particular to find nonGaussian input distributions that outperform Gaussian ones over the broadcast AWGN channel with coherent fading. In this paper, we focus on the other phenomena mentioned above, namely, the interference.
II. PROBLEM STATEMENT
We consider the symmetric memoryless interference channel (IC) with two users and white Gaussian noise. The average power is denoted by p, the interference coefficients by a, and the respective noise by Z 1 and Z 2 (independent standard Gaussian). We define the following expression each user, we say that the decoder is treating interference as noise, if it does not require the knowledge of the other user's code book. However, we allow such decoders to have the knowledge of a distribution, under which the other user's code book may be drawn. This is for example necessary to construct a sum-capacity achieving code 1 in [2] , [6] , [7] , where the decoder of each user treats interference as noise but uses the fact that the other user's code book is drawn from an iid Gaussian distribution. But, if we allow this distribution to be of arbitrarily large dimension in our definition of treating interference as noise, we can get a misleading definition. Indeed, if we take n large and a distribution of X n 1 and X n 2 maximizing (3), we can achieve rates arbitrarily close to the sum-capacity, yet, formally treating interference as noise. The problem is that the maximizing distributions in (3) may not be iid for arbitrary n, and knowing it at the receiver can be as much information as knowing the other user's code book (for example, if the distribution is the uniform distribution over a code book of small error probability). Hence, one has to be careful when taking n large. It is indeed an interesting problem to discuss what kind of n-dimensional distributions would capture the meaning of treating interference as noise that we want. This points out that studying the maximizers of (3) relates to studying the concept of treating interference as noise or information. In this paper, we will only work with situations that are not ambiguous with respect to our definition of treating interference as noise. Now, to maximize (3), a competitive situation takes place: Gaussian inputs maximize each entropy term, but we have different signs in front of these entropy terms. It has been proved recently in [2] , [6] , [7] , that the sum-capacity is achieved by treating interference as noise and with iid Gaussian inputs, as long as pa 3 + a − 1/2 ≤ 0. Hence, in this regime, the iid Gaussian distribution maximizes (3) for any n. On the other hand, if a gets larger and larger, there should be a moment for which treating interference as noise with iid Gaussian inputs becomes penalizing (we know this happens if a ≥ 1). Now, if for a range of a, the iid Gaussian distribution does not maximize (3), it means that iid Gaussian inputs and treating interference as noise is not capacity achieving in this range. We know that this can happen only if pa 3 + a − 1/2 > 0. We wonder if, when and how this happens.
We then distinguish the implication of such a threshold in both the synchronized and asynchronized users setting, as there will be an interesting distinction between these two cases. We recall how the synch and asynch settings are defined here. In the synch setting, each user of the IC sends their code word of a common block length n simultaneously, i.e., at time 1, they both send the first component of their code word, at time 2 the second component, etc. In the asynch setting, each user is still using code words of the same block length n, however, there might be a shift between the time at which the first and second users start sending their code words. We denote this shift by τ , and assume w.l.o.g. that 0 ≤ τ ≤ n. In the totally 1 in a low interference regime asynch setting, we assume that τ is drawn uniformly at random within {0, . . . , n}. We may also distinguish the cases where τ is not known at the transmitter but at the receiver, and when τ is not known at both. Note that if iid inputs are used and interference is treated as noise, whether the users are synch or asynch is not affecting the rate achievability 2 . However, if the users want to time-share over the channel uses, such as to fully avoid their interference, they will need synchronization.
Definition 1: Time sharing over a block length n (assumed to be even) with Gaussian inputs refers to using X 1 Gaussian with covariance 2PÎ n/2 and X 2 Gaussian with covariance 2PÎ c n/2 , whereÎ n/2 is a diagonal matrix with n/2 1's and 0's, andÎ c n/2 flips the 1's and 0's on the diagonal. We will see in section IV that a blind time-sharing which allows to partially avoid interference can still be achieved for the totally asynch IC.
III. LOCAL GEOMETRY AND HERMITE COORDINATES
Let g p denote the Gaussian density with zero mean and variance p. We consider the local geometry by looking at densities of the form
where
Hence, with these two constraints, f ε is a valid density for ε sufficiently small. It is a perturbed Gaussian density, in a "direction" L. Observe that the second moment of f ε equals p, i.e.,
We are now interested in analyzing how these perturbations affects the output through an AWGN channel. Note that, if the input is a Gaussian g p perturbed in the direction L, the output is a Gaussian g p+v perturbed in the direction gpL gv
.e., the multiplicative operator precedes the convolution one. For simplicity, let us assume in the following that the function L is a polynomial satisfying (5), (6) .
Moreover, note that for any density f , if its first and second moments are m 1 (f ) = a and m 2 (f ) = p + a 2 , we have
where g a,p (x) = g p (x − a). Hence, the extremal entropic results of (1) and (2) are locally expressed as
where 0 denotes here the zero function. If (8) is obvious, (9) requires a non-trivial proof. Now, if we want to make headway on the competitive situations presented in the introduction, we need more refined results than the ones above. Let us define the following mapping,
where L 2 (g p ) denotes the space of real functions having a finite · gp norm. This linear mapping gives, for a given perturbed direction L of a Gaussian input g p , the resulting perturbed direction of the output through additive Gaussian noise g v . The norm of each direction in their respective spaces, i.e., L 2 (g p ) and L 2 (g p+v ), gives how far from the Gaussian distribution these perturbations are. Note that if L satisfies (5)- (6), so does Γ (+) L for the measure g p+v . The result in (9) (worst noise case) tells us that this mapping is a contraction, but for our goal, what would be helpful is a spectral analysis of this operator, to allow more quantitative results than the extreme-case results of (8) and (9). In order to do so, one can express Γ (+) as an operator defined and valued in the same space, namely L 2 with the Lebesgue measure λ, which is done by inserting the Gaussian measure in the operator argument. We then proceed to a singular function/value analysis. Formally, let K = L √ g p , which gives K λ = L gp , and let
which gives Γ (+) L gp+v = ΛK λ . Denoting by Λ t the adjoint operator of Λ, we have the following.
Proposition 1: We have that Λ t ΛK = γK holds for each
The polynomials H k } k≥0 is an orthonormal basis of L 2 (g p ), this can be found in [4] . Moreover, one can check that H 1 , respectively H 2 perturb (as approximations but not exactly) a Gaussian distribution into another Gaussian distribution, with a different first moment, respectively second moment. For k ≥ 3, the H k perturbations are not modifying the first two moments and are moving away from Gaussian distributions. However, it is formally only for even values of k that (5) is verified (this will be further discussed). The following result is a version of Proposition 1 with the Gaussian measures.
Proposition 2:
Last proposition implies proposition 1, since
Comment: these properties of Hermite polynomials and Gaussian measures are likely to be already known, in a different context or with different notations. However, what is particularly interesting here, are not only these properties by themselves, but mainly the fact that they are precisely emerging from our information theoretic setting and are helpful to solve our problems.
Summary: In words, we just saw that H k is an eigenfunction of the input/output perturbation operator Γ (+) , in the sense
. Hence, over an additive Gaussian noise channel g v , if we perturb the input g p in the direction H k by an amount ε, we will perturb the output g p+v in the direction H 
A. Hermite Coding: Formalities
With previous results, we will use the Hermite polynomials as our directions to perturb Gaussians. The Hermite polynomial corresponding to k = 0 is H (5) is not satisfied for both k even and odd. But again, for any δ > 0, we have that −H
4k satisfies (5). Hence, in order to ensure (5), we will often work in the proofs with ±H
4k , although it will essentially allow us to reach the performance achieved by any ±H [p] k (odd or even), since we will then take δ arbitrarily small and use continuity arguments.
Convention: We will drop the variance upper script in the Hermite terms whenever a Gaussian density with specified variance is perturbed, i.e., the density g p (1 + εH k ) always denotes g p (1+εH
, no matter what p is. We can afford such a notation since Lemma 2 will always force the Hermite term to have the right variance in our problems. Same treatment is done for · gp and · . Now, in order to evaluate the entropy of a perturbation, i.e., h(g p (1 + εL)), we can express it as the entropy of h(g p ) minus the divergence gap, as in (7), and then use Lemma 1 for the approximation. But this is correct if g p (1 + εL) has the same first two moments as g p . Hence, if L contains only H k 's with k ≥ 3, the previous argument can be used. But if L contains H 1 and/or H 2 terms, the situation can be different. Next Lemma describes this.
Lemma 2: Let δ, p > 0 and
We have for any
Finally, we will need the following lemma.
k+l , where C is a constant depending only on a, b, k and l. In particular
a+b .
IV. RESULTS FOR THE IC
That is, F k (a, p) represents the gain (positive or negative) of using X 1 perturbed along H k and X 2 perturbed along −H k with respect to using Gaussian distributions.
Theorem 1: We have for k ≥ 2
For any fixed p, the function F k (·, p) has a unique positive root, below which it is negative and above which it is positive. Proposition 3: Treating interference as noise with iid Gaussian inputs does not achieve the sum-capacity of the symmetric IC (synch or asynch) and is outperformed by
Proposition 4: For the symmetric synch IC, when treating interference as noise, time sharing improves on the iid Gaussian distribution if F 2 (a, p) > 0.
Definition 3: Blind time sharing over a block length n (assumed to be even) between two users, refers to sending non-zero power symbols only at the instances marked with a 1 in (1, 0, 1, 0, 1, 0, . . . 1, 0) for the first user, and zero power symbols only at the instances marked with a 1 in (1, 1, . . . , 1, 0, 0, . . . , 0) for the second user.
Proposition 5: For the symmetric totally asynch IC, if the receivers only know the asynchronization delay, Gaussian blind time sharing improves on treating interference as noise with iid Gaussian distributions if B 2 (a, p) > 0, where
If the receivers do not know the asynchronization delay, blind time sharing cannot improve on treating interference as noise with iid Gaussian distributions if B 2 (a, p) ≤ 0. How to read these results: We have four thresholds to keep track of. When treating interference as noise we have:
, we know from [2] , [6] , [7] that iid Gaussian inputs are sumcapacity achieving. 
. And if p = 1, the above inequality reads as 0.424 < 0.605 < 0.680 < 1.031. This implies the following for a decoder that treats interference as noise. Since T 2 (p) < T 3 (p), it is first better to time share than using non-Gaussian distributions along H 3 . But this is useful only if time-sharing is permitted, i.e., for the synch IC. However, for the asynchronized IC, since T 3 (p) < T 4 (p), we are better off using the non-Gaussian distributions along H 3 before a Gaussian input scheme, even with blind timesharing. Finally, we notice that there is still a gap between T 1 (p) and T 2 (p), and we cannot say if, in this range, iid Gaussian inputs are still optimal, or if another class of nonGaussian inputs (far away from Gaussians) can outperform them. However, we have noticed something mysterious. In theorem 1, we asked for k ≥ 2. Now, we can still wonder what the inequality achieved by requiring the expression of theorem 1 to be positive looks like for k = 1. And it turns out that this is precisely pa 3 + a − 1 2 > 0, i.e., the complement range delimited by T 1 (p). But the RHS of theorem 1 for k = 1 is not equal to F 1 (a, p), and indeed, it would not make sense that moving along H 1 , which changes the mean with a fixed second moment within Gaussians, would allow us to improve on the iid Gaussian scheme. Yet, getting to the exact same condition, when working on the problem of improving on the iid Gaussian scheme, seems to be a strange coincidence.
Proof of Theorem 1: Let ε, δ > 0 and let X 1 and X 2 be respectively distributed as g p (1 + ε[H k + δH 4k ]) and g p (1 − ε[H k − δH 4k ]), where k = 1, 2. We have I(X 1 , X 1 + aX 2 + Z 1 ) = h(X 1 + aX 2 + Z 1 ) − h(aX 2 + Z 1 ), where X . Note that each direction in each line of the {·} bracket above, including L, satisfy (5) and (6 
where C 1 , C 2 , C 3 are constants. Therefore, the density of X 1 + aX 2 +Z 1 is a Gaussian g p+a 2 p+1 perturbed along the direction H k in the order ε and several H l with l ≥ 2k in the order ε 2 (and other directions but that have a δ order). So we can use Lemma 2 and write h(X 1 + aX 2 + Z 1 ) = h(X 
