Abstract-This study presents an attempt to develop a reliable computerized algorithm, which could classify images into predetermined classes. For this purpose, the histogram of the normalized distance between each two points of the image (algorithm I) and the histogram of normalized distances between three points and the normalized angle of the image edge points (algorithm II) are analyzed. The probabilistic neural network (PNN) is implemented to do shape classification. Our proposed approach is tested on ten classes of MPEG-7 image database. It has been shown that feature extraction based on the distance histogram (algorithm I and algorithm II) is efficient due to its potential to preserve interclass and intra-class variation. In addition, these algorithms ensur invariance to geometric transformations (e.g. translation, rotation and scaling). The best classification accuracy is achieved by eight classes with the total accuracy of 90% and 92.5% for algorithm I and algorithm II, respectively. The reported experiment reveal that the proposed classification algorithm could be useful in the study of MPEG-7 shapes.
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I. Introduction
The problem of shape classification is an enormous challenge for the researchers. This problem is fundamental in many applications. Therefore, an automatic approach of classification is required for making it possible and also for avoiding the problem of human mistakes. It has been mentioned that the accuracy of classification completely depends on the features extracted from the data. Features play an important role in classifying systems such as neural networks. In the feature extraction stage, various different methods can be applied and several diverse features can be extracted from the same raw data.
In recent years a lot of research has been performed on the image feature extraction based on the shape. Some of the effective shape descriptors are based on the histogram. The most advantage of using the histogram to present the features is that it results in to reduce the feature vector dimension and consequently reduce the computational cost in the classification process [1] .
Histogram-based local descriptors (HBLD) are extensively applied in a variety of computer vision tasks such as shape matching [2] [3] [4] [5] , image retrieval [6] [7] , and texture analysis [8] .
In one study, Jain and Vailaya [9] proposed shape descriptor algorithm, which describes two features of the shape: local features are extracted by means of histograms of edge directions and global features are obtained by moment invariants. In their study, the strategy which is based on weight is applied to match features of the images. In another more recent work, Wei et al. [10] presented a hybrid approach to trademark image retrieval in which local features are obtained by computing the mean of curvature at each boundary point and mean and standard deviation of the distance between the centroid and each edge point in edge map. In the study of Singh and Pooja [11] , it has shown that both local and global features have a significant impact on improving the performance of the image retrieval system. Scott and Nowak [12] , had introduced and solved the cyclic order-preserving assignment problem (COPAP), which can be applied to find a cyclic orderpreserving matching between two point sets taken from shapes defined by a single close contour.
Accurate classification of image features has been also the object of much research. Ling and Jacobs [13] applied nearest neighbor for classification of the MPEG-7 shape database by using inner-distance shape context. Earlier, Super [14] had examined the same classification technique by applying normalized squared distance. Sebastian et al. [15] applied curve edits distance features in their classification problem.
In this study the histogram of distances between shapes based on shape geodesics is examined. Totally, the following features were used: 1) Normalized two -point distance histogram (the distances between all points).
2) Normalized three -point distance histogram (the normalized sum of distances between two vectors and the normalized angle between them are used as a second feature).
After that, the proposed algorithms are applied to shape classification.
The remainder of this paper is organized as follows. Section II introduced the set of data applied in this study. In addition, the general principles of feature extraction and classification are presented and the details of the proposed method are provided. In Section III, the experimental results are demonstrated. Finally, the study is concluded in Section IV. 
Data Selection
For all our experiments, we use the image data set of the MPEG-7 core experiment [16] . The data set consists of 70 different classes of shapes, with varying intraclass separation and large interclass similarity among shapes, which created a challenge for both feature extraction and the classification technique.
In this data set, each class contains 20 similar objects, usually (heavily) distorted versions of a single base shape. The whole data set therefore consists of 1400 shapes.
The proposed algorithm is tested on 10 selected symbols of the MPEG-7 database. Therefore, in the current study 200 shapes are applied.
Feature Extraction
In this paper a boundary-based method is considered because an object's shape is chiefly discriminated by the boundary [17] . The comparison between shapes is prepared using shape geodesics. Then the proposed measures are applied to shape classification.
Two-Point Distance Histograms (Algorithm I)
The invariant distance histogram identifies and classifies objects in digitized images by distinguishing rigidly in-equivalent finite point sets and is produced by the mutual distances between distinct pairs of such. This distance is calculated by (1):
The discretized outlines of objects in digitized images are considered. This process is shown in Fig. 2 . 
Three-Point Distance Histograms (Algorithm II)
The three point distance histogram function, which takes the mutual distances between three points, is introduced as a more accurate method compared to the two-point distance histogram function.
In this algorithm, one point is fixed (x 1 , y 1 ), leaving the other two points (x 2 , y 2 ) and (x 3 , y 3 ), and the distances are calculated by (2) and (3). 
The desired distance is obtained by the sum of these two vectors (d 1 and d 2 ). (Fig. 4) . The deviation angle () is defined as: .
Classification
In order to classify the features, probabilistic neural network (PNN) is implemented. 
Probabilistic neural network (PNN)
Probabilistic neural networks can be used for classification problems. When an input is presented, the first layer computes distances from the input vector to the training input vectors, and produces a vector whose elements indicate how close the input is to a training input.
The second layer sums these contributions for each class of inputs to produce as its net output a vector of probabilities.
Finally, the competing transfer function of the output of the second layer picks the maximum of these probabilities, and produces a "1" for that class and a "0" for the other classes.
The architecture of probabilistic neural network is shown in Fig. 5 .
In this network, it is assumed that there are Q input vector/target vector pairs. Each target vector has K elements. One of these elements is "1" and the rest is "0". Therefore, each input vector is associated with one of K classes.
The first-layer input weights, IW 1,1 , are set to the transpose of the matrix formed from the Q training pairs, P'. When an input is presented the ||dist|| box produces a vector whose elements indicate how close the input is to the vectors of the training set. These elements are multiplied, element by element, by the bias and sent the radbas transfer function. An input vector close to a training vector is represented by a number close to "1" in the output vector a 1 . If an input is close to several training vectors of a single class, it is represented by several elements of a 1 that are close to "1" [18] .
The second-layer weights, LW 1,2 , are set to the matrix T of target vectors. Each vector has a "1" only in the row associated with that particular class of input, and [18] Finally, the second-layer transfer function, compete, produces a "1" corresponding to the largest element of n 2 , and "0"'s elsewhere. Thus, the network has classified the input vector into a specific one of K classes because that class had the maximum probability of being correct [18] .
In the training process of PNN, the determination of the value of the smoothing parameter (spread) is a fundamental step. In this network an optimum spread is derived by trial and error. If the spread is near zero, the network acts as a nearest neighbor classifier. As spread becomes larger, the designed network takes into account several nearby design vectors.
Probabilistic neural networks are a kind of radial basis network suitable for classification problems. The structure of this network is straightforward and does not depend on the training process. A PNN is assured to converge to a Bayesian classifier as long as it is given enough training data. In addition, it has shown that the generalization of this network is good.
Although the PNN has many advantages, it suffers from one major disadvantage. Since this network uses more computation, its function approximation or classification is slower to operate in comparison with other kinds of networks.
III. Results
In this study, 10 symbols (classes) of the MPEG-7 database are examined. As mentioned before, each class consists of 20 similar objects, usually (heavily) distorted versions of a single base shape. Therefore, the whole data we used consists of 200 shapes. Fig. 6 depicts one set of data used in this study. Normalized Euclidean distances (algorithm I and algorithm II) for each pair of vertices, the distance from one point on the shape edge to the other points are used as features.
The effectiveness of normalized distance histograms provides small variations in histograms for intra-class and large variations for interclass is demonstrated in Fig.  7 and Fig. 8 , respectively.
Normalized distance histograms of eight images of ''hammer'' class are presented in Fig. 7 , which demonstrates minor variation in features extracted from instances of similar class, whereas Fig. 8 depicts a large variation among the distance histograms of the edge images of different classes (''spring'', ''octopus'', ''device0'', ''butterfly'', ''bone'', ''tree'', ''hat'' and ''horseshoe''). Therefore, our feature extraction based on distance histograms is efficient due to its potential to preserve interclass and intra-class variation. In addition, from In this study, the PNN was applied for classification of the MPEG-7 features. It was implemented by using the MATLAB software package (MATLAB version 7.0 with neural networks toolbox).
The extracted features were randomly divided into two sets: 70% of the data was used for training and the system was tested on the remaining 30%.
Different experiments were performed during the implementation of this classifier and the spread was determined by taking into consideration the classification accuracies for each algorithm (algorithm I and algorithm II). The best classification accuracy is achieved by spread = 0.05 and spread = 0.001 for algorithm I and algorithm II, respectively. Note that the total classification accuracy is defined as the number of correct decisions/total number of cases.
The accuracy of the PNN classifier with spread = 0.05 for algorithm I is presented in Table I . The classification results are demonstrated for 5, 8 and 10 classes of MPEG-7 shapes. As one can see from Table I , the best classification accuracy for algorithm I is accomplished by eight classes with the accuracy of 90%.
The classification performances of the PNN classifier applying algorithm II are also examined for 5, 8 and 10 classes of MPEG-7 shapes. The accuracy results of the PNN classifier with spread = 0.001 for algorithm II is reported in Table II. According to Table II, the best classification accuracy for algorithm II is obtained by eight classes with the accuracy of 92.5%. From the classification results presented in Table I  and Table II (classification accuracies) , one can see that the PNN trained on the second extracted feature vector (algorithm II) produces considerably higher performance than that of the algorithm I.
IV. Discussion
MPEG-7 is a silhouette shaped data set containing 70 shape images with varying intra-class separation and large interclass similarity among shapes, which created a challenge for both feature extraction and the classification technique. There are 20 instances of each shape, and variability among them is quite large for some of the members. Our proposed algorithm was tested on 10 selected symbols of the MPEG-7 database, a set of data is shown in Fig. 6 .
Researchers have tried to highlight different image characteristics within various domains and classify the image segments based on the measured features. Researchers have tried to highlight different image characteristics within various domains and classify the image segments based on the measured features. A recurring subject in pattern recognition and classification applications is the separation of data (images, videos, objects, etc.) into homogeneous classes.
This topic has been extensively studied and different approaches and algorithms have been proposed and applied to several problems. Generally, an important step in these problems is the representation of a given image by a vector of features [19] . Although different, the majority of approaches agree that a good classification model should be sensitive to the extracted features [20] . Furthermore, preprocessing and feature extraction methods are important in developing automated classification systems since these stages could change the classification accuracy.
The distance histogram, formed by the mutual distances between all pairs of points on the discretized boundary of a shape, represents a promising method as it uniquely determines the respective point set with a rather small subset of exceptions [21] . Histograms are used in a vast range of image processing algorithms such as in shape representation and classification [22] , and image enhancement [23] .
Shape analysis from geodesics in shape space has emerged as a powerful tool to develop geometrically invariant shape comparison methods [24] . It has shown that using shape geodesics, one can state the contour matching as a variational non-rigid formulation ensuring a symmetric treatment of curves [17] . The resulting similarity measure is invariant to translation, rotation and scaling independently on constraints or landmarks, but constraints can be added to the approach formulation when available [17] .
This study presented an attempt to develop a reliable computerized algorithm, which could classify shapes into predetermined classes. In other words, the purpose of the research was to investigate the accuracy of PNN network trained on the extracted features for The results of the studies related to the MPEG-7 shape classification indicated that all of the methods used for feature extraction have different performances and no unique robust feature has been found [13] [14] [17] . Therefore, the MPEG-7 shape classification was considered as a typical problem of classification with diverse features.
The present study dealt with up to ten-class problem (5, 8 and 10 classes), which is the assignment of shapes to one of ten predetermined classes.
The accuracy of the PNN is evaluated employing algorithm I on the MPEG-7 shapes and the best total classification accuracy of that model is achieved by eight classes with the total accuracy of 90%. The best classification accuracy for algorithm II is obtained by eight classes with the accuracy of 92.5% (Table II) .
The results of current study related to the MPEG-7 data classification indicated that each feature has different performances. The accuracy rates of the PNN employing the second algorithm for this application (and for the same number of classes) is found to be higher (92.5%) than that of the PNN classifier employing the first algorithm presented in this study. This may be attributed to several factors including the estimation of the network parameters and the nature of the extracted features.
Previously, Mokhtarian et al. [25] applied curvature scale space on MPEG-7 database. The proposed approach only achieved a correct retrieval rate of 75.44%. By using shape context method on the same database, Belongie et al. [26] reported an improvement in term of correct classification rate of about 1.1%. In 2003, the retrieval rate is improved by applying optimized CSS method [27] . Ling and Jacobs [13] described a method for shape retrieval from MPEG-7 database using inner-distance shape context in combination with a nearest neighbor classification. The total retrieval accuracy of their method was 85.4%. The shape tree approach [28] reached an average retrieval rate of 87.7%.
Therefore, the accuracy rate of the PNN with the proposed algorithms in the current study are significantly higher than that of the other approaches [13] [ [25] [26] [27] [28] . These results are summarized in Table III . Mokhtarian et al. [25] Curvature scale space 75.44
Belongie et al. [26] Shape context 76.51
Mokhtarian & Bober [27] Optimized CSS 81.12
Ling and Jacobs [13] Inner-distance shape context (IDSC) 85. 4 Felzenszwalb & Schwartz [28] Shape tree 87.7
Current Study Normalized three -point distance histogram 92.5
V. Conclusion
The classification results indicated that the PNN trained with the second algorithm had considerable success in discriminating the MPEG-7 shapes.
Further work can be performed for improving the classification accuracies by using different feature extraction methods and other ANN classifiers. In addition, the proposed algorithm for feature extraction and PNN approach can be extended to discrimination of the other shape database.
