Abstract-The task of locating a source based on the measurements of the signal emitted/emanating from it is called the source-seeking problem. In the past few years, there has been a lot of interest in deploying autonomous platforms for source-seeking. Some of the challenging issues with implementing autonomous source-seeking are the lack of a priori knowledge about the distribution of the emitted signal and presence of noise in both the environment and on-board sensor measurements. This paper proposes a planner for a swarm of robots engaged in seeking an electromagnetic source. The navigation strategy for the planner is based on Particle Swarm Optimization (PSO) which is a population-based stochastic optimization technique. An equivalence is established between particles generated in the traditional PSO technique, and the mobile agents in the swarm. Since the positions of the robots are updated using the PSO algorithm, modifications are required to implement the PSO algorithm on real robots to incorporate collision avoidance strategies. The modifications necessary to implement PSO on mobile robots, and strategies to adapt to real environments are presented in this paper. Our results are also validated on an experimental testbed.
I. INTRODUCTION
S EEKING a source with autonomous vehicles is an area of growing interest with a wide range of potential applications. The source could be an electromagnetic signal, acoustic signal, thermal signal, or a chemical/biological agent. Motivated from source-seeking behavior exhibited by natural species from a microscopic level [1] to a macroscopic level [2] , researchers have developed robots [3] and sensor networks [4] that can imitate these behaviors in order to perform complex tasks such as environment monitoring, search and rescue operations [5] , [6] , explosive detection, drug detection, sensing leakage of hazardous chemicals, pollution sensing and environmental studies.
In this work, we address the problem in which a team of mobile agents, called the seekers, attempt to find the location of a source that emits an electromagnetic signal of unknown strength. The seekers can continuously measure the signal strength transmitted by the source at their current positions which generally decays with distance from the source. The decay profile of the signal strength is very noisy, as shown in Fig. 1 , which makes many existing methods [7] - [9] inapplicable.
A vast amount of research has been done on source seeking with autonomous agents based on the idea of gradient descent/ ascent. Many of them [7] , [8] , [10] - [17] employ a single agent to search for single or multiple static targets. Methods in [8] , [10] , and [11] assume very small sensing noise in the measurement model which does not hold in our case. Implementation of [7] is restricted to the Samarai MAV with a directional antenna, and not applicable to robots with other structures. Extremum seeking [12] - [17] techniques have also been proposed for the source seeking problem. Nevertheless, in all the extremum seeking related work, only a single vehicle is used to collect measurements at different locations which is time-consuming. In addition, the trajectories generated by extremum seeking always demand costly maneuvers.
The advantages of robot swarm and sensor network attract many researchers [4] , [9] , [18] - [22] to study them and apply them to the source seeking problem. In [18] - [20] , a team of agents implement a consensus algorithm to maintain a particular formation to track the gradient of the source. This method assumes the formation of the swarm being maintained perfectly which is too difficult to achieve. Cooperative source seeking algorithms proposed in [4] , [9] , [21] , and [22] utilize the robot swarm to obtain a better estimate of the gradient. However, all the aforementioned methods are prone to be trapped in a local minimum. Since all of them deploy the swarm or network in a close neighborhood, they lack the global information of the model. In [23] , authors apply a stochastic approximation technique and enable the swarm to locate the source in complex and noisy environment. However, the computational complexity of the method hinders its implementation on some cheaper and less capable robots.
There are other source seeking methods that are nongradient based. In [24] - [26] , researchers formulate the source seeking problem as an inverse problem. This method requires a priori knowledge about the candidate function that governs the decay profile of the source, and some information about the source like wavelength and frequency. In our problem, the agents can measure the signals at their current locations without any knowledge about the overall decay profile. This renders the statistical signal-processing technique, for example, the 'independent component analysis' [27] and statistical methods proposed in [1] , [28] , and [29] used to construct a maximum-likelihood map of the source location inutile. Reference [30] relies on bearing information from directional antennas for triangulation. In [31] , researchers propose a technique that uses signal strength for indoor localization based on the location of the reference nodes and model of the source. In this paper, we address the problem of source seeking using Particle Swarm Optimization (PSO) which does not require any a priori knowledge of the spatial distribution of the signal emanating from the source.
PSO is a population-based stochastic optimization technique. It was first proposed by Kennedy and Eberhart [32] who were inspired by the flocking characteristics of birds. Since then, many variations of PSO have been proposed by researchers, like inertia weight PSO [33] , constriction PSO [34] , neighborhood PSO [35] in its early time, and Quantum behaved PSO [36] and Digital Pheromone PSO [37] developed recently. As a swarm optimization technique, PSO has been applied to some source seeking tasks involving mobile robots. In [38] and [39] , PSO is modified for multirobot systems. However, simulations are limited to some benchmark functions rather than realistic signal models which are not remarkably useful for implementation. Strategies for localizing static and moving odor source in complex environment are proposed in [40] and [41] . To simplify the scenario, we focus our attention to electromagnetic sources, and explore different variations of PSO and compare the performance of various parameter configurations, topology models and obstacle avoidance strategies. In essence, our work focuses on finding the most effective PSO variation to solve the electromagnetic source seeking problem, and validate it in real experiments. Authors in [42] use RF signals as sources to be sought, however, this work is limited to simulations. In [43] , researchers propose a technique that requires a significant number of trials to find optimal parameters for PSO which renders it inutile in real scenarios. In [44] , researchers provide some experimental results for seeking a diffuse light source with PSO, however, it is constrained to a specific PSO configuration.
Parts of this work have previously appeared in [45] - [47] . The main contributions of this paper are as follows. 1) We use a nongradient-based technique for the source seeking problem due to the inherent irregularity in the signal model. 2) We incorporate physical constraints posed by robots in the implementation and evaluation of PSO. 3) Guidelines are presented to choose proper parameters for several PSO variations. A strategy which enables PSO to be implemented experimentally in a complex environment is first presented in this paper.
This paper is outlined as follows. In Section II, we provide some background information regarding the problem description and the main concept of PSO. In Section III, we evaluate and compare three PSO variations with different parameters. In Section IV, we propose collision avoidance strategies for implementing PSO in environments containing obstacles. In Section V, we present a description of the experimental setup, and discuss the implementation results. Finally, we conclude this work in Section VI.
II. BACKGROUND

A. Problem Description
Consider a point source located on a plane continuously transmits/emits a signal. Based on the assumption that a static source is present in the vicinity, a group of mobile agents, called seekers, explore the environment to locate the source. The scenario is similar to a colony of ant swarms trying to locate a food source. The seekers are assumed to be holonomic kinematic agents with maximum speed . The seekers have the capability to measure the strength of the signal emitted by the source at their current locations. However, the seekers have no information about the current location of the source, its signal strength and its decay profile. The objective of the seekers is to find the location of the source which is assumed to be where the signal strength is maximum. For most sources, signal intensity normally decays radially as the distance to the source increases. The decay profile of signal strength of an electromagnetic sources can be described by the following equation [48] : (1) where is the power of the signal measured at a point on the plane located at a distance from the source whose power is , and are constants that depend on the physical parameters of the medium through which the signal is transmitted.
However, in reality the measured signal intensity is too noisy to be accurately described by above equation. For instance, reflection, refraction, multi-path fading, etc., can influence the decay profile dramatically making the actual one highly different from the theoretical one. fact that the real RSSI profile has many local extrema and is nondifferentiable almost everywhere contrary to the theoretical decay profile described by (1) shown in Fig. 2 .
Therefore, an optimization technique capable of searching highly multi-modal design spaces without any requirements on the regularity of the candidate function is desired for our problem. Since mobile robots are used within the environment to locate the position of maximum signal strength, a population-based method in which each population member has a one to one correspondence with a mobile robot is favored. In the next section, we provide a description of the PSO that has the ingredients required to overcome the above challenges.
B. Original PSO
In this section, we provide a brief description of PSO. PSO is a population-based stochastic optimization algorithm first proposed in [32] by Kennedy and Eberhart through simulation of a simplified social model. It is initialized with a number of random solutions, called particles, each with a velocity within some user defined range. The value of the function to be optimized, also called the cost function, is evaluated at the position of the particle. Each particle evolves iteratively in the search-space trying to improve the solution in the following manner: (2) (3) where and represent the position and velocity of the th particle in the th iteration, and are uniformly distributed random numbers within and , and and are best previous position of a particle and best previous position in the swarm. A best previous position is where a particle obtains the minimum cost in its search history. In our case, the above equations can be interpreted in the following manner: Assume that seekers act as particles moving in the search-space , the position of the th seeker in the th iteration is denoted as . The cost function incurred by each seeker is the negative of the signal strength received at its current location. The objective of the seekers is to communicate, and move in a manner so as to reach the global minimum of the cost function. Each seeker is assumed to have the knowledge of its own best previous position and the global best previous position. Therefore, in (2), velocity consists of three terms: the effect of seeker's previous velocity, effect of its best known position and effect of global best known position.
III. PSO MODIFICATIONS AND VARIATIONS
In this section, we will introduce some physical constraints into PSO and compare the performance of three different PSO variations and provide guidelines on parameter selection.
We first introduce two constraints to confine all the seekers to the search space and avoid swarm "explosion" due to unbounded speed [45] . These two constraints apply to all simulations and experiments in this paper.
• Constraint 1: If , then is set to the boundary point on in the direction of . • Constraint 2: If , then with the direction of unchanged., where denotes maximum step length.
A. PSO With Inertia Weight
A variation of the original PSO is to introduce an inertia weight to the previous velocity in (2) , which leads to the following equation to update velocity [33] : (4) According to Shi and Eberhart's analysis in [33] , the inertia weight is critical in balancing global and local search. A larger inertia weight facilitates global exploration while a smaller one facilitates local exploitation [49] . Therefore, implementing a damping mechanism to contributes to better global exploration in the initial stages, and better local exploitation when the swarm is closer to the source. Hereafter, we set as suggested in [50] . We start with multiplying with a damping coefficient as the damping mechanism, and set as suggested in [37] . Equation (5) is implemented in every iteration after velocity is updated. Therefore with
We choose the swarm size to be five in Section III-A and III-B, and this will be explained in Section III-C. Six sets of simulations with different initial and were conducted. In each set, we ran 10,000 simulations on the real RSSI design space described by Fig. 1 . The cost function is defined as the negative RSSI at each point which needs to be minimized. Each simulation was terminated when remained unchanged for 20 iterations. Since the signal strength at the source is 28 dBm, we compared with 28 after each simulation. To evaluate the performance of the seeking process, we introduce to be the final distance between the source location and where is obtained, and to be the percentage error defined as , where denotes the farthest distance to the source in the search space. To evaluate the seeking time and energy consumption, we define . Thus, provides a measure on the total "time" to complete a search since it is proportional to search time based on the assumption that all seekers have equal speed. The actual time cannot be computed in simulations due to the lack of the concept of speed, but serves the same purpose. In addition, we also count the number of iterations , measure the total distance traveled by all robots . We use prefixes "
" and " " to denote the mean and standard deviation of the parameters of interest. Simulation results are shown in Table I , where the units of , and are mm/iteration and mm, respectively. The first four sets illustrate the effect of increasing on the performance of the searching algorithm. As increases from 2 to 5, gets closer to 28, and decreases which means the seekers perform better in locating the source.
in sets 3 and 4 are slightly inconsistent with the decreasing trend in due to the following reason: The seekers locate the source by finding the global minimum of the cost function. However, the real source has multiple global minima, as shown in Fig. 1 , although all of them are obtained in a small neighborhood of the source. Therefore, when the seekers converge to a global minimum, they may not necessarily converge to the one representing the source. Hence, the variation of may not be strictly consistent with that of in a small neighborhood of the source. However, they are consistent in a larger scale as the percentage error is less than 4 in all simulations. As increases, a decreasing represents growing reliability of the algorithm which is another indicator of improved performance. This improvement can be supported by the fact that a larger facilitates global exploration. Therefore, seekers are less likely to be trapped in a local minimum, and more likely to find the global minimum. However, the improved performance is at the expense of higher energy consumption and longer seeking time. Though the average iterations is not clearly related to the change of , and in set 4 are about 1.6 times those of set 1. In Figs. 3 and 4, seekers are represented by different colors and the small circles represent initial positions. It is clear from the figures that trajectories with cycle in a larger area and converge slower than that of . So, we can clearly see a tradeoff between performance and consumption of energy and time.
Simulation sets 5 and 6 reveal the influence of on the performance. Comparing sets 5 and 6 with 1 and 2, we find slight improvement in the and when doubles. However, and also double. Moreover, on set 4, we can conclude that increasing the value of is a better strategy than increasing the value of in terms of performance as well as the energy efficiency.
B. PSO with Constriction Factor
Another variation is PSO with a constriction factor introduced by Clerc in [34] . The constriction factor is used to prevent "explosion" and ensure convergence of PSO. Equations (6) and (7) describe the basic concept of the constriction factor (6) 
Compared to the original PSO, the entire RHS of (2) is multiplied by a coefficient , called the constriction factor as defined in (7) . The main idea of constriction PSO is to take advantage of the mathematical nature of (7) which guarantees the convergence of the algorithm. Detailed explanation of the mechanism of constriction PSO can be found in [34] which is beyond the scope of this paper. According to Clerc, is not necessary when the constriction factor is applied. However, for real robot implementation, we restrict to a smaller value to improve the energy efficiency of the robots.
is a decreasing function of whose supremum is 1 which suggests the constriction PSO does not emphasize global exploration at the initial stage of the search. And it does not favor local exploitation, either, since does not vary through the search. Table II presents the results of six sets of simulations on the constriction PSO algorithm. In all sets, and are set to the same value of to balance the influence of individual and swarm experience. All configurations are identical to those in the previous subsection unless otherwise specified. From sets 7, 8, 9, and 10, we can see improvement in , , , and as increases. Additionally, we also see significant improvements in performance when doubles from sets 11 and 12. However, all these sets are inferior to the sets in Table I . Therefore, our preliminary conclusion is that PSO with inertia weight is better suited for our application. Moreover, 1/10th of the range of the search space is a reasonable value for . As for the inertia weight, any value between 2 and 4 should produce some good results.
C. SPSO
The final variation of PSO studied in this paper is the Standard Particle Swarm Optimization (SPSO) [51] . It is a substantial improvement to the original PSO, and is used as a standard benchmark for comparing the performance of novel PSO techniques. In this section, we will first provide a brief description of SPSO 2006, and then study three SPSO topology models.
The velocity update equation in SPSO is almost the same as (4), except that is replaced with the best previous position in the neighborhood called as , as shown in the following equation:
The swarm size is determined by , where is the dimension of the search space. Standard value of the parameters are as follows:
Please refer to [52] for detailed description on initialization and confinement of SPSO.
A novelty in SPSO is the introduction of neighborhood. Neighborhood defines the communication topology among seekers. In this section, we will study and compare the performance of three commonly used models of topology for the source seeking problem from simulations.
Fig . 5 present the graphs of all three models. Fig. 5 (a) and (b) are ring topology and fully connected topology. Fig. 5(c) is the adaptive random topology model [53] when . In this model, each particle transmits to randomly chosen particles in its neighborhood and itself. This means that it informs at most different particles and at least one particle (itself). For instance, in Fig. 5 (c), particle 6 informs particle 2 and itself, and has 5 informants {1, 2, 3, 4, 5}.
of a particle is defined as the best among all its informants. This graph changes after every unsuccessful iteration (no improvement in ). To compare the aforementioned topology models, we conducted five sets of simulations with different models. Table III illustrates the result of all the simulations. Surprisingly, there is no distinguishable difference among these various models in any of the parameters. Consequently, we cannot draw any solid conclusion on the superiority of one model over the others. One plausible reason for this inconclusive result may lie in the number of seekers. Twelve seekers seem to be excessive for our implementation making the influence of topology model and other parameters negligible. For the same reason, we only used five seekers in previous subsections to distinguish influence of those parameters of interest. In future implementations, we would prefer the fully connected model for simplicity reason.
IV. PSO IN COMPLEX ENVIRONMENT
In previous implementations, the source seeking task is carried out in an ideal obstacle-free environment. However, in practical scenarios, the PSO has to plan for collision avoidance with obstacles as well as among mobile seekers. Therefore, we decompose the obstacle avoidance problem into two stages to deal with static and dynamic obstacles, respectively.
A. Static Obstacles
In this section, we will briefly summarize two static obstacle avoidance strategies proposed in our previous work [45] , [46] .
Then, we will integrate them into SPSO, and compare their performance in simulations.
Obstacles are described as simple convex or concave polygons in the search space shown as green polygons in Fig. 6(b) . The source is located at the center of the map. Seekers are provided with the information about each obstacle's position and size beforehand. The main idea of integrating obstacle avoidance into SPSO is to add a new operation mode to the seekers. They operate in the regular mode implementing SPSO when their trajectories do not collide with obstacles, and switch to obstacle avoiding mode when there is a potential collision. Strategy 1 inherits the heuristic nature of PSO. It introduces a step with a specific length and a random direction into PSO when an obstacle lies in the next step of a seeker. We set the length of this random step to be the "diameter" of the obstacle so that the seeker has a good chance to circumvent the obstacle in one step, as shown in Fig. 6(a) . Here, the diameter refers the largest distance between any two points on the obstacle. Let denote the diameter of the th obstacle. Algorithm 1 presents the procedure of this strategy. It is executed whenever a new step is generated for a seeker by PSO. In other words, collision with any obstacle is always checked for every step from to before it is executed. Fig. 6(b) demonstrates the trajectories of 12 seekers implementing Strategy 1 in SPSO. Different seekers' trajectories are represented by different line styles. " " denotes the initial position of each seeker, and red "x" represents a potential collision with an obstacle. Strategy 2 is a variation of the Bug 1 algorithm [54] . Instead of knowing the position of the goal, only the signal strength at its current position is known to a seeker in our case. Once a seeker switches to obstacle avoidance mode, it starts to circumnavigate the encountered obstacle. As it circumnavigates, it measures the signal strength along its path. After circumnavigating the entire obstacle, the seeker follows the shortest path on the boundary to a point at which it measures the largest signal strength and implements regular SPSO. Although in our case, it is not guaranteed that the seeker would end at the closest point to the source on the obstacle's boundary as in the Bug Problem, it is highly likely to be on the side of the obstacle which is closer to the source. Because the source signal strength generally decays with distance, though it is quite noisy and does not strictly follow a decay profile. This provides the basis of implementing the Bug 1 algorithm and prevents the seeker from going back to the same obstacle. Fig. 7(a) illustrates the trajectory of a seeker implementing the "Bug 1" algorithm to avoid obstacle. Fig. 7(b) presents the trajectories of 12 seekers implementing Strategy 2 in SPSO. Now, we provide additional simulation results to compare these two obstacle avoidance strategies. We conducted six sets of simulations. Sets 18 and 19 used the parameters in set 2, and sets 20, 21, 22, and 23 used the fully connected topology but with different number of seekers. Simulation results are collected in Table IV . Strategy 1 outperforms Strategy 2 in both and for both PSO variations. Very small standard deviation suggests the high reliability of Strategy 1. The reason Strategy 1 ends with longer distance is that its random step is usually larger than because of the size of obstacles. While in Strategy 2, seekers usually take steps shorter than while circumnavigating obstacles. Overall, from simulations, we can conclude that Strategy 1 is better than Strategy 2. Moreover, performance differences originating from different variations is more significant than from different strategies. SPSO outperforms inertia weight PSO when the recommended swarm size 12 is used in SPSO. However, when we reduce the swarm size of SPSO to 5 as shown in set 22 and 23, SPSO becomes inferior to inertia weight PSO. Since swarm size is an important factor of the performance of SPSO, and 12 robots is excessive considering the size of our design space, we think inertia weight PSO is more preferable for our implementation.
B. Dynamic Obstacles
In all previous simulations, seekers are assumed to be points on a plane. However, in practice, they have a finite area. This makes dynamic obstacles avoidance an inevitable issue in the application of swarm robots since every robot acts as a dynamic During each iteration, after are generated by PSO and checked or modified using the static obstacle avoidance strategy, potential collisions among seekers need to be checked. In this stage, there are two possible kinds of collisions: 1) collisions at seekers end points and 2) collisions in seekers trajectories. Since the seekers are assumed to be dimensionless point particles in PSO, the algorithm needs to be modified to take into account possible collisions between the robots at the end of their paths in a real scenario. Some seekers may be too close to fit in the real robots causing collisions at these end points. In order to circumvent this problem, we incorporate a model that forces the seekers to repel each other to rearrange their end points to avoid collision. This is described in Algorithm 2. 16: end for
17: end while
Algorithm 2 ensures safe distance between any two seekers, and avoids end point collision. After this, if any seeker happens to lie in the path of others, the second step is activated. In this mode, seekers move sequentially. Only one seeker moves at a time while others stay still. We treat all other seekers as rectangular obstacles. We construct a reduced visibility graph [55] from the current position of the activated seeker to its next position . Finally, by applying the Dijkstra algorithm [56], we generate the shortest path from to . and . So far, we have proposed a complete solution to implementing PSO on real robots in a complex environment where there exist potential collisions. In the next section, we will describe the experimental setup for implementation.
V. EXPERIMENTS
Our testbed is built on a 5 m 5 m area covered by the Vicon tracking system. This system provides accurate position information of robots by recognizing markers on the robots serving as an indoor GPS system. The source is an XBee module hanging in the middle at a height of 20 cm above floor. We do not place it on the floor in order to avoid potential collision with the robot. Robots used in experiments are small differential-drive robots modified from the Parallax Shield-Bot controlled by Arduino. Each robot is equipped with an XBee module to measure RSSI. Fig. 9 is a picture of the robots. Fig. 10 illustrates the complex environment with obstacles in which experiments were conducted.
In the experiments, we built a centralized system with a computer being the central unit collecting and distributing information to all robots. However, the algorithms proposed in this paper can be implemented on a robot with a reasonable computation power. Additionally, since robots can also communicate with each other, this system can work effectively without a central unit if robots have access to their own positions. Two successful experiments were recorded in a video submitted along with this paper. In these experiments, five robots were deployed to seek the source implementing the proposed strategies in an environment with obstacles. The parameters were chosen to be the same as set 2 in Table I . Our experiments demonstrate that with some modifications and the incorporation of obstacle avoidance strategies, it is effective to implement PSO techniques to robots for source seeking tasks.
VI. CONCLUSION
In this paper, we addressed the source seeking problem with autonomous agents. We proposed a planner using multiple variations of a stochastic technique, Particle Swarm Optimization. We modified PSO in accordance with the physical constraints posed by robots and the environment. The performance of PSO variations were investigated through extensive simulations. We found that inertia weight PSO is best suited for our problem. However, SPSO may provide better performance when a larger swarm size is required. We extended PSO from a pure computation technique to a complete solution to the source seeking problem in a complex environment. Collision avoidance techniques were discussed extensively in this paper, and a complete obstacle avoidance strategy was incorporated in PSO. Our work was validated in experiments using real robots.
In the future, we plan to explore and develop more advanced PSO variations that are specific for robotics applications. We would like to extend our work to more general source seeking scenarios, where sources may have different features and the obstacles in the environment cannot be simplified as polygons.
Though it is unlikely that any variation can perform effectively in all kinds of scenarios, it is possible to explore the preferences of various scenarios and provide guidance in the selection of variations and parameter configurations. Her research interests are in robotics, especially in navigation and control of multi-agent systems.
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