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Abstract
In this article, we primarily propose a novel Bayesian characterization of stationary and nonsta-
tionary stochastic processes. In practice, this theory aims to distinguish between global stationarity
and nonstationarity for both parametric and nonparametric stochastic processes. Interestingly, our
theory builds on our previous work on Bayesian characterization of infinite series, which was ap-
plied to verification of the (in)famous Riemann Hypothesis. Thus, there seems to be interesting
and important connections between pure mathematics and Bayesian statistics, with respect to our
proposed ideas. We validate our proposed method with simulation and real data experiments as-
sociated with different setups. In particular, applications of our method include stationarity and
nonstationarity determination in various time series models, spatial and spatio-temporal setups,
and convergence diagnostics of Markov Chain Monte Carlo. Our results demonstrate very encour-
aging performance, even in very subtle situations.
Using similar principles, we also provide a novel Bayesian characterization of mutual indepen-
dence among any number of random variables, using which we characterize the properties of point
processes, including characterizations of Poisson point processes, complete spatial randomness,
stationarity and nonstationarity. Applications to simulation experiments with ample Poisson and
non-Poisson point process models again indicate quite encouraging performance of our proposed
ideas.
We further propose a novel recursive Bayesian method for determination of frequencies of
oscillatory stochastic processes, based on our general principle. Simulation studies and real data
experiments with varieties of time series models consisting of single and multiple frequencies bring
out the worth of our method.
Keywords: Bayesian theory; Markov Chain Monte Carlo; Spatial and spatio-temporal processes;
Stationary and nonstationary stochastic processes; Tests for stationarity; Time series
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1 Introduction
In various areas of statistics dealing with stochastic processes, ascertainment of stationarity or non-
stationarity of the process behind the observed data, is the primary requirement before postulating
a stochastic model. In statistics, empirical plots of the data for visualizing stationarity is quite
popular, particularly in the time series context. However, rigorous ascertainment of stationarity
is likely to be carried out via appropriate hypotheses testing procedures. In the parametric time
series context, stationarity is usually characterized by specific parameters, and by devising suit-
able testing methods, inference regarding stationarity can be obtained. Using the result of such
a test, appropriate stationarity or nonstationary models can then be built for statistical analysis of
the given data. Although many tests exist in the time series literature, both parametric and non-
parametric, they are meant for specific types of time series. Some related works in this regard are
Dickey and Fuller (1979), Kwiatkowski et al. (1992), Philips and Perron (1988), Breitung (2002),
Basu et al. (2009), Cardinali and Nason (2018), van Delft et al. (2018). In the real data scenario,
where the parametric form may itself be called in question, reliability of the tests for stationarity
need not be taken for granted.
A very important time series example where studying stationarity property is of utmost impor-
tance, is the Markov time series generated by Markov Chain Monte Carlo (MCMC) methods, par-
ticularly in the Bayesian posterior context. Although in principle there exist many formal theories
for addressing MCMC convergence, they are usually difficult to establish for realistic problems.
As a result, plenty of empirical (mostly ad-hoc) methods emerged for diagnosis of convergence of
the MCMC sample to the target posterior distribution, and many such methods are based on vi-
sualizing the graphical plots of the MCMC sample. The available empirical diagnostic tools have
the ill reputation of give false impressions about convergence or non-convergence in realistic situ-
ations. Moreover, in reality, the target posteriors can often be multimodal, and in such cases, the
performances of such diagnostic tools can be even poorer. For more about MCMC convergence di-
agnostics, see, for example, Gelman and Rubin (1992), Geweke (1992), Raftery and Lewis (1992),
Robert (1995), Gilks and Roberts (1996), Cowles and Carlin (1996), Brooks and Gelman (1998),
Brooks and Roberts (1998), Brooks et al. (2011), Robert and Casella (2004), Roy (2019).
Compared to the time series literature, tests for stationarity in the spatial and spatio-temporal
statistics domains are much less developed, and confined to checking covariance stationarity only,
under assumptions that are often difficult to check in practice. Some relevant works in this regard
are Ephraty et al. (2001), Fuentes (2002), Guan et al. (2004), Fuentes (2005), Li et al. (2008), Jun
and Genton (2012), Bandopadhyay and Rao (2017), Bandopadhyay et al. (2017).
In the point process literature, except some simple tests for complete spatial randomness (see,
for example, O’Sullivan and Unwin (2003), Waller and Gotway (2004) and Schabenberger and
Gotway (2005)), there does not seem to exist any formal method to test for Poisson versus non-
Poisson point process, or stationarity versus nonstationarity.
Motivated by the aforementioned problems, we seek a general principle that can attempt to
effectively address all such issues. Interestingly, the recursive Bayesian idea proposed in Roy
and Bhattacharya (2020) to characterize infinite series, turned out to have fruitful extension to
our current situations. Indeed, the recursive Bayesian concept of Roy and Bhattacharya (2020)
enabled them to study convergence of infinite series whose convergence properties are hitherto
unknown. One such infinite series is also a characterization of the most difficult unsolved problem
of mathematics, namely, the Riemann hypothesis. The most surprising result obtained by Roy
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and Bhattacharya (2020) is failure to accept Riemann hypothesis, based on their theory, method
and implementation. Since the idea of Roy and Bhattacharya (2020) is primarily about studying
deterministic infinite series, one may be left wondering how this can be useful from the statistical
perspective. However, the key concept there is to view the deterministic terms of the series as
realizations from some general stochastic process, then to relate convergence of the series to a
quantity that can be interpreted as probability of convergence of the series under the stochastic
process, and finally to build a recursive Bayesian procedure such that the posterior distribution of
the probability of convergence tends to one if and only if the series converges and to zero if and
only if it diverges.
From the above summary of the idea of Roy and Bhattacharya (2020) it can be perceived
that the deterministic terms of the infinite series can be easily replaced with random elements if
necessary. For study of stationarity and nonstatonarity, we again relate stationarity to a quantity
that admits interpretation as probability that the process is stationary, and apply the same concept
of recursive Bayesian method for characterizations of stationarity and nonstationarity.
In the point process setup, we apply similar principles to characterize complete spatial ran-
domness, using properties of Poisson point process. To characterize Poisson point process, we
first need to characterize mutual independence among a set of random variables. Once we char-
acterize such mutual independence, again using similar principles and recursive Bayesian concept
as before, as we show, characterization of Poisson point process is not difficult to achieve. For
mutual independence we make use of simple break-ups of joint distribution of random variables
into products of conditional distributions and Bayesian nonparametrics based on Dirichlet process
(Ferguson (1974)). The latter particularly improves computational efficiency.
Our Bayesian idea can be used in another seemingly unrelated setup, namely, determination
of frequencies of oscillations of oscillating stochastic processes. The basic idea here is to first
provide a appropriate bijective transformation to the data such that the transformed process takes
values on 0, 1]. The transformed process can then be raised to some appropriate power such that
the oscillations become as explicit as possible. Dividing up the interval [0, 1] into appropriate sub-
intervals, we consider the proportions of oscillations contained in the sub-intervals. These can then
be related to the frequencies of oscillation of the underlying stochastic process, and again facili-
tates characterization with our recursive Bayesian principle. We characterize single and multiple
frequencies, as well as infinite number of frequencies of oscillation.
The basic aim of this paper is to render our characterization theories amenable to practical
applications. To this end, we provide ample illustrations of our methods and implementations with
simulated and real data sets, in each of the aforementioned areas of statistics. Most of our codes
are written in C, parallelised using MPI (Message Passing Interface), and implemented in parallel
architectures. Some parallelized R codes are also used in conjunction with our parallel C codes.
Very fast computation is the result of our efforts.
The rest of our article is structured as follows. We begin our treatise in Section 2 with some
necessary definitions and prove results associated with them. With these, we elucidate the key con-
cept behind our proposed ideas in Section 3, and then introduce our recursive Bayesian procedure
for studying stationarity in Section 4. In Section 5, we characterize stationarity and nonstationarity
using the recursive Bayesian procedure. Some relevant computational techniques and their theo-
retical validation are provided in Section 6, and issues related to discretization associated with our
method are discussed in Section 7. Characterization of second order stationarity, that is station-
arity of covariance structure, is considered in Section 8. Discussion of the role of non-recursive
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Bayesian procedures for characterizations is provided in Section 9.
In Section 10, we provide detailed illustration of our theory on characterization of stationarity
and nonstationarity with AR(1) models, along with comparisons with classical tests for stationarity.
In Section 11, we illustrate our theory and methods on more complicated time series models,
such as AR(2), ARCH(1) and GARCH(1,1). MCMC convergence diagnostics with our Bayesian
method is considered in Section 12.
In Section 13 we illustrate detection of strict and covariance stationarity and nonstationarity in
spatial setups, along with comparisons with existing tests for covariance stationarity. Section 14 is
about application of our ideas in spatio-temporal contexts, with comparisons with existing tests for
covariance stationarity. Applications to real spatial and spatio-temporal data sets are considered in
Section 15.
In Section 16, using our main principles, we provide Bayesian characterizations of properties
of point processes, such as complete spatial randomness, Poisson point processes along with sta-
tionarity and nonstationarity. As a necessary part of such characterizations, we also characterize
mutual independence among a set of random variables, in the same section. In different subsec-
tions of the same section we illustrate our theories and methods with various instances of point
processes.
Our Bayesian characterization associated with (multiple) frequency determination of oscillat-
ing stochastic processes is detailed in Section 17, and illustrated with many examples.
2 Requisite definitions and associated results – prelude to the
key concept
Consider a stochastic process X = {Xs : s ∈ S}, where S is some arbitrary index set. We as-
sume that S = ∪∞i=1Mi such that Mi are disjoint, and {Xs : s ∈ Mi} is stationary. In other
words, we assume that X is locally stationary. We show below that most stochastic processes are
approximately locally stationary. For simplicity of exposition, we consider the case where s is
one-dimensional; the higher-dimensional case is a simple generalization.
Theorem 1 For any (s1, . . . , sm), for m ≥ 1, let Fs1,...,sm denote the joint distribution function of
(Xs1 , . . . , Xsm). Assume that for any (x1, . . . , xm), Fs1,...,sm is differentiable in sufficiently small
neighborhoods of (x1, . . . , xm), and that for i = 1, . . . ,m, Xsi+h = Xsi +OP (h), as h→ 0. Then
for any (x1, . . . , xm), Fs1+h,...,sm+h (x1, . . . , xm) = Fs1,...,sm (x1, . . . , xm) +OP (h), as h→ 0.
Proof. Let us first assume that Xs are deterministic variables satisfying Xsi+h = Xsi + O(h), as
h → 0, i = 1, . . . ,m. Then by Taylor’s series expansion up to the first order, using the above
condition, reveals that Fs1+h,...,sm+h (x1, . . . , xm) = Fs1,...,sm (x1, . . . , xm) + O(h). Hence, the
result follows by an application of Theorem 7.15 of Schervish (1995).
Remark 2 The condition Xs+h = Xs + OP (h), as h → 0 is satisfied by stochastic processes Xs
with almost surely differentiable paths, for example, Gaussian processes, with sufficiently smooth
covariance structure (see, for example, Adler (1981), Adler and Taylor (2007)). Also, non-smooth
processes that are mean square continuous, in the sense that E (Xs+h −Xs)2 → 0, as h→ 0, for
any s, also satisfy the property. Furthermore, discrete processes such as Poisson processes satisfy
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the above property. Also note that the differentiability condition of Fs1,...,sm is satisfied by most
distribution functions, including the step functions corresponding to discrete distributions.
Note that local stationarity does not imply that the entire process is even asymptotically sta-
tionary. However, as we show below, global stationarity is also possible under our setup. Our goal
is to distinguish between global (asymptotic) stationarity and nonstationarity.
For all practical purposes, we shall consider realizations of X at discrete index points, that is,
points on the set S˜ = ∪∞i=1Ni, where Ni is a discretization ofMi and {Xs : s ∈ Ni, |Ni| = ni},
where |Ni| is the cardinality of Ni, is stationary. We assume that |Ni| → ∞, for each i. In
particular, if s is one-dimensional, then Ni =
{
sr :
∑i−1
k=1 nk ≤ r ≤
∑i
k=1 nk
}
, and |Ni| = ni →
∞ for each i; we set n0 = 0.
In practice, one can not observe the entire stochastic process X , even on the discrete set S˜.
Hence, let us assume that onlyXK =
{
Xs : s ∈ ∪Ki=1Ni
}
has been observed, for sufficiently large
K.
For any Borel set C, consider
Pˆi(C) = n
−1
i
∑
s∈Ni
I(Xs ∈ C). (2.1)
Now let
P˜K(C) =
∑
s∈∪Ki=1Ni I(Xs ∈ C)∑K
i=1 ni
=
∑K
i=1 niPˆi(C)∑K
i=1 ni
=
K∑
i=1
pˆiKPˆi(C), (2.2)
where pˆik = ni/
∑K
j=1 nj . By the Glivenko-Cantelli theorem for stationary random variables (see
Stute and Schumann (1980))
sup
C
∣∣∣Pˆi(C)− Pi(C)∣∣∣ a.s.−→ 0, as ni →∞, (2.3)
where Pi(C) is the probability that any random variable in Ni belongs to C. Note that Pi(C) may
itself be a random variable unless {Xs : s ∈ Ni, |Ni| = ni} is also ergodic. Randomness of Pi(C)
is not a cause for concern, however, for the methodology that we propose.
Let us now assume that
pˆiK =
ni∑K
j=1 nj
→ piK = pi∑K
j=1 pj
, (2.4)
as nj →∞, for j = 1, . . . , K. Here 0 ≤ pi ≤ 1, such that
∑∞
i=1 pi = 1.
Let P∞(C) =
∑∞
i=1 piPi(C). Then we have the following theorem.
Theorem 3
lim
K→∞
lim
ni→∞,i=1,...,K
sup
C
∣∣∣P˜K(C)− P∞(C)∣∣∣ = 0, almost surely. (2.5)
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Proof.
sup
C
∣∣∣P˜K(C)− P∞(C)∣∣∣
= sup
C
∣∣∣∣∣
K∑
i=1
pˆiKPˆi(C)−
K∑
i=1
piPi(C)−
∞∑
i=K+1
piPi(C)
∣∣∣∣∣
≤ sup
C
∣∣∣∣∣
K∑
i=1
pˆiKPˆi(C)−
K∑
i=1
piPi(C)
∣∣∣∣∣+ supC
∣∣∣∣∣
∞∑
i=K+1
piPi(C)
∣∣∣∣∣
≤
K∑
i=1
pi
[
sup
C
∣∣∣Pˆi(C)− Pi(C)∣∣∣]+ K∑
i=1
[
sup
C
Pˆi(C)
]
|pˆiK − pi|+
∞∑
i=K+1
pi
[
sup
C
Pi(C)
]
.
(2.6)
Now, due to (2.3), given K,
K∑
i=1
pi
[
sup
C
∣∣∣Pˆi(C)− Pi(C)∣∣∣]→ 0, almost surely as ni →∞, i = 1, . . . , K.
Hence,
lim
K→∞
lim
ni→∞,i=1,...,K
K∑
i=1
pi
[
sup
C
∣∣∣Pˆi(C)− Pi(C)∣∣∣] = 0, almost surely. (2.7)
As ni →∞ for j = 1, . . . , K and K →∞, the second term of (2.6) can be shown to converge
to zero in the following way:
lim
ni→∞,i=1,...,K
K∑
i=1
[
sup
C
Pˆi(C)
]
|pˆiK − pi|
≤ lim
ni→∞,i=1,...,K
K∑
i=1
|pˆiK − pi| =
K∑
i=1
|piK − pi| =
∞∑
i=K+1
pi → 0, as K →∞. (2.8)
For the third term of (2.6), note that
∞∑
i=K+1
pi
[
sup
C
Pi(C)
]
≤
∞∑
i=K+1
pi → 0, as K →∞. (2.9)
The result follows by combining (2.6), (2.7), (2.8) and (2.9).
Note that stationarity of the process X is characterized by Pi = P for i = 1, 2, . . ., in which
case P∞ = P . Observe that if Pi = P∞ for i = 1, . . . ,∞, it then follows that P∞ = P . Asymptotic
stationarity is characterized by Pi = P for i ≥ i0, for some i0 > 1. In this case, if Pj = Pi0,∞ =∑∞
i=i0+1
piPi∑∞
i=i0+1
pi
, for j > i0, then Pi = P for i > i0. On the other hand, if X is nonstationary and not
even asymptotically stationary, then Pi 6= Pj for infinitely many j 6= i. The latter condition also
implies that there does not exist i0 > 1 such that Pj = Pi0,∞ for j > i0. Hence, there exists no
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i0 > 1 such that Pi = P for i > i0.
Theorem 4 X is stationary if and only if for i ≥ 1, sup
C
∣∣∣Pˆi(C)− P˜K(C)∣∣∣→ 0 almost surely, as
ni →∞ satisfying (2.4), i = 1, . . . , K, K →∞.
Proof. Note that sup
C
∣∣∣Pˆi(C)− P˜K(C)∣∣∣ ≤ sup
C
∣∣∣Pˆi(C)− P∞(C)∣∣∣ + sup
C
∣∣∣P˜K(C)− P∞(C)∣∣∣.
The first part of the right hand side tends to zero almost surely as ni → ∞ satisfying (2.4),
i = 1, . . . , K, K → ∞, if and only if X is stationary, and the second part tends to zero almost
surely by Theorem 3.
Theorem 5 X is nonstationary if and only if sup
C
∣∣∣Pˆi(C)− P˜K(C)∣∣∣ > 0 almost surely, as ni →
∞ satisfying (2.4), i = 1, . . . , K, K →∞.
Proof. Note that ∣∣∣Pˆi(C)− P˜K(C)∣∣∣ ≥ ∣∣∣∣∣∣Pˆi(C)− P∞(C)∣∣∣− ∣∣∣P˜K(C)− P∞(C)∣∣∣∣∣∣ . (2.10)
By Theorem 3, for any 1 > 0, ∣∣∣P˜K(C)− P∞(C)∣∣∣ < 1, (2.11)
for all C, for sufficiently large ni satisfying (2.4) and sufficiently large K. Also,∣∣∣Pˆi(C)− P∞(C)∣∣∣ ≥ ∣∣∣|Pi(C)− P∞(C)| − ∣∣∣Pˆi(C)− Pi(C)∣∣∣∣∣∣ . (2.12)
By (2.3), for any 2 > 0,
∣∣∣Pˆi(C)− Pi(C)∣∣∣ < 2, for all C, as ni →∞. But |Pi(C)− P∞(C)| > 0,
at least for some C, since Pi 6= Pj for infinitely many j 6= i. Since 2 (> 0) is arbitrary, it follows
from these arguments and (2.12), that∣∣∣Pˆi(C)− P∞(C)∣∣∣ > 0, for some C, for sufficiently large ni. (2.13)
Since 1 (> 0) in (2.11) is also arbitrary, combining (2.13), (2.11) and (2.10) it is evident that
the right hand side of (2.10) is positive for some C for sufficiently large ni satisfying (2.4) and
sufficiently large K. Hence,
sup
C
∣∣∣Pˆi(C)− P˜K(C)∣∣∣ > 0
almost surely, as ni →∞ satisfying (2.4), i = 1, . . . , K, K →∞.
3 The key concept
Let pj,nj = P
(
sup
C
∣∣∣Pˆj(C)− P˜K(C)∣∣∣ ≤ cj). As will be seen later, this can be interpreted as the
probability that the underlying process is stationary when the observed data is I
{
sup
C
∣∣∣Pˆj(C)− P˜K(C)∣∣∣ ≤ cj}.
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Note that, for stationarity, due to Theorem 4, for j = 1, . . . , K, as nj → ∞, K → ∞, the lat-
ter converges to one almost surely. Since pj,nj = E
[
I
{
sup
C
∣∣∣Pˆj(C)− P˜K(C)∣∣∣ ≤ cj}], uniform
integrability leads one to expect that for j ≥ 1, for any choice of the non-negative monotonically
decreasing sequence {cj}∞j=1,
lim
K→∞
lim
nj→∞,j=1,...,K
pj,nj
= lim
K→∞
lim
nj→∞,j=1,...,K
P
(
sup
C
∣∣∣Pˆi(C)− P˜K(C)∣∣∣ ≤ cj)
= lim
K→∞
lim
nj→∞,j=1,...,K
E
[
I
{
sup
C
∣∣∣Pˆi(C)− P˜K(C)∣∣∣ ≤ cj}]
= 1.
Similarly, for nonstationarity, we expect, using Theorem 5 that for j ≥ j0 ≥ 1,
lim
K→∞
lim
nj→∞,j=1,...,K
pj,nj = 0
almost surely, for any choice of the non-negative monotonically decreasing sequence {cj}∞j=1.
In reality it is not known if pj,nj converges to zero or one, since it is not known ifX is stationary
or nonstationary. Thus, we consider learning about pj,nj from the data XK and some appropriate
prior on pj,nj in the form of the posterior pi
(
pj,nj |XK
)
. As we will show,
lim
K→∞
lim
nj→∞,j=1,...,K
pi
(
pj,nj |XK
)
= 1, almost surely
for j ≥ 1 and any choice of the non-negative monotonically decreasing sequence {cj}∞j=1, charac-
terizes stationarity ofX and
lim
K→∞
lim
nj→∞,j=1,...,K
pi
(
pj,nj |XK
)
= 0, almost surely
for j ≥ j0 ≥ 1, for any choice of the non-negative monotonically decreasing sequence {cj}∞j=1,
characterizes nonstationarity ofX .
In Section 4 we devise a recursive Bayesian methodology that achieves the goal discussed
above.
4 A recursive Bayesian procedure for studying stationarity
Since we view Xi as realizations from some random process, we first formalize the notion in terms
of the relevant probability space. Let (Ω,A, µ) be a probability space, where Ω is the sample
space, A is the Borel σ-field on Ω, and µ is some probability measure. Let, for i = 1, 2, 3, . . .,
Xi : Ω 7→ R be real valued random variables measurable with respect to the Borel σ-field B on
R. As in Schervish (1995), we can then define a σ-field of subsets of R∞ with respect to which
X = (X1, X2, . . .) is measurable. Indeed, let us define B∞ to be the smallest σ-field containing
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sets of the form
B =
{
X : Xi1 ≤ r1, Xi2 ≤ r2, . . . , Xip ≤ rp, for some p ≥ 1,
some integers i1, i2, . . . , ip, and some real numbers r1, r2, . . . , rp} .
Since B is an intersection of finite number of sets of the form
{
X : Xij ≤ rj
}
; j = 1, . . . , p, all of
which belong toA (sinceXij are measurable) it follows thatX−1(B) ∈ A, so thatX is measurable
with respect to (R∞,B∞, P ), where P is the probability measure induced by µ.
Alternatively, note that it is possible to represent any stochastic process {Xi : i ∈ I}, for fixed
i as a random variable ω 7→ Xi(ω), where ω ∈ S; S being the set of all functions from I into R.
Also, fixing ω ∈ S, the function i 7→ Xi(ω); i ∈ I, represents a path of Xi; i ∈ I. Indeed, we
can identify ω with the function i 7→ Xi(ω) from I to R; see, for example, Øksendal (2000), for a
lucid discussion.
This latter identification will be convenient for our purpose, and we adopt this in this article.
Note that the σ-algebra F induced by X is generated by sets of the form
{ω : ω(i1) ∈ B1, ω(i2) ∈ B2, . . . , ω(ik) ∈ Bk} ,
where Bj ⊂ R; j = 1, . . . , k, are Borel sets in R.
4.1 Development of the stage-wise likelihoods
Let {cj}∞j=1 be a non-negative decreasing sequence and
Yj,nj = I
{
sup
C
∣∣∣Pˆj(C)− P˜K(C)∣∣∣ ≤ cj}. (4.1)
Let, for j ≥ 1,
P
(
Yj,nj = 1
)
= pj,nj . (4.2)
Hence, the likelihood of pj,nj , given yj,nj , is given by
L
(
pj,nj
)
= p
yj,nj
j,nj
(
1− pj,nj
)1−yj,nj (4.3)
It is important to relate pj,nj to stationarity of the underlying series. Note that pj,nj is the probability
that sup
C
∣∣∣Pˆj(C)− P˜K(C)∣∣∣ falls below cj . Thus, pj,nj can be interpreted as the probability that the
processX is stationary when the data observed is Yj,nj . IfX is stationary, then due to Theorem 4
it is to be expected a posteriori, that for j ≥ 1, for any non-negative decreasing sequence {cj}∞j=1,
pj,nj → 1 as nj →∞, satisfying (2.4). (4.4)
Indeed, as we will formally show, condition (4.4) is both necessary and sufficient for stationarity
ofX .
On the other hand, ifX is nonstationary, then there exists j0 ≥ 1 such that for every j > j0, as
nj → ∞ satisfying (2.4), sup
C
∣∣∣Pˆj(C)− P˜K(C)∣∣∣ > cj , for any non-negative decreasing sequence
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{cj}∞j=1, due to Theorem 5. Here we expect, a posteriori, that
pj,nj → 0 as nj →∞, satisfying (2.4), (4.5)
for j ≥ j0 ≥ 1. Again, we will prove formally that the above condition is both necessary and
sufficient for divergence.
In what follows we shall first construct a recursive Bayesian methodology that formally char-
acterizes convergence and divergence in terms of formal posterior convergence related to (4.4) and
(4.5).
4.2 Development of recursive Bayesian posteriors
We assume that
{
yj,nj ; j = 1, 2, . . .
}
is observed successively at stages indexed by j. That is, we
first observe y1,n1 , and based on our prior belief regarding the first stage probability, p1,n1 , compute
the posterior distribution of p1,n1 given y1,n1 , which we denote by pi(p1,n1|y1,n1). Based on this
posterior we construct a prior for the second stage, and compute the posterior pi(p2,n2|y2,n2). We
continue this procedure for as many stages as we desire. Details follow.
Consider the sequences {αj}∞j=1 and {βj}∞j=1, where αj = βj = 1/j2 for j = 1, 2, . . .. At the
first stage of our recursive Bayesian algorithm, that is, when j = 1, let us assume that the prior is
given by
pi(p1,n1) ≡ Beta(α1, β1), (4.6)
where, for a > 0 and b > 0, Beta(a, b) denotes the Beta distribution with mean a/(a + b) and
variance (ab)/ {(a+ b)2(a+ b+ 1)}. Combining this prior with the likelihood (4.3) (with j = 1),
we obtain the following posterior of p1,n1 given y1,n1:
pi(p1,n1|y1,n1) ≡ Beta (α1 + y1,n1 , β1 + 1− y1,n1) . (4.7)
At the second stage (that is, for j = 2), for the prior of p2,n2 we consider the posterior of p1,n1
given y1,n1 associated with the Beta(α1 +α2, β1 +β2) prior. That is, our prior on p2,n2 is given by:
pi(p2,n2) ≡ Beta (α1 + α2 + y1,n1 , β1 + β2 + 1− y1,n1) . (4.8)
The reason for such a prior choice is that the uncertainty regarding convergence of the series is
reduced once we obtain the posterior at the first stage, so that at the second stage the uncertainty
regarding the prior is expected to be lesser compared to the first stage posterior. With our choice,
it is easy to see that the prior variance at the second stage, given by
{(α1 + α2 + y1,n1)(β1 + β2 + 1− y1,n1)} /
{
(α1 + α2 + β1 + β2 + 1)
2(α1 + α2 + β1 + β2 + 2)
}
,
is smaller than the first stage posterior variance, given by
{(α1 + y1,n1)(β1 + 1− y1,n1)} /
{
(α1 + β1 + 1)
2(α1 + β1 + 2)
}
.
The posterior of p2,n2 given y2,n2 is then obtained by combining the second stage prior (4.8)
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with (4.3) (with j = 2). The form of the posterior at the second stage is thus given by
pi(p2,n2|y2,n2) ≡ Beta (α1 + α2 + y1,n1 + y2,n2 , β1 + β2 + 2− y1,n1 − y2,n2) . (4.9)
Continuing this way, at the k-th stage, where k > 1, we obtain the following posterior of pk,nk :
pi(pk,nk |yk,nk) ≡ Beta
(
k∑
j=1
αj +
k∑
j=1
yj,nj , k +
k∑
j=1
βj −
k∑
j=1
yj,nj
)
. (4.10)
It follows from (4.10) that
E (pk,nk |yk,nk) =
∑k
j=1 αj +
∑k
j=1 yj,nj
k +
∑k
j=1 αj +
∑k
j=1 βj
; (4.11)
V ar (pk,nk |yk,nk) =
(
∑k
j=1 αj +
∑k
j=1 yj,nj)(k +
∑k
j=1 βj −
∑k
j=1 yj,nj)
(k +
∑k
j=1 αj +
∑k
j=1 βj)
2(1 + k +
∑k
j=1 αj +
∑k
j=1 βj)
. (4.12)
Since
∑k
j=1 αj =
∑k
j=1 βj =
∑k
j=1
1
j2
, (4.11) and (4.12) admit the following simplifications:
E (pk,nk |yk,nk) =
∑k
j=1
1
j2
+
∑k
j=1 yj,nj
k + 2
∑k
j=1
1
j2
; (4.13)
V ar (pk,nk |yk,nk) =
(
∑k
j=1
1
j2
+
∑k
j=1 yj,nj)(k +
∑k
j=1
1
j2
−∑kj=1 yj,nj)
(k + 2
∑k
j=1
1
j2
)2(1 + k + 2
∑k
j=1
1
j2
)
. (4.14)
5 Characterization of stationarity properties of the underlying
process
Based on our recursive Bayesian theory we have the following theorem that characterizes station-
arity ofX in terms of the limit of the posterior probability of pk,nk , as nk →∞ satisfying (2.4) and
K →∞. We also assume, for the sake of generality, that for any ω ∈ S∩Nc, whereN (⊂ S) has
zero probability measure, the non-negative monotonically decreasing sequence {cj}∞j=1 depends
upon ω, so that we shall denote the sequence by {cj(ω)}∞j=1. In other words, we allow {cj(ω)}∞j=1
to depend upon the corresponding data X(ω). Since sup
C
∣∣∣Pˆj(C)− P˜K(C)∣∣∣ ≤ 1 and tends to zero
in the case of stationarity, there exists a monotonically decreasing sequence {cj(ω)}∞j=1 such that
for nj; j = 1, . . . , K sufficiently large satisfying (2.4),
sup
C
∣∣∣Pˆj(C)(ω)− P˜K(C)(ω)∣∣∣ ≤ cj(ω), for j ≥ 1. (5.1)
Theorem 6 For all ω ∈ S ∩Nc, where N is some null set having probability measure zero, X is
stationary if and only if for any monotonically decreasing sequence {cj(ω)}∞j=1,
pi (N1|yk,nk(ω))→ 1, (5.2)
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as k → ∞ and nj → ∞ for j = 1, . . . , K satisfying (2.4) and K → ∞, where N1 is any
neighborhood of 1 (one).
Proof. Let, for ω ∈ S ∩Nc, whereN is some null set having probability measure zero,X be sta-
tionary. Then, by (5.1), sup
C
∣∣∣Pˆj(C)(ω)− P˜K(C)(ω)∣∣∣ ≤ cj(ω) for nj sufficiently large satisfying
(2.4), given any choice of the monotonically decreasing sequence {cj(ω)}∞j=1. Hence, yj,nj(ω) = 1
for sufficiently large nj , satisfying (2.4), for j ≥ 1. Hence, in this case,
∑k
j=1 yj,nj(ω) = k, Also,∑k
j=1
1
j2
→ pi2
6
, as k →∞. Consequently, it is easy to see that
µk = E (pk,nk |yk,nk(ω)) ∼
pi2
6
+ k
k + pi
2
3
→ 1, as k →∞, and, (5.3)
σ2k = V ar (pk,nk |yk,nk(ω)) ∼
(pi
2
6
+ k)(pi
2
6
)
(k + pi
2
3
)2(1 + k + pi
2
3
)
→ 0 as k →∞. (5.4)
In the above, for any two sequences {ak}∞k=1 and {bk}∞k=1, ak ∼ bk indicates akbk → 1, as k → ∞.
Now let N1 denote any neighborhood of 1, and let  > 0 be sufficiently small such that N1 ⊇
{1− pk,nk < }. Combining (5.3) and (5.4) with Chebychev’s inequality ensures that (5.2) holds.
Now assume that (5.2) holds. Then for any given  > 0,
pi (pk,nk > 1− |yk,nk(ω))→ 1, as k →∞. (5.5)
Hence,
E (pk,nk |yk,nk(ω))→ 1; (5.6)
V ar (pk,nk |yk,nk(ω))→ 0, (5.7)
as k → ∞. If X is nonstationary, then there exists j0(ω) such that for each j ≥ j0(ω), for
sufficiently large nj satisfying sup
C
∣∣∣Pˆj(C)(ω)− P˜K(C)(ω)∣∣∣ > cj(ω), for j ≥ j0(ω), for any
choice of non-negative sequence {cj(ω)}∞j=1 monotonically converging to zero. Hence, in this
situation, 0 ≤∑kj=1 yj,nj(ω) ≤ j0(ω). Substituting this in (4.13) and (4.14), it is easy to see that,
as k →∞,
E (pk,nk |yk,nk(ω))→ 0; (5.8)
V ar (pk,nk |yk,nk(ω))→ 0, (5.9)
so that (5.6) is contradicted.
We now prove the following theorem that provides necessary and sufficient conditions for
nonstationarity of X in terms of the limit of the posterior probability of pk,nk(ω), as nk → ∞
satisfying (2.4).
Theorem 7 X is nonstationary if and only if for any ω ∈ S∩Nc whereN is some null set having
probability measure zero, for any choice of the non-negative, monotonically decreasing sequence
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{cj(ω)}∞j=1,
pi
(N0|yk,nk(ω)(ω))→ 1, (5.10)
as k → ∞ and nj → ∞, j = 1, . . . , K satisfying (2.4), and K → ∞, where N0 is any neighbor-
hood of 0 (zero).
Proof. Assume that X is nonstationary. Then there exists j0(ω) ≥ 1 such that for every j ≥
j0(ω), sup
C
∣∣∣Pˆj(C)(ω)− P˜K(C)(ω)∣∣∣ > cj(ω), for sufficiently large nj , for any choice of non-
negative sequence {cj(ω)}∞j=1 monotonically converging to zero. From the proof of the sufficient
condition of Theorem 6 it follows that (5.8) and (5.9) hold. Let  > 0 be small enough so that
N0 ⊇ {pk,nk < }. Then combining Chebychev’s inequality with (5.8) and (5.9) it is easy to see
that (5.10) holds.
Now assume that (5.10) holds. Then for any given  > 0,
pi (pk,nk < |yk,nk(ω))→ 1, as k →∞. (5.11)
It follows that
E (pk,nk |yk,nk(ω))→ 0; (5.12)
V ar (pk,nk |yk,nk(ω))→ 0, (5.13)
as k →∞.
If X is stationary, then by Theorem 6, pi (N1|yk,nk(ω)) → 1 as k → ∞, for all sequences
{nj}∞j=1, so that E (pk,nk |yk,nk(ω))→ 1, which is a contradiction to (5.12).
6 Computation of the sup norm between empirical distribution
functions associated with Pˆj and P˜K
In all practical applications that involves identifying stationarity or nonstationarity by our method,
it is needed to compute the sup norms sup
C
|Pˆj(C)−P˜K(C)|; j ≥ 1. For this purpose, it is sufficient
to compute sup
−∞<x<∞
|Fˆj(x)− F˜K(x)|, where Fˆj(x) and F˜K(x) stand for the empirical distribution
functions corresponding to Pˆj and P˜K . Lemma 8 provides the formula for the desired sup norm.
Lemma 8 Let Fˆj(x) and F˜K(x) denote the empirical distribution functions corresponding to em-
pirical probability distributions Pˆj and P˜K , respectively. Then it holds that
sup
−∞<x<∞
|Fˆj(x)− F˜K(x)| = 1− F˜K(xˆj), (6.1)
where xˆj = maxNj , provided that xˆj 6= max
{∪Kk=1Nk}.
Proof. Since both Fˆj(x) and F˜K(x) are empirical distribution functions, their jumps occur at
the order statistics associated with the sample data. Now, by inspection it can be seen that, if
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xˆj 6= max
{∪Kk=1Nk}, then
|Fˆj(xˆj)− F˜K(xˆj) = 1− F˜K(xˆj). (6.2)
For the r-th order statistic value x(t), t ≥ 1 such that x(t) 6= xˆj , |Fˆj(xˆj) − F˜K(xˆj) is of the form∣∣∣ `nj − r∑Kk=1 nk ∣∣∣, where 1 < ` < nj , 1 < r <∑Kk=1 nk. But, for 1 ≤ m ≤∑Kk=1 nk,
1− m∑K
k=1 nk
≥
∣∣∣∣∣ `nj − r∑Kk=1 nk
∣∣∣∣∣ . (6.3)
Since 1− F˜K(xˆj) in (6.2) is of the form 1− m∑K
k=1 nk
, it follows from (6.3) that (6.1) holds.
Remark 9 Lemma 8 gives the formula for the sup norm when xˆj 6= max
{∪Kk=1Nk}. In fact, (6.1)
is no longer valid when xˆj = max
{∪Kk=1Nk}. Note that there exists exactly one k ≥ 1 such that
xˆj∗ = max
{∪Kk=1Nk}. For that j∗, there is no direct formula for the sup norm, and it is desirable
to compute the sup norm by evaluating the differences between the empirical distribution functions
at all the sample order statistics. However, just for a single k, such elaborate computation is not
worthwhile. Instead it makes sense to construct Fˆj∗ based on all the observations in Nj∗ except
xˆj∗ . Hence, if x˜j∗ is the maximum of Nj∗\ {xˆj∗}, then in that case, sup
−∞<x<∞
|Fˆj∗(x) − F˜K(x)| =
1− F˜K(x˜j∗), which is what we shall use in our practical applications.
7 Choice of the cardinality of Ni
An important ingredient of our method, particularly tied to practical implementation, is the choice
of the number of random variables in the sets Ni. Recall that Ni is discretization of an index set
Mi, on which s varies continuously, such that {Xs : s ∈Mi} is stationary. Let the closure ofMi,
denoted byMi, be compact.
Let the index s ∈ Rp, for p ≥ 1. For j = 1, 2, . . ., consider p-dimensional balls Bp(cj, r) with
centers cj and radius r > 0 such that for any s ∈ Mi, there exists j ≥ 1 such that s ∈ Bp(cj, ).
Then the set {Bp(cj, ) : j ≥ 1} constitutes an open cover forMi. By compactness, there exists a
set {Bp(cjk , ) : k = 1, . . . , ni}, for finite ni ≥ 1 such thatMi ⊆ ∪nik=1Bp(cjk , ). It follows that
Vol
(Mi) ≤ ni∑
k=1
Vol (Bp(cjk , )) , (7.1)
where for any set S, Vol(S) denotes the volume of S. Since Vol (Bp(cjk , )) = Vol (Bp(0, )), the
p-dimensional ball with center 0, and since Vol (Bp(0, )) = pi
p/2
Γ(p/2+1)
p, it follows from (7.1) that
ni ≥
(
Vol
(Mi)
p
)(
Γ (p/2 + 1)
pip/2
)
. (7.2)
For example, ifMi is a p-dimensional hypercube with ci (> 0) being the length of each edge, then
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it follows from (7.2) that ni ≥
(
ci

)p (Γ(p/2+1)
pip/2
)
. For example, if p = 1 and c = 3, then n ≥ 1.5;
if p = 2 and c = 3, then n ≥ 2.865; p = 3 and c = 3, implies n ≥ 6.446, etc. Similar idea has
been considered in Section 1.2.1 of Giraud (2015), in the context of large p. In our illustrations, the
total number of observations are allocated to a substantially large number of cubes of dimensions
one, two and three. Consequently, c/ is not expected to be significantly larger than one. As such,
we take care such that the cube containing the minimum number of observations has at least three
observations.
8 Stationarity of covariance structure
Let Y(s1,s2) = Xs1Xs2 , Nih = {(s1, s2) ∈ Ni : ‖s1 − s2‖ = h}, and nih = |Nih|.
Ĉovih =
∑
(s1,s2)∈Nih Y(s1,s2)
2nih
−
(∑
s1∈Nih Xs1
nih
)(∑
s2∈Nih Xs2
nih
)
. (8.1)
Noting that Y(s1,s2), where (s1, s2) ∈ Ni, is stationary, it follows by the ergodic theorem that
Ĉovih
a.s.−→ Covih = Cov (Xs1 , Xs2) where ‖s1 − s2‖ = h. (8.2)
Let
C˜ovKh =
K∑
i=1
p˜iKhĈovih, (8.3)
where p˜iKh = nih/
∑K
j=1 njh, with
∑∞
i=1 pih = 1, and
Cov∞,h =
∞∑
i=1
p˜ihCovih, (8.4)
We assume that
p˜iKh → piKh = pih∑K
j=1 pjh
, as nih →∞; i = 1, . . . , K. (8.5)
Theorem 10 Let ∞∑
i=1
pih |Covih| <∞. (8.6)
Then
lim
K→∞
lim
nih→∞;i=1,...,K
∣∣∣C˜ovKh − Cov∞,h∣∣∣ = 0. (8.7)
Proof.∣∣∣C˜ovKh − Cov∞,h∣∣∣ ≤ K∑
i=1
∣∣∣Ĉovih∣∣∣ |p˜iKh − pih|+ K∑
i=1
pih
∣∣∣Ĉovih − Covih∣∣∣+ ∞∑
K+1
pi |Covih| .
(8.8)
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Due to (8.5),
∑K
i=1
∣∣∣Ĉovih∣∣∣ |p˜iKh − pih| →∑Ki=1 |Covih| |piKh − pih| as nih →∞; i = 1, . . . , K.
Due to (8.6), |Covih| < L, for some L > 0, for all i ≥ 1. Hence, the first term on the right
hand side of (8.8) is bounded above by L
∑∞
j=K+1 pi, which tends to zero, as K → ∞, since∑∞
i=1 pi = 1.
Using (8.2), it is seen that the second term of the right hand side of (8.8) also tends to zero as
nih →∞; i = 1, . . . , K, satisfying (8.5) and as K →∞.
The last term on the right hand side of (8.8) tends to zero as K →∞ due to (8.6).
Note that the covariance structure of X is stationary if any only if Covih = Cov∞,h for all
i ≥ 1 and all h > 0, and is nonstationary if and only if Covih 6= Cov∞,h for all i ≥ 1 for some
h > 0.
Theorem 11 The covariance structure ofX is stationary if and only if for i ≥ 1, for all h > 0,
lim
K→∞
lim
njh→∞;j=1,...,K
∣∣∣Ĉovih − C˜ovKh∣∣∣ = 0.
Proof. Using Theorem 10, the proof follows in the same way as the proof of Theorem 4, with the
probabilities replaced with the respective covariances.
Theorem 12 The covariance structure of X is nonstationary if and only if for i ≥ 1, for some
h > 0,
lim
K→∞
lim
njh→∞;j=1,...,K
∣∣∣Ĉovih − C˜ovKh∣∣∣ > 0.
Proof. Using Theorem 10, the proof follows in the same way as the proof of Theorem 5, with the
probabilities replaced with the respective covariances.
Now define Yj,njh = I
{∣∣∣Ĉovih − C˜ovKh∣∣∣ < cjh}. Then the following characterization theo-
rems hold, the proofs of which are the similar to those of Theorems 6 and 7.
Theorem 13 For all ω ∈ S ∩ Nc, where N is some null set having probability measure zero,
X is stationary if and only if for any h > 0, there exists a monotonically decreasing sequence
{cjh(ω)}∞j=1 such that
pi (N1|yk,nkh(ω))→ 1, (8.9)
as k → ∞ and njh → ∞ for j = 1, . . . , K satisfying (2.4) and K → ∞, where N1 is any
neighborhood of 1 (one).
Theorem 14 X is nonstationary if and only if for some h > 0, and for any ω ∈ S ∩Nc where N
is some null set having probability measure zero, for any choice of the non-negative, monotonically
decreasing sequence {cjh(ω)}∞j=1,
pi
(N0|yk,nkh(ω)(ω))→ 1, (8.10)
as k →∞ and njh →∞, j = 1, . . . , K satisfying (2.4), and K →∞, where N0 is any neighbor-
hood of 0 (zero).
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9 Characterization of stationarity and nonstationarity using
non-recursive Bayesian posteriors
Observe that it is not strictly necessary for the prior at any stage to depend upon the previous stage.
Indeed, we may simply assume that pi
(
pj,nj
) ≡ Beta (αj, βj), for j = 1, 2, . . .. In this case, the
posterior of pk,nk given yk,nk is simply Beta (αk + yk,nk , 1 + βk − yk,nk). The posterior mean and
variance are then given by
E (pk,nk |yk,nk(ω)) =
αk + yk,nk(ω)
1 + αk + βk
; (9.1)
V ar (pk,nk |yk,nk(ω)) =
(αk + yk,nk(ω))(1 + βk − yk,nk(ω))
(1 + αk + βk)2(2 + αk + βk)
. (9.2)
Since yk,nk(ω) (or yk,nkh(ω)) converges to 1 or 0 as nk → ∞, accordingly as X is stationary or
nonstationary (or the covariance structure of X is stationary or nonstationary), it is easily seen,
provided that αk → 0 and βk → 0 as k → ∞, that (9.1) converges to 1 (respectively, 0) if and
only if X is (covariance) stationary (respectively, (covariance) nonstationary). Importantly, if we
choose αk = βk = 0 for all k ≥ 1, then k → ∞ is no longer needed, and the results continue to
hold if nk →∞.
Thus, characterization of stationarity or nonstationarity of X is possible even with the non-
recursive approach. Indeed, note that the prior parameters αk and βk are more flexible compared
to those associated with the recursive approach. This is because, in the non-recursive approach
we only require αk → 0 and βk → 0 as k → ∞, so that convergence of the series
∑∞
j=1 αj and∑∞
j=1 βj are not necessary, unlike the recursive approach. However, choosing αk and βk to be of
sufficiently small order ensures much faster convergence of the posterior mean and variance as
compared to the recursive approach.
Unfortunately, an important drawback of the non-recursive approach is that it does not admit
extension to the case of general oscillatory stochastic processes. On the other hand, as we show
subsequently, the principles of our recursive theory can be easily adopted to develop a Bayesian
theory for determining (multiple) frequencies of oscillating stochastic processes. In other words,
the recursive approach seems to be more powerful from the perspective of development of a general
Bayesian principle for learning about the basic characteristics of the underlying stochastic process.
Moreover, as our examples demonstrate, the recursive posteriors converge sufficiently fast to the
correct degenerate distributions, obviating the need to consider the non-recursive approach. Con-
sequently, we do not further pursue the non-recursive approach in this article but reserve the topic
for further investigation in the future.
10 First illustration: AR(1) model
Let us consider the following AR(1) model: Xt = ρXt−1 + t; t ≥ 1, where t iid∼ N(0, 1), and
X0 ∼ U(−1, 1), the uniform distribution on (−1, 1). It is well-known that {Xt : t ≥ 1} is (asymp-
totically) stationary if and only if |ρ| < 1. We illustrate the performance of our methodology after
generating the data from the above AR(1) model for various values of ρ, which we pretend to be
unknown for illustration. In particular, we consider three different setups in this regard. In the first
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setup, we consider samples of sizes 2× 108 from from the AR(1) model, and assume that the form
of the true model is known, and that only ρ is unknown. In the second setup, we generate samples
of sizes 2500 from from the AR(1) model, and assume as before that only ρ is unknown. In the
last setup, we draw samples of sizes 2500 from from the AR(1) model, and assume that the entire
data-generating model is unknown.
10.1 Case 1: Large sample size, form of the model known
10.1.1 Sample size
We draw samples of sizes 2 × 108 from the AR(1) model for various values of ρ and evaluate the
performance of our Bayesian methodology, setting n = 104 and K = 2× 104.
10.1.2 Construction of bound
An important ingredient of our proposed method is the construction of the bounds cj(ω). In this
case, we construct the bounds as follows. We first draw a sample of size 2 × 108 from the AR(1)
model with ρ = 0.99999. With this sample, for j = 1, . . . , K, we form the sup norms c˜j =
sup
−∞<x<∞
|Fˆj(x)− F˜K(x)| according to Lemma 8 and Remark 9. We then set cj as
cj = c˜j + 10
6 × (0.99999− |ρˆ|) / log(log(j + 1)), (10.1)
where ρˆ is the maximum likelihood estimator (MLE) of ρ based on the observed sample. If the
MLE of ρ does not exist, we set ρˆ ≡ 1.
To explain the strategy behind (10.1), note that for ρ = 0.99999, the AR(1) process, although
stationary, is very close to nonstationarity. So, for any value of ρ such that |ρ| < 0.99999, c˜j is
expected to be larger than cj . Hence, in such cases, stationarity is to be expected. On the other
hand, if |ρ| ≥ 1, c˜j is expected to be smaller than cj , so that nonstationarity is implied. For
simplicity we assume that values of ρ such that 0.99999 < |ρ| < 1 are not of interest.
To further improve the bound, we add the quantity 106×(0.99999− |ρˆ|) / log(log(j+1)) to c˜j .
The significance of this addition is as follows. If |ρˆ| < 0.99999, this quantity is positive but tends
to zero at a slow rate. This enhances the conclusion of stationarity. Similarly, if |ρˆ| > 0.99999, the
quantity is negative and tends to zero slowly, favouring nonstationarity. Multiplication with 106
inflates the quantity for more prominence.
10.1.3 Implementation
Note that at each stage j, we need to compute the sup norm given by Lemma 8 (also, Remark
9). This requires evaluation of F˜K at xˆj (or x˜j∗). We carry out this evaluations by splitting the
summations of the indicator functions associated with F˜K on 104 parallel cores on a VMWare,
and obtaining the final result on a single node, which also carries out the iterative procedure. The
entire exercise takes about 6 minutes in the case of stationarity and about 3 minutes in the case of
nonstationarity.
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10.1.4 Results
We implement our method when the data is generated from the AR(1) model with ρ randomly
selected from U(−1, 1), and with ρ taking the values 0.99, 0.995, 0.999, 0.9999, 1, 1.00005, 1.05
and 2. Figure 10.1 shows that in all the cases, our method correctly detects stationarity and nonsta-
tionarity. That even with such subtle differences among the true values of ρ our method performs
so well, is quite encouraging.
10.2 Case 2: Relatively small sample size, form of the model known
10.2.1 Sample size
We draw samples of sizes 2500 from the AR(1) model for those values of ρ as in Section 10.1 and
evaluate the performance of our Bayesian methodology, setting n = 50 and K = 50.
10.2.2 Construction of bound
In this case, we choose the basic form of the bounds in a similar manner as in Section 10.1, but
make it adaptive with the iterations to suit the small sample situation.
As before, we first draw a sample of size 2×108 from the AR(1) model with ρ = 0.99999. With
this sample, for j = 1, . . . , K, we form the sup norms c˜j = sup
−∞<x<∞
|Fˆj(x) − F˜K(x)| according
to Lemma 8 and Remark 9. We then set cj as
cj = c˜j + Cˆj × (0.99999− |ρˆ|+ ˆj) / log(log(j + 1)), (10.2)
where Cˆ1 = 1, ˆ1 = 0, and for j > 1, we adaptively modify these values as follows:
• If |ρˆ| > 0.9985,
1. If yj = 1, then ˆj+1 = ˆj + 0.001 and Cˆj+1 = Cˆj + 1.
2. If yj = 0, then ˆj+1 = ˆj − 0.001 and Cˆj+1 = Cˆj + 1.
• If 0.9955 < |ρˆ| ≤ 0.9985,
1. yj = 1, then ˆj+1 = ˆj + 0.01 and Cˆj+1 = Cˆj + 1.
2. yj = 0, then ˆj+1 = ˆj − 0.01 and Cˆj+1 = Cˆj + 1.
• If 0 < |ρˆ| ≤ 0.9955,
1. If yj = 1, then ˆj+1 = ˆj + 0.05 and Cˆj+1 = Cˆj + 1.
2. If yj = 0, then ˆj+1 = ˆj − 0.05 and Cˆj+1 = Cˆj + 1.
To appreciate the above strategy, first note that for small samples, the MLE of ρ need not be
adequately close to the true value of ρ, and hence we need to add a quantity ˆj to make up for
the inadequacy. We select ˆj adaptively, increasing its value for the next iteration if yj = 1, so
that in the next iteration stationarity is preferred, given the current value of yj . If yj = 0 in the
current iteration, we decrease the current value of ˆj , so that nonstationarity is favoured in the next
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(i) Nonstationary: ρ = 2.
Figure 10.1: Parametric AR(1) example with K = 20000 and n = 10000.
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iteration. We also increase the value of Cˆj by one, at every iteration, rather than keeping it constant
over the iterations. Thus, the prominence of the quantity Cˆj×(0.99999− |ρˆ|+ ˆj) / log(log(j+1))
increases with the iterations.
The increment and decrement of ˆj depends upon the magnitude of ρˆ. If |ρˆ| > 0.9985, that
is, when the model is close to nonstationarity, we increase/decrease ˆj by 0.001 only, since larger
quantities, if added, can wrongly indicate stationarity.
When 0.9955 < |ρˆ| ≤ 0.9985, we consider adding/subtracting 0.01 to ˆj; this larger quantity
is expected to make up for the uncertainty associated with stationarity and nonstationarity when
0.9955 < |ρˆ| ≤ 0.9985.
On the other hand, when 0 < |ρˆ| ≤ 0.9955, we add/subtract 0.05 to ˆj , since we expect our
algorithm to favour stationarity in this situation. The choice 0.05, which is larger than the quantities
in the previous cases, is expected to facilitate diagnosis of stationarity.
10.2.3 Implementation
The implementation remains the same as before. For this small sample, even with 2 cores, the
results are delivered almost instantly.
10.2.4 Results
As before, we implement our method when the data is generated from the AR(1) model with ρ
randomly selected from U(−1, 1), and with ρ taking the values 0.99, 0.995, 0.999, 0.9999, 1,
1.00005, 1.05 and 2. Figure 10.2 shows that, except in the case where the true value of ρ is 0.9999,
our method correctly detects stationarity and nonstationarity. That even with such small sample,
and with such subtle differences among the true values of ρ, our method performs well, is quite
encouraging, despite its fallibility at ρ = 0.9999. Indeed, with such small sample, correct detection
of stationarity in the case of so subtle difference with nonstationarity is perhaps not to be expected.
10.3 Case 3: Relatively small sample size, form of the model unknown
10.3.1 Sample size
We draw samples of sizes 2500 from the AR(1) model for those values of ρ as in Sections 10.1
and 10.2 and evaluate the performance of our Bayesian methodology, setting n = 50 and K = 50,
assuming that the model itself is unknown.
10.3.2 Construction of bound
Since we assume now that the model itself is unknown, there is no provision of obtaining the MLE
of ρ and constructing bounds on its basis. We also can not compute c˜j , since it requires knowledge
of the underlying model. Hence, in the absence of such information, we set
cj = Cˆj/ log(j + 1), (10.3)
where Cˆ1 = 1, and for j > 1, Cˆj = Cˆj−1 + 0.05 if yj−1 = 1 and Cˆj = Cˆj−1 − 0.05 if yj−1 = 0.
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(i) Nonstationary: ρ = 2.
Figure 10.2: Parametric AR(1) example with K = 50 and n = 50.
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Thus, as before, we favour stationarity at the next stage if at the current stage stationarity is
favoured (yj = 1) and nonstationarity otherwise. Note that unlike the previous cases, we have
considered log(j+ 1) instead of log(log(j+ 1)). This faster rate turned out to be more appropriate
in this situation of very less information about the true model.
10.3.3 Implementation
The implementation remains the same as before, only that here it is much simpler because of the
simple structure of the bound. Again, for this small sample, even with 2 cores, the results are
delivered almost instantaneously.
10.3.4 Results
As before, we implement our method when the data is generated from the AR(1) model with ρ
randomly selected from U(−1, 1), and with ρ taking the values 0.99, 0.995, 0.999, 0.9999, 1,
1.00005, 1.05 and 2. Figure 10.3 shows that, again except in the case where the true value of
ρ is 0.9999, our method correctly detects stationarity and nonstationarity, albeit in a less precise
manner as in Figure 10.2. That even with such small sample, with no assumption about the true
model, and with such subtle differences among the true values of ρ, our method performs well, is
quite encouraging, again, despite its fallibility at ρ = 0.9999, which is perhaps not expected to be
detected correctly in this situation of so less information.
10.3.5 Comparison with classical tests of nonstationarity
To test stationarity of AR(1) model, there are well-known classical hypotheses tests, namely,
the augmented Dickey-Fuller (ADF) test (Dickey and Fuller (1979)), the Philips-Perron (PP) test
(Philips and Perron (1988)), and the Kwiatkowski, Phillips, Schmidt, Shin (KPSS) test (Kwiatkowski
et al. (1992)).
Researchers have noticed that the first two tests, PP and ADF, are not very efficient in distin-
guishing between stationarity and nonstationarity when the process is stationary, but at the verge of
stationarity and nonstationarity. Indeed, when we apply these tests on our datasets with sample size
2500, we find that these two tests correctly determines stationarity/nonstationarity of the process
when ρ is randomly chosen between (−1, 1), ρ = 0.99 and ρ = 0.995, at the 5% level of signif-
icance, but fails when ρ = 0.999, 0.9999 and 1.05. However, both these tests correct conclude
nonstationarity when ρ = 1 and 1.00005. For ρ = 2, both the tests turn out to be inapplicable.
On the other hand, at the 5% level of significance, the KPSS test provides correct answers
whenever |ρ| < 1, but fails when ρ ≥ 1.
Thus, our proposed method outperforms all the three existing popular methods of testing sta-
tionarity in AR(1) models. Here we emphasize that the testing methods ADF, PP and KPSS are
particularly designed to detect stationarity in autoregressive models, while ours is a completely
general method. That our method still managed to outperform the existing specialized testing
methods, is very encouraging.
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Figure 10.3: Nonparametric AR(1) example with K = 50 and n = 50.
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11 Second illustration: AR(2), ARCH(1) and GARCH(1,1) mod-
els
We now test our ideas on relatively more complex time series models. In particular, we consider
autoregressive models of order 2 (AR(2)), first order autoregressive conditional heteroscedastic
model (ARCH(1)) and generalized ARCH of order one (GARCH(1,1)). We consider samples of
size 2500 for our investigation, since the relatively small sample size, as we observed in the context
of AR(1), can pose beneficial challenge to our Bayesian method.
11.1 Application to AR(2)
The AR(2) model is given by
xt = αxt−1 + βxt−2 + t; t = 1, 2, . . . , (11.1)
where we set x1 = x2 = 0 and t
iid∼ N(0, 1), for t = 1, 2, . . .. The necessary and sufficient
conditions for stationarity of the AR(2) model (11.1) are given by (see, for example, Shumway
and Stoffer (2006))
α + β < 1;
β − α < 1;
β > −1. (11.2)
We simulate samples of size 2500 from (11.1) with various fixed values of α and β that satisfy
and do not satisfy (11.2), and apply our Bayesian procedure to ascertain stationarity and non-
stationarity, with the bound of the form (10.3), starting with Cˆ1 = 1. We initially consider
(n = 50, K = 50) but in a few nonstationary cases ((α = 1, β = 0), (α = 0, β = 1) and
(α = 0.5, β = 0.5)) this failed to work satisfactorily, since a relatively large value of n in the con-
text of relatively small sample size has the tendency to create overlaps among neighboring regions
of local stationarity, in effect, destroying local stationarity which is at the heart of our Bayesian
procedure. This happens when the underlying time series diverges slowly, as in the aforementioned
values of (α, β). Figure 11.1 captures such behaviours of such slowly diverging nonstationary pro-
cesses in comparison to fast diverging nonstationary processes.
On the other hand, the choice (n = 5, K = 500) turned out to work very well in all the cases
that we considered. Figure 11.2, depicting the results of our Bayesian method for various values
of α and β for (n = 5, K = 500), shows that all the stationarity and nonstationarity situations are
correctly identified.
11.2 Application to ARCH(1)
The ARCH models introduced by Engle (1982) attempts to take into account the heteroscedasticity
of financial time series, which is often ignored by other popular financial models such as Black-
Scholes (Black and Scholes (1973)) and the Ornstein-Uhlenbeck processi (Ornstein and Uhlenbeck
(1930)). In the ARCH(p) model, the conditional variance is modeled as an autoregressive process
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(e) Fast divergence: α = 0.6,
β = 0.6.
Figure 11.1: Slow and fast divergence tendencies of AR(2) model for several values of α and β.
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Figure 11.2: Nonparametric AR(2) example with K = 500 and n = 5.
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of order p. For details on ARCH models, see Bera and Higgins (1993), Giraitis et al. (2005),
Straumann (2005).
The ARCH(1) model is of the following form: for t = 1, 2, . . .,
xt = tσt
σ2t = ω + αx
2
t−1, (11.3)
where ω > 0, α ≥ 0 and t iid∼ N(0, 1), for t = 1, 2, . . .. The necessary and sufficient condition for
stationarity of (11.3) is 0 < α < 1. We set ω = 1 and x1 = 0 for our purpose.
As in the AR(2) situations, here we considered n = 5, K = 500, and the bound (10.3) with
Cˆ1 = 1. With these, Figure 11.3 provides the results of our Bayesian analyses of the realizations of
(11.3) for ω = 1 and various values of α. Although for 0 < α < 1, our method correctly identifies
stationarity in all the cases, for α = 1, 1.5, 2, our procedure falsely declares nonstationarity as
stationarity.
To understand the reason for this, it is necessary to recall some of the properties of the ARCH(1)
model. Note that E(xt) = 0 for t ≥ 1 and for any t ≥ 1, V ar(xt) = ω1−α , provided 0 < α < 1.
For α ≥ 1, V ar(xt) increases with t. Moreover, Cov(xt, xt+j) = 0 for j ≥ 1. The last fact
shows that the ARCH(1) model is serially uncorrelated. Thus, even though for α ≥ 1, V ar(xt)
increases with t, the realizations will be centered around zero and will be serially uncorrelated, and
these are instrumental in rendering the pattern of the realizations seem like stationary time series.
Although the variances are increasing in such cases, the realizations need not have an increasing
range pattern due to absence of serial correlation. Figure 11.4 shows ARCH(1) realizations for
α = 0.9, 1, 1.5 and 2. Note that none of the realizations exhibit any trend of increasing range,
even though only α = 0.9 corresponds to stationarity. Moreover, the pattern of the nonstationary
realization for α = 1 is quite similar to that of the stationary realization α = 0.9. Indeed, all the
four realizations shown in Figure 11.4 have similar patterns; they essentially differ only at a few
time points, where the realizations have different ranges.
In other words, the realizations for α = 1, 1.5 and 2 shown in Figure 11.4 do not seem to
have enough information to distinguish them from stationarity. Hence, it is not surprising that our
Bayesian method declared these realizations as stationary.
11.3 Application to GARCH(1,1)
The ARCH model has been generalized by Bollerslev (1986) and Taylor (1986) independently to
let σ2t to have an autoregressive structure as well. This generalized ARCH, or GARCH model, is
arguably the most widely used model in financial time series, particularly, for modeling stochastic
volatility. For details on GARCH, see Bougerol and Picard (1992), Giraitis et al. (2005), Berkes
et al. (2003) and Straumann (2005).
The GARCH(1,1) model, which generalizes ARCH(1), is of the following form: for t =
1, 2, . . .,
xt = tσt
σ2t = ω + αx
2
t−1 + βσ
2
t−1, (11.4)
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Figure 11.3: Nonparametric ARCH(1) example with K = 500 and n = 5.
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Figure 11.4: Comparison of ARCH(1) samples for several values of α where our Bayesian method
failed.
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where ω > 0, α ≥ 0, β ≥ 0 and t iid∼ N(0, 1), for t = 1, 2, . . .. The necessary and sufficient
condition for stationarity of (11.4) is 0 < α+ β < 1. We set ω = 1 and x1 = 0 and σ1 = 0 for our
purpose.
Again we set n = 5 and K = 500 and consider the nonparametric bound (10.3) for applying
our Bayesian idea to model (11.4) for different values of α and β leading to stationarity and non-
stationarity. Figure 11.5, summarizing the results of our Bayesian experiments, show that all the
cases have been correctly identified, except the cases of (α = 1, β = 0) and (α = 0.5, β = 0.5).
Note that the first case is the same as ARCH(1) with α = 1, and the reason for failure of our
Bayesian method for this case has already been explained in Section 11.2.
The diagram for the case of (α = 0.5, β = 0.5) is provided in Figure 11.6. Note that this
realization is essentially of the same pattern as panels (a) and (b) of Figure 11.6 associated with
ARCH(1) models with α = 0.9 and 1, respectively, which do not seem to show any evidence
of nonstationarity. Hence, again, quite unsurprisingly, our Bayesian method declared this case as
stationary.
12 Third illustration: MCMC convergence diagnostics
We now test our Bayesian method on the very relevant problem of MCMC convergence diagnosis.
For our purpose, we focus attention on transformation based Markov chain Monte Carlo (TMCMC)
introduced by Dutta and Bhattacharya (2014). We consider three examples: in the first example,
we assume that the target distribution is a product of 100 standard normal densities, and consider
seven instances of additive TMCMC. Here we make use of the optimal scaling theory for additive
TMCMC. In the next two examples, we consider mixtures of two normal densities. In all the cases,
we evaluate convergence of TMCMC using our proposed Bayesian method.
12.1 A brief overview of TMCMC
TMCMC enables updating an entire block of parameters using deterministic bijective transforma-
tions of some arbitrary low-dimensional random variable. Thus very high-dimensional parameter
spaces can be explored using simple transformations of very low-dimensional random variables.
In fact, transformations of some one-dimensional random variable always suffices, which we shall
adopt in our examples. The underlying idea also greatly improves computational speed and accep-
tance rate compared to block Metropolis-Hastings methods. Interestingly, the TMCMC acceptance
ratio is independent of the proposal distribution chosen for the arbitrary low- dimensional random
variable. For implementation in our cases, we shall consider the additive transformation, since it is
shown in Dutta and Bhattacharya (2014) that many fewer number of “move types” are required by
this transformation compared to non-additive transformations. To elaborate the additive TMCMC
mechanism, assume that a block of parameters x = (x1, . . . , xr) is to be updated simultaneously
using additive TMCMC, where r (≥ 2) is some positive integer. At the t-th iteration (t ≥ 1) we
shall then simulate θ ∼ g(x)I{x>0} , where g(·) is some arbitrary distribution and I{x>0} is the
indicator function of the set {x > 0}.
We then propose, for j = 1, . . . , r, x(t)j = x
(t−1)
j ± ajη, with equal probability (although equal
probability is a convenience, not a necessity), where (a1, . . . , ar) are appropriate scaling constants.
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Figure 11.5: Nonparametric GARCH(1,1) example with K = 500 and n = 5.
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Figure 11.6: GARCH(1,1) sample for α = 0.5 and β = 0.5 where our Bayesian method failed.
Thus, using additive transformations of a single, one-dimensional x, we update the entire block x
at once.
12.2 Optimal scaling of TMCMC
In our examples we shall choose r = d, where d is the total number of parameters to be updated.
In other words, we shall update all the parameters simultaneously, in a single block. We shall
consider ai = 1, for i = 1, . . . , d and g(·) to be the N(0, `2d ) density, so that η is simulated from
a truncated normal distribution, with mean zero and variance `2/d. The optimum choice of ` is
directly related to the optimal scaling problem (see Dey and Bhattacharya (2017) and Dey and
Bhattacharya (2019)). Under appropriate regularity conditions it turns out that the optimal value of
` corresponds to the optimal additive TMCMC acceptance rate 0.439. When the target distribution
pi(x1, . . . , xd) is a product of d iid standard normal densities, as we consider, then it turns out that
the optimum choice of ` is 2.4.
12.3 TMCMC example 1: product of 100 standard normal densities
We apply additive TMCMC to generate 106 realizations from pi(x1, . . . , xd) being a product of d
standard normal densities with d = 100. We consider seven values of `, and hence seven different
TMCMC chains, each corresponding to a value of `. In particular, we set ` = 0.001, 0.01, 0.1, 2.4,
10, 100 and 1000. Of these, ` = 2.4 is the optimum value that maximizes the “diffusion speed”
associated with the TMCMC chain. The values relatively closer to 2.4, although not optimal, can
still generate TMCMC chains with reasonable convergence properties. Significantly small values
of ` generates TMCMC chains with very high acceptance rates but with very slow convergence
rates, as at each iteration, the chain is allowed to take only small steps for movement. On the
other hand, for significantly large values of `, large steps are generally proposed, which are often
rejected. Thus, the chain again has slow convergence, with poor acceptance rate.
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It transpires from the above discussion that for values of ` equal to, or relatively close to 2.4,
good convergence properties of the TMCMC chains can be expected, and it is desirable that our
Bayesian method indicates convergence to stationarity for such cases. For other values of `, since
the convergence properties of the chains are expected to be poor, our Bayesian method must reflect
so.
Generation of 106 TMCMC realizations from pi(x1, . . . , xd) with d = 100 takes less than 0.05
seconds on an ordinary 64 bit laptop. For implementation of our Bayesian idea, we need the bounds
cj . The general-purpose nonparametric bound (10.3) turned out to be quite appropriate in all the
TMCMC examples that we consider. Indeed, in general there is no provision for parametric bounds
in MCMC situations, as such bounds would require direct generation from pi or some distribution
close to pi, but if such direct generation were at all possible, MCMC would not be needed in the
first place.
For K = 1000 and n = 1000, Figures 12.1 and 12.2 display the trace plots (presented after
thinning the original chain of length 106 by 100, to reduce the file sizes) and the corresponding
Bayesian posterior means associated with our Bayesian stationarity detection idea, for different
values of `, for the first co-ordinate x1 of (x1, . . . , x100). It takes a few seconds even on a 64-bit
dual core laptop for parallel implementation of our Bayesian idea in these cases.
The results are very much in keeping with our prior expectation that for significantly small
and large values of ` convergence to stationarity for the given sample size is not expected, while
for ` = 2.4 and values relatively close to 2.4, stationarity is expected. Specifically, the figures
for Bayesian stationarity detection strongly indicate convergence for ` = 0.1, 2.4 and 10, but
strongly indicate that the chains corresponding to ` = 0.001, 0.01, 100 and 1000, are yet to achieve
stationarity. Note that these results are also in accordance with the visual information obtained
from the corresponding trace plots.
12.4 TMCMC example 2: mixture normal densities
We now consider two mixtures of normal densities. The first mixture is of the form
pi(x) =
1
2
N(x : 0, 1) +
1
2
N(x, 10, 1), (12.1)
where N(x, µ, σ2) denotes the normal density with mean µ and variance σ2, evaluated at x. The
second mixture is of the form
pi(x) =
1
2
N(x : 0, 1) +
1
2
N(x, 15, 1), (12.2)
The mixtures differ slightly only in the means of the second mixture, but with TMCMC implemen-
tation, they reveal significant difference.
With the same implementation as before, with ` = 2.4, and with the same bound cj , we obtain
Figure 12.3. The TMCMC trace plot and the Bayesian idea of stationarity detection reveals that
for (12.1) stationarity is clearly reached. That this is achieved even though the chain concentrates
around two values 0 and 10, is quite encouraging.
The trace plot for (12.2), with the same implementation as before displays two instances of
very distinct and significant local stationarity. Consequently, for stationarity detection for this
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(c) TMCMC trace plot (` = 0.01).
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(f) Convergence (` = 0.1): Stationary.
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(g) TMCMC trace plot (` = 2.4).
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(h) Convergence (` = 2.4): Stationary.
Figure 12.1: Additive TMCMC convergence example, with K = 1000 and n = 1000.
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(b) Convergence (` = 10): Stationary.
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(c) TMCMC trace plot (` = 100).
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(e) TMCMC trace plot (` = 1000).
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Figure 12.2: Additive TMCMC convergence example, with K = 1000 and n = 1000.
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Figure 12.3: Additive TMCMC convergence example for mixture densities.
case, K = 1000 and n = 1000 is no longer appropriate. Rather, K = 2 and n = 500000,
seems to be natural and appropriate. With this we obtain the posterior means for the two iterations
(corresponding to K = 2) to be 0.6 and 0.5, respectively, with the associated posterior variances
0.04 and 0.03125. This is an indication that the chain did not yet reach stationarity, which is also
evident from the trace plot. Indeed, for just two instances of significant local stationarities, global
stationarity can not be ensured.
13 Fourth illustration: detection of stationarity and nonsta-
tionarity in spatial data
In this illustration, we shall consider detecting both strict and weak stationarity of the spatial pro-
cesses that gave rise to the observed data.
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13.1 Data generation
We now conduct simulation experiments with our theory for detecting stationarity and nonstation-
arity in spatial data. To conduct the experiment, we simulate two datasets from stationary and
nonstationary zero-mean Gaussian processes (GPs) with covariance functions
Cov(Xs1 , Xs2) = exp(−5‖s1 − s2‖2) (13.1)
and
Cov(Xs1 , Xs2) = C1(‖s1 − s2‖) = exp(−5‖
√
s1 −√s2‖2), (13.2)
for all spatial locations s1, s2 ∈ R2. For our simulation studies, we restrict the spatial locations
to [0, 1]2. We simulate partial realizations of length 10000 from the two GPs. We begin by sim-
ulating first, for i = 1, . . . , 10000, s˜i ∼ U ([0, 1]2), and then setting si =
√
s˜i. Here for any
s = (u, v)T ∈ [0, 1]2, √s = (√u,√v)T . The strategy of taking square roots of the components
of s˜i ensured numerical stability of the corresponding covariance matrices. We then simulate from
10000 zero-mean multivariate normals with covariance matrices defined by the above stationary
and nonstationary covariance functions. Generating from the multivariate normal distributions by
parallelising the required Cholesky decomposition of the covariance matrix and subsequent multi-
plication of the Cholesky factor with the vector of standard normal random variables using ScaLA-
PACK (Scalable Linear Algebra Package) takes less than 40 seconds in our C code implementation
on our 64 bit laptop (8 GB RAM and 2.3 GHz CPU speed), with just 4 cores.
13.2 Implementation of our method to detect strict stationarity
For our purpose, we first need to form Ni; i = 1, . . . , K. In the spatial setting, the K-means
clustering of the locations si; i = 1, . . . , 10000, seems to be very appropriate. The nearby loca-
tions based on the distances from the centroid, will be classified within the same cluster, which
is desirable from the spatial perspective. Thus, once we select K, the K-means clustering yields
the K clusters, which are Ni; i = 1, . . . , K in our notation. In our example, we select K = 250,
so that there are about 40 observations per cluster on the average. We choose the clusterings such
that there are at least 15 observations per cluster. As before, we consider the general purpose
nonparametric bound cj given by (10.3) for implementation of our method.
13.2.1 Choice of Cˆ1
For the choice of Cˆ1, we first generate a sample of size 10000 from a zero mean GP with the
Whittle covariance function of the form
Cov(Xs1 , Xs2) = (‖s1 − s2‖/ψ)K1(‖s1 − s2‖/ψ), (13.3)
where K1 is the second kind modified Bessel function of order 1. For the same value of ψ, this co-
variance function has thicker tails than exponential correlation functions of the forms exp(−‖s1−
s2‖2/ψ) and exp(−‖s1 − s2‖/ψ). We set ψ = 0.8 to achieve reasonable thickness of the tail of
(13.3). With this covariance function, we then use the bound (10.3) and set Cˆ1 to be the minimum
positive value such that convergence to 1 is achieved. This Cˆ1 can be interpreted as providing a
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Figure 13.1: Detection of strong stationarity and nonstationarity in spatial data drawn from GPs.
reasonable bound for spatial processes with covariance functions with reasonably thick tails, but
thinner than that of (13.3) with ψ = 0.8. With this method, we obtain Cˆ1 = 0.89. This value, be-
ing close to 1, suggests that the default choice Cˆ1 = 1 still makes sense. Indeed, both the choices
yielded the same results regarding the decision on stationarity or nonstationarity of the underlying
process.
13.3 Results
Figure 13.1 shows the results of implementation of our theory to detect strong stationarity and
nonstationarity of the data obtained from the two GPs. The bounds (10.3) correspond to Cˆ1 = 0.89
obtained using the strategic procedure using (13.3). Panel (a) correctly asserts strict stationarity
when the covariance is of the form (13.1) and correctly detects strict nonstationarity when the
covariance is of the form (13.2). The entire methodology takes less than a second for parallel
implementation on our 64 bit laptop using 4 cores.
13.4 Implementation of our method to detect covariance stationarity
As we demonstrated, our proposed method does an excellent job in capturing strict stationarity
and nonstationarity of the underlying spatial stochastic process. In routine spatial modeling, how-
ever, strict stationarity and nonstationarity plays little role compared to covariance stationarity and
covariance nonstationarity. Thus, it is more important to detect if the covariance in question is sta-
tionary or not. Although in our example it directly follows from our tests of strict stationarity that
the covariances for the two GPs must be stationary and nonstationary, we directly check covariance
stationarity using our Bayesian method formalized in Theorems 13 and 14.
For practical implementation, we convert the covariances Ĉovih given by (8.1) into correlations
by dividing them by the relevant standard errors and initially setNi,hj ,hj+1 = {(s1, s2) ∈ Ni : hj ≤ ‖s1 − s2‖ < hj+1};
j = 1, . . . , 10, where h1 = 0 and hj = hj−1 + 0.1, for j = 2, . . . , 10. We consider the nonpara-
metric bound cj given by (10.3) for all j = 1, . . . , 10, for both the GPs. But we found that these
Ni,hj ,hj+1 are too large to be useful, as 0 < ‖s1 − s2‖ < 0.04, for all (s1, s2) in most of the K-
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means clusters that we obtained. Indeed, only three neighborhoods defined by h1 = 0, h2 = 0.02,
h3 = 0.03 and h4 = 0.04, turned out to be appropriate.
We again fix K = 250 clusters such that each cluster contains at least 15 observations.
13.4.1 Choice of Cˆ1
To obtain appropriate choice of Cˆ1 for detecting covariance stationarity, we consider three strate-
gies. Our first method in this regard corresponds to using Cˆ1 for strict stationarity. Thus, the first
startegy yields Cˆ1 = 0.89.
For the second strategy, we utilize the GP realization with covariance function (13.3). Here
we choose the minimum value of Cˆ1 such that (10.3) yielded convergence to 1 for all Ni,hj ,hj+1;
j = 1, 2, 3. This gave Cˆ1 = 0.412.
In the third strategy, we chose the minimum value of Cˆ1 that yielded convergence to 1 for all
Ni,hj ,hj+1; j = 1, 2, 3 for one dataset and convergence to 0 for the other dataset. In our case, this
strategy again gave Cˆ1 = 0.412.
The strategic choice Cˆ1 = 0.412 successfully detected covariance stationarity and nonstationar-
ity. However, the choice Cˆ1 = 0.89 turned out to be too large to detect covariance nonstationarity.
This is in keeping with the issue that detection of strict stationarity requires a bound that must
also ensure covariance stationarity, and hence such a bound must be larger than that for covariance
stationarity.
Again, our parallel implementation takes less than a second on our laptop, for each Ni,hj ,hj+1 .
This quick computation ensures that choice of Cˆ1 is not a computationally demanding exercise.
Figure 13.2 shows the results associated with Ni,h1,h2 , Ni,h2,h3 and Ni,h3,h4 , for i = 1, . . . , K,
where K = 250 as before, and Cˆ1 = 0.89. The figure shows that whenever the data arises from
the GP with covariance of the form (13.1), our Bayesian method correctly identifies covariance
stationarity for every j. Indeed, for all j = 1, 2, 3, covariance stationarity is clearly indicated.
On the other hand, when the data arises from the GP with the nonstationary covariance (13.2),
convergence to 0 is indicated with Ni,h3,h4 . As per Theorem 14, this shows nonstationarity of the
covariance structure.
13.5 Detection of strict nonstationarity in mixtures of stationary and non-
stationary covariances
We now consider realizations from zero-mean GPs with covariances of the form
Cov(Xs1 , Xs2) = p exp(−5‖s1 − s2‖2) + (1− p) exp(−5‖
√
s1 −√s2‖2), (13.4)
where 0 < p < 1. In particular, using our Bayesian theory, we attempt to detect strict and weak
nonstationarity of the process when p = 0.9, 0.99, 0.999, 0.9999, 0.99999. Note that in theses
cases, although most of the weight concentrates on the stationary part of (13.4), the little mass on
the nonstationary part makes the covariance nonstationary, and it is important to detect such subtle
difference between stationarity and nonstationarity. As before, we set K = 250 clusters with each
cluster containing at least 15 observations.
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Figure 13.2: Detection of covariance stationarity and nonstationarity in spatial data drawn from
GPs.
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We consider the same way of data generation from GP as before, and the same way of imple-
mentation. We again use the same form of the bound cj as (10.3), with Cˆ1 = 0.89 and Cˆ1 = 1
for detection of strict nonstationarity, as before. These choices put up excellent performances and
are in agreement with each other, in spite of the subtlety involved in this exercise. Figure 13.3,
corresponding to Cˆ1 = 0.89, shows that our Bayesian method correctly identifies nonstationarity
in all the cases.
13.6 Detection of covariance nonstationarity in mixtures of stationary and
nonstationary covariances
The same strategies discussed in Section 13.4, adapted in this situation, yielded effective bounds
of the form (10.3) with Cˆ1 = 0.412, as before. We briefly discuss the second procedure of adapting
the strategy to the current scenario. Note that the first procedure does not need any change at all.
To implement our second strategy in this case, we need a benchmark dataset for which covari-
ance stationarity has been established. We thus consider the GP data with covariance of the form
(13.1), whose covariance stationarity is established. For any new dataset for which covariance sta-
tionarity needs to be checked, in this case, any dataset with covariance structure of the form (13.4),
we consider the same bound starting with Cˆ1 = 0.89. We then gradually decrease Cˆ1 for both the
datasets until we arrive at a point that discriminates covariance stationarity and nonstationarity, in
the same way as discussed in Section 13.4. With this method, we obtain Cˆ1 = 0.412, which shows
covariance stationarity for (13.1) but covariance nonstationarity for (13.4). Recall that Cˆ1 = 0.412
also resulted with respect to the GP realization for the Whittle covariance function (13.3).
Again we set K = 250, with each cluster consisting of a minimum of 15 observations. Figure
13.4, corresponding to Cˆ1 = 0.412 and p = 0.99999 in the covariance structure (13.4), shows that
this procedure does an excellent job in detecting covariance nonstationarity even in such a subtle
situation. Indeed, the same Cˆ1 = 0.412 very successfully captured covariance nonstationarity for
all other values of p, namely, p = 0.9, 0.99, 0.999, 0.9999 (figures omitted for brevity).
13.7 Spatial experiments with smaller data sets
We now repeat all the above experiments with datasets of sizes 1000. We consider K = 100 clus-
ters with average cluster size 10. For checking strict stationarity, our first strategy of fixing Cˆ1,
using the Whittle covariance function (13.3) yielded Cˆ1 = 0.02, which produced too small bounds
to be useful. On the other hand, the second procedure gave Cˆ1 = 1.24, which yielded reliable
results, even for these small data sets. Figures 13.5 and 13.6 depict the results for Cˆ1 = 1.24. For
covariance stationarity, these small data sets were able to produce a single valid region Ni,h1,h2 ,
defined by h1 = 0 and h2 = 0.1, and hence, with only this region, verification of covariance
stationarity or nonstationarity is not possible. But since the underlying model is GP, covariance
stationarity is equivalent to strict stationarity, and even for non-Gaussian processes, strict stationar-
ity would imply covariance stationarity (although strict nonstationarity need not imply covariance
nonstationarity).
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(e) p = 0.99999.
Figure 13.3: Detection of strong nonstationarity in spatial data drawn from GP with covariance
structure (13.4) with p = 0.99999.
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Figure 13.4: Detection of covariance nonstationarity in spatial data drawn from GP with covariance
structure (13.4) with p = 0.99999.
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Figure 13.5: Detection of strong stationarity and nonstationarity in spatial data of size 1000 drawn
from GPs.
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(e) p = 0.99999.
Figure 13.6: Detection of strong nonstationarity in spatial data of size 1000 drawn from GP with
covariance structure (13.4) with p = 0.99999.
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13.8 Comparison with existing methods
In spatial statistics, formal methods of testing stationarity or nonstationarity are rare, and mostly
exploratory data analysis is used to informally check stationarity. However, Bandopadhyay and
Rao (2017) have introduced some tests for checking covariance stationarity, under a variety of
assumptions. These methods seem to be more general compared to the existing ones. An R-code
for implementing their method is available at the webpage of the first author. Given a dataset, the
code calculates two test statistics, denoted by T and V , along with the corresponding P -values
under the null hypothesis of stationarity. The statistic V has been proposed in Bandopadhyay et al.
(2017).
We apply their methods to our simulated spatial datasets in order to compare with our results.
However, with data size 10000, it turned out that obtaining a result within reasonable time limits
with the aforementioned R code is almost infeasible. Instead, we applied their methods to data
sets of sizes 1000, 3000 and 5000. The run times for the R code for these data sizes are about 28
seconds, 5 minutes and 12 minutes, respectively.
Table 13.1 presents the results of the tests applied to our simulated datasets. In all the cases, the
T statistic failed to reject the null hypothesis of stationarity, even though there is only one case of
true null stationarity. On the other hand, the V -statistic performs much better, with its performance
consistently improving with increasing sample size, as vindicated by the corresponding P -values.
But observe that for sample size 1000, even the V -statistic fails to reject the null hypothesis of
stationarity at the 5% level for most cases where the actual model is nonstationary. Moreover, at
the 5% level, this statistic rejects the true null stationary model for sample sizes 3000 and 5000.
Thus, compared to our Bayesian idea, the overall performance of both the statistics T and V
does not seem to be satisfactory for the models that we considered.
Moreover, from the methodological perspective, the tests of Bandopadhyay and Rao (2017)
check covariance stationarity only, not strict stationarity. Various assumptions, which may be
difficult to verify in practice, are also required. In contrast, our Bayesian method requires the only
assumption of local stationarity that is expected to hold in practice, and allows for identification of
both weak and strict stationarity.
14 Fifth illustration: detection of stationarity and nonstation-
arity in spatio-temporal data
We now apply our techniques in ascertaining stationarity and nonstationarity in spatio-temporal
data, where both spatial and temporal components play important roles. For our simulation studies,
we consider covariance functions of the following forms:
Cov(X(s1,t1), X(s2,t2)) = exp(−5‖s1 − s2‖2)×
ρ|t1−t2|
1− ρ2 , (14.1)
Cov(X(s1,t1), X(s2,t2)) = exp(−5‖
√
s1 −√s2‖2)× ρ
|t1−t2|
1− ρ2 , (14.2)
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and
Cov(X(s1,t1), X(s2,t2)) =
(
p exp(−5‖s1 − s2‖2) + (1− p) exp(−5‖√s1 −√s2‖2)
)× ρ|t1−t2|
1− ρ2 ,
(14.3)
for all s1, s2 ∈ R2, t1, t2 ∈ R+ and ρ ∈ R. Note that ρ|t1−t2|1−ρ2 is the covariance function associated
with an AR(1) model with parameter ρ. The forms of the covariance functions (14.1), (14.2)
and (14.3) show that the covariance parts associated with spatial and temporal components are
separated from each other, thanks to the product forms. Covariance functions with such a property
are known as separable covariance functions. In (14.3), p ∈ [0, 1], as before. If p = 0, then (14.3)
reduces to (14.3) and to (14.1) if p = 1.
Note that if |ρ| < 1, then (14.1) is a stationary covariance function, and nonstationary other-
wise. On the other hand, (14.2) and (14.3) are both nonstationary covariance functions, irrespective
of the value of ρ.
For our simulation experiments, we consider zero-mean GPs X(s,t) with the above covariance
functions, restricting the spatial locations on [0, 1]2 and setting the time points ti = i, for i ≥ 1. We
simulate, for i = 1, . . . , 100, s˜i ∼ U ([0, 1]2) and set si = √si. We set ti = i, for i = 1, . . . , 100.
This defines covariance matrices for 10000-dimensional multivariate normal associated with the
underlying GPs. Note that such covariance matrices are Kronecker products of the spatial and
temporal covariance matrices, thanks to separability.
Observe that the above separable covariance matrices correspond to separable spatio-temporal
processes of the form
X(s,t) = X(s,t−1) + (s,t), (14.4)
for t = 1, 2, . . ., where X(s,0) = 0 (null vector), and (s,t) are zero-mean GPs independent in time,
but with spatial covariance with forms same as the spatial parts in (14.1), (14.2) and (14.3). With
the above representation, generation of 10000 realization takes about a second, even in R.
To construct Ni, i = 1, . . . , K, we consider K-means clustering of the points
{(si, tj); i = 1, . . . , 100; j = 1, . . . , 100} ,
into K = 250 clusters.
14.1 Choice of the bound cj in the spatio-temporal case
We consider the bound of the form (10.3) as before. As regards, Cˆ1, we found that Cˆ1 = 0.5
performed adequately for the entire suite of our simulation experiments in the spatio-temporal
scenario. However, we also consider a strategy for obtaining Cˆ1 using ideas similar to the spatial
setup, detailed below.
We first generate a sample of size 10000 from a zero mean GP with the covariance function of
the following form:
Cov(X(s1,t1), X(s2,t2)) = (‖s1 − s2‖/ψ)K1(‖s1 − s2‖/ψ)×
ξ|t1−t2|
1− ξ2 , (14.5)
with ψ = 0.8 and ξ = 0.999999. Note that this covariance function corresponds to a model of the
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form (14.4) with X(s,0) = 0 and zero-mean GPs (s,t) independent in time, with spatial covariance
given by the spatial form in (14.5). The parameter values ψ = 0.8 and ξ = 0.999999 are chosen
to make the underlying spatio-temporal process reasonably close to nonstationarity with respect to
space and time.
We then choose that minimum value of Cˆ1 such that the spatio-temporal process remains sta-
tionary. This minimum value, for checking strict stationarity, is given by Cˆ1 = 0.37, which is
reasonably close to Cˆ1 = 0.5 that worked well for our experiments. Again, we obtained same
results for both the values of Cˆ1, and we report results for Cˆ1 = 0.37.
However, for weak stationarity, we again failed to obtain multiple valid intervals for realizations
of size 10000 from the zero-mean GP with covariance (14.5). Indeed, we could obtain only a single
interval [0, 0.15]. Hence, in that case we consider Cˆ1 = 0.5.
Below we discuss the experimental designs for our various simulation experiments.
14.2 Spatial and temporal stationarity
We generate partial realizations of length 10000 from the zero mean GP with covariance function
(14.1) using the formulation (14.4), with ρ = 0.8 and also with ρ = 0.99999. Thus, the spatio-
temporal GPs are strictly stationary, and our Bayesian method is expected to reflect this. The latter
situation is quite subtle, as the difference with temporal nonstationarity is negligible.
Apart from strict stationarity, we also investigate weak stationarity, focussing on the subtle
situation where ρ = 0.99999.
14.3 Spatio-temporal nonstationarity
Recall that spatio-temporal nonstationarity occurs in our cases when |ρ| ≥ 1 in (14.1) and when
covariances (14.2) or (14.3) are chosen. We experiment with (14.1) with ρ = 1, (14.2) with ρ = 0.8
and ρ = 1, (14.3) with p = 0.99999 and ρ = 0.8. The latter is a subtle situation where nonsta-
tionarity is quite difficult to ascertain. Note that if nonstationarity can be captured by our Bayesian
method in this situation, then so is possible for larger values of ρ taking the temporal part closer to
nonstationarity. With the last, subtle situation, we also investigate covariance nonstationarity.
14.4 Results
Figure 14.1, diagrammatically representing our Bayesian procedure, vindicates that the stochastic
processes associated with covariance function (14.1) with ρ = 0.8 and ρ = 0.99999, are indeed
strictly stationary. On the other hand, the processes corresponding to (14.1) with ρ = 1, (14.2)
with ρ = 0.8 and ρ = 1, (14.3) with p = 0.99999 and ρ = 0.99999, are all correctly detected by
our Bayesian method as strictly nonstationary.
Figure 14.2 depicts the results of investigation of weak stationarity for the covariance (14.1)
with ρ = 0.99999. For the covariance (14.3) with p = 0.99999 and ρ = 0.8, Figure 14.3 presents
the results of our Bayesian technique. In both the cases, success of our Bayesian proposal is clearly
borne out.
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Figure 14.1: Detection of strong stationarity and nonstationarity in spatio-temporal data drawn
from GPs.
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Figure 14.2: Detection of covariance stationarity in spatio-temporal data drawn from GP with
covariance structure (14.1) with ρ = 0.99999.
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Figure 14.3: Detection of covariance nonstationarity in spatio-temporal data drawn from GP with
covariance structure (14.3) with p = 0.99999 and ρ = 0.8.
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14.5 Investigation of spatio-temporal stationarity with smaller sample size
We now investigate stationarity of the above spatio-temporal models using much smaller sample
sizes. In particular, we consider 50 locations and 20 time points only, and K = 100 clusters. We
ensured at least 3 data points in each cluster. Our strategy for choosing Cˆ1, detailed in Section 14.1,
gave Cˆ1 = 0.87 for investigating strict stationarity. Again, Cˆ1 = 0.5 yielded the same conclusions.
Figure 14.4, depicting the results of our analysis for Cˆ1 = 0.87, indicates correct decisions on strict
stationarity and nonstationarity in all the cases, even for such small data size.
However, validating covariance stationarity could not be achieved for such small samples, as
we again ended up with the single interval Ni,h1,h2 with h1 = 0 and h2 = 0.2.
14.6 Comparison with existing methods
As in the spatial case, for the spatio-temporal setup, formal methods of testing stationarity are very
rare in the literature. Recently, some methods in this direction are proposed in Bandopadhyay et al.
(2017). Indeed, the authors propose as many as 10 test statistics to detect covariance stationarity,
under a variety of assumptions. The main ideas are similar to the testing ideas in the spatial setup
proposed in Bandopadhyay and Rao (2017). A relevant R code is provided in the webpage of the
first author, but it failed to work for our simulated spatio-temporal datasets, possibly because the
methods are heavily dependent on choices of the underlying parameters involved in their meth-
ods. Instead, we apply our Bayesian methodology on the spatio-temporal models and simulation
designs to which Bandopadhyay et al. (2017) applied their testing methods.
Following Bandopadhyay et al. (2017), we consider zero mean spatio-temporal processes, with
T = 200 time points and m = 100 or 500 locations drawn uniformly from
[−λ
2
, λ
2
]
. We then apply
our Bayesian procedure to the 5 spatio-temporal models considered by Bandopadhyay et al. (2017),
under the same setups, described below.
14.6.1 Simulations under stationarity with exponential spatial covariance function
We generate data from the following stationary models:
(S1) X(s,t) = 0.5X(s,t−1) + (s,t), where Xs,0 = 0 and (s,t) are zero mean GPs independent over
time with spatial covariance structure
Cov
(
(s1,t), (s2,t)
)
= exp (−‖s1 − s2‖/ψ) . (14.6)
The above model defines a spatially and temporally stationary Gaussian random field.
(S2) X(s,t) = 0.5X(s,t−1) + 0.4X(s,t−1)(s,t−1) + (s,t), where Xs,0 = 0 and (s,t) are zero mean
GPs independent over time with spatial covariance (14.6). This model is a spatially and
temporally non-Gaussian random field.
For both the above models, we set λ = 5 for simulating the locations, and fix ψ = 0.5 and 1 for
two sets of data simulations for each of (m = 100, T = 200) and (m = 500, T = 200) sample
sizes.
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Figure 14.4: Detection of strong stationarity and nonstationarity in spatio-temporal data drawn
from GPs with 50 locations and 20 time points.
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Figure 14.5: Detection of strong stationarity in spatio-temporal data drawn from models S1 and
S2 with sample size 100 locations and 200 time points, with ψ = 1 and λ = 5.
For checking strict stationarity, for sample size (m = 100, T = 200), our strategy for choosing
Cˆ1, detailed in Section 14.1, gave Cˆ1 = 0.042, and for (m = 500, T = 200), we obtained Cˆ1 =
0.045. As before, we consider K = 250 clusters in both the cases.
For covariance stationarity, we obtained Cˆ1 = 0.4 for both (m = 100, T = 200) and (m =
500, T = 200). For the first sample size, we obtained Ni,hj ,hj+1 defined by h1 = 0, h2 = 0.4,
h3 = 0.7, h4 = 0.9, h5 = 2, h6 = 3. For the second sample size, we also obtained h7 = 4 for
model S1 when ψ = 5 and for model S2 when ψ = 1 and ψ = 5.
For brevity we show the strict and weak stationarity convergence results only for (m = 100, T =
200), with ψ = 1, depicted as Figures 14.5, 14.6 and 14.7.
14.6.2 Simulations under stationarity with Whittle spatial covariance function
Following Bandopadhyay et al. (2017) we now repeat the above experiments with the same models
S1 and S2 but with the exponential covariance functions replaced with the Whittle covariance
function (13.3), with ψ = 0.37 and 0.72. Note that the values of Cˆ1 remain the same as before;
however, the minimum values of Cˆ1 for which covariance stationarities were achieved, varied
between 0.15, 0.2 and 0.3.
As expected, we obtained excellent results in all the cases, but present the results corresponding
to (m = 100, T = 200) and ψ = 0.72 for brevity. Figures 14.8, 14.9 and 14.10 depict our Bayesian
results regarding strict and weak stationarities of the models S1 and S2.
14.6.3 Simulations under nonstationarity
We now apply our Bayesian methodology to the three nonstationary models and setups considered
by Bandopadhyay et al. (2017).
(NS1) X(s,t) = 0.5X(s,t−1) +
(
1.3 + sin
(
2pit
400
))
(s,t), where Xs,0 = 0 and (s,t) are zero mean GPs
independent over time with spatial covariance structure (14.6). Note that this is a temporally
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Figure 14.6: Detection of covariance stationarity in spatio-temporal data drawn from model S1
with sample size 100 locations and 200 time points, with ψ = 1 and λ = 5.
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Figure 14.7: Detection of covariance stationarity in spatio-temporal data drawn from model S2
with sample size 100 locations and 200 time points, with ψ = 1 and λ = 5.
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Figure 14.8: Detection of strong stationarity in spatio-temporal data drawn from models S1 and
S2 with sample size 100 locations and 200 time points, corresponding to Whittle spatial covariance
with ψ = 0.72 and λ = 5.
nonstationary but spatially stationary Gaussian random field. We consider ψ = 0.5 and 1,
and λ = 5 for the simulations.
(NS2) X(s,t) = 0.5X(s,t−1) + 0.4X(s,t−1)(s,t−1) + η(s,t), where Xs,0 = 0 and η(s,t) are zero mean
GPs independent over time with nonstationary spatial covariance given as follows.
Cov
(
η(s1,t), η(s2,t)
)
=
∣∣∣Σ(s1
λ
)∣∣∣ 14 ∣∣∣Σ(s2
λ
)∣∣∣ 14 ∣∣∣∣∣Σ
(
s1
λ
)
+ Σ
(
s2
λ
)
2
∣∣∣∣∣
− 1
2
exp
[
−
√
Qλ(s1, s2)
]
,
(14.7)
where Qλ(s1, s2) = 2(s1−s2)T
[
Σ
(
s1
λ
)
+ Σ
(
s2
λ
)]−1
(s1−s2) and Σ
(
s
λ
)
= Γ
(
s
λ
)
ΛΓ
(
s
λ
)T .
In the above,
Γ
( s
λ
)
=
(
γ1
(
s
λ
) −γ2 ( sλ)
γ2
(
s
λ
)
γ1
(
s
λ
) ) ; Λ = ( 1 0
0 1
2
)
,
where γ1
(
s
λ
)
= log (u/λ+ 0.75), γ2
(
s
λ
)
= (u/λ)2 + (v/λ)2, and s = (u, v)T .
With this, the model is a temporally stationary and spatially nonstationary Gaussian random
field. For simulations, we consider λ = 20, following Bandopadhyay et al. (2017).
(NS3) X(s,t) = 0.5X(s,t−1) +
(
1.3 + sin
(
2pit
400
))
η(s,t), where Xs,0 = 0 and η(s,t) are zero mean GPs
independent over time with nonstationary spatial covariance given by (14.7). This defines
a temporally and spatially nonstationary Gaussian random field. Again, we set λ = 20 for
simulations, following Bandopadhyay et al. (2017).
We obtained the right results in all the cases of nonstationarity, but present the results corre-
sponding to (m = 100, T = 200) and ψ = 1 for brevity. Figure 14.11 provides the results on
strong stationarity and the result on covariance stationarity of NS1 is depicted in Figure 14.12.
For detection of strict nonstationarity, Cˆ1 varied between 0.04 and 0.05. The same values also
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Figure 14.9: Detection of covariance stationarity in spatio-temporal data drawn from model S1
with sample size 100 locations and 200 time points, corresponding to Whittle spatial covariance
with ψ = 0.72 and λ = 5.
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Figure 14.10: Detection of covariance stationarity in spatio-temporal data drawn from model S2
with sample size 100 locations and 200 time points, corresponding to Whittle spatial covariance
with ψ = 0.72 and λ = 5.
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Figure 14.11: Detection of strong nonstationarity in spatio-temporal data drawn from modelsNS1,
NS2 and NS3 with sample size 100 locations and 200 time points.
yielded respective covariance nonstationarities in these exampples. However, the maximum values
of Cˆ1 for detecting covariance nonstationarities varied between 0.05, 0.15, 0.2 and 0.3.
14.6.4 Overall comparison of our results with those of Bandopadhyay et al. (2017)
First, our Bayesian procedure is designed to identify both weak and strict stationarity of the un-
derlying spatio-temporal process, while the methods of Bandopadhyay et al. (2017) are meant for
detection of weak stationarity only, and not for strict stationarity.
Second, our method requires the only assumption of local stationarity, which is expected to hold
in general. In contrast, the methods of Bandopadhyay et al. (2017) require a variety of assumptions,
which may be difficult to verify in practice.
Overall, our Bayesian procedure worked adequately for all the strict stationarity and nonstation-
arity cases that we considered. The method also performed satisfactorily whenever there existed
well-defined regions Ni,hj ,hj+1 in the data set. On the other hand, the methods of Bandopadhyay
et al. (2017) did not yield satisfactory results particularly when the underlying process is non-
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Figure 14.12: Detection of covariance nonstationarity in spatio-temporal data drawn from model
NS1 with sample size 100 locations and 200 time points.
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Gaussian.
15 Real data analyses for spatial and spatio-temporal data
Das and Bhattacharya (2020) considered three real spatial and spatio-temporal data sets on pol-
lutants for illustration of their new general nonparametric spatial and spatio-temporal model and
methods. One is an ozone data set, which is a spatial data. Initially, Das and Bhattacharya (2020)
fitted a stationary model, a special case of their general model, to the ozone data, but obtained
unsatisfactory fit. This prompted them to fit the nonstationary instance of their model, which
yielded adequate results. Thus, nonstationarity of the ozone data seems to be more plausible than
stationarity. Here we establish with our Bayesian method that this is indeed the case.
The other two data sets are spatio-temporal data sets on particulate matters (PM), which are
mixtures of solid particles and liquid droplets found in the air. The data sets correspond to mea-
surements of air concentrations of two different size ranges – PM 10 and PM 2.5. The first one,
PM 10, is suspected to be nonstationary, while PM 2.5 is suspected to be stationary in the literature
(see, for example, Paciorek et al. (2009)). With our Bayesian method for characterizing stationarity
and nonstationarity, we establish that such intuitions are correct.
For details regarding the three data sets, see Das and Bhattacharya (2020). There are also
covariaites associated with the three data sets, which have been utilized by Das and Bhattacharya
(2020) for their modeling purpose. However, for checking stationarity and nonstationarity, only
the responses are necessary. Hence, for our current purpose, the covariates are unnecessary. We
evaluate all the final responses in their log scales.
15.1 Spatial ozone data
After appropriate data transformations (see Das and Bhattacharya (2020)), we obtain 76 observa-
tions, evaluated in the log scale. To obtain Cˆ1, we first generate 76 observations from a GP with
the Whittle covariance function given by (13.3), with ψ = 0.8, and with the same set of locations
as the ozone data. We set K = 20 for this small data set, and obtain the minimum value of Cˆ1
that ensured stationarity for this GP data with our Bayesian method, to be 0.38. With this value of
Cˆ1 and larger (even with Cˆ1 = 0.43), we obtained clear evidence of nonstationarity for the ozone
data, as depicted in Figure 15.1.
To check covariance stationarity, we obtain four neighborhoods Ni,hj ,hj+1 , for j = 1, 2, 3, 4,
where h1 = 0.0, h2 = 0.2, h3 = 0.4, h4 = 0.6 and h5 = 0.8. With K = 20 and the same
Whittle covariance based GP data for strict stationarity, the same value Cˆ1 = 0.38 turned out to be
the minimum value ensuring covariance statonarity for the GP data. Figure 15.2 shows covariance
nonstationarity for the ozone data with Cˆ1 = 0.38. Indeed, convergence to zero is indicated with
Ni,h2,h3 .
15.2 Spatio-temporal PM 10 data
This data set consists of 70572 observations, a part of which has been used by Das and Bhat-
tacharya (2020) for model fitting. However, here we use all 70572 log-response values to check
strict and covariance stationarity. To obtain Cˆ1, we need to generate GP samples of size 70572 with
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Figure 15.1: Detection of nonstationarity of the ozone data with our Bayesian method.
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Figure 15.2: Detection of covariance nonstationarity of the ozone data.
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Figure 15.3: GP samples of sizes 10000 and 20000 for Whittle covariance with ψ = 0.8 for PM 10
data.
the Whittle covariance function and the locations, time points corresponding to the real PM 10 data
set. However, generation of such a large GP sample turned out to be prohibitive with our current
infrastructure. But more of concern is the issue that the stability of the covariance matrix turned
out to steadily deteriorate for dimensions larger than 100000. Figure 15.3 shows two GP samples
of sizes 10000 and 20000 generated using the R-package “mvnfast”, using 80 parallel cores. Al-
though the sample of size 10000 is stable, the other shows increasing variability from index 10000
onwards. Hence, to obtain Cˆ1 we consider the GP sample of size 10000. Setting K = 250 as in the
simulation studies, we obtain Cˆ1 = 0.16 for checking strict stationarity. For the real PM 10 data
of size 70572, we then set Cˆ1 = 0.16 and K = 1764. The latter is chosen such that the number
of observations per cluster is on the average 40, to match the average number of observations per
cluster in the simulated GP data. Figure 15.4 clearly indicates strict nonstationarity of the PM 10
data.
For checking covariance stationarity, our method with Whittle covariance failed to yield a
valid Cˆ1 since we could obtain only a single neighborhood Ni,h1,h2 , with h1 = 0.0 and h2 = 0.15.
Hence, we set Cˆ1 = 0.16, the same value obtained for checking strict stationarity. Again, for
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(a) Nonstationarity (PM 10 data).
Figure 15.4: Detection of nonstationarity of the PM 10 data with our Bayesian method.
obtaining valid intervals, we needed to decrease the number of clusters and increase the number
of observations per cluster. In this regard, setting K = 500 let us obtain four valid neighborhoods
Ni,hj ,hj+1; j = 1, 2, 3, 4, with h1 = 0.0, h2 = 0.1, h3 = 0.2, h4 = 0.3 and h5 = 0.4. Figure
15.5 shows covariance nonstationarity for the PM 10 data, as convergence to zero is indicated with
Ni,h1,h2 and Ni,h2,h3 .
15.3 Spatio-temporal PM 2.5 data
The PM 2.5 data set consists of 17496 observations. For checking strict stationarity, we generated
a GP sample of size 17496 with the Whittle covariance function with ψ = 0.8, with the same
locations and time points as the real PM 2.5 data. Unlike the PM 10 case, here the GP sample turned
out to be stable, as shown in Figure 15.6. Setting K = 437, so that there are 40 observations on
the average in each cluster, we obtained Cˆ1 = 0.02 with the Whittle based GP sample. Figure 15.7
shows that the PM 2.5 data is strongly stationary. Hence, it is not necessary to check covariance
statioanrity of this data.
16 Bayesian characterization of point processes
Point pattern analysis is the study involving analysis of the spatial distribution of the observed
events and to infer about the underlying data-generating process. In this regard, an important
question to ask is whether or not interactions exist between the events. Hence, a pertinent test
that is often used in point pattern analysis is the test of complete spatial randomness (CSR), that
is, if the points are independently and uniformly distributed over the study area. Theoretically,
homogeneous Poisson point process (HPP) corresponds to CSR, and thus tests for CSR can be
devised on such basis, assuming the Poisson process framework for independent disjoint sets of
events. However, rejecting CSR only rejects the HPP assumption and does not facilitate conclusion
of stationarity or nonstationarity, Poisson or non-Poisson process. Bayesian characterization of
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(a) 0 ≤ ‖h‖ < 0.1.
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(b) 0.1 ≤ ‖h‖ < 0.2.
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(c) 0.2 ≤ ‖h‖ < 0.3.
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(d) 0.3 ≤ ‖h‖ < 0.4.
Figure 15.5: Detection of covariance nonstationarity of the PM 10 data.
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(a) GP sample size 17496.
Figure 15.6: GP sample of size 17496 for Whittle covariance with ψ = 0.8 for PM 2.5 data.
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(a) Stationarity (PM 2.5 data).
Figure 15.7: Detection of stationarity of the PM 2.5 data with our Bayesian method.
stationarity and nonstationarity can be achieved as before, while Bayesian characterization of CSR
and Poisson assumption require further work. To characterize the Poisson assumption we exploit
mutual independence of disjoint sets of events, under the assumption of orderliness and almost
sure boundedly finite property of the process without fixed atoms.
Testing for CSR can be found in O’Sullivan and Unwin (2003), Waller and Gotway (2004) and
Schabenberger and Gotway (2005). The key ingredient in such tests is the so-calledG function that
provides the distribution of the distance from any arbitrary event to its nearest event. Specifically,
let dij denote the distance between the i-th and j-th events in a set of n events, and for s = 1, . . . , n,
let ds = min {dst : t 6= s}. Consider the empirical distribution function
Gˆ(x) =
∑n
s=1 I(ds ≤ x)
n
. (16.1)
Under CSR, that is, under the assumption of homogeneous Poisson point process, Gˆ(x) has expec-
tation
G(x) = 1− exp (−λpix2) , (16.2)
the G-function. Here λ is the intensity, or the number of events per unit area, the maximum
likelihood estimator of which is given by λ˜ = n/|W |, where W is the bounded region where the
points are observed, and |W | denotes the volume of W . Indeed, the entire point processX defined
on some region S ⊂ Rd, for some d ≥ 1 can not be observed, and hence a bounded region W ⊂ S
is considered where points are observed. Let
G˜(x) = 1− exp
(
−λ˜pix2
)
, (16.3)
Let us assume that XK =
{
Xs : s ∈ ∪Ki=1Ni
}
has been observed, for K > 1. Here ∪Ki=1Ni
corresponds to the observation window W . For the purpose of asymptotics, we assume that |S|,
the volume of S tends to infinity, so that even though |W | remains finite, n, the number of points
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in W tends to infinity, almost surely.
For any x > 0, consider
Gˆi(x) = n
−1
i
∑
s∈Ni
I(ds ≤ x), (16.4)
where ni = |Ni|, as before. Note that n =
∑k
i=1 ni.
Now let
GˆK(x) =
∑
s∈∪Ki=1Ni I(ds ≤ x)∑K
i=1 ni
=
∑K
i=1 niGˆi(x)∑K
i=1 ni
=
K∑
i=1
pˆiKGˆi(x), (16.5)
where pˆik = ni/
∑K
j=1 nj , as before. Let us now assume (2.4), which we recall as
pˆiK =
ni∑K
j=1 nj
→ piK = pi∑K
j=1 pj
,
as nj →∞, for j = 1, . . . , K. Here 0 ≤ pi ≤ 1, such that
∑∞
i=1 pi = 1.
Let Wd denote the space where the distances di, i = 1, . . . , n, associated with the observation
window W , lie upon. However, for the asymptotic theory, we must let the window W and corre-
sponding Wd to grow, otherwise the number of points n can not tend to infinity. Indeed, for fixed
W , even the MLE λ˜ = n/|W | is not a consistent estimator for λ in the HPP case. Thus, in this
regard, we consider the sequences Wr, Wdr, K = Kr, nir, nr, Kr, pˆiKr and λ˜r, for r = 1, 2, . . .,
where the suffix r is incorporated to our previous notation to signify sequences. Let |Wr| → ∞
as r → ∞. Note that Kr may remain finite even as r → ∞. Let us also denote by Gtrue the true
point process generating the data. Note that for HPP, Gtrue = G. In reality, the true point process,
and hence Gtrue, is unknown.
A problem associated with HPP is that it is hard to establish sup
x∈Wdr
∣∣∣GˆK − G˜(x)∣∣∣→ 0, in either
weak or strong sense. To see this, note that
sup
x∈Wdr
∣∣∣G˜(x)−G(x)∣∣∣ = sup
x∈Wdr
∣∣∣exp (−λpix2) (1− exp(−pix2 (λ˜r − λ)))∣∣∣
≤ 1− inf
x∈Wdr
exp
(
−pix2
∣∣∣λ˜r − λ∣∣∣) .
Since exp
(
−pix2
∣∣∣λ˜r − λ∣∣∣) is decreasing in x2 andWdr is bounded, the infimum overWdr is given
by exp
(
−piξ2r
∣∣∣λ˜r − λ∣∣∣), where ξr is the maximum interpoint distance in Wdr. In other words,
sup
x∈Wd
∣∣∣G˜(x)−G(x)∣∣∣ ≤ 1− exp(−piξ2r ∣∣∣λ˜r − λ∣∣∣) . (16.6)
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By Markov’s inequality, for any  > 0,
P
(
ξ2r
∣∣∣λ˜r − λ∣∣∣ > ) < −2ξ4rE ( nr|Wr| − λ
)2
= −2λ
ξ4r
|Wr| ,
which tends to zero if ξ
4
r
|Wr| → 0 as r → ∞. But as can be easily verified, this does not hold for
regular window shapes such as squares, rectangles, circles, triangles, etc. Indeed, for these shapes,
ξ4r
|Wr| →∞ as r →∞.
Instead of sup
x∈Wdr
∣∣∣GˆK(x)− G˜(x)∣∣∣ we shall thus deal with ∫Wdr ∣∣∣GˆK(x)− G˜(x)∣∣∣ dGtrue(x) in
the following theorem.
Theorem 15 Assume that X follows homogeneous Poisson point process, and that the points are
observed in the window Wr, where |Wr| → ∞ as r → ∞. Let Wdr denote the space of the
distances associated with Wr. Then, for all values of K∞ = lim
r→∞
Kr,
lim
r→∞,nir→∞,i=1,...,Kr
∫
Wdr
∣∣∣GˆKr(x)− G˜(x)∣∣∣ dGtrue(x) = 0, (16.7)
almost surely if
∑∞
r=1 |Wr|−1 <∞.
Proof. Observe that∫
Wdr
∣∣∣GˆKr(x)− G˜(x)∣∣∣ dGtrue(x)
≤ sup
x∈Wdr
∣∣∣GˆKr(x)−G(x)∣∣∣Gtrue(Wdr) + ∫
Wdr
∣∣∣G˜(x)−G(x)∣∣∣ dGtrue(x)
≤ sup
x∈Wdr
∣∣∣GˆKr(x)−G(x)∣∣∣+ ∫
Wdr
∣∣∣G˜(x)−G(x)∣∣∣ dGtrue(x). (16.8)
Since
sup
x∈Wdr
∣∣∣GˆKr(x)−G(x)∣∣∣ = sup
x∈Wdr
∣∣∣∣∣
Kr∑
i=1
(
Gˆi(x)−G(x)
)∣∣∣∣∣ ≤
Kr∑
i=1
pˆiKr sup
x∈Wdr
∣∣∣Gˆi(x)−G(x)∣∣∣ .
(16.9)
Now, as r →∞, the right hand side of (16.9) converges almost surely to
K∞∑
i=1
piK∞ lim
r→∞
sup
x∈Wdr
∣∣∣Gˆi(x)−G(x)∣∣∣ , (16.10)
since pˆiKr → piK∞ in the same way as (2.4). Also, sup
x∈Wdr
∣∣∣Gˆi(x)−G(x)∣∣∣ a.s.−→ 0, as r → ∞
and nir →∞ by Glivenko-Cantelli theorem for stationary random variables (Stute and Schumann
(1980)). That is, given any K∞, (16.10) converges to zero almost surely. Thus, (16.10) converges
to zero almost surely, even as K∞ → ∞. Hence, it follows from these arguments and (16.9) that
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for all values of K∞,
sup
x∈Wdr
∣∣∣GˆK(x)−G(x)∣∣∣ a.s.−→ 0, as nir →∞, i = 1, . . . , Kr, r →∞,
and hence∫
Wdr
∣∣∣GˆK(x)−G(x)∣∣∣ dGtrue(x) a.s.−→ 0, as nir →∞, i = 1, . . . , Kr, r →∞. (16.11)
Now note that, for λ˜r = nr/|Wr|,∫
Wdr
∣∣∣G˜(x)−G(x)∣∣∣ dGtrue(x) = ∫
Wdr
∣∣∣exp (−λpix2) (1− exp(−pix2 (λ˜− λ)))∣∣∣ dGtrue(x)
≤ Gtrue (Wdr)−
∫
Wdr
exp
(
−pix2
∣∣∣λ˜− λ∣∣∣) dGtrue(x). (16.12)
In (16.12),
Gtrue (Wdr)→ 1, as r →∞. (16.13)
Now, by Markov’s inequality, for any  > 0,
∞∑
r=1
P
(∣∣∣λ˜r − λ∣∣∣ > ) = ∞∑
r=1
P
(∣∣∣∣ nr|Wr| − λ
∣∣∣∣ > )
< −2
∞∑
r=1
E
(
nr
|Wr| − λ
)2
= −2λ
∞∑
r=1
1
|Wr| <∞,
where the last step is due to our assumption. Hence, by Borel-Cantelli lemma,
∣∣∣λ˜r − λ∣∣∣ a.s.−→
0, as r →∞. By dominated convergence theorem, it follows that∫
Wdr
exp
(
−pix2
∣∣∣λ˜− λ∣∣∣) dGtrue(x) a.s.−→ 1, as r →∞. (16.14)
It follows from (16.12), (16.13) and (16.14) that∫
Wdr
∣∣∣G˜(x)−G(x)∣∣∣ dGtrue(x) a.s.−→ 0, as r →∞. (16.15)
The result follows by combining (16.8), (16.11) and (16.15).
Remark 16 Note that unlike in the previous cases where we required K → ∞, here we did
not require the assumption K∞ →∞. Theorem 15 explicitly mentions that the result holds for all
values ofK∞. This difference is due to the fact that in the asymptotics of point process we assumed
that the observation window Wr is growing with r, and with such growing observation window,
the entire point process can be ultimately captured. Hence increasing the number of clusters is not
required. From a more mathematical perspective, note that GˆK uses all the observations in the
observation window, and so the value of K is irrelevant mathematically.
72
Remark 17 Note that by direct application of Glivenko-Cantelli theorem for stationary random
variables we can obtain,
sup
x∈Wdr
∣∣∣GˆKr(x)−G(x)∣∣∣ a.s.−→ 0, as r →∞. (16.16)
This does not require breaking up the observation window Wr into sub-regions N1, . . . ,NKr , and
the assumption nir → ∞ for i = 1, . . . , Kr. However, it is important to detect which sub-regions
of Wr are not representatives of CSR. From this perspective, it is important to consider the sub-
regions N1, . . . ,NKr , and consideration of the form (16.5), which we formalize in our Bayesian
characterization.
Let {cj}∞j=1 be a non-negative decreasing sequence and
Yj,njr = I
{∫
Wdr
∣∣∣Gˆj(x)− G˜(x)∣∣∣ dG(x) ≤ cj}. (16.17)
In practice, we shall approximate
∫
Wdr
∣∣∣Gˆj(x)− G˜(x)∣∣∣ dG(x) by 1njr ∑njri=1 ∣∣∣Gˆj(di)− G˜(di)∣∣∣, where
the distances di are assumed to correspond to the true data-generating point process Gtrue.
As before, let, for j ≥ 1,
P
(
Yj,njr = 1
)
= pj,njr . (16.18)
Hence, the likelihood of pj,njr , given yj,njr , is given by the form (4.3).
As before, we construct a recursive Bayesian methodology that formally characterizes homo-
geneous Poisson process and otherwise in terms of formal posterior convergence. The relevant
theorems in this regard, the proofs of which are similar to stationarity and nonstationarity charac-
terizations, are presented below as Theorems 18 and 19.
Theorem 18 For all ω ∈ S ∩ Nc, where N is some null set having probability measure zero,
X ∩ W follows homogeneous Poisson process if and only if for any monotonically decreasing
sequence {cj(ω)}∞j=1,
pi (N1|yk,nkr(ω))→ 1, (16.19)
as k →∞ and njr →∞ for j = 1, . . . , Kr satisfying (2.4) and Kr →∞ as r →∞, where N1 is
any neighborhood of 1 (one).
Theorem 19 X ∩ W does not follow homogeneous Poisson process if and only if for any ω ∈
S ∩ Nc where N is some null set having probability measure zero, for any choice of the non-
negative, monotonically decreasing sequence {cj(ω)}∞j=1,
pi
(N0|yk,nkr(ω)(ω))→ 1, (16.20)
as k → ∞ and njr → ∞, j = 1, . . . , Kr satisfying (2.4), and Kr → ∞ as r → ∞, where N0 is
any neighborhood of 0 (zero).
Remark 20 Note that Theorems 18 and 19 require Kr →∞ as r →∞, even though Theorem 15
does not have this requirement. But this arises entirely for convergence of the recursive Bayesian
algorithm as the stage number k →∞.
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16.1 Discussion on edge correction
Since the data are observed in the bounded window W , the minimum distance di in the window
may be larger than the true minimum distance had the complete point processX been observed. In
classical point process analysis, this may induce a bias in estimating the true distribution function,
which is known as edge effect. Needless to mention, various corrections for such edge effect is
available in the literature.
However, in the way we proceed with our Bayesian method, the edge effects do not influence
our final results. The reason for this is the following. We partition the point pattern in the ob-
servation window W into K clusters using the K-means clustering algorithm. Thus, within each
cluster in the interior of W , the edge effect is minimized. This is because the K-means clustering
algorithm guarantees that within cluster variation is minimized and the between cluster variation
is maximized, which entails that the minimum distance di of any point i within each cluster is
often indeed the minimum when all the points are considered. Note that this is actually the case for
‘empty distances’, if the distances are measured from the centroid of each cluster. Our experiments
demonstrate the validity of our aforementioned arguments in this regard.
16.2 Characterization of stationarity and nonstationarity of point processes
The characterization of stationarity and nonstationarity in the point process setup remains essen-
tially the same as in the general situation, with the conceptual difference being consideration of
Wr in the point process setup, with |Wr| → ∞. We present the main results regarding stationarity
and nonstationarity in the point process setup, which are slight modifications of Theorems 3, 4, 5,
6 and 7.
Theorem 21 Let Kr →∞ as r →∞. Then
lim
r→∞
lim lim
nir→∞,i=1,...,Kr
sup
C
∣∣∣P˜Kr(C)− P∞(C)∣∣∣ = 0, almost surely.
Theorem 22 The point processX is stationary if and only if sup
C
∣∣∣Pˆj(C)− P˜Kr(C)∣∣∣→ 0 almost
surely, as njr →∞ satisfying (2.4), j = 1, . . . , Kr, Kr →∞, as r →∞.
Theorem 23 X is nonstationary if and only if sup
C
∣∣∣Pˆj(C)− P˜Kr(C)∣∣∣ > 0 almost surely, as
njr →∞ satisfying (2.4), j = 1, . . . , Kr, Kr →∞, as r →∞.
Let {cj}∞j=1 be a non-negative decreasing sequence and
Yj,njr = I
{
sup
C
∣∣∣Pˆj(C)− P˜Kr(C)∣∣∣ ≤ cj}.
Let, for j ≥ 1,
P
(
Yj,njr = 1
)
= pj,njr .
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Theorem 24 For all ω ∈ S ∩Nc, where N is some null set having probability measure zero, X
is stationary if and only if for any monotonically decreasing sequence {cj(ω)}∞j=1,
pi (N1|yk,nkr(ω))→ 1,
as k →∞ and njr →∞ for j = 1, . . . , Kr satisfying (2.4) and Kr →∞ as r →∞, where N1 is
any neighborhood of 1 (one).
Theorem 25 X is nonstationary if and only if for any ω ∈ S∩Nc whereN is some null set having
probability measure zero, for any choice of the non-negative, monotonically decreasing sequence
{cj(ω)}∞j=1,
pi
(N0|yk,nkr(ω)(ω))→ 1,
as k → ∞ and njr → ∞, j = 1, . . . , Kr satisfying (2.4), and Kr → ∞ as r → ∞, where N0 is
any neighborhood of 0 (zero).
16.3 Characterization of mutual independence among random variables
In this section we first characterize mutual independence among a general set of random variables
XK = (X1, . . . , XK), as K → ∞, and then specialize the characterization in the point process
setup. Indeed, although characterizations and tests for mutual independence among a set of random
variables is available in the literature (see, for example, Puri and Sen (1971), Gieser and Randles
(1997), Um and Randles (2001), Cle´roux et al. (1995), Bilodeau and L de Micheaux (2005), Ho-
effding (1948), Blum et al. (1961), Ghoudi et al. (2001), Beran et al. (2007), Bilodeau and Nangue
(2017)), they are meant for a finite set of random variables. Moreover, such characterizations are
often not computationally manageable. Here we attempt to provide a characterization for number
of random variables tending to infinity, with manageable computation. Also, unlike the previous
approaches, we need only asymptotic stationarity of the realizations of the random variables, not
even independence.
The key idea is to consider the differences
ζi = sup
t1,...,ti∈R
|P (Xi ≤ ti|X1 ≤ t1, . . . , Xi−1 ≤ tt−1)− P (Xi ≤ ti)| , (16.21)
for i = 2, . . . , K, with ζ1 = 0. If all ζi; i = 2, . . . , K, are sufficiently small, then the random
variables (X1, . . . , XK) are mutually independent. For practical purposes, we must replace
P (Xi ≤ ti|X1 ≤ t1, . . . , Xi−1 ≤ tt−1)
and P (Xi ≤ ti) with their corresponding empirical probabilities. In other words, we write
P (Xi ≤ ti|X1 ≤ t1, . . . , Xi−1 ≤ tt−1) = P (X1 ≤ t1, . . . , Xi−1 ≤ tt−1, Xi ≤ ti)
P (X1 ≤ t1, . . . , Xi−1 ≤ tt−1) , (16.22)
and replace P (X1 ≤ t1, . . . , Xi−1 ≤ tt−1, Xi ≤ ti) and P (X1 ≤ t1, . . . , Xi−1 ≤ tt−1) with their
corresponding empirical distribution functions
Fn,1:i (X1 ≤ t1, . . . , Xi−1 ≤ tt−1, Xi ≤ ti)
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and
Fn,1:(i−1) (X1 ≤ t1, . . . , Xi−1 ≤ tt−1) ,
respectively. We also replace P (Xi ≤ ti) with its empirical distribution function Fn, i (Xi ≤ ti).
We denote the differences of the empirical distribution functions corresponding to (16.21) by ζˆi;
i = 2, . . . , k, with ζˆ1 = 0.
However, computation of the joint empirical distribution functions Fn,1:i often turn out to be
zero numerically, even if i is not too large. To address this, we resort to Bayesian nonparametrics,
with Dirichlet process prior for the joint distribution of XK . In fact, more generally, we consider
a stochastic process prior for the sequence of random variables X = (X1, X2, X3, . . .). Let G0
denote the expected parametric stochastic process forX . Specifically, we assume thatX ∼ G and
G ∼ DP (αG0), where DP (αG0) stands for Dirichlet process with base measure G0 and strength
parameter α > 0. More transparently, let X i1,i2,...,iK = (Xi1 , Xi2 , . . . , XiK ), for any set of indices
i1, . . . , iK . Then X i1,i2,...,iK ∼ Gi1,i2,...,iK and Gi1,i2,...,iK ∼ DP (αG0,i1,i2,...,iK ), where Gi1,i2,...,iK
and G0,i1,i2,...,iK are k-dimensional distributions associated withX i1,i2,...,iK .
Now, if data Xji1,i2,...,iK ; j = 1, 2, . . ., are available which are not necessarily iid or not even
independent, we consider the following recursive strategy for sequentially updating the posterior
distribution of the Dirichlet process. We assume that
X1i1,i2,...,iK ∼ G1; G1 ∼ DP (αG0,i1,i2,...,iK ) . (16.23)
so that the posterior distribution of the random distribution givenX1i1,i2,...,iK is given by
[G1|X1i1,i2,...,iK ] ∼ DP
(
αG0,i1,i2,...,iK + δX1i1,i2,...,iK
)
. (16.24)
Now, assuming [G1|X1i1,i2,...,iK ] to be the prior for the distribution ofX2i1,i2,...,iK , we have
[G2|X2i1,i2,...,iK ] ∼ DP
(
αG0,i1,i2,...,iK + δX1i1,i2,...,iK
+ δX2i1,i2,...,iK
)
. (16.25)
Continuing as (16.23), (16.24) and (16.25), we obtain in general, for j ≥ 1,
[Gj|Xji1,i2,...,iK ] ∼ DP
(
αG0,i1,i2,...,iK +
j∑
r=1
δXri1,i2,...,iK
)
. (16.26)
Note that the posterior in this case is of the same form as that of [Gj|Xri1,i2,...,iK ; r = 1, . . . , j], had
Xri1,i2,...,iK ; r = 1, . . . , j been iidwith distributionGi1,i2,...,iK andGi1,i2,...,iK ∼ DP (αG0,i1,i2,...,iK ).
In particular, for n data points
{
XjK ; j = 1, 2, . . . , n
}
, following (16.26) we obtain the poste-
rior mean as
E[Gn|XnK ] =
αG0,1:K +
∑n
r=1 δXrK
α + n
, (16.27)
which involves all the available data points
{
XjK ; j = 1, 2, . . . , n
}
. With (16.27), we deal with the
following form of the conditional distribution function of [Xj|X1, . . . , Xj−1] for j ≥ 1:
ζ˜jn(t1, . . . , tj) =
E[Gn (X1 ≤ t1, . . . , Xj ≤ tj) |Xnj ]
E[Gn (X1 ≤ t1, . . . , Xj−1 ≤ tj−1) |Xnj−1]
. (16.28)
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The marginal distribution of Xj in this case that we shall consider is
ζ˜jn(tj) =
αG0,j(Xj ≤ tj) +
∑n
r=1 δXrj (X
r
j ≤ tj)
α + n
(16.29)
With these, we have the following result.
Theorem 26 For any K ≥ 2, let XjK; j ≥ 1, be stationary. Then (X1, . . . , XK) are mutually
independent if and only if, for j = 1, . . . , K,
sup
t1,...,tj∈R
∣∣∣ζ˜jn(t1, . . . , tj)− ζ˜jn(tj)∣∣∣ a.s.−→ 0, n→∞. (16.30)
Proof. Let (X1, . . . , XK) be mutually independent. Then [Xj|X1, . . . , Xj−1] = [Xj], for j ≥
2. In other words, it holds that P (Xj ≤ tj|X1 ≤ t1, . . . , Xj−1 ≤ tj−1) = P (Xj ≤ tj), for all
t1, . . . , tj ∈ R, and j ≥ 2. Now,
sup
tj∈R
∣∣∣ζ˜jn(t1, . . . , tj)− ζ˜jn(tj)∣∣∣ ≤ sup
tj∈R
∣∣∣ζ˜jn(t1, . . . , tj)− P (Xj ≤ tj)∣∣∣+sup
tj∈R
∣∣∣P (Xj ≤ tj)− ζ˜jn(tj)∣∣∣ .
(16.31)
Let us first focus on the first term of (16.31). For fixed α, as n → ∞, due to Glivenko-Cantelli
theorem for stationarity, it is easily seen that
E[Gn (X1 ≤ t1, . . . , Xj−1 ≤ tj−1) |Xnj−1] a.s.−→ P (X1 ≤ t1, . . . , Xj−1 ≤ tj−1) , (16.32)
for any t1, . . . , tj−1 ∈ R. Also, for any t1, . . . , tj−1 ∈ R, again due to Glivenko-Cantelli theorem
for stationarity,
sup
tj∈R
∣∣E[Gn (X1 ≤ t1, . . . , Xj ≤ tj) |Xnj ]− P (X1 ≤ t1, . . . , Xj ≤ tj)∣∣ a.s.−→ 0, as n→∞.
(16.33)
Combining (16.32) and (16.33) yields
sup
tj∈R
∣∣∣∣ E[Gn (X1 ≤ t1, . . . , Xj ≤ tj) |Xnj ]E[Gn (X1 ≤ t1, . . . , Xj−1 ≤ tj−1) |Xnj−1] − P (X1 ≤ t1, . . . , Xj ≤ tj)P (X1 ≤ t1, . . . , Xj−1 ≤ tj−1)
∣∣∣∣ a.s.−→ 0, as n→∞,
for all t1, . . . , tj−1 ∈ R. That is, for all t1, . . . , tj−1 ∈ R,
sup
tj∈R
∣∣∣ζ˜jn(t1, . . . , tj)− P (Xj ≤ tj|X1 ≤ t1, . . . , Xj−1 ≤ tj−1)∣∣∣ a.s.−→ 0,
and since under mutual independence, P (Xj ≤ tj|X1 ≤ t1, . . . , Xj−1 ≤ tj−1) = P (Xj ≤ tj),
sup
tj∈R
∣∣∣ζ˜jn(t1, . . . , tj)− P (Xj ≤ tj)∣∣∣ a.s.−→ 0, as n→∞,
for all t1, . . . , tj−1 ∈ R, under mutual independence. More transparently, since ζ˜jn(t1, . . . , tj) is
asymptotically independent of t1, . . . , tj−1, for any  > 0 under mutual independence, there exists
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n0() ≥ 1 such that for n > n0(),
sup
tj∈R
∣∣∣ζ˜jn(t1, . . . , tj)− P (Xj ≤ tj)∣∣∣ < ,
for all t1, . . . , tj−1 ∈ R. That is, (16.30)
sup
t1,...,tj∈R
∣∣∣ζ˜jn(t1, . . . , tj)− P (Xj ≤ tj)∣∣∣ a.s.−→ 0, as n→∞. (16.34)
For the second term of (16.31), note that
sup
tj∈R
∣∣∣P (Xj ≤ tj)− ζ˜jn(tj)∣∣∣ a.s.−→ 0, (16.35)
as n→∞, due to Glivenko-Cantelli theorem for stationarity,
Combining (16.31), (16.34) and (16.35) yields (16.30) under mutual independence.
Now if (16.30) holds for j ≥ 2, then this clearly implies mutual independence of the random
variables.
Remark 27 Apart from being much more stable numerically compared to the approach of compar-
ison between classical empirical conditional and marginal distributions, our DP-based approach
also allows incorporation of the dependence structure, if any, through the base measure G0. This
can be achieved by empirically estimating the dependence structure from the data, and incorporat-
ing it inG0. For example, ifG0 corresponds to Gaussian process, then its mean and the covariance
structure can be estimated from the data. This is expected to improve efficiency of inference re-
garding mutual independence. Note that such dependence structure can not be exploited in the
approach of comparison between classical empirical conditional and marginal distributions.
For our Bayesian characterization of mutual independence, let nj denote the minimum number
of observations associated with (X1, . . . , Xj), for j ≥ 2. Now let {cj}∞j=1 be a non-negative
decreasing sequence and
Yj,nj = I
{
sup
t1,...,tj∈R
∣∣∣ζ˜jnj(t1, . . . , tj)− ζ˜jnj(tj)∣∣∣ ≤ cj
}
.
Let, for j ≥ 1,
P
(
Yj,nj = 1
)
= pj,nj .
Let the rest of the recursive Bayesian procedure be the same as in Section 4. Then, using Theorem
26, the following theorem can be proved in almost the same way as Theorem 6.
Theorem 28 Let X i; i = 1, 2, . . ., be stationary. Then (X1, X2, . . .) are mutually independent if
and only if for all ω ∈ S ∩Nc, where N is some null set having probability measure zero, for any
monotonically decreasing sequence {cj(ω)}∞j=1,
pi (N1|yk,nk(ω))→ 1,
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as k → ∞ and nj → ∞ for k = 2, 3, . . . , K and K → ∞, where N1 is any neighborhood of 1
(one).
16.4 Mutual independence in the point process setup
Recall that for a Poisson point process, if for any set of disjoint regions Ci; i = 1, . . . , K, where
Ci ⊂ S, XCi , denoting the set of points in Ci, are independent, for any K > 1. This is referred
to as the complete independence property in Daley and Vere-Jones (2003). However, complete
independence alone is not sufficient to characterize Poisson point process. In this regard, let us
consider the following assumptions.
(A1) Let N(A), the number of points in the set A, be defined and finite for every bounded set A in
the Borel sigma-field generated by the open spheres of S. This can be simply expressed by
saying that the trajectories of N(·) are almost surely boundedly finite (Daley and Vere-Jones
(2003)).
(A2) Pr {N (S(x)) > 1} = o (Pr {N (S(x)) > 1}), as  → 0. Here S(x) denotes the open
sphere with radius  and center x. This property is called orderliness.
With these, the Poisson process can be characterized as follows.
Theorem 29 (Daley and Vere-Jones (2003)) LetN(·) be almost surely boundedly finite and with-
out fixed atoms. Then N(·) is a Poisson process if and only if it is orderly and has the complete
independence property.
We also note the following lemma.
Lemma 30 (Daley and Vere-Jones (2003)) A point x0 is an atom of the parameter measure Λ if
and only if it is a fixed atom of the process.
Corollary 31 Theorem 29 and Lemma 30 together imply that if Λ corresponds to a continuous
distribution, then (A1)-(A2) along with complete independence characterize Poisson process.
We now characterize Poisson process in a recursive Bayesian framework using our Bayesian char-
acterization of mutual independence assuming (A1)–(A2) and non-atomicity of the process. In all
our examples, we consider Λ to be associated with continuous distributions, hence non-atomic;
(A1)–(A2) also hold in all our simulation studies.
Assume that XCi are locally stationary and let DCi denote the set of minimum inter-point
distances associated with XCi . As before, for r = 1, 2, . . ., let Wr and Wdr be the observation
window and the space of inter-point distances corresponding toWr at the r-th stage, where |Wr| →
∞ as r →∞. Let us also replace nj and K with njr and Kr, respectively, as before.
Now let {cj}∞j=1 be a non-negative decreasing sequence and
Yj,njr = I
{
sup
t1,...,tj∈R
∣∣∣ζ˜jnjr(t1, . . . , tj)− ζ˜jnjr(tj)∣∣∣ ≤ cj
}
,
and, for j ≥ 1,
P
(
Yj,njr = 1
)
= pj,njr .
Then we have the following result for point processes corresponding to Theorem 28.
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Theorem 32 Let X be a point process in S. Assume that for the disjoint regions Ci ⊂ S; i =
1, . . . , Kr, XCi are locally stationary. Then
(
DC1 , . . . , DCKr
)
are mutually independent if and
only if for all ω ∈ S ∩ Nc, where N is some null set having probability measure zero, for any
monotonically decreasing sequence {cj(ω)}∞j=1, and any set of disjoint regions Ci; i = 1, . . . , Kr,
where Ci ⊂ S,
pi (N1|yk,nkr(ω))→ 1, (16.36)
as k → ∞ and nkr → ∞ for k = 2, 3, . . . , Kr and Kr → ∞ as r → ∞, where N1 is any
neighborhood of 1 (one).
Proof. Using Theorem 26, the proof follows in almost the same way as that of Theorem 6.
Theorem 33 Consider any point process X ∈ S. Assume that the σ-algebra for S is separable
and generated by the mutually disjoint sets {Ci; i ≥ 1}, and thatXCi are locally stationary. Then,
provided that (A1)–(A2) hold and the process is non-atomic, X is a Poisson point process if and
only if (16.36) holds.
Proof. By Theorem 32,
(
DC1 , . . . , DCKr
)
are mutually independent if and only if (16.36) holds.
Since the mutually disjoint sets {Ci; i ≥ 1} generates the σ-field for S, it follows that any set
of mutually disjoint sets {B1, . . . , B`} in the σ-field for S, for any ` > 1, (DB1 , . . . , DB`), are
mutually independent.
Also, it is easy to see that (DB1 , . . . , DB`) are mutually independent if and only if (XB1 , . . . ,XB`)
are mutually independent.
Hence, by the hypothesis of the theorem it follows that X is a Poisson point process if and
only if (16.36) holds.
16.5 Computational strategy for mutual independence assessment
Note that for relatively large j, it may not be feasible to directly compute sup
t1,...,tj∈R
∣∣∣ζ˜jnj(t1, . . . , tj)− ζ˜jnj(tj)∣∣∣.
Hence we consider the following strategy. For j = 2, let t˜1, t˜2 be the maximizers of
∣∣∣ζ˜jnj(t1, . . . , tj)− ζ˜jnj(tj)∣∣∣,
and for j ≥ 3, let
sup
t1,...,tj∈R
∣∣∣ζ˜jnj(t1, . . . , tj)− ζ˜jnj(tj)∣∣∣
= sup
tj∈R
∣∣∣∣∣E[Gn
(
X1 ≤ t˜1, . . . , Xj−1 ≤ t˜j−1, Xj ≤ tj
) |Xnj ]
E[Gn
(
X1 ≤ t˜1, . . . , Xj−1 ≤ t˜j−1
) |Xnj−1] − αG0,j(Xj ≤ tj) +
∑n
r=1 δXrj (X
r
j ≤ tj)
α + n
∣∣∣∣∣ ,
(16.37)
where t˜3, . . . , t˜j−1 are the maximizers of
∣∣∣ζ˜j−1nj−1(t1, . . . , tj−1)− ζ˜j−1nj−1(tj−1)∣∣∣, for j ≥ 3.
16.6 Example 1: Detection of HPP and IHPP and their properties
We generate a HPP with intensity λ = 1 on a window of the form [0, 100] × [0, 100], using the
R package “spatstat” (Baddeley and Turner (2005)), and obtain 9949 points in this exercise. We
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  HPP
(a) Homogeneous Poisson point pat-
tern.
  IHPP
(b) Inhomogeneous Poisson point pat-
tern.
Figure 16.1: Homogeneous and inhomogeneous Poisson point processes.
also simulate an IHPP using the spatstat package with λ(x, y) = 100(x + y) on [0, 5] × [0, 5],
generating 12447 observations. The plots of the point patterns are provided in Figure 16.1. Observe
that while the HPP pattern in panel (a) is reasonably uniform on the observed window, the IHPP
pattern in panel (b) shows sparsity in the bottom left corner and density in the top right corner of
the observation window. Our goal is to identify the true point processes that generated the data,
pretending that they are unknown and that only the data are observed.
16.6.1 Homogeneity detection
Let us first concentrate on the HPP data. With K = 1000 clusters, we use bound (10.3) and
obtain Cˆ1 = 0.25 as the minimum value of Cˆ1 that led to convergence of our recursive Bayesian
algorithm to 1. The result is depicted in panel (a) of Figure 16.2. Panel (b) of Figure 16.2 is
the simultaneous critical envelope associated with classical test of HPP, prepared using spatstat
with 1000 simulations of CSR. Here r stands for the distance argument, and Gˆobs(r), Gˆtheo(r),
Gˆlo(r) and Gˆhi(r) stand for the observed empirical distribution function for the distances with
Kaplan-Meier edge correction, the theoretical distribution function under CSR, the lower critical
boundary and the upper critical boundary for the distribution functions under CSR, respectively.
Here the significance level of simultaneous Monte Carlo test is given by 0.000999. Since the
observed distribution function fall well within the lower and upper critical boundaries, the result is
in agreement with our Bayesian result and indeed, the truth.
We now analyse the point pattern obtained from the IHPP. Panel (c) of Figure 16.2 shows the
result of our Bayesian analysis with K = 1000 clusters and Cˆ1 = 0.25. Divergence to zero,
that is, inhomogeneity is clearly indicated. However, this does not validate or invalidate Poisson
process. To validate Poisson process, we need to create a characterization of mutual independence
between the points contained in the K clusters. Panel (d) of Figure 16.2 is similar to panel (b)
except that the observed distribution function in this case now corresponds to IHPP. Note that the
observed distribution function Gˆobs(r) falls almost entirely within the limits Gˆlo(r) and Gˆhi(r),
which makes it considerably difficult to distinguish this IHPP from HPP. The advantage of our
Bayesian method depicted in panel (c) is clearly pronounced over this classical method in this
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(d) IHPP detection with classical
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Figure 16.2: Detection of CSR with our Bayesian method and traditional classical method.
regard.
16.6.2 Stationarity detection
The traditional tests of CSR tests for HPP only. But inhomogeneity neither rejects the Poisson
assumption, nor either of stationarity and nonstationarity. In this regard, we first address the ques-
tion of stationarity and nonstationarity with our Bayesian method in our current examples of HPP
and IHPP. Recall that for point processes, we regard the minimum distances di; i = 1, . . . , n, as
the spatial data, along with their corresponding locations. Indeed, with this, we obtain the correct
results with K = 1000 clusters, bound (10.3) with Cˆ1 = 0.06, the minimum value for which con-
vergence to 1 is obtained under the HPP example. The results presented in Figure 16.3, correctly
identifies HPP and IHPP as stationary and nonstationary, respectively. Larger values of Cˆ1, such
as Cˆ1 = 0.1 led to the same result.
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(b) Nonstationary point process (IHPP).
Figure 16.3: Detection of stationarity and nonstationarity of point processes (here HPP and IHPP)
with our Bayesian method.
16.6.3 Validation of Poisson assumption
We finally examine, with our recursive Bayesian method for characterizing mutual independence,
if the two point patterns that we generated can be safely assumed to be Poisson point patterns.
Note that Poisson point process is equivalent to mutual independence of the points in disjoint
subsets of W . In this regard, for i = 1, . . . , K, let XCi denote the points in cluster Ci. If XCi
are mutually independent for all possible clusters Ci and K, then X can be regarded as Poisson
point process. For practical purposes, we restrict attention to a single set of clusters C1, . . . , CK .
For numerical stability of the computations, we set K = 50, so that in most cases we investigate
mutual independence among K = 50 variables, where each variable is considered to take values
in one and only one of the clusters. We set the strength parameter α of the Dirichlet process to 1,
which is quite standard, and use the ‘emcdf’ function of the ‘Emcdf’ package in R to parallelise the
computations of the joint empirical distribution functions required for our Bayesian method. Here
the joint distribution functions are those of the log-distances associated with the clusters. For the
base distribution G0 of the Dirichlet process, we considered the multivariate normal distribution
with mean vector and covariance matrices obtained empirically from the log-distances associated
with XCi’s. Specifically, for K dimensions, G0 is a K-variate normal distribution with mean
vector being the K-component vector obtained by taking the means of the log-distances in XCi;
i = 1, . . . , K and the covariance matrix being the empirical covariance obtained from the log-
distances in the K clusters. The lower-dimensional distributions are then simply the marginalized
versions of the higher-dimensional cases.
The entire exercise beginning from clustering the observed point pattern to yielding the max-
imum absolute differences between the conditional distribution functions and the marginal distri-
bution functions, takes about 20 minutes in a 4-core laptop. The results of our Bayesian analyses
with the bound (10.3) and Cˆ1 = 0.5, the minimum value for convergence in the HPP case, are
provided in Figure 16.4. Indeed, both the panels indicate convergence, and hence independence.
Hence, both the point processes can be safely assumed to be Poisson point processes.
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Figure 16.4: Detection of independence in point patterns (here HPP and IHPP) with our Bayesian
method, suggesting that both the point processes are Poisson point processes.
  Homogeneous LGCP
Figure 16.5: Homogeneous LGCP.
16.7 Example 2: Homogeneous log-Gaussian Cox process
We now consider analyses of simulated data obtained from log-Gaussian Cox process. X is a
Cox process if conditional on a non-negative process {Λ(u) : u ∈ S},X is a Poisson process with
intensity function Λ (see, for example, Daley and Vere-Jones (2003)), and X is a log-Gaussian
Cox process if log Λ is a Gaussian process. In this example, let us consider a log-Gaussian Cox
process with mean functionE [log Λ(u)] = µ(u) = 3 for all u, and exponential covariance function
given by Cov (log Λ(u), log Λ(v)) = σ2×exp (a ‖u− v‖), where ‖·‖ denotes Euclidean distance,
σ2 = 0.2 and a = 10. This is a stationary non-Poisson point process, and homogeneous in the sense
that the marginalized intensity E [log Λ(u)], integrating out the random function Λ, is constant.
We choose W = [0, 15] × [0, 20] and obtain 6553 observations from this point process using
spatstat, which are displayed in Figure 16.5.
We consider K = 800 and algorithm (10.3) with Cˆ1 = 0.24 for our Bayesian method. Figure
16.6 compares our Bayesian method with the classical method regarding CSR detection. Observe
that the Bayesian method correctly identifies that the point process is not CSR, while the classical
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(a) HPP detection with Bayesian
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(b) HPP detection with classical method
for LGCP.
Figure 16.6: Detection of CSR with our Bayesian method and traditional classical method for
LGCP. The Bayesian method correctly identifies that the underlying point process is not CSR, but
the classical method falsely indicates CSR.
method fails to correctly recognize the process.
For addressing stationarity, we set K = 800 and Cˆ1 = 0.15. Panel (a) of Figure 16.7 shows
that stationarity is clearly indicated by our Bayesian approach.
For testing if the underlying point process is Poisson process, we test independence as before,
among K = 70 random variables XCi; i = 1, . . . , K. With Cˆ1 = 0.5, panel (b) of Figure 16.7
indicates independence, validating the Poisson assumption, given Λ, as mentioned above.
16.8 Example 3: Inhomogeneous log-Gaussian Cox process
We now consider a log-Gaussian Cox process where the covariance is now of the Mate´rn form
Cov (log Λ(u), log Λ(v)) = σ2
21−ν
Γ(ν)
(√
2ν
‖u− v‖
ρ
)ν
Kν
(√
2ν
‖u− v‖
ρ
)
, (16.38)
where Γ is the gamma function, Kν is the modified Bessel function of the second kind of the order
ν, and ρ−1 is the scale parameter. We chose σ2 = 2, ρ−1 = 0.7 and ν = 0.5. For the mean
function, we chose µ(u1, u2) = 5 − 1.5(u1 − 0.5)2 + 2(u2 − 0.5)2. Thus, the underlying LGCP
is nonstationary. Since the expected intensity is not constant, the point process is inhomogeneous
from this perspective.
Using spatstat, we obtained 8814 observations on W = [0, 3] × [0, 2.2], displayed in Figure
16.8.
Panel (a) of Figure 16.9 shows the result of our Bayesian approach to CSR detection With
K = 800 and Cˆ1 = 0.24, while panel (b) shows the result of the classical method. Both the
methods successfully identify that the underlying point process is not CSR.
As shown in panel (a) of Figure 16.10, our Bayesian approach captures nonstationarity of the
point process. As before, for detection of nonstationarity, we set K = 800 and Cˆ1 = 0.15.
To test mutual independence among XCi , for i = 1, . . . , K, we set K = 45 (due to reasons
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(b) Dependent point process (LGCP).
Figure 16.7: Detection of stationarity and dependence of homogeneous LGCP with our Bayesian
method.
  Inhomogeneous LGCP
Figure 16.8: Inhomogeneous LGCP.
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(a) HPP detection with Bayesian
method for inhomogeneous LGCP.
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Figure 16.9: Detection of CSR with our Bayesian method and traditional classical method for
LGCP. Both the methods correctly identify that the underlying point process is not CSR.
of numerical stability) and Cˆ1 = 0.5, as before. Panel (b) of Figure 16.10 shows approximately
stable behaviour around 0.6 till the last few points, where steady decrease is noticed. The stability
around the relatively large value 0.6 for most part of the series indicates mutual independence
among most of the random variables XCi , but the last few values of the series suggest that the
entire set of random variables XCi; i = 1, . . . , 45, are perhaps not mutually independent. Hence,
the entire set of random variables can not be regarded as mutually independent, leading to non-
Poisson conclusion.
16.9 Example 4: Inhomogeneous log-Gaussian Cox process
In this example, we choose the same Mate´rn covariance function (16.38), with the same values of
σ2, ρ and ν as before, but now we set µ(u1, u2) = 1− 0.4u1. The resulting inhomogeneous LGCP
obtained using spatstat, consisting of 7245 points, is depicted in Figure 16.11.
With K = 800 and Cˆ1 = 0.24, our Bayesian method successfully identifies the process as not
CSR. The classical method is also successful in this regard. The results are shown in Figure 16.12.
Again with K = 800 and Cˆ1 = 0.15, our Bayesian method detects nonstationarity of the
underlying point process. Also, with K = 40 and Cˆ1 = 0.5 as before, our method correctly detects
dependence amongXCi; i = 1, . . . , K.
16.10 Example 5: Homogeneous Mate´rn cluster process
The Mate´rn cluster process is a special case of shot-noise Cox process where the offspring points
are distributed uniformly inside a disc around the cluster center. To clarify, first consider a Poisson
point process with intensity κ. Then each ‘parent’ point of this Poisson point process is replaced
with a random cluster of ‘offspring’ points, where the number of points per cluster is distributed
as Poisson with intensity µ on a disc with center being the parent point. This point process is
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Figure 16.10: Detection of nonstationarity and dependence of inhomogeneous LGCP with our
Bayesian method.
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Figure 16.11: Inhomogeneous LGCP.
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(a) HPP detection with Bayesian
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(b) HPP detection with classical method
for inhomogeneous LGCP.
Figure 16.12: Detection of CSR with our Bayesian method and traditional classical method for
LGCP. Both the methods correctly identify that the underlying point process is not CSR.
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Figure 16.13: Detection of nonstationarity and dependence of inhomogeneous LGCP with our
Bayesian method.
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Figure 16.14: Mate´rn cluster point process pattern.
non-Poisson. Mathematically, consider
Λ(u) =
∑
(c,γ)∈Φ
γk(c, u), (16.39)
where c ∈ R2, γ > 0, Φ is a Poisson process on R2 × (0,∞), and k(c, ·) is a density for a
two-dimensional continuous random variable. Then X is a shot noise Cox process if given λ
defined by (16.39), X is a Poisson process with intensity function Λ. It follows that X is the
superposition (union) of independent Poisson processes X(c,γ) with intensity functions γk(c, ·),
where (c, γ) ∈ Φ. If γ is a variable (either random or non-random), then X(c,γ) can be thought
of as a cluster with center c and mean number of points γ. In this sense, X is a Poisson cluster
process.
The Mate´rn cluster process is a special case of the above process, where the centre points c
arise from a Poisson process with intensity function κ and γ ≡ µ, a positive non-random function,
and k(c, ·) is the density of the uniform distribution on a disc of radius r, with center c.
In this example, we simulate a Mate´rn cluster process on a window W = [0, 10] × [0, 10],
κ = 10, µ = 5, and disc radius r = 0.1, and obtain 4882 points, shown in Figure 16.14. As can be
easily verified from (16.39) and the following expositions, the random intensity function Λ in this
case is stationary, and hence,X is stationary.
Figure 16.15 shows the results of our Bayesian method and the classical method for detecting
CSR. Both the methods correctly point out that the underlying point process is not CSR. Here,
for the Bayesian method, we set K = 500 and Cˆ1 = 0.25, the maximum value leading to the
conclusion of not CSR.
Panel (a) of Figure 16.16 shows that stationarity of the point process has been correctly captured
by our Bayesian procedure, with K = 500 and Cˆ1 = 0.06, the minimum value of Cˆ1 leading to
stationarity.
The result of our test for independence is depicted by panel (b) of Figure 16.16, for K = 50
and Cˆ1 = 0.5 as usual. Dependence is indicated, correctly leading to the non-Poisson conclusion.
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Figure 16.15: Detection of CSR with our Bayesian method and traditional classical method for
Mate´rn cluster process. Both the methods correctly identify that the underlying point process is
not CSR.
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Figure 16.16: Detection of stationarity and dependence of Mate´rn cluster process with our
Bayesian method.
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Figure 16.17: Inhomogeneous Mate´rn cluster point process pattern.
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(a) HPP detection with Bayesian
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Figure 16.18: Detection of CSR with our Bayesian method and traditional classical method for
inhomogeneous Mate´rn cluster process. Both the methods correctly identify that the underlying
point process is not CSR.
16.11 Example 6: Inhomogeneous Mate´rn cluster process with µ inhomo-
geneous
We now consider an inhomogeneous Mate´rn cluster process with κ = 10, disc radius r = 0.05,
and µ(u1, u2) = 2 exp (2|u1| − 1), an obtain 8606 points in W = [0, 3] × [0, 3]. The points are
plotted in Figure 16.17.
Figure 16.18 shows that both the methods for detecting CSR correctly detect non-CSR. For the
Bayesian method, we set K = 800 and Cˆ1 = 0.6, the maximum value leading to the conclusion of
not CSR.
With K = 800 and Cˆ1 = 0.27, our Bayesian method correct points out nonstationarity. This
value of Cˆ1 is the maximum value leading to nonstationarity. As before, the Bayesian method
correctly detects dependence with K = 50 and Cˆ1 = 0.5. The results are depicted in Figure 16.19.
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Figure 16.19: Detection of nonstationarity and dependence of Mate´rn cluster process with our
Bayesian method.
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Figure 16.20: Inhomogeneous Mate´rn cluster point process pattern.
16.12 Example 7: Mate´rn cluster process with κ Inhomogeneous
We consider another inhomogeneous Mate´rn cluster process with κ(u1, u2) = 2 exp (2|u1| − 1),
disc radius r = 0.05, and µ = 3. The 2625 points that we obtained in W = [0, 3] × [0, 3] are
displayed in Figure 16.20.
With K = 300 and Cˆ1 = 0.4, the Bayesian algorithm correctly detects non-CSR. The classical
method also performs adequately. Figure 16.21 shows that both the methods for detecting CSR
correctly detect non-CSR.
Nonstationarity is also correctly detected by the Bayesian method with K = 300 and Cˆ1 =
0.26, the maximum value leading to nonstationarity. Correct detection of dependence amongXCi;
i = 1, . . . , 50, has also been possible with the Bayesian algorithm with Cˆ1 = 0.5. Figure 16.22
presents the relevant results.
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(a) HPP detection with Bayesian
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(b) HPP detection with classical method
for Mate´rn cluster process.
Figure 16.21: Detection of CSR with our Bayesian method and traditional classical method for
inhomogeneous Mate´rn cluster process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.22: Detection of nonstationarity and dependence of Mate´rn cluster process with our
Bayesian method.
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Figure 16.23: Homogeneous Thomas point process pattern.
16.13 Example 8: Homogeneous Thomas process
The (modified) Thomas process is a special case of the general shot-noise Cox process in the same
way as Mate´rn cluster process, but where k(c, ·) is the bivariate normal density with mean c and
covariance σ2I . From (16.39) it is seen that a stationary process X results provided κ and µ are
constants. The intensity after integrating out Λ is constant in this case, leading to homogeneous
Thomas process.
In this example, we first simulate a Thomas process with κ = 10, µ = 5, σ2 = 10, on the
window W = [0, 10] × [0, 10], and obtained 4858 points. The point pattern for this homogeneous
Thomas process is displayed in Figure 16.23.
To test CSR, here we set K = 500 and Cˆ1 = 0.23 for the Bayesian method. The Bayesian
method, as well as the classical method, correctly indicate that the underlying point process is not
CSR. The results are displayed in Figure 16.24.
With K = 500 and Cˆ1 = 0.18, we are able to identify stationarity of the underlying homo-
geneous Thomas point process using our Bayesian method. Also, with K = 500 and Cˆ1 = 0.5,
our Bayesian procedure suggests dependence among XCi; i = 1, . . . , 50,leading us to correctly
conclude that the point process is not Poisson.
16.14 Example 9: Inhomogeneous Thomas process with µ inhomogeneous
We now test our methods on an inhomogeneous Thomas process inW = [0, 3]×[0, 3] with κ = 10,
σ2 = 10, but µ(u1, u2) = 5 exp (2u1 − 1). That this process is also nonstatioanry follows from
(16.39), since Λ is nonstationary in this case. The 10735 points we obtained using spatstat are
shown in Figure 16.26.
With K = 1000 and Cˆ1 = 0.23, our Bayesian method correctly identifies non-CSR. The
classical method also does as well. The results of both these methods are shown in Figure 16.27.
Our Bayesian algorithm correctly captures nonstationarity with K = 1000 and Cˆ1 = 0.18, the
maximum value of Cˆ1 leading to nonstationarity. Dependence amongXCi; i = 1, . . . , 50 is borne
out by our Bayesian strategy with Cˆ1 = 0.5. The results are presented in Figure 16.28.
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Figure 16.24: Detection of CSR with our Bayesian method and traditional classical method for
homogeneous Thomas point process. Both the methods correctly identify that the underlying point
process is not CSR.
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Figure 16.25: Detection of stationarity and dependence of homogeneous Thomas process with our
Bayesian method.
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Figure 16.26: Inhomogeneous Thomas point process pattern.
0 200 400 600 800 1000
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
Inhomogeneous Thomas Process
Stage
Po
st
er
io
r m
ea
n
(a) HPP detection with Bayesian
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Figure 16.27: Detection of CSR with our Bayesian method and traditional classical method for
Inhomogeneous Thomas point process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.28: Detection of nonstationarity and dependence of inhomogeneous Thomas process
with our Bayesian method.
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Figure 16.29: Inhomogeneous Thomas point process pattern.
16.15 Example 10: Inhomogeneous Thomas process with κ inhomogeneous
We now consider another inhomogeneous Thomas process onW = [0, 3]× [0, 3] with µ = 5, σ2 =
10 but κ(u1, u2) = 5 exp (2x− 1). This is also a nonstationary, non-Poisson, non-homogeneous
point process. Figure 16.29 displays the 5608 points that we obtained from this process.
WithK = 500 and Cˆ1 = 0.23, our Bayesian correctly detected non-CSR. The classical method
also performed adequately in this case. The results are shown in Figure 16.30.
As before, our Bayesian method correctly detected nonstationarity with K = 500 and Cˆ1 =
0.18. Also, as before, dependence among XCi; i = 1, . . . , 50, is correctly indicated by our
Bayesian method, with Cˆ1 = 0.5.
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Figure 16.30: Detection of CSR with our Bayesian method and traditional classical method for
inhomogeneous Thomas point process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.31: Detection of nonstationarity and dependence of inhomogeneous Thomas process
with our Bayesian method.
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Figure 16.32: Inhomogeneous Thomas point process pattern.
16.16 Example 11: Inhomogeneous Thomas process with κ and µ the same
inhomogeneous function
Let us consider simulation from another inhomogeneous Thomas process where κ(u1, u2) =
µ(u1, u2) = 5 exp (2u1 − 1). With σ2 = 10, we obtained 5302 points on the window W =
[0, 2]× [0, 2], displayed in Figure 16.32.
Figure 16.33 shows the results of Bayesian and classical CSR detection methods; both the
methods performed adequately, correctly identifying non-CSR. For the Bayesian method we set
K = 500 and Cˆ1 = 0.23.
Nonstationarity of this point process has been correctly detected by our Bayesian method with
K = 810 and Cˆ1 = 0.18. As regards our Bayesian test for mutual independence, we correctly
obtained dependence with K = 50 and Cˆ1 = 0.5. The results are presented in Figure 16.34.
16.17 Example 12: Inhomogeneous Thomas process with κ and µ different
inhomogeneous functions
Let us now consider another inhomogeneous Thomas process, where µ(u1, u2) = 5 exp (2u1 − 1)
and κ(u1, u2) = 10(u21 + u
2
2). We obtained 3573 observations with σ
2 = 10 on the window
W = [0, 2]× [0, 2]. The data are displayed in Figure 16.35.
WithK = 500 and Cˆ1 = 0.23, we correctly obtained non-CSR with our Bayesian method. The
classical method also correctly detected non-CSR. The results are presented in Figure 16.36.
Our Bayesian algorithm correctly detected nonstationarity with K = 500 and Cˆ1 = 0.18. The
Bayesian test for independence also correctly detected dependence with K = 50 and Cˆ1 = 0.5.
Both these results are presented in Figure 16.37.
16.18 Example 13: Inhomogeneous Thomas Process with interchanged in-
homogeneous κ and µ
We consider a final inhomogeneous Thomas process with µ(u1, u2) = 10(u21 +u
2
2) and κ(u1, u2) =
5 exp (2u1 − 1). In this case, we obtained 4008 observations on the window W = [0, 2] × [0, 2],
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Figure 16.33: Detection of CSR with our Bayesian method and traditional classical method for
inhomogeneous Thomas point process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.34: Detection of nonstationarity and dependence of inhomogeneous Thomas process
with our Bayesian method.
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Figure 16.35: Inhomogeneous Thomas point process pattern.
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Figure 16.36: Detection of CSR with our Bayesian method and traditional classical method for
inhomogeneous Thomas point process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.37: Detection of nonstationarity and dependence of inhomogeneous Thomas process
with our Bayesian method.
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Figure 16.38: Inhomogeneous Thomas point process pattern.
which we display in Figure 16.38.
For CSR detection, we set K = 500 and Cˆ1 = 0.23 for the Bayesian method. As shown by
Figure 16.39, both the Bayesian and the classical method successfully detect non-CSR.
Our Bayesian method also successfully detected nonstationarity with K = 500 and Cˆ1 = 0.18,
and dependence, with K = 27 (smaller value chosen to ensure numerical stability) and Cˆ1 = 0.5.
These results are depicted in Figure 16.40.
16.19 Example 14: Homogeneous Neyman-Scott process
A Neyman-Scott process is a Cox process where the centers c in (16.39) arising from a Poisson
process with intensity function and κ and γ ≡ µ, where µ is some deterministic function. Note that
the Neyman-Scott process is more general than the Thomas process in the sense that the density
function k(c, ·) is left unspecified in the Neyman-Scott case, whereas for the Thomas process, this
is a specific bivariate normal density.
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Figure 16.39: Detection of CSR with our Bayesian method and traditional classical method for
inhomogeneous Thomas point process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.40: Detection of nonstationarity and dependence of Inhomogeneous Thomas process
with our Bayesian method.
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Figure 16.41: Homogeneous Neyman-Scott point process pattern.
More generally, the Neyman-Scott process allows a fixed number of offsprings on a disc with
the parent point being the center of the disc. Here even though the centers arise from a Poisson
process with intensity κ, the offsprings no longer follow the Poisson process, since given the parent
points, the number of offsprings given each parent, is non-random. In such a case, the Neyman-
Scott process is no longer a Cox process.
In order to test our methods on Neyman-Scott process, we first consider a homogeneous general
Neyman-Scott process with κ = 10, with 5 points generated uniformly on each disc of radius 0.2
around the parent centers. The point pattern, simulated onW = [0, 10]× [0, 10], consisting of 4867
observations, is shown in Figure 16.41.
Both the Bayesian and the traditional method of checking CSR correctly indicate that the un-
derlying process is not CSR. In the Bayesian case, we set K = 500 and Cˆ1 = 0.20. The results are
displayed in Figure 16.42.
Stationarity is correctly detected by our Bayesian method with K = 500 and Cˆ1 = 0.23. Also,
with K = 50 and Cˆ1 = 0.5, Poisson process is correctly ruled out. The results are depicted in
Figure 16.43.
16.20 Example 15: Inhomogeneous Neyman-Scott process
In this case, we generate a sample of size 8358 onW = [0, 4]× [0, 4] from a Neyman-Scott process
with the same setup as above, but with κ(u1, u2) = 10(u21 + u
2
2). The point pattern thus generated
from this inhomogeneous Neyman-Scott process is shown in Figure 16.44.
With K = 800 and Cˆ1 = 0.19, we obtain the correct non-CSR conclusion with the Bayesian
method. The correct result is also identified by the classical method. Both the results are depicted
in Figure 16.45.
Nonstationarity of this process is correctly detected by the Bayesian method with K = 1000
and Cˆ1 = 0.23; this is shown in panel (a) of Figure 16.46. For K = 50 and Cˆ1 = 0.5. panel (b) of
Figure 16.46 shows steady increase for about the first 35 stages, but sharply decreases thencefor-
ward, indicating dependence.
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Figure 16.42: Detection of CSR with our Bayesian method and traditional classical method for
homogeneous Neyman-Scott point process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.43: Detection of stationarity and dependence of homogeneous Neyman-Scott process
with our Bayesian method.
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  Inhomogeneous Neyman−Scott Process
Figure 16.44: Inhomogeneous Neyman-Scott point process pattern.
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(a) HPP detection with Bayesian
method for inhomogeneous Neyman-
Scott point process.
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Figure 16.45: Detection of CSR with our Bayesian method and traditional classical method for
homogeneous Neyman-Scott point process. Both the methods correctly identify that the underlying
point process is not CSR.
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Figure 16.46: Detection of nonstationarity and dependence of homogeneous Neyman-Scott pro-
cess with our Bayesian method.
  Strauss Process
Figure 16.47: Strauss point process pattern.
16.21 Example 16: Strauss process
The Strauss process (Strauss (1975); see also Møller and Waagepetersen (2004)) is an instance of
pairwise interaction point process with density (with respect to unit intensity Poisson process)
f(x) ∝ βn(x)γsR(x), (16.40)
where β > 0, n(x) is the number of points in x and sR(x) =
∑
(ξ,η)⊆x I {‖ξ − η‖ ≤ R} is the
number of R-close pairs of points in x. Note that if γ = 1, we obtain Poisson process on S with
intensity β, and if γ < 1, there is repulsion between the R-close points pairs of points inX .
Using spatstat, we generate 9790 points from a Strauss process with β = 0.05, γ = 0.2 and
R = 1.5 on W = [0, 500]× [0, 500]. The points are displayed in Figure 16.47.
To detect CSR, we set K = 800 and Cˆ1 = 0.15 for the Bayesian algorithm. As Figure 16.48
shows, both the classical and the Bayesian methods correctly identify that the underlying process
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(b) HPP detection with classical method
for Strauss process.
Figure 16.48: Detection of CSR with our Bayesian method and traditional classical method for
Strauss process. Both the methods correctly identify that the underlying point process is not CSR.
is not CSR.
The left panel of Figure 16.49 captures the stationarity property of the Strauss process with
K = 800 and Cˆ1 = 0.15. As before, larger values of Cˆ1 also lead to stationarity. The right panel
of Figure 16.49 correctly indicates dependence amongXCi , for i = 1, . . . , 100, with Cˆ1 = 0.5.
16.22 Example 17: Another Strauss process
We now consider simulation from another homogeneous Strauss process with β = 100, γ = 0.7
andR = 0.05 onW = [0, 8]× [0, 8]. The 5168 points that we obtained, are plotted in Figure 16.50.
Again, both the Bayesian and classical method correctly detects non-CSR, as shown by Figure
16.51. For the Bayesian method, we set K = 500 and Cˆ1 = 0.15.
Again, stationarity of the process is clearly indicated by panel (a) of Figure 16.52; here K =
500 and Cˆ1 = 0.15. Panel (b) shows dependence with K = 50 and Cˆ1 = 0.5.
17 Bayesian determination of frequencies of oscillatory stochas-
tic processes
In this section we assume that the underlying stochastic process has multiple frequencies of os-
cillations almost surely, including the possibility that the number of such frequencies is countably
infinite.
17.1 The key idea for Bayesian frequency determination
Let us assume that there are N (≥ 1) frequencies of oscillations of the stochastic process X =
{X1, X2, . . .}. Here N may even be countably infinite. Consider the transformed process Z =
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Figure 16.49: Detection of stationarity and dependence of Strauss process with our Bayesian
method.
  Strauss Process
Figure 16.50: Strauss Process.
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Figure 16.51: Detection of CSR with our Bayesian method and traditional classical method for
Strauss process. Both the methods correctly identify that the underlying point process is not CSR.
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Figure 16.52: Detection of stationarity and dependence of Strauss process with our Bayesian
method.
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{Z1, Z2, . . .}, with Zj = exp(Xj)1+exp(Xj) ; j ≥ 1. Hence, Zj ∈ [0, 1]. Now consider dividing up the
interval [0, 1] into ∪Mm=1[p˜m−1, p˜m], for M > 1, such that p˜0 = 0, p˜m = p˜m−1 + qm, where
{qm : m = 1, . . . ,M} is some probability distribution satisfying 0 ≤ qm ≤ 1 for m = 1, . . . ,M ,
and
∑M
m=0 qm = 1. Here M can be even be infinite.
For oscillating stochastic process X , for any r > 0, Zr = {Zr1 , Zr2 , . . .} is also an oscillating
stochastic process taking values in [0, 1]. Crucially, when raised to some sufficiently large positive
power r, the originally smaller values of Z tend to be much smaller compared to the originally
larger values. These larger values of Zr will be contained in [p˜m−1, p˜m], for large values of m. In
particular, the largest values of Zr are expected to be contained in (p˜M−1, 1], or in [p˜m0−1, p˜m0 ]
for 1 ≤ M0 < m0 < M . Here M0 is expected to be reasonably close to M . In the latter case,
intervals of the form [p˜m−1, p˜m] will remain empty for m > m0. The next largest values of Zr will
be concentrated in [p˜m1−1, p˜m1 ] for some 1 ≤M1 < m1 < m0. In this case, [p˜m−1, p˜m] will remain
empty for m1 + 1 < m < m0 − 1, and so on.
Note that the proportions of the values contained in the intervals constitute the frequencies of
oscillations of the original process X . We formalize this key idea into a Bayesian theory, treating
M as finite as well as infinite.
17.2 Bayesian theory for finite M
To fix ideas, let us define
Yj = m if p˜m−1 < Zrj ≤ p˜m; m = 1, 2, . . . ,M. (17.1)
We assume that
(I(Yj = 1), . . . , I(Yj = M)) ∼Multinomial (1, p1,j, . . . , pM,j) , (17.2)
where pm,j can be interpreted as the probability that Zrj ∈ (p˜m−1, p˜m].
Now note that for large M , the intervals (p˜m−1, p˜m] correspond to small regions of the index
set of the stochastic process X , and hence, the part of the process Zr falling in (p˜m−1, p˜m] can be
safely regarded as stationary. Further, assuming ergodicity of the process falling in the interval, it
is expected that pm,j will tend to the correct proportion of the process Zr falling in (p˜m−1, p˜m], as
j → ∞. Notationally, we let {pm,0; m = 1, . . . ,M} denote the actual proportions of the process
Zr falling in (p˜m−1, p˜m]; m = 1, . . . ,M .
Following the same principle discussed in Section 4, and extending the Beta prior to the Dirich-
let prior, at the k-th stage we arrive at the following posterior of {pm,k : m = 1, . . . ,M}:
pi (p1,k, . . . , pM,k|yk) ≡ Dirichlet
(
k∑
j=1
1
j2
+
k∑
j=1
I (yj = 1) , . . . ,
k∑
j=1
1
j2
+
k∑
j=1
I (yj = M)
)
.
(17.3)
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The posterior mean and posterior variance of pm,k, for m = 1, . . . ,M , are given by:
E (pm,k|yk) =
∑k
j=1
1
j2
+
∑k
j=1 I (yj = m)
M
∑k
j=1
1
j2
+ k
; (17.4)
V ar (pm,k|yk) =
(∑k
j=1
1
j2
+
∑k
j=1 I (yj = m)
)(
(M − 1)∑kj=1 1j2 + k −∑kj=1 I (yj = m))(
M
∑k
j=1
1
j2
+ k
)2 (
M
∑k
j=1
1
j2
+ k + 1
) .
(17.5)
Since the process Zr falling in (p˜m−1, p˜m] is stationary and ergodic, it follows from (17.4) and
(17.5) it is easily seen, using
∑k
j=1 I(yj=m)
k
→ pm,0, almost surely, as k →∞, that, almost surely,
E (pm,k|yk)→ pm,0, and (17.6)
V ar (pm,k|yk) = O
(
1
k
)
→ 0, (17.7)
as k →∞.
Theorem 34 formalizes the above arguments in terms of the limits of the marginal posterior
probabilities of pm,k, denoted by pim (·|yk), as k →∞.
Theorem 34 Assume thatM is so large thatZr falling in the intervals (p˜m−1, p˜m];m = 1, . . . ,M ,
constitute stationary processes, and that such stationary processes are also ergodic.
Let Npm,0 be any neighborhood of pm,0, with pm,0 satisfying 0 < pm,0 < 1 for m = 1, . . . ,M
such that
∑M
m=1 pm,0 = 1. Then
pim
(Npm,0|yk)→ 1, (17.8)
almost surely as k →∞.
Proof. For any neighborhood of pm,0, denoted by Npm,0 , let  > 0 be sufficiently small so that
Npm,0 ⊇ {|pm,k − pm,0| < }. Then by Chebychev’s inequality, using (17.6) and (17.7), it is seen
that pim
(Npm,0|yk)→ 1, almost surely, as k →∞.
Corollary 35 For adequate choices of r andM , the non-zero distinct elements of {pm,0; m = 2, . . . ,M}
are the desired frequencies of the oscillating stochastic processX . Note that for adequately large
M , p1,0 is associated with the small values of Zr, and hence does not correspond to any frequency
of the original stochastic process.
17.3 Choice of r, M and {q1, . . . , qM}
In principle, the probability distribution {q1, . . . , qM} should be chosen based on prior information
regarding which intervals contain the desired frequencies. Given sufficiently large M , the values
of qm can then be chosen to shorten or widen any given interval. Short intervals are preferable
when there is strong prior information of some frequency falling in the vicinity of some point. On
the other hand, larger intervals are appropriate in the case of weak prior information. Such prior
knowledge may be obtained, say, by periodogram analysis of the underlying time series.
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However, in our experiments, the uniform distribution qm = 1/M , for m = 1, . . . ,M , yielded
excellent results. For the choice of r, we recommend that value for which the oscillations of Zr as
distinctly visible as possible. The choice of M should be such that {(p˜m−1, p˜m];m = 1, . . . ,M}
covers the range of Zr with adequately fine intervals. We discuss these issues in details with
simulation studies and real data examples.
17.4 Infinite number of frequencies
We now assume that the number of frequencies,m, is countably infinite, and that {pm,0;m = 1, 2, 3, . . .},
where 0 ≤ pm,0 ≤ 1 and
∑∞
m=1 pm,0 = 1, are the true proportions of the process Z
r falling in the
intervals (p˜m−1, p˜m]; m = 1, 2, . . ..
Now we define
Yj = m if p˜m−1 < Zrj ≤ p˜m; m = 1, 2, . . . ,∞. (17.9)
Let X = {1, 2, . . .} and let B (X ) denote the Borel σ-field on X (assuming every singleton of
X is an open set). Let P denote the set of probability measures on X . Then, at the j-th stage,
[Yj|Pj] ∼ Pj, (17.10)
where Pj ∈ P . We assume that Pj is the following Dirichlet process (see Ferguson (1973)):
Pj ∼ DP
(
1
j2
G
)
, (17.11)
where, the probability measure G is such that, for every j ≥ 1,
G (Yj = m) =
1
2m
. (17.12)
It then follows using the same previous principles that, at the k-th stage, the posterior of Pk is again
a Dirichlet process, given by
[Pk|yk] ∼ DP
(
k∑
j=1
1
j2
G+
k∑
j=1
δyj
)
, (17.13)
where δyj denotes point mass at yj . It follows from (17.13) that
E (pm,k|yk) =
1
2m
∑k
j=1
1
j2
+
∑k
j=1 I (yj = m)∑k
j=1
1
j2
+ k
; (17.14)
V ar (pm,k|yk) =
(∑k
j=1
1
j2
+
∑k
j=1 I (yj = m)
)(
(1− 1
2m
)
∑k
j=1
1
j2
+ k −∑kj=1 I (yj = m))(∑k
j=1
1
j2
+ k
)2 (∑k
j=1
1
j2
+ k + 1
) .
(17.15)
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As before, it easily follows from (17.14) and (17.15) that for m = 1, 2, 3, . . .,
E (pm,k|yk)→ pm,0, and (17.16)
V ar (pm,k|yk) = O
(
1
k
)
→ 0, (17.17)
almost surely, as k →∞.
The theorem below formalizes the above arguments in the infinite number of frequency situa-
tion in terms of the limit of the marginal posterior probabilities of pm,k, as k →∞.
Theorem 36 Assume that Zr falling in the intervals (p˜m−1, p˜m]; m = 1, 2, . . ., constitute station-
ary processes, and that such stationary processes are also ergodic.
Let Npm,0 be any neighborhood of pm,0, with pm,0 satisfying 0 ≤ pm,0 ≤ 1 for m = 1, 2, . . .
such that
∑∞
m=1 pm,0 = 1, with at most finite number ofm such that pm,0 = 0. Then with Yj defined
as in (17.9),
pim
(Npm,0|yk)→ 1, (17.18)
almost surely, as k →∞.
Proof. Follows using the same ideas as the proof of Theorem 34.
Corollary 37 The non-zero distinct elements of {pm,0; m = 1, 2, . . .} are the desired frequencies
of the oscillating stochastic process X . Again, p1,0 does not correspond to any frequency of the
original stochastic process.
Remark 38 As regards the choice of the quantities qm, we suggest setting qm = 2−m, for m ≥ 1,
which is the same as the base measure for the Dirichlet process prior. For countably infinite
number of frequencies, the choice of r is difficult to decide. But we hope that selecting r such that
most of the oscillations are visible as much as possible, will work even in this situation.
Remark 39 It is useful to remark that our theory with countably infinite number of frequencies
is readily applicable to situations where the number of frequencies is finite but unknown. In such
cases, only a finite number of the probabilities {pm,j; m = 2, 3 . . .} will have posterior proba-
bilities around positive quantities, while the rest will concentrate around zero. For known finite
number of limit points, it is only required to specify G such that it gives positive mass to only a
specific finite set.
We now illustrate our Bayesian theory for detecting frequencies using simulation studies.
17.5 Simulation study with a single frequency
Following Example 2.8 of Shumway and Stoffer (2006), we generate T = 500 observations from
the model
xt = A cos(2piωt+ ϕ) + t, (17.19)
where ω = 1/50, A = 2, ϕ = 0.6pi, and t
iid∼ N (0, σ2), with σ = 5. Figure 17.1 displays the
generated time series. Observe that due to the relatively large σ, the true frequency is blurred in the
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Figure 17.1: Simulated oscillating time series with true frequency 0.02.
observed time series. Our goal is to recover the frequency ω = 1/50 using our Bayesian method,
pretending that the true frequency is unknown.
We apply our Bayesian technique based on Dirichlet process, but with the base measure G0
giving probability 1/M to each of the values 1, . . . ,M . Since our method depends crucially on
the choices of r and M , it is important to carefully choose these quantities. As we had already
prescribed, r should be so chosen that the oscillations of Zr are easy to visualize. Figure 17.2
shows the transformed time series Zr for different values of r. In this example we see that as r is
increased, the oscillations tend to be more and more explicit. Thus, it seems that r = 1000 is the
best choice among those experimented with.
For the choice of M we need to select a large enough value such that the range of Zr gets
adequately partitioned within {(p˜m−1, p˜m];m = 1, . . . ,M}. In other words, relatively large values
of r and M are expected to yield good Bayesian results. We investigate this by implementing our
Bayesian method for different values of r and M and comparing the results.
Figures 17.3 and 17.4 depict the results of our Bayesian method for various choices of r andM .
As shown by the figures, for increasing values of r = 10, 50, 100, 500, 1000, and M = 10, 50, 100,
the posterior of pM,j associated with the interval (p˜M−1, p˜M ], increasingly converges to the true
frequency 0.02. Note that for relatively small values of either r or M , the relevant posteriors fail
to converge. Thus, the results are in keeping with our expectation of obtaining superior results for
large values of r and M . Note that the rate of convergence of the posterior seems to be faster with
respect to increasing values of r compared to increasing values of M . Thus, appropriate choice of
r seems to be more important than M .
Following Shumway and Stoffer (2006) we have generated only 500 observations from (17.19)
for inference, due to reasons of comparability with the results obtained by Shumway and Stoffer
(2006). If large enough datasets are not available in reality, our Bayesian inference needs to be
as accurate as possible based on the available data, and our analyses indeed provide glimpses of
such reliable Bayesian inference. But in the current “big data” era large datasets are making their
appearances, and it is important to weigh our inference with respect to large datasets, which also
provide opportunities to properly validate our convergence theory, which is usually not viable for
small datasets.
We thus generate a dataset from (17.19) with T = 5× 105, and apply our Bayesian procedure
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Figure 17.2: Illustration of effects of r in Zr in determining single frequency in (17.19). Here the
true frequency is 0.02.
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(f) r = 50,M = 100.
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Figure 17.3: Illustration of our Bayesian method for determining single frequency. Here the true
frequency is 0.02.
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(c) r = 500,M = 100.
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(d) r = 1000,M = 10.
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(f) r = 1000,M = 100.
Figure 17.4: Illustration of our Bayesian method for determining single frequency. Here the true
frequency is 0.02.
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with r = 1000 and M = 10, 50, 100, in order to detect the true frequency 0.02. The results are
displayed in Figure 17.5. Observe that for M = 10, the true frequency is overestimated, as shown
in panel (a) associated with convergence of p10,j as j → ∞, and for M = 100, underestimation
occurs, as captured by panel (c) associated with convergence of p100,j as j →∞. Panel (b) shows
convergence of p50,j as j → ∞, where convergence occurs around 0.019, quite close to the truth.
Panel (d) displays the result of convergence of p100,j + p99,j , as j → ∞. This sum converges
around 0.019. The reason for over and under estimation for M = 10 and 100 can be attributed to
too coarse and too fine partitions of [0, 1] via the choice of M , while for M = 50, the partitioning
seems more reasonable in comparison. Adding up p100,j and p99,j compensates for the too fine
partitioning of [0, 1] in this case.
The effects of partitioning also points towards another issue – even p50,j and p100,j + p99,j fail
to capture the true frequency as j → ∞, since the posterior variance becomes negligibly small as
j → ∞. In principle, it is possible to partition [0, 1] appropriately (perhaps, using good choices
of qm), such that convergence to the exact true frequency is achieved. In this example, setting
M = 40 is enough, as depicted in Figure 17.6. Note that such subtle issues can not be detected or
analyzed for sample size as small as 500. Nevertheless, our final Bayesian results do convey very
reliable analysis even for such small dataset.
17.6 Simulation study with multiple frequencies
As in Example 4.1 of Shumway and Stoffer (2006), for t = 1, . . . , 100, first we generate the
following three series:
xt1 = 2 cos(2pit6/100) + 3 sin(2pit6/100);
xt2 = 4 cos(2pit10/100) + 5 sin(2pit10/100);
xt3 = 6 cos(2pit40/100) + 7 sin(2pit40/100),
and set
xt = xt1 + xt2 + xt3 . (17.20)
The series xt, which consists of the three frequencies 0.4, 0.1 and 0.06, is shown in Figure 17.7.
Before applying our Bayesian method based on Dirichlet process to this example, we again
need to choose r and M properly. Regarding the choice of r, Figure 17.8 depicts the process Zr
for r = 1, 5, 10, 50, 100. Here although it seems at first glance that increasing r leads to increasing
isolation of the oscillations, actually, it is evident from closer look that increasing the power here
has the effect of reducing the peaks of many relevant oscillations quite close to the highest peaks
that are present in panel (a) of the figure, corresponding to r = 1. Thus, in this example, large
values of r are inappropriate, unlike in the first example on single frequency. Here r = 1 seems
more appropriate compared to the other values of r.
Regarding adequacy of the choice of r and M , a detailed analysis of our Bayesian results for
this multiple frequency example is provided by Figures 17.9, 17.10, 17.11, 17.12 and 17.13. Most
of these diagrams, for given r and M , are obtained by summing up the pm,j for nearby values of
m. These yielded the three frequencies associated with our Bayesian technique. The values of m
that are summed up, are provided on the top of each panel. Indeed, for relatively larger values of
M , the frequencies are divided up into several nearby intervals (p˜m−1, p˜m].
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Figure 17.5: Illustration of our Bayesian method for determining single frequency for long enough
time series. Here the true frequency is 0.02.
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Figure 17.6: Convergence of our Bayesian method to the true frequency 0.02 for long enough time
series with r = 1000 and M = 40.
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Figure 17.7: Simulated oscillating time series with true frequencies 0.4, 0.1 and 0.06.
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(e) Transformed series Z100.
Figure 17.8: Illustration of effects of r in Zr in determining multiple frequencies in (17.20). Here
the true frequencies are 0.4, 0.1 and 0.06.
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Recall that we do not consider the first interval (p˜0, p˜1] at all as it is a small interval around
zero for relatively large M and hence not associated with any true frequency significantly different
from zero. The proportions of the intervals that converged to zero, are not considered either.
Figures 17.9, 17.10 and 17.11 depict the details of our results for r = 1, 5, 10 and M =
10, 50, 100. Observe that r = 1 gives the best performance, while the performance deteriorates
for r = 5 is also close. But observe that for r = 5,M = 10, the frequency 0.06 seems to
been somewhat underestimated. However importantly, for r = 10, while the frequencies 0.4 and
0.1 are correctly converged to for these values of r, the frequency 0.06 seems to be significantly
underestimated, for M = 10, 50, 100.
As seen in Figures 17.12 and 17.13, for r = 50 and 100, although the frequency 0.06 is
underestimated in some cases, the most conspicuous is the case of underestimation of the highest
frequency 0.4. This is due to the fact that for relatively large values of r, about half of the peaks
of the original process close to the highest peaks, die down. Since half of these peaks close to the
highest peaks contribute half of the total frequency 0.4 (obvious from direct counting of the highest
and second highest peaks in Figure 17.7, this results in significant underestimation of the highest
frequency.
Hence, consistent from the insight gained from Figure 17.8, r = 1 yields the best performance
The choice of M seems to be less important compared to that of r, as in the previous example with
single frequency.
17.7 Real data example: El Nin˜o and fish population
Based on data provided by Dr. Roy Mendelssohn of the Pacific Environmental Fisheries Group,
Shumway and Stoffer (2006) analyse two oscillating time series on monthly values of an environ-
mental series called the Southern Oscillation Index (SOI) and associated Recruitment (number of
new fish), available for a period of 453 months, ranging over the years 1950–1987. The plots are
provided in Shumway and Stoffer (2006); see also panel (a) of Figure 17.14 and panel (a) of Figure
17.18. The quantity SOI is a measurement of air pressure change associated with sea surface tem-
peratures in the central Pacific Ocean. The El Nin˜o effect is considered to cause warming of the
central Pacific every three to seven years, which is turn, is presumed to be responsible for causing
floods in the midwestern portions of the United States in the year 1997. It is thus important to
identify the frequency of oscillation of the SOI series and the associated dependent Recruitment
series, which seem to have slightly slower frequency of oscillation in comparison to the SOI se-
ries. At first glance, both the series seem to have two significant frequencies of oscillations. For
instance, the Recruitment series seems to oscillate once in every 12 months and also once in ev-
ery 50 months. Slightly faster frequencies can be expected of the SOI series. The periodogram
analyses provided in Shumway and Stoffer (2006) indeed give weight to these frequencies.
We now apply our Bayesian method to investigate the frequencies hidden in the two underlying
time series. Although the two series seem to be dependent, we consider their analyses one by one.
In the case of dependence, the frequencies in this situation are expected to be close.
17.7.1 SOI series
We first take up the case of the SOI series, centering it first to remove any possible trend. Denoting
the centered series byXt, for our purpose, we need to consider a transformation of the series to Zrt ,
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Figure 17.9: Illustration of our Bayesian method for determining multiple frequencies. Here the
true frequencies are 0.4, 0.1 and 0.06.
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Figure 17.10: Illustration of our Bayesian method for determining multiple frequencies. Here the
true frequencies are 0.4, 0.1 and 0.06.
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Figure 17.11: Illustration of our Bayesian method for determining multiple frequencies. Here the
true frequencies are 0.4, 0.1 and 0.06.
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Figure 17.12: Illustration of our Bayesian method for determining multiple frequencies. Here the
true frequencies are 0.4, 0.1 and 0.06.
128
0 20 40 60 80 100
0.
2
0.
3
0.
4
0.
5
Periodic Example 2: r = 100, M = 10, 10th Coordinate
Stage
Po
st
er
io
r m
ea
n
(a) r = 100,M = 10. True fre-
quency = 0.4.
0 20 40 60 80 100
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
0.
35
0.
40
Periodic Example 2: r = 100, M = 10, 9th+7th+5th Coordinate
Stage
Po
st
er
io
r m
ea
n
(b) r = 100,M = 10. True fre-
quency = 0.1.
0 20 40 60 80 100
0.
05
0.
10
0.
15
Periodic Example 2: r = 100, M = 10, 3rd Coordinate
Stage
Po
st
er
io
r m
ea
n
(c) r = 100,M = 10. True fre-
quency = 0.06.
0 20 40 60 80 100
0.
20
0.
25
0.
30
0.
35
0.
40
0.
45
0.
50
0.
55
Periodic Example 2: r = 100, M = 50, 50th+49th+48th+44th Coordinate
Stage
Po
st
er
io
r m
ea
n
(d) r = 100,M = 50. True fre-
quency = 0.4.
0 20 40 60 80 100
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Periodic Example 2: r = 100, M = 50, 32th+21th+15th Coordinate
Stage
Po
st
er
io
r m
ea
n
(e) r = 100,M = 50. True fre-
quency = 0.1.
0 20 40 60 80 100
0.
05
0.
10
0.
15
0.
20
Periodic Example 2: r = 100, M = 50, 2nd+12th+13th Coordinate
Stage
Po
st
er
io
r m
ea
n
(f) r = 100,M = 50. True fre-
quency = 0.06.
0 20 40 60 80 100
0.
2
0.
3
0.
4
0.
5
Periodic Example 2: r = 100, M = 100, 100th+99th+98th+96th+95th Coordinate
Stage
Po
st
er
io
r m
ea
n
(g) r = 100,M = 100. True
frequency = 0.4.
0 20 40 60 80 100
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Periodic Example 2: r = 100, M = 100, 88th+64th+41th+30th Coordinate
Stage
Po
st
er
io
r m
ea
n
(h) r = 100,M = 100. True
frequency = 0.1.
0 20 40 60 80 100
0.
00
0.
05
0.
10
0.
15
0.
20
Periodic Example 2: r = 100, M = 100, 4th+24th+25th Coordinate
Stage
Po
st
er
io
r m
ea
n
(i) r = 100,M = 100. True fre-
quency = 0.06.
Figure 17.13: Illustration of our Bayesian method for determining multiple frequencies. Here the
true frequencies are 0.4, 0.1 and 0.06.
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(b) The transformed SOI time series.
Figure 17.14: The original and the transformed SOI time series.
with Zt = exp (Xt) / (1 + exp (Xt)). We choose r (> 0) such that the oscillations in the process
Zr = {Zrt } become as explicit as possible. With r = 10, this goal seems to be achieved. The
original SOI time series and the transformed time series Z10 are shown in Figure 17.14.
The range of Figure 14(b) reveals that a very fine partition of the interval [0, 1] is necessary
in order to capture the hidden frequencies. As such, we set M = 5000. We then implement our
Dirichlet process based Bayesian method with r = 10 and M = 5000. Figure 17.15 shows the
results of our implementation. Panel (a) of the figure shows convergence of the relevant posterior
of p25,j + p27,j approximately to the frequency 0.02, while panel (b) shows convergence of p16,j +
p18,j + p19,j + p21,j + p22,j approximately to 0.08. The fine partition of [0, 1] is the reason for
dissipating of the proportions to many intervals (p˜m−1,j, p˜m,j]. Other than the aforementioned
pm,j’s contributing to the frequencies, the rest of the pm,j’s, except p1,j , converged to zero. Thus,
our results are consistent with the periodogram analysis of Shumway and Stoffer (2006).
The above analysis requires very fine partition of [0, 1], using large values of M . This con-
siderably increases the number of pm,js in the Bayesian model, most of which do not contribute
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Figure 17.15: Bayesian results for frequency determination of the SOI time series.
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Figure 17.16: The transformed SOI time series 10×Z10.
to frequency determination. Apart from being wasteful, this also slows down the implementation
of the Bayesian code. Since the small range of the transformed time series Z10 is responsible for
these issues, it makes sense to consider a transformation that increases the range, while preserving
easy visualization of the oscillations. In this particular example, simply multiplication of Z10 by
10 seems to have the desired effect. Figure 17.16 shows the series 10 × Z10. Here, considering
M = 1000 turned out to be sufficient. Indeed, Figure 17.17 shows that the relevant frequencies
to which our Bayesian posteriors converged to, are consistent with those obtained for Z10 and
M = 5000, and hence again approximately in keeping with the periodogram analysis of Shumway
and Stoffer (2006). Here we remark that the choice M = 1000 is still somewhat large, but smaller
values such as 100 and 500 did not yield enough (almost) empty intervals (p˜m−1, p˜m] between the
strings of intervals contributing significantly to the frequencies. Hence, these smaller choices did
not enable us to easily identify the different frequencies characterizing the SOI time series.
We now turn to the Recruitment time series; as in SOI, we first center the time series. The
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Figure 17.17: Bayesian results for frequency determination of the SOI time series with transformed
time series 10×Z10.
original Recruitment series and the transformation exp(25) × Z50 are displayed in Figure 17.18.
This transformation enabled the most explicit visualization of the oscillations, among those that
we experimented with. The multiplicative factor exp(25) raises the range to a reasonable limit. We
consider M = 1000 for our Bayesian implementation based on Dirichlet process. Figure 17.19
depicts the posterior convergence path to the relevant frequencies. Note that the convergences in
panel (a) occurs towards slightly larger than 0.02, while that in panel (b) occurs around 0.08. In
contrast, for the SOI series, the convergences in panels (b) of Figure 17.15 and 15(b) seemed to
take place at values somewhat larger than 0.08.
17.7.2 Harmonics
Since in reality most signals are not sinusoidal, it is preferable to use harmonics to model such
signals. In this respect, we consider Example 4.12 of Shumway and Stoffer (2006) where a signal
is constructed using a sinusoid oscillating at two cycles per unit time, and 5 harmonics obtained
from the sinusoid oscillating at decreasing amplitudes. Specifically, their signal is given by
xt = sin(2pi2t) + 0.5 sin(2pi4t) + 0.4 sin(2pi6t) + 0.3 sin(2pi8t) + 0.2 sin(2pi10t) + 0.1 sin(2pi12t),
(17.21)
for 0 ≤ t ≤ 1. The original signal X and the transformation Z2 are displayed in Figure 17.20,
after considering 201 equidistant points in the time interval [0, 1]. Note that the original signal is
not even close to sinusoidal. For the transformation Zr, we chose r = 2 such that the structure of
X is essentially retained, but the gaps between the oscillations are increased to facilitate detection
of the frequencies.
SinceZ2 suggests multiple frequencies that are likely to be close to each other, we chose M =
150 to divide [0, 1] into larger number of finer sub-intervals compared to the previous examples to
properly detect the oscillations. Application of our Bayesian procedure revealed 6 distinct values
out of M = 150 at the end of the 201-th iteration, while the rest converged to zero. We take
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Figure 17.18: The original and the transformed Recruitment time series.
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Figure 17.19: Bayesian results for frequency determination of the Recruitment time series with
transformed time series exp (25)×Z50.
the averages of the co-ordinates yielding the same distinct value, and present the results in Figure
17.21, after multiplication by 201, to yield the Bayesian results on frequencies per unit time. As is
evident from the diagrams, the final iterations produced the frequencies 2, 4, 6, 8, 10, 14, obtained
after rounding off the values. Except the frequency 14, which somewhat overestimates the true
frequency 12, the others are indeed the true frequencies. That so accurate results are obtained by
our Bayesian method even for a challenging time series with small length, is really encouraging.
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Figure 17.21: Illustration of our Bayesian method for determining multiple frequencies in non-
sinusoidal signals. Here the true frequencies are 2, 4, 6, 8, 10 and 12 oscillations per unit time.
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