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Résumé : La redondance est le principal moyen pour améliorer la robustesse et la disponibilité des chemins dans 
les réseaux mobiles ad hoc. Dans ce document, nous analysons deux niveau x de redondance proposés dans la 
littérature afin de faciliter le recouvrement de la communication entre deux nœuds (1) la redondance de routes à 
travers les protocoles de routage multipath (2) le concept de multihoming procurant une redondance de niveau 
transport. Nous montrons l‟avantage de l‟intégration multihoming-multipath dans les réseaux ad hoc en termes 
de fiabilité et de disponibilité et proposons une méthode de calcul de la fiabilité des chemins dans un réseau 
mobile ad hoc multi-domicilié utilisant cette approche.  
Mots clés: fiabilité, réseaux mobiles ad hoc (MANETs), multihoming, multipath. 
 
 
1 Introduction 
Un réseau mobile ad hoc, MANET (Mobile Ad Hoc Network) est une instance de réseau sans fil composée de 
nœuds mobiles auto-configurés qui communiquent entre eux sans avoir recours à une infrastructure centrale 
préexistante.  Les nœuds du réseau communiquent  directement s‟ils sont à portée radio, sinon ils communiquent 
par un chemin multi sauts, établi par un protocole de routage. Un nœud d‟un réseau mobile ad hoc peut jouer le 
rôle de source, destination ou relais de message. Outre la création des routes, les protocoles de routage doivent 
aussi assurer la maintenance et la mise à jour des routes. Les ruptures de routes sont plus fréquentes que dans les 
réseaux filaires traditionnels en raison de la moins bonne qualité des liaisons qui utilisent une transmission sans 
fil et de la mobilité des éléments du réseau. Lorsqu‟un nœud servant de relais se déplace en dehors de la zone de 
couverture de ses voisins, il provoque  la rupture de toutes les  routes qui le traversaient. Par ailleurs les nœuds 
MANET sont davantage susceptibles de tomber en panne que dans les réseaux filaires traditionnels en raison de 
leur batterie limitée.   
 
Il existe trois grandes catégories de protocoles de routage dans les réseaux ad hoc : les protocoles réactifs, 
proactifs et hybrides. Les  protocoles de routage proactifs maintiennent activement toutes les routes possibles 
entre les nœuds du réseau, alors que les protocoles réactifs créent et maintiennent une route entre deux nœuds 
uniquement lorsqu‟ils désirent communiquer. Les protocoles hybrides combinent les deux types de protocoles 
précédents ; ils adoptent généralement un fonctionnement proactif dans le voisinage de la source et une approche 
réactive pour les nœuds éloignés. Dans cet article, nous nous concentrons sur les protocoles réactifs.  Les 
protocoles  Dynamic MANET On-demand DYMO [ChP08], Ad hoc On demand Distance Vector AODV 
[PRD99][PRD03] et Dynamic Source Routing DSR [JMH04] sont des protocoles de routage réactifs de l‟IETF 
qui construisent leurs routes au moyen des cycles de requêtes/réponses (phase de découverte de route). La 
maintenance des routes est classiquement assurée par la transmission de paquets d‟erreur à la source pour 
permettre à celle -ci de construire une nouvelle route. Une limitation de ces protocoles est qu‟ils ne construisent 
qu‟une seule route entre la source et la destination. Ce sont des protocoles unipath. Ainsi, lorsque la route tombe 
en panne, les nœuds intermédiaires suppriment les paquets de données car ils ne disposent pas d‟une route 
alternative. Pour reprendre la transmission, la source sera obligée de lancer une nouvelle découverte de route, ce 
qui entraine une augmentation du délai de bout en bout. Une autre approche de protocoles [LeG00] [MaD06] 
permet de construire et maintenir p lusieurs routes entre la source et la destination. Ce sont des protocoles 
multipath. Leur objectif est d‟augmenter la robustesse et la disponibilité des routes .  Une autre solution pour 
atteindre cet objectif consiste à introduire le concept de multihoming(ou multi-domiciliation) dans les MANETs. 
Le Stream Control Transport Protocol  SCTP [Ste07] standardisé par l‟IETF est un protocole de transport 
capable de prendre en charge le multihoming.  
Dans cet article, nous souhaitons prouver de manière analytique l‟apport de l‟intégration des deux approches 
multihoming-multipath en termes de fiab ilité. Pour ce faire, dans la section 2, nous présenterons les deux niveaux 
de redondance qui permettent un recouvrement de chemins après une panne.  La section 3 sera consacrée à 
l‟apport de l‟intégration des deux niveaux de recouvrement. Une méthode analytique pour évaluer la fiabilité des 
chemins dans un réseau ad hoc multi domicilié utilisant l‟approche d‟intégration sera proposée dans la section 4. 
Enfin, la section 5 nous permettra de conclure et d‟indiquer les perspectives de travail. 
2 Sûreté de fonctionnement des chemins dans un réseau ad hoc 
Dans le domaine des réseaux, la redondance est la technique de base  pour assurer le processus de recouvrement 
de panne : la réparation d‟un chemin défaillant consiste alors à remplacer le (ou les) équipement(s) en panne par 
d‟autre(s) en bon état. Dans cet article, nous considérons deux niveaux de recouvrement  : le premier au niveau 
réseau (appelé également redondance de routes) et le second au niveau transport (redondance avec le 
multihoming). 
2.1 Redondances et mécanismes de reprise des routes 
Au niveau routage, de nombreux travaux ont été effectués pour s‟adapter aux propriétés particulières des réseaux 
mobiles ad hoc (en termes de modèle de mobilité, bande passante ou énergie des nœuds). Nous nous intéressons 
uniquement aux protocoles permettant d‟assurer une robustesse  des chemins, les protocoles  multipath . En cas 
de rupture de la route primaire , la source utilise une de ses routes secondaires pour atteindre la destination sans 
lancer une nouvelle découverte de route. Cette technique permet de réduire le trafic de contrôle du protocole qui 
n‟a pas à chercher une nouvelle route et d‟assurer une reprise rapide après panne. Notons que la capacité de 
tolérance aux pannes dépend surtout du degré de similitude entre les routes  primaires et secondaires construites 
(disjoints en lien, en nœud ou en interférence).  
Les protocoles multipath proposés dans la littérature peuvent être divisés en deux catégories en fonction des 
critères de sélection des routes : min imum de sauts et fiabilité. 
Les protocoles AODV-BR [LeG00], AOMDV [MaD06], MDYMO [KPK07] sont des exemples de protocoles de 
la première catégorie. Le protocole AODV-BR utilise les avantages de la diffusion sans fil pour construire deux 
tables (primaire et secondaire) à chaque recherche de routes. La table primaire contient les nœuds primaires et 
est utilisée pour envoyer les données sur la route primaire. Lorsqu‟un nœud primaire détecte une rupture de lien 
avec un voisin, il diffuse sa donnée pour un routage de secours qui sera mis en œuvre par les nœuds secondaires 
qui se trouvent dans son voisinage. AODV-BR effectue une reprise segmentée en utilisant des backup nodes (ou 
nœuds de secours). Contrairement à AODV-BR, les protocoles AOMDV et MDYMO procèdent à un 
recouvrement de bout en bout. Pour cela, ils utilisent des routes alternatives (ou backup routes) pour assurer la  
reprise après panne.   
Généralement le choix de la meilleure route se fait sur le nombre de sauts. Une route est considérée meilleure 
qu‟une autre route lorsqu‟elle comporte moins de sauts. Cependant, u tiliser uniquement le critère du plus court 
chemin peut conduire à une diminution de la qualité des routes (en termes de fiabilité et de bande passante) : car 
moins il y a de sauts, plus les nœuds sont éloignés  et la qualité des liens diminue. 
MP-DSR [LLP01], LET [DZS08], BSR [GYS05] utilisent comme critère la stabilité et la fiab ilité pour construire 
leurs routes. Ils s‟appuient sur des protocoles et mécanismes de prédiction de mouvement pour obtenir la  fiabilité  
des liens. D‟autres travaux [AbJ03] [AgJ05] proposent des méthodes analytiques pour le calcu l de la fiab ilité des 
multi-routes dans les réseaux ad hoc. 
2.2 Redondances des chemins avec multihoming 
Un autre mécanis me de recouvrement permettant d‟assurer une tolérance aux pannes de chemins est la mult i-
domiciliat ion ou multihoming des nœuds. Le multihoming est défini comme étant la capacité d‟un nœud à 
pouvoir utiliser p lusieurs interfaces (ou adresses IP) pour communiquer avec un autre nœud . Le multihoming a 
été introduit dans les réseaux filaires pour permettre aux nœuds d‟extrémité de disposer de plusieurs accès 
(fournisseurs) internet. Ainsi, en cas de panne de connexion (indisponibilité de la connectivité IP) d‟un accès, le 
nœud peut se connecter de façon transparente à un autre accès. Le recouvrement est géré de bout en bout par le 
protocole de transport. Dans les réseaux mobiles ad hoc, chaque nœud peut jouer le rô le de relais, le  multihoming 
doit donc être considéré aussi bien au niveau de la source et de la destination qu‟au niveau des nœuds 
intermédiaires. Il permettra ainsi un recouvrement de chemins en cas de pannes de liens et/ou de cartes réseaux.  
3 Intégration multihoming-multipath  
Les protocoles multipath améliorent la robustesse des routes dans les réseaux mono-domiciliés, cependant, leurs 
déploiements dans les MANETs multi-domiciliés nécessitent des modificat ions pour qu‟ils prennent en charge la 
multi-domiciliation des nœuds. En effet, ces protocoles fonctionnent au niveau réseau (niveau 3), ils considèrent 
donc chaque interface comme un nœud. Un nœud multi-domicilié ayant N interfaces est considéré comme N 
nœuds . Le protocole multi-path peut ainsi établir plusieurs routes (primaire et secondaires) qu‟il considérera 
comme disjointes à travers ce même nœud (voir figure 2–nœud E). Naturellement, le déplacement de ce nœud 
provoquera la rupture de toutes ces routes. Par ailleurs, le multihoming défini actuellement au sein de l‟IETF  
prend en charge uniquement les cas de pannes d‟interfaces des nœuds d‟extrémités. Ainsi si deux nœuds 
multicartes sont reliés par deux chemins de transport différents , le protocole de routage n‟a pas connaissance de 
l‟existence d‟un chemin alternatif et essaiera donc de reconstruire une nouvelle route au lieu de basculer sur le 
chemin alternatif.  
Pour éviter les inconvénients des deux approches prises séparément, nous proposons de les intégrer en utilisant 
l‟approche de communication inter couches (Cross Layer) défin ie dans [ChP07] [Kim07]. De plus, chaque nœud 
possèdera un identifiant unique différent de ses adresses IP, qui peut être un identifiant HIP[MoN06], ce qui 
permettra à l‟intégration multihoming-multipath d‟identifier un nœud multi-domicilié de manière unique. Nous 
pourrons alors utiliser les avantages des deux niveaux de recouvrement simultanément et ainsi établir les 
meilleures routes en termes de fiab ilité entre la source et la destination. Une illustration des chemins construits 
par l‟approche intégrée, ainsi que son avantage en terme de fiabilité est analysée en 4.4.  
4 Modèles analytiques d’évaluation des chemins dans un MANET  
  Les méthodes d‟analyses développées pour les réseaux filaires s‟avèrent non adaptées au contexte MANET. 
Nous proposons dans cette section une méthode analytique pour calculer la  fiabilité des nœuds et des chemins 
dans un réseau ad hoc multi-domicilié utilisant l‟intégration multihoming-multipath. Nous utiliserons l‟approche 
des blocs de diagrammes de fiabilité. A insi, chaque fois qu‟il est nécessaire le g raphe est transformé en une 
combinaison série/parallèle. Le  réseau est opérationnel lorsqu‟il existe un chemin entre la source et la 
destination. Le terme Two-Terminal Reliability (2TR) est défini comme la probabilité qu‟un chemin de 
communicat ion existe entre la source et la destination [CoR07]. 2TR est aussi appelé end to end reliability dans 
le protocole MP-DSR [LLP01]. 
4.1 Modélisation du système 
Un réseau mobile ad hoc peut être modélisé sous la forme d‟un graphe G = (N, I, L) où N= {1,2, …|N|} constitue 
l‟ensemble des nœuds du réseau ; I= {{I1,I2, ..}1,{ I1,I2, ..}2, . ,. , { I1,I2, ..}N} l‟ensemble des interfaces (ou 
Network Interface Cards NIC) du réseau; L= {(IiA, IjB) / A≠B, A et B Є N ; IiA et IjB Є I} l‟ensemble des liens 
bidirectionnels connectant deux interfaces de deux nœuds différents. Notons VAB : la probabilité que les nœuds A 
et B soient dans la zone de couverture l‟un de l‟autre  ; RL(xA↔yB) : la  fiabilité du lien de communication entre la 
x
ème
 interface de A et la y
ème
 interface du noeud B. 
Avant d‟étudier la fiabilité des chemins dans les réseaux ad hoc multi -domiciliés, nous définissons d‟abord le 
terme fiabilité tel que nous l‟utiliserons dans tout le reste du document. La fiab ilité d‟un équipement réseau est la 
probabilité que cet équipement accomplisse ses fonctions requises dans des conditions spécifiées durant un 
intervalle temps donné. La fiabilité est donc une grandeur mesurée sur un intervalle contrairement à la 
disponibilité qui est une grandeur instantanée (car l‟équipement peut avoir subi une panne puis une réparation). 
Notons que, dans le cas où le système est non réparable les deux concepts sont équivalents.  
4.2 Fiabilité d’un nœud multi-domicilié 
Nous analysons uniquement le cas des cartes identiques (mono-technologiques). La fiab ilité du nœud A  notée 
reliNodeA est le produit de la fiabilité de la machine reliMachA (dépend de l‟état de sa batterie) et celle de 
l‟ensemble des cartes réseaux reliNICA. Les cartes étant montées en parallèle, nous calculons la fiabilité de 
l‟ensemble en passant par sa défiabilité.  
 reliNICiA la fiab ilité de la i
ème
 carte réseau du nœud A et n le nombre de ses cartes. 
 
La fiabilité du nœud multi domicilié A: 
 4.3 Fiabilité des chemins dans le réseau 
La fiab ilité d‟un chemin dépend de celles de tous les nœuds sur le chemin (end-points et intermédiaires) et des 
liens de communication. Nous calculons en premier lieu la  fiabilité d ‟une communication directe entre deux 
nœuds mult i-domiciliés, puis la fiabilité dans une communication mult i-sauts. Nous supposons que tous les liens 
du réseau sont indépendants et bidirectionnels. 
4.3.1 Chemin direct entre deux nœuds multi-domiciliés 
Pour une communication directe, la fiabilité des chemins est  liée uniquement à celles de la source S, de la 
destination D et des liens entre les deux nœuds. La fiabilité de l‟ensemble des chemins  directs entre les deux 
nœuds S et D notée 2DMTR (Two-Direct Multihomed Terminal Reliability) est le produit de : (a) la probabilité  
que le nœud D soit dans la zone de couverture de S: VSD ; (b) la fiabilité de la machine S reliMachS ; (c) la  
fiabilité de l‟ensemble des routes  entre les deux nœuds S et D : reliRouteSD ; (d) la fiabilité de la machine D 
reliMachD. 
Pour calculer la fiabilité de l‟ensemble des chemins, nous décomposons le problème en 3 sous-problèmes (SPi): 
(SP1) Calcu l de la fiabilité des routes entre i
ème
 NIC de S et toutes les NICs de D : reliRouteiS – {NIC}D . 
(SP2) A partir l‟expression obtenue dans le SP1, formulat ion de la fiab ilité de l‟ensemble des routes. 
(SP3) Obtention de  la  fiabilité totale entre deux nœuds multi domiciliés 2DMTR. 
NOTE : „ET‟ indique que les équipements sont en série alors que „AU MOINS‟ qu‟ils sont en parallèle.  
SP1 Pour qu‟une route existe entre NICiS et le nœud D (c'est-à-dire une de ses cartes), il faut que :  (C1) la carte 
fonctionne „ET‟ (C2) Parmi toutes les cartes de la destination D en parallèle, qu‟il existe „AU MOINS‟ une carte 
telle que : (C2.1) Lien entre NICxS et NICjD „ET‟ (C2.2)  NICjD fonctionne. 
 
SP2 La formule précédente est valable pour une route entre n‟importe quelle carte réseau de S et toutes les cartes 
de la destination D. En transformant le graphe, la  fiabilité de l‟ensemble des routes  est:  
 
SP3 La fiabilité de l‟ensemble des chemins entre la source S et la destination D : 
 
4.3.2 Chemin multi-sauts 
Nous supposons que la source et la destination communiquent par un ensemble de chemins établis à travers q 
(q>=0) nœuds intermédiaires. Pour assurer une telle communicat ion, il faut  que (C1) toutes les machines du 
chemin (intermédiaires et end-points) soient en état de fonctionnement „ET‟ (C2) qu‟il existe „AU MOINS‟ 
parmi les routes possibles une route en bon état pour chaque couple de nœuds en communication directe. En  
notant respectivement la source, le j
ème
 nœud intermédiaire et la destination Mo ,Mj, M(q+1), nous obtenons 
2SMTR (Two-Sequential Multihomed Terminal Reliability) : 
 
Remarque : Lorsque le nombre de nœuds  interméd iaires q=0, la  formule (F3) est égale à (F2). 
4.3.3 Chemins disjoints en nœuds 
Nous supposons qu‟il existe p chemins disjoints entre la source S et la destination D. Nous déterminons  la 
fiabilité de tous les chemins 2MTR (Two Multihomed Terminal), en calculant la fiabilité de chaque chemin avec 
l‟équation (F3). So it 2SMTR K la  fiabilité du k
ème
 chemin. La fiabilité de l‟ensemble des  chemins parallèles est : 
 
Remarque (F3) est un cas particulier de (F4) où p=1 , la  source a un seul chemin pour atteindre la destination. 
4.4 Application de la méthode-Etude de cas 
Nous illustrons notre méthode d‟analyse par l‟évaluation de la fiabilité du chemin en fonction de celles des liens 
et par l‟analyse d‟un cas topologique de réseau. 
 
Fig. 1- 2DMTR vs fiabilité des liens 
Nous réutilisons les valeurs numériques de 
[CoR07] pour calculer la fiabilité des chemins entre 
deux nœuds mult i domiciliés en fonction de celle des 
liens de communication. : (1) reliMach=0,9 (2) 
VSD=0,7 (3) reliNIC=1. La figure 1 montre les courbes 
obtenues ; (X:Y) indique que la source et la 
destination possèdent respectivement X et Y cartes. 
Nous notons un gain important en termes de fiabilité  
de chemins dans le cas des liens peu fiables  (entre 0,3 
et 0,8) lorsque le nombre de carte augmente. Lorsque 
les liens sont parfaits, les fiabilités sont identiques. 
Notons également que la répartit ion des cartes influe 
sur la fiabilité. Ainsi pour 4 cartes ,  la  fiabilité avec 
une répartion  (2:2) est meilleure que celle répartie en   
(1:3). 
  
 
 
 
 
 
Concepts Chemins construits Fiabilité des chemins 
Protocoles multipath 1- A(IP1) ↔E(IP7) ↔D(IP5) 
2- A(IP1) ↔E(IP8) ↔D(IP5) 
0,31 
multihoming 1- A {IP1, IP2} ↔E(IP7) ↔D {IP5, IP6}  0,33 
Intégration multihoming-
multipath 
1- A {IP1, IP2} ↔E(IP7) ↔D {IP5, IP6}  
2- A {IP1, IP2} ↔B(IP3) ↔C(IP4) ↔D {IP5, IP6} 
0,60 
Fig. 3 – Chemins et fiabilités en fonction des approches de redondance 
La comparaison de la fiabilité des chemins obtenus par les trois approches de recouvrement : mult ipath, 
mu ltihoming et approche intégréee, pour l‟e xemple de réseau donné en Figure 2 est illustrée en Figure 3. En plus 
des valeurs numériques précédentes, nous supposons que les liens possèdent une fiabilité de 0.8.  L‟approche 
intégrée a une fiabilité nettement meilleure car le recouvrement de „panne‟ du nœud E trouve une autre route 
(passant par B et C) ce qu i n‟est pas le cas avec les 2 autres approches.  
A D 
 
E 
B C 
1 
2 
3 
4 
5 
6 
7 
8 
Fig. 2 – Exemple de réseau avec des nœuds multi domiciliés 
5 Conclusion et perspectives 
Dans cet article, nous proposons d‟améliorer la fiabilité des réseaux ad hoc en combinant les redondances de 
niveau réseau et de niveau transport par une approche intégrée. Nous proposons une méthode analytique de 
calcul de fiabilité que nous illustrons en calculant la fiab ilité de différentes configurations de redondances de 
carte  selon la fiabilité de liens. Une deuxième illustration de la méthode est de comparer sur un réseau donné la 
fiabilité obtenue par une redondance de niveau réseau, une redondance de niveau transport et une approche 
intégrée. La fiabilité de l‟approche intégrée est nettement meilleure. La poursuite des travaux s‟intéresse à 
l‟utilisation du calcul de fiabilité pour le choix des routes. L‟approche proposée permettra au routage de choisir 
les meilleurs chemins entre la source et la destination, et  ainsi d‟améliorer la robustesse des communications. 
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