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Les qualifications des contraintes en
optimisation à contraintes non linéaires
Luc Marchand
Résumé Cet article consiste en une vulgarisation du concept de qualifica-
tion des contraintes du premier ordre dans un programme d’optimisation non
linéaire. Des exemples de problèmes explicitant les différences entre plusieurs
qualifications sont énoncés, permettant de mieux visualiser ce qu’impliquent
ces qualifications. Les relations entre trois qualifications sont approfondies,
c’est-à-dire l’indépendance linéaire (LICQ), la qualification de Mangasarian-
Fromovitz (MFCQ) et la condition du rang constant (CRCQ). D’autres qua-
lifications de nature plus analytique sont ensuite présentées.
1 Introduction
1.1 Mise en place du problème d’optimisation
Soit le programme non linéaire d’optimisation :
min z = f(x)
s.à. gi(x) ≤ 0 i = 1, . . . ,m
hj(x) = 0 j = 1, . . . , p
(NLP)
où f(x), gi(x) et hj(x) : Rn → R sont des fonctions différentiables. La notation
NLP est un acronyme pour Non Linear Program. Nous nous limitons à trouver
un minimum local x∗ du programme (NLP). Le point de départ de l’étude de
tels problèmes est d’établir des conditions nécessaires d’optimalité, c’est-à-dire
se poser la question : «Que peut-on déduire du fait que x∗ est un minimum
local ? ».
Pour poursuivre, nous introduisons la fonction







avec λ ∈ Rm, µ ∈ Rp. Cette fonction est appelée le lagrangien associé au pro-
blème (NLP). Les scalaires λi et µi sont appelés les multiplicateurs de Lagrange.
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Figure 1 – Échec des qualifications des contraintes. Le point optimal étant situé
en (1, 0)t, on remarque que les gradients des contraintes génèrent l’axe vertical.
Notre fonction ayant son gradient vers la partie négative de l’axe horizontal, on
remarque que le résultat de KKT n’est pas vérifié.
En optimisation non linéaire avec contraintes, les conditions nécessaires de
Karush-Kuhn-Tucker (conditions de KKT) sont les plus utilisées. Celles-ci sti-
pulent qu’en un point stationnaire du Lagrangien x̄, il existe des vecteurs λ ∈
Rm, µ ∈ Rp tels que :







λi ≥ 0, λigi(x̄) = 0 i = 1, . . . ,m, j = 1, . . . , p
(1)
Nous noterons par I l’ensemble des indices des contraintes gi(x). Donc la
cardinalité de I est m. Nous noterons aussi par I∗ l’ensemble des indices de
I tels que gi(x̄) = 0. Les contraintes dont l’indice est dans I∗ seront appelées
contraintes actives au point x̄ et seuls leurs multiplicateurs seront éventuellement
non-nuls.
Intuitivement, nos conditions nécessaires (1) signifient que le gradient de la
fonction objectif peut être reconstruit par une combinaison linéaire des gradients
des contraintes actives.
On désire que les points optimaux de f(x) soient des points stationnaires du
lagrangien. L’exemple suivant nous montrera qu’il faut une hypothèse supplé-
mentaire afin que le résultat soit vérifié en un optimum local.
1.2 Exemple de non existence de multiplicateurs
Exemple 1.1. Soit le programme non linéaire (voir Figure 1) :
min z = −x1
s.à. g1(x) = (x1 − 1)3 + x2 ≤ 0
g2(x) = −x1 ≤ 0
g3(x) = −x2 ≤ 0
Le point optimal est x∗ = (1, 0)t. En x∗, on remarque que les contraintes g1(x)
et g3(x) sont satisfaites avec égalité. On en déduira donc que I∗ = {1, 3} alors
que I = {1, 2, 3} puisqu’il y a trois contraintes d’inégalité. Les multiplicateurs
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λi pouvant être non nuls sont donc λ1 et λ3. Les conditions (1) s’écrivent donc
(après avoir géré les équations λigi(x̄) = 0 et ainsi, retiré g2(x) puisque λ2 = 0) :


























On remarque qu’il n’existe pas de solution λ∗ satisfaisant cette équation et,
malgré cela, x∗ est bel et bien un minimum local, même global.
Remarque 1.2. Dans le cas linéaire, on ne peut trouver d’exemple comme ci-
dessus. En fait, l’existence des multiplicateurs sous contraintes linéaires en un
minimum local ne nécessite aucune hypothèse supplémentaire.
Ainsi, on doit exiger une hypothèse supplémentaire en un optimum x∗ pour
que celui-ci soit un point stationnaire du lagrangien (1). Cette hypothèse est
qu’une qualification des contraintes soit respectée en x̄. Mais qu’est-ce qu’une
qualification des contraintes ?
2 Qualifications des contraintes d’ordre 1
Cette section constitue le corps principal de l’article. Nous y présentons la défi-
nition d’une qualification des contraintes (que j’acronymerai QC) au sens large,
suivi des définitions de quelques QC. Plusieurs exemples seront aussi énoncés
ici.
J’indique ici que les exemples qui permettront d’illustrer les différentes condi-
tions présentées sont principalement composés de contraintes d’inégalités. Ceci
est fait ainsi afin qu’il soit plus aisé de voir les subtilités entre les qualifications
et réduire autant que possible la dimension des problèmes pour les illustrer plus
facilement.
2.1 Définition et arborescence
L’exemple 1.1 montre que, même en un minimum local x∗, il n’existe pas néces-
sairement de multiplicateurs de Lagrange λ∗ ≥ 0 et µ∗ libre tels que ∇f(x∗) +
λ∗∇g(x∗) + µ∗∇h(x∗) = 0. Une qualification des contraintes est simplement
une hypothèse suffisante à l’existence de ces multiplicateurs en x∗ pour que
l’équation (1) soit satisfaite. Intuitivement, on peut voir une QC comme une
hypothèse nous certifiant que la linéarisation des contraintes ∇g(x) et ∇h(x)
agit localement de manière similaire aux contraintes g(x) et h(x).
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Remarque 2.1. La linéarisation d’une fonction g(x) : Rn → R en x0 consiste
en l’hyperplan de dimension n passant par x0 et ayant les mêmes dérivées di-
rectionnelles que la fonction g(x) au point x0. Formellement, la linéarisation
lx0(x) en x0 d’une fonction g(x) est donnée par lx0(x) = g(x0)+∇g(x0)(x−x0).
Cette fonction évaluée en un point x̄ suffisamment près de x0 devrait donner
une bonne approximation de g(x̄). Aussi, la linéarisation de g(x) en x0 est l’hy-
perplan tangent à la fonction g(x) en x0. Les propriétés de cette linéarisation
dépendent grandement du vecteur ∇g(x0). Bien que ce soit un abus de notation,
nous appelons ∇g(x0) la linéarisation de g(x) en x0 pour simplifier et alléger le
discours.







nous laisse croire que l’axe des x1 reste réalisable en x∗, donc que l’on pour-
rait se déplacer autant vers la gauche que vers la droite à partir de (1, 0)t en
restant réalisable. Toutefois, le vrai domaine réalisable de ce problème se situe
entièrement à gauche de (1, 0)t.
Il existe évidemment plusieurs qualifications différentes pour lesquelles les
multiplicateurs de Lagrange ont certaines propriétés. Dans ce qui suit, on dé-
finira quatre de ces qualifications et leurs relations entre elles. La plupart des
qualifications des contraintes sont notées par un acronyme tiré de l’anglais. Afin
de familiariser les lecteurs avec la terminologie utilisée dans le domaine, j’utili-
serai aussi ces acronymes anglais en expliquant leur provenance.
2.2 LICQ
Définition 2.2. La qualification des contraintes d’indépendance linéaire LICQ
(Linear Independance Constraints Qualification) est satisfaite en un point x∗




est de plein rang ligne, c’est-à-dire que le rang de cette matrice égale le nombre
de lignes de la matrice.
Le théorème suivant nous montre que LICQ est bel et bien une QC.
Théorème 2.3. [FM90] Soit x∗ un minimum local de (NLP). Si LICQ est
satisfait en x∗, alors il existe un vecteur λ∗ ∈ Rm et µ∗ ∈ Rp tel que ∇f(x∗) +
λ∗∇g(x∗) + µ∗∇h(x∗) = 0, λ∗i gi(x∗) = 0 et λ∗ ≥ 0 . De plus, ces vecteurs sont
uniques.
En pratique, certaines méthodes de recherche de solutions de problèmes de
la forme (NLP) convergent plus rapidement lorsque x∗ est un point satisfaisant
LICQ. C’est pourquoi il s’agit d’une des qualifications des contraintes les plus
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Figure 2 – Échec de LICQ. Il est évident, au point optimal (0, 0)t, que les
gradients des contraintes actives ne peuvent pas être linéairement indépendants,
puisque le nombre de contraintes actives en ce point est plus grand que la di-
mension du problème.
utilisées et connues. On remarque toutefois que LICQ est une qualification très
forte, comme le montre l’exemple suivant.
Exemple 2.4. Soit le programme d’optimisation à contraintes linéaires (voir
Figure 2) : 
min z = (x1 + 1)2 + (x2 + 1)2
s.à. g1(x) = −0,5x1 − x2 ≤ 0
g2(x) = −x1 − x2 ≤ 0
g3(x) = −2x1 − x2 ≤ 0
La solution de ce problème est x∗ = (0, 0)t. Or, en x∗, trois contraintes sont





ne peut être de plein rang ligne, ainsi LICQ n’est pas satisfaite.
On remarque aussi qu’il existe plusieurs vecteurs de multiplicateurs qui sa-






2− 0,5λ1 − 1λ2 − 2λ3 = 0
2− λ1 − λ2 − λ3 = 0
λi ≥ 0 (i = 1, 2, 3)
qui admet les solutions 0 ≤ λ1 ≤ 43 , λ2 = 2−
3λ1
2 et λ3 =
λ1
2 .
Nous venons de voir que LICQ peut échouer même dans un programme sous
contraintes linéaires qui, comme cité à la remarque 1.2, ne nécessite pas de QC.
En effet, dans le problème précédent, puisqu’il y a plus d’un multiplicateur λ∗
vérifiant les conditions d’optimalité de KKT, on pouvait s’attendre à ce que
LICQ échoue.
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2.3 MFCQ
Définition 2.5. La qualification des contraintes de Mangasarian-Fromovitz
MFCQ est satisfaite en un point x∗ lorsque la matrice ∇h(x∗) est de plein rang
ligne et qu’il existe un vecteur v ∈ Rm tel que ∇gI∗(x∗)v < 0 et ∇h(x∗)v = 0.
Cette qualification signifie simplement qu’il existe un vecteur qui entre dans
l’intérieur du domaine réalisable sans rester sur la frontière des contraintes d’in-
égalité actives tout en restant sur les contraintes d’égalités.
Cette QC est aussi très connue, ce qui est expliqué par le théorème suivant.
Théorème 2.6. [FM90] Soit x∗ un minimum local de la fonction f(x) du
problème (NLP). On a que x∗ satisfait MFCQ si et seulement si l’ensemble Λ∗
des vecteurs satisfaisant λ∗ ∈ Rm, µ∗ ∈ Rp tels que λ∗ ≥ 0, ∇f(x∗)+λ∗∇g(x∗)+
µ∗∇h(x∗) = 0 et λ∗i gi(x∗) = 0 est non vide et borné.
Puisque plusieurs algorithmes d’optimisation non linéaire utilisent les mul-
tiplicateurs de Lagrange comme outil de recherche de solutions, le fait que l’en-
semble des multiplicateurs soit borné sous MFCQ est d’une grande utilité. De
plus, tout comme LICQ, cette QC est plutôt facile à vérifier. La suffisance de la
condition du théorème précédent est aussi remarquable.
Corollaire 2.7. LICQ implique MFCQ.
Démonstration. Allons-y par la contraposée. On suppose MFCQ non satisfaite.
Donc l’ensemble des multiplicateurs de Lagrange est soit vide, soit non borné.
Dans ces deux cas, l’ensemble des multiplicateurs n’est pas un singleton, et LICQ
ne peut être satisfaite.
Remarque 2.8. L’exemple 2.4 satisfait MFCQ sans satisfaire LICQ. Les multi-
plicateurs de ce problème respectent 0,5λ1 = λ3, 2 − 1,5λ1 = λ2. La condition
λi ≥ 0 nécessite donc λ1 ∈ [0, 43 ]. On remarque ainsi que l’ensemble
Λ∗ =
{
(λ1, λ2, λ3) | 0 ≤ λ1 ≤
4
3 , λ2 = 2−
3λ1




des multiplicateurs de Lagrange possibles dans les équations (1) est de cardinalité
infinie et est borné.
Une condition équivalente à MFCQ est donnée par l’énoncé suivant :
Proposition 2.9. MFCQ est satisfaite en x∗ si et seulement si la condition
suivante est satisfaite :










La démonstration de cette proposition utilise le théorème de dualité faible
de programmation linéaire. Il s’agit d’une manière intéressante de démontrer
des résultats à partir de théorèmes d’alternative (dont fait partie le théorème de
dualité faible). La preuve est donc incluse à l’annexe A de ce document.
L’exemple suivant montre une situation telle que, pour toute fonction ob-
jectif deux fois continuement différentiable admettant (0, 0)t comme minimum,
il existe des multiplicateurs sans que MFCQ soit satisfaite. Il est donc possible
d’affaiblir davantage MFCQ, toutefois nous perdrons le fait que l’ensemble des
multiplicateurs soit borné.
Exemple 2.10. Soit le programme d’optimisation à contraintes non linéaires
(voir Figure 3) : 
min z = (x1 + 1)2 + x22
s.à. g1(x) = x21 − x2 ≤ 0
g2(x) = −x21 + x2 ≤ 0
g3(x) = −x1 ≤ 0
Le domaine réalisable de ce programme est la branche x ≥ 0 de la parabole. La
solution de ce programme de minimisation est située au point x∗ = (0, 0)t. On
remarque ici que MFCQ n’est pas satisfaite puisqu’il n’y a pas d’intérieur strict
des contraintes.







) 0 −10 1
−1 0
 = 0
On observe donc que λ1 = λ2 et λ3 = 2 satisfont ces équations pour toute
valeur de λ1 ∈ R et λ1 ≥ 0. Il y a une donc un ensemble non borné de multipli-
cateurs possibles puisque les gradients des contraintes, ∇g1(x) et ∇g2(x), sont
linéairement dépendants et de directions opposées pour tout point réalisable.
MFCQ réagit très mal aux contraintes d’égalité qui se dupliquent en deux
contraintes d’inégalité. C’est le cas de l’exemple précédent avec les contraintes
g1(x) et g2(x). En effet, si l’on définit h1(x) = x21− x2 = 0, l’ensemble réalisable
reste le même en prenant les contraintes h1(x) et g3(x) et, avec une telle définition
des contraintes, MFCQ est satisfaite en x∗.
2.4 CRCQ
Définition 2.11. La qualification des contraintes du rang constant CRCQ
(Constant Rank Constraints Qualification) est satisfaite en un point x∗ lorsqu’il
existe un voisinage X ⊂ E autour de x∗ tel que pour tout sous-ensemble K ⊂ I∗




(i ∈ K, j ∈ K ′)
est constant pour tout x̄ ∈ X.
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Figure 3 – Échec de MFCQ. Le domaine réalisable est la branche pleine de
la parabole. La problématique vient du fait qu’il n’existe pas d’intérieur du
domaine réalisable régi par les inégalités. Une forme alternative des contraintes
(si l’on considère g1(x) et g2(x) comme une seule contrainte d’égalité) résout
cette problématique.
Il s’agit bel et bien d’une qualification des contraintes (donc assurant l’exis-
tence des multiplicateurs de Lagrange). Toutefois, elle a été développée beaucoup
plus tard que les autres qualifications présentées dans cet article. Cette qualifi-
cation a été amenée principalement par Spingarn [Spi83] et Janin [Jan84]. Nous
avons évidemment l’implication suivante :
Proposition 2.12. LICQ implique CRCQ.
Démonstration. LICQ satisfaite signifie que la matrice ∇gi(x∗), i ∈ I∗ est de
plein rang ligne. Donc aucune ligne de la matrice n’est linéairement dépendante
des autres. Puisque les fonctions gi(x) sont deux fois continuement différentiable,
alors∇gi(x) sont continues, donc il existe un voisinageX de x∗ tel que la matrice
∇gi(x̄), x̄ ∈ X est aussi de plein rang ligne, et on a CRCQ.
Remarque 2.13. Le fait que les contraintes gi(x), i ∈ I∗ soient linéaires est
suffisant à ce que CRCQ soit satisfaite en x∗ puisque la matrice composée des
lignes ∇gi(x), i ∈ I∗ est constante.
Les relations entre CRCQ et MFCQ sont plus subtiles. D’abord, remarquons
que CRCQ est satisfaite pour l’exemple 2.10, donc CRCQ n’implique visiblement
pas MFCQ. En effet, pour tout point de R2 (donc en particulier pour un voisinage
de x∗), les gradients ∇g1(x) et ∇g2(x) sont linéairement dépendants (matrice
de rang 1). De plus, les gradients ∇g1(x) et ∇g3(x) (ou ∇g2(x) et ∇g3(x))
sont linéairement indépendants (de rang 2). Donc pour tout sous-ensemble des
contraintes actives, la matrice des gradients des dites contraintes est de rang
constant dans R2.
L’exemple suivant montre que MFCQ n’implique pas CRCQ non plus.
Exemple 2.14. Soit le programme d’optimisation à contraintes non linéaires
(voir Figure 4) :
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(a) Au point x∗ (b) En x̄ près de x∗
Figure 4 – Échec de CRCQ. Le point optimal x∗ est en (0, 0)t. On remarque que
le long de la droite x2 = x1, les gradients des contraintes 1 et 3 sont linéairement
dépendants (Figure 4a), mais pas ailleurs (Figure 4b). Puisque x2 = x1 passe
par x∗, on a qu’il n’existe pas de voisinage autour de x∗ de rang constant.

min z = (x1)2 + (x2 − 1)2
s.à. g1(x) = −x1 − x2 ≤ 0
g2(x) = x2 ≤ 0
g3(x) = (x1 − 1)2 + (x2 − 1)2 ≤ 0
L’ensemble réalisable est borné par l’arc du cercle défini par g3(x) = 0 et sous
l’axe des x1. Le minimum local de ce problème est situé en x∗ = (0, 0)t où les
trois contraintes sont actives. En ce point, le vecteur v = (1,−14)
t nous amène












et ainsi ∇gi(x∗)v < 0,∀i ∈ I∗, d’où MFCQ satisfaite.
Toutefois, si l’on prend l’ensemble d’indices K = {1, 3}, alors la matrice des
∇gi(x∗) pour i ∈ K s’écrit (
−1 −1
2x1 − 2 2x2 − 2
)
n’admet pas de voisinage de rang constant autour de x∗ (la matrice est de rang
1 sur la droite x1 = x2 et de rang 2 ailleurs). Ainsi, CRCQ n’est pas satisfaite
en x∗.
Remarque 2.15. Lu [Lu11] a récemment prouvé que, dans un problème non pa-
ramétrique (tels que ceux présentés plus haut), CRCQ implique MFCQ après
modification de la forme des contraintes. On peut voir cela dans l’exemple 2.10,
si l’on redéfinit g1(x) et g2(x) par une seule contrainte d’égalité h1(x). Les mo-
difications apportées ne doivent évidemment pas modifier le domaine réalisable.
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Figure 5 – Échec de MFCQ et CRCQ. MFCQ échoue car le seul vecteur réa-
lisable est dans la direction (−1, 0)t qui n’est pas strictement réalisable (g3(x)
reste satisfaite avec égalité le long de ce vecteur). De plus, CRCQ n’est pas sa-
tisfaite puisque pour les contraintes g1(x) et g3(x), il n’existe pas de voisinage
de rang constant en x∗.
L’exemple suivant venant de [CW05] nous servira à déduire une autre qua-
lification des contraintes historiquement importante.
Exemple 2.16. Soit le programme d’optimisation non linéaire (voir Figure 5) :
min z = −x1
s.à. g1(x) = (x1 − 1)3 + x2 ≤ 0
g2(x) = −x1 ≤ 0
g3(x) = −x2 ≤ 0
g4(x) = 2x1 + x2 − 2 ≤ 0
Il s’agit de l’exemple 1.1 auquel on a ajouté une contrainte active en x∗ = (1, 0)t.
On remarque que MFCQ n’est pas satisfaite (les seules directions réalisables sont
le long de l’axe des x1, pas à l’intérieur strict du domaine réalisable) et CRCQ
non plus (l’ensemble d’indices K = {1, 3} n’est pas de rang constant dans tout
voisinage de x∗). On remarque toutefois qu’il existera des multiplicateurs de
Lagrange (λ∗,µ∗). En effet, on trouve facilement que ∇f(x∗) = (−1, 0) et que
∇g1(x∗) = (0, 1),∇g3(x∗) = (0, − 1) et ∇g4(x∗) = (2, 1). En prenant λ4 = 1/2
et λ1 − λ3 = −1/2, on obtient les équations de KKT satisfaites, justifiant ainsi
qu’il existe des multiplicateurs de Lagrange pour ce problème.
Remarque 2.17. Cet exemple nous permet d’observer quelque chose de remar-
quable en soi. L’ajout de la contrainte g4(x) ne modifie d’aucune manière le
domaine réalisable. On pourrait même affirmer qu’elle semble inutile au pro-
blème. Toutefois, son ajout nous permet de travailler sur les multiplicateurs de
Lagrange dans la recherche du point optimal. On doit toutefois observer que
son ajout ne nous permet pas nécessairement d’avoir une qualification forte telle
que LICQ. En regardant les choses sous un angle différent, on peut aussi en
déduire que les qualifications des contraintes ne sont pas des conditions sur
la structure du domaine réalisable, mais vraiment des conditions sur la struc-
ture des contraintes. En fait, considérant l’ensemble généré par les gradients des
contraintes actives, on aura qu’il existera des multiplicateurs pour toute fonction
admettant x∗ comme minimum local.
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L’exemple précédent nous motive à présenter succinctement d’autres qua-
lifications des contraintes. Afin de faire une présentation complète, on ne peut
passer ces qualifications sous silence. Nous ne présentons toutefois pas les détails
de ces qualifications puisque celles-ci débordent de l’objectif de l’article : pré-
senter des qualifications vérifiables par des méthodes issues de l’algèbre linéaire.
2.5 Qualifications des contraintes de nature analytique
Les qualifications des contraintes vues précédemment s’expriment à l’aide du
langage de l’algèbre linéaire : l’indépendance linéaire de vecteurs et le rang de
matrices. Les qualifications suivantes s’expriment à l’aide de notions topologiques
et analytiques. Ainsi, je ne ferai qu’une brève présentation des définitions en
mettant quelques résultats plus importants en référence.
Définition 2.18. La qualification des contraintes de Kuhn-Tucker (KTCQ)
est satisfaite en x∗ si, pour tout vecteur non nul z tel que ∇gi(x∗)z ≤ 0 (pour
tout i ∈ I∗ et ∇hj(x∗)z = 0, j = 1, . . . , p), z est tangent à un arc α(θ) une fois
différentiable tel que α(0) = x∗ et est contenu dans le domaine réalisable.
Il s’agit de la première qualification des contraintes à avoir été publiée,
d’abord par Karush dans [Kar39], puis par Kuhn et Tucker dans [KT51]1.
Cette QC, bien qu’importante historiquement, est maintenant considérée de
moins grande importance avec la découverte des qualifications des contraintes
d’Abadie et de Guignard, des qualifications encore plus faibles que KTCQ (ces
deux qualifications seront présentées plus loin).
De plus, KTCQ est difficile à vérifier, limitant son utilisation par des algo-
rithmes.
Remarque 2.19. Dans l’exemple 1.1, KTCQ n’est pas satisfaite. En effet, il existe
deux vecteurs non nuls zi tels que ∇gi(x∗)zi ≤ 0(i = 1,2) ; il s’agit des vecteurs
z1 = α(1, 0)t et z2 = β(−1, 0)t, α, β ∈ R, α, β ≥ 0. Or, pour le vecteur z1, il
n’existe pas d’arc différentiable tel que KTCQ soit satisfaite.
Remarque 2.20. Dans l’exemple 2.16, KTCQ est satisfaite. Ceci est expliqué
par le fait que le vecteur problématique z1 n’est plus tel que ∇gi(x∗)z1 ≤ 0 (car
∇g4(x∗)z1 > 0). KTCQ est donc désormais vérifiée.
Théorème 2.21. CRCQ implique KTCQ.
Démonstration. Voir [Jan84, Proposistion 2.3]
La qualification des contraintes suivante utilise les définitions de cône tangent
aux contraintes et de cône linéarisé. Plusieurs articles incluent ces définitions (par
exemple [Bur12], [Jan84], [Fle87] ou [Sol11]).
1Karush a découvert cette qualification (et les conditions de KKT) 12 ans avant Kuhn et
Tucker, au cours de sa maîtrise. Voir [Cot12] pour davantage d’informations.
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Définition 2.22. [Bur12] La qualification des contraintes d’Abadie (ACQ) est
satisfaite en x∗ si le cône tangent aux contraintes actives est le même que le cône
linéarisé au point x∗ :
T (x∗) = L(x∗)
Puis, finalement, la qualification de Guignard nécessite un peu d’analyse
fonctionnelle, en particulier la définition du cône polaire d’un ensemble convexe,
qui ne sera pas présentée ici (voir [Roc70] pour plus d’informations).
Définition 2.23. [Bur12] La qualification des contraintes de Guignard (GCQ)
est satisfaite en x∗ si, avec les mêmes notations qu’à la définition 2.22, on a
T (x∗)◦ = L(x∗)◦
où E◦ représente le polaire de l’ensemble E.
3 Conclusion
Les multiplicateurs de Lagrange étant un outil très puissant en optimisation
non linéaire, il est naturel d’étudier les qualifications des contraintes permettant
d’assurer l’existence de ces multiplicateurs en un point optimal. Dans cet article,
nous expliquons certaines de ces qualifications et une intuition de leur compor-
tement dans différentes situations. Nous énonçons aussi quelques exemples per-
mettant de visualiser ces qualifications des contraintes et quand celles-ci peuvent
échouer.
Il y a encore beaucoup à faire sur les qualifications des contraintes, entre
autres au sujet des qualifications des contraintes d’ordre 2, non présentées dans
cet article. CRCQ est aussi actuellement un sujet de recherche dans la commu-
nauté.
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A Démonstration de la proposition 2.9
Démonstration. Cette démonstration vient du professeur Jean-Pierre Dussault.
Notons q la cardinalité de I∗.









1, 1, . . . , 1
)t
∈ Rq. On observe que (d, u) = (0, 0)t est toujours
réalisable. La condition λg(x∗) = 0 est camouflée dans le fait que l’on ne travaille
que sur les contraintes d’indice dans I∗. Le dual de ce problème est








(⇒) On suppose d’abord que MFCQ est satisfaite. Alors, il existe une direc-
tion d̃ ∈ Rn telle que
∇gI∗(x∗)d̃ < 0
h(x∗)d̃ = 0




sujet à ∇gI∗(x∗)d̃ ≤ ue
∇h(x∗)d̃ = 0
La solution u est clairement plus petite ou égale à α < 0 alors que la solution
du problème dual (4) est 0. On en déduit que le problème (3) n’est pas borné
inférieurement et que le problème (4) n’est pas réalisable par le théorème de
dualité faible. Alors il n’existe pas λ ≥ 0(µ libre et λ non tous nuls) tels que
λ∇gI∗(x∗) + µ∇h(x∗) = 0
λ ≥ 0 (5)
qui est équivalent au résultat (2).
(⇐) On suppose d’abord que (2) est satisfait. Ceci veut dire qu’il n’existe
pas (λ, µ) 6= 0 tels que (5) est satisfait ou encore il n’existe pas (λ, µ) tels que
(4) est réalisable. Ainsi, le dual est non réalisable. Par le théorème de dualité
faible, on doit donc avoir le problème primal (3) non borné inférieurement (car




d’où on déduit MFCQ.
