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Re´sume´
Nous pre´sentons dans cet article une nouvelle approche, que nous appelons 5P, permettant la
description des proprie´te´s d’un langage et son utilisation pour une analyse automatique. Nous
montrons comment cette approche permet la prise en compte de la dimension descriptive de la
linguistique. Par ailleurs, nous pre´sentons une technique d’analyse, appele´e analyse par Filtrage
et Fusion, qui tire parti de cette description en proprie´te´s. Nous montrons en quoi ces deux
projets (description d’une langue et analyse automatique) convergent et ouvrent de nouvelles
perspectives.
1. Introduction
Le projet de de´crire une langue naturelle et de cerner ce qui lui est propre reste difficilement
accessible aux the´ories linguistiques tout autant qu’aux approches descriptives non formelles
et rare sont les travaux qui s’y attaquent (cf. les travaux autour de (Abeille´ & al., en pre´p.) ou
(Blanche-Benveniste & al. 91)).
Le projet d’implanter un syste`me permettant le traitement automatique de descriptions des
langues naturelles est, dans e´tat actuel de la technologie, lui aussi difficilement accessible. Le
proble`me qui se pose est celui de la relation inversement proportionnelle entre, d’une part, la
couverture et la finesse de l’analyse et, d’autre part, sa robustesse et sa ge´ne´ralite´.
Ces deux projets peuvent re´ussir a` condition de les faire converger. Nous pensons que,
si l’on veut ve´rifier les hypothe`ses propose´es et les confronter avec des donne´es observe´es,
elles doivent eˆtre exprime´es par des formulations de´claratives dont il est possible de calcu-
ler les conse´quences. On parlera de Proprie´te´s pour de´signer les formulations cense´es de´crire
les e´nonce´s d’une langue particulie`re, de Projections pour les formulations plus abstraites et
ge´ne´rales de´duites des Proprie´te´s et de Principes pour les formulations d’encore plus grande
ge´ne´ralite´ et qui sont cense´es contraindre les Proprie´te´s des langues naturelles. Les de´ductions
a` partir des Proprie´te´s doivent eˆtre confronte´es a` des Protocoles, c’est-a`-dire a` des donne´es elles-
meˆmes observe´es et repre´sente´es de manie`re syste´matique et controˆle´e. En re´sume´, l’ambition
ultime est d’ancrer effectivement la linguistique parmi les sciences du re´el.
Le projet informatique suppose l’implantation d’un syste`me permettant a` la fois une analyse
de´taille´e tout en utilisant des me´canismes ge´ne´raux. En d’autres termes, on souhaite obtenir
un syste`me qui soit effectivement re´utilisable et permette l’utilisation des Processus implante´s
pour des niveaux d’analyse diffe´rents (et donc pour des applications diffe´rentes).
Voici donc la convergence que nous supposons ne´cessaire a` la re´ussite des deux projets : la
prise en compte de la dimension descriptive et l’inte´gration effective de la linguistique parmi
les sciences du re´el doivent reposer sur la capacite´ d’exprimer les connaissances sous forme
de Proprie´te´s et de les valider en examinant leurs effets sur des donne´es. La re´utilisabilite´ d’un
syste`me informatique doit e´galement reposer sur cette capacite´ d’isoler des Proprie´te´s dont on
peut re´gler la porte´e ou le niveau de pre´cision.
Nous nous efforc¸ons d’obtenir cette convergence dans un cadre que nous appelons 5P (pour
Protocoles, Proprie´te´s, Projections, Principes et Processus. Nous ne pre´senterons pas ici l’ar-
chitecture d’ensemble du Paradigme 5P ni le flux d’information entre ces diffe´rents modules
(cf. (Be`s & al. 99)). Les sections qui suivent sont plutoˆt consacre´es a` la description des ca-
racte´ristiques essentielles des Proprie´te´s et leur exploitation pour une analyse linguistique mo-
dulaire qui prend de plus en charge le traitement de l’ambiguite´.
1.1. Les Proprie´te´s et leur exploitation
Les Proprie´te´s sont des relations exprime´es sur des cate´gories. Une cate´gorie est un ensemble
de traits, chaque trait e´tant une e´tiquette associe´e a` une seule valeur (pouvant eˆtre monadique
ou une cate´gorie). Les cate´gories se de´finissent dans un syste`me d’he´ritage multiple monotone.
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). Un lexique est un ensemble de signifiants, chaque signifiant e´tant associe´ a`
une ou plusieurs cate´gories maximales.
Prenons l’exemple, en franc¸ais, de l’ensemble F forme´ par les de´monstratifs, les articles
de´finis, les articles inde´finis, les possessifs et la forme de (e.g.. “de bonnes intentions”). Les
formes de F ont des Proprie´te´s inte´ressantes, par exemple :
– S’il y a une des formes de F dans un SNn (syntagme nominal noyau), toutes les autres
formes de F sont exclues de ce SNn.
– Selon les formes dans SNn qui n’appartiennent pas a` F , pour que la suite SNn deviennne
bien forme´e il suffit de la comple´ter par une des formes de F (ainsi, la suite belles fleurs
devient bien forme´e en lui ajoutant une des formes mes, ces, des, les ou de).
Mais toutes les formes de F n’ont pas le meˆme comportement par rapport aux autres formes
dans le SNn. Ainsi si l’on a un de´monstratif, on peut avoir -ci a` droite de fleurs mais pas si on a
un possessif (*mes fleurs-ci). De meˆme, si l’on n’a pas un adjectif on ne peut pas avoir de. Ou
encore, si l’on a un cardinal, on ne peut pas avoir l’article inde´fini (*des trois fleurs).
On perc¸oit l’inte´reˆt des cate´gories : en les utilisant on peut manipuler un ensemble de signi-
fiants selon les Proprie´te´s que l’on souhaite exprimer sur eux. La figure (1) de´crit l’organisa-
tion hie´rarchique (le treillis d’he´ritage) d’un ensemble de cate´gories he´ritant des proprie´te´s du
de´terminant.
det
art dem pos de (1)
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Supposons par ailleurs un trait boole´en def (pour de´fini) caracte´risant la cate´gorie det. Il
est possible de spe´cifier la valeur de ce trait pour les cate´gories he´ritant de det : le trait [def
+] sera spe´cifie´ pour les cate´gories dem et pos tandis que le trait [def -] sera spe´cifie´ pour
la cate´gorie de. Avec cette organisation, la cate´gorie det de´signera les articles, de´monstratifs,
possessifs et de tandis que la cate´gorie [def -] correspondra seulement aux articles inde´finis et a`
de et que la cate´gorie [def +] de´signera les articles de´finis, de´monstratifs et possessifs. On peut
ainsi caracte´riser un certain comportement pour toutes les entre´es associe´es a` des cate´gories
maximales subsume´es par det et un autre comportement pour celles associe´es a` des cate´gories
maximales subsume´es par [def -].
Les Proprie´te´s rele`vent de trois grands types : existence, line´arite´ et fle´chage. On peut les
caracte´riser a` partir de l’ide´e qu’il est possible de de´crire un e´nonce´ en indiquant les pie`ces
ultimes qui le composent (les cate´gories), leur ordre ainsi que les liens entre ces pie`ces.
Dans l’exemple suivant de´crivant l’e´nonce´ (1), les diffe´rents aline´as de´crivent respectivement
(1a) l’ensemble E des cate´gories associe´es aux signifiants, (1b) les Proprie´te´s de pre´ce´dence
(relation note´e ) et (1c) les Proprie´te´s de fle´chage. Dans les Proprie´te´s ci-dessous, le noyau
(cf. infra) est pre´ce´de´ du symbole +.
(1) les belles fleurs
(1a) E = fart, adj, +ng
(1b) art  adj; adj  +n
(1c) f hart; +ni, hadj; +ni g
On peut regrouper l’ensemble de ces informations au sein d’une meˆme structure que nous ap-
pelons mode`le. Dans notre exemple, e´tant donne´ que tous les e´le´ments de E sont des cate´gories,
on parlera de mode`le terminal. En ge´ne´ral :
Un mode`le est un triplet de la forme hL; F; IDi ou` :
– L est un ensemble de couples hS; ii (ou` S est une cate´gorie ou un ID et i un
entier repre´sentant une position).
– F est un ensemble de couples hi; ji indiquant les relations de fle´chage entre
les positions i et j.
– ID est un identificateur du mode`le de´crit.
Un mode`le (note´ dore´navant m-ID) est donc une possibilite´ de re´alisation associe´e a` ID. On
peut associer a` tout mode`le un ensemble E forme´ par les symboles qui instancient tous les S
(les cate´gories et les identificateurs de l’ensemble l’ensemble L). On appelle cet ensemble E le
domaine du mode`le. On note E
ID
le domaine du mode`le m-ID. On note M-ID l’ensemble de
mode`les m-id qui satisfont les Proprie´te´s d’existence, de line´arite´ et de fle´chage de ID (note´es
Proprie´te´s-ID). Les Proprie´te´s-ID expriment de manie`re analytique et purement de´clarative,
factorise´e et avec la granularite´ souhaite´e, les contraintes qui doivent eˆtre satisfaites par tout
m-ID. Ceci est possible car elles sont spe´cifie´s se´pare´mment et sans aucune influence sur la
fac¸on de les controˆler dans un processus d’analyse et/ou de ge´ne´ration. On de´veloppe ainsi
jusqu’a` ses dernie`res conse´quences le concept de description analytique propose´ dans GPSG et
partiellement continue´ dans HPSG







associe´s aux mode`les de M-ID.
– Les Proprie´te´s-ID de line´arite´ expriment les relations d’ordre telles que tout ensemble L




– Les Proprie´te´s-ID de fle´chage expriment les de´pendances entre les entite´s qui occupent
les positions dans la liste. Ces de´pendances permettent de calculer de manie`re composi-
tionnelle la repre´sentation se´mantique.
Prenons un exemple :
(1) a. fles, ces, mes, des, deg belles fleurs
b. fles, ces, mesg trois belles fleurs
c. trois belles fleurs
La spe´cification des relations d’ordre de tous les mode`les qui doivent eˆtre associe´s aux
e´nonce´s de l’exemple pre´ce´dent se fait graˆce aux Proprie´te´s-SNn de line´arite´ exprime´es de
manie`re compacte dans : det  card  adj  n.
Ces Proprie´te´s le line´arite´ sont applicables a` tous les domaines E
SNn
. Evidemment, elles ne
sont pas a` elles seules suffisantes pour spe´cifier ces domaines. C’est aux Proprie´te´s d’existence
de de´finir E+. Celles de line´arite´ ne disent pas ce qu’on peut trouver dans L. Une Proprie´te´ de
line´arite´ telle que celle de l’exemple pre´ce´dent doit se lire : si dans un domaine E
SNn
il y a une
entite´ subsume´e par det et une subsume´e par card, alors dans la liste L correspondante, l’entite´
subsume´e par det pre´ce`de l’entite´ subsume´e par card. Mutatis mutandis, ce principe s’applique
aussi aux Proprie´te´s de fle´chage.
Les Proprie´te´s-ID spe´cifient M-ID avec la granularite´ souhaite´e dans la mesure ou` on peut
moduler l’organisation des cate´gories ainsi que l’expression des Proprie´te´s qui les utilisent en
fonction de ce que l’on veut exprimer. Par exemple (dans le sens de l’analyse) les Proprie´te´s
d’existence du SNn vont permettre a` un premier niveau de de´finir comme e´le´ments possibles de
E
+ les ensembles fdet, adj, n, ...g, fdet, n, ...g et fdet, card, adj, n, ...g. Si l’on veut plus de
finesse, on pourra ajouter a` ces Proprie´te´s d’existence d’autres pre´cisant par exemple que dans
un meˆme E on ne peut pas inclure [def -] et card, ou bien que si un E contient un de il doit
e´galement contenir un adj.
La spe´cification de E
ID
par les Proprie´te´s-ID d’existence permet de de´finir le domaine E de
tout m-ID . Parmi ces pie`ces il y a des cate´gories et des ID. Par ailleurs, il y aura un symbole
distingue´, le noyau. Ainsi les e´nonce´s une belle fleur / des assez belles fleurs / une pas assez
belle fleur seront tous, parmi d’autres, associe´s au m-SNn suivant :
h f h art, 1 i, h SAn, 2 i, h +n, 3 i g, fh 1, 3 i, h 2, 3 i g, SNn i .
Pour ce qui concerne le SAn, parmi les ensemblesE
SAn
, nous pourront trouver (on note advc
l’adverbe comparatif) : fadvc, +adjg, fadvc, pas, +adjg, fpas, +adjg ou f+adjg. Ces ensembles
permettront de spe´cifier respectivement assez belle(s) / pas assez belle(s) / pas belle(s) / belle(s).
Puisque les e´le´ments de E
ID
sont des ensembles, la fonctionnalite´ essentielle des Proprie´te´s
d’existence est de spe´cifier les e´le´ments de tout E
ID
. Elles se formalisent par des ope´rations
ensemblistes sur les vocabulaires utilise´s (les cate´gories et les identificateurs de mode`les) et en
tenant compte de la relation de subsomption. Les Proprie´te´s d’existence sont groupe´es dans les
5 types de stipulations suivantes :
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– Alphabet du mode`le : ensemble des cate´gories et identificateurs susceptibles pour un ID d’eˆtre
utilise´s dans tout E
ID
.
Exemple : amod(SNn) = fdet, card, n g)
– Unicite´ (unicite´): indique les symboles ne pouvant apparaıˆtre qu’une fois dans un domaine.




– Obligation : exprime une disjonction exclusive des noyaux possibles. La re´alisation d’un noyau
(a` l’exclusion des autres) dans un domaine est obligatoire.
Exemple : oblig(SNn) = fn, SAng. Le noyau d’un m-SNn est soit une cate´gorie n (p.ex. dans la
chaise) soit un m-SAn (p.ex. dans la tre`s belle est partie ).




Exemple : fng SNn) ffdetg, fcardg, Wg. Si un E
SNn
contient fng, il doit e´galement contenir soit
fdetg, soit fcardg, soit fdet, cardg soit tout autre ensemble indique´ parW .










On suppose (cf. section suivante) que les stipulations amod et uniq donnent les informations
minimales extraites des Proprie´te´s d’existence pour pouvoir analyser les suites d’un langage.
L’inspection de ces stipulations fournit les Projections les concernant. Ainsi on peut de´duire
des Proprie´te´s que la cate´gorie adj est le noyau obligatoire d’un m-SAn, que ce m-SAn peut ou
non eˆtre le noyau d’un m-SNn, que si le m-SAn est dans un m-SNn et qu’il n’est pas noyau, alors
il y a un autre symbole noyau, et ainsi de suite. De meˆme, on peut de´duire des Proprie´te´s de
fle´chage que dans un m-SAn, s’il y a pas, cette cate´gorie fle`che sur le noyau ou sur un adverbe
comparatif, que le m-SAn dans un m-SNn, s’il n’est pas le noyau, fle`che sur le noyau, et ainsi de
suite.
Ce sont les Projections calcule´es a` partir des stipulations amod et uniq (Proprie´te´s d’exis-
tence), des Proprie´te´s de fle´chage et de certaines Proprie´te´s de line´arite´, qui ont e´te´ utilise´es par
la suite pour analyser le langage de´crit par ces Proprie´te´s. On pre´sente dans la section suivante
un traitement possible a` l’aide de ces Proprie´te´s. Une autre approche est e´galement de´crite dans
(Hage`ge98).
2. Filtrage et Fusion
L’analyse dans 5P est un processus de propagation et de satisfaction de contraintes. La
re´utilisabilite´ du syste`me vient pre´cise´ment de cette caracte´ristique : les contraintes utilise´es
sont des Proprie´te´s fournies dans 5P et contiennent exclusivement des informations linguis-
tiques. Rien dans 5P ne pre´suppose une technique de calcul ou un me´canisme d’analyse parti-
culier.
Nous pre´sentons dans cette section les caracte´ristiques fondamentales de notre technique
d’analyse appele´e filtrage et fusion (note´e F&F).
2.1. Organisation de l’information requise
La variabilite´ de la granularite´ de l’analyse repose sur la capacite´ a` faire varier le sous-
ensemble de Proprie´te´s a` ve´rifier. Il est donc indispensable de de´terminer le niveau minimal
d’information en dec¸a` duquel il n’est pas possible de donner des indications sur un e´nonce´.
Cet ensemble minimal est constitue´ des informations de dominance (de´crites dans les alpha-
bets de mode`les), de de´pendance (donne´e par les Proprie´te´s de fle´chage) et d’ordre line´aire. Le
second ensemble d’informations est constitue´ par toutes les autres Proprie´te´s. Une granularite´
d’analyse plus ou moins fine sera obtenue en ve´rifiant tout ou partie de ce second ensemble de
Proprie´te´s.
2.2. Sche´ma ge´ne´ral d’analyse
Utiliser diffe´rents niveaux d’information repose sur la capacite´ de les encoder et les traiter
se´pare´ment. La technique d’analyse de´crite ici distinguera donc les informations de dominance
et de de´pendance : la sortie de l’analyseur sera forme´e d’un arbre repre´sentant la dominance
et d’un ou plusieurs graphes pour la de´pendance. La technique d’analyse par filtrage et fusion
consistera donc a minima a` cre´er et ve´rifier ces deux types d’information.
Par ailleurs la technique de ve´rification de Proprie´te´s changera en fonction du type d’in-
formation traite´ : le filtrage concernera les informations de de´pendance tandis que la fusion
permettra de ve´rifier les Proprie´te´s en fonction des informations de dominance. Nous sommes
ainsi amene´s a` distinguer deux grandes e´tapes dans le traitement :
1. Elaboration des structures de base : pre´paration des structures de dominance e´le´mentaires
(les quasi-arbres unaires) et du re´seau de de´pendance.
2. Filtrage du re´seau de de´pendance et construction par fusion de la structure de dominance.
La construction des quasi-arbres unaires (dore´navant QAU) et celle du re´seau de de´pendance
sont e´tablies selon une technique de´crite dans (Blache98). Rappelons-en les grandes lignes.
Quasi-arbres unaires : La premie`re phase d’analyse consiste a` associer a` chaque entre´e une
structure de dominance e´le´mentaire indiquant les Projections possibles de la cate´gorie maxi-
male (ou des cate´gories maximales dans le cas d’assignations ambigue¨s) associe´e(s) a` l’entre´e.
Ces Projections sont obtenues par inspection des amod contenant des cate´gories subsumant les








Les nœuds d’un QAU sont forme´s par une disjonction exclusive de va-
leurs (une valeur e´tant une cate´gorie ou un identificateur de mode`le).
Chacune de ces valeurs indiquera explicitement la valeur qui la domine
dans le nœud supe´rieur. On dira qu’une valeur et celle qui la domine co-
varient. Un QAU est donc une structure de dominance encodant l’am-
biguı¨te´ de cate´gorisation.
Re´seau de de´pendance : Les Proprie´te´s de fle´chage et de line´arite´ permettent dans un second
temps d’e´tablir l’ensemble de relations de de´pendance possible entre les valeurs des QAU. La
construction de ce graphe de de´pendance se fait sans aucun controˆle : soit  et  deux valeurs
pre´sentes dans les QAU, s’il existe une relation de fle´chage entre  et  (quelle que soit la
distance les se´parant dans la liste de QAU) alors une arreˆte est cre´e´e entre ces deux valeurs.
Le re´sultat est un graphe contenant bien entendu un tre`s grand nombre d’arreˆtes ne cor-
respondant pas a` une de´pendance correcte. Il posse`de cependant une proprie´te´ essentielle : il
1. Soit  et  deux valeurs. Si il existe un 0 subsumant  et tq 0 2 amod(), on dit que  est la projection de
.
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contient au moins la totalite´ des relations de de´pendances correspondant a` une construction
syntaxique de´crite.
Filtrage du re´seau : La premie`re ope´ration consiste donc a` filtrer le re´seau de de´pendance
ainsi construit. Ceci se fait par l’interme´diaire des Principes de 5P. Pour une langue a` mor-
phologie faible comme le franc¸ais, deux principes peuvent eˆtre e´voque´s : (i) deux relations de
de´pendances ne peuvent se croiser 2 et (ii) une meˆme valeur ne peut de´pendre de deux valeurs
diffe´rentes.
Ces principes permettent de supprimer un grand nombre de relations et d’appliquer un
premier filtrage. Cette technique consiste donc non pas a` rechercher les bonnes relations de
de´pendance, mais a` supprimer les incorrectes. La diffe´rence est e´videmment fondamentale et la
variabilite´ de la granularite´ de l’analyse en de´coule directement.
2.3. Fusion
Nous de´crivons dans cette section la technique de fusion permettant, a` partir des informations
de dominance contenues dans les QAU et du re´seau de de´pendance filtre´, de construire une
structure de dominance hie´rarchise´e sous la forme d’un arbre. Le principe consiste, apre`s avoir
de´termine´ le point de fusion, a` fusionner deux arbres en un seul. Cette ope´ration doit respecter
un certain nombre de conditions de´crites ici.
1. Choix des arbres a` fusionner : Deux arbres A et B sont candidats a` la fusion si (i) ils sont
juxtapose´s et (ii) ils sont relie´s par une relation de fle´chage connectant certaines de leurs valeurs.
2. Filtrage des arbres a` fusionner par covariation : Les deux arbres A et B pre´ce´demment
se´lectionne´s sont filtre´s de fac¸on a` ne conserver que les valeurs covariant avec des valeurs relie´es
par une relation de fle´chage.
3. Niveau de fusion : Le niveau de fusion est constitue´ par les nœuds dans ces arbres qui vont eˆtre
fusionne´s : les nœuds a` fusionner sont ceux dominant imme´diatement les valeurs relie´es par une
relation de fle´chage. Dans le cas de QAU, les nœuds a` fusionner sont toujours les racines.




deux nœuds (deux ensembles de valeurs) a` fusionner






contient moins d’e´le´ments que N
2
). On dit que ces nœuds sont
fusionnables si 8 2 N
1
, alors 9 2 N
2
tq  v  (on note l’unification par v). De plus, une
seule des valeurs  ou  peut eˆtre projection d’un noyau.
































. Dans ce cas, laD
2
dominera le nœud fusionne´
dans l’arbre re´sultat.
6. Propagation de la fusion : Lorque deux arbres A et B sont fusionne´s, N e´tant leur nœud de
fusion, on propage la fusion aux nœuds infe´rieurs selon les meˆmes crite`res : si les deux nœuds
domine´s par N sont racines de sous-arbres juxtapose´s, connecte´s par un lien de de´pendance et
qu’ils sont unifiables, alors les sous-arbres sont fusionne´s.
Cette ope´ration de fusion prend donc en entre´e une liste d’arbres (la liste des QAU au premier
passage) et retourne une nouvelle liste dans laquelle certains arbres ont e´te´ fusionne´s. La fusion
est applique´e a` cette nouvelle liste et le processus recommence jusqu’a` ce qu’aucun nouvel arbre
ne puisse eˆtre cre´e. A partir du second passage, un niveau supple´mentaire est syste´matiquement
projete´ avant toute nouvelle fusion.
2. On retrouve ici le principe de projectivite´ des gramaires de de´pendance, cf. (Mel’cˇuk88).
(1)
SN SN SV SN SN
Pro n v Pro n
det det
un navire largue les amarres
(2)
SN SV SN
det n v det n
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det n v SN
un navire largue det n
les amarres




















juger det n adj
les enfants coupables
FIG. 2 – Exemple d’arbre partage´
La figure (1) de´crit les diffe´rentes e´tapes d’un exemple simple (non ambigu) de fusion. Dans
cet exemple, les relations de de´pendance sont indique´es par des fle`ches. Pour des raisons de
lisibilite´, seules les relations de´finitives ont e´te´ indique´es. On remarquera de plus l’introduction
d’un symbole SX indiquant une valeur variable.
2.4. Traitement de l’ambiguı¨te´ : les arbres partage´s
Le processus de fusion repose sur la capacite´ de repre´senter toutes les possibilite´s de domi-
nance et de de´pendance. Cela ne pose pas de difficulte´s pour le re´seau de de´pendance : plusieurs
arcs peuvent relier deux nœuds, repre´sentant ainsi l’ambiguı¨te´. En revanche, nous devons pro-
poser une solution pour repre´senter dans une structure unique les ambiguı¨te´s de dominance.
Les solutions classiques propose´es reposent soit sur la superposition de structures (les foreˆts
partage´es propose´es dans (Lang91)) soit sur la sous-spe´cification (les arbres a` rattachements
multiples de (Chen97)). Ces solutions ne sont cependant pas satisfaisantes : les foreˆts partage´es
ne forment pas une structure unique et les arbres a` rattachements multiples ne sont en fait pas
des arbres et n’encodent pas suffisamment d’information.
Nous proposons une solution consistant a` introduire un e´le´ment neutre (note´ 1) pour la
relation de dominance. Celui-ci permettra d’encoder au sein d’une structure arborescente unique
des arbres de profondeurs diffe´rentes. Nous appelons arbres partage´s ces arbres dont les nœuds
sont des disjonctions de valeur (covariant avec des valeurs d’autres nœuds) et pouvant contenir
un e´le´ment neutre. L’exemple de la figure (2) de´crit le pouvoir expressif de tels arbres. Les
Proprie´te´s et analyse d’un langage
Mode`le Alphabet Line´arite´ Fle´chage
SAn fAdj, SAdvng
SA fSAn, Compg
SNn fN, SAn, pro, dem, def, indg def  fN, SAng SAn; n
SAn  n def; n
def; SAn
SN fSNn, SA, Comp, -cig SNn  SA SA; SNn
SVn fV, aux, eˆtre, clit g
SV fSVn, SN, SAdvn
P fSV, SN g SN  SV SN; SV
FIG. 3 – Exemples de Proprie´te´s





peuvent que covarier avec la valeur SN
1
. En revanche, la valeur SA n’ayant pas de contrainte,




. Dans le cas d’une covariation avec 1
2
, la proprie´te´
de l’e´le´ment neutre indique que la relation de dominance arrivant sur lui sera en quelque sorte
“de´tourne´e” vers la valeur du nœud supe´rieur avec lequel 1 covarie (ici SV). L’arbre partage´ de
gauche repre´sente donc les deux arbres simples a` droite dans la figure (2).
3. Un exemple de l’utilisation de Proprie´te´s pour F&F
Nous de´crivons dans cette section la construction de l’arbre partage´ associe´ a` l’e´nonce´ am-
bigu “la belle ferme”. Le tableau (3) contient les Proprie´te´s utiles au besoin de l’exempe de´crit
plus loin. Parmi les Proprie´te´s d’existence, nous ne retiendrons ici que les alphabets. On dis-



























La premie`re e´tape consiste a` construire la liste des QAU associe´s aux mots de l’e´nonce´
graˆce aux Proprie´te´s de´finissant les alphabets des mode`les. Le second traitement e´tablit toutes
le relations de de´pendance en fonction des Proprie´te´s de fle´chage de ces mode`les. Dans la suite
de QAUs (2), certaines valeurs sont connecte´es par des liens de de´pendance.
Le processus de fusion lui-meˆme consiste a` analyser les deux premiers arbres de cette liste.
Ceux-ci sont fusionnables par leur racine : deux de leurs valeurs (Def et SAn) sont en effet
connecte´es par un lien de de´pendance. L’arbre obtenu est repre´sente´ dans la suite d’arbre par-
tage´s (3) dans laquelle un niveau supple´mentaire a e´te´ projete´ pour pre´parer la fusion de l’e´tape
suivante : SN et SV se projettent en P tandis que SA se projette en SN. Un e´le´ment neutre a e´te´
introduit dans le dernier arbre. Il s’agit la` du premier cas d’introduction de 1 qui est possible
lorqu’une des valeurs d’un nœud est une projection de l’autre (ici, P est projection de SN). Dans




























Les deux arbres de la figure ci-contre sont a` nouveau fusionnables : ils
sont juxtapose´s, connecte´s par une relation de de´pendance et leurs ra-
cines sont unifiables. Il est possible de propager la fusion a` des nœuds
infe´rieurs (SN et SNn) selon les valeurs instancie´es dans l’arbre de
ferme : si ferme est cate´gorise´ en v, on fusionne seulement la racine
P, s’il est cate´gorise´ en adj, on fusionne (en partant de la racine) P et
SN, s’il est cate´gorise´ en n, on fusionne P, SN et SNn.
La repre´sentation de ce phe´nome`ne dans un arbre partage´ se fait en
introduisant a` nouveau des e´le´ments neutres. Chaque fois qu’une pos-
sibilite´ de propagation de fusion est de´cele´e, on cre´e un tronc commun
compose´ de la propagation maximale de la fusion, chaque nœud de ce
tronc e´tant forme´ par la valeur fusionnable et un e´le´ment neutre 1 . Les
branches partant de ce tronc sont les deux sous-arbres domine´s par les
racines des arbres initiaux a` fusionner.
4. Conclusion
Nous avons pre´sente´ dans cet article les e´le´ments fondamentaux de l’approche 5P et montre´
en quoi les crite`res qui la motivent convergent avec ceux d’une approche ge´ne´rale et re´utilisable
d’analyse automatique. Cette convergence repose sur une description linguistique a` l’aide de
Proprie´te´s qui sont autant de contraintes pour l’analyse. La technique de filtrage et fusion tire
parti de cette repre´sentation en proposant la construction d’une repre´sentation syntaxique distin-
guant les informations de de´pendance et de dominance. Cette structure, en fonction du nombre
et du niveau des Proprie´te´s utilise´es, pourra eˆtre plus ou moins de´taille´e. Nous sommes donc
en mesure d’envisager une technique unique (et un meˆme syste`me) pour des applications visant
une analyse superficielle ou de´taille´e. Nous avons de plus propose´ un traitement original de
l’ambiguı¨te´ totalement inte´gre´ a` F&F.
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