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ABSTRACT
Clustering is a very important topic in machine learning and
knowledge discovery research. Many methods have been
proposed, each based on dierent assumptions and mod-
els. In this paper we propose an improvement of the Prin-
cipal Direction Divisive Partitioning algorithm. The pro-
posed algorithm merges concepts from density estimation
and projection-based methods towards a fast and ecient
clustering algorithm, capable of dealing with high dimen-
sional data. Experimental results show improved partition-
ing performance compared to other popular methods. More-
over, we explore the problem of automatically determining
the number of clusters that is central in cluster analysis.
Categories and Subject Descriptors
I.5.3 [Pattern Recognition]: Clustering|Algorithms, Sim-
ilarity measures; G.1.3 [Numerical Analysis]: Numerical
Linear Algebra|Singular value decomposition
Keywords
Clustering, Singular Value Decomposition, Pattern Recog-
nition
1. INTRODUCTION
Data clustering is a central component of the knowledge
discovery process. Formally clustering can be dened as
\the process of partitioning a set of data vectors into disjoint
groups (clusters), so that objects of the same cluster are more
similar to each other than objects in dierent clusters". The
modern roots of data clustering date back to 1939 [19], but
there are references to it from antiquity.
Clustering methods can be broadly divided into three cate-
gories, hierarchical, partitioning and density-based [10] (while
there are other categorisations). Hierarchical algorithms
provide nested hierarchies of clusters in a top-down (ag-
glomerative), or bottom-up (divisive) fashion. Hierarchical
clustering algorithms can yield high quality results espe-
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cially for applications involving clustering text collections.
Nonetheless, their high computational requirements usually
limit their applicability in real life applications, where the
number of samples and their dimensionality is typically high
(the cost is quadratic in the number of samples). Further-
more, their implementation requires from the user to specify
a (hard to choose) termination criterion.
Partitioning algorithms, amongst which k-means is the most
popular method [8], determine clusters using representatives
such as centroids and medoids that are iteratively adjusted
until a criterion is satised. This type of algorithms typ-
ically initialize k centers and iteratively assign each data
point to the cluster whose centroid minimizes the Euclidean
distance from the data point. Such algorithms can provide
good clustering results at low cost, since their running time
is proportional to kn, where n is the number of patterns
present in the dataset. However, the results of partition-
ing methods rely heavily on their initialization and they can
converge to arbitrary local optima.
Density-based methods partition data into clusters of high
density, surrounded by regions of low density. One of the
most popular density based clustering methods is DBSCAN
[14] that has proved quite eective for spatial databases.
These kind of algorithms rely heavily on a user dened pa-
rameter that is used as the main cluster separation crite-
rion. The computational complexity of DBSCAN comes up
to O(n
2), however under the assumption that the data are
organized in a spatial index (R-tree) it can be reduced to
O(nlog(n)) [14].
Amongst the class of divisive hierarchal algorithms, the Prin-
cipal Direction Divisive Partitioning (PDDP) algorithm [4]
is of particular value. PDDP uses the projection of the data
onto the principal components of the associated data covari-
ance matrix. This allows the application to high dimensional
data, which are prohibitive for other algorithms (e.g. den-
sity based). Compared to other similar techniques (like La-
tent Semantic Indexing[6] and Linear Least Square Fit [5]),
PDDP has the advantage of very low computational com-
plexity. This is achieved by incorporating information from
only the rst singular vector, and not a full rank decompo-
sition of the data matrix.
In general, any divisive algorithm iteratively and hierarchi-
cally splits the dataset into clusters. To achieve this, the
algorithms face 3 questions:Q1: Which cluster to split further?
Q2: How to split the selected cluster?
Q3: When should the iteration terminate?
PDDP has a particular manner to answer these questions,
that is based on a text mining prespective. Other researches
have proposed alternative criteria for them [12, 13, 23]. How-
ever, the justication for them is mostly heuristic and as
the experimental results show provide little improvement.
In this paper, we propose a novel and intuitive technique
that can guide all three decisions, that draws upon classi-
cal statistical analysis primitives. As the experimental re-
sults show this signicantly enhances the eectiveness of the
original algorithm. Moreover, the proposed technique shows
potential to address the critical and open issue of cluster
number determination.
The paper proceeds by presenting the details of the origi-
nal PDDP algorithm in the next section. Next, Section 3
discusses in detail the dierent parts of the algorithm, and
subsequently motivates and proposes alternative techniques
for them. The experimental results presented in Section 4,
demonstrate the eciency of the proposed methodology, us-
ing articial and real world data, so as to make the results
comparable with other similar approaches [12, 13]. Finally,
experiments regarding the capability of automatically deter-
mining the number of clusters are presented in Section 4.3.
The paper concludes in Section 5.
2. PRINCIPALDIRECTIONDIVISIVEPAR-
TITIONING
As already discussed the PDDP algorithm [4], is a divisive
clustering algorithm, using the projections of the data on
its principal directions. To describe in more detail the algo-
rithm let us assume the data are represented by an n  a
matrix D whose row vectors represent a data sample di, for
i = 1;:::;n. Also dene the vector b, and matrix , that
represent the mean vector and the covariance of the data
respectively:
b =
1
n
n X
i=1
di;  =
1
n
(D   be)
>(D   be);
where e is a column vector of ones. The covariance ma-
trix  is symmetric and positive semi-denite, so all its
eigenvalues are real and non-negative. The eigenvectors uj
j = 1;:::;k corresponding to the k largest eigenvalues are
called the principal components or principal directions. The
projections pi:
pi = u1(di   b); i = 1;:::;n
onto the rst principal component u1, are the information
that the PDDP algorithm uses to initially separate the entire
data set into two partitions P1,P2, by the following rule:
 8pi 2 D, If pi > 0 then the ith data point belongs to
the rst partition P1 = P1 [ di,
otherwise it belongs to the second partition P2 = P2 [
di.
Function PDDP (D;cmax) f
1. While number of leafs of the pddp tree
smaller than cmax
2. Select the leaf Pk of the pddp tree with the largest
scat value: k = argmaxifscat(Pi)g
3. Split Pk according to the sign of the corresponding
projection of dj 2 Pk, j = 1;:::;jPij
4. Create sub-clusters of Pk and
add them to the pddp tree
g
Table 1: The PDDP algorithm Summury.
The rst eigenvector is chosen because it is the direction of
maximum variance, and hence the direction in which the
data sample tends to spread out the most. At this point,
the algorithm has split the initial dataset to two clusters,
and it is about to recurse this procedure for one of the two.
The choice of which of the two clusters to partition is based
on the following rule:
 Choose P1 if k(P1   b1ek > k(P2   b2ek,
otherwise choose partition P2.
The vectors b1 and b2 are the means of P1, and P2 respec-
tively, and k(P1 b1ek can be also be described as the scatter
value scat(P1) of partition P1 . This is one measure of the
noncohesiveness of a cluster [4].
This partitioning strategy creates a binary tree, called the
pddp tree, whose leaves comprise the nal clustering result.
The algorithm terminates when the predened number of
clusters, cmax, is reached. A detailed description of the al-
gorithm is presented in Table 1. As shown the criteria to
answer questions Q1, Q2 and Q3 are the following:
C1: Select the cluster with the largest scat value.
C2: Split the cluster based on the sign of the data projec-
tion onto the rst principal component.
C3: Stop when a user dened number of clusters has been
retrieved.
The mentality used to derive these criteria will be explained
and argued in the next section.
3. IMPROVING PDDP
The PDDP algorithm was proposed as an ecient text min-
ing method. Based on this mentality, the authors derived
the particular criteria C1, C2, and C3, so as to match their
needs. However, from a global cluster analysis perspective
all three of them can be argued as ineective. A few au-
thors have already been proposing alternative ones [12, 13,
23]. In the next sections we analyse each one of three basic
questions Q1, Q2 and Q3 separately, as a guidance to the
design of a novel method to answer them.
3.1 How to split a cluster?
As discussed in the previous section the PDDP algorithm
has based the cluster division criterion on the sign of theprojection of each data point (division point 0). This shows
the text mining origins of the algorithm, since based on
a term-document data specication [4], data points (doc-
uments) with positive projections should be more similar to
each other than data points (documents) with negative ones.
In [13], it was proposed to use instead of the leading princi-
pal component the second, third etc. This way, the authors
tried to avoid undesirable splits of natural clusters in the
data set. The decision of which projection to use, was based
on the scat value of the generated clusters. This criterion
greatly increases the computational complexity of the algo-
rithm. The authors show however that examining only the
rst two components leads to signicantly improved cluster
quality.
In this paper we propose an alternative rule for this decision
that is motivated by density based arguments. To better
illustrate the principle of the proposed method we will re-
sort to a simple example as that in [13]. Let us employ the
2-dimensional dataset that is graphically exhibited in Fig-
ure 1(a). This dataset was articially constructed by draw-
ing random points from a nite mixture of three Gaussian
distributions with dierent means and unity covariance.
Performing the principal component decomposition, and then
plotting two principal directions we obtain the lines exhib-
ited in Figure 1(a). After calculating the projections of the
data onto the rst principal component, the PDDP algo-
rithm would normally split them based on the sign of the
respective projections for each point. This would result in
the top cluster being split in half as shown by the desig-
nated PDDP division line. However, it is quite possible for
the mean of the data even in multi-mode situations to be
close to the actual modes especially for not balanced clusters.
Additionally note that even if we used the second principal
component we would still get a inecient result, although
better than the rst. This is the problem which we try to
solve in this paper.
To nd a more suitable alternative division hyperplane, we
examine the histogram analysis of the projected data. This
is graphically presented in Figure 1(b). As shown, around
0 which is the division point of the PDDP algorithm, there
is a quite high concentration of projected points. On the
other hand, around 1:6 the data seem to have a very low
concentration. Splitting the cluster based on that number
seems to reduce the probability of dividing a cluster. The
devision line produced by that point is shown in Figure 1(a),
as (iPDDP division line).
Function FindCuto(D) f
1.For all di 2 D calculate the projections pi,
onto the rst principal component u1
2.For all pi, i = 1;:::;n, nd j = argminjfkpi   pjkg
and pj 6 pi, and compute pci = kpi   pjk
3.Compute c = argmaxifpcig and m = maxfpcig
4.Return fpc;mg
g
Table 2: The FindCuto(D) for a n  a data matrix
D.
To discover such a point in a general case of a data matrix
(a)
(b)
Figure 1: (a) A dataset with its principal directions.
(b) The histogram of the projected data on the rst
principal vector.
D we employ the FindCuto() function, shown as pseudo-
code in Table 2. This way we actually compute the most
sparse region of the projected data, by rst sorting them and
then nding the largest distance between two consecutive
projections. As such, the splitting of the data is performed
based on the following criterion:
C2;1: Compute fpc;mg =FindCuto(D),
8pi 2 D, If (pi   pc) > 0 then the ith data point
belongs to the rst partition P1 = P1 [ di,
otherwise it belongs to the second partition P2 = P2 [
di.
The methodology described so far also contains one short-
coming. In the case that the data have a lot of outlying
points (points that do not belong to any cluster), it is pos-
sible that the procedure will decide to split clusters in the
outer regions since they will be also sparse from the den-
sity perspective. For example in the case presented in Fig-
ure 1(b), these regions correspond to ( 5; 6), (5;6). To
address this we are obliged to introduce a free parameter
MinPts, to the procedure that determines the minimum
number of points that are allowed to constitute a valid clus-
ter. This is a not uncommon procedure for algorithms that
are designed to deal with noisy datasets [14].3.2 Which Cluster to split?
For an hierarchical divisive clustering algorithm the selection
of the cluster to split is a central issue. Being able to split
eectively, has no merit when the selected cluster should be
split at all since it corresponds to a coherent group. The
problem of determining the presence or the absence of a
clustering structure in a data set is called clustering ten-
dency. Usually, this task relies on statistical tests [18]. The
most eective of these criteria examine the distribution of
the nearest neighbour and they try to reject or not a hy-
pothesis about the randomness of the data distribution. Al-
though eective, these criteria would increase signicantly
the computational complexity of the procedure especially if
graph-theoretic criteria are used.
The PDDP algorithm as well as all its variations [12, 13,
23], choose the cluster to split based on the scat value of
projected data. This means that they choose to split the
cluster which in eect has the widest projection on the rst
principal component (shoot the biggest animal). This has
a serious drawback, on the presence of clusters of dierent
sizes. For example examine the case exhibited in Figure 2.
In this example the algorithm has already made the initial
split of the data that result in the two clusters exhibited with
dierent colors. The scat value of the green large cluster is
0:25414 which is larger than 0:17945 the scat value of the
other sub-cluster. Thus in this case, basing our decision of
which cluster to split on the largest scat value would have
no chance of producing a correct clustering.
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Figure 2: (a) A dataset of unbalanced clusters and
the corresponding scat values.
To deal with such problems we propose the utilisation of
the FindCuto(D) function as guide for the choice of which
cluster to split. This does not increase the computational
complexity since no extra computations are necessary. The
largest distance among all pairs of nearest projections is and
indicator of multi-modality. We are expecting the cluster
with the largest such distance to be more likely to con-
tain more that one actual clusters. This is computed in
FindCuto(D), and returned as the second output (m). Thus,
for a set of already discovered partitions and their associated
m values f(Pl;ml) : l = 1;:::;kg, the next cluster to split is
selected as the one with maximum m:
C1;1: Let fpc;i;mig =FindCuto(Pi) for each cluster Pi.
Select the cluster with the largest mk:
k = argmaxifmi)g,
under the restriction jPkj > MinPts
3.3 Stopping Criterion
PDDP, as well its variants proposed in [13, 23], terminate
the iterative cluster retrieval when the number of clusters
identied reaches a maximum number specied by the user.
In most cases, this is an acceptable procedure since it widely
used in cluster analysis. However, it is possible to design au-
tomated stopping criteria, that would allow the automated
discovery of the number of clusters present in a dataset.
This is a fundamental issue in cluster analysis, indepen-
dent of the particular clustering technique applied, that re-
mains unresolved. Most of the popular techniques like k-
means, require a model selection technique, based on mea-
sures like AIC or BIC on a pool of dierent results to es-
timate the cluster number [9]. Agglomerative hierarchical
clustering approaches like BIRCH [24], CHAMELEON [11]
and CURE [7], that provide estimation for the number of
clusters are typically hindered by the non-linear time com-
plexity, and high user intervention. Density based approaches
however although computationally ecient are also heavily
depended on user dened parameters, to provide ecient
estimation.
The criteria used in other algorithms could also be employed
in the PDDP case. For example in [12] it is proposed to use
BIC in order to determine if a further split would improve
the clustering result or not. This could be incorporated by
the following rule:
C3;1: If for all clusters Pi, BIC(Pi1;Pi2) < BIC(Pi)
then terminate.
Where Pi1;Pi2, are the sub-clusters produced from splitting
the cluster Pi. For the computation of BIC refer to [12].
Additionally we could use nearest neighbour statistics like
the ones used in cluster tendency [18, 22].
For an even simpler case than that we could specify a very
high maximum number of clusters at least higher than the
actual one. Intuitively, this would allow the algorithm to
rst determine clusters that are well separated. Subsequently
we expect the rest of the splits to happen on outlying points
in the boundaries. This way each split would not aect the
cluster core. In the determination of the nal clustering re-
sult we should ignore those clusters with less than MinPts
points. This has the advantage of the simultaneous discov-
ery of outlying points:
C3;2: Retrieve cM clusters, where CM > creal,
Report as clusters the ones with more than MinPts
points
Designate the points included the remaining clusters
as outliers.Note that creal represents the real number of clusters in the
data.
3.4 iPDDP
To this end in Table 3 we present the complete improved
PDDP (iPDDP) algorithm, that has three arguments, the
data matrix D, the number of desired clusters cmax and
MinPts. This algorithm is based on the criteria C1;1, C2;1
and C3. By interchanging the dierent available criteria we
could design dierent versions of the algorithm. However,
the particular criteria were selected because they introduce
the minimal change that seems necessary to improve the
performance of the original algorithm, as shown later on
in the experimental results. Moreover, the computationally
complexity is not signicantly increased.
The computational complexity of the PDDP algorithm is
mostly inuenced by the computation of the principal vec-
tors. To compute this we could employ the Singular Value
Decomposition of the data matrix D. This introduces a total
worst case complexity of O(cmax(2 + kSV D)snz n a), where
kSV D are the iterations needed by the Lanczos SVD compu-
tation algorithm and snz is the fraction of non-zero entries
in D. For more details refer to [4]. In the iPDDP case
the additional computation steps that are required by the
FindCuto() function change this complexity to O(cmax(2+
kSV D)(snzn a+nlog(n))), which although increased is still
on par with the most clustering algorithms. Also note that
the additional cost is not inuenced by the data dimension-
ality. Thus, the ability of the algorithms to deal with ultra
high dimensional data is maintained.
Function iPDDP (D;cmax;MinPts) f
1. While number of leafs of the pddp tree
with more than MinPts points smaller than cmax
2. For each leaf Pi of the pddp tree
compute fpc;i;mig =FindCuto(Pi)
3. Select the leaf Pk of the pddp tree
with the largest mk: k = argmaxifmi)g
under the restriction jPkj > MinPts
3. Split Pk according to the sign of (pj   pk;i)
4. Create sub-clusters of Pk and add them
to the pddp tree
g
Table 3: The iPDDP algorithm Summury.
4. EXPERIMENTAL RESULTS
To examine the eciency of the proposed iPDDP algorithm
we resort to an articial cluster construction method that is
typically used in empirical evaluations [2, 12, 13]. Thus we
constructed datasets by drawing points from a nite mixture
of k Gaussian distributions randomly placed in [100;200]
d.
This way k represents the actual number of clusters, but it
could be possible for more than one distributions to be co-
located, such that they would be indistinguishable in cluster
terms. The covariance matrix of each distribution is also cre-
ated randomly by an appropriate procedure so as to ensure
that it is symmetric and positive denite. In the experiments
reported below 200 points were drawn from each component
so the total number of points was k  200.
The algorithms we chose to compare against were PDDP,
as the original algorithm we try to improve upon, and k-
means because of its popularity. To measure the eciency
of the clustering results we employed a very straightforward
measure which reects the mean scatter over all the clusters
k dened as
S =
1
k
k X
i=1
kPik
where kPik represents the Frobenius norm of the cluster Pi,
for i = 1;:::;k. This measure will favor the results of both
k-means and PDDP algorithms, since both of them explic-
itly optimize their results towards it [4, 8]. For a range of
cluster number and dimensions, Table 4 reports the results
of three algorithms with respect to the mean value of S av-
eraged over 100 dierent experiments. Also note that all
three algorithms were given the correct number of clusters
as input and the MinPts parameters for iPDDP was set to
2. Similar results are obtained when dierent values in the
range [1;10] were tried.
As shown iPDDP always signicantly outperforms the PDDP
algorithm. As expected, even for small number of dimen-
sions and small number of clusters, the more intuitive split-
ting methodology of iPDDP enhances its results signicantly.
Comparing with k-means, we see that when the settings
are of mild diculty (small cluster number, few dimensions)
performance is almost the same. This is due to the fact
that both algorithms generate identical partitions. When
the number of clusters present in the datasets is increased
and the problem becomes more dicult, iPDDP manages
to demonstrate its strength by achieving smaller values of S
against both k-means and PDDP.
Dimension 2
No. Of Clusters PDDP k-means iPDDP
5 161.896 64.977 63.681
10 206.147 135.534 132.620
15 348.557 197.929 200.923
25 634.576 292.460 284.642
Dimension 5
No. Of Clusters PDDP k-means iPDDP
5 435.195 139.731 139.731
10 755.875 363.112 269.942
15 1566.961 449.348 392.206
25 2456.778 747.340 683.968
Dimension 10
No. Of Clusters PDDP k-means iPDDP
5 587.177 285.957 241.830
10 2020.161 585.123 486.649
15 2777.603 796.393 732.911
25 6241.165 1468.147 1211.124
Table 4: Results with respect to the scatter S of the
nal clusterings for dierent methods.
To explain this better, we resort to the visual inspection of
a 2-dimensional 15 cluster case, exhibited in Figure 3. The
results of three algorithms PDDP, iPDDP, and k-means are
shown from left to right respectively, designating dierent
identied clusters using dierent colors and point types. Al-PDDP iPDDP k-means
Figure 3: (a) An example dataset with the results of PDDP, iPDDP and k-means respectively.
though in total there are 15 Gaussian components in the
mixture the actual clustering result should contain no more
than 11 clusters. This is due to the fact that some of the
components co-locate so they are indistinguishable. Observ-
ing the result we can see that PDDP recognises some of
the clusters perfectly well, but fails particularly for clusters
in the central part of the image. On the other hand the
k-means result is much better than PDDP, but the inap-
propriate cluster number in this case makes the algorithm
split single clusters. In a dierent case it could possibly
join clusters. However, the iPDDP algorithm, after it -
nalizes on the 11 clusters, starts splitting clusters that have
less than MinPts points which are not plotted. This obser-
vation suggests that the proposed algorithm could possibly
automatically determine the correct cluster number.
The previous experiments try to provide an analysis for the
algorithm's performance in a random scenario. However in
order to include results that are comparable with the vast
literature on data clustering, and other PDDP variants [12,
13] we employ the very popular Iris dataset, DSIRIS, from
the UCI machine learning repository [3]. The dataset con-
sists of 150 objects (patterns) of four attributes, normalized
in the [10;100] range, organized in three clusters, namely
Setosa, Versicolour, Virginica. Additionally, we use the DB-
SCAN [14] algorithm, and UKW [16] algorithms as repre-
sentative from the density-based view on data clustering.
The performance of the algorithms is reported in terms of
confusion matrices, tabulated in Table 5. In this case al-
though we are interested in a 3 cluster result, we force a
4 cluster result from PDDP since otherwise the algorithm
results in a very bad outcome. In the 4 cluster case PDDP
recognises the 3 main classes as clusters but misclassies in
total 13 objects, having also a small cluster with 10 objects
from the Versicolour class and 3 from Setosa. DBSCAN fails
completelly to separete the Versicolour and Virginica classes
but this is acceptable since this algorithm suers from the
chaining eect [16] and is best suited to discover shapes.
UKW on the other hand provides a very good result with
the 3 classes well separeted and in total 8 misclassied clus-
ters. The results of GDBSCAN and UKW can be improved
if PCA assisted versions of them are used [17]. The param-
eters used in UKW and DBSCAN are the those reported
in [17]. Finally iPDDP misclassied in total 6 point and
also reports 2 points as outliers, that even if considered as
errors, constitute a very good result.
Iris class
Cluster id Setosa Versicolour Virginica
Cluster 1 - - 50 - - - 50 - - 47 43 50 - 36 4
Cluster 2 - - - - 48 40 - 46 48 - 7 - 4 14 -
Cluster 3 3 - - 50 - 10 - 4 - 2 0 - 46 - 46
Cluster 4 47 - - - - - - - - - 0 - - - -
Outliers - - - - 2
Table 5: Confusion matrices for DSIRIS: The rst
(second, third, fourth, fth) element of each tuple
corresponds to PDDP (DBSCAN, UKW, k-means,
iPDDP).
4.1 Real World Case I:Gene Expresion Data
The case of gene expression data, is a typical example of high
dimensional data. Recent advances in microarray technolo-
gies have allowed scientists to discover, monitor and measure
gene expression levels of many thousands of genes in a sin-
gle experiment. Moreover, in a typical biological system, it
is often not known how many genes are sucient to char-
acterize a macroscopic phenotype. In practice, a working
mechanistic hypothesis that is testable and largely captures
the biological truth seldom involves more than a few dozens
of genes, and knowing the identity of these relevant genes
is very important [20]. Clustering techniques have been ap-
plied to gene expression data [15, 20] and have proved useful
for identifying biologically relevant groupings of genes and
samples. Thereby clustering techniques have further helped
to address questions such as gene function, gene regulation
and gene expression dierentiation under various conditions.
To this end to examine the performance of the iPDDP method-
ology in such kind of data we employ the COLON data
set [1] that consists of 40 tumor and 22 normal colon tis-
sues. For each sample tissue there exist 2000 gene expres-
sion level measurements. The data set is available at http:
//microarray.princeton.edu/oncology. PDDP, as well as
iPDDP, can be directly applied on this data without any
pre-processing that is required for other algorithms [15]. We
have performed experiments with various nal cluster num-
bers, and we present the best results obtained in Table 6.
As shown, if we assign cluster labels to each cluster, by the
class that has the majority of patterns in the specied clus-Clusters PDDP iPDDP
Tissue Type Tissue Type
Normal Tumor Normal Tumor
Cluster 1 0 1 6 27
Cluster 2 2 0 6 0
Cluster 3 2 3 5 2
Cluster 4 6 2 4 2
Cluster 5 5 13 1 4
Cluster 6 7 21 0 5
Table 6: The results of PDDP and iPDDP for the
Colon data set.
ter we can see that PDDP mis-assigns in total 16 patterns,
2 of the tumor class and 14 of the normal. Considering, that
there are in total 22 normal type patterns, more than the
half of the patterns of the particular class are mis-classied.
This shows that although the clustering result is focused on
the tumor type class, the largest of the two data groups.
On the other hand iPDDP mis-assigns in total 11 patterns,
4 from the tumor class and 7 from the normal class. This
result is much more balanced between the two classes and
demonstrates exactly the potential of the iPDDP technique
to deal with unbalanced datasets.
4.2 Real World Case II: Document Clustering
Document clustering is a fundamental and enabling tool
for ecient document organization, summarization, navi-
gation and retrieval. The most critical problem for doc-
ument clustering is the high dimensionality of the natural
language text, which makes projected clustering algorithms
like PDDP ideal for such a task [4]. In this Section we
would only like to demonstrate the capabilities of iPDDP
compared to the original algorithm and not do a full scale
text mining research. To this end we employ a part of the
Reuters-21578 collection which in total is composed of more
than 10,000 documents categorised in various topics. We
have used only a subset of this collection consisting of 1200
document with 3562 total terms, organised in 30 dierent
topics.
To measure the quality of text clustering, we choose to use
Purity as dened in [10, 21], P =
Pk
i=1 jDij
jNj , where jDij de-
notes the number of points with the dominant class label in
cluster i, jNj the total number of points, and k, the num-
ber of clusters. Intuitively, this measures the purity of the
clusters with respect to the true cluster (class) labels that
are known for our data sets, and can be considered as a
form of the clustering-version of the classication accuracy.
In Fig. 4, we exhibit the purity of the clustering result ob-
tained for various nal cluster numbers for the PDDP and
iPDDP algorithms. As shown PDDP stats with a good re-
sults for the case of 5 clusters even better than iPDDP. This
happens because up to this point iPDDP discovers clusters
of less than MinPts points and leaves main body of docu-
ments intact, resulting in a very big cluster containing the
majority of them. However, as the number of nal cluster
grows, the iPPDP demonstrates its potential by eectively
splitting the big cluster resulting in a rapid purity increase.
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Figure 4: The results of PDDP and iPDDP algo-
rithms for the document clustering task.
4.3 Automatically determining the number of
clusters
As described in Section 3.3, it is possible to design crite-
ria that try to approximate the number of clusters in the
data. While dierent such criteria could be used we choose
to employ the simplest one that is C3;1. We designate this
algorithm as iPDDP
.
To measure the eciency of iPDDP
, we resort to a simi-
lar experimental procedure to the one described previously.
Datasets are articially constructed by drawing points from
a nite mixture of a k Gaussian distributions randomly placed
in [100;200]
d. Again, the covariance matrix of each distribu-
tion is also created randomly by an appropriate procedure,
so to ensure that they are symmetric and positive denite;
and in total each dataset contains k  200 points since 200
points were drawn from each component. To measure the
clustering eciency we again use the cluster purity measure
P, dened above. Note that this measure favours the UKW
algorithm since it does not take under consideration, the
scatter value of the clusters.
In Table 7, we report the results for UKW and iPDDP
, for
the mean cluster measure P over 100 runs, and the respec-
tive mean number of the identied clusters. Initially we have
set the MinPts parameter of iPDDP
 to 6 and the stopping
criterion to four times the actual cluster number. For the
UKW case we set the initial window size parameter to 6, as
this proved to provide good results. For the 5-dimensional
case both algorithms are able to accurately identify the real
cluster number with clusterings of high purity P, indepen-
dent of the actual number of clusters in the dataset. If we
however change the dimension to 20 the results change only
for UKW. iPDDP
 maintains exactly the same performance
which highlights the ability of the algorithm to scale e-
ciently with respect to the data dimension.
On the other hand, although UKW produces pure results,
it signicantly over-estimated the cluster number. However,
if the initial window size parameter of UKW is changed to
8 more accurate estimations are produced, as shown by the
numbers in parentheses in the last column of Table 7. The
same is the case for the DBSCAN algorithm for which rea-sons those results are excluded.
Dimension 5
No. Of Clusters iPDDP
 UKW
P Clusters P Clusters
10 0:9791 10:2 0:9999 12
20 0:9769 20:3 0:9949 21
30 0:9753 30 0:9966 30:6
Dimension 20
10 0:9808 10:1 1:0 27:4 (14)
20 0:9774 20:1 1:0 34:9 (22:7)
30 0:9777 30 1:0 44:6 (33:5)
Table 7: Results on the automatic number of cluster
determination.
5. CONCLUDING REMARKS
Many methods have been proposed for data clustering and
among them PDDP [4] has been a successful technique, es-
pecially for text mining applications.
In this paper we investigate the shortcomings of PDDP and
propose an improved version that is highly eective, as shown
by the experimental analysis, and compares well against var-
ious popular methods. Moreover, the proposed technique
shows potential on facing the critical and open issue in clus-
ter analysis, of cluster number determination. Additional
experiments show the ability of the algorithm to provide es-
timation for the number of clusters that scale over dierent
dimensions and dataset sizes without user intervention.
Possible future directions include the usage of dierent data
projection mechanisms, and the incorporation of model se-
lection mechanisms to assist in automatic cluster determi-
nation. Moreover further examination is needed for the case
of non-convex cluster shapes that are not considered in this
work.
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