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On the coarse-grained density and compressibility of a non-ideal crystal
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The isothermal compressibility of a general crystal is derived and discussed within (classical)
density functional theory. Starting from the microscopic particle density, we carefully coarse grain
to obtain the thermodynamic compressibility and the long wavelength limits of the correlation
functions of elasticity theory. We explicitly show that the isothermal compressibility is not the
wavevector to zero limit of the (total) density correlation function. The latter also cannot be
obtained from the static structure factor measured in a scattering experiment.
PACS numbers: 62.20.de, 46.25.-y
I. INTRODUCTION
In crystals, where translational invariance is sponta-
neously broken, strain enters as additional thermody-
namic variable in the free energy. It describes the distor-
tion of the solid and thus the trace of the strain tensor
is connected to the change in density. In ideal crystals,
where all atoms can be unambiguously assigned to lattice
sites and all lattice sites are occupied, both are actually
equivalent. In real crystals, point defects like intersti-
tials and vacancies are present and density fluctuations
also change by defect diffusion1. The particle number
in a unit cell of the crystal can change by deformation of
the cell (captured in the strain) or by motion of point de-
fects through the cell. The presence of defects opens the
question how density and strain fluctuations are defined
in real crystals. Here, no one-to-one mapping of atoms
to lattice positions is possible. Therefore, the displace-
ment vector field, whose symmetrized (in linear approx-
imation) gradient gives the strain, cannot be obtained
from the individual displacements of the atoms from their
lattice positions. Only recently microscopic definitions of
strain and density fluctuations in real crystals were de-
rived from the statistical mechanical description of real
crystals, overcoming this difficulty2. The latter work fol-
lowed an earlier suggestion by Szamel and Ernst3,4.
An intriguing finding of the microscopic approach con-
cerns the coarse-grained density field δn(r, t) which en-
ters into the free energy or, consecutively, the theory
of crystal elasticity5. Even for arbitrarily large wave-
lengths, particle density fluctuations with wavevectors
close to all (finite) reciprocal lattice vectors contribute
to the coarse-grained density field. This arises because
at the macroscopic level strain fluctuations and defect
density independently cause changes in the total parti-
cle density, and strain fluctuations require contributions
from wavevectors around finite reciprocal lattice vectors
in order to be determined in Fourier space. In this contri-
bution, we discuss this at first surprising finding within
the framework of density functional theory.
Based on the microscopic definition of the coarse
grained variables of elasticity theory, we can ad-
dress another intriguing question, originally raised by
Stillinger6–8. Namely, whether the structure factor in
the limit of wavevector to zero is analytic and approaches
the compressibility? We find that due to the long-ranged
displacement correlations, the small wavevector limit in
the correlation function of the coarse-grained density field
actually is non-analytic and depends on the direction rel-
ative to the crystal lattice. We derive these results from
density functional theory and can thus put them on a firm
microscopic basis. Thus, we generalize results obtained
within the harmonic crystal approximation9. From stud-
ies on two-dimensional crystals it is known that defects
enter the expression for the isothermal compressibility
in a complicated fashion10. We generalize these results
to crystals of arbitrary symmetry. Correcting the equa-
tions (A8) in the appendix of Ref. [2], we also derive
relations between fluctuation functions and thermody-
namic derivatives. Based on these results the elastic
constants of crystals with point defects could be mea-
sured by microscopy techniques in colloidal crystals11 or
by simulations12.
The paper is organized as follows: in Sect. II we re-
call definitions and results from Ref. [2] and derive ex-
pressions for the fluctuations of displacement and den-
sity fields in terms of microscopic quantities. To facili-
tate application of the expressions, in Sect. III we invert
these relations considering two sets of independent fluc-
tuations, coarse-grained density and displacement field
or displacement field and defect density13. In Sect. IV
and the Appendices we show that the small wavevector
limit of the coarse-grained density fluctuation function
does not agree with the isothermal compressibility κ. In
Sect. V the reason for the disagreement and (static) scat-
tering experiments are discussed. We conclude that these
experiments do not allow to measure the compressibility
in a crystal, in contrast to the familiar situation in liquids
and gases14.
2II. COARSE-GRAINED FIELDS AND THEIR
CORRELATION FUNCTIONS
In crystals, according to the Goldstone theorem, the
spontaneous breaking of translational symmetry induces
long-ranged correlations. Specifically, the displacement
vector field u(r, t) possesses correlations which decay
like the inverse distance. While the familiar expres-
sion u(r, t) =
∑
i u
i(t)δ(r − Ri), with the displacement
ui(t) = ri(t)−Ri of particle i from its lattice site Ri, can
be used in ideal crystals, in real crystals, in which defects
are present, this expression is invalid. In order to find the
microscopic definition of u(r, t) and of the other fields of
elasticity theory, the following approach was followed.
A. Microscopic starting point in density functional
theory
The microscopic approach to find the displacement
field in a real crystal starts from the particle density
field ρ(r, t) (considering, for simplicity, a one-component
crystal of point particles interacting with a spherically
symmetric pair-potential)
ρ(r, t) =
N∑
i=1
δ(r− ri(t)) (1)
where N is the number of particles in the volume V .
Spatial Fourier transformation gives fluctuations close to
vectors g of the reciprocal lattice
δρg(q, t) = ρ(g + q, t)− ngV δq,0 , (2)
where
ρ(k, t) =
∫
ddre−ik·rρ(r, t) =
N∑
i
e−ik·r
i(t) , (3)
and
ng =
1
V
〈ρ(g)〉 =
1
V
N∑
i
〈e−ig·r
i
〉 . (4)
Here, the general wave vector k was divided up into recip-
rocal lattice vector g and wave vector q, which lies within
the first Brillouin zone; 〈 〉 brackets indicate canonical av-
eraging at fixed temperature T . The ng are the Bragg-
peak amplitudes (Debye-Waller factors) which serve as
order parameters for the spontaneous breaking of homo-
geneity (translational invariance).
Classical density functional theory (DFT)15–17 can
then be employed in order to derive the correlation func-
tions of the microscopic density fluctuations in Eq. (2).
The fundamental Ornstein-Zernike relation provides a
connection to the inverse density-density correlation ma-
trix Jgg′(q)
V kBTδgg′′ =
∑
g′
〈δρ∗g(q) δρg′(q)〉 Jg′g′′(q) . (5)
The (infinite-dimensional) Hermitian matrix Jgg′ is the
double Fourier-transform of the direct correlation func-
tion c(r1, r2).
Jgg′(q) = (6)
kBT
V
∫
ddr1
∫
ddr2e
ig·r1e−ig
′·r2eiq·r12
(
δ(r12)
n(r1)
−c(r1, r2)
)
.
The direct correlation function is one of the central quan-
tities of DFT15,17 and is obtained as second functional
derivative of the excess free energy Fex with respect to
the average density profile, kBT c(r1, r2) =
δFex[n(r)]
δn(r1)δn(r2)
.
Given an (approximate) expression for the free energy,
Jgg′ can thus be taken as known. It constitutes the only
input for the ensuing theory.
In Ref. [2], the dissipationless Zwanzig-Mori equations
for (microscopic) density and momentum density fluctu-
ations are given in terms of Jgg′. They are solved by the
following ansatz for the microscopic density fluctuations
δρg(q, t) = −inggαδuα(q, t)− ng
δn(q, t)
n0
, (7)
with Greek indices denoting spatial directions; repeated
indices are summed over (Einstein summation conven-
tion). Equation (7) expresses that for wave vectors q
within the first Brillouin zone, the four macroscopic fields
δn(q, t) and δu(q, t) determine the hydrodynamic con-
tributions of the microscopic density field. Because equi-
librium correlation functions of the microscopic density
fluctuations on the left hand side of Eq. (7) can be cal-
culated within DFT, this ansatz allows us to calculate
correlation functions of the macroscopic fields. More-
over, explicit expressions for the coarse grained density
and displacement fields follow using the two summations
n0
N0
∑
g
n∗g, (8a)
N−1αβ
∑
g
n∗ggβ . (8b)
and the relation
∑
g |ng|
2g = 0. For completeness, we
list here the results for the macroscopic densities. The
coarse grained density is
δn(q, t) =
n0
N0
∑
g
n∗g δρg(q, t) , (9)
where the average particle number density n0 = N/V and
a normalization constant N0 =
∑
g |ng|
2 appear. The
displacement field is
uα(q, t) = iN
−1
αβ
∑
g
n∗g gβ δρg(q, t) , (10)
with a normalization matrix Nαβ =
∑
g |ng|
2gαgβ. Note
that in equilibrium 〈u〉 = 0, allowing us to replace u with
δu for notational uniformity.
3Equations (9) and (10) express the macroscopic fields
in terms of microscopic particle density (1). It is in-
triguing that contributions from all finite lattice vectors
g 6= 0 are present in the coarse-grained density. Even in
the limit of vanishing wave vector, q → 0, it is not suf-
ficient to measure particle density fluctuations close to
the center of the first Brillouin zone, in order to deter-
mine the thermodynamic density field in crystals. Fluc-
tuations from the regions around all lattice vectors con-
tribute and describe how macroscopically strain fluctua-
tions and defect density independently cause changes in
the total particle density.
B. Correlation functions
It is now conceptually straightforward albeit somewhat
tedious to derive the correlation functions of the macro-
scopic fields in terms of expressions containing the direct
correlation function. Using Eq. (7), one gets
〈δρ∗g(q)δρg′(q)〉 = (11)
n∗gng′
(
gαg
′
β〈δu
∗
α(q)δuβ(q)〉 + 〈
δn∗(q)δn(q)
n20
〉
+ igα〈δu
∗
α(q)
δn(q)
n0
〉 − i〈
δn∗(q)
n0
δuβ(q)〉g
′
β
)
,
Inserting this into Eq. (5) and with the help of the two
summations (8), one obtains the following set of equa-
tions
V kBT =
〈δn∗δn〉
n20
ν∗(q)− 〈
δn∗
n0
δuβ〉µβ(q), (12a)
0β =
〈δn∗δn〉
n20
µ∗β(q)− 〈
δn∗
n0
δuδ〉λ
∗
δβ(q), (12b)
0α = 〈δu
∗
αδuβ〉µβ(q) − 〈δu
∗
α
δn
n0
〉ν∗(q), (12c)
V kBTδαγ = 〈δu
∗
αδuβ〉λ
∗
βγ(q) − 〈δu
∗
α
δn
n0
〉µ∗γ(q). (12d)
The q-dependent constants of elasticity ν(q), µα(q), and
λαβ(q) are defined in terms of integrals containing the
crystal direct correlation function.
ν(q) =
kBT
V
∫
ddr1
∫
ddr2n(r1)n(r2)e
−iq·r12
×
(
δ(r12)
n(r1)
− c(r1, r2)
)
(13a)
≈ ν +O(q2), (13b)
µα(q) =
kBT
V
∫
ddr1
∫
ddr2c(r1, r2)
(
1− e−iq·r12
)
× n(r1)∇αn(r2) (13c)
≈ iµαβqβ +O(q
2), (13d)
λαβ(q) =
kBT
V
∫
ddr1
∫
ddr2c(r1, r2)
(
1− e−iq·r12
)
×
(
∇αn(r1)
)(
∇βn(r2)
)
(13e)
≈ λαβγδqγqδ +O(q
4). (13f)
The small wavevector limit and the index-symmetries
µαβ = µβα and λαβγδ = λβαγδ = λαβδγ = λγδαβ are
discussed in detail in Ref. [2]. Their connection to ther-
modynamic derivatives will be recalled in Eq. (27). The
obtained set of equations is best given in proper matrix
notation
VkBTδij=
(
〈δn∗δn〉
n2
0
−〈 δn
∗
n0
δuβ〉
−〈δu∗α
δn
n0
〉 〈δu∗αδuβ〉
)
ik
(
ν∗(q) µ∗γ(q)
µβ(q) λ
∗
βγ(q)
)
kj
,
(14)
with Latin indices i = 0, α. Obviously, the matrix of cor-
relation functions of the macroscopic variables are given
by the inverse of the matrix of the constants of elasticity
(
〈 δn
∗δn
n2
0
〉 −〈 δn
∗
n0
δuβ〉
−〈δu∗α
δn
n0
〉 〈δu∗αδuβ〉
)
=V kBT
(
ν(q) µ∗β(q)
µα(q) λαβ(q)
)−1
.
(15)
The single matrix elements are18
〈
δn∗δn
n20
〉 =V kBT
(
1
ν
+
µ∗α
ν
[
λαβ −
µαµ
∗
β
ν
]−1µβ
ν
)
(16a)
= V kBT
(
ν − µ∗αλ
−1
αβµβ
)−1
= V kBTK
−1,
(16b)
〈δu∗αδuβ〉 = V kBT
(
λαβ − µαν
−1µ∗β
)−1
= V kBTH
−1
αβ
(16c)
= V kBT
(
λ−1αβ + λ
−1
αγµγK
−1µ∗δλ
−1
δβ
)
, (16d)
−〈
δn∗
n0
δuβ〉 = V kBT
(
−ν−1µ∗αH
−1
αβ
)
(16e)
= V kBT
(
−K−1µ∗αλ
−1
αβ
)
, (16f)
−〈δu∗α
δn
n0
〉 = V kBT
(
−H−1αβµβν
−1
)
(16g)
= V kBT
(
−λ−1αβµβK
−1
)
. (16h)
The second line of each expression is a non-trivial alter-
native, which is here given for completeness.
We thus reached our first aim of expressing the corre-
lation functions of the macroscopic variables, total den-
sity and displacement vector field, in terms of integrals
containing the functional derivative of the free energy
with respect to density, i.e. the direct correlation func-
tion. Let us note in passing that translational and ro-
tational symmetry2 yields the expected q-divergences or
-dependences of the correlations in the limit q → 0, es-
pecially 〈δu∗αδuβ〉 ∝ 1/q
2 follows from λαβ(q) ∝ q2.
4III. INVERSE RELATIONS
While equations (16) predict the fluctuations of the
macroscopic coarse-grained density and displacement
field based on the constants of elasticity obtained from
the direct correlation function and thus the free energy,
experimentally, the inverse relations are of interest: ex-
pressing the constants of elasticity of the crystal in terms
of measurable correlation functions. Two different sets
can be used in experiment. Either displacement field
and coarse-grained density fluctuations can be recorded,
or displacement field and defect density. For reference,
we provide the inverse relations for both cases in this
section.
A. Including coarse-grained density
The matrix equation (14) can be inverted in order to
find the elastic functions ν(q), µα(q), and λαβ(q) in
terms of measurable fluctuation functions. Straightfor-
wardly one finds:
ν(q)
V kBT
= 〈
δn∗δn
n20
〉−1 + 〈
δn∗δn
n20
〉−1〈
δn∗
n0
δuα〉
[
〈δu∗αδuβ〉 − 〈δu
∗
α
δn
n0
〉〈
δn∗δn
n20
〉−1〈
δn∗
n0
δuβ〉
]−1
〈δu∗β
δn
n0
〉〈
δn∗δn
n20
〉−1 (17a)
=
(
〈
δn∗δn
n20
〉 − 〈
δn∗
n0
δuα〉〈δu
∗
αδuβ〉
−1〈δu∗β
δn
n0
〉
)−1
= R−1, (17b)
λαβ(q)
V kBT
=
(
〈δu∗αδuβ〉 − 〈δu
∗
α
δn
n0
〉〈
δn∗δn
n20
〉−1〈
δn∗
n0
δuβ〉
)−1
= S−1αβ (17c)
= 〈δu∗αδuβ〉
−1 + 〈δu∗αδuγ〉
−1〈δu∗γ
δn
n0
〉R−1〈
δn∗
n0
δuδ〉〈δu
∗
δδuβ〉
−1, (17d)
µα(q)
V kBT
= S−1αβ 〈δu
∗
β
δn
n0
〉〈
δn∗δn
n20
〉−1 (17e)
= 〈δu∗αδuβ〉
−1〈δu∗β
δn
n0
〉R−1. (17f)
These relations enable one to determine the functions
λαβ(q), µα(q), and ν(q) from measurements of fluctua-
tion functions.
B. Including defect density
Although the relation between the constants of elas-
ticity and the fluctuations of the coarse-grained fields is
complete, it is worthwhile to consider a second set of vari-
ables. So far the displacement field uα appeared in two
different ways. It contributes to the coarse-grained den-
sity, but it also appears as broken symmetry variable. In
this section we introduce the point defect density c in lieu
of the coarse-grained density, and keep the displacement
field.
The correlation functions of the coarse-grained density
and displacement field are easily transformed into corre-
lations between the fluctuations of displacement field and
the point defect density using the definition
δc(q, t) = −δn(q, t)− in0qαδuα(q, t) . (18)
The set of variables {δc(q), δuα(q)} may be more appro-
priate to describe an experiment when few defects are
present and δc(q, t) can be measured easily. Thus (14) is
transformed into
V kBTδij =(
〈δc∗δc〉
n2
0
〈 δc
∗
n0
δuα〉
〈δu∗σ
δc
n0
〉 〈δu∗σδuα〉
)
ik
(
ν∗(q) n0Vδ(q)
n0V
∗
α (q) Λ
∗
αδ(q)
)
kj
.
(19)
The combination of the constants of elasticity appearing
here is directly connected to the hydrodynamic equation
of the momentum density expressed in terms of point
defect density and displacement field as hydrodynamic
variables2. There the time derivative of the momentum
density couples to the displacement field via (the negative
of)
Λαβ(q) = λαβ(q)− iqαµβ(q) + iµ
∗
α(q)qβ + qαν(q)qβ .
(20)
The coupling to the point defect density is given by (the
negative of)
Vα(q) =
1
n0
(
µ∗α(q)− iqαν(q)
)
. (21)
The individual matrix elements of the correlation func-
tions in terms of ν(q), Vα(q), and Λαβ(q), and the limit
q → 0, may be determined according to the steps in the
previous paragraphs. In the same way, the transformed
5constants of elasticity can be connected to measurable
fluctuation functions. The comparison of the matrices
in Eqs. (14) and (19) indicates the straightforward re-
placements in Eqs. (16) and (17). The dynamical matrix
Λαβ(q) determines the wave equation of the momentum
density, and its eigenvalues give the (acoustic) phonon
dispersion relations.
IV. ISOTHERMAL COMPRESSIBILITY OF
CRYSTALS
In this section the compressibility is derived from a
thermodynamic consideration, details are given in the
Appendices. The situation described is one in which no
pre-stress is applied to the crystal in equilibrium.
A. Connection to elastic coefficients
Starting with the definition of the compressibility of a
fluid
κ = −
1
V
∂V
∂p
∣∣∣
N
, (22)
the question arises how this has to be generalized to de-
scribe the additional degrees of freedom of a periodic
crystal. The free energy of a crystal
dF = −pdV + µdN + hαβdUαβ , (23)
includes a term with a stress tensor hαβ at constant
volume V and particle number N times an extensive
strain tensor Uαβ = V uαβ (The work done is δW =∫
hαβδuαβdV with the symmetrized linear strain tensor
uαβ =
1
2 (∇αuβ +∇βuα)). The compressibility for a pe-
riodic crystal is understood as the derivative at constant
stress tensor
κ = −
1
V
∂V
∂p
∣∣∣
N,hαβ
=
1
n20
∂n
∂µ
∣∣∣
hαβ
=
1
n20
∂n
∂µ
∣∣∣
uαβ
−
1
n20
∂n
∂uαβ
∣∣∣
µ
(
∂hγδ
∂uαβ
∣∣∣
µ
)−1
∂hγδ
∂µ
∣∣∣
uαβ
,
(24)
using Maxwell and Gibbs-Duhem relations described in
Appendix B. There this result is further manipulated to
κ =
(
n20
∂µ
∂n
∣∣∣
uαβ
)−1
+
1
n20
(∂µ
∂n
∣∣∣
uαβ
)−1 ∂µ
∂uαβ
∣∣∣
n
×
( ∂hγδ
∂uαβ
∣∣∣
n
+
∂hγδ
∂n
∣∣∣
uαβ
∂n
∂uαβ
∣∣∣
µ
)−1∂hγδ
∂n
∣∣∣
uαβ
(∂µ
∂n
∣∣∣
uαβ
)−1
,
(25)
which is one of our main results. This expression for the
isothermal compressibility of a general crystal generalizes
results obtained for high symmetry crystals10, and, to
our surprise, appears novel. Now, the expressions of the
elastic constants as thermodynamic derivatives1,2 can be
entered. They follow from the Gibbs fundamental form
of the free energy density f = F/V given by
df = µdn+ hαβduαβ , (26)
and take the microscopic expressions already introduced
in Eq. (13):
∂2f
∂n2
∣∣∣
uαβ
=
∂µ
∂n
∣∣∣
uαβ
= ν/n20, (27a)
∂2f
∂n∂uαβ
=
∂µ
∂uαβ
∣∣∣
n
=
∂hαβ
∂n
∣∣∣
uγδ
= −µαβ/n0, (27b)
∂2f
∂uαβ∂uγδ
∣∣∣
n
=
∂hαβ
∂uγδ
∣∣∣
n
= Cnαβγδ =λαγβδ+λβγαδ−λαβγδ.
(27c)
See Appendix A for an alternative derivation of (27) from
the second order variation of the free energy in DFT as-
suming smoothly varying density profiles. It supplements
the derivation in Ref. [2] (recalled in Eq. (13)), where
the equivalence of the hydrodynamic equations was used.
The compressibility is thus
κ = ν−1 + ν−1µαβ
[
Cnαβγδ − µαβν
−1µγδ
]−1
µγδν
−1.
(28)
Neglecting the coupling tensor µαβ = 0 the second term
vanishes and the compressibility κ is given by κ−1 =
n20
∂µ
∂n
∣∣∣
uαβ
, which plays the role of the inverse bulk mod-
ulus at constant strain.
B. Including defect density
If one considers the set of independent variables with
the defect density c instead of the coarse-grained density
n with Eq. (18) simplifying to dn = −n0duαα − dc the
manipulations leading to Eq. (25) have to be adapted.
The compressibility is given now in terms of derivatives
of the stress tensor at constant defect density2 σαβ and
the chemical potential µ, which are functions of the strain
tensor and the defect density (df = −µdc+ σαβduαβ)
κ = −
(
n20
∂µ
∂c
∣∣∣
uαβ
)−1
+
(
δαβ −
(
n0
∂µ
∂c
∣∣∣
uαβ
)−1
∂µ
∂uαβ
∣∣∣
c
)
×
(
∂σγδ
∂uαβ
∣∣∣
c
−
∂σγδ
∂c
∣∣∣
uαβ
(
∂µ
∂c
∣∣∣
uαβ
)−1
∂µ
∂uαβ
∣∣∣
c
)−1
×
(
δγδ +
1
n0
∂σγδ
∂c
∣∣∣
uαβ
(
∂µ
∂c
∣∣∣
uαβ
)−1)
. (29)
The relevant thermodynamic derivatives are now given
by (see Eq. (A15) for the free energy density)
n20
∂2f
∂c2
∣∣∣
uαβ
= −n20
∂µ
∂c
∣∣∣
uαβ
= ν, (30a)
6n0
∂2f
∂c∂uαβ
= −n0
∂µ
∂uαβ
= n0
∂σαβ
∂c
= νδαβ + µαβ,
(30b)
∂2f
∂uαβ∂uγδ
∣∣∣
c
=Ccαβγδ=C
n
αβγδ+µαβδγδ+δαβµγδ+νδαβδγδ,
(30c)
An interesting limit is now the vanishing of the cou-
pling between the defect density and the strain field,
∂2f
∂c∂uαβ
= 0. This yields two independent contributions
to the compressibility
κ = ν−1 + (Ccαβγδ)
−1δαβδγδ (31)
The first contribution ν−1 is due to the fluctuations of the
defect density, whereas the second one (Ccαβγδ)
−1δαβδγδ
is due to independent fluctuations of the strain tensor,
which agrees with the known result for a perfect crystal
without external strain19.
V. CONNECTION - SMALL WAVEVECTOR
LIMIT
So far we considered correlation functions and the
isothermal compressibility of crystals. In this section we
bridge the gap between the density correlation function
and the compressibility, and point out the subtle differ-
ence between the two expressions. In the second part of
this chapter the so called generalized structure factor is
discussed.
In order to understand the connection to the compress-
ibility, the q-dependence in the limit q → 0 of the corre-
lation function of the coarse-grained density (16a) needs
to be discussed in detail
〈
δn∗δn
V kBTn20
〉 = ν−1(q) + ν−1(q)µ∗α(q)
×
(
λαγ(q) − µα(q)ν
−1(q)µ∗γ(q)
)−1
µγ(q)ν
−1(q) (32)
q→0
=
1
ν
+
µαβqβ
ν
[
(λαγǫφ −
µαǫµγφ
ν
)qǫqφ
]−1 µγδqδ
ν
.
(33)
Here we used the known small-wave vector expansions of
the elastic coefficients, which were defined in Eqs. (13).
They follow from DFT relations expressing translational
and rotational symmetry2. Noting that only the sym-
metrized combinations in α ↔ γ and ǫ ↔ φ of the term
in square brackets are relevant, and with the help of
Eqs. (27) this expression can be further simplified to
〈
δn∗δn
V kBTn20
〉
q→0
=
1
ν
+
µαβqβ
ν
[
(Cnαǫγφ−
µαǫµγφ
ν
)qǫqφ
]−1µγδqδ
ν
.
(34)
This expression would agree with the thermodynamic
one (28), if the factors of qβqδ canceled qǫqφ. That the
limit q → 0 is not that simple can be seen even for highly
symmetric crystals. For a cubic crystal, the correlation
function yields different results in the small q limit (34)
depending on the direction of q relative to the unit cell.
And for the hypothetical model of an isotropic crystal,
the small q limit (34) is direction independent, but dif-
fers from the thermodynamic value from (28). The lat-
ter simplified case, allows to identify the origin of the
discrepancy and will be studied in detail in the next sec-
tion. Appendix D considers the non-analytic nature of
the small-q limit from the point of view of the harmonic
free energy derived in Appendix A.
A. Perfect crystal embedded in a matrix
To study the difference in more detail, it is, as a first
simplification, more convenient to look at the simpler
problem of a perfect crystal. In this section we also use
the more familiar expressions of elasticity theory. The
connection to the terms used so far is given in Appendix
C. For a perfect crystal the correlations of the displace-
ment field is given by the (inverse) of the dynamical ma-
trix Dαβ(q)
〈δu∗αδuβ〉 = V kBTD
−1
αβ(q). (35)
The coarse grained density for a perfect crystal is
δn(q, t) = −in0qαδuα(q, t) and the dynamical matrix
is related with the elastic constants1 via Dαγ(q) =
Cαβγδqβqδ. Thus for the coarse grained density corre-
lation function we get
〈
δn∗δn
V kBTn20
〉 = qαD
−1
αβ (q)qβ = qα(Cαǫβφqǫqφ)
−1qβ (36)
which shows the same problem in the limit q → 0 as
arises in Eq. (34), when compared to the thermody-
namic compressibility19 κ = (C−1αβγδ)δαβδγδ (contraction
of the inverse of the matrix of elastic constants). For an
isotropic crystal the elastic tensor simplifies to the two
Lame´ coefficients Cαβγδ = λδαβδγδ+µ(δαγδβδ+ δαδδβγ).
Thus, the compressibility is κ−1 = λ + 23µ, whereas the
correlation functions yields λ+2µ (which corresponds to
the longitudinal speed of sound).
To show the origin of this difference we consider an
isotropic (ideal) solid for which the so called fundamen-
tal solution of elasticity is known. Other symmetries with
known solutions are hexagonal20 and pentagonal21. The
corresponding problem in two dimensions can be found
in [22]. We consider a three dimensional sphere with
volume VB embedded in a spherical matrix V of the
same isotropic material. The radius RB of the embedded
sphere is increased RB → RB +∆r and the surrounding
matrix is compressed. To determine the displacement
field and the elastic energy of such a deformation one
has to solve the equation of elastostatic theory, which is
the vanishing of the divergence of the stress tensor, or in
7terms of displacement field
∇βCαβγδ∇γuδ = 0. (37)
The solution is a sphere with increased volume VB+∆VB.
The only non-vanishing displacement field is (homoge-
neous dilatation)
ur =
{
∆r r
RB
r < RB
∆r
(
RB
r
)2
r > RB
(38)
This yields for the total elastic energy
E =
VB
2
(∆VB
VB
)2[
(λ+
2
3
µ) +
4
3
µ
(
1−
VB
V
)]
. (39)
The first part is due to the stretched sphere and the sec-
ond contribution is from the surrounding matrix. Thus,
depending on the ratio VB
V
the relevant combination of
elastic constants changes from λ + 23µ for (
VB
V
→ 1) to
λ + 2µ for (VB
V
→ 0). In the limit of vanishing shear
modulus µ the difference vanishes. Thus, for a fluid it
doesn’t matter if one determines the volume fluctuations
of a small sphere in surrounding fluid (of the same kind)
or if one looks at the global fluctuations of the whole
system.
It is worthwhile to note that the same ratio between
these two combinations of Lame´ coefficients appears in
a related context. In Eshelby’s study23 of an inclusion
in a matrix of elastic material, the so called constrained
strain uCαβ is given by the stress-free strain u
T
αβ
uCαα =
λ+ 23µ
λ+ 2µ
uTαα. (40)
An analog problem is a polar fluid in a dielectric
medium16,24,25. There the susceptibilities show a direc-
tional dependence due to the dipolar interaction, and a
different combination of dielectric constants is relevant
depending on the surrounding medium.
B. Generalized Structure Factor
There is a further aspect which differs in the relation
between the compressibility and the correlation of the
density fluctuations of a fluid and a crystal. There is a
difference if one looks at the elements of the generalized
structure factor which contribute to the compressibility,
i.e. whether those are different from Sg=0(q→ 0).
We recall that the generalized structure factor is de-
fined by
Sg(k) =
1
V
∫
ddr1
∫
ddr2 〈δρ(r1)δρ(r2)〉 e
−ig·R e−ik·∆r
(41)
=
1
V
〈δρ(g/2+ k)δρ(g/2− k)〉 , (42)
(with R = (r1+r2)/2 and ∆r = r1 − r2) and its S0(g˜+
q) element is measured in a scattering experiment1,26.
In a liquid, where translational invariance dictates
that only S0(k) is non-vanishing and isotropic, its
connection15,16 to the compressibility is well known
S0(q → 0) → n20kBTκ. To convince oneself that such
a connection does not hold in a crystal, the definition of
the coarse-grained density Eq. (9) can be used to derive〈
δn∗δn
n20
〉
=
1
N 20
∑
g,g′
ng′〈δρ
∗(g′ + q)δρ(g + q)〉n∗g
=
(2π)d
N 20
∑
g,g′
ng′
∑
g˜
Sg˜(
g˜
2
− g− q)δ(g − g′ − g˜)n∗g
=
(2π)d
N 20
∑
g,g′
ng′Sg−g′
(
−
g+ g′
2
− q
)
n∗g,
(43)
where the left hand side becomes κ for q to
zero in the fluid case. Clearly, every element of
〈δρ∗(g′ + q)δρ(g + q)〉 is involved, not just the one with
vanishing reciprocal lattice vector g = g′ = 0. Also
the correlation of coarse-grained density fluctuations is
given by a combination of generalized structure factors
Sg−g′(−(g + g
′)/2−q) in the limit q→ 0 and not just by
Sgˆ=0(q→ 0) as for a fluid. Although the possibility that
the RHS of the last equation is indeed the compressibility
cannot be ruled out, it seems rather unlikely.
VI. CONCLUSIONS AND OUTLOOK
We derived the thermodynamic expression for the
isothermal compressibility κ in a general crystal, and dis-
cussed its connection to the limit of vanishing wavevector
in the density correlation function. The correlation func-
tions were calculated within the framework of density
functional theory, with appropriate coarse-graining, in
order to allow for a finite density of (point) defects. Ex-
plicit expressions for the coefficients in the phenomeno-
logical free energy in terms of the direct correlation func-
tion of density functional theory were obtained. The cor-
relation function of the coarse-grained density field does
not, in general, determine the compressibility. For the
case of an ideal isotropic solid, we could identify the ori-
gin of the discrepancy from a calculation in macroscopic
elasticity theory. It arises from the long-ranged strain
fluctuations which decay like 1/r3 and thereby cause
boundary effects to enter the elastic energy. While in sys-
tems with spontaneously broken symmetry, anomalous
longitudinal correlations exist in general33 (besides the
familiar symmetry restoring fluctuations34), the present
observation appears more related to long-ranged dipolar
correlations in polar fluids35. There the dielectric tensor
in response to the vacuum electric field depends on the
shape of the material and on the boundary conditions.
It can be connected to a well defined isotropic dielec-
tric constant only via shape/ boundary-effect dependent
8distribution functions. For crystals, it remains to un-
derstand this relation for arbitrary symmetries, and to
derive it from a discussion of the microscopic correlation
functions.
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Appendix A: Free energy
The second order change in free energy ∆F due to
a variation in the density distribution δρ(r) around the
periodic crystalline equilibrium density is16,17,27
β∆F =
1
2
∫ ∫
ddr1d
dr2
(δ(r12)
n(r1)
− c(r1, r2)
)
δρ(r1)δρ(r2),
(A1)
where c(r1, r2) is the direct correlation function of a peri-
odic crystal. Assuming a smooth density variation, which
is the real space expression of (7), i.e. (with the nota-
tional simplification δu(r) = u(r) )
δρ(r) = −u(r) · ∇n(r) + n(r)
δn(r)
n0
, (A2)
one can evaluate the thermodynamic derivatives appear-
ing in Eqs. (27). Thus
δρ(r1)δρ(r2) =uα(r1)uβ(r2)∇αn(r1)∇βn(r2)︸ ︷︷ ︸
(1.)
+
n(r1)n(r2)δn(r1)δn(r2)
n20︸ ︷︷ ︸
(2.)
−uα(r1)∇αn(r1)
n(r2)δn(r2)
n0︸ ︷︷ ︸
(3.)
−
n(r1)δn(r1)
n0
uα(r2)∇αn(r2)︸ ︷︷ ︸
(4.)
, (A3)
which is, in the following, term by term manipulated with
the help of the LMB28W29 equation
∇αn(r)
n(r)
=
∫
ddr′c(r, r′)∇αn(r
′). (A4)
The first part is discussed explicitly for a crystal in
Masters30 and is equivalent to the discussion of the sur-
face tension in [31]. The other parts are transformed
accordingly.
One expands uβ(r2) around r1, which is valid for a
short range (in r12) direct correlation function. The
zero order term of ∆F(1.) vanishes, because of (A4) and
the first order term does not contribute as c(r1, r2) =
c(r2, r1). Since the hydrodynamic variable u(r) is slowly
varying, one obtains an expression which is quadratic in
∇u(r)
∆F(1.)=
kBT
2
∫ ∫
ddr1d
dr2
(δ(r12)
n(r1)
− c(r1, r2)
)
uα(r1)uβ(r2)∇αn(r1)∇βn(r2) (A5)
=
kBT
2
∫∫
ddr1d
dr2∇αn(r1)c(r1, r2)∇βn(r2)uα(r1)
(
uβ(r1)−uβ(r1)+∇γuβ(r1)r12,γ︸ ︷︷ ︸
=0 symmetry
−
1
2
∇γ∇δuβ(r1)r12,γr12,δ
)
=
1
2
∫
ddrλαβγδ∇γuα(r)∇δuβ(r), (A6)
λαβγδ =
kBT
2V
∫ ∫
ddr1d
dr2∇αn(r1)c(r1, r2)∇βn(r2)r12,γr12,δ (A7)
The constant of elasticity λαβγδ is the same one as was
obtained in the framework of hydrodynamic equations of
motion2. For the second term of the free energy, δn(r2)
is expanded around r1 and, as hydrodynamic variable,
assumed to be slowly varying
∆F(2.) =
kBT
2
∫ ∫
ddr1d
dr2
δn(r1)δn(r2)
n20
× [n(r1)δ(r12)−n(r1)c(r1, r2)n(r2)],
(A8)
=
1
2
∫
ddr ν
(δn(r)
n0
)2
. (A9)
9With
ν =
kBT
V
∫∫
ddr1d
dr2
(
n(r1)δ(r12)− n(r1)c(r1, r2)n(r2)
)
.
(A10)
The third and fourth part yield with the same arguments
∆F(3.+4.)= −
∫
ddr µαβ
δn(r)
n0
∇βuα(r), (A11)
µαβ=
kBT
V
∫
ddr1
∫
ddr2n(r1)∇αn(r2)r12,βc(r1, r2)
(A12)
So all of the constants of elasticity ν, µαβ , and λαβγδ
appear in the expression for the free energy
∆F =
1
2
∫
ddr ν
(δn(r)
n0
)2
+ Cnαβγδ∇βuα(r)∇δuγ(r)
−
∫
ddrµαβ
δn(r)
n0
∇βuα(r) (A13)
with the Voigt-symmetric elastic constants Cnαβγδ =
λαγβδ + λβγαδ − λαβγδ. The replacement in the last
step reflects the rotational symmetry as only symmet-
ric combinations of strain enter into the elastic energy
and is based upon the rotational analog of the LMBW
equation31
r1×∇
(1) lnn(r1) =
∫
ddr2c(r1, r2)
(
r2×∇
(2)n(r2)
)
.
(A14)
Let us add that the above expression for the free en-
ergy also determines the constant C0 = 0 in Eqs. (89),
(90), and (92) of [2], which could not be determined in
[2], where the elastic constants were identified via the
hydrodynamic equations.
The free energy in terms of the defect density δc(r)
and the displacement field u(r) is
∆F =
1
2
∫
ddrν
(δc(r)
n0
)2
+ 2
(
νδαβ + µαβ
)δc(r)
n0
∇βuα(r)
+
(
Cnαβγδ+νδαβδγδ+µαβδγδ+δαβµγδ
)
∇βuα(r)∇δuγ(r).
(A15)
Appendix B: Isothermal compressibility
As a consequence of (23) a Gibbs-Duhem relation can
be derived
− V dp+Ndµ+ Uαβdhαβ = 0, (B1)
which yields for isothermal change with dhαβ = 0
Ndµ = V dp. (B2)
With fixed volume
dµ =
∂µ
∂N
∣∣∣
V,hαβ
dN, and dp =
∂p
∂N
∣∣∣
V,hαβ
dN. (B3)
This yields
N
∂µ
∂N
∣∣∣
V,hαβ
= V
∂p
∂N
∣∣∣
V,hαβ
=
∂p
∂n
∣∣∣
V,hαβ
=
(
−
N
V 2
∂V
∂p
∣∣∣
N,hαβ
)−1
= (n0κ)
−1
. (B4)
This is further manipulated with the Jacobian trick32 to
yield Eq. (24)
κ =
1
n20
∂n
∂µ
∣∣∣
hγδ
=
1
n20
∂n
∂µ
∣∣∣
uαβ
∂hγδ
∂uαβ
∣∣∣
µ
− ∂n
∂uαβ
∣∣∣
µ
∂hγδ
∂µ
∣∣∣
uαβ
∂hγδ
∂uαβ
∣∣∣
µ
=
1
n20
∂n
∂µ
∣∣∣
uαβ
−
1
n20
∂n
∂uαβ
∣∣∣
µ
(
∂hγδ
∂uαβ
∣∣∣
µ
)−1
∂hγδ
∂µ
∣∣∣
uαβ
.
(B5)
The expression in the denominator is understood as the
inverse of a fourth rank tensor Aαβγδ, which is given by
AαβγδA
−1
γδµν = δαµδβν . (B6)
The first term of the compressibility is basically the only
non-vanishing term in the fluid limit
1
n20
∂n
∂µ
∣∣∣
uαβ
=
(
n20
∂µ
∂n
∣∣∣
uαβ
)−1
= ν−1. (B7)
For the second term the chemical potential µ is expressed
as a function of density and strain tensor µ(n, uαβ)
dµ =
∂µ
∂n
∣∣∣
uαβ
dn+
∂µ
∂uαβ
∣∣∣
n
duαβ
!
= 0, (B8)
which yields
∂n
∂uαβ
∣∣∣
µ
= −
(∂µ
∂n
∣∣∣
uαβ
)−1 ∂µ
∂uαβ
∣∣∣
n
= n0ν
−1µαβ . (B9)
The last two terms are
∂hγδ
∂uαβ
∣∣∣
µ
=
∂hγδ
∂uαβ
∣∣∣
n
+
∂hγδ
∂n
∣∣∣
uαβ
∂n
∂uαβ
∣∣∣
µ
(B10)
= Cnγδαβ − µαβν
−1µγδ, (B11)
∂hγδ
∂µ
∣∣∣
uαβ
=
∂hγδ
∂n
∣∣∣
uαβ
(∂µ
∂n
∣∣∣
uαβ
)−1
(B12)
= −n0ν
−1µγδ. (B13)
Thus the compressibility of a periodic crystal in terms of
its elastic constants ν, µαβ , and C
n
αβγδ is indeed Eq. (28)
κ = ν−1 + ν−1µαβ
[
Cnαβγδ − µαβν
−1µγδ
]−1
µγδν
−1.
(B14)
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Appendix C: Elasticity
With the expressions of Sect. III B Eq. (36) reads
〈δu∗αδuβ〉 = V kBTΛ
−1
αβ(q). (C1)
This follows from (19) with Vα(q) = 0, or νδαβ+µαβ = 0
in the low q-limit, for a perfect crystal without point
defects and vanishing coupling. The correlations of the
coarse-grained density (35) become
〈
δn∗δn
V kBTn20
〉 = qαΛ
−1
αβ(q)qβ = qα(Cαǫβφqǫqφ)
−1qβ , (C2)
where we used the small q expansion of the constants of
elasticity and took care of the proper symmetric combi-
nation as discussed in [2]. The elastic constants Cαβγδ
of elasticity theory correspond to Ccαβγδ in Eq. (30c),
which, with the help of νδαβ + µαβ = 0 for a perfect
crystal without coupling, could be further simplified (to
Cαβγδ = C
n
αβγδ − νδαβδγδ).
The elastostatic theory is contained in the static limit
of the hydrodynamic equations of motion, see Eqs. (87)
in [2]. Without point defects the only non-vanishing
equation is (87c), which then reads
qβC
c
αβγδqδuγ = 0. (C3)
But this is just the Fourier-transformed equation of elas-
tostatics (37).
Appendix D: Equipartition principle
The harmonic free energy Eq. (A13) from Appendix A
can be written in a more compact form with the help of a
4×4-matrix of elastic coefficients introduced in Eq. (14).
Fourier-transformation leads to
∆F =
1
2
∫
ddq
(2π)d
(D1)
(
δn∗(q)
n0
, δu∗α(q)
)( ν −iµγδqδ
iµαβqβ C
n
αβγδqβqδ
)(
δn(q)
n0
δuγ(q)
)
The relation (14), which follows from the ansatz (7), thus
is identified as statement of the equipartition theorem re-
sulting from this quadratic free energy. It leads to the
wavevector-dependent correlation functions of the coarse-
grained fields for small q.
Interestingly, also the thermodynamic fluctuation func-
tions, which correspond to q = 0, can be obtained from
the harmonic free energy Eq. (A13), even though they
were not the values reached by the limit q → 0 in the
q-dependent correlation functions. Equation (A13) can
be rewritten using the Voigt notation, which shall be
given by latin indices 1 ≤ i ≤ 6, where ui = uαβ for
(α, β) = {(1, 1); (2, 2); (3, 3); (2, 3); (1, 3); (1, 2)}. For spa-
tially constant fluctuations indicated by subscript q = 0,
one obtains using the thermodynamic derivatives from
Eq. (13)
∆F =
V
2
(
δn
n0
, ui
)( ν −µj
−µi Cnij
)(
δn
n0
uj
)
(D2)
Now the 7× 7 matrix of covariances is given by(
〈δnδn〉
n2
0
〈 δn
n0
uj〉
〈ui
δn
n0
〉 〈uiuj〉
) ∣∣∣
q=0
= V kBT
(
ν −µj
−µi Cnij
)−1
(D3)
The correlation of the density fluctuations is thus
〈
δnδn
n20
〉
∣∣∣
q=0
= V kBT
(1
ν
+
µi
ν
[
Cnij −
µiµj
ν
]−1µj
ν
)
= V kBT
(1
ν
+
µαβ
ν
[
Cnαβγδ−
µαβµγδ
ν
]−1µγδ
ν
)
,
(D4)
where in the last line the usual notation is used instead
of the Voigt one. This equipartition result agrees with
the compressibility in Eq. (28).
Reassuringly, it suffices to discuss the harmonic approx-
imation to the free energy in order to observe the non-
analytic structure of the correlation functions in a crystal.
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