Genomic data encodes past evolutionary events and has the potential to reveal 10 the strength, rate, and biological drivers of adaptation. However, robust esti-11 mation of adaptation rate (α) and adaptation strength remains a challenging 12 problem because evolutionary processes such as demography, linkage, and non-13 neutral polymorphism can confound inference. Here, we exploit the influence 14 of background selection to reduce the fixation rate of weakly beneficial alleles to 15 jointly infer the strength and rate of adaptation. We develop a novel MK-based 16 method to infer adaptation rate and strength, and estimate α = 0.135 in humans,
Introduction

26
The relative importance of selection and drift in driving species' diversification has been a matter of 27 debate since the origins of evolutionary biology. In Darwin and Wallace's formulations of evolutionary 28 theory, natural selection is the predominant driver of the accumulation of differences between species
29
(1, 2). Subsequent theorists argued that random genetic drift could be a more important contributor 30 to differences between species (3-5), with chance differences accumulated over time due to reproductive 31 isolation between populations. Although it is now clear that natural selection plays a substantial role 32 from standing variation (23) (24) (25) (26) (27) and the reported contribution of weakly beneficial polymorphism to and deleterious polymorphic sites. Hence, in later sections we focus on using the shape of the α(x) curve 142 to infer the strength and rate of adaptation under models that include linkage and complex demography.
143
Background selection reduces true α when adaptation is weak
144
In addition to the potential for weakly beneficial alleles to impact aMK analyses, background selection 145 (BGS) may also reduce adaptation rates when adaptation is weak. BGS reduces genetic diversity in the 146 human genome (36) and affects neutral divergence rates (37), and is predicted to decrease the fixation 147 probability of weakly adaptive alleles (22) . Hence, we hypothesized that if adaptation is partially driven 148 by weakly beneficial alleles in some species, BGS could play a role in modulating adaptation rate across 149 the genome.
150
To better understand how BGS might affect aMK inference in the presence of weakly beneficial alleles,
151
we performed analytical calculations and simulations of α(x) with various levels of BGS. We set α = 0.2 152 in the absence of BGS, and then performed simulations while fixing the rate of adaptive mutations and with linkage as compared to the neutral diversity π 0 ). We find that when adaptation is strong, BGS has 155 a modest effect on α(x) and the true value of α (Fig. 2A&C) , mostly driven by an increase in the rate of Fig. S9A) , which is consistent with recent studies using large sample sizes (40) and weaker than earlier 198 estimates using small samples (32, 41) .
199
In addition to estimating evolutionary parameters, we sought to better understand how BGS may 200 impact adaptation rate across the genome. We resampled parameter values from our posterior estimates 201 of each parameter, and ran a new set of forward simulations using these parameter values. We then 202 calculated α as a function of BGS in our simulations. We find that α co-varies strongly with BGS, with 203 α in the lowest BGS bins being 33% of α in the highest bins (Fig. 3C) . Integrating across the whole 204 genome, our results suggest that human adaptation rate in coding regions is reduced by approximately 205 25% by BGS (Fig. S9D ). To confirm that these model projections are supported by the underlying data,
206
we split the genome into BGS bins and separately estimated adaptation rate in each bin. Although these 207 estimates are substantially noisier than our inference on the full dataset, we find that weak adaptation 208 rate decreases as a function of BGS strength in accordance with the model predictions (Fig. 3D) . Lastly, 209 to validate that our model recapitulates α(x) values that we observe in real data, we also used our 210 independent forward simulations to recompute α(x). We find that our model is in tight agreement with 211 the observed data across the majority of the frequency spectrum. The model and data deviate at high 212 frequency, but both are within the sampling uncertainty (Fig. 3B , gray envelope).
213
Previous research has shown that virus-interacting proteins (VIPs) have undergone faster rates of 214 adaptation than the genome background (21). However, the strength of selection acting on these genes 215 is unknown, and given our BGS results it is plausible that the higher rate of adaptation in VIPs is driven 216 by lower overall background selection at VIPs rather than increased selection pressure for adaptation.
217
In contrast, if pathogens have imposed large fitness costs on humans it is possible that VIPs would 218 support both higher and stronger adaptation rates. We ran our method while restricting to an expanded 219 set of 4,066 VIPs for which we had divergence and polymorphism data available. We found evidence 220 for strikingly higher adaptation rates in VIPs than the genome background (α = 0.224) and a much 221 larger contribution from strongly adaptive alleles (α S = 0.126; Fig. 4 ). The higher α for VIPs cannot 222 be explained by BGS, because VIPs undergo slightly stronger BGS than average genes; the mean BGS strength at VIPs is 0.574, as compared to 0.629 for all genes (in units of π /π0). Taking α S = 0.126 as 224 a point estimate for the rate of strongly beneficial substitutions in VIPs and α S = 0.041 genome-wide, 225 we estimate that 61% of strongly all adaptive substitutions occurred in VIPs (Tab. 1). Moreover, we 226 estimate that the posterior probability that α is greater in VIPs than non-VIPs is 99.97%, while the 227 posterior probability that α S is greater in VIPs is 88.9% (Fig. 4C) .
228
Discussion
229
A long-running debate in evolutionary biology has concerned the relative importance of drift and selection 230 in determining the rate of diversification between species (3-5,7). While previous studies have shown that 231 there is a substantial signal of adaptation in Drosophila (15), estimates of adaptation rate in humans are 232 much lower (7). Here, we extended the classic MK framework to account for weakly beneficial alleles, and 233 we provided evidence for a large rate of weakly adaptive mutation in humans. We showed that a state-234 of-the-art approach to adaptation rate estimation that does not account for beneficial polymorphism 235 provides conservative estimates of α (α = 0.076 for this data) (19), while our method nearly doubles 236 the estimated human adaptation rate (toα = 0.135). Most of the adaptation signal that we detect is 237 due to weakly beneficial alleles. Interestingly, virus-interacting proteins supported a much higher rate 238 of adaptation than the genome background (α = 0.226), especially for strongly beneficial substitutions 239 (α S = 0.126 as compared toα S = 0.041 genome-wide). Our results provide an evolutionary mechanism 240 that partially explains the apparently low observed rate of human adaptation in previous studies, and 241 extends the support for viruses as a major driver of adaptation in humans (21).
242
It has long been known that recombination could in principle affect the evolutionary trajectories 243 of both beneficial and deleterious alleles (22, 42, 43) , and studies in Drosophila (44, 45) should result in a strong correlation between BGS strength and (potentially conservative) α estimates.
266
However, it should be noted that cryptic covariation between gene function (such as VIPs) and BGS 267 strength could confound such inferences.
268
We supposed that the main effects of linked selection in humans were due to background selection, but 269 in principle genetic draft could drive similar patterns. Draft is expected to substantially reduce genetic 270 diversity when sweeps occur frequently, and can impede the fixation of linked beneficial alleles (51, 52).
271
Previous work has also shown that strong draft can alter the fixation rate and frequency spectra of 272 neutral and deleterious alleles (19). We performed simulations of strong draft in 1MB flanking sequences 273 surrounding a gene evolving under natural selection and tested the magnitude of the deviation from 274 theoretical predictions under a model of background selection alone. Consistent with previous work, we 275 observe that draft increases the fixation rate of deleterious alleles and thereby decreases α (19). However, 276 the effect on α(x) is only modest at the frequencies that we use in our inference procedure (i.e., below 277 75%), even when the strength and rate of selection is much larger than we and others have inferred in 278 humans (although there is a modest deviation around 75% frequency, the highest frequency we use in 279 our inference; Fig. S4C&D ). This implies that draft due to selected sites outside genes would have to be 280 much stronger than draft due to positive selection inside exons in order to drive the effects that we infer 281 in the human genome. Still, it is likely that in other species undergoing both strong, frequent sweeps and 282 BGS (e.g., Drosophila, (28)), draft will contribute to the removal of weakly beneficial polymorphism.
283
Selection has left many imprints on the human genome, with studies reporting signatures of selective 284 sweeps (50), soft sweeps (26), background selection (36), negative selection (32, 41), and polygenic adap-285 tation (25). Still, considerable uncertainty remains about the relative importance of these evolutionary 286 mechanisms, especially as concerns the rate and strength of positive selection. Recent work has suggested that contrasting results of previous studies based on lowered diversity near human substitutions (49, 50) 288 can be reconciled by arguing that most adaptation signals in humans are consistent with adaptation from 289 standing variation (26). Our results show that the frequency spectra and patterns of divergence are also 290 consistent with the idea that many adaptive alleles segregate much longer than is expected for a classic 291 sweep, and hence also help to reconcile the results of previous studies.
292
In addition to determining the rate, strength, and mechanisms of adaptation, there is an ongoing 293 effort to find the biological processes most important for driving adaptation. Previous work has shown 294 that viruses are a critical driver of adaptation in mammals (21), but the strength of the fitness advan-295 tages associated with resistance to (or tolerance of) infection remain unclear. Our approach clarifies that 296 adaptation to viruses is not only more frequent than the genomic background, but that strong adaptation 297 is also three-fold enriched for virus-interacting genes. In contrast, weak adaptation rate was not sub-
298
stantially different between VIPs and non-VIPs, suggesting that weak adaptation may proceed through 299 mechanisms that are shared across proteins regardless of function (for example, optimization of stability).
300
While we have focused on VIPs here due to the expected fitness burdens associated with infection, in 301 future research our approach could be used to investigate adaptation in any group of genes, or extended 302 to partition genes into strong and weak adaptation classes.
303
The model that we fit to human data does an excellent job of recapitulating the observed patterns 304 in the Thousand Genomes Project data, but we were concerned that several possible confounding fac-305 tors could influence our results. We showed that five confounding factors (ancestral mispolarization, 306 demographic model misspecification, BGS model misspecification, covariation of BGS and sequence con-307 servation, and biased gene conversion) are unlikely to influence the results (see Supplemental Methods), 308 but it should be noted that the adaptive process in our model is exceedingly simple, and it is very likely 309 that the evolutionary processes driving diversification are substantially more complex. We supposed that 310 adaptation proceeds in two categories, weak and strong selection, each of which is described by a single 311 selection coefficient. In reality, adaptive alleles are likely to have selection coefficients drawn from a broad 312 distribution, and adaptation is likely to proceed by a variety of mechanisms, including sweeps (50) The true value of α = 0.2 in each panel, with varying contributions from weakly and strongly adaptive alleles. The solid lines show the results of our analytical approximation (eqn. 11), while the points show the value of α(x) from forward simulations. The blue points and curves show the calculation as applied to all polymorphic loci, while in the pink points and curves we have removed positively selected alleles from the calculation. The dotted line shows the estimated value of α from the simulated data using existing asymptotic-MK methods (19, 33) , while the gray bars show the 95% confidence interval around the estimate. do not have additional subscripts).
518
Consider now the proportion of functional sites that are fixed by positive selection, α.
Rearranging, we have
Let the number of observed substitutions be denoted D. As noted by (19), from the population quickly and advantageous sites go to fixation rapidly),
and hence
Assumptions of the MK framework
528
Approx. 4 implicitly assumes that selected polymorphism is rarely observed. In reality, it is likely that 529 moderately deleterious alleles sometimes contribute substantially to observed polymorphism, especially 530 at low frequency. To guard against this possibility, we can then modify eqn. 5 as
where P N (x) and P S (x) are all non-synonymous polymorphism above frequency x and all synonymous 532 polymorphism above frequency x, respectively. We note that the original asymptotic-MK approach takes 533 P N (x) and P S (x) as the number of polymorphic sites at frequency x rather than above x, but this 534 approach scales poorly as sample size increases since most common allele frequencies x have very few 535 polymorphic sites in large samples. We therefore define P N (x) and P S (x) as stated above since these 536 quantities trivially have the same asymptote but are less affected by changing sample size.
537
It has been noted that many studies have selected a fixed frequency threshold (say, x = 0.15), and 538 removed all polymorphisms below this threshold (54). However, if moderately deleterious sites segregate 539 above x, then the fixation rate approximation π N− ≈ π N0 is not valid, and α(x) will be downwardly 540 biased (54).
541
Messer & Petrov (19) allele frequency x that are substantially less than 1. However, as x is increased to be arbitrarily close to 546 the absorbing state at x = 1, eqn. 6 approaches the true value of α because the probability that a site 547 increases to frequency x = 1 − δ is a good approximation to the probability that a site fixes for very small at an appreciable rate, such that positively selected mutations occur frequently but fix only rarely. In 559 this section, we assume that the population has constant size, and relax this assumption later with ABC.
560
The calculations in this section proceed similarly to those in previous studies (18, 29) .
561
First, we note that while E[α(
is not straightforward to calculate, the expectation 562 of each quantity on the RHS of eqn. 6 (i.e., P N , P S , D N , D S ) is easily calculated from first principles using 563 diffusion theory (35). Therefore, we make the first-order approximation
Denoting the distribution of selection coefficients over new mutations as µ s and the fixation probability 565 as π s , the expected number of substitutions along a branch of time T in a locus of length L is simply
Note that for neutral mutations, where µ s is non-zero only for s = 0 and the fixation probability is given
Likewise, the expected number of polymorphisms above frequency x can be calculated from the 569 standard diffusion theory for the site frequency spectrum (34), given by
where θ s = 4N µ s is the mutation rate for sites with selection coefficient s. We have assumed that there 571 is no dominance (note that this assumption can be relaxed, but for simplicity we consider only genic 572 selection herein). In a finite sample of 2n chromosomes, we must convolute eqn. 9 with the binomial to obtain the downsampled frequency distribution. We deonte the convoluted frequency spectrum as 574 f B (x), defined as the expected proportion of polymorphic sites with with allele count equal to x in a 575 fixed sample, and note that the total number of polymorphic sites P (x) in a sample is given by
Hence, we can substitute eqns. 8 and 10 into eqn. 6 for α(x) to make theoretical predictions about 577 the shape of α(x) as a function of model parameters.
where f B S (x * ) and f B N (x * ) are the downsampled site frequency spectra for synonymous and nonsynony-579 mous sites, respectively, and p 0 is the probability that a polymorphic site is synonymous (i.e., assumed to 580 be neutral). We developed software that calculates eqn. 11 explicitly for the case of a Gamma distribution 581 of selection coefficients (see next section).
582
Gamma distributed selection coefficients 
590
Replacing θ s = 4N µ s in eqns. 7-8 with a Gamma distribution Γ[α, β], we find that
where p + is the probability that an allele is deleterious and p − is the probability that it is deleterious, 592 and ζ is the Riemann Zeta function. The frequency spectra for Gamma distributions of deleterious effects 593 have been previously investigated (55).
all 661 individuals, we obtained negative estimates of α, presumably because there are very few alleles per bin at high frequency in large samples which induces numerical instability. We therefore binned the 606 frequency spectrum into 5% frequency bins in performing the analysis, which resulted in a more stable 607 fit.
608
In addition to using the previously published software, we also implemented asymptotic-MK in r using 609 the function nls (nonlinear least squares). We fit a curve of the form α(x) = a + be cx to alleles between 610 x = 0.1 and x = 0.9 (i.e., the same default range of frequencies used in the previously published software 611 (33)). We applied this fitting procedure to predicted α(x) curves using our analytical approximations. We 612 find that α is strongly under-estimated when adaptation is due to weakly beneficial alleles (Fig. S12A) .
613
This result is largely insensitive to the distribution of deleterious alleles -decreasing the mean strength of 614 selection on deleterious alleles did not substantially change the performance of the estimation procedure
615
( Fig. S12B-C) . Removing beneficial polymorphism from the frequency spectrum essentially fixes this 616 problem ( Fig. S12D-E) . Of course, it is not possible to remove the beneficial polymorphisms in real data.
617
Background selection & adaptive divergence
618
Background selection, the action of linked deleterious alleles on patterns of genetic diversity (56-58), may 619 also alter the adaptive process. Linked selection reduces the effective population size and hence increases 620 the rate of drift of neutral loci, and may also reduce the efficacy of selection on deleterious alleles and 621 alter fixation rates of both deleterious and positively selected alleles (22).
622
We investigated the impact of background selection on α and α(x) using analytical theory and 
as derived previously (57, 58).
628
The effects of background selection on d N , d S , the frequency spectrum, and effective population 629 size have been the subject of much theoretical work (22, 56, 59) . It was shown previously (22) that the 630 probability of fixation of a positively selected allele under background selection is reduced by a factor φ, 
Multiplying across all deleterious linked sites, we find that
where Φ is the total reduction in fixation probability and Ψ is the polygamma function.
634
Testing the analytical theory with simulations
635
We rigorously tested the theoretical calculations herein using stochastic simulations (30). 
639
We also show that the predicted frequency spectra for positively selected, negatively selected, and neutral alleles are all in close agreement with simulations ( Fig. S3) , as are the number of diverged sites 641 for neutral (Λ 0 ), deleterious (Λ − ), and beneficial deleterious (Λ − ) alleles (Fig. S2) Here, we follow this generic approach exactly. The main sources of innovation in our method are which were previously inferred as the strength of negative selection in another study using human coding 718 sequences (32) (note that the mean strength of negative selection is given by a0 b0 = −457, but the 719 distribution is very heavy-tailed with a substantial contribution from weakly deleterious variants). We 720 additionally simulate positive selection with θ W = 7.8 × 10 −6 for weak adaptation and θ S = 2.6 × 10 
723
We seek to infer four parameters, which we draw from prior distributions -in particular, θ W = 4N µ W , the mutation rate for weakly beneficial alleles, θ S = 4N µ S , the mutation rate for strongly beneficial alleles,
725
and a and b, the parameters of the Gamma distribution controlling the distribution of deleterious alleles.
726
Since each of these parameters are fixed in our original round of simulations, we resample alleles from to perform this inference step (70).
733
We additionally infer the α values (α, α W , and α S ) -while these are not parameters of the model,
734
they can be inferred in the same ABC framework since they can easily be calculated for any given were previously inferred in another study using human coding sequences (32). We supposed that a and Galton-Watson process (52).
747
Resampled summary statistics & validation
748
We resampled polymorphic sites from our set of forward simulations with a = a 0 , b = b 0 , θ W = 7.8×10 −6 , 749 and θ S = 2.6 × 10 −7 to compute summary statistics for ABC. The underlying idea of these resampling 750 simulations is that given a fixed strength of BGS, the allele frequency spectrum can be approximated 
756
For polymorphic positively selected sites, we resample with replacement from the simulated fre-757 quency spectra by selecting adaptive polymorphic sites with probability proportional to θ W 7.8×10 −6 and 758 θ S 2.6×10 −7 for weakly and strongly beneficial alleles, respectively. We resample negatively selected alleles 759 with replacement from the frequency spectrum, but we adjust the sampling probability in proportion
760
to the probability that a polymorphic site with selection coefficient s is observed at frequency x given 761 the parameter values a and b using the analytical expressions developed in the previous sections. We 762 also analogously adjust the simulated number of fixation events at nonsynonymous along the simulated 763 branch. We confirmed that our resampling-based approach provides the appropriate frequency spectra 764 by comparing simulated resampled frequency spectra to forward simulations performed in SFS CODE 765 for a subset of parameter values at the boundary of our prior distributions (Fig. S11 ).
766
To capture the impact of background selection, we ran the original forward simulations with varying our approach is available by request and will be posted online.
776
We tested our ABC approach by simulating a large dataset of parameter values and matched summary 777 statistics, and then masking a subset of the parameter values. We tested our ability to infer the masked 778 parameter values using the remaining summary statistics for 100,000 replicates. We plot the results of this 779 experiment in Fig. S6 , where we summarize the inferred parameter value as the mean of the posterior 780 distribution. We find that the method returns accurate and unbiased estimates for most quantities 781 of interest, although we find that the parameter b controlling the distribution of deleterious effects is 782 somewhat noisily estimated.
783
Summary of robustness analyses
784
Although our model explains the observed (x) data very well, we were concerned that several possible 785 confounders might also produce similar patterns. We focused on five sources of confounding, namely and increase with the strength of negative selection. We found a slight negative correlation between B
803
and RS, almost entirely driven by genes with B > 875 (Fig. S10) sites. In contrast, we observe almost no change in the estimated negative selection parameters (Fig. S9 ).
811
Another possible confounder is demographic model misspecification. Selection and population demog-812 raphy both affect the frequency spectrum, and hence failure to accurately account for both demography 813 and selection in inference procedures can result in biases (65, (74) (75) (76) (77) (78) without BGS, and with and without draft, for a range of parameter values. We set α = 0.4 within the 854 gene, and supposed that 5% of the flanking sequence was a potential target for positive selection that 855 was both as strong and as frequent as that within the gene.
856
Consistent with earlier results (19), we find that draft can decrease α, likely by increasing the rate 857 of fixation of weakly deleterious alleles and/or interference between strongly beneficial alleles (51, 52).
858
However, even in the extreme scenario where adaptation is driven by very strongly advantageous alleles 859 with 2N s = 2000 and α = 0.4, we observe only a modest departure from the expectation in the absence of 860 draft at the frequencies that we use in inference, all but one of which are below 37% frequency (Fig. S4) .
861
This suggests that our inference should be only modestly affected by draft, and only in regions of the 862 genome experiencing strong, recurrent sweeps. and generated summary statistics. We then attempted to infer the parameters that were used to generate Figure S6 : Performance of our parameter estimation for all of parameters and quantities that we infer. In each panel, the true parameter value is plotted on the x-axis, while the inferred value is plotted on the y. The diagonal is plotted as a dashed black line. The inferred value is summarized as the mean of the posterior distribution. Each plot contains 100,000 simulations. Figure S7 : Performance of our parameter estimation for all of parameters and quantities that we infer, in the case when the true model has an ancestral expansion event that is ≈ 2 larger than the model used in the inference procedure. In each panel, the true parameter value is plotted on the x-axis, while the inferred value is plotted on the y. The diagonal is plotted as a dashed black line. The inferred value is summarized as the mean of the posterior distribution. Each plot contains 100,000 simulations. Figure S8 : Performance of our parameter estimation for all of parameters and quantities that we infer, in the case when the true model has an ancestral expansion event that is ≈ 1 2 as large as the model used in the inference procedure. In each panel, the true parameter value is plotted on the x-axis, while the inferred value is plotted on the y. The diagonal is plotted as a dashed black line. The inferred value is summarized as the mean of the posterior distribution. Each plot contains 100,000 simulations. Figure S9 : A-D. Posteriors for θ W , θ S , the mean strength of negative selection (2N s), and the ratio of α BGS (the estimated value of α in humans after accounting for BGS) to α 1000 (the value of α for regions of the genome not undergoing BGS, as predicted by our model). E-G: The same quantities, as inferred using only genes with B < 875. We do not infer αBGS /α1000 in this row because genes with B ≈ 1 are not included in this analysis. 
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Figure S10: The relationship between BGS (B) and average sequence conservation (RS ) for ≈ 10,000 genes for which we were able to obtain estimates of both quantities. The blue line is fit to the data using geom smooth in ggplot2, while the red line is plotted at B = 875. Most of the negative correlation between B and RS is driven by alleles with B > 875. Note that B is defined in previous work (36), and is equivalent to 1000 × Figure S11 : We compare simulated frequency spectra obtained with SFS CODE (points) to frequency spectra that we obtained using our resampling-based approach (lines) for a range of parameter values corresponding to the strength of negative selection. We observe good agreement between the approaches. One downside of the resampling based approach is that stochastic fluctuations in the dataset from which resampling is performed are replicated across different samples (e.g., the spike at ≈ 0.015 is replicated in both A and B). . In each panel, the strength of selection on adaptive alleles is 2N s = 10.
