Abstract. The managers of the telecommunication infrastructure face the challenge of detecting and removing anomalies in the area of energy consumption. New technologies such as smart meters present new possibilities for the control and optimization of energy consumption. The aim of the article is to present the framework of a tool for the detection of anomalies related to energy consumption. The developed multi-criteria system for anomaly detection (MSFAD) consists of three methods: time series prediction with Particle Swarm Optimization (PSO), categorization based on absolute energy consumption and segmentation with the use of relative changes in energy consumption. The framework was tested on the energy consumption logs received from a telecommunications company. The analyses show that combining these methods may lead to improved feedback and increase the number of anomalies detected. That, in turn, would allow for a faster response, and increase the quality of the services provided.
Introduction
Telecommunications sector is a huge market with the revenue of 5.6 trillion USD in 2015. It absorbs about 8% of electrical energy produced in the world [5] . The sector allows for development of digital society and may boost digital transformation. This transformation consumes a lot of electrical energy, needed both for indoor sites (data centers, offices), but also for outdoor facilities for acquiring, storing and transmitting data via networks [15] .Therefore, to create balanced digital ecosystem, main telecommunications sector players: internet providers, mobile network operators and fixed network operators seek for new automated solutions in the area of energy efficiency improvement and tend to prepare the framework of decision support tools for electricity management. In order to increase the energy efficiency they have to identify the current, anticipated energy consumption and introduce intelligent energy consumption measurement systems and tools for anomaly detecting and forecasting, planning the future electrical energy demand. These tools could be used for both increasing the quality of provided services but also for extending the portfolio of offered services.
Increasing the effectiveness in the area of energy consumption is needed also because of falling revenue per customer that is observed both in American, Asian and European telecommunicationş A number of experimental results, along with a numerical example are illustrated in Section 4. Finally, Section 5 presents the conclusions drawn from this work.
Anomaly Detection
Anomaly can be defined as a deviation of given pattern from the typical or an average value/ behavior [3] , that is called irregularity or exception. This term is commonly used in physics, chemistry, astronomy, IT, and telecommunications. The anomaly detection (AD) process is used for identification of some unusual patterns, outliers [4] . The deviation can be calculated from the temporal or spatial average, for given point (object), region (object class) or whole area (infrastructure). Anomalies can be divided into three groups: point anomalies -single object is different from the rest, contextual anomalies -common in time-series data and collective anomalies. The anomaly can be identified for different time intervals: minutes, hours, days, months but also for years, decades, centuries. The anomaly detection process is related to novelty detection (identifying new patterns not observed during the training period but still "normal") and noise removal (removing of unwanted observations). AD has many areas of usage e.g. intrusion detection in computer networks or systems (IDS), fraud detection in banking system, monitoring the risk of damage of production lines or monitoring consumer behavior.
AD is a process of identification of objects, observations, events that not conform the assumed pattern. The major challenges in this area are: defining the normal (reference) set, evolving of normal pattern, adopting the right scale for the given problem, availability of an appropriate data for training and eliminating noise from the data. AD can be used for identification of rare objects, intrusion detection but also other unexpected activities like excessive or too low consumption of electricity. Scientists developed many techniques for AD that can be divided into two categories: unsupervised anomaly detection (UAD) and supervised anomaly detection (SAD). In UAD techniques anomaly is detected by comparing the characteristics of explored objects with other object in the same category (we assumed that the majority of items in the analyzed set are normal). SAD techniques use free of anomaly (normal) data set and a set of objects with confirmed anomaly (abnormal) for training, tuning the AD system. Many specialized detection techniques are developed for specific areas of application others are more general [3] . Anomalies can be detected using simple statistical methods (descriptive statistics), moving average or more sophisticated like machine learning approaches (density based or clustering based), finite state automatons.
In the literature we can find many comparisons of AD techniques, frameworks and tools. Chandola et al. [3] present the structured and comprehensive research in the area of AD. The developed article can serve as a guide for choosing right technique for the given domain and assessing its effectiveness. The authors present also advantages and disadvantages of described techniques. The overview of existing solutions in AD technological trends were characterized also by Patcha and Park [19] . Finally, a comparative study of AD schemes in network intrusion detection was described by Lazarevic et al. [16] .
The articles present also the detailed characteristics of developed techniques and possible areas of applications. Eskin [8] presents the AD technique that doesn't need the training on normal, reference set of data. That technique overcomes the main challenges in AD so lack of reference data set and was implemented for intrusion detection in UNIX system. Eskin et al. [9] present geometric framework for UAD. The non signature-based technique detects the anomalies by determining which objects lies in sparse regions of the feature space. Also Kruegel and Vigna [14] describes IDS using many different AD techniques to detect attacks against web-based applications and servers. Developed system can be used in different network environments and doesn't need time consuming learning or tuning.
Many papers [10, 13, 21, 24, 25] address also the issue of AD of energy consumption, mainly in buildings, industrial systems or telecommunication networks. Kim and Shin [13] patented power monitoring module that is used in a mobile devices to detect residing malware applications. Developed analytical module explores power history signature and compares it with known reference power signatures. Also Rajasegarar et al. [21] prepared survey article in which they analyze techniques of AD in wireless networks. The presented approach can be used for network diagnosis, intrusion detection or applications monitoring in order to provide secure and reliable network functioning. Windmann et al. [24] propose stochastic method for AD in energy consumption in hybrid production systems. They modeled the industrial system modes and transitions using finite state machine. Evaluation of the solution in small size factory showed better results in comparison to the existing techniques commonly used in this area. Zhang et al. [25] address the problem of demand response (DR). They present the method to identify anomalous periods of energy consumption of individual premises. Prepared algorithms were tested on premise level and device level. They conclude that this technique could be successfully used for eliminating anomalous days form the historical energy consumption data. Also, Fontugne et al. [10] analyzed problem of identifying the abnormal energy consumption in buildings. They proposed SBS method for discovering abnormal energy consuming objects behavior. The technique creates usage pattern of given device that is relative to other energy consuming equipment. The authors tested the solutions on building sensor traces from two buildings and reported that SBS tool discovered many inefficient devices usage that resulted in waste of energy.
Basing on the literature review and the knowledge of cooperating experts from the telecommunications sector the authors developed the framework of a integrated tool for AD. In the next parts of the article we present the multi-criteria system for anomaly detection (MSFAD) that can be used for monitoring telecommunications infrastructure. To get better results the authors combined three methods: time series prediction with Particle Swarm Optimization (PSO), categorization based on absolute energy consumption and segmentation with the use of relative changes in energy consumption.
Multicriteria System of Anomaly Detection
An effective model of management of objects with different characteristics should be highly effective in detecting anomalies in energy consumption. The proposed system, due to its universal approach to the value of energy consumption, can be used for all types of telecommunications facilities, such as office buildings, technical facilities, containers, etc. In order to ensure high effectiveness of anomaly detection, a multi-criteria decision support system based on aggregation of information from several independent approaches is proposed. The general scheme of the anomaly detection process presents figure 1.
Each subsystem uses only historical data on energy consumption, but each approach uses different mathematical tools. The analyzes used hourly energy consumption readings for individual objects. We assume that for each of the analyzed objects, we have data for at least two years period. The research used data from one of the telecom services market companies. Table 1 presents the number of objects belonging to individual classes. Due to the large number of different objects, proper management of facilities requires in-depth analyzes. It is necessary to develop a system that is universal and allows adaptation to the characteristics of the objects. In the proposed solution, inputs are energy consumption values that are later handled by individual subsystems. The MSFAD consists of seven subsystems. In three subsystems, we use an individually constructed short-term model of energy consumption based only on available historical data. The first subsystem (S1) is based on the use of a typical variability range. The subsystem (S2) uses the confidence interval for the mean. Author's subsystem (S3) uses a range of variation based on the weighted moving average. The assumption of this system was the lack of sensitivity to cyclical fluctuations. In the other four subsystems, we use the similarity between the analyzed objects within a single category of objects. The subsystem (S4) is based on the correlation of energy consumption within individual groups of facilities. The subsystem (S5) is based on the correlation of relative energy increments for particular categories of objects.The subsystem (S6) is a subsystem modification (S4) using aggregated values of energy consumption readings. Instead of wear values, the deciles to which the values belong are compared. The last of the proposed subsystems (S7) uses a novel approach to the use of degrees of belonging to determine the degrees of similarity. The return value from each subsystem is one if anomaly is detected and zero if there are no anomalies. The return values from each subsystem are aggregated using appropriate decision rules. Three variants of data aggregation are proposed: rigorous, balanced, liberal. The choice of the aggregation method depends on the system user's preferences. As feedback, the system user receives service suggestions for each object.
Notations
Before description of the subsystems, the notations used in paper are explained in Table 2 . 
Subsystems Based on Short-Term Forecasts
In the following three subsystems, we use an individually constructed short-term model of energy consumption based only on available historical data.
Subsystem S1 -moving average method One of the most classic and obvious approaches to building short-term forecasts is the use of the average [2, 11, 18] . In this case, due to the characteristics of the analyzed object we will say that there was no anomaly if the reading of energy consumption belongs to the interval it is advisable to use the average given by the formula
where components are calculated using formulas
Subsystem S2 -confidence interval A similar approach is to use the confidence interval for the average [27, 17] . We will say that an anomaly was detected at the α confidence level if the energy consumption reading value does not belong to the interval
Both of the above subsystems, given by (1) and (2) , are sensitive to periodic deviations from the norm. Therefore, it was necessary to develop a method resistant to cyclical fluctuations.
Subsystem (S3) -weighted moving average
As a short-term forecast, let's use a weighted moving average given by
for which the variance
is minimized. The first components of the sum are responsible for the mapping of daily trends, the elements with the weight b are responsible for the weekly trend, while the element with the weight c is responsible for taking into account seasonal trends. The PSO method [20] was used to determine a, b, c constants. Based on the average x 0 n , calculated by (3), and standard deviation s n = s 2 n , determined from the formula (4), a typical electricity consumption interval [x 0 n − s n ; x 0 n + s n ] is built. The approach proposed is immune to cyclical fluctuations.
The PSO is a bioinspired optimization algorithm that can be used to solve high-dimensional and multimodal optimization problems. It is described in analogy with an activity of bird flocking or fish schooling in order to find food or to escape from enemies, by splitting up into groups [7] . In PSO bird is called a particle and its location represents a n-dimensional solution space is explored using a swarm of M particles, seeking to minimize an objective function f . The whole particle swarm flies in the search space to search for the global optimum, the best location corresponds to the particle whose objective value is the minimum among other particles. One round of observations from all particles corresponds to one iteration in the PSO. Compared with other swarm intelligence algorithms, PSO is easy to be implemented and can be used to solve many real world problems [26] .
Subsystems Using Similarity of Objects within Individual Categories of Objects
In the next four of the proposed subsystems, it is proposed to use the similarity of the energy consumption characteristics in objects belonging to the same category of telecommunications facilities [12] . To determine the degree of similarity in the realization of typical energy consumption we suggest using four subsystems 1. Subsystem based on correlation calculated directly for values of energy consumption (S4) 2. Subsystem based on correlation calculated for hourly increases/decreases in energy consumption (S5) 3. Subsystem based on correlation calculated for aggregated values of energy consumption (S6) 4. Subsystem based on measure of similarity based of degree of belonging to clusters in a fuzzy clustering (S7) Operation of S4-S6 subsystems is very similar, the only difference is in the way of determining the correlation.
Subsystem (S4) -correlation between energy consumption
In the case of subsystem S4, the correlation is calculated between the energy consumption values in the objects belonging to this category. It is obvious that the individual categories of facilities are characterized by other typical daily energy patterns. Therefore, it is not reasonable to compare objects belonging to the outdoor container and office categories. An important issue is having the right number of data to determine the correlation. In order to authenticate the considerations, it was assumed that the correlation coefficient between two objects is determined only when the number of days for which data is available exceeds 100.
Subsystem (S5) -correlation between hourly increases/decreases in energy consumption It was noted that when using a correlation coefficient between energy consumption values, a low level of similarity was found for some object classes. Higher correlation coefficients are characterized by hourly increases in energy consumption. Having the values of energy consumption in particular hours, before calculating the correlation coefficient, it is advisable to apply the formula
Then, for such determined relative increments (5), the correlation between objects belonging to the same category is calculated.
Subsystem (S6) -correlation between aggregated values of energy consumption
An alternative way to increase the level of the correlation coefficient between objects is to use aggregation of input data. One of the most obvious ways is to change the energy consumption value with the decile number to which the given value belongs. It is advisable to use the formula
The correlation coefficient is calculated for the transformed data. Subsystem (S7) -measure of similarity based of degree of belonging to clusters in a fuzzy clustering In the case of the subsystem (S7), the starting point was to determine the most important features affecting objects clustering. The project team used expert knowledge for this purpose. More precisely, by applying the AHP pairwise comparison method [22, 23] , and more specifically its graphical interpretation, the weights of individual features were obtained. Based on the individual weights, grouping by Fuzzy C-Means (FCM) [1] was done. The degree of similarity is equal to the highest degree of belonging to one class. For example, if the object A belongs to the group X in the degree of 0.7, the group Y in the degree of 0.8, and the group Z with degree 0.5. Also, if object B belongs to groups X, Y, Z with degrees 0.3, 0.4, 0.5 respectively, then measure of similarity is equal to 0.5. In the case of the S7 subsystem, the acceptance threshold was set at 0.6. In other words, if two objects have degrees of similarity of at least 0.6, they are included in the calculation of the value function F by formula (6) .
For all four subsystems S4 -S7, determining whether an anomaly occurred is based on the use of a weighted number of objects behaving in accordance. Let ω * i will be an analyzed object. Then the function
allows us to check if the object exhibits an anomaly. In the case when the value of the F function (6) is positive, we state that there is no anomaly, and when the function value is negative, we have an anomaly. We say that there is an anomaly because the tested object behaves differently than the majority of objects that have so far characterized by similar behavior.
Aggregation of Signals from Individual Subsystems
Each of the proposed subsystems returns a value of one if it detected an anomaly, otherwise zero is returned. It is important to develop decision rules allowing for efficient management of a large number of objects. Suggestions for the system administrator should be provided to the needs of a company using a multicriteria anomaly detection system. Let us consider three approaches:
1. rigorous signals aggregation (AR1) -requiring a lot of involvement of service teams, but increasing the network's uninterrupted operation, 2. balanced signals aggregation (AR2) -based on the equable use of service teams, 3. liberal signals aggregation (AR3)-focused on minimizing costs. In the above aggregation methods we use indications from different number of subsystems. The proposed rules are presented in the table 3. If one subsystem indicates an anomaly occurs, the object should be observed.
AR2
If more than five subsystems signal an anomaly, immediate intervention is recommended.
If more than three subsystems signal an anomaly, intervention is indicated.
If at most three subsystems indicate an anomaly occurs, the object should be observed.
AR3
If all subsystems signal an anomaly, immediate intervention is recommended.
If more than five subsystems signal an anomaly, intervention is indicated.
If at most five subsystems indicate an anomaly occurs, the object should be observed.
The choice of approach depends on the degree of calibration of subsystems and business decisions of the company. If the system is well calibrated and reports a small number of anomalies, then the application of the AR1 approach is suggested. At the stage of system implementation, it is advisable to use the AR3 approach, because at the beginning the system may report a large number of anomalies. Modification of some subsystems may be necessary.
Developed MSFAD Tool and its Application

MSFAD Tool
The developed multi-criteria system for AD merges 7 subsystems. The proposed system implements well-known data analysis techniques (like moving average, correlation, confidence interval), however simultaneous use of these seven techniques and the way they are aggregated can be considered as novelty. Three subsystems based on short-term forecasts and four subsystems using similarity of objects within individual categories of objects. The MSFAD uses also three ways of aggregation: rigorous, balanced, liberal. The scheme of MSFAD system is presented on figure 2 . 
Anomaly Detection with MSFAD
The operation of the proposed multi-criteria system was tested on real data provided by the telecommunications company. Consider an example of an object (labeled A) belonging to the category of technical objects. The amount of energy consumption in this object for the example week presents figure 3. This obsession is characterized by relatively regular daily energy cycles.
The object A being analyzed is strongly correlated (in the case of the S4 subsystem) with 19 other objects. In case of application subsystems S5 and S6, the number of objects is strongly correlated respectively 32 and 35, respectively. The S7 subsystem uses only 12 objects characterized by a large similarity to object A. The number of potential anomalies reported by individual subsystems (S1-S7) for a week (168 hours of readings) is presented in the table 4.
The most stable approaches are subsystem S3 based on PSO method and subsystem S7 using similarities. These systems report few potential failures and do not require additional calibration. On the other hand, systems S1 and S2, based on the most classic approaches, require calibration to the realities of the company.
Unfortunately, the project team does not have confirmed information about actual anomalies detected in the analyzed period of time. It seems, however, that some subsystems report too many potential anomalies and it is necessary to enter the appropriate calibration of subsystems. For example, replacing σ by value of 3σ in the formula (1) for M = 2 the number of anomalies falls to 58. For α = 0.01 and M = 2 subsystem S2 reports the occurrence of 5 anomalies. In the case of subsystems S4 -S7, it is advisable to increase the similarity threshold. In the case of replacing porting systems using data collected by smart meters. To increase the synergy effects and improve the energetic effectiveness the anomaly detection tools should use not only information about energy consumption but also about telecommunication network traffic, atmospheric conditions, performed infrastructure updates and many others. Many specialized detection techniques are developed for specific areas of application, different types of objects. Therefore, we propose the multi-criteria system that can be more universal, and offering greater customization possibilities. This tool can be used for all types of telecommunications facilities, such as offices buildings, technical facilities, containers, etc. For better results we can use different aggregation methods and therefore make the system more flexible and more adjusted to the specifics and requirements of the telecommunications sector. To develop good anomaly detection tool scientists need strong cooperation with the telecommunications sector, to get access to real data and knowledge of domain experts that will be able to prepare and interpret appropriate data for analysis and help with the evaluation of developed tools. The assumptions of the proposed multi-criteria anomaly detection system meet the expectations of the company with which the project team cooperates. There are internationally conducted works on the calibration of the system that supplies it to the realities of a large company with thousands of telecommunications facilities. Both the project team and the company that provided the data for tests realize that the key task is to properly calibrate systems and check its effectiveness for a large amount of data. It is necessary to use information on the value of energy consumption in all telecommunications facilities for a sufficiently long period of time.
In the case of having accurate values of energy consumption readings made at a higher frequency, even at 15-minute intervals, it is possible to develop a system that would not only inform about the occurrence of anomalies, but even warned against their occurrence. By using machine learning techniques, we can pick up premises, small deviations from the norm, that may precede the occurrence of a failure.
