Abstract
Introduction
The interest in finite model theory from a complexity theory point of view is motivated by the fact that "descriptive complexity theory" allows to rephrase complexity theoretic questions in a purely logical framework [15, 16, 17] . This allows one to attack these questions from a new perspective and using different tools, such as EhrenfeuchtFraïssé-games.
In this paper, we study the expressive power of firstorder logic augmented with counting quantifiers on ordered structures. Expressions in first-order logic are built from relational expressions Rx 1 x 2 x r and equalities x 1 x 2 using the connectives , , , and the quantifiers and . The limitations of the expressiveness of first-order logic are well-known (see, e.g., [5] ), most notably that it lacks any ability to 'count'. It is not even possible to express the fact that a structure has even size.
Adding 'counting quantifiers' to the logic remedies this fact. Counting quantifiers are expressions of the form y xϕ´xµ and express that "there are at least y distinct elements x that satisfy ϕ´xµ". There has been a great interest in recent years in the expressiveness of first-order logic augmented with counting quantifiers, which we will call FOC in this paper. This is mostly due to the fact that this logic, in the presence of an ordering, and addition and multiplication predicates (we call this logic "FOC´ · ¢µ"), captures the circuit complexity class TC 0 [3] , the class of uniform polynomial-size, constant depth, threshold circuits. It is an important open question whether TC 0 is weaker than LOGSPACE; even whether it is strictly weaker than NP is unknown [2] .
To see whether a logic captures LOGSPACE it is sufficient to determine whether it can express "deterministic transitive closure". Deterministic transitive closure (DTC) is the problem where given a directed graph whose vertices all have out-degree at most 1, and two nodes s and t, one has to decide whether there is a path from s to t. DTC is LOGSPACE-complete under quantifier-free reductions [8] .
The main result of the present paper is that first-order with counting quantifiers on ordered structures with an addition predicate (we call this logic "FOC´ ·µ") and a binary relation E, i.e. on structures of the form
cannot express the deterministic transitive closure of E, and thus fails to capture LOGSPACE. We prove this main result by giving an explicit winning strategy for the second player in an Ehrenfeucht-Fraïssé-game.
From a descriptive complexity theory point of view, it shows that the multiplication predicate must be essential should FOC´ · ¢µ in fact equal LOGSPACE. Moreover, from our proof we can also directly conclude the stronger result that FOC´ ·µ FOC´ · ¢µ meaning that multiplication is essential to capturing TC 0 , too. We thus obtain
Related work
Most of the previous work on the expressibility of counting quantifiers considered two-sorted structures, which consist of a finite "vertex domain" (the 'actual' structure) and a (possibly infinite) number domain.
Infinite number domains with arbitrary operations, as introduced by Grädel and Gurevich in their 'meta-finite model theory' [11] , were considered by Benedikt and Keisler [4] , who proved separations for several variations of counting quantifiers on such structures.
In the work more closely related to this paper, finite structures of the form
were considered. Here, the relations R A i apply only to the vertex domain v 0 v N , and the ordering and arithmetic operations apply only to the number domain 0 1 N . For a counting formula y x ϕ´xµ, x ranges over the vertex domain, while y ranges over the number domain.
By splitting the structure in this way, it is possible to consider structures that are not ordered. Etessami [8] showed that if one has only a successor relation S on the vertex domain, then first-order logic with counting, addition and multiplication cannot express the transitive closure of S, and therefore fails to capture LOGSPACE. The proof in the journal version of the paper relies on the fact that first-order logic with counting quantifiers can only express local properties, which follows from [22] . Libkin [18, 19, 20] also considered local properties of a variety of logics involving counting quantifiers.
Unfortunately, in the presence of a total ordering, these proof techniques do not apply anymore, since all elements of the structure are directly "connected" by the ordering.
The result of this paper may therefore be one of the very few non-trivial statements about the expressibility of firstorder logic with counting quantifiers on ordered structures. By avoiding two-sorted structures, it also seems more natural than other results in this area.
To prove our main result, we give an explicit winning strategy for player II in an Ehrenfeucht-Fraïssé-game for the logic FOC. Winning strategies for Ehrenfeucht-Fraïssé-games for first order logic without counting quantifiers, but in the presence of an addition predicate, have been studied before. Most of them are related to techniques used by Presburger for the quantifier elimination of T h´ µ [23] ; a very readable exposition of such a strategy can be found in section 3.3 of [12] . Lynch [21] also gave a similar strategy when proving inexpressibility results for first-order logic on structures with an addition relation.
The main technical contribution of this paper is the extension of the strategy in the presence of counting quantifiers, corresponding to a 'set move' in the EhrenfeuchtFraïssé-game.
After completing this paper, we noticed a reference in [8] to an (as yet) unpublished manuscript of Lindell that seems to imply the result stated in this paper. Our result was derived independently, and might also be interesting in its own right due to its proof technique.
Outline of paper
This paper is structured as follows. In section 2, we present the notions and definitions from finite model theory used in this paper. In section 3 we state and prove our main theorem. In the last section 4 we summarize our results and discuss possible future research directions.
Logics and games
In this section we give the definitions necessary for the rest of the paper, in particular of the logic FOC´ ·µ which will be the main concern of this paper. We then describe the Ehrenfeucht-Fraïssé-game for this logic, a gametheoretic method to prove inexpressibility results. Our notation follows [5, 6] .
Remarks on Notation
Our notation slightly deviates from the other literature on counting quantifiers. This is due to the fact that we consider only one-sorted structures. In the presence of a total ordering on the structure, a separate number domain does not give any additional expressibility 1 , so for simplicity we avoid using it.
Usually the name FO´Cµ is given to first-order logic with quantifiers on two-sorted structures with the BIT predicate on the "number domain". In order not to confuse the reader, we will call first-order order logic with counting on single-sorted domains FOC.
Structures
All structures we consider in this paper are finite with domains 0 1 N where N ¾ AE. If we consider σ-structures (where σ is the set R 1 R r of relations on the structure) and σ includes one or more of the relation symbols , · and ¢, then these relations are always interpreted as the "natural" ordering, addition and multiplication relations, respectively, on the set 0 N . Note that · and ¢ are always relations, not functions, in this paper.
FOC
The logic FOC studied in the following is the extension of first order logic obtained by adding counting quantifiers. 
Capturing complexity
Central to the relationship between finite model theory and complexity theory is the notion of a logic capturing a complexity class. Complexity classes are usually defined in terms of languages, but strings over a finite alphabet can easily be encoded as (ordered) relational structures. This means that strings and structures can be used interchangeably, which leads to the following definition.
Definition 2 (Capturing a complexity class)
A logic L is said to capture a complexity class C iff for every class K of σ-structures in C there is a sentence ϕ ¾ L (and vice versa), such that for all σ-structures A the following holds: [9] that the logic Σ 1 1 (existential second order logic) captures NP, logical characterizations have been found for many other complexity classes such as P [13, 24] , PSPACE [1] , and LOGSPACE [14] . For the latter characterizations the structures have to be ordered, as otherwise the logics fail to express even simple statements such as 'the structure has an even size'. It is an open problem whether there exist logical characterizations of these classes that also hold for structures without an ordering.
As mentioned in the introduction, Barrington et al. showed the following theorem in [3] . 
Ehrenfeucht-Fraïssé Games
Ehrenfeucht-Fraïssé games (EF-games) are a gametheoretic method to prove inexpressibility results for logics. They were invented by Ehrenfeucht [7] based on work by Fraïsse [10] . We will give a short introduction to EFgames, and refer the reader to [5] for a more thorough coverage. Whenever we use the term "EF-game" in this paper, we mean an EF-game for the logic FOC.
An EF-game proceeds as follows. Given are two struc- Note that if we have a i b i 1 for some i, then the point move is just a special case of the set move. We nevertheless make the distinction, since it helps structure our reasoning later on; we can first consider the 'simple' point move, and then extend our results to the more complex set move.
Player II wins a M-Move EF-game iff after M moves the mapping´a 1 
isomorphism from A to B, i.e. it preserves equality and the relations on the two structures. Otherwise, player I wins.
Obviously, if A and B are isomorphic, player II can always win by mirroring the moves of player I in the other structure. But more generally the following theorem holds -a variant of the theorem due to Ehrenfeucht for first-order logic. A proof can be found in [8] .
Theorem 2
The following two statements are equivalent: 
Main Theorem
"Deterministic transitive closure" is the following question: Given a directed graph G V Eµ, where every node has out-degree at most 1, and two nodes s t ¾ V ; is there a path in G from s to t? This problem is obviously in LOGSPACE. Our main theorem, which we prove in this section, is the following.
Theorem 4
Deterministic transitive closure (DTC) cannot be expressed in FOC´ ·µ.
It then immediately follows that

Corollary 5
FOC´ ·µ does not capture LOGSPACE. £
Proof of main theorem
For each natural number M we construct two structures
where E is a binary relation that represents a directed graph where every vertex has an out-degree of at most 1. We will have that So let M 1 be fixed for the rest of this proof, and we
Construction of A and B
To define the size of the structures A and B, we use a
AE that will also play a role later in the proof. During the proof we will repeatedly make use of the fact that r´mµ is 'much larger' than r´m · 1µ for all m ¾ 4 M · 3 . In fact, the exact definition of r does not matter much, as long as it satisfies all size constraints imposed by the proof. When reading the proof, it is therefore helpful to ignore the exact definition of r, and just convince oneself that all constraints in the proof can be satisfied simultaneously. The function r is recursively defined as follows:
Set R : 3r´4µ 3 ¡ r´4µ! and fix the size of our structures as N : 4R · 1µR. We define the edge relations as follows:
´a bµ a · 2R b
Obviously 0 and N are connected via an E A -path (since N is a multiple of R) but not via an E B -path (since N is not a multiple of 2R).
Strategy
We have to show that these two structures cannot be distinguished using an M-move Ehrenfeucht-Fraïssé-game. To this end we state a strategy for player II that ensures that all mappings´a 1 a m µ ´b 1 b m µ occurring during the game will be partial isomorphisms.
The
More precisely, the linear combinations player II must preserve have the following form.
We can now define sets W m (4 m M · 4) that are winning situations for player II. The function r used in the definition is the one we used above to define the size N of our structures. Note that r decreases rapidly; intuitively, at the beginning of the game, player II has to preserve a large number of linear equations to account for all possible strategies player I might take, while as the game progresses, player II has to preserve fewer and fewer linear combinations. I.e., we actually show a stronger statement than player II just having a winning strategy for the M-move EF-game. We show that II can win a M-move game, where four elements in each structure (´0 1 R Nµ and´0 1 2R Nµ) are already fixed at the beginning of the game.
Definition 4 (W m )
W m : Ò´a 1 a m µ ´b 1 b m µ ¬ ¬ ¬ a 1 a 2 a 3 a 4 µ 0 1 R Nµ ´b 1 b 2 b 3 b 4 µ 0 1 2R Nµ π : L r´mµ´a1 a m µ L r´mµ´b1 b m µ with π m ∑ i 1 p i q i a i m ∑ i 1 p i q i b i is a (well-defined) isomorphism Ó £ "Well-defined isomorphism" means that m ∑ i 1 p i q i a i ¾ ´µ m ∑ i 1 p i q i b i ¾ and m ∑ i 1 p i q i a i m ∑ i 1 p ¼ i q ¼ i a i´µ m ∑ i 1 p i q i b i m ∑ i 1 p ¼ i q ¼ i b i for all p i , p ¼ i , q i ,
Proof of Lemma 6:
We have to show that the mappinǵ 0 1 R Nµ ´0 1 2R Nµ can be extended to an isomorphism π : L r´4µ´0 1 R Nµ L r´4µ´0 1 2R Nµ. Intuitively, the reason for this being possible is that the elements of the two quadruples belong to the same residue classes for all moduli less than r´4µ, and that 1, 2R and N are so 'far apart' that they satisfy only trivial addition relations.
More formally, first, we have that for all p i , q i (1 i 3) of no more than r´4µ in absolute value, the following holds.
¡N ¾
To see this, just note that R, 2R and N are multiples of r´4µ!, and therefore q 2 and q 3 evenly divide R, 2R, and N. Thus, both sums are integral if and only if p 1 q 1 is an integer.
Next, we have to check whether π preserves equality and ordering. It suffices to show that for all p i , q i (1 i 6) of no more than r´4µ in absolute value, the following holds. To see that this equality holds, note that N was chosen such that it is much larger than R, and R is much larger than 1. If
we have
Thus, the values of expressions (1) and (2) 
and the expressions (1) and (2) , the expressions are identical.
Checking that π respects · can be done in a similar fashion; a little calculation shows that
holds if and only if for all i ¾ 1 2 3 :
And the same is true if we replace R by 2R. So these relations are trivially preserved by π.
The mapping π then also respects E, since the edgerelation is defined in terms of the addition relation and the fixed elements R and 2R. ¤
Proof of Lemma 7:
We will show this lemma by stating an explicit strategy for player II. First we consider the easier point move case. As mentioned in the introduction, strategies for this case can also be found in [12, 21] . Then we will state the set move strategy which will be a non-trivial generalization of the point move.
Assume that the game situation´a 
Point Move
Assume that player I chooses a new element a m·1 in structure A (the case of player I choosing an element of B is handled symmetrically). We have to choose a new element b m·1 such that´a a m·1 µ ´b b m·1 µ is in W m·1 . We distinguish two cases.
In the first case, a m·1 is "close" to the previously chosen elements, and already in the domain of π. Here we can just set b m·1 : π´a m·1 µ. In the second case, a m·1 is "far" from all previously chosen elements, i.e. does not satisfy any non-trivial addition relations with them. In this case it suffices for b m·1 to satisfy the same ordering constraints as a m·1 and belong to the same residue classes as a m·1 for moduli less than r´m · 1µ. We will see that this is always possible, since r´mµ was chosen large enough to leave plenty of 'room' between the elements b i .
We will now give the details of the strategy in the two cases.
Here, a m·1 is a linear combination a m·1
a m with "small" coefficients. Therefore any linear combination
a m with "slightly larger" coefficients. So we have
where the last inclusion holds by definition of r´mµ. Thus, by setting b m·1 : π´a m·1 µ we have an isomorphism between L r´m·1µ´a a m·1 µ and L r´m·1µ´b b m·1 µ that is just a restriction of the old isomorphism π.
Let a min and a max be the greatest (respectively least) elements of L 3r´m·1µ 6´aµ less (respectively greater) than a m·1 , and b min and b max be their images under π. 
This inequality is independent of a m·1 , so since π ¼ agrees with π on L r´m·1µ´a µ and π respects the ordering, we have that
And adding
b m·1 on both sides of the inequality does not change its validity.
If, on the other hand
(say it is ), then the inequality can be solved for a m·1 :
The linear combination on the right is an element of L 2r´m·1µ 4´aµ, and therefore an element of L 3r´m·1µ 6´aµ. Since we chose b m·1 such that it satisfies the same ordering-relations as a m·1 regarding the elements of L 3r´m·1µ 6´bµ, this inequality is preserved by π ¼ .
To see that π ¼ preserves ·, consider an equality of the following form:
, then the equality is independent of the value of a m·1 , and thus preserved by π ¼ . If it depends on the value of a m·1 , we can solve the equation for a m·1 , obtaining
to the choice of a m·1 .
And finally, E is preserved, since it is defined in terms of the addition predicate.
Set Move
Player I chooses an element a i and a set A 0 0 1 N with A 0 a i (again the case of player I choosing an element and subset from B is handled symmetrically). Player II has to answer with a set B 0 with B 0 b i . We want to choose B 0 in such a way that whatever element player I chooses in it, we can answer according to our point move strategy with an element of A 0 .
In the point move case we distinguished between two cases for a new element: whether it is in the set L 3r´m·1µ 6´aµ or not. Since we want to eventually apply our point move strategy, we do the same here. For the definition of B 2 , recall case 2 in the point move. We found that a b m·1 could be answered by any a m·1 that is in the same residue class modulo lcm´1 2 r´m · 1µµ and in the same 'interval' between elements of L 3r´m·1µ 6´aµ and L 3r´m·1µ 6´bµ, respectively. To this end we will show that 
FOC´ ·µ is weaker than FOC´ · ¢µ
The previous proof gives us an immediate corollary:
Corollary 8
FOC´ ·µ is strictly weaker than FOC´ · ¢µ.
Proof:
The two structures given in the preceding proof are distinguishable in FOC´ · ¢µ since we just have to ask whether the only element to which 0 has an edge evenly divides the maximum element. ¤
Conclusion
We have shown that the logic FOC´ ·µ does not capture LOGSPACE, since it cannot express deterministic transitive closure. This may be one of the first meaningful results about the expressibility of first-order logic augmented with counting quantifiers in the presence of an ordering and non-trivial arithmetic operators.
As Corollary 8 shows, the proof breaks down in presence of a multiplication predicate. This is not surprising, as this case corresponds to the open question TC 0 vs. LOGSPACE. The intuitive reason why the problem becomes much harder is that we used the fact that the combinatorial structure of the addition operation is very simple. But, as number theory evidences, addition and multiplication taken together exhibit a very involved structure. Therefore constructing an explicit EF-game strategy for this general case seems to be very difficult.
A natural next question therefore is: if not multiplication, what other (most likely weaker) operations can we add to FOC, and still prove inexpressibility results?
