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Abstract
The spin symmetry in the Dirac sea has been investigated with relativistic Brueckner-Hartree-
Fock theory using the bare nucleon-nucleon interaction. Taking the nucleus 16O as an example and
comparing the theoretical results with the data, the definition of the single-particle potential in
the Dirac sea is studied in detail. It is found that if the single-particle states in the Dirac sea are
treated as occupied states, the ground state properties are in better agreement with experimental
data. Moreover, in this case, the spin symmetry in the Dirac sea is better conserved and it is more
consistent with the findings using phenomenological relativistic density functionals.
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It is well known that in the nuclear system the spin symmetry is largely broken, that is,
there exists a large spin-orbit (SO) splitting, which was introduced by Mayer [1] and Haxel
et al. [2] in 1949. It formed the ground for the nuclear shell model. Twenty years later a new
symmetry, the so-called pseudospin symmetry, was proposed to explain the near degeneracy
between two single-particle (s.p.) states with the quantum numbers (n, l, j = l + 1/2) and
(n−1, l+2, j = l+3/2) [3, 4]. The two states are regarded as the pseudospin doublets with
the pseudospin quantum numbers (n˜ = n− 1, l˜ = l + 1, j = l˜ ± 1/2).
By starting from the Dirac equation, it was found that the angular momentum of the
pseudospin doublets l˜ is nothing but the orbital angular momentum of the lower component
of the Dirac spinor, and the pseudospin symmetry is exact when the sum of vector and
scalar potential V + S vanishes [5]. The more general condition, d(V + S)/dr = 0, was
proposed and can be approximately fulfilled in exotic nuclei [6, 7]. The general condition for
spin and pseudospin symmetry, namely that V + S is a constant for pseudospin symmetry
is confirmed in Ref. [8] and its connection to spin symmetry was also suggested there. Since
then, pseudospin symmetry has been realized as a relativistic symmetry and much work has
been done to investigate its origin and its properties using phenomenological single-particle
Hamiltonians, relativistic mean field theory, or relativistic Hartree-Fock (RHF) theory [9–
26].
If one starts with a Dirac Hamiltonian, there exist single-particle states not only with
positive energy but also with negative energy, states in the so-called Dirac sea. It was
shown in Ref. [27] that the pseudospin symmetry in the positive spectrum has the same
origin as the spin symmetry in the Dirac sea. In other words, the SO doublets in the
Dirac sea has the quantum number (n, l˜, j = l˜ ± 1/2), and the spin symmetry breaking
term is proportional to d(V + S)/dr, similar to the pseudospin symmetry in the positive
spectrum. The spin symmetry in Dirac sea has also been investigated intensively afterwards
[28–33]. For comprehensive reviews on the study of pseudospin and spin symmetries, see
Refs. [34, 35].
Up until now, all the studies on the pseudospin symmetry in nuclei or the spin symmetry
in the Dirac sea have been started from phenomenological s.p. Hamiltonians, or relativistic
density functionals using phenomenological parameters [36–40]. It is therefore an interesting
question to what extent spin symmetry in the Dirac sea is found in calculations starting from
the bare nucleon-nucleon (NN) interaction which is fitted to the NN scattering data and
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deuteron properties. However, such ab initio calculations for nuclei are extremely difficult
and most of them are performed in a nonrelativistic framework [41–47]. Only recently, a
relativistic ab initio method has been developed for finite nuclei by extending Brueckner-
Hartree-Fock theory to the relativistic framework, and it has been shown that relativistic
effects are important to improve the agreement with the experimental data [48, 49]. In par-
ticular, the effect of tensor force is well treated in the spin-orbit splittings, as demonstrated
in neutron drops [50].
In this work, starting from a bare NN interaction and taking the nucleus 16O as an
example, we study the spin symmetry in the Dirac sea within relativistic Brueckner-Hartree-
Fock (RBHF) theory. Special attention will be paid on the definition of the s.p. potential in
Dirac sea. The results are compared with those obtained by phenomenological relativistic
density functionals which are fitted to properties of finite nuclei and nuclear matter.
We use the relativistic version of the potential Bonn A. This is a relativistic one-boson-
exchange NN interaction which has been carefully adjusted to the NN scattering data [51].
The corresponding Hamiltonian has the form:
H =
∑
kk′
〈k|T |k′〉b†kbk′ +
1
2
∑
klk′l′
〈kl|V |k′l′〉b†kb
†
l bl′bk′, (1)
where the relativistic matrix elements are given by
〈k|T |k′〉 =
∫
d3r ψ¯k(r) (−iγ · ∇+M)ψk′(r), (2)
〈kl|Vα|k
′l′〉 =
∫
d3r1d
3r2 ψ¯k(r1)Γ
(1)
α ψk′(r1)
×Dα(r1, r2)ψ¯l(r2)Γ
(2)
α ψl′(r2). (3)
The indices k, l run over a complete basis of Dirac spinors with positive and negative energies,
as, for instance, over the eigensolutions of a Dirac equation with potentials of Woods-Saxon
shape [49, 52, 53].
The two-body interaction Vα contains the exchange contributions of different mesons
α = σ, δ, ω, ρ, η, π. The interaction vertices Γα for particles 1 and 2 contain the corresponding
γ-matrices for scalar (σ, δ), vector (ω, ρ), and pseudovector (η, π) coupling and the isospin
matrices ~τ for the isovector mesons δ, ρ, and π. For the Bonn interaction [51], a form factor
of monopole-type is attached to each vertex and Dα(r1, r2) represents the corresponding
meson propagator. Retardation effects were deemed to be small and were ignored from the
beginning. Further details are found in Ref. [49].
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The matrix elements of the bare nucleon-nucleon interaction are very large and difficult to
be used directly in nuclear many-body theory. Within Brueckner theory, the bare interaction
is replaced by an effective interaction in the nuclear medium, the G-matrix. It takes into
account the short-range correlations by summing up all the ladder diagrams of the bare
interaction [54] and it is deduced from the Bethe-Goldstone equation [55],
G¯aba′b′(W ) = V¯aba′b′ +
1
2
∑
cd
V¯abcdG¯cda′b′(W )
W − ec − ed
, (4)
where V¯aba′b′ are the anti-symmetrized two-body matrix elements (3) and W is the starting
energy. In self-consistent RBHF theory the states |a〉, |b〉, ... are solutions of the relativistic
Hartree-Fock (RHF) equations,
(T + U)|a〉 = ea|a〉, (5)
where ea = εa+M is the s.p. energy with the rest mass of the nucleon M . The intermediate
states c, d in Eq. (4) run over all states above the Fermi surface with ec, ed > eF , because
the levels in the Fermi sea as well as those in the Dirac sea are occupied.
In the case of spherical symmetry, the s.p. wave function can be written as
|a〉 =
1
r

 Fnaκa(r)Ωlajama(θ, ϕ)
iGnaκ˜a(r)Ω
l˜a
jama(θ, ϕ)

 , (6)
where Ωljm(θ, ϕ) are the spinor spherical harmonics. The radial, orbital angular momentum,
total angular momentum, and magnetic quantum numbers are denoted by n, l, j, and m,
respectively, while the quantum number κ is defined as κ = ±(j + 1/2) for j = l ∓ 1/2.
Furthermore, l˜ = 2j − l is the orbital angular momentum for the lower component. The
corresponding effective local radial Dirac equation reads

M + Σ(r) − ddr + κr
d
dr
+ κ
r
−M +∆(r)



 Fa(r)
Ga(r)

 = ea

 Fa(r)
Ga(r)

 , (7)
with Σ = V + S and ∆ = V − S are the sum and difference of vector and scalar potentials.
The self-consistent s.p. potential U in Eq. (5) is defined by the G-matrix with the usual
Hartree-Fock prescription. The problem is the starting energy W . Several methods have
been introduced in the literature and we use here the method proposed in Refs. [56, 57].
These were nonrelativistic investigations and therefore one had here only matrix elements
〈a|U |b〉 for s.p. states |a〉, |b〉 in the Fermi sea and above the Fermi level. In our earlier
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relativistic work [49] we treated in this context s.p. states |a〉, |b〉 in the Dirac sea as
unoccupied, i.e. in a similar way as the states above the Fermi level. This leads to the
following definition of the starting energy W in the matrix elements of the self-consistent
s.p. potential U :
〈a|U |b〉 =


1
2
∑A
i=1〈ai|G¯(ea + ei) + G¯(eb + ei)|bi〉, 0 < (ea, eb) ≤ eF∑A
i=1〈ai|G¯(ea + ei)|bi〉, 0 < ea ≤ eF , eb > eF or eb < 0∑A
i=1〈ai|G¯(e
′ + ei)|bi〉, ea, eb > eF or < 0.
(8)
where the index i runs over the occupied states in the Fermi sea (no-sea approximation).
In the above equations, e′ is somewhat uncertain in the (R)BHF framework and it has been
fixed as an energy among the occupied states in Ref. [49]. The difference of the results by
fixing e′ as the highest and as the lowest energy of the occupied states in the Fermi sea has
been discussed therein. As discussed in Ref. [49] the various matrix elements of the matrix
G¯(W ) are determined by interpolation and with this choice the starting energy W is limited
as a sum of two single-particle energies in the Fermi sea.
From Eq. (8) it can be seen that in Ref. [49] the matrix elements 〈a|U |b〉 with s.p.
states |a〉 and/or |b〉 in the Dirac sea (with e < 0) have been treated in the same way
as those with states in unoccupied particle states (e > eF ). This is technically less time
consuming as one does not need to calculate G¯(W ) for values W < 0. One should recall
that there is no “right” or “wrong” choice for the s.p. potential in (R)BHF theory, as
(R)BHF theory can be viewed as the 2 hole-line expansion in the more general hole-line
expansion (or the Brueckner-Bethe-Goldstone expansion) [58] and as the expansion goes to
higher order the result becomes independent of the choice of U [59]. On the other hand,
there do exist “better” choices of U as this choice will affect the convergence rate of the
hole-line expansion. It has been shown that the definition for hole states (0 < e ≤ eF )
in Eq. (8) cancels a certain large amount of higher order diagrams thus it accelerates the
convergence of hole-line expansion and improves the BHF approximation [56, 60], which
corresponds to two hole lines. However, there is no similar proof for the particle states nor
for the states in the Dirac sea. Thus, in the previous study of Ref. [49] they are chosen in a
similar form as the hole states but with the uncertainty e′ in the starting energy in Eq. (8).
This method will be labelled as “previous” in the following discussions.
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In the present study, in the definition of the matrix elements 〈a|U |b〉, we will treat the
s.p. states |a〉, |b〉 in the Dirac sea (with e < 0) as occupied (hole) states, which means the
definition of the starting energy for the s.p. potential U in Eq. (5) becomes
〈a|U |b〉 =


1
2
∑A
i=1〈ai|G¯(ea + ei) + G¯(eb + ei)|bi〉, ea, eb ≤ eF∑A
i=1〈ai|G¯(ea + ei)|bi〉, ea ≤ eF , eb > eF∑A
i=1〈ai|G¯(e
′ + ei)|bi〉, ea, eb > eF .
(9)
This choice seems to be reasonable since in the Bethe-Goldstone equation (4) the interme-
diate states c, d are only allowed to be states above the Fermi surface ec, ed > eF . From this
point of view, the s.p. states in the Dirac sea are “occupied” hole states.
The calculation based on Eq. (9) will be labelled as “present”. In the following discussions
we will compare the results of RBHF calculations using the previous definition [49] of the s.p.
potential U in Eq. (8) with those using the present defintion in Eq. (9). As the difference
between these two definitions affects mainly the states in the Dirac sea, we expect changes
mostly for the s.p. properties in the Dirac sea. The Bonn A interaction [51] will be used,
and the nucleus 16O is taken as an example. All the other numerical details are the same as
in the previous study of Ref. [49]. We use in all cases e′ = epi1p1/2.
TABLE I: Total energy E, rms charge radius rc, and proton 1p spin-orbit splitting ∆E
ls
pi1p of
16O.
Results of RBHF calculations with different definitions of the starting energy in the definition of
the potential U are compared with the data [61–63].
Previous [49] Present Exp.
E (MeV) −113.5 −120.2 −127.6
rc (fm) 2.56 2.53 2.70
∆Elspi1p (MeV) 5.4 5.3 6.3
In Table I we show the total energy, the rms charge radius, and the proton 1p spin-orbit
splitting of 16O. RBHF calculations with the interaction Bonn A and two choices for the
starting energy in the potential U are compared with experimental data [61–63]: (I) previous
definition [49] in Eq. (8) and (II) present definition in Eq. (9). The present total energy
E = −120.2 MeV gives nearly 7 MeV more binding than the previous result and is in better
6
-50
-40
-30
-20
-10
0
IIIIII Exp. Exp.
1d5/2
1p3/2
1p1/2
1s1/2
NeutronProton
En
er
gy
 (M
eV
)
16O
FIG. 1: (Color online) Single-particle spectrum in the Fermi sea of 16O calculated by RBHF with
different choices of s.p. potential in the Dirac sea (I for previous [49] and II for present choice), in
comparison with experimental data [63].
agreement with the data. On the other hand, the rms charge radius is by 0.03 fm smaller
than the previous result, and the SO splitting is smaller by 0.1 MeV.
Fig. 1 shows the s.p. spectrum in the Fermi sea of 16O calculated by RBHF theory with
different choices of the s.p. potential U in the Dirac sea, in comparison with experimental
data [63]. With the present choice of U , the s.p. energies are lower than the previous
results. This leads to a more bound and smaller nucleus as shown in Table I. As has
already been discussed in Ref. [48], the p levels are slightly too low as compared with the
data. This might be due to the lack of more complicated configurations such as particle
vibration coupling [64, 65] in the RBHF framework, where only the ladder diagrams have
been included.
In Fig. 2, we show the s.p. spectrum and the effective single-particle potential ∆(r) =
V (r)−S(r) in the Dirac sea calculated by RBHF theory with different choices of the starting
energy in the s.p. potential U . The s.p. levels are grouped by the angular momentum l˜ of
the lower component in the Dirac spinor (6) with negative energy, thus, s˜, p˜, d˜, . . . means
l˜ = 0, 1, 2, . . . . We consider in the following the spin-orbit (SO) splitting of these levels.
The potentials in both panels are not approaching 0 when r → ∞ as usually found in
the RMF study [27] because of the nonlocality of the RBHF s.p. potential U in Eq. (5).
Different s.p. wave function will give different effective s.p. potentials, and the one shown in
Fig. 2 is calculated from the wave function of ν1s1/2 (or ν1p˜1/2 if labelled with the angular
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FIG. 2: (Color online) Single-particle spectrum in the Dirac sea and the effective single-particle
potential for the ν1s1/2 channel in the Dirac sea calculated by RBHF theory using the interaction
Bonn A with (a) the present and (b) the previous [49] choice of s.p. potential in the Dirac sea.
momentum of lower component in Eq. (6)) using
∆(r) = ea +M −
dFa(r)
dr
+ κ
r
Fa(r)
Ga(r)
, (10)
which can be derived from the effective local radial Dirac equation (7).
By comparing panel (a) and (b) in Fig. 2, it can be seen that present calculation gives
a deeper s.p. potential in the Dirac sea, and the spectra are higher by 100 ∼ 200 MeV.
Moreover, the SO splittings in the present results are generally smaller.
In order to see the SO splittings more clearly, we show in Fig. 3 the SO splittings ∆Els =
ej<−ej> versus the average energy of the SO doublets eav = (ej<+ej>)/2, where j< = l˜−1/2
and j> = l˜ + 1/2. The results are compared with those of phenomenological relativistic
density functionals PKDD [66] and PKO1 [67]. With present choice, the SO splittings
calculated by RBHF are much smaller thus the spin symmetry is better conserved, which is
in better agreement with phenomenological relativistic density functional findings. However,
for SO doublets with large angular momentum such as f˜ and g˜, the SO splittings given by
RBHF are still quite large comparing with PKDD or PKO1.
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FIG. 3: (Color online) SO splittings ∆Els = ej<−ej> versus the average energy of the SO doublets
calculated by RBHF with previous [49] and present choices of single-particle potential in the Dirac
sea, in comparison with results of relativistic density functionals PKDD [66] and PKO1 [67].
As an example, we show in Fig. 4 the wave functions of the SO doublets 1p˜ and 1f˜ calcu-
lated by RBHF with the present and the previous choices. Unlike for the states with positive
energy, the upper component F (r) of states with negative energy is the small component
and the lower component G(r) is the large component. For a given SO doublet in the Dirac
sea such as 1p˜, the lower components are very close to each other as the SO splitting can be
treated as a small perturbation. Correspondingly, when the SO splitting increases, which is
the case for the previous choice of U [49], the difference of G(r) between the SO doublets
F,
 G
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FIG. 4: (Color online) Wave functions of SO doublets 1p˜ and 1f˜ calculated by RBHF with the
present and the previous [49] choice of single-particle potential in the Dirac sea.
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also increases as shown in panels (b) and (d).
In summary, we have studied the spin symmetry in the Dirac sea with the bare NN
interaction Bonn A using relativistic Brueckner-Hartree-Fock theory. No three-body forces
have been taken into account. Different choices of the starting energy in the single-particle
potential of the Dirac sea have been investigated. It has been found that, if the single-particle
states in the Dirac sea are treated as occupied hole states, the ground state energy of 16O
calculated by RBHF theory is in better agreement with experimental data, while the charge
radius and spin-orbit splittings are slightly worse than in the earlier calculations [49], where
they have been treated as empty states. Furthermore, the spin symmetry is much better
conserved with this choice. This is also more consistent with findings of phenomenological
relativistic density functional theory. Therefore, it is suggested to use this definition of
the single-particle potential in the Dirac sea in future RBHF investigations. In the present
results, the SO splittings with higher angular momentum are still quite large compared
with those obtained with phenomenological relativistic density functionals. One may try to
investigate in detail how different channels of the effective interaction G-matrix contribute
to the spin symmetry in the Dirac sea, such as the scalar, vector, and tensor channels. In the
future, it is also interesting to see how different bare interactions will influence the results,
such as a relativistic chiral interaction [68, 69].
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