Caches hide the growing latency of accesses to the main memory from the processor by storing the most recently used data on-chip. To limit the search time through the caches, they are organized in a direct mapped or set-associative way. Such an organization introduces many conflict misses that hamper performance. This paper studies randomizing set index functions, a technique to place the data in the cache in such a way that conflict misses are avoided. The performance of such a randomized cache strongly depends on the randomization function. This paper discusses a methodology to generate randomization functions that perform well over a broad range of benchmarks. The methodology uses profiling information to predict the conflict miss rate of randomization functions. Then, using this information, a search algorithm finds the best randomization function. Due to implementation issues, it is preferable to use a randomization function that is extremely simple and can be evaluated in little time. For these reasons, we use randomization functions where each randomized address bit is computed as the XOR of a subset of the original address bits. These functions are chosen such that they operate on as few address bits as possible and have few inputs to each XOR. This paper shows that to index a 2 m -set cache, it suffices to randomize m + 2 or m + 3 address bits and to limit the number of inputs to each XOR to 2 bits to obtain the full potential of randomization. Furthermore, it is shown that the randomization function that we generate for one set of benchmarks also works well for an entirely different set of benchmarks. Using the described methodology, it is possible to reduce the implementation cost of randomization functions with only an insignificant loss in conflict reduction.
INTRODUCTION
While processors are becoming faster at an exponential rate, the main memory access time decreases at a much slower rate. Hence, the speed difference between processors and memory grows exponentially. To mitigate this effect, processors contain multiple levels of cache memories. A cache is a small and fast memory that stores the most recently used blocks of data. When the data requested by the processor is found in the cache (a cache hit), then the data is quickly available. Otherwise, a cache miss occurs and the next level of memory is accessed. If the accesses miss again, then the next level is accessed and so on, until main memory is accessed.
There are two important types of cache misses: capacity misses and conflict misses [1] . Capacity misses are related to the cache size. When the cache size is increased, there are fewer capacity misses. Conflict misses are related to the organization of the cache. To limit the search time through the cache, it is usually organized as a direct mapped or a set-associative memory. In a direct mapped cache, only one cache location can hold the requested data, if it is in the cache at all. In an n-way set-associative cache, n locations have to be checked. These n locations are said to be part of the same set. The standard technique to reduce the conflict misses is to increase the degree of associativity, although many alternative techniques exist, e.g. hash-rehash caches [2] , column-associative caches [3] , skewed-associative caches [4, 5] , the addition of highly associative buffers to the cache [4] and randomizing set index functions [6] . This paper focuses on the latter technique.
The conventionally chosen set index function is the bit selection function. When the cache has 2 m sets, then the bit selection function selects a slice of m bits from the address. This function is prone to a large number of conflict misses, e.g. when a sequence of cache blocks is accessed that has addresses separated by a multiple of 2 m . In this example, all the blocks are mapped to the same set and continuously replace each other in the cache. Such behaviour is especially disastrous for performance when it is repeated over and over again. However, it can be avoided altogether by randomizing set index functions. Randomizing set index functions achieve an equal distribution of the cache blocks over multiple sets by using a more complex function of the address bits, e.g. the exclusive OR (XOR) of multiple address bits. For brevity, we call a randomizing set index function a randomization function.
The particular randomization function that is used strongly influences the performance of a randomized cache, as is evidenced in [7, 8] . However, given the numerous possible randomization functions, it is very hard to select one that performs well. To avoid this problem, González et al. [7] resort to polynomial randomization functions. These functions have certain mathematical properties that guarantee the predictability of their performance [9] . However, it was shown that the polynomial randomization functions are not the best candidates, as they avoid slightly less conflicts than non-polynomial randomization functions and require more complex circuits [8] .
To guide the selection of randomization functions, we developed a methodology comprising two steps: profiling program behaviour and searching the design space of randomization functions [8, 10, 11] . The first step of this methodology, the profiling, was discussed in detail in [10, 11] . The present paper focuses on the second step: going from profiling information to randomization functions.
The contribution of this paper is the rigorous study of the aspects involved in searching the design space of randomization functions. We present four search algorithms: random searching, a (straightforward) greedy algorithm, a hill-climbing (or steepest descent) algorithm and an exhaustive search algorithm. The exhaustive search algorithm is, due to the size of the design space, not always applicable, but when it is, it shows the optimal randomization function that can be obtained from the profiling information. Furthermore, we study how the randomization function can be made as simple as possible, i.e. we want the randomization function to use as few address bits as possible and to have XOR-gates with few inputs. These objectives effectively reduce the hardware cost of randomization functions. Finally, this paper studies the effect of the profiling information on the resulting randomization function. Ideally, we would use the same programs to generate a randomization function and evaluate the function, but this is not a valid approach. We show that the actual set of benchmarks used only mildly impacts the performance of the randomization function.
The remainder of this paper is organized as follows. The next section discusses the background on XOR-based randomization functions and discusses related work. In Section 3 we review the profiling algorithm and in Section 4 we discuss the search algorithms. Section 5 evaluates the algorithms and studies the impact of various parameters on the randomization functions. Finally, Section 6 concludes this paper.
BACKGROUND
Some early studies of randomization assumed randomization functions involving the multiplication of integers [12, 13] . Schlansker et al. [12] showed that randomized set index functions reduce miss rates for cyclic sweep patterns that are sent directly to a 32-way set-associative level-2 cache. In a theoretical study Smith concluded that the set index function has a high potential for reducing the miss rate [14] , although the multiplication function tested in [13] did not perform significantly better than bit selection mapping. This paper studies randomization functions that can be computed using solely XORs operating on the address bits. Each randomized set index bit is computed as the XOR of one or more of the original address bits. The next section discusses how we represent such functions mathematically, and the following subsection discusses related work on implementation issues.
Randomization functions
We represent an n-bit block address a by a bit vector a n−1 a n−2 · · · a 0 , with a n−1 the most significant bit and a 0 the least significant bit. A randomization function mapping n to m bits is represented as a binary matrix H with n rows and m columns. The bit on row r and column c is 1 when address bit a r is an input to the XOR computing the c-th set index bit. Consequently, the computation of the set index s can be expressed as s = a H , the vector-matrix multiplication over GF (2) (the domain {0, 1}) where addition is computed as XOR and multiplication is computed as logical. Consider the following example:
The function H maps six address bits [a 5 · · · a 0 ] to three set index bits [s 2 s 1 s 0 ]. The set index is computed as follows:
Consequently, the number of inputs to the XOR computing the c-th set index bit equals the number of 1's in the c-th column.
Every function in the design space of XOR-based set index functions can be represented by the null space of its matrix [10] . The null space N(H ) of a matrix H is the set of all vectors that are mapped to the zero vector:
Two addresses cause conflict misses when they are mapped to the same set of the cache: x H = y H . This implies that the bitwise XOR of these addresses is a member of the null space of the set index function:
We call the members of N(H ) conflict vectors because they determine whether two addresses can cause conflict misses. Different matrices can have the same null space. In such cases, the matrices would result in exactly the same cache misses for the same blocks, although these misses would occur in a different set.
The design space of randomization functions is very large. By writing the number of b-dimensional vector subspaces 
The size of the design space grows at an exponential rate with increasing n (Figure 1 ). The higher the value of m (i.e. the more sets there are), the faster the number of null spaces grows.
Note that reasoning in terms of null spaces already weeds out all the matrices that have the same null space. For example, when mapping 16 bits to 8 bits, there are 6.3e19 different null spaces, but there are 3.4e38 different matrices.
Implementation issues
Randomization interacts with conventional microarchitectural designs. Hence, we will characterize two parameters that determine the complexity of an implementation. In Section 5 we show that good randomization functions exist, which have suitable values for these parameters and allow a minimum-complexity implementation of a randomized cache.
Number of virtual address bits
Many contemporary processors perform virtual-to-physical address translation by looking up the virtual address (page number) in the translation look-aside buffer (TLB), a cachelike buffer. To speed-up the cache access, the TLB and cache accesses are initiated at the same time, and the TLB delivers the physical page number in time for the physical tag comparison in the cache. Such a scheme, called a virtually indexed, physically tagged cache, is feasible when the address bits required to index the cache are not part of the page number (i.e. they are not translated by the TLB). This scheme can be extended when slightly more address bits are used in the cache access with page colouring. Page colouring requires that the page address bits used to index the cache remain invariant under address translation [15] . Under these circumstances, the virtually indexed, physically tagged cache performs exactly like a physically indexed cache [15] . Randomization however breaks this scheme, as additional address bits are required (from the physical address) in order to access the cache.
Topham et al. [6] proposed to solve this problem with a two-level virtual/physical cache, where the level-1 cache is virtually indexed and virtually tagged. Randomization is now applied to the virtual address and an unlimited number of address bits is readily available to the randomization function. The downside of this approach is that synonyms may exist in this cache, i.e. a cache block that has two virtual addresses is mapped to different sets of the cache depending on the virtual address that is used. To guarantee correctness, additional cache misses will occur in order to avoid synonyms and to maintain inclusion between the level-1 and level-2 caches. However, Topham et al. [6] estimate that the number of such misses is negligible.
The number of randomized address bits determines, in a certain way, the added complexity needed to reconcile randomization with conventional micro-architectures. When few address bits are required, then an extension of page colouring is feasible, but when more address bits are randomized, the solution of Topham et al. [6] may be more appropriate. This paper shows that randomization can be very effective when only two or three additional address bits are used.
A related problem is that of partial address computation. In many processors, the cache access starts as soon as the virtual address bits required for the cache access are computed. The remaining bits of the virtual address are computed parallel to the cache access [6] . Randomization requires to postpone the cache access until enough virtual address bits have been computed, thereby increasing the overall cache access time. Even though this problem is not solved by limiting the number of randomized address bits, it is at least mitigated.
Number of inputs per XOR
In this paper, randomization functions compute each set index bit as the XOR of a subset of the address bits. One parameter that influences the latency of the randomization function is the number of address bits required to compute a set index bit, or the number of inputs per XOR. Previous work has studied polynomial randomization functions, because of their apparent mathematical properties [9] . Such functions typically require up to five inputs per XOR (e.g. the polynomials evaluated in [7] ). However, we show in this paper that, if one is willing to use non-polynomial randomization functions, two inputs per XOR suffice to obtain almost the full potential of randomization.
PROFILING
The profiling algorithm collects information about a program that allows us to estimate the number of conflict misses for any XOR-based randomization function. The search algorithms of the next section will use this profiling information to search the design space.
The estimated number of conflict misses, henceforth called the score, for a randomization function is decomposed into a sum of individual costs for each vector in its null space: We compute cost(v) as an estimate of the number of conflict misses caused by v, if that vector was a member of the null space of a matrix. The estimates cost(v) for each vector v are computed during a profiling run of the program and stored in a profile. Once the profile is known, the required steps consist of (i) computing the null space of the matrix, (ii) obtaining the cost of each vector in the null space from the profile and (iii) adding all costs into a score ( Figure 2 ). The profiling algorithm ignores each reference that misses in an ideal cache (i.e. a fully associative cache using LRU replacement) of the same size as the investigated cache. These misses are either compulsory or capacity misses and cannot be avoided with randomization. For the other references, the profiling algorithm computes the circumstances under which there could be a conflict miss. To see how this works, we first discuss an example of memory reference stream: d a b c b a. The cache block with address a is referenced twice. The first reference to a is a compulsory miss. We assume the cache is large enough such that the second reference to a is either a hit or a conflict miss, depending on the set index function. This reference will be a conflict miss when one or more of the cache blocks b and c are mapped to the same frame as a. These blocks will displace a from the cache before it is referenced for the second time. Note that block d exerts no influence on this. Because the blocks b and c can displace a from the cache, the cost of having the conflict vectors a ⊕ b and a ⊕ c in the null space is incremented by 1.
The profiling algorithm as described above can be implemented using an LRU stack. When profiling a reference to block a, the blocks that have been referenced since the previous reference to a, are found on the LRU stack above block a. For each of these blocks a j , we compute the conflict vector v = a ⊕ a j and increment cost(v) by 1 ( Figure 3 ). This algorithm is a more accurate variant of the one described in [10] and generally overestimates the number of conflict misses.
SEARCH ALGORITHMS
We study four search algorithms. The random search algorithm operates on matrices, while the other algorithms construct null spaces. There are some subtleties involved when constructing a null space that one should be aware of. A d-dimensional null space is represented by a basis. This basis is a set of d vectors that are linearly independent, i.e. every linear combination of these d vectors is non-zero. Every non-zero element of the null space can be expressed as the sum of one or more of these basis vectors. For example, when the basis of a null space contains the vectors v and w, then the null space also contains v ⊕ w. This is an important property to keep in mind when constructing a basis. In particular, when a basis contains the vectors v and w, then one cannot extend this basis to a higher dimension by adding the vector v ⊕ w, as it is already an implied member of the vector space. The resulting set of vectors would simply not be a basis. This pitfall reappears in all search algorithms.
Random searching
The random searching algorithm is perhaps the most easy to understand. It fills out the bits of a binary n × m matrix one by one, by generating random bits. This process is repeated several times (e.g. 10 million times), after which the matrix with the lowest score is output.
The algorithm is aided toward good randomization functions by requiring that the function is permutation based.
A permutation-based function spreads every sequence of 2 m blocks over all 2 m sets. The name comes from the property that every sequence of 2 m blocks is permuted independently of the other sequences. Limiting the search to permutationbased functions makes sense, because consecutive cache blocks are frequently simultaneously present in the cache (spatial locality) and should therefore be mapped onto different sets. In practice, this amounts to requiring that the low-order m rows of the matrix are filled with a 1-bit on the diagonal (i.e. row 0 ≤ i < m has a 1-bit in column i and 0-bits in the other columns). Therefore, we will first fix the contents of the low-order m rows as described above and randomly fill out the bits of the remaining n − m rows.
Alternatively, one can randomly generate a null space. In each of the n − m iterations of this algorithm, another basis vector is selected. In order to guarantee that the generated set of vectors is a correct basis (see the introductory paragraph to this section), after every iteration, all linear combinations of the selected vectors are marked and cannot be selected. We found little difference between the two versions of random searching, so we only report on the first.
A greedy algorithm
The greedy algorithm is reminiscent of techniques in [16] . It selects d basis vectors one by one in an irrevocable way: once a vector is selected, it is never removed from the null space. This makes the algorithm very fast, requiring only d selections of a vector. First, the cheapest basis vector is selected. Then, the next cheapest basis vector is selected, provided that the set of vectors is a valid basis. This is repeated until d basis vectors are chosen.
The greedy algorithm however, is prone to a serious pitfall. In the profile information, some vectors typically have very large costs associated to them, e.g.
This property results from spatial locality. When the greedy algorithm selects a vector v i at step i, it necessarily also includes the vectors v i ⊕ v j for j < i in the null space. It does this without taking into account the cost of these vectors. It frequently happens that one of these vectors is a very expensive vector, resulting in a null space with high cost.
We avoid this pitfall by adjusting the profile information each time a vector is selected. Assume that V k is the null space constructed so far and it contains the basis vectors v 0 , . . . , v k . Then, we construct the same null space whether we select the vector w or w ⊕ v, with v ∈ V k . Hence, for every vector w ∈ V k , we uniformly spread the cost of the vectors w ⊕ v (v ∈ V k ) between them. Now, all the vectors that are chosen in the same step have the same cost and they are correctly ranked with respect to other vectors.
Hill-climbing
Hill-climbing is an iterative algorithm starting in a fixed or randomly selected point in the design space. 1 In each iteration, the algorithm evaluates all the neighbours of that 1 We start the algorithm in the bit selection function. /* Iterate over all choices for b-th vector of B */ for j=2, j < 2 m+1 , step by 1 do Let v be jX j is the m + 1-bit binary expansion of j . Let U be the vector space whose basis contains v and the rows of B. U is a neighbour of V . Evaluate U and remember the best such U . od. od point and the neighbour with the lowest score is selected. If that neighbour has a lower score than the current point, the algorithm moves to that neighbour and starts a second iteration. If the best neighbour is worse than the current point, a local minimum has been found and the algorithm stops ( Figure 4) .
The performance of the algorithm strongly depends on how the concept of neighbour is filled in. If the number of neighbours of a certain point in the design space is large, then the algorithm will spend a lot of time per iteration. On the other hand, if every point has few neighbours, the algorithm gets stuck in a local minimum very quickly. We define the neighbour relation such that two null spaces U and V are neighbours if they differ in only one dimension: Generating all neighbours of a null space is far from trivial, as a null space is characterized by a set of basis vectors, but (i) not every set of vectors is a basis and (ii) two different sets of basis vectors can describe the same null space. Given the size of the design space, we want to handle both pitfalls in an elegant manner. The following algorithm achieves this [17] .
The neighbours of a b-dimensional null space V with n-bit vectors are generated in two steps. have to be considered. These vectors lie in a vector space that is complementary to B, so they can be generated by computing a basis for the complementary vector space (with n − (b − 1) = m + 1 dimensions, which is placed in the rows of matrix X) and generating all 2 m+1 linear combinations of these basis vectors. There are two special cases to consider: (i) the zero vector should be skipped, as it already is a member of the constructed vector space and (ii) the basis vector of X that is a member of V should also be skipped, as it would regenerate V . These exceptions explain the term −2 in 2 m+1 − 2.
Exhaustive search
An exhaustive search algorithm evaluates all points in the design space and remembers the best solution. This guarantees that the optimal solution will be found. Let us, by way of example, construct the simplest possible exhaustive search algorithm. This algorithm generates all combinations of vectors and prunes those combinations that are not a valid basis (i.e. one of the vectors is the sum of some of the other vectors). For a d-dimensional vector space, d basis vectors have to be selected. The simple algorithm therefore consists of d nested loops, where each loop counter ranges from 1 to 2 n − 1 (it is valid to skip the zero vector).
Obviously, it is possible to do much better. Because we want to generate valid bases, every loop counter needs to iterate over fewer than 2 n − 1 vectors. Clearly, the other (2) [0 · · · 001]) and that the counter of the second outer loop is set. 2 The first vector to try is the obvious 2. The next obvious vector is 3. However, as 3 is the XOR of 1 and 2, the null space also contains the vector 2 and exactly the same null spaces are constructed as if the second loop counter was 2. Therefore, it is best to skip the vector 3, and all other odd vectors. For other values of the loop counters, it is necessary to skip different vectors.
In general, we will map the n − d + 1-bit loop counter to an n-bit vector by means of an (n − d + 1) × n matrix Q i , where i is the depth of the loop (the outermost loop has i = 0). The matrix Q i is dependent on the values of the counter for all loops with lower i and is computed before the loop is entered. For the outermost loop, Q 0 simply maps 2 We frequently represent vectors by numbers in this section. The bits in the vector are then interpreted as the binary expansion of a number. Comparisons between vectors (e.g. <, ≥) are implicitly performed between the numerical correspondents of the vectors. the vectors 0, . . . , 2 n−d+1 − 1 to themselves (i.e. the i-th row is the binary expansion of 2 i ). For the other loops, we define Q i+1 in terms of Q i and c i , the current value of the loop counter of the previous loop. Let us first define the order of a vector as the position of the most-significant 1-bit in the vector, e.g. order([00001]) = 0 and order([00100]) = 2. Then the matrix Q i+1 is constructed from Q i by inserting a column of zeroes at the position order(c i ) and shifting all higher-order columns to the left. 3 . . , and 14 is skipped. Now, the combination of c 0 = 6 and c 1 = 13 is also skipped. Rightly so, as c 0 = 6 and c 1 = 11 leads to the same null spaces. The algorithm derived is presented in Figure 5 . It is beyond the scope of this work to prove that this algorithm is indeed exhaustive (i.e. it generates all possible null spaces). However, to test its correctness, we compared this algorithm with the very naïve exhaustive searching algorithm and generated the same null spaces. Furthermore, we checked that the correct number of null spaces is generated (Formula 1) and that every non-zero vector occurs in exactly
null spaces. This formula is derived by counting the number of required vectors to construct N (n, d) d-dimensional null spaces and is based on symmetry.
To speed-up the algorithm further, parts of the search space were cut-off when it is guaranteed that they do not contain the cheapest null space. Whenever a new loop is entered, the minimum cost of a null space is estimated from the cost of the null space constructed so far and the minimum cost of a vector in the profile data. For example, when loop i is entered, then i basis vectors have been selected giving a total of 2 i vectors. 
EVALUATION
We use the SPEC95 benchmark suite to evaluate the proposed techniques. The benchmarks are compiled for the Alpha instruction set using the vendor supplied compiler with optimization flags -fast -O4 -arch ev6. The benchmarks are run using the reference input sets. To reduce the simulation time, representative traces of 500 million instructions were selected from the programs using the SimPoint framework [18] .
The proposed technique generates a randomization function using profiling information. To allow generalization of the results, it is necessary to run the benchmarks in a different way during profiling and validation of the proposed randomization functions. Typically, benchmarks are profiled when running the training inputs provided by SPEC, while the validation is performed using the reference inputs. In this work we take a different course, that is more convincing. We randomly divide the benchmarks into two sets. The A-set of benchmarks is used for profiling, while the B-set is used for validation. Only the reference inputs are used. The experiment was devised this way to show that the generated randomization function is not very dependent on the actual benchmarks that were profiled.
The benchmarks used during profiling are applu, apsi, fpppp, hydro2d, wave5, compress, li, m88ksim and vortex while the benchmarks used during evaluation are mgrid, su2cor, swim, tomcatv, turb3d, gcc, go, ijpeg and perl. The benchmarks aset and bset correspond to the averages over the A-set and B-set respectively, overall is the average over all benchmarks.
Tuning the random search algorithm
We first tune the random search algorithm. It has two parameters that need to be fixed: the number of functions to generate and the probability threshold that determines whether a bit is 0 or 1.
The number of generated functions should be small, such that searching does not take too long. However, when the search space is large, it may be necessary to generate many functions in order to find a near-optimal one. We found that the minimum score depends on the number of generated functions only to a limited extent. Over a wide range of cache configurations, the minimum score decreases with 0-5% for a 10-fold increase in the number of generated functions. 4 Based on these experiments, we decided to generate 10 million functions.
As it is advantageous to have a good randomization function with few inputs per XOR (i.e. few 1-bits per column in the matrix), we may try to obtain such functions by lowering the threshold for generating a 1-bit in a position in the matrix. With a lower threshold, few 1-bits are generated and the search algorithm is biased to produce cheap functions. We varied this threshold for an 8-KB direct mapped cache with n = 11 randomized address bits. In Figure 6a , the x-axis shows the threshold and the y-axis shows the score of the functions normalized to the score of the bit-selection function. For a low threshold, the matrices will have mostly 0-bits and for a high threshold, the matrices are composed of mostly 1-bits.
The minimum score does not depend on the threshold at all. The maximum score (worst function) drops quickly for a threshold higher than 0.5, suggesting that the worst functions have few 1-bits. This would make them very unlikely to be generated when the threshold is high. The average and standard deviation are smallest for a threshold of 0.5. In this case, almost all functions have a small score and have a score close to the minimum score. This is validated by measuring the distribution of these scores (Figure 6b ). When the threshold is set to 0.2 or 0.8, then the 10 million functions that are randomly generated have on average a higher score than when the threshold is set to 0.5. For example, when the threshold is 0.2, then an important fraction of the generated functions have a score that is higher than 1 (i.e. they are worse than bit selection). Generating such functions is a waste of time as they are clearly bad. Hence, it does not help to focus the search on functions with few 1-bits by setting threshold, as we end up generating bad functions. Henceforth, we generate matrices using a threshold of 0.5, as this gives the best results and limits the generation of bad randomization functions.
Analysis of search algorithms
The four search algorithms are compared on four metrics: the minimum score, the actual miss rate when using the proposed randomization function, the execution time for the search algorithm and the coverage (i.e. the fraction of the search space that was generated). The random search algorithm was run with a threshold of 0.5 and generated 10 million functions. These tests were performed for 8-32 KB cache sizes with different associativities. Similar results were obtained in each case, so we only show the results for the 8-KB direct mapped cache (m = 8).
The four algorithms found randomization functions with virtually the same minimum score. Consequently, the resulting miss rates are very close to each other (Figure 7 ). This demonstrates that the greedy, hill-climbing and random search algorithms find a near-optimal solution and need not be improved any further.
Note that, although the exhaustive algorithm generates a randomization function with the minimum score, it does not necessarily mean that the generated function also results in the minimum miss rate. Although the scores are good estimates of the miss rate [11] , they are not exact. Hence it can occur that one randomization function has a slightly lower miss rate than another function, but its score is slightly higher. This occurs in Figure 7 for the cases of 12 and 13 address bits. There, the function generated by hill climbing has a slightly lower miss rate than the function generated with exhaustive search, although it has a slightly higher score.
There is a secondary reason to prefer one algorithm over another, namely the time required to find the proposed solution. The execution times shown were measured on a 2 GHz Pentium 4 ( Figure 8a ). The greedy and hill-climbing algorithms are the fastest algorithms. 5 The random algorithm is much slower because it generates matrices. To compute its score, the null space of that matrix has to be computed first, explaining the large offset of the curve. The execution time of the exhaustive searching algorithm grows extremely fast with increasing n, hence it was tested only for n ≤ 13.
By definition, the exhaustive algorithm tries almost all possible randomization functions. Therefore, it becomes very slow when the search space is large. The algorithm was improved by allowing it to prune parts of the search space when it can be guaranteed that those parts of the search space do not contain the optimal solution. With this improvement, only 12.7% of the search space is evaluated when n = 12, and only 1.3% of the search space is evaluated when n = 13 (Figure 8b ). Yet, the number of evaluated functions grows at an exponential rate when n is increased, making the exhaustive algorithm infeasible. The other algorithms limit their search to a small region of the search space and show a much more manageable search time as a function 5 These algorithms have execution times of the same order of magnitude. As more effort was spent optimizing the hill-climbing algorithm, we will treat them as if they have an equal execution time.
of n. When the search space contains less than 10 million functions, the random search will generate each function multiple times. Still, all algorithms manage to generate a near-optimal solution.
Based on these observations, either the greedy or the hillclimbing algorithm are preferred, because they are the fastest and find functions that are as good as those resulting from the other algorithms.
Cost-effective implementations
The search algorithms try to find a randomization function with minimum cost. However, there are secondary conditions that impact the performance of the randomized cache, namely the number of randomized input bits (n) and the maximum number of inputs of each XOR. Here, we use the random searching algorithm to find the function with minimum cost, as it is most easily adapted to generate functions with a prescribed number of inputs to each XOR. We distinguish between two cases: (i) the number of inputs of an XOR is unlimited and (ii) each XOR has at most two inputs. This experiment is repeated for various values of n, associativities of 1, 2 and 4 and for 8-KB and 32-KB cache sizes.
The graphs in Figure 9 clearly show some very interesting properties. First, the functions with two input XORs avoid as many conflicts as the functions of unlimited complexity. In the 32-KB cache, some more conflicts have to be allowed, but the error introduced here is small. 6 Note that the conventional bit selection functions are shown at the leftmost point of each graph, i.e. with eight address bits for the direct mapped 8-KB cache, seven address bits for the two-way set-associative 8-KB cache etc.
A second important observation is that the miss rates drop off quickly as more address bits are randomized, and remain almost constant after that. Consequently, involving two or three additional address bits in the randomization, on top of the bits already used by the conventional bit selection functions, suffices to obtain the full advantage of randomization. This property remains valid for different cache sizes, as well as different associativities. Figure 9 also shows that randomization can be much more effective than set-associativity. This is especially true for the smaller caches. For larger caches, associativity avoids more conflicts. However, this is not the whole story. Some benchmarks are much better served by randomization than by associativity, and vice versa. Furthermore, this affinity can change with the cache size. Figures 10 and 11 compare randomization (with two-inputs per XOR and n = m + 2) to set-associativity for different cache sizes. For the nine benchmarks in the B-set, direct mapping combined with randomization is more effective to avoid conflicts than twoway and frequently also four-way set-associativity, for caches of up to 16 KB (Figure 10a ). When combining randomization
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1.E+00 with associativity, almost all conflict misses can be avoided for caches of 8 KB or more. Depending on the benchmark, different trade-offs can be observed between associativity and randomization. For mgrid, randomization is not of much help, except in the 4-KB cache, where two-way set-associativity fails. For the integer benchmarks (gcc, go and perl), randomization is also of little use: only slightly more conflicts can be avoided, if any at all. The highest miss rate reduction is obtained for floating-point benchmarks like swim and tomcatv. These benchmarks have an excessive number of conflict misses in the small caches, and randomization is very effective in removing those. Here, a randomized direct mapped cache easily outperforms a four-way set-associative cache of the same size. A similar situation occurs for ijpeg, a multimedia processing benchmark. Multi-media benchmarks were shown to have a behaviour that is somewhere in-between floating-point and integer benchmarks on a variety of scores. Here too, we find that ijpeg behaves similar to floatingpoint benchmarks, as randomization is much more effective to avoid conflicts. The two remaining benchmarks, su2cor and turb3d, show perhaps the most interesting behaviour. In small caches, randomization cannot avoid many conflicts, but for 32-KB caches, the miss rates of the randomized caches suddenly drop, while the miss rates of the conventionally indexed caches decrease at a slower rate. This suggests that randomization is most effective when the cache is just large enough to contain the working set.
Impact of the profiles
A crucial part of the techniques used in this paper is the profile information. The profile directly determines the randomization function. If the profile is not suitable, a bad randomization function will be generated. In this section, we compare the performance obtained with different profiles. As will be shown, when an application is included in the profiling itself, the corresponding randomization function will remove more conflicts. However, even when the program was not used during profiling, the randomization function still removes many conflict misses. Figure 12 shows the impact of the profiling information. As before, we use a profile that is constructed based on the Aset of benchmarks (labelled aset). We also consider a profile measured for the whole set of benchmarks (overall). A third profile is constructed using profiling information gathered with the reference input itself (self ). This corresponds to the best case obtainable with the proposed profiling technique. In the fourth and fifth bars, the overall and self profiles were also measured on the programs by running the training inputs. The fourth measures the impact of using the training inputs during profiling and the fifth measures how accurately the conflicts in the training inputs predict the conflicts in the reference inputs. We show the conflict miss rate in 8-KB and 32-KB direct mapped caches. For the B-set benchmarks, slightly more conflicts are removed when using the overall profile than when using the A-set profile. This could be expected, as the overall profile contains information about the B-set benchmarks. For the A-set benchmarks, the overall profile is as effective as the more specific A-set profile.
When using a different profile for each benchmark, the largest number of conflicts are removed. This result is in fact a known pitfall occurring in profile-guided optimizations [19] . Here, we use the self profiles to represent the optimal conflict reduction achievable with the profiling technique.
The overall profile measured on the training inputs generally leads to randomization functions with approximately the same miss rate as the overall profile measured on the reference inputs. Hence, it is safe to measure a profile using the training input and use it to predict the conflicts when executing the reference input. This is at least true when the profile is averaged across all benchmarks. When only the profiling information on the training input for the same benchmark is used (self-train), the generated randomization function sometimes allows many conflicts, as in the case of ijpeg in the 8-KB cache and fpppp and m88ksim in the 32-KB cache. In these cases, the randomization functions are overtrained with respect to the conflicts in the training input. By averaging the profiles across all benchmarks, this overspecialization is avoided. Therefore, the randomization function generated for the overall-train profile removes more conflicts than the functions of the self-train profiles. The best way to generate a randomization function is therefore to average the profiling information obtained across a set of benchmarks. The information contained in a profile of one program run is too sensitive to the specific conflicts during that run in order to be representative for other programs. Note that the conflict miss rate for the apsi benchmark is higher in the 32-KB cache than in the 8-KB cache. The miss rate of a direct mapped cache generally consists of two important components: the capacity miss rate that is related to the cache size and the conflict miss rate that can be reduced with techniques such as associativity and randomization. The capacity miss rate decreases when the cache size is increased. In the case of apsi, the capacity miss rate decreases very fast, but the total miss rate does not follow. Hence, the conflict miss rate increases.
The results show that one group of benchmarks can predict a good randomization function for an entirely different group of benchmarks very well. For the B-set benchmarks, this corresponds to an absolute difference in miss rates of about 1% for both cache sizes. This difference is larger than the error resulting from limiting the number of inputs per XOR to 2, or from limiting the number of randomized address bits to m + 2. Hence, the choice of profile is responsible for the largest error, but it is still negligible.
Note that it is possible that randomization functions exist that remove many more conflicts than the functions generated with the self profiles. These functions cannot be found with our technique because the estimation of the conflict misses from the profiling information is not exact. Hence, with perfect profiling information, or by using extensive simulation, one might find randomization functions avoiding still more conflicts. This is a topic for further research.
CONCLUSION
This paper presents a technique to generate randomization functions for caches and evaluates it in the context of level-1 data caches. The technique measures profiling information on a set of benchmarks and generates randomization functions based on the profiling information. The profiling information allows one to predict the number of conflict misses that will occur with any XOR-based randomization function. Furthermore, it is possible to guide the search to certain types of randomization functions with low-cost implementations, where few address bits are required and the XORs all have few inputs.
Four search algorithms were tested, including an exhaustive search algorithm. It was shown that, when the exhaustive algorithm was feasible, the other algorithms produced near-optimal results. Furthermore, it was shown that it sufficed to randomize the address with two or three additional address bits, i.e. instead of needing m address bits to access a cache, a randomized cache needed m + 2 or m+3. This property was found to hold over a variety of cache sizes and associativities. It was also shown that it sufficed to work with two-input XORs to obtain almost all the potential of randomization. Consequently, randomized caches using these simple functions are much more cost-effective. Finally, it was shown that the programs used during profiling only had a small impact on the number of conflicts that the randomization function avoided. The randomization functions proved to perform very well, even when they were generated from profiling information about a different set of benchmarks. When a randomization function is generated based on one program run, there is a danger that it is very sensitive to the specific conflicts during that run. As such, this is not useful, except when repeating exactly the same program run.
