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論文内容の要旨
今日、流体力学や電磁気学を始めとする様々な分野において、数値シミュレーションは必要不可欠
な技術となっている。これらの分野においては、実験に基づく解析が盛んに行われている一方で、
実験に莫大な時間やコストが必要になる場合や実験自体が困難または危険が伴う場合においては数値
シミュレーションが重要視されている。特に、数値流体力学や計算電磁気学といった流体力学や電磁
気学などの支配方程式に対して数値解析を行う分野では、計算問題の大規模化・高精度化に伴い、よ
り高い計算性能が求められている。
このような数値シミュレーションにおいて良く用いられる計算の一種であるステンシル計算は、
計算格子と、各格子点の値を更新する行列計算の反復計算として定義される。個々の格子点に対する
計算はステンシル関数として与えられ、ステンシルと呼ばれる対象格子点の近傍領域内の点のみを参
照して計算を行うのが特徴である。また、境界などに対する例外を除き、基本的に全ての格子点は同
一のステンシル関数を持ち、さらにこれらは並列に計算可能である。このように局所性、均一性と並
列性に優れたステンシル計算は、大規模並列計算に向いている。一方で、ステンシル計算は殆どの成
分が 0 である疎行列の計算に属し、データ入出力量あたりの演算回数を表す演算密度が非常に小さい
計算である。このため、数ある数値計算の中でも、ステンシル計算は、特にデータ入出力帯域が実効
計算性能を決定する要因となっている。
しかし、現在一般的に用いられるスーパーコンビュータや PC クラスタなどの汎用マイクロプロセ
ッサに基づ、く計算機システムでは、メモリ帯域の不足により演算器稼働率が低下するために、ステン
シル計算のような演算密度の低い計算の実効性能はピーク演算性能のごく一部となることが報告され
ている。これに対し、計算問題に特化したメモリシステムを持つ専用計算機を設計することにより高
い計算性能を効率良く実現する試みが多数行われている。
このような状況の中、佐野らはステンシル計算のための専用計算機の実現を目指し、大規模実装に
対しスケーラブルな性能を与えるシストリック計算メモリ (Systolic Computational-Memory, SCM) 
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アーキテクチャを提案した。 SCM アーキテクチャでは、演算回路とメモリを持つ計算要素 (Processing
Element, PE) を格子状に配置し、これらをメッシュネットワークにより接続することにより、台数
効果の高い大規模並列計算を実現する。このようなハード、ウェア構造においては、 SCMA の演算性能、
総メモリ容量、総メモリ帯域と総ネットワーク帯域は PE の数に比例する。このため、 SCM アーキテ
クチャは原理的にシステムの規模に比例した性能を持つ計算が可能で、ある。また、 SCM アーキテク
チャでは、プログラマブルなデータバスを用いることにより流体力学や電磁気学などに現れる様々な
ステンシル計算に柔軟に対応で、きる。佐野らは試作実装により、流体計算におけるステンシル計算に
対しアレイ型専用計算機 (SCM a町aぁ SCMA) のメモリ帯域は十分であり、高い演算器稼働率が得
られることを明らかにした。
しかしながら、佐野らの試作実装は単一の FPGA による小規模なものに留まり、 SCM アーキテク
チャの実用化において不可欠と考えられる大規模実装に対してスケーラピリティの検証は行われてい
ない。また、 SCMA を動作させるためのプログラムはアセンブリ言語により作成し、必要なスケジュ
ーリングも手動により行う必要があった。実用的な大規模計算問題を手動によりプログラミングする
のは非生産的であり、また効率的な命令スケジューリングも困難である。大規模実装に関しては、単
一の半導体デバイスでは利用可能なハードウェア資源により得られる性能には限度があるため、より
高い性能を達成するための複数の半導体デバイスによる大規模実装が不可欠である。他方、プログラ
ミングの生産性の改善に関しては、ステンシル計算の記述を簡単にするドメイン固有言語、および、
ステンシル計算の並列化および最適化を行うコンパイラの開発が求められる。
以上の背景を受けて、本研究では、 SCM アーキテクチャの実用化を目的とし、高い台数効果およ
び拡張性を与えるハードウェア設計を明らかにすると共に、 SCMA において高効率なステンシル計算
を容易にプログラム可能とするための専用フ。ログラミング言語およびコンパイラを開発する。そのた
め、広域非同期・局所同期設計による専用計算機の分割方法を検討し、半導体デノ〈イス聞の限られた
帯域を有効利用するための時分割通信を利用した通信機構の設計、および、異なるクロックドメイン
間におけるデータ同期を保障するためのストール機構の設計を明らかにする。また、ステンシル計算
を容易に記述可能なプログラミング言語、および、自動並列化および命令スケジューリングのアルゴ、
リズムを明らかにする。
第 2章 シストリック計算メモリアーキテクチャ
SCM アーキテクチャに基づき、ステンシル計算の一種である差分法に特化した差分法専用計算機
(Systolic Computational-Memory Array for Finite-Difference Method, SCMA-FDM) を設計し、
1 つの FPGA を用いて試作実装を行い、 SCMA-FDM の性能評価を行った。また、 SCM アーキテク
チャの実用化における問題点として、複数の半導体テ、パイスを用いた大規模実装が不可欠であること、
および、プログラミングを容易とする高級プログラミング言語と理想、に近い演算器稼働率を与える命
令スケジューリングを行うコンパイラが必要であることを明らかにした。
第 3章大規模実装のためのハードウェア設計
SCM アーキテクチャに基づく専用計算機の大規模実装において、高い台数効果および拡張性を与
えるハードウェア設計を明らかにした。まず、大規模実装を行うための分割実装手法を提案した。次
に、 SCM アーキテクチャに広域非同期・局所同期設計 (Globally Asynchronous and Locally 
Synchronous, GALS) を導入し、クロックドメインの分割手法について議論した。半導体デ、バイスの
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限られる 110 帯域を有効利用するため、時分割通信による帯域削減機構 (Bandwidth Reduction 
Mechanism, BRM) を提案した。同期された 2 つの FPGA より構築した 1 次元 FPGA アレイを用し、
た試作実装により、 FPGA 聞の帯域が十分であれば、アレイ型計算機は FPGA数に比例した計算性能
を持つことが明らかにした。また、 2 次元 FPGA アレイの実装において、 BRM の帯域削減効果によ
り、 FPGA 聞に求められる帯域を十分に低く抑えることが可能であることが明らかにした。さらに、
近年の FPGA における性能向上の傾向から、 FPGA の微細化・大規模化に伴い RBM がより高い帯域
削減効果を得ることができることが明らかになった。
一方で、 GALS の導入に伴し、必要となったクロックドメイン聞のデータ同期に関して、局所・広域
ストール機構(Localand Global Stall Mechanism, LGSM) を提案した。互いに独立したクロックド
メインを持つ 3 つの FPGA を用いた試作実装の結果、 LGSM の正常動作およびデータの同期が保障
されることを確認できた。また、ストールの割合はクロックを生成する水晶振動子の精度に依存し、
無視できるほど小さいものであることが分かつた。このため、 LGSM の導入は、 SCM アーキテクチ
ャが持つスケーラピリティを損なうことはないとしづ結論を得た。これらの結果は、 ASIC に関して
も同様であると考えられる。以上より、 SCM アーキテクチャの実用化において多数の半導体デ、パイ
スを用いた大規模実装やクロックドメインの分割は不可欠であることと、そのような実装において、
帯域削減機構は限られるデバイス聞の通信帯域の有効利用が有効であり、広域・局所ストール機構は
クロックドメイン聞におけるデータ同期に有効であることが分かつた。
第4章 ステンシノレ計算ドメイン固有言語および専用コンパイラ
SCM アーキテクチャに基づく専用計算機に対し、ステンシル計算のプログラミングを容易にする
プログラミング言語(Domain-Spec迫.c Language for Stencil Computation, DSLSC) を提案した。
高性能計算のために理想に近い演算器稼働率を与える命令列を生成できるコンパイラ (SCMA
Compiler, SCMAC) を提案した。特に、 SCMAC のパックエンドとして、データ依存グラフにおけ
るデータの依存関係に基づき並列性を抽出するアルゴリズムを提案した。また、並列性を利用したメ
モリ割当てアルゴ、リズムおよび PE へのデータフローグラフの分割アルゴ、リズ、ムを検討した。さらに、
データの依存関係や PE 聞の通信遅延を考慮、し、高い演算器稼働率を与える命令スケジューリングア
ルゴ、リズムを提案した。 DSLSC の生産性および、スケジューリングの有効性を評価するため、 SCMAC
を実装し、複数のベンチマークプログラムを作成した。その結果、理想的な演算器稼働率の約 98%の
高い演算器稼働率を与える命令列を自動で得ることができた。また、手動で、数時間も掛かるプログラ
ミングやスケジューリングを数秒から数分程度で行えるようになった。以上の結果から、 DSLSC と
SCMAC は、簡単な記述でありながら理想に近い演算器稼働率を与える命令列を生成することができ、
シストリック計算メモリアーキテクチャのプログラミングの容易化に有効であることが分かった。
第 5章結論
以上を要するに、シストリック計算のためにシストリック計算メモリアーキテクチャに関して、実
用的なシステムを構築するためには大規模実装とコンパイルの自動化が不可欠であり、本論文で提案
する帯域削減機構、局所・広域ストール機構のハードウェア設計、ステンシル計算ドメイン固有言語
および専用コンパイラは、シストリック計算メモリアーキテクチャの大規模化・高生産性化において
有効であると結論づけた。
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論文審査結果の要旨
近年必要不可欠な技術となっている数値シミュレーションのさらなる高速化を実現する手
段として，一般に用いられるような汎用計算機とは異なり対象計算に特化した構造を有する
専用計算機が注目されている。特に，演算性能と比べて高いメモリ帯域が要求される計算に
対しては，適切なバランスの演算性能と帯域を持ちシステム規模に応じてそれらを拡張でき
るような専用計算機が望まれている。本論文は，メモリ帯域要求の高いステンシル計算のた
めの専用計算機として提案されているシストリック計算メモリ (S CM) アーキテクチャの
実用化を目的とし，複数の半導体チップによる大規模実装を容易とするハードウェア設計や，
SCMアーキテクチャのコンパイラに関する研究成果をまとめたものであり，全編 5 章から
なる。
第 1 章は序論である。
第 2 章では， SCMアーキテクチャに基づくアレイフロセッサ (S CMA) の試作とその
性能評価を行っている。この結果， SCMAの実用化のためには複数半導体デバイスを用い
た大規模実装が不可欠であること，およびSCMAのプログラミングを容易とするコンパイ
ラが必要であることを明らかにしている。これは， SCMAの実用化に向けた課題を整理し
た重要な知見である。
第 3 章では，高い台数効果および拡張性を与える大規模実装を実現するハードウェア設計
として，大域非同期・局所同期による SCMAの分割実装法を導入した後に，時分割通信に
よる帯域削減機構，および異なるクロック領域間でデータ同期を保障するストール機構を提
案し，試作実装によりこれらの有効性を示している。これは， SCMAの大規模実装に向け
た重要な成果である。
第 4 章では， SCMAに対しステンシル計算を容易にフログラムできるようにするために，
宣言型プログラミングに基づくステンシル計算専用言語とそのコンパイラを提案している。
特に，コンパイラの核となる，ステンシル計算の自動並列化と SCMA向けの演算スケジュ
ーリングアルゴリズムを提案し，複数のステンシル計算について演算器稼働率の高い命令列
が得られることを明らかにしている。これはSCMAのプログラミングを容易化し生産性を
向上させる点で有益な成果である。
第 5 章は結論である。
以上要するに本論文は，ステンシル計算のための SCMアーキテクチャに関し，大規模実
装とプログラミングの点で実用的なシステム構築のためのハードウェア設計，専用言語，お
よびコンパイラを提案し，試作実装によりその有効性を示したもので，情報基礎科学ならび
に計算機科学の発展に寄与するところが少なくない。
よって，本論文は，博士(情報科学)の学位論文として合格と認める。
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