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Abstract
Given any commutative field k, denote R = Oq(Mn(k)) the coordinate ring of quantum n × n
matrices over k and assume q is a nonzero element in k which is not a root of unity. Recall that R is
generated by n2 variables Xi,α ((i, α) ∈ ❏1, n❑2) subject (only) to the following relations:
If
( x y
z t
)
is any 2× 2 sub-matrix of X = (Xi,α), then: (a) yx = q−1xy, zx = q−1xz, tz= q−1zt ,
ty = q−1yt , zy = yz; (b) tx = xt − (q − q−1)yz.
Denote R the k-algebra generated by the same variables Xi,α subject to the same relations, except
relations (b) which are replaced by: (c) tx = xt; so that R is just the algebra of regular functions on
some quantum affine space of dimension n2 over k.
The theory of “derivative elimination” defines a natural embedding ϕ : Spec(R)→ Spec(R) and
asserts that:
• The “canonical image” ϕ(Spec(R)) is a union of strata Specw(R) (in the sense of [Goodearl,
Letzter, in: CMS Conf. Proc., Vol. 22 (1998) 39–58]), where w describes some subset W of
P(❏1, n❑2).
• The sets Specw(R) := ϕ−1(Specw(R)) (w ∈W) define the Goodearl–Letzter H -stratification
of Spec(R) in the sense of [Goodearl, Letzter, Trans. Amer. Math. Soc. 352 (2000) 1381–1403].
In this paper, we give the precise description of the set W and we compute its cardinality. Using
that description and the derivative elimination algorithm, we can verify (Theorems 6.3.1, 6.3.2) that
H -Spec(R) has an H -normal separation (in the sense of [Goodearl, in: Lecture Notes in Pure and
Appl. Math. 210 (2000) 205–237]), so that Spec(R) has normal separation (in the sense of [Brown,
Goodearl, Trans. Amer. Math. Soc. 348 (1996) 2465–2502]). This property was conjectured by
K. Brown and K. Goodearl. Since R is Auslander–Regular and Cohen–Macaulay, this implies (by
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1. Introduction
Soit k un corps commutatif. On pose k∗ = k \ {0}. Toutes les algèbres considérées
sont des k-algèbres. Si A est une telle algèbre, Mn(A) (respectivement Mm,n(A)) désigne
l’algèbre des matrices n × n (respectivement m× n) ((m,n) ∈ (N \ {0})2) à coefficients
dans A, et on note In la matrice unité de Mn(A).
Si E est un ensemble, on note P(E) l’ensemble de ses parties et |E| son cardinal.
Si X,X1, . . . ,Xs sont des ensembles, l’égalité X = ⊔1is Xi (respectivement X =
X1 unionsq · · · unionsqXs) signifie que X est la réunion disjointe de X1, . . . ,Xs.
Étant donné un entier n 2 et un élément q de k∗ qui n’est pas une racine de l’unité,
considérons l’algèbre R =Oq(Mn(k)) et notons R l’algèbre déduite de R par effacement
des dérivations (cf. [3]). R n’est autre que l’espace affine quantique engendré par les n2
indéterminées Xi,α ((i, α) ∈ ❏1, n❑2) soumises aux relations de commutation suivantes :
Si
(
x y
z t
)
est une matrice 2× 2 extraite de la matrice X = (Xi,α) (1 i , α  n) on a :
yx = q−1xy, zx = q−1xz, ty = q−1yt, tz= q−1zt,
zy = yz, tx = xt.
La théorie de l’effacement des dérivations (cf. [3]) permet de construire une injection
naturelle ϕ : Spec(R) → Spec(R), où Spec(R) (respectivement Spec(R)) désigne le
spectre premier de R (respectivement R), et prédit que :
(a) L’image (dite canonique) de Spec(R) (par ϕ) est de la forme :
ϕ
(
Spec(R)
)= ⊔
w∈W
Specw
(
R
)
,
où W désigne une partie de P(❏1, n❑2), et où, pour chaque w ∈ W, Specw(R) est
défini comme dans [2,5].
(b) Si on note Specw(R) = ϕ−1(Specw(R)), la famille (Specw(R)) (w ∈ W) est une
partition de Spec(R) qui coïncide avec sa H -stratification au sens de Goodearl–Letzter
[7] (quel que soit le choix du groupe H ).
Dans ce papier, notre premier objectif est la description de l’image canonique de
Spec(R) ou, ce qui revient au même, de l’ensemble W. Le résultat obtenu est le suivant
(Théorème 3.2.1) :
G. Cauchon / Journal of Algebra 260 (2003) 519–569 521Si on représente (comme d’habitude) l’ensemble ❏1, n❑2 sous forme d’un tableau
(1,1) (1,2) · · · (1, n)
(2,1) (2,2) · · · (2, n)
...
...
...
(n,1) (n,2) · · · (n,n)

alors W est l’ensemble des parties w de ❏1, n❑2 qui vérifient la propriété suivante :
Si (i, α) ∈w, alors w contient la ligne tronquée [(i,1) · · · (i, α)] ou la colonne tronquée (1, α)...
(i, α)
 .
Par exemple, les cases noires symbolisant les éléments de w, on a la situation de la
Fig. 1. Nous donnons (Proposition 3.3.2) une formule explicite permettant de calculer le
cardinal S(n) de W (on trouve, par exemple, S(2)= 14, S(3)= 230, S(4)= 6902) et nous
montrons (Proposition 3.3.3) que :
nn  S(n) n!2nnn+1 = o(n2n).
La description ci-dessus de l’ensemble W , ainsi que les propriétés de l’algorithme
d’effacement, nous permettent de construire des éléments normaux dans les quotients
premiers de R = Oq(Mn(k)). (Nous introduisons pour cela, à la Section 5, la notion
de « suite lacunaire » d’éléments de ❏1, n❑2 relativement à un idéal premier de R.) Ces
éléments normaux nous permettent ensuite de vérifier (Théorème 6.3.2) l’exactitude de la
conjecture suivante de K. Brown et K. Goodearl :
Spec(R) vérifie la propriété de séparation normale.
Nous établissons en fait un résultat un peu plus fort (Théorème 6.3.1) :
∈W /∈W
Fig. 1.
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(λ1, . . . , λn,µ1, . . . ,µn).Xi,α = λiµαXi,α
(∀(i, α) ∈ ❏1, n❑2),
on a :
H -Spec(R) vérifie la propriété de séparation H -normale au sens de [5].
2. L’algorithme d’effacement dans R =Oq(Mn(k))
2.1. L’algèbre R =Oq(Mn(k))
Dans tout cet article, nous adoptons les conventions suivantes :
• q est un élément de k∗ qui n’est pas une racine de l’unité.
• n désigne un entier supérieur ou égal à 2.
• On note R =Oq(Mn(k)) la k-algèbre engendrée par les n2 indéterminées Xi,α (1 i ,
α  n) soumises aux relations suivantes :
Si
(
x y
z t
)
est une matrice 2 × 2 extraite de la matrice X = (Xi,α) (1  i , α  n), on a
(cf. [12,13]) :
yx = q−1xy, zx = q−1xz, ty = q−1yt, tz= q−1zt, zy = yz,
tx = xt − (q − q−1)yz. (1)
• On sait que R est un anneau intègre et nœthérien. On note F son corps de fractions.
• On munit l’ensemble N×N de l’ordre lexicographique ((i, α) (j,β)⇔ [(i < j) ou
(i = j et α  β)]).
• Si r = (i, α) et v = (j,β) appartiennent à ❏1, n❑2, on définit le coefficient λr,v de k∗
comme suit :
si r = v, λr,v =
{
q−1 si i = j ou α = β,
1 sinon ;
si r = v, λr,v = q−2.
Lemme 2.1.1. Soit
(Xi,α Xi,β
Xj,α Xj,β
)
une matrice 2 × 2 extraite de X (i < j, α < β). Posons
v1 = (i, α), v2 = (i, β), v3 = (j,α), v4 = (j,β). Si r = (l, γ ) ∈ ❏1, n❑× ❏1, n❑, on a :
λr,v1λr,v4 = λr,v2λr,v3 .
Démonstration. Si l = i, j et γ = α,β, on a λr,vi = 1 pour 1 i  4, d’où le résultat.
Si l = i et γ = α,β, on a λr,v1 = λr,v2 = q−1 et λr,v3 = λr,v4 = 1, d’où le résultat.
Si l = i et γ = α, on a λr,v1 = q−2, λr,v2 = λr,v3 = q−1 et λr,v4 = 1, d’où le résultat.
Les autres cas sont laissés en exercice au lecteur. ✷
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m1,2
1,2 · · ·Xmn,nn,n (pour lesquels les indices sont
ordonnés suivant l’ordre lexicographique) (mi,α ∈ N) forment une base du k-espace
vectoriel R, on déduit de [3, Propositions 6.1.1 et 6.1.2] et du lemme ci-dessus, que R
vérifie les conventions 3.1 de [3] (les λj,i (i, j dans ❏1, n❑2, i < j) étant définis comme ci-
dessus et les qj (j ∈ ❏1, n❑2) étant tous égaux à q−2), ainsi que les hypothèses 4.1.1 et 4.1.2
de [3]. En particulier, si r ∈ ❏1, n❑2 il existe un unique automorphisme hr de l’algèbre R
vérifiant hr(Xv)= λr,vXv pour tout v ∈ ❏1, n❑2.
On note H n’importe quel sous-groupe du groupe des automorphismes de la k-algèbre
R qui contient les automorphismes hr ci-dessus (r ∈ ❏1, n❑2) et qui vérifie, de plus :
Si h est dans H, toutes les indéterminées Xi,α (1  i , α  n) sont des h-vecteurs
propres.
Observons que si (µv) (v = (i, α) ∈ ❏1, n❑2) est une famille d’éléments de k∗, il existe
un automorphisme σ de l’algèbre R qui vérifie σ(Xv) = µvXv quel que soit v ∈ ❏1, n❑2
si et seulement si on a µi,αµj,β = µi,βµj,α quels que soient i , j , α, β dans ❏1, n❑ tels
que i < j et α < β. Ceci équivaut à dire que la matrice M = (µi,α) ((i, α) ∈ ❏1, n❑2) est
de rang 1, c’est à dire qu’il existe (a1, . . . , an;b1, . . . , bn) dans (k∗)2n tel que µi,α = aibα
pour tout (i, α).
Le groupe Ĥ des automorphismes h de l’algèbre R pour lesquels toutes les indétermi-
nées Xi,α sont des vecteurs propres est donc isomorphe au tore (k∗)2n par l’application :
c = (a1, . . . , an;b1, . . . , bn) ∈ (k∗)2n → σc = l’unique automorphisme de l’algèbre R
vérifiant σc(Xi,α)= aibαXi,α pour tout (i, α) ∈ ❏1, n❑2.
Ainsi, H est n’importe quel sous-groupe du groupe Ĥ , qui contient tous les hr
(r ∈ ❏1, n❑2).
Si r = (i, α) et v = (j,β) appartiennent à ❏1, n❑2, on définit le coefficient ar,v de k∗
comme suit :
si r < v, ar,v = λr,v,
si r > v, ar,v = λ−1r,v = λ−1v,r = a−1v,r ,
si r = v, ar,v = 1.
2.2. Description de l’algorithme
Soit r = (j,β) ∈ ❏1, n❑2, avec r > (1,1). Soit A la sous-algèbre de R engendrée par les
Xv avec v = (i, α) dans ❏1, n❑2 et (1,1) v < r, et soit B la sous-algèbre de R engendrée
par A et Xr. On sait [3, Proposition 6.1.1] que B est l’extension de Ore (à gauche)
A[Xr;σr, δr ] où σr est un automorphisme k-linéaire et δr une σr -dérivation (à gauche)
k-linéaire de l’anneau A vérifiant, pour (1,1) v = (i, α) < r = (j,β) :
σr(Xv)= λr,vXv,
δr(Xv)=
{−(q − q−1)Xi,βXj,α si i < j et α < β,0 sinon.
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+∞∑
m=0
(1− q−2)−m
[m]!q−2
λ−mr,v δmr (Xv)X−mr =
Xv −
q − q−1
1− q−2 Xi,βXj,αX
−1
r si i < j et α < β,
Xv sinon,
avec :
q − q−1
1− q−2 Xi,βXj,αX
−1
j,β = qXi,βXj,αX−1j,β =Xi,βX−1j,βXj,α (si i < j et α < β).
Notons E l’ensemble (❏1, n❑2 ∪ {(n,n + 1)}) \ {(1,1)}. (Le plus petit élément de E est
donc (1,2) et le plus grand (n,n+ 1).)
Compte tenu du calcul ci-dessus, l’algorithme d’effacement [3, Section 3.2] consiste
en la construction, pour chaque r = (j,β) ∈ E, d’une famille (X(r)i,α) ((i, α) ∈ ❏1, n❑2)
d’éléments de F = Fract(R) comme suit :
• Si r = (n,n+ 1), X(r)i,α =Xi,α (∀(i, α) ∈ ❏1, n❑2).• Supposons r = (j,β) < (n,n + 1) et notons u = (l, γ ) le plus petit élément de E
strictement supérieur à r. Supposons connus les xi,α := X(u)i,α ((i, α) ∈ ❏1, n❑2). On
définit alors les x ′i,α :=X(r)i,α comme suit :
x ′i,α =
{
xi,α − xi,βx−1j,βxj,α si i < j et α < β,
xi,α sinon.
On observe que cette construction a bien un sens car on peut démontrer [3, Théorème 3.2.1]
que tous les xi,α (et en particulier xj,β ) sont non nuls.
Notons, pour chaque r ∈E, R(r) = k〈X(r)i,α〉 la sous-algèbre de F engendrée par les X(r)i,α
((i, α) ∈ ❏1, n❑2) et posons :
X (r) = (X(r)i,α) ((i, α) ∈ ❏1, n❑2) (X (r) ∈Mn(F)).
Nous dirons que la matrice X (r) (respectivement l’algèbre R(r)) se déduit de la matrice
X (u) (respectivement l’algèbre R(u)) au moyen de l’algorithme d’effacement appliqué en
choisissant pour pivot le coefficient xr = xj,β de la matrice X (u). On observe que cette
opération ne modifie que les coefficients de X (u) situés sur une ligne qui est au-dessus de
celle du pivot et sur une colonne qui est à gauche de celle du pivot. En particulier, le pivot
lui-même n’est pas modifié par cet algorithme et, s’il se trouve sur la première ligne ou sur
la première colonne, on a X (r) = X (u).
Nous dirons qu’une matrice rectangulaire M = (mi,α) ((i, α) ∈ ❏1, l❑× ❏1,p❑) (l  1,
p  1), à coefficients dans une k-algèbre A, est q-quantique si :
• mi,βmi,α = q−1mi,αmi,β lorsque α < β,
• mj,αmi,α = q−1mi,αmj,α lorsque i < j,
• si (x y
z t
)
est une matrice 2× 2 extraite de M, on a zy = yz et tx = xt − (q − q−1)yz.
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X (u) par suppression de la ligne du pivot et de toutes celles qui sont en-dessous, sont
q-quantiques. Il montre également que, à l’exception du pivot xr, les coefficients de la
matrice X (r) vérifient les mêmes relations de commutation que ceux de X (u). En revanche,
les relations de commutation avec le pivot xr = xj,β se simplifient :
• Si v = (i, α) avec i < j et α < β, on a :
dans X (u) : xrxv = xvxr −
(
q − q−1)xi,βxj,α,
dans X (r) : xrx ′v = x ′vxr .
• Si v = (i, α) avec i  j ou α  β, on a :
dans X (u) : xrxv = ar,vxvxr ,
dans X (r) : xrx ′v = ar,vx ′vxr .
Théorème 2.2.1. Soit r = (j,β) ∈ E. Notons, pour (i, α) ∈ ❏1, n❑2, xi,α =X(r)i,α, de sorte
que l’on a X (r) = (xi,α) et R(r) = k〈xi,α〉 ((i, α) ∈ ❏1, n❑2). Alors :
(1) R(r) est la k-algèbre engendrée par les indéterminées xi,α ((i, α) ∈ ❏1, n❑2) soumises
aux relations suivantes :
Si
(
x y
z t
)
est une matrice 2× 2 extraite de X (r), on a :
(a) yx = q−1xy , zx = q−1xz, ty = q−1yt , tz= q−1zt , zy = yz ;
(b) si t = xv (v ∈ ❏1, n❑2), on a :
v  r ⇒ tx = xt,
v < r ⇒ tx = xt − (q − q−1)yz.
(2) Les monômes xm1,11,1 x
m1,2
1,2 · · ·xmn,nn,n (où les indices (i, α) sont pris dans l’ordre croissant
et les exposants mi,α sont dans N) forment une base du k-espace vectoriel R(r).
(3) R(r) est un anneau intègre, nœthérien, de corps de fractions Fract(R(r))= F.
(4) Si r = (n,n+ 1) et si u est le plus petit élément de E strictement supérieur à r, alors
xr ∈ R(u), le système multiplicatif Sr = {xmr |m ∈ N} vérifie la condition de Ore (des
deux côtés) dans chacun des deux anneaux R(r) et R(u), et on a :
R(r)S−1r =R(u)S−1r .
Démonstration. Cela résulte de [3, Théorèmes 3.2.1, 3.3.1, Proposition 6.1.1]. ✷
Comme dans [3], on note R :=R(1,2). On note également T =X (1,2) ∈Mn(F) et, pour
(i, α) ∈ ❏1, n❑2, Ti,α =X(1,2)i,α (de sorte que T = (Ti,α)). Il résulte du Théorème 2.2.1 que
R est le k-espace affine quantique engendré par les indéterminées Ti,α ((i, α) ∈ ❏1, n❑2)
soumises aux relations de commutation suivantes :
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(
x y
z t
)
est une matrice 2× 2 extraite de T ,
yx = q−1xy, zx = q−1xz, ty = q−1yt, tz= q−1zt,
zy = yz, tx = xt.
On observera que ces relations sont équivalentes aux relations suivantes :(∀r, v dans ❏1, n❑2) TrTv = ar,vTvTr .
2.3. L’action du groupe H sur chacune des algèbres R(r)
Si h ∈ H, on sait que h se prolonge de manière unique en un automorphisme, encore
noté h, de l’algèbre F = Fract(R). Cela permet d’identifier H à un sous-groupe du groupe
des automorphismes de la k-algèbre F. On a alors [3, Lemme 4.2.1] :
Lemme 2.3.1. Soit r = (j,β) ∈ E. Notons, pour tout (i, α) ∈ ❏1, n❑2, xi,α = X(r)i,α et
considérons un élément h du groupe H. Pour (i, α) ∈ ❏1, n❑2, notons µi,α l’élément de
k∗ qui vérifie h(Xi,α)= µi,αXi,α. On a alors :(∀(i, α) ∈ ❏1, n❑2) h(xi,α)= µi,αxi,α.
Il résulte de ce lemme que, si r ∈ E, tout élément h de H induit (par restriction) un
automorphisme, encore noté h, de l’algèbre R(r). D’où une action naturelle du groupe H
sur cette algèbre.
Comme les hypothèses 4.1.1 et 4.1.2 de [3] sont satisfaites, on a :
Lemme 2.3.2. Soit r = (j,β) ∈E.
(1) Tous les idéaux premiers de R(r) sont complètement premiers.
(2) Les idéaux H -premiers (au sens de [7]) de R(r) sont les idéaux (complètement)
premiers de R(r) qui sont H -invariants.
Démonstration. Voir [3, preuve du Lemme 4.2.2]. ✷
3. L’injection canonique ϕ : Spec(R)→ Spec(R)
Nous reprenons les conventions de la Section 2.
3.1. L’injection ϕr : Spec(R(u))→ Spec(R(r))
Considérons un élément u quelconque de E et posons, pour tout (i, α) ∈ ❏1, n❑2,
xi,α = X(u)i,α , de sorte que R(u) est la sous-algèbre de F engendrée par les xi,α. Si
v = (l, γ ) ∈ ❏1, n❑2, on pose :
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P0v
(
R(u)
) := {P ∈ Spec(R(u)) ∣∣ xv /∈ P} (xv = xl,γ ),
P1v
(
R(u)
) := {P ∈ Spec(R(u)) ∣∣ xv ∈ P}.
Notations 3.1.2.
Π0v
(
R(u)
) = P0v (R(u)),
Π1v
(
R(u)
) = {P ∈ Spec(R(u)) ∣∣ xi,γ ∈ P pour 1 i  l et il existe α tel que 1 α < γ
et xl,α /∈ P
}
,
Π2v
(
R(u)
) = {P ∈ Spec(R(u)) ∣∣ xl,α ∈ P pour 1 α  γ et il existe i tel que 1 i < l
et xi,γ /∈ P
}
,
Π3v
(
R(u)
) = {P ∈ Spec(R(u)) ∣∣ xi,γ ∈ P pour 1 i  l et xl,α ∈ P pour 1 α  γ }.
Lemme 3.1.1. Notons r = (j,β) le plus grand élément de ❏1, n❑2 qui est strictement
inférieur à u (cela existe car u (1,2)). On a alors :
(1) P1r (R(u))=
⊔
1ε3Π
ε
r (R
(u)).
(2) Spec(R(u))=⊔0ε3Πεr (R(u)).
Démonstration. Il est clair que Π1r (R(u)), Π2r (R(u)), et Π3r (R(u)) sont deux à deux
disjoints et contenus dans P1r (R(u)).
Soit P ∈ P1r (R(u)). Supposons que P n’appartienne pas à Π1r (R(u)) ni à Π2r (R(u)).
Comme P ∈ P1r (R(u)), P contient ω = xj,β . Supposons qu’il existe un élément z = xj,α
situé à gauche de ω (dans la matrice X (u)) qui n’appartienne pas à P et considérons
un élément y = xi,β situé au dessus de ω (α < β et i < j). Si on pose x = xi,α, on
a ωx − xω = −(q − q−1)yz. Donc yz ∈ P et, puisque P est complètement premier,
y ∈ P. On en déduit que P ∈Π2r (R(u)), ce qui est contraire à notre hypothèse. Par suite,
P contient tous les éléments z = xj,α situés à gauche de ω. De la même manière, on
montre que P contient tous les éléments y = xi,β situés au-dessus de ω. Ceci montre que
P ∈Π3r (R(u)) et termine la démonstration du (1).
Le (2) résulte de l’égalité évidente : Spec(R(u))=P0r (R(u)) unionsqP1r (R(u)). ✷
Conventions 3.1.1.
• r = (j,β) étant défini comme dans le Lemme 3.1.1, on pose :
Eu =
{
v ∈ ❏1, n❑2 ∣∣ r  v}.
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Specf
(
R(u)
)= ⋂
v∈Eu
Πf (v)v
(
R(u)
)
.
• On note Spec∗(R(u)) la réunion de toutes les parties Specf (R(u)) de Spec(R(u)), où f
décrit l’ensemble de toutes les applications de Eu dans ❏0,3❑.
Remarques 3.1.1.
• Les parties Specf (R(u)) ci-dessus sont deux à deux disjointes.
• Si u= (n,n+ 1), on a r = (n,n) et Eu = {r}.
Les ensembles Specf (R(u)) coïncident alors avec les ensembles Πεr (R(u)) (ε ∈ ❏0,3❑).
Comme on a, dans ce cas particulier, R(u) =R, on déduit du Lemme 3.1.1 que :
Spec∗(R)= Spec(R).
Dans la suite de cette section, on suppose que u = (1,2) et on note r le plus grand
élément de E strictement inférieur à u (r ∈ ❏1, n❑2). On pose r = (j,β), ω = xr = x(j,β)
et, pour tout (i, α) ∈ ❏1, n❑2, x ′i,α = X(r)i,α. On pose également S = {ωm | m ∈ N}. Par
le Théorème 2.2.1, ceci est un système multiplicatif d’éléments réguliers vérifiant la
condition de Ore des deux côtés dans R(u) et dans R(r), et on a R(u)S−1 = R(r)S−1. Les
Lemmes 3.1.2–3.1.4 ci-dessous résultent de [3, Lemmes 4.3.1–4.3.3].
Lemme 3.1.2. Il existe un homéomorphisme croissant η :P0r (R(u)) → P0r (R(r)). Il est
défini par P → η(P ) = PS−1 ∩ R(r). L’homéomorphisme réciproque η−1 :P0r (R(r))→
P0r (R(u)) est défini par Q → η−1(Q)=QS−1 ∩R(u). Il est aussi croissant.
Lemme 3.1.3. Si (ω) désigne l’idéal bilatère de R(u) engendré par ω, il existe un (unique)
homomorphisme d’algèbres g :R(r) → R(u)/(ω) qui transforme x ′i,α en x˙i,α (la classe de
xi,α modulo (ω)) pour tout (i, α) ∈ ❏1, n❑2 . Cet homomorphisme est surjectif.
Lemme 3.1.4. Il existe une application injective croissante ρ :P1r (R(u))→P1r (R(r)). Elle
est définie par P → ρ(P )= g−1(P/(ω)). ρ est un homéomorphisme de P1r (R(u)) sur son
image et l’homéomorphisme réciproque est aussi croissant.
Définition 3.1.1. L’application ϕr : Spec(R(u)) → Spec(R(r)) qui coïncide avec η sur
P0r (R(u)) et avec ρ sur P1r (R(u)) (qui est injective puisque η et ρ le sont) s’appelle
l’injection canonique de Spec(R(u)) dans Spec(R(r)).
Lemme 3.1.5. Soit P ∈ Spec(R(u)) et Q ∈ Spec(R(r)).
(1) Si P ∈ P1r (R(u)) et si Q= ϕr(P ), alors il existe un (unique) isomorphisme d’algèbres
σ :R(u)/P → R(r)/Q vérifiant σ(xi,α) = x ′ quel que soit (i, α) dans ❏1, n❑2 (oùi,α
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(respectivement Q)).
(2) Supposons qu’il existe un isomorphisme d’algèbres σ :R(u)/P → R(r)/Q vérifiant
σ(xi,α)= x ′i,α quel que soit (i, α) dans ❏1, n❑2 et supposons que Q ∈ P1r (R(r)). Alors
P ∈ P1r (R(u)) et Q= ϕr(P ).
Démonstration. (1) Puisque ω ∈ P, il existe un homomorphisme d’algèbres surjectif
f :R(u)/(ω)→R(u)/P tel que f (x˙i,α)= xi,α pour tout (i, α) ∈ ❏1, n❑2 (où xi,α et x˙i,α sont
définis comme dans les énoncés des Lemmes 3.1.5 et 3.1.3). g désignant l’homomorphisme
du Lemme 3.1.3, f ◦g :R(r)→ R(u)/P transforme x ′i,α en xi,α quel que soit (i, α) et a pour
noyau Q. D’où l’existence de l’isomorphisme σ.
(2) Comme Q ∈ P1r (R(r)), on a σ(xj,β ) = x ′j,β = 0. Donc xj,β = 0 et, par suite,
P ∈ P1r (R(u)). L’homomorphisme f :R(u)/(ω)→ R(u)/P étant défini comme dans le (1),
et π :R(r) → R(r)/Q désignant l’homomorphisme canonique, le diagramme suivant est
commutatif :
R(r)
Q
R(u)
P
σ
R(r)
π
g R(u)
(ω)
f
Par suite, Q=Kerπ =Kerf ◦ g = g−1(P/(ω))= ϕr(P ). ✷
Lemme 3.1.6. Si ε ∈ ❏0,3❑, on a :
ϕr
(
Πεr
(
R(u)
))=Πεr (R(r)).
Démonstration. Si ε = 0, cela résulte du Lemme 3.1.2 et de la définition de ϕr .
Supposons ε  1.
Soit P ∈Πεr (R(u)) et Q= ϕr(P ). On a P ∈ P1r (R(u)) (Lemme 3.1.1) et, par le (1) du
Lemme 3.1.5, on a : (∀(i, α) ∈ ❏1, n❑2) (xi,α ∈ P ⇔ x ′i,α ∈Q).
Il en résulte que Q ∈Πεr (R(r)). Soit Q ∈Πεr (R(r)). Considérons la matrice M = (x ′i,α) ∈
Mn(R
(r)/Q). Considérons une matrice 2× 2, soit (x y
z t
)
, extraite de M avec t = x ′l,γ . Par
le Théorème 2.2.1, on a :
(a) yx = q−1xy , zx = q−1xz, ty = q−1yt , tz= q−1zt , zy = yz.
(b) • Si (l, γ ) r, alors tx = xt.
• Si (l, γ ) < r, alors tx = xt − (q − q−1)yz.
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ou z est nul. L’égalité tx = xt peut donc encore s’écrire tx = xt − (q − q−1)yz, et la
propriété (b) ci-dessus entraîne :
(c) • Si (l, γ ) u, alors tx = xt.
• Si (l, γ ) < u, alors tx = xt − (q − q−1)yz.
On déduit alors du Théorème 2.2.1 (appliqué à l’algèbre R(u)), l’existence d’un (unique)
homomorphisme d’algèbres h :R(u) → R(r)/Q qui vérifie h(xi,α)= x ′i,α pour tout (i, α).
Cet homomorphisme est surjectif, son noyau P appartient à Spec(R(u)), et h induit un
isomorphisme d’algèbres σ :R(u)/P → R(r)/Q qui vérifie σ(xi,α)= x ′i,α pour tout (i, α).
Si (i, α) ∈ ❏1, n❑2, on a alors : xi,α ∈ P ⇔ x ′i,α ∈Q. On en déduit que P ∈Πεr (R(u)) et,
par le Lemme 3.1.5, que Q= ϕr(P ). ✷
Lemme 3.1.7. Soit v = (l, γ ) ∈ ❏1, n❑2 avec v > r. Soient ε, ε′ deux éléments de ❏0,3❑.
Alors :
ϕr
(
Πεr
(
R(u)
)∩Πε′v (R(u)))=Πεr (R(r))∩Πε′v (R(r)).
Démonstration. Soit P ∈Πεr (R(u)) et Q= ϕr(P ). Compte tenu du Lemme 3.1.6, il nous
suffit de montrer que les propriétés suivantes sont équivalentes :
(i) P ∈Πε′v (R(u)).
(ii) Q ∈Πε′v (R(r)).
Si ε  1, on déduit du Lemme 3.1.5 que :(∀(i, α) ∈ ❏1, n❑2) (xi,α ∈ P ⇔ x ′i,α ∈Q).
L’équivalence des propriétés (i) et (ii) en résulte aussitôt.
Supposons ε = 0, de sorte que Q= PS−1 ∩R(r) et P =QS−1 ∩R(u), où S désigne le
système multiplicatif engendré par le pivot ω = xj,β,
PS−1 = {xs−1 ∣∣ x ∈ P, s ∈ S} et QS−1 = {x ′s−1 ∣∣ x ′ ∈Q, s ∈ S}.
On peut faire les deux observations suivantes :
Observation 1. Si α ∈ ❏1, γ ❑, on a :
xl,α ∈ P ⇔ x ′l,α ∈Q.
Preuve. Comme v > r, on a l  j. Donc xl,α est sur une ligne de la matrice X (u) qui
n’est pas située au-dessus de la ligne j du pivot ω = xj,β . Il en résulte que x ′l,α = xl,α ∈
R(u) ∩R(r), et l’équivalence ci-dessus est alors immédiate. ✷
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(iii) (∀i ∈ ❏1, l❑ \ {l}) (xi,γ ∈ P).
(iv) (∀i ∈ ❏1, l❑ \ {l}) (x ′i,γ ∈Q).
Preuve. Si γ  β et si i ∈ ❏1, l❑ \ {l}, xi,γ est sur une colonne de X (u) qui n’est pas située
à gauche de la colonne β du pivot ω= xj,β . On a alors x ′i,γ = xi,γ et on conclut comme ci-
dessus. Supposons γ < β. Comme v = (l, γ ) > r = (j,β), on a donc l > j. Si j  i < l,
on a, comme dans l’Observation 1 :
xi,γ ∈ P ⇔ x ′i,γ ∈Q.
Supposons (iii) et montrons que, si 1 i < l, on a x ′i,γ ∈Q. D’après ce qui précède, il nous
suffit de le faire lorsque i < j. Considérons la matrice 2× 2 suivante extraite de X (u) :(
xi,γ xi,β
xj,γ xj,β
)
.
Comme, par hypothèse, xi,γ ∈ P et xj,γ ∈ P, on a :
x ′i,γ = xi,γ − xi,βx−1j,βxj,γ = xi,γ − qxi,βxj,γ x−1j,β ∈ PS−1 ∩R(r) =Q.
D’où le résultat.
Supposons (iv) et montrons que, si 1 i < l, on a xi,γ ∈ P. Comme ci-dessus, il suffit
de le faire lorsque i < j. On a, par hypothèse, x ′j,γ ∈Q et x ′i,γ ∈Q. Le calcul ci-dessus
permet alors d’écrire :
xi,γ = x ′i,γ + qxi,βxj,γ x−1j,β = x ′i,γ + qx ′i,βx ′j,γ x−1j,β ∈QS−1 ∩R(u) = P,
ce qui termine la démonstration de l’Observation 2. ✷
L’équivalence des propriétés (i) et (ii) se déduit immédiatement des Observations 1
et 2. ✷
Nous sommes maintenant en mesure de démontrer :
Proposition 3.1.1. ϕr(Spec∗(R(u)))= Spec∗(R(r)).
Démonstration. Notons t le plus grand élément de ❏1, n❑2 strictement inférieur à r. On a
donc :
Eu =
{
v ∈ ❏1, n❑2 ∣∣ r  v}, Er = {v ∈ ❏1, n❑2 ∣∣ t  v}= Eu ∪ {t}.
Soit f :Eu → ❏0,3❑ une application. Notons g0, g1, g2, g3 les quatre applications de Er
dans ❏0,3❑ qui prolongent f et qui vérifient g0(t)= 0, g1(t)= 1, g2(t)= 2, g3(t)= 3.
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Specf
(
R(u)
) = Πf (r)r (R(u))∩(⋂
v>r
Πf (v)v
(
R(u)
))
=
⋂
v>r
(
Π
f (r)
r
(
R(u)
)∩Πf (v)v (R(u))).
On en déduit, par l’injectivité de ϕr et le Lemme 3.1.7, que :
ϕr
(
Specf
(
R(u)
))=⋂
vr
Πf (v)v
(
R(r)
)
.
(Lorsque r = (n,n), cette égalité résulte du Lemme 3.1.6.) Par le Lemme 3.1.1 appliqué
à R(r), on a donc :
ϕr
(
Specf
(
R(u)
)) = ⊔
0ε3
[
Πεt
(
R(r)
)∩(⋂
v>t
Πf (v)v
(
R(r)
))]
=
⊔
0ε3
Specgε
(
R(r)
)⊂ Spec∗(R(r)).
Ceci montre que ϕr (Spec∗(R(u))⊂ Spec∗(R(r)).
Si g :Er → ❏0,3❑ est une application quelconque, si f :Eu → ❏0,3❑ est la restriction
de g à Eu, et si g(t)= ε, on a, compte tenu du calcul ci-dessus :
Specg
(
R(r)
) = Πεt (R(r))∩(⋂
vr
Πf (v)v
(
R(r)
))=Πεt (R(r))∩ ϕr(Specf (R(u)))
⊂ ϕr
(
Specf
(
R(u)
))⊂ ϕr(Spec∗(R(u))).
Ceci montre que Spec∗(R(r))⊂ ϕr(Spec∗(R(u))). ✷
3.2. L’image canonique de Spec(R) dans Spec(R)
Notons r2 = (1,2), . . . , rN = (n,n), rN+1 = (n,n + 1) les éléments de E pris dans
l’ordre croissant (avec N = n2). Comme dans [3, Section 4.4], on pose :
Définition 3.2.1. L’application
ϕ = ϕr2 ◦ · · · ◦ ϕrN : Spec(R)= Spec
(
R(rN+1)
)→ Spec(R(r2))= Spec(R )
(qui est injective comme composée d’applications injectives) s’appelle l’injection cano-
nique de Spec(R) dans Spec(R).
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Comme nous avons vu (Remarques 3.1.1) que Spec(R) = Spec∗(R), on déduit de la
Proposition 3.1.1 que Im(ϕ)= Spec∗(R(r2))= Spec∗(R). Comme le plus grand élément de
❏1, n❑2 strictement inférieur à r2 est r1 = (1,1), on a Er2 = ❏1, n❑2, de sorte que Spec∗(R)
est la réunion (disjointe) de toutes les parties Specf (R)=
⋂
v∈❏1,n❑2 Π
f (v)
v (R), lorsque f
décrit l’ensemble de toutes les applications de ❏1, n❑2 dans ❏0,3❑.
Notons, comme à la Section 2.2, Ti,α =X(1,2)i,α ((i, α) ∈ ❏1, n❑2) les générateurs naturels
de l’espace affine quantique R, et T = (Ti,α) ∈Mn(R) la matrice ayant ces générateurs
pour coefficients.
Si w est une partie de ❏1, n❑2, on note (comme dans [2,8]) :
Specw
(
R
)= {P ∈ Spec(R ) ∣∣ P ∩ {Tv | v ∈ ❏1, n❑2}= {Tv | v ∈w}},
et on rappelle que
Spec
(
R
)= ⊔
w∈P(❏1,n❑2)
Specw
(
R
)
.
Si nous imaginons les éléments de ❏1, n❑2 comme les éléments du tableau suivant :
(1,1) · · · (1, n)
...
...
...
...
(n,1) · · · (n,n)
 ,
il est naturel d’introduire les conventions ci-dessous :
Conventions 3.2.1. Soit v = (l, γ ) ∈ ❏1, n❑2.
(1) On appelle colonne tronquée d’extrémité v, l’ensemble :
Cv =
{
(i, γ )
∣∣ 1 i  l}⊂ ❏1, n❑2.
(2) On appelle ligne tronquée d’extrémité v, l’ensemble :
Lv =
{
(l, α)
∣∣ 1 α  γ }⊂ ❏1, n❑2.
Notation 3.2.1. (1) On note W l’ensemble des parties w de ❏1, n❑2 qui sont des réunions
de lignes et de colonnes tronquées (en nombre supérieur ou égal à zéro). (W est aussi
l’ensemble des parties w de ❏1, n❑2 qui vérifient la propriété suivante : « Si v appartient à
W , alors W contient Lv ou Cv . »)
(2) A tout élément w de W, on associe la fonction fw : ❏1, n❑2 → ❏0,3❑ définie comme
suit :
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• Si Cv ⊂w et Lv ⊂w, alors fw(v)= 1.
• Si Cv ⊂w et Lv ⊂w, alors fw(v)= 2.
• Si Cv ⊂w et Lv ⊂w, alors fw(v)= 3.
Lemme 3.2.1. Si w ∈W et si f = fw, alors Specf (R)= Specw(R).
Démonstration. Soit P ∈ Specf (R) et soit v ∈ ❏1, n❑2. Si v ∈ w, on a f (v) = 0. Donc,
puisque P ∈ Πf (v)v (R), P contient Tv. Si v /∈ w, on a f (v) = 0. Donc P ne contient
pas Tv. Ceci montre que P ∈ Specw(R). Inversement, considérons un idéal premier P
de Specw(R). Pour montrer que P ∈ Specf (R), considérons un élément v de ❏1, n❑2, et
montrons que P ∈Πf (v)v (R). Pour ceci, distinguons plusieurs cas :
1er cas : v /∈w. Alors Tv /∈ P. Donc P ∈Π0v (R)=Πf (v)v (R).
2e cas : Cv ⊂w et Lv ⊂w. Alors P contient Tv′ pour tout v′ = (i, γ ) ∈Cv, mais il existe
v′′ = (l, α) ∈ Lv tel que Tv′′ /∈ P. Par suite, P ∈Π1v (R)=Πf (v)v (R).
3e cas : Cv ⊂w et Lv ⊂w. On conclut comme ci-dessus.
4e cas : Cv ⊂w et Lv ⊂w. On conclut de la même manière. ✷
Lemme 3.2.2. Soit f : ❏1, n❑2 → ❏0,3❑ une application quelconque, et soit w = {v ∈
❏1, n❑2 | f (v) = 0}. Si Specf (R) = ∅, alors :
(1) w ∈W ;
(2) f = fw ;
(3) Specf (R)= Specw(R).
Démonstration. Soit P ∈ Specf (R). Soit v ∈w. On a alors f (v) = 0, d’où trois cas :
1er cas : f (v) = 1. Dans ce cas, on a P ∈ Π1v (R). Donc P contient Tv′ pour tout v′
dans la colonne tronquée Cv, et il existe v′′ dans la ligne tronquée Lv tel que Tv′′ /∈ P.
Si v′ ∈ Cv, on a donc P ∈ Πεv′(R) avec ε ∈ ❏1,3❑. Par suite, comme P ∈ Πf (v
′)
v′ (R),
on a f (v′) = ε = 0. Donc v′ ∈ w. Ceci montre que Cv ⊂ w. On a, puisque Tv′′ /∈ P,
P ∈Π0
v′′(R) et, par suite, f (v
′′)= 0. Donc v′′ /∈w, et on a Lv ⊂w.
2e cas : f (v)= 2. On montre, comme ci-dessus, que Cv ⊂w et que Lv ⊂w.
3e cas : f (v)= 3. On montre, comme ci-dessus, que Cv ⊂w et que Lv ⊂w.
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w ⊃
( ⋃
v∈w
f (v)=1
Cv
)
∪
( ⋃
v∈w
f (v)=2
Lv
)
∪
( ⋃
v∈w
f (v)=3
(Lv ∪Cv)
)
.
Le (1) résulte alors du fait que la réunion des lignes et des colonnes tronquées ci-dessus
contient w.
Pour démontrer le (2), considérons un élément v de ❏1, n❑2.
• Si f (v)= 0, alors v /∈w et, par suite, fw(v)= 0.
• Si f (v) = 1, il résulte de l’étude du premier cas ci-dessus que Cv ⊂ w et Lv ⊂ w.
Donc fw(v)= 1.
• On conclut de la même manière lorsque f (v)= 2 et f (v)= 3.
Le (3) résulte alors du Lemme 3.2.1. ✷
De ces deux lemmes, on déduit immédiatement :
Théorème 3.2.1. ϕ(Spec(R))=⊔w∈W Specw(R ).
Notation 3.2.2. Si w ∈W, on note Specw(R)= ϕ−1(Specw(R)).
Des Théorèmes 5.1.1, 5.5.1 et 5.5.2 de [3], on déduit :
Théorème 3.2.2. (1) Spec(R)=⊔w∈W Specw(R).
(2) Pour chaque w ∈W, ϕ induit (par restriction) un homéomorphisme bi-croissant de
Specw(R) sur Specw(R).
(3) La partition (Specw(R))w∈W n’est autre que la H -stratification de Goodearl–
Letzter (cf. [5] et [7]) de Spec(R). Celle-ci ne dépend donc pas du choix du groupe H.
Si w ∈ W, l’idéal Jw = 〈Tv | v ∈ w〉 est le plus petit élément de Specw(R). Donc
ϕ−1(Jw) est le plus petit élément de Specw(R). Comme les idéaux H -premiers de R sont,
par construction, les idéaux minimaux des H -strates de Spec(R), on en déduit :
Corollaire 3.2.1. Les idéaux H -premiers de R sont les images réciproques par l’injection
canonique ϕ des idéaux premiers Jw = 〈Tv | v ∈W 〉 (w ∈W).
Du Théorème 5.4.1 de [3], on déduit le théorème suivant qui précise les résultats établis
dans [4] :
Théorème 3.2.3. Soit w ∈W , P ∈ Specw(R) et Q = ϕ(P ) ∈ Specw(R). Soit E l’image
canonique dans R/Q du système multiplicatif engendré (dans R) par les Tv, où v décrit
❏1, n❑2 \w. Alors :
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(2) Il existe un système multiplicatif F d’éléments réguliers de R/P, qui vérifie la
condition de Ore des deux côtés dans R/P et :
R
P
F−1 = R
Q
E−1.
(3) Fract(R/P)= Fract(R/Q).
Observons également que, si w ∈W, les idéaux primitifs de Specw(R) (respectivement
Specw(R)) sont des éléments maximaux de Specw(R) (respectivement Specw(R)) (par [7,
Corollary 6.9]) (respectivement par [8, Theorem 2.3]). Comme ϕ induit un homéomor-
phisme bi-croissant de Specw(R) sur Specw(R), on en déduit :
Théorème 3.2.4. Notons Prim(R) (respectivement Prim(R)) le spectre primitif de R
(respectivement R) et posons, pour tout w ∈ W , Primw(R) = Prim(R) ∩ Specw(R) et
Primw(R)= Prim(R)∩ Specw(R). Alors :
(1) ϕ(Prim(R))=⊔w∈W Primw(R).
(2) Pour chaque w ∈ W , ϕ induit un homéomorphisme bi-croissant de Primw(R) sur
Primw(R).
3.3. Nombre de strates de Spec(Oq(Mn(k)))
Dans cette section, nous calculons le nombre S(n) de strates apparaissant dans la
partition de Spec(Oq(Mn(k))) du Théorème 3.2.2. S(n) est aussi le nombre d’idéaux
H -premiers de l’algèbre R =Oq(Mn(k)) (puisque chaque strate contient un unique idéal
H -premier).
Conventions 3.3.1. Soient I et J deux parties finies non vides de N∗ = N \ {0}. Posons
m = |I |, p = |J | et écrivons I = {i1, . . . , im}, J = {j1, . . . , jp} avec 1  i1 < · · · < im,
1 j1 < · · ·< jp.
(1) On appelle colonne tronquée de l’ensemble I × J, toute partie de I × J de la forme
{(i1, jv), (i2, jv), . . . , (iu, jv)} (1 um, 1 v  p).
(2) On appelle ligne tronquée de l’ensemble I × J, toute partie de I × J de la forme
{(iu, j1), (iu, j2), . . . , (iu, jv)} (1 um, 1 v  p).
(3) On note W(I,J ) l’ensemble de toutes les parties de I × J qui sont des réunions
de lignes et de colonnes tronquées (en nombre positif ou nul). Ainsi, la partie vide
appartient à W(I,J ).
(4) Si I = ❏1,m❑ et J = ❏1,p❑, on pose W(m,p) :=W(I,J ) et f (m,p) := |W(m,p)|.
Observons que, S(n) étant le cardinal de l’ensemble W de la Section 3.2 (cf.
Notations 3.2.1), on a :
S(n)= f (n,n).
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Lemme 3.3.1.
(1) Si I et J sont deux parties finies non vides de N∗, on a : |W(I,J )| = f (|I |, |J |).
(2) Si (m,p) ∈ (N∗)2, on a :
• f (m,1)= 2m,
• f (1,p)= 2p,
• f (m,p)= f (p,m).
Nous allons maintenant établir une formule de récurrence permettant de calculer
f (m,p) quel que soit (m,p) ∈ (N∗)2. Pour ceci, considérons un couple (m,p) de
(N∗)2 et supposons que l’on ait p  2. Considérons un entier s ∈ ❏0,m − 1❑, un entier
l ∈ ❏0,m− 1 − s❑ et notons L(s, l) l’ensemble de toutes les parties w de ❏1,m❑× ❏1,p❑
qui vérifient les conditions suivantes :
• w ∩ (❏1,m❑× {p}) contient les couples (i,p) pour 1 i  s.
• w ∩ (❏1,m❑× {p}) ne contient pas le couple (s + 1,p).
• Le nombre de couples de la forme (i,p) avec s + 1 < i  m, qui sont dans w ∩
(❏1,m❑× {p}), est égal à l.
Notons L l’ensemble de toutes les parties w de ❏1,m❑ × ❏1,p❑ qui contiennent la
colonne ❏1,m❑ × {p}. L et les ensembles L(s, l) ci-dessus forment une partition de
P(❏1,m❑× ❏1,p❑), de sorte que l’on a :
f (m,p)= ∣∣W(m,p) ∩L∣∣+ ∑
0sm−1
0lm−1−s
∣∣W(m,p) ∩L(s, l)∣∣. (1)
Les entiers s et l étant choisis comme ci-dessus, considérons un élément w de L(s, l). On
a donc :
w ∩ (❏1,m❑× {p})= {(1,p), . . . , (s,p), (i1,p), . . . , (il, p)}
avec s + 1 < i1 < · · ·< il m.
Posons I = ❏1,m❑ \ {i1, . . . , il}. w appartient à W(m,p) si et seulement si il vérifie les
deux propriétés suivantes :
• w contient les lignes tronquées {i1} × ❏1,p− 1❑, . . . , {il} × ❏1,p− 1❑ ;
• w ∩ (I × ❏1,p− 1❑) ∈W(I, ❏1,p − 1❑).
Les entiers i1, . . . , il étant fixés, le nombre d’éléments w qui vérifient les conditions ci-
dessus est donc |W(I, ❏1,p − 1❑)| = f (m− l, p− 1). Il en résulte que :
∣∣W(m,p) ∩L(s, l)∣∣= (m− s − 1
l
)
f (m− l, p− 1)
(où, pour 0 v  u, (u) désigne le coefficient binomial u!/(v!(u− v)!)).
v
538 G. Cauchon / Journal of Algebra 260 (2003) 519–569Si w désigne maintenant un élément de L, il appartient à W(m,p) si et seulement si
w ∩ (❏1,m❑× ❏1,p− 1❑) appartient à W(m,p − 1). Il en résulte que :∣∣W(m,p) ∩L∣∣= f (m,p− 1).
On en déduit, au moyen de l’égalité (1) ci-dessus, la relation de récurrence :
f (m,p)= f (m,p− 1)+
∑
0sm−1
0lm−1−s
(
m− s − 1
l
)
f (m− l, p− 1). (2)
Cette relation s’écrit encore :
f (m,p)= f (m,p− 1)+
∑
0lm−1
A(m, l)f (m− l, p− 1)
avec
A(m, l) =
∑
0sm−1
0lm−1−s
(
m− s − 1
l
)
=
∑
lum−1
(
u
l
)
(en posant u=m− 1− s).
Comme on a classiquement, pour 0 l m− 1,(
m
l + 1
)
=
(
m− 1
l
)
+
(
m− 1
l + 1
)
=
(
m− 1
l
)
+
(
m− 2
l
)
+
(
m− 2
l + 1
)
= · · · =
(
m− 1
l
)
+
(
m− 2
l
)
+ · · · +
(
l + 1
l
)
+
(
l + 1
l + 1
)
=A(m, l),
on peut énoncer :
Proposition 3.3.1. Si (m,p) ∈ (N∗)2 et si p  2, on a :
f (m,p)= f (m,p− 1)+
∑
0lm−1
(
m
l + 1
)
f (m− l, p− 1). (3)
Cette relation de récurrence permet, au moyen du Lemme 3.3.1, de calculer f (m,p)
pour toute valeur du couple (m,p), et donc de calculer S(n) = f (n,n) pour toute valeur
de n. Nous allons en déduire une formule « fermée » permettant un calcul direct de S(n),
ainsi qu’une estimation de la croissance de la suite S(n).
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αp+1,p) telle que :
(∀m ∈N∗) f (m,p)=
∑
2up+1
αu,pu
m. (4)
Démonstration. Si p = 1, cela résulte du Lemme 3.3.1 avec α2,2 = 1. Supposons p  2
et le lemme démontré au rang p−1. Il existe donc une suite d’entiers (α2,p−1, . . . , αp,p−1)
telle que :
(∀m ∈N∗) f (m,p− 1)=
∑
2up
αu,p−1um.
Si m ∈N∗, on déduit de la Proposition 3.3.1 que :
f (m,p) =
∑
2up
αu,p−1
[
um +
∑
0lm−1
(
m
l + 1
)
um−l
]
=
∑
2up
αu,p−1
[
um + u
( ∑
1lm
(
m
l
)
um−l
)]
=
∑
2up
αu,p−1
[
um + u((u+ 1)m − um)]= ∑
2up+1
αu,pu
m
avec αp+1,p = pαp,p−1, α2,p =−α2,p−1 et, pour 3 u p, αu,p = (u− 1)(αu−1,p−1 −
αu,p−1). ✷
Considérons la matrice n× n :
A=

−1 0 0 · · · 0 0
2 −2 0 · · · 0 0
0 3 −3 · · · 0 0
...
...
...
...
...
0 0 0 · · · n −n

Si p ∈ ❏2, n❑, on déduit de la démonstration du Lemme 3.3.2 que :
α2,p
...
αp,p
αp+1,p
0
...
0

=A

α2,p−1
...
αp,p−1
0
0
...
0

.
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
α2,n
...
...
...
αn+1,n
=A
n−1

α2,1
0
...
...
0
=An−1

1
0
...
...
0
 .
D’où la formule :
S(n)= ( 2n · · · (n+ 1)n )An−1

1
0
...
...
0
 .
Observons que si, pour u ∈ ❏1, n❑, on pose
Vu =

0
...
0(
u
u
)(
u+1
u
)
...(
n
u
)

,
on a AVu =−uVu.
Donc la matrice P dont les colonnes sont (dans l’ordre) V1, . . . , Vn est inversible et
vérifie A= PDP−1 avec D =Diag(−1,−2, . . . ,−n).
La matrice
Q=

1 1 · · · · · · 1
0
... tP
0
 ∈Mn+1(C)
peut être considérée comme la matrice de passage de la base B = (1,X, . . . ,Xn) à la base
B′ = (1, Y, . . . , Y n) (où Y =X+1) dans l’espace vectorielCn[X] des polynômes de degré
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Q−1 =

1 −1 1 · · · · · · (−1)n
0 1 −2 · · · · · · (−1)n−1(1
n
)
0 0 1 · · · · · · (−1)n−2(2
n
)
...
...
...
...
...
...
...
...
0 0 0 · · · · · · (n
n
)

.
Par suite, la première colonne de P−1 est
C =

1
−2
3
...
...
(−1)n−1n

.
La Proposition 3.3.2 nous permet alors d’écrire :
S(n) = (2n · · · (n+ 1)n)PDn−1C
= (−1)n−1(2n · · · (n+ 1)n)P

1n
−2n
3n
...
...
(−1)n−1nn

.
D’où la formule :
Proposition 3.3.2.
S(n) = (−1)n−1
[
2n + 3n
[ (
2
1
)
−
(
2
2
)
2n
]
+ · · ·
+ (n+ 1)n
[ (
n
1
)
−
(
n
2
)
2n + · · · + (−1)n−1
(
n
n
)
nn
]]
.
Ainsi, on a :
• S(2)=−[22 + 32(2− 22)] = 14,
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• S(4)=−[24 + 34(2− 24)+ 44(3− 3.24 + 34)+ 54(4− 6.24 + 4.34 − 44)] = 6902.
Lemme 3.3.3. Si p ∈N∗, les entiers αu,p (2 u p+ 1) du Lemme 3.3.2 vérifient tous
l’inégalité :
|αu,p| p!2p.
Démonstration. C’est vrai lorsque p = 1 puisque α2,2 = 1. Supposons p  2 et le résultat
établi au rang p− 1. On a, d’après la démonstration du Lemme 3.3.2,
|αp+1,p| = p|αp,p−1| p!2p−1 <p!2p,
|α2,p| = |α2,p−1| (p− 1)!2p−1 <p!2p,
|αu,p| = (u− 1)|αu−1,p−1 − αu,p−1| 2(u− 1)(p− 1)!2p−1 < p!2p
si 3 u p. ✷
On en déduit que S(n) =∑2un+1 αu,nun est inférieur à n!2nn(n+ 1)n. Observons
que, par la formule de Stirling, on a :
n!2nnn+1
(
1+ 1
n
)n
∼ e√2π
(
2
e
)n
n3/2n2n = o(n2n).
Observons également que S(n) est supérieur au nombre de parties w de ❏1, n❑2 qui sont
des réunions de colonnes tronquées. Ces parties étant au nombre de nn, on peut conclure :
Proposition 3.3.3. nn  S(n) n!2nn(n+ 1)n = o(n2n).
Il en résulte, en particulier, que :
lim
n→+∞
S(n)
2n2
= 0
(
car
n2n
2n2
=
(
n2
2n
)n
→ 0
)
.
4. Application aux déterminants quantiques
Dans cette section, K désigne une k-algèbre qui est supposée être un corps gauche. Si
Y = (yi,α) ∈Mm(K) (m 1) est une matrice carrée q-quantique (cf. Section 2.2 pour la
définition d’une matrice rectangulaire q-quantique), on définit le déterminant quantique de
la matrice Y par la formule :
detq(Y )=
∑
(−q)l(σ )y1,σ (1) · · ·ym,σ(m),
σ∈Sm
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le nombre d’inversions de σ.
Convention 4.1.1. Soit Y = (yi,α) ∈ Ml,m(K) une matrice rectangulaire quelconque
(l  1, m  1). Soit v = (j,β) ∈ ❏1, l❑ × ❏1,m❑. Si yv = 0, on notera Y [v] la matrice
(y ′i,α) de Ml,m(K) définie par :
y ′i,α =
{
yi,α − yi,βy−1j,βyj,α si i < j et α < β,
yi,α sinon.
4.1. Une expression de detq(Y ) au moyen de Y [m,m]
Considérons une matrice carrée Y = (yi,α) ∈Mm(K) avec m 2.
Nous dirons que Y est q-quantique générique si elle est q-quantique et si, de plus, les
monômes yp1,11,1 y
p1,2
1,2 · · ·ypm,mm,m (pi,α ∈ N), les indices étant pris dans l’ordre croissant, sont
k-linéairement indépendants. Par [3, Proposition 6.1.1], on a :
Lemme 4.1.1. Si la matrice Y est q-quantique générique, alors la sous-algèbre A de K
engendrée par les coefficients de Y n’est autre que l’algèbre Oq(Mm(k)) engendrée par
les coefficients de Y soumis aux (seules) relations suivantes :
Si
(
x y
z t
)
est une matrice 2 × 2 extraite de Y, alors x , y , z, t vérifient les relations de
commutation (1) de la Section 2.1.
Supposons que ym,m soit non nul et notons Y ′ la matrice déduite de Y [m,m] par
suppression de sa dernière ligne et de sa dernière colonne. On a donc Y ′ = (y ′i,α) ((i, α) ∈
❏1,m− 1❑2) avec y ′i,α = yi,α − yi,my−1m,mym,α pour 1 i, α m− 1.
Lemme 4.1.2. Si Y est q-quantique (respectivement q-quantique générique), il en est de
même pour Y ′.
Démonstration. Si la matrice Y est q-quantique générique, il suffit d’appliquer le
Théorème 2.2.1 (avec n=m et r = (m,m)).
Supposons Y q-quantique, non nécessairement générique, et considérons la matrice
Z = (zi,α) (1  i, α  m) dont les coefficients zi,α sont les générateurs standards de
l’algèbre B = Oq(Mm(k)). Par la propriété universelle de cette algèbre, il existe un
homomorphisme (d’algèbres) f :B→K qui vérifie :
f (zi,α)= yi,α
(
pour tout (i, α) ∈ ❏1,m❑2).
On sait (Théorème 2.2.1) que le système multiplicatif S engendré par zm,m vérifie la
condition de Ore des deux côtés dans B. Comme ym,m = f (zm,m) est inversible dans K,
on peut prolonger f en un homomorphisme, encore noté f, de C = BS−1 dans K.
C est une sous-algèbre du corps D = Fract(B), qui contient tous les coefficients de
la matrice Z[m,m], et donc de la matrice Z′ extraite de Z par suppression de la dernière
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(i, α) ∈ ❏1,m− 1❑2, z′i,α = zi,α − zi,mz−1m,mzm,α et, par suite, f (z′i,α)= y ′i,α.
Comme Z est q-quantique générique, il en est de même pour Z′ et, puisque f est un
homomorphisme d’algèbres, Y ′ est q-quantique. ✷
On en déduit le résultat un peu plus général :
Lemme 4.1.3. Soit Z = (zi,α) ∈Ml,m(K) une matrice rectangulaire avec l  2 et m 2.
Posons v = (l,m), supposons zl,m = 0, et notons Z′ la matrice déduite de Z[v] par
suppression de sa dernière ligne et de sa dernière colonne.
Si Z est q-quantique, il en est de même pour Z′.
Démonstration. Si l = m, on conclut par le Lemme 4.1.2. Sinon, on a, par exemple,
l < m. La matrice Y = ((0)m−l,m
Z
)
, où (0)m−l,m désigne la matrice de Mm−l,m(K) dont tous
les coefficients sont nuls, est q-quantique, et Z[v] se déduit de Y [m,m] par suppression des
m− l premières lignes. D’où le résultat par le Lemme 4.1.2. Lorsque l > m, on conclut de
la même manière au moyen de la matrice Y = ((0)l,l−mZ). ✷
Proposition 4.1.1. Si Y est q-quantique et si ym,m = 0, alors detq(Y )= 0.
Démonstration. Notons, comme dans la démonstration du Lemme 4.1.2, zi,α les
générateurs canoniques de l’algèbre B = Oq(Mn(k)) ((i, α) ∈ ❏1,m❑2) et f :B → K
l’homorphisme de k-algèbres qui vérifie f (zi,α) = yi,α pour tout (i, α). P = Ker(f ) est
alors un élément du spectre de B qui contient zm,m. Donc P ∈ P1r (B) avec r = (m,m).
Par le Lemme 3.1.1 (appliqué avec n = m), on a P ∈ Πεr (B) avec ε ∈ ❏1,3❑. Donc P
contient les coefficients de la dernière ligne ou de la dernière colonne de Z. Il en résulte
que tous les coefficients de la dernière ligne ou de la dernière colonne de Y sont nuls. On
a donc bien detq(Y )= 0. ✷
Proposition 4.1.2. Supposons Y q-quantique (non nécessairement générique). Supposons
toujours ym,m = 0 et notons Y ′ la matrice déduite de Y [m,m] par suppression de sa dernière
ligne et de sa dernière colonne (Y ′ est q-quantique par le Lemme 4.1.2). On a alors :
detq(Y )= detq(Y ′)ym,m.
Démonstration. Raisonnant comme dans la preuve du Lemme 4.1.2, nous pouvons nous
limiter au cas où Y est q-quantique générique. Nous raisonnons alors par récurrence sur m.
Si m = 2, on a detq(Y ′)ym,m = (y1,1 − y1,2y−12,2y2,1)y2,2 = y1,1y2,2 − qy1,2y2,1 =
detq(Y ).
Supposons m  3 et la proposition établie lorsque Y est d’ordre m − 1. Notons Z la
matrice (carrée d’ordre m − 1) extraite de Y par suppression de la première ligne et de
la première colonne de Y, puis Z′ la matrice extraite de Z[m−1,m−1] par suppression de
sa dernière ligne et de sa dernière colonne. Z′ est aussi la matrice extraite de Y ′ par
suppression de sa première ligne et de sa première colonne. Par construction,Z est q-quan-
tique générique et, par l’hypothèse de récurrence, on a detq(Z)= detq(Z′)ym,m.
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(ui,α) (1  i , α  m), on a u1,1 = detq (Z)[detq(Y )]−1. Comme, par le Lemme 4.1.2, la
matrice Y ′ est q-quantique générique, cette matrice est aussi inversible dans Mm−1(K) et,
si on écrit Y ′−1 = (vi,α) (1 i , α m− 1), on a v1,1 = detq(Z′)[detq(Y ′)]−1.
Notons C1, . . . ,Cm les colonnes de la matrice Y et L1, . . . ,Lm les lignes de la
matrice Y−1 (Cα ∈ Mm,1(K), Li ∈ M1,m(K)). Pour 1  α  m − 1, posons C′α =
Cα −Cmy−1m,mym,α. On a donc :
C′α =

y ′1,α
...
y ′m−1,α
0
 .
De l’égalité Y−1Y = Im, on déduit que L1C1 = 1 et L1Cα = 0 pour 1 < α  m. Ces
égalités permettent d’écrire :
(u1,1u1,2 · · ·u1,m−1)Y ′ = (10 · · ·0).
D’où :
(u1,1u1,2 · · ·u1,m−1)= (10 · · ·0)Y ′−1 = (v1,1v1,2 · · ·v1,m−1).
On en déduit que u1,1 = v1,1, soit :
detq(Z)
[
detq(Y )
]−1 = detq(Z′)[detq(Y ′)]−1.
Comme detq (Z) = detq(Z′)ym,m et comme ceci est non nul (puisque Z est générique),
on a : [
detq(Y )
]−1 = [detq(Z)]−1 detq(Z′)[detq(Y ′)]−1 = y−1m,m[detq(Y ′)]−1,
d’où l’égalité :
detq(Y )= detq
(
Y ′
)
ym,m. ✷
Remarque. La Proposition 4.1.2 peut aussi se déduire de l’identité de Sylvester pour les
quasi-déterminants établie par I.M. Gelfand et V.S. Retakh (cf. [9]).
4.2. Effets sur certains déterminants quantiques du passage de Y à Y [v]
Lemme 4.2.1. Supposons Y = (yi,α) ∈ Ml,l+1(K), supposons yl,l+1 = 0, posons v =
(l, l + 1), notons Z la matrice de Ml(K) obtenue en supprimant la dernière colonne de Y
et U la matrice de Ml(K) obtenue en supprimant la dernière colonne de Y [v].
Si Z et U sont q-quantiques, on a detq (U)= detq(Z).
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ui,α =
{
zi,α − yi,l+1y−1v zl,α si i < l,
zi,α si i = l.
On a donc ul,l = zl,l et, si cet élément est nul, on déduit de la Proposition 4.1.1 que
detq(U) = detq(Z) = 0. Supposons ul,l = zl,l = 0, posons r = (l, l) et notons Z′, U ′ les
matrices déduites de Z[r], U [r] (respectivement) par suppression de la dernière ligne et de
la dernière colonne. Écrivons :
U ′ = (u′i,α) et Z′ = (z′i,α) (1 i, α  l − 1).
(Lorsque l = 1, on a detq(U)= ul,l = zl,l = detq(Z)!) On a, pour 1 i, α  l − 1 :
u′i,α = ui,α − ui,lu−1l,l ul,α = zi,α − yi,l+1y−1v zl,α −
(
yi,l − yi,l+1y−1v zl,l
)
z−1l,l zl,α
= zi,α − zi,lz−1l,l zl,α = z′i,α.
Donc U ′ =Z′ et, par la Proposition 4.1.2, on a :
detq(U)= detq
(
U ′
)
ul,l = detq
(
Z′
)
zl,l = detq(Z). ✷
Lemme 4.2.2. Supposons Y = (yi,α) ∈Mm+1,m(K), considérons un entier β ∈ ❏1,m❑, et
supposons ym+1,β = 0. Posons v = (m+ 1, β), notons Z la matrice de Mm(K) obtenue
en supprimant la dernière ligne de Y et U la matrice de Mm(K) obtenue en supprimant la
dernière ligne de Y [v].
Si Z et U sont q-quantiques, on a detq (U)= detq(Z).
Démonstration. Posons Z = (zi,α) et U = (ui,α) (1 i, α m). On a :
ui,α =
{
zi,α − zi,βy−1v ym+1,α si α < β,
zi,α si α  β.
• On observe que um,m = zm,m et, lorsque cet élément est nul, on conclut par la
Proposition 4.1.1.
• Supposons um,m = zm,m = 0, posons r = (m,m) et notonsZ′,U ′ les matrices déduites
de Z[r] et U [r] (respectivement) par suppression de la dernière ligne et de la dernière
colonne.
Posons Z′ = (z′i,α) et U ′ = (u′i,α) (1 i, α <m). (Lorsquem= 1, on a detq(U)= um,m =
zm,m = detq (Z)!) Raisonnons par récurrence surm−β. Le premier cas à envisager est donc
celui où m= β. On a, pour 1 i, α <m= β,
u′i,α = ui,α − ui,mu−1m,mum,α
= zi,α − zi,my−1v ym+1,α − zi,mz−1m,m
(
zm,α − zm,my−1v ym+1,α
)
= zi,α − zi,mz−1m,mzm,α = z′i,α.
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Lorsque β <m, il vient :
u′i,α = z′i,α si 1 i < m et β  α <m, et
u′i,α = ui,α − ui,mu−1m,mum,α
= zi,α − zi,βy−1v ym+1,α − zi,mz−1m,m
(
zm,α − zm,βy−1v ym+1,α
)
= z′i,α −
(
zi,β − zi,mz−1m,mzm,β
)
y−1v ym+1,α
= z′i,α − z′i,βy−1v ym+1,α si 1 i < m et 1 α < β.
Considérons la matrice :
T =
 Z′
ym+1,1 · · ·ym+1,m−1
 ∈Mm,m−1(K).
Z′ s’obtient en supprimant la dernière ligne de T et le calcul ci-dessus montre que U ′
s’obtient en supprimant la dernière ligne de T [m,β]. Comme Z et U sont q-quantiques,
on déduit du Lemme 4.1.2 que Z′ et U ′ sont q-quantiques et on déduit de l’hypothèse de
récurrence que detq(U ′)= detq(Z′). On peut donc conclure par la Proposition 4.1.2. ✷
Lemme 4.2.3. Supposons Y = (yi,α) ∈Mm+1,m+1(K) (m 1), considérons un entier β ∈
❏1,m❑, et supposons ym+1,β = 0. Posons v = (m+ 1, β) et notons Z (respectivement U)
la matrice de Mm(K) obtenue en supprimant la ligne m+ 1 et la colonne β de la matrice
Y (respectivement Y [v]). Notons T la matrice de Mm,m+1(K) obtenue en supprimant la
dernière ligne de Y. Pour tout entier i ∈ ❏1, β − 1❑, notons Ti la matrice déduite de T par
suppression de toutes ses colonnes à l’exception des colonnes β,β + 1, . . . ,m+ 1 et de
toutes ses lignes à l’exception des lignes i, β,β+1, . . . ,m (Ti ∈Mm−β+2(K)). Supposons
que la matrice T soit q-quantique, de sorte que Z et toutes les Ti (i ∈ ❏1, β − 1❑) le sont.
Supposons que l’on ait detq(Ti) = 0 pour tout i ∈ ❏1, β − 1❑, et supposons que U soit
q-quantique.
Alors detq(U)= detq(Z).
Démonstration. Posons Z = (zi,α) et U = (ui,α) ((i, α) ∈ ❏1,m❑× (❏1,m+ 1❑ \ {β})).
On a :
ui,α =
{
zi,α − yi,βy−1v ym+1,α si α < β,
zi,α si α > β.
Nous allons raisonner par récurrence sur m− β.
Le premier cas à envisager est donc celui où m = β. On a um,m+1 = zm,m+1 et,
par la Proposition 4.1.1, on peut supposer que cet élément est non nul. On pose alors
r = (m,m+ 1), on note Z′ et U ′ les matrices déduites de Z[r] et U [r] (respectivement)
par suppression de la dernière ligne et de la dernière colonne, et on écrit : Z′ = (z′ ),i,α
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detq(U)= um,m+1 = zm,m+1 = detq(Z)!) On a, pour (i, α) ∈ ❏1,m− 1❑2,
u′i,α = ui,α − ui,m+1u−1m,m+1um,α
= zi,α − yi,my−1v ym+1,α − zi,m+1z−1m,m+1
(
zm,α − ym,my−1v ym+1,α
)
= z′i,α −
(
yi,m − zi,m+1z−1m,m+1ym,m
)
y−1v ym+1,α.
Comme i m− 1 < β =m, on a, par la Proposition 4.1.2,
0 = detq (Ti)= detq
(
yi,m zi,m+1
ym,m zm,m+1
)
= (yi,m − zi,m+1z−1m,m+1ym,m)zm,m+1,
d’où on déduit que u′i,α = z′i,α. On a donc U ′ =Z′, et on conclut par la Proposition 4.1.2.
Lorsque β < m, on peut toujours supposer que um,m+1 = zm,m+1 = 0, définir les
matrices Z′ et U ′ comme ci-dessus, et écrire :
Z′ = (z′i,α), U ′ = (u′i,α) ((i, α) ∈ ❏1,m− 1❑× (❏1,m❑ \ {β})).
On a, pour (i, α) ∈ ❏1,m− 1❑× (❏1,m❑ \ {β}) : u′i,α = ui,α − ui,m+1u−1m,m+1um,α. Lorsque
α > β, cette relation s’écrit u′i,α = z′i,α. Lorsque α < β, elle s’écrit :
u′i,α = zi,α − yi,βy−1v ym+1,α − zi,m+1z−1m,m+1
(
zm,α − ym,βy−1v ym+1,α
)
= z′i,α −
(
yi,β − zi,m+1z−1m,m+1ym,β
)
y−1v ym+1,α = z′i,α − y ′i,βy−1v ym+1,α,
où y ′i,β désigne le coefficient de la ligne i et de la colonne β de la matrice T [r].
Notons T ′ la matrice déduite de T [r] par suppression de sa dernière ligne et de sa
dernière colonne, puis posons :
M =
 T ′
ym+1,1 · · ·ym+1,m
 ∈Mm(K).
Par construction, T ′ se déduit de M par suppression de sa dernière ligne et Z′ se déduit
de M par suppression de sa dernière ligne et de sa colonne β . Le calcul ci-dessus des u′i,α
montre que U ′ se déduit de M [m,β] par suppression de sa dernière ligne et de sa colonne β.
Par le Lemme 4.1.3, les matrices T ′ et U ′ sont q-quantiques. Si i ∈ ❏1, β − 1❑, notons T ′i
la matrice déduite de T ′ par suppression de toutes ses colonnes à l’exception des colonnes
β, . . . ,m et de toutes ses lignes à l’exception des lignes i, β, . . . ,m − 1. T ′i est aussi la
matrice extraite de T [r]i par suppression de sa dernière ligne et de sa dernière colonne. On
a donc, par la Proposition 4.1.2 : 0 = detq(Ti)= detq(T ′i )zm,m+1. Comme zm,m+1 = 0, on
en déduit que detq(T ′i )= 0. Par l’hypothèse de récurrence, ceci nous permet d’affirmer que
detq(U ′)= detq (Z′). On peut alors conclure par la Proposition 4.1.2. ✷
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Les conventions et les notations sont toujours celles des Sections 2 et 3, et on se
place dans le cas où H = Ĥ . Considérons un élément w de l’ensemble W et notons Pw
l’image réciproque par l’inclusion canonique ϕ : Spec(R)→ Spec(R) de l’idéal (premier)
Jw = 〈Tv | v ∈ w〉. On sait que Pw est H -invariant. A = R/Pw est alors une k-algèbre
intègre nœthérienne. Notons K = Fract(A) son corps de fractions.
Si u ∈E = (❏1, n❑2 ∪ {(n,n+ 1)}) \ {(1,1)} nous définissons l’idéal P (u)w ∈ Spec(R(u))
de la manière suivante :
• Si u= (n,n+ 1), P (u)w = P.
• Si r ∈ E \ {(n,n + 1)} et si u est le plus petit élément de E strictement supérieur
à r, on pose P (r)w = ϕr(P (u)w ) (où ϕr : Spec(R(u))→ Spec(R(r)) désigne l’injection
canonique).
On observe que l’on a alors P (1,2)w = ϕ(Pw) = Jw. Si u ∈ E, on pose A(u) = R(u)/P (u)w .
Lorsque u = (1,2), on note A = A(1,2). On a donc A(n,n+1) = A et A = R/Jw. (On
rappelle que R(1,2) = R.) Si (i, α) ∈ ❏1, n❑2 et si u ∈ E, on note x(u)i,α l’image canonique
de X(u)i,α dans A(u). Lorsque u= (n,n+ 1), nous écrirons x(n,n+1)i,α = xi,α. Ceci est l’image
canonique de Xi,α dans A. Lorsque u= (1,2), nous écrirons x(1,2)i,α = ti,α . Ceci est l’image
canonique de Ti,α dans A.
Par [3, Lemme 5.3.3, Propositions 5.4.1 et 5.4.2], on a :
Proposition 5.1. Soit u un élément quelconque de E.
(1) A(u) est une algèbre intègre, nœthérienne, de corps de fractions K .
(2) A(u) est la sous-algèbre de K engendrée par les x(u)i,α ((i, α) ∈ ❏1, n❑2).
Proposition 5.2. Soit r = (j,β) un élément de E \ {(n,n+ 1)} (de sorte que r ∈ ❏1, n❑2)
et soit u le plus petit élément de E strictement supérieur à r.
(1) Si x(u)j,β = 0, alors x(r)i,α = x(u)i,α pour tout (i, α) ∈ ❏1, n❑2 .
(2) Si x(u)j,β = 0 et si (i, α) ∈ ❏1, n❑2, on a :
x
(r)
i,α =
x
(u)
i,α − x(u)i,β
(
x
(u)
j,β
)−1
x
(u)
j,α si i < j et α < β,
x
(u)
i,α sinon.
Du Théorème 2.2.1, on déduit également :
Proposition 5.3. Soit r = (j,β) un élément quelconque deE et soit (x y
z t
)
une matrice 2×2
extraite de la matrice (x(r)) ∈Mn(K). On a :i,α
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(2) Si t = x(r)v (v ∈ ❏1, n❑2), alors
• v  r ⇒ tx = xt.
• v < r⇒ tx = xt − (q − q−1)yz.
Comme Pw est un idéal H -invariant, tout élément h de H induit un automorphisme,
encore noté h, de A = R/Pw, et cet automorphisme se prolonge en un automorphisme,
toujours noté h, de K = Fract(A). On déduit du Lemme 2.3.1 :
Proposition 5.4. Soit r un élément quelconque deE et h un élément quelconque deH. Pour
tout (i, α) ∈ ❏1, n❑2, notons µi,α l’élément de k∗ qui vérifie h(Xi,α)= µi,αXi,α. Alors :
(1) h, considéré comme un automorphisme deK, induit par restriction un automorphisme
de l’algèbre A(r).
(2) Si (i, α) ∈ ❏1, n❑2, on a h(x(r)i,α )= µi,αx(r)i,α .
Si u ∈ E, on notera M(u) la matrice (x(u)i,α ), (i, α) ∈ ❏1, n❑2. Dans les cas particuliers
u = (n,n + 1) et u = (1,2), on écrira : M(n,n+1) = M et M(1,2) = M. On a donc
M = (xi,α) et M = (ti,α). Les matrices ci-dessus sont à coefficients dans K, et on déduit
de la Proposition 5.3 :
Proposition 5.5. (1) La matrice M est q-quantique.
(2) Si r = (j,β) ∈ E \ {(n,n + 1)}, la matrice déduite de M(r) par suppression des
lignes j, j + 1, . . . , n, est q-quantique.
(3) Si r = (j,β) ∈ E \ {(n,n + 1)}, la matrice déduite de M(r) par suppression des
lignes j + 1, . . . , n et des colonnes β,β + 1, . . . , n est q-quantique.
5.1. Définition et premières propriétés des suites lacunaires
Soit c = (r1 = (j1, β1), . . . , rs = (js, βs)) (s  1) une suite d’éléments de ❏1, n❑2 telle
que j1 < j2 < · · ·< js et β1 < β2 < · · ·< βs .
Définition 5.1. Nous dirons que la suite c est lacunaire à droite (relativement à la matrice
M = (ti,α) (ou à l’idéal premier Pw)) si :
(1) (∀(i, α) ∈ ❏1, n❑2) (js < i et βs < α⇒ ti,α = 0).
(2) Si 1 l < s, alors :
(a) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(i) (∀(i, α) ∈ ❏1, n❑2) (jl < i < jl+1 et βl < α⇒ ti,α = 0),
(ii) (∀(i, α) ∈ ❏1, n❑2) (jl < i < jl+1 et β1  α < βl+1 ⇒ ti,α = 0).
(b) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(i) (∀(i, α) ∈ ❏1, n❑2) (βl < α < βl+1 et jl < i⇒ ti,α = 0),
(ii) (∀(i, α) ∈ ❏1, n❑2) (βl < α < βl+1 et i < jl+1 ⇒ ti,α = 0).
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On pourra « visualiser » les conditions ci-dessus sur la Fig. 2.
Définition 5.2. Nous dirons que la suite c est lacunaire (relativement à la matrice M (ou à
l’idéal premier Pw)) si :
(1) (∀(i, α) ∈ ❏1, n❑2)
(a) (js < i et βs < α⇒ ti,α = 0),
(b) (i < j1 et α < β1 ⇒ ti,α = 0).
(2) Si 1 l < s, alors :
(a) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(i) Voir Définition 5.1.
(ii) (∀(i, α) ∈ ❏1, n❑2) (jl < i < jl+1 et α < βl+1 ⇒ ti,α = 0).
(b) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(i) Voir Définition 5.1.
(ii) Voir Définition 5.1.
Remarque. Il est évident que toute suite lacunaire est lacunaire à droite. On pourra
« visualiser » la nouvelle condition (2aii) ci-dessus sur la Fig. 3.
Lemme 5.1.1. Supposons que la suite c soit lacunaire à droite, considérons un entier l
tel que 1  l < s et un couple r = (j,β) de ❏1, n❑2 tel que j < jl+1 et βl < β < βl+1.
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Supposons, de plus, que la propriété suivante soit satisfaite :(∀(i, α) ∈ ❏1, n❑2) (βl < α < βl+1 et i < jl+1 ⇒ ti,α = 0).
Alors, la suite c′ = (r, rl+1, . . . , rs) est lacunaire à droite.
Démonstration. Nous devons vérifier que les propriétés (2a) et (2b) de la Définition 5.1
sont encore satisfaites quand on remplace jl par j, βl par β et β1 par β.
• Si j < i < jl+1 et β  α < βl+1, on a ti,α = 0 par l’hypothèse ci-dessus puisque
βl < β.
• Si β < α < βl+1 et i < jl+1, on a ti,α = 0 par l’hypothèse ci-dessus puisque
βl < β. ✷
Lemme 5.1.2. Soit r = (j,β) ∈ ❏1, n❑2 tel que tr = 0. Supposons qu’il existe (i0, α0) ∈
❏1, n❑2 tel que j < i0, β < α0 et ti0,α0 = 0. Alors il existe (l, γ ) ∈ ❏1, n❑2 tel que :
(1) j < l, β < γ et tl,γ = 0.
(2) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(a) (∀(i, α) ∈ ❏1, n❑2) (j < i < l et β < α⇒ ti,α = 0),
(b) (∀(i, α) ∈ ❏1, n❑2) (j < i < l et α < γ ⇒ ti,α = 0).
(3) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(a) (∀(i, α) ∈ ❏1, n❑2) (β < α < γ et j < i⇒ ti,α = 0),
(b) (∀(i, α) ∈ ❏1, n❑2) (β < α < γ et i < l⇒ ti,α = 0).
Démonstration. (Le lecteur pourra s’aider des Fig. 4(a)–(c).) Distinguons trois cas :
1er cas : Les β premières colonnes de la matrice N déduite de M par suppression des j
premières lignes sont nulles. Par hypothèse, la matrice N est non nulle. Soit γ l’indice de
sa première colonne non nulle (β < γ ) et l un entier tel que j < l et tl,γ = 0. Si j < i < l
et α < γ, alors ti,α est un élément de la colonne α de N. Comme α < γ, il est nul. Il en est
de même si β < α < γ et j < i. Donc le couple (l, γ ) convient.
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Fig. 4. (a) 1er cas : x = (j,β) ; y = (l, γ ) ; N correspond à la partie grisée. (b) 2e cas : x = (j,β) ; y = (l, γ ) ; L
correspond à la partie grisée. (c) 3e cas : x = (j,β) ; y = (l, η) ; z= (p,η) ; N ′ correspond à la partie grisée en
bas à gauche ; L′ correspond à la partie grisée en haut à droite.
2e cas : Les j premières lignes de la matrice L déduite de M par suppression des β
premières colonnes sont nulles. Par hypothèse, la matrice L est non nulle. Soit l l’indice
de sa première ligne non nulle (j < l) et γ un entier tel que β < γ et tl,γ = 0. Si j < i < l
et β < α, alors ti,α est un élément de la ligne i de L. Comme i < l, il est nul. Il en est de
même si β < α < γ et i < l. Donc le couple (l, γ ) convient.
3e cas : La matrice N ′ constituée des β premières colonnes de N n’est pas nulle et la
matrice L′ constituée des j premières lignes de L n’est pas nulle.
Soit p l’indice de la première ligne non nulle de N ′ et η l’indice de la première colonne
non nulle de L′ (j < p et β < η). Observons que tp,η = 0. En effet, si on avait tp,η = 0,
on aurait (p,η) ∈ w et, puisque w ∈W, on en déduirait que ti,η = 0 pour 1  i  p ou
tp,α = 0 pour 1  α  η. Cela entraînerait que la colonne η de L′ est nulle ou que la
ligne p de N ′ est nulle et contredirait le choix de p et η. Soit l le plus petit entier tel que
j < l  p et tl,η = 0.
• Soit (i, α) ∈ ❏1, n❑2 tel que j < i < l et α < η.
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qui contredirait le choix de l.
• Soit (i, α) ∈ ❏1, n❑2 tel que β < α < η et i < l.
Si j < i, le même argument que ci-dessus conduit à ti,α = 0. Si i  j, alors ti,α est un
élément de la colonne α de L′. Il est donc nul.
Il en résulte que le couple (l, η) convient. ✷
Lemme 5.1.3. Soit r = (j,β) ∈ ❏1, n❑2 tel que tr = 0. Supposons qu’il existe (i0, α0) ∈
❏1, n❑2 tel que i0 < j , α0 < β et ti0,α0 = 0. Alors il existe (l, γ ) ∈ ❏1, n❑2 tel que :
(1) l < j , γ < β et tl,γ = 0.
(2) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(a) (∀(i, α) ∈ ❏1, n❑2) (l < i < j et γ < α⇒ ti,α = 0),
(b) (∀(i, α) ∈ ❏1, n❑2) (l < i < j et α < β⇒ ti,α = 0).
(3) L’une ou l’autre des deux propriétés suivantes est satisfaite :
(a) (∀(i, α) ∈ ❏1, n❑2) (γ < α < β et l < i⇒ ti,α = 0),
(b) (∀(i, α) ∈ ❏1, n❑2) (γ < α < β et i < j ⇒ ti,α = 0).
Démonstration. (Le lecteur pourra s’aider de la Fig. 5) Soit N la matrice extraite de M
par suppression des lignes j, j + 1, . . . , n et des colonnes β,β + 1, . . . , n. Par hypothèse,
on a N = 0. Soit l le plus grand entier tel que la ligne l de N soit non nulle (l < j ). Soit
γ le plus grand entier tel que la colonne γ de N soit non nulle (γ < β). Il existe η tel que
1 η < β et tl,η = 0. Par la maximalité de γ, on a η γ. Il existe p tel que 1 p < j et
tp,γ = 0. Par la maximalité de l, on a p l. On en déduit, puisque w ∈W, que tl,γ = 0.
Soit (i, α) ∈ ❏1, n❑2 tel que l < i < j et α < β. Alors ti,α est sur la ligne i de N. Par la
maximalité de l, il est nul.
Soit (i, α) ∈ ❏1, n❑2 tel que γ < α < β et i < j. Alors ti,α est sur la colonne α de N. Par
la maximalité de γ, il est nul.
Il en résulte que le couple (l, γ ) convient. ✷
On déduit immédiatement des Lemmes 5.1.2 et 5.1.3 :
Fig. 5. x = (j,β) ; y = (l, γ ) ; N correspond à la partie grisée.
G. Cauchon / Journal of Algebra 260 (2003) 519–569 555Proposition 5.1.1. Soit r = (j,β) ∈ ❏1, n❑2. Si tj,β = 0, il existe une suite lacunaire
c = (r1, . . . , rs) qui passe par r, c’est à dire qu’il existe l ∈ ❏1, s❑ tel que r = rl , et qui
vérifie tr1 = 0, . . . , trs = 0.
5.2. Suites lacunaires à droite et déterminants quantiques
Soit c = (r1, . . . , rs) (s  1) une suite lacunaire à droite. Posons r1 = (j1, β1), . . . ,
rs = (js, βs) (1  j1 < · · · < js  n, 1  β1 < · · · < βs  n) et t = tr1 tr2 · · · trs
(t ∈A⊂K).
Proposition 5.2.1. Soit u ∈ E. Supposons que r1 < u et notons l le plus grand entier de
❏1, s❑ tel que rl < u. Notons Nu la matrice déduite de M(u) = (x(u)i,α ) par suppression de
toutes ses lignes à l’exception des lignes j1, . . . , jl et de toutes ses colonnes à l’exception
des colonnes β1, . . . , βl (Nu ∈Ml(K)). On a alors :
(1) Nu est q-quantique.
(2) t = detq(Nu)ω, où :
ω=
{
trl+1 · · · trs si l < s,
1 si l = s.
De plus, on a ω ∈A(u), de sorte que t ∈A(u).
Démonstration. (1) Posons u = (p,η). Comme rl < u, on a (jl < p) ou (jl = p et
βl < η).
Si jl < p, Nu est extraite de la matrice constituée des p− 1 premières lignes de M(u).
Si jl = p et βl < η, Nu est extraite de la matrice déduite de M(u) par suppression des
lignes p + 1, . . . , n et des colonnes η,η + 1, . . . , n. Dans les deux cas, on déduit de la
Proposition 5.5 que Nu est extraite d’une matrice q-quantique. Elle est donc q-quantique.
(2) Supposons u = (1,2). On a alors, nécessairement, l = 1 et r1 = (1,1). Donc
Nu = (tr1) et l’égalité à démontrer est évidente. De plus, on a bien ω ∈A(u) =A.
Supposons u > (1,2) et notons r = (j,β) le plus grand élément de E strictement
inférieur à u. Nous allons démontrer la proposition en la supposant établie, lorsque l’on
remplace u par r, pour n’importe quelle suite lacunaire à droite.
Observation 1.
• Si v ∈ ❏1, n❑2, on a : v  r⇒ x(u)v = x(r)v = tv.
• Si 1 α  β, on a : x(u)j,α = x(r)j,α = tj,α.
• Si 1 i  j, on a : x(u)i,β = x(r)i,β .
(Ceci est en effet une conséquence immédiate de la Proposition 5.2.)
Il en résulte que, si l < s, on a trl+1 = x(u)rl+1 ∈ A(u), . . . , trs = x(u)rs ∈ A(u) (puisque
r < u  rl+1 < · · · < rs). Par suite, ω ∈ A(u). Comme detq(Nu) ∈ A(u), nous devons
seulement démontrer l’égalité t = detq(Nu)ω.
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lacunaire c considérée lorsque r  r1. Dans ce cas, on a nécessairement r = r1 < u r2.
Donc l = 1 et, par l’observation ci-dessus, Nu = (x(u)r1 ) = (tr1). L’égalité à démontrer est
alors évidente.
Nous supposons donc, dans ce qui suit, que r1 < r et nous distinguons plusieurs cas.
1er cas : Il existe l ∈ ❏2, s❑ tel que rl = r. l est alors le plus grand entier entre 1 et s tel
que rl < u, et l − 1 est le plus grand entier entre 1 et s tel que rl−1 < r. Observons que
x
(u)
r = x(u)rl est alors le coefficient de Nu situé sur sa dernière ligne et sa dernière colonne.
S’il est nul, on déduit de la Proposition 4.1.1 que detq(Nu) = 0. Par l’Observation 1
ci-dessus, on a trl = x(u)rl = 0. Donc t = 0 et l’égalité est démontrée.
S’il est non nul, on peut définir la matrice N [l,l]u (cf. la Section 4.1) et on déduit de la
Proposition 5.2 que Nr est la matrice extraite de N [l,l]u par suppression de sa dernière ligne
et de sa dernière colonne. Par la Proposition 4.1.2, on a donc detq(Nu)= detq (Nr)x(u)r =
detq(Nr )trl , et il suffit d’appliquer l’hypothèse de récurrence pour conclure.
2e cas : r est différent de r1, . . . , rs . Dans ce cas, l est aussi le plus grand entier entre 1 et
s tel que rl < r et on a, par l’hypothèse de récurrence, t = detq(Nr)ω. Si ω = 0, l’égalité
t = detq(Nu)ω est alors évidente. Si x(u)r = 0, on a M(u) =M(r) (Proposition 5.2). Donc
Nu =Nr et l’égalité à démontrer est encore évidente.
Nous supposons donc, dans la suite de ce raisonnement, que ω = 0, que x(u)r = 0 et
nous nous proposons de démontrer que detq(Nu) = detq(Nr), ce qui nous permettra de
conclure. Comme rl = (jl, βl) < r = (j,β) on a : (jl < j) ou (jl = j et βl < β).
• Supposons jl = j et βl < β. Notons Y la matrice extraite de M(u) par suppression de
toutes les lignes sauf les lignes j1, . . . , jl = j et de toutes les colonnes sauf les colonnes
β1, . . . , βl, β. Alors Y ∈Ml,l+1(K) et x(u)r est le coefficient de la dernière ligne et de
la dernière colonne de Y. Par construction, Nu se déduit de Y par suppression de sa
dernière colonne et, par la Proposition 5.2, Nr se déduit de Y [l,l+1] par suppression de
sa dernière colonne (Y [l,l+1] existe car x(u)r = 0). On déduit alors du Lemme 4.2.1 que
detq(Nu)= detq(Nr).
• Supposons jl < j et β  β1.Dans ce cas, on déduit de la Proposition 5.2 queNu =Nr.
• Supposons jl < j et β = βm avec 2m l. Notons Y la matrice extraite de M(u) par
suppression de toutes les lignes sauf les lignes j1, . . . , jl, j et de toutes les colonnes
sauf les colonnes β1, . . . , βl. Alors Y ∈ Ml+1,l(K) et x(u)r est le coefficient de sa
dernière ligne et de sa m-ième colonne. Par construction, Nu se déduit de Y par
suppression de sa dernière ligne et, par la Proposition 5.2, Nr se déduit de Y [l+1,m]
par suppression de sa dernière ligne (Y [l+1,m] existe car x(u)r = 0). On déduit alors du
Lemme 4.2.2 que detq(Nu)= detq (Nr).
• Supposons jl < j et βl < β. Si on avait l = s, on en déduirait, puisque c est lacunaire
à droite, que x(u)r = tr = 0, ce qui est faux. Donc l < s et on a rl < r < rl+1, de sorte
que j < jl+1 ou j = jl+1 et β < βl+1.
•• Supposons que j < jl+1.
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Fig. 6.
Si βl < β < βl+1 on a, puisque jl < j < jl+1 et puisque c est lacunaire à droite,
x
(u)
r = tr = 0, ce qui est faux (cf. la Fig. 6(a)).
On a donc βl < βl+1  β. Puisque jl < j < jl+1 et puisque c est lacunaire à droite,
on a soit x(u)r = tr = 0, soit tj,α = 0 pour β1  α < βl+1 (cf. la Fig. 6(b)). La
première éventualité étant à écarter, on a tj,α = 0 pour β1  α  βl < βl+1  β.
On a donc, par l’Observation 1 ci-dessus, x(u)j,α = 0 pour β1  α  βl. On en déduit,
par la Proposition 5.2, que Nu =Nr.
•• Supposons j = jl+1, de sorte que βl < β < βl+1.
Comme la suite c est lacunaire à droite, on a soit x(u)r = tr = 0, soit ti,α = 0 pour
1  i < jl+1 et βl < α < βl+1 (cf. la Fig. 6(c)). La première éventualité étant à
écarter, on a ti,α = 0 pour 1 i < jl+1 et βl < α < βl+1.
Considérons un entier i tel que 1  i  jl < jl+1. On déduit du Lemme 5.1.1 que
la suite c′ = ((i, β), rl+1, . . . , rs) est lacunaire à droite. Comme (i, β) < r < rl+1
(puisque i  jl < j ), on déduit de l’hypothèse de récurrence que detq(x(r)i,β )ω =
ti,βω = 0. Comme ω = 0, on a donc x(r)i,β = 0 soit, par l’Observation 1, x(u)i,β = 0.
Comme ceci est vrai pour 1 i  jl, on déduit de la Proposition 5.2 que Nu =Nr.
Il nous reste à étudier le cas suivant :
• jl < j , β1 < β < βl et β = βm pour tout m entre 1 et l.
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suite c est lacunaire à droite, on a soit x(u)r = tr = 0, soit ti,α = 0 pour 1 i < jm+1 et
βm < α < βm+1 (cf. la Fig. 6(d)). La première éventualité étant à écarter, on a ti,α = 0
pour 1 i < jm+1 et βm < α < βm+1.
Considérons un entier i tel que 1  i < jm+1. On déduit du Lemme 5.1.1 que la
suite c′ = ((i, β), rm+1, . . . , rs) est lacunaire à droite. Notons L(u)i (respectivement
L
(r)
i ) la matrice extraite de M(u) (respectivement M(r)) en supprimant toutes les
lignes à l’exception des lignes i, jm+1, . . . , jl et toutes les colonnes à l’exception
des colonnes β,βm+1, . . . , βl . On déduit de la Proposition 5.2 que L(u)i = L(r)i et de
l’hypothèse de récurrence appliquée à c′ que detq(L(r)i )ω = ti,β trm+1 · · · trs = 0. Ceci
permet d’affirmer :
Observation 2. Si 1 i < jm+1, on a detq(L(u)i )= 0.
Notons maintenant Y la matrice extraite de M(u) par suppression de toutes ses lignes à
l’exception des lignes j1, . . . , jl, j et de toutes ses colonnes à l’exception des colonnes
β1, . . . , βm,β,βm+1, . . . , βl . Y appartient à Ml+1(K) et x(u)r est le coefficient de sa
dernière ligne et de sa (m + 1)-ième colonne. Par construction, Nu se déduit de Y par
suppression de sa dernière ligne et de sa (m + 1)-ième colonne. Par la Proposition 5.2,
Nr se déduit de Y [l+1,m+1] par suppression de sa dernière ligne et de sa (m + 1)-ième
colonne.
Considérons un entier i ∈ ❏1,m❑ et notons Ti la matrice extraite de Y par suppression
de toutes ses colonnes à l’exception des colonnes m+ 1,m+ 2, . . . , l + 1 et de toutes ses
lignes à l’exception des lignes i,m+ 1, . . . , l. Ti est aussi la matrice extraite de M(u) par
suppression de toutes ses colonnes à l’exception des colonnes β,βm+1, . . . , βl et de toutes
ses lignes à l’exception des lignes ji, jm+1, . . . , jl . On a donc Ti = L(u)ji .
Comme ji  jm < jm+1, on déduit de l’Observation 2 ci-dessus que :
detq(Ti)= 0.
Comme u= (p,η) avec p  j, on déduit de la Proposition 5.5 que la matrice L déduite
de M(u) par suppression des lignes j, j + 1, . . . , n est q-quantique. La matrice T extraite
de Y par suppression de sa dernière ligne est aussi une matrice extraite de L. Elle est
donc q-quantique, et la matrice Y vérifie les hypothèses du Lemme 4.2.3 (si on remplace,
dans l’énoncé de ce lemme, β par m+ 1 et m par l). Ceci nous permet de conclure que
detq(Nu)= detq(Nr). ✷
Lorsque u= (n,n+ 1), on en déduit :
Proposition 5.2.2. Soit N la matrice extraite de M = (xi,α) en supprimant toutes ses
lignes à l’exception des lignes j1, . . . , js et toutes ses colonnes à l’exception des colonnes
β1, . . . , βs. Alors t = detq(N), de sorte que t ∈A.
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Proposition 5.2.3. (∀u ∈E) (t ∈A(u)).
Démonstration. Si r1 < u, cela résulte de la Proposition 5.2.1.
Si r1  u, on a, pour tout p ∈ ❏1, s❑, rp  u⇒ trp = x(u)rp ∈A(u) (par la Proposition 5.2
lorsque u > (1,2) et par définition lorsque u= (1,2)). D’où le résultat. ✷
6. Séparation normale
Nous adoptons à nouveau les conventions de la Section 5.
6.1. Une propriété de la matrice M = (ti,α)
Soient I et Ω deux parties non vides de ❏1, n❑ avec |I | = p et |Ω | = s (p ∈ ❏1, n❑,
s ∈ ❏1, n❑). Considérons la matrice Y = (ti,α) ((i, α) ∈ I ×Ω) (Y ∈Mp,s(K)).
Conventions 6.1.1. Soient i , j deux éléments de I. Nous écrirons :
(1) i ≈ j si il existe α ∈Ω tel que ti,αtj,α = 0 ;
(2) i ∼ j si il existe l1, . . . , lm dans I tels que i ≈ l1, l1 ≈ l2, . . . , lm ≈ j.
On définit ainsi deux relations binaires sur l’ensemble I et on a immédiatement :
Lemme 6.1.1. Supposons que toutes les lignes de Y soient non nulles.
(1) La relation ≈ est réflexive et symétrique.
(2) La relation ∼ est une relation d’équivalence.
Nous allons maintenant montrer que, si la matrice Y a toutes ses lignes non nulles et si la
relation d’équivalence ∼ ci-dessus possède une seule classe d’équivalence, alors certaines
matrices extraites de Y possèdent une propriété analogue.
Lemme 6.1.2. Supposons que Y ait toutes ses lignes non nulles et que la relation ∼
possède une seule classe d’équivalence. Soit Y ′ la matrice déduite de Y par suppression
de ses l premières lignes, où l ∈ ❏1,p − 1❑. Notons I ′ l’ensemble I privé de ses l plus
petits éléments, de sorte que Y ′ = (ti,α) ((i, α) ∈ I ′ ×Ω). Si i, j sont deux éléments de I ′,
écrivons i ∼′ j si il existe l1, . . . , lm dans I ′ tels que i ≈ l1, l1 ≈ l2, . . . , lm ≈ j. On définit
ainsi une relation d’équivalence sur I ′ qui possède une seule classe d’équivalence.
Démonstration. Observons que les lignes de Y ′ sont toutes non nulles et que la relation
∼′ est, de manière évidente, une relation d’équivalence sur I ′. Supposons qu’elle possède
(au moins) deux classes d’équivalence distinctes. L’une de ces deux classes ne contient pas
le plus grand élément de I ′ ; notons-la J. Notons j le plus grand élément de J et β le plus
grand élément de Ω tel que tj,β = 0. Si i ∈ I ′ et si i > j, on n’a pas i ∼′ j. Donc on n’a
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pour tout α ∈Ω tel que α  β .
Observons que, si i ∈ I et si i > j, alors i ∈ I ′ (car j ∈ I ′ et les éléments de I \ I ′ sont
les l plus petits éléments de I ). On a donc, d’après ce qui précède :(∀(i, α) ∈ I ×Ω) ((i > j et α  β)⇒ ti,α = 0).
Comme aucune ligne de Y n’est nulle, β n’est pas la plus grand élément de Ω.
Soit α ∈ Ω vérifiant α > β. Par définition de β, on a tj,α = 0. Comme tj,β = 0 et
comme w ∈W, on a ti,α = 0 pour 1 i  j. On en déduit :(∀(i, α) ∈ I ×Ω) ((i  j et α > β)⇒ ti,α = 0).
Si i1 et i2 sont deux éléments de I tels que i1 ≈ i2, on a donc :
i1  j ⇒ i2  j et i1 > j ⇒ i2 > j.
Il en résulte que si i1, i2 sont deux éléments de I tels que i1  j < i2 on n’a pas i1 ∼ i2.
Ceci contredit l’hypothèse «∼ possède une seule classe d’équivalence. » ✷
Ceci nous permet de démontrer :
Lemme 6.1.3. Notons F l’ensemble de tous les (i, α) ∈ I × Ω tels que ti,α = 0 et
considérons une application f :F → k∗ qui vérifie la propriété suivante :
Si i , j sont deux éléments de I avec i < j, si α, β sont deux éléments de Ω avec α < β,
et si (i, α), (i, β), (j,α), (j,β) sont dans F, alors f (i,α)f (j,β)= f (i, β)f (j,α).
Alors il existe une famille (λi)i∈I d’éléments de k∗ et une famille (µα)α∈Ω d’éléments de
k∗ telles que : (∀(i, α) ∈ I ×Ω) (ti,α = 0 ⇒ f (i,α)= λiµα).
Démonstration. Posons I = {i1, . . . , ip}, Ω = {α1, . . . , αs} (avec 1  i1 < · · ·< ip  n,
1  α1 < · · ·< αs  n), et raisonnons par récurrence sur p + s. Le résultat est évident si
p+ s = 2 et, plus généralement, si p = 1 ou s = 1. Nous supposons donc, dans ce qui suit,
que p  2 et s  2.
Si j ∈ I et si la ligne j de Y est nulle, on conclut en appliquant l’hypothèse de
récurrence à la matrice Z extraite de Y par suppression de sa ligne j.
Si j ∈ I et si tous les éléments de la ligne j de Y sont nuls à l’exception de l’un d’entre
eux, soit tj,β (β ∈Ω), l’hypothèse de récurrence appliquée à la matriceZ extraite de Y par
suppression de sa lignej, permet d’affirmer qu’il existe une famille (λi)i∈I\{j} d’éléments
de k∗ et une famille (µα)α∈Ω d’éléments de k∗ telles que :(∀(i, α) ∈ (I \ {j })×Ω) (ti,α = 0 ⇒ f (i,α)= λiµα).
On conclut alors en choisissant λj tel que f (j,β)= λjµβ.
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Y possède au moins deux éléments non nuls. Il en résulte que chaque ligne de la matrice
Z déduite de Y par suppression de sa dernière colonne est non nulle. Si on remplace les
lignes par les colonnes dans le raisonnement ci-dessus, on voit que l’on peut également
supposer que chaque colonne de Y possède au moins deux éléments non nuls.
Posons Ω ′ = {α1, . . . , αs−1}, de sorte que Z = (ti,α) ((i, α) ∈ I ×Ω ′), et notons l le
plus petit entier appartenant à I tel que tl,αs = 0. Comme w ∈W et comme chaque ligne
de Z est non nulle, on a ti,αs = 0 pour tout i ∈ I tel que i  l. Définissons les relations
binaires ≈ et ∼ sur l’ensemble I comme dans la Convention 6.1.1, mais en remplaçant Ω
par Ω ′. ∼ est encore une relation d’équivalence sur I.
Distinguons maintenant deux cas.
1er cas : ∼ possède une seule classe d’équivalence. Posons I ′ = {i ∈ I | i  l}.
L’hypothèse de récurrence appliquée à Z permet d’affirmer qu’il existe une famille (λi)i∈I
d’éléments de k∗ et une famille (µα)α∈Ω ′ d’éléments de k∗ vérifiant :(∀(i, α) ∈ I ×Ω ′) (ti,α = 0 ⇒ f (i,α)= λiµα).
La relation binaire∼′ définie sur I ′ de la même manière que dans l’énoncé du Lemme 6.1.2
(en remplaçant toujours Ω par Ω ′) est encore une relation d’équivalence qui n’a qu’une
seule classe d’équivalence (par le Lemme 6.1.2).
Soient i et j deux éléments de I ′. Supposons i ≈ j, de sorte qu’il existe α ∈Ω ′ tel que
ti,αtj,α = 0. Comme ti,αs tj,αs = 0 (puisque i et j sont dans I ′), on a :
f (j,αs)
f (i, αs)
= f (j,α)
f (i, α)
= λj
λi
.
Si i ∼′ j et si l1, . . . , lm sont des éléments de I ′ tels que i ≈ l1 ≈ · · · ≈ lm ≈ j, on a alors :
f (l1, αs)
f (i, αs)
= λl1
λi
, . . . ,
f (j,αs)
f (lm,αs)
= λj
λlm
.
On en déduit à nouveau que f (j,αs)/f (i, αs) = λj/λi . Comme ∼′ n’a qu’une classe
d’équivalence, on a donc f (j,αs)/f (i, αs)= λj/λi quels que soient i , j dans I ′.
On en déduit l’existence de µαs ∈ k∗ tel que f (i,αs) = λiµαs pour tout i ∈ I ′, ce qui
achève la démonstration.
2e cas : ∼ possède au moins deux classes d’équivalence sur I. Soit J l’une des classes
d’équivalence et J ′ son complémentaire dans I (J et J ′ sont donc deux parties non vides
disjointes de I ). Notons U (respectivementU ′) la matrice extraite de Y par suppression de
ses lignes j ∈ J ′ (respectivement j ′ ∈ J ). Notons
J= {α ∈Ω ′ ∣∣ (∃i ∈ J ) ti,α = 0} et J′ = {α ∈Ω ′ ∣∣ (∃i ∈ J ′) ti,α = 0}.
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j ∈ J et j ′ ∈ J ′ tels que tj,αtj ′,α = 0 (sinon on aurait j ≈ j ′, et donc j ∼ j ′). Par suite, on
a J ∩J′ = ∅.
Par l’hypothèse de récurrence appliquée à la matrice U, il existe une famille (λi)i∈J
d’éléments de k∗, une famille (µα)α∈Ω ′ et un élément µαs de k∗ tels que (∀(i, α) ∈ J ×Ω)
(ti,α = 0⇒ f (i,α)= λiµα).
Par l’hypothèse de récurrence appliquée à la matrice U ′, il existe une famille (λ′i )i∈J ′
d’éléments de k∗, une famille (µ′α)α∈Ω ′ et un élémentµ′αs de k
∗ tels que (∀(i, α) ∈ J ′×Ω)
(ti,α = 0⇒ f (i,α)= λ′iµ′α). Si on remplace λ′i par λ′iµ′αs /µαs et µ′α par µ′αµαs /µ′αs (pour
(i, α) ∈ J ′ × Ω), l’implication ci-dessus est encore vraie. Cela permet de supposer que
µ′αs = µαs .
Définissons alors la famille (λ′′i )i∈I comme suit :
λ′′i =
{
λi si i ∈ J ,
λ′i si i ∈ J ′.
Ceci est bien une famille d’éléments de k∗. Définissons la famille (µ′′α)(α∈Ω) comme suit :
µ′′α =

µα si α ∈J,
µ′α si α ∈J′,
µαs si α = αs .
Ceci est bien une famille d’éléments de k∗.
Considérons un élément (i, α) de I ×Ω et supposons ti,α = 0.
Supposons i ∈ J. Si α ∈ Ω ′, on a α ∈J et f (i,α) = λiµα = λ′′i µ′′α. Si α = αs, on a
f (i,α)= λiµαs = λ′′i µ′′α.
Supposons i ∈ J ′. Si α ∈Ω ′, on a α ∈J′ et f (i,α) = λ′iµ′α = λ′′i µ′′α. Si α = αs, on a
f (i,α)= λ′iµ′αs = λ′′i µ′′α. ✷
On en déduit, lorsque I =Ω = ❏1, n❑ :
Proposition 6.1.1. Posons F = {(i, α) ∈ ❏1, n❑2 | ti,α = 0} et considérons une application
f :F → k∗ telle que :(∀(i, α, j,β) ∈ ❏1, n❑4) (i < j, α < β et ti,αti,β tj,α tj,β = 0
⇒ f (i,α)f (j,β)= f (i, β)f (j,α)).
Alors, il existe h ∈H tel que (∀(i, α) ∈ ❏1, n❑2) (ti,α = 0⇒ h(ti,α)= f (i,α)ti,α).
Démonstration. Par le Lemme 6.1.3, il existe deux familles (λi)i∈❏1,n❑ et (µα)α∈❏1,n❑
d’éléments de k∗ telles que (∀(i, α) ∈ ❏1, n❑2) (ti,α = 0 ⇒ f (i,α)= λiµα).
Comme on a H = Ĥ , on sait qu’il existe h ∈ H tel que h(Xi,α) = λiµαXi,α quel
que soit (i, α) ∈ ❏1, n❑2. Il résulte de la Proposition 5.4 que h(ti,α) = λiµαti,α pour tout
(i, α) ∈ ❏1, n❑2, d’où le résultat. ✷
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Rappelons (cf. la Section 2.2) que si r = (j,β) et v = (i, α) sont deux éléments de
❏1, n❑2, on a TrTv = ar,vTvTr avec
ar,v =

q si i = j et α > β,
q−1 si i = j et α < β,
q si α = β et i > j ,
q−1 si α = β et i < j ,
1 dans les autres cas.
Considérons cinq éléments : r = (j,β), v1 = (i1, α1), v2 = (i1, α2), v3 = (i2, α1), v4 =
(i2, α2) de ❏1, n❑2 avec i1 < i2, α1 < α2, et posons (voir la Fig. 7) :
F+ = {(i1, α) ∣∣ α1  α < α2} ∪ {(i, α1) ∣∣ i1  i < i2},
F− = {(i2, α) ∣∣ α1 < α  α2} ∪ {(i, α2) ∣∣ i1 < i  i2}.
Lemme 6.2.1. (1) Si r ∈ F+, on a ar,v1ar,v4 = q−2ar,v2ar,v3 .
(2) Si r ∈ F−, on a ar,v1ar,v4 = q2ar,v2ar,v3 .
(3) Si r /∈ F+ ∪F−, on a ar,v1ar,v4 = ar,v2ar,v3 .
Démonstration. La vérification est immédiate. ✷
Considérons maintenant une suite lacunaire c= (r1, . . . , rs) avec r1 = (j1, β1), . . . , rs =
(js, βs) (s  1, 1  j1 < · · · < js  n, 1  β1 < · · · < βs  n). Pour tout v = (i, α) ∈
❏1, n❑2, posons f (v)= ar1,var2,v · · ·ars,v.
Si on écrit T = Tr1Tr2 · · ·Trs , on a donc T Tv = f (v)TvT (dans l’algèbre R). Par suite,
si on pose t = tr1 · · · trs , on a ttv = f (v)tvt (dans l’algèbre A).
v1, v2, v3, v4, F+ et F− étant définis comme ci-dessus, on a :
Lemme 6.2.2. Supposons tr1, tr2, . . . , trs , tv1, tv2, tv3, tv4 tous non nuls. Alors on a
f (v1)f (v4)= f (v2)f (v3).
Fig. 7. x = (i2, α1)= v3 ; y = (i1, α2)= v2.
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du Lemme 6.2.1. Observons que si r = (j,β) et r ′ = (j ′, β ′) sont deux éléments de F+
(respectivement F−), on n’a pas j < j ′ et β < β ′ (car : j < j ′ ⇒ β ′ = α1 (respectivement
β = α2) ⇒ β ′  β). Il en résulte que F+ (respectivement F−) contient au plus un des
éléments de l’ensemble {r1, . . . , rs}. Si F+ contient rl et F− contient rm (1 l,m, s),
on a alors, par le Lemme 6.2.1 :
arl,v1arl,v4 = q−2arl,v2arl,v3,
arm,v1arm,v4 = q2arm,v2arm,v3,
arp,v1arp,v4 = arp,v2arp,v3 pour p ∈ ❏1, s❑ \ {l,m}.
On déduit de ces deux premières égalités que m = l et, en multipliant toutes ces égalités
membres à membres, on trouve f (v1)f (v4)= f (v2)f (v3).
Pour terminer la démonstration, il nous suffit de montrer que si F+ (respectivementF−)
rencontre l’ensemble {r1, . . . , rs}, il en est de même pour F− (respectivement F+).
Supposons donc qu’il existe l ∈ ❏1, s❑ tel que rl ∈ F+. On a alors i1  jl < i2 et
α1  βl < α2. Notons m le plus grand entier entre l et s vérifiant jm  i2 et βm  α2.
• Si jm = i2, alors m> l. Donc α1  βl < βm  α2 et rm ∈ F−.
• Si βm = α2, alors m> l. Donc i1  jl < jm  i2 et, à nouveau, rm ∈ F−.
Supposons que l’on ait jm < i2 et βm < α2. Si m = s on a, puisque c est lacunaire,
tv4 = ti2,α2 = 0, ce qui est faux. Donc m < s et l’on est dans l’un ou l’autre des deux
cas suivants :
1er cas : jm < i2 < jm+1. Comme α1  βl  βm < βm+1, comme βm < α2 et comme c
est lacunaire, on a ti2,α1 = 0 ou ti2,α2 = 0, ce qui est faux.
2e cas : βm < α2 < βm+1. Comme i1  jl  jm < jm+1, comme jm < i2 et comme c est
lacunaire, on a ti1,α2 = 0 ou ti2,α2 = 0, ce qui est faux.
On ne peut donc pas avoir simultanément jm < i2 et βm < α2 et, par suite, on a rm ∈ F−.
De la même manière, supposons qu’il existe m ∈ ❏1, s❑ tel que rm ∈ F−. On a alors
i1 < jm  i2 et α1 < βm  α2. Notons l le plus petit entier entre 1 et m, vérifiant i1  jl et
α1  βl.
• Si jl = i1, alors l < m. Donc α1  βl < βm  α2 et rl ∈ F+.
• Si βl = α1, alors l < m. Donc i1  jl < jm  i2 et rl ∈ F+.
Supposons que l’on ait i1 < jl et α1 < βl. Comme c est lacunaire et comme ti1,α1 = 0, on
a 1 < l et on est dans l’un des deux cas suivants :
1er cas : jl−1 < i1 < jl. Comme α1 < βl , βl−1 < βl  βm  α2 et, comme c est lacunaire,
on a ti1,α1 = 0 ou ti1,α2 = 0, ce qui est faux.
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on a ti1,α1 = 0 ou ti2,α1 = 0, ce qui est faux.
Par suite, on a toujours rl ∈ F+, ce qui achève la démonstration. ✷
On en déduit, par la Proposition 6.1.1.
Proposition 6.2.1. (On rappelle que H = Ĥ .) Si t = tr1 · · · trs est non nul, alors il existe
h ∈H tel que tx = h(x)t pour tout x ∈K.
Démonstration. Par la Proposition 6.1.1 et le Lemme 6.2.2, il existe un élément h du
groupe H qui vérifie :(∀(i, α) ∈ ❏1, n❑2) (ti,α = 0 ⇒ t ti,α t−1 = h(ti,α)).
Comme l’algèbreA est engendrée par les ti,α non nuls ((i, α) ∈ ❏1, n❑2), on a txt−1 = h(x)
pour tout x ∈A. Comme K = Fract(A), on a txt−1 = h(x) pour tout x ∈K. ✷
Observons que, par la Proposition 5.2.2, l’élément t de la Proposition 6.2.1 appartient
à A et s’écrit t = detq(N), où N désigne la matrice extraite de M = (xi,α) suivante :
N = (yi,p) (1  i,p  s) (yi,p = xji ,βp). t est donc la classe modulo Pw du déterminant
quantique de la matrice (q-quantique) L= (Yi,p) (1 i,p  s) (avec Yi,p =Xji,βp ).
Si σ ∈ H et si (λ1, . . . , λn;µ1, . . . ,µn) est l’élément de k∗ qui vérifie σ(Xi,α) =
λiµαXi,α quel que soit (i, α) ∈ ❏1, n❑2, on a, en posant λ′i = λji et µ′p = µβp :
σ
(
detq(L)
) = σ(∑
η∈Ss
(−q)l(η)Y1,η(1) · · ·Ys,η(s)
)
=
∑
η∈Ss
(−q)l(η)λ′1µ′η(1) · · ·λ′sµ′η(s)Y1,η(1) · · ·Ys,η(s)
= λ′1 · · ·λ′sµ′1 · · ·µ′s detq(L).
On peut donc énoncer :
Proposition 6.2.2. Soit c = (r1, . . . , rs) une suite lacunaire avec r1 = (j1, β1), . . . , rs =
(js, βs) (s  1, j1 < · · ·< js , β1 < · · ·< βs) et t = tr1 · · · trs = 0. Soit L la matrice déduite
de X = (Xi,α) ∈ Mn(R) par suppression de toutes ses lignes à l’exception des lignes
j1, . . . , js et de toutes ses colonnes à l’exception des colonnes β1, . . . , βs . Alors :
(1) t est la classe modulo Pw de T = detq (L).
(2) T est un H -vecteur propre de R.
(3) Il existe h ∈H tel que tx = h(x)t pour tout x ∈A=R/Pw.
Observons que l’élément T = detq(L) de la Proposition 6.2.2 est alors un élément de R
qui est H -normal modulo Pw au sens de K. Goodearl (cf. [5, Section 5.2]).
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Soit I un idéal H -premier de R qui contient strictement Pw. On sait (Lemme 2.3.2)
que I est un idéal premier H -invariant (i.e., h(I) = I pour tout h ∈ H ) de R. Notons Q
l’image canonique de I dans A=R/Pw. C’est un idéal premier non nul H -invariant de A.
Conventions 6.3.1.
• Si u= (n,n+ 1), on pose Q(u) =Q ∈ Spec(A)= Spec(A(u)).
• Soit u ∈E = (❏1, n❑2 ∪ {(n,n+ 1)}) \ {(1,1)}.
Supposons u = (1,2) et notons r = (j,β) le plus grand élément de E strictement
inférieur à u. Supposons défini l’idéal Q(u) ∈ Spec(A(u)).
(1) Si x(u)r = 0, on définit l’idéal Q(r) :=Q(u) ∈ Spec(A(u))= Spec(A(r)) (on a, dans
ce cas, A(u) =A(r)).
(2) Supposons x(u)r = 0 et notons S le système multiplicatif des puissances entières de
x
(u)
r . Par [3, Proposition 5.4.3], S vérifie la condition de Ore des deux côtés dans
A(u) et A(r), et on a A(r)S−1 = A(u)S−1. Supposons que x(u)r /∈ Q(u). Comme
Q(u) est complètement premier dans A(u), on a Q(u) ∩ S = ∅ et classiquement
[10, Chapter 9],
A(r) ∩Q(u)S−1 ∈ Spec(A(r)).
Ceci permet de définir Q(r) := A(r) ∩Q(u)S−1 ∈ Spec(A(r)) (on sait que l’on a
alors Q(r)S−1 =Q(u)S−1 et Q(u) =Q(r)S−1 ∩A(u)).
(3) Si x(u)r = 0 et si x(u)r ∈Q(u), on dira que Q(r) n’est pas défini. On ne définira donc
pas les idéaux Q(v) pour v ∈E, v  r.
Lemme 6.3.1. Soit u ∈E. Supposons l’idéal premier Q(u) de A(u) défini. Alors :
(1) Q(u) = 0.
(2) h(Q(u))=Q(u) pour tout h ∈H.
(3) Si v ∈ ❏1, n❑2 et si v  u, on a : x(u)v = 0 ⇒ x(u)v /∈Q(u).
Démonstration. Ce lemme est évident lorsque u = (n,n+ 1). Supposons-le établi pour
u ∈ E \ {(1,2)}, notons r le plus grand entier de E strictement inférieur à u, supposons
Q(r) défini et démontrons le lemme ci-dessus « pour r ».
Si x(u)r = 0, on a Q(r) =Q(u) et les assertions (1) et (2) du lemme sont évidentes. Soit
v ∈ ❏1, n❑2, v  r. Supposons x(r)v = 0. On sait (par la Proposition 5.2) que x(r)v = x(u)v .
Comme x(u)r = 0, on a v  u et, par suite, x(r)v = x(u)v /∈Q(u) =Q(r).
Supposons x(u)r = 0. Alors x(u)r /∈ Q(u) (puisque Q(r) est supposé défini) et Q(r) =
A(r) ∩Q(u)S−1 (où S est défini comme dans la Convention 6.3.1).
• Comme Q(u) = 0, Q(u)S−1 est un idéal premier non nul de A(r)S−1 =A(u)S−1 et, par
suite Q(r) =A(r) ∩Q(u)S−1 est non nul.
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h(Q(u)) = Q(u) ⇒ h(Q(u)S−1) = Q(u)S−1 ⇒ h(Q(r)) = h(A(r)) ∩ h(Q(u)S−1) =
A(r) ∩Q(u)S−1 =Q(r) (h(A(r))=A(r) par la Proposition 5.4).
• Soit v ∈ ❏1, n❑2, v  r. Supposons que x(r)v = 0.
Comme x(r)v = x(u)v (Proposition 5.2), cet élément est commun à A(r) et A(u). Donc, si
x
(r)
v ∈ Q(r), alors x(u)v = x(r)v ∈ Q(r)S−1 ∩ A(u) = Q(u). Cela contredit l’hypothèse de
récurrence si v  u et l’hypothèse « x(u)r /∈Q(u) » lorsque v = r. ✷
Lemme 6.3.2. Soient u ∈ E \ {(1,2)} et r le plus grand élément de E tel que r < u.
Supposons les idéaux premiers Q(u) et Q(r) définis. Considérons une suite lacunaire c =
(r1, . . . , rs) (s  1) et posons t = tr1 · · · trs (t ∈A(r) et t ∈ A(u) par la Proposition 5.2.3).
Si t ∈Q(r), alors t ∈Q(u).
Démonstration. Si x(u)r = 0, on a Q(u) = Q(r), d’où le résultat. Si x(u)r = 0 et si S
est défini comme dans la Convention 6.3.1, on a : (t ∈ Q(r) et t ∈ A(u))⇒ t ∈ A(u) ∩
Q(r)S−1 =Q(u). ✷
Lemme 6.3.3. Notons u le plus petit élément de E tel que l’idéal premier Q(u) soit défini.
Alors il existe une suite lacunaire c = (r1, . . . , rs) (s  1) telle que t = tr1 · · · trs = 0 et
t ∈Q(u).
Démonstration. Distinguons deux cas :
1er cas : u= (1,2). Par le Lemme 6.3.1, Q(u) est un idéal premier non nul et H -invariant
de A=R/Jw qui vérifie :(∀v ∈ ❏1, n❑2) (v  (1,2) et tv = 0) ⇒ tv /∈Q(u).
Notons J l’antécédent de Q(u) par l’homomorphisme canoniqueR→A=R/Jw. Alors J
est un idéal premier H -invariant de R, il contient strictement Jw (donc il contient Tv pour
tout v ∈w) et il vérifie de plus :(∀v ∈ ❏1, n❑2) (v  (1,2) et v /∈w) ⇒ Tv /∈ J.
Comme J est un idéal premier H -invariant de R, il résulte de [3, Proposition 5.5.1] qu’il
existe w′ ∈ ❏1, n❑2 tel que J = Jw′ . Comme J contient Tv pour tout v ∈ w et ne contient
aucun Tv pour v ∈ ❏1, n❑2 \ ({(1,1)} ∪w), on a w ⊂w′ ⊂w ∪ {(1,1)}. Comme J = Jw,
on a w′ = w ∪ {(1,1)} et (1,1) /∈ w. Par suite, on a t1,1 ∈ Q(u) et t1,1 = 0 dans A. Par
la Proposition 5.1.1, il existe une suite lacunaire c = (r1, . . . , rs) telle que r1 = (1,1) et
t = tr1 · · · trs = 0. Comme t1,1 ∈Q(u), on a t ∈Q(u), ce qui achève la démonstration.
2e cas : u > (1,2). Soit r le plus grand élément de E strictement inférieur à u. Puisque
Q(r) n’est pas défini, on a x(u)r = 0 et x(u)r ∈ Q(u). On sait (Proposition 5.2) que
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r1 = (j1, β1), . . . , rs = (js, βs) (s  1, j1 < · · ·< js , β1 < · · ·< βs), telle que :
(a) t = tr1 · · · trs = 0.
(b) r = rl avec 1 l  s.
l est alors le plus grand élément de ❏1, s❑ tel que rl < u et on a, par la Proposition 5.2.1,
t = detq(N)ω avec ω ∈ A(u), N désignant la matrice extraite de M(u) = (x(u)i,α ) par
suppression de toutes ses lignes à l’exception des lignes j1, . . . , jl et de toutes ses colonnes
à l’exception des colonnes β1, . . . , βl .
Si on note V ∈ Spec(R(u)) l’antécédent de Q(u) par l’homomorphisme canonique
R(u)→A(u) =R(u)/P (u)w , on a (Lemme 3.1.1) :
x(u)r ∈Q(u) ⇒ X(u)r ∈ V ⇒ V ∈ P1r
(
R(u)
)= ⊔
1ε3
Πεr
(
R(u)
)
.
On en déduit que Q(u) contient tous les x(u)i,βl avec 1  i  jl ou tous les x
(u)
jl ,α
avec
1 α  βl. En particulier, Q(u) contient x(u)j1,βl , . . . , x
(u)
jl,βl
ou x
(u)
jl,β1
, . . . , x
(u)
jl,βl
, c’est-à-dire
tous les éléments de la dernière colonne ou tous les éléments de la dernière ligne de la
matrice N. Il en résulte que l’idéal Q(u) contient detq(N) et, par suite, qu’il contient t . ✷
On déduit du Lemme 6.3.2 que l’élément t du Lemme 6.3.3 appartient aussi à Q(v)
pour tout v ∈ E tel que v  u. En particulier, on a t ∈ Q = Q(n,n+1). On déduit alors
de la proposition 6.2.2 que I contient un élément T tel que T /∈ Pw et T est H -normal
modulo Pw. Comme Pw et I sont des idéaux H -premiers quelconques de R (tels que
Pw  I ), nous avons finalement démontré :
Théorème 6.3.1. Posons H = Ĥ et R =Oq(Mn(k)). L’ensemble H -Spec(R) des idéaux
H -premiers de R vérifie la propriété de séparation H -normale au sens de K. Goodearl,
c’est-à-dire :
Si I et P sont deux idéaux H -premiers de R tels que I  P , il existe T ∈ I \ P tel que
T soit H -normal modulo P.
On en déduit, par [5, Théorème 5.3].
Théorème 6.3.2. Posons R = Oq(Mn(k)). Spec(R) vérifie la propriété de séparation
normale, c’est-à-dire :
Si I et P sont deux idéaux premiers de R tels que I  P, il existe T ∈ I \ P tel que T
soit normal modulo P.
Théorème 6.3.3. Posons R =Oq(Mn(k)).
(1) R est caténaire.
G. Cauchon / Journal of Algebra 260 (2003) 519–569 569(2) R vérifie la formule des hauteurs de Tauvel : Si P ∈ Spec(R), on a
ht(P )+GK dim
(
R
P
)
= n2,
où GK dim(R/P) désigne la dimension de Gelfand–Kirillov de R/P et ht(P ) la
hauteur de P.
Démonstration. Par [11], l’algèbre R est Auslander–Régulière et Cohen–Macaulay.
Comme R est aussi affine, nœthérienne et intègre, on conclut au moyen du Théorème 1.6
de [6], en tenant compte de l’égalité GK dim(R)= n2 (voir [13]). ✷
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