Abstract-To integrate the plug-in electric vehicles (PEVs) into the power grid, it is critical to develop efficient charging coordination mechanisms that minimize the cost and impact of PEV integration. Ideally, the optimal charging decision depends on not only the existing charging demand, but also the incoming charging demand in the future. In practice, however, the future PEV changing demand is unknown. In this paper, we formulate the optimal PEV charging problem as a multistage stochastic program (MSP), assuming that only the statistical distribution of the future charging demand is known. By skillfully transforming the variables, an efficient online approximate algorithm is pre sented to calculate the charging decision at each time. Comparing with the traditional sample average approximate (SAA) method for solving MSPs, the proposed method greatly reduces the computational complexity from O(ET) to 0(T3), where T is total number of time slots under consideration, and E is a constant.
load demand (or the total EV charging rate if the base load is not considered) over time [8] .
Ideally, the load demand can be flattened as much as possible if the information about future charging demand is known non-causally when calculating the charging schedule. For instance, [3] assumes that all PEVs negotiate with the charging station about their charging demands one day ahead. However, in practice, a PEV charging station knows the charging demand of a PEV only after it arrives at the station. Assuming that the charging station has no information about the incoming charging demand in the future, [4] - [ 10] studied "online" charging scheduling mechanisms that rely on the causal information only. In particular, the online optimization algorithm in [10] is among the first to achieve a "best-known so-far" competitive ratio, which guarantees the algorithm performance in the worst case. In practice, the online charging algorithms in [4] [5] [6] [7] [8] [9] [10] are overly conservative in the sense that they are based on zero information of the future charging demand. Thus, they focus on the worst-case performance guarantee, so that they are able to perform reasonably well for any unpredictable sequence of incoming charging demands. In practice, however, the statistical distribution of the future charging demands can often be estimated through historic data. For example, the demand profile at a particular location could be statistically identical at the same time every day during weekdays (or weekends). Moreover, we are typically more interested in the average performance (e.g., average charging cost) of an algorithm rather than the worst case performance.
In this paper, we consider the optimal PEV charging scheduling, assuming that the future charging demand is not known a priori, but its statistical information can be estimated. The problem is formulated as a multistage stochastic program ming (MSP) problem to minimize the average charging cost. By skillfully transforming the variables, we propose a simple approximate algorithm whose charging decision at each time depends only on the statistical mean of the future charging demand, as estimating the mean requires much less effort than estimating the distribution of the future charging demand.
Traditionally, sample average approximation (SAA) method is adopted to solve the MSP problem [11] . The computational complexity of calculating the optimal solution at any given time is O( tOT), where T is the total number of stages and to is a constant related to the confidence level of the solution [12] .
978-1-4799-3001-2/14/$31.00 ©2014 IEEE This general method is impractical when the T is very large. In comparison, the proposed approximate algorithm in this paper greatly reduce the computational complexity to 0( T3), which is much more manageable. The complexity can be further reduced to 0(1) in special cases when the statistics of the charging demand is stationary. Extensive simulations show that proposed algorithm performs very closely to the offline optimal solution that is obtained by assuming that the com plete future information is known a priori. In particular, the performance gap is as small as 7%. Moreover, our algorithm outperforms the online algorithm in varied PEV patterns. We show that by making use of the statistical information of the future charging demand, the system performance gap can be improved by about 2% -10%.
The rest of the paper is organized as follows. We in troduce the problem formulation in Section II. In Section III, we proposed the MSP based online charging scheduling mechanism. The special cases are discussed in Section IV. Simulation results are presented in Section V. Finally, the paper is concluded in Section VI.
II. PROBLEM FORMULATION

A. Offline Optimal Charging Scheduling
We consider the PEV charging scheduling problem, in which PEVs arrive at the charging station at random instants with random charging demands that must be fulfilled before a random departure time. The entire system time is divided into T equal-length time slots. Suppose that N PEVs arrive during the system time. They are indexed from 1 to N according to their arrival order. Notice that for a given time slot number T, N is itself a random variable due to the random arrival of PEVs. We denote by I ( t) the set of PEVs that are in the charging station during slot t. Denote by t;s) and t�e) the arrival time slot and the departure time slot of PEV i, respectively. di denotes the charging demand that PEV i requires. The charging station needs to decide, at each time slot t, the charging rate Xi t, Vi E I ( t). To satisfy the demand di, Xi t must satisfy tie)
Let S t be the total charging rate of time slot t, i.e., S t = L Xi t, Vt = 1, 2" " ,T .
i EI(t)
Suppose that the electricity price is modeled as a linear function of the instant load, i.e., a+bSt [6] . Thus, the charging cost at time t is given by the following quadratic function:
The optimal charging scheduling problem that minimizes the total charging cost is formulated as follows:
Xi t 2: 0, Vt = t�s) , ... , t;e) , Vi = 1, 2, ... , N. (4d)
The optimal solution to (4) a "load-flattening" solution that balances the total charging rate as much as possible. Under mild conditions, this solution is also the one that minimizes the load factor, the load variance, and the distribution network overloading [2] .
Notice that (4) is a convex optimization problem. In the ideal case when all PEVs' charging demands, including t�s) , t;e),
and di are known non-causally at the beginning of the system time, the charging station can solve (4) and obtain the optimal charging schedule for all time t before the system time starts.
Such a solution is referred to as an "offline optimal solution".
In practice, at each time t, the charging station only has the causal information about t�s) , s, t;e)
, s, and d;'s of the PEV s that have already arrived. As to the future PEV arrivals, the charging station at best is able to estimate the statistical distribution from the historic data. Moreover, it is reasonable to assume that the PEV arrivals at different time are independent.
B. Multistage Stochastic Programming Formulation
Assuming causality, we are interested in finding the "online"
optimal solution, where the charging schedule at time t only depends on the causal information available at that time. The decision, once made, cannot be changed in the future. Let (5) be the state of the system at time t, where .:J (t) is the set of PEVs that are in the charging station at t, and d! = di -I: t :::: \S ) Xi t is the unfinished charging demand of PEV i at t-t i A time t. Specifically, d� = di for all PEVs that have not yet arrived by time t -1. Likewise, let the random PEV arrival at time t be captured by (6) where A( t) is the set of PEV s that arrive at time slot t. Given G t , 9t H , and the charging schedule Xi t 'S at time t, the system state at time t + 1 is uniquely determined as where G t+1 = {( t�e) , d� H ) l i E .:J(t + I ) }
.:J(t + 1 ) = .:J(t) U A(t + 1 ) \ { i l t;e) = t }; i E .:J(t); iEA(t+l).
Suppose that the current time slot is slot k. 
where Q k+l (S k, G k, 0 k+ d is the optimal value of the MSP at time slot k + 1. In other words, the optimal value of (9) is Qk(Sk-l, Gk -1 , Ok ) , where the arguments Sk-l, Gk -1 and Ok uniquely determine Gk. Notice that (9a) comprises nested expectations corresponding to the successive random PEV arrivals. Ty pically, MSP is solved through scenario aggregation methods, such as SAA [11] . In particular, the random sequence O t for t = 1,···, T is sampled to construct "scenarios".
With the scenarios, the stochastic problem is converted to a deterministic one, whose solution is a good approximation of the optimal solution, if the number of scenarios sampled is sufficiently large. In general, to achieve a certain confident level of the solution, the computational complexity to solve the problem at each time slot grows as O( eT), where e is a constant related to the confidence level. As the exponential growth of the complexity quickly becomes intractable with the increase of T, the existing scenario-aggregation based methods are not sustainable in the PEV charging problem. This is because a charging station is typically expected to operate for a relative long time period.
III. POLYNOMIAL-TIME ONLINE CHARGING ALGORITHM
Considering the exponential complexity of the traditional SAA method, we propose in this section an online charging algorithm that has a polynomial-time complexity O( T3). To do that, we first transform Problem (9a) to one that has St 'S as the only variables. Then, the polynomial-time algorithm is presented in subsection III-B.
A. Problem Transformation
To transform the problem, we first introduce the following Theorem.
Theorem 1: If St 'S satisfy the following inequality for all
t=l t=l i E{ i lt;e)=t} then there exists at least a set of Xi t 'S that satisfy
Moreover, one such set of Xi t 'S can be obtained by "Earliest
Deadline First" (EDF) scheduling.
Remark 1: Theorem 1 can be easily extended so that the starting time is a current time slot k. In this case, the summation of n starts from �, and d;'s are replaced by the unfinished charging demand d�.
Theorem 1 states that if the total energy charged by time t is more than the total demand that needs to be finished by time t, then EDF scheduling can ensure the individual PEV's demand to be satisfied before their respective departure times. In other words, the optimal solution of (9) only depends on the total charging demand that needs to be finished before a certain time, but not the demand due to individual PEV s. With this, the system state can be redefined as (12) where d �, is the total unfinished charging demand at time t that must be completed by time t / . That is,
i E{ i lt;e)=t'} (13) Notice that the sUlmnation of all entries of Dt is the total un finished charging demands observed at time ti e '\' . () d ' t , .. , �'EI t , .
Let e t represent the random arrival events at time t. e t is defined as e t = [�d �, �d � +l' ··· ,�d H
where �d� , is the total charging demand that arrive at time t and must be fulfilled by time t / .
Given Dt, St and e t+l '
the system state at time t + 1, can be uniquely determined as follows:
We can now transform Problem (9) to the following equiv alent form:
(17b) ensures all changing demands to be satisfied before their deadlines. (17c) implies that the total charging power up to a certain time cannot exceed the total demands that have arrived up to that time.
B. Polynomial-time Online Charging Scheduling
At the first glance, the solution to (17) relies on the statistical distribution of e t for all t = k, ... , T. Interestingly, we show in the following that at time T -1 the optimal solution only depends on the expectation of e T ' denoted by /-L T . In general, the expectation of e t is written as where fJ� ' = E[�d� , ], \It' = t, ... , T. i.e., at rate B. Likewise, when fJ � is too small. A is lower than C, and the PEVs are charged as slowly as possible, i.e., at rate C.
Interestingly, (25) is also the optimal solution to the deter ministic problem in (27). In other words, (23) is equivalent to the deterministic problem in (27).
The above observation motivates the following low-S:;, = d7j,. 
T L!(S t) t=k
t=k t=k t'=k+1 t"=t' By exploiting the "load-balancing" feature of the solution, (2S) can be efficiently solved by a low-complexity algorithm with complexity O( T3) [13] , [14] . For self containedness, the algorithm is presented in Algorithm 1. For notation brevity, we denote in Algorithm 1 -t ' {dr" for til = k, ··· ,T , t' = k,
The key idea of Algorithm 1 is to balance the charging load dr, among all time slots k, ... ,T and then assign the balanced load at time k to the solution Sic . Specifically, step 3 -5 is to find the time interval that has the maximum load density during time t to T, and set the optimal charging rate for that time interval to be equal to the maximum density. The time interval is then deleted, and the process is repeated until the current time k belongs to the maximum-density interval.
Delete time slot i*, ... ,j* and relabel the existing time slot t > j* as t -j* + i* -l. 6 until i* = k;
IV. O(l)-COMPLEXITY ONLINE ALGORITHM
Notice that the complexity of Algorithm 1 mainly comes from exhaustively searching the period [i*, j*] with maximum density over all possible i, j in step 3. We show in this section that when the arrival process is first-order stationary, the maximum density can be obtained in close-form. Thus, the exhaustive search in step 3 can be avoided. As a result, the complexity of the algorithm reduces from 0( T3) to 0(1).
In particular, by first-order stationary, we mean that the mean of 6.d�" i.e., /L� ' only depends on the relative time difference T = t' -t, but not the absolute value of t . We can then replace /L� ' by /LT' where T = t' -t. In the following proposition, we denote by f(1 < T) the latest deadline among the currently parked PEVs, i.e.,! = max{ tili E I(k)}. 
Here, d�;, is defined in (29).
In In particular, (33a) indicates that when k + 1 ::; i ::; j ::; T, the maximum density is achieved by setting i = k + 1, j = T.
(33b) and (33c) correspond to the maximum density calcula tion when the subinterval includes the current time slot k.
The maximum of X, Y, and Z is the maximum density
the largest one, then k is already contained in the maximum density interval and X or Y is the optimal charging rate at time k. On the other hand, if Z is the largest, then the maximum density interval, i.e., [k + 1, T], does not include k. Following Algorithm 1, we will delete the maximum-density interval and repeat the process. Now, time slot k is the only remaining time slot after deletion. This implies that all charging demand that has arrived by time slot k should be fulfilled during time slot k, leading to the solution in (31c).
It's easy to verify that Sic is always a feasible solution, i.e., For each scenario, we simulate 105 independent cases and plot the average total charging rate over time in Fig. 1 . The average performance ratios normalized against the optimal offline solution are shown in Ta ble I. From Fig. 1 , we notice that the curve of the proposed online algorithm is closer to that of optimal offline solution than that of ORCHARD. In three scenarios, online algorithm works better than ORCHARD which has on average less than 7% extra cost compared with the optimal offline algorithm. Compared with ORCHARD, the proposed online algorithm always performs better in three scenarios, especially in flat and decreasing cases. This is because ORCHARD relies on no future information that leads to larger fluctuation than the proposed online algorithm.
VI. CONCLUSION
In this paper, we consider the optimal PEV charging prob lem, assuming that only the statistical distribution of the future charging demand is known. The problem is formulated as a MSP. By skillfully exploiting the particular problem structure, we propose an efficient approximate online algorithm with 0( T3) complexity, which depends only on the first order moment, i.e., the expectation, although the MSP formulation incorporates the complete knowledge of the probability dis tribution of the future charging demand. The complexity is further reduced to 0(1) when the charging demand follows a first-order stationary stochastic process. Though extensive simulations, we show that the proposed algorithm performs very closely to the offline optimal solution.
