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A Stroboscopic Numerical Method for Highly
Oscillatory Problems
Mari Paz Calvo, Philippe Chartier, Ander Murua, and Jesús Marı́a Sanz-Serna
Abstract We suggest a method for the integration of highly oscillatory systems
with a single high frequency. The new method may be seen as a purely numerical
way of implementing the analytical technique of stroboscopic averaging. The tech-
nique may be easily implemented in combination with standard software and may
be applied with variable step sizes. Numerical experiments show that the suggested
algorithms may be substantially more efficient than standard numerical integrators.
1 Introduction
We suggest a numerical method for the integration of highly oscillatory differen-
tial equations dy/dt = f (y, t) with a single high frequency 2π/ε , ε ≪ 1. The new
method may be seen as a purely numerical way of implementing the analytical tech-
nique of stroboscopic averaging [13] which constructs an averaged differential sys-
tem dY/dt = F(Y ) whose solutions Y (approximately) interpolate the sought highly
oscillatory solution y at times t = t0 +2πεn, (n integer). In the spirit of the hetero-
geneous multiscale methods (see [6, 5, 8, 16, 7, 1], cf. [14, 3]), we integrate numeri-
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Departamento de Matemática Aplicada, Facultad de Ciencias, Universidad de Valladolid, Val-
ladolid, Spain, e-mail: sanzsern@mac.uva.es
73
74 M. P. Calvo, P. Chartier, A. Murua, and J. M. Sanz-Serna
cally the averaged system without using the analytic expression of F ; all information
on F required by the algorithm is gathered on the fly by numerically integrating the
original system in small time windows. The technique may be easily implemented
in combination with standard software and may be applied with variable step sizes.
Section 2, based on [4], presents the theoretical foundation of the algorithm. Sect.
3 contains a description of the new method along with a brief discussion of related
literature. Examples of oscillatory systems that may be treated with our approach
are provided in Sect. 4 and the final section presents numerical examples. It is found
that the suggested algorithms may be substantially more efficient than standard nu-
merical integrators.
2 A Modified Equation Approach to Averaging












where y is a D-dimensional real vector, ε is a small parameter and the smooth func-
tion f is assumed to depend 2π-periodically on the variable t/ε . Our interest is in
situations where, as ε → 0, the solutions or some of their derivatives with respect to
t become unbounded; relevant examples will be presented in Sect. 4.
If we denote by ϕt0,t;ε : R
D → RD the solution operator of (1), so that
y(t) = ϕt0,t;ε(y0)
is the solution that satisfies the initial condition y(t0) = y0, then the one-period map
Ψt0;ε = ϕt0,t0+2πε;ε depends on t0 in a 2πε-periodic manner; this is proved by noting

















, y(t0) = y0.
It follows that, at the stroboscopic times tn = t0 +2πεn, n = 0,±1,±2, . . . ,
y(tn) = ϕt0,tn;ε(y0) = ϕtn−1,tn;ε(ϕt0,tn−1;ε(y0)) = ϕt0,t0+2πε;ε(ϕt0,tn−1;ε(y0))
and, hence, we arrive at the fundamental formula:
y(tn) = (Ψt0;ε)
n(y0), n = 0,±1,±2, . . . (2)
For the problems we are interested in (see Sect. 4) there is an expansion




ε jM j(y0), (3)
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with suitable smooth maps M j : R
D → RD independent of ε , and thus Ψt0;ε is a
smooth near-to-identity map. Standard results from the backward error analysis of
numerical integrators [15, 9] show then the existence of an autonomous system (the
modified system of Ψt0;ε )
d
dt
Y = F(Y ;ε) = F1(Y )+ εF2(Y )+ ε
2F3(Y )+ · · · (4)
whose (formal) solutions satisfy that Y (tn) =Ψt0;ε(Y (tn−1)) for n = 0,±1,±2, . . . so
that
Y (tn) = (Ψt0;ε)
n(Y0), n = 0,±1,±2, . . . (5)
(F and the Fj depend on t0 —because Ψt0;ε does—, but this dependence has not been
incorporated to the notation.) We conclude from (2) and (5) that, if one chooses
Y (t0) = y(t0), then Y (t) exactly coincides with y(t) at the stroboscopic times tn =
t0 +2πεn. In this way it is possible in principle to find y(tn) by solving the system
(4), where all t-derivatives of Y remain bounded as ε → 0. Furthermore y may be
recovered from Y even at values of t that do not coincide with one of the stroboscopic
times. In fact,
y(t) = (ϕtn,t;ε ◦Φtn−t;ε)(Y (t)), (6)
where tn is the largest stroboscopic time ≤ t and Φ·;ε denotes the flow of (4). In this
way, y is ‘enslaved’ to Y through the mapping ϕtn,t;ε ◦Φtn−t;ε whose dependence on
t is easily seen to be 2πε-periodic.
For future reference we note that an alternative way of writing (5) is
Ψ nt0;ε ≡ Φ2πεn;ε ; (7)
after a whole number n of periods the solution operator Ψ nt0;ε = ϕt0,t0+2πεn of the
non-autonomous system (1) coincides with the flow of the autonomous (4).
It is well known that the series (4) does not converge in general, and in order to




Y = F(J)(Y ;ε) = F1(Y )+ εF2(Y )+ ε
2F3(Y )+ · · ·+ ε
J−1FJ(Y ), (8)
whose solutions satisfy that Y (tn)−Ψt0;ε(Y (tn−1)) = O(ε
J+1). If Y solves (8) with
Y (t0) = y(t0) then Y (tn) and y(tn) differ by an O(ε
J) amount, where the constant
implied in the O notation is uniform as the stroboscopic time tn ranges in a time
interval t0 ≤ tn ≤ t0 +T with T = O(1) as ε → 0.
The process of obtaining the autonomous system (4) (or (8)) from the original
system (1) is referred to in the averaging literature [13] as high-order stroboscopic
averaging. As a rule, the amount of work required to find analytically the functions
Fj is formidable, even when the interest is limited to lowest values of j.
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3 A Numerical Method
In this section we propose a purely numerical method that bypasses the need for
finding analytically the functions Fj. To simplify the exposition, we will ignore here-
after the O(εJ) remainder that arises from truncating (4), i.e. we will proceed as if
the series (4) were convergent. Since J may be chosen arbitrarily large, the disre-
garded truncation errors are, as ε → 0, negligible when compared with other errors
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Fig. 1 Schematic view of the numerical integration. The t-axis above represents the macro-
integration of the averaged system with (large) macro-steps H. Whenever the macro-solver requires
information on the averaged system, the algorithm carries out a micro-integration of the original
problem in a small time-window. The micro-step size h is small with respect to ε
In order to integrate the highly oscillatory system (1) with initial condition
y(t0) = y0, we (approximately) compute the corresponding smooth interpolant Y (t),
i.e. the solution of the initial value problem specified by the averaged system (4)
along with the initial condition Y (t0) = y0. We integrate (4) by a standard numeri-
cal method, the so-called macro-solver, with a macro-step H that ideally should be
substantially larger than the small period 2πε . In the spirit of heterogeneous multi-
scale methods, the information on F required by the macro-solver is gathered on the
fly by integrating, with a micro-step h, the original system (1) in time-windows of
length O(ε). These auxiliary integrations are also performed by means of a standard
numerical method, the micro-solver, see Fig. 1. (It is not necessary that the choices
of macro and micro-solver coincide.)
If the macro-solver is a linear multistep or Runge-Kutta method, then the only
information on the system (4) required by the solver are function values F(Y ∗;ε) at
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a formula that may be used to compute approximately F(Y ∗;ε) since Ψt0;ε(Y
∗) and
Ψ−1t0;ε (Y
∗) may be found numerically through micro-integrations. In fact one has to
integrate (1) with initial condition y(t0) = Y
∗, first from t = t0 to t = t0 + 2πε and

























Fig. 2 The wiggly solid lines represent the solutions y(1)(t) and y(2)(t) of the oscillatory problem
with initial conditions y(1)(t0) = y0 and y
(2)(t0) = y
∗. We have also represented the solutions of the
averaged system with Y (1)(t0)= y0 and Y
(2)(t0)= y
∗; the graphs of Y (1)(t) and Y (2)(t) are translates
along the time-axis of one another because the averaged system is autonomous. At stroboscopic
times each oscillatory solution y(i)(t) coincides with the corresponding averaged solution Y (i)(t).
Now assume that we are computing numerically Y (1), that the macro-solver has reached the point
(t∗,y∗) (t∗ is not a stroboscopic time) and that it requires the value of the slope F(y∗;ε). The
correct procedure is based on the fact that the slope of Y (1)(t) at (t∗,y∗) coincides with the slope of
Y (2)(t) at (t0,y
∗); micro-integrations on the intervals t0 ≤ t ≤ t0 +2πε and t0 ≥ t ≥ t0 −2πε (this
is not shown in the figure) are performed to find y(2)(t0 ± 2πε) = Y
(2)(t0 ± 2πε) and the values
Y (2)(t0 ±2πε) are then used to find the slope by means of finite differences. Micro-integrating in
the intervals t∗ ≤ t ≤ t∗ + 2πε and t∗ ≥ t ≥ t∗ − 2πε will not do: the averaged system depends
on t0 —see Sect. 2— and such micro-integrations (discontinuous wiggly lines) would provide
information on a solution (discontinuous line without wiggles) of the wrong averaged system.
Some important remarks are in order. The initial condition for each micro-
integration is always prescribed at t = t0, regardless of the point of the time axis the
macro-solver may have reached when the micro-integration is performed. We have
78 M. P. Calvo, P. Chartier, A. Murua, and J. M. Sanz-Serna
tried to make this fact apparent in Fig. 1 by enclosing different micro-integrations in
boxes that are not connected by a common time-axis (cf. Fig. 1.1 in [8] or Fig. 2 in
[16]). All micro-integrations find solutions of (1) in the interval [t0 −2πε, t0 +2πε].
With the terminology of [3] we may say that the algorithm suggested here is asyn-
chronous. Fig. 2 may be of assistance in understanding the situation. This figure
should also make it clear that it is not at all necessary that the step-points used by
the macro-integrator be stroboscopic times; this is a particularly valuable feature if
the macro-solver employs variable steps. We also emphasize that if the macro-solver
outputs (an approximation to) the averaged solution Y at a stroboscopic time tn, then
the output is an approximation to y(tn); if output occurs at a non-stroboscopic value
of t it is still possible to recover an approximation to y(t) by using (6).
Of course, other difference formulae may also be used instead of (9). For in-



























∗) work in the intervals t0 ≤ t ≤ t0 + 4πε and t0 ≥ t ≥
t0 − 4πε respectively. Difference formulae of arbitrarily high orders may also be
employed, but higher order implies a wider stencil and costlier micro-integrations.
The approach suggested here is related to methods called envelop-following or
multi-revolution (see [12, 2] and their references) that go back to the 1960’s and
have been successfully used in a number of application areas, including celestial
mechanics and circuit theory. Note that, while in this paper both the macro- and
micro-integrators are standard ODE solvers, the multi-revolution technique requires
the construction of new special formulae. The closest relative of the algorithm de-
scribed above is perhaps the LIPS method of Kirchgraber [10] that, in lieu of the fi-
nite difference formulae employed here, retrieves values of F(Y ∗;ε) through Runge-
Kutta like formulae. Again those formulae have to be build on purpose and reference
[10] provides coefficients for the orders O(ε2), O(ε3), O(ε4).1
4 Examples
In order that a highly-oscillatory problem (1) may be integrated by the procedure
outlined above, it is necessary that the corresponding one-period map Ψt0;ε be a
smooth near-to-identity transformation as in (3). In this section we present families
of systems that satisfy this condition.
1 The possibility of using finite-difference formulae to approximate modified equations —this is
essentially the problem solved by Kirchgraber’s formulae— was already pointed out in reference
[11], page 228.
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ε j−1 f j(y,τ). (11)
where the f j(y,τ) are smooth 2π-periodic functions of τ , then f = O(1) as ε → 0
and therefore y(t)− y(t0) undergoes O(ε) changes in the interval t0 ≤ t ≤ t0 +2πε
and (3) holds. Presented in [4] is a way of systematically constructing with the help
of rooted trees the functions M j that feature in (3).
The format (11) is the standard starting point to perform analytically averaging
so that any system to be averaged has first to be brought to that format via suitable
changes of variables. We show next that those preliminary changes of variables are
not needed to implement the numerical method of Sect. 3.

















(the G j are 2π-periodic in τ).














for the vector y = (q, p) in RD, D = 2d. Note that here G =O(1/ε) and the solution
y will undergo O(1) changes in the interval t0 ≤ t ≤ t0+2πε . However if the leading
term (1/ε)G0 of G averages to zero over one period, i.e.
ˆ 2π
0
G0(q,τ)dτ = 0, (14)
then (3) holds as proved in [4], a reference that presents a technique for explicitly

















denote by ϕ̂t0,t;ε(q0, p0) the corresponding solution operator and introduce the time-
dependent change of variables
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Of course, this change reduces the system (15) to the trivial form (d/dt)q̂ = 0 and
(d/dt) p̂ = 0. When applied to the full (13), the change reduces the system to the
format (11) (i.e. the new right-hand side contains no O(1/ε) term). From case (i)
above we conclude that (3) holds after changing variables. However the solution
















an expression that, in tandem with (14), shows that the associated one-period map
ϕ̂t0,t0+2πε;ε is the identity. Therefore at stroboscopic times tn the values of the new
(q̂, p̂) variables coincide with the values of the old variables (q, p) and (3) also holds
without changing variables. As a consequence the numerical method works for the
given system (13) without any need to previously perform any analytic manipula-
tions.
Note that the expression of the change of variables reveals that in the interval
t0 ≤ t ≤ t0 +2πε , the variations of the variable p(t) are O(1) and those in q(t) are
O(ε). At the end of the interval, both q(t0 + 2πε) and p(t0 + 2πε) are O(ε) away
from their initial values q(t0) and p(t0) in view of (3).



























(iii) The reader is referred to [10] and [4] for further examples (including per-
turbed Kepler problems, perturbed harmonic oscillators, Fermi-Pasta-Ulam like
problems) of systems for which (3) holds because they may be brought to the format
(11) through a change of variables that coincides with the identity map at strobo-
scopic times.
5 Numerical Experiments
Our aim in this section is to illustrate by means of simple examples the use of the
stroboscopic technique described in Sect. 3. For this reason we only report on ex-
periments performed when the macro-integrator is either the ‘classical’ fourth-order,
four stages Runge-Kutta (RK) method with constant step-sizes or the variable-step
code ode45 from MATLAB. Extensive numerical experiments, including detailed
comparisons with alternative techniques and wider choices of macro- and micro-
solvers, will be presented elsewhere.
As a test problem, we integrate in the interval t0 = 0 ≤ t ≤ π the inverted
(Kapitsa) pendulum equation (16) with parameter values vmax = 4, ℓ= 0.2, θ0 = 2,
g = 9.8, and initial conditions q(0) = 0.25, p(0) = 0. This equation has been used
as a test example in [16] to illustrate the power of the heterogeneous multiscale
approach (see also [14, 3, 4]). Unlike the algorithms described in this paper, those
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analyzed in [16] require some preliminary analytical work to derive formulae that
relate macro- and micro-states.
5.1 Constant Step-Sizes
We first take the classical RK method with constant step-sizes as macro- and micro-
integrator. This is run, for different values of ε , for combinations of macro- and
micro-steps (H,h) of the form (2π2−ν/50,2πε2−ν/4), ν = 0,1,2, . . . and with ei-
ther second- or fourth-order differences (see (9) or (10) respectively).2 The results
are summarized in Tables 1 and 2 respectively. In the former, the symbol *** means
that the corresponding run was not carried out: when H is smaller than 2πε the
stroboscopic algorithm does not make any sense.




3,200 6,400 12,800 25,600
2π/50 3,200 3.12(-1) 3.12(-1) 3.12(-1) 3.12(-1)
2π/100 12,800 2.14(-2) 2.16(-2) 2.17(-2) 2.17(-2)
2π/200 51,200 3.22(-3) 2.17(-3) 1.94(-3) 1.88(-3)
2π/400 204,800 1.59(-3) 5.31(-4) 2.67(-4) 2.02(-4)
2π/800 819,200 1.42(-3) 3.65(-4) 1.01(-4) 3.54(-5)
2π/1,600 3,276,800 1.41(-3) 3.53(-4) 8.88(-5) 2.29(-5)
2π/3,200 13,107,200 1.41(-3) 3.52(-4) 8.80(-5) 2.20(-5)
2π/6,400 52,428,800 *** 3.52(-4) 8.79(-5) 2.20(-5)
2π/12,800 209,715,200 *** *** 8.79(-5) 2.20(-5)
2π/25,600 838,860,800 *** *** *** 2.20(-5)
Let us first discuss the computational cost. Since each micro-integration takes
place in an interval of width 4πε (or 8πε) and, for given H, the value of h is chosen
to be proportional to ε , the cost of the algorithm is independent of ε . Furthermore
when H is halved so is h and therefore the total number of micro-steps in a run is
multiplied by four (see the second column of the tables that display the total number
of function evaluations required by the micro-integrations).
We report errors measured as the maximum, over all macro-step-points, of the
(absolute value of the) difference between the q component of a very accurate nu-
2 Our experience indicates that standard central differences of order 6 are not competitive in terms
of efficiency with those of orders 2 or 4.
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3,200 6,400 12,800 25,600
2π/50 6,400 3.12(-1) 3.12(-1) 3.12(-1) 3.12(-1)
2π/100 25,600 2.18(-2) 2.17(-2) 2.17(-2) 2.17(-2)
2π/200 102,400 1.87(-3) 1.86(-3) 1.86(-3) 1.86(-3)
2π/400 409,600 1.81(-4) 1.81(-4) 1.80(-4) 1.80(-4)
2π/800 1,638,400 1.36(-5) 1.35(-5) 1.34(-5) 1.34(-5)
2π/1,600 6,553,600 1.05(-6) 9.18(-7) 9.09(-7) 9.04(-7)
2π/3,200 26,214,400 2.01(-7) 6.74(-8) 5.89(-8) 5.45(-8)
merical approximation to the true solution of the oscillatory problem and the so-
lution Q provided by the stroboscopic algorithm; errors in p behave in exactly the
same way as those in q. There are three sources of error (cf. [14]): (i) the recovery
of the right-hand side F of the averaged system by the finite-difference formula (9)
(or (10)), (ii) the replacement in (9) (or (10)) of the exact values of Ψ kt0;ε(Y
∗) by
numerical approximations based on micro-integrations, (iii) the discretization error
introduced by the macro-integrator. We consider these sources in turn.
As H and h tend to 0, the errors arising from (ii) and (iii) vanish and only the
source (i) remains. At each evaluation of F the error from this source is O(ε2)
(or O(ε4)) and, due to the stability of the macro-solver, these evaluation errors in-
troduce O(ε2) (or O(ε4)) errors in the values of Q. This is apparent in Table 1,
where the errors at the bottom of the different columns, clearly behave as O(ε2).
For fourth-order differences Table 2 does not report results for very small H and
h due to the cost of obtaining a sufficiently accurate reference solution to measure
errors.
To analyze the micro-integration errors, it is best to rewrite (16) in terms of the
fast, non-dimensional time τ = t/ε , i.e.
d
dτ


















Now the force εG is bounded as ε → 0, the micro-integrations span intervals of
fixed length 4π (or 8π) and (because the micro-step h in the variable t is chosen
proportional to ε) the step-length h/ε in τ is also independent of ε . Therefore,






Furthermore it can be shown that the constant C implied in the O notation is itself
O(ε);3 the extra factor in C makes up for the factor ε that features in the denom-
3 The proof of the estimate C = O(ε) is easy after noting that for ε = 0 the RK micro-integrator
finds the solution of (17) at τ = 2π without any error. (In fact finding the solution at τ = 2π of
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), where the implied constant is ε-independent. Again
the stability of the macro-solver entails that the corresponding effect in the macro-




), or, with our choice of H and h, O(H4). Since the
error due to discretizing the averaged equation is itself O(H4), we conclude that the
combined effect of sources (ii) and (iii) is O(H4), uniformly in ε . In this way, the
overall algorithm yields approximations to the true q and p of sizes O(εµ +H4),
where the implied constant is independent of ε and µ = 2 or µ = 4 for second and
fourth-order differences respectively. Thus, unless H is chosen to be so small that
the contribution of size εµ manifests itself, the algorithm yields errors that behave
as O(H4) uniformly in ε at a cost that is also independent of ε . Once more this is
borne out by the tables, where the errors in the top rows are independent of ε and
of the finite-difference formula and show a reduction by a factor of ≈ 16 when H is
halved.
Figs. 3 and 4 are based on Tables 1 and 2 and compare the efficiency of the stro-
boscopic algorithm with second or fourth-order differences with that of a straight-
forward integration of the oscillatory problem with the classical RK method. For
errors of size ≈ 10−2, Fig. 3 reveals that for ε = 1/3,200 the second-difference
algorithm needs an amount of work that is less than 1/5 of that required by the clas-
sical method. For ε = 1/25,600, we see in Fig. 4 that the same ratio is less than
1/30. Also note that for the algorithm based on fourth-order differences, the lines
in Figs. 3 and 4 are virtually identical, indicating an ε-independent behavior. The
line corresponding to the classical RK method undergoes a marked translation to
the right when ε is decreased, indicating an efficiency loss. For the algorithm with
second-order differences, the lines in both figures coincide for larger values of the
errors (larger values of H); however in Fig. 3 errors saturate at a larger value than
that in Fig. 4 in agreement with earlier discussions. Finally we point out that the
lines of the stroboscopic algorithms possess a smaller slope than those of the RK
method: while to divide the error by a factor of 16 the classical method has to work
twice as hard, the new algorithms must toil four times as hard, as they require both
more macro-steps and more accurate micro-integrations.
(17) with ε = 0 essentially requires the computation of the integral in (14); the RK numerical
solution may be written down in closed form as a trigonometric sum whose value vanishes.) The
key point here is that the micro-integrator is such that when applied to the system (15) it generates
a one-period map that exactly coincides with the identity, thus mimicking a key property of the
system being integrated. For micro-integrators that do not possess this property the error behavior
is not so favorable as for those considered here because estimates suffer from the factor ε in the
denominator of the finite-difference formulae (cf. our analysis with that in [10]). Similarly, when
integrating perturbed Kepler problems, perturbed harmonic oscillators, etc. as in [10] or [4], it is
important that the micro-integration be performed in such a way that for the unperturbed problem
(ε = 0) it results in a one-period map that coincides exactly with the identity. This may be achieved
by using splitting methods.

























































Fig. 4 Efficiency comparison: errors vs. number of evaluations of the micro-force. Constant step-
sizes, smaller ε
5.2 Variable Step-Sizes
To illustrate the use of the stroboscopic algorithm with variable macro-step sizes
we ran the ode45 MATLAB as macro-integrator with absolute error tolerances Tol
from the sequence 10−2, 10−3, . . . , 10−8 (the relative error tolerance was taken to
be equal to the absolute tolerance). For reasons discussed in the preceding subsec-
tion is important that the micro-integration is performed by a method that solves
(17) exactly at τ = 2π for ε = 0; we decided to micro-integrate, with constant step-

























































Fig. 6 Efficiency comparison: errors vs. number of evaluations of the micro-force. Variable-step
macro-solver, smaller ε
sizes, by means of the fifth-order RK formula of the pair used by ode45.4 We took
h = (2πε)/ν where ν is the smallest integer for which (2π/ν)5 ≤ 1000 × Tol;
this equilibrates the accuracy of the macro- and micro-integrations in a way similar
to that analyzed in the preceding subsection. (The values of ν for the seven values
of Tol turn out to be 4, 7, 10, 16, 26, 40, 63.) The variable-step macro-integrator
chooses step-points that of course do not coincide with stroboscopic times but, as
discussed in Sect. 3, this causes no problem to the stroboscopic algorithm. To mea-
4 The use of the variable-step code ode45 as micro-integrator for (17) with ε = 0 yields errors that,
after one period, are small but not exactly zero.
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sure errors we took advantage of the dense output capabilities of ode45 and gen-
erated output of the macro-integration at each stroboscopic time. Errors were then
measured as the maximum, over all stroboscopic times, of the (absolute value of
the) difference between the q component of the reference solution and the output Q
provided by the algorithms.
Figures 5 and 6 compare the efficiency of the stroboscopic algorithms with that
of a straightforward integration of the oscillatory problem with ode45. Again the
stroboscopic algorithm exhibits a behavior that, unless Tol is so small that errors
saturate, is ε-independent. Clearly, for small values of ε , this uniformity renders
them more efficient than the conventional integrator, whose performance is degraded
as ε ↓ 0.
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pendulum problem. In: Engquist, B., Lötsdedt, P., Runborg, O. (eds) Multiscale Methods in
Science and Engineering, Lect. Notes Comput. Sci. Eng. 44, pp. 241–261. Springer, Berlin
(2005)
