We consider the behavior of a 2-level storage system operating with the LRU or the FIFO replacement strategy where accesses to the main storage are described by the independent reference model (IRM). Let the size of main storage be m. We prove that the miss ratio (i.e. the steady-state probability that the item currently required is not in main storage) exhibits the following properties:
Introduction
The miss ratio is a Schur-convex function of the reference probabilities under FIFO.
In addition, we construct a counterexample to some claims made regarding the Schur-convexity of the miss ratio under LRU in 1].
The above properties are of interest for several reasons. First, they can be used by analysts to develop accurate approximate models for predicting the miss ratio of LRU and FIFO, i.e., these approximate models should satisfy the above properties. Second, a number of studies, 16, 6] , have studied the problem of partitioning a main storage operating under LRU among several classes of items in order to minimize the miss ratio. In all of these studies, the approaches require that the miss ratio be a convex function of m in order to guarantee that the optimal solution be found. Our result provides evidence that this is so.
Last, although our results are for the IRM, they are of practical interest because there is evidence that the IRM is appropriate for database systems, 11] , and this has formed the basis of a number of analytical models of such systems operating under LRU, 4, 5].
Formal statement of results
Consider the IRM model described in section 1. Let n denote the number of items, p = (p 1 ; p 2 ; :::; p n ) their reference probabilities, and m the size of main storage. The miss ratio, introduced before, depends on p, m and the replacement algorithm A, and is denoted by F m (A; p). Often, when the context is clear, we will omit one or more of the parameters.
Let fx k g 1 k=0 be a sequence of independent and identically distributed random variables with p j = P(x 0 = j); j = 1; 2; : : :; n; (1) where x 0 can be regarded as the item currently being referenced and x k the k-th item previously referenced, k = 1; 2; : : :. It is not di cult to see (see e.g. Aven, Co man and Kogan 1, chapter 4]) that for LRU the miss ratio, de ned in the introduction, is equal to:
F m (LRU) = P(x 0 is not equal to one of the rst m distinct values in the sequence x 1 ; x 2 ; : : :): (2) Using this equality, the miss ratio can also be expressed more explicitly in terms of the p i 's and m (see 12, 8] ). We will nd (2) suitable for our purpose.
As to FIFO, it has been shown by King 12] 
where the sum is over the set m;n of all sequences of m distinct elements taken from the set of integers f1; 2; : : :; ng (see also 1, section 4.6]). If m > n then, of course, F m is 0. It is easily seen that (3) can also be written as follows:
F m (FIFO) = P(x 0 ; x 1 ; : : :; x m are distinct) P(x 1 ; : : :; x m are distinct) ; (4) and this is the expression used in the remainder of this paper. We will prove the following two results:
Theorem g(p; m) = P(x 0 is equal to the m-th di erent value in the sequence x 1 ; x 2 ; : : :):
It su ces to prove that g(p; m) is a non-increasing function of m, m = 1; 2; : : :. We prove this using induction. Consider m = 1 as the basis step. Note that
and g(p; 2) = P(x 0 is equal to the second di erent value in the sequence x 1 ; x 2 ; : : :)
;j6 =i P(x 0 = i; x 1 = j; the rst value in the sequence x 2 ; x 3 ; : : : di erent from j equals i)
Now de ne, for 1 i n, f i = p i and h i = P n j=1;j6 =i p j 1?p j . Equation (7) can then be written as
It is easy to check that for any i and j, 1 i; j n,
A degenerate case of the FKG inequality (Fortuin, Kasteleyn and Ginibre 9]) states that
Remark: We speak of a degenerate case of the FKG inequality because (9) involves a total order, while the general FKG inequality holds, under certain conditions, for partial orders as well. The proof of the special case above is easy (see the introduction of 9]).
From (8), (10) and the de nition of f i and g i we get
This completes the proof for m = 1. Now let m 2 and assume the result holds for m ? 1. We have g(p; m) = P(x 0 is the m-th di erent value in x 1 ; x 2 ; : : :);
P(x 1 = j; x 0 6 = j; x 0 is the (m ? 1)-th di erent value in x 1 (j) ; x 2 (j) ; : : :) (12) where x 1 (j) ; x 2 (j) ; : : : is the sequence obtained from x 1 ; x 2 ; : : : by removing all elements with value j. It follows from standard arguments that, given x 1 = j and x 0 6 = j, the sequence x 0 ; x 1 (j) ; x 2 (j) ; : : : is a sequence of i.i.d. random variables with probability distribution given by the vector p (j) ( 
Of course g(p; m + 1) can be written in a similar way, the only di erence being that the m ? 1 in the r.h.s. of (14) is replaced by m. Now apply the induction hypothesis. 
We require the following lemma.
Lemma 1 Let 1 k l and V f1; : : :; ng. Then
Proof. If This last inequality is a consequence of the induction hypothesis.
Proof of theorem 2a
We have to prove ( where the notationX i (resp.Ŷ i ) is taken to be the i-th largest element of X (resp. X).
De nition 2 A real valued function f de ned on IR k is said to be Schur-convex if 
Counterexample
In 1], section 4.7, two properties, denoted by P1 and P2 are stated and used in the proof of several theorems. The claim is made that P1 and P2 \are satis ed by any reasonable algorithm" including LRU 3 . However, we present a counter-example to P2 for LRU. Before we state property P2 we introduce some additional notation.
If A is a replacement algorithm, then R(1)A is de ned to be the replacement algorithm corresponding to A, where item 1 resides permanently in main storage and algorithm A is applied with respect to the m ? 1 remaining positions in main storage and the n ? 1 remaining items.
It is not di cult to see that (see 1, sections 4.6 and 4.7]) the following relation is true for many algorithms, including LRU 
Now x all parameters, except n, which we allow to go to in nity (note that p and p 0 depend on n). As to the rst term in (29), the event (the rst m ? 1 distinct values in y 1 ; y 2 ; : : : are di erent from 2) is contained in the event (y 1 ; y 2 ; : : :; y m?1 are di erent from 2). However, the di erence between the two events is contained in the event (y 1 ; y 2 ; : : :; y m?1 are di erent from 2, but they are not all distinct), whose probability goes to 0 as n goes to in nity. As to the second term in (29), the di erence between the event (y 0 6 = 2 and y 0 does not belong to the rst m?1 distinct values in y 1 ; y 2 ; : : :) and the event (y 0 6 = 2) is the event (y 0 6 = 2 and y 0 belongs to the rst m ? 1 distinct values in y 1 ; y 2 ; : : :), whose probability also goes to 0 as n goes to in nity.
Therefore 
Summary
In this paper we have derived several interesting properties of the miss ratio for LRU and FIFO in a 2-level storage model for the IRM. Using similar arguments, it is possible to derive the convexity result for LRU to the transient case, i.e., the miss ratio for the i-th reference is a convex function of the main storage size m under the assumption that the main storage is empty prior to the rst reference. Extending the properties for the miss ratio under FIFO to the transient case appears to be more di cult.
Another direction worth pursuing is that of obtaining similar results for more interesting reference models where the i-th reference may depend in some way on the previous j > 0 references (the IRM corresponds to this model with j = 0).
