Abstract: We propose a probability-integral-transformation-based estimator of multivariate densities. We first transform multivariate data into their corresponding marginal distributions. The marginal densities and the joint density of the transformed data are estimated nonparametrically. The density of the original data is constructed as the product of the density of transformed data and that of the marginals, which coincides with the copula representation of multivariate densities.
Introduction
Estimating probability distributions is one of the most fundamental tasks in economic and statistical analysis. With the advance of modern computer technology, multidimensional analysis has played an increasingly important role in many fields of science. For instance, the recent financial crisis has called for a more comprehensive approach of risk assessment of the financial markets, in which multivariate analysis of the markets is of fundamental importance. Estimating the joint distribution of stock returns is of independent interest by itself, and constitutes a useful exploratory step that provides guidance for subsequent analysis.
This paper concerns with the estimation of multivariate density functions.
Density functions can be estimated by either parametric or nonparametric methods. Parametric estimators are asymptotically efficient if they are correctly specified, but are inconsistent under erroneous distributional assumptions. In contrast, nonparametric estimators are consistent, although they converge at a slower rate. In nonparametric estimations, the number of (nuisance) parameters generally increases with sample size. This so called curse of dimensionality is particularly severe for multivariate analysis, where the number of parameters increases quickly with both the sample size and the dimension of random vectors.
In this paper, we propose a multivariate density estimator that employs the probability-integral-transformation of the marginals. The same transformation is used by Ruppert and Cline (1994) in univariate density estimations. Let {X t } n t=1 , where X t = (X 1t , . . . , X dt ), be an iid random sample from a d-dimensional distribution F with density f . We first transform X jt toF j (X jt ) for j = 1, . . . , d
and t = 1, . . . , n, whereF j is an estimate of the jth marginal distribution. Letĉ be an estimate of the joint density of the transformed data. We then obtain, via a simple change of variable, the joint density of the original data aŝ f (x) =ĉ F 1 (x 1 ), . . . ,
(1.1) wheref j 's, j = 1, . . . , d, are the estimated marginal densities of the original data. Equation (1.1) indicates that the joint density can be constructed as the product of marginal densities and the density of the transformed data. Interestingly this construction coincides with the copula representation of multivariate density according to the celebrated Sklar's Theorem (1959) , in which the first factor of (1.1) is termed the copula density function. This representation allows one to assemble an estimator of a joint density by estimating the marginal densities and copula density separately. A valuable by-product of this approach is the copula density, which completely summarizes the dependence structure among variables.
Our estimator consists of two steps. We first estimate the marginal densities nonparametrically. In the second step we estimate the joint density of the transformed data, which is equivalent to the copula density. We propose a non-parametric estimator of the empirical copula density using the Exponential Series Estimator (ESE) of Wu (2011) . The ESE is particularly suitable for copula density estimations since it is defined explicitly on a bounded support and mitigates the boundary biases of the usual kernel density estimators, which are particularly severe for copula densities that peak towards the boundaries. This estimator has an appealing information-theoretic interpretation and lends itself to asymptotic analysis in terms of the Kullback-Leibler Information Criterion (KLIC).
We present a decomposition of the KLIC between two multivariate densities into the KLIC between the marginal densities and that between their respective copula densities, plus a remainder term. This result provides a convenient framework for the asymptotic analysis of the proposed estimator. We show that the KLIC convergence rate of the proposed estimator is the sum of the KLIC of the marginal density estimates and that of the copula density estimate, and the remainder term is asymptotically negligible.
As is common in series estimations, the number of basis functions in the ESE increases with the dimension of x rapidly. To facilitate the selection of basis functions, we propose a supervised hierarchical approach of basis function selection, which is an incremental model selection process coupled with a preliminary subset selection procedure at each step. We then use some information criterion such as the Akaike Information Criterion (AIC) or Bayesian Information
Criterion (BIC) to select a preferred model.
We conduct two sets of Monte Carlo simulations. The first experiment compares the proposed estimator with a multivariate kernel density estimator in terms of overall performance. The second experiment examines the estimation of joint tail probabilities using the proposed method, the kernel estimator and the empirical distribution. In both experiments, the proposed method outperforms the alternative methods, oftentimes by substantial margins.
Lastly we apply the proposed method to estimating the joint distribution of the US and UK stock markets under different Asian market conditions. Our analysis reveals how fluctuations and extreme movements of the Asian market influenced the western markets in an asymmetric manner. We note that the asymmetric relation, albeit obscure in the joint densities of the US and UK markets, is quite evident in the estimated copula densities.
This paper proceeds as follows. Section 2 proposes a two-stage transformationbased estimator of multivariate densities. Section 3 presents its large sample properties and Section 4 discusses method of model specification. Sections 5 and 6 present results of Monte Carlo simulations and an empirical application to global financial markets. Section 7 concludes. Proofs of theorems are gathered in the Appendix.
Estimator
Let {X t } n t=1 be a d-dimensional iid random sample from an unknown distribution F with density f , d ≥ 2. We are interested in estimating f . There exist two general approaches: parametric and nonparametric. The parametric approach entails functional form assumptions up to a finite set of unknown parameters. The multivariate normal distribution is commonly used due to its simplicity. The nonparametric approach provides a flexible alternative that seeks a functional approximation to the unknown density, which is guided by data-driven principles.
Transformation-based density estimation
In this paper we focus on the nonparametric methods because of their flexibility, especially in multivariate estimations. Popular nonparametric density estimators include the kernel estimator, orthogonal series estimator, log spline estimators, just to name a few. The kernel density estimator (KDE) is given bŷ
where K h (x) is a d-dimensional kernel function that peaks at x = 0 and the bandwidth, h, controls how fast K h (x) decays as x moves away from origin.
A popular choice of K is the Gaussian kernel. For multivariate densities, the product kernel, which is the product of univariate kernels, is commonly used.
The kernel estimator depends crucially on the choice of bandwidth. Data-driven methods, such as the least squares cross-validation or likelihood cross-validation, are often used for bandwidth selection.
Another popular method of density estimation is the series estimator. Let g i , i = 1, 2, . . . , m, be a series of linearly independent real-valued functions defined on R d . A series estimator is given bŷ
whereλ i 's are parameters estimated from the data. The number of basis functions, m, plays a role similar to the bandwidth in the KDE and is usually selected according to some data-driven criterion. Examples of basis functions include the power series, trigonometric series and splines.
There also exist likelihood-based nonparametric density estimators. A regular exponential family of estimators takes the form
where g i , i = 1, . . . , m, are a series of bounded linearly independent basis func-
dx < ∞ such thatf integrates to unity. The estimation of a probability density function by sequences of exponential families is equivalent to approximating the logarithm of a density by a series estimator.
Transforming the polynomial estimate of log-density back to its original scale yields a density estimator in the exponential family. Since this estimator places a series approximation in the exponent, we call it the exponential series estimator (ESE). Note that if we use the natural cubic spline basis functions, the ESE coincides with the log-spline density estimator (cf. Stone (1990) and Kooperberg and Stone (1991) ).
Transforming a variable to facilitate model construction and estimation is a common practice in statistical analyses. For example, the logarithm transformation of a positive dependent variable in regression analysis is often employed to mitigate heteroskedasticity or to ensure the positivity of predictions. The flexible Box-Cox transformation, which nests the logarithm transformation as a limiting case, can be used to remedy non-normality in residuals. Transformation has also been used in nonparametric density estimations. Wand et al. (1991) observe that the usual kernel estimators with a single global bandwidth work well for nearGaussian densities but not for those significantly different from Gaussian. They propose a transformation-based kernel density estimator, wherein the data are subject to the shift-power transformation such that their distribution are closer to the Gaussian distribution. They demonstrate the benefit of this transformation to the subsequent kernel density estimation in terms of bias reduction. Yang and Marron (1999) show that multiple families of transformations can be employed at the same time and this process can be iterated for further improvements. Ruppert and Cline (1994) propose an estimator based on the probabilityintegral-transformation. Consider an iid random sample {X t } n t=1 of a scalar random variable x. The first step of their two-step estimator transforms X t 's to their distributionsF (X t ), whereF is a smooth estimate of F . The second step estimates the density f (x) bŷ
wheref (x) ≡ dF (x)/dx. Note thatF converges in distribution to the standard uniform distribution whose density has all derivatives being zero. It follows that bias of the second stage estimate is asymptotically negligible, resulting in smaller overall bias. They show that with judiciously selected bandwidths, faster convergence rates are obtained and further improvement is possible upon iterations.
Inspired by Ruppert and Cline (1994) , we apply the probability-integraltransformation to multivariate density estimations. LetF j andf j , j = 1, . . . , d, be the estimated marginal CDF and PDF for the jth margin of a d-dimensional
Denote byĉ an estimated density of the transformed
The probability-integral-transformation-based density estimator of X is then given bŷ
It transpires that (2.2) coincides with the copula representation of Sklar theorem. Sklar (1959) shows that a joint distribution F , via changes of variables, can be written as
where C is the so-called copula function. Taking derivatives with respect to x on both sides of (2.3) yields dependence among x is completely summarized by the copula density. Thus the copula representation offers an appealing alternative interpretation of the probability-integral-transformation-based multivariate density estimator. It provides useful insight into the dependence among variables thanks to the estimated copula density -a by-product of our two-step density estimator.
Exponential series estimator
The transformation-based estimator (2.2) facilitates the estimation of multivariate densities by allowing one to tackle the marginal densities and the copula density separately. Furthermore one can estimate the marginal densitieŝ f j 's and marginal distributionsF j 's separately. For consistency, we require that
. In fact, we do not even requireF j 's being differentiable.
A common practice in the copula literature is to estimate F j 's byF j 's, the empirical distributions. This approach is adopted in our study. Our estimator is constructed as follows:
1. Estimate the marginal densities byf j , and the marginal distributions by the empirical CDFF j , j =, 1 . . . , d;
2. Estimate the copula density byĉ(
For flexibility, we estimate both the marginal densities and the copula density nonparametrically. Nonparametric estimation of univariate densities has been studied extensively. One can use in principle any reasonable estimator (e.g., one of the methods discussed in the previous section) to obtain satisfactory results. Below we shall show that the convergence of our estimator is generally dominated by that of the copula density estimation. In this section, we focus on the estimation of the copula density.
The second step estimates the density of the transformed dataF t = (F 1 (X 1t ), . . . ,F d (X dt )), t = 1, . . . , n, which are the marginal empirical CDF's. To ease notation, we define u t = (u 1t , . . . , u dt ) with u jt = F j (X jt ) for j = 1, . . . , d. Also definẽ
, whose density is the copula density. Like an ordinary density function, a copula density can be estimated by parametric or nonparametric methods.
Parametric copula density functions are usually parameterized by one or two parameters. This parsimony in functional forms, however, oftentimes imposes restrictions on the dependence among the marginals. For example, the popular Gaussian copula is known to have zero tail dependence. Consequently, it may be inappropriate to use the Gaussian copulas to model the co-movements of extreme stock returns. Another limitation of parametric copulas is that they are usually defined only for bivariate distributions (with the exception of the multivariate Gaussian copula) and extensions to higher dimensions are not readily available.
Nonparametric estimation of copula densities provides a flexible alternative.
Since copula densities are defined on a bounded support, treatment of boundary biases warrants special care. Although it exists generally in nonparametric estimations, the boundary bias problem is particularly severe in copula density estimations. This is because unlike many densities that vanish near the boundaries, copula densities often peak at the boundaries. For example the joint distribution of two stock returns is often dominated by the co-movements of their extreme tails, giving rise to a copula density that peaks at both ends of the diagonal of the unit square. Consequently a nonparametric estimate, say a kernel estimate, of the copula density without proper boundary bias corrections may significantly underestimate the degree of tail dependence between the two stocks.
In this study, we adopt the exponential series estimator (ESE) to estimate copula densities. This estimator has some appealing properties that make it suitable for copula density estimations. The main advantage is that the ESE is explicitly defined on a bounded support. This is particularly useful for estimation of copula densities that peak at the boundaries. The ESE shares with the series estimator the desirable property that they adapt automatically to the unknown smoothness of the underlying density. On the other hand, unlike the series estimator or higher order kernel estimator, the ESE is strictly positively.
Define a multi-index i = (i 1 , i 2 , . . . , i d ), and |i| = d j=1 i j . Given two multiindices i and m, i ≥ m indicates i j ≥ m j elementwise; when m is a scalar, i ≥ m means i j ≥ m for all j. It is known that the ESE can be derived from the maximization of Shannon's entropy of the copula density subject to some given moment conditions (Barron and Sheu (1991) ). Suppose m = (m 1 , . . . , m d ) and M ≡ {i : |i| > 0 and i ≤ m}. Let {μ i = n −1 n t=1 g i (u t ) : i ∈ M} be a set of moment conditions for a copula density, where g i 's are a sequence of real-valued, bounded and linearly independent basis functions defined on
corresponding ESE can be obtained by maximizing Shannon's entropy 5) subject to the integration to unity condition
and side moment conditions
where du = du 1 du 2 · · · du d for simplicity.
The estimated multivariate copula density is then given bŷ
For the existence, uniqueness and numerical calculation of the multivariate ESE, see Wu (2011) .
Letĉ λ (F (x)) be the estimated copula density, which is also the density of the data transformed by their marginal empirical CDF's, whereF (
. Given the estimated marginal densitiesf 1 , . . . ,f d , the joint density of the original data is then estimated bŷ
(2.10)
Large sample properties
In this section, we present the large sample properties of the proposed transformation-based estimator of multivariate densities. The copula representation transforms a joint density into the product of marginal densities and a copula density. Thus a discrepancy measure in terms of the logarithm of densities is particularly convenient since we can then transform the product of densities (2.10) into a sum of log densities. The Kullback-Leibler Information Criterion (KLIC) is a natural candidate for this task.
The KLIC between two densities f and k is defined as
where f is absolutely continuous with respect to k and D(f ||k) = ∞ otherwise.
It is well known that D(f ||k) ≥ 0 and the equality holds if and only if f = k almost everywhere. Consider two multivariate densities
We can decompose the KLIC between f and k as follows.
Theorem 1. Suppose that f and k are d-dimensional continuous densities and f is absolutely continuous with respect to k. We have
Remark 1 
Thus the remainder term attributed to the copula density generally does not vanish when two distributions share a common copula function, so long as their marginal distributions differ.
Theorem 1 provides a framework to analyze the convergence rate of our twostep estimator in terms of the KLIC. For this purpose we need the convergence rates of the estimated marginal densities and that of the copula density. The former is readily available from the literature. For example, Hall (1987) studies the KLIC convergence of kernel densities. Stone (1990) provides results on the log-spline estimator, and Barron and Sheu (1991) We make the following assumptions.
Assumption 1. The observed data X 1 = (X 11 , X 21 , . . . , X d1 ), . . . , X n = (X 1n , X 2n , . . . , X dn ) are i.i.d. random samples from a continuous distribution F defined on a bounded support, with joint density f , marginal density f j and marginal distribution F j for j = 1, . . . , d.
Assumption 2. Let c be the copula density of X and q c (u) = log c(u). For Assumption 2 specifies the smoothness condition of the copula density, which in turn determines the degree of approximation of the ESE. Assumption 3 limits the growth rate of basis functions, which controls the balance between bias and variance. The convergence rates of our two-step estimator is then given according to the following theorem.
Theorem 2. (a) Suppose that conditions 1, 2 and 3 hold. The ESE copula density estimateĉ λ given by (3.3) converges to c in terms of the KLIC such that
The two-step density estimatorf given by (3.2) converges to f in terms of the KLIC such that
Remark 2. The first term of (3.4) signifies the KLIC convergence rates of the marginal densities, while the second and third terms give the KLIC convergence rate of the copula density. Expression (3.4) can be rewritten as
indicating that the KLIC of the two-step estimator is the sum of marginal KLIC's and that of the copula density. Comparing (3.5) with (3.1) suggests that the remainder term is asymptotically negligible. This is because in the two-step estimation, the remainder term reflects estimation error due to the approximation of marginal distributions by their empirical CDF's, which is of small order than the two terms in (3.5).
Remark 3. All terms of the right hand side of (3.5) are non-negative. This decomposition of the KLIC indicates that our estimator is in spirit close to the so called 'divide and conquer' algorithm in the computer science literature. Intuitively the difficult task of multivariate density estimation is broken into a number of 'smaller' tasks (in the sense of KLIC), which might help mitigate the curse of dimensionality.
Next we present results on the convergence rates when the marginal densities are estimated by the kernel method or the exponential series method. We focus on these two estimators because it is desirable to have strictly positive density estimates under the KLIC convergence; the ESE is strictly positive by construction and so is KDE when a low (than two) order kernel is used. In contrast, the orthogonal series density estimator may produce negative density estimates.
Let us first look at the KDE of the marginal densities, which is given bŷ
Following Hall (1987) , we make the following assumptions.
Assumption 4. (a) For j = 1, . . . , d, f j is bounded away from zero and infinity on (ε, a j − ε) for each ε > 0, continuous almost everywhere, vanishes outside
where c 1 , c 2 > 0 are generic constants that may vary across j and α j,1 , α j,2 ≥ 0.
(b) The kernel K is bounded, integrates to unity and satisfies either K(x) = A 2 exp(−A 1 |x| κ ) or K(x) ≥ A 2 (−A 1 |x|) for positive A 1 and A 2 and κ, where in
Hall (1987) shows that assumptions 4 and 5 bound, respectively, the 'variance' and 'bias' of the KLIC of the KDE. The convergence rate of the two-step estimator with marginal densities estimated by the KDE is then given below.
Theorem 3. Suppose conditions 1, 2, 3, 4 and 5 hold. Letf j (x) be a kernel density estimator given by (3.6) with bandwidth h j → 0, nh j → ∞, and
The two-step estimatorf converges to f in terms of the KLIC and
Remark 4. Faster convergence rates are possible under more restrictive condi-
comparable to the usual mean square error rate of the KDE. On the other hand, see Hall (1987) on the KLIC loss of the KDE under more general conditions and how fat-tailedness affects the performance of the estimator and the likelihood cross validation.
Next we consider the ESE. The ESE for the marginal densities are given bŷ
where g i 's are a series of linearly independent bounded real-valued basis functions defined on the support of x j , andλ j,0 = exp(
)dx is a normalization constant. Barron and Sheu (1991) examine the convergence of univariate ESE and provide its convergence in terms of the KLIC. The following assumptions are needed.
Assumption 6. For each j in 1, . . . , d, f j is defined on a connect bounded support let q j (x j ) = log f j (x j ). q j (x j )) 2 dx j < ∞, where s j is a positive integer greater than 1.
Assumption 7. l j → ∞, l 3 j /n → 0 when g i 's are the power series and l 2 j /n → 0 when g i 's are the trigonometric series or splines, as n → ∞.
Assumptions 6 and 7 are the univariate counterparts to Assumptions 2 and 3 for multivariate densities and determine the approximation error and variance, in terms of the KLIC, of marginal density estimates. The convergence of the two-step estimator with the marginal densities estimated by the ESE is then given below.
Theorem 4. Suppose conditions 1, 2, 3, 6 and 7 hold. Letf j be the exponential series density estimator given by (3.7). We have:
. . , n; (ii) The two-step estimatorf converges to f in terms of the
Remark 5. The optimal convergence rates for the marginal densities are obtained if we set l j = O(n 1/(2s j +1) ), leading to a convergence rate of O p (n −2s j /(2s j +1) ) in terms of the KLIC for each j = 1, . . . , d. Similarly, the optimal convergence rate for the copula density is O p (n −2r/(2r+d) ) if we set m j = O(n 1/(2r+d) ) for each j. It follows that the optimal convergence rate of the joint density is given by
Thus the best possible rate of convergence is either the slowest convergence rate of the marginal densities or that of the copula density. Usually the convergence rates of multivariate density estimations are slower than those of univariate densities.
In this case, the convergence rate of the copula density is the binding rate unless s j < r/d for at least one j ∈ 1, . . . , d; namely unless the degree of smoothness of at least one marginal density is especially low (relative to that of the copula density).
Model specification
The selection of smoothing parameters plays a crucial role in nonparametric estimations. In series estimations, the number and configuration of basis functions are the smoothing parameters. The asymptotic analysis presented above does not provide a guidance on the actual selection of basis functions. In this section, we present a practical strategy of model specification.
In series estimations the number of nuisance parameters increases rapidly with the dimension of the problem, manifesting the 'curse of dimensionality'. To tackle this problem, we further propose a refinement to the stepwise algorithm. This method introduces a preliminary selection of significant terms at each stage of the stepwise selection. Letf m be the preferred model at stage m of the estimation. Definē
Recall that the sample moments associated with given basis functions are sufficient statistics of the resultant ESE. Ifμ m+1 are well predicted by the 'onestep-ahead' predictionμ m+1 , one can argue that the moments associated with basis functions G m+1 are not informative given the set of moments associated with Ĝ 1 , . . . ,Ĝ m . Consequently, it is not necessary to incorporate G m+1 into the estimation.
In practice, it is more likely that some but not all elements of G m+1 are informative given Ĝ 1 , . . . ,Ĝ m . We call these informative elements of G m+1 its significant subset, denoted byG m+1 . Let ρ m+1 be the correlation betweenμ m+1 andμ m+1 . We estimate the size ofG m+1 according to
where a denotes the smallest integer greater than or equal to a.
After calculating #(G m+1 ), we need to select members ofG m+1 from G m+1 .
For this purpose, we employ the method of subset selection. This method of identifying a significant subset of a vector variables selects a subset which are optimal for a given criterion that measures how well each subset approximates the whole set (see, e.g., McCabe, 1984 McCabe, , 1986 Cadima and Jolliffe, 2001; Cadima et al, 2004) . In particular, we adopt the RM criterion that measures the correlation between a n × p matrix Z and its orthogonal projection on to an n × q submatrix Q, where q ≤ p. This matrix correlation is defined as
where P Q is the linear orthogonal projection matrix onto Q. Thus given #(G m+1 ),
we then select the preliminary significant subsetG m+1 as the one that maximizes the RM criterion (4.2). This procedure of subset selection is rather fast since it only involves linear operations (see Cadima et al. 2004 for details in implementing this method).
We conclude this section with a step-by-step description of the proposed model specification procedure of the ESE copula density estimation.
1. For m = 1, fit an ESE using G 1 ; denote byĜ 1 the subset of G 1 with significant 
Monte Carlo Simulation
We conduct Monte Carlo simulations to investigate the finite sample performance of the proposed two-step transformation-based estimator. We compare our estimator to direct estimation of the multivariate densities using the KDE.
For the two-step estimator, the marginal densities and distributions are estimated by the KDE and the empirical CDF respectively. The copula densities are estimated via the ESE using power series. We also experiment with the normalized Legendre series and the cosine series. Their results are quantitatively similar to those of power series and therefore are not reported. We set the highest degree of basis functions to four (i.e., M = 4) and select the basis functions according to the stepwise algorithm described in the previous section. The best model is then selected according to the AIC. For all KDEs (the marginal densities in the two-step estimation and the direct estimation of the multivariate densities), the bandwidths are selected using the least squares cross validation.
We consider multivariate densities of different shapes in our simulations.
Rather than constructing multivariate densities using the copula approach, which might favor our copula-based estimator, we use multivariate normal mixtures.
In particular, following Wand and Jones (1993) , we construct bivariate and trivariate normal mixture distributions characterized as uncorrelated normal, correlated normal, skewed, kurtotic, bimodal I and bimodal II respectively. Details on the distributions investigated in the simulations are given in the Appendix.
Our first experiment concerns with the overall performance of density esti- The results are reported in Table 5 .1, where we denote the transformation-based density estimator by TDE.
In all experiments, the TDE outperforms the KDE. For the bivariate cases reported in the top panel, the average ratios of the ISE between the TDE and the KDE across all six distributions are 78%, 75% and 54% respectively for sample sizes 100, 200 and 500. The results for the trivariate cases are reported in the bottom panel. The general pattern remains the same. The corresponding average ISE ratios between the TDE and the KDE are 69%, 59% and 52%. Overall, the average ISE ratios between the TDE and the KDE decrease with sample size for a given dimension, and with the dimension for a given sample size, demonstrating the outstanding finite sample performance of the transformation-based estimator.
Our second experiment concerns with the estimation of tail probabilities of multivariate densities, which is of fundamental importance in many areas of economics, especially in financial economics. In particular, we are interested in estimating the joint tail probabilities of multivariate distributions. The lower tail index of a distribution is given by
where
, and α is a small positive number close to zero. The upper tail index is similarly defined. We focus on lower tail index in our simulations as it is of the primary concern of financial economics. The same set of distributions investigated in the first experiment are used in the second experiment. The sample size is 100, and each experiment is repeated 500 times. The 5% and 10% lower marginal tails (i.e., α = 5% and 10%) are considered. Under independence, α = 5% and 10% correspond to 0.25% and 1% joint tail probability for d = 2, and 0.0075% and 0.1% joint tail probability for d = 3. Although the actual joint tail probabilities vary across distributions, most of them are well below 1% and are therefore difficult to estimate especially for the small sample size, n = 100, considered in this experiment. The TDE's and KDE's are estimated in the same manner as in the first experiment. Denote the estimated densities via the TDE and KDE byf TDE and f KDE respectively. The corresponding estimated tail indices are given bŷ
In addition, we also consider an estimator based on the empirical distributions:
The performance of the tail index estimators is measured by the mean squared errors (MSE), which is the average squared difference between the estimated tail index and the true tail index. The results are reported in Table 5 .2. It is seen that the overall performance of the TDE is substantially better than that of the other two. For d=2, the average MSE ratios of the TDE to the EDF and KDE across six distributions are 42% and 41% for α = 5%, and 59% and 54%
for α = 10% respectively. When d=3, the corresponding ratios are 28% and 45%
for α = 5%, and 51% and 71% for α = 10%. Furthermore, the variations of the estimated tail index based on the TDE are considerably smaller than those of the other two. It is also noted that the gap in the performance, in terms of either the average MSE or its variation, is substantially larger in the more extreme case of α = 5%.
Empirical Application
In this section, we provide an illustrative example of multivariate analysis using the proposed transformation-based density estimation. In particular, we study the joint density of the U.S. and U.K. financial market returns, conditioning on the Asian financial markets. Starting from the 1990's, the Asian financial markets have played an increasingly important role in the global financial system.
The purpose of our investigation is to examine how the Asian markets influence the western markets. The scale and scope of global financial contagion has been under close scrutiny especially since the 1998 Asian financial crisis. Therefore we are particularly interested in examining the general pattern of the western markets under extreme Asian market conditions. We focus on the monthly stock return indices of S&P 500 (US), FTSE 100 (UK), Hangseng (HK) and Nikkei 225 (JP) markets. Our data include the monthly indices of the four markets between February 1978 and May 2006. For each market, we calculate the rate of return Y t by ln P t − ln P t−1 . Following the standard practice, we apply a GARCH(1,1) model to each series and base our investigation on the standardized residuals.
Our investigation strategy is fully nonparametric. We first estimate the joint distribution of the four markets, and then calculate the joint conditional distribu-tion of a pair of markets under certain conditions of the other pair. For instance after estimating the joint distribution of the four markets, we calculate, via numerical integration, the joint distribution of the US and UK markets under the condition that both the HK and JP markets are in their bottom 5% percentiles.
This approach effectively uses the full sample and thus mitigates the difficulty associated with the data sparsity of tail regions. We can in principle estimate this conditional distribution using only observations of the US and UK markets when the HK and JP markets are in their respective bottom 5% regions. However, since only a small number of observations fall in the tail regions, the effective sample size of this 'local' estimation can be quite small, especially in multivariate cases.
The transformation-based density estimator is used in our analysis. We estimate the marginal densities and distributions by the KDE and the empirical distributions respectively, and the copula density by the ESE. Denote the returns for the US, UK, HK and JP markets by Y j , j = 1, . . . , 4 respectively. After obtaining the joint density, we calculate the joint density of the US and UK markets conditional on the HK and JP markets:
where ∆ refers to a given region of the HK and JP distribution. In particular, we consider three scenarios of the Asian markets:
where F j , j = 3, 4 are the marginal distributions of the HK and JP markets. Thus our analysis focuses on the joint distributions of the US and UK markets when the Asian markets are in the low, middle and high regions of their distributions respectively. The conditional copula density,ĉ(F 1 (y 1 ),F 2 (y 2 )|(y 3 , y 4 ) ∈ ∆), of the US and UK markets is defined in a similar manner. and UK markets have a high joint probability of above the average performance.
In addition, what is not clearly visible from the figures is that the peak of the copula density when the Asian markets are high is considerably higher than that when the Asian markets are low. Therefore, the copula densities suggest that although the US and UK markets tend to move together with the Asian markets, the dependence between the western and Asian markets is not symmetric: the relation is stronger when the Asian markets are high. In this sense, the western market is somewhat resilient against extremely bad Asian markets.
The asymmetric relation between the western and Asian markets revealed in our analysis of the copula densities calls for further examination into this issue.
Below we calculate some dependence indices that can be obtained readily from the estimated copula densities. The first one is Kendall's τ , a rank-based dependence index. This index can be calculated from a copula distribution according to τ =
Although Kendall's τ offers some advantages over the linear correlation coefficient, it does not specifically capture the dependence at the tails of a distribution, which is of critical importance in financial economics. Nor does it discriminate between symmetric and asymmetric dependence. Therefore we also examine the joint tail probabilities of the US and UK markets conditional on the Asian markets. In particular, we calculate from the estimated conditional copula density the conditional upper and lower joint probability defined by
at α = 3% and 5% respectively.
We report in Table 6 .3 the estimated Kendall's τ and conditional tail probabilities of the US and UK markets, given various conditions of the Asian markets. The Kendall's τ is higher when the Asian markets are in the middle than in the tails. What is particularly interesting is the comparison between the lower tail probability when the Asian markets are low and the upper tail probability when the Asian markets are high. The estimated numbers are respectively 0.32% and 0.67% when α = 3%, and 0.87% and 1.75% respectively when α = 5%. These results confirm our visual impression of the copula densities that the dependence is stronger when the Asian markets are high. Therefore the global financial contagions originated from the Asian markets are weaker when the Asian markets are low relative to when they are high. Table 6 .3: Kendall's τ and conditional joint tail probabilities (in %) of US and UK markets under different Asian market conditions 
Concluding remarks
We have proposed a transformation-based multivariate density estimator, which transforms the data into their marginal distributions such that the density of the transformed data coincides with the copula density. Theoretical analysis of the estimator in terms of the Kullback-Leibler Information Criterion indicates that our method effectively divides the difficult task of multivariate density estimation into the estimation of marginal densities and that of the copula density, and therefore mitigates the curse of dimensionality. Numerical experiments and empirical examples demonstrate the usefulness of the proposed method, and that valuable insight can be obtained from the estimated copula density, a by-product of our transformation-based estimator. We expect that the proposed method will find useful applications in multivariate analysis, especially in financial economics.
Proof of Theorem 2. Part (a) of the theorem establishes the KLIC convergence rate of the copula density. We shall prove this part in two steps. We first derive its convergence rate assuming that the true marginal CDF's are known and then
show that the rate remains the same when the copula density is estimated based on the empirical CDF's.
Let U t = (U 1t , . . . , U dt ) with U jt = F j (X jt ), j = 1, . . . , d. We denote bŷ c η the ESE based on {U t } n t=1 , to distinguish it from the ESEĉ λ based on the empirical CDF's {Ũ t } n t=1 withŨ jt =F j (X jt ). We havê
The key to prove the convergence rate of the ESE is the information projection in term of the KLIC (Csisźar, 1975) . The ESE (8.1) belongs to the regular exponential family and can be characterized by a set of sufficient statisticŝ
Denote their population counterparts by µ M . Let the ESE's associated with µ M andμ M be c η andĉ η respectively.
The coefficients of these ESE's are implicitly defined by the moment conditions:
We then have
By (8.1) and (8.2), we have
The two components of (8.5) can be viewed as the approximation error and estimation error respectively.
Without the loss of generality, suppose that g i 's are a series of orthonormal bounded basis functions with respect to the Lebesgue measure on [0, 1] d . For f :
Under Assumption 2, we can show that the convergence rates of log copula density log c η is given
), using Lemma A1 of Wu (2011) . Next to establish the convergence result in terms of the copula density, we require the boundedness of || log c−log c η || ∞ . This is established in Lemma A2 of Wu (2011) ,
). Lemma 1 of Barron and Sheu (1991) Next we show that the convergence rate in (8.9) holds when we estimate the copula density based on the empirical CDF's {Ũ t } n t=1 rather than {U t } n t=1 , which is unobserved. Defineμ M = μ i = n −1 n t=1 g i (Ũ t ) : i ∈ M . It follows thatc λ is defined implicitly bỹ
Note that
du.
(8.10)
SinceŨ t converges to U t in probability at root-n rate, we have ||μ M − µ M || 2 = O p (n −1 ). We then have
where the second equality uses Lemma 5 of Barron and Sheu (1991) and that 
Note that ||ĉ λ −c λ || 2 = O p (n −1 ). Using Lemma 5 of Barron and Sheu (1991) and thatĉ λ (u) p → c(u) for all u ∈ U d from part (a), we then have
Thus given the convergence rates of the marginal densities, we have (8.12) which completes the proof this theorem.
Proof of Theorem 3. The KLIC convergence of univariate kernel density estimators is studied by Hall (1987) . Here we provide a sketch of the proof. Denote by D the expected KLIC such that D(f ||f ) = E[D(f ||f )], wheref is an estimator of f . We have (8.13) where V and B can be viewed as variance and bias in terms of the expected KLIC.
For j = 1, . . . , d, let D = E[D(f j ||f j )] = V j +B j . Under Assumption 4, we can use Theorem 2.1 of Hall (1987) to show that V j = O p ((nh j ) −1 ). Under Assumption 5, we can use Theorem 2.2 of Hall (1987) to show that
implying that B j = O p (h β j ) with β j = min(α j,1 , α j,2 ) + 1. We note that faster convergence rates are possible under more restrictive conditions about the decaying rates of tails. Furthermore, under the condition that α ≤ min(α j,1 , α j,2 ) + 1, Theorem 2.5 of Hall (1987) indicates that D(f j ||f j ) = O p (D(f j ||f j )). It follows that D(f j ||f j ) = O p ((nh j ) −1 + h β j j ) for j = 1, . . . , d. Plugging this result into the KLIC decomposition of the joint density in Theorem 2 yields the desired result.
Proof of Theorem 4. The KLIC convergence of the ESE for univariate densities is studied by Barron and Sheu (1991) . It can be also be derived as a special case (with d = 1) of the KLIC convergence of the multivariate ESE's presented as part (a) of Theorem 2. To save space, the proof is not presented here. Under Assumptions 6 and 7, the KLIC convergence rate of the ESE of marginal densities is given by D(f j ||f j ) = O p (j −2s j j + j j /n) for j = 1, . . . , d. Plugging this result into the KLIC decomposition of the joint density in Theorem 2 yields the desired result.
Appendix B: Coefficients for Normal Mixtures
The coefficients for the bivariate normal mixtures can be obtained in Table 1 of Wand and Jones (1993) . A trivariate normal random variable is given by N (µ, σ, ρ) where µ = (µ 1 , µ 2 , µ 3 ), σ = (σ 1 , σ 2 , σ 3 ), ρ = (ρ 12 , ρ 13 , ρ 23 ). The coefficients for the trivariate normal mixtures used in the simulation are as follows. 
