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Abstract
We present a new approach for selective enumeration of prime implicants of CNF formulae.
The method uses a 0–1 programming schema, having feasible solutions corresponding to prime
implicants. Prime implicants are generated one at a time, so that as many of them can be computed
as needed by the specific application considered. Selective generation is also supported, whereby
preferences on the structure of generated prime implicants can be specified. We present two
algorithms for selective enumeration of prime implicants and discuss their properties. The former
amounts to solving the basic 0–1 programming schema first, to obtain an implicant ψ ′ (not
necessarily a prime one), and then generating a prime implicant implied by ψ ′. The latter is based
on adding a suitable minimization function to the basic 0–1 programming schema so that finding
optimal solutions corresponds one-to-one to generating prime implicants of the original theory. We
show that the latter algorithm has wider applicability but is less efficient than the former one. Finally
we present experimental results, which confirm the effectiveness of our approach in computing prime
implicants of CNF formulae. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction and motivations
The problem of generating prime implicants of a given logic theory dates long back
in the history of computer science. Originally the interest in this problem was motivated
by its role in the theory of minimization of Boolean functions and switching circuits, e.g.
[21,33]. Computing prime implicants of a truth-functional formula φ is concerned with the
problem of reducing φ to a simpler equivalent in normal form. Prime implicants are, so to
say, the Occam’s razor of formulae.
Nowadays, prime implicants are widely used in several subfields of Artificial Intelli-
gence: everywhere minimization of (boolean) sentences conveys the right representation
of the domain.
Minimization is at the core of nonmonotonic or diagnostic reasoning, likewise in
planning and learning. In all these fields prime implicants have played a central role, for
example, to formally model TMSs and ATMSs [11,38], circumscription [14,34], model
based diagnosis [12], abduction [7,26], learning [40] and open world planning [39].
Prime implicants, as the simplest compiled form of a theory, enjoy nice properties
when minimization is taken into account. They have both a syntactic and semantic
interest as, in fact, syntactically they represent the simplest formula implying a given
theory and semantically they coincide with the diagram of minimal three-valued models
of a theory [7], when propositional or decidable fragments of first-order logic are
concerned. The notion of prime implicants/prime implicate, in fact, appears to be a key
for characterizing, for instance, minimal causes and minimal explanations in many forms
of causal or hypothetical reasoning [24,37]. Likewise an application of prime implicates
to open world planning is described by Reiter in [39], where the planner works by
regressing the sentence to be proved back to the initial situation, then testing whether the
prime implicate compiled form of the initial database entails the sentence. In [14] prime
implicants are used to compute circumscription. Furthermore, the connection between
prime implicants and extensions of a suitable translation of default theories could be shown.
As an example, consider the conjunction of the following clauses (taken from [14]).
bird(Tweety)
ostrich(Fred)
fly(Fred)∨¬bird(Fred)∨ abnormal(Fred)
fly(Tweety)∨¬bird(Tweety)∨ abnormal(Tweety)
bird(Tweety)∨¬ostrich(Tweety)
¬fly(Tweety)∨¬ostrich(Tweety)
bird(Fred)∨¬ostrich(Fred)
¬fly(Fred)∨¬ostrich(Fred)
The prime implicants of the above formulae are:
1. bird(Tweety)∧ ostrich(Fred)∧ abnormal(Fred)∧ fly(Tweety)∧
¬ostrich(Tweety)∧ bird(Fred)∧¬fly(Fred)
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2. bird(Tweety)∧ ostrich(Fred)∧ abnormal(Fred)∧
abnormal(Tweety)∧¬fly(Tweety)∧ bird(Fred)∧¬fly(Fred)
3. bird(Tweety)∧ ostrich(Fred)∧ abnormal(Fred)∧ abnormal(Tweety)∧
¬ostrich(Tweety)∧ bird(Fred)∧¬fly(Fred)
Assume our interest is in circumscribing the above formula by minimizing “abnormal”
propositional letters. Since prime implicants basically correspond to minimal models,
they can be used to compute the needed model. Clearly, the first of the above implicants
corresponds to the required minimization and also the set of literals mentioned in the first
implicant above corresponds to the diagram of the required model.
This is the main reason why prime implicants/prime implicates are so widely studied
and new approaches to their computation show up in the AI literature.
It is worth noting that there are two equivalent notions for defining prime implicants of a
truth-functional formula φ. In fact, φ could be equivalently transformed into either a DNF
or a CNF. In both cases a prime implicant is intended to be a cube or a conjunction of
literals α, such that α |= φ and such that when deprived of a literal α 6|= φ. In both cases
the given formula φ is equivalent to the alternation of all its prime implicants (see [33]). It
follows that the prime implicants of φ in DNF will also be the prime implicants of the φ in
CNF. The same equivalence applies to the dual notion of prime implicate. That is a clause
β is a prime implicate of φ if φ |= β and there is no other implicate β ′ such that |= β ′ → β .
The way that φ is presented, either in DNF or CNF, changes the way of computing its
prime implicants/implicates. In both cases there is an easy and a difficult step, but as one
can expect, they are complementary. When DNFs are considered and the problem is to find
a prime implicant—and dually CNFs for prime implicates—it is easy to find an implicant
but it is computationally difficult to find a prime implicant. On the other hand when the
problem is that of finding an implicant of a CNF, finding one implicant is equivalent to the
satisfiability problem, but it is easy to find a prime implicant. In this paper we shall consider
the second notion. We do so mainly because of the correspondence between implicants
and models, while there is nothing analogous for implicates, and it is more usual to have a
knowledge base in CNF rather than in DNF.
Following the seminal papers [33,44] and [38] there are numerous algorithms recently
proposed in the literature for computing prime implicants of formulae, among which
the most relevant are those of [13,18,19,24,28,35,45,46]. Such algorithms often rely
on heuristics which reduce the search space and avoid regenerating the same solution.
A different approach is given in [25], based on typed decision graph representation of
propositional formula.
Generation algorithms proposed so far construct all the prime implicants of the given
theory. From the computational complexity standpoint, this is a highly complex task. It
is possible to see that its complexity is determined by at least two main sources: first,
the generation of just one prime implicant is an NP-hard task and, second, the number of
prime implicants of a given theory φ can be exponential in the size of φ [5]. Prime implicant
generation algorithms devised so far, though often implementing smart techniques to prune
the search space, cannot therefore overcome the inherent complexity implied by those two
sources.
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In particular, when the number of prime implicants of φ is exponential in the size of φ,
it becomes quickly infeasible to find all of them as the example below shows.
Consider the following CNF formula:
(a1 ∨ a2)∧ (a3 ∨ a4)∧ · · · ∧ (a2n−1 ∨ a2n).
This formula has 2n literals, n clauses and 2n prime implicants.
However, there are applications for which it is not necessary to compute all prime
implicants. For instance, in diagnostic reasoning, choosing one cause for a manifestation,
among different alternatives, is a main issue. In fact, while it can be infeasible to find all of
them, it is sometimes sufficient to restrict the search for a diagnosis accounting for some
particular set of components. Likewise, in abductive problems, one could be interested in
a specific explanation of a phenomenon, subject to a given notion of simplicity. Recently,
special techniques to speed up complex inference in reasoning systems have received a
considerably amount of attention [22,23,29]. Knowledge approximation is a knowledge
management technique by which (generally intractable) inference from a logic theory φ is
reduced to polynomial time inference over a target theory φ′ which φ is compiled into [22].
Constant-bounded-size disjunctive normal forms [22,29] are an example of interesting
target theories in this respect. Thus, if we assume that our input theory φ is to be compiled
into the disjunction of k of its implicants, where k is a positive constant independent of φ’s
size, just k (out of possibly exponentially many) theory implicants must be computed.
For applications like those outlined above, the complexity induced by the potentially
exponential number of prime implicants involved in the computation can be avoided, by
exploiting algorithms capable of generating “just” as many prime implicants as needed.
This paper gives a contribution in this context. We introduce a generative method to com-
pute prime implicants one at a time, so that as many of them can be produced as needed.
We show that the problem of finding an implicant (not necessarily a prime one) corre-
sponds to a feasible solution of a 0–1 programming problem [10]. To generate prime im-
plicants, we propose two variants of the basic algorithmic schema. The first variant (called
Enumerative Prime Implicants/Feasible Solutions,EPI/FS) consists of first solving the
basic 0–1 programming problem to obtain a feasible solutionψ ′ of the problem (i.e., an im-
plicant of the input theory) and then finding from ψ ′ prime implicants implied by ψ ′. The
second variant (called Enumerative Prime Implicants/Optimal Solutions,EPI/OS) con-
sists of adding a suitable minimization function to the basic 0–1 programming problem,
and solving the resulting integer optimization problem. For both variants, after having
computed the first prime implicants, by iteratively modifying the basic 0–1 programming
problem, we can compute further prime implicants.
An interesting characteristic of our approach is the basic 0–1 programming schema that
can be properly modified to be adapted to selective generation of prime implicants. There
are situations where the user is interested in prime implicants having certain properties. Our
method, making use of constraints, can be employed to encode preferences among literals,
thus allowing one to single out those preferred prime implicants while disregarding the
others.
We shall present the EPI/FS Algorithm first. After having discussed its properties, we
will show that this algorithm is also suitable to support some simple kind of selection
criteria to be met by generated prime implicants, but cannot be directly employed on cost-
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based applications. Therefore, we introduce the EPI/OS Algorithm that can be utilized also
in such cases. The price we pay for the greater generality of EPI/OS is on the efficiency
side: the algorithm EPI/FS generally outperforms EPI/OS in this respect: a qualitative
account of this fact is given in Section 5 below.
In order to establish the effectiveness of our method we conducted a number of
experiments with the purpose of comparing the performances of both our algorithms with
the classic Matrix Method due to Jackson and Pais [19]. The Matrix Method is in fact,
as far as we know, the best algorithm for computing prime implicants of CNF formulae,
which is the problem dealt with in this paper, whereas comparison with other, yet efficient,
methods (like [13]) that compute prime implicants from DNF would have been simply
inappropriate.
As more thoroughly explained in Section 6, experimental evidence demonstrates that,
on 3SAT and K-clique instance benchmarks, as the problem instances become large, both
our algorithms perform better than the Matrix Method, being in any case competitive also
on smaller and simpler problem instances, where the Matrix Method is preferable.
It is worth pointing out that the application of integer programming methods to inference
problems in propositional logic is not new. In the last few years, in particular, the use
of numerical calculations to draw inferences has received attention in the AI community
(see, for instance, [1,4,16,17]). The fundamental idea that motivates the use of linear
programming techniques in logical deduction is to speed up computations, by using well
known techniques developed in the area of operation research. To adapt these techniques
to logical inference problems, usually clauses are represented by linear inequalities of the
form:
c1x1 + · · · + cnxn > a,
where a, c1, . . . , cn are integers and the xj ’s are integer variables (rather than literals)
that assume values in {0,1}. Each assignment of values to variables xj determines a
truth valuation for the positive and negative literals of the original clause. Hence, an
inference problem can be modeled as an integer program and solved using well-understood
linear programming algorithms, based on techniques such as branch and bound or cutting
planes. In [4], it is shown that the branch and bound technique quickly solves satisfiability
problems and is close to a variant of the Davis–Putnam procedure in logic. A faster method
is introduced in [20] where a linear programming routine is replaced with a heuristic.
In [16], Hooker shows the connection among resolution methods for logic and cutting plane
methods for integer programming. Furthermore, he establishes the connection between
easy inference problems and easy integer programs. A combination of branch and bound
and cutting plane approaches to obtain a branch and cut algorithm is explored in [17].
In [47] the translation of propositional logic methods into mathematical programming is
presented. More recently, Bell, Nerode, Ng and Subrahmanian [1–3] showed that linear
programming can be efficiently used for answering queries in deductive databases.
In this paper, a similar approach is exploited with the purpose of enumerating prime
implicants of input theories.
The rest of the paper is organized as follows. In Section 2 we give some preliminary
concepts and notation. In Section 3 the translation of a logic formula into a 0–1 linear
programming problem is presented. In Section 4, our algorithms for prime implicant
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generation are illustrated. An informal discussion on computational characteristics of
our methods is reported in Section 5. Section 6 illustrates experimental results we have
obtained with running our algorithms. Related literature is overviewed in Section 7. Finally,
Section 8 reports some concluding remarks.
2. Preliminaries
We assume a standard propositional language L. Propositional formulae, denoted
by Greek letters φ,ψ,α,β, . . . (possibly with indices) are built inductively by using
propositional letters and logical connectives. For each propositional formula φ its truth
function is defined by the truth tables, namely we assume the valuation system of classical
propositional logic. Interpretations, as usual, are induced by assignments on propositional
letters, extended inductively to formulae of the language. A model M for a formula ψ
is an interpretation that makes ψ true. A propositional formula ψ logically implies a
propositional formula φ, written ψ |= φ, if every interpretation making ψ true makes φ
true as well. If φ |=ψ and ψ |= φ then we write φ ≡ ψ . We use the symbol> to denote the
identically true propositions (i.e., any truth-functional tautology) and ⊥ to denote falsity
(i.e., any contradictory sentence).
A literal L is either a propositional letter (positive literal) or its negation (negative
literal). Two literals are complementary if they are of the form L and ¬L, also written as
L. A disjunction of literals is called a clause while a conjunction is called a cube. A cube
(respectively, clause) is called fundamental if no letter appears in it twice. A fundamental
cube φ (respectively, fundamental clause) is said to be included in another cube ψ if all
the literals of φ are also literals of ψ . A formula φ of the propositional language L is said
to be in conjunctive normal form (CNF) (respectively, disjunctive normal form (DNF)) if
either φ is a fundamental clause (respectively, cube) or φ is a conjunction (respectively,
disjunction) of two or more fundamental clauses (respectively, cubes) neither of which is
included in the another. An ordered m-tuple (L1,L2, . . . ,Lm) of literals of L is called an
array. A set of literals is consistent if, for no element L of the set, L and its complement L
belong to it. A propositional formula φ is consistent if φ 6|= ⊥. An implicant of a formula
φ of L is a fundamental cube ψ such that ψ |= φ. A prime implicant of a formula φ of L
is an implicant ψ of φ such that for no other implicant ψ ′ of φ, ψ |=ψ ′.
Remark 1. Throughout the paper we focus on formulae in conjunctive normal form and
their implicants are what we want to compute. The same notions and results we are
presenting in the following are applicable, by duality, to compute prime implicates of
disjunctive normal form formulae.
Next, we recall a basic property of implicants that will be used in the following.
Fact 1. Let φ be a CNF formula. A cube ψ is an implicant of φ iff ψ is consistent and for
each clause γ of φ at least one literal of γ occurs in ψ .
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3. Translating clauses into a system of linear inequalities
In this section we apply integer programming to the computation of prime implicants of
formulae in CNF by showing the correspondence between (prime) implicants and solutions
of 0–1 linear programming problems.
In order to use linear programming techniques we first show how to translate a CNF into
a set of linear constraints. Let φ be the CNF γ1 ∧ · · · ∧ γn, where each γi is a clause. If
both L and its complement L occur in φ, we consider them as different literals without
renaming them.
Definition 1 (Binary variables). A variable x is called binary if it takes its values in {0,1}.
A binary variable is labeled with the literal it has transformed, that is, xL is the binary
variable of the literal L.
Definition 2 (Binary representation of a formula). Let Sφ = (L1, . . . ,Lm) be the array of
literals occurring in a formula φ and xLi the binary variable of the literal Li ∈ Sφ . The set
B(Sφ) = (xL1, . . . , xLm) of binary variables of Sφ is called a binary representation of Sφ .
Definition 3 (Binary assignment). Let B(Sφ) = (xL1, . . . , xLm) be the binary representa-
tion of Sφ . A binary variable assignment is a mapping s :B(Sφ)→{0,1}m.
Observe that all through this paper we have assumed the language to be finite; for this
reason we can also assume that a binary variable assignment is defined with respect to a
single formula φ, that is, with respect to the binary representation of a single formula φ.
Definition 4 (System of linear inequalities). Let γi be a clause and B(Sγi ) the binary
representation of Sγi = (L1, . . . ,Lk). We denote with lc(γi) the linear constraint
xL1 + · · · + xLk = λi, λi > 1,
where λi is an integer variable, which is called the integer value of lc(γi). Given a CNF φ,
lc(φ) denotes the system of linear inequalities, SLI for short, yielded by the set of linear
constraints{
lc(γi) | γi is a clause of φ
} ∪ int(φ),
where int(φ) are the integrity constraints for φ, that is
int(φ)= {xLi + xLi 6 1 for all literals Li such that both Li and Li appear in Sφ}.
A binary assignment s is said to satisfy lc(φ) if it is an assignment to all the binary
variables of B(Sφ) that verifies all lc(γi) ∈ lc(φ) and int(φ).
Definition 5 (Solution of a system of linear inequalities). Let φ be a CNF, B(Sφ) its binary
representation and lc(φ) the SLI generated by φ. Let s be a binary assignment to B(Sφ). s
is a solution of lc(φ) if it satisfies lc(φ).
We introduce now the notion of correspondence between solutions and implicants. That
is, a solution can be transformed into an implicant. An implicant, in its turn, will return
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an assignment, which is a solution for the SLI. The following definition will make these
notions precise.
Definition 6 (Generated cube and assignment). Let s be an assignment to B(Sφ) for some
CNF φ. The cube ψs formed by all literals Li of Sφ for which s(xLi ) = 1, xLi ∈ B(Sφ),
is called the cube generated by s. Let ψ be a cube of literals occurring in Sφ . The binary
variable assignment generated by ψ , which we denote sψ , is defined as follows: for all
xLi ∈B(Sφ)
sψ(xLi )=
{1 if L occurs in ψ ,
0 otherwise.
Remark 2. Note that, formally speaking, solutions of lc(φ) also include the variables λi .
However, it is clear that their values are immediately obtained from the values of binary
variables xLj . Therefore in the following, we will freely refer to solutions of the system of
constraints lc(φ) as consisting only of the values assigned to binary variables xLj .
Remark 3. Note that if s is an assignment which is a solution for lc(φ) and ψs the
generated cube, then the assignment generated by ψs is sψs = s.
Example 1. Let φ = (a ∨ b ∨ c) ∧ (c ∨ d) ∧ (a ∨ c) . The corresponding array is Sφ =
(a, b, c, c, d). The binary representation of Sφ is B(Sφ)= (xa, xb, xc, xc, xd). Furthermore,
lc(φ)=

xa + xb + xc = λ1,
xc + xd = λ2,
xa + xc = λ3,
xc + xc 6 1,
λ1, λ2, λ3 > 1.
A solution for lc(φ) is s: xa = xd = xb = 1, xc = xc = 0. The generated cube ψs is
a∧b∧d , which is an implicant of φ. On the other hand the cubeψ ′ = a∧d is an implicant
of φ and the generated assignment sψ ′ : xa = xd = 1, all the other binary variables being
assigned 0, is a solution for lc(φ).
The following theorem states that there is a one-to-one correspondence between the set
of implicants of φ and the set of solutions for lc(φ).
Theorem 1. Let φ be a CNF, B(Sφ) its binary representation and lc(φ) the SLI generated
by φ.
(i) Let s be an assignment for B(Sφ) and ψs be the cube generated by s then:
s is a solution for lc(φ) iff ψs is an implicant of φ.
(ii) Let ψ be a cube whose literals are in Sφ and sψ the assignment generated by ψ ,
then:
ψ is an implicant of φ iff sψ is a solution of lc(φ).
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Proof.
(i) First observe that, by hypothesis, s is an assignment to all the binary variables
in B(Sφ). Now, for one direction, assume ψs is an implicant of φ. Consider the
assignment s, generating ψs . By Fact 1, since ψs is, by hypothesis, an implicant
of φ, for each clause γl of φ, ψs and γl share at least one literal Ll , therefore for
each linear constraint lc(γl), it must be s(xLl )= 1 and, thus, every constraint lc(γl),
1 6 l 6 n, is satisfied. Furthermore, int(φ) are satisfied too because ψs , being an
implicant, is not contradictory. Therefore, s is a solution of lc(φ).
For the other direction, assume s is any solution of the system of linear inequalities
lc(φ) and let ψs be the cube generated by s. Being s a solution, every constraint
lc(γl) is satisfied. Thus at least one of the binary variables in lc(γl) is set to 1
by s. This means that for each clause γl of φ at least one literal of ψs occurs
in γl . Furthermore, ψs cannot be contradictory because the set int(φ) is satisfied.
Therefore, by Fact 1, ψs is an implicant of φ.
(ii) Using Remark 3 the proof is analogous to the previous item. 2
Given a CNF we can always define a system of linear inequalities lc(φ). If φ is satisfiable
then lc(φ) will be satisfiable too, hence it will have a solution. For example, consider the
CNF φ = (a ∨ b)∧ (b∨ a)∧ (b∨ a)∧ (b∨ a). It is easy to see that φ is unsatisfiable and,
analogously, lc(φ) will have no solution. In fact,
Lemma 1. φ is unsatisfiable iff lc(φ) has no solution.
Proof. Suppose φ is unsatisfiable and there is some s that is a solution for lc(φ) then, by
Theorem 1, ψs is an implicant of φ, hence ψs |= φ. Since φ is unsatisfiable we have also
φ |= ⊥ hence ψs |= ⊥, a contradiction. On the other hand, suppose lc(φ) has no solution
and φ is satisfiable, then since it is satisfiable it has a model M , M |= φ. Let ψ be the
conjunction of all literals of φ which are true in M , then ψ |= φ, hence ψ is an implicant
of φ therefore, by Theorem 1, sψ is a solution for lc(φ), a contradiction. 2
The transformation, here, makes sense not really for satisfiability but when from an
assignment we can get a cube which is an implicant. For this reason we shall assume,
in the following, that the transformation applies to a consistent CNF φ. However a slight
modification in the algorithms we are going to present in the next sections would provide
also a test for satisfiability.
4. Algorithms for computing prime implicants
In this section, we present two variants of the basic algorithmic schema based on the
transformation lc. Both algorithms exploit the correspondence stated in Theorem 1. For
both variants, we shall first present an algorithm that, given a CNF φ as input, computes
one prime implicant of φ. Then, we shall consider the problem of enumerating all prime
implicants. The problem of selective generation of prime implicants is also addressed.
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4.1. Computing prime implicants by exploiting subsumption
Computing one prime implicant
The method we present amounts to solving the basic 0–1 programming schema to obtain
an implicant ψ of φ (not necessarily a prime one) and then to search for a prime implicant
implied by ψ . This is done by considering each literal L in ψ one at a time, and verifying
the possibility of deleting L from ψ . A literal can be deleted from ψ if the cube resulting
from the deletion is still an implicant of φ, this step exploits Fact 1. The process is iterated
until no further literal can be deleted. The cube resulting from this process is a prime
implicant of φ. The method is summarized in Algorithm PI/FS shown in Fig. 1. Algorithm
PI/FS uses the boolean function Implies(ψ,φ) that returns TRUE if the cube ψ logically
implies the CNF theory φ.
Note that in step (iii) of PI/FS no order is specified according to which the literals must
be considered (one at a time) for possible deletion. Obviously, different orders may yield
different results. Consider, for instance, a formula φ over the literals a, b, c and d having
a ∧ b and a ∧ c as its prime implicants. Assume that the solution for lc(φ) yielded at step
(ii) of the algorithm corresponds to the implicant a ∧ b ∧ c. Then, depending on whether
either literal b or literal c is considered first for deletion, the algorithm will output either
the prime implicant a ∧ c or the prime implicant a ∧ b, respectively. Whatever order is
Function Implies(ψ ′ : a cube,φ : a CNF theory) : Boolean.
Let ψ ′ = Lh1 ∧ · · · ∧Lhv ;
let φ = C1 ∧ · · · ∧Cn, where each Ci is a clause.
If for each index i, Ci contains at least one of the literals Lhj ,
then RETURN TRUE, otherwise RETURN FALSE.
INPUT: a CNF theory φ;
OUTPUT: ψ , a prime implicant of φ.
METHOD:
(i) Construct the basic 0–1 programming schema lc(φ);
(ii) Solve lc(φ) using an algorithm
for integer programming problems yielding a solution s.
Let ψs = Li1 ∧ · · · ∧Lik be the cube generated by s;
(iii) FOR EACH literal Lij ∈ψs DO
IF Implies((ψs −Lij ),φ) THEN ψs :=ψs −Lij ;
(iv) RETURN ψ =ψs .
Fig. 1. Algorithm PI/FS.
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chosen, the algorithm will output a prime implicant of the input theory, as stated by the
following results.
Lemma 2. Let φ be a CNF and ψ an implicant of φ. The function Implies((ψ − L),ϕ)
returns FALSE, for any L mentioned in ψ , iff ψ is a prime implicant of φ.
Proof. Let L be any literal mentioned in ψ and supposeψ is a prime implicant. Obviously
Implies((ψ −L),ϕ) returns FALSE, by Fact 1. On the other hand, suppose that, for any L
mentioned in ψ , Implies((ψ − L),ϕ) returns FALSE and ψ is not prime, then there is a
prime implicant ψ ′ such that ψ |= ψ ′ |= φ and ψ ′ 6≡ ψ . As ψ ′ is a cube there must be at
least a literal L′ such that ψ , but not ψ ′, mentions L′. Since ψ ′ is an implicant, by Fact 1,
it mentions at least one literal from each clause γi of φ, therefore Implies((ψ − L′), ϕ)
returns TRUE, a contradiction. 2
Theorem 2. Let φ be a CNF. Then:
ψ is a prime implicant of φ iff Algorithm PI/FS yields ψ.
Proof. If Algorithm PI/FS yields ψ then the function Implies((ψ−L),ϕ) returns FALSE.
By Lemma 2 and Theorem 1, ψ is prime. On the other hand if ψ is prime then, by
Theorem 1, sψ is a solution of lc(φ) and by Lemma 2, the function Implies((ψ − L),ϕ)
returns FALSE. Hence PI/FS yields ψ . 2
Enumerating implicants
The basic ideas of our algorithm that computes all the prime implicants of a CNF φ are
very simple. We introduce here their content. First observe that any propositional formula φ
has a finite set Ψ of prime implicants. A prime implicant is an implicant with no redundant
literals. So, if Γ is the set of cubes which are implicants of a given formula φ and Ψ the set
of prime implicants then, for any ψ in Ψ , there exists a γ ∈ Γ such that γ |= ψ and vice
versa. To have completeness of the method we have just to execute Algorithm PI/FS, for
each cube in Γ , by suitably backtracking over steps (iii) and (iv). This method would be
complete by brute force but not skillful. In fact, to compute all the prime implicants of φ
it is not actually necessary to compute all the implicants of φ. For example one implicant,
by itself, could imply all the prime implicants so that generating a new implicant would be
unnecessary.
Consider the following example:
Example 2. Let
φ = (a ∨ b ∨ c)∧ (b ∨ c)∧ (a ∨ b),
suppose, now that Algorithm PI/FS computes the implicant a ∧ b ∧ c and, consequently,
one of the prime implicants b or a∧ c. By standard backtracking over steps (iii) and (iv) of
Algorithm PI/FS, we get the other prime implicant. It is easy to see that no more implicants
are to be computed, e.g., b ∧ c.
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To avoid the computation of the same prime implicants, in general, the following form
of subsumption is used:
If ψ |=ψ ′, with ψ and ψ ′ implicants of φ, then ψ ′ |= α implies ψ |= α
with α a prime implicant of φ.
(1)
The problem is that (1) does not capture those cases in which two implicants generate a
same prime implicant although not being one subsumed by another. Consider, in fact the
following example:
Example 3. Let φ = (a ∨ d ∨ b)∧ (b ∨ c)∧ (b ∨ a). The prime implicants are a ∧ c and
b. It is easy to see that the two implicants a ∧ b ∧ c and a ∧ b ∧ d both generate the prime
implicant b, moreover b is the only prime implicant that can be obtained from a ∧ b ∧ d .
Therefore once we get a ∧ b ∧ c we do not need to compute a ∧ b ∧ d . The form of
subsumption above would not be able to avoid the computation of a ∧ b ∧ d .
In order to both avoid redundant regeneration of implicants that would lead to the same
set of prime implicants and generation of already obtained prime implicants, it is enough
to add some constraints which, so to say, assign a handicap weight to the prime implicants
obtained so far and do not generate any implicant subsumed by them. We show next how
to incrementally modify the SLI of a CNF φ, presented above, in order to enumerate all the
prime implicants of the input formula φ. To present our method and the heuristics we use
to generate, in the simplest way, all the prime implicants of a CNF, we need some further
definitions.
Definition 7 (Dynamic constraints). Let γ be a cube, with B(Sγ ) its binary representa-
tion. The dynamic constraint for γ is the linear inequality:
dγ : xL1 + xL2 + · · · + xLk < k,
where xLi ∈B(Sγ ) and k = |B(Sγ )|.
Let Π be a set of cubes, we denote with δΠ the set of dynamic constraints for Π :
δΠ = {dγ | γ ∈Π}.
Definition 8 (Modified SLI). Let φ be a CNF. A modified SLI is a system of linear
inequalities lc(φ) iteratively augmented with a set of dynamic constraints δΠi as follows:
lcΠi (φ)= lc(φ) ∪ δΠi ,
where
δΠ0(φ)= ∅, δΠi (φ)= δΠi−1 ∪
{
dψ |ψ ∈Πi−1
}
,
and
Πi =
{
ψ ′ | sψ is a solution for lcΠi ,ψ |=ψ ′ and ψ ′ is prime for φ
}
,
where sψ is a solution for lcΠi (φ) if it satisfies lc(φ), lc(φ) ⊆ lcΠi (φ), and it verifies all
the dynamic constraints δΠi .
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Example 4. Consider again the input CNF of Example 1 and the generated SLI lc(φ). The
assignment s: xa = 1, xd = 1 (all the other binary variables are assigned 0), is a solution for
lcΠ0(φ)= lc(φ) ∪ δΠ0(φ)= lc(φ). The generated implicant ψs1 is a ∧ d , which is already
a prime implicant. By Definition 7, the dynamic constraint for a ∧ d is xa + xd < 2, which
is added to lc(φ). The modified SLI is:
lcΠ1 = lc(φ)∪ {xa + xd < 2}.
An assignment s′ which is a solution for lcΠ1 is the following:
xb = xc = xd = 1, xa = xc = 0.
The generated cube is ψs ′2 = b ∧ c ∧ d . The only prime implicant implied by b ∧ c ∧ d is
b ∧ c. The new dynamic constraint is xb + xc < 2 and the modified SLI is
lcΠ2(φ)= lcΠ1 ∪ {xb + xc < 2}.
An assignment s′′ which is a solution for lcΠ2(φ) is the following: xa = xc = 1, xb = xc =
xd = 0. From this assignment we can generate the prime implicant a∧c. The modified SLI
is:
lcΠ3(φ)= lcΠ2 ∪ {xa + xc < 2}.
Now, lcΠ3(φ) has no more solutions.
Lemma 3. Let φ be a CNF and lc(φ) the SLI generated by φ. Let lcΠj (φ) be a modified
SLI. Then:
(i) If s is a solution for lcΠj then:
(a) s is a solution for lc(φ);
(b) ψs is an implicant of φ.
(ii) If ψ ∈⋃i6j Πi then ψ is a prime implicant of φ.
(iii) If dψ ∈ lcΠj (φ) then:
(a) ψ ∈⋃i<j Πi ;
(b) ψ is a prime implicant of φ;
(c) sψ is not a solution for lcΠj (φ).
Proof.
(iii) (a) Observe that, by Definition 8, lc(φ)⊆ lcΠi (φ).
(b) A consequence of Theorem 1 and the above item (a).
(ii) Suppose ψ ∈ ⋃i6j Πi then ψ has been obtained by some sψ ′ according to
Definition 8 and sψ ′ has to be a solution of lcΠk (φ), k 6 j . By the previous item
(i-b) and Theorem 1, ψ ′ is an implicant of φ. By Definition 8, ψ ′ |= ψ and ψ is
prime.
(iii) (a) By Definition 8. (b) By (ii). (c) Any solution s of lcΠj (φ) has to satisfy dψ ;
therefore some of the binary variables appearing in dψ has to be assigned 0 by s.
But sψ assigns 1 to all the binary variables appearing in dψ therefore it is not a
solution for lcΠj (φ). 2
The above Lemma tells us that our method of constructing the set Πi is sound, that
is, only prime implicants will be stored in Πi , at every iteration i . We have to show
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completeness, that is, that there is an index j such that lcΠj (φ) has no more solutions
and such that in
⋃
i6j Πi there are all the prime implicants of φ.
Observe that a dynamic solution implies that at a given iteration j , the system of linear
constraints have been augmented with a certain number of dynamic constraints dγ , where
each γ is a prime implicant computed so far. At the next step, the choice of a set of
literals for generating a cube ψ , which is an implicant of an input CNF φ, depends on
the constraints which have been added so far. The addition of the constraints is crucial. We
have already shown that it preserves soundness, by Lemma 3. As for completeness we have
to show that the addition of the constraints δΠj , at step j , does not prevent the generation
of prime implicants not computed so far. This is the claim of the following lemma.
Lemma 4. Letψ be a prime implicant of a CNF φ. Let lcΠi (φ)= lc(φ)∪δΠi be a modified
SLI such that δΠi is the set of dynamic constraints added, up to the ith iteration, to lc(φ).
Then:
dψ /∈ δΠi iff sψ is a solution for lcΠi (φ).
Proof. One direction, namely
if sψ is a solution for lcΠi (φ) then dψ /∈ δΠi
is a consequence of item (iii-c). For, take the contrapositive, namely dψ ∈ δΠi implies sψ
is not a solution for lcΠi (φ), it is easy to see that this is what item (iii-c) states.
For the other direction assumeψ is a prime implicant of φ, dψ /∈ δΠi and sψ its generated
assignment. We have to show that sψ is a solution for lcΠi (φ). We shall first show, by
induction on |δΠi | = m the following claim: there is a set S = {xL1, . . . , xLm} of binary
variables such that for each dynamic constraint dγ ∈ δΠi , dγ mentions a variable xL ∈ S
and S ∩ B(Sψ) = ∅, where B(Sψ ) is the binary representation of the prime implicant ψ .
The claim is of course based on the fact that dψ /∈ δΠi .
When |δΠi | = 0, the hypothesis that dψ /∈ δΠi is satisfied and we simply let S =
B(Sφ)−B(Sψ).
Assume that whenever |δΠi |6m and dψ /∈ δΠi then we have the set S with the above
specified properties. Let |δΠi | = m + 1 and consider a dynamic constraint dγ ∈ δΠi . By
Lemma 3, γ is a prime implicant of φ. Therefore dγ mentions a binary variable xL such
that xL /∈ B(Sψ ) because, since both ψ and γ are prime, they must differ for at least a
literal. Hence {xL} ∩B(Sψ )= ∅. Let δ′Πi = δΠi − dγ . Now, |δ′Πi | =m and since dψ 6∈ δΠi
then dψ /∈ δ′Πi and we can apply the induction hypothesis to δ′Πi . Therefore there is a set
S ′ = {x ′L1, . . . , x ′Lm} such that for each constraint d ′ ∈ δ′Πi , d ′ mentions a variable x ′L ∈ S ′
and S ′ ∩B(Sψ)= ∅. Clearly δΠi = δ′Πi ∪dγ and (S ′ ∪ {xL})∩B(Sψ)= ∅, hence S ′ ∪ {xL}
is the required set and the induction is concluded.
We show, now, that sψ is a solution for lc(φ) ∪ δΠi . By Theorem 1, sψ is a solution for
lc(φ). To show that it also satisfies δΠi we shall use the set S that we have defined above,
by induction on the cardinality of the dynamic constraints added up to step i to lc(φ).
Let B(Sψ) be the set of binary variables in B(Sφ) which are assigned 0 by sψ . Observe
that B(Sψ) is, indeed, the complement of B(Sψ ), with respect to B(Sφ). S ⊆ B(Sψ ) for,
if xL ∈ S then L is not mentioned in ψ , by definition of S , hence sψ must assign 0
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to xL hence xL ∈ B(Sψ ). It follows that sψ assigns 0 to all the binary variables of S
therefore sψ satisfies δΠi . For, let d ∈ δΠi , d will be of the form xL1 + · · · + xLm < m.
By definition of S and sψ , we have that, for some xLi appearing in d , xLi ∈ S and
sψ(xLi )= 0, therefore d is satisfied. Hence δΠi is satisfied by sψ , which is thus a solution
for lcΠi (φ)= lc(φ)∪ δΠi (φ). 2
We are now ready to state the completeness of our method. This is the content of the
following theorem.
Theorem 3. Let lcΠi (φ) = lc(φ) ∪ δΠi be the modified SLI for some CNF φ. Suppose
lcΠi (φ) has no solution and Π =
⋃
j6i Πj . Let Ψ be the set of prime implicants of φ.
Then Π = Ψ .
Proof. One direction, namely that Π ⊂ Ψ is a consequence of Lemma 3. For the other
direction, suppose ψ ∈ Ψ and ψ /∈Π . Since ψ /∈Π then ψ /∈Πi , for all i , then dψ /∈ δΠi ,
by item (iii-a) of Lemma 3. By Lemma 4, since dψ /∈ δΠi then sψ is a solution for lcΠi (φ):
a contradiction with the hypothesis that lcΠi (φ) has no more solutions. 2
We recall that PI/FS consists of (i) finding an implicant ψ ′ of the input theory φ (not
necessarily a prime one), and (ii) searching for a prime implicant ψ implied by ψ ′. The
algorithm Enumerative PI/FS, in short EPI/FS, shown in Fig. 2, works by executing
at each iteration i the following steps. First, it executes Algorithm PI/FS. Then, by
INPUT: a CNF theory φ;
OUTPUT: the set Π of all prime implicants for φ;
METHOD:
(i) Π := ∅; halt := FALSE;
(ii) WHILE not(halt) DO
(a) Construct the modified SLI lcΠ(φ);
(b) Solve lcΠ(φ) using an algorithm
for integer programming. IF lcΠ(φ) has no feasible solution
THEN halt := TRUE ELSE let s be the yielded solution.
(c) IF not(halt) THEN
Generate all prime implicants implied by ψs
by exploiting standard backtracking over steps (iii) and (iv).
of Algorithm PI/FS. Let Π ′(ψ ′) be the set of these prime implicants.
Π :=Π ∪Π ′(ψ ′);
ELSE RETURN Π .
Fig. 2. Algorithm EPI/FS.
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employing standard backtracking, the algorithm generates, one at a time, the set of all
prime implicants Π ′(ψ ′) implied by ψ ′. Finally, the previous steps are executed again on
the modified SLI, obtained by adding the constraints δΠ ′(ψ ′). This process is iterated until
no further solutions are generated. Observe that at step (ii) the algorithm first compute all
the prime implicants of φ which are implied by the implicant ψ ′ and then it resumes the
set of all the prime implicants computed so far.
Here follows the algorithm.
Theorem 4. The Algorithm EPI/FS returns the set of all prime implicants of the input
CNF theory φ.
Proof. The algorithm would stop at iteration j + 1 if and only if the corresponding
modified SLI lcΠ has no solution. Hence the claim follows by Theorem 3. 2
In the discussion above we have implicitly assumed that Algorithm EPI/FS is used to
enumerate all prime implicants of the input theory. It is worth pointing out that EPI/FS can
be employed also to enumerate only some of these prime implicants. Indeed, this algorithm
can be trivially modified by adding a further input parameter, say k, to define the number
of generated prime implicants, and have the algorithm to stop soon after the kth prime
implicant has been returned.
Selective enumeration
The approach we have outlined above to discard already generated prime implicants can
be exploited more in general to perform selective generation of prime implicants. In fact,
if we are interested in finding prime implicants satisfying specific properties, for example
a prime implicant containing some preferred literal, a prime implicant which must not
contain some literals, or a prime implicant of a fixed cardinality, or more generally, if
we are driven by preference criteria in finding prime implicants, these criteria can be
implemented in the integer program by just adding new constraints that solutions must
satisfy. Since all feasible solutions have to meet the specified supplementary constraints,
all the generated prime implicants will satisfy the specified selection criteria. Thus, in
order to obtain selective enumeration of prime implicants meeting some requirements, it
is sufficient to be able to adequately specify linear constraints associated with the given
selection criterion. It is not possible to provide a general rule to derive constraints from
selection criteria, because the form of this constraint will, in general, depend on the specific
application context.
However, we give next some examples that may serve as references for the approach.
Selective generation of prime implicants is a main issue in characterizing the minimal ex-
planations of a phenomenon. For an abductive problem, for example, minimal explanations
containing only some particular literals are often preferred among the others (see [43]).
In [26] the tight correspondence has been shown between prime implicants and abduc-
tive explanations. Abduction is a form of logical inference whose essence is the generation
of an explanation ψ of an observed event ε which is not logically entailed by the back-
ground theory Σ . More formally, if ε is a formula such that Σ ∪ {ε} is satisfiable, but
ε is not a logical consequence of Σ , then an abductive explanation of ε with respect to
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Σ is a conjunction ψ of literals such that Σ,ψ |= ε. As pointed out since the earliest
papers on modern abduction [8,9,32], any deductive system that can be used to generate
consequences can also be used to perform abduction. In fact, abduction is based on the
principle that Σ,ψ |= ε iff Σ,¬ε |= ¬ψ [26]. Moreover, if Σ is a finite theory, by taking
the conjunction of the sentences in Σ we get Σ,ψ |= ε iff ψ |=∧Σ→ ε. To avoid trivial
explanations, it is in general required that the ψ’s are conjunction of literals. Therefore the
minimal abductive explanations ψ of ε are the prime implicants of the formula
∧
Σ→ ε.
The dual notion of prime implicate was exploited by Reiter and de Kleer [38] to find the
minimal supports of a clause. Since ψ |=∧Σ → ε iff ∧Σ ∧ ¬ε |= ¬ψ the abductive
explanations ψ of ε are the negation of the implicates of
∧
Σ ∧¬ε and the minimal ones
are the prime implicates of
∧
Σ ∧¬ε. The two formulations are equivalent (see Theorem
3.1 of [26]).
Given the description of a system together with the observation of system’s behavior, if
the observation conflicts with the way the device is supposed to behave, we are faced with
a Diagnosis problem. The task is then to determine those system components which can
explain the malfunction. Two main formal accounts were developed for this problem: the
consistency-based [37] and the abductive [8,9,31] approaches. If we take the abductive
approach to Diagnosis, we can use the correspondence shown to hold between prime
implicants and abductive explanations to find malfunctioning components.
Example 5. Let us consider the well known full adder example, extensively described in
[37]. This device can be represented by a system with components {A1,A2,X1,X2,O1},
where A1,A2 are and gates, X1,X2 xor gates and O1 an or gate, and the following
descriptionΣfa:
and(A1,X,Y,C1)∧ xor(X1,X,Y,S1)∧ and(A2,Z,S1,C2)∧
xor(X2,Z,S1, S)∧ or(O1,C1,C2,C)→ fa(X,Y,Z,S,C),
where X,Y are the two input bits, Z is the carry-in, S is the result bit and C is the carry-
out. The outputs of A1 and A2 gates are the input to the O1 gate, whereas the output of the
X1 gate is the input for the X2 gate. The normal behavior of the gates is expressed by the
following theory Σnb:
¬ab(A)→ and(A,0,0,0), ¬ab(A)→ and(A,0,1,0),
¬ab(A)→ and(A,1,1,1), ¬ab(X)→ xor(X,0,0,0),
¬ab(X)→ xor(X,1,0,1), ¬ab(X)→ xor(X,1,1,0),
¬ab(X)→ or(X,0,1,1), ¬ab(X)→ or(X,1,0,1),
¬ab(A)→ and(A,1,0,0),
¬ab(X)→ xor(X,0,1,1),
¬ab(X)→ or(X,0,0,0),
¬ab(X)→ or(X,1,1,1).
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The predicate ab stands for abnormal and is a distinguished predicate which helps us to
describe how the system components normally behave. Thus, for instance, the first rule
says that an and gate having both inputs 0 normally outputs 0.
Suppose we have the following observation fa(1,0,1,1,0). There are three possible
Diagnosis for the malfunctioning of the full adder: {X1}, {X2,O1}, {X2,A2} and in fact
ab(X1), ab(X2) ∧ ab(O1) and ab(X2) ∧ ab(A2) are prime implicants of Σfa ∧ Σnb→
fa(1,0,1,1,0).
An interesting application for selective generation of prime implicants that we have
presented in this paper concerns a single fault Diagnosis, that is, a Diagnosis with a
single malfunctioning component. As pointed out by Reiter: “Single fault Diagnoses
are of particular interest, primarily because one normally expects components to fail
independently of each other. As a result, single fault Diagnoses are judged more likely
to be correct than multiple fault Diagnoses.” [37]. If single fault Diagnosis are preferred,
we can easily obtain them using our method by adding the constraint
ab(A1)+ ab(A2)+ ab(X1)+ ab(X2)+ ab(O1)= 1.
In fact, this constraint forces a search for those feasible solutions containing only one
abnormal predicate. Such a solution, if any, is obviously already a prime implicant. In our
example ab(X1) is the prime implicant found. Observe that forcing a predicate with an
equation is a way to circumscribing it.
There are situations, however, where more sophisticated constraints must be used to
single out interesting prime implicants. As an example consider a situation where the
selection criterion uses some cost metrics associated to prime implicants. In such cases,
Algorithm EPI/FS cannot be directly employed. Rather, it must be modified in such a way
that cost criteria can be taken into the right account while generating prime implicants.
4.2. Systems with minimization functions
In this section we present a variant of the method, which is based on an optimization
problem subject to lc(φ). The basic idea is that solutions can be given a certain cost, and
this cost can be minimized by a suitable function that selects a solution on the basis of its
cost. We shall show that solutions with minimal cost correspond to prime implicants.
Definition 9 (Cost of an assignment). Let φ be a formula and
B(Sφ)= {xL1, . . . , xLm}
its binary representation. We define the costw(s) of an assignment s to the binary variables
of B(Sφ) as follows:
w(s)=
∑
16i6m
cixLi ,
where ci is a cost coefficient, and xLi ∈ B(Sφ).
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Given two assignments s, s′, we say w(s) < w(s′) in the obvious sense. Let W be the
set of costs associated with assignments on B(Sφ); W is ordered by <. We say that w(s)
is a minimum cost in W if it is the minimum with respect to <.
Let Σφ be the set of assignments which are solutions for lc(φ) and s ∈ Σφ . We say
that s is <lc(φ)-minimal—or has <lc(φ)-minimal cost—if there is no s′ ∈ Σφ such that
w(s′) < w(s).
Definition 10 (Optimization function subject to an SLI). Let φ be a formula, B(Sφ) its
binary representation and W the set of associated costs. A function min-w on the set S of
assignments for B(Sφ) is an optimization function if it chooses an assignment s to B(Sφ)
which has minimum cost in W .
We say that min-w is an optimization function subject to lc(φ) if it chooses an
assignment to B(Sφ) which is a solution to lc(φ) and is <lc(φ)-minimal.
Definition 11 (Optimization problem). Let lc(φ) be an SLI for some CNF φ, B(Sφ) =
{xL1, . . . , xLm} its binary representation and min-w an optimization function subject to
lc(φ). We call Olc(φ):
min-w=
∑
16i6m
cixLi subject to lc(φ)
the optimization problem subject to lc(φ), where ci is a cost coefficient and xLi ∈B(Sφ).
We say that an assignment s is a solution for Olc(φ) if s is a solution for lc(φ) and s is
<lc(φ)-minimal. A solution for Olc(φ) is said to be an optimal solution, while any solution
for lc(φ) which is not a solution for Olc(φ) is said to be a feasible solution.
Example 6. Consider the following CNF φ = (a ∨ b∨ d)∧ (b ∨ a ∨ c)∧ (e∨ a ∨ d). By
assuming the cost coefficients ci all set to 1, Olc(φ) is:
min-w= xa + xb + xd + xb + xa + xc + xe + xd
subject to lc(φ)

xa + xb + xd = λ1,
xb + xa + xc = λ2,
xe + xa + xd = λ3,
xa + xa 6 1,
xd + xd 6 1,
xb + xb 6 1,
λ1, λ2, λ3 > 1.
The assignment s: xa = 1, xc = 1 (all the other binary variables are assigned 0), is a
solution for lc(φ). It is easy to verify that s has <lc(φ)-minimal cost, therefore it is a
(optimal) solution for Olc(φ). Similarly, the assignment s′: xa = 1, xb = 1 and the other
variables set to 0 has <lc(φ)-minimal cost and thus it is also a solution for Olc(φ). Note
that, in fact, both a ∧ c and a ∧ b are prime implicants of φ.
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Observe that costs of assignments are linearly ordered by <. However a solution might
not have minimum cost being however <lc(φ)-minimal. Among all the solutions in Σφ
those which coincide with prime implicants are also partially ordered by <lc(φ). In fact,
a solution having <lc(φ)-minimal cost is a prime implicant. This is stated in the next
lemma.
Lemma 5. Let Olc(φ) be an optimization problem subject to lc(φ); if s is an (optimal)
solution for Olc(φ) then ψs is a prime implicant of φ.
Proof. Let s be a solution for Olc(φ), then s has <lc(φ)-minimal cost, for min-w, and s
is a solution for lc(φ), by Definition 11. By Theorem 1, ψs , the cube generated by s, is
an implicant of φ. Suppose ψs is not prime. Then there is a ψ ′, with ψs |= ψ ′, which is
prime for φ and such that some L mentioned in ψs does not appear in ψ ′. It follows that
S(ψ ′)⊂ S(ψs) and, hencew(sψ ′) < w(s). Since, by Theorem 1, sψ ′ is a solution for lc(φ),
it follows that s is not <lc(φ)-minimal: contradiction. 2
In general the converse of the above Lemma 5 does not hold.
Lemma 6. Let Σlc(φ) be the set of solutions for lc(φ), then there exists a solution s′ ∈
Σlc(φ), which is <lc(φ)-minimal.
Proof. Since Σlc(φ) is finite, the set of solution costs can be linearly ordered by <. 2
Corollary 1. Let Olc(φ) be an optimization problem. If lc(φ) has a solution then Olc(φ)
has a solution.
Proof. By Lemma 6 and Definition 11. 2
Analogously as for the simple system lc(φ), also for the optimization problem Olc(φ),
φ has a solution iff φ is satisfiable.
Lemma 7. φ is unsatisfiable iff Olc(φ) has no solution.
Proof. For one direction, if φ is unsatisfiable then, by Lemma 1, lc(φ) has no solution and,
therefore, Olc(φ) has no (optimal) solution.
On the other hand, suppose Olc(φ) has no solution and φ is satisfiable; then since it is
satisfiable it has a model M , M |= φ. Let ψ be the conjunction of all literals of φ which
are true in M , then ψ |= φ. Hence ψ is an implicant of φ. By Theorem 1, sψ is a solution
for lc(φ) hence, by Corollary 1, Olc(φ) has a solution, a contradiction. 2
As for the SLI’s also for the optimization problem we shall assume consistent CNF φ.
The algorithm for the above described optimization problem is called PI/OS (Prime
Implicants/Optimal Solution) and it is shown in Fig. 3.
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INPUT: a CNF theory φ;
OUTPUT: ψ , a prime implicant of φ.
METHOD:
(i) Construct the optimization problem Olc(φ) as:
min-w=∑16i6m cixLi
subject to lc(φ)
xLi ∈ {0,1} for Li ∈ Sφ
(ii) Solve Olc(φ) using one of the
algorithms for integer optimization problems.
Let s be the yielded optimal solution.
(iii) RETURN ψs , the cube generated by s.
Fig. 3. Algorithm PI/OS.
Theorem 5. Let φ be a CNF and ψs the cube yielded by Algorithm PI/OS, with s a
solution of the Olc(φ). Then ψs is a prime implicant of φ.
Proof. At step (i) and (ii) the algorithm will yield a solution s for Olc(φ), by Lemma 7 and
the hypothesis that φ is satisfiable. By Lemma 5, as s is an optimal solution for Olc(φ), ψs
is a prime implicant of φ. 2
Enumerating implicants
Analogously as for the case discussed above, concerning the enumeration of prime
implicants via feasible solutions of a modified SLI, we want to get the set of all prime
implicants of a given CNF φ using the optimization function and a modified SLI. Therefore
we have to extend the optimization problem Olc(φ) and introduce the notion of modified
optimization problem and of solution of a modified optimization problem.
Definition 12 (Modified Olc(φ)). Let φ be a CNF. A modified OlcΠi (φ) is a modified SLI
lcΠi with optimization function
min-w=
∑
16i6m
cixLi subject to lcΠi (φ).
Let ΣlcΠi (φ) be the set of solutions for lcΠi , we say that s ∈ ΣlcΠi (φ) is <lcΠi (φ)-min-
imal—or has <lcΠi (φ)-minimal cost—if for no s
′ ∈ΣlcΠi (φ), w(s′) < w(s).
s is solution for OlcΠi (φ) if it satisfies Olc(φ), Olc(φ) ⊆ OlcΠi (φ), it verifies all the
dynamic constraints δΠi and s has <lcΠi (φ)-minimal cost.
Lemma 8. Let OlcΠi (φ) be a modified optimization problem for a given CNF φ and s a
solution. Then s is a solution for lcΠi (φ).
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Proof. By Definitions 11 and 12. 2
Lemma 9. Let ΣlcΠi (φ) be the set of solutions for lcΠi . Then there exists a solution
s′ ∈ΣlcΠi (φ) which has <lcΠi (φ)-minimal cost.
Proof. The set of solutions for lcΠi (φ) is finite and their costs can be ordered by <. 2
Corollary 2. Let lcΠi (φ) be a modified SLI for a given CNF φ. If lcΠi (φ) has a solution
then OlcΠi (φ) has a solution.
Proof. By Lemma 9 and Definition 12. 2
Theorem 6. Let OlcΠi (φ) be a modified optimization problem for some CNF φ. Suppose
OlcΠi (φ) has no (optimal) solutions and let Π =
⋃
j6i Πj . Let Ψ be the set of prime
implicants of φ. Then Π = Ψ .
Proof. By Theorem 3 and Lemma 5 we immediately obtain Π ⊆ Ψ . To show that Ψ ⊆Π
we proceed by contradiction and assume that there exists ψ belonging to Ψ such that
ψ /∈Π . Therefore, ψ /∈Πi , for all i . By item (iii-a) of Lemma 3, it follows that dψ /∈ δΠi .
By Lemma 4, since dψ /∈ δΠi then sψ is a solution for lcΠi (φ). By Corollary 2, OlcΠi (φ)
has a solution, a contradiction. 2
We show, now, how to incrementally modify the Algorithms PI/OS in order to obtain
all the prime implicants of the input formula φ. We shall follow steps similar to those for
PI/FS. Indeed, analogously to the case of EPI/FS, in order to enumerate prime implicants,
the Algorithm Enumerative Prime Implicant/Optimal Solutions, EPI/OS, shown in Fig. 4,
amounts to adding dynamic constraints to the basic Olc(φ) problem each time an implicant
is computed. 3
Example 7. Consider the input CNF of Example 6. The first solution found by the
algorithm can be a ∧ c, with cost 2, that generates the constraint xa + xc < 2. By running
the updated linear program again we get the new solution xb = xa = 1, i.e., the prime
implicant b ∧ a, with cost equal, again, to 2. The new constraint is then xb + xa < 2,
and no more solutions with cost equal to 2 exists. Thus, the next solution found can be
xd = xc = xe = 1, i.e., the prime implicant d ∧ c ∧ e, with cost equal to 3. The following
iterations yield further prime implicants.
Theorem 7. Let φ be the CNF given in input to the Algorithm EPI/OS. There is an
iteration j such that EPI/OS returns in Π =⋃i6j Πi the set of all the prime implicants
of φ.
Proof. By Theorem 6. 2
3 An algorithm which is similar to EPI/OS has been previously presented in [30].
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INPUT: a CNF theory φ;
OUTPUT: the set Π of all prime implicants for φ;
METHOD:
(i) Π := ∅; halt := FALSE.
(ii) WHILE not(halt) DO
(a) Construct the optimization problem Olc(φ) as follows:
min-w=∑16i6m cixLi
subject to lcΠ(φ)
xLi ∈ {0,1} for Li ∈ Sφ
(b) Solve OlcΠ(φ) using an algorithm for
integer optimization problems. IF OlcΠ(φ) has no feasible solution
THEN halt := TRUE ELSE let s be the yielded optimal solution.
(c) IF not(halt) THEN Π :=Π ∪ {ψs} ELSE RETURNΠ .
Fig. 4. Algorithm EPI/OS.
Selective enumeration
As an application example, we consider next cost-based abduction. A peculiar feature of
abductive reasoning is that, usually, explanations are required to respect some fundamental
conditions, in order to be accepted as interesting. However, the main restrictions imposed
on explanations such as consistency, minimality, particular syntactical form sometimes
are not sufficient because there could be many different explanations satisfying these
restrictions, all of them being equally plausible. Often, some preferential ordering is
desirable. One of the proposed approach is weighted abduction [15]. Every hypothesis
is assigned a numerical cost and the cost of an explanation is a function of the cost of the
assumptions made in the explanation. The best explanation is the one having the least cost.
A particular case of weighted abduction is cost-based abduction [6] where the employed
cost function is the sum of the costs of the hypothesis. A linear programming approach
to cost-based abduction has been presented in [41]. In this approach causal relationships
are translated into a set of linear constraints and explanations are showed to be binary
feasible solutions of such set, while least cost explanations correspond to binary solutions
which minimize a particular objective function. Because of relationships, discussed above,
holding between abductive explanations and prime implicants, our approach provides an
alternative integer programming solution to finding least cost explanations. In fact it is
sufficient to rewrite the constraints by assigning costs to binary variables corresponding to
hypotheses and a fixed and very high cost to the remaining ones. Since an optimal solution
must minimize the weighted sum of all the constraints, if a variable has an high cost, the
optimizer will try not to use it, hereby excluding the associated uninteresting explanations.
We illustrate this application by using an example taken from [41].
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Example 8. Consider the following situation: “John visits his friend Mary’s house and
finds that the place is quiet. He concludes that Mary is not at home.” The information John
used to infer this conclusion are described by the following theory Σ :
tvOff ∧ radioOff → houseQuiet
noOneHome∨ noShows∨ blackout→ tvOff
noOneHome∨ badSongs∨ blackout→ radioOff
Suppose the observation φ is houseQuiet and the predicates noOneHome, noShows,
blackout and badSongs are the hypotheses with associated costs 7, 6, 10 and 3, respectively.
In order to formulate the problem of finding the least cost explanation as that of finding the
prime implicant of Σ→ φ with the same least cost, we have to transform Σ→ φ in CNF
and then translate it to its 0–1 integer programming form. The transformation of Σ → φ
in CNF gives
houseQuiet∨ tvOff ∨ noOneHome∨ noShows∨ blackout∨¬radioOff
houseQuiet∨ tvOff ∨ noOneHome∨ noShows∨ blackout∨ badSongs
The corresponding integer program is:
min-w= c1xh + c1xt + 7xn + 6xw + 10xb + c1xr + 3xs + c1xr + c1xt
subject to
lc(φ)=

xh + xt + xn + xw + xb + xr = λ1,
xh + xt + xn + xw + xb + xs = λ2,
xh + xr + xt + xn + xs + xb = λ3,
xh + xr + xn + xw + xb + xs = λ4,
xt + xt 6 1,
xr + xr 6 1,
λ1, λ2, λ3λ4 > 1,
xL ∈ {0,1} for L ∈ S,
where
h, t, n, r, b, s,w
stand for
houseQuiet, tvOff ,noOneHome, radioOff ,blackout,badSongs and noShows
respectively, and c1 is a numerical weight much greater than the maximum cost of the
hypotheses. The optimal solution of this program is xn, that is noOneHome, which is, in
fact, the least cost explanation.
It is worth noting that the same approach to assign weights to variables can be used
when the occurrence of some predicates must be minimized. In fact, if the variables
corresponding to these predicates are assigned a high weight, the integer programming
procedure is driven to find a solution which does not contain those variables, if one such a
solution exists.
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5. Discussion
In this section, we informally discuss some issues related to the computational properties
of our algorithms. It is clear that the efficiency of our approach relies on the efficiency of
the underlying algorithmic engine to which the solution of the 0–1 linear programming
problem is demanded. It is known that 0–1 linear programming is a very difficult task, in
fact it is clearly NP-hard. Therefore, any solution engine cannot run better than exponential
time in the worst case, even if best implementations use smart techniques in order to
minimize the number of steps needed to explore the search space.
It should be clear, however, that the time complexity paid for solving our basic 0–1 linear
problems lc(φ) is bound above by the time complexity paid for solving the optimization
problem {min-w, subject to lc(φ)}. Therefore we can conclude that Algorithm EPI/FS is
very likely to outperform Algorithm EPI/OS in most cases.
As an example, assume that the input formula φ has only one prime implicant ψ
and exponentially many implicants, all of which are implied by ψ . On such an input,
Algorithm EPI/FS will almost surely largely outperform Algorithm EPI/OS, since as soon
as a feasible solution for the basic 0–1 linear programming problem is found, Algorithm
EPI/FS will produce the prime implicant ψ very quickly, whereas Algorithm EPI/OS
could go through many feasible solutions before obtaining the optimal one. The relative
behaviour of our two algorithms is also confirmed by experimental results, illustrated in
the next section.
On the other hand, Algorithm EPI/OS allows more general form of criteria to be
implemented for supporting selective prime implicant enumeration and, as such, is
applicable to a larger set of application cases than Algorithm EPI/FS.
6. Experimental results
This section is devoted to illustrating experimental results we have obtained by running
our algorithms. Experiments consisted in comparing our approach with the Matrix Method
of Jackson and Pais [19], which, as already pointed out, is the best known method for
computing prime implicants of CNF formulae. This method is a sound and complete
method which performs a breadth-first search through a matrix of clauses ordered with
respect to a function depending on the cardinality of the set of literals already considered
and their complements. The shortest clause is chosen as the starting clause. Every literal
of the starting clause is considered as the beginning of a path. At each subsequent step,
either a path already contains a literal to be found in the current clause, or it is extended
by adding a literal consistent with the literals it contains, checking for subsumed paths at
the same time. This way, all prime implicants of the input CNF are obtained. All three
algorithms have been implemented in C and run on a DEC ALPHA workstation under
OSF/1 V3.0 operating system, by using the CPLEX Linear Optimizer to solve integer
linear programs. In order to evaluate the performances of our algorithms we have first of
all tested them on the same classes of theories used by Jackson and Pais in their paper [19].
Then, we have considered some standard benchmarks of random 3SAT problems [22],
also including “hard” instances (i.e., those for which ratio (number of clauses/number of
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Table 1
Percentage of prime implicants computed by EPI/FS and EPI/OS
Class NC NL AS MPI EPI/FS EPI/OS CPU-time
B 12 4 6 5 31.5 20.3 0.02
C 12 4 12 65 8.0 1.8 0.33
D 12 4 18 261 31.7 1.1 1.26
E 12 8 12 176 27.8 3.7 0.53
F 12 12 12 306 44.5 3.9 1.03
G 24 8 12 198 80.5 18.3 21.61
H 36 8 12 144 86.8 44.5 54.79
variables) is close to 4.3), which have been recently shown to be the “hardest” problems
also as far as the generation of prime implicants is concerned [42]. Finally, we have tested
the algorithm performances in deriving solutions to K-clique problems.
The first group of experiments, where we have used the same test theories as Jackson
and Pais’, were devoted to evaluating the percentage of prime implicants yielded by our
algorithms using the same CPU time as that needed by the Matrix Method to find all of
them, when running on small theories. Analogously to Jackson and Pais, we have generate
propositional CNF theories using pseudo-random numbers. Runs were defined using three
parameters:
(i) the number of clauses appearing in the theory (NC);
(ii) the maximum number of literals in each clause (NL);
(iii) the total number of propositional variables involved (called AS, for alphabet size).
The theories were required not to contain unit clauses or tautologies or clauses with
repeated letters. The three parameters above have been varied to provide different classes
of theories for the comparison purpose. The classes of theories used in this first group of
experiments are shown in Table 1. We have considered 70 different theories on the whole,
10 for each class. Algorithm EPI/OS was run with all cost factors in the minimization
function min-w set to 1. For each class, the table reports:
(1) the mean of the total number of prime implicants (MPI) generated by the Matrix
Method,
(2) the percentage of prime implicants computed, respectively, by EPI/FS and EPI/OS
by running the same execution CPU time as the Matrix Method—the execution CPU
time, in seconds, being shown in the rightmost column.
We have compared the performances of the algorithms on classes B, C and D to determine
the effect on each algorithm of increasing the alphabet size, on C, E and F for the effect
of increasing the maximum clause size, and on E, G and H for the increasing size of the
theory.
As the table clearly shows, the percentage of prime implicants computed by both
EPI/FS and EPI/OS with the same running time used by the Matrix Method increases
as number of clauses, alphabet size and clause size increases too. In particular, EPI/FS
generates almost all the prime implicants for the larger classes G and H. We emphasize
that this result is much more evident as the alphabet size increases.
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Table 2
CPU time required by EPI/FS, EPI/OS and MM
NC AS MPI EPI/FS EPI/OS MM
68 15 2 0.6 1.5 23
86 20 19 8.8 31 1368
130 30 41 51 297 9960
215 50 168 1803 36595 > 5 h
This behaviour brought us to perform a second group of experiments on standard
benchmark of harder problems. So, we ran our algorithms on hard random 3SAT problems.
These problems have been extensively investigated and it has been shown that they exhibits
a phase transition at a critical ratio of constraints to variables [27]. This critical ratio α is
in the neighborhood of α = 4.3. The satisfiability phase transition from under-constrained
(almost all satisfiable) to over-constrained (almost all unsatisfiable) are interesting because
experimentally the hardest problems are found to lie there [22]. Very interestingly to us,
[42] shows that implicates and prime implicates of different length exhibits their own phase
transitions which share the same critical point of 3SAT.
Table 2 reports the CPU time expressed in seconds required by EPI/FS, EPI/OS (again,
with cost factors for min-w all set to 1), and Matrix Method (MM) to compute all the prime
implicants of problems for values of the ratio α close to 4.3. Problem instances have been
generated using Kautz and Selman’s random CNF generator [22]. It is worth noticing that
for this kind of hard problems, our algorithms find all the prime implicants much faster
than the Matrix Method. Furthermore, as the number of variables increases, MM is not
applicable any more because its running time gets too large.
An interesting question to answer was how the variation of the critical ratio (of
constraints to variables influenced the performances of the algorithms. To answer this
question, we performed a further set of experiments using, again, Kautz and Selman’s
random CNF generator [22] to obtain input formulae. In this case we analyzed the
performances of the MM and EPI/FS on 3SAT instances with 50 variables and ratio varying
from 2 to 6.5.
For each test case, the elapsed time in seconds for the EPI/FS to return the first implicant,
the 20, 40, 80 and 100% of all implicants of the input formula has been computed. The
results of this test are reported in Table 3. In the table, column TotComp reports the
total number of implicants computed by the EPI/FS. This value gives some insight in the
behaviour of our algorithm in those case where it was not able to deliver the entire set of
prime implicants of the input formula (we imposed a time-limit equal to 5 h running time).
In the last row of the table, asterisks denote meaningless entries (e.g., the time needed to
compute ten percent of 4 implicants). With the considered instances, the MM was not able
to terminate within the set time bound of 5 h running time, whereas our method was able
to deliver, with a good degree of efficiency, all the implicants of the input formula in all
test cases with ratio equal to or greater than 4.23, and a significant number of implicants in
all cases. Overall, also this latter set of 3SAT test cases confirmed that our methods feature
good computational behaviors, outperforming MM in almost all cases.
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Table 3
CPU time required by EPI/FS and MM for 50-vars instances, ratio varying
Ratio AS TotComp First imp 10% 20% 40% 80% 100% MM
2 50 1068 0.11 – – – – – >5 h
3.5 50 428 1.35 – – – – – >5 h
4.23 50 247 5.12 134.35 295.72 944.57 4452.53 12222.22 >5 h
5.5 50 21 9.05 23.71 47.84 102.84 320.32 423.78 >5 h
6.5 50 4 6.76 * * * * 16.00 >5 h
Table 4
CPU time required by EPI/FS 2-clique and 3-clique instances, ratio varying
K Ratio Nodes AS Nr. cliques First imp 100%
2 5.86 7 35 19 0.10 5.45
2 6.57 10 65 44 0.17 35.85
3 8.92 5 25 11 0.15 2.95
3 11.21 10 52 48 0.18 70.15
3 13.82 15 150 294 0.37 9226.0
4 24.13 20 270 85 1.55 2615.0
As a final group of experiments, the generation of solutions of K-clique problems was
considered. We expected that such problem, having more “structure” than 3SAT, to be
more favorable to our algorithms. We ran the EPI/FS algorithm to compute 2-cliques and
3-cliques of randomly generated graphs with 5, 7, 8, 10, 15 and 20 nodes. The instances
were coded in the form of CNF formulae, obtaining a critical ratio ranging from 5.86 to
24.82. Such relatively high ratio are determined by the structure of the CNF formulae
encoding the K-clique problems. Average running times (in seconds) to compute the first
and all implicants, respectively, resulting from this latter set of experiments are reported in
Table 4.
7. Related work
In this section we survey several papers presenting results related to the subjects treated
here.
Numerous algorithms (e.g., [19,24,33,44,45]) for computing prime implicants of
formulae in both conjunctive and disjunctive normal form have been proposed in the
literature. One of the earliest is the consensus method due to Quine [33]. It is based on
repeated applications of two steps:
(1) find the resolvent of two conjunctions and
(2) delete subsuming conjunctions. When no new conjunction can be added that does
not subsume existing ones, the set of prime implicants has been obtained.
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In [44] Slagle et al. introduce the concept of semantic tree together with frequency ordering
on literals occurring in the formula. The algorithm they propose performs a depth first
search of the search tree in which the branches below a given node are literals appearing
in the clauses not yet considered. Literals are ordered with respect to their frequency
of occurrence in these clauses. Because of the heuristic used which generates a partial
order on the successors of the current node at any given point in the search, the algorithm
sometime finds implicants that are not prime.
A different approach which avoids this problem is the Matrix Method of Jackson and
Pais [19] that we have used in our experiments, as discussed above. The Matrix Method
was shown to outperform Slagle, Chang and Lee.
In [24] Kean and Tsiknis provide an incremental method, based on a particular form of
consensus, for generating prime implicates from an arbitrary Boolean expression which
updates the set of prime implicates when its original corresponding Boolean expression
is modified. If ψ is a prime implicate of a formula φ and C a new clause to be added to
φ, the method only performs consensus with respect to the set of literals occurring in C.
Though this allows to reduce the number of resolution steps necessary to compute prime
implicants, it does not take into account the number of subsumption tests required.
A method based on the Kean and Tsiknis algorithm, which facilitates subsumption
checking, is presented by de Kleer in [13]. The method uses a particular data structure
(called tries) to represent the database of clauses which supports deletion and addition
of clauses in an efficient way, thus allowing a significant improvement in algorithm
performances. As for Kean an Tsiknis, de Kleer uses the dual notion of prime implicants
of a DNF, hence prime implicates of a CNF. As we already mentioned in the introduction
we did not compare our algorithm with those based on the notion of prime implicants of a
DNF, since the computation is drastically different.
In [18] Jackson presents an algorithm which, like [24], computes prime implicates
incrementally for the special case of a theory that is already represented by prime
implicants and that is extended by a single clause. In this case, performances are shown to
be better than those of [24].
An algorithm similar to that of [44] is presented in [45], the main difference being their
basic data structure. Socher, in fact, represents a formula by means of a matrix where the
rows are labeled with the variables of the formula and the columns with the number of its
subformulae. Prime implicants are found by generating all the paths through the matrix.
A path is obtained by taking a nonzero entry in each column of the matrix and writing
down the variable of the corresponding row. Subsumed paths are discarded. The method
can be considered an extension of the Matrix Method in automated theorem proving.
In [46] Strzemecki introduces a notion of neighborhood cube of a term of a Boolean
function represented in DNF and establishes a correspondence between neighborhood
cubes and prime implicants. Several algorithms are presented and shown to be polynomial
in the number of minterms occurring in the disjunctive normal form representation of a
Boolean function.
In [35] Ramesh and Murray develop several methods to compute prime implicants
and implicates of a Negation Normal Form. One of them, called PI, is a combination of
the techniques developed in [18,19,24] and based on the inferencing mechanism of path
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dissolution. An improvement of this algorithm is presented in [36] which avoids tests for
subsumption.
In [28] an algorithm for the computation of prime implicates of formulae constituted by
a conjunction of DNF is presented. The algorithm is based on an operation defined in the
context of order theory.
Our approach of transforming the problem of computing prime implicants into an
equivalent optimization problem is, to the best of our knowledge, new in the literature.
We have already argued that a major difference of our approach with respect to others
relies on the fact that, whereas traditional methods compute all the prime implicants at
the same time, the established correspondence between a prime implicant of a formula φ
and an (optimal) solution of an integer programming problem, allows us to find one prime
implicant at a time.
8. Concluding remarks
We proposed a novel approach to characterizing prime implicants of a formula in CNF,
using a suitable transformation to a 0–1 problem and then using linear programming.
In particular, we showed that the prime implicants are the solutions of a system of
linear inequalities generated by the CNF. These solutions were found by searching for
the solution set of an equivalent integer programming problem. Differently from classic
approaches, our method yields one prime implicant of the input formula at a time. It is
known that the number of prime implicants can be exponential in the number of variables
of a Boolean function, thus, when the size of a theory is large, it could be infeasible to find
all its prime implicants. In this case our approach can be advantageous because it allows to
find at least an interesting subset of prime implicants. Moreover, our method can be used
to support selective enumeration, where preferences on the structure of generated prime
implicants can be specified in the form of additional constraints. Our method is sound
and complete. Moreover we have conducted comparative experiments which demonstrate
the effectiveness of our approach as compared with the classic Jackson and Pais Matrix
Method. We have excluded comparisons with other approaches based on the computation
of prime implicants of DNFs, because the methods are deeply different.
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