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Interdisciplinarni študijski program Uporabna statistika
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Abstract
In logistic regression when we analyse small or sparse data sets, results obtained
by classical maximum likelihood methods cannot be generally trusted. In such
analysis it may even happen that maximum likelihood parameter estimates do not
exist. The situation has been termed as ”separation” or ”monotone likelihood” as
the two outcome groups are perfectly separated by the values of a covariate or a
linear combination of covariates and the maximum likelihood curve is infinitely in-
creasing. This causes maximum likelihood estimates to be undefined and numerical
algorithms for likelihood maximization to diverge. We provide some real-life data ex-
amples of separation and near-separation and discuss the possibility to use penalized
likelihood methods – ridge, lasso and (generalized) Firth regression – to overcome
non-existence of parameter estimates. Penalized regression models provide a way
to shrink coefficients so that parameter esimates do not diverge and can therefore
supply finite point estimates. But the question is how to find the penalty parameter
that controls the amount of penalization: cross-validation of the log likelihood or
optimization of the AIC have their limitations in the presence of separation, leading
to a collapsing penalty parameter optimized at 0 in simple situations. We show ex-
amples where tuning does not work. We first focus on a simple 2×2 table example
and then observe what happens to the penalty parameter if we expand this case by
adding more covariates. Ridge, lasso and Firth regression models (the latter also
generalized to include a non-fixed tuning parameter) are compared. General perfor-
mance of both tuning approaches in scenarios with high probability of separation
is evaluated. We see that tuned penalized regression as a solution is questionable.
In contrast, Firth-type penalization shows excellent bahaviour in terms of reducing
MSE of coefficient estimates in situations with high probability of separation.
xiii
KEY WORDS: separation, monotone likelihood, infinite estimates, (tuned) pe-
nalized logistic regression, tuning, MSE reduction
Izvleček
Optimizirana penalizirana regresija – rešitev za problem ločenosti v lo-
gistični regresiji?
Rezultatom, ki jih dobimo, ko želimo z modelom logistične regresije oceniti ma-
jhen vzorec, kjer so izidi redki, ne moremo kar tako zaupati. Pri tovrstni analizi se
lahko celo zgodi, da ocene parametrov ne obstajajo. To je tako imenovana ločenost
oz. monotona funkcija verjetja, saj situacija nastopi, ko ena ali linearna kombinacija
večih napovednih spremenljivk popolnoma loči izide od neizidov, funkcija verjetja
pa je neskončno naraščajoča. To povzroči, da so ocene, ki bi jih dobili z metodo
največjega verjetja, nedefinirane, algoritem, s katerim maksimiziramo funkcijo ver-
jetja, pa divergira. V nalogi pokažem nekaj primerov realnih podatkov, kjer se po-
javi ločenost in skoraj-ločenost, in zato, da bi premostila težave neobstajajočih ocen
parametrov, razmislim o možnosti uporabe penalizirane logistične regresije – 2, 1
in (posplošene) Firthove regresije. Penalizirani regresijski modeli namreč koeficiente
zmanǰsajo v smeri proti nič, tako da ne morejo divergirati, in lahko ponudijo končne
ocene parametrov. Vprašanje pa je, kako poiskati optimizacijski parameter, ki urav-
nava stopnjo penalizacije: prečno preverjanje funkcije največjega verjetja in pa AIC
sta v situacijah, ko so podatki ločeni, omejena, saj v enostavnih primerih kot opti-
malno rešitev ponudita optimizacijski parameter, ki je enak nič. V nalogi pokažem
primere, kjer optimizacija ne deluje. Najprej se osredotočim na 2×2 kontingenčno
tabelo in primer razširim tako, da dodajam pojasnjevalne spremenljivke. Primerjam
2, 1 in Firthov regresijski model (slednjega tudi v posplošeni različici, kjer opti-
mizacijski parameter ni fiksiran). Splošna učinkovitost obeh optimizacijskih metod
je ovrednotena za situacije, kjer je verjetnost ločenosti velika. Pokaže se, da je
xiv
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rešitev, ki jo lahko ponudi optimizirana penalizirana regresija, vprašljiva. V naspro-
tju pa Firthov tip penalizacije pokaže odlične lastnosti v smislu zmanǰsanja srednje
kvadratne napake ocen koeficientov pod pogoji, pri katerih je verjetnost za ločenost
velika.
KLJUČNE BESEDE: ločenost, monotona funkcija verjetja, neskončne ocene pa-
rametrov, (optimizirana) penalizirana logistična regresija, optimizacija, zman-
ǰsanje srednje kvadratne napake
Introduction
In medical research, often one wishes to study how a set of predictor variables X
is related to a dichotomous response variable Y . Examples include the presence or
absence of particular disease, death during surgery, success in treating patients, etc.
The effect of predictor variables on binary responses is often quantified by odds ratios
that are estimated using logistic regression and normally obtained by the method of
maximum likelihood. However, the parameter estimates obtained in such way may
not be unbiased and therefore trustworthy, especially when the data sets are small
or sparse. For medical studies it is typical that they include several unbalanced risk
factors, i.e. the relative and/or absolute number of some levels of predictor variables
might be heavily outnumbered by the frequency of others, whereas the sample size
is small and the events are rare. All this contributes to the (extreme) inaccuracy of
parameter estimates that may in an extreme case be infinite.
The infinite odds ratio estimates can rarely be assumed to be true parameter val-
ues, representative of the underlying population. More likely they are a consequence
of data patterns for which the maximum likelihood estimates simply do not exist:
due to a perfect separability of the two outcome groups by the values of a covariate
or a linear combination of covariates the log likelihood cannot be maximized by a
finite parameter value (Heinze and Schemper 2002, Heinze 2006). This situation has
been denoted as ”separation” or ”monotone likelihood” as the maximum likelihood
curve is infinitely steep and there exists a hyperplane that perfectly separates events
from non-events. As shown in Figure 1, if there is complete separation between the
sample points then there exists a hyperplane dividing a sample space into two half-
spaces such that X lies strictly in one halfspace when yi = 1 and strictly in the other
when yi = 0. If there is quasi-complete separation between the sample points then
xvi
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there exists a hyperplane dividing a sample space into two halfspaces such that most
often X lies in one halfspace when yi = 1 and in the other when yi = 0 but there is
one or more sample points lying on the separating hyperplane (Konis 2007).
Figure 1: A possible configuration of complete (left) and quasi-complete (right)
separation where the outcome variable is explained by two continuous variables,
plotted on x- and y-axis.
Although the causes of the problem have been explained and are easy to under-
stand, it often stays unclear how the problem can be fixed. In practice, the most
widely used method for dealing with separation is simply to exclude from the model
any variables with infinite odds ratio estimates. This approach is not recommended
beacuse it is reasonable to suppose that that variable has a strong effect on the
dependent variable and should be therefore estimated (Allison 2008).
We focus on the possibility to use penalized maximum likelihood methods. The
performance of ridge, lasso and ordinary and generalized Firth regression models
is explored and compared. The methods appear as very promising solutions for
dealing with separation as, by adding a penalty term to the log likelihood function,
they provide a way to shrink coefficients so that parameter estimates do not diverge
and can therefore overcome a non-existence of parameter estimates. Defining a
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restriction on the parameters yields the estimates with reasonable values that can
be clinically interpreted. They generally provide less biased estimates and more
accurate inference.
For placing restrictions on the parameter estimates that results in shrinkage, a
penalty parameter must be chosen to control the amount of shrinkage. The question
that arises is how to find the optimal value of penalty parameter: the two standard
approaches are cross-validation of the log likelihood or optimization of the Akaike
information criterion. Both have its limitations in the presence of separation, leading
to a collapsing penalty parameter optimized at zero in simple situations, which
results in infinite parameter estimates. We show real data examples where tuning
does not work and investigate the conditions for (non-) existence of a non-zero
penalty parameter analytically. We investigate the behaviour of the methods under
scenarios with a high probability of separation. The empirical performance, in terms
of parameter estimation, is evaluated in a simulation study.
The present work is organized as follows: in the following chapter, maximum
likelihood logistic regression and penalized maximum likelihood logistic regression,
i.e. ridge, lasso and Firth regression (the later also generalized to include a non-
fixed penalty parameter) as possible solutions when analyzing separated data, are
revisted. Chapter 1 also describes both tuning approaches and explains why numer-
ical algorithms for maximum likelihood estimation of the logistic regression model
sometimes fail to converge. In Chapter 2 the behaviour of these methods and both
tuning approaches in four typical data sets with separated or nearly separated data
are observed. In Chapter 3 the empirical performance of the estimators is explored
and compared. A general discussion is given in the last chapter.
Chapter 1
Methods
Consider the logistic regression model: we have n observations (xi, yi), i = 1, . . . ,n,
where the yi are mutually independent realizations of a binary response variable Y ,
with Pr(Y | xi) the probability that Y=1 as a function of xi, a (p+ 1)-dimensional
row vector of covariates (including a 1 for intercept term), and coefficients β, a
(p+ 1)-dimensional parameter vector, where β0 is a constant that calibrates the
model such that Pr(yi = 1 | xi = 0) = 1/[1+ exp(−β0)]. The probability function
Pr(yi = 1 | xi) follows the logistic regression model






or equivalently in ”logit” form
log
[Pr(Y = 1 | xi)




The estimates β̂ of the regression parameters, that can be interpreted as log odds
ratio estimates, are obtained by the method of maximum likelihood. The likelihood





πyii (1−πi)1−yi . (1.3)
Generally, it is easier to work with the log of the likelihood function
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and to find its maximum one should differentiate it with respect to β to get the







(yi −πi)xi j = 0 (1.5)
and solve the resulting set of equations.
In some cases, the equations in (1.5) can be explicitly solved for the maximum
likelihood estimator β̂. Consider the example with a single dichotomous X variable,
so that the data can be arranged in a 2x2 contingency table, with observed cell
frequencies f11, f12, f21, f22 for each cell of the table that classifies observations ac-







In most cases however, because yi is a non-linear function of the xi’s, the equa-
tions in (1.5) have no explicit solution and must be solved by numerical iterative
methods on a computer. One of the fastest and most applicable is the Newton-
Raphson method, based on approximating U(β) by a linear function of β in a small
region. The method is also implemented in R’s glm function.
1.2 Penalized maximum likelihood
Maximum likelihood analysis may not always yield reliable results, particularly when
the data set is relatively small, number of covariates is large, events are rare and
risk factors have an asymmetric distribution. In such examples, maximizing the log
likelihood often results in fitting noise, produces biased unstable parameter estimates
and disables a valid inference. In an extreme case, the likelihood maximization
algorithm fails to converge and leads to infinite odds ratio estimates (Heinze and
Schemper 2002, Heinze 2006).
Penalized regression methods have been developed to obtain more stable esti-
mates: by adding the penalty term to the log likelihood function, constraints are
imposed on the β’s and their estimates are shrunken towards 0. Allowing a little
bias stabilizes the system and provides estimates with smaller variance. There-
fore, maximizing the penalized log likelihood, in which the maximum log likelihood
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of a model is adjusted by a penalty factor, often results, for a good choice of a
penalty parameter, in regression coefficients estimates that while biased are lower
in mean squared error and hence on average closer to the real value of β than the
unrestricted ones (Harrell 2015, le Cessie and van Houwelingen 1990). Thus, the
amount of shrinkage must be chosen carefully; usually it is controlled by optimizing
the value of a ”penalty parameter”. However, too large or too small values of the
penalty parameter yield parameter estimates that deviate from the true values. If
the penalty parameter is too large, there is too much shrinkage and this prevents
the penalized regression model from capturing the main signal in the data, while
too small a value can lead to overfitting (too many parameters compared to sample
size which results in poor predictive preformance of a model). However, the final
model is difficult to validate unbiasedly since the optimal amount of shrinkage is
usually determined by examining the entire data set.
1.2.1 Choice of the penalty parameter
The question that arises is how the choice of a penalty parameter can be made.
Theoretically optimal penalty parameters are valid only asymptotically and usually
depend on unknown nuisance parameters in the true model. To find the optimal
value of penalty parameter in practice, penalized likelihood methods are usually ap-
plied with a sequence of penalty parameters and corresponding collection of models
(Fan and Tang 2012).
Many authors use leave-one-out cross-validation, where the chosen value of the
penalty parameter is the one that optimizes the error of the prediction. To compute
the error of the prediction, each subject’s contribution to the error is quantified using
a model where that subject has been left out in estimation of the model parameters:
we predict for a new observation, with covariate vector xnew, the probability that
ynew = 1 by p̂ = p̂(xnew) and denote the real probability that ynew = 1 by π. The
choice of the penalty parameter is based on minimizing an estimate of the prediction
error of the model. There are various ways to define the error made by the prediction
(see le Cessie and van Houwelingen 1990). I will focus on minimizing the deviance,
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the measure that is defined as:
D =−2(log(Lfitted)− log(Lsaturated)), (1.7)
where Lfitted is the likelihood of proposed model and Lsaturated is the likelihood of
maximal or full model that assumes each distinct data point has its own parameter.
In a given binary data set that represents the outcomes of Bernoulli trials
yi ∼ Bernoulli(πi) = Bin(1,πi),
Lsaturated is a constant because it only depends on the distribution of yi = 1 and yi = 0
at each distinct covariate combination and can be therefore omitted (Hosmer and
Lemeshow, 2000). Thus, up to a data-dependent constant, the deviance is
D =−2(log(Lfitted). (1.8)
For each observation, an individual error of prediction can be expressed on the scale
of minus twice the log likelihood:
Di =−2{ynew log p̂+(1− ynew) log(1− p̂)}, (1.9)
equal to −2log p̂ if ynew = 1 and equal to −2log(1− p̂) if ynew = 0. Summing the
equation in (1.9) over all observations yields the cross-validated deviance, given the
parameter vector β. Advantage of this measure is its relation to the log likelihood
function and the deviance, respectively.
To speed-up the computational process with larger data sets, leave-out-one cross-
validation may be substituted by five- or ten-fold cross-validation where one fifth
or one tenth of the subjects are left out at a time. However, this adds a stochastic
component to cross-validation.
Another method for choosing the optimal penalty factor, for which it has been
reported to perform well in simulation studies (Steyerberg et al. 2000, Harrell 2015),
is minimizing the Akaike’s information criterion (AIC), defined as
AICm =−2logLfitted +2p = D+2p, (1.10)
where p is the number of estimated parameters in the model. We can modify this
equation for penalized maximum likelihood estimation as
AICm = D+2dfe, (1.11)
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where dfe are the degrees of freedom after penalizing the fitted predictors. In ordi-
nary logistic regression, the number of degrees of freedom is equal to the number of
predictors and the higher the degrees of freedom, more likely the model is overfit-
ted. Due to shrinkage, the number of degrees of freedom effectively used in penalized
regression is lower than the actual number of predictors, decreasing the potential
for overfitting. The effective degrees of freedom are derived from an equation that
describes the reduction in variance of penalized parameter estimates in comparison








where β̂ is the penalized maximum likelihood estimate, the first term is I, the infor-
mation matrix computed from ignoring the penalty function, and ∗ is the penalized
log likelihood so that the second term is the covariance matrix computed by inverting
the information matrix of the penalized log likelihood. In the ordinary regression
case, the degrees of freedom is then the trace of the product of the information
matrix and its inverse, and it is equal to the number of parameters p.
1.2.2 Ridge regression
Ridge regression is one technique that restricts the parameter estimates by adding
a penalty term to the log likelihood
2(β) = (β)−λ‖β‖2, (1.13)
where (β) is the unrestricted log likelihood function (1.4) and ‖β‖ = ∑pj=1 β2j , the
2 norm of the parameter vector β. β0 is not included in the penalization term and
the variables X are usually standardized to unit variance. The ridge parameter λ
controls the amount of shrinkage. When λ = 0 the solution will be equal to the
ordinary maximum likelihood estimation (1.4), with λ → ∞ the β j all tend to 0.
Similarly as in unrestricted maximum likelihood estimation procedure, to get
the maximizer of equation (1.13) β̂λ one should differentiate it with respect to β and





(yi −πi) = 0 and





(yi −πi)yi j −2λβr = 0 for j = 1, . . . , p. (1.14)
β̂λ may then be easily obtained by the Newton-Raphson maximization algorithm.
1.2.3 Lasso regression
The performance of lasso (”least absolute shrinkage and selection operator”, see Tib-
shirani 1996) regression, a penalized estimation technique, has a similar formulation
and it is often close to that of ridge regression, but ridge penalty is not as effective
in forcing many estimates to vanish: on the contrary, the lasso kind of constraint
forces some regression coefficient estimates to be equal to 0 and a small subset to
be larger: therefore, it is especially useful in high-dimensional settings (where the
number of covariates p is larger than the sample size) because it provides a way to
select variables and gives an easily interpretable model.
The log likelihood with lasso regularization takes the form
1(β) = (β)−λ‖β‖1, (1.15)
where (β) is the unrestricted log likelihood function (1.4) and ‖β‖= ∑pj=1 |β j|, the
1 norm of the parameter vector β. Like in ridge regression, the intercept term
β0 is ignored in the lasso penalty and the variables X are usually standardized to
unit variance. The parameter λ controls the strength of the penalty and hence the
complexity of the model: larger values of λ set more parameters equal to 0 and
enforce sparse solutions; inversely, smaller values of λ relax the penalty and more
predictors can enter the model: once a predictor enters a model, it usually (but not
necessarily) remains in the model as λ decreases.











(yi −πi)xi j −λ|β j|= 0 for j = 1, . . . , p. (1.16)
Efficient algorithms were developed for computing the entire regularization path for
the lasso (Friedman, Hastie and Tibshirani 2009); e.g. in glmnet a so-called partial
Newton algorithm is used (Hastie and Qian 2015).
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For the lasso it has been shown (Zou, Hastie, Tibshirani 2007) that the number
of non-zero coefficients is an unbiased estimate for the degrees of freedom.
1.2.4 Firth regression
Another penalized regression technique was proposed primarily to reduce bias in
logistic regression in small samples. Firth (1993) showed that penalizing the like-
lihood function for the logistic regression model with the penalty function |I(β)| 12 ,
known as Jeffreys invariant prior, yields finite estimates of parameters that have
relatively little bias. Its influence is asymptotically negligible.





where (β) is the unrestricted log likelihood function (1.4) and I(β) is the Fisher
information matrix that is for logistic regression model defined as I(β) = X′WX
with W = diag(πi(1− πi)). Penalized maximum likelihood estimates of regression







−πi))xi j = 0, (1.18)





The Firth-type estimates β̂ can be obtained iteratively until convergence is obtained.
This kind of Firth penalized regression does not require the estimation of a
penalty parameter and is both asymptotically consistent and eliminates the largest
part of the usual small-sample bias found in maximum likelihood estimates. An
especially promising property of Firth-type penalization is that it always produces
finite estimates of parameters and is robust to the problem of separation in logistic
regression (Heinze and Schemper 2002, Zorn 2005, Heinze 2006, Heinze and Puhr
2010). However, penalizing the maximum likelihood by Jeffreys invariant prior is
only one of many possible realizations that fit a logistic regression model applying
Firth-type correction to the likelihood. Consider a generalized Firth-type penalty
as
P = τ log |I(β)|. (1.19)
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If τ = 0.5, it corresponds to the standard Firth-type penalty, while τ = 0 gives the
ordinary maximum likelihood solution (no penalty).
Hence, like in ridge or lasso regression, the amount of penalization in a general-
ized penalized likelihood estimation can be controlled by penalty parameter τ that
can be uniquely optimized by minimizing an estimate of the prediction error of the
model or information criterion (e.g. AIC).
1.2.5 Separation in logistic regression
A frequent problem in estimating logistic regression models is a failure of likeli-
hood maximization to converge what causes that one or more maximum likelihood
estimates diverge to ±∞. This situation, known as ”separation” or ”monotone like-
lihood” (Heinze 1998, Zorn 2005), occurs when events can be perfectly separated
from non-events by a covariate or a linear combination of covariates, typically in
small or sparse data sets but sometimes also in larger ones. The probability of sep-
aration increases with a decreasing sample size, an increasing number of risk factors
(especially if they are unbalanced), strength of the odds ratios associated with them
and degree of imbalance of the outcome (Heinze 1999). In high-dimensional settings
any linear model is over-parametrized and unique parameter estimates do not exist.
Only penalized methods can deal with high-dimensional data.
Toy examples
In this section, I give some simple examples, see Allison (2008), to show the data
patterns for which the maximum likelihood estimates do not exist. Consider the
data set in Table 1.1.
For these data, Figure 1.1 shows the log-likelihood as a function of the slope
β1. Although the limit of the function is at 0, which is the maximum likelihood
estimate of the intercept β0, it cannot reach a maximum as β1 increases. This is an
example of ”complete separation”, which occurs if there exists some non-zero vector
of coefficients β such that
x′iβ > 0 if yi = 1, and
x′iβ < 0 if yi = 0, for i = 1, . . . ,n.












Table 1.1: A data set that satisfied the condition of complete separation.
In this case the observations are perfectly separated into two outcome groups by
the values of a covariate (or a linear combination of covariates) which means that
there is a hyperplane H such that all of the sample points xi where yi = 0 lie on one
side of H and all of the sample points xi where yi = 1 lie on the other (Konis 2007).
If we try to fit the logistic regression model with the R function glm, we get the
following results:
Call:
glm(formula = y ~ x, family = "binomial")
Deviance Residuals:
Min 1Q Median 3Q Max
-1.344e-05 -2.110e-08 0.000e+00 2.110e-08 1.344e-05
Coefficients:
Estimate Std. Error z value Pr(>|z|)
(Intercept) -6.317e-09 4.514e+04 0.000 1
x 2.313e+01 4.514e+04 0.001 1
(Dispersion parameter for binomial family taken to be 1)
Null deviance: 1.3863e+01 on 9 degrees of freedom
Residual deviance: 3.6110e-10 on 8 degrees of freedom
AIC: 4
Number of Fisher Scoring iterations: 25
Warning message:
glm.fit: fitted probabilities numerically 0 or 1 occurred
Even though the program returns the warning message, it seems like the Newton-
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Figure 1.1: Log-likelihood as a function of the slope β1 under complete separation.
Raphson algorithm converged. This is because the iterations continue until the
certain number is reached and the glm function returns the estimates from the
last iteration. However, at each iteration, the parameter estimate for the variable
(or variables) with separation gets larger and the predicted probability that each
observation belongs to its observed response group rapidly grows to one and the log
likelihood increases to zero. As the ability correctly to predict Y on the basis of
the values X grows, coefficient estimates become larger but at the same time their
standard errors increase even faster which is due to the ”flat” log likelihood in the
region of the parameter estimate (Figure 1.1).
We can see the reported parameter estimate is large, the estimated standard
errors are extremely large, the predicted probability is one for yi = 1 and zero for
yi = 0, and the log likelihood is reported as zero. Thus, the deviance is also zero.
A similar problem, known as ”quasi-complete separation”, occurs if there exists
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some non-zero vector of coefficients β that separates observations with ties, by means
of
x′iβ ≥ 0 if yi = 1, and
x′iβ ≤ 0 if yi = 0, for i = 1, ...,n,
equality holding for at least one observation.
A data set that satisfied this condition is shown in Table 1.2 and the log-
likelihood as a function of the slope β1 in Figure 1.2 is similar to that in Figure















Table 1.2: A data set that satisfied the condition of quasi-complete separation
Fitting these data would give the following model:
Call:
glm(formula = y ~ x, family = "binomial")
Deviance Residuals:
Min 1Q Median 3Q Max
-1.177 0.000 0.000 0.000 1.177
Coefficients:
Estimate Std. Error z value Pr(>|z|)
(Intercept) -1.140e-17 1.414e+00 0.000 1.000
x 2.013e+01 1.007e+04 0.002 0.998
(Dispersion parameter for binomial family taken to be 1)
Null deviance: 16.6355 on 11 degrees of freedom
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Figure 1.2: Log-likelihood as a function of the slope β1 under quasi-complete sepa-
ration.
Residual deviance: 2.7726 on 10 degrees of freedom
AIC: 6.7726
Number of Fisher Scoring iterations: 22
Warning message:
glm.fit: fitted probabilities numerically 0 or 1 occurred
For the example given, we can see that the reported results are similar to the
ones obtained under complete separation: the reported parameter estimate is large,
the estimated standard error is extremely large, and the predicted probability is
large (≥ 0.95) or low (≤ 0.05) for some observations. The log-likelihood does not
decrease to zero at each iteration, as it does in the case of complete separation.
Generally speaking, under such conditions, the parameter estimate and its standard
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error for the separating variable X will be infinite in size, but the model’s other
covariates may remain relatively unaffected.
The situation in which the log likelihood function has no unique maximum fre-
quently occurs in practice. Of the two circumstances, quasi-complete separation
is far more common and it most often occurs when an explanatory variable X is
a dummy variable. In the simplest case, we can represent the observations on X
and Y as a 2× 2 contingency table. The occurrence of empty cells in this table
implies separation in the data because zeros, that appear in the formula (1.6), pre-
vent computation so that the maximum likelihood estimate for regression coefficient
does not exist. Because the standard method breaks down and infinite odds ratios
estimates are produced, that mostly cannot be considered to be truth in practice,
but are rather caused by random variation (Heinze 2006), regularization is needed
to achieve a stable fit.
We could see that separation is more likely to occur when the sample size is small,
but it will occur also when there are extreme splits on the frequency distribution of
either dependent or independent variables (Allison 2008). For example, if an overall
prevalence of some disease is less than 1 in 1000, even if the sample containes 20,000
cases, we can expect with high probability for at least one of the explanatory variable
categories, that no one would have the disease.
Chapter 2
The problem
Regularized regression models have been developed to obtain more stable estimates
and proposed for dealing with separation and bias in maximum likelihood estima-
tion of logistic regression. These approaches, as already described, provide a way
to shrink coefficients so that parameter estimates do not diverge, and can there-
fore supply finite odds ratio estimates. But the question is how to find the penalty
parameter; both described approaches – the cross-validation and the Akaike informa-
tion criterion – are actually based on minimizing the (cross-validated) log likelihood
(deviance) of the logistic regression model and have its limitations in the presence
of separation: as it has been shown, at each iteration of the Newton-Raphson al-
gorithm the predicted probability that every observation belongs to its observed
response group rapidly grows to one and the log likelihood increases to zero in
the case of complete separation. Similar phenomena happens in the case of quasi-
complete separation, just that the probability of observed response is large (close to
one) only for some observations and the log likelihood therefore does not increase
to zero. However, it is for this reason smaller for ordinary logistic regression model
based on maximum likelihood than for any penalized regression model where the
probabilities are shrunken towards the proportion of observed events (in ridge and
lasso regression) or 12 (in Firth regression) (Puhr et al. 2016). Considering that both
described approaches for choosing the optimal penalty parameter value are closely
related to the log likelihood function, as it has been shown in (1.9) and (1.11), this
gives an indication that tuning might not work in the presence of separation because
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the penalty parameter value might be optimized at 0 as the deviance of ordinary
logistic model based on maximum likelihood will be smaller than the deviance of
the penalized model. This then gives us the ordinary maximum likelihood estimate
that, as we have seen, fails to converge.
2.1 Examples
In this chapter, four real data examples are presented to illustrate the problem and
the behavior of the methods introduced in the previous chapter in the case of sepa-
ration. The first one is a simple 2×2 table example with a covariate with separation
that is caused by an extremely unbalanced binary outcome. In the following two
examples, we then observe what happens to the penalty parameter, if we expand
this simple case and include more explanatory variables in the model where again
maximum likelihood fails. The last example represents a larger data set where only
one covariate is strongly sparse. Maximum likelihood analysis was done using R/glm.
For penalized maximum likelihood analysis the packages glmnet (for ridge and lasso
regression) and logistf (for Firth regression) were used.
2.1.1 Preterm infants study
The simplest and probably the most common case of separation occurs in the logistic
regression analysis with only one covariate where the data can be summarized in
a 2× 2 table with a zero cell count. Recalling the equation in (1.6), it is evident
that whenever there is a zero in any cell of 2× 2 table the maximum likelihood
estimate of the logistic slope coefficient does not exist because there is a zero in the
denominator that is undefined or there is a zero in the numerator and the logarithm
of zero is also undefined (Allison 2008).
Such a table was given in a study on preterm infants (Berger et al. 2003, see also
Heinze 2006) when they tried to evaluate the effect of contamination of amniotic fluid
by unreaplasma urealyticum in preterm infants on the development of chronic lung
disease (CLD), defined as need of supplemental oxygen at 36 weeks post-conception.
The data is presented in the following table:
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Contamination
0 1
CLD 0 40 17
1 0 4
Table 2.1: A study on preterm infants.
We can see only 4 of 61 infants developed CLD and all of them had contaminated
amniotic fluid. The odds ratio estimate obtained by maximum likelihood logistic
regression are therefore infinite (the odds ratio and standard error reported by R
are extremely large and are the estimates for the final iteration – the algorithm is
implemented in the way that iterations continue until the fixed iteration limit is
reached). The odds ratio estimate obtained by applying Firth-type correction to
the likelihood is 20.8.
If we now try to fit the model using penalized regression techniques we must
first choose a penalty parameter that controls the amount of shrinkage. To find
the optimal value, a trial and error process is applied in which the cross-validated
deviance respectively AIC is estimated for a variety of penalty parameter values.
The optimal model is that where the cross-validated deviance or AIC is minimized.
For fitting the entire regularization path for logistic ridge and lasso model we use
R package glmnet that solves the problems given in (1.13) and (1.14), respectively,
over a grid of values of λ covering the entire range. The glmnet by default selects
100 values for λ automatically but the computations stop earlier if the fractional
change in deviance from one λ to the next is less than 10−5 or the fraction of
deviance explained (Dnull −Dλ)/Dnull, where Dnull is the null deviance computed at
the constant (mean) model, reaches 0.999 (Hastie and Qian 2014). The package also
provides a function to plot the dependency of the cross-validated deviance with its
corresponding confidence intervals to the log(λ) value. In our example, according
to the default settings, the optimal value for λ for ridge regression is 0.01. But if we
plot the regularization path at a grid of values for the penalty parameter we can see
the optimal value is on the very left hand side of the plot where the values of λ are
small and approach the unpenalized model (the more to the right, the heavier is the
penalization). Thus, the optimal model is at the end of the path. We can extend
the ratio of smallest value of the generated λ sequence to minimally 10−6 but even
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then, the chosen model is at the end of the path and the optimal value for λ given
is close to zero.
Figure 2.1: The dependency of the cross-validated deviance and the AIC to the
value of the penalty parameter.
Figure 2.1 shows the regularization paths for ridge, lasso and generalized Firth-
type penalty. For the first two, glmnet automatically selects the values for λ whereas
the τ sequence is determined by the range [0.0001, 10] and 50 log-linearly equidistant
values are generated in that range. But no matter which tuned penalized regression
technique we use neither measure finds an optimal non-zero value of penalty param-
eter within the evaluated range. Evidently, in this simple example λ= 0 respectively
τ = 0 would be optimal but this results in infinite parameter estimates. Thus, in
this example tuned penalized regression does not solve the separation issue.
2.1.2 Urinary incontinence study
In the following example, we observe what happens to the penalty parameter value
if we expand a 2×2 table case with adding covariates.
The data from a urinary incontinence study was published in Potter 2005 (see
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also Heinze 2006). The study included 21 subjects that were receiving a drug and
the outcome variable indicates the treatment success, assessed eight weeks after
start of treatment, that occurred in 13 patients. The interest of the study was
to determine whether three psysiological variables x1, x2, x3 were related to the
outcome. These variables are all continuous, approximately normally distributed
and their pairwise correlation coefficients range between 0.28 and 0.48. The data is
presented and visualized in a three dimensional space where the two colors of the
data points indicate both possible outcomes (Figure 2.2).
Figure 2.2: Visualization of the data from the urinary incontinence study in a three
dimensional space.
The data is particularly interesting because all univariate odds ratio estimates are
finite (0.53 for x1, 0.73 for x2 and 1.01 for x3) but a multiple logistic regression model
that includes all three covariates fails to converge and the regression parameters tend
to ±∞. In this example, separation is produced by a linear combination of all three
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continuous variables that perfectly separates events from non-events (Figure 2.2).
An easy solution to overcome non-existence of parameter estimates is to use an
ordinary Firth logistic regression model; the estimated odds ratios are then 0.42
for x1, 0.71 for x2 and 1.11 for x3. Alternatively, we try to use tuned penalized
regression models in which we can control the amount of penalization. We start by
tuning the parameters λ and τ. The regularization paths at a grid of values for the
regularization parameter for ridge, lasso and generalized Firth regression are shown
in Figure 2.3.
Figure 2.3: The dependency of the cross-validated deviance and the AIC to the
value of the penalty parameter.
We can see AIC chooses a model at the end of the path for 2 and 1 regression,
but close inspection reveals that it gives a non-zero value for τ = 0.02812. The
reason for this is that AIC penalizes the ordinary logistic regression for its complexity
(df=3) while the number of degrees of freedom effectively used in penalized model is
usually lower and thus the penalization is smaller. However, the resulting parameter
estimates for generalized Firth regression model based on the penalty parameter
value obtained by AIC are effectively infinite (Table 2.2).
To better understand what happens with the actual deviance and the effective
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degrees of freedom when penalization gets more stringent, we provide an additional
plot that shows the path of the actual deviance of the model and the path of effective
degrees of freedom as a function of penalty parameter λ for ridge regression model
(Figure 2.4). We can see that the deviance of the model increases when the penal-
ization gets heavier whereas the number of effective degrees of freedom decreases to
zero.
Figure 2.4: The path of the deviance and effective degrees of freedom as a function
of λ for ridge regression model.
The AIC results, which would suggest zero penalization and consequently in-
finite parameter estimates, are in sharp contrast to the results obtained by cross-
validation. Cross-validation achieves an optimal value of the penalty parameter that
differs from 0 for all three models: the values are 0.00738, 0.01758 and 0.47149, re-
spectively. The estimated coefficients for the selected models are presented in Table
2.2. In Figure 2.3 we can clearly see that the cross-validated deviance is minimized
somewhere in the middle of the path and that it deviates from the actual deviance;
the actual deviance gets smallest at the end of the penalty parameter path when it
is approaching the ordinary logistic regression model where the value of the penalty
parameter is 0. Why is that so?
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MLE (U) MLE (M) Firth Ridge (CV) Lasso (CV) Firth (CV) Firth (AIC)
(Intercept) −∞ 0.23 0.47 0.36 0.24 -1.92
βx1 -0.64 −∞ -0.85 -0.77 -0.68 -0.89 -76.91
βx2 -0.31 −∞ -0.33 -0.28 -0.31 -0.35 -51.86
βx3 0.01 +∞ 0.11 0.11 0.11 0.11 9.78
Table 2.2: The estimated coefficients for the selected models where MLE (U) denotes
univariable analyses (for this reason the intercept term is not given) and MLE (M)
multivariable analyses. The results for tuned penalized regression are given only for
the models where tuning does not fail and provides a non-zero penalty parameter.
In the equation (1.9), we defined the measure to quantify the error of the predic-
tion for observation i as minus twice the log likelihood error that equals to −2log p̂
if ynew = 1 and to −2log(1− p̂) if ynew = 0. We then sum the values for each obser-
vation to get the cross-validated deviance that is comparable to the actual deviance
of the model (in the glmnet package the cross-validated deviance is the mean of the
prediction errors). Because the cross-validated deviance is computed using a model
where the subject has been left out in estimation of the model parameters, and to
understand why the cross-validated deviance deviates from the actual deviance of
the model, we have to take a closer look at each subject’s contribution to the likeli-
hood. In Figure 2.5 the paths of cross-validated predicted probabilities are plotted
over a grid of values of the penalty parameter.
On the left hand side, the values of the penalty parameter are small and approach
the unpenalized model. With separation in the data the unpenalized predicted
probabilities for some observations are 0 or 1. The more to the right, the heavier
is the penalization and the predicted probabilities are pushed to the proportion of
observed events in ridge and lasso regression whereas heavier Firth-type penalization
biases the average predicted probabilities towards 12 (as it can be seen from Figure
2.5).
Interestingly, not all observations are correctly predicted, and if for the obser-
vation that has been left out ynew = 1, with covariate vector xnew, the predicted
probability p̂ = p̂(xnew) is, as a result of separation, falsely close to 0 (or to 1 for
ynew = 0), then the logarithm of this very small probability will end up extremely
large and the subject’s contribution to the likelihood will also be large. Thus, in
particular if separation occurs in some of the resamples evaluated in cross-validation,
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Figure 2.5: The path of the cross-validated predicted probabilities against the
penalty strength. The vertical line in the 3rd plot where log(τ) = log(0.5) applies
to ordinary Firth regression model.
the cross-validated predicted probabilites can be falsely close to 0 or 1, and then such
observations can have a big impact on the error of the prediction. More penaliza-
tion (higher λ or τ) reduces the impact of such falsely predicted observations. This
will then lead to non-zero optimized values of the penalty parameter. (However,
the gray-shaded areas that represent upper and lower standard deviation curves of
the cross-validation curve along the λ sequence suggest how unreliable and unsta-
ble cross-validation is in the area of the selected penalty parameter.) Overfit (too
many parameters compared to sample size) will also increase the risk for false cross-
validated predictions that have big impact in case of small penalty parameters, as
the parameter estimates are too much adapted to a particular resample. Of course,
such false predictions in cross-validation will not be that influential if sample sizes
are larger. Thus, we can assume that the chance of getting non-zero penalty param-
eter values by cross-validation in the case of separation is high if the sample size is
small, or if several only weakly predictive or irrelevant covariates are included in a
model.
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2.1.3 Erythrocyte sedimentation rate study
The following example, using the data published in Collett (2003) (see also Heinze
2006), will just repeat the previous analysis to show that the former example was
not an isolated case but that non-zero penalty parameter may exist despite the sep-
aration in the (small) data sets if there are more covariates included in the model.
This data set deals with erythrocyte sedimentation rate (ESR), along with covariate
information on fibrinogen and γ-globulin. The ESR serves as an indicator for infec-
tions and certain diseases, and should be below 20 mm/h in healthy individuals; the
outcome variable therefore indicates whether the subject’s value of ESR is either
< 20 or ≥ 20. After removing two outliers, as suggested in Collett (2003), there are
only 4 observations out of 30 that have ESR ≥ 20. The variables fibrinogen and
γ-globulin are both continuous, ranking from 2.15 to 5.06 and from 28 to 46, respec-
tively (Figure 2.6). The data is only nearly-separated as no hyperplane exists that
would completely separate events from non-events (Figure 2.6) but the maximum
likelihood fails to converge and the parameter estimates are infinite.
Similarly as before, we start by fitting models with various selected values for
the penalty parameter and evaluating their cross-validated deviance or AIC. Like in
previous example, cross-validation results in non-zero penalty parameter values for
all three methods. The optimal values are λ=0.03577 for ridge, λ=0.03969 for lasso,
and τ=1.20680 for generalized Firth regression model. The estimated coefficients
are shown in Table 2.3. The AIC breaks down for ridge and generalized Firth,
returning the optimal values equal to 0 whereas it gives non-zero optimal value for
the lasso (λ=0.00142), because it drops γ-globulin variable out of the model and
therefore penalizes the log likelihood less for its complexity (dfe=1).
MLE (U) MLE (M) Firth Ridge(CV) Lasso (CV) Lasso (AIC) Firth (CV)
(Intercept) −∞ -17.42 -11.09 -11.75 -46.78 -9.45
β f ibrinogen +∞ +∞ 4.42 2.51 3.17 13.65 2.20
βγ−globulin 0.08 -0.14 0.05 0.04 0.00 0.00 0.04
Table 2.3: The estimated coefficients for the selected models where MLE (U) denotes
univariable analyses (for this reason the intercept term is not given) and MLE (M)
multivariable analyses. The results for tuned penalized regression are given only for
the models where tuning does not fail and provides a non-zero penalty parameter.
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Figure 2.6: Visualization of the data from the erythrocyte sedimentation rate study.
To better understand the conditions for existence of non-zero penalty parameter
and why the cross-validated binomial deviance deviates from the actual deviance
of the model, we again plot the cross-validated predicted probabilities along the
penalty parameter sequence (Figure 2.7). We can see, for all three models the
probability that ynew = 1 by p̂ = p̂(xnew) is falsely predicted for some observations:
however, for two observations the p̂ is extremely small where in fact ynew = 1. To
see the influence of these observations, the following output (Table 2.4) shows the
prediction error for the models with extremely small penalty factor and optimized
models. Comparing the values from hardly penalized and optimized models, the
prediction error is mostly smaller in less penalized case; but there are some obser-
vations that influence the cross-validated binomial deviance of unpenalized model
considerably. The question that arises is: can the model, obtained by minimizing
the cross-validated binomial deviance that is influenced considerably by only one or
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Figure 2.7: The path of the cross-validated predicted probabilities against the
penalty strength. The vertical line in the 3rd plot where log(λ) = log(0.5) applies
to ordinary Firth regression model.
two observations, be trusted?
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Ridge regression Lasso regression Firth regression
y λ=0.00026 λ=0.03577 λ=0.00011 λ=0.03970 τ=0.00010 τ=1.20680
0 0.00000 0.08160 0.00000 0.04690 4.58660 2.88860
0 0.00000 0.06820 0.00000 0.05340 0.75140 0.76910
0 0.00000 0.02810 0.00000 0.01560 0.00020 0.04580
0 0.00000 0.02520 0.00000 0.01510 2.05790 1.39400
0 1.88260 0.69990 23.02590 0.77850 0.03200 0.11580
0 0.00000 0.06430 0.00000 0.03850 0.24090 0.39950
0 0.18290 0.45790 0.03530 0.42380 0.05570 0.16850
0 0.00000 0.03490 0.00000 0.01670 0.09440 0.23350
0 0.07720 0.40590 0.00490 0.34130 0.39200 0.50090
0 0.00010 0.11500 0.00000 0.06080 0.04800 0.15020
0 0.00000 0.04140 0.00000 0.02190 0.18720 0.32590
0 0.00000 0.03650 0.00000 0.02680 0.01920 0.08580
0 0.06990 0.35440 0.00690 0.34130 0.11970 0.24950
0 0.00020 0.10360 0.00000 0.07870 0.01700 0.07680
0 0.00010 0.09990 0.00000 0.06080 0.03110 0.11600
0 0.00000 0.03680 0.00000 0.01790 0.24570 0.41060
0 0.00210 0.14890 0.00000 0.14810 0.26960 0.40850
0 0.00010 0.18000 0.00000 0.07140 0.14480 0.29100
0 0.00000 0.04030 0.00000 0.02120 0.03930 0.13080
0 0.00020 0.12450 0.00000 0.07620 0.02020 0.08850
0 0.00000 0.03380 0.00000 0.02190 0.66890 0.72130
0 0.00000 0.02320 0.00000 0.01360 0.00480 0.03380
0 0.00000 0.05770 0.00000 0.05010 0.03040 0.11420
0 1.13730 0.49700 3.10870 0.61880 0.03550 0.12210
0 0.00900 0.24020 0.00020 0.20840 0.12420 0.27350
0 0.53820 0.51920 0.42500 0.58030 0.08760 0.22350
1 0.00000 0.02920 0.00000 0.00940 3.02580 2.64520
1 11.27580 4.46900 22.27300 3.79660 0.79200 1.41790
1 9.21800 5.42460 8.45290 2.69190 4.88720 3.78920
1 0.00400 2.11820 0.00000 1.31190 2.90440 2.68150
Table 2.4: The prediction error (1.9) for hardly penalized and optimized logistic
regression model.
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2.1.4 Urinary tract infection in American college students
This data set is available within R/logistf package (Heinze et al. 2015). The
outcome variable y indicates whether the sexually active college woman suffered
from urinary tract infection. From 239 observations the condition was present
in 130 women. To determine whether use of contraceptives and age are related
to the infection, the outcome variable was regressed on six explanatory variables.
These variables are all binary and represent whether a subject is older than 24
years (age) (16.0%), uses oral contraception (oc) (65.3%), condoms (vic) (53.1%),
lubricated condoms (vicl) (33.5%), spermicide (vis) (24.7%), and diaphragm (dia)
(3.0%). Among 239 women only 7 reported the use of diaphragm, and all of them
suffered from urinary tract infection. The data thus present a clear example of
quasi-complete separation where the influence of one covariate on the quantity of
interest is impossible to estimate using maximum likelihood logistic regression.
In this example, both described tuning approaches work for ridge and lasso
regression where we get non-zero λ values 0.03577 and 0.03970, respectively, whereas
none works for tuned Firth penalized regression. The estimated coefficients for the
selected model are presented in Table 2.5. In case of the AIC, six explanatory
variables effect the unpenalized logistic regression model more than the penalized
one: the AIC includes a penalty that is an increasing function of the number of
estimated parameters. However, the optimized ridge and especially lasso models are
penalized less for its complexity (1 penalization sets the estimated coefficient for
oral contraception to 0, thus the number of degrees of freedom effectively used is five
what can be seen from the top axis in Figure 2.8 that indicates the number of non-
zero coefficients at the current λ). In the case of cross-validation, the contribution
of one observation to the cross-validated binomial deviance is less substantial when
the sample size is larger. Also, there is only one covariate with separation, and
only some predicted probabilities are close to 0 or 1 (Figure 2.9). However, due to
the six explanatory variables, predicting the probability for each observation that
has been left out in estimation of model parameters is less precise which indicates
larger error of the prediction. This in turn influences the cross validated deviance of
logistic regression model based on maximum likelihood more than the cross-validated
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deviance of penalized model.
Figure 2.8: The dependency of the cross-validated deviance and the AIC to the
value of the penalty parameter.
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MLE (M) Firth Ridge(CV) Ridge (AIC) Lasso (CV) Lasso (AIC)
(Intercept) 0.13 0.12 0.28 0.15 0.06 0.06
βage -1.16 -1.11 -0.86 -1.12 -1.00 -1.05
βoc -0.07 -0.07 -0.16 -0.09 0.00 0.00
βvic 2.41 2.27 1.32 2.25 2.05 2.17
βvicl -2.25 -2.11 -1.24 -2.10 -1.88 -1.99
βvis -0.82 -0.79 -0.68 -0.81 -0.69 -0.73
βdia +∞ 3.10 2.50 4.85 3.52 4.00
Table 2.5: The estimated coefficients for the selected models. The results for tuned
penalized regression are given only for the models where tuning does not fail and
provides a non-zero penalty parameter.




In this chapter the empirical performance of the estimators for the methods in-
troduced in Chapter 1 was evaluated in a simulation study that was conducted to
observe the behaviour of penalized methods under scenarios with high probability of
separation. In particular, we investigated if optimization of cross-validated deviance
or AIC is affected by separation and if reliable optima can be found. We focused on
mean squared error of the coefficients (MSE), i.e. the expected squared difference






We analyzed MSE of the coefficients estimates rather than average bias as MSE
incorporates both – the variance of the estimator and its bias. Moreover, we know
penalized regression coefficients estimates are biased towards zero (as constraints
are imposed on βs) but can have lower MSE and hence are on average closer to the
real parameter values than the unrestricted ones.
Results are presented for all methods introduced: standard maximum likeli-
hood (ML), ridge regression tuned by cross-validation (RR (CV)), ridge regres-
sion tuned by Akaike information criterion (RR (AIC)), lasso regression tuned by
cross-validation (LR (CV)), lasso regression tuned by Akaike information criterion
(LR (AIC)), Firth-type fitting (FL), generalized Firth regression tuned by cross-
validation (FL (CV)) and generalized Firth regression tuned by Akaike information
criterion (FL (AIC)).
Based on the fact, that methods shrink the estimates of regression coefficients
30
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towards zero in order to decrease their MSE, we expected that the optimizing value
of the penalty parameter would yield the parameter estimates with approximately
smallest MSE within the evaluated range. For ridge and lasso regression we pre-
defined the λ sequence range to [0.0001,10] and 100 log-linearly equidistant values
were generated in that range, while for generalized Firth regression the τ sequence
was determined by the range [0.001,10] and 50 log-linearly equidistant values were
generated in that range. For every generated data set the results for 100 respectively
50 fitted models with all selected values for λ or τ were evaluated. To understand
our methodology it is important to distinguish between:
  MSE for each explanatory variable where the penalty parameters were selected
such that CV deviance or AIC were optimized;
  the value of minimal MSE of βs (min(MSE)), across all simulated data sets of
a scenario.
As tuning should decrease MSE of estimates of coefficients, we compared the dis-
crepancy between the two values. We considered also MSE for ML and FL but
the values for ML were not really relevant in the scenarios with high probability
of separation as the parameter estimates are then often infinite. In case of sepa-
ration, we therefore always report estimates from the last, i.e. 25th, iteration of
Newton-Raphson algorithm.
3.1 Data generation
Binary outcomes yi were generated from the logistic model Pr(Y | xi1, . . . ,xip) =
(1+ exp(−β0 −β1xi1 − . . .−βpxip))−1, i = 1, . . . ,n, j = 1, . . . , p, where n is a sample
size and p is a number of explanatory variables. We considered settings with p = 2
and p = 5 explanatory variables.
All the explanatory variables Xj ( j = 1, . . . , p) were dichotomous, assuming values
of 0 and 1, and were obtained from dichotomizing standard normal variables zi j
( j = 1, . . . , p; i = 1, . . . ,n) at a suitable value in order to obtain the desired degree of
balance E(X) which was 0.3 in our simulation study. The normal variables zi j were
generated either independently or from multivariate normal distributions. If p = 2,
32 CHAPTER 3. SIMULATION STUDY
the correlation parameter was set to 0.8. If p = 5, a correlation structure such as
that shown in Table 3.1 was assumed (see Binder, Sauerbrei and Royston 2011).
1 2 3 4 5
1 1.00 0.80 0.00 0.00 0.00
2 0.80 1.00 0.00 0.00 0.00
3 0.00 0.00 1.00 -0.50 -0.30
4 0.00 0.00 -0.50 1.00 0.50
5 0.00 0.00 -0.30 0.50 1.00
Table 3.1: Correlation structure of five explanatory variables in the simulation study.
Population event rate was π = 30% for all the scenarios. To avoid computational
troubles because of random variation in the sample generating process, we imposed a
requirement on the minimum number of events (three) such that simulated data sets
with no, one or only two events were rejected and replaced. However, knowing that
this selection might inbreed bias, we have tested what is a chance that a simulated
data with parameters given includes less than three events: for all the simulation
settings the probability was 0%. An intercept parameter β0 was determined for
each simulated data set such that on average the desired π was obtained (Table 3.2
shows the average intercept value for each simulation setting). Similarly as with Y ,
we only considered cases where the number of x = 1 was greater than 2. The sample
sizes were n ∈ {30,100}.
As we were interested in scenarios with high probability of separation, coefficients
β j were set to (very) large values to obtain a relative frequency of the occurrence
of separation of approximately 50 % or 75 % (±5%). These scenarios were then
compared to scenarios where the probability of separation was relatively low. In
these three scenarios with different probabilities of separation all coefficients β j were
equal. In the fourth scenario we considered a situation where only one covariate was
strongly related to the outcome while coefficients of other covariates in the model
were set to small values.
In all simulation settings where we wished to attain a low probability of separa-
tion all βs were set to 0.41, which corresponds to an odds ratio of 1.5. In settings
where the sample size n = 100 we achieved zero separation. However, in settings
where the sample size n = 30 it was impossible to reduce the separation rate to
0% with these parameter values. The probability of separation in these scenarios
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was 7% for two uncorrelated covariates, 17% for two correlated covariates and 33%
for five correlated covariates. To obtain comparable results we therefore needed to
exclude the cases with separation, acknowledging that this selection inbreeds a bias.
All βs except one were equal to 0.41 also in settings where only one covariate
was strongly related to the outcome; the coefficient for that covariate was set such
as in scenarios with the probability of separation approximately 75%.
In our simulations, assumed odds ratios ranged from 1.39 to 4.7 and the observed
separation rate was between 48% and 53%, and from 2.3 and 5.7 and the observed
separation rate was between 72% and 79%. Detailed settings of all 24 simulation
scenarios can be found in Table 3.2. 1000 data sets were generated for each one of
them and analyzed by the methods introduced in Chapter 1.
n p Correlated X ’s E(Y ) E(Xj) β0 β j Separation rate (%)
A 11 30 2 No 0.30 0.30 -1.11 β1,2 = 0.41 0
2 30 2 No 0.30 0.30 -3.14 β1,2 = 3.00 49
3 30 2 No 0.30 0.30 -4.06 β1,2 = 4.00 76
4 30 2 No 0.30 0.30 -2.61 β1 = 0.41,β2 = 4.00 56
B 1 100 2 No 0.30 0.30 -1.11 β1,2 = 0.41 0
2 100 2 No 0.30 0.30 -4.53 β1,2 = 4.50 53
3 100 2 No 0.30 0.30 -5.40 β1,2 = 5.50 76
4 100 2 No 0.30 0.30 -3.27 β1 = 0.41,β2 = 5.40 24
C 12 30 2 Yes 0.30 0.30 -1.11 β1,2 = 0.41 0
2 30 2 Yes 0.30 0.30 -2.84 β1,2 = 2.50 48
3 30 2 Yes 0.30 0.30 -3.74 β1,2,3,4,5 = 3.50 74
4 30 2 Yes 0.30 0.30 -2.42 β1,2 = 0.41,β2 = 3.50 56
D 1 100 2 Yes 0.30 0.30 -1.11 β1,2 = 0.41 0
2 100 2 Yes 0.30 0.30 -4.57 β1,2 = 4.70 48
3 100 2 Yes 0.30 0.30 -5.44 β1,2 = 5.70 74
4 100 2 Yes 0.30 0.30 -3.29 β1 = 0.41,β2 = 5.50 45
E 13 30 5 Yes 0.30 0.30 -1.50 β1,2,3,4,5 = 0.41 0
2 30 5 Yes 0.30 0.30 -3.26 β1,2,3,4,5 = 1.39 53
3 30 5 Yes 0.30 0.30 -5.02 β1,2,3,4,5 = 2.30 79
4 30 5 Yes 0.30 0.30 -2.23 β1,2,3,4 = 0.41,β5 = 2.30 48
F 1 100 5 Yes 0.30 0.30 -1.50 β1,2,3,4,5 = 0.41 0
2 100 5 Yes 0.30 0.30 -8.40 β1,2,3,4,5 = 4.00 49
3 100 5 Yes 0.30 0.30 -10.02 β1,2,3,4,5 = 4.80 72
4 100 5 Yes 0.30 0.30 -3.36 β1,2,3,4 = 0.41,β5 = 4.80 28
Table 3.2: The simulation settings.
170 cases with separation were excluded. Median of β1,2 obtained by ML was 0.41.
2166 cases with separation were excluded. Median of β1,2 obtained by ML was 0.44.
3321 cases with separation were excluded. Median of β1,2,3,4,5 obtained by ML was 0.50.
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For random variable generation, the function rmvnorm from package mvtnorm for
correlated covariates and the function rbinom from package base for uncorrelated
covariates were used. Fitting by ML followed implementation of procedure in a
package logistf, and up to 25 iterations were carried out. FL, FL (CV) and
FL (AIC) were also estimated by logistf. RR (CV), RR (AIC), LR (CV) and
LR (AIC) analyses were done using glmnet. To detect separation in the data,




For clarity, we show in this chapter only an example plot (Figure 3.1 and 3.2). The
results for all the simulation settings are given in Appendix.
The penalty parameters were selected such that cross-validated deviance or AIC
were optimized. Nevertheless, we were also interested in that value of the penalty
parameter, which, across all simulated data sets of a scenario, minimized the MSE
of βs. Therefore, we plotted the paths of squared errors (β̂−β)2 for every data set
achieved by varying the penalty parameters. (The values are discrete but for more
clarity we show the paths as grey lines.) We can see that the squared errors are large
when the values of the penalty parameter are small and approach the unpenalized
model (we truncated the y-axis limit to [0,30] so some lines might be cut out when
the penalization is small). However, they are considerably smaller somewhere in the
middle of the selected penalty parameter range. The red curve shows MSE, averaged
at each value of the penalty parameter sequence. We compared the value where
the curve reaches its minimum (min(MSE)) to the value of MSE, obtained by the
methods introduced in Chapter 1. MSE for all the methods can be seen from the top
axis in Figure 3.1 and in figures in Appendix together with the value of min(MSE).
For clarity, the separation rate and the selected simulation settings are also shown
in the plots for each simulation scenario. For scenarios where identical odds ratios
were associated with each covariate we restricted to the first explanatory variable
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(also omitting the intercept). However, in case of p = 5, where we defined different
correlations between variables, also other variables should be investigated as they
might not be equal. (However, the value of the penalty parameter which minimized
MSE was quite similar for all covariates.) For scenarios where only one covariate
was strongly related to the outcome we first show MSE for that covariate and for
a covariate with weak effect. Moreover, the histograms in Figure 3.2 and Appendix
show how the distributions of the chosen penalty parameters vary according to each
scenario. By placing the two graphs side by side, it can clearly be seen where on
average is the optimal value of the penalty parameter for each scenario and how the
chosen values deviate from the optimal value. A red vertical line shows the point of
min(MSE).
It is evident from Figure 3.1 and figures in Appendix that penalization can
decrease MSE considerably. With regard to MSE tuned penalized regression can
outperform ML and FL if we knew optimal tuning parameter values. Interestingly,
neither cross-validation nor AIC reach the point of min(MSE). This applies espe-
cially to situations where the probability of separation is high: the discrepancy
between min(MSE) and achieved MSE is huge. However, this also holds for sit-
uations without separation, alhough we should not forget that in the analyses we
focused only on one explanatory variable. In contrast, FL mostly results in MSEs
that are extremely close to the value of min(MSE).
Table 3.3 shows MSE, min(MSE) and the relative increase in MSE (MSE-
min(MSE))/ min(MSE) for the scenarios with 0%, ca. 50% and ca. 75% probability
of separation (where identical odds ratios were associated with each covariate). The
results presented in Table 3.3 are in accordance with our observations: the increase in
MSE is considerable in presence of separation but is also non-negligible in situations
without separation, although an increased sample size improves the performance of
the methods. Moreover, it can be seen that the AIC mostly provides worse solu-
tions than cross-validation. However, the superiority of FL over other methods in
scenarios with high probability of separation was confirmed. FL shows extremely
good performance with respect to MSE of coefficient estimates in situations of high
parameter values.
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Figure 3.1: Scenario A2. the path of squared error (β̂− β)2 against the penalty
strength. A vertical black line in the 3rd plot applies to ordinary Firth regression.
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Figure 3.2: Scenario A2. The distributions of the chosen penalty parameters for the
scenario of sample size n= 30 with two uncorrelated covariates where the probability
of separation is 49%. A vertical red line shows the point at which the min(MSE)
was reached.
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1) Separation 0%4 2) Separation 50% 3) Separation 75%
n p Cor. Method min(MSE) MSE ΔMSE min(MSE) MSE ΔMSE min(MSE) MSE ΔMSE
A 30 2 No ML 0.91 313.25 447.94
RR(CV) 0.13 0.25 0.92 1.03 4.88 3.76 1.19 4.52 2.81
RR(AIC) 0.53 3.08 6.88 5.71 6.04 4.10
LR(CV) 0.16 0.28 0.75 1.40 9.82 6.03 1.50 10.47 5.97
LR(AIC) 0.60 2.75 14.95 9.70 16.43 9.94
FL 0.09 0.63 6.00 1.03 1.12 0.08 1.23 1.35 0.09
FL(CV) 0.17 0.89 8.07 6.82 13.91 10.28
FL(AIC) 0.55 5.11 27.62 25.77 33.00 25.76
B 100 2 No ML 0.26 250.26 332.15
RR(CV) 0.10 0.16 0.57 0.63 2.32 2.70 0.75 1.60 1.14
RR(AIC) 0.25 1.55 1.82 1.91 1.13 0.51
LR(CV) 0.14 0.21 0.56 0.72 6.51 8.10 0.82 5.56 5.74
LR(AIC) 0.22 0.65 6.03 7.42 5.10 5.19
FL 0.07 0.24 2.26 0.70 0.70 0.00 0.81 1.24 0.52
FL(CV) 0.12 0.60 6.53 8.32 11.19 12.76
FL(AIC) 0.21 1.86 22.57 31.18 24.75 29.44
C 30 2 Yes ML 1.06 333.51 600.12
RR(CV) 0.11 0.19 0.72 0.83 4.10 3.94 1.32 5.50 3.17
RR(AIC) 0.46 3.18 8.87 9.69 11.46 7.68
LR(CV) 0.16 0.25 0.56 1.73 9.25 4.14 2.42 13.93 4.75
LR(AIC) 0.56 2.50 16.30 8.44 29.46 11.15
FL 0.08 0.70 7.75 1.01 1.38 0.37 1.55 1.59 0.02
FL(CV) 0.14 0.75 13.22 12.14 19.61 11.65
FL(AIC) 0.54 5.87 29.34 28.17 47.57 29.69
D 100 2 Yes ML 0.38 240.85 363.33
RR(CV) 0.07 0.17 1.34 0.80 2.61 2.19 1.13 2.34 1.06
RR(AIC) 0.34 3.74 2.83 2.56 2.11 0.86
LR(CV) 0.13 0.24 0.83 0.96 6.47 5.18 1.35 6.64 3.93
LR(AIC) 0.29 1.22 8.61 7.95 8.83 5.55
FL 0.07 0.33 3.67 0.88 0.96 0.12 1.19 1.36 0.14
FL(CV) 0.13 0.78 5.97 5.34 9.29 6.79
FL(AIC) 0.28 2.93 24.83 24.50 31.10 25.08
E 30 5 Yes ML 1.66 602.80 1267.07
RR(CV) 0.11 0.16 0.45 0.56 1.51 1.69 1.07 2.69 1.51
RR(AIC) 0.44 3.00 12.46 21.23 18.00 15.82
LR(CV) 0.16 0.21 0.31 1.08 2.41 1.22 1.95 4.67 1.54
LR(AIC) 0.53 2.31 23.56 20.78 52.40 25.87
FL 0.11 0.83 6.55 1.00 2.00 1.01 1.68 1.94 0.15
FL(CV) 0.14 0.27 2.16 1.16 3.94 1.35
FL (AIC) 0.82 6.45 51.70 50.80 106.95 62.72
F 100 5 Yes ML 0.44 432.19 696.92
RR (CV) 0.08 0.13 0.63 1.05 2.03 0.93 1.44 2.79 0.94
RR (AIC) 0.33 3.33 2.88 1.73 2.69 0.88
LR (CV) 0.13 0.19 0.40 1.30 2.90 1.24 1.74 4.72 1.71
LR (AIC) 0.25 0.84 11.06 7.53 13.92 7.00
FL 0.08 0.36 3.60 1.27 1.34 0.06 1.67 1.68 0.00
FL (CV) 0.11 0.47 8.10 5.40 13.50 7.07
FL (AIC) 0.31 2.91 49.44 38.05 76.19 44.52
Table 3.3: MSE, min(MSE) and the relative increase in MSE according to the
probability of separation for the scenarios where identical odds ratios are associated
with each covariate. The results for ML are restricted only to MSE as min(MSE)
is not possible to determine and the increase in MSE is therefore not possible to
compute.




Further analysis provides results in more detail. Table 3.3 shows that MSE for ML
was always huge in all the scenarios with separation. It is necessary to remember
that the estimates for ML in this case are not relevant as they diverge to ±∞.
However, when we only considered scenarios with zero probability of separation,
i.e. where n = 100 and β = 0.41, and we computed the relative increase in MSE,
ML still performed worst and provided the estimates with higher MSE. We also
calculated the MSE for scenarios of sample size n = 30 and β = 0.41, excluding the
data sets with separation (in plots in Appendix marked with ∗). As expected, ML
again performed the worst due to small sample sizes for which maximum likelihood
estimates are known to be biased away from zero.
In contrast with other methods, FL performed best and yielded the estimates
with smallest MSE in all scenarios with high probability of separation. Interestingly,
it ranked the next to last (ML) place in scenarios with no separation, i.e. in scenarios
with low parameter values.
Methods tuned by AIC almost always yielded (considerably) worse results than
tuning by cross-validation. In case of separation the optimizing AIC solution was
much more likely to be zero what resulted in infinite parameter estimates and large
MSE. However, the estimates in the study could hardly be effectively infinite for
ridge and lasso regression since we defined the λ sequence in the range [0.0001,10]
and it appeared that λ = 0.0001 was often large enough to yield parameter esti-
mates with reasonable values. Inversely, for generalized Firth regression the result-
ing parameter estimates for τ = 0.001 could be effectively infinite in the presence of
separation as τ = 0.001 penalization is less stringent. For more comparable results
it would be therefore reasonable to extend the λ sequence to also include smaller
values than 0.0001. However, in the histograms in Figure 3.2 and Appendix we can
see that the distributions of the penalty parameters chosen by AIC are similar for
all three methods within one scenario where the probability of separation was high:
there is approximately 50% respectively 75% of cases where λ = 0 or τ = 0 would
have been optimal (for lasso regression this percentage is sometimes smaller) with
the exception of ridge regression in the case with n = 100 and large βs where all the
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chosen values are equal to 0.0001. For the presented scenarios, evidently, tuning by
AIC in the presence of separation does not work.
In contrast, there was much higher chance of getting non-zero penalty parameter
values in case of separation by cross-validation. If we again consider the histograms
in Figure 3.2 and Appendix, we can first see that the distributions of chosen penalty
parameters for RR (CV) and LR (CV) are very similar throughout different settings
while the distributions for FL (CV) differ. For FL (CV) cross-validation often
resulted in parameter estimates that were penalized too heavily. If we return to the
prediction error in Table 2.4 we can see that there was more false predictions in the
case of Firth regression. On the contrary, especially ridge regression evaluated much
better each subject’s contribution to the likelihood where this subject had been left
out in estimation of the model parameters. There were only few false predictions.
This confirms, as several authors have shown (Ambler et al. 2012, Park and Hastie
2007), that 2 penalization provides superior performance in independent validation
than some other methods, but this goes beyond the scope of this study.
Inversely, in the settings of sample size n = 30 with two uncorrelated covari-
ates RR (CV) and LR (CV) often resulted in parameter estimates that almost
approached the unpenalized model as the penalization was small. This only hap-
pened in cases with separation. However, there were cases where despite separation
RR(CV) and LR(CV) achieved non-zero values of the penalty parameter. This
was due to some influential observations that had a big impact on the error of the
prediction when the sample size was small, as discussed in Chapter 2. Such false
predictions were not so influential in the samples of size n = 100. We can see that
for the sample size n = 100 with 2 uncorrelated variables the chance of getting a
zero penalty parameter value equals to the probability of separation. However, we
should not forget that the parameter estimates were extremely large when n = 100
and to achieve accurate estimates the value for λ should have been small. Even
though we can see that min(MSE) was within the penalty parameter range and
that it could not be a coincidence that all the cases with log(λ) < −8.5 were the
cases with separation, further investigations should be done with an extended range
of λ.
The situation was not the same in settings with two correlated variables: the
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chance of getting a zero penalty parameter value was even smaller for both n = 30
and n = 100. In the setting of sample size n = 30 and probability of separation
48% log(λ) was smaller than -8.5 in only 12% of cases. Obviously, the error of the
prediction was larger (for smaller values of λ) in correlated than in uncorrelated case
as multicollinearity affects calculations regarding individual predictions. Also, the
risk for false cross-validated predictions is higher when there are more parameters
included in the model: this is confirmed in scenarios with p = 5; we can see that
cross-validation almost always achieved an optimizing value of the penalty parameter
that differed from zero.
These results were in accordance with our expectations based on the conclusions
in Chapter 2. But the question, ”Are the results for RR (CV) and LR (CV) when
they achieve non-zero value of λ trustworthy?”, is still not answered. If we return
to Table 3.3, we can see that all the methods apart from FL performed much better
in scenarios with no separation. Settings where only one parameter was strongly
related to the outcome were no exception: the relative increase in MSE in this case
was even larger for both covariates – the one with high parameter value and the one
with low parameter value (this also applies to FL in the case of covariates with weak
effect). Furthermore, the relative increase in MSE was smaller when the sample size
was 100. This is interesting as we have seen that when p = 2 cross-validation tended
to choose a penalty parameter that was close to 0. Closer inspection reveals that in
the same settings also RR (AIC) performed good (even better) although the chosen
value for λ was always 0.0001. This was due to extremely large values set for β:
the amount of penalization should have been small not to shrink the coefficient
estimates too much towards zero and λ = 0.0001 could obviously already provide
quite satisfying results. For this reason the effect of sample size should be further
investigated in scenarios where separation is achieved by reducing the event rate
and include even more unbalanced covariates. Moreover, as already mentioned, the
λ range should be extended to smaller values.
However, it is obvious that the increase in MSE for RR (CV) and LR (CV)
was due to cases where tuning broke down and resulted in λ = 0.0001. This was
confirmed in scenarios where p = 5 as zero values for λ were seldom chosen and
the increase in MSE was lower than in scenarios with p = 2. This might suggest
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that non-zero values of the penalty parameter obtained by cross-validation can often
be trusted. If we observe the distributions of non-zero λs, it seems like they vary
around the value where the red curve reaches its minimum. Especially in the case
with p= 5 we can see how nicely the distribution varies around min(MSE). However,
it is hard to give any certain conclusions as we can see the distributions of non-zero
λ are quite elongated and the optimizing values can considerably deviate from their
mean (especially for RR (CV), less for LR (CV)). For this reason we calculated
MSE excluding the cases with no separation and those where the chosen value of
the penalty parameter was close to 0 (log(λ) < −8.5). If we consider the setting
in Figure 3.1 and 3.2 with two uncorrelated covariates, sample size n = 30 and the
probability of separation 49%, and we regard only to 229 cases where cross-validation
achieved a non-zero value of the penalty parameter in presence of separation, then
MSE for RR (CV) was 1.30 and for LR (CV) was 1.90 which gives us 82% relative
increase in MSE for RR (CV) and 77% for LR (CV). This is very similar than in
the setting with zero probability of separation. In the settings with two correlated
covariates there was ca. 360 cases where cross-validation achieved non-zero value of
the penalty parameter in presence of separation. MSE for RR (CV) was 1.89 and
for LR (CV) was 2.98 which gives the relative increase of MSE of only 1% for RR
(CV) and 60% for LR (CV).
This could lead to the conclusion: while based on only some influential ob-
servations in case of separation ridge and lasso parameter estimates obtained by
cross-validation can be trusted if the optimizing penalty parameter differs from
zero. However, this conditional statement does not allow to make unconditional
choices of the analysis method, as it can not be detected, without uncovering the
relationship between X and Y , if a zero or a non-zero penalty parameter would
be achieved. Moreover, further investigations are needed which extend to high-
dimensional settings. However, the simulation study confirms the superiority of FL
over other methods in the scenarios with high probability of separation, i.e. in sit-
uations of high parameter values and unbalanced covariates. FL does not require
the estimation of a penalty parameter and is robust to the problem of separation.
Chapter 4
Discussion
As the title suggests the purpose of the present work is not to find a solution but
rather to question the usage of tuned penalized regression methods in logistic re-
gression in case of separation. We have shown some typical examples to illustrate
the situations of separation and to point out that it is a non-negligible problem for
logistic regression. In such analysis the parameter estimates obtained by classical
maximum likelihood methods do not exist as they diverge to ±∞ which is due to
a perfect separability of the two outcome groups by the values of a covariate or a
linear combination of covariates. Inversely, penalized maximum likelihood methods
can supply finite point estimates in case of separation as they shrink the estimates of
regression coefficients towards zero (in order to decrease their mean squared error) so
that parameter estimates do not diverge and can therefore provide a solution to the
problem. In the present work the following penalized approaches were compared:
ridge, lasso and (generalized) Firth regression. The necessary amount of penaliza-
tion in penalized regression, controlled by the penalty parameter, can be found by
maximizing the cross-validated likelihood or by minimizing the penalized version of
the Akaike’s Information Criterion AIC. (An exception is ordinary Firth regression
where the penalty parameter is fixed.) However, both tuning approaches have their
limitations in the presence of separation. We have shown that in the analysis of a
2× 2 table with a zero cell count, probably the most common situation of separa-
tion in practice, tuning does not work as the penalty parameter is optimized at zero
which results in infinite parameter estimates. Thus, tuned penalized regression
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does not solve the separation issue in this simple 2×2 example.
However, further investigation has revealed that despite separation in the data
both methods may achieve non-zero penalty parameter for multiple logistic regres-
sion models including more than one covariate. Although in case of separation
the binomial deviance is always optimized with extreme parameter estimates, i.e.
no penalization, penalization decreases the effective degrees of freedom used in the
definition of AIC. Therefore, AIC might sometimes be optimized with a non-zero
value of the penalty parameter. However, our simulation study shows that in case
of separation the optimizing AIC solution is much more likely to be zero than to be
non-zero. This holds even for the model that includes five explanatory variables.
In contrast with AIC, cross-validation achieves non-zero results for the penalty
parameter more often. This applies especially to generalized Firth regression. How-
ever, it seems cross-validation is not an adequate tool for choosing an optimizing τ
parameter in case of separation as it systematically results in too heavy penalization.
In ridge and lasso regression the chance of getting non-zero penalty parameter val-
ues depends on sample size, the number of covariates and correlation between them.
Due to some influential wrongly predicted observations in cross-validation that have
a very big impact on the error of the prediction as expressed by the cross-validated
deviance, it is more plausible that cross-validation achieves non-zero values when
the sample size is small as such false predictions in cross-validation will not be that
influential if sample sizes are larger. Furthermore, non-zero values are often attained
to guard against overfit by multicollinear covariates.
The fact that the value of the tuning parameters may be crucially depending on
only few observations questions the solution for ridge and lasso regression obtained
by cross-validation. Interestingly, a closer investigation shows that the distribution
of non-zero λ values indeed varies around the λs which provide minimum MSE. Cal-
culating the increase in MSE of the estimated coefficients for cases with separation
excluding those where λ was optimized at zero results in similar increase in MSE
than in scenarios where the probability of separation is 0%. This is confirmed in
scenarios with five covariates: although we focused only on one covariate, and they
are not equal, results regarding the increase in MSE are satisfying as there is only
few cases where λ = 0 would be optimal. This suggests that a non-zero value of the
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penalty parameter obtained by cross-validation can be trusted if it differs from zero.
However, further investigations should be done with an increased λ sequence range
in scenarios where separation is achieved by reducing an event rate and unbalance
covariates even more, and also for high-dimensional settings.
The problem is that this solution is not very reliable as we can never know in
advance if the method will achieve non-zero value of the penalty parameter or not.
The implementation in glmnet seems in this aspect reasonable as it does not allow
a user to extend the λ sequence range to zero. Therefore, it can always yield results
with reasonable values. However, this can be dangerous in case when the minimum
of the λ range is chosen. In this case a user does not immediately see that estimated
coefficients may be questionable.
Although it has been shown that ridge regression provides superior performance
whenever one is willing to accept introduction of bias for the sake of small MSE,
we have seen in the simulation study that ordinary Firth-type penalization outper-
forms all the other methods with respect to MSE of coefficients in scenarios with
high probability of separation. However, we should not forget that this were situa-
tions of (very) high parameter values; i.e. ordinary Firth-type penalization did not
perform so good in the case where only one covariate was strongly related to the
outcome as the relative increase in MSE was high for covariates with weak effect.
Furthermore, it ranked next to last place in scenarios with no separation (the last
place was taken by maximum likelihood that always performs the worst regarding
MSE of coefficients). Nevertheless, all this work considered only point estimation,
but practical data analysis usually includes the computation of confidence intervals.
For ridge and lasso regression, such confidence intervals are not meaningful, even
not if computed by the bootstrap, as the parameter estimates are biased. Several
simulation studies (Heinze 2006, Heinze and Schemper 2002) have already shown
that confidence intervals computed by the profile penalized likelihood method based
on Firth’s penalty have excellent coverage properties. This may somewhat relativize
the impression that Firth point estimates behave worse than tuned ridge or lasso
estimates under separation-safe scenarios. Furthermore, the modifications of Firth-
type logistic regression resulting in unbiased predicted probabilities have already
been proposed (Puhr et al. 2016).
46 CHAPTER 4. DISCUSSION
Summarizing, we have seen that tuned penalized regression as a solution in case
of separation is questionable as both methods for choosing the optimal penalty pa-
rameter have its limitations under these certain conditions. In contrast, Firth-type
penalization does not require the estimation of a penalty parameter. Furthermore,
it is robust to the problem of separation and it always yields finite estimates of
parameters under complete or quasi-complete separation.
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Optimizirana penalizirana regresija – rešitev za problem ločenosti v lo-
gistični regresiji?
Pogosta težava, na katero naletimo, ko želimo z modelom logistične regresije
oceniti koeficiente, je tako imenovana ločenost: situacija nastopi, ko ena ali linearna
kombinacija večih napovednih spremenljivk popolnoma loči izide od neizidov. To
povzroči, da koeficinti, ki bi jih dobili z metodo največjega verjetja ne obstajajo, saj
algoritem, s katerim maksimiziramo funkcijo verjetja, ne skonvergira ali pa skonver-
gira, a vsaj ena od ocen parametrov divergira v neskončno.
Rešitev za opisano situacijo se ponuja v možnosti, da namesto z metodo največ-
jega verjetja koeficiente logističnega modela ocenimo s penalizirano funkcijo verjetja,
ki lahko ponudi končne ocene parametrov. Z namenom, da se zmanǰsa tudi sred-
nja kvadratna napaka, penalizirani regresijski modeli koeficiente zmanǰsajo v smeri
proti nič, tako da ne morejo divergirati v neskončno. Ocenjeni koeficienti so tako
pristranski, a so zaradi manǰse srednje kvadratne napake v povprečju bliže pravi
populacijski vrednosti kot pa nepenalizirani koeficienti. V nalogi poleg metode na-
jvečjega verjetja obravnavam še regresiji 1 (angleško tudi ”lasso”) in 2 (angleško
tudi ”ridge”) ter (posplošeno) Firthovo regresijo.
Stopnjo penalizacije uravnava penalizacijski parameter; vprašanje pa je, kako
ga poiskati. Dva uveljavljena pristopa sta optimizacija funkcije verjetja z metodo
prečnega preverjanja ali pa optimizacija Akaikejevega informacijskega kriterija (AIC),
a se izkaže, da lahko v primerih, ko je v podatkih ločenost, oba odpovesta, saj je
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nepenalizirana funkcija verjetja vedno večja kot penalizirana: v enostavnih primerih
na primer, kadar lahko podatke strnemo v 2x2 kontingenčno tabelo in je vsaj ena
od celic tabele prazna (t. j. v podatkih je ločenost), tako prečno preverjanje kot
AIC ponudita parameter, optimiziran pri nič, kar je rešitev po metodi največjega
verjetja, po kateri pa so ocene parametrov neskončne. To pomeni, da v tem primeru
optimizirana penalizirana logistična regresija ne more ponuditi rešitve za problem
ločenosti.
Kljub temu da obe optimizacijski metodi odpovesta v najbolj enostavnem primeru
z eno samo dihotomno pojasnjevalno spremenljivko, pa se takrat, ko je v model
vključenih več pojasnjevalnih spremenljivk, optimizirana rešitev lahko razlikuje od
nič. To še zlasti velja za prečno preverjanje, ki v primeru ločenosti deluje mnogo
bolje kot pa AIC. Slednji lahko ponudi neničlno rešitev (vendar je večinoma ne) zato,
ker se s penalizacijo, kljub temu da se manǰsa vrednost funkcije verjetja, manǰsajo
tudi efektivne stopinje prostosti, ki so del definicije AIC.
Vseeno pa je, kot se pokaže na dejanskih primerih in v simulacijski študiji, prečno
preverjanje mnogo bolj učinkovito pri iskanju neničlne rešitve kot pa AIC. To se zdi
zanimivo, saj s prečnim preverjanjem merimo napako pri napovedih, ki pa je po
definiciji močno povezana s funkcijo verjetja. S postopkom prečnega preverjanja
ovrednotimo prispevek vsakega opazovanja k funkciji verjetja tako, da pri ocenje-
vanju modela to opazovanje izločimo iz vzorca in ga uporabimo za ocenjevanje na-
pake pri napovedih. Medtem ko se funkcija verjatja s penalizacijo manǰsa, pa lahko
prečno preverjanje ponudi jasen optimum. Na primerih vidimo, da je zaradi na-
pačnih napovedi v primeru ločenosti prispevek nekaterih opazovanj k združeni oceni
napake napovedi lahko ogromen, tako da na optimizirano rešitev močno vpliva le zelo
majhno število opazovanj. Prav zato je prečno preverjanje mnogo bolj učinkovito pri
iskanju neničlne rešitve takrat, ko je vzorec majhen, saj se vpliv majhnega števila
opazovanj, ki imajo velik vpliv na napako napovedi, z velikostjo vzorca manǰsa. Tudi
korelacija med pojasnjevalnimi spremenljivkami in pa število pojasnjevalnih spre-
menljivk močno vplivata na to, da prečno preverjanje ponudi optimizirano rešitev, ki
se razlikuje od nič: v primeru korelacij in večjega števila pojasnjevalnih spremenljivk
v modelu je napaka pri napovedih večja.
Zanimivo je to, da se rešitve, ki jih s prečnim preverjanjem dobimo pri gener-
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alizirani Firthovi regresiji, precej razlikujejo od rešitev pri regresiji 2 ali 1. Ob
primerjavi porazdelitev optimizacijskih parametrov za simulirane vzorce se pokaže,
da so porazdelitve za regresiji 2 in 1 precej podobne (večji del rešitev teži k nič),
medtem ko prečno preverjanje pri posplošeni Firthovi regresiji večinoma izbira vi-
soke penalizacijske parametre. Simulacije, pri katerih se osredotočim predvsem na
to, kako učinkovite so obravnavane metode v smislu zmanǰsevanja srednje kvadratne
napake ocenjenih koeficientov pod pogoji, kjer je verjetnost za ločenost velika,
pokažejo, da je penalizacija v primeru posplošene Firthove regresije močno pre-
stroga. Srednja kvadratna napaka je tako precej velika in zaključimo lahko, da
prečno preverjanje v primeru posplošene Firthove regresije ni ustrezen način za
izbiro optimizacijskega parametra.
Presenetljivo dobri pa so rezultati z ozirom na srednjo kvadratno napako ocen-
jenih koeficientov v primerih regresij 2 in 1, kadar prečno preverjanje ponudi op-
timizirano rešitev, ki se razlikuje od nič. Kljub temu pa dejstvo, da na izbor opti-
mizacijskega parametra lahko odločilno vpliva le majhno število opazovanj, postavlja
pod vprašaj zanesljivost dobljenih rešitev. Prav nasprotno pa se pokaže, da po-
razdelitve neničlnih optimizacijskih parametrov variirajo okoli točke, kjer je srednja
kvadratna napaka na določenem razponu nastavljenih vrednosti za optimizacijski
parameter najmanǰsa. To torej pomeni, da rešitvam v primerih regresij 2 in 1
lahko zaupamo, če se optimizacijski parametri razlikujejo od nič. Problem pri tem
je, da ta rešitev ni preveč zanesljiva, saj pred analizo nikoli ne moremo vedeti, ali
bo metoda ponudila neničlno rešitev ali ne.
V nasprotju pa je Firthova regresija, pri kateri je optimizacijski parameter fik-
siran, povsem robustna na problem ločenosti v podatkih. Prednost metode je tudi v
tem, da optimizacija ni potrebna. Poleg tega se v simulacijski študiji pokaže, da je v
scenarijih, kjer je verjetnost za ločenost velika, srednja kvadratna napaka ocenjenih
koeficientov najmanǰsa prav pri Firthovi regresiji. Seveda pa je treba upoštevati, da
so to scenariji, pri katerih so pojasnjevalne spremenljivke neuravnotežene in koefi-
cienti parametrov (zelo) veliki. V primerih, kjer je samo ena spremenljivka močno
povezana z izidom, ostale pa so z izidom povezane le šibko, je srednja kvadratna
napaka relativno majhna le v primeru spremenljivke z močno povezanostjo, rešitev
za spremenljivke s šibko povezanostjo pa je daleč od optimalne.
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Na podlagi opazovanj in rezultatov pričujoče naloge tako ni mogoče podati enoz-
načnega odgovora na vpračanje, kaj storiti v primeru, ko želimo z modelom logis-
tične regresije oceniti povezanost spremenljivk z dihotomnim izidom in je v podatkih
ločenost. Optimalna rešitev je odvisna od različnih parametrov, ki se razlikujejo od
vzorca do vzorca. Vseeno pa je rešitev, ki jo v primerih ločenosti lahko ponudi
optimizirana penalizirana logistična regresija, vprašljiva in nadaljno raziskovanje za
različne scenarije, kjer se pojavi ločenost, bo v prihodnosti potrebno.
Appendix B
Simulation results
In Appendix, we show the simulation results for each of the scenarios described in
Table 3.2. In particular, the graphs describe the paths of squared errors (β̂−β)2 for
every data set achieved by varying the penalty parameters (plotted as grey lines).
For scenarios where identical odds ratios were associated with each covariate we
restrict to the first explanatory variable (also omitting the intercept). For scenarios
where only one covariate was strongly related to the outcome we first show results
for that covariate and then for a covariate with weak effect. The red curve shows
MSE, averaged at each value of the penalty parameter sequence. We compare that
value of the penalty parameter, which, across all simulated data sets of a scenario,
minimized the MSE of βs (red vertical line in histograms; marked as min(MSE))
to the MSE where the penalty parameters were selected such that cross-validated
deviance or AIC were optimized. A vertical black line applies to ordinary Firth
regression. MSE for all the methods can be seen from the top axis together with the
value where the red curve is minimized. For clarity, the probability of separation and
the selected simulation parameters are also shown in the plots for each simulation
scenario. In scenarios marked with ∗ the data sets with separation were excluded.
The histograms show how the distributions of the chosen penalty parameters vary
according to each scenario.
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Simulation scenario A1 of Table 3.2
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Simulation scenario A2 of Table 3.2
59
Simulation scenario A3 of Table 3.2
60 APPENDIX B. SIMULATION RESULTS
Simulation scenario A4 of Table 3.2
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Simulation scenario B1 of Table 3.2
62 APPENDIX B. SIMULATION RESULTS
Simulation scenario B2 of Table 3.2
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Simulation scenario B3 of Table 3.2
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Simulation scenario B4 of Table 3.2
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Simulation scenario C1 of Table 3.2
66 APPENDIX B. SIMULATION RESULTS
Simulation scenario C2 of Table 3.2
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Simulation scenario C3 of Table 3.2
68 APPENDIX B. SIMULATION RESULTS
Simulation scenario C4 of Table 3.2
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Simulation scenario D1 of Table 3.2
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Simulation scenario D2 of Table 3.2
71
Simulation scenario D3 of Table 3.2
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Simulation scenario D4 of Table 3.2
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Simulation scenario E1 of Table 3.2
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Simulation scenario E2 of Table 3.2
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Simulation scenario E3 of Table 3.2
76 APPENDIX B. SIMULATION RESULTS
Simulation scenario E4 of Table 3.2
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Simulation scenario F1 of Table 3.2
78 APPENDIX B. SIMULATION RESULTS
Simulation scenario F2 of Table 3.2
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Simulation scenario F3 of Table 3.2
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Simulation scenario F4 of Table 3.2






























































































































































































> #ridge regression, effective degrees of freedom function
>
> e.df.r<-function(x, y, pen){
+ mod <- glmnet(x=x, y=y, family="binomial", alpha=0, lambda=pen, standardize=F)
+ X<- as.matrix(cbind(1, x))
+ beta.hat <- as.matrix(coef(mod))
+ p <- 1/(1+exp(-X %*% beta.hat))
+ w <- p*(1-p)







+ effective.df <- sum(diag(info.matrix.nopenalty %*% var.mod)) - 1
+ return(effective.df)
+ }
> #ridge regression, AIC function
>
> rr.aic <- function(x,y,pnlty){
+ aic <- vector()
+ for(i in 1:length(pnlty)){
+ pen<-pnlty[i]
+ mdl <- glmnet(x=x, y=y, family="binomial", alpha=0, lambda=pen, standardize=F)
+ aic[i]<- deviance(mdl) + 2*e.df.r(x, y, pen)
+ }
+ pen <- pnlty[aic==min(aic)]
+ res <- glmnet(x=x, y=y, family="binomial", alpha=0, lambda=pen, standardize=F)
+ res$pen <- pen
+ return(res)
+ }
> #lasso regression, AIC function
>
> lr.aic<-function(x,y, pnlty){
+ fit <- glmnet(x=x, y=y, family="binomial", alpha=1, lambda=pnlty, standardize=F)
+ aic<- deviance(fit) + 2*fit$df
+ pen<-tail(fit$lambda[aic==min(aic)], n=1)
+ res<-glmnet(x=x, y=y, family="binomial", alpha=1, lambda=pen)
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+ return(res)
+ }
> #Firth regression, CV function
>
> fl.cv<-function(x, y, pnlty){
+ mod <- cv.logistf(y, x, pl = F, measure = "deviance",
+ tau=pnlty, foldid=1:length(y))
+ dev <- as.vector(mod$m[1,])
+ mdl<-logistf(y~x, firth=T, tau=pnlty, pl=F)
+ pen<-pnlty[dev==min(dev)]
+ coef<-mdl$coefficients[, which.min(dev)]
+ pred<- mdl$predict[, which.min(dev)]
+ linear.predictors <- mdl$linear.predictors[, which.min(dev)]
+ return(list(pen=pen, coef=coef))
+ }
> #Firth regression, AIC function
>
> fl.aic<-function(x, y, pnlty){
+ aic<-vector()
+ mdl<-logistf(y~x, firth=T, tau=pnlty, pl=F)
+ X<- as.matrix(cbind(1, x))
+ for(i in 1:length(pnlty)){
+ beta.hat <- as.matrix(mdl$coefficients[,i])
+ p <- 1/(1+exp(-X %*% beta.hat))
+ v <- sqrt(p*(1-p))
+ w <- p*(1-p)
+ V<-matrix(0, length(y), length(y))
+ diag(V) <- v
+ W<-matrix(0, length(y), length(y))
+ diag(W) <- w
+ info.matrix.nopenalty <-t(X)%*%W%*%X
+ H <- V%*%X%*%solve(t(X)%*%W%*%X)%*%t(X)%*%V
+ var.cov.fl<-matrix(NA, dim(X)[2], dim(X)[2])
+ for(j in 1:dim(X)[2]){
+ for(k in 1:dim(X)[2]){
+ A<-matrix(0, length(y), length(y))
+ diag(A) <- X[ ,k]*(1-2*p)
+ B<-matrix(0, length(y), length(y))
+ diag(B) <- X[,j]*(1-2*p)
+ C<-matrix(0, length(y), length(y))
+ diag(C) <- X[,k]*X[,j]*(1-6*p+6*p^2)
+ var.cov.fl[j, k] <- sum(-p*(1-p)*X[,j]*X[,k]) +
+ pnlty[i]*sum(diag(-H %*% A %*% H %*% B))+ pnlty[i]*sum(diag(H %*% C))
+ }
+ }
+ effective.df <- sum(diag(info.matrix.nopenalty %*% solve(-var.cov.fl))) - 1
+ loglik <- log(prod(mdl$predict[,i]^y*(1-mdl$predict[,i])^(1-y)))








> get.beta0<-function(beta0, betas, x, target.prop){





> my.sample <- function(n, n.var, betas, prop, target.prop, cor.mat) {
+
+ z <- rmvnorm(n, mean=rep(0, n.var), sigma=cor.mat)
+
+ X <- matrix(NA, n, n.var)
+ q<-qnorm(prop, mean=0, sd=1)
+ X <- apply(z, 2, function(x) x > q)
+ X <- ifelse(X==T, 0, 1)
+
+ beta0.opt<-uniroot(get.beta0, c(-20,0), tol=1e-8, betas=betas, x = X,
+ target.prop=target.prop)$root
+
+ beta <- c(beta0.opt, betas)
+ lp = cbind(1, X)%*%beta
+ y=ifelse(runif(n)<1/(1+exp(-lp)), 1, 0)
+





> #repeat if the number of events or x=1 smaller than 3
>




+ smp<-my.sample(n=n, n.var=n.var, betas=betas, prop=prop,
+ target.prop=target.prop, cor.mat=cor.mat)
+ data <- smp$data






> sim <- function(nRep, n, n.var, betas, prop, target.prop, cor.mat) {
+
+ b <- ys <- x.sd <- x.mean <- NULL
+ error.beta <- list(ML=NULL, RR.cv=NULL, RR.aic=NULL,
+ LR.cv=NULL, LR.aic=NULL, FL=NULL, FL.cv=NULL, FL.aic=NULL)
+ coef.pen <- list(RR.cv=NULL, LR.cv=NULL, FL.cv=NULL)
+ coef <- list(ML=NULL, RR.cv=NULL, RR.aic=NULL, LR.cv=NULL, LR.aic=NULL, FL=NULL,
+ FL.cv=NULL, FL.aic=NULL)
+ tuning.opt <- matrix(NA, nRep, 8)
+ colnames(tuning.opt) <- c("ML", "RR.cv", "RR.aic", "LR.cv", "LR.aic",
+ "FL", "FL.cv", "FL.aic")
+ s <- separation <- vector()
+
+ for(k in 1:nRep){
+
+
+ smp<-my.smp(n=n, n.var=n.var, betas=betas, prop=prop, target.prop=target.prop,
+ cor.mat=cor.mat)
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+ data <- smp$data
+ beta0.opt <- smp$beta0.opt
+ y <- data[,1]
+ x <- data[,-1]
+ x.mean <- rbind(x.mean, apply(x, 2, mean))
+ x.sd <- rbind(x.sd, apply(x, 2, sd))
+ ys <- rbind(ys, mean(y))
+
+ bet <- c(beta0.opt, betas)
+ b <- rbind(b, bet)
+
+ #ML
+ res <- logistf(y~x, firth=F)
+ tuning.opt[k, 1] <- 0
+
+ coef$ML <- rbind(coef$ML, as.vector(res$coefficients))
+




+ if(any(round(as.numeric(res$pred), 6)==1)){separation[k] <- 1}
+ else if(any(round(as.numeric(res$pred), 6)==0)){separation[k] <- 1}
+ else if(any(sqrt(diag(vcov(res))[-1])*x.sd>30) &&
+ any(round(as.numeric(res$pred), 6)>=0.99)){separation[k] <- 1}
+ else if(any(sqrt(diag(vcov(res))[-1])*x.sd>30) &&
+ any(round(as.numeric(res$pred), 6)<=0.01)) {separation[k] <- 1}
+ else {separation[k] <- 0}
+
+ s[k] <- ifelse(is.null(tryCatch(glm(y~x, family="binomial"),




+ res <- cv.glmnet(x=x, y=y, family="binomial", alpha=0, nfolds=n,
+ lambda=pnlty, standardize = F)
+ tuning.opt[k, 2] <- res$lambda.min
+
+ coef$RR.cv <- rbind(coef$RR.cv, as.vector(coef(res$glmnet.fit,
+ s=res$lambda.min)))
+




+ res.lambda <- glmnet(x=x, y=y, family="binomial", alpha=0,
+ lambda=pnlty, standardize = F)





+ res <- rr.aic(x=x, y=y, pnlty=pnlty)
+ tuning.opt[k, 3] <- res$pen
+
+ coef$RR.aic <- rbind(coef$RR.aic, as.vector(coef(res)))
+
85




+ res <- cv.glmnet(x=x, y=y, family="binomial", alpha=1, nfolds=n,
+ lambda=pnlty, standardize = F)
+ tuning.opt[k, 4] <- res$lambda.min
+
+ coef$LR.cv <- rbind(coef$LR.cv, as.vector(coef(res$glmnet.fit,
+ s=res$lambda.min)))
+




+ res.lambda <- glmnet(x=x, y=y, family="binomial", alpha=1,
+ lambda=pnlty, standardize = F)





+ res <- lr.aic(x=x, y=y)
+ tuning.opt[k, 5] <- res$lambda
+
+ coef$LR.aic <- rbind(coef$LR.aic, as.vector(coef(res)))
+
+ error.beta$LR.aic <- rbind(error.beta$LR.aic, as.vector(coef(res))-bet)
+
+ #FL
+ res <- logistf(y~x, firth=T)
+ tuning.opt[k, 6] <- 0.5
+
+ coef$FL <- rbind(coef$FL, as.vector(res$coefficients))
+
+ error.beta$FL <- rbind(error.beta$FL, as.vector(res$coef)-bet)
+
+ #Tuned FL cv
+ pnlty=exp(seq(log(0.001),log(10),length.out=50))
+ res <- fl.cv(x=x, y=y, pnlty = pnlty)
+ tuning.opt[k, 7] <- res$pen
+
+ coef$FL.cv <- rbind(coef$FL.cv, as.vector(res$coef))
+
+ error.beta$FL.cv <- rbind(error.beta$FL.cv, as.vector(res$coef)-bet)
+
+ res.lambda <- logistf(y~x, firth=T, tau=pnlty, pl=F)
+ coef.pen$FL.cv <- rbind(coef.pen$FL.cv, res.lambda$coef)
+
+ #Tuned FL aic
+ pnlty=exp(seq(log(0.001),log(10),length.out=50))
+ res <- fl.aic(x=x, y=y, pnlty = pnlty)
+ tuning.opt[k, 8] <- res$pen
+
+ coef$FL.aic <- rbind(coef$FL.aic, as.vector(res$coef))
+
+ error.beta$FL.aic <- rbind(error.beta$FL.aic, as.vector(res$coef)-bet)




+ if(n.var==2){beta.res <- list(intercept=NULL, x1=NULL, x2=NULL)}
+ else {beta.res <- list(intercept=NULL, x1=NULL, x2=NULL, x3=NULL, x4=NULL, x5=NULL)}
+
+ for(i in 1:(n.var+1)){
+ beta.res[[i]] <- matrix(NA, 8, 3)
+ rownames(beta.res[[i]]) <-c("ML", "RR.cv", "RR.aic", "LR.cv", "LR.aic",
+ "FL", "FL.cv", "FL.aic")
+ colnames(beta.res[[i]]) <- c("Bias", "MSE")
+ for(j in 1:8){
+ temp <- c(mean(error.beta[[j]][,i], na.rm=T),
+ mean(error.beta[[j]][,i]^2, na.rm=T))




+ sim.pars <- list(n=n, n.var=n.var, betas=betas, prop=prop, target.prop=target.prop)
+ run.st <- list(ys=ys, x.sd=x.sd, x.mean=x.mean, b=b)
+
+ res <- list(sim.pars=sim.pars, run.st=run.st, tuning.opt=tuning.opt,
+ separation=separation, s=s, error.beta=error.beta,
+ coef.pen=coef.pen, Betas=beta.res, coef=coef)
+
+ return(res)
+
+ }
>
