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The device-independent approach to physics is one where conclusions are drawn directly from
the observed correlations between measurement outcomes. In quantum information, this approach
allows one to make strong statements about the properties of the underlying systems or devices solely
via the observation of Bell-inequality-violating correlations. However, since one can only perform a
finite number of experimental trials, statistical fluctuations necessarily accompany any estimation
of these correlations. Consequently, an important gap remains between the many theoretical tools
developed for the asymptotic scenario and the experimentally obtained raw data. In particular, a
physical and concurrently practical way to estimate the underlying quantum distribution has so far
remained elusive. Here, we show that the natural analogs of the maximum-likelihood estimation
technique and the least-square-error estimation technique in the device-independent context result
in point estimates of the true distribution that are physical, unique, computationally tractable and
consistent. They thus serve as sound algorithmic tools allowing one to bridge the aforementioned
gap. As an application, we demonstrate how such estimates of the underlying quantum distribution
can be used to provide, in certain cases, trustworthy estimates of the amount of entanglement present
in the measured system. In stark contrast to existing approaches to device-independent parameter
estimations, our estimation does not require the prior knowledge of any Bell inequality tailored for
the specific property and the specific distribution of interest.
I. INTRODUCTION
The proper analysis of empirical data is an indispens-
able part in the development of both science and tech-
nologies. In quantum information, for instance, the care-
ful preparation followed by the proper characterization
of quantum systems (which includes estimating reliably
the prepared quantum state or the confirmation that it
possesses certain desired properties) is often the first step
to many quantum information processing protocols.
In practice, however, the execution of this prelimi-
nary task is far from trivial. For example, systematic
uncertainties arising from various imperfections in the
setup may compromise the reliability of the estimate [1–
3]. Moreover, unavoidable statistical fluctuations result
in situations where the ideal, theoretical description be-
come inapplicable. Hence, quantum state estimation [4]
using real data is a daunting task [5–10] where there re-
mains an ongoing debate on the preferred approach (see,
e.g., [11, 12] and references therein).
Interestingly, the first of these problems can be cir-
cumvented, to some extent, by the so-called device-
independent approach [13, 14]. There, the nature of the
devices employed is deduced directly from the measure-
ment statistics [15, 16], without relying on any assump-
tion about the devices’ detailed functioning or the as-
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sociated Hilbert space dimension. Consequently, robust
characterizations of quantum systems and instruments
are now in principle possible with minimal assumptions.
Likewise, the distribution of shared secret keys [17–19]
and the generation of random bits—secured by the laws
of physics [20–22]—are now possibilities at our disposal.
Crucially, in order to make nontrivial statements
from the empirical data, the latter have to be Bell-
inequality [23] violating, which cannot arise from local
measurements on a separable quantum state [24]. In-
deed, the extent of the observed Bell-inequality violation
can be used to provide an estimate, e.g., of the amount of
shared entanglement [25, 26], or even the incompatibility
between the measurements [27, 28] employed. Nonethe-
less, as with the case where the measurement devices are
fully characterized, the underlying distribution—which
serves as the analog of a quantum state in this black-box
setting—contains all the available information and thus
generally provides a much better estimate of the system’s
properties [29–32].
Indeed, various theoretical tools taking into account
the full quantum distribution have been developed for
device-independent characterizations: from the nature of
the (multipartite) entanglement [33–35] present to their
quantification [25, 26], from the steerability [36] of the un-
derlying state to the incompatibility of the measurements
employed [27, 28], and from the minimal compatible
Hilbert space dimension [37–39] to the self-testing [15, 16]
of the quantum apparatus [40, 41]. Stemming from the
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2algorithmic characterization of the set of quantum distri-
butions due to Navascue´s-Pironio-Ac´ın (NPA) [42, 43],
they share the common assumption that the estimated
distributions satisfy the physically motivated conditions
of nonsignaling [44, 45].
However, raw distributions estimated from the relative
frequencies of experimental outcomes—due to statistical
fluctuations—generically do not satisfy these conditions.
As such, none of the aforementioned tools can be di-
rectly applied to experimentally observed statistics. In
other words, while the device-independent approach of-
fers an elegant solution to overcome the problem of mis-
trusting the measurement devices, there remains an im-
portant gap between the theoretical tools developed for
such purposes and the actual data available from any Bell
experiment.
For the very specific problem of device-independent
randomness certification and quantum key distribution,
techniques based on hypothesis testing have been shown,
respectively, in [21, 46–49] and in [50, 51] to be appli-
cable even in the presence of finite statistics. These ap-
proaches are, however, very problem specific, and it is
not yet known how to generalize them for the general
problem of device-independent characterizations. Here,
we consider an alternative approach inspired by estima-
tion theory, which consists in constructing a point esti-
mate for the underlying quantum distribution from the
observed frequencies. In particular, we show that the nat-
ural analogs of two physical estimators employed in usual
quantum state tomography, namely, maximum-likelihood
(ML) estimation and least-square-error estimation, also
serve as sound estimators in the device-independent con-
text, thereby allowing us to regularize these raw data and
obtain a direct estimation of the properties of interest
through the respective theoretical techniques.
Although there have been attempts to perform regular-
izations for device-independent property estimations [31,
52] and for the quantification of nonlocality [53], these
proposals turn out to suffer from the drawback of gen-
erating estimates that can be either nonphysical or
nonunique. In contrast, our methods are provably free
from such problems. Armed with these point estimates
of the underlying distribution, a device-independent esti-
mation of the property of interest then follows naturally
by applying the algorithmic tools mentioned above (see
Fig. 1).
II. PRELIMINARIES
The starting point of device-independent estimations
is a Bell experiment. Consider the simplest Bell sce-
nario where Alice and Bob each randomly performs two
possible measurements (labeled, respectively, by x, y ∈
{0, 1}), and where each measurement gives binary out-
comes (labeled, respectively, by a, b ∈ {0, 1}). Gener-
alization of our discussion to other finite Bell scenar-
ios is obvious from the context. The correlations be-
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Figure 1. Device-independent (DI) parameter estimation
through the regularization of experimentally determined rel-
ative frequency ~f . Here, Q˜` denotes an outer approximation
of the quantum set Q. The dashed lines show an alternative
path to device-independent estimation using the strength of
the observed Bell violation. Here, the quality of estimates re-
lies crucially on the choice of Bell inequalities (see Fig. 2 for
an example). In contrast, we obtain, as a byproduct in our
approach, an optimized device-independent witness (a Bell-
like inequality) for the corresponding parameter estimation.
See Appendix G for the connection between such a witness
and an ordinary Bell inequality as well as the discussion at
page VI for subtleties involved in using the Bell violation of
~f for device-independent parameter estimations.
tween their measurement outcomes can be summarized
by a vector of joint conditional probability distributions
~P = {P (a, b|x, y)}a,b,x,y ∈ R16.
Denote by ρ the state shared by Alice and Bob, and
by MAa|x (M
B
b|y) the positive-operator-valued-measure el-
ements associated with their measurements. Born’s rule
dictates that for all a, b, x, y, the conditional probability
distributions read as P (a, b|x, y) Q= tr
(
ρMAa|x ⊗MBb|y
)
where the positivity and the normalization of probabili-
ties demand that MAa|x,M
B
b|y  0 (matrix positivity) and∑
aM
A
a|x = IA,
∑
bM
B
b|y = IB with IA, IB being identity
operators. Throughout, we use Q to denote the set of
quantum distributions, i.e., the collection of ~P that fol-
lows from Born’s rule.
Importantly, quantum distributions satisfy the
nonsignaling conditions [44, 45], i.e., their marginal
distributions are independent of the measurement choice
of the distant party:
P (a|x, y) ≡
∑
b
P (a, b|x, y) = P (a|x, y′), ∀ a, x, y, y′,
P (b|x, y) ≡
∑
a
P (a, b|x, y) = P (b|x′, y), ∀ b, x, x′, y.
(1)
In an experiment, the underlying quantum distribution
P (a, b|x, y) is often estimated by computing the relative
frequency, i.e., P (a, b|x, y) ≈ f(a, b|x, y) = Na,b,x,yNx,y where
Na,b,x,y is the number of coincidences registered for the
combination of outcomes and settings (a, b, x, y) while
Nx,y =
∑
abNa,b,x,y is the total number of trials pertain-
ing to the measurement choice (x, y).
Of course, in the asymptotic limit of a large number
of trials, i.e., when Ntrials = minx,y Nx,y →∞, the differ-
ence between the true distribution ~P and the relative fre-
3quency ~f = {f(a, b|x, y)}a,b,x,y vanishes. In practice, as
maxx,y Nx,y is necessarily finite, not only is this difference
nonzero but ~f typically also violates the weaker require-
ment of the nonsignaling conditions [see Eq. (1)]. As
mentioned above, this discrepancy between theory and
practice immediately renders many of the tools developed
for device-independent characterizations inapplicable.
III. REGULARIZATION METHODS
(ESTIMATORS)
To overcome this mismatch, one may project the ob-
served frequency ~f onto an affine subspace N of R16
which contains only ~P ’s that satisfy Eq. (1). For ex-
ample, if one demands that this projection (via the cor-
responding projector Π) commutes [54] with all possible
permutations of the labels for parties, settings, and out-
comes (e.g., a = 0↔ a = 1), then it happens to be equiv-
alent to finding the unique minimizer of the least-square-
error problem: ~PΠ(~f) = argmin~P∈N ||~f− ~P ||2, where ‖.‖p
denotes the p-norm; the regularization invoked in [31] is
precisely an application of such a projection (see Ap-
pendix B).
Albeit intuitive and straightforward, such a projec-
tion suffers from the serious drawback that it may give
“negative probabilities” (see Appendix B 4 for an ex-
plicit example). Indeed, the possibility of giving rise to
an unphysical estimate is a problem that such a projec-
tion shares with the linear inversion technique employed
in standard quantum state tomography (see, e.g., [12]).
Moreover, even when ~PΠ(~f) represents a legitimate prob-
ability vector, it may well be outside the quantum set Q.
To overcome these issues, one is naturally led to the least-
square (LS) estimator in the device-independent context,
i.e., ~PLS(~f) = argmin~P∈Q ||~f − ~P ||2.
We thus see that various estimators (see also [52, 53]
and Appendix H) map ~f to a regularized distribution
~PReg(~f) that is non-negative and normalized and which
satisfies the nonsignaling conditions. However, for a reg-
ularization method to be relevant for subsequent prop-
erty estimation, it is also convenient that ~PReg(~f) is
uniquely determined by ~f . In particular, for a given ~f ,
a nonunique estimator may give rise to ~PReg(~f)’s with
drastically different properties, e.g., some being Bell-
inequality violating (and therefore implying some non-
trivial features of the underlying system) and some not
[which renders that particular ~PReg(~f) useless for device-
independent property estimation]. An ambiguity then
arises: which of these estimates should we rely on for
subsequent property estimation? A possibility would be
to consider the worst case over all such estimates, but this
clearly complicates the property estimation as one would
now need to consider an entire solution set {~PReg(~f)}
(the characterization of which is generally nontrivial).
This makes evident the inconveniences of 1-norm esti-
mators, and more generally nonunique estimators in the
present context. The regularization procedure previously
considered in [52, 53]—both being 1-norm estimators—
precisely suffers from this nonuniqueness drawback.
In this regard, note that a regularized distribution
~PReg(~f) obtained from minimizing a strictly convex func-
tion g over a convex set (such as Q) is provably unique,
and is determined by ~f and g (see, e.g., Theorem 8.3
of [55]). Using this observation, we show in Appendix F 1
that the aforementioned LS estimator is unique. Simi-
larly, the device-independent analog of the ML estima-
tor [56] is provably unique (see Appendix F 1 for a proof).
To this end, consider the Kullback-Leibler (KL) diver-
gence [57–59] (i.e., the relative entropy [60]) from some
~P ∈ Q to ~f :
DKL
(
~f ||~P
)
=
∑
a,b,x,y
f(x, y)f(a, b|x, y) log2
[
f(a, b|x, y)
P (a, b|x, y)
]
,
(2)
where f(x, y) is the relative frequency of choosing the
measurement settings labeled by (x, y).
The quantity DKL
(
~f ||~P
)
can be seen as a measure
of “statistical closeness” [57, 58] between ~f and ~P . In-
deed, its minimization over ~P ∈ Q is equivalent [57, 60]
to maximizing the likelihood of producing the observed
frequency by ~P ∈ Q (we provide in Appendix D 1 a
proof adapted to the present context). The unique
minimizer of DKL
(
~f ||~P
)
over ~P ∈ Q, i.e., ~PML(~f) =
argmin~P∈QDKL
(
~f ||~P
)
, therefore serves as the equiva-
lent of the ML estimator in the device-independent con-
text. Hereafter, we focus predominantly on this opera-
tionally well-motivated estimator. For further details of
the LS estimator and some other plausible regularization
methods, see, respectively, Appendix C and Appendix H.
As it stands, since there is no known exact characteri-
zation of Q using only finite resources, the ML estimator
cannot be computed exactly. Nonetheless, via a converg-
ing hierarchy of semidefinite programs (SDPs) [25, 42,
43, 61], one can in principle obtain an arbitrary good ap-
proximation to Q. To fix ideas, we hereafter focus on
employing the hierarchy Q˜` of approximations to Q dis-
cussed in [25] and [62]. The lowest level of this hierarchy
Q˜1 gives a decent outer approximation of Q known as the
almost-quantum set [63]. In general, Q˜` ⊆ Q˜`−1 for all
` ≥ 2 and lim`→∞ Q˜` → Q. For any fixed `, although the
nonlinear optimization problem argmin~P∈QDKL
(
~f ||~P
)
does not appear to be a semidefinite program, we show
in Appendix D 2 that it belongs to a more general class
of convex optimization problems [64] — an exponential
conic program. A minimization of the KL divergence
with NPA constraints is thus also efficiently solvable on
a computer with a numerical precision of 10−6 or better.
4IV. NOTABLE PROPERTIES OF POINT
ESTIMATES
The uniqueness of ~PML(~f) and the nonnegativity of
the KL divergence ensure that our estimators are con-
sistent [65], in the sense that they provide an estimate
that converges to the true distribution ~PQ in the asymp-
totic limit of Ntrials → ∞. This can be seen by noting
that in the asymptotic limit, ~f → ~PQ, the nonnegativity
of the KL divergence then implies that the unique mini-
mizer of DKL
(
~f ||~P
)
over ~P ∈ Q is necessarily given by
~P = ~PQ. [Likewise, the LS estimator ~PLS(~f) is provably
consistent.]
In practice, one would evidently be more interested in
how these methods fare for finite values of Ntrials. To
gain insights into this, we carry out extensive numerical
simulations by (i) picking some ideal ~PQ, (ii) numerically
simulating the outcomes of a Bell experiment according
to ~PQ and computing the relative frequency ~f , (iii) com-
puting the point estimate ~PReg(~f) and calculating vari-
ous quantities of interest, and (iv) repeating steps i-iii
104 times for Ntrials = 10
2, 103, . . . , 1010 for all x, y. For
simplicity, we take Nx,y = Ntrials, i.e., a constant indepen-
dent of x, y [this amounts to setting f(x, y) as a constant
in Eq. (2)].
Our numerical results in Appendix E 2 suggest that in
general, the difference between ~PReg(~f) and the ideal dis-
tribution ~PQ, quantified, e.g., via ||~PReg(~f) − ~PQ||1 (or
other p norms), diminishes, as with ||~f − ~PQ||1, at a rate
proportional to 1√
Ntrials
. Similar convergence is also ob-
served for DKL
(
~PML(~f)||~PQ
)
. Moreover, although we
have only employed an outer approximation to Q in the
regularization step iii, as our example below illustrates,
the regularized distribution ~PReg(~f) can already be used
to perform reasonable device-independent property esti-
mations.
V. APPLICATION TO DEVICE-INDEPENDENT
ESTIMATIONS
As a concrete example of such property estimations
via regularization (see Fig. 1), consider ~PQ = ~P τ1.25Q , a
quantum distribution considered in a recent Bell test [66]
(see Appendix E 1 for details). Device-independent esti-
mations of the underlying negativity [67] (a well-known
entanglement measure) based on ideal quantum distribu-
tions are known to be possible [25]. Here, we illustrate
how such an estimation can be realized for finite data
through the regularization of ~f . To facilitate comparison,
we plot in Fig. 2 the average negativity N(ρ) of the un-
derlying state ρ estimated from the regularized distribu-
tion ~PReg(~f) (via the SDP described in [25]) against that
deducible from the amount of Clauser-Horne-Shimony-
Holt [68] (CHSH) Bell-inequality violation SCHSH [25]:
N(ρ) ≥ SCHSH−2
4
√
2−4 for SCHSH ∈ [2, 2
√
2].
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Figure 2. (Color) Mean value of the normalized negativ-
ity estimated from the regularized distributions (average over
104 runs) as a function of Ntrials based on the relative fre-
quencies ~f generated from ~P τ1.25Q (see Appendix E 1), which
has N(~P τ1.25Q ) ≈ 0.38. In estimating the negativity, we feed
the distributions regularized to Q˜2 into the second level SDP
of [19]. The lower and upper limit of each error bar mark, re-
spectively, the 10% and 90% window of the spread of the neg-
ativity value. The inset shows the corresponding histograms
for Ntrials = 10
6. On average, the ML estimator performs
considerably better than the LS estimator.
A few features of this comparison are worth noting.
First, since the negativity estimated directly from the
CHSH Bell-inequality violation SCHSH of ~f depends lin-
early on this violation, the mean value of the negativity
estimated hardly depends on Ntrials, and is suboptimal.
In fact, even in the asymptotic limit, a negativity esti-
mation based on ~P τ1.25Q and SCHSH is suboptimal. In con-
trast, the mean value of the negativity estimated from the
regularized distribution ~PReg(~f) rapidly converges to the
true value as Ntrials increases; already at Ntrials = 10
4,
this mean value only differs from the true value by a
few percents. Second, note that our negativity estima-
tions based on ~PReg(~f) clearly systematically underesti-
mate the amount of negativity present, which is in strong
contrast with the results presented in [12] for the non-
device-independent scenario using both least-square and
maximum-likelihood estimators. (For further examples
of underestimation using ~f sampled from other quantum
distributions, see Appendix F 2.)
Of course, instead of the CHSH Bell inequality, one
could hope to improve the negativity estimation by con-
sidering a Bell-inequality the quantum violation of which
is optimized for the negativity estimation of ~P τ1.25Q [see
Eq. (E4) and Appendix G for details]. Such an opti-
mized device-independent witness may be obtained, e.g.,
by feeding the DI algorithm with some regularized dis-
tribution sampled from ~P τ1.25Q , as indicated in Fig. 1. In
practice, however, the relative frequencies sampled from
5~P τ1.25Q turn out to give—independent of Ntrials—about
half the time, a Bell violation more than that allowed
by quantum theory, thereby rendering negativity estima-
tion from this Bell violation impossible in all these cases.
VI. DISCUSSION
The device-independent state estimation problem is
the core of all state estimation problems from finite data,
as it addresses the generic problem of matching empir-
ical data (subjected to statistical fluctuations) with the
ideal, theoretical description given by Born’s rule. The
recent demonstration of loophole-free Bell tests [69–72]
has made it clear that the development of reliable tech-
niques for the device-independent estimation of underly-
ing properties from finite data not only is of fundamental
interest but also would play an indispensable role in the
next generation of quantum information protocols. In
fact, although our focus is on a fully device-independent
setting, the insights obtained thereof are also relevant
in analogous problems in a partially device-independent
scenario, such as those incurred in a quantum steering
experiment [73].
In this paper, we have provided the device-independent
analog of the maximum-likelihood and the least-square
estimators and shown that they are physical, compu-
tationally tractable, and unique. These features render
them ideal for bridging the device-independent tools de-
veloped for ideal quantum distributions and the experi-
mentally obtained raw data. Generalizing the arguments
in [12], however, it can be shown that all quantum esti-
mators are necessarily biased, as summarized in the fol-
lowing proposition (see Appendix F 2 for a proof and the
corresponding definition of being strictly nonorthogonal).
Proposition 1. Let C be a closed convex subset of the
nonsignaling polytope N (such as Q) with two strictly
nonorthogonal extreme points. Any point estimator con-
strained to give ~PReg(~f) ∈ C is necessarily biased.
As stressed above, one of the goals of performing a
device-independent state estimation is to obtain there-
from various device-independent parameter (property)
estimates (see Fig. 1). Given Proposition 1, one may ex-
pect that any such parameter estimates are also biased.
Indeed, for data sampled from a distribution that is not
Bell-inequality violating, but which is sufficiently near
to the boundary of the local polytope, an overestima-
tion of the corresponding negativity is to be expected.1
On the other hand, our numerical results show that for
1 Evidently, due to statistical fluctuations, some of the ~PReg(~f)
would lie inside the local polytope, giving a zero negativity value
while some other ~PReg(~f) would violate a Bell inequality, giving a
strictly positive negativity value. Their average is thus positive,
thereby resulting in an overestimation.
data sampled from some extremal quantum distribution,
we observe, instead, an underestimation of the under-
lying negativity (see Fig. 2) and/or Bell violation (see
Fig. 4). Admittedly, for such point estimation to be use-
ful, a more thorough investigation is needed in order to
determine when such device-independent estimations are
trustworthy (in the sense of not leading to an overesti-
mation).
As one can perform analogous property estimation di-
rectly from the observed Bell-inequality violation, our ap-
proach of estimation by regularization may seem redun-
dant at first glance. However, as we illustrate in the nega-
tivity example, the quality of an estimate obtained from
Bell-inequality violation depends heavily on the choice
of the inequality and it is a priori not always obvious
which Bell inequality (the violation of which is used as a
device-independent witness) will provide an optimal es-
timate. In contrast, our approach yields an optimized
Bell-like inequality for witnessing the desired property
as a byproduct. Moreover, due to the signaling nature
of the relative frequencies, even physically equivalent [74]
Bell inequalities may give rise to different estimates [54],
thereby resulting in further ambiguities.
We now briefly comment on some other possibilities for
future research. Implicit in our discussion is the assump-
tion that the experimental trials are independent and
identically distributed. While this is an often adopted
assumption in the non-device-independent setup, its jus-
tification in a device-independent setting is far from triv-
ial. A natural line of research thus consists of relaxing
this assumption while maintaining the possibility to per-
form a reliable state estimation.
In close connection to this is the problem of estab-
lishing a confidence region: how does one generalize the
tools presented here to construct a region of estimates
in accordance to, say, some pre-defined likelihood [6–
10]? For some device-independent tasks, specific tech-
niques [29, 30, 46–48, 50, 51] for dealing with finite statis-
tics (possibly with the inclusion of confidence regions)
have been developed, but general techniques for estab-
lishing confidence regions associated with generic quan-
tum properties are still lacking. To appreciate the impor-
tance of constructing these confidence regions, recall from
our example that the Bell violation given by the observed
relative frequency—due to statistical fluctuations—may
give rise to a value beyond that allowed by quantum the-
ory, thus rendering this Bell violation useless for the es-
timate of a quantum parameter. To this end, we remark
that the work of [75] suggests that the hypothesis-testing
technique of [29], together with the numerical technique
developed here, can indeed be used to provide a con-
fidence region for general device-independent estimates.
Addressing these questions, however, clearly goes beyond
the scope of the present paper and is something that we
plan to take up in the sequel to this paper.
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Appendix A: Notations and definitions
Throughout, we label the measurement settings (in-
puts) by x, y, z, . . . and the corresponding measurement
outcomes by a, b, c, . . . where each of these labels are
elements from some finite sets. The correlations be-
tween their measurement outcomes are succinctly sum-
marized by the vector of joint conditional distributions
~P := {P (a, b, c, . . . |x, y, z, . . .)}. For simplicity, we will
focus our discussion on the bipartite cases.
We denote by P the set of all legitimate probability
distributions, i.e., those that obey:
∑
a,b
P (a, b|x, y) = 1 ∀ x, y, (A1a)
P (a, b|x, y) > 0 ∀ x, y, a, b. (A1b)
Moreover, we denote by N the subset of P which satisfies
also the nonsignaling conditions [44, 45]:
P (a|x, y) ≡
∑
b
P (a, b|x, y) = P (a|x, y′), ∀ a, x, y, y′,
P (b|x, y) ≡
∑
a
P (a, b|x, y) = P (b|x′, y), ∀ b, x, x′, y.
(A2)
It is worth noting that both P and N [45] are convex
polytopes, i.e., convex sets having a finite number of ex-
treme points, and are conventionally referred to, respec-
tively, as the signaling and the nonsignaling polytope.
Here, we describe both P andN in their H-representation
using linear equations and inequalities.
Definition 1. The nonsignaling affine space N ⊃ N is
the smallest-dimensional affine space containing the set
N and is given by the distributions satisfying Eqs. (A1a)
and (1).
Appendix B: Further details about the projection
method
Here, we provide some further details about the pro-
jection mentioned in the main text.
1. Equivalent definitions
The projection method can be defined in three equiv-
alent ways.
1. It is the minimizer ~PΠ(~f) of the following optimiza-
tion problem:
min
~P∈N
∥∥∥~P − ~f ∥∥∥
2
=
∥∥∥~PΠ(~f)− ~f ∥∥∥
2
(B1)
2. It is the nonsignaling part ~fN ∈ N , i.e., the first
component of the decomposition
~f = ~fN + ~fSI, (B2)
where ~fSI is the signaling component of ~f and is
orthogonal to all vectors in the affine subspace N .
3. It is the result
~PΠ(~f) = Π~f (B3)
of the projection onto N by the linear operator
Π, where Π is uniquely determined by the set of
commutation relations ΠM = MΠ with M being
any permutation matrix corresponding to relabel-
ing [74] of outputs, inputs and parties.
For the bipartite Bell scenario with binary inputs and
outputs, their equivalence can be shown using the de-
composition given in [54, Prop. in Sec. 3]. For more
general Bell scenarios, a proof of their equivalence analo-
gously follows from group representation theory, and will
be made available in [76].
2. Explicit form of the projection matrix in the
simplest Bell scenario
Using the notation of [54], the projection operator Π in
the bipartite Bell scenario with binary inputs and outputs
admits the explicit form
Πabxy,a′b′x′y′ = 116 − 1
16
∑
(i,j,k,l)∈I
ia+a
′
jb+b
′
kx+x
′
ly+y
′
,
(B4)
where 116 is the 16×16 identity matrix, the sum
is carried out over the four quadruplets I =
{(+1,−1,−1,±1), (−1,+1,±1,−1)}, the rows of Π are
indexed by (a, b, x, y), while its columns are indexed by
(a′, b′, x′, y′).
73. An algorithm for performing the projection for
the more general Bell scenarios
In general, in (bipartite) Bell scenarios where parties
have binary outputs, it is customary to write A = (−1)a
and B = (−1)b, and compute the expectation values (cor-
relators [77]):
〈Ax〉 =
∑
A=±1
A P (A|x) =
∑
a=0,1
(−1)aP (a|x) (B5)
and similarly for 〈By〉, while
〈AxBy〉 =
∑
A,B
A B P (a, b|x, y) =
∑
a,b
(−1)a+bP (a, b|x, y).
(B6)
Together, the 〈Ax〉, 〈By〉 and 〈AxBy〉 represent a
parametrization of the nonsignaling subspace. In par-
ticular, the above relations can be inverted to give:
P (a, b|x, y) = 1
4
[
1 + (−1)a 〈Ax〉+ (−1)b 〈By〉
+ (−1)a+b 〈AxBy〉
] (B7)
However, when the distribution P (a, b|x, y) is signaling,
the marginals P (a|x, y), P (b|x, y) depend on both inputs
(x, y). As shown in [54], in the case of binary inputs, the
(nonsignaling) correlators 〈Ax〉 should be computed as
〈Ax〉 =
∑
a(−1)aP˜A(a|x) where P˜A(a|x) is given by:
P˜A(a|x) = 1
2
∑
b,y
P (a, b|x, y) (B8)
i.e., averaged uniformly over y = 0, 1. This is the only
choice that keeps the projection invariant under permu-
tations of y. We make the same choice to compute 〈By〉.
Now, the correlators 〈Ax〉, 〈By〉 and 〈AxBy〉 correspond
to a unique distribution PΠ(a, b|x, y) in the nonsignaling
subspace, cf. Eq. (B7), which is the result of the pro-
jection. This is the essence of the regularization method
employed in [31].
The construction above extends to an arbitrary num-
ber of parties, inputs, and outputs, specified by the tuple
(n,m, k). We give a sketch below of this generalization,
which satisfies criteria (B1)–(B3) (a proper proof will be
discussed in a future work [76]).
The generalization to additional parties and inputs is
simple. Write, for example:
P˜A(a|x) = 1
mn−1
∑
b,y,c,z...
P (a, b, c, ...|x, y, z...), (B9)
and the same for other marginal distributions P˜..., by av-
eraging uniformly over all inputs not fixed by the indices
of the marginals P˜.... Then, use these P˜... to compute the
correlators according to the straightforward multipartite
generalizations of Eqs. (B5) and (B6).
To cater for scenarios with nonbinary outputs, the cor-
relators have to be generalized. We use the framework
proposed in [78], adapting slightly the notation to the
present paper:〈
Aix
〉
=
∑
a
ciaP˜ (a|x), 0 ≤ i ≤ k − 2, (B10)
where cia = k δia − 1 and we omitted the coefficient for
i = k − 1 as it is linearly dependent on the others. Note
that
〈
A0x
〉
= 〈Ax〉 in the case of binary outcomes (k = 2).
Multipartite correlators are written, for example:〈
AixB
j
y
〉
=
∑
a,b
ciacjbP˜ (a, b|x, y), 0 ≤ i, j ≤ k − 2.
(B11)
Starting from a signaling distribution
P (a, b, . . . |x, y, . . .), we compute the generalized corre-
lators using the averaged marginals of Eq. (B9). Then
we interpret the resulting correlators as a description
of the nonsignaling distribution PΠ(a, b, . . . |x, y, . . .).
The whole process is a projection: all operations are
linear, and the averaging [e.g., P (a|x, y) → P˜ (a|x)] is
injective for nonsignaling distributions. Importantly,
the projection defined by this algorithm commutes with
relabelings and thus corresponds to the three equivalent
definitions given in Appendix B 1.
4. An explicit example showing that the output of
the projection method may be nonphysical
Although easy to compute, the projection method may
give rise to coefficients of ~PΠ(~f) that are negative. In-
deed, the output space of the projection method is the
nonsignaling affine space N . We now give an explicit
example to illustrate this fact. Consider some relative
frequency ~f given in the compact matrix representation:
~f =
[
f(a, b|0, 0) f(a, b|0, 1)
f(a, b|1, 0) f(a, b|1, 1)
]
= 110

3 0 7 0
1 6 1 2
5 1 1 6
1 3 3 0
 (B12)
where the entries in each block are arranged such that
the value of a (b) increases downward (rightward). By
applying the projection matrix Π given in Eq. (B4) to
this signaling distribution, one obtains:
~PΠ(~f)=
[
P (a, b|0, 0) P (a, b|0, 1)
P (a, b|1, 0) P (a, b|1, 1)
]
= 140

18 2 20 0
2 18 4 16
19 7 7 19
1 13 17 −3
 ,
which is easily seen to satisfy the nonsignaling conditions
of Eq. (1). However, this ~PΠ(~f) is evidently nonphysical
as its entry for x = y = a = b = 1 is negative.
8Appendix C: Further details about the
device-independent least-square method
Here, we present the details of the device-independent
analog of the least-square tomography method. Formally,
the method amounts to finding the unique minimizer of
the least-square problem:
~PLS(~f) = argmin
~P∈Q
||~f − ~P ||2. (C1)
1. Equivalence to performing a projection and
minimization of the 2-norm distance from ~PΠ(~f) to Q
We now prove that the above optimization is equiva-
lent to first performing the projection method, followed
by performing a minimization of the 2-norm distance
from ~PΠ(~f) to Q. For convenience, we shall prove this
equivalence, instead, for any converging superset relax-
ation [25, 43, 61] Q˜` of the quantum set Q. The desired
equivalence then follows from the fact that lim`→∞ Q˜` =
Q.
Lemma 1. Given the relative frequency ~f , the least-
square estimator (when Q˜` is used to approximate Q)
satisfies ~PLS(~f) = argmin~P∈Q˜` ‖~P − ~PΠ(~f)‖2.
Proof. First, note from Appendix B 1 that any given rel-
ative frequency ~f can be decomposed as ~f = ~fN + ~fSI,
where ~fN ∈ N is orthogonal to ~fSI. Similarly, for any
~P ∈ Q˜` ⊂ N ⊂ N , we must have (~P − ~fN ) ∈ N , which
is orthogonal to ~fSI. It then follows from the definition
of the least-square method that
~PLS(~f) = argmin
~P∈Q˜`
‖~P − ~f‖2 = argmin
~P∈Q˜`
‖(~P − ~fN )− ~fSI‖2
= argmin
~P∈Q˜`
‖~P − ~fN ‖2 = argmin
~P∈Q˜`
‖~P − ~PΠ(~f)‖2
where the second to last equality follows from the or-
thogonality of ~P − ~fN and ~fSI and the fact that ‖~fSI‖2
is a constant in the 2-norm minimization, while the last
equality follows from the equivalence between the second
and the third definition of the projection method.
Note that although ~PΠ(~f) is not necessarily in Q˜`, if it
happens that ~PΠ(~f) ∈ Q˜` then the equivalent regulariza-
tion shown in Appendix C implies that ~PLS(~f) = ~PΠ(~f).
2. Formulation as a semidefinite program
When the quantum set Q is approximated by a super-
set relaxation Q˜` that admits a semidefinite program-
ming [64] characterization, the optimization problem of
Eq. (C1) can also be solved as an SDP. To this end, note
that the SDP characterization of Q˜` is achieved in terms
of some moment matrix χ that contains all the entries of
~P as some of its matrix elements.
Using the characterization of positive semidefinite ma-
trices via their Schur complements (see, e.g., Theorem
7.7 of [79]), we can then reformulate Eq. (C1) (with Q˜`
approximating Q) as:
argmin
~P∈Q˜`
s
s.t.
(
s1 ~f − ~P
~fT − ~PT s
)
 0,
(C2)
where 1 is the identity matrix having the same dimen-
sion as the column vector ~f , and ~fT is the transpose of
~f . Evidently, we see from Eq. (C2) that the equivalent
optimization problem of Eq. (C1) now involves only an
objection function and matrix inequality constraints that
are linear in all their optimization variables: s, ~P and
some other entries of χ (that cannot be estimated from
experimental data). Thus, as claimed, the minimization
of the 2-norm of ~f − ~P over ~P ∈ Q˜` can indeed be cast
as an SDP.
Appendix D: Further details about the
Kullback-Leibler divergence and the corresponding
regularization method
The Kullback-Leibler (KL) divergence:
DKL (~v||~w) =
∑
i
vi log2 (vi/wi) , (D1)
is conventionally defined for unconditional probability
distributions vi/ wi [such as P (a, b, x, y) and f(a, b, x, y)].
In the explicit examples studied, we fixed P (x, y) =
f(x, y) = 1/|X × Y|. This allows us to keep our defini-
tion of the ML method valid when f(x, y), sampled from
P (x, y) = constant, has itself statistical fluctuations, as
reflected in our definition of the KL divergence given in
Eq. (2) in the main text.
Note that while the KL divergence is a statistical dis-
tance, it is not a metric as it is asymmetric and violates
the triangle inequality. To appreciate the relevance of
this asymmetry, see [57].
1. Connection to maximum likelihood
The equivalence between the minimization of the KL
divergence over some ~P ∈ C (for some set C) to ~f and
the maximization of the likelihood of generating ~f from
9~P can be seen as follows:
min
~P∈C
DKL
(
~f ||~P
)
= min
~P∈C
∑
a,b,x,y
f(x, y)f(a, b|x, y) log2
[
f(a, b|x, y)
P (a, b|x, y)
]
,
=κ+ min
~P∈C
− 1N
∑
a,b,x,y
Na,b,x,y log2 P (a, b|x, y),
=κ− 1N max~P∈C
∑
a,b,x,y
log2 P (a, b|x, y)Na,b,x,y ,
=κ− 1N max~P∈C log2
∏
a,b,x,y
P (a, b|x, y)Na,b,x,y ,
(D2)
where κ :=
∑
a,b,x,y f(x, y)f(a, b|x, y) log2 f(a, b|x, y) is a
constant of the optimization, N :=
∑
x,y,a,bNa,b,x,y, and
in the second equality we have used the definition of the
relative frequency ~f and the fact that f(x, y) =
Nx,y
N . In
the last line of Eq. (D2), the argument of the maximiza-
tion is the log likelihood of observing Na,b,x,y times the
event labeled by (x, y, a, b) with probability P (a, b|x, y).
Hence, we see that the minimization of the KL divergence
is equivalent to maximizing the likelihood of generating
~f given P (a, b|x, y).
2. Formulation as a conic program
Here, we briefly explain how the device-independent
ML method can be formulated and solved as a conic pro-
gram (CP) with an exponential cone. Recall from the
main text that for any given relative frequency ~f , the
ML estimator (with the quantum set approximated by
Q˜`) works by solving:
argmin
~P∈Q˜`
∑
a,b,x,y
f(x, y)f(a, b|x, y) log2
[
f(a, b|x, y)
P (a, b|x, y)
]
.
(D3)
A conic program takes the canonical form of:
min ~c · ~x,
s.t. A~x = ~b,
~x ∈ K, (D4)
where K is a convex cone, such as an exponential cone:
Kexp = {(u, v, w) | veu/v ≤ w, v ≥ 0}. (D5)
After discarding the constant term and folding the fac-
tors in f(a, b, x, y) = f(x, y)f(a, b|x, y), the minimizer of
Eq. (D3) can be obtained by solving:
~PML(~f) = argmin
∑
abxy
f(a, b, x, y) log2
1
P (a, b|x, y)
s.t. χ  0,
tr[Fabxyχ] = P (a, b|x, y) ∀ a, b, x, y,
tr[Gkχ] = 0, k = 1, 2, ... (D6)
where χ is the moment matrix associated with Q˜`, while
Fabxy and Gk encode the equality constraints associated
with the structure of this moment matrix. This problem
has the conic form of Eq. (D4):
~PML(~f) = argmax
∑
abxy
f(a, b, x, y)uabxy (D7a)
s.t. χ  0, (D7b)
euabxy ≤ P (a, b|x, y) ∀ a, b, x, y, (D7c)
tr[Fabxyχ] = P (a, b|x, y) ∀ a, b, x, y, (D7d)
tr[Gkχ] = 0, k = 1, 2, ... (D7e)
where the constraint (D7b) is that for a positive semidef-
inite cone and the constraint (D7c) is that for copies
of the exponential cone (D5) (with dummy variables
vabxy = 1 for all a, b, x, y). Thus, we see that the problem
of Eq. (D3) is indeed an exponential conic program.
Appendix E: Details of numerical investigations
1. Explicit form of the quantum distribution ~PQ
considered
Here, we provide the explicit form of the ideal quan-
tum distributions ~PQ employed in our numerical studies
and an explicit quantum strategy realizing each of these
correlations. First, we consider ~PQ = ~PCHSHQ with entries
given by 14 + (−1)a+b+xy
√
2
8 .
~PCHSHQ is known to violates
maximally the CHSH [68] Bell inequality:
ICHSH =
1∑
a,b,x,y=0
(−1)a+b+xyP (a, b|x, y) L≤ 2, (E1)
up to the limit of 2
√
2 allowed by quantum theory.
~PCHSHQ can be realized by both parties locally measur-
ing cos 3pi8 σz + sin
3pi
8 σx and cos
7pi
8 σz + sin
7pi
8 σx for, re-
spectively, input 0 and 1 on the shared state |Ψ+〉 =
1√
2
(|01〉+ |10〉).
Next, we consider ~P 90%CHSHQ , which consists of a mix-
ture of ~PCHSHQ with the uniformly random distribution
~PI =
1
4 . This allows us to gain some insight on how the
regularization methods fare for noisy quantum distribu-
tions, which are more readily accessible in the laboratory.
Explicitly, the entries of this distribution are:
P 90%CHSHQ (a, b|x, y) = 14 + 910 (−1)a+b+xy
√
2
8 , (E2)
which can be realized by performing the measurements
mentioned above on the mixed state ρ = 910 |Ψ+〉〈Ψ+| +
1
10
I
4 where
I
4 is the maximally mixed two-qubit state.
For the purpose of device-independent property esti-
mations, it is known [25] that Q˜1 generally does not
provide a tight estimate of, e.g., the amount of neg-
ativity [67] present in the system. An example of
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this is given by the quantum distribution ~PQ = ~P τ1.25Q
which arises from both parties locally measuring the state
|ψ〉 ' 0.91 |00〉+ 0.42 |11〉 in the basis of ~n0 ·~σ and ~n1 ·~σ,
where ~n0 ' (0.26,−0.97) and ~n1 ' −(0.87, 0, 0.49) are
Bloch vectors. Explicitly, using the matrix representa-
tion given just below Eq. (B12), ~P τ1.25Q reads as:
~P τ1.25Q =

α00 β00 α01 β01
γ00 00 γ01 01
α10 β10 α11 β11
γ10 10 γ11 11
 , (E3)
where α00 ' 0.00, β00 = γ00 ' 0.01, α01 = α10 ' 0.00,
β01 = γ10 ' 0.01, β10 = γ01 ' 0.21, α11 ' 0.05,
β11 = γ11 ' 0.16 and xy = 1 − αxy − βxy − γxy for
all x, y ∈ {0, 1}. Note that ~P τ1.25Q can be used to demon-
strate more nonlocality with less entanglement [80–82], as
was achieved in [66]. In particular, being on the bound-
ary of Q, ~P τ1.25Q maximally violates the τ = 54 version of
the Bell inequality from [81]:
Iτ :=
∑
x,y
(−1)xyP (0, 0|x, y)
−τ
∑
a
[P (a, 0|1, 0) + P (0, a|0, 1)] L≤ 0
(E4)
which is provably [66] satisfied by all finite-dimensional
maximally entangled states whenever 1√
2
+ 12 ≤ τ ≤ 32 .
Finally, we also consider the correlation ~PMDLQ of [83]:
PMDLQ (a, b|x, y) = 112 (8ab+ 1)δx,0δy,0 + 13 (1− δa,0δb,0)δxy,1
+ 16 (3ab+ 1)(1− δa,xδb,y)δx⊕y,1. (E5)
which can be realized with both parties locally measuring
σx and σz for, respectively, input 0 and 1 on the shared
state |Ψ〉 = 1√
3
(|01〉+ |10〉 − |11〉). ~PMDLQ can be used to
demonstrate the Hardy paradox [84], as well as a viola-
tion of measurement-dependent locality [85] (MDL), e.g.,
via the following MDL inequality:
IMDL =lP (0, 0, 0, 0)− h
[
P (0, 1, 0, 1)
+ P (1, 0, 1, 0) + P (1, 1, 1, 1)
] MDL≤ 0, (E6)
where h > l > 0. Note also that as opposed to ~PCHSHQ
which lies on the boundary of Q, but strictly inside N ,
~PMDLQ lies on the boundary of both Q and N . Exper-
imental realizations of a correlation analogous to ~PMDLQ
have been achieved in [86, 87].
2. Rate of convergence to the true distribution
We provide in Fig. 3 the plots of the mean value of
the 1-norm deviation ||~PReg(~f)− ~PQ||1, between the reg-
ularized distribution ~PReg(~f) and the various ~PQ dis-
cussed above as a function of the number of trials
Ntrials = 10
2, 103, . . . , 1010 for the regularization methods
discussed in the main text and two additional regular-
ization methods discussed in Appendix H. For ease of
comparison, we also include in each of these figures the
corresponding plot for ~f .
Notice that from some basic numerical fitting, one
finds that for all these methods, the mean value of
||~PReg(~f)− ~PQ||1, as with the mean value of ||~f − ~PQ||1
diminishes at a rate of 1√
Ntrials
. In addition, since the
1-norm upper bounds all other p-norms with p being an
integer greater than or equal to 2, our results of 1-norm
deviation also upper bound the deviation when measured
in terms of other p norms.
3. Bias and mean squared errors of estimates
To gain further insight into the bias and the mean
squared errors of various regularization methods, we pro-
vide in Fig. 4 and Fig. 5 our simulation results for
the mean Bell-inequality violation and the correspond-
ing mean squared error based on the regularized distri-
butions as a function of the number of trials Ntrials =
102, 103, . . . , 1010. Our results clearly suggest that the
bias in the Bell value obtained from ~PΠ(~f) is essen-
tially negligible,2 whereas that obtained from ~PLS(~f)
and ~PML(~f)—for extremal ~PQ— systematically underes-
timates (on average) the true value. However, as can be
seen from the corresponding insets, such underestima-
tions rapidly shrink with Ntrials, diminishing at a rate of
the order of 1√
Ntrials
. For the case of nonextremal ~PQ,
such as ~P 90%CHSHQ , we see that the bias present is essen-
tially of the same order as that given by the projection
method, which is basically negligible already for small
Ntrials.
Similarly, as can be seen from Fig. 4, the mean squared
error rapidly decreases with Ntrials at a rate of the order
of 1Ntrials in all the cases investigated. In particular, it is
worth noting that for the case of ~PMDLQ , the mean squared
error present for the ML method is approximately three
orders of magnitude less than all those given by the other
methods. This superiority of the ML method over the
others is, to some extent, anticipated from the fact that
the KL divergence is superior as a statistical distance
over, e.g., the total variation distance in terms of dis-
criminating probability distribution that contains zero
entries, such as ~PMDLQ (see page 28 of the preprint version
of [57] for a discussion).
In general, the bias nature of the few physical point
estimators considered in Fig. 4 can be rigorously shown.
See Appendix F 2 for a proof.
2 As the projection method involves a linear transformation of ~f ,
its bias is in theory identically zero. The nonzero bias that we
observe in this case arises from the fact that our numerical sim-
ulations involve only a finite number of samples (104).
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Figure 3. (Color) Plots of the mean value of the 1-norm deviation ||~PReg(~f)− ~PQ||1, average over 104 runs, based on various ~PQ
as a function of the number of trials Ntrials for the projection method (Projection), the modified least-square (LS) method with
the nonsignaling polytope as the target set (LSN ), the least-square method (LS), the modified ML method with a minimization
to the nonsignaling polytope (MLN ) and the ML method (ML). For details on the LSN and the MLN method, see Appendix H.
From top (left to right) to bottom (left to right), we have the plots based on ~PCHSHQ , the plots based on ~P
90%CHSH
Q , the plots
based on ~P τ1.25Q , and the plots based on ~P
MDL
Q (see Appendix E 1 for details about these quantum distributions). In each
subfigure, the corresponding inset shows a zoom-in view of the plots for Ntrials = 10
6.
Appendix F: Proof of certain properties of the
estimators
1. Uniqueness of estimators
We give here a proof that the output of certain reg-
ularization methods ~PReg(~f) is determined uniquely by
~f . To this end, we first recall from Theorem 8.3 of [55]
that the minimizer of a strictly convex function over a
convex set is unique. To see that the LS method pro-
vides a unique estimate, let us first note that the Eu-
clidean norm squared (‖~x‖2)2 is strictly convex in ~x, since
its Hessian is two times the identity matrix. Moreover,
min~P∈Q˜`(‖~f − ~P‖2)2 and min~P∈Q˜` ‖~f − ~P‖2 share ex-
actly the same set of minimizer(s). Thus, the output of
the LS method with ~PReg ∈ C for any convex set C ⊆ N is
necessarily unique. Likewise, since − log2(x) is a strictly
convex function of x, the KL divergence from ~P ∈ C to
~f is also strictly convex. In other words, the output of
the regularization via both the LS method and the ML
method is unique. In the main text, we have focused on C
being some superset relaxation Q˜` of Q, but this unique-
ness clearly applies also to the nonsignaling polytope N ,
thus allowing one to show the uniqueness of the LS and
the ML estimators even when the target set is N (see
Appendix H).
2. Bias of estimators
We give here a proof of the biased nature of the phys-
ical estimator provided by the ML method and the LS
method. To this end, we will first introduce the following
definition for identifying correlations that may give rise
to the same set of relative frequencies.
Definition 2. Let ~P1 and ~P2 be two correlation vectors.
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Figure 4. (Color) Plots of the mean value of the normalized Bell violations computed from ~PReg(~f) over 10
4 relative frequencies
~f generated from various ~PQ as a function of the number of trials Ntrials. From top (left to right) to bottom (left to right),
we have the plots based on ~PCHSHQ and ~P
90%CHSH
Q in conjunction with the CHSH Bell inequality [Eq. (E1)], the plots based
on ~P τ1.25Q and the Bell inequality Iτ with τ = 1.25 [Eq. (E4)], as well as the plots based on ~PMDLQ and the MDL inequality
[Eq. (E6)] with P (x, y) = 1
4
for all x, y and l = 0.1, h = 1− 3l = 0.3. For details about the quantum distributions considered,
see Appendix E 1. The lower and upper limit of each error bar mark, respectively, the 10% and 90% window of the spread of
the values plotted. In each subfigure, the inset shows the corresponding log-log plot of the absolute value of the mean value.
We say that ~P1 and ~P2 are strictly nonorthogonal if for
all input combinations, there is at least one combination
of outcomes where the corresponding probability distribu-
tions of both ~P1 and ~P2 are nonvanishing.
Explicitly, in the bipartite scenario, the non-
negativity of probabilities means that ~P1 and
~P2 are strictly nonorthogonal if and only if∑
a,b P1(a, b|x, y)P2(a, b|x, y) > 0 for all x, y. The
biased nature of ~PML(~f) and ~PLS(~f) is then an imme-
diate consequence of Proposition 1, which we prove as
follows.
Proof. We will give a proof by contradiction. The steps
follow closely those given in the proof of the main propo-
sition of [12]. For simplicity, we give the proof in a finite
bipartite Bell scenario. The generalization to more com-
plicated but still finite Bell scenarios follows analogously.
Suppose a Bell experiment is carried out with ~Pj gov-
erning the underlying joint distribution of measurement
outcomes. If the experiment involves only a finite num-
ber of trials Ntrials, and ~Pj is nondeterministic, one ends
up with finite (nonsingleton) possibilities of relative fre-
quencies ~fi indexed by i. Let Fj = {~fi|q~Pj (~fi) > 0} be
the set of all such relative frequencies obtainable from ~Pj ,
where q~Pj (
~fi) ≥ 0 is the probability of observing the rel-
ative frequency ~fi given that the underlying distribution
is ~Pj .
By assumption, one can find two strictly nonorthog-
onal extremal distributions of C, say, ~P1 and ~P2, with
~P1 6= ~P2. Due to statistical fluctuations and the fact
that ~P1 and ~P2 are strictly nonorthogonal, the set of rel-
ative frequencies simultaneously obtainable by both ~P1
and ~P2 is not empty, i.e., F1
⋂F2 6= {}. Now, suppose
that a regularization procedure gives an unbiased estima-
tor. The expected distribution returned by the regular-
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Figure 5. (Color) Plots of the mean squared error of the Bell violations corresponding to those described in Fig. 4 over 104
relative frequencies ~f generated from various ~PQ as a function of the number of trials Ntrials. From top (left to right) to bottom
(left to right), we have the plots based on ~PCHSHQ and ~P
90%CHSH
Q in conjunction with the CHSH Bell inequality [Eq. (E1)], the
plots based on ~P τ1.25Q and the Bell inequality Iτ with τ = 1.25 [Eq. (E4)], as well as the plots based on ~PMDLQ and the MDL
inequality [Eq. (E6)] with P (x, y) = 1
4
for all x, y and l = 0.1, h = 1 − 3l = 0.3. For details about the quantum distributions
considered, see Appendix E 1. The lower and upper limit of each error bar mark, respectively, the 10% and 90% window of the
spread of the values plotted. In each subfigure, the inset shows histograms of the normalized Bell violations for Ntrials = 10
6.
ization scheme is then exactly the true distribution:
E~Pj (
~PReg) =
∑
~f∈Fj
q~Pj (
~f)~PReg(~f) = ~Pj ∀ ~Pj ∈ C, (F1)
where
∑
j q~Pj (
~f) = 1. In particular, since ~P1 ∈ C, we
have ∑
~f∈F1
q~P1(
~f)~PReg(~f) = ~P1. (F2)
By assumption, ~P1 is extremal in C and ~PReg(~f) ∈ C for
all ~f ∈ F1. Thus, the unbiased nature of ~PReg(~f), see
Eq. (F2), implies that ~PReg(~f) = ~P1 for all ~f ∈ F1.
Exactly the same line of reasonings can be applied to
~P2 to give ~PReg(~f) = ~P2 for all ~f ∈ F2. But as ar-
gued above, there exists ~f = ~fc such that ~fc ∈ F1 and
~fc ∈ F2. This implies that ~P1 = ~PReg(~fc) = ~P2, which
contradicts our assumption that ~P1 6= ~P2. Hence, given
the premise that there exist extremal ~P1, ~P2 ∈ C that
are strictly nonorthogonal, the estimator ~PReg(~f), which
is constrained to be a member of C, must be biased.
To complete the proof that ~PML(~f) and ~PLS(~f) are bi-
ased, it suffices to choose ~P1 = ~P
CHSH
Q and ~P2 as the
deterministic point with P2(a, b|x, y) = δa,xδb,y. Indeed,
both these quantum distributions are known to be ex-
tremal in C = Q (as well as any of its relaxation Q˜`).
Evidently, since no two extreme points of the nonsignal-
ing polytope N in the simplest Bell scenario are strictly
nonorthogonal, Proposition 1 cannot be used to show
that a regularization method having N as its target is
biased. Nonetheless, we conjecture that such estimators
(which include all the other unique estimators given in
Table I) must also be biased.
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Appendix G: Device-independent negativity
estimation, optimized witnesses and Bell inequality
In the scenarios we studied, the sets Q˜1, Q˜2, ..., Q˜4
correspond to outer approximations of the quantum set
Q using moment matrices of (local) level ` = 1, 2, . . .
(see [25, 62] for details). As shown in [25], the same
relaxations provide a way to lower bound the amount of
entanglement present in a quantum system. We discuss
here a geometrical formulation of their method. Let Q≤ν
be the set of all correlations ~PQ obtained from Born’s rule
using a state ρ of maximal negativity ν. Following [25],
we write Q˜≤ν` ⊇ Q≤ν as the corresponding semidefinite
relaxation of level `. Then, given correlations ~PQ and
approximation level `, a lower bound on the negativity
of ρ can be obtained by computing the supremum ν such
that ~PQ 6∈ Q˜≤ν` .
What are the requirements on the distributions used as
input to the negativity estimation algorithm? We first re-
mark that Q˜≤ν` is a subset of the nonsignaling set, so the
negativity estimation algorithm can never be performed
on the relative frequency ~f , but should instead employ
one of the regularized distributions ~PReg(~f). Secondly,
the set Q˜≤ν` is a subset of Q˜`, so that ~f should be regu-
larized to a target set Q˜`′ with `′ ≥ `. Otherwise, we run
the risk of having ~PReg ∈ Q˜`′ \ Q˜` and the semidefinite
program will turn out to be infeasible. In practice, this
discrepancy could happen even by regularizing to `′ = `
due to insufficient numerical precision, in which case a
small amount of white noise can be added to restore fea-
sibility. For both ` = 1, 2, this typical fraction of white
noise is found to be of the order of 10−8 or less.
In our negativity estimation shown in Fig. 2 of the
main text, we have employed Q˜2 as our approximation
to the quantum set Q. This may seem unnecessary as
Q˜1 [63] is known to be a pretty good approximation of
the quantum set. However, as in the case of obtaining a
negativity bound from the CHSH Bell-inequality viola-
tion [25], one finds that Q˜1 generally does not provide a
tight negativity bound. This becomes evident by plotting
Q˜` and Q˜≤ν` around the distribution ~P τ1.25Q , as shown in
Fig. 6. There, we see that although ~P τ1.25Q lies visually
on the boundary of both Q˜1 and Q˜2, the approximations
Q˜≤ν` of the bounded negativity sets differ significantly, to
the point that, in the considered slice, the approximation
level ` = 1 is unable to certify any point with a negativity
higher than 0.3.
Let us also clarify here the connection between the op-
timized device-independent witness obtained by running
a DI algorithm and an ordinary Bell inequality. By solv-
ing an SDP analogous to that given in [25] with a reg-
ularized distribution ~PReg(~f), the dual of the SDP gives
an optimized device-independent witness (a Bell-like in-
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Figure 6. (Color) A two-dimensional slice in the space of
distributions. The point ~P τ1.25Q is the distribution considered
in the study of negativity. The deterministic point ~P11 corre-
sponds to P (1, 1|x, y) = 1 for all x, y. The product distribu-
tion Pprod(a, b|x, y) = P τ1.25Q (a|x)P τ1.25Q (b|y) is obtained from
the marginals of P τ1.25Q . In black and red respectively, we have
the boundary of the local and the nonsignaling polytopes L
and N . We also plot, for outer approximations of level ` = 1
(blue) and ` = 2 (magenta), the approximated quantum set
Q˜`, and sets of upper-bounded negativity Q˜≤ν` for ν = 0.2
and 0.3.
equality) of the form:3
∑
a,b,x,y
βxyab P (a, b|x, y)
N(ρ)≤α
≤ Sα, (G1)
where α ≥ 0 and Sα are some fixed numbers, and∑
a,b,x,y β
xy
ab PReg(a, b|x, y) > Sα.
Inequality (G1) is an (optimized) device-independent
negativity witness in the sense that for any (nonsignaling)
~P , if it gives rise to the left-hand-side of Eq. (G1) a value
that is within the limit allowed by quantum theory and
is greater than Sα, then whatever quantum state gives
rise to ~P must have a negativity greater than α. Thus,
assuming that ~PReg(~f) is a reasonable estimate of the
underlying distribution, we see that it gives a negativity
estimate of the underlying state that is at least α.
Alternatively, [25] provides a way to estimate neg-
ativity, in a device-independent manner, by starting
from a given Bell-inequality violation: given any vec-
tor of coefficients βxyab , one can compute, for each value
3 Extracting this witness follows a procedure analogous to that
given in Appendix A of [52].
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S = ∑abxy βxyab P (a, b|x, y) a corresponding lower bound
α on the negativity. For example, when one uses the co-
efficients of the CHSH inequality as βxyab , we obtain the
negativity bound mentioned in the main text: N(ρ) ≥
SCHSH−2
4
√
2−4 for SCHSH ∈ [2, 2
√
2], which gives a monotonous
relation between α and S. Note that only when SCHSH is
greater than the local bound 2 one can hope to obtain a
nonzero lower bound on negativity. Also, SCHSH > 2
√
2 is
not quantum realizable and thus cannot be used for the
device-independent estimation of negativity.
In the same spirit, any vector of coefficients βxyab can
be converted to a family of witnesses. In this process,
one can even reuse the optimized Bell inequality given in
(G1), providing a way to interpret values of S ≥ Sα for
which the coefficients βxyab were originally computed.
Appendix H: Some other plausible regularization
methods and their properties
Here, we discuss a few other plausible regularization
methods with a target set C ∈ {Q,N}. Properties of
these methods are summarized in Table I.
1. Nearest quantum or nonsignaling approximation
via p-norms
Obviously, one can regularize a given ~f to Q (resp. N )
by determining the nearest quantum (resp. nonsignaling)
approximation NQA (resp. NNA) of ~f to Q (resp. N )
with a metric induced by any of the p-norms:
~PNQAp(
~f) = argmin
~P∈Q
||~f − ~P ||p, (H1a)
~PNNAp(
~f) = argmin
~P∈N
||~f − ~P ||p. (H1b)
When p = 2, NQA2 gives the LS method described in
Appendix C. By the same token, we shall refer to NNA2
of Eq. (H1b) as LSN . We can rewrite it as the following
second-order cone program (SOCP) [64]:
min s
s.t. ‖~f − ~P‖2 ≤ s
di ≤ ~ci · ~P ∀ i = 1, 2, . . . ,m
(H2)
where inequalities in the last line are positivity con-
straints used to define the nonsignaling polytope. Hence,
the LSN regularization can be also efficiently computed
using an SOCP solver. Note that the inequality con-
straints in the last line of Eq. (H2) can be replaced by
imposing the nonsignaling constraints of Eq. (1). The
regularization method of LSN is then evidently a least-
square minimization problem with linear equality con-
straints. This regularization method has previously been
implemented in [73] as part of their data analysis.
For the case of p = 1 (previously considered in [52])
or p = ∞, the optimization problem of Eqs. (H1a) and
(H1b) can be cast, respectively, as a semidefinite program
and a linear program. For both values of p, one can find
easily an example of ~f where some ~PNQAp(
~f) [~PNNAp(
~f)]
is Bell-inequality violating but some other is not. For
explicit examples, see the Supplemental Material [88].
Similarly, the variant of NNA1 employed in [53] is known
to give nonunique estimators [89].
2. Minimizing the KL divergence to N
As with the LSN method, one can also consider mini-
mizing the KL divergence from the nonsignaling polytope
N to some given relative frequency ~f
min
~P∈N
∑
a,b,x,y
f(x, y)f(a, b|x, y) log2
[
f(a, b|x, y)
P (a, b|x, y)
]
. (H3)
We shall refer to the corresponding regularization
method as the MLN method. Note that, as with the
ML method, performing the MLN regularization method
amounts to solving a conic program, which can be
achieved using, e.g., the SCS solver.
Although not explicitly discussed as a regularization
method, the MLN method has been employed in [29] and
was noted to help in the analysis of the hypothesis test-
ing of local causality, as discussed in Appendix 2 of [29]
[see Eqs. (A1) and (A2) therein]. Conceivably, the ML
method may help in the analysis of Bell tests further.
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