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The rapidly increasing global energy demand has led to the necessity of finding sustainable al-
ternatives for energy production. Fusion power is seen as a promising candidate for efficient and
environmentally friendly energy production.
One of the main challenges in the development of fusion power plants is finding suitable materials for
the plasma-facing components in the fusion reactor. The plasma-facing components must endure
extreme environments with high heat fluxes and exposure to highly energetic ions and neutral
particles. So far the most promising materials for the plasma-facing components are tungsten (W)
and tungsten-based alloys. A promising class of materials for the plasma-facing components is high-
entropy alloys. Many high-entropy alloys have been shown to exhibit high resistance to radiation
and other wanted properties for many industrial and high-energy applications.
In materials research, both experimental and computational methods can be used to study the
materials’ properties and characteristics. Computational methods can be either quantum mechan-
ical calculations, that produce accurate results while being computationally extremely heavy, or
more efficient atomistic simulations such as classical molecular dynamics simulations. In molecular
dynamics simulations, interatomic potentials are used to describe the interactions between particles
and are often analytical functions that can be fitted to the properties of the material. Instead of
fixed functional forms, interatomic potentials based on machine learning methods have also been
developed. One such framework is the Gaussian approximation potential, which uses Gaussian
process regression to estimate the energies of the simulation system.
In this thesis, the current state of fusion reactor development and the research of high-entropy
alloys is presented and an overview of the interatomic potentials is given. Gaussian approximation
potentials for WMoTa concentrated alloys are developed using different number of sparse training
points. A detailed description of the training database is given and the potentials are validated.
The developed potentials are shown to give physically reasonable results in terms of certain bulk
and surface properties and could be used in atomistic simulations.
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The rapidly increasing consumption of natural resources and the growing energy demand
sets major challenges for energy production technology. Sustainable energy production
solutions are needed in order to fulfill the vastly growing global demand [1]. Fusion power
provides a promising solution for energy supply with practically inexhaustible natural
resources for fuel [2]. To make use of the fusion reaction as a source of energy, durable
materials with suitable properties need to be developed for the fusion power plants and
their plasma-facing components [3].
The plasma-facing components (PFC) are exposed to harsh environments and have
to operate under extreme heat fluxes and exposure to high-energy radiation of neutral
particles as well as ions [3]. The requirements for the materials’ properties omits the
use of a large fraction of the known materials. Tungsten (W) has shown to exhibit
wanted characteristics as a PFC material such as a high melting point and strength
at high temperatures [4, 5]. Tungsten also has low thermal expansion coefficient, is
highly conductive, has a high threshold for sputtering and moderate tritium retention
[6]. Although having many promising properties, tungsten suffers from deficiencies as the
material used in plasma-facing components: Not only does it have a high brittle-to-ductile
transition temperature, but it has also been shown to experience embrittlement due to
irradiation [6]. Exposure to helium and deuterium can also cause defects and bubble
formation in tungsten at high temperatures [7, 8].
A possible solution for the PFC materials is provided by a fairly new class of materi-
als: High-entropy alloys (HEA) or Complex concentrated alloys (CCA) [9]. Different high-
entropy alloys have been shown to exhibit significantly greater radiation resistance than
many conventional materials used in applications with harsh environments [10, 11, 12, 13].
In materials research, computational methods can aid in developing predictive mod-
els for materials’ properties under varying environments. Molecular dynamics simulations
(MD) provide a compromise between accuracy and efficiency with respect to other meth-
ods such as density functional theory (DFT). However, the accuracy of MD relies heavily
on the quality of the interatomic potentials (IAP). Traditional IAPs are parametric mod-
els, that are fit to either experimental or computational data to correctly reproduce the
properties of the material. The conventional parametric IAPs are unable to make predic-
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tions of all properties of the material with high accuracy [14, 15].
A new type of IAP was recently developed based on a machine learning technique
called Gaussian process regression: The Gaussian approximation potentials (GAP) [16].
Gaussian approximation potentials have been shown to be able to give predictions with
the accuracy close to DFT with much higher efficiency and a GAP was recently developed
for W with great results [17].
In this work, the theoretical framework of the GAPs is presented and GAPs for com-
plex concetrated three-elemental alloys (Mo-Ta-W) are developed. The current progress in
the research of fusion reactors and HEAs are also reviewed and some classical interatomic
potentials are introduced.
2. Materials for fusion applications
2.1 Fusion nuclear power plants as a green alterna-
tive for efficient energy production
The vastly growing human population and increasing consumption of natural resources has
led to the necessity of finding renewable energy production alternatives. The increasing
global demand for energy and the ongoing climate change place grand challenges that
need to be addressed. Main current energy production methods use either fossile fuels or
suffer from disadvantages as prospective widespread energy solutions, such as wind, solar
and fission nuclear power [1]. Harnessing the energy from fusion reactions could provide
an environmentally sustainable solution with profuse resources for future generations [18].
In a fusion reactor the expendable energy is produced in fusion reactions, mostly
between hydrogen isotopes. In the most common fusion fusion reaction deuterium (D)
and tritium (T) react to produce helium (He) and an energetic neutron (n) as
D + T −→ He + n + 17.6 MeV. (2.1)
The mass energy per nucleon is lower for He than the constituent elements separately and
the remainder of the energy is released in the form of kinetic energy of the products [18].
Deuterium is found in ample amounts in seawater but tritium can be produced within the
fusion reaction chamber from lithium (Li), since it has a short half-life and is therefore
not found from nature. Luckily, both D and Li are common elements on earth and can
be easily accessed.
The research for fusion reactors started already in the first half of the 20th century
but major global interest arose after the development of the tokamak design: a torus
shaped cavity in which magnetic confinement is used to control the extremely hot plasma
[18]. One of the first major leaps forward was taken in the 1970s when the decision to
develop a larger experimental fusion reactor, later called Joint European Torus (JET),
which started its successful operation at the beginning of the 1980s in Oxfordshire, UK
[19]. JET was anticipated to be the first fusion power facility to have a fusion energy gain
factor, Q, of 1.0 i.e. that it would produce as much energy from the reactions as would
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Deuterium
Tritium
Helium + 3.5 MeV
Neutron + 14.1 MeV
Figure 2.1: A schematic representation of the deuterium-tritium fusion reaction.
be needed to sustain the fusion, but this goal was not reached [2]. Earlier attempts were
done using either hydrogen or deuterium but JET was the first facility to operate using a
mixture of deuterium and tritium as fuel for the fusion: a schematic image of the reaction
is shown in figure 2.1. The maximum Q value of 0.67 was reached in the late 1990s with
24 MW of thermal energy injected to produce 16 MW of fusion energy [2]. JET is still
functional and some improvements have been made to the construction over the years,
and it has also been used to test concepts from the upcoming large fusion project ITER
[20, 3].
A new era in the development of fusion power plants started in the mid 2000s when
the International Thermonuclear Experimental Reactor (ITER) was given green light in
terms of funding, after which the building of the facility started at Cadarache in France
[21]. Originally ITER was planned to be functional by 2020 but is currently still being
under construction and the first plasma experiments are expected to be conducted at
2025 [22]. Operating as planned, ITER would be the first fusion reactor to demonstrate
that it is indeed possible to produce a surplus in thermal energy by fusion power. The
fusion energy gain factor Q would be momentarily 10 so that 50 MW thermal energy
fed to the reactor would produce a 500 MW plasma sustained for 400 seconds [20]. This
would be achieved by consuming half a gram of deuterium and tritium mixture fuel in the
confinement vessel. Still no conversion to electricity of the produced excessive thermal
energy is planned since the overall power consuption would still be larger due to the
electricity required by the total facility [22]. If no major complications arise ITER will
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be the largest plasma physics experiment ever conducted [20] at least until the next
generation reactor DEMO starts operating.
The latest and largest current fusion power plant under development is the DEMOn-
stration Power Station (DEMO) [22, 18]. The conceptual design is still underway but the
proposed performance of DEMO should top that of ITER’s with fusion energy gain factor
Q = 25 and thermal output in the range of gigawatts. DEMO is intended to pave way to
the first commercial fusion power station designs if the planned performance is reached.
So far the schedule of the development of DEMO has been postponed due to changes in
the ITER timeline since many of the design concepts from ITER are reused [22].
Although the fuel used in fusion power stations, i.e. hydrogen isotopes, is not truly
a renewable source of energy, the extreme availability makes it a practically inexhaustible
fountain of thermal energy [18, 2]. Also the output waste of the fusion reaction is inert
gas helium in the range of hundreds of kilograms from a fusion power plant producing
around 1 GW per year, similarly to the amount of needed fuel. Comparing this to the
carbon dioxide (CO2) waste of fossile fuels using power stations which is in the 109 kg,
or the radioactive waste of fission power plants with half-life in the range of 105 years,
fusion power plants appear as a promising candidate for the emerging challenges in global
energy production [18].
2.2 Materials in extreme environments for plasma-
facing components
The materials of plasma-facing components (PFC) in fusion reactors must endure one
of the harshest environments produced by humans: extreme heat fluxes reaching up to
several tens of megawatts per square meter (MW/m2) with energy bursts of megajoules
per square meter (MJ/m2) lasting up to milliseconds alongside with exposure to highly
energetic plasma ions and neutral particles such as Deuterium, Tritium, Helium and
neutrons [23, 3].
The fusion reaction produces energetic neutrons which will reach the inner walls of
the plasma-containing vessel and can produce damage via collision cascades and nuclear
transmutations. The exposure to high-energy hydrogen isotopes, D and T, can cause
severe embrittlement of the plasma-facing components upon implantation of these parti-
cles. Some materials can also form compounds and therefore the chemical composition
of the material might be altered [3]. The reaction product helium can also be deposited
inside the wall material and can cause blistering, which can in some materials result in
quite dramatic changes in the surface structure [24]. Other effects caused by the plasma
environments include sputtering erosion, melting and thermal fatigue due to the irradi-
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ation and thermal loads. Sputtering not only causes the material to wear but can also
contaminate the fusion plasma with the wall material resulting in cooling of the plasma
[3].
The most common type of fusion reactor to date is the tokamak magnetic confine-
ment system, in which the plasma containing vacuum vessel is toroidally shaped [2]. In
modern reactors, the PFC are composed of so called blanket modules and divertors. Most
of the plasma-facing walls are covered with the blankets modules, which transfer heat and
serve as protection for the outer components [25]. The bottom part of the confinment
vessel is covered with divertor modules, which act as waste collectors inside the reactor.
The divertor ensures less contamination by the fusion products or other impurities in the
plasma [25].
The PFC materials need to possess certain characteristics, which greatly reduces
the possible candidates as materials in PFC and poses one of the biggest challenges in the
fusion reactor development [2, 3]. The most commonly used materials in plasma-facing
components is beryllium and carbon-fiber composites, yet these suffer from significant
drawbacks: beryllium has a melting point of only 1560 K, which is relatively low compared
to many other materials. Carbon based materials have been used in the divertor regions,
but because of the forming hydrocarbons from the high energy tritium from the plasma,
other materials have been examined for the divertor, and so far tungsten based materials
seem to have taken the lead [26, 3].
2.3 Tungsten as the main choice for divertors in fu-
sion reactors
The search for the best candidate material in plasma-facing components — specifically in
the divertors — of the fusion reactors has ultimately demonstrated tungsten and tungsten
based alloys and composites to be the most promising ones [4, 3]. Tungsten has been
shown to exhibit many desirable characteristics for these environments having a high
melting point (3659 K) as well as other necessary properties: it is hard, has a low thermal
expansion coefficient and vapor pressure, high thermal and electrical conductivity and high
strength [27]. Many of the wanted properties are also displayed at elevated temperatures
[5, 4], which is crucial for fusion reactor applications. In addition tungsten has a high
energy threshold for sputtering, moderate tritium retention and low erosion rate [6]. Other
materials that are considered have disadvantages due to several reasons such as inadequacy
to handle high thermal loads and nuclear transmutations [3].
Yet although tungsten has many essential properties, which make it a prospective
material for the divertors, these properties are combined with severe deficiencies. Due
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to the electron configuration of tungsten, its ground state is the body-centered cubic
lattice, it is brittle at lower temperatures and has a fairly high brittle-to-ductile transition
temperature [3, 6]. Another major problem with using elemental tungsten as plasma-
facing material is the helium (He) and deuterium (D) induced defects and bubbles at
elevated temperatures [28, 7, 8]. Perhaps one of the most crucial issues in using tungsten
as plasma-facing material is its tendency for embrittlement due to irradiation [6]. It has
been shown that neutron irradiation can cause hardening in tungsten even at fairly low
dosages due to voids and dislocation loops, which can also effect the brittle-to-ductile
transition temperature [29, 30].
Efforts to circumvent these weaknesses have been made by investigating tungsten-
based compounds and binary alloys [3, 31]. To take into account the inherent brittleness
of tungsten at lower temperatures, tungsten alloys with elements such as Re, Ta, V, Nb
and Mo have been examined but without much improvement [32]. Some improvement
over certain properties have been made by binary alloying W with Re, yet many of the
issues still retain and alloying with other elements often leads to newer problems [32].
Another suggested method for improving the tungsten-based materials’ performance in
the high-radiation environment is grain size refinement, which has been shown have an
effect on the irradiation-induced defects [33].
The harsh environment, which the plasma-facing components of the fusion reactors
need to sustain, sets ample challenges for the development of the fusion power plant
materials. For this environmentally friendlier energy with abundant resources to become
common practice in the future, an effort to finding the materials that can withstand the
required conditions must be exerted. A promising class of materials, which has started
to take root in the past decade in the the materials research, has been proposed as an
alternative for tungsten: high-entropy alloys. Some of the materials belonging to this
class have shown superb mechanical properties even at high temperatures, and promising
results in terms of radiation resistance have also been observed. High-entropy alloys could
provide suitable candidates for many applications especially in the field of nuclear power
in the near future.
3. High-entropy alloys as a new class
of materials
3.1 High-entropy alloys
In the past, alloys have generally consisted of one or two principal components with only
minor quantities of other elements, which are not necessarily metals. A fairly new class
of materials is the so called high-entropy alloys (HEA) that are composed of multiple
elements in relatively large fractions [9]. The earliest definition of high-entropy alloys
originating from Yeh et al. [34] describes them as multicomponent alloys with at least
5 different elements in concentrations between 5 to 35 atomic percentage, although no
universally accepted formal definition exists [35]. At the same time Cantor et al. [36]
were investigating multi-component alloys with almost equimolar concentrations, but did
not use the term high-entropy alloy. Differing definitions have since then been introduced
and research around materials that are comprised of several principal elements has been
expanded to a more general class of materials collectively known as complex concentrated
alloys (CCA) [9, 37].
One definition also from Yeh categorizes the multicomponent alloys by their ideal
mixing entropy values to low-, medium- and high-entropy alloys [38, 39]. Yet this approach
holds some issues since the alloy’s mixing entropy value might differ even quite drastically
with varying temperatures. Another implication of this definition is that the atoms in
the lattice acquire random positions and mix completely, which is not necessarily true for
certain alloys even in liquid state [38, 37].
Another definition uses the microstructural arrangements as the starting point and
says that high-entropy alloys must be single-phase solid solutions [40]. This approach is
introduced, since for many of the possible applications, it is necessary for the material to
be a single-phase solid solution instead of an intermetallic compound [40, 37]. Although a
lot of emphasis has been put on studying single-phase solid solution high-entropy alloys,
this definition has not been exclusively accepted either [37, 9].
The research of multi-principal element alloys began already decades before the term
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high-entropy alloy was introduced, but broader interest in their development took off af-
ter it was noted that a vast space of uninvestigated multicomponent phase space would
be within reach and that these materials could have interesting properties [9, 35, 37].
Later research has shown high-entropy alloys and related materials to hold many useful
properties for practical applications, some of which seem to be more or less general and
others mainly characteristics of certain special cases [37, 41, 35]. General wanted prop-
erties possessed by a range of the high-entropy alloys include mechanical properties such
as high strength at wide temperature range, high fracture toughness and good corrosion
resistance [41, 35, 42, 43]. These are dependent on the compositional elements and exper-
iments have shown that some high-entropy alloys exhibit an unusual increase in strength
and ductility with decreasing temperature [44]. Others have also shown to have extraor-
dinary mechanical properties in small samples and research suggests that some may have
better resistance to radiation damage than conventional alloys [45, 46, 10].
Also one of the appealing aspects of developing high-entropy alloys is that because
of the large compositional phase space the materials can be tuned for different main
characteristics depending on the application to which they would be designed for [42, 9].
Alloys with one or two principal components typically have mechanical properties fairly
similiar to the main constituent elements [41] whereas the multi-principal component
alloys might have mechanical characteristics such as Young’s modulus completely different
from any of the composing elements [47].
Some of the suggested reasons for the varying mechanical properties of HEAs are
the relatively high configurational entropy giving rise to stability of the single phase solid
solution, lattice distortion and diffusion effects [9]. Some multi-principal component alloys
exhibit sluggish diffusion and it has been introduced as a general characteristic of HEAs
but recently it has been shown that the diffusion effects can be more versatile [37].
Due to the difficulties of having an accurate formal universal definition and, since
many materials that do not fit to any of the given definions of HEA also possess a variety
of the desired characteristics, authors often describe all of these under the same family of
complex concetrated alloys (CCA) or multi-principal element alloys (MPEA) [37, 9].
3.2 Types of high-entropy alloys and their properties
The microstructure of the complex concentrated alloys depends on the constituent el-
ements and, although CCAs in many different phases have been discovered, the vast
majority contains BCC and FCC phase structures [41, 37]. Only certain mixtures of el-
ements form solid solutions in multi-principal element alloys and for many applications
the compositions need to be carefully chosen [41]. The general mechanical properties of
HEAs also vary depending on their lattice structures: FCC high-entropy alloys tend to
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be more ductile but have lower yield strength than BCC HEAs and some compositions
contain both BCC and FCC structures simultaneously [48, 49, 41, 37].
Originally the study of high-entropy alloys was concentrated in the mixtures con-
sisting mostly of principal elements from the so called Cantor alloy (CrMnFeCoNi), which
was one of the earliest single phase solid-solutions found with multiple principal compo-
nents [36]. This led to the research of HEAs formed from 3d transition metals (typically
Co, Cr, Cu, Fe, Mn, Ni, Ti and/or V) and aluminum to study the effects of composition
to the microstructure of the alloy and the whole field of research was mostly focused on
these compounds. The 3d transition metal HEAs can be viewed as an extension for many
familiar alloys such as stainless steels and nickel-based super alloys, which have a myriad
of practical applications [9].
The lattice structure of the 3d transition metal CCAs without aluminum is typically
FCC but can be adjusted from FCC to FCC + BCC and even to BCC by addition of Al
to the mixture [34, 37]. Additions of other elements such as vanadium and molybdenum
have also been studied in compositions similiar to Cantor alloy [35]. The final dominant
phase is dependent on the Al concentration so that the microstructural preference goes
rather continuously from FCC to BCC by increasing aluminum content. The most vastly
researched types of HEAs are the mixtures based on Co, Cr and Ni with single-phase
FCC microstructure [9, 37].
FCC HEAs are generally quite ductile and have an extraordinary property that
both ductility and yield strength can increase with decreasing temperature [9]. A perhaps
convenient property that research has shown FCC HEAs to possess is, that the strength
of the formed alloy is generally a lot greater than the strength of the base elements by
themselves. The strength to density ratio of the material can also be tuned by addition
of certain elements such as V and Al [35]. Exceptional fracture toughness has also been
reported among many of the FCC high-entropy alloys based on 3d transition metals some
having even close to highest measured values of all materials. The measured toughness
values range all the way from less than 1 to few hundred MPa
√
m [50]. In transition
metal based HEAs the fracture toughness can be seen to be closely related to the lattice
structure of the alloy, single-phase FCC HEAs having the highest values and the value
decreasing as the lattice structure advances towards more BCC concentrated structure
[50]. Conversely hardness can be tuned by changing aluminum content in the mixture
so that generally the hardness increases from FCC type HEAs to BCC type HEAs with
increasing Al concentration [37].
Corrosion resistance is amongst the highly valued properties in many industrial ap-
plications and everyday use of materials, and HEAs have been shown to compete with
many traditional corrosion-resistant materials [43]. In the earliest papers after the intro-
duction of the term high-entropy alloys Chen et al. [51] compared the corrosion resistance
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of Cu0.5NiAlCoCrFeSi alloy and type-304 stainless steel (304S) in H2SO4 and NaCl so-
lutions with varying concentrations, and showed that the HEA displayed lower corrosion
rate in all solutions. The tested HEA was shown to also have a significantly higher hard-
ness than the 304S but had a lower pitting potential in NaCl solutions. Lower pitting
potential indicates a lower resistance to pitting corrosion, which is a form of corrosion
that leads to formation of holes or pits in the substance [51]. Qiu et al. [52] studied
electrochemical properties of many different high-entropy alloy compositions based on 3d
transition metals in NaCl solution and their results show that many HEAs possess nobility
in the range of austenitic stainless steel and pitting potential even higher than stainless
steels.
Another type of high-entropy alloys, which has raised interest in the area of research,
is the so called refractory HEAs (RHEA). Refractory HEAs usually consist of Mo, Nb, Ta,
V and/or W as major elements but have been extended to include refractory elements Cr,
Hf, Re, Zr, transition metals Co and Ni, and other elements such as Al, Ti, C, N and Si [53].
RHEAs typically seem to have BCC lattice structure and are often brittle at temperatures
lower than room temperature [37], although for some mixtures the fracture toughness
seem to be a lot higher for single crystal structrure than for bi-crystal [54]. Refractory
HEAs have been shown have desired characteristics for many high temperature industrial
applications. They often exhibit high strength and ductility at elevated temperatures
as well as a high melting point [53]. Gorsse et al. [35] compared the properties of
different high-entropy alloys from earlier experimental work to commercial alloys and
showed that almost all refractory metal CCAs display significantly higher specific strength
than commercially available refractory alloys.
Recently research in the field has shown promising properties of high-entropy al-
loys in terms of radiation resistance. Granberg et al. [10] used both experimental and
computational methods to study the irradiation effects in Ni-based multicomponent al-
loys. In their work, Granberg et al. establish that the concentrated alloys have better
radiation tolerance than elemental nickel and suggest that the mechanism for the re-
sistance is associated with sluggish dislocation mobility, and support for this was later
provided by computational means [55]. A different Ni-based multi-principal component
alloy (FeNiMnCr) and its irradiation effects was researched by Kumar et al. [56]. They
showed using experimental methods that the MPEA has significantly higher resistance
to radiation damage compared to austenitic Fe-Cr-Ni alloys such as stainless steel. Sim-
ilarly promising experimental results for nickel-based HEAs for the irradiation tolerance
and structural stability has been shown in [57, 58, 11]. Recently El-Atwani et al. [12]
revealed using experimental and computational methods some exceptional properties of
tungsten-based BCC high-entropy alloys with respect to radiation resistance. The irra-
diation was done in room temperature and at a higher temperature (1073 K) both in
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situ and ex situ and up to 8 dpa and no dislocation loops were observed and also only
slight radiation-induced hardening was observed. Another refractory high-entropy alloy’s
tolerance against high-dosage radiation was investigated very recently by Chang et al. in
[13]. They used 300 keV Ni+ ions to irradiate HfNbTaTiZr samples up to 30 dpa and
showed it to possess high overall resistance to irradiation. In one study [59] an abnor-
mal radiation-induced phenomenon of Ti2ZrHfV0.5Mo0.2 refractory HEA was observed, in
which the lattice constant was shown to expand after high-dosage irradiation of He+ ions.
The examined RHEA suffered almost no hardening after the radiation treatment. Patel et
al. [60] studied radiation tolerance of V2.5Cr1.2WMoCo0.04 RHEA and showed yet again
promising results of the as-cast BCC samples against high-dosage radiation. However
their post-irradiation heat treatment (500h at 1460 K) gives evidence of metastability of
the BCC phase, since three distinct phases was observed after the treatment. The authors
note that this challenges the current understanding of the mechanisms behind the phase
stability of some high-entropy alloys.
Clearly, high-entropy alloys have been shown to possess desirable qualities with re-
spect to irradiation-induced damage tolerance. When compared to conventional materials
typically used in environments exposed to high radiation, such as tungsten, some high-
entropy alloys do not exhibit as much irradiation-induced embrittlement [12, 59]. Also
in tungsten the defect mobilities are very dissimilar compared to the suggested similar
values for defects in the refractory HEA investigated by El-Atwani et al. [12, 61].
Other types of complex concentrated alloys such as noble metal HEAs have also been
under research but the most promising types for many industrial and energy production
applications are the aforementioned transition metal HEAs and refractory HEAs. Possible
applications for noble metal HEAs could be e.g. in industrial catalysts, and to make the
HEAs more cost effective some commonly used 3d transition metals, such as Cu, Co, Cr
and Ni, can also be added [9, 62].
The exceptional mechanical properties as well as corrosion and radiation resistance
of high-entropy alloys with certain qualities spanning a wide range of values makes them
a worthwhile research topic in the field of materials research. Specifically the encouraging
results of irradiation tolerance of refractory HEAs gives hope for the development of
materials for harsh environments of fusion reactors. Finding durable and economical
materials for energy production applications could be a pivotal point determining a path
to a more environmentally sustainable future.
4. Computational methods for
materials research
4.1 General introduction
Alongside with experimental research, computational methods can be used to study the
properties and structure of materials. Experimental results always contain sources of
uncertainty and likewise, computational methods are based on different levels of approx-
imations due to the extreme computational demands for solving the physical equations
exactly. Different computational methods can vary from fully quantum mechanical calcu-
lations including the electronic structure explicitly to classical molecular dynamics sim-
ulations, where the interaction between individual atoms is described by approximated
interatomic potentials (IAP) [63]. Deep understanding can be a great assistance in design
and development of materials, but requires both experimentally characterized properties
of materials and a theoretical framework for the observed qualities. Materials physics sim-
ulations can contribute to understanding the microscopic phenomena and characteristics
displayed in experimental work and in many cases provide a bridge between experiments
and theory.
4.1.1 Density Functional Theory
In ab initio methods the goal is to solve the non-relativistic Schrödinger equation for the
whole simulated system including the electrons as well as the nuclei of the atoms. The





































where ri and Rj are the positions of electrons and nuclei respectively and Zj and mj are
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the atomic number and mass of the nucleus j.
Since this task is computationally heavy even for small systems, approximations are
done also in the ab initio methods such as the Born-Oppenheimer approximation, in which
the motions of the electrons and the nuclei can be considered separately and therefore also
the wavefunction of the system becomes separable. Different ab initio methods include
Hartree-Fock, Post-Hartree-Fock, Multi-reference methods and also Density functional
theory (DFT), which is one of the most popular methods in computational chemistry and
condensed matter physics [65].
The origins of the Density functional theory lie in the Thomas-Fermi model, where
the ground state energies of atomic systems are calculated as an approximated functional
of electron density and this is the key idea also behind modern DFT: instead of solving
for the many-body wavefunction of the electrons, find the electron density and study
the system’s properties as functionals of this density [65]. Pierre Hohenberg and Walter
Kohn layed the foundation for the current DFT by providing rigorous proofs to two vital
theorems, now called Hohenberg-Kohn theorems, which state that [66]:
• The external potential is a unique functional of the electron density of the system
• The functional, that gives the ground-state energy of the system, attains the mini-
mum value with respect to possible electron densities if and only if the input density
is the true ground-state density.
From the first theorem it also follows that the properties defined by the external potential
are uniquely determined by the ground-state density. In Density functional theory the
Born-Oppenheimer approximation is assumed as is usual in multi-atom quantum mechan-
ical computations [65].
The problem would still be intractable due to the interaction between the electrons
and the inaccuracy in the kinetic energy term until W. Kohn and L. J. Sham introduced
a method to overcome this issue: instead of solving the system of interacting electrons,
replace the system with non-interacting particles moving in a fictitious effective potential
so that the density of the particles remains the same [67]. The equations (called Kohn-











where εi is the orbital energy of the so called Kohn-Sham orbital ψi and n is the density
of the N -particle system. The energy functional becomes





vext(r)n(r)dr + Exc[n(r)] , (4.4)
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where T [n(r)] is the kinetic energy of the system of non-interacting particles, the second
term is the electronic coulomb energy, vext is the external coulomb potential caused by
the nuclei and Exc is the exchange-correlation functional. Unfortunately the exact form
of the exchange-correlation functional is unknown, but a large number of approximate
functionals has been developed over the past decades. The electron density and the ground
state energies are calculated by iteratively solving the Kohn-Sham equations. First an
initial guess for the electron density is given, then the effective potential is computed and
again the electron density from the obtained potential. This cycle is repeated until the
system is self-consistent [65].
As in all ab initio methods the orbitals are represented as a sum of certain basis







where ψm,k is the component of the wave function of an electron at band m, k is the
wave vector and G are reciprocal lattice vectors. Since the basis set is infinite in terms of
vectors G, a cutoff value Gmax is used. The plane-wave basis has a lot of advantages, but
requires a method to simplify the orbitals near the atom cores due to the rapid oscillations
of the wavefunctions. This is achieved by using pseudopotentials at the core region so that
the wavefunctions outside this region remain the same and therefore also the dynamics
of the system, since the chemical bonding involves almost exclusively valence electrons
[69, 68].
4.1.2 Classical Molecular Dynamics
Because of the high computational demands of quantum mechanical calculations, a more
efficient method, classical Molecular Dynamics (MD), is often used in materials simula-
tions. Though a less accurate method, Molecular Dynamics simulations can be used to
study much larger systems with longer simulation times and is therefore a valuable tool
in materials research. The accuracy of MD relies heavily on the quality of the interatomic
potentials describing the atomic interactions [70].
In classical Molecular Dynamics simulations, the atoms and molecules of the system
are treated as classical particles interacting via artificial interactions and their motion is
studied by numerically solving Newton’s equations of motion [14]:
mi
d2ri
dt2 = f i (4.6)
f i = −∇iV , (4.7)
where ri, mi and f i are the position, mass and force acting on particle i respectively and
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V is the potential energy. Again the Born-Oppenheimer approximation is assumed and
the electrons are taken to be in eigenstates the motion of the nuclei is considered under
the potential. Also the bonds between individual atoms are included in the interatomic
potential. The integration of the equations of motion is done by adding small increments
to positions and velocities depending on the forces acting on the particles and therefore
timestep is an important parameter: the value should be small enough for sufficient ac-
curacy but not at the expense of efficiency. Although it would be possible to integrate
Newton’s equations of motion using the simple Euler algorithm, more sophisticated meth-
ods have been developed, which provide more accurate calculations with less computation
time and memory usage and allow for larger timestep values, such as the Velocity Verlet
algorithm and Predictor-Corrector algorithms [14]. A schematic image of the complete
MD simulation algorithm is shown in Figure 4.1.
For many interatomic potentials used in MD, it is unnecessary to compute all in-
teractions between every particle with every step because only the interactions between
nearby particles have a noticeable effect. Therefore a cut-off distance is often determined
and the interactions are limited within the range of that cut-off value. Also since even
the smallest experimental systems usually contain much more atoms than what would be
plausible to simulate, periodic boundary conditions can be used in the simulation cell to
effectively model larger systems [14].
Figure 4.1: Molecular Dynamics simulations algorithm. Image source: [71]
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Typically one wants to analyze the macroscopic properties of the simulated system
and compare the results to experimental research. Therefore MD simulations are often
conducted so that the ergodic hypothesis holds and macroscopic properties can be studied
by obtaining time averages from the simulation. Also since experiments are usually done
in a controlled environment such as constant temperature and pressure, these thermo-
dynamic properties of the system must be controlled in a manner, which prevents too
many artefacts arising in the simulations. This is done by adjusting the dynamics so
that the simulation represents the correct thermodynamic process. Different thermostats
and barostats have been developed for this purpose such as Berendsen and Nosé-Hoover




The accuracy and efficiency of MD is largely dependent on the interatomic potential, which
therefore plays a crucial role in the usefulness of the simulations [15]. The development
of Molecular Dynamics can be seen to begin in the 1950s although many of the methods
used in modern MD were already developed much earlier [14]. At the time the available
computational power was obviously a lot less sufficient so the first interatomic potentials
had to have a particularly simple form.
The earliest potentials were pair potentials approximating the potential energy as
a function of distance between two particles. The first ones were extremely simple such
as the hard and soft sphere potentials and the square well potential [14]. To develop pair
potentials further, both short range repulsive part and the attractive part needed to be
taken in consideration. The repulsive interaction at small interatomic distances originates
from the coulombic interaction of charged particles of same sign and the Pauli exclusion
principle. The attractive part also has its origin in the coulombic interaction, which
causes binding of atoms by different mechanisms [65]. One of the earliest and well-know











where r is the interatomic distance and σ and ε are parameters of the model to be
determined either by experiments or more accurate calculations. While having a crude
form the Lennard-Jones potential can be fairly successful in simulating weakly interacting
particles such as noble gases [14]. Figure 4.2 shows the Lennard-Jones potential as a
function of r and contributions of the repulsive and attractive parts.
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Equilibrium (r0, - )
Figure 4.2: Illustration of the Lennard-Jones potential. r0 is the distance at the minimum of the
potential.
Although the Lennard-Jones potential gives a decent model for inert gases near
equilibrium conditions, it fails severely at close interatomic distances due to the too slow
growth of the repulsive part when r → 0. Some extensions have been developed to the
Lennard-Jones potential since its publication such as the Buckingham potential, which
has a more physically justifiable exponential function as the repulsive term [73]:




A few years after the Lennard-Jones potential in 1929, Philip M. Morse published
his interatomic potential model mainly for diatomic molecules and showed that analytical
solutions for the Schrödinger equation with this potential exist [74]. In the so called Morse
potential the potential energy is
VM(r) = De(1− e−a(r−re))2 , (4.10)
where re and De are the equilibrium distance of the atoms and depth of the potential
energy well at equilibrium respectively. The Morse potential gives a better description of
diatomic vibrations than the harmonic oscillator potential, since it produces more physical
effects such as anharmonicity [74].
For the potentials to properly describe systems far from the equilibrium conditions
such as radiation effects, where the interatomic distances can be extremely small, the
repulsive part of the potential needs to be handled with care. Since the repulsion at really
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short distances is mainly due to the Coulombic interaction between the nuclei, different
screened Coulombic potentials were developed to model the interatomic repulsion. A
successful and much used model for the repulsive part was created by Ziegler, Biersack















where Zi is the atomic number of atom i and φ(r/a) is a universal screening function
φ(x) = 0.1818e−3.2x + 0.5099e−0.9423x + 0.2802e−0.4028x + 0.02817e−0.2016x (4.13)
and a0 is the Bohr radius.
4.2.2 Overview of potentials
Though many of the earliest interatomic potentials were pair potentials, they all suffer
from serious limitations in describing physical properties of most materials realistically.
This is due to the fact that it is virtually impossible to take in to account the environmental
effects to the atomic interactions by using only pair interactions [14]. Hence the modern
potentials used are many-body potentials, that can in general be written as a sum of














V3(ri, rj, rk) + ... (4.14)
and the V1 term is usually omitted, since it accounts for some external potential which
the system interacts with.
A groundwork for many of the potentials used today especially for metals, was
layed when a method based on density functional theory was introduced; In this so called
Effective-medium theory (EMT) the material is represented by a homogeneus electron
gas with a static positive background density in which added impurities interact [76, 77].
The modern well-known Embedded atom method (EAM), originally developed by Daw
and Baskes [78], has roots in EMT and has a similar expression for the potential energy
at atom i:






where φ is the repulsive pair potential often in the form of screened Coulomb potential
and rij is the distance between atoms i and j. Fi is the embedding function representing
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ρaj (rij) , (4.16)
where ρa is electron density of atom j. The form of the embedding function, atomic
electron density and the repulsive potential can be deduced by using ab initio methods
and fitting to experimental results [79]. Many EAM-like potentials have been developed in
the past decades and also, since the original EAM formulation does not take into account
the angular dependence of the atoms’ positions, modified versions have been introduced
to include directional dependence in the electron density [80].
An interatomic potential with explicit angular dependence developed for silicon was









V3(rij, rik, θijk) . (4.17)
























where θijk is the angle between atom bonds ij and ik and A,B, p, q, σ, λ and γ are pa-
rameters of the model and a is the cutoff radius: Vn = 0 if rij/σij >= aij for n = 1, 2 and
for any summed indices i, j. The Stillinger-Weber potential provides fairly good results
for both crystalline and liquid silicon [81].
A problem with this type of explicit angular-dependent potentials is that though they
may do well with certain materials, they fail to represent systems with differing atomic
structures. Another way of describing environmental effects to the system’s potential
energy is to use the concept of bond-order, so that the strength of the atomic bonds is
taken in to account, as the strength typically decreases with increasing number of bonds
[82, 83]. Generally bond-order potential can be expressed as
VBOP = Vrepulsive(rij) + bijkVattractive(rij) , (4.20)
where bijk is a function depending on the number of neighbours; usually a monotonically
decreasing function of the bond-order. A forerunner for many modern bond-order po-
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where fR and fA are the repulsive and attractive terms respectively and fC is a cutoff
function for the potential. The repulsive and attractive terms are
fR(r) = Ae−λ1r (4.22)
fA(r) = −Be−λ2r . (4.23)
The cutoff term fC is a monotonically decreasing function of r and has values from 1 to
0 with a smooth transition within a chosen transition width. The function aij contains
only terms related to limiting the range, but is often neglected completely by making an
approximation so that aij ≈ 1. The term bij however is the important part containing
the essential parameters for taking into account the contributions of the coordination

















d2 + (h− cos θ)2 , (4.26)
where θijk is the angle between bonds ij and ik
Interatomic potentials are typically developed for predicting equilibrium properties
and hence can fail when the system is far from equilibrium. Therefore a separate repulsive
part is often used and careful joining of the repulsive part with the used IAP is extremely
important. Many other potentials, that are not reviewed in this thesis, have been de-
veloped over the past decades. Some important ones to mention are the molecular force
fields and the ReaxFF [84], that allows for the formation and breaking of chemical bonds,
and bond-order potentials employing the tight-binding theory [85, 86].
The conventional interatomic potentials having a fixed functional form suffer from
inherently limited capability in describing complicated phenomena due to the inflexibility
of the potentials. In order to make the IAPs able to describe many properties of materials
and physical phenomena accurately, a large number of fitting parameters are needed and
the functional forms become increasingly complex. This has led to the development of
machine learning potentials, which have no restrictions in the required flexibility. The de-
velopment of machine learning IAPs began already in the 1990s but they started drawing
general attention only after Behler and Parrinello published their work on neural-network
potentials [87]. Another type of machine learning potential, originally developed by Bár-
tok et al. [88, 16], is based on Gaussian process regression: The Gaussian approximation
potential (GAP). Recently it has been shown to be able to produce accurate potentials
for transition metals [89]. Other types of machine learning IAPs have also been created
employing many other non-parametric and machine learning methods, and even more is
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currently under development. Machine learning may provide methods to develop more
flexible and accurate potentials but are heavily dependent on the quality of the training
data.
4.2.3 Gaussian Approximation Potentials
Gaussian process regression
The theoretical framework behind the Gaussian Approximation Potentials is Gaussian
process regression (GPR), which is a non-parametric regression method. In parametric
approaches the response variable y(x) is usually modeled as a linear combination of some





where x is the input vector. In the Bayesian framework, the distribution over the param-
eters w can then be infered by setting a prior probability distribution P (w) and using
Bayesian inference to obtain the posterior distribution:
P (w|y,x) = P (y|w,x)P (w)
P (y|x) . (4.28)
For making predictions the predictive posterior distribution can then be computed by
marginalizing over the sampling distribution over the posterior probability of the pa-
rameters. In Gaussian process regression however, instead of directly parameterizing the
response variable y(x) and modeling the distribution over the parameters, the distribution
over all the possible functions is modeled [90, 91].
A Gaussian process can be defined as a continuous stochastic process y : X →
R for which every finite subset XN = {x1, ...,xN}, the joint distribution P (y) =
P (y(x1), . . . , y(xN)) is a multivariate normal distribution. Just as the Gaussian distribu-
tion is completely determined by its mean and covariance matrix, the Gaussian process
is completely determined by its mean and covariance function [90]. If the prior for the
weights in (4.27) is set to be a Gaussian distribution with zero mean P (w) = N (w; 0, σwI)
then y(x;w) is a Gaussian process, since it is a linear in the parametersw. The covariance
function is then













since 〈whwh′〉 = δh,h′σw. If we consider N target values tN = {tn}Nn=1 for N input vectors
{xn}Nn=1 and the measured target value tn is assumed to contain some additional Gaussian
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distributed noise with variance σ2ν , the covariance matrix for target vector tN becomes
CN = Q + σ2νI, (4.31)
where the elements of Q are




and the target vector has a prior distribution P (tN) = N (tN ; 0,CN) [90].
Predictions for new target value tN+1 can then be made by noting that, since P (tN)
is a Gaussian distribution then also the joint probability distribution P (tN+1, tN) is a
















where k is the vector containing all the covariances between the original N targets and
the new (N + 1):th target: kT = [ k(x1,xN+1), . . . , k(xN ,xN+1) ]. Instead of directly






m = (kN+1 − kTC−1N k)−1 (4.36)
m = −mC−1N k (4.37)




and now the posterior predictive distribution becomes
P (tN+1|tN) ∝ exp
(







t̂N+1 = kTC−1N tN (4.40)
σ2t̂N+1 = kN+1 − k
TC−1N k . (4.41)
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The predicted target value for the new data point is taken as the mean of this distribution,
which can easily be seen to be t̂N+1 and which is also the maximum a posteriori (MAP)
estimate, and σt̂N+1 gives the standard deviation for the prediction. The above derivation
follows closely the example shown in [91].





where the coefficients are defined as
{αn} = α = C−1N tN . (4.43)
From this it becomes obvious, that the parameters and the basis functions are never
required explicitly, but only the covariance function needs to be defined.
Covariance functions
The covariance function determines the gaussian process and can be viewed as a measure
of similarity between the points. The only restriction for a covariance function to be valid





wiwjK(xi, xj) ≥ 0 (4.44)
for any {xi ∈ X}ni=1 and {wi ∈ R}ni=1. It can be shown that for every positive definite
function there exists a corresponding expansion in some basis with possibly infinite nonlin-
ear basis functions. This is at the heart of the usefulness of GPR: for making predictions,
only the covariance function, or the kernel, needs to be defined, but the similarity is taken
in a higher dimentional space even though no transformation is explicitly conducted [90].
A covariance function is said to be stationary if it is a function of only x− x′ and
is therefore invariant to translations. Similarly, isotropic covariance function is a function
of |x − x′| and hence is invariant also to rotations. Dot product covariance functions
are functions of only the dot products of the points xTx′ or generally xTΣpx′ with a
covariance matrix Σp. A common covariance function is e.g. the generalized squared
exponential kernel
K(xp,xq) = σ2f exp
(
− 12l2 |xp − xq|
2
)
+ δpqσ2n , (4.45)
where σf , σn and l are the hyperparameters of the model. Another much used kernel
function is the polynomial kernel
K(x,x′) = δ2(xTΣpx′ + σ20)p , (4.46)
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with a positive integer p, hyperparameters σ0 and δ and covariance matrix Σp. The
choice of hyperparameters of the covariance function alters the behavior of the gaussian
process model and should therefore be treated with care. Optimization methods for the
hyperparameters exist but they can also be reasoned by using prior knowledge of the
subject [90, 91].
Descriptors
Now, since the objective is to describe potential energies for atoms in a system, the
input data points need to represent the atomic environments. Also for the potential
to be efficient in use, the input points need to be obtained as easily as possible, and
this has turned out to be a challenging task. The data points used in machine learning
potentials are so called descriptors, which are functions of the positions of neighbouring
atoms within some cutoff radius and effectively give a mathematical description of the
atom’s environment [16, 92]. Since the energies of atoms and forces acting on them
can not depend on the location or orientation in space, but only on the surrounding
environment, the descriptors are restricted to being invariant under rigid transformations.
Also permutations of identical particles should not have an effect on the system [92]
Many descriptors satisfying the conditions have been introduced and the most simple
is the two-body descriptor, which is the euclidean distance between two atoms: q =
|r − r′|, where r and r′ are positions of atoms. Another possible option is the three-
body descriptor with symmetrized triplets of interatomic distances: q = [rik + rij, (rik −
rij)2, rjk]T, where rij is the distance between atoms i and j [88]. A commonly used
descriptor with GAP is the smooth overlap of atomic positions (SOAP) descriptor, in
which the local environment of an atom is given by the densities of neighbouring atoms’
positions. Similarity is measured by integrating the overlap of the two environments [92].
In SOAP the atomic densities are described by setting a gaussian function centered at






− |r − rij|22σ2atom
fcut(rij) . (4.47)
The integration or the dot product between the SOAP descriptors gives the covariance




∣∣∣∣ ∫ ρi(r)ρj(R̂r)∣∣∣∣ζ . (4.48)
In practice the SOAP descriptor is implemented as an expansion of radial basis functions
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and the covariance in rotationally invariant form for atoms i and j is after normalization:




where pi is a vector of all components from {p
(i)
nn′l} [92, 88, 93]. Also a hyperparameter δ
is added to determine the energy scale of the SOAP kernel:
K ′(ρi, ρj) = δ2|p̂Ti p̂j|ζ . (4.52)
Data set accuracy and short range interactions
Since the gaussian approximation potentials contain no theoretical background from
physics but relies only on the results given from the training data set, it is crucial to
have enough accurate data points to produce a good quality potential. The training data
set should be typically built with ab initio methods, such as DFT for instance, to ensure
the accuracy of the fitting data. Also as for the conventional interatomic potentials it is
necessary to carefully fit GAP to a separate repulsive potential (e.g. ZBL [75]), which
should accurately describe the atomic interactions at very short distance. Proper fitting
can be ensured by adding enough data points within the medium range region between
the extremely short distances and longer distances.
In order for the GAP to be actually feasible to train and use, a sparsification algo-
rithm needs to be applied to the training data set. The computational loads for training
the GPR model and making predictions scale as O(N3) and O(N) respectively with N
training data points, but can be reduced to scale as O(NM2) and O(M) by using only M
sparse points [94]. This can be justified since the atomic environments in the training data
are often redundant and very close to each other with respect to the similarity measure.
Therefore to make a useful potential it is more efficient to retain only sparse data points.
After the sparsification the solution for the coefficients in (4.42) becomes [93]:
αs = [KMM + (LKNM)TΛ−1LKNM ]−1(LKNM)TΛ−1yN , (4.53)
where K is the kernel matrix with N total and M sparse training data environments,
Λ = σ2νI represents the errors in the training data and y contains total energies, forces
and stress components of the whole training data. L is a linear operator for which Ly′ = y,
where y′ contains the atomic energies instead of total energies [93].
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Simulating atoms with GAP
When training a GAP, multiple types of descriptors and coviariance functions can be used
[88]. The energies of atomic configurations predicted by GAP can then be computed for






αm,dKd(qi,d, qm,d) , (4.54)
whereM is the number of sparse input points and d notes the different types of descriptors.












αm,dKd(qi,d, qm,d) , (4.55)
where N is the total number descriptors for each type and Vrep is the repulsive pair










where fiα is the α:th component of the force and the summation runs over atoms within
the predefined cutoff radius [88].
One of the valuable aspects of the gaussian approximation potentials is that, since it
is possible to calculate the error estimates for the predictions, the accuracy of the model
can be tuned to have errors within some tolerance [94]. If certain atomic configurations
are underrepresented in the data set, more input data can be added.
The gaussian approximation potentials provide a good compromise between the
accuracy of DFT and the efficiency of MD: when used in MD simulations the computations
can be atleast 2 orders of magnitude faster than DFT calculations yet the accuracy can be
very close [16, 94]. When comparing to other MD potentials, such as EAM and Tersoff-
type potentials, GAPs are typically 2-3 orders of magnitude slower.
5. Methods
5.1 Training data
The training data set was made by constructing the simulation boxes with the ASE pack-
age [95] in python and computing the energies with DFT. The DFT calculations were
conducted using the VASP software [68] with the PBE GGA exchange-correlation func-
tional [96]. For W, Mo and Ta the number of valence electrons used in computations were
14, 14 and 11 respectively and the core electrons were treated with Projector-Augmented
Wave (PAW) method [69]. The cutoff energy for plane-waves was 500 eV and the first
Brillouin zone was integrated using a Monkhorst-Pack grid [97] with constant maximum
spacing of 0.15 Å−1. The rest of the VASP INCAR parameters used in DFT calculations
are listed in table 5.1 below.















Table 5.1: INCAR options used in DFT calculations of the training database.
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ments would contain a lot of variety but still being realistic and relevant for the possible
simulations to be made with the potential. The training dataset included also pure sys-
tems, constructed by Byggmästar et al. [17, 89], containing only one element for all
used elements W, Mo and Ta. The single atom systems include many different atomic
configurations such as distorted crystal structures with different cell volumes, vacancies,
self-interstitials and surfaces. To capture the interaction at shorter interatomic spacings,
short-range structures are also included, which is a BCC configuration with a randomly
added atoms between the lattice sites. The details of these systems can be found in [17]
and [89].
Multi-atom systems consisted of simulation boxes with all three elements (Mo, Ta,
W) in different concentrations ranging from 10/10/80 at. % to equi-atomic concentra-
tions. Also the atomic compositions are permuted so that each atom type has similar
concentrations and the ordered systems are done with 3 different lattice constants. Lat-
tice constants used for distorted BCC and single vacancy alloy systems are 3.0, 3.2 and
3.4 Å and for short-range configurations 3.15, 3.225 and 3.3 Å. The disordered liquid sys-
tems were done by running MD simulations with preliminary GAPs made using distorted
BCC structures as training data and were prepared with different densities. The liquid
surface structures with 3 elements include also BCC (100) surfaces as they were made by
fixing two layers of atoms in place from the other edge of the surface slab when the MD
simulations were run. Also, because it is important for the repulsive part of the potential
(4.55) to be smoothly connected to the GAP part, dimer structures with all possible atom
pairs (6) and with multiple distances are included in the training database. The dimers
have interatomic distances ranging from short distances (1.2 Å) to interatomic distances
close to equilibrium distances.
Since almost all of the atoms in multi-component systems have different environ-
ments, especially in the disordered phases, not as many systems were included. Also the
sparsification algorithm takes care that the chosen representative data points differ from
each other so that including excessive amounts of single atom systems should not have
much effect on the final training dataset, since the number of sparse points used is much
less than the amount of different atomic environments. In the multi-atom configurations
most of the environments are in disordered liquid phase, since these structures contain a
lot of variety in the environments. The number of simulation boxes for training database
are given in the table 5.2.
5.2 Details of the potentials
The GAP-software [16] contains multiple possible descriptors and covariance functions
and the ones used in this work are the two-body descriptor with squared exponential
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Single element Mo-Ta-W alloy
Configuration type Nsystem Natoms Nsystem Natoms
Isolated atom 3 1 - -
Dimer 46 2 45 2
Distorted lattices:
BCC 7581 1-2 84 54
BCC (high temp) 120 54 - -
FCC 300 1 - -
HCP 300 2 - -
A15 300 8 - -
C15 300 6 - -
dia 300 2 - -
SC 300 1 - -
Surfaces:
BCC (100) 135 12 - -
BCC (110) 135 12 - -
BCC (111) 125 12 - -
BCC (112) 135 12 - -
Liquid surfaces 72 128, 144 61 128
γ 534 12 - -
Vacancies:
single vacancy 630 53 30 53
di-vacancy 30 118 - -
tri-vacancy 43 117 - -
Self-interstitials (SIA):
single-SIA 96 121 - -
di-SIA 43 122, 252 - -
Other structures:
Short-range 266 53-55 20 53
Liquids 135 128 61 128
Table 5.2: Systems used as training database for GAPs. Nsystem is the total number of systems for
each configuration and Natoms is the number of atoms in each system. Single atom type systems are
approximately equally distributed between each atom type (Mo, Ta and W). Multi-atom type systems
are distributed between different compositions with atomic concetrations ranging from 10/10/80 at.% to
equi-atomic concentrations.
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covariance function (4.45) and the SOAP descriptor in (4.49) with the dot-product kernel
(4.52). The effect of including also three-body descriptor to a single atom type potential
for tungsten was investigated in [17] and was shown to give only a minor increase in
accuracy and is therefore not included in the potentials made in this work. Multiple
potentials were trained using different number of sparse points to evaluate the effect of
number of training data points to accuracy and efficiency of the potential. This could be
helpful for future reference when deciding the amount of sparse points used in training as
well as the number of environments needed in the training database.
Many of the fitting parameters were tested by Byggmästar et al. in [17] and were
obtained directly from their results, which is reasonable due to the similarity of the atom
types that are simulated. The two-body GAP parts were trained consistently with 20
sparse points (i.e. interatomic distances) from the training database, which consisted of
more than 105 and 106 descriptors for symmetric and asymmetric dimer pairs respectively.
For the SOAP descriptor 7 different values were used: 250, 500, 1000, 2000, 3000, 4000
and 5000 sparse points for each atom type, when the total number of SOAP descriptors
(i.e. number of atoms) found in the training data was 159268 for all three elements. The














Table 5.3: Total number of descriptors and their partial derivatives included in the training database
for both two-body and SOAP descriptors. The atoms listed for SOAP are the central atoms of the
descriptors.
The cutoff distance for both descriptor types was set to 5 Å with cutoff transition
distance of 1Å, and were both also obtained from [17] by testing various values. Training
parameters for SOAP in (4.49) are for nmax and lmax, which give the cutoff values for
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maximum n and l for the spherical harmonics in the expansion, and the chosen value
for both was 8 as in [17]. The ζ parameter in (4.48) was chosen to be 4. The assumed
errors σν in the training data, which act also as regularization parameters, were likewise
adopted from Byggmästar et al. and are listed with rest of the GAP parameters in table
5.4 for both descriptor types. The parameter δ is a scaling parameter as in (4.52) and
is also added for two-body descriptor. The sparse method is the sparsification algorithm
used for each descriptor type and were chosen as CUR decomposition [93] and uniform
methods for SOAP and two-body descriptors respectively. The σatom parameter gives
the width or the standard deviation for the gaussians projected onto atomic positions in
SOAP-descriptor, σjitter is a small parameter added to the sparse covariance matrix to
make the computations numerically stable [88].
General
σjitter 10−8
σν : Energy (meV/atom) Force (eV/Å) Stress (eV)
Default 0.001 0.04 0.04
Liquid 0.01 0.4 -
Liquid surface 0.01 0.2 -
Dimer 0.01 0.4 -
γ-surface 0.002 0.08 -
Short range 0.01 0.4 -
Two-body SOAP
nsparse 20 250-5000
rcut 5.0 Å 5.0 Å
∆cut 1.0 Å 1.0 Å
δ 10.0 eV 2.0 eV
Covariance ard_se dot_prod.
Sparse method uniform CUR




Table 5.4: Training parameters for the GAP software used in the developed potentials. σjitter: a small
value used in regularisation, σν : regularisation parameters, nsparse: number of sparse points, rcut: cutoff
distance, ∆cut: cutoff transition width, δ: scale parameter, Covariance: covariance functions used for
descriptors (ard_se is squared exponential and dot_product is the SOAP dot-product kernel), Sparse
method: sparsification algorithm, σatom: standard deviation of Gaussians projected onto atoms in SOAP,
lmax & nmax: parameters for the expansion in 4.49, ζ: SOAP kernel parameter (4.48).
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The repulsive part of the potential in (4.55) was chosen to be a ZBL-type [75]
screened coulomb potential as in (4.11) with a separately fitted screening function for all
atom type pairs. The data for the fitted screening functions were calculated using DFT
DMol for all electrons in [98]. The repulsive pair potential is of the form
Vpair(r) = VZBL(r)fcut(r) , (5.1)
with the cutoff function
fcut(r) =

1 , r ≤ r1
1− χ3(6χ2 − 15χ+ 10) , r1 < r < r2
0 , r ≥ r2 ,
(5.2)
where χ = (r − r1)/(r2 − r1), r1 = 1.0 Å and r2 = 2.2 Å similarly to [17].
5.3 Running simulations
The GAPs were trained using the QUIP software package [99] in a computing cluster.
The disordered systems in the training database as well as test MD simulations were done
using the LAMMPS software [100, 101]. LAMMPS was compiled with QUIP and the
GAP package was added to QUIP library. When training the GAP, the training database
was contained in a single input file with another input file containing the data for the
repulsive pair potential. Some unseen atomic environments for GAP were contained in
a separate input file as a test database and errors were calculated for both training and
test data separately for each potential.
After training, the GAP software provides output files for each type of descriptor,
which in this work consists of 6 types of 2-body and three SOAP descriptors: one two-
body for each atom type pair and one SOAP for each atom type. GAP also provides a
separate output file containing the pair potential data and the coefficients in 4.55. When
running MD simulations with LAMMPS using GAPs the potential files are then given as
input files via the QUIP package.
6. Results
Several potentials were developed for Mo-Ta-W concentrated alloy systems in order to
study the accuracy dependence on the number of sparse points. The accuracy of the
potentials was tested on both the training set and on a separate testing data set, from
which no data were included in the training set. The test set consists of 1284 systems
some containing only single atom type but most contain two or three atom types. The
Single element Alloy (Mo,Ta,W)
Configuration type Nsystem Natoms Nsystem Natoms
Distorted lattices:
BCC 1 - - 36 54
BCC 2 - - 36 54
Stress 2 54 189 53-54
Phonon (BCC high temp) 22 54 187 54
Surfaces:
BCC (100) - - 90 54
BCC (110) - - 90 108
BCC (111) - - 90 153
Liquid surfaces - - 38 128
Vacancies:
Single vacancy - - 190 53
Self-interstitials (SIA):
Single-SIA - - 90 121
Other structures:
Short-range - - 16 55
Liquids 20 54 188 54
Table 6.1: Test system database configuration types.
multi-atom type systems have configuration types ranging from distorted BCC, ordered
and liquid surface, self-interstitial, vacancy, liquid and short-range structures. Most of
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the multi-atom configurations in the test set consist only of two atom types (Mo and W)
and the only configuration types containing three atom type systems are distorted BCC
lattices (BCC1 and BCC 2), liquid surfaces and short range systems. Many of the two
atom type systems contain only a small fraction of the other atom type and are therefore
close to single atom type systems with respect to atomic environments. The lattices in
BCC 2 are more distorted than in BCC 1 and the stress configuration type consists of
deformed BCC lattice structures. The number of each test environment is given in the
table 6.1.
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Figure 6.1: (a): Root mean square errors of potential energies with respect to DFT calculated with
different GAPs. (b): Test set RMSE of potential energies with respect to DFT calculated for only certain
configuration types (BCC 1 and liquid).
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Both the test and training errors of energy can be seen to converge with increasing
number of sparse points from figure 6.1a. The root mean square errors of training data
for almost all configuration types range from < 1 meV/atoms to few meV/atom for GAPs
trained with >2000 sparse points, which is consistent with the given parameters in 5.2.
Only dimer systems had training errors in the range of 20-30 meV/atom. Also, even
though a large number of sparse points was used in training some of the potentials, no
overtraining is seen as the test error decreases with increasing number of sparse points.














































Figure 6.2: RMS errors vs different configuration types for the test database. n is the number of sparse
training points.
The magnitude of the errors depends also on the type of the atomic configuration
as can be seen from figure 6.2. Since the training database consisted of a lot of disordered
structures and systems with short interatomic distances, the smallest test errors were
obtained for SIA, liquid surface and BCC 1 structures, when the GAP used >2000 sparse
points.
6.1 Dimer energy
Since the repulsion at extremely short interatomic distances is taken care of by the fitted
ZBL-type pair potential, the training data should make a significant contribution only
at interatomic distances closer to equilibrium distances. Therefore ideally, the GAPs
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should predict energies relatively close to zero in comparison to the repulsive part at
short distances, when no distinct pair potential is used in training.
As with other tests, the dimer potential energies predicted by GAP were decent
when the GAP was trained with at least 3000 sparse points. Then all of the dimer
potential energies show a smooth transition from further distances to the highly repulsive
shorter interatomic distances. Also the energies calculated with a GAP trained without
pair potential predicts energies that are insignificant compared to the ZBL-type potential
at extremely short distances. The potential energies for all dimer pairs are shown in figure
6.3.






























































































































Figure 6.3: Dimer energies calculated with GAP trained with 3000 sparse points. Vpair is the repulsive
ZBL-type pair potential, the red line is the potential energy predicted by GAP and the dashed black line
is the GAP prediction without the repulsive pair potential.
When comparing the dimer potential energy at a range between 1.5 Å and the
equilibrium distances, it can be seen from figure 6.4, that the GAP with less sparse
training points shows significant discrepancy in the Mo-Ta dimer energy. Other dimer
pairs did not show similar behaviour with a potential trained over less sparse data points.
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Figure 6.4: Dimer potential energy for Mo-Ta system calculated with different GAPs.
6.2 Bulk properties
The potentials were validated also by calculating energy-volume curves for different com-
positions of Mo-Ta-W alloys as well as pure Mo, Ta and W systems. Details of the atomic
concentrations of the systems are given in table 6.2 an atoms in the systems were randomly
ordered. Even with a moderate number of sparse data points, the GAP potentials predict
values really close to the values obtained from DFT. The curves for different generated
potentials are shown in figure 6.5.
System Mo % Ta % W %
Vol0 20.4 20.4 59.3
Vol1 20.4 40.7 38.9
Vol2 20.4 61.1 18.5
Vol3 40.7 20.4 38.9
Vol4 40.7 40.7 18.5
Vol5 61.1 20.4 18.5
Table 6.2: Multi-atom type systems used in Energy-Volume curve calculations. Values given in the
table are atomic percentages for each element.
The minima of the energy-volume curves are reproduced with high success by GAPs
with nsparse ≥ 1000, but some differing is seen further away from the minima. The
potential trained with only 250 sparse points shows noticable differences in energy-volume
curves and the volume minima with respect to the DFT calculations. Deviation from the
DFT values far from the minima is to be expected for all developed potentials, since the
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training data consists mostly of systems with lattice constants close to the minima. Also
the energy-volume plots show that the mixtures of the three elements (Mo,Ta,W) have
both their energy and volume minima close to average of the corresponding values for the
pure constituent elements.
Some test simulations were also done using one of the generated GAPs and to
produce as accurate results as possible without extensively losing efficiency, GAP with
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Figure 6.5: Energy-Volume curves for Mo-Ta-W alloy systems with different compositions and pure
single atom systems calculated with different GAPs and DFT. In figures (a), (c) and (e) are E-V curves for
multi-atom systems calculated with GAPs having 250, 1000 and 3000 sparse training points respectively.
Figures (b), (d) and (f) are the corresponding curves for single-atom systems
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nsparse = 4000 was chosen. Bulk simulations were done with 4 different compositions
each containing 250 atoms in a BCC lattice with lattice constant 3.2 Å and were run for
∼ 500000 timesteps with a 0.003 ps timestep (total time 1.5 ns). The test MD simulation
systems contain one with equi-atomic concentrations and three systems with concentra-
tions of 60/20/20 at.% with different compositions. Periodic boundary conditions were
applied in all three dimensions. The systems were first heated within 35000 timesteps
from nearly 0 K to 5000 K to see how they would behave while changing from solid to
liquid phase. Then the simulation boxes were immediately cooled again to very low tem-
perature within 500 000 timesteps. All of the systems liquified and solidified back to BCC
lattice with some defects and volumes per atom between 16.7-17.5 Å3. The total potential
energies of the simulation systems were either slightly higher (less than 50 eV) or almost
exactly equal to the starting potential energy. The potential energy curve for the heating
and cooling parts of the simulation system with 60 at.% Ta is shown in figure 6.6. The
figure shows phase transitions at around 4000 K (melting) and 2000 K (recrystallization).
Due to the extremely fast cooling, some defects are very likely to remain in the lattice
which may cause the system being at slightly higher potential energy in the cooling phase.




















Figure 6.6: Running average of the total potential energy vs temperature. Red is the heating part
starting from near 0 K and ending close to 5000 K and blue is the cooling part of the simulation.
6.3 Surface properties
The generated GAPs performance over surface simulations was tested by calculating sur-
face energies of (100), (110) and (111) surfaces with DFT for systems with different atomic
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compositions. The surface energy can be defined as
γ = Esurface − Ebulk2A =
Esurface − ErefNatom
2A , (6.1)
where Esurface and Ebulk are energies for the surface and the bulk structures respectively
and A is the surface area. Eref is then the reference energy per atom in a minimized bulk
system and Natom is the number of atoms in the surface system. To obtain the lattice
parameters for systems with different concentrations and the reference energies, the DFT
calculations were first done by relaxing a bulk simulation box for each composition and
surface direction. Then a vacuum of 30.0 Å was added to the surface direction and
the atom positions were minimized. The parameters for VASP DFT calculations were
otherwise the same as for making the training database except the added parameters:
EDIFFG = −0.01, IBRION = 2, ISIF = 3, NSW = 50 for bulk relaxation. For the surface
structure minimization only ISIF was changed to 2. EDIFFG parameter gives the break
condition for the relaxation loop, so that when all forces are smaller than (the negative)
of the given value, the relaxation is finished. The ISIF parameter defines the degrees-of-
freedom for the system (with respect to atom positions, cell shape and cell volume) and
whether both forces and stress tensor are calculated. The IBRION parameter defines the
computational method for the relaxation/simulation and NSW is the maximum number
of iterations for the simulation.
The surface energies were computed similarly using the developed GAPs and the
results are compared in figure 6.7. The figure shows both the surface energies calculated
with GAPs with different number of sparse points and the absolute values of the residuals
for 4 simulations systems with different atomic compositions. The systems for surface
energy calculations had one equi-atomic concentrated system and three approximately
60/20/20 at.% systems with different compositions similarly to the bulk test simulation
systems.
It can be seen from the results that the number of sparse points has a significant
effect on the performance of the potential in terms of surface properties. With only 1000
sparse points for each atom type, the potential not only had greater error in the surface
energy but was also unable to reproduce the order of the surfaces with respect to energy
when compared to DFT. This is a major drawback for the potential and would possibly
lead to unphysical results when used for systems containing surfaces. Potentials with
larger nsparse were able to predict the same surface as minimum as DFT calculations yet
still had largest residuals of 25 meV/Å(nsparse = 4000) and 20 meV/Å(nsparse = 5000).
The differences in the performances of the potentials are quite small, which shows that
using too many sparse training points may only cause the potential to be inefficient and
not necessarily more accurate as most likely would be the case if even larger nsparse was
used. The DFT calculated surface energies for different compositions are highest for the






















































































































Figure 6.7: Figures (a), (c), (e): Surface energies of different Mo-Ta-W compositions calculated with
DFT and the developed GAPs with different nsparse: (a) 1000, (c) 4000, (e) 5000. (b), (d), (f) correspond-
ing residuals of surface energies. Green: 60/20/20 at.% Ta/Mo/W, Yellow: 60/20/20 at.% W/Mo/Ta,
Red: 60/20/20 at.% Mo/Ta/W, Blue: equi-atomic concetrations.
system with mostly W atoms and lowest for the system with mostly Ta atoms, as expected
when comparing to single atom systems in [89].
The properties of the GAPs were also tested by running test MD simulations for
surface structures. Simulations were performed for 4 systems with different compositions
using the potential trained with 4000 sparse points for each atom type. All systems had
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360 atoms and atomic concentrations similar to the systems in surface energy calculations.
All structures started as perfect BCC lattices with two (100) surfaces. As in the bulk test
MD simulations, the surface boxes were first heated from nearly 0 K to 5000 K within
35000 steps with a timestep of 0.003 ps and then cooled with >500 000 steps. Periodic
boundary conditions were applied on the x and y -axes. Due to technical issues the MD
simulation runs had to be restarted multiple times and the number of steps in the cooling
part was changed simultaneously for some systems, since the test runs were only meant
to show how the systems behave under the simulations and the exact numbers are not
meaningful.
Three of the surface systems cooled to disordered local minimum energy states, that
were higher in energy than the original lattice structures and the formations resemble the
so called metallic glass states. One of the systems was run after the stabilization at 1700
K for approximately 450 000 steps to see whether it would undergo a phase transition, but
the system remained at a similar conformation with almost static total potential energy.
One of the test surface systems however, cooled to a slightly lower energy state with BCC
lattice structure and a lattice direction of (111) at surfaces, even though both surfaces of
the slab showed some roughness. This is reasonable since the (111) has a lower surface
energy than (100) although the (110) surface has even lower surface energy as can be
seen from figure 6.7. The potential energy vs temperature curve and the final frame of
the system are shown in figure 6.8a and 6.8b. The white atoms in the simulation box
image are the atoms at the surface layer and the blue atoms are recognized as atoms
in BCC lattice conformation by common neighbour analysis. The image was rendered
using Ovito-software. The potential energy vs temperature curve show phase transitions
at approximately 3000 K (heating) and 2000 K (cooling).
The results obtained for validating the developed potentials are physically reason-
able. The test simulations were conducted with an extremely rapid decrease in temper-
ature, which can result in the formation of metallic glass also in real systems. Also the
recrystallization to a lower-energy surface is physically reasonable. The trained GAPs
produce sensible results when enough sparse data points were used in training.
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Figure 6.8: (a): Running average of total potential energy vs temperature of the simulation system.
Red is a quick heating part and blue is a slower cooling part of the simulation. (b): Final frame of one
of the surface simulation boxes. The simulation system ended in a BCC lattice configuration with rough
surfaces with normals in (111) lattice direction. The starting point was a perfect BCC lattice with (100)
surfaces.
7. Summary
Finding new efficient and sustainable methods to produce electricity has become one of
the major problems for the world’s energy engineers to solve due to the increasing energy
consumption. Nuclear fusion reactors have been under examination as a competent alter-
native for energy production compared to fossile fuels and other major sources. Over the
last few decades the research and development for fusion power plants has taken major
leaps forward with large global projects such as JET and ITER. Fuel for nuclear fusion
power plants is extensively available, yet the large challenges regarding the materials of
the plasma-facing components need to be sorted out in order for the energy released from
fusion reactions to be harnessed for electricity. Tungsten (W) has been the principal ma-
terial so far, yet the properties are still far from optimal. High-entropy alloys (HEA) have
shown promising characteristics for such applications and have been under investigation
for the past decade.
In this work, interatomic potentials for Mo-Ta-W concentrated alloys for molecular
dynamics simulations were developed using the GAP framework (Gaussian approximation
potentials). The GAPs were trained using a large training database consisting of pure
single atom systems and multi-atom type systems (Mo, Ta, W) with energies calculated
with DFT (VASP-software). The training database contains multiple configuration types
and a lot of systems with varying interatomic distances for the potentials to have possible
use in high-energy and radiation simulations.
The accuracy of the developed potentials was tested on a separate testing database.
All GAPs used same descriptors and parameters except for the number of sparse training
data points. The number of sparse points used range from 250 to 5000 for each atom type
and the accuracy over both the training set and test set converged with respect to nsparse.
The results show that using larger number of sparse points does not necessarily increase
the accuracy, yet may cause the potential to become needlessly inefficient.
The performance of the potentials was also tested for bulk materials and surface
structures. The developed GAPs were able to produce the energy-volume curves ac-
curately for different Mo-Ta-W concentrated alloy compositions as well as pure single
element systems, when the number of sparse training points was ≥ 1000. Some test simu-
lations were also conducted to see whether some unphysical phenomena would occur and
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the results obtained show reasonable behaviour. Surface energy calculations using GAPs
showed that the performance can be quite poor when not enough data is given while
training the potentials, but the overall results show promising possibilities.
The developed GAPs seem to perform generally well although more validation might
be needed before the potentials are used for heavy duty computations. Also, if the focus
would be to create potentials for three element Mo-Ta-W alloys only, the training database
should consist of a lot greater proportion of multi-component systems.
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