Abstract. We present a new temporal approximation scheme for the boundary integral formulation of time-dependent scattering problems which can be combined with either collocation or Galerkin approximation in space. It uses the backward-in-time framework introduced in [P. J. Davies and D. B. Duncan, Convolution Spline Approximations of Volterra Integral Equations, www.mathstat. strath.ac.uk/research/reports/2012 (2012)] with new temporal basis functions which share some properties with radial basis function multiquadrics. We analyze the stability and convergence properties of the new scheme for associated Volterra integral equations and perform extensive numerical tests for scattering from flat polygonal plates and open and closed cubes and spheres, which demonstrate effectiveness of this approach.
Introduction. The focus of this paper is to develop, analyze, and test approximation methods for the time-dependent boundary integral equation (TDBIE)
(1.1) 1 4π Γ
u(x , t−|x −x|) |x −x| dx = a(x, t) for x ∈ Γ, t > 0 .
This is the single layer potential equation for acoustic scattering from the surface Γ ⊂ R 3 with zero Dirichlet boundary condition: −a(x, t) is the (known) incident field, and the problem is to compute the induced surface potential u (see, e.g., [10] for more details). It has been shown [1, 9, 15] that when Γ is a smooth, closed or open, flat surface, then (1.1) is well-posed and a full Galerkin approximation in time and space is stable and convergent. However, the stability of the method relies on all the integrals being evaluated extremely accurately (as described in [19] ). We previously analyzed collocation approximations of (1.1) in [6] and demonstrated their stability when Γ = R 2 , but this also requires all surface integrals to be evaluated very accurately.
Lubich proved in [15] that a spatial Galerkin approximation of (1.1) which uses convolution quadrature (CQ) in time (based on an underlying linear multistep ODE solver) is convergent. A key difference is that this method is stable when the inner product integrals are approximated, i.e., using CQ in time is inherently far more stable than using Galerkin or collocation time approximations. The drawback is that the underlying basis functions are global, which significantly increases the computational complexity of the method, even when a careful cutoff strategy is used to sparsify the system matrices [11, 13] . CQ methods which are based on underlying RungeKutta ODE solvers have been developed and analyzed for TDBIEs in [3, 4] . There are several advantages of these methods over linear multistep CQ methods: higher order accurate methods in time are possible, and the basis functions are more highly concentrated (see [2, and Figure 2 .2 below), which makes sparsifying the system matrices more straightforward. Banjai uses this approach in [2] to develop a practical, parallelizable solution algorithm for (1.1) which he illustrates with a number of realistic large-scale numerical examples.
In [7] we considered an alternative approach, developing a new "convolution spline" method which shares some properties of CQ, but instead of being based on an underlying ODE solver it is explicitly constructed in terms of basis functions which have compact support. Although (1.1) was the motivation for [7] , the analysis is for the convolution-kernel Volterra integral equation (VIE)
K(t ) u(t − t ) dt = a(t) for t ∈ [0, T ] , where a(0)
The connection is that if Γ = R 2 , then the spatial Fourier transform of (1.1) at frequency ω ∈ R 2 is the VIE
(ω, t − t ) dt = 2 a(ω, t) ,
where ω = |ω| and J 0 is the first kind Bessel function of order zero. A key feature of the method of [7] is that it uses the CQ backward-in-time format. That is, the solution u of (1.2) at time t = t n = nh is approximated as
v n−j φ j (t /h) for t ≥ 0 in terms of B-spline basis functions φ j , where v j approximates u(t) for t near t j . As noted in [7] this type of approximation is fundamentally different from finite element type methods in which the basis function φ j is always associated with the same "unknown" v j . Here we also consider approximations of the form (1.3) but using nonpolynomial basis functions φ j , which give more stable numerical schemes when applied to the full TDBIE problem (1.1). We begin in section 2 with a description of the key approximation properties of the new basis functions, and in section 3 we prove that the approximate solution (1.3) converges to the exact solution of the VIE (1.2) when K and a are smooth and is stable when K is constant or a step-function. (Stability in these cases is important for stability of approximations of the TDBIE (1.1) which uses (1.3) in time.) We explain in section 4 how this method can be used as the temporal approximation of the TDBIE (1.1) and give the results of extensive numerical tests which illustrate the effectiveness of this approach together with both Galerkin and collocation approximations in space. We consider scattering from a flat polygonal plate (i.e., a screen problem), an open and closed cube, and a closed sphere. The spatial Galerkin approximation appears to give rise to a stable numerical scheme in all these examples, and the spatial collocation approximation appears stable in all cases apart from the sphere. We end with some preliminary results for a related temporal approximation which uses smooth, compact basis functions and appears to give a stable TDBIE scheme even in the case of spatial collocation on the sphere. Downloaded 07/23/15 to 137.195.26.17. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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2. Convolution basis in time approximation. We begin by describing the approximation scheme for the VIE (1.2). Note that if
.g., [5, Theorem 2.1.9]). For simplicity we restrict attention to the case for which the extension of the solution u by zero to the negative real axis is in
(Otherwise the method needs to be "corrected" as described for CQ in [14, section 3] in order to attain optimal convergence.) If (2.1) holds or K is a step-function, then this is guaranteed by requiring
Approximating the VIE (1.2).
The approximation is defined on a uniform grid with spacing h. At t = t n := nh for n ≤ N T := T /h , (1.2) can be written as
because u(t) = 0 for t ≤ 0, and the main feature of the convolution basis in time approach is to use (1.3) to approximate u in (2.3). Collocating in time then gives the approximation scheme (2.4) n j=0 q j v n−j = a(t n ) for n = 0 : N T for the unknowns v j , where the weights q j are defined by
The v j can be found by time marching in (2.4): v n = (a(t n ) − n−1 j=0 q j v n−j )/q 0 for n ≥ 1 (using v 0 = 0). An alternative expression which is useful for analysis is v n = ( n j=0 p j a(t n−j ))/q 0 for n ≥ 1, where the stability coefficients p n are defined recursively by
Basis functions.
We consider a class of smooth quasi-interpolant basis functions φ j which approximate hat functions (linear B-splines) and fit into the framework described in [21] for radial basis function multiquadrics when adapted to a semi-infinite interval. They are derived in terms of an "underlying" function ψ(t) as follows:
We focus attention on a particular choice of ψ in section 2.3 but begin with some general results for any basis functions φ j which fit into the framework (2.6). Note that (2.7) implies the following: 
Taking the limit as N → ∞ using (2.8) then gives the required results, since
We make frequent use of the following formula for the mth difference of a function f . 
where
where b is the th degree B-spline defined recursively by 
2, then L also preserves convexity and monotonicity (for sufficiently smooth f ). Proof. Linearity follows immediately from Lemma 2.1, and boundedness of Lf is a consequence of the sum to unity property from Lemma 2.1, Corollary 2.2, and (2.7). The proof of convexity and monotonicity follows [21] , although the sums involved are now infinite.
Particular choice of basis functions.
The particular basis functions we analyze and use for most of the numerical test results are φ j derived from the underlying function (2.10)
where erf is the error function [8, 8.250 ] and α ≥ 1 is a constant. Note that
and it is straightforward to verify that ψ satisfies all the properties of Definition 2.1 and Lemma 2.3. We now collect together some extra results which are needed in section 3. Lemma 2.4. The function ψ from (2.10) and the corresponding basis functions φ j satisfy the following:
P1. Linear approximation, 
P3. Basis function positivity. Each φ j for j = 1 is positive on [0, ∞).
P4. Basis function integral. Let
P5. Translate property. The basis functions φ j for j ≥ 2 are translates, i.e.,
, where
is symmetric (even) and positive. In addition Φ(t) has a global maximum at t = 0 and is monotonic decreasing for t > 0. Proof. Properties P1 and P2 follow from the Mills' ratio bound of [16, section 7.8], which implies (2.12)
This result also implies that φ 0 (t) > 0 when t ≥ 0, and Corollary 2.2 gives positivity of φ j for j ≥ 2. Note that although φ 1 (t) is negative at t = 0, it is positive for t > t α , where t α is small (and t α → 0 as α → ∞). The bound (2.11) shows that each φ j ∈ L 1 (0, ∞), and direct computation of the integrals yields P4. Finally, it is straightforward to verify that the function Φ of P5 satisfies Φ (0) = 0 and Φ (0) < 0. If Φ (t) > 0 for some t > 0, then there must be a value of t * > 0 at which Φ (t * ) = 0 and Φ (t * ) ≤ 0, and it can be shown by comparing these expressions that this is impossible, and so Φ (t) ≤ 0 when t > 0.
The basis functions φ j are illustrated in Figure 2 .1 and their width of support is compared with that of the corresponding BDF2 and RK convolution quadrature basis functions in Figure 2 .2. The φ j are much more compact and, since they are translates, do not get wider as j increases, unlike the BDF2 and RK schemes.
Other basis functions.
We also present some preliminary computational results for an approximation scheme which uses basis functions which are globally C ∞ and have compact support (of width 4). They fit into the framework of (2.6) and are constructed from the smooth underlying function There is clearly scope to parameterize the functionψ to modify its shape and width. Smooth, compact temporal basis functions have also been considered for a full spacetime Galerkin approximation of (1.1) in [17] .
Note that linear B-spline basis functions can be constructed in the same way in terms of the underlying function ψ(t) = |t|, and we use this observation when bounding the approximation error.
Stability and convergence of the VIE approximation.
We now analyze the backward-in-time approximation (1.3) of the VIE (1.2). We first prove that it is stable (in the sense used in [7] ) when K is constant or a step-function-this is necessary for stability of approximations of the TDBIE (1.1), which uses (1.3) in time-and then show that it converges at rate O(h 2 ) when a and K are smooth.
Stability of the VIE approximation.
As in [7] we require the approximation scheme for (1.2) to be stable in the following sense, independent of the input function a(t).
Definition 3.1 (stability). We now derive sufficient conditions for stability and show how they can be applied in some special cases.
Sufficient conditions for stability.
Taking the first and second differences of (2.5) gives, respectively,
Each of these expressions can be used to prove stability under suitable conditions on the coefficients q j , as summarized below.
Theorem 3.1. Suppose that
and either
Then for all n ≥ 0 ,
Proof. By definition, p 0 = 1 and p 1 = −q 1 /q 0 , and so (3.6) holds for n = 0 : 1. Suppose first that (3.4) holds; then using the triangle inequality in (3.1) with n ≥ 1 and (3.3) gives
and so (3.6) holds for all n by induction. It can similarly be shown by using the triangle inequality for (3.2) that if (3.5) holds, then
and so (3.6) is satisfied for all n in this case too.
Stability when K(t) ≡ 1. In this case
and these integrals are given in P4 of Lemma 2.4. In order to prove stability it is sufficient to verify that the coefficients satisfy the conditions of Theorem 3. 
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they satisfy (3.3) and both (3.4) and (3.5) for suitable values of α. We verify this below because all these inequalities are needed in subsequent analysis: formulation (3.1) (which needs (3.4)) is used in the following subsection and formulation (3.2) (which needs (3.5)) is used in the convergence proof of section 3.2.
Lemma
Proof. Property P3 of Lemma 2.4 gives q 0 > 0, and it follows from P4 that if j ≥ 2, then q j+1 − q j = h δ 
can be shown to be positive for all α ≥ 1. Thus for any α ≥ 1, the sequence {q j } is monotonic increasing in j, and we can use Lemma 2.2 to calculate the limiting behavior:
So for any j ≥ 1,
which is negative for α ≥ 1, which verifies the second inequality of (3.4) and the first of (3.5). For the final part of (3.5), 
Hence the term is negative when α is sufficiently large, and it is straightforward to verify that α ≥ 1.2 is sufficiently large.
Remark. Theorem 3.1 does not give an optimal bound on the size of p n when K ≡ 1. In fact it can be shown that |p n | ≤ C λ n for constants λ ∈ (0, 1) and C which are independent of h.
3.1.3.
Step-function kernel. We now consider (1.2) with discontinuous kernel K L given by
where the duration L is independent of h. Remark. The TDBIE problem for scattering from the unit sphere for which u is constant in space is the VIE (1.2) with K = K 2 [18] , so stability for a VIE with a step-function kernel is necessary for good behavior of (1.1) when Γ is a smooth, closed surface. Downloaded 07/23/15 to 137.195.26.17. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The stability proof for the step-function kernel is similar to Theorem 3.1, but now the sequence {q j } increases to a peak at j ≈ L/(2h) and then decreases, and the coefficients p n are no longer bounded by q 1 /q 0 . Theorem 3.2. When K = K L the coefficients q j are all positive and satisfy the following inequalities for sufficiently small h:
Under these conditions the approximation scheme (1.3) is stable in the sense of Definition 3.1.
Proof. We showed that both q 1 − q 0 and q 2 − q 1 are positive when K ≡ 1 in Lemma 3.1, and so this also holds for K L when h is sufficiently small. When j ≥ 2 we use P5 of Lemma 2.4 and write φ j (t) = Φ(t − j). Then
and it follows from the monotonicity of Φ that Φ(t + L/h − j − 1) ≤ Φ(t + j) if and only if L/h − j − 1 ≥ j, which gives the first two inequalities. The proof of the final inequality is similar to that for K ≡ 1: we have 2 q 0 − q JL > 2 q 0 − 1, which is positive for sufficiently small h.
We now use (3.1) to show that conditions (3.7) are sufficient to guarantee stability. A similar argument to that used in Theorem 3.1 gives |p n | ≤ q 1 /q 0 for n = 0 : J L , and so ρ k = q 1 /q 0 for k = 1 : J L , where we define ρ k := max j=0:k |p j |. Note that the sequence {ρ k } is positive and montonically increasing in k, and if n > J L , then
If n > J L and k = J L : n, then it follows from (3.7) and the triangle inequality for (3.1) that
where θ = (q JL − q 0 )/q 0 ∈ (0, 1). Thus |p k+1 | ≤ θ ρ n + (θ + 1) ρ n−JL for k = 0 : n, and hence
It can be shown by induction that this implies which gives the required bound. That is,
Note that although extremely large, this bound is independent of h and so the scheme is stable. The growth factor in the bound (3.8) is unduly pessimistic for moderate values of α (smaller than about 1.9), although the maximum value of |p n | can be very large at other values of α, as illustrated in Figure 3 .1.
Convergence of the VIE approximation.
The approximation error for (1.3) at time t ≥ 0 is
where u is the exact solution of (1.2) and the coefficients v j satisfy (2.4). We now state and prove the main result of this section. 
2, then there is a constant C independent of h (but depending on T ) such that
The first term on the right is the error in linear interpolation and so is bounded by O(h 2 ), while the second can be written as
using P1 of Lemma 2.4 and δ
and it remains to bound the ε j . To do this we follow [7] and note that (3.12)
After some tedious technical manipulation it can be shown that
and taking the second central difference of the expression (3.12) then gives
where β j := (q j − 2 q j−1 + q j−2 ) /h for j ≥ 0, and we set q −1 = q −2 = 0. Note that the β j are the coefficients of p n+1−j in (3.2) scaled by h. It follows from Taylor expanding K and using P4 from Lemma 2.4 (and much simplification) that there is a constant C independent of h such that for a constant C independent of h. Hence
when n ≤ N T . Substituting this into (3.11) and using P2 of Lemma 2.4 gives (3.10), which concludes the proof. Numerical convergence and stability for the VIE with step-function kernel and Bessel function kernel K(t) = J 0 (ωt) are illustrated in Figure 3 .2. The numerical results have been computed using the basis functions φ j (labeled "std") and those derived fromψ of (2.13) (labeled "cmp"). The right-hand plot shows max n≤1000 |p n | against frequency ω up to ω = 12/h for the Bessel function kernel for both sets of basis functions. The curved parts at the left correspond to |p 1 | > 1.
Convolution-in-time approximation of the TDBIE.
We report on numerical tests approximating the solution of the TDBIE (1.1) with piecewise constant spatial basis functions on a generally irregular triangular grid and report on the new temporal approximation introduced in section 2. The solution is approximated by
and Ω k is the kth triangle on the surface Γ. We consider both collocation and Galerkin approximations in space with the convolution-in-time approximation and both cases result in the time marching scheme T and the coefficient matrices Q m are defined below. The scheme is well defined when Q 0 is nonsingular. Collocation in space at the element midpoints x j gives system matrices Q m and incident field vectors a n with elements
and Galerkin in space gives elements
In both cases a cutoff is applied when φ m is small. The collocation matrices are not symmetric and involve only two-dimensional integrals. The Galerkin matrices are symmetric, and each calculation involves a four-dimensional integral. In both cases the off-diagonal elements of Q involve integrals with smooth integrands so that standard quadrature methods can be used. The diagonal elements have a singular integrand and we use a Duffy-type transformation to convert them into smooth subintegrals, which are then approximated by quadrature of the same accuracy as the rest of the calculation.
In the numerical tests below we use the following quadrature methods to appproximate the integrals in Q m and a n . For triangular elements we use a composite triangular quadrature with 16 subtriangles, each of which is fourth order with six quadrature points. We use the parameter α = √ 2 in the standard basis functions φ j and choose h in all tests such that it is approximately half the size of a typical space mesh element Δx. We consider three types of surface: Γ is a flat plate, an open or closed cube, and a sphere. 2 ) for t > 0. Figure 4 .2 that this test appears completely stable in the L 1 norm as the mesh is refined for collocation on the polygonal plate. On the other hand, the L ∞ results show an increase in size as the mesh is refined. This is expected since there are singularities at the corners of the domain (see, e.g., [12] ). The results look very similar for collocation and Galerkin space approximations on both the square and polygonal plates, and so we show only one case here. 
Unit sphere.
This time we look at scattering from the unit sphere |x| = 1 with incident field a given by (4.1) with x 0 = 0. This problem has the exact solution (see [18] ) on the sphere's surface
where the sphere diameter is d s = 2. Figure 4 .4 shows the L ∞ error for the spatial Galerkin scheme normalized by the maximum modulus exact solution value versus the total number of elements of reasonably uniform size (representative diameter Δx) used to model the sphere. The "flat" results are for the polyhedron constructed from flat triangles with nodes exactly on the surface of the unit sphere. "Flat raw" uses the diameter d s = 2 in the exact solution (4.2), while "flat corrected" uses the slightly smaller value corresponding to the sphere radius with the same area as the polyhedron. Finally, in the same figure we show the result of using a coordinate transformation to work with curved spherical triangles lying exactly on the sphere's surface. These results all eventually show O(Δx 2 ) convergence, but the "flat raw" results deteriorate after only a few time periods. Clearly the coordinate transformation gives the best results, and this is a worthwhile modification because the extra computational cost is relatively small. Figure 4 .5 shows a comparison between the BDF2 convolution quadrature method and our standard basis functions for this sphere scattering problem, both using Galerkin in space. There is good agreement between the two methods and the exact solution for time t ≤ 2, but the BDF2 results deteriorate drastically after that when the finite diameter of the sphere becomes important. The wider support of the BDF2 basis functions makes the system matrices denser than those for the φ j , and so they are more expensive to set up and compute with. On this relatively coarse mesh with 508 elements, the computer time was about 3.6 times greater for BDF2 (and the results much worse), and this factor increases as the mesh is refined. Further tests over the same range of mesh sizes as in Figure 4 as we have seen, over longer time intervals BDF2 performs poorly compared to our basis functions and many more space elements are required before it shows O(Δx 2 ) convergence.
We note that for this test problem using the standard time basis functions with piecewise constant element Galerkin in space appears completely stable in all the numerical tests (up to T = 50), but the spatial collocation approximation exhibits instability when the mesh is refined to more than about 100 elements. However, the compact basis functions derived fromψ of (2.13) appear to give a stable scheme with collocation in space, as illustrated in Figure 4 .6. The second order behavior is clear again, and the results are similar to those obtained using spatial Galerkin and time-basis functions φ j .
Conclusions.
The analysis of section 3 shows that the approximation scheme (1.3) has good stability properties for the VIE (1.2) and converges to the exact solution if the kernel and data are smooth enough. Our numerical tests indicate that it also Downloaded 07/23/15 to 137.195.26.17. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php works well as a temporal approximation of the TDBIE (1.1): it appears stable in all the test problems we have looked at (from open and closed surfaces Γ) when combined with Galerkin in space. When a spatial collocation approximation is used, then the new scheme appears to be stable on open surfaces Γ, but it does exhibit instability on a unit sphere when the mesh is refined to more than about 100 elements. The advantage of using collocation in space is that it is cheaper to set up than Galerkin, but obviously a method which may be unstable is not reliable or robust enough to use for realistic simulations.
However, preliminary results for the compact basis functions derived fromψ of (2.13) appear to indicate that they give a stable scheme for (1.1) with collocation in space, even on a sphere. They also have some other advantages over the basis functions φ j : the setup costs for the coefficient matrices are lower since there are fewer elements to compute, and using sparser system matrices Q m more than halves the execution time on a fine mesh. Clearly the compact basis functions are worthy of further investigation and analysis, and this is the focus of current work.
