Recent progress in the deep learning-based models has improved single-image super-resolution significantly. However, despite their powerful performance, many models are difficult to apply to the real-world applications because of the heavy computational requirements. To facilitate the use of a deep learning model in such demands, we focus on keeping the model fast and lightweight while maintaining its accuracy. In detail, we design an architecture that implements a cascading mechanism on a residual network to boost the performance with limited resources via multi-level feature fusion. Moreover, we adopt group convolution and weight-tying for our proposed model in order to achieve extreme efficiency. In addition to the traditional super-resolution task, we apply our methods to the photo-realistic super-resolution field using the adversarial learning paradigm and a multi-scale discriminator approach. By doing so, we show that the performances of the proposed models surpass those of the recent methods, which have a complexity similar to ours, for both traditional pixel-based and perception-based tasks.
I. INTRODUCTION
Image super-resolution (SR) is a longstanding computer vision task that can be widely used in numerous applications. It focuses on recovering a high-resolution (HR) image from low-resolution (LR) images. In particular, single-image superresolution (SISR) performs SR using a single LR image. Since the SISR problem is a many-to-one mapping, constructing an effective SISR algorithm is a challenging task. In spite of the difficulties, SISR has been actively studied because it can potentially be applied to a variety of services. In recent, deep learning-based methods have shown prominent performance on SISR task [1] - [3] . The major trend of these algorithms is stacking more layers to their models to achieve a more accurate result. For instance, SRCNN [1] , the first model applying deep learning, has only three convolutional layers, but the recent model RCAN [4] has 400 layers. However, while deep learning-based algorithms increase the quality of the SR images significantly, using these models for the realworld scenarios is another challenge. There are many cases that require not only the performance but also efficiency, such as streaming services or mobile platform-based applications. From this point of view, it is important to design a lightweight model that is practical for such demands.
One way to build a lean model is to reduce the number of parameters. There are many ways to achieve this [5] , [6] . One of the most simple and effective approach is to construct the network in a recursive manner. However, even though models with recursive structures [7] , [8] show good performance and efficiency in terms of the parameters, they have two downsides: 1) They first upsample the input image before feeding it to the CNN model, and 2) they increase the depth or the width of the network to compensate for the performance loss caused by the use of a recursive network. These characteristics enable the model to maintain the details of the images when reconstructed, but at the expense of the increased number of operations and inference time.
Excluding the aforementioned methods, much of the work that aims to build a lean model has focused primarily on reducing the number of parameters. However, as mentioned earlier, the number of operations is also an important factor to consider in real-world demands. For the SR systems that operate on mobile devices, the execution speed also plays an important role from a user-experience perspective. Especially the battery capacity, which is heavily dependent on the amount of computation performed, becomes a major problem. In this respect, reducing the number of operations is a challenging and necessary step that has largely been ignored until now. Another scenario relates to applying SR methods to video streaming services. The demand for streaming media has skyrocketed and hence requires large storage for massive multimedia data. It is therefore imperative to compress data using lossy compression techniques before storing. Then, an SR technique can be applied to restore the data to the original resolution. However, because latency is the most critical factor in such services, the decompression process has to be performed close to real-time. To do so, it is essential to make the SR methods lightweight in terms of the number of operations.
Along with the above requirement, we also focus on solving photo-realistic SR. This task recently gained attention because of the undesirable blurriness of the traditional SR algorithms. Such a side-effect occurs especially when the SR algorithms attempt to minimize distortion-based (or pixel-based) loss function such as mean-squared error (MSE). A model with this objective function tends to have a high peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) [9] , but its ability to restore high-frequency details is limited. Thus, the outputs of pixel-oriented models usually disagree with the subjective evaluation scores given by human judges. To improve the human-visual quality, several methods optimize their networks in a perceptual manner. Starting with SRGAN [10] , most of the models that aim for good perceptual quality employ the generative adversarial network (GAN) [11] paradigm and perceptual loss [12] instead of pixel-based losses.
However, the most recent methods still fail to fully recover the details on the HR images. Furthermore, we also believe that there is plenty of room to improve such models in an efficiency perspective similar to the traditional SR. these requirements and improve the recent models, we propose a photo-realistic cascading residual network (PCARN), which is an extended version of our preliminary work [13] . Following the ESPCN [14] , the PCARN family takes the LR images and computes the HR counterparts as the output of the network. In the middle of our networks, we follow the design choice of ResNet [15] that is widely used in recent SR models [10] , [16] . Based on this architecture, we introduce a cascading mechanism at both the local and the global levels to incorporate the features from multiple layers. It has the effect of reflecting various levels of input representations in order to receive more information that can be used in the restoration process. For the photo-realistic SR, we adopt a GAN-based training procedure and a multi-scale discriminator which uses discriminators with different scales to improve the ability to preserve the details. Furthermore, as in our prior work [13] , we build the PCARN-M (mobile) to allow the users to tune the trade-off between the performance and the heaviness of the model. It is implemented by using the efficient residual block (EResidual) and recursive network scheme. In summary, our contributions are as follows: 1) We propose PCARN, a neural network model based on the novel cascading modules that can effectively boost the performance via multilevel representation and multiple shortcut connections. 2) With GAN-based learning and a multi-scale discriminator, our model can capture fine details effectively. 3) We also propose PCARN-M for efficient SR by combining the efficient residual block and the recursive network scheme. 4) Experimental results demonstrate that our method is substantially faster and more lightweight than the recent deep learning-based methods for both distortion-and perceptual-based tasks.
II. RELATED WORK
Single-image super-resolution has been extensively studied in the literature. Here, we first focus on the deep learningbased SR models in Sec. II-A. In Sec. II-B, we discuss recent studies to make a photo-realistic super-resolution model that has attracted increasing interest recently. Finally, we briefly review the model compression approaches in Sec. II-C.
A. Deep Learning-based SR
Recently, the performance of the SR has been greatly improved with powerful capabilities of the deep learningbased methods. As a pioneer work, Dong et al. [1] propose a deep learning-based model SRCNN that works much better than the traditional algorithms. However, SRCNN requires large computation resources compared to its depth, since the model takes upsampled images as an input. On the other hand, FSRCNN [17] and ESPCN [14] get LR images and upsample the output at the end of the network. This strategy reduces the computation substantially compared to the early-upsample scheme. However, the performance could be degraded since most of the recovering processes are done in the LR space. Another issue is that it is tricky to apply the multi-scale training [2] because of the resolution-mismatch problem between the input images across the different scale factors.
However, the aforementioned methods have only a few convolutional layers because of the instability and difficulty of training. To tackle this issue, VDSR [2] introduces global residual learning and shows significant improvement over the previous methods by using 20 convolutional layers. The global residual learning maps the LR images x to their residual images r. Then, it produces the SR images y by adding the residual back into the original, i.e., y = x + r. This paradigm facilitates training a deep model with fast and stable convergence. Another approach is progressive upsampling [3] , [18] , [19] , which upsamples the intermediary features periodically to restore the image details gradually. By doing so, those methods effectively perform SR on extremely low-resolution cases compared to the one-stage upsampling manner.
One possible issue of applying a deep learning-based method is the efficiency of the model. To address this concern, most of the previous studies aim to build a lightweight model in terms of parameters. For example, DRCN [7] and DRRN [8] use a recursive network to reduce the number of parameters so that the modle training is much easier even with the limited data. Similarly, MemNet [20] has recursive units in the memory block to boost the performance with only a small number of parameters. This idea is applied to the progressive model as well. The MSLapSRN [21] improves LapSRN [3] by tying the parameters of each feature-embedding blocks and results in the superior performance to the LapSRN.
However, many of the parameter-efficient methods use very deep networks to compensate for degraded performance caused by the use of the recursive scheme and thus require heavy computing resources. We argue that there is a trade-off between performance and efficiency, and aim to build a model that is lightweight in both size and computational aspect.
B. Photo-realistic SR
Generally, deep learning-based SR models are trained using distortion-based (or pixel-based) loss functions (e.g., MSE or L1 loss). The network with these objectives can be optimized easily, but it tends to create blurry artifacts and fails to recover the details such as object edges. This characteristic can be problematic since a human can judge the absence of highfrequency information effortlessly [10] . Hence, to overcome the inherent issue of using distortion-based losses, a generative adversarial network [11] has been adopted to the SR field [10] recently. By doing so, GAN-based methods show promising results in preserving human-perceptive quality. However, since using only an adversarial loss makes the training process unstable, most of the GAN-based models are trained with the addition of pixel losses, despite its downsides. To overcome the inherent problems of pixel losses, Johnson et al. [12] introduces the perceptual loss that calculates the distance between the embedded features of two images.
Besides the SRGAN, many recent works [22] - [24] try to improve the perceptual quality. The EnhanceNet [22] and TSRN [23] adopt texture-matching loss [25] in combination with an adversarial training and perceptual losses. Texturematching loss was originally used in the texture synthesis problem. Given a target texture image, it generates the output image by iteratively matching the statistics extracted from a pretrained network to the target texture. By using texture information in the SR problem, the model can produce more realistic textures and reduce artifacts. On the other hand, ESRGAN [24] improves the SRGAN in a different direction. Internally, ESRGAN replaces standard residual units with the residual-in-residual dense block (RRDB) inspired by the SRDenseNet [26] and RDN [27] . Then it adds the relative discriminator loss [28] to increase the visual quality. However, perceptually-oriented models are not suitable for the real world applications despite the fascinating performances. On the contrary, our proposed models create photo-realistic images with a reasonable amount of computation in order to suit the real-world demands.
For the photo-realistic SR task, how to measure the quality is a major argument. There are many studies that propose distortion-based metrics for the image quality assessment [9] , [29] , [30] . But these works do not always reflect the vi-sual quality, and some metrics often contradict human judgment [10] . Blau et al. [31] reveal the trade-off between the average distortion and perceptual quality. Considering the trade-off, we mainly use NIMA [32] and LPIPS [33] perceptual quality metrics as our benchmark test. The NIMA is a newly proposed metric that predicts the distribution of human opinion scores using a deep learning model. It makes the assessment in a non-reference, where all the evaluation is done without ground-truth images. The LPIPS criticizes the perceptual quality by using the distance between two deep features generated by the network pretrained on ImageNet [34] . Upon the pretrained network, they add an extra linear layer and finetune it to the human perceptual dataset. In our experiments, we use a fine-tuned AlexNet (linear version 0.1) [35] .
C. Efficient Neural Network
There has been rising interest in building a small and efficient network [5] , [36] - [38] . These approaches can be categorized into three groups: 1) Compressing pretrained networks using pruning or quantizing techniques, 2) transferring knowledge of a deep model to shallow one, and 3) designing small but efficient models. In this section, we summarize the latter category, which aims to build a lean neural network in terms of design engineering.
Iandola et al. [6] introduces SqueezeNet to build a parameter-efficient architecture based on the AlexNet [35] . By doing so, they achieve comparable performance level with 50× fewer parameters than the baseline model. Unlike the SqueezeNet, MobileNet [36] aims to decrease the number of operations in order to reduce the inference runtime. This model decomposes the standard convolution to the 1×1 and depthwise separable convolution used in the previous studies [39] , [40] . While the MobileNet cuts down the computational cost effectively, 1×1 convolution becomes the new bottleneck and thus can be the limitation to pushing down the overall cost. To mitigate this issue, ShuffleNet variants [41] , [42] use the channel shuffle unit following the 1×1 group convolution. Referring to the recent literature, we apply a depthwise separable convolution technique in the residual block with a generalized form to achieve a fast and lightweight SR model.
III. OUR METHODS
Our proposed photo-realistic cascading residual network (PCARN) is built on our prior model, CARN [13] . In Sec. III-A, we explain the concept of our CARN and PCARN. Then, we introduce the work extending the photo-realistic SR in Sec. III-B. Finally, PCARN-M is shown in Sec. III-C.
A. Cascading Residual Network
Our proposed PCARN is based on CARN, which is in turn based on the ResNet [43] . The prime difference between ResNet and our model is the presence of local and global cascading modules. Fig. 1 (top) graphically depicts how the global cascading occurs. The outputs of intermediary features are cascaded into the higher blocks and finally converge on a single 1×1 convolution layer. Note that the intermediary modules are implemented as a cascading block, which also hosts cascading connections themselves in a local way. Such local cascading operations are shown in Figure 2 , which shows that the local connection is almost identical to a global one, except that the backbone units are the residual blocks. To express how cascading works formally, let f be a convolution layer and τ be a nonlinearity, ReLU in our case. Now we can define the i-th residual block R i , which has two convolutions followed by an additive operation, as
Here, H i is the output of the i-th residual block, W i R is the parameter set of the residual block, and W i,j R is the parameter of the j-th convolution layer in the i-th block. With these notations, we denote the output feature of the final residual block of ResNet as H u and it becomes the input to the upsampling block. Note that since our model has an entry convolution layer, the first residual block takes f (X; W c ) as input, where W c is the parameter of the convolution layer.
As mentioned above, we replace the standard residual block with the local cascading block that is shown in Fig. 2 (b) . To formulate the local cascading as well, we denote B i,j as the output of the j-th residual block in the i-th cascading block, and W i c as the set of parameters of the i-th local cascading block. Then, the i-th local cascading block B i local is defined as in Equation 3.
where B i,U is defined recursively from the B i,u 's as:
Finally, we define the output feature of the final cascading block H b by combining both the local and the global cascading with H 0 , the output of the entry layer.
On top of our preliminary work [13] , we modify the model to boost up the performance. There are two main approaches we take to achieve this.
First, inspired by the VDSR [2] , we attach global residual learning in our framework. To do that, we aggregate the output of the entry layers and the final 1×1 convolution layer right before the upsampling block. Formally, it can be written as
the final feature map O becomes the input to the upsampling block. This effect of the final addition might appear to be duplicated, since the output of the first convolution is already added to the 1×1 before being added again in the next step. Nonetheless, we found that this duplicate addition is favorable for the overall performance with little computational overhead. Second, unlike the CARN, we adjust the positions of the nonlinearities in the network. That is, we eliminate the nonlinearities following the 1×1 convolution layer. This is because we want to facilitate the information flow, which CARN is known to suffer from. Additionally, we attach additional nonlinearities in the upsampling unit in order to increase the expressive power of the network.
By applying the cascading mechanism on the local and global levels, we can get two advantages: 1) The model incorporates features from multiple layers, which allows learning a multi-level representation. 2) The multi-level cascading connection operates as a multi-level shortcut connection that easily propagates information from lower to higher layers (and vice-versa, in the case of back-propagation). The multi-level representation we are using is similar to the one used in recent work [44] , [45] , but we apply this arrangement to a variety of feature levels, as shown in Equation 4 . Hence, the model can reconstruct the LR image based on multi-level features, and the upsampling unit also upsamples images by consulting the diverse features. Thus, this attribute helps the model restore the details and contexts of the image simultaneously.
B. Photo-realistic Cascading Residual Network
Following Goodfellow et al. [11] , we define a discriminator network D, which we optimize in an alternative procedure along with the PCARN network G. Using the discriminator and PCARN generator, we denote the adversarial loss as:
where I HR and I LR denote the HR and LR images, respectively. The idea of adversarial loss is that it trains the generative model G to fool the discriminator D, whereas the discriminator is trained to distinguish whether the images are from the SR or the HR sets. This formulation encourages the generator to create perceptually superior images compared to the pixel-based (distortion-based) losses. This is contrary to the distortion-based SR solutions, which are obtained by minimizing pixel-wise error metrics, such as the MSE.
Many previous works have mixed the adversarial loss with a traditional pixel-based loss to stabilize the training process [46] , [47] . In this case, the task of a generator is not only to fool the discriminator but also to create an SR image similar to the HR. We also take this option but use the VGG loss instead of the pixel-based loss to avoid the blurring artifact. The VGG loss function [10] , [12] is the distance between the outputs of the ReLU layer of the pretrained VGGNet [48] . Formally, we denote the output feature map of the j-th nonlinearity following convolution layer before the i-th pooling layer as φ i,j . Then, we define the VGG loss as the L2 distance between the feature representation of the HR image I HR , and the super-resoluted image G(I LR ):
Here, W i,j and H i,j are the spatial resolutions of the feature map. In our work, we use i = j = 5.
To improve the fine details of computed outputs, we use the multi-scale discriminator as depicted in Fig. 3 . The main idea is to use the multiple discriminators instead of just one and to make each discriminator handle a specific scale. To do so, we downsample the input of the discriminators using average pooling and calculate the total discriminator loss by summing the individual losses. Using this idea allows us gather information across coarse-to fine-resolution images.
C. Efficient Photo-realistic Cascading Residual Network
To improve the efficiency of PCARN, we propose an efficient residual and cascading block. This approach is analogous to the MobileNet [36] , but we use group convolution instead of depthwise separable convolution. Our efficient residual (EResidual) block is composed of two consecutive 3×3 group convolutions and a single pointwise convolution, as shown in Fig. 4 (a) . The advantage of using group convolution over the depthwise separable convolution is that it makes the efficiency of the model tunable. Thus, a user can choose the group size to be appropriate for the demand of their desired performance since the number of the group and the performance are in a trade-off relationship. In addition, we examine that depthwise separable convolution extremely degrades the performance. We argue that this is because the number of channels of convolution layers of our models is marginally smaller than that used in MobileNet, so entirely decoupling the spatial and the channel-wise viewpoint can be risky. The analysis of the cost efficiency of using the EResidual block is as follows. Let K be the kernel size and C in , C out be the number of input and output channels. Since we retain the spatial resolution of the feature map by the padding, we can denote F to be both the input and output feature size. Then, the cost of a standard residual block is
Note that we exclude the cost of the addition or nonlinearity, and consider only the convolution layers. It is because both the standard and the efficient blocks have the same number of such modules and these operations occupy a negligible portion of the entire computational cost.
Let G be the group size. Then, the cost of an EResidual block, which consist of two group convolutions and one 1×1 convolution, is as given in Equation 9.
Hence, by changing a standard residual block to our efficient block, we can reduce the computation by the ratio of
Because we use a kernel size as 3×3 for all convolutional layers, and the number of the channels is constant (i.e. 64) except the entry, exit, and upsampling block, the EResidual block reduces the computation from 1.8 up to 14 times depending on the group size. To find the best trade-off between performance and computation, we perform an extensive case study in Section IV-C. To further reduce the parameters, we apply a technique similar to the one used by the recursive network. In other words, we force the EResidual block to be shared in the cascading block, so only one-third of the parameters are needed compared to the standard block. Fig. 4 (b) shows our efficient cascading block after applying the recursive scheme. The solid color boxes illustrate the standard modules and the hatched ones show shared components.
D. Comparison to Recent Models
1) Comparison to MemNet: Although MemNet [20] and ours have similar motivation, there are two main distinctions from our schemes. 1) Feature fusion is done in a different location and manner. For instance, MemNet fuses the output features of each recursive unit at the end of the memory blocks. On the other hand, we gather the information at every possible site in the local block, thus can boost up the representation power via additional layers. 2) MemNet takes an early-upsample approach which upsamples the image before putting it on the model. Although it becomes easier to implement residual learning, it worsens the model efficiency substantially. In contrast, our model gets LR images and intermediate features are upsampled at the end of the network, which enables us to accomplish a good balance between performance and efficiency.
2) Comparison to DenseNet Variants: SRDenseNet [26] and RDN [27] use a densely connected block and skip connection. Although the overall design concept can be similar, our model has two main advantages. 1) In our models, the output of each block is associated with a global cascading connection which is a generalized form of the skip connection. In SRDenseNet and RDN, all levels of features are combined after the final dense block, but our global cascading scheme connects all blocks, which behaves as a multi-level skip connection.
2) The connectivity schemes that we use are economical for both memory and speed. In a densely connected block, output features are concatenated to the previous information and merged at the end of the block. Because of the nature of this block, SRDenseNet and RDN require a huge burden of computation cost. In contrast, we incorporate features using an additional 1×1 convolution layer at each concatenation point, which facilitates composing more lightweight models.
E. Implementation Details
In the proposed PCARN variants, we set both B and U as three, 64 for the number of channels in all convolutional layers except for the first, last and upsample layers. To upsample the features, we adopt the pixelshuffle layer used in ESPCN. We train our models with the ADAM optimizer [49] by setting β 1 = 0.9, β 2 = 0.999, and = 10 −8 in 6 × 10 5 steps. The minibatch size is 64, and the learning rate begins at 10 −4 and is halved every 4 × 10 5 steps.
PCARN (L1)
PCARN Ground-truth HR For the pixel-based PCARN, we use the L1 loss as our loss function instead of the L2. The L2 loss is widely used in the image restoration task because of its relationship to the peak signal-to-noise ratio (PSNR). However, in our experiments, L1 provided better convergence and performance. To train the GAN-based PCARN, we employe the pretrained PCARN with L1 loss and fine-tune it for 2×10 5 steps with the same settings as in the above model. We train the model using the DIV2K dataset [50] , which consists of 800 training, 100 validation, and 100 test 2K resolution images. Because of the richness of this dataset, recent SR models [4] , [16] , [51] , [52] use DIV2K as well. To prepare the training input, we randomly crop images to the 48×48 LR patches and augment to horizontal flip or rotation. For the test and benchmark, Set5 [53] , Set14 [54] , B100 [55] and Urban100 [56] datasets are used. To enable the multiscale training, we construct the training batch using a scale of either 2 or 4, since our model can process only a single scale for each batch. The code is publicly available online on https://github.com/nmhkahn/PCARN-pytorch.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we first present the analysis results of our model. Then, we will show the quantitative evaluation of the distortion-based and perception-based models. Finally, we will illustrate the visual comparison and limitations. For all the model analysis part (Sec. IV-A∼IV-C), we conduct experiments with a 32×32 LR patch size running 4×10 5 steps. Furthermore, we train and evaluate each of the methods ten times to inspect the performance more accurately. One thing to note here is that we represent the number of operations by Mult-Adds. It is the number of composite multiply-accumulate operations for a single image. We assume the HR image to be 720p (1280×720) to calculate Mult-Adds.
We use various metrics to evaluate the performance. For the distortion-based comparison, PSNR and SSIM [9] are used. The perception-based performance is measured by the LPIPS [33] and NIMA [32] scores. We use the LPIPS settings of the AlexNet with the fine-tuned linear layer (AlexNet-linear, version 0.1), and MobileNet for the NIMA backbone model.
A. Model Design Analysis
To investigate the performance of the proposed methods, we analyze our models via ablation study. We select the baseline to be the SRResNet. Other models have the same topologies except for the inherent modules (such as the additional 1×1 convolution) that are needed for each particular architecture. Thus, the overall number of parameters is increased by up to 15% from the baseline to our final model. Table I shows the model analysis on the effect of cascading modules and the global residual learning paradigm. We see that the model with local cascading works better than the baseline since this scheme carries mid-to high-level frequency signals inside the block more fluently. Moreover, this approach conveys not only the inputs but also the mixture of intermediate features to the next block, which leverages the multi-level representations. By incorporating multi-level representations, the model can consider a variety of information from many different receptive fields when reconstructing the image. We observed higher performance gain with the global cascading scheme. This is because the advantages of the local scheme are limited to each block, which lessens the model's ability to exploit the cascading effect. One major benefit of the global cascading is that it allows for information integration from lower layers, and this information shortcut provides useful clues needed to reconstruct the HR image in the upsampling and final reconstructing processes.
In addition to CARN, we employ the global residual learning scheme shown in many recent SR methods [2] , [16] . The benefit of using it is minor compared to the CARN itself, since the roles of the global cascading and residual learning overlap. However, we choose CARN with residual learning as our PCARN model since it does improve performance with negligible overhead to the operation size. To build a photo-realistic SR model, we must design a well-functioning discriminator. To see how the choice of discriminator affects the overall performance, we conducted a series of comparisons across the various types of discriminator loss. The LPIPS is used to measure the perception quality.
As shown in Table II , PCARN with adversarial training (+GAN) outperforms the baseline by a large margin. Fig. 5 also exhibits the advantage of using GAN, where it successfully recovers the fine details and generates more photorealistic images. However, since the magnitude of the pixellevel signal is diminished, the performance of pixel-based metrics (PSNR and SSIM) is degraded. Moreover, the overall training process is substantially unstable and shows high variance in all metrics.
Using the multi-scale discriminator (+MSD) also gives an additional gain to the LPIPS. The reasons are two-fold: 1) Since we use the sum of multiple discriminators as the total loss, the magnitude of the discriminator loss is amplified (compared to averaging them).
2) The signals of multidiscriminators are well-fused across the different scales, which allows the model to generate detail-preserving output while maintaining the overall structure.
B. Initialization Strategy
Initializing the network in an appropriate manner is the key component for boosting the performance. To verify what is best for our models, we performed an experiment comparing the benchmark to six common initialization schemes: uniform, and normal distribution with various settings, as shown in Table III . Interestingly, the MSRA initialization [57] , given by the equation 1.0 × N(0, 2/F ), and the high-range uniform initialization performed poorly against others. We argue that narrow 1×1 convolution affects the quality of initialization, since the high-variance initial values tend to result in highvariance performance. On the other hand, multiplying 0.1 degrade since it makes the model converge too early. Fig. 6 supports the hypothesis as well. We plot the smoothed histogram of the binned initialized values for various initialization schemes. The gap between the ResNet with MSRA initialization (black solid) and ours (blue dots) is significant. The main reason is the difference in the channel size between the ResNet and ours: our models have considerably fewer channels for all the convolutional layers, which leads to the high standard deviation. In addition, the use of 1×1 convolution intensifies the issue since it has only one-ninths of the input channels compared to the 3×3 layer. The shape of the initialization scheme with 1.0 × U(± 1/F ) (green dash) best matches that of the ResNet. lution and a recursive scheme. Although all efficient models perform worse than the PCARN, the number of parameters and operations are decreased dramatically. We choose G4R as the best-balanced model, which we denote as PCARN-M (mobile), since the effect of compressing the model is reduced after group size is more than four. As a result, PCARN-M reduces the number of parameters by four times and the number of operations by nearly three times with a loss of 0.20 PSNR and 0.0053 SSIM, compared to the PCARN.
C. Efficiency Trade-off

D. Quantitative Comparisons
1) Comparisons with Distortion-based Methods: Here, we compare the proposed models on distortion-based metrics. Table IV shows the quantitative comparisons of the performances over the various benchmark datasets for the models that have parameters of less than 2,000K. The performance of PCARN exceeds all the previous methods on many benchmark datasets, especially for the ×2 and ×3 cases. The PCARN-M model achieves comparable results using very few operations.
To make our models even more lightweight, we apply the multi-scale learning approach to process multiple scales using a single trained model. This helps us alleviate the burden of heavy-weight model size when deploying the SR application on mobile devices; PCARN(-M) needs only a single fixed HR SRGAN Bicubic TSRN PCARN (L1) PCARN Ground-truth HR Fig. 8 . A failure case. Our perception-based model cannot is not able to reconstruct the details without sufficient information when constructing a dense structure. model for multiple scales, unlike the other state-of-the-art algorithms. This property is well-suited for real-world products because the size of the applications has to be fixed, whereas the scale of given LR images could differ. Using the multi-scale learning for our models increases the number of parameters since the network has to contain possible upsampling layers.
2) Comparisons with Perception-based Methods: Tables V and VI depict the quantitative comparisons for the ×4 scale dataset on the perception-based metrics, LPIPS and NIMA respectively. Among the perception-based methods, our PCARN and PCARN-M have the least Mult-Adds and the similar number of parameters with the other algorithms. With the limited resources, our models outperform all the competitors in LPIPS metric and show comparable results on the NIMA score. We also report the perception score on the various scale factors in Table VII . Again, we want to emphasize that our models are capable to take multiple scale factors with a single network. To the best of our knowledge, this characteristic is the first attempt at the perception-based SR task.
E. Visual Comparison with State-of-the-arts
In Fig. 9 , we illustrate the qualitative comparisons of the distortion-based methods for the ×4 scale. It can be seen that our models work better than others and accurately reconstructs not only the line patterns (e.g., stairs), but also complex objects such as the facial texture. We also present the results of the perception-based models in Fig. 10 . Our methods produce a more photo-realistic texture especially for the fine-details such as lines and furs of the lion. Moreover, the proposed networks also generate more clean outputs while other perception-based methods suffer the visually-implausible artifacts.
Our GAN-based PCARN can produce sharp and realistic images as shown in Fig. 10 . However, in some dense structures like Fig. 8 , it generates undesirable artifacts, unlike the L1 loss-based PCARN. We suspect that this is a common limitation shared by most, if not all, GAN-based algorithms as well because of the perception-distortion trade-off [31] .
V. CONCLUSION
In this work, we proposed a deep convolutional network with a cascading scheme for fast and accurate image superresolution. The main idea is adding multiple cascading connections starting from each intermediary layer to the others in local and global levels. In addition, we extend our preliminary method [13] to the photo-realistic super-resolution task using a multi-scale discriminator and achieved improved performance over the recent models that have complexity analogous to ours. All the experiments were conducted on the super-resolution field, but we hope that our work can potentially be applied to other image restoration subjects [61] as well. 
