The unicyclic graphs with the second smallest normalized Laplacian eigenvalue no less than 1 − 
Introduction
All graphs considered in this paper are connected, undirected and simple. Let G be a graph with vertex set V (G) and edge set E(G). Let d(v) = d G (v) be the degree of vertex v in G. For v ∈ V (G) (e ∈ E(G), resp.), we use G − v (G − e, resp.) to denote the graph obtained by deleting v (e, resp.) from G. Let I denote the identity matrix, j denote the vector consisting of all ones. We use the notation C n for the cycle of order n. Meanwhile we denote by Φ(B) = Φ(B; λ) = det(λI − B) the characteristic polynomial of the square matrix B.
Let A(G) and D(G) be the adjacency matrix and the diagonal matrix of vertex degrees of G, respectively. The Laplacian and normalized Laplacian matrices of G are defined as L(G) = D(G) − A(G) and L(G) = D Some of them may be repeated according to their multiplicities. λ k (G) is the k-th smallest normalized Laplacian eigenvalue of G. When only one graph is under consideration, we may use λ k instead of λ k (G), for 1 ≤ k ≤ n.
The normalized Laplacian matrix of a graph is pointed out by Chung [2] . Chung showed that the normalized Laplacian matrix has eigenvalues always lying in the range between 0 and 2 inclusive. One advantage to this is that it makes it easier to compare the distribution of the eigenvalues for two different graphs. The eigenvalues of the normalized Laplacian matrix of a graph have a good relationship with other graph invariants for general graphs in a way that other definitions (such as the eigenvalues of adjacency matrix) fail to do. From these eigenvalues the socalled Randić energy can be calculated, which are believed to have some applications in chemistry. With regard to the results of Randić energ can be found in [8, 9] . The advantages of this definition on the normalized Laplacian eigenvalues depend on the fact that it is the same with the eigenvalues in spectral geometry and in stochastic processes. We refer the reader to [2] for the detail.
In terms of λ 2 (G), Chung [2] showed that λ 2 (G) is 0 if and only if G is disconnected. This result is closely related to the second smallest eigenvalue of its Laplacian matrix [1] . Thus λ 2 (G) is popularly known as a good parameter to measure how well a graph is connected. In fact, Chung [2] also showed that λ 2 (G) is closely related to the discrete Cheegers constant, isoperimetric problems, etc. H.H. Li et al. [4] studied the behavior of λ 2 when the graph is perturbed by grafting an edge. They determined the path with minimum λ 2 (G) among all trees of order n. H.H. Li et al. [5] studied the effect on the second smallest normalized Laplacian eigenvalue by grafting some pendant paths.
Restrictions on the second smallest normalized Laplacian eigenvalue of graphs force these graphs to have a very special structure. Determining these graphs is an interesting problem. Many results about this problem have been obtained. J.X. Li et al. [6] studied the variation of λ 2 (G) when the graph is perturbed by separating an edge. They determined all trees and unicyclic graphs with λ 2 (G) ≥ 1 − √ 2 2 . J.X. Li et al. [7] determine all trees with λ 2 (G) ≥ 1 − √ 6 3 . They classified such trees into six classes, and the values of the second smallest normalized Laplacian eigenvalue for the six classes of the trees are provided, respectively. X.G. Tian et al [10] determined all trees with λ 2 (G) ≥ 1 − √ 3 2 . In this paper, we further characterize all unicyclic graphs of order n ≥ 21 with λ 2 (G) ≥ 1 − √ 6
3 . Moreover, the unicyclic graphs with λ 2 (G) = 1 − √ 6 3 are also determined. In Section 2, we give some known lemmas and preliminary results. In Section 8 − i (3 ≤ i ≤ 5), we determine all trees of diameter 8 − i with λ 2 (G) ≥ 1 − √ 6 3 .
Preliminaries
In this section, we recall some properties of the eigenvalues and eigenfunctions of the normalized Laplacian matrix L(G) of a graph G. Let g be a eigenvector of L(G). Then we can view g as a function which assigns to each vertex v of G a real value g(v), the coordinate of g according to v (All the vectors in this paper are dealt in this way). By letting g = D 1/2 f , we have
Thus, we can obtain the following formulas for λ 2 (G).
A nonzero vector that satisfies equality in (1) is called a harmonic eigenfunction associated with λ 2 (G).
The following inequalities are known as the Cauchy's inequalities and the whole theorem is also known as the interlacing theorem.
Lemma 2.1. ( [3] ) Let A be a Hermitian matrix with eigenvalues x 1 ≤ · · · ≤ x n and B be a principal submatrix of A. Let B have eigenvalues y 1 ≤ · · · ≤ y m (m ≤ n). Then the inequalities
Lemma 2.2. ([6]) Let G be a connected graph and v be a pendent vertex of
Let e = uv be an edge of a graph G. Let G ′ be the graph obtained from G by contracting the edge e into a new vertex u e and adding a new pendent edge u e v e , where v e is a new pendent vertex. We call that G ′ is obtained from G by separating an edge uv (see Figure 1) . Figure 1 : Separating an edge uv Lemma 2.3. ( [6] ) Let e = uv be a cut edge of a connected graph G.
, where
, and the inequality is strict if f (v e ) = 0, where f is a harmonic eigenfunction associated with
. Let U n be the set of unicyclic graphs of order n, and U g n be the set of unicyclic graphs of order n with girth g (3 ≤ g ≤ n). Let C 1 n−1 be the unicyclic graph of order n obtained by attaching a pendent edge to the cycle C n−1 . Clearly, if U ∈ U n n , then U ∼ = C n ; if U ∈ U n−1 n , then U ∼ = C 1 n−1 . For each U ∈ U g n , U consists of the (unique) cycle (say C g ) of length g and a certain number of trees attached at vertices of C g having (in total) n − g edges. We assume that the vertices of C g are v 1 , v 2 , · · · , v g (ordered in a natural way around C g , say in the clockwise direction). Then U can be written as C g (T 1 , · · · , T g ), which is obtained from the cycle C g on vertices v 1 , v 2 , · · · , v g by identifying v i with the root of a rooted tree T i of order n i for each i = 1, · · · , g, where n i ≥ 1 and g i=1 n i = n. If T i , for each i, is a star of order n i , whose root is a vertex of maximum degree, then we write U = S g (n 1 , · · · , n g ).
Lemma 2.6. Suppose that U ∈ U n , with girth g and n ≥ 21.
Proof. We shall prove the contrapositive of the theorem. Let C g be the unique cycle in U , where g ≥ 6. We consider the following six cases. Case 1. g ≥ 11.
Then Lemmas 2.5, 2.2 and 2.4 imply that λ 2 (U ) ≤ λ 2 (C 11 ) = 1 − cos(
Then Lemmas 2.5 and 2.2 imply that λ 2 (U ) ≤ λ 2 (C 1 10 )
, then there exists some j ∈ {1, 2, · · · , 7} such that n j ≥ 5 since n ≥ 21. Subcase 5.2.1. If n j ≥ 6, then Lemmas 2.5 and 2.2 imply that λ 2 (U ) ≤ λ 2 (S 7 (6, 1, 1, 1, 1, 1, 1))
3 . Subcase 5.2.2. If n j = 5, then there exists some k ∈ {1, 2, · · · , 7} and k = j such that n k ≥ 5 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
3 , where G i (5 ≤ i ≤ 13) are shown in Figure 2 . Subcase 5.3. If |N | = 5 or 6, then there exists some j ∈ {1, 2, · · · , 7} such that n j ≥ 4 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
3 , where G i (14 ≤ i ≤ 23) are shown in Figure 2 . Subcase 5.4. If |N | = 7, then there exists some j ∈ {1, 2, · · · , 7} such that n j ≥ 3 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
3 , where G 24 is shown in Figure 2 . Case 6. g = 6.
We rewrite U in the form
Subcase 6.1. If |N | = 1, then there exists some j ∈ {1, 2, · · · , 6} such that n j ≥ 16 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that λ 2 (U ) ≤ λ 2 (S 6 (16, 1, 1, 1, 1, 1)) ≤ λ 2 (S 6 (12, 1, 1, 1, 1, 1))
Without lose of generality, we assume n i ≤ n k . Subcase 6.2.1. If n i ≤ 4, then n k ≥ 13 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that 12, 1, 1, 1, 1, 1) )
3 , where G i (25 ≤ i ≤ 27) are shown in Figure 2 . Subcase 6.3. If |N | = 3, let N = {i, j, k}. Without lose of generality, we assume n i ≤ n j ≤ n k . Subcase 6.3.1. If n i = 2, 2 ≤ n j ≤ 6, then n k ≥ 10 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
3 , where G i (28 ≤ i ≤ 33) are shown in Figure 2 . Subcase 6.3.2. If n i = 2, 7 ≤ n j ≤ n k . Hence Lemmas 2.5 and 2.2 imply that
3 , where G i (29 ≤ i ≤ 33) are shown in Figure 2 . Subcase 6.3.3. If n i = 3, 3 ≤ n j ≤ 6, then n k ≥ 9. Hence Lemmas 2.5 and 2.2 imply that
3 , where G i (34 ≤ i ≤ 39) are shown in Figure 2 . Subcase 6.3.4. If n i = 3, 7 ≤ n j ≤ n k . Hence Lemmas 2.5 and 2.2 imply that λ 2 (U ) ≤ 
3 , where G i (35 ≤ i ≤ 39) are shown in Figure 2 . Subcase 6.3.5. If 4 ≤ n i ≤ n j ≤ n k , then n k ≥ 6 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply
3 , where G i (35 ≤ i ≤ 40) are shown in Figure 2 . Subcase 6.4. If |N | = 4, then we discuss the following two cases. Subcase 6.4.1. If there is at least one i ∈ N such that n i = 2, then there exists some j ∈ {1, 2, · · · , 6} such that n j ≥ 6 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that Figure 2 . Subcase 6.4.2. If n i ≥ 3 for each i ∈ N , then there exists some j ∈ {1, 2, · · · , 6} such that n j ≥ 5 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
3 , where G i (47 ≤ i ≤ 52) are shown in Figure 2 . Subcase 6.5 If |N | = 5, then we discuss the following two cases. Subcase 6.5.1. If there are at least two i, j in N such that n i = n j = 2, then there exists some k ∈ {1, 2, · · · , 6} such that n k ≥ 6 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
, where G i (53 ≤ i ≤ 55) are shown in Figure 2 . Subcase 6.5.2. If there is at most one i in N such that n i = 2, then there exists some j ∈ {1, 2, · · · , 6} such that n j ≥ 4 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
3 , where G i (56 ≤ i ≤ 65) are shown in Figure 2 . Subcase 6.6. If |N | = 6, then there exists some k ∈ {1, 2, · · · , 7} such that n k ≥ 4 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that
3 , where G 66 is shown in Figure 2 . From the discussion above, the proof is completed. (iv) U is isomorphic to H 42 , where H 42 as shown in Figure 7 , and l i (0 ≤ i ≤ 2) are nonnegative integers and l 0 + 2l 1 + 3l 2 + 5 = n ≥ 21.
Furthermore, the equality holds if and only if U is isomorphic to H 42 with l 2 ≥ 2.
Proof. We rewrite U in the form 
3 , where G i (118 ≤ i ≤ 120) are shown in Figure 6 . Subcase 3.2.2. If there is exactly one n ′ 1 such that n ′ 1 = 2, and n
3 , where H j (7 ≤ j ≤ 9) are shown in Figure 6 . Case 4. |N | = 2. We assume that n
3 , where H 10 is shown in Figure 6 .
3 , where H 11 is shown in Figure 6 .
3 , where H 12 is shown in Figure 6 .
3 , where H 13 is shown in Figure 6 . 
, where H is shown in Figure 4 . Thus C 5 (S 2 , T ′ 2 , S 1 , S 1 , S 1 ) is the unicyclic graph H 24 as shown in Figure  7 , where l i (0 ≤ i ≤ t) are nonnegative integers and l 0 + 2l
3 , where H 0 is shown in Figure 4 . Thus
3 , where H 25 is shown in Figure 7 . Thus l 2 = 0. Therefore U is the unicyclic graph G 0 , where G 0 is shown in Figure 7 , l 0 and l 1 are nonnegative integers, and
3 , where H 26 is shown in Figure 7 . 
3 , where H 27 is shown in Figure 7 . Otherwise,
3 , where H 28 is shown in Figure 7 .
3 , where H 29 is shown in Figure 7 .
3 , where H 30 is shown in Figure 7 .
3 , where H 31 is shown in Figure 7 . Otherwise, if 5 ≤ l 0 ≤ 9, then Lemma 2.2 implies that
3 , where H 32 is shown in Figure 7 .
3 , where H 33 is shown in Figure 7 . Otherwise, if 7 ≤ l 0 ≤ 13, then Lemma 2.2 implies that
3 , where H 34 is shown in Figure 7 .
3 , where H 35 is shown in Figure 7 . Otherwise, if 9 ≤ l 0 ≤ 17, then Lemma 2.2 implies that λ 2 (U ) ≥ λ 2 (H 36 )
3 , where H 36 is shown in Figure 7 .
3 , where H 37 is shown in Figure 7 . Otherwise, if 11
3 , where H 38 is shown in Figure 7 .
3 , where H 39 is shown in Figure 7 . Otherwise, if 13
3 , where H 40 is shown in Figure 7 . 2, 30, 1, 1, 1) )
3 . Case 5. |N | = 1. Without loss of generality, we assume that n 1 ≥ 2. That is
. Let d be the length of the longest path from v 1 to the pendent vertex in T 1 . In order to make
, where H is shown in Figure 4 . Thus C 5 (T 1 , S 1 , S 1 , S 1 , S 1 ) is the unicyclic graph H 41 as shown in Figure 7 , where l i (0 ≤ i ≤ t) are nonnegative integers and
is the unicyclic graph H 42 as shown in Figure 7 , where l i (0 ≤ i ≤ 2) are nonnegative integers and
3 , and when
4 All unicyclic graphs of girth 4 with
In this section, we determine all unicyclic graphs in U (viii) U is isomorphic to A 11 , where A 11 as shown in 16, and l i (0 ≤ i ≤ 2) are nonnegative integers and l 0 + 2l 1 + 3l 2 + 5 = n ≥ 21.
(ix) U is the unicyclic graph P 0 , where P 0 is shown in Figure 8 , l 0 and l 1 are nonnegative integers, 15 ≤ l 0 + 2l 1 ≤ 40, 0 ≤ l 1 ≤ 10 and one of the following items holds:
(1) l 1 = 10 and l 0 = 0. Figure 17, or S 4 (3, 41, 1, 1) , or A 35 with l 2 ≥ 2 Proof. We rewrite U in the form C 4 (T 1 , T 2 , T 3 , T 4 ), where |V (T i )| = n i ≥ 1 for i = 1, 2, 3, 4 and 
, where H i (50 ≤ i ≤ 51) are shown in Figure 9 .
, where H i (52 ≤ i ≤ 54) are shown in Figure 9 . 
, where H i (48 ≤ i ≤ 49) are shown in Figure 9 . 
, where H i (53 ≤ i ≤ 54) are shown in Figure 9 . 
, where H i (55 ≤ i ≤ 56) are shown in Figure 9 . Subcase 1.9. If there are exactly two n 
, where H i (57 ≤ i ≤ 58) are shown in Figure 9 . 
, where H i (59 ≤ i ≤ 60) are shown in Figure 9 . 2, 2, 2, 18) )
3 . Therefore, in order to make λ 2 (C 4 (T 1 , T 2 , T 3 , T 4 )) ≥ 1 −
3 , where H 61 is shown in Figure 10 . Thus C 4 (T 1 , T 2 , T 3 , T 4 ) is the unicyclic graph H 62 as shown in Figure 10 , where l i (0 ≤ i ≤ t) are nonnegative integers and 21
3 , where H 63 is shown in Figure 10 . Thus
3 , where H 64 is shown in Figure 10 . Thus l 1 ≤ 1, and 14 ≤ l 0 + 2l 1 ≤ 16. 
3 , where H 67 is shown in Figure  11 . Subcase 1.13. If n 
, where H i (68 ≤ i ≤ 69) are shown in Figure 11 . Subcase 1.14. If n 
, where H i (68 ≤ i ≤ 69) are shown in Figure 11 . 3 , where H 77 is shown in Figure 11 .
3 , where H 78 is shown in Figure  11 . Case 2. |N | = 3. We assume that n 2, 2, 27, 1) )
by Lemmas 2.5 and 2.2, we have
3 . Therefore, in order to make λ 2 (C 4 (S 2 , S 2 , T 
3 , where H 61 is shown in Figure  10 . Thus C 4 (2, 2, T ′ 3 , 1) is the unicyclic graph H 80 as shown in Figure 12 , where l i (0 ≤ i ≤ t) are nonnegative integers and 21 ≤ l 0 + 2l 1 + 3l 2 + · · ·+ (t + 1)l t + 6 = n ≤ 31. If l 2 + l 3 + l 4 + · · ·+ l t ≥ 1, then Lemma 2.2 implies that λ 2 (C 4 (S 2 , S 2 , T 
3 , where H 83 is shown in Figure 12 .
3 , where H 84 is shown in Figure 12 . Otherwise, if 17 ≥ l 0 ≥ 10, then Lemma 2.2 implies that λ 2 (C 4 (S 2 , S 2 , T
3 , where H 85 is shown in Figure 12 .
3 , where H 86 is shown in Figure 12 . Otherwise, if 19 ≥ l 0 ≥ 14, then Lemma 2.2 implies that
3 , where H 87 is shown in Figure 12 . Subcase 2.1.1.4. l 1 = 2, then 11
3 , where H 88 is shown in Figure 12 . Otherwise, if 21 ≥ l 0 ≥ 18, then Lemma 2.2 implies that
3 , where H 89 is shown in Figure 12 . Subcase 2.1.1.5.
3 , where H 90 is shown in Figure 12 . Otherwise, if 23 ≥ l 0 ≥ 22, then Lemma 2.2 implies that
3 , where H 91 is shown in Figure 12 . 
3 , where H 61 is shown in Figure 10 . Thus C 4 (2, T ′ 3 , 2, 1) has the form H 92 as shown in Figure 13 , where l i (0 ≤ i ≤ t) are nonnegative integers and l 0 + 2l
3 , where H 93 is shown in Figure 13 . Thus l 3 + l 4 + · · · + l t = 0. Therefore C 4 (S 2 , T ′ 3 , S 2 , 1) is the unicyclic graph H 94 as shown in Figure 13 , here l i (0 ≤ i ≤ 2) are nonnegative integers and l 0 + 2l 1 + 3l 2 + 6 = n ≥ 21. Recall that v ′ 3 is a vertex degree l 0 +l 1 +l 2 +2 in H 94 . Note that the eigenvalues of 3, 26, 2, 1) )
3 . Therefore, in order to make λ 2 (C 4 (T 
3 , where H 61 is shown in Figure 10 . If T ′ 2 is a path of length 2, then Lemmas 2.3 and
3 , where H 95 is shown in Figure  14 . Thus C 4 (T 
3 , where H 100 is shown in Figure 14 .
3 , where H 101 is shown in Figure 14 . Otherwise, if 9 ≤ l 0 ≤ 16, then Lemma 2.2 implies that
3 , where H 102 is shown in Figure 14 .
3 , where H 103 is shown in Figure 14 . Otherwise, if 13 ≤ l 0 ≤ 18, then Lemma 2.2 implies that
3 , where H 104 is shown in Figure 14 .
3 , where H 105 is shown in Figure 14 . Otherwise, if 17 ≤ l 0 ≥ 20, then Lemma 2.2 implies that
3 , where H 106 is shown in Figure 14 . Subcase 2.2.1.5.
3 , where H 107 is shown in Figure 14 . Otherwise, if 21 ≤ l 0 ≤ 22, then Lemma 2.2 implies that
3 , where H 108 is shown in Figure 14 . Subcase 2.2.1.6 l 1 = 0, then 14 ≤ l 0 ≤ 24. By Lemma 2.2, we have
. Hence Lemmas 2.5 and 2.2 imply that 3, 15, 1, 2) ), λ 2 (S 4 (3, 2, 15, 1) 4, 14, 1, 2) ), λ 2 (S 4 (2, 14, 1, 4) 5, 10, 2, 1) ), λ 2 (S 4 (5, 10, 1, 2) ), λ 2 (S 4 (2, 10, 1, 5) 
Hence Lemmas 2.5 and 2.2 imply that λ 2 (C 4 (T 1 , T 2 , T 3 , T 4 )) ≤ max{λ 2 (S 4 (9, 9, 2, 1)), λ 2 (S 4 (2, 9, 1, 9) 3, 18, 3, 1) )
3 . Therefore, in order to make
3 , where H 61 is shown in Figure 10 .
is a path of length 2, then Lemmas 2.3 and 2.2 imply that λ 2 (C 4 (T
3 , where A 1 is shown in Figure 15 . Thus
is the unicyclic graph A 2 as shown in Figure 15 , where l i (0 ≤ i ≤ t) are nonnegative integers and 21
3 , where H 97 is shown in Figure 14 . Thus l 2 + l 3 + l 4 + · · · + l t = 0. If l 1 ≥ 2, then Lemmas 2.3 and 2.2 imply that
3 , where A 3 is shown in Figure 15 . Thus l 1 ≤ 1, and 13 ≤ l 0 + 2l 1 ≤ 16. Subcase 2.6.1.1.1.
3 , where A 4 is shown in Figure 15 . Otherwise, if 13 ≤ l 0 ≤ 14, then Lemma 2.2 implies that
3 , where A 5 is shown in Figure 15 . Subcase 2.6.1.1.2. l 1 = 0, then 13 ≤ l 0 ≤ 16 By Lemma 2.2, we have 2, 13, 4, 1) ) 5, 6, 6, 1) ) 1, 12, 1, 3) ) 8, 1, 8, 1) ) 
3 , where H 61 is shown in Figure 10 . Thus C 4 (2, T ′ 3 , 2, 1) is the unicyclic graph A 9 as shown in Figure 16 , where l i (0 ≤ i ≤ t) are nonnegative integers and l 0 +2l 1 +3l 2 +· · ·+(t+1)l t +5 = n ≥ 21. If l 3 +l 4 +· · ·+l t ≥ 1, then Lemma 2.2 implies that λ 2 (U ) ≤ λ 2 (A 10 ) . = 0.16150
3 , where A 10 is shown in Figure 16 . Thus l 3 +l 4 +· · ·+l t = 0. Therefore C 4 (S 2 , T ′ 3 , S 2 , 1) has the form A 11 as shown in Figure 16 , here l i (0 ≤ i ≤ 2) are nonnegative integers and l 0 +2l 1 +3l 2 +6 = n ≥ 21. Recall that v ′ 2 is a vertex degree l 0 +l 1 +l 2 +2 in A 11 . Note that the eigenvalues of 
3 , where H 95 is shown in Figure 14 . Thus
is the unicyclic graph A 12 as shown in Figure 17 , where l i (0 ≤ i ≤ t) are nonnegative integers and l 0 + 2l
3 , where H 97 is shown in Figure 14 . Thus l 2 + l 4 + · · · + l t = 0. Since λ 2 (S 4 (3, 42, 1, 1)) = 0.18310 < 1 − 
3 , where A 13 is shown in Figure 17 . Oth-
3 , where A 14 is shown in Figure 17 .
3 , where A 15 is shown in Figure 17 . Otherwise, if 5 ≤ l 0 ≤ 22, then Lemma 2.2 implies that λ 2 (C 4 (T
3 , where A 16 is shown in Figure 17 .
3 , where A 17 is shown in Figure 17 . Otherwise, if 9 ≤ l 0 ≤ 24, then Lemma 2.2 implies that λ 2 (C 4 (T
3 , where A 18 is shown in Figure 17 .
3 , where A 19 is shown in Figure 17 . Otherwise, if 12 ≤ l 0 ≤ 26, then Lemma 2.2 implies that
3 , where A 20 is shown in Figure 17 .
3 , where A 21 is shown in Figure 17 . Otherwise, if 17 ≤ l 0 ≤ 28, then Lemma 2.2 implies that
3 , where A 22 is shown in Figure 17 . Subcase 3.2.2.6.
3 , where A 23 is shown in Figure 17 . Otherwise, if 21 ≤ l 0 ≤ 28, then Lemma 2.2 implies that
3 , where A 24 is shown in Figure 17 .
3 , where A 25 is shown in Figure 17 . Otherwise, if 25 ≤ l 0 ≤ 32, then Lemma 2.2 implies that
3 , where A 26 is shown in Figure 17 . Subcase 3.2.2.8. where A 27 is shown in Figure 17 . Otherwise, if 29 ≤ l 0 ≤ 34, then Lemma 2.2 implies that
3 , where A 28 is shown in Figure 17 .
3 , where A 29 is shown in Figure 17 . Otherwise, if 33 ≤ l 0 ≤ 36, then Lemma 2.2 implies that
3 , where A 30 is shown in Figure 17 . 3 , where H 61 is shown in Figure 10 . Thus C 4 (T 1 , S 1 , S 1 , S 1 ) is the unicyclic graph A 33 as shown in Figure 18 , where l i (0 ≤ i ≤ t) are nonneg-ative integers and l 0 + 2l 1 + 3l 2 + · · ·+ (t+ 1)l t + 4 = n ≥ 21. If l 3 + l 4 + · · ·+ l t ≥ 1, then Lemma 2.2 implies that λ 2 (C 4 (T 1 , S 1 , S 1 , S 1 )) ≤ λ 2 (A 34 ) . = 0.17948 < 1− 3, 5, 12) ) . = 0.18296 < 1 − √ 6
3 . Subcase 1.9. If n 1 = 3, 7 ≤ n 2 ≤ 8, then n 3 ≥ 10 since n ≥ 21. Hence Lemmas 2.5 and 2.2 imply that λ 2 (C 3 (T 1 , T 2 , T 3 )) ≤ λ 2 (S 3 (3, 6, 10) ) . = 0.17916 < 1 − 
