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摘要
设m, n是两个给定的正整数,考虑下面的线性方程组:
Ax 
0@ A B
 B 0
1A 0@y
z
1A =
0@ f
 g
1A ;
其中 A 2 Cmm 为非奇异矩阵, B 2 Cmn 是一个长方形矩阵(m  n), f 2 Cm; g 2
Cn是两个给定的向量, B 是 B 的共轭转置矩阵. 解这个类型的方程组的问题称作
鞍点问题, 而当矩阵 B 为列满秩, 即 rankB = n 时, 称此问题为非奇异鞍点问题;
rankB < n时,称该问题为奇异鞍点问题.
近些年来,为求解大型稀疏非奇异鞍点问题,学者们不断探索新的迭代方法. 2016
年, Bai和 Benzi提出了基于正则化的埃尔米特和反埃尔米特分裂 (RHSS)迭代方法,
并证明了 RHSS方法是无条件收敛的.为了提高 RHSS迭代法的收敛速度,本文于第
二章提出基于 RHSS的”预处理 RHSS( PRHSS)方法”,并着重分析了 PRHSS方法的
收敛性和迭代矩阵的特征值.
除此之外, 奇异鞍点问题也是一大研究热点. 尤其对于 A 是实矩阵时, 奇异鞍
点问题的研究已陆续取得许多突破性进展与成果. 本文的第三章正是基于此, 对
SOR-like方法求解大型稀疏奇异鞍点问题进行了半收敛分析,提出了拟最优参数和对
应的拟最优半收敛因子.
关键词：鞍点问题; 预处理 RHSS 迭代算法; SOR-like 迭代方法; 半收敛分析; 收
敛性分析.
– I –
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
Abstract
Letm;n be two given positive integers. Consider the following class of linear equation:
Ax 
 
A B
 B 0
!  
y
z
!
=
 
f
 g
!
; (1)
where A 2 Cmm is a nonsingular matrix, B 2 Cmn is a rectangular matrix ((m  n)),
and f 2 Cm; g 2 Cn are two given vectors, B is the conjugate transpose of B.Systems of
linear equations with the form (1) are called saddle point problems. If B is a matrix of full
column rank,i.e,rankB = n, the system (1)is a nonsingular saddle point problem; rankB <
n, the system (1) is a singular saddle point problem.
In recent years, the scholars have constantly explored new iteration methods for solving
the large sparse nonsingular saddle point problems. In 2016, Bai and Benzi proposed the
regularized Hermitian and skew-Hermitian splitting(RHSS) iterative method and they show
that RHSS method is unconditional convergence. In order to improve the convergence speed
of RHSS iteration method, we present the preconditioned RHSS iterative method in the
second chapter of this paper. We emphatically analyzes the convergence of the PRHSS
method and the eigenvalues of the iteration matrix of this method.
Moreover, the singular saddle point problems are also research hotspots recently. Many
breakthroughs and achievements have been obtained for the singular saddle point problems
especially forA is a real matrix. The third chapter of this paper is also based on this assump-
tion, which study the semi-convergence of the SOR-like method for solving the large sparse
singular saddle point problems. Moreover, we present the pseudo-optimal parameters and
the corresponding pseudo-optimal semi-convergence factor.
KeyWords: the saddle point problem; the preconditioned RHSS iteration algorithm; SOR-
like iterative method ; semi-convergence analysis; convergence analysis.
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符号对照表
符号 含 义
R 表示实数集.
Rn 表示实 n维列向量空间.
Cn 表示复 n维列向量空间.
Rmn 表示 m n实矩阵集.
Cmn 表示 m n复矩阵集.
rank(A) 表示矩阵 A的秩.
I 表示单位矩阵.
AT 表示矩阵 A的转置.
A 表示矩阵 A的共轭转置.
k  k2 对于向量,表示 `2范数;对于矩阵,表示谱范数.
min(A) 表示矩阵 A的最小实特征值.
max(A) 表示矩阵 A的最大实特征值.
(A) 表示方阵 A的谱半径.

 表示 Kronecker积.
tridiag(a; b; c) 表示以 b为主对角元, a为下次对角元和 c为上次对角元的
三对角矩阵.
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第一章 序言
1.1 鞍点问题的研究背景与发展现状
鞍点问题主要出现在椭圆方程的混合有限元离散 [1, 2], 计算流体力学 [3, 4],
约束优化 [5],最小二乘问题 [6],电子网络 [3, 7]等应用领域.例如,求解 Stokes方程,
Navier-Stokes方程[8] (
 vu+rp = f in 
;
 ru = 0 in 
:
(
 vu+ (u  r)u+rp = f in 
;
 ru = 0 in 
:
经过一定的离散, Stokes, Navier-Stokes方程可以归结为求解大型稀疏不定线性方程
组.
标准鞍点问题的代数性质和应用背景可以参考 [9, 10]. 鞍点问题的标准形式
为：
 
A B
B 0
!  
y
z
!
=
 
f
g
!
; (1.1)
其中 A 2 Cmm 为非奇异矩阵, B 2 Cmn是一个长方形矩阵(m  n), f 2 Cm; g 2
Cn是两个给定的向量, B 是 B 的共轭转置矩阵. 解这个类型的方程组的问题称作
鞍点问题, 而当矩阵 B 为列满秩, 即 rankB = n 时, 称此问题为非奇异鞍点问题;
rankB < n时,称该问题为奇异鞍点问题.在一般情况下, A和 B 都是大型稀疏矩阵.
为了研究方便,本文将 (1.1)改写为
Ax 
 
A B
 B 0
!  
y
z
!
=
 
f
 g
!
 b; (1.2)
对于一般的线性方程组,有两种求解方法:直接法和迭代法.当矩阵 A的规模比
较小时,一般采用直接法求解方程,如 Gauss消去法和 LU分解 [11],因为直接法的准
确性和可靠性高.当 A为大型稀疏矩阵时,迭代法对于求解大型稀疏线性问题具有更
多的优越性.因此,寻找合适的迭代法成为研究鞍点问题的热点.
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1.2本文的工作和结构
比较早提出用于求解非奇异鞍点问题的经典迭代算法是 Uzawa算法,它是
由 K. Arrow, L. Hurwicz和 H. Uzawa 在 [12]中提出的.后来此方法得到进一步的研
究与发展.如,非精确 Uzawa方法以及 Uzawa类型方法 [13–15].后来, Golub等人通
过对鞍点问题的系数矩阵进行适当的分解, 构造出了类 SOR (SOR-like) 迭代方法
[16–23].为了提高 SOR-like迭代算法的收敛速度, Bai等人又提出了广义的超松弛迭
代方法 (GSOR) [18, 24, 25].在此基础上, Zheng和 Ma又提出了新的 SOR-like算法
[26]. 2002年 Bai等人提出了 Hermitian和 Skew-Hermitian (HSS)方法 [27, 28, 30–35] .
许多学者也采用 Krylov子空间迭代方法来求解鞍点问题 [18, 29, 36–38],该方法一般
不会破坏系数矩阵的稀疏性,再加上发展起来的预条件,使得这类方法变得非常快速.
预条件矩阵的选取会影响 Krylov子空间迭代方法的收敛速度.因此,学者们先后提出
了块对角、块三对角和限制预条件矩阵等预条件子,并取得了一定的效果. 2016年
Bai和 Benzi提出了修正的 HSS (RHSS)方法.基于 RHSS方法,对系数矩阵进行预条
件处理后再进行 RHSS分裂是本文第二章研究的内容.
有周期边界条件的 Navier-Stokes偏微分型方程,在经过有限差分离散后, (1.2)中
的矩阵 B 就是奇异的.如果矩阵 B 是秩亏的,那么 (1.2)中的 A是奇异的,即奇异鞍
点问题.最近,许多学者[30, 39–44]开始关注奇异鞍点问题的迭代方法. Zheng和 Bai
等人 [44]利用参数化 Uzawa (PU)方法求解奇异鞍点问题. Zheng和 Bai等人 [44]给
出了 PU方法半收敛的充分条件和最优迭代参数. Ma和 Zhang [41]用块对角预条件参
数化非精确 Uzawa求解奇异鞍点问题,给出了半收敛分析. Zhang在 [45]中研究了非
精确 Uzawa方法的半收敛性.非精确 Uzawa方法包括 Uzawa方法 [12],预处理 Uzawa
方法 [15],参数化 Uzawa(PU)方法 [18]. Zheng在 [44]中,进一步提出了 GSOR方法
[18]的半收敛性.本文的第三章对 SOR-like方法进行了半收敛分析.
1.2 本文的工作和结构
第一章,首先介绍鞍点问题的研究背景和现状,之后给出本文的工作和结构.
第二章,第一节,介绍 RHSS 迭代方法和相应的收敛性定理.第二节,在基于正则
化的 Hermitian和 skew-Hermitian(RHSS)方法的基础上,我们研究求解大型稀疏非奇
异鞍点问题的预处理 RHSS (简称为 PRHSS )方法.第三节,我们证明 PRHSS方法求
解非奇异鞍点问题时的无条件收敛性,并给出 PRHSSS方法的迭代矩阵的特征值的
性质.
第三章,第一节,介绍 SOR-like迭代方法和收敛性定理.第二节,我们对 SOR-like
方法求解大型稀疏奇异鞍点问题进行半收敛分析,然后提出拟最优参数和对应的拟最
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