show the strong impact of using the efficient up-link scheduler in converged scenario. We have also proposed a dynamic scheduling algorithm for optical and wireless integration scheme, which is under the implementation and evaluation process.
The ON can also be upgraded to higher bit rates or even additional wavelengths easily. The Passive Optical Network (PaN) is the most promising candidate among the other ON solutions as it eliminates the necessity of installing the active components such as the multiplexer and de-multiplexer in the splitting point and minimises the fibre deployment between the local exchange and the local loop. Therefore, it is excellent in terms of maintainability and robustness [24] .
paN is a point-to-multi-point fibre infrastructure which includes the Optical Line Terminal (OLT) in the CO, the Optical Network Units (ONUs) near the customer premises as well as the I:N passive splitter/combiner by the split ratio of 16, 32 or 64. The paN can be in the format of the fibre-to the-home (FTTH), fibre-to-the-PC (FTTPC), fibre-to-the building (FTTB) and fibre-to-the-curb (FTTC) with the ring, bus and tree as the possible network topologies. Ethernet paN and it is not efficient for the data traffic. On the other hand, .
' , I
W'·F' Hot Spot . • A novel dynamic upstream scheduling algorithm is also proposed.
III. BANDWIDTH NEGOTIATIONS
In this section we discuss how the bandwidth is negotiated over the hybrid optical and wireless converged scenario in three sections: OLT -ONU, ONU -BS and BS -AP -
Wireless LAN workstations (WLANs).
A. OLr and ONU V.
' message and GRANTs it
to AP _._---------------------. L-___ ---' " : (14) AP de-queue packet :(15)
SCHEDULING TECHNIQUES
In this paper, the ONU communicates directly with each BS so the BS is also known as the wireless gateway as it is a gateway between the wireless and optical worlds. We respectively. In PQ technique, a queue which has assigned to the first priority is always served as long as it is not empty.
The second priority queue is served if the first priority queue is empty. And finally, the third priority queue, which carries the lowest CoS, is served if the first and the second priority queues are empty. In CQ technique, queue with highest priority gets the highest byte counts and the traffic is sent from the highest priority to the lowest priority based on their assigned byte counts in round robin fashion. In CQ-LLQ 1017 technique, the low latency queue gets the highest priority and will be served first regardless of its actual priority and its byte counts. Then the other priority queues will be served in round robin fashion based on CQ technique when the low latency queue gets empty. In WFQ technique, each queue is prioritised based on an aggregated weight in which queue with the higher weight gets the better services. In WFQ-LLQ technique, queue with the low latency attribute serves as the highest priority queue regardless of its actual weight. The other queues will be served with regard to the WFQ policy if the low latency queue is empty. In MDRR technique, the allocated time slot from the ONU is split among the different priority queues so each priority queue gets the percentage of it with regard to its assigned priority in a round robin fashion.
VI. IMPLEMENT A nONS AND RESULTS
We validated the hybrid optical and wireless integration architecture in a typical converged scenario using OPNET Modeler [18] based on the parameters defined in Table I . In We considered 50%, 30% and 20% of the allocated time slot for UGS, rtPS and BE priority queues, respectively, e.g. the UGS priority queue sends its buffered data only in the first 50% of the arrived time slot while the rtPS and BE queues send their data in remained 30% and 20% in sequence right after the UGS queue. As " Fig. 3 technique on rtPS ETE delay. As " Fig. 4 " depicts, the CQ_ LLQ increases the rtPS average ETE delay by the ratio of 3.93 in comparison with the CQ scheduling technique. That is because in the CQ which is byte count-based technique, the rtPS priority queue sends packets right after the 14000 bytes sent from the UGS in a round robin fashion. However, in the CQ_ LLQ with regard to the LLQ attribute of the BE, the rtPS should wait for the BE queue to get empty and UGS queue to send 14000 bytes and then start sending 8000 bytes which repeats continuously until the end of the received time slot. Therefore, the rtPS priority queue will suffer the longer average ETE delay in CQ_ LLQ rather than the CQ technique.
In WFQ mechanism queues with higher priority get the higher weight and send packets according to their assigned weights.
We considered 60, 30 and 1.0 as the correspondent weights to UGS, rtPS and the BE priority queues, respectively. In WFQ_ LLQ, queue with low latency attribute sends the packets if it is not empty regardless of its correspondent weight. Other queues will be treated according to their weights. We assigned the LLQ attribute to the BE priority queue in which its allocated weight will be ignored during the service time. Other queues will be treated according to their weights. The UGS and rtPS queues will be treated regarding their weights if the LLQ is empty. " 
In case two (5) the queue length reported to the ONU is equal to the guaranteed byte counts. In this case the scheduler grants the exact guaranteed byte counts to the corresponding queue (6) and there is no byte counts to save.
= Be{ , for i = 1,2,3 = Be{
In case there (7), the queue length reported to the ONU is more than the guaranteed byte counts. In this case, the scheduler grants the guaranteed byte counts plus the portion of the excessive bandwidth collected in (4) to the overloaded priority queues (8). During the next phase of our research we will be conducting the detailed implementation of our new inter-ONU scheduling which will provide the dynamic bandwidth allocation between different priority queues. 
