Abstract. We introduce linear functionals on an ordered cone that are minimal with respect to a given subcone. Using concepts developed for Choquet theory we observe that the properties of these functionals resemble those of positive Radon measures on locally compact spaces. Other applications include monotone functionals on cones of convex sets, H-integrals on H-cones in abstract potential theory, and classical Choquet theory itself.
Introduction
The general theory of locally convex cones as developed in [7] deals with ordered cones that are not necessarily embeddable in vector spaces. A topological structure is introduced using order theoretical concepts. Staying reasonably close to the theory of locally convex spaces, this approach yields a sufficiently rich duality theory including Hahn-Banach type extension and separation theorems for linear functionals. We shall review some of the main concepts. We globally refer to [7] for details and proofs:
An ordered cone (cf. [6] and [7] ) is a set P endowed with an addition (a, b) → a+b and a scalar multiplication (α, a) → αa for real numbers α ≥ 0. The addition is supposed to be associative and commutative, and there is a neutral element 0 ∈ P. For the scalar multiplication the usual associative and distributive properties hold, i.e. α(βa) = (αβ)a, (α + β)a = αa + βa and α(a + b) = αa + βa for all a, b ∈ P and α, β ≥ 0. We have 1a = a and 0a = 0 for all a ∈ P. The cancellation law, stating that a + c = b + c implies a = b, however, is not required in general. It holds if and only if the cone P may be embedded into a real vector space. Also, P carries a (partial) order, i.e. a reflexive transitive relation ≤ such that a ≤ b implies a + c ≤ b + c and αa ≤ αb for all a, b, c ∈ P and α ≥ 0.
A linear functional on a cone P is a mapping µ : P → R = R ∪ {+∞} such that µ(a + b) = µ(a) + µ(b) and µ(αa) = αµ(a) for all a, b ∈ P and α ≥ 0. In R we consider the usual algebraic operations, in particular α + ∞ = +∞ for all α ∈ R, α · (+∞) = +∞ for all α > 0 and 0·(+∞) = 0. The functional µ is called monotone if a ≤ b implies µ(a) ≤ µ (b) . Note that linear functionals can assume only finite values in elements a ∈ P such that −a ∈ P as well.
An ordered cone P is called a full locally convex cone if it contains an abstract neighborhood system V, i.e. a subset of positive elements that is directed downward,
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closed for addition and multiplication by (strictly) positive scalars. The elements v of V define upper resp. lower neighborhoods for the elements of P by
creating the upper resp. lower topologies on P. Their common refinement is called the symmetric topology. All elements of P are supposed to be bounded below, i.e. for every a ∈ P and v ∈ V we have 0 ≤ a + ρv for some ρ > 0. Finally, a locally convex cone is a subcone of a full locally convex cone not necessarily containing the abstract neighborhood system V. Every locally convex ordered topological vector space is a locally convex cone in this sense, as it may be canonically embedded into a full locally convex cone (cf. [7] , Example I.2.7).
The polar v
• P of a neighborhood v ∈ V consists of all linear functionals µ on P satisfying µ(a) ≤ µ(b) + 1, whenever a ≤ b + v for a, b ∈ P. A linear functional belonging to the polar of some neighborhood is said to be (uniformly) continuous. Continuity requires that µ is monotone, and for a full cone P it means just that µ(v) ≤ 1 holds for some v ∈ V in addition. The Extension Theorem II.2.9 from [7] states that for a subcone Q of P, every linear functional in v
• Q extends to an element of v
• P . The continuous linear functionals on a locally convex cone P form again a cone, called the dual cone of P and denoted by P * . We endow P * with the topology w(P * , P ) of pointwise convergence of the elements of P, considered as functions on P * with values in R with its usual topology. The polar v
• P of a neighborhood v ∈ V is seen to be w(P * , P )-compact and convex ( [7] , Theorem II.2.4). For the sake of simplicity, we shall develop the concept of integral type linear functionals for full locally convex cones only. Our theory applies, however, to locally convex cones in general, because every such cone may (by definition) be embedded into a full cone. Throughout this paper we shall use the following examples of full locally convex cones to illustrate our concepts: Examples 1.1. (a) Let X be a compact convex subset of a locally convex Hausdorff space, and let P be the set of all bounded below R-valued functions on X, endowed with the usual algebraic operations and the pointwise order. Let the abstract neighborhood system V consist of all strictly positive lower semicontinuous concave functions on X. Clearly V is directed downward (the pointwise infimum of two functions in V is again in V ) and closed for addition and multiplication by positive scalars. Every function in V attains its strictly positive minimum value on X, and as the functions in P are bounded below, for every f ∈ P and v ∈ V there is ρ > 0 such that 0 ≤ f + ρv, indeed. Accordingly P is a full locally convex cone.
(b) Let P be the cone of all non-empty closed convex subsets of a locally convex vector space E, endowed with the usual multiplication by scalars of sets, a slightly modified addition ⊕, where A ⊕ B denotes the closure of the usual sum of the sets A and B, and the set inclusion as the canonical order. The abstract neighborhood system in P is given by a basis V ⊂ P of closed absolutely convex neighborhoods of the origin in E. For every A ∈ P and V ∈ V there is ρ > 0 such that ρV ∩ A = ∅, hence {0} ⊂ A + ρV. Thus every element of P is indeed bounded below, and P is a full locally convex cone.
Via the embedding of its elements into singleton subsets, the space E itself may be considered as a subcone of P. On this subcone the three (upper, lower and symmetric) topologies of P coincide with the given topology on E. Thus E is a locally convex cone, but not a full cone. Other subcones of P that merit further
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investigation are those of all bounded, resp. all compact sets in P. They satisfy the cancellation law. Details on those and further related examples may be found in [7] , I.1.7, I.2.7 and I.2.8.
(c) The following example will model topological integration theory as presented in [2] , [3] and [5] : Let X be a locally compact Hausdorff space. By F we denote the set of all R-valued functions on X that are bounded below and assume negative values only on a relatively compact subset of X. We use the pointwise order and algebraic operations for the functions in F. A neighborhood (in the topology of the inductive limit) is a convex subset v of lower semicontinuous functions in F that contains a positive multiple of the characteristic function of every relatively compact open subset of X. The set V of all those neighborhoods v is directed downward and closed for the usual addition of sets and multiplication by positive scalars. But the neighborhood system V is obviously not contained in the cone F, thus in order to create a full locally convex cone we have to adjoin the elements of V using a procedure that is elaborated in a more general context in [7] , Ch. I.5:
Let P consist of all objects f ⊕ v, for f ∈ F and v ∈ V ∪ {0} . We define the algebraic operations by
and the order by:
Via the embedding v → 0 ⊕ v, the neighborhood system V may be considered as a subset of P. It is straightforward to check that every element in P is bounded below as required: Given an element f ⊕ w ∈ P and a neighborhood 0 ⊕ v, by the definition of F the function f is bounded below and attains negative values only on a relatively compact subset Y of X. Consequently we find a relatively compact open set Z ⊃ Y and a constant κ > 0 such that f ≥ −κ χ Z , where χ Z denotes the (lower semicontinuous) characteristic function of Z.
indeed. Thus, P becomes a full locally convex cone. As F itself, via the embedding f → f ⊕ {0}, is a subcone of P, we observe that F is a locally convex cone, but not a full cone.
This example simplifies considerably if we restrict ourselves to compact Hausdorff spaces X. In this case, for the neighborhood system V we may choose the subset of all strictly positive lower semicontinuous functions on X. Then V ⊂ F, and F is already a full cone. The extension procedure for the construction of P from the general case is therefore superfluous.
(d) An H-cone P, as introduced in abstract potential theory (for details cf. [4] ) is an ordered cone of positive elements. The cancellation law holds as well as the Riesz decomposition property; i.e. for all a, b, c ∈ P such that a ≤ b + c there are b , c ∈ P such that a = b + c and b ≤ b, c ≤ c. Furthermore, in an H-cone P, for every dominated and directed upward family F ⊂ P there exists the supremum F, and a + F = (a + F ) holds for all a ∈ P. Likewise, for every non-empty family F ⊂ P the infimum F exists, and a + F = (a + F ) holds for all a ∈ P. A weak unit is an element v ∈ P such that a = n∈N (a ∧ nv) for all a ∈ P. For our purposes, we request that weak units do exist in P. (This is, for example, guaranteed for a standard H-cone P as defined in [4] ). Let the abstract neighborhood system V ⊂ P consist of all such weak units. As shown in [4] , 4.1, the set V is directed downward and closed for addition and multiplication by positive scalars, thus fulfils the requirements for an abstract neighborhood system. As all the elements of P are positive, they are obviously bounded below.
Minimal linear functionals on a locally convex cone
In the following, let P be a full locally convex cone with the abstract neighborhood system V ⊂ P. Let R be a subcone of P that also contains V ; i.e. R itself is a full locally convex cone. We shall use this subcone to define an order relation R for linear functionals µ and ν in the dual cone P * of P as follows:
Using concepts from classical Choquet theory (cf. [1] and [8] ), we shall investigate minimal elements with respect to this order on P * . Two linear functionals µ and ν in P * are called R-equivalent if they coincide on the subcone R. We shall write
Proof. First we note that for every ν ∈ P * , the set Z ν = {ρ ∈ P * | ρ R ν} is w(P * , P )-compact: Indeed, Z ν is contained in the compact polar of a neighborhood recall that ν(v) ≤ 1 for some v ∈ V ⊂ R, and that ρ R ν implies ρ(v) ≤ ν(v) , and Z ν is closed in this polar as Z ν = r∈R {ρ ∈ P * | ρ(r) ≤ ν(r)}. Thus, given a chain T in Z µ0 , the intersection of all Z ν , ν ∈ T, cannot be empty, hence contains a lower bound for T in Z µ0 . By Zorn's Lemma there is a minimal element µ in Z µ0 .
As in Choquet theory we use envelopes to characterize R-minimal linear functionals: Definition 2.2. For a ∈ P and µ ∈ P * , seť
We observe the following properties:
Proof. For part (a) we recall that µ(v) ≤ 1 holds for some v ∈ V ⊂ R and 0 ≤ a + ρv for some ρ > 0, as all elements of the locally convex cone P are required to be bounded below. Consequently,μ(a) ≥ −µ(ρv) ≥ −ρ > −∞. Furthermore, 0 ≤ a + r for some r ∈ R implies that 0 ≤ µ(a) + µ(r), whence −µ(r) ≤ µ(a). Thuš µ(a) ≤ µ(a), indeed. As µ is monotone, µ(a) ≤μ(a) is obvious. Part (b) of the lemma follows straight from Definition 2.2.
Lemma 2.4. Let a ∈ P and µ ∈ P * .
(a) There is ν ∈ P * such that ν R µ and ν(a) =μ(a). (b) There is ν ∈ P * such that ν R µ and ν(a) =μ(a).
Proof. Let µ ∈ P * and a ∈ P. For part (a) of the lemma set
First we have to verify that p(b) > −∞ for all b ∈ P : There is a neighborhood v ∈ V such that µ(v) ≤ 1, and for b ∈ P there is ρ > 0 such that 0 ≤ b + ρv. Now let r ∈ R and λ ≥ 0 such that b ≤ r + λa. The combination of both inequalities for b yields that 0 ≤ r + λa + ρv = λa + (r + ρv). As r + ρv ∈ R, the latter shows by the definition of the envelope that
It is straightforward to check that p is sublinear and monotone on P. As obviously p(r) ≤ µ(r) holds for all r ∈ R, we have p(v) ≤ µ(v) ≤ 1 for the neighborhood v from above, and p is seen to be u-continuous (cf. [7] , II.2.5). Now we are ready to apply the Sandwich Theorem II.2.8 from [7] for p (and the superlinear functional
We check very easily that this functional ν fulfils the statement of our lemma:
We
for the fixed element a ∈ P. But on the other hand, ν R µ implies by Lemma 2.3(b) thatμ(a) ≤ ν(a) holds as well, thus completing our proof of part (a).
For part (b) of the lemma we set 
Proof. In order to show that (a) implies (b), let µ ∈ P * be R-minimal, and let a ∈ P. By part (a) of the preceding lemma there is ν R µ, i.e. ν ∼ R µ by the minimality of µ, such that ν(a) =μ(a). On the other hand, if ν ∼ R µ, i.e. ν R µ, thenμ(a) ≤ ν(a) by Lemma 2.3(b) . Similarly, by part (b) of the lemma there is ν ∼ R µ such that ν(a) =μ(a). As ν(a) ≤ν(a) =μ(a) holds for any ν ∼ R µ, the second equality in (b) is also verified.
Obviously (b) implies (c), because, ν ∼ R µ means that ν(r) = µ(r) holds for all r ∈ R.
Finally, if (c) holds for µ and ν R µ for some ν ∈ P * , then for all r ∈ R we conclude using Lemma 2.3(b) that µ(r) =μ(r) ≤ ν(r), whence µ R ν as well, and µ is seen to be R-minimal, indeed.
Integrals
We shall use the previously developed concepts in order to define integral type linear functionals on a full locally convex cone P. First let us recall that an element b of a locally convex cone P is called bounded (above) (cf. [7] , I.2.3) if for every abstract neighborhood v ∈ V there is ρ > 0 such that b ≤ ρv. For bounded elements it may be shown that a modified version of the cancellation law holds ( [7] , Lemma I.4.3): For a, c ∈ P and a bounded element b ∈ P, a + b ≤ c + b implies that a ≤ c + v for all v ∈ V. We denote by B the subcone of bounded elements of P. Continuous linear functionals assume only finite values on B.
A locally convex cone P does not need to be separated in the (upper resp. lower) topologies induced by the respective neighborhoods. But P may be projected onto a separated locally convex cone P that reflects all the essential properties of P. Moreover, P may be extended to contain −B, the negatives of the bounded elements of P. For details of this procedure we refer to [7] , I.3 and I.4. Moreover, the duals of P and P −B may be identified ( [7] , Proposition II.2.2).
To establish our theory we select two subcones L and U of P. L is supposed to be a full cone, whereas all elements of U are supposed to be bounded. We require that the following two conditions hold:
We shall give suitable choices for the subcones L and U in our Examples 1.1(a) to (d) at the end of this section.
We are now ready to apply the concept of of R-minimal functionals as developed in Section 1. However, we shall use the full locally convex cone P −B instead of P and the full subcone R = L−U to define the order relation R on P −B * which by the above remark may be identified with P * . For linear functionals µ, ν ∈ P * now we have
We shall call integrals on P the minimal functionals in this order and refer to (P, L, U ) as an integration cone.
The envelopes as defined in 2.2 may now be expressed as follows:
Lemma 3.1. For a ∈ P and µ ∈ P * we havě
Proof. Forμ(a) we argue as follows: Let ε > 0 and let
On the other hand,
Because the latter inequality holds for all v ∈ V and because V is directed downward, we have eveň
As ε > 0 was arbitrary, this verifies our claim forμ(a).
Similarly, in order to establish the expression forμ(a), we observe immediately from Definition 2.
hence the reverse inequality holds as well.
Theorem 3.2. The linear functional µ ∈ P * is an integral if and only ifμ(l)
Proof. The necessity of this condition for an integral µ is clear from Theorem 2.5. Suppose on the other hand that the condition holds for µ ∈ P * and let
, Thus, µ R ν holds as well, and µ is seen to be R-minimal.
The following is a straightforward transcription of Theorem 2.1. Recall that every continuous linear functional on a subcone of a locally convex cone may be extended to the whole cone. Moreover, if the functional is contained in the polar of a certain neighborhood relative to this subcone, its extension may be found in the polar of the same neighborhood relative to the whole cone (cf. [7] , Theorem II.2.9).
Theorem 3.3. For every continuous linear functional
We proceed to define integrability with respect to an integral on P.
Definition 3.4. Let (P, L, U ) be an integration cone and let µ be an integral on P. The element a ∈ P is said to be µ-
Note that for a given integral µ on P the µ-integrable elements form a subcone of P that contains L + U. 
as well as
As b 2 is bounded, we know that µ(
. This holds for every ε > 0 and shows that µ(a) = ν(a), indeed.
Theorem 3.6. Let µ be an integral on P. The element a ∈ P is µ-integrable if and only if
Proof. If a ∈ P is µ-integrable, then the statement follows directly from Theorem 2.5 and Lemma 3.1. If on the other hand the above equality holds for a and if ν ∼ R µ, then we conclude that
We shall say that two integrals µ and ν on P are equivalent and denote µ ≡ ν, if they generate the same integrable elements in P and coincide on them. Theorem 3.6 shows that any two integrals that coincide on U or on L are already equivalent.
for all l ∈ L, u ∈ U and every integral µ on P.
Proof. Let µ be an integral on P. For every l ∈ L we have by 3.6 that
Similarly, for u ∈ U we see again by 3.6 that
But for any l ∈ L such that u ≤ l, by 3.6 there is an element c ∈ C such that u ≤ c ≤ l. This shows that the reverse inequality holds as well. Proof. By the Extension Theorem II.2.9 from [7] for continuous linear functionals and our Theorem 3.3 there is an integral extension µ of µ 0 . The preceding lemma shows that the values of µ on L and on U are already determined by µ 0 . Thus any two integral extensions of µ 0 are seen to be equivalent. Definition 3.10. The integration cone (P, L, U ) is said to be almost full, if for every v ∈ V there is v ∈ V such that for all u ∈ U, a ∈ P satisfying u ≤ a + v there is u ∈ U such that u ≤ a and u ≤ u + v.
Note that the condition in Definition 3.10 is obviously fulfilled if U contains −V. (Choose v = v and u = u − v.) For almost full integration cones, the statements of Theorems 3.6 and 3.8 may be simplified using plain infima. The first part of our next claim will be immediate from the above definition. The second part follows from the first part if one repeats the argument of Theorem 3.8.
holds for every integral µ on P and every µ-integrable element a ∈ P. If (P, L, U ) is almost full and simplicial, then
holds for all l ∈ L, u ∈ U and every integral µ on P.
Next we shall review our Examples 1.1 (a) to (d) and introduce suitable choices for the subcones L and U. We shall start with some observations that allow to simplify our conditions for integration cones in special cases. 1.1(a) we choose the subcone of all lower semicontinuous concave functions on X for L and the bounded upper semicontinuous convex functions for U. Then V ⊂ L as required, and because −U ⊂ L, following Remark 3.12(a), we only have to verify condition (U ): Let 0 ≤ f + l for f ∈ P and l ∈ L. Let κ ∈ R be a lower bound for the function f and set u = sup{−l, κ}. Then u is bounded, upper semicontiuous and convex, hence contained in U. Furthermore, we have u ≤ f and 0 ≤ u + l. Condition (U ) therefore holds with any choice of a neighborhood v ∈ V.
Likewise, the integration cone (P, L, U ) is seen to be almost full since the condition in 3.10 holds with v = v ∈ V : If u ≤ f + v, i.e. u − v ≤ f for f ∈ P and u ∈ U, choose u = sup{u − v, κ}, where κ ∈ R denotes a lower bound for f. Then u ∈ U and both u ≤ f and u ≤ u + v.
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As the elements of the dual cone P * of P, when restricted to C(X) are positive Radon measures on X, our integrals on P are just the usual maximal representation measures from classical Choquet theory. It follows directly from Lemma 3.5 that the µ-integrable elements of P include all continuouus functions on X. (b) In Example 1.2(b) we choose L = P and for U the subcone of P of all singleton subsets of the locally convex space E. We shall check condition (U ) from 3.12(c): Let A, B ∈ P and U = {u} ∈ U such that U ≤ A⊕B, i.e. u ∈ A + B. Then for V ∈ V there are a ∈ A, b ∈ B and v ∈ V such that u = a + b + v. We choose u = a + v/2 and u = b+v/2. Then u ∈ A+V, i.e. U = {u } ≤ A⊕V, u ∈ B+V, i.e. U = {u } ≤ B ⊕ V and u = u + u , i.e. U = U ⊕ U , indeed.
As U ⊂ L, the integration cone (P, L, U ) is even simplicial, and also fulfils the criterion in Definition 3.10 for a full cone if we choose V = (1/2)V : Let U = {u} ≤ A ⊕ V ⊂ A + V. Then u = a + v for some a ∈ A and v ∈ V. Set U = {a}. Then U ≤ A and U ≤ U + V, as required.
Following Theorem 3.9 every integral µ on P is already determined by its values on the subcone C = U of singleton sets in P, i.e. by a continuous linear functional µ 0 in the usual dual E of the locally convex vector space E. Using the result of Theorem 3.11 we infer that µ(A) = sup{ µ 0 (a) | a ∈ A } for every A ∈ P. This describes a one-to-one correspondence between E and the integrals on P.
(c) In Example 1.2(c) we choose for L the subcone of P of all elements l ⊕ v, where l is a lower semicontinuous function in F and v ∈ V ∪ {0} , and for U the cone of all elements u ⊕{0}, where u is a real-valued upper semicontinuous function in F with compact support. Note that those functions u are bounded above. Then L is a full cone as required, and −U ⊂ L. Following Remark 3.12(a), condition (L) needs not to be verified, whereas condition (U ) may be easily checked: It is also immediate that the integration cone (P, L, U ) is simplicial, as U ∩ L consists of the elements c ⊕ {0} ∈ P, where c is a continuous function on X with compact support, and the condition in Definition 3.7 states a well-known fact about semicontinuous functions on a locally compact Hausdorff space. Likewise, (P, L, U ) is seen to be almost full.
Every continuous linear functional µ on F may be extended to P if we set µ(0 ⊕ v) = sup{µ(h) | h ∈ v} for every v ∈ V ∪ {0} . Considering this and the result from Theorem 3.11, our criterion in Theorem 3.6 for integrability of a function in F will read as follows: A function f ∈ F is µ-integrable if and only if
where L 0 ⊂ F denotes the subcone of R-valued lower semicontinuous functions, U 0 ⊂ F the real-valued upper semicontinuous functions with compact support. Following Theorem 3.11, for functions in u ∈ U 0 and l ∈ L 0 the integral is in turn determined by
where C 0 = L 0 ∩ U 0 denotes the continuous functions with compact support on X. The integrals of our theory, restricted to the subcone F of P, therefore are the positive Radon measures on the locally compact space X, and our notion of integrability coincides with the usual one (cf. [5] , IV.4, Théorème 3), except for the fact that we allow our integrals to take the value +∞. Theorem 3.9 states that every continuous (positive) linear functional on the subspace C 0 of continuous functions with compact support permits a unique extension to a positive Radon measure on X, which is the result of the Riesz Representation Theorem. Again we remark that this example simplifies considerably if we consider only compact spaces X. (e) Let P = { f ∈ C([0, 1]) | f (0) ≥ 0 } be endowed with the pointwise algebraic operations and order, and let V ⊂ P consist of the positive constants. Let the full subcone L consist of all functions l in P such that l is concave and (right-hand) differentiable in 0. Set U = −L ∩ P, i.e. the functions in U are convex, vanish and are differentiable in 0. We shall check condition (U ) from 3.12(a): Let a ∈ P, l ∈ L such that 0 ≤ a + l, and let v ∈ V, i.e. v = ε > 0. As a is continuous in 0, and a(0) ≥ 0, there is δ > 0 such that a(x) ≥ −ε for all x ∈ [0, δ]. Let M < 0 be a lower bound for the function a on [0, 1], and set u (x) = max{ (M/δ)x, −l(x) }. Clearly u ∈ U, and u (x) ≤ a(x) + ε, 0 ≤ u (x) + l(x) for all x ∈ [0, 1], as required. Thus, (P, L, U ) is an integration cone. It is seen to be simplicial, but it is not almost full: For the function a(x) = − √ x in P, for example, there is no u ∈ U such that u ≤ a. The integrals on P are just the positive multiples of the point evaluation in 1, and every function in P is seen to be integrable.
(f) This example will model complex Choquet theory as presented in [8] : Let X be a compact space, and let M be a subspace of C C (X), the space of complexvalued continuous functions on X. By Γ let us denote the unit circle in C. Let P = C(X × Γ) be the space of all real-valued continuous functions on X × Γ with the pointwise operations and order and the positive constants as the neighborhood system V ⊂ P. A function ρ ∈ P is said to be M-superharmonic if, firstly, its positively homogeneous extension on X × C (that is ρ(x, λγ) = λρ(x, γ) for λ ≥ 0) for every fixed x ∈ X is sublinear as a functional on C and, secondly, if for all x ∈ X and every complex measure µ = χ|µ| of norm at most 1 on X such that µ(x) = m(x) for all m ∈ M, we have |µ|(ρ γχ ) ≤ ρ(x, γ) for every γ ∈ Γ, where ρ γχ (x) = ρ(x, γχ(x)). For our theory of integration cones we choose for L and −U the subcone of all such M-superharmonic functions in P. Following Remark 3.12(b), conditions (U) and (L) need not to be checked in this case, and the integration cone (P, L, U ) is almost full. Let us try to understand the integrals on P : C C (X) may be embedded into C(X × Γ), if we setf (x, γ) = γf (x) for a function f ∈ C C (X). Thus, the integrals µ on P of our theory, when restricted to C C (X), define a real-linear functional µ 0 that may be complexified in the usual way, setting µ C (f ) = µ 0 (f) − i µ 0 (if ). In this way, µ induces a complex Borel measure µ C = χ |µ C | on X. It may be checked using Theorem 3.11 that for every l ∈ L we have
. It will follow from this and our upcoming results that the measure µ C is supported in the sense of Choquet theory by the Choquet boundary of the subspace M.
Convergence theorems
In order to prepare a Lebesgue type convergence theorem for integrable elements in an integration cone (P, L, U ) we need to introduce a subset of special integrals that correspond to the point evaluations in classical integration theory. We shall use the notations of the previous sections, in particular the symbol ≡ to denote equivalence of integrals (cf. the remark following Theorem 3.6). Note that for integrals δ, µ 1 and µ 2 the condition that δ(u) ≤ (µ 1 + µ 2 )(u) holds for all u ∈ U implies already that
holds for all δ-integrable elements a ∈ P. If δ(v) = 0 for an integral δ on P and v ∈ V, then δ(u) = 0 holds for all u ∈ U, as the elements of U are supposed to be bounded. Consequently δ ≡ 0, and δ ∈ ∆v for all v ∈ V. For 0 ≡ δ ∈ ∆v, the constants λ 1 and λ 2 in Definition 4.1 are obviously given by λ 1 = µ 1 (v)/δ(v) and
Before we state our main theorem, let us identify the subsets ∆v of integrals on P in our preceding examples: (c) In 3.13(c), for a given neighborhood v ∈ V, the elements of ∆v are positive multiples of the evaluations in those points of X, where the functions in v are uniformly bounded above, i.e. those points x ∈ X such that f (x) ≤ M x for all f ∈ v and some M x < +∞.
(d) We shall see in the following section that in 3.13(d) the integral boundary consists of certain infimum homomorphisms on P.
(e) In 3.13(e) the positive multiples of the point evaluation in 1 are the only elements of ∆v.
(f) It is easy to observe that in 3.13(f) the subcone C = U ∩ L consists only of functions in C C (X), more precisely: the elements of the closure of the subspace M. The definition of M-superharmonic functions that form the subcones −U = L yields that ∆v consists of the positive multiples of the extreme points of the polar of v in the dual of M, hence corresponds to the usual Choquet boundary of M.
We are ready to prove our main convergence result. For a neighborhood v ∈ V we shall say that a subset A of P is uniformly v-dominated if there is ρ ≥ 0 such that a ≤ ρv for all a ∈ A.
Theorem 4.3. Let µ be an integral on the integration cone (P, L, U ). For a neigh-
Proof. Our argument is modelled after the classical Bishop-De Leeuw theorem (cf.
[1], I.4.10 or [8] , 2.5): Let v ∈ V and a n ∈ P be as in the statement, and let µ be an integral on P. If µ(v) = +∞, there is nothing to prove. If µ(v) = 0, then µ(a n ) = 0 for all n ∈ N as well because all the elements a n were supposed to be bounded by a multiple of v. Obviously our statement holds in this case. Otherwise, we may assume that µ(v) = 1.
we denote the polar of v in the dual U * of the locally convex cone U. K is known to be convex and compact in the topology w(U * , U) ( [7] , II.2.4). As the elements a n ∈ Q are supposed to be µ-integrable, by Theorem 3.6 there is a sequence (u n ) n∈N in U such that u n ≤ a n + (1/n)v and µ(u n ) ≥ µ(a n ) − 1/n. Next we define a mapping Φ :
Because Φ is continuous and affine, its range Y = Φ(K) is a compact convex subset of the metrizable space R N . Now consider the sup-stable point-separating cone of continuous functions on Y, generated by the constants and the canonical projections p n : R N → R. By ∆Y we denote its classical Choquet boundary in Y. Our aim is to show that for every point y ∈ ∆Y, the set Z = Φ −1 (y) contains the restriction on U of an element δ ∈ ∆v. We argue as follows:
Clearly Z is a closed convex subset of K and a face, as the elements of ∆Y are also extreme points of Y. We consider the collection F of all non-empty compact convex faces F in Z with the property that for ν ∈ F and ν ∈ K, ν(u) ≤ ν (u) for all u ∈ U implies that ν ∈ F. As y ∈ ∆Y, we observe that Z itself fulfils this condition, hence F = ∅ : If for ν ∈ Z, and ν ∈ K, ν(u) ≤ ν (u) holds for all u ∈ U, then p n Φ(ν ) = ν (u n ) ≥ ν(u n ) = p n Φ(ν) = p n (y) for all n ∈ N. Thus ν ∈ Φ −1 (y) = Z by the maximality of y. Furthermore, F is ordered inductively by inclusion and, following Zorn's Lemma, contains a minimal element F 0 . Now we shall demonstrate that F 0 is in fact a singleton set: For an element
It is straightforward to check that G 0 ∈ F, hence G 0 = F 0 by the minimality of F 0 , which shows that F 0 is a singleton set, indeed. As F 0 is also a face in Z, hence in K, its only element δ 0 is seen to be even an extreme point of K.
Next we use Theorem 3.3 to find an integral δ ∈ v
But the latter shows that the restriction of the integral δ to U is also contained in F 0 , hence equals δ 0 , and δ is in fact an extension of δ 0 . We shall proceed to demonstrate that δ is even contained in ∆v : As δ ∈ v • P , we know that δ(v) ≤ 1 < +∞. If δ(v) = 0, then δ ≡ 0 ∈ ∆v (cf. the remark following Definition 4.1). Otherwise, let µ 1 , µ 2 be integrals such that
as the elements of U were supposed to be bounded. Then δ(u) ≤ µ 2 (u), hence even δ(u) = µ 2 (u) holds for all u ∈ U, as {δ 0 } = F 0 . The condition in 4.1 is satisfied in this case. A similar argument applies if λ 2 = 0. Otherwise, denote by δ 1 , resp. δ 2 , the restriction of (1/λ 1 )µ 1 , resp. (1/λ 2 )µ 2 to U. Then λ 1 δ 1 + λ 2 δ 2 ∈ F 0 by the defining property for the sets in F, thus λ 1 δ 1 + λ 2 δ 2 = δ 0 , and δ 0 = δ 1 = δ 2 by the above. This verifies that the integrals δ, µ 1 and µ 2 are equivalent, as they coincide on U.
Summarizing, for every y ∈ ∆Y we have, with the integral δ ∈ ∆v from above and its restriction δ 0 ∈ Φ −1 (y), for all projections p n on R N that
holds for all y ∈ ∆Y. Finally, as the restriction µ 0 of µ to the subcone U is contained in K, by Choquet's theorem for metrizable spaces (cf. [1] , Theorem I.5.19) there is a probability measure ψ on Y representing the point Φ(µ 0 ) for all projections p n and supported ∆Y. The sequence (p n ) n∈N is upper bounded on Y, since (a n ) n∈N is upper bounded on K. Using Fatou's Lemma for the measure ψ we conclude that lim sup n∈N µ(a n ) = lim sup
Reviewing our examples we realize that for 3.13(a) and (f) Theorem 4.3 provides the known characterization of maximal (boundary) measures from Choquet theory. It allows detailed information about sets (Baire sets that contain the Choquet boundary) which support those measures (cf. [1] , Corollary I.4.12 and [8] , Proposition 4.5). In Example 3.13(b), Theorem 4.3 may be easily illustrated geometrically in simple cases (for example if E = R 2 ), whereas in 3.13(c) our result leads to the usual convergence theorems of measure theory.
For a second convergence result for integrals we consider integration cones (P, L, U ), where the subcone L contains suprema of dominated directed upward families of its elements, compatible with the algebraic operations; more precisely: we require that for every directed upward family F ⊂ L that is dominated by an element of L there exists the supremum F in L, and
holds for all l ∈ L. Using the terminology from [4] , we shall say that an element a ∈ P is universally continuous, if for every dominated directed upward family
Using these notations we are ready to formulate our second convergence theorem: 
holds for every integral µ on P such that a is µ-integrable.
Proof. Let F, a and µ be as in the theorem.
And as the element u ∈ U was supposed to be universally continuous, there is some
For our Examples 3.13 we observe that the assumptions of Theorem 4.4 hold for 3.13(a) to (d): This is clear for Example 3.13(a), as the pointwise supremum of a directed upward family of lower semicontinuous concave functions on X is again lower semicontinuous and concave. This supremum is compatible with the algebraic operations. Also, because the functions in U are upper semicontinuous, it follows from Dini's theorem that they are universally continuous in the sense of our definition.
In 3.13(b) for a directed upward family F ⊂ L = P we have F = A∈F A, and
holds for any B ∈ P. Also, the elements of U, i.e. the singleton sets in P are universally continuous, as U = {u} ≤ F means u ∈ A∈F A + V for every V ∈ V, hence u ∈ A + V for some A ∈ F.
In 3.13(c), for such a family F of objects l ⊕ v in L the supremum F is given by l 0 ⊕ v 0 , where l 0 is the pointwise supremum of the functions l and v 0 the union of the neighborhoods v. The functions in u ∈ U 0 are upper semicontinuous and have compact support. It follows from Dini's theorem that the elements u ⊕ {0} ∈ U are universally continuous in the sense of our definition.
In Example 3.13(d) the assumptions of Theorem 4.4 follow straight from the definition of an H-cone and by our choice of the subcone U.
The statement of Theorem 4.4 is readily understood in all these examples. It is well-known (cf. [5] , 4.4, Corollary 1) for integration theory on locally compact Hausdorff spaces (our Example 3.13(c)).
Directed cones
It is immediate from our definition that any positive multiple of an integral is again an integral. Our Example 3.13(b), however, shows that this needs not to be the case for the sum of two integrals, i.e. the set of integrals does not necessarily form a subcone of P * . This phenomenon will be remedied if we impose additional conditions on the subcones U and L. We shall use the notations of the previous sections.
Definition 5.1. Let (P, L, U ) be an integration cone. The subcone U is said to be up-directed if:
For all l ∈ L, u 1 , u 2 ∈ U such that u i ≤ l, for i = 1, 2, and for every v ∈ V there is u ∈ U such that u i ≤ u + v and u ≤ l + v, for i = 1, 2.
Likewise, the subcone L is said to be down-directed if:
Note that the slight asymmetry in the above conditions for U and for L results from the fact that L other than U is required to be a full cone. The condition for U is automatically guaranteed, if in P, for elements u 1 , u 2 ∈ U, there exists the supremum u = u 1 ∨ u 2 ∈ U. Likewise, if in P for l 1 , l 2 ∈ L, there exists the infimum l 1 ∧ l 2 ∈ L, then the above condition for L holds.
Theorem 5.2. Let (P, L, U ) be an integration cone. If U is up-directed and if L is down-directed, then the integrals on P form a subcone of
Proof. As the set of integrals in P * is closed for multiplication by positive scalars, we only have to show that for integrals µ and ν, the functional (µ + ν) is again an integral. We shall use the criterion of Theorem 3.2:
For l ∈ L, let λ 1 < µ(l), λ 2 < ν(l, ) and for ε > 0 let v ∈ V such that (µ + ν)(v) ≤ ε. As µ and ν are integrals, there are u i ∈ U, i = 1, 2, such that
∨ (l), as ε > 0 in the above inequality is arbitrary and the neighborhood system V is directed downward (in the usual sense). The reverse inequality is obvious, and we infer that (µ + ν)(l) = (µ + ν) ∨ (l) holds.
Similarly, for u ∈ U and ε > 0, choose
holds for all such l 1 , l 2 ∈ L and ε > 0, demonstrating that
The reverse inequality is again obvious, and by Theorem 3.2 (µ + ν) is seen to be an integral.
In order to characterize the elements of the integral boundary from Definition 4.1 as directional functionals we need to further strengthen the assumptions of directedness on the subcones U and L. Definition 5.3. Let (P, L, U ) be an integration cone. The subcone U is said to be compatibly up-directed if:
For all a ∈ P, l ∈ L, u 1 , u 2 ∈ U such that u i + a ≤ l, for i = 1, 2, and for every v ∈ V there is u ∈ U such that u i ≤ u + v, for i = 1, 2, and u
Likewise, the subcone L is said to be compatibly down-directed if: For all a ∈ P, l 1 , l 2 ∈ L, u ∈ U such that u ≤ l i + a, for i = 1, 2, and for every v ∈ V there is l ∈ L such that l ≤ l i + v, for i = 1, 2, and u ≤ l + a.
Note that the above conditions for U resp. L are automatically guaranteed, if in P, for elements u 1 , u 2 ∈ U resp. l 1 , l 2 ∈ L, there exists the supremum u = u 1 ∨ u 2 ∈ U resp. the infimum l 1 ∧ l 2 ∈ L and if those are compatible with the algebraic operations in P.
Lemma 5.4.
If U is compatibly up-directed, then for every integral µ on P and elements u 1 , u 2 ∈ U there are integrals µ 1 , µ 2 on P such that µ(a) = µ 1 + µ 2 (a) for all µ-integrable elements a ∈ P and
Similarly, if L is compatibly down-directed, then for every integral µ on P and elements l 1 , l 2 ∈ L there are integrals µ 1 , µ 2 on P such that µ(a) = µ 1 +µ 2 (a) for all µ-integrable elements a ∈ P and
Proof. Because both statements and their proofs are similar, we shall prove only the second one: Let µ be an integral on P and let l 1 , l 2 ∈ L. We denote by I the subcone of P of all µ-integrable elements and consider the locally convex cone Q = I × I with the usual operations and order of a Cartesian product and the neighborhood system V × V. On the subcone
First we observe that Φ(l 1 , l 2 ) > −∞, as for v ∈ V such that µ(v) ≤ 1 there is ρ > 0 such that 0 ≤ l i + ρv, i = 1, 2. For every v ∈ V, by 5.3 (with a = ρv and u = 0) there is l ∈ L such that l ≤ l i + v /2 and 0 ≤ l + ρv, whence µ(l) ≥ −ρ. Furthermore, because µ is an integral, we know that µ(l) =μ(l), and there is u ∈ U such that u ≤ l + v /2, i.e. u ≤ l i + v and µ(u) ≥ −ρ − 1. As v ∈ V was arbitrary, this yields Φ(
holds for all a ∈ I. We obtain the converse inequality as follows: Let ε > 0 and
Consequently, because the last inequality holds for all such neighborhoods v ∈ V, taking the infimum over all v ∈ V on both sides, we obtain
as ε > 0 was arbitrary. As obviously Φ(λc 1 , λc 2 ) = λΦ(c 1 , c 2 ) holds for all (c 1 , c 2 ) ∈ Q 0 and λ ≥ 0, we infer that Φ is in fact a linear functional on Q 0 . It is also monotone and continuous, as Φ(v, v) = µ(v) ≤ 1 for some neighborhood v ∈ V. By the Extension Theorem II.2.9 from [7] Φ can be extended into a continuous linear functional on all of Q, which we shall also denote by Φ. Now we define linear functionals ν i , i = 1, 2, on I by ν 1 (a) = Φ(a, 0) and ν 2 (a) = Φ(0, a). Then ν 1 (a) + ν 2 (a) = Φ(a, a) = µ(a) holds for all a ∈ I. The functionals ν 1 and ν 2 are seen to be continuous and may be extended to all of P. By Theorem 3.3 there are integrals µ 1 , µ 2 on P such that
and
for all l ∈ L, u ∈ U and i = 1, 2. Consequently we have
for all l ∈ L and u ∈ U. Because µ is an integral, the latter inequalities imply that even
i.e. µ(a) = (µ 1 + µ 2 )(a), holds for all a ∈ I. Furthermore, we obtain
On the other hand we realize that
Together with the above, this yields µ 1 (l 1 ) + µ 2 (l 2 ) = Φ(l 1 , l 2 ) and completes our proof. Obviously, if u 1 ∨ u 2 ∈ U for u 1 , u 2 ∈ U, then we have µ(u 1 ) ∨ µ(u 2 ) = µ(u 1 ∨u 2 ) for an integral µ that is up-directional on U.
Likewise, µ(l 1 ) ∧ µ(l 2 ) = µ(l 1 ∧ l 2 ) holds, if µ is down-directional on L and if
Theorem 5.6. Let (P, L, U ) be an integration cone, and let v ∈ V. If U is compatibly up-directed, then every δ ∈ ∆v is up-directional on U. Similarly, if L is compatibly down-directed, then every δ ∈ ∆v is down-directional on L.
Proof. We shall give the proof for the second statement: Let δ ∈ ∆v and suppose that L is compatibly down-directed. For δ ≡ 0 there is nothing to prove. Otherwise, for l 1 , l 2 ∈ L, let the integrals µ 1 for every element a ∈ P that is µ i -integrable for i = 1, 2. For every u ∈ U, finally, this yields δ(u) = (µ 1 + µ 2 )(u) ≥ λ 1 δ(u) + λ 2 δ(u) = δ(u), whence µ i (u) = λ i δ(u), as u is bounded and δ(u) is finite. But integrals that coincide on the subcone U were seen to be equivalent. We have µ i ≡ λ i δ for i = 1, 2, as claimed. For all l 0 , l 1 , l 2 ∈ L such that 0 ≤ l 0 + l i , for i + 1, 2, and for every v ∈ V there is l ∈ L such that l ≤ l i + v, for i = 1, 2, and 0 ≤ l + l 0 .
Likewise, both conditions in 5.3 coincide in this case and read: For all a ∈ P, l 0 , l 1 , l 2 ∈ L such that a ≤ l 0 + l i , for i + 1, 2, and for every v ∈ V there is l ∈ L such that l ≤ l i + v, for i = 1, 2, and a ≤ l + l 0 . Examples 5.9. Reviewing our Examples 3.13, we see that in all our integration cones (P, L, U ), with the exception of Example 3.13(b), the subcones L contain the infima of any two of their elements: They are the pointwise infima of the involved functions in the Examples 3.13(a), (c), (e) and (f), whereas in 3.13(b) the infimum of two elements (closed convex sets) of P exists only if their intersection is not empty. In 3.13(d) the infimum of two elements exists by the definition of an H-cone. The infima in Examples 3.13(a), (c), (e) and (f) are also compatible with the algebraic operations, whence the respective subcones L are compatibly down-directed in the sense of Definition 5.3.
Similarly, again with the exception of 3.13(b), the subcones U in our examples contain suprema of any two of their elements, thus are up-directed. With the further exception of H-cones (3.13(d)), those suprema are compatible with the algebraic operations, whence the respective subcones U are compatibly up-directed.
In the above cases Theorem 5.6 provides known characterizations for the extreme points of a compact convex set in Example 3.13(a), the point evaluations on a locally compact Hausdorff space in 3.13(c) and the Choquet boundary of a subspace of C C (X) in 3.13(f).
