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ABSTRACT
In this dissertation we study the electronic structure of van der Waals systems. A van
der Waals systems is a heterostructure in which the different constituents are held
together by van der Waals forces. We study two different types of van der Waals
systems: van der Waals systems formed by graphene and a monolayer of NbSe2, van der
Waals systems obtained by placing graphene nanoribbons on a two-dimensional crystal.
For the first type of systems we build a continuous low-energy effective model that takes
into account the presence of a twist angle between graphene and NbSe2, and of
spin-orbit coupling and superconducting pairing in NbSe2. We then obtain how the
superconducting pairing induced by proximity into the graphene layer depends on the
twist angle. For the second type of systems we obtain using ab-initio methods the
electronic structure of graphene nanoribbons placed on hexagonal boron nitride, and of
graphene nanoribbons placed on monolayers of transition metal dichalcogenide. For both
cases we show how the electronic structure depends on the stacking configuration.
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ELECTRONIC PROPERTIES OF TWO-DIMENSIONAL VAN DER WAALS
SYSTEMS
CHAPTER 1
Introduction
1.1 Two-Dimensional and van der Waals Heterostruc-
tures
Rapid advances in the fabrication of very thin layers down to monolayer thick have
allowed the study of new phenomena and opened several new technological opportuni-
ties. They also provide the ability to combine layers of different materials with different
properties to form heterostructures with unique features.
Graphene is an atom thick layer of carbon atoms in a hexagonal arrangement with
unique properties [1]. In graphene, the electrons behave as massless Dirac fermions, a
fact that makes graphene an ideal platform to study analogies between relativistic quan-
tum effects and solid state phenomena. The carriers mobility and thermal conductiv-
ity in graphene are very high reaching up to 2 × 105cm2V−1s−1 [2] and (5.30± 0.48) ×
103W/mK [3], respectively. Following the discovery of graphene, there has also been a lot
of activity in isolating and studying other two-dimensional materials such as transition
metal dichalcogenides (TMD). Monolayer TMDs can exhibit semiconducting or metallic
2
3electronic properties depending on the species of transition metal atom. Some of the main
interesting features of these systems arise from the presence of large spin orbit coupling
(SOC) and broken inversion symmetry. The monolayer of semiconducting TMDs such as
MoS2 or MoSe2 has a direct band gap between 1 eV and 2 eV making these materials
good for solar cell technology applications. Metallic TMDs, such as NbSe2, can exhibits
superconductivity at low temperatures. Due to SOC, the superconductivity pairing is very
robust against the presence of in-plane magnetic fields.
There is a lot of theoretical work suggesting the existence of topological phases such
as the Quantum Spin Hall Effect [4] in graphene. This phase can be realized when a band
gap with band inversion, generated for example by the presence of SOC. However, SOC is
naturally very weak in pristine graphene with a magnitude on the order of 50µeV [5]. We
can enhance the SOC interaction with the proximity effect by realizing heterostructures
composed by graphene and monolayer transition metal dichalcogenides (TMD) [6]. At low
temperature, graphene also does not exhibit superconductivity. Hence, it is interesting to
see if we can introduce the superconductivity pairing together with SOC interaction in
graphene via the proximity effect in graphene-NbSe2 heterostructures.
By exchanging two indistinguishable fermions or bosons, the total wavefunction ac-
quires additional phase pi or 2pi, respectively. In 2D, it is possible to have particle, anyons,
for which the exchange of two particles results in a phase factor eiθ for the total wave-
function with θ different from pi and 2pi. One example of anyons are Majorana fermions
which are particles that are their own antiparticles. Kitaev [7] showed the emergence
of Majorana bound states in a finite spinless one-dimensional chain with p-wave pairing.
These Majorana bound states have been proposed as states for encoding information for
topological quantum computing [8]. The Kitaev model can be realized in one-dimensional
InAs nanowire with strong SOC in proximity of a s-wave superconductor in the presence of
an external magnetic field [9]. There are several challenges to realizing Majorana fermions
4in these systems, especially due to the presence of several sub-bands [10]. If the required
magnetic field is too large, it can also destroy the superconducting pairing in the nanowire.
Motivated by these facts, we suggest an alternative system to host Majorana bound
states formed by graphene-nanoribbons and monolayer NbSe2. It is known that graphene
can be confined into a one-dimensional periodic system to form graphene nanoribbons
(GNR). In a GNR, due to the almost 1D confinement, the higher energy bands are sep-
arated from the lowest energy bands with a large energy difference, thus preventing the
annihilation of two Majoranas from different sub-bands. However, the spin orbit coupling
and superconducting pairing are ingredients that are still missing in pristine GNRs. We
can add these ingredients by utilizing monolayer NbSe2 as a substrate for GNRs.
In solids, van der Waals interaction arise due to the correlated fluctuation of the
electron polarization which is a non-local and long range correlation. The van der Waals
(vdW) force is relatively much weaker compared to other forces for instance ionic or co-
valent bonding. Because of many body interactions, vdW force is difficult to estimate
accurately. A second order perturbation expansion of the Coloumb interaction is often
used. However, this approximation does not capture the non-trivial many body effect
which can be crucial for real material simulations [11]. There is also a model that de-
scribes each nucleus and its electron clouds as a single dipole oscillator. Hence, there is
an arrangement of the dipoles in the crystal. The response function of each dipole can be
significantly normalized as a result of many body interaction.
The interaction between two dipoles with finite distance R has a leading order term
proportional to F/R6 with F, a constant that depends on the system. The dipole inter-
action between two carbon atoms gives rise to a binding energy ≈ 46 meV. The hopping
energy between two pz orbital of carbon atoms is about 2.5 eV [1] which is much larger
magnitude than the vdW energy between two dipoles. Hence, we see that to study the
electronic properties, we can neglect this interaction. However, the vdW interaction is
5crucial to determine the crystal structure.
The weak vdW interaction between layers of two dimensional vdW systems in het-
erostructures preserves the electronic properties of the individual layers. This allows the
possibility to combine different layer materials to produce some interesting electronic prop-
erties. For example, the combination of high carrier mobility of graphene and semiconduct-
ing nature of MoSe2 can be engineered to fabricate a high quality photovoltaic device [12].
1.2 Density Functional Theory
Density functional theory (DFT) has been successfully utilized to simulate the elec-
tronic structure of molecules and solids. It is an efficient method to investigate the elec-
tronic properties of systems such as bandstructure, optical response, binding energy, and
work function. Because of this, DFT has become one of the main tools to study the elec-
tronic properties of two-dimensional systems. In this section, I give short review about
DFT.
Consider the many body Hamiltonian with Couloumb interaction that describes N
electrons in a solid crystal.
H =
N∑
i=1
 p2i
2m
−
∑
Rj
eQj
|ri −Rj|
+ N∑
i<j
e2
|ri − rj| (1.1)
The first term is the kinetic energy operator. The second term is the Coulomb interaction
V between electrons at position ri with charge e and the nuclear atoms at position Rj
with charge Qj. This term depends explicitly on the crystal structure being considered.
The third term is the electron-electron interaction. We assume that the nuclear atoms
are stationary considering their mass is much heavier than the electron’s mass (Born-
Oppenheimer approximation) so that we can neglect the nuclear kinetic energy.
6The many body wavefunctions can be used to obtain all the system’s observable such
as electron density, polarization, etc. However, finding the wavefunctions is a difficult task
and computationally expensive given that the size of Hilbert space increase exponentially
with the number of electrons.
DFT offers a solution to this problem by mapping the many body problem with
electron-electron interaction U to a single electron problem without U [13]. The key prin-
ciple is based on the Hohenberg-Kohn theorem which states that the ground state density
n(r) will determine uniquely the non-degenerate ground state wavefunction Ψ(r1...rn).
This also means that the wavefunction can be written as a functional of electron density.
It should be noted that this wavefunction has to minimize the energy of the system beside
producing the charge density n(r). Hence, the problem can be reformulated to find the
corresponding Hamiltonian as a functional of n(r) that minimizes the total energy. This
method provides tremendous reduction of computational cost. Further consequence of
this theorem is the expectation value of observables will also be functional of ground state
density n(r). The system total energy is written as:
E[n] = T [n] + U [n] + V [n] (1.2)
The ground state can be obtained by minimizing this energy functional of n(r). The
challenge is that the functional U [n] is unknown and can only be approximated.
Hence, the orbital wavefunction of the non-interacting particle has to satisfy:
[
−~
2∇2
2m
+
δ(U + V )
δn
]
φ(r) = φ(r) (1.3)
The orbital wavefunctions can be calculated by finding the solution of this equation. The
7new density can be computed by:
n(r) =
N∑
1
|φi(r)| (1.4)
The steps are repeated until convergence is achieved.
The functional is not known exactly. There has been several approaches to estimate
the form by using pertubation theory [14], Quantum-Montecarlo calculation [15], and
parametrization [16].
1.3 Superconductivity
A superconducting system exhibits zero electrical resistance at temperatures below
some critical temperature (Tc). A superconductor is not a perfect conductor. It can be
distinguished by its different behavior under an external magnetic field. In a supercon-
ductor, the magnetic field is always expelled showing a perfect diamagnetism (Meissner
effect). However, the magnetic field still can penetrate through a perfect conductor.
There are two types of superconductors based on the magnetic properties. We will
refer as first and second kind superconductors. For the first kind, the complete magnetic
field expulsion (B) is observed for a weak external field (H). Note that the field H can
be controlled by varying the external current. When the field H is increased to reach
some critical value (HC(T )) with fixed temperature T, the magnetic flux can penetrate
the system and the resistivity is not zero anymore. For the second kind, there are two
transitions when an external field H is applied to the system. For the field strength in
the range 0 ≤ H ≤ HC1(T ), the magnetic field and resistance inside the superconductor
are still zero. If the field H is increased above HC1(T ), the magnetic field can weakly
penetrate the superconductor. This magnetic flux appears as vortex states inside the
8superconductor. The total magnetic flux for each vortex can only take discrete values nhc
2e
where h is the Planck constant, c the speed of light, e the electron charge, and n is some
integer. This phase exists for external fields within the range HC1(T ) ≤ H ≤ HC2(T ).
Above HC2(T ), the system goes to a normal state.
Cooper showed that the Fermi sea of the electrons is unstable when there is an attrac-
tive potential UO < 0 between two electrons [17]. Even in the limit of weak interaction, the
bound state of these electron pairs still exist. One of the possible origin of this attractive
interaction is from electron-phonon coupling where the electron-electron interaction can
be screened by the positive ions in the lattice. The positive cloud around electron 1 can
be attracted by the electron 2 which can contribute to indirect attraction between the two
electrons.
The microscopic theory of superconductors was successfully developed by Barden et
al [18]. In this theory, the interaction pairs the electrons with opposite spin and mo-
mentum. The spins are chosen to be opposite forming a spin singlet in order to satisfy
antisymmetric property of fermions as the real space component has an even parity. The
interaction hamiltonian to describe the electron pairing can be written as:
HI =
∑
k1,k2
U(k1, k2)c
†
k1↑c
†
−k1↓ck2↓ck1↑ (1.5)
The total hamiltonian consist of kinetic term and interaction hamiltonian HI .
H =
∑
k,σ
kc
†
k,σck,σ +HI (1.6)
The mean field approach can be used to simplify the interaction term which yields:
HI ≈ −
∑
k
(
4∗kc−k↓ck↑ +4kc†kc†−k↓
)
(1.7)
9In this equation, we define the gap function 4k as:
4k = −
∑
k′
U(k, k′) < c−k′↓ck′↑ > (1.8)
where we average the correlation of all electron pairs in the ground state. We also can
write the Hamiltonian in Nambu space where the bases are formed by the electron and
hole (c†k↑, c−k↓). We also use the fermion commutation rule to change the kinetic energy of
spin down electron kc
†
k↓ck↓ to be k
(
1− ck↓c†k↓
)
. We will neglect the constant term unless
we want to compare the total energy of the system with the normal state. Hence, we can
write the total Hamiltonian in matrix notation to be:
H =
[
c†k↑ c−k↓
] k −4k
−4∗k −k

 ck↑
c†−k↓
 (1.9)
If we diagonalize this hamiltonian, we will obtain the energy spectrum of the system to
be ±√2k + |4k|2. This means that there is an opening gap on the fermi surface of the
system. It is also obvious that the wavefunction will be linear combination of electron and
hole.
1.4 Outline
In Chapter 2, we review the electronic properties of the systems that we consider
in this work. First, we discuss transition metal dichalcogenides system such as MoS2 and
NbSe2. We also discuss the electronic features of graphene including the spin orbit coupling
and topological phase. Then, we introduce graphene nanoribbons.
In Chapter 3, we study heterostructures formed by graphene and NbSe2. We are
especially interested in the electronic properties at low temperatures for which NbSe2
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becomes a superconductor, robust to external in-plane magnetic fields. In this system,
we study the nature of the induced superconducting gap in a graphene layer via the
proximity effect. Despite the large lattice mismatch, our calculation shows the robustness
of the induced superconductivity pairing on graphene. Moreover, the results of our work
address the most pressing questions about graphene-NbSe2 twisted systems: they show for
which twist angles, and how strongly, the bands of graphene and NbSe2 hybridize. They
also show the amount of spin-orbit coupling and superconducting pairing that graphene
inherits due to its proximity to NbSe2. In particular, they show how all of these quantities
depend on the twist angle.
In Chapter 4, we investigate the electronic structure of systems composed by graphene
nanoribbons (GNR) placed on two-dimensional hexagonal boron nitride (hBN). Hexago-
nal boron nitride has emerged as the ideal substrate for graphene-based systems, and it is
therefore also the natural optimal substrate for systems based on graphene nanoribbons.
In this work we systematically study the effect of hexagonal boron nitride as a substrate
for graphene nanoribbons. Our results, obtained via ab-initio approaches, quantify the
modifications of the GNR energy spectrums and show that for zigzag graphene nanorib-
bons, hexagonal boron nitride can induce a significant spin-splitting of the conduction and
valence bands.
In Chapter 5, we study the heterostructures formed by GNR and monolayer TMD. We
consider semiconducting and metallic TMDs as the substrate. By obtaining the electronic
structure via ab-initio calculations, we assess the magnitude and stacking dependence of
the induced SOC on GNRs. Our results also demonstrate the potential of these het-
erostructures to become a new platform for realizing Majorana fermions.
CHAPTER 2
Review of Two-Dimensional and
One-Dimensional Systems
2.1 Transition Metal Dichalcogenides
2.1.1 MoS2
A single layer MoS2 has a hexagonal crystal structure formed by a single layer plane
of Mo atoms between two layer planes of S atoms. Each Mo atom is coordinated by six S
atoms in a trigonal prismatic geometry. The primitive cell consists of one Mo atom and
two S atoms. We take the out of plane direction along the z axis. Hence, the MoS2 plane
is parallel to xy plane. The symmetry group of the crystal is D13h with trigonal rotation
symmetry C3, reflection by yz plane σv and reflection by xy plane σh. The experimental
lattice constant of the hexagonal plane or magnitude of primitive bases vectors a1 and a2
shown in Fig.2.1 in bulk MoS2 is 3.16A˚ [19]. The vertical distance between two neighbor
Mo planes h is about 6.14± 0.01A˚. The thickness of the primitive cell c is approximated
to be 2h.
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FIG. 2.1: (a) shows the structure of monolayer MoS2 seen from out of plane axis (z). Mo and
S atoms are represented by purple and brown color, respectively. The primitive translation
vectors are denoted by a1 and a2. The primitive cell is given by red parallelogram. (b) shows
the atoms within the primitive cell. (c) shows the first Brillouin Zone (BZ) in the reciprocal
lattice vector space. (d) layers of atoms in bulk MoS2 in 2H structure.
The MoS2 monolayer is a semiconductor with a direct band gap about 1.8 eV [20, 21].
The low energy bands are positioned at the corner of its hexagonal brillouin zone (valley
K/K’). The maximum valence band (MVB) and minimum conduction band (MCB) are
located at these two valleys K
(
4pi
3a
[1, 0]
)
and K ′
(−4pi
3a
[1, 0]
)
. The second maximum of the
valence band is located at Γ point. The second minimum of the conduction band is at Q(
2pi
3a
[1, 0]
)
located between Γ−K path. In the multilater or bulk structure, MoS2 exhibits a
transition to an indirect band gap semiconductor [22, 23]. The energy gap is also reduced
to 1.3 eV in the bulk from the experimental data [20]. The interlayer coupling between
the pz orbital from the S atoms of the adjacent layers raises up the energy of the valence
band second maximum at Γ [23]. In addition, the conduction band second minimum at
Q is also lowered in energy as the number of layers increases. The transition from direct
bandgap in the monolayer to indirect bandgap in the bulk is exemplified in Fig. 2.2. Note
that the bandstructures are calculated using DFT with Perdew-Burke-Ernzerhof (PBE)
functional [24] which underestimates the bandgap for MoS2 bulk [25].
The inversion symmetry is broken in monolayer structure as the sublattices are oc-
cupied by two different atoms. This lack of inversion symmetry results in a strong spin
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FIG. 2.2: Bandstructure of MoS2 for monolayer (a) and bulk structure (b).
orbit coupling with the spin splitting energy about 150 meV at the MVB of each valley.
The time reversal symmetry dictates that the two degenerate valleys K and K ′ have op-
posite spin structure with respect to each other, indicating the coupling between spin and
valley. Moreover, the z component of the angular momentum of the electron occupying
the valence and conduction bands have an opposite value between valley K and K ′. As a
consequence, it is possible to control the electronic excitation at the particular valley by
optical pumping using circular polarized light [26].
The effective low energy band hamiltonian for valley K and K ′ can be built by using
the d and p orbital atomic wavefuntions from Mo and S atoms as the bases. The Mo
atom has five d orbitals for instance: dz2 , dx2−y2 , dxy, dxz, dyz. The hybridization is only
allowed between dz2 and dx2−y2 , dxy due to the reflection symmetry in z direction. This
hybridization causes an opening of the band gap at both valley K and K ′ [27]. The MVB
orbital characters are mostly from dx2−y2 and dxy orbital of Mo mixed with px and py
orbital of S. The MCB is mainly constructed by dz2 and a small percentage of pz orbital.
From C3h symmetry, the effective hamiltonian for the low energy bands at valley K
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or K ′ can be formulated below [27]:
Hˆ = at (τkxσˆx + kyσˆy) sˆ0 +
4
2
σˆz sˆ0 − λτ σˆz − 1
2
sˆz (2.1)
The bases of this hamiltonian are |dz2 > and 1√2 [|dx2−y2 + iτ |dxy >] with τ = ± corre-
sponding to valley K and K’. σˆ denotes the Pauli matrices for these two bases functions.
The parameter lattice constant a, effective hopping t, energy gap 4, and SOC potential λ
can be determined by fitting the bands with a DFT calculation. This effective hamiltonian,
excluding the SOC potential, has a similar structure to graphene’s Dirac hamiltonian with
a staggered sublattice potential that can be introduced by stacking graphene on hBN sub-
strate. The first term represents the kinetic term and is similar structure with the Dirac
bands of graphene. The second term causes the energy gap between MVB and MCB. The
hybridization between dz2 and (dx2−y2 , dxy) states results in the potential energy difference
between these states. The last term is the SOC term which has a finite amount only for
the valence band.
When an in-plane electric field is applied to the monolayer MoS2, the charge will flow
transversely to the field. The charge is moving in the opposite direction for the opposite
valley. We can explain this by examining the electron velocity of the Bloch states. It is
known that the electron velocity [28] can be written as:
vn(k) =
∂n(k)
~∂k
− e
~
E ×Ωn(k) (2.2)
with n stands for the band index. The first term corresponds to the group velocity of the
Bloch states wave packet. In an insulator, this term will have zero contribution to the
electric current as we integrate out all the states in the Brillouin zone (BZ). The second
term is geometry dependent, and uniquely determined by the material with Ωn(k), defined
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as a Berry curvature [28, 29, 30]. This term can be calculated for the Bloch states [31] by:
Ωn(k) = i < ∇kun(k)| × |∇kun(k) > (2.3)
with un(k) is the periodic part of the Bloch wave function for band n. We see that the
second term always contributes to the velocity in a transversal direction to the applied
electric field. Now, if we consider a system with time reversal symmetry, it requires the
transformation vn(−k) = −vn(k) and k → −k while electric field is constant under time
reversal operation. With these relations, the Berry curvature has to satisfy:
Ωn(−k) = −Ωn(k) (2.4)
for the system with time reversal symmetry. We also can deduce the property for a system
obeying inversion symmetry where we have vn(−k) = −vn(k), k → −k, and E → −E.
This gives:
Ωn(−k) = Ωn(k) (2.5)
for system with inversion symmetry. Therefore, the Berry curvature will be zero in a
system satisfying both time reversal symmetry and inversion symmetry. On the contrary,
the inversion symmetry is broken in monolayer MoS2 which gives non-zero magnitude of
Berry curvature. We also see from Eq.2.4 that the magnitude of the Berry curvature at
valley K and K ′ is opposite to each other as the time reversal symmetry holds. From this
relation too, we can see that the Berry curvature at Γ is zero. The Berry curvature within
the first BZ of MoS2 has been calculated using first principle calculation by Feng et al [32].
Large spin orbit coupling, time reversal symmetry and broken inversion symmetry in
MoS2 also can lead to a spin current, which is the net flow of spin transport [27]. In a
normal metal, the spin current is usually zero as the spin up and spin down electrons move
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FIG. 2.3: (a) shows the Fermi energy is set to intersect the valence band to have full filled
band for the higher valence bands. (b) the transversal spin current emerges when the in-plane
electric field is applied. The electron propagates transverse to the field and in opposite direction
between the two valleys.
in the same direction. It is possible to have a non-zero total spin current in MoS2 by tuning
the Fermi level of the system. Figure 2.3(a) shows a Fermi level that is set to be between
two valence bands on each valley producing half filling for the lowest valence bands and full
occupation for the higher valence bands. As a consequence, we will have more particular
spin concentration at each valley. When we apply the in-plane electric field, the carriers
from opposite valley will have transversal velocity in the opposite direction. The spin down
of valley K ′ and spin up of K carriers dominate the flow of this transversal current giving
finite spin current conductivity.
2.1.2 NbSe2
We can replace the transition metal atom from group VI to V of the atomic periodic
table to form metallic TMD material such as NbSe2. The crystal structure of monolayer
NbSe2 is similar with MoS2 depicted in Fig. 2.1(a) and (b). The bandstructure for the
monolayer NbSe2 is given in Fig. 2.4(a). There is a spin splitting with the maximum value
about 155 meV at valley K and K ′ caused by SOC and broken inversion symmetry. The
spin splitting at Γ is zero due to the time reversal symmetry. There are several pockets
at the Fermi level constructing the Fermi surfaces located around Γ, K, and K ′ shown in
Fig. 2.5(a). We see the trigonal shape of the Fermi surfaces around valley K and K ′. The
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orbital character around valley K and K ′ are from dx2−y2 and dxy orbital of Nb atoms.
Meanwhile, the orbital character in pocket Γ is from dz2 of Nb atoms.
When we add one more layer to form a bilayer system, the inversion symmetry is
reproduced. As a result, the bands become spin degenerate. So in general, when we have
an odd number of layers, the inversion symmetry is broken causing the spin splitting on
the bands. Figure 2.4(a-d) show the bandstructure for 1 layer through 4 layers NbSe2. We
see that there will be more bands at the Fermi level associated with these layers. Moreover,
the pz orbital band energy below the highest valence band is increasing toward the Fermi
level at Γ. When we have bulk structure, this pz derived band will cross the Fermi level
as shown in Fig. 2.4(e). Hence, in bulk NbSe2, the low energy bands are formed by the pz
orbital of Se atoms and d orbital of Nb atoms constructing several pockets centered at Γ,
K, and K ′ within the Brillouin Zone (BZ) shown in Fig. 2.5. From this figure, we see that
pz orbital contributes to a pocket with (kz = 0) and an ellipsoid Fermi surface (pancake)
with kz 6= 0 center at Γ.
When we lower the temperature down below the critical point, bulk NbSe2 will become
a superconductor with several gap values as an indication of the multiband nature in this
system. The mechanism of the SC gap is still questionable. Multigap superconductivity in
a bulk NbSe2 was studied using tunneling measurement along different crystal orientation
by Noat [33]. They investigated the tunneling conductance of NbSe2 when it was placed
with the a/b axis (parallel plane) orthogonal or parallel to the metallic tip where the
current flow. By controlling the relative position to the tip, they probed the low energy
band that contributed to the conductance. They observed two different gaps with different
values. These results obviously show the nature of multigap superconductor in the bulk
NbSe2. The
dI
dV
curve was perfectly fitted within McMillan model [34] suggesting the
mechanism of two gaps carried out by the quasiparticle interband scattering. One of the
main questions is the identification of the bands associated with these gaps. By analyzing
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density of states (DOS) results from tunneling STM images [33], they proposed a three
bands model to explain the nature of the two gap superconductor in the bulk NbSe2. So
in this model, not only did they allow the scattering between d bands at pocket K and Γ,
but they also included the scattering to pz band at pocket and pancake Γ. The supporting
argument is the charge density wave can connect the d band in pocket K to pz band at Γ
which occurred in NbSe2 with a critical temperature of about 30 K [35].
FIG. 2.4: Bandstructure of NbSe2 are given in (a) for 1 layer, (b) for 2 layers, (c) for 3 layers,
(d) for 4 layers, and (e) for bulk. Red(solid) and blue (dash) lines are corresponding to bands
calculated using SOC and non-SOC pseudopotential, respectively. (f) shows the first BZ of
multilayer NbSe2.
The role of pz or d orbital derived bands in the bulk or multilayer NbSe2 is still ques-
tionable since another experimental work suggests a different interpretation. From the
tunneling experiment on Normal-Insulator-Superconductor tunnel junction [36] comprised
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of 2H-NbSe2 (normal metal), MoS2 (the insulating barrier), and multilayer NbSe2 (super-
conductor), the smaller gap is identified from pz orbital of Se derived bands. Without an
external magnetic field, Dvir et al [36] demonstrate that the two-band model [34] gives good
curve fitting to differential conductance dI
dV
data. When the number of layers is reduced
to four or three layers from the bulk structure, the superconducting gap also decreases.
Furthermore, to determine the corresponding band associated with each SC gaps, the in-
plane magnetic field is applied to the system. Hence, the McMillan equation is modified to
include the orbital depairing due to magnetic field through Abrikosov-Gor’kov depairing
parameter ΓAG [37]. This parameter can be determined by fitting to the experimental
data which provides information about diffusion coefficient D via ΓAG =
De2H2||d
2
6~c2 . The
calculated value of the diffusion coefficient in the three layer device yields a large Fermi
velocity that leads the identification of Se derived Γ band associated with the smaller gap.
We also see that the orbital depairing is proportional to the layer thickness d implying
smaller value for three or four layer device comparing to the bulk value. However, they
still observe a quite large value for the larger gap in the thin layer device. The reason-
able explanation is the Ising SOC emerging on the thin layer device gives the depairing
parameter to be ΓAG ≈ 2µB H
2
||
HSO
with HSO as the effective magnetic field due to Ising SOC.
We see that these experiments give two different interpretations in the determination
of the band corresponding to the smaller gap in the bulk or multilayer NbSe2. However,
DFT calculation suggest the pz derived band has higher energy for thinner layer suggesting
the smaller gap might not be associated with the Se derived band for thin-layer NbSe2.
This is in contrast with the interpretation given by Dvir et al [36].
For monolayer NbSe2, things become simplified as the Se derived band has energy far
from the Fermi level. In this system, pocket K and Γ are constructed by the d orbital of
Nb atoms. The broken inversion symmetry and strong SOC from Nb atom create strong
Ising SOC which lock the spin out of plane direction. This can be pictured by recalling
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FIG. 2.5: The fermi surface of NbSe2 are given in (a) for 1L, (b) for 2L, (c) for 3L, and (d)
for bulk. Note that we show the fermi surface with kz = 0 for bulk system. The corresponding
spin projection along z axis are also shown.
FIG. 2.6: The projection to Nb atoms and Se atoms are given by the left and right panels.
(a-b) are for monolayer NbSe2. (c-d) are for bulk NbSe2.
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SOC is proportional to ~k × ~E where ~k is the Bloch momentum and ~E is the electric field
experienced by this electron. The electric field is restricted to the plane due to mirror
symmetry along z direction especially for the electron near Nb atoms forming the low
energy band. Hence, we can regard this SOC as a strong effective magnetic field along z
direction, since HSO couples to the Bloch momentum illustrated in Fig. 2.7. Similar with
the Zeeman interaction, the electron spin will be aligned in the direction of the magnetic
field. Pocket K and K ′ also have opposite effective magnetic field directions resulting in
opposite spin structures between these valleys. From DFT calculation, the spin splitting
at K is about 155 meV. The spin splitting energy is becoming smaller for k away from K.
Time reversal symmetry dictates the spin degeneracy is protected at the symmetry point
Γ leading to zero spin splitting energy. Away from this point, the splitting energy is slowly
increasing.
FIG. 2.7: The illustration of Ising pairing in NbSe2 is shown. We see the Fermi surfaces of
monolayer NbSe2 at K(right) and K
′ (left). The SOC splits the spin up and spin down Fermi
surface. We see the pairing is between the electrons from opposite valley, spin, and momentum.
The SOC interaction can be represented as an effective magnetic field parallel to the z axis with
momentum dependence. The direction of the effective magnetic field is opposite between two
valleys.
In an isotropic BCS superconductor, the critical magnetic field (Hp) at zero tempera-
ture can destroy the pairing when the Zeeman splitting energy matches the superconduct-
ing gap, known as the Pauli paramagnetic limit µBHp = 4. It should be noted that this is
valid when the orbital effect is negligible. Due to the strong Ising SOC, the superconduc-
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tivity pairing in monolayer NbSe2 is persistent under strong in-plane magnetic field. We
can roughly estimate the critical field by calculating the shift of energy difference between
spin up and spin down. Suppose the Hamiltonian that model the electron at valley K
can be written as H = Eσ0 + VSOCσz + µBH||σy with σ as the Pauli matrix in the spin
space. The first term is the kinetic part, the second term is the Ising SOC part, and the
third term is the Zeeman effect with the in-plane magnetic field along the y axis. Then,
by diagonalization, the Zeeman splitting energy is equal to
2µ2BH
2
||
2VSOC
. Therefore, the critical
field can be found to be H|| ≈
√
VSOC
µB
Hp. From the temperature dependence of four point
resistance measurements [38], the critical in-plane magnetic field in monolayer can reach
up to 31.5 T, which is about 5 to 6 times the Pauli limit.
2.2 Graphene
2.2.1 Low Energy Bands
The primitive bases vectors for the triangular structure are denoted by a1 = age
ipi/3
and a2 = age
i2pi/3. The corresponding primitive vector in the reciprocal space can be
calculated to be b1 =
4pi√
3ag
eipi/6 and b2 =
4pi√
3ag
ei5pi/6. We will see below that the Dirac
bands are positioned at the six corner of BZ of hexagonal structure:
Kn = α1(n)b1 + α2(n)b2 (2.6)
α1(n) =
1
3
cos
(npi
3
)
+
1√
3
sin
(npi
3
)
(2.7)
α2(n) = −1
3
cos
(npi
3
)
+
1√
3
sin
(npi
3
)
(2.8)
with n = 0, 2, 4 for valley K and n = 1, 3, 5 for valley K ′.
The low energy band of graphene can be modeled accurately within tight binding
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approximation with pz orbital serving as the basis wavefunction. The primitive cell is
constructed by two carbon atoms occupying different sites which we will denote here as
sublattice A and sublattice B with their position:
dA = 0 (2.9)
dB =
1
3
a1 +
1
3
a2 (2.10)
The pz orbital from each carbon atom hybridized in pi bonding with the nearest neighbor
carbon atoms where the hopping energy t about 2.8 eV [39]. Hence, the electron creation
and annihilation operator at position R can be expressed as c†τσ(R) and cτσ(R) with τ and
σ denoting the sublattice (A/B) and spin index. When we restrict the hopping only to
the nearest neighbor, we can write the Hamiltonian for graphene as:
HG =
∑
R,δi,σ
tc†B,σ(R+ δi)cA,σ(R) + h.c. (2.11)
δi is a vector connecting to the nearest primitive cell with the value (0,−a1,−a2) for
index i range from 1 to 3.
The hamiltonian in Eq. 2.11 can be diagonalized in the reciprocal space as a con-
sequence of the translation invariance in the periodic structure which implies Bloch mo-
mentum k is a good quantum number. Hence, we perform the transformation from r to k
space governed by:
c†τσ(R) =
1√
N
∑
k¯
e−ik¯•(R+dτ )c†τσ(k¯)
cτσ(R) =
1√
N
∑
k¯
eik¯•(R+dτ )cτσ(k¯) (2.12)
k¯ is the Block momentum relative to the origin Γ. Substituting this transformation leads
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to the hamiltonian formulation in the k space:
HG = t
∑
k¯,σ
e−ik¯•dB
(
1 + eik¯•a2 + eik¯•a3
)
c†Bσ(k¯)cAσ(k¯) (2.13)
Most of the observable electronic properties of graphene can be associated with the
electron dynamics in the low energy band. This motivates us to expand the hamiltonian,
given above, around the valley K and K ′ where the low energy band is located. Within
the first BZ, we have seen that there are six valleys which three valleys are associated with
K and the remaining three valleys are associated with K ′. We usually can choose one for
each type valleys n = 0 (K) and n = 3 (K’) to represent the complete bases for the electron
at the low energy. In this particular case, we will also need the expansion around other
valleys for instance in the discussion of incommensurate system. Hence, the expansion of
Eq. 2.13 around these valleys yields:
HG(Kn + k) = −vg
 0 e−iφn (ξnkx − iky)
eiφn (ξnkx + iky) 0
⊗ σ0 (2.14)
with Fermi velocity of graphene vg =
√
3
2
agt.The matrix in the first term of the right hand
side is written in the sublattice (A/B) space. σ0 is Pauli matrix in the spin space indicating
the spin degeneracy on the bands. ξn has value +1 for K (n = 0,2,4) and -1 for K
′ (n =
1,3,5). Note that there is a phase dependence eiφn on the hamiltonian coming from the
expansion of e−ik¯•dB in Eq. 2.13 with φn = 4pi3√3 sin
(
npi
3
)
.
Common choice of the valley to represent the electron at the low energy are n = 0
for K
(
4pi
3ag
, 0
)
and n = 3 for K ′
(
− 4pi
3ag
, 0
)
. For these two valleys, we can write their low
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energy hamiltonian as:
HG,K(k) = −vg(τ • k)⊗ σ0 (2.15)
HG,K′(k) = vg(τ
∗ • k)⊗ σ0 (2.16)
where τ is Pauli matrices in sublattice space. It is obvious that the hamiltonian in Eq. 2.11
preserves time reversal symmetry. Hence, we see that these two hamiltonians in Eq. 2.15
and Eq. 2.16 are related to each other by time reversal symmetry. If time reversal operator
is denoted by θ, then we can check that −θvg(τ • k)θ−1 = vg(τ ∗ • k) holds.
By diagonalizing the hamiltonian in Eq. 2.15 and Eq. 2.16, the low energy band is
formed by two cones where their vertices meet at a point on each valley. This intersection
point is usually called as a Dirac point. The energy dispersion of these cones has linear
dependence with respect to momentum k:
±(k) = ±vgk (2.17)
with ± referring to the conduction and valence bands. We see that graphene is a semimetal
with zero band gap and zero density of states at Fermi level. The eigenfunctions will have
two components (spinor) in the sublattice space which is commonly called a pseudospin.
They can be expressed as:
ψξ,±(k) =
1√
2
 ±e−iξθ(k)/2
−ξeiξθ(k)/2
 (2.18)
ξ has value +1 or -1 for the states at K and K ′, respectively. θ(k) is the angle between
momentum k and the x axis given by tan(θ(k)) = ky/kx. Anologous to the spin, we also
can define pseudospin operators τx, τy, τz as Pauli matrices in pseudospin space. If we
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calculate the expectation value of this operator < ψ|τi|ψ > for the eigenfunctions given in
Eq. 2.18, we obtain two different pseudospin chiralities between valley K and K ′:
< ψξ,ν(k)|τx|ψξ,ν(k) > = −ξ ν cos θ(k) (2.19)
< ψξ,ν(k)|τy|ψξ,ν(k) > = −ξ sin θ(k) (2.20)
< ψξ,ν(k)|τz|ψξ,ν(k) > = 0 (2.21)
with ν = ± for conduction and valence band, respectively.
The chiral electrons can have unique propagation through potential barrier which is
different from a regular electron in two dimensional electron gas. If the scattering from the
barrier prohibits intervalley mixing, the electron can tunnel through the barrier without
being reflected at normal incidence. Suppose the barrier is modeled as a constant potential
along yz plane for x > 0. At valley K, the electron with momentum k = kxiˆ is moving to the
left as its group velocity v = d/dk is negative. In contrast, the electron with momentum
k = −kxiˆ is moving to the right toward the barrier. Note that these two electrons have
opposite pseudospins. The barrier is preserving the pseudospin if it is proportional to τ0
which is true for a constant potential. Hence, we see that the backscaterring is prohibited
in this case this is commonly known as Klein tunneling [39].
2.2.2 Spin Orbit Coupling in Graphene
Previous studies using TB and DFT reveal that small finite gap at Dirac point can
emerge with the range from 1µeV to 200µeV [4, 40, 41, 42, 43, 5]. The main mechanism
that responsible to this small gap is the intrinsic spin orbit interaction (SOI) originally from
the carbon atom. In addition to the time reversal symmetry, graphene has an inversion
symmetry with the symmetry axis at the center of hexagon. As a consequence, the bands
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are spin degenerate even in the presence of intrinsic SOC. Konschuh et al [5] demonstrated
using tight binding (TB) model with s, p (px, py, pz) and d (dxz, dyz) orbital as the bases
can lead to correct an estimation SOC strength with the form given by:
V SOCγ,µ,ν = ζγ < ~L • ~σ > (2.22)
~L and ~σ are the angular momentum and spin operator, respectively. ζγ is the SOC pa-
rameter that depends on the type of orbital γ(s,p,d). It should be noted that pz orbital
do not hybridize with px, py, and s orbital due to symmetry argument unless SOI is in-
troduced in the system. These orbitals px, py, and s hybridize with each other to form σ
bands which are responsible for the mechanical properties of graphene [44]. The d orbitals
which hybridize with pz are only dxz, dyz since they have the same parity, this only as long
the kinetic and crystal field operator do not change the parity. Their model [5] yields an
effective intrinsic SOC term for the electron at Dirac bands:
V SOC =
iλI
3
√
3
∑
<<j,l>>
∑
τσ1σ2
χj,lc
†
τσ1
(Rj)σ
z
σ1σ2
cτσ2(Rl) (2.23)
V SOC(k) = λIξ
∑
τ1τ2
∑
σ1σ2
τ zτ1τ2σ
z
σ1σ2
c†τ1σ1(k)cτ2σ2(k) (2.24)
We see that intrinsic SOC contains the contribution from next-nearest neighbor hopping.
On the second term, the sum of j and l The coefficient χj,l has value 1 or -1 when the
hopping is anticlockwise or clockwise for sublattice A. Meanwhile, the coefficient has an
opposite value for sublattice B. The strength of SOC parameter λI (in order µeV) depends
on the coupling between pz orbital and σ orbital (hybridization between s and px/py). It
also depends on the hybridization between pz orbital and d orbital. It is interesting to
interpret Eq. 2.24 as the Zeeman coupling between the spin and a local perpendicular
magnetic field with opposite direction for different sublattice.
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When an external perpendicular electric field is applied on graphene layer, the Rashba
spin orbit coupling is generated as a consequence of atomic polarization similar to the Stark
effect in atomic system. This external electric field will contribute to the system energy
through a term that is proportional to eEz. From the pertubation theory, we need to
calculate this operator in the relevant orbital bases. As operator z has negative parity, the
only coupling that survives is between pz orbital and s orbital providing the finite term
of < pz|z|s >. The spin up electron from pz orbital do on-site hopping to s orbital state
due to the coupling by the external electric field. Then, this electron hop to the px or py
state of the nearest carbon atom. Now, this spin-up electron can do on-site hopping to
pz orbital due to intrinsic spin orbit coupling on p orbital, flipping the spin up to become
spin down. Overall this process leads to a hopping of spin-up pz orbital electron to its
nearest neighbor with opposite spin. This mechanism is proposed by Konschuh et al [5]
calculating the Rashba SOC potential which takes the form:
V RB = iλRB
∑
<j,m>
∑
σ1τ1
∑
σ2τ2
c†τ1σ1(Rj) (σ × nm)zσ1σ2 cτ2σ2(Rm) (2.25)
V RB(k) = iλRB
∑
σ1τ1
∑
σ2τ2
c†τ1σ1(k) (ξτxσy − τyσx)τ1τ2
σ1σ2
cτ2σ2(k) (2.26)
< j,m > denotes the nearest neighbor and nm is the unit vector connecting the two
atoms.
In order to have sizeable spin orbit interaction in graphene, TMD layer can be utilized
to form a bilayer system [6, 45]. The inversion symmetry is broken when graphene is
deposited on a monolayer TMD suggesting that spin degeneracy could be lifted on this
sytem. The graphene layer will also experience an effective electric field on z direction
as a result of mirror symmetry broken on z axis, hence, the Rashba type of SOC can be
obtained. The magnitude of the induced Rashba SOC parameter λBR varies between 0.13
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meV in MoS2 substrate to 0.56 meV in MoSe2 substrate [45]. The hybridization with d
orbital of Mo atom could lead to the enhancement of the intrinsic SOC to the order of 0.2
meV [6] when MoS2 is used as the substrate. The induced SOC can be increased further if
a heavier transition metal atom is used such as WS2 giving the value of intrinsic SOC to
be about 1 meV [45]. Furthermore, band inversion is also observed in graphene on WSe2
substrate [45].
2.2.3 Topological Phase in Graphene
Combination between spin orbit interaction and time-reversal symmetry can produce
interesting electronic features on graphene such as topological insulator or quantum spin
hall. In this state, graphene exhibits a gap in the bulk which is not continuously connected
to the vacuum insulator without having transition to a gapless state. It can be illustrated
by imagining a semiconductor material with the gap which is strained to increase the
atom-atom distance. The gap will increase as the electrons become harder to move to
other atom due to the energy barrier. The crystal properties will be diminished when the
atom-atom distance is large enough to form a vacuum state. Hence, this semiconductor
has a trivial gap as it is connected directly to vacuum by continuous deformation of the
hamiltonian.
We can generate a gap in graphene by adding a staggered sublattice potential Hs =
Vsσ
z
αβc
†
α,σ(k¯)cβ,σ(k¯) to the hamiltonian. The 2Vs represents the potential difference between
two sublattices. Note that the inversion symmetry is broken under this potential. The
degeneracy of Dirac points at both valleys is lifted because sublattice A and B have energy
Vs and −Vs serving, respectively. The conduction band at K and K ′ consist of states with
(A, ↑) and (A, ↓). The valence band at K and K ′ consist of states (B, ↑) and (B, ↓). The
gap produced with this term can be regarded as trivial gap because we can connect it to
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a vacuum gap as the two sublattices simply just decouple in the strong limit similar to
what happens in the vacuum.
We also can open the gap by adding spin orbit coupling given in Eq. 2.24. Electron at
valley K will effectively experience Zeeman interaction with perpendicular magnetic field
on +z direction for sublattice A and−z direction for sublattice B. Electron at valley K ′ will
also see this Zeeman field but the direction of the magnetic field will be opposite from the
valley K. The conduction and valence band at K are constructed by (cA,↑(K); cB,↓(K))
and (cA,↓(K); cB,↑(K)), respectively. However, the conduction and valence band at K ′
have an opposite structure with K. Hence, the gap at K ′ is inverted relative to the gap
at K. We call this non-trivial gap because it can not be connected to the vacuum gap.
When small in-plane electric field Ey is applied, there will be no net charge current in
the system. But the spin current Js = (~/2e) (J↑ − J↓) will have a finite value where it
will flow transverse to the electric field. This spin current is proportional to the electric
field by formula Js = σ
s
xyEy with σ
s
xy the spin current conductivity. It is shown that this
conductivity is quantized with the value σsxy =
e
2pi
[4].
If we confine the topological insulator to be a strip such as zigzag or armchair graphene
nanoribbon where we take the one-dimensional periodicity on x direction, we will have
gapless edge states on both edges of the strip. These edge states are a consequence of
a topological transition from non-trivial to trivial state (vacuum). They are not chiral
since we have the states propagating to opposite directions (right or left direction) at each
edge [4]. If the moving right state has a spin up, the time reversal symmetry requires the
moving left state to have an opposite spin. Hence, we see there is a chiral spin current on
each edge where the opposite edge has opposite direction of the spin current. Notice also
backscattering from spin-conserving weak disorder is forbidden at each edge because the
reflected state has an opposite spin from the incoming state.
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2.3 Graphene Nanoribbon
We can confine graphene to be one-dimensional system or strip which we will call
graphene nanoribbon (GNR). This nanoribbon can have many different edge shapes. In
this work, we will particularly consider two common edge shapes for instance, armchair
and zigzag shape. Armchair-GNR (AGNR) and Zigzag-GNR (ZGNR) crystal structures
can be obtained by confining graphene shown in Fig. 2.8(a) along y and x direction. In
AGNR, each edge has both sublattices serving as the boundaries. This differs from ZGNR
where we see that the left and right edge only have sublattice A and B, respectively. The
length of the translation vector along the periodic axis is aAGNR =
√
3ag for AGNR and
aZGNR = ag for ZGNR. The dimensionless ribbon width (N) is characterized by the number
of dimer lines for AGNR and zigzag chains for ZGNR.
FIG. 2.8: The structure of GNR can be made by cutting graphene on particular direction shown
in (a). The structure of AGNR and ZGNR is given in (b) and (c), respectively, with red(dash)
and zigzag line defining the dimer line and zigzag chain.
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The carbon atom has four valence electrons from s orbital and three p orbital. In
graphene, s orbital hybridize with px and py orbital to form three σ orbitals. Hence,
we see that carbon has covalent σ bonding with other three nearest carbon in graphene.
This is also true in graphene nanoribbon except for the carbon at the edges. The edge
atoms only can have bonding with two nearest carbon which leave one dangling bond
unsaturated. The edge also can be passivated with other atoms such as hydrogen or with
other molecules [46]. The edge characteristic will determine the low energy bands of GNR.
FIG. 2.9: Figure (a) shows the first BZ of graphene (hexagon) and AGNR (green line). Valley
K and K ′ are projected to k = 0 of AGNR. Figure (b) shows the oriention of ZGNR’s BZ. We
see that valley K and K ′ are projected to k = −2pi/aG and k = 2pi/aG, respectively.
The relative orientation of ZGNR reciprocal lattice vector respect to BZ of graphene
is given in Fig. 2.9. The size of BZ of AGNR and ZGNR will be 2pi/aAGNR and 2pi/aZGNR,
respectively. If we fold graphene bands along ky axis, we see that valley K and K
′ of
graphene can be translated to k = 0 of AGNR unit cell in the reciprocal space. On the
other hand, if we fold the graphene bands along kx axis, valley K and K
′ are projected
to k = ±2pi/3aG within the unit reciprocal space of ZGNR. Hence, it is expected the low
energy bands will be located around k = 0 for AGNR and k = ±2pi/3aG for ZGNR within
their one-dimensional BZ.
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2.3.1 Armchair Graphene Nanoribbon
The tight binding model of AGNR has been developed in previous works [47, 48, 49,
50]. The basic TB model where the hopping energy between pz orbital taken to be constant
throughout the ribbon will predict metallic behavior when the ribbon width N = 3m+ 2
for m some positive integer. The ribbon will become a semiconductor when the widths are
equal to N = 3m and N = 3m+ 1. These predictions are not similar to DFT calculation
which suggests AGNR to be a semiconductor with a finite gap regardless of its width.
This difference between DFT and TB could be explained by considering non-uniform
hopping energy between carbon at the edge and the middle of ribbon. Besides, the third
nearest neighbor hopping can contribute to the opening gap for metallic ribbon [48]. We
will review some TB model that has been developed previously. At first, we will assume
hopping energy to be uniform and constant. Even though this basic model has failed to
reproduce DFT calculation, it still can provide us basic insight about AGNR electronic
properties.
We discuss the approach developed by Huaixiu et all [50] to construct TB model of
AGNR. The ribbon with size N is modeled to be N + 2 because there will be an additional
dimer lines at each edge serving as the boundary. For the simplification, we give index for
each dimer line range between n = 0, ..., N + 1. The wavefunctions for carbon atom at
n = 0 and n = N+1 line will set to be zero indicating the confinement effect and boundary
condition. On each dimer line, we have two carbon atoms featuring like sublattice A and
B on graphene. Hence, the sublattice is specified by three indexes for instance |X,A, n >
represent the bases in the real space from carbon at position R = X
√
3ag iˆ + τA,n. X is
the integer to indicate the primitive cell of AGNR. They show that the wavefunction can
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be chosen to be:
|ψ >= CA
[∑N
i=1
∑
X e
ik
√
3.X.ag sin
(
ppi
N+1
i
) |X,A, n >]+ CB [∑Ni=1∑X eik√3.X.ag sin ( ppiN+1i) |X,B, n >]
(2.27)
The sinusoidal function will guarantee the wavefunction to vanish when n = 0 and n = N +
1. Index p indicates the band index with the value p = 1, 2, ..., N . By restricting to nearest
neighbor hopping with constant hopping energy t, the hamiltonian can be formulated by
H = −∑<i,j> t|i >< j|. The energy eigenvalue can be calculated by diagonalizing the
hamiltonian for particular band index p given by:
± = ±t
√√√√1 + 4 cos2( ppi
N + 1
)
+ 4 cos
(
ppi
N + 1
)
cos
(√
3
2
ka
)
(2.28)
So, we have conduction and valence band for each p. We see from Eq.2.28 that the gap
is closed when N = 3m + 2 indicating the metallic state of ribbon. If we do expansion
around k = 0, we obtain the dispersion of the low energy band similar with Dirac band of
graphene  = ±vgk with vg is graphene Fermi velocity. The other value of N = 3m and
N = 3m+ 1 will make AGNR to be a semiconductor with a gap 4 ≈ 2pi√
3(N+1)
t.
It turns out that DFT calculation produces different low energy properties where
AGNR will become a semiconductor for any size. The gap is still proportional to 1
w
where
w is the ribbon width. From the relation between energy gap and the ribbon width, it is
found that AGNR can be categorized into three different families depending on the number
of dimmer lines N. Son Et al. [51] shows the energy gap following 43m+1 > 43m > 43m+2
which is different from TB prediction with constant and uniform nearest neighbor hopping
energy. The finite size of ribbon plays the role of this behavior. As we confine the graphene
to be a strip, the hopping energy will vary between carbon located at the middle and at
the edge. The bond length at the edge is decreasing about 3% for N = 12 − 14 which
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contribute to 12% increase of hopping energy [51].
2.3.2 Zigzag Graphene Nanoribbon
Localized States in ZGNR
ZGNR has interesting electronic features where it exhibits semiconducting and mag-
netic ordering which is not observed in graphene or AGNR. Its low energy bands are also
formed by the wavefunctions that are localized at the edges of ribbon. In this section, we
will review the TB model and DFT calculation that has been extensively studied.
We will start to discuss about the earliest TB model to describe the ZGNR bandstruc-
ture [47]. We will restrict the pz orbital on each carbon atom to hop only to its nearest
neighbor with constant and uniform energy t. The bases of this hamiltonian will have
three indexes to identify the sublattices within the primitive cell. These indexes are p with
the integer value between 0, ..., L−1 to represent the primitive unit cell, m with the integer
value between 1, ..., N to identify the zigzag chain where carbon atom located, and A/B to
denote the sublatice types. Hence, the electron creation operator is written as c†m,A/B(Rp)
with Rp = pTz + τm,A/B. The nearest neighbor hamiltonian is simply H = t
∑
<i,j> c
†
icj
with i,j denote the sites of carbon and < i, j > denotes the nearest neighbor hopping. Ac-
cording to the Bloch theorem, the hamiltonian of the periodic system can be diagonalized
in the momentum space. Hence, we transform from the real space to the k space using:
c†m,A/B(Rp) =
1√
L
∑
k
e−ik.Rpc†m,A/B(k) (2.29)
We will select a particular width with N = 4 in order to explicitly show the structure of
the hamiltonian. If we represent the k-space hamiltonian in matrix representation with
the bases
(
c†1,A(k), c
†
1,B(k), c
†
2,A(k), c
†
2,B(k), c
†
3,A(k), c
†
3,B(k), c
†
4,A(k), c
†
4,B(k)
)
, we obtain:
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H(N = 4) =

0 2t cos
(
k.a
2
)
0 0 0 0 0 0
2t cos
(
k.a
2
)
0 t 0 0 0 0 0
0 t 0 2t cos
(
k.a
2
)
0 0 0 0
0 0 2t cos
(
k.a
2
)
0 t 0 0 0
0 0 0 t 0 2t cos
(
k.a
2
)
0 0
0 0 0 0 2t cos
(
k.a
2
)
0 t 0
0 0 0 0 0 t 0 2t cos
(
k.a
2
)
0 0 0 0 0 0 2t cos
(
k.a
2
)
0

(2.30)
The bandstructure within the BZ is shown in Fig. 2.10(a). From this plot, we see
that ZGNR is a metal with the energy band at Fermi level located around kF = ±pi/ag.
The bands are spin degenerate since the hamiltonian is spin independent. The flat Fermi
surface indicates the DOS is higher at the Fermi level.
FIG. 2.10: The bandstructure of ZGNR (N = 4) calculated using TB with constant nearest
neighbor hopping energy given by red lines. (a) shows the bands within the first BZ of ZGNR.
(b) and (c) are the low energy bands. Dash blue lines are the bands from DFT calculation.
If we set k to be ±pi/ag, the cos term will vanish causing c†1,A(±pi/ag) and c†4,B(±pi/ag)
decouple from other bases. We obtain two localized states at each edge with zero energy.
The wavefunction at this k point will be a linear combination of these localized states. The
projected wavefunction on the sublattices for the highest valence and lowest conduction
bands are given in Figure 2.11 (a) and (b), respectively. We observe that the wavefunctions
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corresponding to the flat band or around k = ±pi/ag are almost localized at the two edges.
FIG. 2.11: The orbital projection to carbon atoms for the wavefunctions at the flat bands are
shown in (a) and (b).
The emergence of the localized wavefunctions (edge state) is not only limited for
narrow ribbon. We can generalize this result for wider ribbon by using the solution of
Dirac hamiltonian with appropriate boundary conditions [49]. In this approach, ribbon is
modeled as graphene confined along y axis with the size L. The wavefunction at valley K
and K ′ can be used as the bases of the low energy band hamiltonian. The corresponding
wavefunctions from the two valleys can be written as:
ψK/K′(x, y) =
[
φA(K/K
′, y) φB(K/K ′, y)
]T
eikxx (2.31)
kx is the momentum parallel to the translation axis of ribbon which is chosen to be in x
direction. It should be noted that the momentum kx is taken relative to the valley K or K
′.
Hence, the momentum according to ribbon will be 4pi/3ag +kx for state associated with K
and −4pi/3ag + kx for state associated with K ′. Each of wavefunction is an eigenfunction
of Dirac equation where we replace ky with −i∂y. The hamiltonian for the electron at
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valley K can be written as:
HK = vg
 0 −kx + ∂y
−kx − ∂y 0
 (2.32)
The hamiltonian for the electron at valley K ′ is given by:
HK′ = vg
 0 kx + ∂y
kx − ∂y 0
 (2.33)
In the following, we will only focus on the wavefunction at valley K because similar
mathematical steps can also be applied to valley K ′. If ψK is the eigenfunction of the
Hamiltonian in Eq. 2.32 with energy , we will obtain that φA(K, y) has to satisfy following
differential equation:
∂2yφA(K, y) = z
2φA(K, y) (2.34)
We define z =
√
k2x − ˜2 with ˜ = /vg. The wavefunction for sublattice B can be deter-
mined by:
φB(K, y) = −1
˜
(kx + ∂y)φA(K, y) (2.35)
To incorporate the confinement into the model, we exert the boundary conditions on
sublattice A and B to be zero at x = 0 and x = L, respectively. Mathematically, this can
be written as:
φA(K, 0) = φB(K,L) = 0 (2.36)
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FIG. 2.12: The magnitude of the wavefunctions for sublattice A
(|φA(K, y)|2) and sublattice B(|φB(K, y)|2) are shown as function of y. Top and bottom panels correspond to ribbon width
N = 4 and N = 10. We chose different value of momentum kx. It will be more convenient if
we take the momentum relative to the edge of ZGNR brillouin zone at k = −pi/ag. Hence, the
momentum of wavefunction are 0.35A˚
−1
for (a,d), 0.25A˚
−1
for (b,e), and 0A˚
−1
for (c,f).
Therefore, we see that z in Eq. 2.34 has to satisfy a transcendental equation:
e2zL =
kx − z
kx + z
(2.37)
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We also obtain the wavefunction for sublattice A and B as:
φA(K, y) = C
(
ezy − e−zy) (2.38)
φB(K, y) = −Ckx + z
˜
(
ezy − e−zye2zL) (2.39)
If z has pure real value, the wavefunction is exponentially decreasing from the edge to the
center of ribbon which corresponds to the localized state. If z has pure imaginary value, we
will have harmonic oscillation of the wavefunction in y direction. This means that there
is a resonance state along y axis. By using these equations and solving transcendental
equation in Eq. 2.37, we can plot the wavefunction that contribute to the flat energy
bands shown in Fig. 2.12.
Magnetic Ground state of ZGNR
We have seen that the wavefunctions corresponding to the flat bands are localized
at the edges of ribbon. The flat bands indicate high density of states (DOS) at Fermi
level. Hence, there will be strong electron-electron interaction acted on this localized
states which is not included in the previous TB model. If we incorporate the electron-
electron interaction via exchange interaction to the hamiltonian, we observe that ZGNR
will have magnetic ground state depending on its width. The two magnetic ground states
are Ferro-AntiFerroMagnetic (FA) and Ferro-FerroMagnetic (FF) states. They have spin
ordering along their edges. In FA ground state, each edge has ferromagnetic spin ordering
with the opposite spin orientation between the edges. On the other hand, FF ground state
has the same spin orientation between both edges.
DFT calculation shows that the FA ground state is more preferable for narrow ribbon
as the energy is lower than FF state. When the ribbon width is increasing the energy
difference between these two states becomes smaller. But it should be noted that the non-
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magnetic state still has higher energy than in FA or FF state. Hence, the ribbon could
have two degenerate magnetic ground states for larger width.
We present the bandstructure of ZGNR (N = 4) in FA and FF ground state which
are calculated using DFT in Figure 2.13(a-b), respectively. The spin degeneracy is still
retained in the FA state. However, we see that ZGNR become a semiconductor with a
finite gap scaled by its width. Its wavefunction around k = ±pi/ag is mostly localized at
the edges with different spin for the opposite edges. On the contrary, FF ground state
exhibits metallic behavior which is spin polarized. The low energy bands look similar with
the non-magnetic case produced within TB model. With the difference, one of the spin
bands are lowered in energy, while the opposite spin bands have higher energy.
FIG. 2.13: (a) and (b) are the bandstructure of ZGNR (N = 4) in FA and FF ground states
calculated using DFT, respectively.
This magnetic behavior can be explained by introducing Hubbard interaction in TB
model that we have in previous section. The Hubbard interaction can be expressed as:
VH =
∑
i
Uni,↑ni,↓ (2.40)
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This electron-electron interaction depends on the electron density on each lattice site i.
In general, there is no analytical solution for this interaction. We will try to use very
rough simplification to simplify the model. We also use mean field theory by replacing
the interaction by U < ni,↑ > ni,↓ + U < ni,↓ > ni,↑. We address that this interaction will
significantly modify the energy for the atoms at both edges. Therefore, we can neglect
this term for the carbon atoms positioned not at the edges. We set the average electron
number in the ground state to be 1 for < nL,↑ > and < nR,↓ >. On other hand, the average
number of the electron for < nL,↓ > and < nR,↑ > are zero. These conditions are chosen
by considering the result from the DFT calculation. Using this assumptions, the electron-
electron interaction manifest as a staggered sublattice potential difference between left
and right edges with the spin dependent term. This is equivalent as in hexagonal boron
nitride (hBN) where boron and nitrogen has different on-site potential due to ionic bonding
between them. In both cases, this staggered potential is responsible to the energy band
gap between valence and conduction bands. Figure 2.14 is the bandstructure within TB
FIG. 2.14: (a-b) show the bandstructure of ZGNR (N = 4) calculated using TB with the
simplified of Hubbard interaction shown by red lines. We also plot the bands calculated using
DFT given by dash blue lines as comparison.
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model by incorporating the Hubbard term with U = 0.833eV given by the red lines. As a
comparison, DFT result is given by dashed-blue lines. We see a good agreement between
these two models justifying the assumptions that we have.
CHAPTER 3
Graphene-NbSe2
Transition metal dichalcogenides (TMDs) are extremely interesting materials due to
their unique electronic properties [52, 53, 54, 55, 56, 45, 57, 58, 38, 59, 60] and the fact
that in recent years experimentalists have been able to isolate and probe TMD films only
few atoms thick, down to the monolayer limit. Some TMDs monolayers, like MoSe2 and
MoS2, are insulators with gaps of the order of 1.5-2 eV. Other TMDs monolayers, such
as NbSe2, NbS2, TaSe2, TaS2 are metallic at room temperature and superconducting at
low temperature. One feature that all TMDs have in common is a strong spin-orbit
coupling (SOC). In monolayer TMDs the strongest effect of the SOC is a spin-splitting
of the conduction and valence bands around the K, and K ′, points of the Brillouin zone
(BZ) [61, 62, 20]. For the TMDs that are superconducting at low temperature, such a
spin splitting causes the superconducting pairing to be of the Ising type [38] and therefore
extremely robust to external in-plane magnetic fields [36, 63, 64, 65]. The ability of
metallic TMDs to exhibit superconductivity even in the limit in which they are only
one-atom thick, and the robustness of such a superconducting state to external magnetic
fields makes them very interesting systems both from a fundamental point of view and for
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possible applications.
Recent advances in fabrication techniques have made possible the realization of van
der Waals (vdW) heterostructures obtained by stacking crystals that are only a few atoms
thick [66, 67] In these structures, the different layers are held together by van der Waals
forces. As a consequence the crystals that can be used to create the structures, and their
stacking configuration, are not limited to the configurations allowed by chemical bonds.
This makes possible the realization of systems with unique properties such as graphene–
topological-insulator heterostructures in which graphene has a tunable spin-orbit coupling
depending on the stacking configuration [68, 69, 70, 71, 72].
In graphene the conduction and valence bands touch at the corners (K and K ′ points)
of the hexagonal BZ, and around these points the electrons behave as massless Dirac
Fermions [73, 39]. This fact makes graphene an ideal semimetal in which the polarity of the
carriers can easily be tuned via external gates. In addition, graphene has a very high elec-
tron mobility due to its very low concentration of defects and the fact that electron-phonon
scattering processes do not contribute significantly to the resistivity for temperatures as
high as room temperature [74, 1, 75]. All these features make graphene an ideal system
to probe, via tunneling setups, other materials and to realize novel vdW heterostructures
with tunable properties. In particular, the fact, that the low energy states of graphene, in
momentum space, are located just at the K points of its BZ, in vdW structures implies
that by simply varying the twist angle, graphene can be used as a momentum selective
probe of the electronic structure, and properties, of the substrate. The work that we
present below is an example of such momentum-selective probing capability of graphene.
In monolayer NbSe2 the Fermi surface (FS) is formed by a pocket around the Γ point, and
pockets around the K, and K ′ points. Contrary to bulk NbSe2, in monolayer NbSe2 there
is no selenium-like FS pocket around the Γ point. As a consequence monolayer NbSe2 is
expected to be a single-gap superconductor with the same gap at the Γ pocket as at the
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K pockets [76]. However, the Γ and K pockets differ in the magnitude, and k dependence
around the pocket, of the spin-splitting induced by the spin-orbit coupling. The splitting
is much larger for the K pockets and therefore the superconducting gap for these pockets is
much more robust to external in-plane magnetic fields than for the Γ pocket. As we show
below a graphene-NbSe2 heterostructure allows to probe separately NbSe2’s states around
the Γ point, and K point simply by tuning the relative twist angle between graphene
and NbSe2 and therefore to study the difference between pockets of the interplay between
spin-orbit coupling and superconducting pairing.
In this work we study vdW heterostructures formed by graphene and monolayer
NbSe2. Our results show that despite the large mismatch between the lattice constants of
graphene and NbSe2 in these structures a large superconducting pairing can be induced
into the graphene layer. In addition, we show how such pairing depends, both in na-
ture and structure, on the stacking configuration. Our results are relevant also to other
graphene-TMD heterostructures such as the ones that can be obtained by replacing the
NbSe2 monolayer by a monolayer of NbS2, TaSe2, or TaS2 that have also been shown to be
superconducting at low temperature [77, 78, 65, 79] and show how graphene can be used to
probe in these systems the momentum-dependent superconducting gap and in particular
its multiband structure.
3.1 Method
In graphene the carbon atoms are arranged in a 2D hexagonal structure formed by two
triangular sublattices, A and B, with lattice constant ag =
√
3a = 2.46A˚, with a = 1.42A˚
the carbon-carbon atomic distance. The 2D structure of NbSe2 is also formed by two
triangular sublattices. One of the sublattices is formed by the Nb atoms, the other by two
Se atoms symmetrically displaced by a distance u = 1.679A˚ above and below the plane
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formed by the Nb atoms. The lattice constant of NbSe2 is as = 3.48A˚. [62]. Figure 3.1
shows the Brillouin zone of graphene and NbSe2. In this figure and in the remainder we
take kx to be in the direction connecting the valley K with its time-reversed partner K
′.
Figure 3.1 (a) shows the relative orientation of the graphene’s and NbSe2’s BZs for the
case when the twist angle θ is zero and Figure 3.1 (b) for a case when θ 6= 0.
FIG. 3.1: Brillouin zone for graphene and NbSe2, and corresponding q-vectors for the case when
θ = 0, (a), (c), and θ 6= 0, (b), (d).
To obtain the electronic structure of the graphene-NbSe2 structure for a generic twist
angle and in the presence of superconducting pairing in the NbSe2, we first need to esti-
mate the charge transfer between the graphene layer and NbSe2, and the strength of the
tunneling t between graphene and the NbSe2 monolayer. To this effect we first obtain
via ab-initio the electronic structure of a commensurate graphene-NbSe2 structure. Let
a1s = as[cos(pi/3)x− sin(pi/3)y], a2s = as[cos(pi/3)x + sin(pi/3)y], be the primitive lattice
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vectors for NbSe2, and a1g = ag[cos(pi/3)x− sin(pi/3)y], a2g = ag[cos(pi/3)x + sin(pi/3)y],
the primitive vectors for graphene, with x and y the unit vectors in the x and y direction,
respectively. In a commensurate stacking configuration the primitive vectors satisfy the
equation:
m1a1s +m2a2s = n1a1g + n2a2g (3.1)
where (m1,m2, n1, n2) are four integers constrained by the following second order Diophan-
tine equation:
(m21 +m
2
2 −m1m2) =
a2g
a2s
(n21 + n
2
2 − n1n2). (3.2)
Given that the lattice constant of graphene and NbSe2 are highly incommensurate with
respect to each other, Eq. (3.1) (or, equivalently, Eq. (3.2)) can only be satisfied for a
finite size system if we allow some amount of strain for one of the lattices. For this
reason we allow a small amount of strain for the graphene lattice considering that the
amount of charge transfer between the graphene layer and NbSe2, and the magnitude of
the graphene-NbSe2 tunneling strength, are not expected to be affected by a small change
of the graphene’s lattice constant.
The ab-initio calculation were performed using the Quantum-Espresso package [80,
81]. We use full-relativistic ultrasoft pseudopotentials with the wavefunction kinetic energy
cutoff of 50 Ry. We adopted the Perdew-Burke-Ernzerhof (PBE) [24] as the exchange
and correlation functional. We set the vacuum thickness equal to 25A˚ to isolate the
heterostructure and avoid the interactions between the periodic layers along the direction,
(z), perpendicular to the layers. The interlayer distance between graphene and NbSe2 was
obtained by full relaxation in the z-direction. The total energy was calculated by using a
18× 18× 1 Monkhorst-Pack scheme grid for the k points.
After having obtained the amount of charge transfer and the strength of the tunneling
between the graphene layer and NbSe2 via ab-initio, we use a continuum model [82, 83, 70]
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to obtain the low-energy spectrum of the graphene-NbSe2 heterostructure for different
values of the twist angle θ. In general, the Hamiltonian Hˆ describing the graphene-NbSe2
heterostructure can be written as: Hˆ = Hˆg + Hˆs + Hˆt where Hˆg is the Hamiltonian
for graphene, Hˆs is the Hamiltonian for NbSe2 and Hˆt is the term describing tunneling
processes between graphene and NbSe2.
In graphene the low energy states are located at the Kg and K
′
g points of the BZ:
Kg = (4pi/(3ag), 0), K
′
g = (−4pi/(3ag), 0) (and equivalent points connected by recipro-
cal lattice wave vectors). Close the Kg and K
′
g points in graphene the electrons, at
low energies, are well described as massless Dirac fermions with Hamiltonians HˆKg =∑
k,ττ ′σσ′
c†Kg+k,τ ′σ′HKgcKg+k,τσ, HˆK′g =
∑
k,ττ ′σσ′
c†K′g+k,τ ′σ′HK′gcK′g+k,τσ, where
HKg = ~vFk · τσ0 − µgτ0σ0, (3.3)
HK′g = −~vFk · τ ∗σ0 − µgτ0σ0, (3.4)
c†p,τσ (cp,τσ) is the creation (annihilation) operator for an electron, in the graphene sheet,
with spin σ and two-dimensional momentum ~p = ~(px, py), k is a wave vector measured
from K (K′), vF = 106 m/s is graphene’s Fermi velocity, µg graphene’s chemical poten-
tial, and τi, σi (i = 0, 1, 2, 3)) are the 2 × 2 Pauli matrices in sublattice and spin space,
respectively. As a consequence, when considering the states of graphene close to the Kg
(K′g) point we have Hg = HKg (Hg = HK′g).
In NbSe2 the low energy states are located close to the Γ, K, and K
′ points of the BZ:
Ks = (4pi/(3as), 0), K
′
s = (−4pi/(3as), 0) (and equivalent points connected by reciprocal
lattice wave vectors). Close the Γ point the effective low-energy Hamiltonian for NbSe2
takes the form HΓs =
∑
kσσ′ d
†
k,σHΓsdk,σ′ , where d
†
k,σ (dk,σ) is the creation (annihilation)
operator for an electron in NbSe2 with momentum k and spin σ, and HΓs is the effective
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low energy Hamiltonian matrix for the conduction band of NbSe2. By fitting the ab-initio
results we obtain:
HΓs = 0Γ(k)σ0 + λΓ(k)σz (3.5)
where
0Γ(k) = η0Γ + η2Γk+k−
λΓ(k) = l3Γ
[(
k3+ + k
3
−
)
cos(3θ) + i
(
k3+ − k3−
)
sin(3θ)
]
, (3.6)
k± = kx ± iky, and η0Γ, η2Γ, l3Γ are constants:
η0Γ = 0.5641 eV,
η2Γ = −7.0640 eV [as/(2pi)]2,
l3Γ = 0.5085 eV [as/(2pi)]
3. (3.7)
Close to the corners of the BZ of NbSe2, the Ks and K
′
s points, for NbSe2 we have
HKs =
∑
kσσ′ d
†
k,σHKsdk,σ′ , HK′s =
∑
kσσ′ d
†
k,σHK′sdk,σ′ , where k is now a wave vector
measured from the Ks, K
′
s point, respectively, and
HKs = 0(k)σ0 + 3(k)σ0 + λ(k)σz (3.8)
HK′s = 0(k)σ0 − 3(k)σ0 − λ(k)σz (3.9)
(3.10)
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where,
0(k) = η0 + η2k+k−,
3(k) = η3
[(
k3+ + k
3
−
)
cos(3θ) + i
(
k3+ − k3−
)
sin(3θ)
]
,
λ(k) = l0 + l2k+k−, (3.11)
and η0, η2, η3, l0, l2, are constants that we extracted from the ab-initio results for an
isolated monolayer of NbSe2:
η0 = 0.4526 eV,
η2 = −9.0940 eV [as/(2pi)]2,
η3 = 3.07 eV [as/(2pi)]
3,
l0 = 0.0707 eV,
l2 = −0.33 eV [as/(2pi)]2. (3.12)
Let pg, ps, be the wave vector of an electron in graphene, NbSe2, respectively. In the
remainder we consider only momentum and spin conserving tunneling processes. Conser-
vation of crystal momentum requires
ps + Gs = pg + Gg, (3.13)
where Gg and Gs are reciprocal lattice vectors for graphene and NbSe2 respectively. For the
purpose of developing a continuum low energy model for a graphene-NbSe2 heterostructure
it is more convenient to consider the twist angle θ as relative twist between BZ’s, as shown
in Fig. 3.1. For θ = 0 the K point of graphene’s and NbSe2’s BZs are on the same axis.
Depending on the value of θ we can have two situations: the low energy states of graphene,
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in momentum space, are close to NbSe2’s Fermi pockets around the K and K
′ points, or,
considering NbSe2’s extended BZ, to NbSe2’s Fermi pocket around the Γ point. In the
first case the conservation of the crystal momentum, Eq. (3.13), takes the form:
ks = kg + (Kg −Ks) + (Gg −Gs) (3.14)
where ks kg are momentum wave vectors measured from Kg and Ks, respectively. By
replacing Kg, Ks, with K
′
g, and K
′
s in Eq. (3.14) we obtain the momentum conservation
equation valid for momenta taken around the K′ points. In the second case Eq. (3.13)
takes the form:
ks = kg + Kg + (Gg −Gs) (3.15)
and similarly for momenta around K′g.
The conservation of the crystal momentum implies that the tunneling term takes the
form:
Hˆt =
∑
GgGsτσ
Tˆτσσ′(pg + Gg)e
−iGg ·dτ c†pgτσdpg+(Gg−Gs)σ′ + h.c. (3.16)
where dτ is the position of the carbon atom on sublattice τ within the primitive cell of
the graphene sheet. For sublattice A dτ = (0, 0), for sublattice B dτ = (a0, 0), with a0 the
carbon-carbon distance.
Considering that, as shown in table 3.1, the separation d = 3.57A˚ between the
graphene sheet and NbSe2 is much larger than the interatomic distance in each mate-
rial, in momentum space, the tunneling amplitude t(p) decays very rapidly as a function
of p [83] and so in Eq.(3.16) we can just keep the terms for which (pg+Gg) is smallest, i.e.,
restrict the sum to Gg = 0 and the two Gg that map K (K
′) to the two other equivalent
points in the BZ and set t = t(K). The sum over Gs is restricted by the fact that we only
need to keep terms for which the graphene’s and NbSe2’s states have energy separated by
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an amount of the order of t.
Let q = ks − kg. The above considerations imply that for the case when the Kg and
Ks are close we only need to keep the terms for which |q| = |Kg −Ks|, given that these
are the terms for which (pg + Gg) that satisfies Eq. (3.14) is smallest. Due to the C3v
symmetry of the hexagonal structure there are three equivalent K points, K1, K2, K3,
(and K′ points), i.e. two reciprocal lattice wave vectors G connecting equivalent corners
of the BZ. There are three vectors qiK = (Kg − Ks) + (Ggi − Gsi) (i = 1, 2, 3) such
that |qi| = |Kg −Ks|. q1K is obtained by taking Gg1 = 0 and Gs = GsK1 ≡ 0, q2K by
taking Gg = Gg2 ≡ 4pi/(
√
3ag)[cos(5pi/6), sin(5pi/6)], Gs = GsK2 ≡ 4pi/(
√
3as)[cos(5pi/6+
θ), sin(5pi/6 + θ)], and q3K by taking Gg = Gg3 ≡ 4pi/(
√
3ag)[cos(7pi/6), sin(7pi/6)], Gs =
GsK3 ≡ 4pi/(
√
3as)[cos(7pi/6 + θ), sin(7pi/6 + θ)].
When the graphene’s low energy states are close to the Γ pocket of NbSe2’s second
BZ the smallest possible value of |q| is |Kg − Gs| with Gs = 4pi/(
√
3as)[cos(−pi/6 +
θ), sin(−pi/6 + θ)]. As before, considering the C3v symmetry, there are three vectors qiΓ
with this magnitude: q1Γ obtained by taking Gg = 0, Gs = GsΓ1 ≡ 4pi/(
√
3as)[cos(−pi/6+
θ), sin(−pi/6 + θ)], q2Γ obtained by taking Gg = Gg2, Gs = GsΓ2 ≡ 4pi/(
√
3as)[cos(pi/2 +
θ), sin(pi/2+θ)], and q3Γ obtained by taking Gg = Gg3, Gs = GsΓ3 ≡ 4pi/(
√
3as)[cos(7pi/6+
θ), sin(7pi/6 + θ)],
By retaining only the tunneling terms for which t(pg+Gg) is largest, when considering
the graphene states close to the Kg point so that Hg = HKg , we can rewrite Hˆt as
Hˆt =
3∑
i=1
c†kgτσT
†
Kg ,i,τσσ′dkg+qi,σ′ + h.c. (3.17)
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with:
T †Kg ,1 =
 t 0 t 0
0 t 0 t
 (3.18)
T †Kg ,2 =
 t 0 te−iGg2·dB 0
0 t 0 te−iGg2·dB
 (3.19)
T †Kg ,3 =
 t 0 te−iGg3·dB 0
0 t 0 te−iGg3·dB
 . (3.20)
In the remainder, supported by DFT results, we take t to be the same both when the
graphene’s low energy states tunnel into states around the K (K′) point and the Γ point
of NbSe2. Let γ ≡ t/~vF |qi|. When γ < 1 we can develop a perturbative approach in
which γ is the small parameter [84, 83]: terms of order γn correspond n-tuple tunneling
processes. For our situation, as we show in the following section, γ  1 and so we can
retain just the lowest order terms in γ.
It is convenient to define the following spinors:
C†k = (c
†
kA↑, c
†
kA↓, c
†
kB↑, c
†
kB↓);
D†Γk = (d
†
k↑, d
†
k↓);
D†K,k = (d
†
Ks+k↑, d
†
Ks+k↓);
Ψ†KgΓsk = (C
†
k, D
†
Γ,k+q1Γ
, D†Γ,k+q2Γ , D
†
Γ,k+q3Γ
);
Ψ†KgKs,k = (C
†
k, D
†
K,k+q1K
, D†K,k+q2K , D
†
K,k+q3K
).
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For the case when the graphene’s FS overlaps with the NbSe2’s pocket close to the K
point, we can then express the Hamiltonian for the graphene-NbSe2 system as HˆKgKs =∑
k Ψ
†
k,KgKs
HKgKs(k)Ψk,KgKs with
HKgKs(k) =

HKg(k) TKg ,1 TKg ,2 TKg ,3
T †Kg ,1 HKs+GsK1(k + q1K) 0 0
T †Kg ,2 0 HKs+GsK2(k + q2K) 0
T †Kg ,3 0 0 H
S
Ks+GsK3
(k + q3K)

.(3.21)
For the case when we consider graphene states close to the K′g point, so that Hg =
HK′g , the expression of the Hamiltonian matrix HK′gK′s(k) for the graphene-NbSe2 system,
within the approximations described above, can be obtained from Eq. (3.21) by doing the
following substituions: Ks → K′s, Ggi → −Ggi, Gsi → −Gsi, qiK → −qiK and noticing
that TK′g ,i = T
∗
Kg ,i
. Similarly, when the low energy states of graphene are close to the Γ
point of NbSe2 the Hamiltonian HKgΓ(k) (HK′gΓ(k)) is obtained from the expression (3.21)
for HKgKs(k) via the substitutions Ks + GsKi → GsΓi (K′s −GsKi → −GsΓi), and qiK →
qiΓ (q
′
iK → −qiΓ).
Including the superconducting pairing, the effective low-energy Hamiltonian for NbSe2
for states close to the Γ point takes the form
Hˆ
(SC)
Γs
=
∑
k
Ψ†ksH
(SC)
Γs
Ψks, (3.22)
where Ψ†ks is the Nambu spinor Ψ
†
ks = (D
†
k, D−k),
H
(SC)
Γs
=
 HΓs(k) i∆Γσ2
−i∆Γσ∗2 −HTΓs(−k)
 , (3.23)
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HΓs(k) is given by Eq. (3.5), and ∆Γ is the size of the superconducting gap of NbSe2 close
to the Γ point.
For states close to Ks, including the superconducting pairing, the Hamiltonian for
NbSe2 becomes
Hˆ
(SC)
sK =
∑
kn
Ψ†ksH
(SC)
sK Ψks , (3.24)
where now k (−k) is understood to be measured from Ks (K′s), and
H
(SC)
sK =
 HsKs(k) i∆Kσ2
−i∆Kσ∗2 −HTsK′s(−k)
 , (3.25)
HsKs(k), HsK′s(k) are given by Eq. (3.8).
For monolayer NbSe2 the superconducting gap is expected to have the same value, ∆,
on the Γ and K pocket. In the remainder we conservatively assume ∆ = 0.5 meV [76].
The Hamiltonian for the graphene-NbSe2 system including the superconducting pair-
ing in NbSe2. For the case when Kg is close to Ks the Hamiltonian becomes Hˆ
(SC)
KgKs
=∑
k Ψ
†
KgKs,SC,k
H
(SC)
KgKs
(k)ΨKgKs,SC,k, with Ψ
†
KgKs,SC,k
= (Ψ†KgKs,k,Ψ
T
K′gK′s,−k),
H
(SC)
KgKs
(k) =
 HKgKs(k) ∆KΛ
∆KΛ
† −HTK′gK′s(−k)
 , (3.26)
and
Λ =

04×4 04×2 04×2 04×2
02×4 iσ2 02×2 02×2
02×4 02×2 iσ2 02×2
02×4 02×2 02×2 iσ2

(3.27)
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where 0m×n is the zero matrix with m rows and n columns.
Similarly, for the case when the low energy states of graphene are close to the Γ point
of the extended BZ of NbSe2 the Hamiltonian for the whole system becomes Hˆ
(SC)
KgΓs
=∑
k Ψ
†
KgΓs,SC,k
H
(SC)
KgΓs
(k)ΨKgΓs,SC,k, with Ψ
†
KgΓs,SC,k
= (Ψ†KgΓs,k,Ψ
T
K′gΓs,−k),
H
(SC)
KgΓ
(k) =
 HKgΓ(k) ∆ΓΛ
∆ΓΛ
† −HTK′gΓ(−k)
 . (3.28)
3.2 Results
The large lattice mismatch between graphene and NbSe2 would suggest that even in
the absence of any twist angle the electronic states of the two systems would not hybridize.
However, this does not take into account the large size of NbSe2’s Fermi pockets. As shown
in Fig. 3.2 there is a large set of values of θ for which the Dirac point of graphene intersects
the NbSe2’s FS either around the K points, or around the Γ point in the repeated zone
scheme. For these points the electronic states of graphene and NbSe2 are expected to
hybridize.
From the results shown in Fig. 3.2 we see that for small values of θ, we can expect that
the graphene’s low energy states close to the Dirac point will hybridize with the NbSe2’s
states close to the K point. For values of θ close to 30◦ we see that graphene’s states
will hybridize with NbSe2’s states close to the Γ point. For this reason, to estimate the
charge transfer and the strength of the graphene-NbSe2 tunneling in the two situations,
we performed ab-initio calculations for a commensurate heterostructure with θ = −5.2◦,
and one with θ = 33.0◦. The parameters identifying these commensurate structures are
given in table 3.1 and the corresponding primitive cells are shown in Fig. 3.3.
The ab-initio calculations return the band structure shown in Fig. 3.4, 3.5. In these
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FIG. 3.2: Overlap of the Fermi surfaces of monolayer NbSe2 and graphene. The blue (green)
FSs are the NbSe2 FSs for spin up (down) respectively, the black circle shows the position of
the graphene Dirac point for all the possible twist angles, and the red circles show the region
within which the graphene FS is confined as the twist angle is varied.
TMD (m1,m2, n1, n2) as(A˚) ag(A˚) %δag θ |A|(A˚) d(A˚) µG(eV )
NbSe2 (−2, 1,−4,−3) 3.48 [62] 2.55 3.7% −5.20 9.2 3.57 -0.40
NbSe2 (−1, 2, 1, 4) 3.48 [62] 2.55 3.7% 33.00 9.2 3.57 -0.40
TABLE 3.1: Parameters for graphene-NbSe2 commensurate structures.
FIG. 3.3: Commensurate graphene-NbSe2 structure corresponding to the parameters listed in
Table 3.1. (a) is the configuration for θ = −5.20. (b) is the configuration for θ = 33.00. The
red (blue) spheres show Nb (Se) atoms, the graphene lattice is shown in yellow.
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figures the dashed blue lines show the bands of isolated graphene. The left panels show
the results obtained without including spin-orbit effects and the right panels the results
obtained taking into account the presence of spin orbit coupling. Panels (c) and (d) show
an enlargement at low energies of the results shown in panels (a) and (b).
FIG. 3.4: Bands for the commensurate graphene-NbSe2 structure shown in Fig. 3.3 (a) for
which θ = −5.2◦ so that graphene’s FS overlaps with NbSe2’s FS pocket around the K point.
(a) No SOC, (b) with SOC. (c): low energy detail of (a). (d): low energy detail of (b).
The results of Fig. 3.4, 3.5 clearly show that there is a significant charge transfer
between graphene and monolayer NbSe2 resulting in hole doping of the graphene sheet
corresponding to a Fermi energy of about -0.4 eV. They also show that the amount of
charge transfer does not depend on the value of the twist angle θ. Considering the finite
extension of the graphene’s FS due to the charge-transfer shown in Fig. 3.4 3.5 between
NbSe2 and graphene, we obtain that there is a significant range of values of θ for which the
graphene’s FS intersects the NbSe2 FS and for which we can then expect non-negligible
hybridization of the graphene’s and NbSe2 states. This is shown in Fig. 3.2 in which the
red circles delimit the boundaries of the graphene’s FS as θ is varied. Table 3.2 shows the
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FIG. 3.5: Bands for the commensurate graphene-NbSe2 structure shown in Fig. 3.3 (b) for
which θ = 33◦ so that graphene’s FS overlaps with NbSe2’s FS pocket around the Γ point. (a)
No SOC, (b) with SOC. (c): low energy detail of (a). (d): low energy detail of (b).
range of values of θ extracted from Fig. 3.2 for which the graphene’s FS is expected to
intersect either one of the NbSe2’s FS pockets around the K (K
′) point, or around the Γ
point. In this table θm(K) (θm(Γ)) is the angle in the middle of the range 2δθ(K) (2δθ(Γ))
of angles for which the graphene’s FS intersects the NbSe2’s FS.
TMD (1L) θm(K) δθ(K) θm(Γ) δθ(Γ)
NbSe2 0
0 + n ∗ 600 7.20 21.90 + n ∗ 600 3.90
37.50 + n ∗ 600 3.90
TABLE 3.2: Values of the twist angle θ for which the graphene’s FS overlap with NbSe2’s
FS pocket around the K point or Γ point. For θm(K)− δθ(K) ≤ θ ≤ θm(K) + δθ(K),
θm(Γ)− δθ(Γ) ≤ θ ≤ θm(Γ) + δθ(Γ), graphene’s FS overlaps NbSe2’s K pocket, Γ pocket,
respectively. n is an integer between 0 and 5.
The ab-initio results allow us also to estimate the strength of the tunneling between
graphene and NbSe2. In Figs. 3.4 (c), (d), 3.5 (c), (d) we can see the avoided crossings
close to the Fermi energy between the graphene’s and NbSe2’s bands. The amplitude
of such crossings provides an estimate of the tunneling strength t between the graphene
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sheet and the monolayer of NbSe2. We find that both for the case when the graphene’s
FS intersects the NbSe2’s pocket around the K point and when it intersects the NbSe2’s
FS pocket around the Γ point, t ≈ 20 meV and so in the remainder we set t = 20 meV.
We first consider the case when graphene’s FS intersects the FS pocket of NbSe2 close
to the K point, i.e. −7.2◦ < θ < 7.2◦, and ∆ = 0. Figure 3.6 shows the results for the FS
of the hybridized system in the limit when no superconducting pairing is present in NbSe2:
the left (right) column shows the FS around the K (K′) of graphene. Figure 3.6 (a), (b)
show the relative position in momentum space of graphene’s FS and NbSe2’s FS for the case
when θ = 0 and t = 0, taking into account the “folding” of the NbSe2’s FS pockets due to
the fact that the three K (K′) corners of the BZ are equivalent. The graphene FS is shown
in red and the spin splitted NbSe2’s FS in blue and green. We use this color-convention
throughout this work. A zoom closer to the graphene’s K point, Figs 3.6 (c), (d), clearly
shows the overlap of the graphene’s FS with the NbSe2’ FS pockets. When t 6= 0 the
graphene’s and NbSe2’s states hybridize giving rise to the reconstructed FSs shown in
Fig. 3.6 (e), (f). Figures 3.6 (e), (f) show that the graphene’s FS, due to the hybridization
with NbSe2, becomes spin split.
Figure 3.7 shows the results for the case when θ = 2◦, left column, and θ = 6◦, right
columns. For these values of the twist angle the low energy states of graphene are still
close to the low energy states of NbSe2 located around NbSe2’s K points. For θ = 2
◦ the
graphene’s and NbSe2’s low energy states are still close enough (in momentum and energy)
that, for t = 20 meV, the hybridization is strong enough to significantly modify the FS
of the combined system, as shown in Fig 3.7 (c), obtained setting ∆ = 0. For θ = 6◦ the
graphene’s and NbSe2’s FSs are tangent at isolated points as shown in Fig. 3.7 (b). As a
consequence, when t 6= 0 the states at the FS of graphene and NbSe2 only hybridize around
these “tangent-points”, as shown in Fig. 3.7 (d) obtained for t = 20 meV and ∆ = 0.
We now consider the case when a superconducting gap is present in NbSe2. We find
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FIG. 3.6: (a) Graphene’s FS at the K point (in red) and NbSe2’s FS (in red and green) for
θ = 0, for which graphene’s low energy states are close to NbSe2’s K point. Because of SOC the
NbSe2 FS for spin-up, shown in blue is different from the NbSe2’s FS for spin down, shown in
green. The arrows show the vectors qiK . (b) Same as (a) but for graphene’s valley around the
K ′point. (c), (d) zoom of (a), and (b), respectively. (e) FS of graphene-NbSe2 heterostructure
around graphene’s K valley for the case when a finite tunneling t = 20 meV between graphene
and NbSe2 is present. (f) Same as (e) for graphene’s K
′ valley.
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7
FIG. 6: Left and right panel show the Fermi surface at valley K and
K’ when ✓ = 00. [Note: need to use axes label consistent with
notation in text]
twist angel the low energy states of graphene are still close
to the low energy states of NbSe2 located around NbSe2’s
K points. For ✓ = 2  the graphene’s and NbSe2’s low en-
ergy states are still close in enough (in momentum and energy)
that for t = 20 meV there is a strong hybridization between
graphene’s and NbSe2’s states to significantly modify the FS
of the combined system, as shown in Fig 7 (c), obtained set-
ting   = 0 in NbSe2. Such strong hybridization implies that
also for ✓ = 2 , when  = 1.4 meV for NbSe2 K FS pocket,
the FS of the combined system is completely gapped. Fig 7 (e)
show the low energy band structure of the combined system
(same conventions as in Fig 6), from which we can extract
 ind =XX meV.
For ✓ = 6  the graphene’s and NbSe2’s FSs are tangent at
isolated points [Note: Is this consistent with 7.2 value in
the table above?] as shown in Fig. 7 (b). As a consequence,
when t 6= 0 the states at the FS of graphene and NbSe2 only
hybridize at these “tangent-points”, as shown in Fig. 7 (d) ob-
tained for t = 20 meV and   = 0. In this situation, setting
  = 1.4 meV we find that for the graphene-NbSe2 system
only the sections of the FS close to the tangent-points are
gapped, Fig. 7 (d). We should point out that the results of
Fig. 7 (d) were obtained using 50 µeV energy resolution and
so do not exclude the possibility that a gap smaller or equal
to 50 µeV might be present. The results of Fig. 7 (d) show
that that for ✓ = 6  the graphene-NbSe2 heterostructure is
expected to behave as a gapless superconductor38 with nodes
along the directions shown in Fig. 7 (d) [Note: Need to add
arrow to show gapless directions, but we need to first see
also results for K’ point] .
The results of Figs. 6-7 show that by varying the twist an-
gle ✓ we can tune the strength of the superconducting gap in
FIG. 7: (a) and (c) are the Fermi surfaces for ✓ = 20 when there is
no hopping and with hopping t = 20 meV. (b) and (d) are the Fermi
surfaces for ✓ = 60 when there is no hopping and with hopping t =
20 meV. (e) and (f) are the Fermi surfaces for ✓ = 90 without and
with superconductivity pairing, respectively.
graphene-NbSe2 systems and drive the system from a situa-
tion in which the FS is fully gapped to a situation in which
the superconducting gap has nodes and finally to a situation
superconductivity coexists with a fully gapless FS pocket as
the case shown in Fig.?? (b).
We now consider the case when the graphene’s FS touches,
in the extended BZ, the NbSe2’s FS pocket around the  
point. Figure 8 shows the results when ✓ = 20 , situation for
which the overlap between the graphene’s FS and theNbSe2’s
pocket at the   point is highest. Figure 8 (a) shows, on a fairly
large scale, the configuration of the graphene’s and NbSe2’
FSs, in the absence of any interlayer tunneling, and the cor-
responding qi vectors. Figure 8 (b) shows an enlargement, at
small momenta, of Fig. 8 (a) from which we can see that the
graphene’s FS and theNbSe2 spin-splitted FS intersect at sev-
eral points. At these intersections the graphene’s andNbSe2’s
states strongly hybridize causing the FS of the system to take
the form shown in Fig. 8 (c), for the case when t = 20 meV,
and    = 0. When    = 0.5 meV15 the FS is completely
gapped. Fig. 8 (d) show the low energy band structure of the
graphene-NbSe2 systems along the    XX direction of the
mini-BZ, from which we can extract the induced gap  (ind) 
=XX meV. [Note: It seems that  ind might larger here
than for ✓ = 0, and that would be a bit surprising, need
to double check.] [Note: We need to be careful when
estimating  (ind)  by considering all possible directions.]
[Note: We should show the direction chosen for the band
structure in figure (c)] .
As ✓moves away from 20  the graphene’s andNbSe2’s FSs
overlap less. For ✓ = 18  the overlap is still significant, the
graphene’s and NbSe2’s FS still intersect, Fig. 9 (a), resulting
FIG. 3.7: Graphene’s and NbSe2’s FSs for θ = 2
◦, (a), and θ = 6◦ in the limit t = 0. (c) FS
of graphene-NbSe2 heterostructure for the case when t = 20 meV, and θ = 2
◦. (d) Same as (c)
for θ = 6◦
that for θ = 0 the FS is completely gapped but the gap is not uniform. Figure 3.8 (a) shows
the lowest positive electron energy, Ec, as a function of k. The smallest value of Ec(k)
corresponds to the induced superconducting gap ∆ind. For θ = 0 we find ∆ind = 0.05 meV.
By calculating the smallest value of Ec(k) for each angle φk = arctan(ky/kx) we obtain
the angular dependence of ∆ind. This is shown in Fig. 3.8 (b) for the case when the twist
angle is zero. We see that ∆ind is strongly anisotropic, with a C3v symmetry, a reflection
of th structure of the reconstructed FS, Fig. 3.6 (e), 3.7 (c).
As the twist angle θ increases ∆ind decreases becoming vanishing small for θ & 9◦.
Fi ure 3.8 (c) shows Ec(k) when θ = 9
◦. From this figure we see that the location
where Ec(k) is minumum appears to correspond to the original graphene’s FS for which
|k| = kF,g. A closer inspection however reveals small oscillations as a function of φk, as
shown in Fig. 3.8 (d) where Ec(k) is plotted as function of φk and |k| for a small range of
|k| centered at kF,g.
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FIG. 3.8: (a) Ec(k) for θ = 0. (b) ∆ind(φk) for θ = 0. (c) Ec(k) for θ = 9
◦. (d) Ec(φk, |k|) for
θ = 9◦ and |k| close to the original graphene’s Fermi wave vector kF,g.
We now consider the case when the graphene’s FS touches, in the extended BZ, the
NbSe2’s FS pocket around the Γ point. Figure 3.9 shows the results when θ = 20
◦, situation
for which the overlap between the graphene’s FS and the NbSe2’s pocket at the Γ point is
largest. The left row show the results for the K point, the right the ones for the K′ point.
Figure 3.9 (a), (b), show, on a fairly large scale, the configuration of the graphene’s and
NbSe2’ FSs, in the absence of any interlayer tunneling, and the corresponding qi vectors.
Figure 3.9 (c), (d) show a zoom, at small momenta, of Fig. 3.9 (a) and (b), respectively,
from which we can see that the graphene’s FS and the NbSe2’s spin-split FS intersect at
several points. At these intersections the graphene’s and NbSe2’s states strongly hybridize
causing the FS of the system to take the form shown in Fig. 3.9 (e), (f), for the case when
t = 20 meV, and ∆Γ = 0.
As θ moves away from 20◦ the overlap of the graphene’s and NbSe2’s FSs is reduced.
For θ = 18◦ the overlap is still significant, the graphene’s and NbSe2’s FS still intersect,
65
FIG. 3.9: Fermi surfaces for θ = 20◦, situation for graphene’s FS overlaps with NbSe2’s pocket
Γ. Left and right panels show the results for the Dirac bands at valley K and K ′, respectively.
(a), (b) FSs for t = 0. (c), (d) zoom of (a) and (b), respectively. (e), (f) FSs for t = 20 meV.
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Fig. 3.10 (a), resulting in a significantly modified FS for the graphene-NbSe2 system,
Fig. 3.10 (c). For θ = 16◦ the graphene’s and NbSe2’s FSs merely touch, Fig. 3.10 (b). As
a consequence the FS of the hybridized system, for t = 20 and ∆Γ =0, is quite similar to
the FS of the two isolated systems.
8
FIG. 8: The fermi surfaces are shown when Dirac bands overlap with
pocket  . The rotation angle is selected to be ✓ = 200. Left and
right panels are corresponding to Dirac bands at valley K and K’,
respectively. (a-d) are calculated without hopping between graphene
and NbSe2. (e-f) are the spin projection when tunneling is turned
on with hopping energy t = 20 meV. [Note: Add qs. Show spin
polarization for hybridized FS]
in a significantly modified FS for the graphene-NbSe2 system
in the limit t = 0,    =0, Fig. 9 (b), and fully gapped FS
for    =0.5 meV, but  
(ind)
  =XX meV smaller than for the
case when ✓ = 20 . For ✓ = 16  the graphene’s and NbSe2’s
FSs do not intersect but merely touch, Fig. 9 (b). As a conse-
quence the FS of the hybridized system, for t = 20 and   
=0, is quite similar to the FS of the two isolated systems. For
   =0.5 meV, for ✓ = 16  the FS of the hybridized system
is gapped only close to the points where the graphene’s and
NbSe2’s FSs crosses giving rise to a gap structure with nodes,
as we can infer from the FS shown in Fig. 9 (d). Similarly to
the case when ✓ = 6 , Fig 7 also for ✓ = 16  in the graphene
layer we have a gapless superconducting state that we expect
will exhibit in-plan anisotropic transport properties.
As for the case when the graphene’s FS is close to the
NbSe2’s K (K 0) pockets, we have that when the graphene’s
FS is close to the NbSe2’s   pocket, the size of the supercon-
ducting gap induced into the graphene layer,  (ind)  , can be
tuned by varying the twist angle ✓.
Using tunneling experiments? ? ? it is possible to obtain
the density of states (DOS) of van der Waals systems like
graphene-NbSe2. When calculating the low energy DOS it
must be considered that NbSe2 has low energy states both
around the   point and theK,K 0 points. For values of ✓ in the
range ( 7.2 , 7.2 ), considering that   ⌧ 1, the low energy
states ofNbSe2 close to the   point will not be affected by the
presence of graphene, but they still have to be taken into ac-
count when calculating the DOS. Figure ?? show the DOS for
FIG. 9: (a) and (c) are the Fermi surfaces for ✓ = 180 without and
with hopping. (b) and (d) are the Fermi surfaces for ✓ = 160 without
and with hopping. (e) is the low energy bands for ✓ = 200 when
pairing is turned on. (f) is the Fermi surface with superconductivity
pairing for ✓ = 160.
graphene-NbSe2 heterostructure when ✓ = 0, for a relatively
large energy window using a linear scale. The two coherence
peaks due to the two different gaps in NbSe2 are the main
features of the DOS also for the graphene-NbSe2 heterostruc-
ture. However, a plot of the DOS using a log-scale reveals low
energy features due to the hybridization of the graphene and
NbSe2 states. Figure ?? shows the low energy DOS of the
graphene-NbSe2 system for several values of ✓ close to zero,
i.e., for the case when the Kg is close to Ks, and Figure 10
it for several values of ✓ close to 20 , i.e., for the case when
the Kg is close to   point of NbSe2’s extended BZ. From
Figs. ??, 10 we see that at low energies the DOS exhibits sev-
eral features due to the hybridization of the states of graphene
and NbSe2.
From the results for the case when no superconducting pair-
ing in NbSe2 is present we know that no gap at the FS is
induced simply by the hybridization of graphene and NbSe2
states. Therefore, by identifying the value of the energy below
which the DOS vanishes we can extract the size  ind of the
superconducting gap induced into the graphene layer. This is
shown, as function of ✓ in Fig. 11. [Note: expand a bit dis-
cussion once we have final results emphasizing tunability
of gap] .
[Note: Results in the presence of a magnetic field] .
FIG. 3.10: (a) FSs for θ = 18◦ and t = 0. (b) FSs for θ = 16◦ and t = 0. (c) FSs for θ = 18◦
and t = 20 meV. (d) FSs for θ = 16◦ and t = 20 meV.
The superconducting gap on the NbSe2’s Gamma pocket induces a gap in the graphene
layer when θ is around 22◦. Figure 3.11 (a)-(c) show the profile ofEc(k) for θ = (20◦, 22◦, 16◦),
respectively. As θ moves away f om 22◦ ∆ind decrea e. Figure 3.11 (d) show Ec(k) as func-
tion of φk and |k| for a small range of |k| centered at kF,g for the case when θ = 16◦ and
the original FSs of graphene and NbSe2 barely touch. As for the case then θ = 9
◦ we see
that also for θ = 16◦ ∆ind is very small and oscillates as function of φk for |k| ≈ kF,g.
Using tunneling experiments [85, 36] it is possible to obtain the density of states, DOS,
of van der Waals systems like graphene-NbSe2. From the DOS it is then straightforward to
extract the value of the induced superconducting gap. Figure 3.12 (a) shows the total DOS
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FIG. 3.11: Ec(k) for: θ = 20
◦, (a), θ = 22◦, (b), and θ = 16◦, (c). For θ = 16◦ the induced
superconducting gap is very small. Panel (d) shows the value of Ec(φk, |k|) for θ = 16◦.
as a function of energy on a linear-log scale. We observe the coherence peaks corresponding
to the NbSe2’s superconducting gap. Below such coherence peaks the DOS remains finite,
because of the graphene’s states, until the energy is equal to ∆ind. When the energy is
equal to ∆ind the DOS rapidly goes to zero given that at that energy also the graphene’s
states become gapped. By analyzing the DOS at small energies we can find how it depends
on the twist angle, as shown in Fig. 3.12 (b), and (c). Figure 3.12 (b) shows the low energy
DOS for several values of θ close to zero, i.e., for the case when Kg is close to Ks, and
Figure 3.12 (b) shows it for several values of θ close to 20◦, i.e., for the case when the Kg
is close to Γ point of NbSe2’s extended BZ.
From results like the ones showed in Figs. 3.12 (b), (c), we can extract the size of
the induced superconducting gap and in particular its dependence on the twist angle,
Fig. 3.13. We see that ∆ind has a fairly sharp peak for θ = 23
◦ (we used a 0.5◦ resolution)
where it reaches the value of 0.087 meV. This is due to the fact that for θ ≈ 23◦ there is
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(b) (c)
(a)
FIG. 3.12: (a) Plot full DOS for graphene-NbSe2 heterostructure for θ = 0.. (b) Low energy
zoom of panel (a), for several values of θ for which the graphene’s FS is touching NbSe2 K point
valley. (c) Same (b) for values of θ for which the graphene’s FS overlaps with NbSe2 pocket
around the Γ point.
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a very strong overlap of the graphene’s and NbSe2 Fermi surfaces. ∆ind rapidly decrease
as θ deviates from 23◦ and becomes an order of magnitude smaller when θ = 16◦. ∆ind(θ)
has a lower and broader peak for θ = 0, for wich ∆ind =0.05 meV, i.e., for the situation
in which the graphene’s FS has the maximum overlap with the NbSe2 K pockets. As θ
increases from zero ∆ind smoothly decreases and becomes negligible for θ ≈ 9◦. Due to the
symmetry of the system the behavior of ∆ind(θ) has a “mirror” symmetry around θ = 30
◦
and is periodic with period equal to 60◦, as exemplified by Fig. 3.13. We notice that the
range of values of θ for which ∆ind is not vanishingly small is larger than what we can infer
by simply looking at the overlaps of the graphene’s and NbSe2’s FSs, Fig. 3.2. The reason
is that for finite t graphene’s and NbSe2’s states that are within the energy window |t| can
still hybridize resulting in a nonzero ∆ind.
Figure 3.13 shows that in a graphene-NbSe2 structure the superconducting gap can
be strongly tuned by varying the twist angle and that, counterintuitively, the maximum
induced gap is achieved for a value of θ for which the graphene’s FS overlaps with the Γ
pocket of NbSe2 in the second BZ.
Due to the strong spin-orbit coupling in NbSe2 the in plane critical field is much
larger than the field corresponding to the Pauli paramagnetic limit. Due to the fact that
SOC is also induced into the graphene layer via proximity effect we find that also for
graphene-NbSe2 heterostructures the in plane upper critical field is much larger than the
Pauli paramagnetic limit. This is shown in Fig. 3.14 in which we plot the evolution of ∆ind
in the presence of a Zeeman term Vz both for values of θ corresponding to the case when
the graphene’s FS overlaps NbSe2’s K pockets (solid lines and circles), and for values of
θ corresponding to the case when the graphene’s FS overlaps NbSe2’s Γ pocket (dashed
lines and squares). We see that in both cases ∆ind remains finite for Vz as large as 40
times the induced gap of the system at zero magnetic field. However, it is also evident
that the suppression of ∆ind due to the magnetic field is weaker, and almost independent
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FIG. 3.13: Induced gap ∆ind as a function of twist angle θ.
of θ, for the case when graphene’s FS overlaps NbSe2’s K pockets. This is a consequence
of the fact that in NbSe2 the bands’ spin splitting due to SOC is much stronger for the K
pockets than for the Γ pocket.
From Fig. 3.14 we notice that for θ = 22◦ the dependence of ∆ind on the Zeeman
term deviates from the dependence that we find for the other values of θ: ∆ind suddenly
decreases when Vz ≈ 15∆ind(Vz = 0), and it exhibits oscillations for larger values of Vz.
The reason is that for this value of θ there are several points in momentum space for which
the induced gap is close to the minimum value and, as shown in Figs. 3.15 (a)-(c), as VZ
increases the point, k∗, in momentum space where the induced gap is minimum moves.
This is in contrast to what happens for other value of θ, for which the gap is minimum
always around the same points in k space, Figs. 3.15 (d), regardless of the value of Vz.
This implies, for θ = 22◦, depending on the value of Vz the minimum gap will be located
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at points with significantly different amount of SOC-induced spin splitting of the original
FSs, and therefore different robustness against an in-plane magnetic field.
FIG. 3.14: Figure (a): Induced gap ∆ind as a function of Zeeman field, Vz. The solid lines
(circles) show the results for values of θ for which graphene’s FS overlaps with NbSe2’s K
pockets. The dashed lines (squares) show the results for values of θ for which graphene’s FS
overlaps with NbSe2’s Γ pocket.
3.3 Conclusion
In conclusion, we have shown that, despite the large lattice mismatch between graphene’s
and monolayer NbSe2’s lattice constants, in graphene-NbSe2 heterostructures, graphene
exhibits a significant proximity-induced superconducting gap for a large range of stacking
configurations. This is due to the fact that NbSe2 has large Fermi Surface (FS) pockets
that overlap with the FS of graphene for most twist angles. Using ab-initio calculations we
have obtained the amount of charge transfer between graphene and NbSe2 and estimated
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FIG. 3.15: Location k∗ in momentum space where ∆ind is minimum: (a) θ = 22◦, Vz = 0; (b)
θ = 22◦, Vz = 14∆ind(Vz = 0); (c) θ = 22◦, Vz = 16∆ind(Vz = 0); (d) θ = 20◦, Vz = 0;
the strength of the interlayer tunneling. We have then obtained a continuum model to
describe the low energy electronic structure valid in the limit of small interlayer tunnel-
ing, a condition that the ab-initio results show is satisfied. The continuum model takes
into account both the presence of SOC and superconducting pairing in NbSe2, and the
fact that, depending on the twist angle, graphene’s FS overlaps either with NbSe2’s FS
around the K point or the Γ point. Using this model and the value of the parameters from
ab-initio calculations, we find that, assuming conservatively the gap in NbSe2 monolayer
to be equal to 0.5 meV, and the graphene-NbSe2 tunneling to be 20 meV, the maximum
induced superconducting gap in graphene is ∼ 0.09 meV, obtained for a situation when
the graphene FS has maximum overlap with the NbSe2’s FS around the Γ point. We have
shown that the superconducting gap induced into the graphene layer is very robust to
external in plane magnetic fields: the superconducting gap remains finite for values of the
Zeeman term more than 40 times larger then the value of the induced gap in the absence
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of magnetic fields. In addition, we have shown that such robustness strongly depends on
the twist angle in the sense that if θ is such that graphene’s FS overlaps with the NbSe2
pockets around the K points then the induced gap is much more robust to an external
in-plane magnetic field than if θ is such that the graphene’s FS overlaps with the NbSe2
pocket around the Γ pocket. This is a consequence of the fact that the spin-splitting of
the NbSe2 bands due to SOC is much stronger at the K point than at the Γ point.
The strong dependence on the external magnetic fields of the superconducting gap
induced into the graphene layer is a reflection of the fact that graphene can be used, by
simply varying the twist angle, as a momentum-selective probe of the electronic structure,
and properties of the substrate. We can therefore envision that tunneling experiments on
graphene-based heterostructures could provide very useful, momentum selective, informa-
tion on the gap structure of systems with more complex gap profiles.
Considering the similarities between the Fermi surface structure of monolayer NbSe2
and other transition metal dichalcogenides our results are relevant also to other graphene-
TMDs heterostructures. This also applies to the case in which, instead of a monolayer, a
few atomic layers TMD is used. Our results suggests that in general, for a large range of
stacking configurations, the graphene and TMD states, despite the large lattice mismatch,
are expected to hybridize and, when the TMD is superconducting, induce a significant
superconducting gap into the graphene layer. It would be interesting to study how such
proximity effect can affect the ground state of twisted-bilayer graphene systems [86, 87,
88, 89, 90].
CHAPTER 4
GNR-hBN
Graphene nanoribbons (GNRs)[47, 91, 92, 93, 51, 94, 95, 96] are almost ideal 1D
electronic systems: they are only one atom thick and their width can be just a few atoms.
Recent advances in bottom-up synthesis using molecular precursors allow to control with
atomic precision the width and the edges’ morphology of GNRs. [97, 98, 99, 100]. These
developments make GNRs very promising as basal elements for the realization of quasi-1D
systems and 1D topological states [101, 102]. The particular advantage of GNRs toward
this goal are: (i) almost ideal 1D character, (ii) scalable synthesis and layout to create
networks of quasi 1D channels, (iii) tunability of their electronic properties via edge and
width engineering. Interest in 1D electronic systems has recently increased substantially
given that to date the most successful and promising approaches to realize non-abelian
electronic states, such as Majoranas, rely on the availability of 1D devices [103] of high
quality (ideally disorder free) [104, 105, 106, 107, 108, 109, 110, 111, 112]. The ultimate
1D nature of GNRs and therefore large energy separation between their 1D subbands
makes them in many respects ideal for the realization of 1D superconductor heterostruc-
tures compared to semiconductor-superconductor nanowires where in typical experimental
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conditions several bands are occupied [113, 114, 115].
To be able to use GNRs to realize states like Majoranas [116] the GNRs have to be
of very high quality, i.e to have a very low level of disorder. In recent years high quality
hexagonal boron nitride, hBN, has emerged as the ideal dielectric to realize graphene-based
heterostructures [66, 117, 118, 119, 120]. This is due to the fact that hBN has a large
band gap, a very low density of impurities and crystal defects, and it can be exfoliated
to be only a few atoms thick. Because of the extreme low impurity density of hBN,
graphene devices in which hBN is the dielectric substrate have electron’s mobilities orders
of magnitude larger than graphene devices on other substrate, such as, for example, silicon
dioxide [121, 122, 123, 124, 125, 126]. One additional important consequence of having
a substrate with low disorder, is that in systems like graphene and bilayer graphene, it
also reduces the carrier density inhomogeneities that, especially close to the Dirac point
or in the presence of a small band gap, can be very large and significantly modify the
electronic properties of the graphene-based device [127, 128, 129, 130, 131, 132, 74, 133,
134, 135, 136, 137, 138, 139, 75, 72]. Imaging experiments have directly shown that the
use of hBN as a substrate instead of silicon oxide greatly reduces the amplitude of the
disorder-induced carrier density inhomogeneities [118, 120, 86].
For all the reasons stated above it is natural to use hBN as a substrate for graphene
nanoribbons. However, it has been shown both theoretically [140, 141, 142, 143, 144]
and experimentally [120, 145, 146, 147, 148] that hBN can qualitatively affect the band
structure of graphene. This is due to the fact that in graphene-hBN devices, because hBN
has a lattice constant that is only 1.8% larger than graphene’s, there can be region tens of
nanometer wide in which the graphene layer is in register with the hBN lattice [149] and
therefore have its sublattice symmetry broken given that in hBN the A and B sublattices
create different electrostatic potentials. Given that GNRs are typically only a few atoms
wide we should expect that hBN can qualitatively modify their band structure. In order
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to be able to use hBN to increase the quality of GNRs to realize almost ideal 1D electronic
systems, it is therefore necessary to understand how hBN can affect the spectrum of GNRs.
In this work we study how hBN modifies the band structure of GNRs. We study
different types of GNRs and consider different (commensurate) stackings between the
GNRs and hBN. We find that hBN can cause qualitative changes to the band structure of
GNRs and that these changes can be tuned by selecting the stacking configuration. The
effects are most dramatic for zig-zag graphene nanoribbons (GNRs): for such ribbons hBN
in general induces a spin splitting of the conduction band (CB) and valence band (VB).
We also find that the sign of such spin-splitting can be changed simply by changing, via a
rigid shift, the stacking between the ZGNR and hBN.
4.1 Method
Graphene is a one-atom thick layer of carbon atoms arranged in an hexagonal struc-
ture [121, 150, 151, 126]. In graphene the carbon-carbon distance, a, is 1.46 A˚. The hexag-
onal structure is best described as a triangular lattice with lattice constant aG =
√
3a and
a basis with two sites, A and B. The atoms at sites A form the A-sublattice and the atoms
at the B sites form the B-sublattice. In graphene the A and B sites are both occupied
by carbon atoms and so we have sublattice symmetry. Graphene nanoribbons can be ob-
tained by etching graphene along particular directions [152]. More recently, GNRs have
been produced via bottom-up synthesis [97, 98, 99], a fabrication technique that allows
to control with atomic precision the width of the ribbon and the shape of their edge and
therefore their electronic properties. Depending on their edges we can identify two types
of GNRs: armchair GNRs (AGNRs), Fig. 4.1 (a), in which the edges look like a sequence
of armchairs, and zigzag GNRs (ZGNRs), Fig. 4.1 (b), in which the edges have a zigzag
pattern. It is customary to refer to the width of an AGNR via the number N across the
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transverse direction of carbon-carbon dimers aligned along the longitudinal direction. For
ZGNRs the width is denoted by the number N of zigzag chains. For the remainder it
is important to notice that the unit cell of AGNRs and ZGNRs is different, as shown in
Fig. 4.1. Let aAGNR be the nanoribbon lattice constant. For AGNRs aAGNR =
√
3aG, for
ZGNRs aZGNR = aG.
FIG. 4.1: Atoms layout for AGNR (a), and ZGNR (b). The dashed lines identify the primitive
cells. (c), (d), (e), (f) possible stacking configurations between a GNR and hBN: AA, ABN,
ABB, and Abr, respectively.
The heterostructures that we study are formed by a graphene nanoribbon (armchair
or zigzag) placed on hBN. Figure 4.1 (c-f) show some examples GNR-hBN structures. In
hBN the sublattice A (B) is occupied by boron (nitrogen) atoms, or vice versa. The fact
that the A and B sites are not equivalent in hBN in Fig. 4.1, and all the figures in the
remainder of this work, is denoted by the fact that they are shown in different colors. In
all the results presented in the remainder, to avoid the effects due to dangling bonds, we
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assume the edges of the GNRs to be terminated by hydrogen atoms, shown in light grey
in Fig. 4.1. It is helpful to name the particular stackings shown in Fig. 4.1. Figure 4.1 (c)
shows the case in which the ribbon and the hBN are in the AA stacking configuration,
i.e. the case in which the GNR’s sublattice A (B) is directly above the sublattice A
(B) of hBN. In the ABN (ABB) stacking the sublattice A (B) of the GNR is in register
with the sublattice occupied by the nitrogen (boron) atoms of the substrate, Fig. 4.1 (d)
(Fig. 4.1 (e)). In the bridge-stacking configuration, Abr, the carbon-carbon links of the
GNR cross the boron-nitrogen links of the substrate, Fig. 4.1 (f).
FIG. 4.2: Sketch of the supercell used for the DFT calculation. D is the distance between
ribbons, and δ⊥ (δ‖) denote transverse (longitudinal) shifts of the GNR with respect to the
hBN substrate away from AA stacking.
The tight-binding model is a computationally very efficient method that has been used
to obtain the band structure of GNRs [47, 48, 153, 154] and related systems. However,
to get accurate results, even qualitatively, using the tight-binding model requires a fine
tuning of its parameters that can only be achieved by comparing the tight-binding model’s
results to the ones obtained using density functional theory (DFT) approaches [51, 155,
156, 92, 157, 94]. For the case of isolated AGNR this is exemplified by the fact that
the simple nearest neighbor tight binding model with constant hopping parameter for
the case in which N = 3n − 1 return a gapless band-structure whereas DFT shows the
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presence of finite band-gap [51, 94]. The main reason for such discrepancy is that, due
to the finite width of the ribbon, the hopping parameter entering the tight-binding model
should not be taken to be constant across the ribbon’s width [51] and hopping processes
beyond next-neighbor should also be included [48]. For ZGNRs the simple tight-binding
model predicts a gapless band structure, due to the presence of edge modes, a fact that
is not affected by the variation of the hopping parameter across the ribbon. However,
also for ZGNRs the result of the simple tight-binding model are qualitatively incorrect
if one does not include the effect of the exchange part of the Coulomb interaction. The
exchange interaction causes ZGNRs to have an insulating ground state with ferromagnetic
order along the edges and antiferromagnetic order between the two edges, an effect that
is correctly captured by ab-initio calculations [158, 51, 159]. As evidence of the significant
advances in the synthesis of high quality GNRs, very recently the ZGNRs’ magnetic edges
states have been observed experimentally [100]
For the reasons stated above, in this work we obtain the electronic structure of all the
systems via ab-initio density functional theory calculations using the Quantum Espresso
package [160]. We use ultrasoft potentials and a plane-waves basis with periodic boundary
conditions.
We denote as x the axis along the longitudinal direction of the GNR, as z the axis
perpendicular to the heterostructure plane and as y the axis in the GNR plane perpen-
dicular to both x and z, as shown in Fig. 4.2. δ‖ (δ⊥) denotes a shift along the x (y)
direction between the GNR and the substrate. In order to simulate a heterostructure with
an isolated GNR we need to use a supercell large enough to minimize artificial interference
effects arising from the periodic boundary conditions. We find that for supercell sizes
D > 9aG finite size effects are negligible and do not affect the electronic structure of the
GNR. In the direction perpendicular to the plane of the GNR-hBN heterostructure we
insert a “vacuum layer” 10 A˚ thick.
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The electron exhange and correlation are calculated by implementing the generalized
gradient approximation (GGA) functional of Perdew-Burke-Ernzerhof (PBE) [24]. For
AGNR hybrid systems the Brillouin zone (BZ) integration is performed by generating a
uniform 12x12x1 mesh of k points using the Monkhorst-Pack procedure. For ZGNR hybrid
systems we use the same procedure using 16x16x1 mesh. The cut off energy wavefunction
and charge densities are set to be 50 Ry and 400 Ry, respectively, ensuring the convergence
of the total energy. To be able to compare the effect of different stacking configurations
we keep the interlayer distance d fixed. We conservatively set d = 3.5A˚ considering that
the modifications of the GNR electronic structure due to the presence of the substrate are
stronger for smaller values of d. Changes in d do not change qualitatively the results that
we present in remainder.
We limit ourselves to the case when the stacking between the nanoribbon and hBN is
commensurate. We assume that the 1.8% lattice mismatch between the graphene nanorib-
bon and hBN can be neglected given the small size of the system and the fact that in
graphene-hBN heterostructures it has been shown that graphene and hBN lattices can be
in commensurate stacking configurations over regions tens of nanometers wide. wide [149].
4.2 Results
In this section we present our results. To better understand the results for the GNR-
hBN heterostructures it is helpful to briefly review the electronic structure of isolated GNRs
and hBN. Figure 4.3 shows the low-energy band structure of isolated GNRs obtained using
DFT, see Sec. 4.1. Figures 4.3 (a)-(c) show the band structure for AGNRs with width
N = 3n− 1, N = 3n, N = 3n + 1, respectively for the case when n = 2. As discussed in
Sec. 4.1 for all three cases we have a gapped band structure. Figure 4.3 (d) shows the band
structure for a ZGNR of width N = 4. Notice that for a ZGNR the low energy states are
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located at the edge of the 1D BZ (k = pi/aZGNR), and the gap due to the antiferromagnetic
ordering, decreases with the width of the ribbon. Here, and in the remainder, ∆(0) denotes
the direct band gap and ∆(1) the energy splitting for k = pi/aZGNR. Figure 4.4 shows the
low energy band structure of hBN.
FIG. 4.3: (a) Band structure for an AGNR with N=3n-1=5, (n=2). (b) Band structure for an
AGNR with N=3n=6. (c) Band structure for an AGNR with N=3n+1=7. (d) Band structure
for a a ZGNR with N=4.
4.2.1 AGNR-hBN heterostructures
In this section we present the results for heterostructures formed by AGNR and hBN.
Figure 4.5 (a) shows the low-energy band-structure of a AGNR-hBN heterostructure in the
AA stacking configuration: here and in the remainder the dashed lines show the spectrum
of the isolated GNR and the solid lines the spectrum of the heterostructure. We see that
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FIG. 4.4: Low energy band structure of hBN. The inset shows the Brillouin Zone.
for this configuration the presence of the hBN does not modify significantly the spectrum
of the GNR. Figure 4.5 (b) shows the shift in energy of the ribbon valence and conductance
band due to the presence of the hBN: we see that for this configuration the variation in
energy is of the order of 15 meV close to the k = 0 point and slowly increases (in absolute
value) as we move away from k = 0.
To study how differences in stacking affect the spectrum we studied the effect of a shift
away from the AA configuration in the longitudinal and transverse direction. The relative
change of the ribbon’s band gap ∆r ≡ (∆h − ∆0)/∆0 where ∆h is the band gap of the
GNR-hBN heterostructure, can be used to show in a compact way the effect. The results
are shown in Fig 4.6 for the three classes of AGNRs: N = 3n − 1, N = 3n, N = 3n + 1
where, as in the remainder of this work, we have taken n = 2. We see that a shift in the
perpendicular direction has only a minor effect: the relative change is at most of the order
of 2%. We also observe that the highest increase of the band gap due to δ⊥ is obtained
when the shift results in the Abrconfiguration for N = 3n−1 and N = 3n+ 1 AGNRs and
very close to it for N = 3n AGNRs.
The shift in the longitudinal direction has a stronger effect than δ⊥. By varying δ‖ we
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FIG. 4.5: (a) Bands of a AGNR-hBN heterostructure for a ribbon with N = 6 placed on hBN
in the AA stacking configuration. The dashed lines show the spectrum of the isolated GNR
and the solid lines the spectrum of the heterostructure. (c), (d) energy shift as a function of k
of the CB, and VB, respectively.
can obtain the ABN and ABB configurations. Figure 4.6 shows that for all the three types
of ribbons ∆r(δ‖) has an extremum when the ABB configuration is realized. For most cases
a shift in the longitudinal direction can induce a change of the band gap of the order of 6%
or less, however, for the case when N = 3n−1, i.e. for the class of AGNRs for which ∆0 is
the smallest (zero using a tight binding model with uniform hopping parameters) a shift in
the longitudinal direction away from the AA stacking can lead to a configuration for which
the band gap is reduced by 20%, i.e. about 60 meV in absolute terms. Figure 4.7 shows
the atoms arrangement for this configuration, and the corresponding low-energy band-
structure. We see that for this stacking the nitrogen atoms are located midway under the
longitudinal C-C bonds.
We expect that graphene nanoribbons will be placed on hBN via methods (such
as exfoliation) that in general lead to long-lived metastable stacking configurations that
are not the thermodynamic ground state. However, it can be insightful to see which
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FIG. 4.6: Evolution of the band gap of a AGNR (with n = 2) placed on hBN as a function
of shift away from AA stacking. The left panels show the results for a shift along δ‖, the right
panels for shifts along δ⊥. The different rows show the results for different widths of the ribbon:
the first row (panels (a) and (b)) show the results for the case when N = 3n−1 = 5, the second
(panels (c) and (d)) for the case when N = 3n = 6, and the last (panels (e) and (f)) for the
case when N = 3n+ 1 = 7.
85
FIG. 4.7: (a) Stacking configuration for a AGNR-hBN system corresponding to the maximum
gap change shown in Fig. 4.6 (a) (N = 5) corresponding to δ|| = 0.16
(
1
a
)
. (b) Bands for the
stacking configuration shown in (a) (the dashed lines show the bands for the isolated ribbon).
(c) The top panel shows the difference at small k’s between the heterostructure’s conduction
band, CB, and the isolated ribbon’s CB for the stacking configuration shown in (a). The bottom
panel show the difference between the VBs.
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configurations, among the ones considered in Fig. 4.6, are the most stable. For this reason
we calculated the change, with respect to the AA-stacking configuration, of the total
energy as a function of δ‖ and δ⊥. Figure 4.8 show the results for the case of an AGNR
with N = 6 (we find the same qualitative results for different values of N). This figure
shows that the ABB stacking configuration is the most stable, in agreement with previous
studies of graphene on hBN [143]. 3
FIG. 4: (Color online) The total energy change of AGNR-hBN un-
der shift in parallel and orthogonal direction are shown on the left and
right panel. The ribbon widths are selected to be N = 6 and N = 7
given in (a-b) and (c-d). We observe that the most stable configu-
ration is ABB stacking as the total energy become minimum. This
can be explained qualitatively as the valence electron of carbon atom
is located far away from the valence electron of nitrogen. Therefore,
the repulsion from electron-electron coloumb interaction can be min-
imized. Moreover, the electrostatic potential close to boron atom is
more positive.
FIG. 5: (Color online) The total energy change of ZGNR-hBN(N=4)
under shift in parallel and orthogonal direction are shown in (a) and
(b).We have similar observation with AGNR-hBN system where the
lowest total energy is attained in ABB stacking.
FIG. 4.8: (Color online) Change of the total energy, with respect to the case of AA stacking,
as a function of δ‖ (a), and δ⊥ (b), for an AGNR with N = 6 placed on hBN
4.2.2 ZGNR-hBN heterostructures
We now consider ZGNR-hBN heterostructures. Figure 4.9 shows the low energy
spectrum of a ZGNR-hBN heterostructure for the case of AA stacking. Analogously to
what we find for AGNR-hBN we see that for this configuration the effect of the hBN on
the band gap is small: the conduction and valence bands around k = pi
aZGNR
are shifted by
10-20 meV, Fig. 4.9 (c). However, the presence of hBN causes an important qualitative
modification of the band structure: it induces a spin splitting of the valence and conduction
bands, see Fig. 4.9 (d). This is due to the locking between spin and sublattice degrees
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FIG. 7: (a) Stacking configuration for a AGNR-hBN system corre-
sponding to the maximum gap change shown in Fig. 6 (a) (N = 5)
corresponding to  || = 0.16
 
1
a
 
. (b) Bands for the stacking config-
uration shown in (a) (the dashed lines show the bands for the isolated
ribbon). (c) The top panel shows the difference at small k’s between
the heterostructure’s conduction band, CB, and the isolated ribbon’s
CB for the stacking configuration shown in (a). The bottom panel
show the difference between the VBs.
left (right) edge state has spin polarization up (down) while at
the same time the atoms forming the left (right) edge belong
to the A (B) sublattice (or viceversa). As Fig. 9 shows the
presence of hBN breaks the sublattice symmetry and there-
fore the degeneracy of the states due to this symmetry. In
a ZGNR, the breaking of the sublattice symmetry therefore
causes a spin splitting of the edge states, for which spin and
sublattice degrees of freedom are locked.
The effect of the presence of hBN on the band structure of
ZGNR is similar to the effect of an electric field applied along
the transverse direction of a ZGNR. It was shown that for large
enough transverse electric fields a ZGNR can be driven into an
ideal half-metallic state76,77. For the case of a ZGNR placed
on hBN the difference in electrostatic potential between the
ZGNR’s atoms on the two different edges is not due to an
external electric field but the fact that they are located above
different atoms of the layer forming the substrate. The results
of Figure 8 (d) show that hBN, and any substrate that break
the sublattice symmetry of graphene, can be used to spin split
the edge modes of a ZGNR. We can conclude that in ZGNR-
hBN heterostructures we can break the spin-degeneracy with-
out having to introduce an external magnetic field and explic-
itly breaking the time reversal symmetry. It is interesting to
see if such an effect can be maximized by tuning the stacking
configuration and the width of the ZGNR.
FIG. 8: Results for a ZGNR with (N = 4) placed on hBN in
the AA stacking configuration. (a) Band structure, the dashed lines
show the bands for the isolated ZGNR. (b) Difference, for k close to
⇡/aZGNR, between the band gap of the hBN-ZGNR heterostructure,
 h, and the band gap of the isolated ZGNR  0. (c) The top panel
shows the difference for k close to ⇡/aZGNR between the ZGNR-
hBN heterostructure’s CB and the isolated ribbon’s CB for the AA
stacking configuration. The bottom panel show the difference be-
tween the VBs. (d) Spin splitting as a function of k for the ZGNR-
hBN heterostructure’s CB and VB.
Figure 10 shows the effects on the ZGNR band structure
of a shift along the ribbon’s transverse direction away from
the AA stacking configuration. We see that the reduction of
 (0) and  (1) oscillates with  ?, Fig. 10 (a), (b). The spin
splitting also oscillates with  ? Fig. 10 (c), (d), in a very
similar way both around  (0) and  (1) for valence and con-
duction band. As for the band-gap the effect of the hBN on
the spin splitting is minimal for the ABB stacking configura-
tion. Also for values of  ? such that a configuration between
AA and ABN is realized the spin splitting can be tuned very
close to zero. We find that by varying  ? the Zeeman splitting
is maximized when a configuration close to the ABN stack-
ing ( ? = 0.8aG) or not too far from the AA stacking one
( ? = 1.5aG). For these configurations the spin splitting is
about 40 meV. Fig. 10 (e), (f) show the stacking configura-
tions corresponding to  ? = 0.8aG and  ? = 1.5aG, re-
spectively. We see that in both cases the carbon atoms of one
of the GNR sublattices are very close to the nitrogen atoms
whereas the carbon atoms of the other sublattice are very close
to the boron atoms. Due to the details of the electrostatic en-
vironment created by the hBN we conclude that these, among
the configurations that we have considered, are the ones that
maximize the breaking of the ZGNR sublattice symmetry and
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FIG. 7: (a) Stacking configuration for a AGNR-hBN system corre-
sponding to the maximum gap change shown in Fig. 6 (a) (N = 5)
corresponding to  || = 0.16
 
1
a
 
. (b) Bands for the stacking config-
uration shown in (a) (the dashed lines show the bands for the isolated
ribbon). (c) The top panel shows the difference at small k’s between
the heterostructure’s conduction band, CB, and the isolated ribbon’s
CB for the stacking configuration shown in (a). The bottom panel
show the difference between the VBs.
left (right) edge state has spin polarization up (down) while at
the same time the atoms formin the left (right) edg belong
to the A (B) sublattice (or vic versa). As Fig. 9 shows the
presence of hBN breaks the sublattice symmetry and there-
fore the degeneracy of the states due to this symmetry. In
a ZGNR, the breaking of the sublattice symmetry therefore
causes a spin splitting of the edge states, for which spin and
sublattice degrees of freedom are locked.
The effect of the presence of hBN on the band structure of
ZGNR is similar to the effect of an electric field applied along
the transverse direction of a ZGNR. It was shown that for large
enough transverse electric fields a ZGNR can be driven into an
ideal half-metallic state76,77. For the case of a ZGNR placed
on hBN the difference in electrostatic potential between the
ZGNR’s atoms on the two different edges is not due to an
external elect ic field but the fact th t they are located above
dif erent atoms of the layer forming the substrat . The r sults
f Figure 8 (d) show that hBN, and any substrate that break
the sublattice symmetry of graphene, can be used to spin split
the edge modes of a ZGNR. We can conclude that in ZGNR-
hBN heterostructures we can break the spin-degeneracy with-
out having to introduce an external magnetic field and explic-
itly breaking the time reversal symmetry. It is interesting to
see if such an effect can be maximized by tuning the stacking
configuration and the width of the ZGNR.
FIG. 8: Results for a ZGNR with (N = 4) placed on hBN in
the AA stacking configuration. (a) Band structure, the dashed lines
show the bands for the isolated ZGNR. (b) Difference, for k close to
⇡/aZGNR, between the band gap of the hBN-ZGNR heterostructure,
 h, and the band gap of the isolated ZGNR  0. (c) The top panel
shows the difference for k close to ⇡/aZGNR between the ZGNR-
hBN heterostructure’s CB and the isolated ribbon’s CB for the AA
stacking configuration. The bottom panel show the difference be-
tween the VBs. (d) Spin splitting as a function of k for the ZGNR-
hBN heterostructure’s CB and VB.
Figure 10 shows the effects on the ZGNR band structure
of a shift along the ribbon’s transverse direction away from
the AA stacking configuration. We see that the reduction of
 (0) and  (1) oscillates with  ?, Fig. 10 (a), (b). The spin
splitting also oscillates with  ? Fig. 10 (c), (d), in a very
similar way both around  (0) and  (1) for valence and con-
duction band. As for the band-gap the effect of the hBN on
the spin splitting is minimal for the ABB stacking configura-
tion. Also for values of  ? such that a configuration between
AA and ABN is realized the spin splitting can be tuned very
close to zero. We find that by varying  ? the Zeeman splitting
is maximized when a configuration close to the ABN stack-
ing ( ? = 0.8aG) or not too far from the AA stacking one
( ? = 1.5aG). For these configurations the spin splitting is
about 40 meV. Fig. 10 (e), (f) show the stacking configura-
tions corresponding to  ? = 0.8aG and  ? = 1.5aG, re-
spectively. We see that in both cases the carbon atoms of one
of the GNR sublattices are very close to the nitrogen atoms
whereas the carbon atoms of the other sublattice are very close
to the boron atoms. Due to the details of the electrostatic en-
vironment created by the hBN we conclude that these, among
the configurations that we have considered, are the ones that
maximize the breaking of the ZGNR sublattice symmetry and
2
FIG. 3: (Color online) Results for a ZGNR with (N = 4) placed on
hBN in the AA stacking configuration for interlayer distance 3.4A˚.
(a) Band structure, the dashed lines show the bands for the isolated
ZGNR. (b) Difference, for k close to ⇡/aZGNR, between the band
gap of the hBN-ZGNR heterostructure,  h, and the band gap of
the isolated ZGNR  0. (c) The top panel shows the difference for
k close to ⇡/aZGNR between the ZGNR-hBN heterostructure’s CB
and the isolated ribbon’s CB for the AA stacking configuration. The
bottom panel show the difference between the VBs. (d) Spin splitting
as a function of k for the ZGNR-hBN heterostructure’s CB and VB.
(e)
FIG. 4.9: Results for a ZGNR with (N = 4) placed on h in the AA stacking configuration.
(a) Band structure, the dashed lines s ow the bands for the isolated ZGNR. (b) Difference,
for k close to pi/aZGNR, betw en the band gap of the hBN-ZGNR heterostructure, ∆h, and
the band gap of the isolated ZGNR ∆0. (c) The top pan l shows the difference for k clos to
pi/aZGNR bet een the ZGNR-hBN heterostructure’s CB and the isolated ribbon’s CB for the
AA stacking configuration. The bottom panel show the differe ce between the VBs. (d) Spin
splitting as a function of k for the ZGNR-hBN heterostructure’s CB and VB. (e) Same as (d)
but for d = 3.4A˚.
FIG. 4.10: (a) Sketch of a ZGNR placed on hBN in the AA stacking configuration. The arrows
at the edges of the ZGNR show the spin polarization of the edge modes. (b) Enlargement of
the VB and CB to show the spin splitting due to the presence of hBN.
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of freedom for the edge states [161] and the fact that the presence of hBN breaks the
GNR sublattice symmetry. For ZGNRs the left (right) edge state has spin polarization
up (down) while at the same time the atoms forming the left (right) edge belong to
the A (B) sublattice (or viceversa). As Fig. 4.10 shows the presence of hBN breaks the
sublattice symmetry and therefore the degeneracy of the states due to this symmetry. In
a ZGNR, the breaking of the sublattice symmetry therefore causes a spin splitting of the
edge states, for which spin and sublattice degrees of freedom are locked. Such spin splitting
is not affected qualitatively by changes in the interlayer distance d, however, changes in d
have quantitative effects: as we would expect decrease of d increases the spin splitting as
confirmed by the comparison of the results shown in Fig. 4.10 (e) and Fig. 4.10 (f) that
were obtained using d = 3.5A˚ and d = 3.4A˚, respectively.
The effect of the presence of hBN on the band structure of ZGNR is similar to the effect
of an electric field applied along the transverse direction of a ZGNR. It was shown that
for large enough transverse electric fields a ZGNR can be driven into an ideal half-metallic
state [162, 163]. For the case of a ZGNR placed on hBN the difference in electrostatic
potential between the ZGNR’s atoms on the two different edges is not due to an external
electric field but the fact that they are located above different atoms of the layer forming
the substrate. The results of Figure 4.9 (d) show that hBN, and any substrate that break
the sublattice symmetry of graphene, can be used to spin split the edge modes of a ZGNR.
We can conclude that in ZGNR-hBN heterostructures we can break the spin-degeneracy
without having to introduce an external magnetic field and explicitly breaking the time
reversal symmetry. It is interesting to see if such an effect can be maximized by tuning
the stacking configuration and the width of the ZGNR.
Figure 4.11 shows the effects on the ZGNR band structure of a shift along the ribbon’s
transverse direction away from the AA stacking configuration. We see that the reduction
of ∆(0) and ∆(1) oscillates with δ⊥, Fig. 4.11 (a), (b). The spin splitting also oscillates
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with δ⊥ Fig. 4.11 (c), (d), in a very similar way both around ∆(0) and ∆(1) for valence
and conduction band. As for the band-gap the effect of the hBN on the spin splitting is
minimal for the ABB stacking configuration. Also for values of δ⊥ such that a configuration
between AA and ABN is realized the spin splitting can be tuned very close to zero. We
find that by varying δ⊥ the Zeeman splitting is maximized when a configuration close to
the ABN stacking (δ⊥ = 0.8aG) or not too far from the AA stacking one (δ⊥ = 1.5aG). For
these configurations the spin splitting is about 40 meV. Fig. 4.11 (e), (f) show the stacking
configurations corresponding to δ⊥ = 0.8aG and δ⊥ = 1.5aG, respectively. We see that in
both cases the carbon atoms of one of the GNR sublattices are very close to the nitrogen
atoms whereas the carbon atoms of the other sublattice are very close to the boron atoms.
Due to the details of the electrostatic environment created by the hBN we conclude that
these, among the configurations that we have considered, are the ones that maximize the
breaking of the ZGNR sublattice symmetry and therefore the spin splitting of the spin
polarized edge modes.
Figure 4.12 shows how the band gap and the spin splitting change by shifting the
ZGNR away from the AA stacking along the longitudinal direction. As for the case
of a perpendicular shift, we see that both the gap and the spin-splitting oscillate with
δ‖. Both the gaps, ∆(0) and ∆(1), and the spin splitting are symmetric with respect to
(δ‖ − (1/2)aZGNR) This can be understood considering that for δ‖ = (1/2)aZGNR we ob-
tain the Abrconfiguration and that shifts along the longitudinal direction around such
configuration lead to equivalent stackings. The results of 4.12 (b)-(d) show that for the
Abrconfiguration, see Fig. 4.1 (f), both ∆
(1) and the spin splitting are maximized. Our
results show that, due to the details of the electrostatic potential created by the atoms
forming the heterostructure, the strongest sublattice-breaking effect of hBN is not obtained
for the AA stacking configuration, as one would naively expect, but for configurations as
the ones shown in Fig. 4.1 (f) and Fig. 4.11 (e), (f) in which the carbon atoms are slightly
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FIG. 4.11: Evolution of the band gaps and spin splittings of a ZGNR with N = 4 placed on
hBN as a function of δ⊥. (a), (b), Change of ∆(0), ∆(1), respectively, due to the presence of
the hBN. (c), (d) Spin splitting ∆(↑↓), at k = pi/aZGNR, and close to ∆(0), due to the presence
of hBN for the VB and CB, respectively. (e), (f) Stacking configuration corresponding to the
values of δ⊥ for which the spin splitting ∆(↑↓) is maximized, shown in (c), (d): δ⊥ = 0.8aG in
(e), and δ⊥ = 1.5aG in (f).
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off from being directly above the nitrogen and carbon atoms.
Figure 4.14 shows the low-energy band structure of ZGNR-hBN for the Abrconfiguration.
As to be expected we see, Figure 4.14 (c), that the spin splitting induced by the presence
of hBN decreases as we move away from the k = pi/aZGNR point, i.e as we move away from
the value of k for which the locking of the spin and sublattice degree of freedoms for the
edge states is the strongest.
FIG. 4.12: Evolution of the band gaps and spin splittings of a ZGNR with N = 4 placed on
hBN as a function of a shift δ‖ away from AA stacking. (a) Change of ∆(0) due to the presence
of the hBN. (b) Change of ∆(1) due to the presence of the hBN. (c), (d) Spin splitting ∆(↑↓), at
k = pi/aZGNR, and close to ∆
(0), due to the presence of hBN for the CB and VB respectively.
We have shown for the case of AGNRs that the more stable configuration is the
ABB one, Fig. 4.8. We expect this to be the case also for ZGNRs. This is confirmed by
the results shown in Fig. 4.13 in which the the change, with respect to the AA-stacking
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configuration, of the total energy of a ZGNR-hBN system (with N = 4) as a function of
δ‖ and δ⊥ is shown.
FIG. 4.13: (Color online) Change of the total energy, with respect to the case of AA stacking,
as a function of δ‖ (a), and δ⊥ (b), for an ZGNR with N = 4 placed on hBN
The results of Figs. 4.11, 4.12 show that by shifting the ZGNR away from the AA
configuration we have the maximum spin splitting for shift in the transverse direction with
δ⊥ = 1.5aG. It is then interesting to see how the main features of the band structure of
a ZGNR-hBN system with δ⊥ = 1.5aG vary as we change the width of the nanoribbon.
The results are shown in Fig. 4.15. For an isolated ZGNR we have that as N increases
the band gap ∆(0) induced by the antiferromagnetic ordering of the edge states decreases,
whereas ∆(1) remains approximately constant [51]. This is shown by the squares symbols
in Fig. 4.15 (a), and (b), respectively. The circles in the same figures show the results
for the ZGNR-hBN heterostructure. We see that the presence of hBN does not affect
qualitatively the scaling of of ∆(0) and ∆(1) with respect to N .
It is then interesting to see how the spin splitting induced by the presence of hBN
scales with N . Fig. 4.15 (c), (d) show the spin splitting around ∆(0) and ∆(1), respectively.
Contrary to ∆(0) the spin splitting around it depends very weakly on N . This can be
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FIG. 4.14: Results for a ZGNR with (N = 4) placed on hBN in the Abr stacking configuration.
(a) Band structure, the dashed lines show the bands for the isolated ZGNR. (b) Difference,
for k close to pi/aZGNR, between the band gap of the hBN-ZGNR heterostructure, ∆h, and
the band gap of the isolated ZGNR ∆0. (c) The top panel shows the difference for k close to
pi/aZGNR between the ZGNR-hBN heterostructure’s CB and the isolated ribbon’s CB for the
AA stacking configuration. The bottom panel show the difference between the VBs. (d) Spin
splitting as a function of k for the ZGNR-hBN heterostructure’s CB and VB.
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FIG. 4.15: Effect of the ribbon width, N for a ZGNR-hBN heterostructure with stacking
configuration shown in Fig. 4.11 (f) corresponding to δ⊥ = 1.5aG, value of δ⊥ for which the
spin splitting ∆(↑↓) is maximized. ∆(0), (a), and ∆(1), (b), as a function of N for the ZGNR-
hBN heterostructure and the isolated ribbon. ∆(↑↓) for CB and VB around the X point, (c),
and the k = pi/aZGNR, (d).
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FIG. 4.16: Electron charge density for a pristine ZGNR with N = 7. (a), (b) ((c), (d)) show
the electron density of spin up and spin down states, respectively close to ∆(0) (k = pi/aZGNR).
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qualitatively understood considering that the states close to ∆(0) are not strongly localized
at the edges as shown in Fig. 4.16 (c), (d) and their localization does not change much
by varying the width of the ribbon. As a consequence, the fact that the carbon atoms
at the opposite edges of the ribbons see a different electrostatic potential being either
on top of nitrogen atoms or boron atoms, does not cause a spin splitting that depends
strongly on the ZGNR’s width, as shown in Fig. 4.15 (c). The opposite is true for the
states close to k = pi/aZGNR: in this case the states are strongly localized to the edges and
this localization increases with the ribbon’s width enhancing the spin splitting due to the
sublattice breaking effect of hBN on the ribbon, Fig. 4.15 (d). We therefore conclude that
the semimetal character of ZGNRs placed on hBN can be increased by considering wider
ribbons.
4.3 Conclusion
We have studied how the presence of hBN affects the electronic structure of armchair
and zigzag graphene nanoribbons. We have determined how hBN modifies the low energy
properties of the graphene ribbons’ bands and how these changes depend on the stacking
configuration. Pristine armchair graphene nanoribbons always have a finite band gap.
We find that for the class of armchair graphene nanoribbons with the smallest band gap,
ribbons of width N = 3n− 1 (with n a positive integer), the presence of hBN can modify
the GNR’s gap by as much as 20%. For the armchair graphene nanoribbons for which
the band-width is larger when isolated, ribbons of width N = 3n and N = 3n + 1, the
presence of hBN modifies the size of the gap only up to about 6%.
The effect of hBN is much more significant for zigzag graphene nanoribbons. For
these ribbons the band gap is due to the antiferromagnetic ordering of the edge states
and the fact that the carbon atoms at the opposite edges of the ribbon belong to different
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sublattices implies that the presence of hBN, by breaking the sublattice symmetry, can
strongly modify the low-energy features of the ribbon. The presence of hBN can induce a
significant spin splitting of the conduction and valence band and drive the ribbon into a
half-metallic state. We find that such spin splitting is maximized for the so called bridge
stacking configuration in which the carbon-carbon links of the GNR cross the boron-nitride
links of hBN and for configurations close to the AA stacking configuration, but not for the
AA stacking configuration itself. For a zigzag GNR of width N = 4 we find that the spin
splitting of the conduction and valence bands can be maximized, by varying the stacking
configuration, to about 40 meV conservatively assuming a GNR-hBN distance equal to
3.5A˚.
Our results show that hBN in general modifies the low energy features of GNRs and
that this effect can be tuned to some extent by varying the stacking configuration. For
zigzag GNRs, due the spin-sublattice locking of the edges states, the presence of hBN
induces a spin splitting of the conduction and valence bands that can be exploited, by
properly doping the GNRs, to drive the ribbon into a half-metallic state. The ability to
achieve a relatively large spin splitting of the conduction and valence bands without in-
troducing external magnetic fields or proximity to ferromagnetic materials could be very
helpful in spintronics applications and in particular to realize quasi 1D ideal spin-filters.
In addition, by proximitizing the ribbon to a superconducting system with spin-orbit cou-
pling, such as the surface of Pb, it should be possible to drive a ZGNR-hBN heterostructure
into a quasi one-dimensional topological superconducting state.
CHAPTER 5
GNR-TMD
Transition metal dichalcogenides (TMDs) [57, 164, 165, 60, 166, 167, 36, 168] are a
class of systems that in recent years has generated a lot of interest. Among the reasons for
the high level of research activity on TMDs is the fact that such materials can be exfoliated
to be only a few atoms thick [121, 169, 170] down to the limit of one monolayer, and the
fact that they have strong spin orbit coupling. Moreover, recently some the TMDs, such as
NbSe2 [171, 36, 38, 172, 173], have been shown to be superconducting even when only one
monolayer thick, and to have an in-plane upper critical field much larger than the Pauli
paramagnetic limit [36, 38, 173] due to the presence of strong spin-orbit coupling. TMDs
therefore possess two of the key ingredients –superconductivity and spin-orbit coupling –
that can be exploited to engineer topological superconducting phases [174, 9, 175, 8]. These
phases, in quasi one-dimensional (1D) systems, exhibit Majorana states bound to the two
ends of the systems [7]. In turn, Majorana states can be exploited to realize topologically
protected quantum bits, the building blocks of a topological quantum computer [8, 176].
These considerations make quasi 1D TMD-based systems a very interesting class of systems
to study. Other possibility to realize quasi 1D TMD-based systems is to “cut” them into
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ribbons [177, 178, 179, 180, 181, 182, 183, 184, 185, 186]. However, so far it appears to be
challenging to realize high quality TMD ribbons.
In this work we consider a different route: we study the possibility to realize 1D sys-
tems with strong spin-orbit coupling (SOC) by combining graphene nanoribbons (GNRs)
and 2D TMD systems. We find that in GNR-TMD heterostructures, via the proximity
effect, the SOC in the GNR can be greatly enhanced leading to 1D systems ideal for spin-
tronics applications and as basic elements to realize, when paired to a superconductor,
Majoranas and topologically protected qubits.
We obtain, via ab-initio calculation, the band structure of armchair GNRs (AGNRs)
and zigzag GNRs (ZGNRs) when placed on semiconductor and metallic TMD. To exem-
plify the physics for the case in which the TMD is a semiconductor we consider TMD:
MoSe2. Molybdenum- based TMDs are among the most studied semiconductor TMDs. Mo
is the lightest transition metal forming semiconductor TMDs a fact that helps to reduce
the resources needed to carry out the calculations that are computationally very expensive
due to the large primitive cell required because of the large mismatch between GNRs’ and
TMD’s lattice constants.
For the metallic case, we consider NbSe2 which is particularly interesting given that it
becomes superconducting at low temperatures with a so-called Ising-pairing [36, 38] that
allows it to remain superconducting for values of in-plane magnetic fields well beyond the
Pauli paramagnetic limit. By comparing the ab-initio results to tight-binding model results
we estimated that the tunneling strength between AGNRs and NbSe2 is approximately
20 meV, a value that should guarantee that for temperatures lower than the NbSe2 critical
temperature Tc a significant superconducting pairing should be induced into the GNRs via
the proximity effect.
This chapter is organized as follows: in Sec.5.1 we provide the geometrical character-
ization of GNR-TMD heterostructures and the details of the method used to obtain the
100
electronic structure, in Sec.5.2 we first show the results for the case of GNRs on semicon-
ductor TMDs and then for the case of GNR-NbSe2 heterostructures.
5.1 Method
We consider heterostructures formed by AGNRs or ZGNR placed on a monolayer of a
TMD [27, 23, 165, 62, 20, 12]. TMD monolayers have an in-plane hexagonal structures as
shown in Fig. 5.1 (a). Such a honeycomb lattice is best describe as formed by two triangular
sublattices: one sublattice is formed by the transition metal atoms, the darker and larger
spheres in Fig. 5.1 (a) and the other by pairs of chalcogenide atoms, the lighter and smaller
spheres in Fig. 5.1 (a). As the bottom of Fig. 5.1 (a) shows the pair of chalcogenide atoms
are placed on two different planes, one below and one above the plane formed by the
transition metal atoms. We denote by u the distance between the chalcogenide plane and
the transition metal plane, and by as the in-plane lattice constant. The lattice of the TMD
substrate is characterized by two primitive vectors as1 = as[cos(pi/6)ˆx − sin(pi/6)ˆy], and
as2 = as[cos(pi/6)ˆx + sin(pi/6)ˆy], as shown in Fig. 5.1. For MoSe2 we use as = 3.33A˚ and
u = 1.674A˚, for NbSe2 we use as = 3.48A˚ and u = 1.679A˚, values that are consistent with
experimental values [19] and the ones obtained via ab-initio relaxation calculations [62, 165]
All the electronic structure are obtained via ab-initio density functional theory (DFT)
calculations using the Quantum Espresso package [81]. We use the Perdew-Burke-Ernzerhof
functional [24] to model the exchange-correlation term, and ultrasoft pseudopotential with
a minimum kinetic energy cutoff for the charge density and the potential of 400 Ry. The
minimum kinetic energy cutoff for planewave expansion was set to 50 Ry. The integration
of the total energy was performed within the first Brillouin zone on the uniform k-points
Monkhorst-Pack mesh [187] with sizes (10 × 1 × 1) for AGNR-MoSe2, (16 × 1 × 1) for
AGNR-NbSe2, (20× 1× 1) for ZGNR-MoSe2, and (10× 2× 1) for ZGNR-NbSe2 to verify
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the convergence of the results.
For each structure, the energy bandstructure was obtained with and without relativis-
tic corrections to identify the effect of spin orbit coupling on the electronic structure of
the GNR-TMD system.
To keep the presentation self-contained in Fig. 5.1 we show the band structure for the
TMD’s monolayers that we consider in the remainder as substrates for GNRs: MoS2 in
Fig. 5.1 (b), MoSe2 in Fig. 5.1 (c) and NbSe2 in Fig. 5.1 (d). MoSe2 has a direct band
gap equal to 1.33 eV whereas NbSe2 is metallic. The key feature of TMDs monolayers
is the presence of a strong spin-orbit-induced spin splitting around the K-point of the
Brillouin Zone (BZ). For a monolayer TMD the strength of the SOC can be quantified by
the spin splitting at the K point of conduction or valence band, whichever is largest. For
MoSe2 the conduction band has a spin splitting equal to 188.8 meV, for the NbSe2 the
conduction band has the largest spin splitting, equal to 156 meV, at the K point. Table 5.1
summarizes the key properties of the TMDs that we consider
System aS(A˚) u(A˚) Note Gap(eV) 4v↑↓(meV) 4c↑↓(meV)
MoSe2 3.33 1.674 PBE 1.33 189 21
NbSe2 3.48 1.679 PBE - 155 -
TABLE 5.1: Table shows the structural parameter values of the TMD substrates used in this
work. Lattice constant of single layer TMD is given by (aS). The closest distance between
transition atom plane and dichalcogenide atom plane is denoted by u. 4v/c↑↓ are the maximum
spin splitting energy at valley K for valence and conduction band.
Graphene nanoribbons are of two types depending on the type of edges: armchair
nanoribbons shown in Fig. 5.2 (a), and zigzag ribbons shown in Fig. 5.2 (b). In these
figures we also show the corresponding lattice constants aAGNR =
√
3aG, aZGNR =aG, for
an AGNR and a ZGNR, respectively, where aG = 2.46A˚ is the graphene lattice constant.
Fig 5.2 (c) and (d) show the typical electronic structure obtained via ab-initio calculations
for an AGNR and a ZGNR respectively. In all our calculations, to avoid the effect of
dangling bonds, we terminate the edges of the GNRs with hydrogen atoms, shown as
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FIG. 5.1: (Color online). (a) Typical structure of a TMD monolayer. Band structure of MoS2,
(b), MoSe2 (c), and NbSe2 (d).
small grey sphere in Fig. 5.2. The band structure of both types of GNRs has a direct
gap. In ZGNRs the gap at k = pi is due to electron-electron interactions that favor a
ground state in which the electrons are ferromagnetically polarized along the edges and
antiferromagnetically between the edges [158, 51, 188, 46, 94, 98, 189].. AGNRs can be
classified in three distinct groups depending on their chirality [47]. Let N be the width, in
terms of carbon-carbon dimers aligned along the longitudinal direction, of an AGNR. The
three ANGRs’ chirality classes correspond to ribbons with width N = 3n − 1, N = 3n,
N = 3n + 1 n ∈ N. DFT results [51, 92, 155] show that, contrary to the prediction of
simple tight-binding models with constant hopping between the pz orbitals, all three types
of AGNRs have a direct band gap at k = 0, but this gap is much smaller for the class with
N = 3n− 1. For this in the remainder for AGNR-TMD heterostructures we focus on the
case when N = 3n− 1 = 5.
The GNR-TMD heterostructure is characterized by a one dimensional primitive cell
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that depend on the stacking orientation of the GNR with respect to the TMD. Let θ be the
relative angle between the substrate and the ribbon. The condition for a commensurate
structure can be expressed as:
mare
iθ = as[pe
ipi/6 + qe−ipi/6] (5.1)
where ar is the ribbon lattice constant, as is the TMD lattice constant and (m, p, q) are
positive integers. Equation (5.1) implies that the integers (m, p, q) mus satisfy the following
equation:
a2rm
2 = a2s(p
2 + q2 + pq). (5.2)
We use equations (5.1), (5.2) to identify possible commensurate structures with the con-
strains that the uniform strain on GNR be less than 5%. The primitive vector ah of the
GNR-TMD heterostructure is then given by ah = mar[cos θˆx+ sin θˆy]
Figure 5.3 shows schematically the orientation in momentum space of the GNR’s and
TMD’s Brillouin zones for a generic relative θ. The 2D BZ of the TMD is folded to the
1D BZ of the heterostructure. We can see that for same values of θ, for example θ = 0 the
opposite valleys K and K ′ of the TMD BZ fold on the same point of the heterostructure
reduced BZ, its Γ point. For other values of θ, for example θ = pi/2, equivalent valleys K
(and K ′) fold on the same point of the heterostructure reduced BZ, Fig. 5.3. Considering
that the spin splitting at the valley K and K ′ are equal and opposite, due to time reversal
symmetry, we can expect the effect of spin-orbit coupling on the electronic structure of the
GNR-TMD system will be much smaller that for configurations in which K and K ′ fold to
the same point of the reduced BZ (such as when θ = 0) than for configurations in which
equivalent valley fold to the same point of the reduced BZ (such as when θ = pi/2). For
this reason, in the remainder we consider these two extreme cases: θ = 0, and θ = pi/2.
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The distance d between the GNR and the TMD was set to be equal to the one between
graphene and the TMD. Using relaxation calculations with fixed in plan structure we
obtained d = 3.54A˚ and d = 3.49A˚ for MoSe2 and NbSe2, respectively, values that are
consistent with previous results [6]. The full list structural parameters of the structures
that we considered are shown in Table. 5.2.
System
Structure
θ aTMD(A˚)
Strain
a(A˚)
(mp,m, n) GNR (%)
AGNR-MoSe2 (4,3,3) 0
0 3.33 1.5 17.3
AGNR-MoSe2 (3,-4,4) 90
0 3.33 4.2 13.3
AGNR-NbSe2 (3,2,2) 0
0 3.48 -5.7 12.1
AGNR-NbSe2 (3,-4,4) 90
0 3.48 8.9 13.9
ZGNR-MoSe2 (7,-3,-3) 0
0 3.33 0.5 17.3
ZGNR-MoSe2 (4,-3,3) 90
0 3.33 1.5 9.99
ZGNR-NbSe2 (5,-2,-2) 0
0 3.48 -2 12.05
ZGNR-NbSe2 (3,-2,2) 90
0 3.48 -5.7 6.96
TABLE 5.2: The structural parameters of the selected heterostructures are given in this table.
To be able to set up a DFT calculation the one-dimensional GNR-TMD heterostruc-
ture is simulated as a three-dimensional periodic system as illustrated in Fig.5.2 (a) shown
schematically in Fig. 5.2 (b) in which an array of parallel GNRs is placed on the TMD. The
distance D = |A2| − Lr is chosen large enough to minimize interference effects between
parallel ribbons where Lr equal to the ribbon width. We chose D = 11.5A˚ for AGNR-
TMD and D = 17.5A˚ for ZGNR-TMD system. Each plane is periodically replicated in
the direction perpendicular to the plane with a vacuum interspace 15A˚ thick.
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2
We also can find the angle between bases vector of ribbon tR
with xˆs as a function of (mp,m, n).
sin↵ =
1
2
aS
aN
 m+ n
mp
cos↵ =
p
3
2
aS
aN
m+ n
mp
(5)
FIG. 2: The commensurate stucture between AGNR and TMD is
constructed as shown by the figure. xS and x are the x coordinate
axis for substrate (unrotated) and AGNR (rotated) coordinate system.
A1 and A2 are the supercell translation vectors with 600 angle be-
tween them. VectorA1 forms one-dimensional periodicity direction
of the ribbon and heterostructures. Vector A2 is created to build an
array of ribbons and its magnitude is proportional to ribbon-ribbon
distance.
This one-dimensional heterostructure was simulated as
three-dimensional periodic system as illustrated in Fig.3
where we artificially constructed an array of ribbon on a sub-
strate (Fig.3) forming a two dimensional plane. Then, each
plane is periodically replicated in z direction (orthogonal to
the plane) where two nearby planes are separated by vacuum
with the thicknes selected to be 9A˚. The array of ribbon is
built on the plane in order to simulate two-dimensional elec-
tronic properties of the substrate and reduce the number of
bases within the heterostructure supercell. Vector A2 shown
in Fig.2 is a translation bases vector that connect periodically
each ribbons and determines the distance between ribbons. In
our simulation, we used minimum value of |A2| to diminish
the interaction between each ribbon and also calculated the
bandstructure along the path in the same direction withA1.
The electronic structure of GNR-TMD system was calcu-
lated within Density Functional Theory (DFT) approach with
the plane-wave bases expansion in Local Density Approxi-
mation (LDA) scheme. The exchange-correlation functional
was described by Perdew-Zunger functional (provide ref!!) to
model electron interaction in the system. The atomic core was
replaced by ultrasoft pseudopotential with minimum kinetic
energy cutoff for charge density and potential about 400 Ry
(Rydberg). The minimum kinetic energy cutoff for planewave
expansion was set to 45 Ry. The integration of total energy
was performed within the first Brillouin zone on the uniform k
FIG. 3: The illustration of three-dimensional periodic system to sim-
ulate one-dimensional heterostructure.
point sampling (Monkhorst-Pack - give reference !!) with the
size (8⇥8⇥1), (10⇥10⇥1), (16⇥16⇥1), and (20⇥20⇥1)
ensuring the convergency of the result.
We performed structural optimization to find the equi-
librium structure of single layer MoSe2 and MoTe2 using
Perdew-Burke-Ernzerhof (PBE-give reference) functional.
Our calculated structural parameter values are in a good agree-
ment with previous work1,2. For MoS2, we used a bulk struc-
ture experimental values3 of the lattice constant (aS) and dis-
tance between Mo-S (u) planes. In the combined system of
System aS(A˚) u(A˚) Note
MoS2 3.16 1.586 Exp3
MoSe2 3.33 1.674 PBE
NbSe2 3.48 1.679 PBE
TABLE I: Table shows the structural parameter values of the TMD
substrates used in this work. Lattice constant of single layer TMD is
given by (aS). The closest distance between transition atom plane
and dichalcogenide atom plane is denoted by u.
GNR and monolayer TMD substrate, the interlayer distance
(distance between GNR plane and the closest dichalcogenide
atom plane) was fixed at 3A˚ within the range of interlayer dis-
tance in common Van-der-Waals heterostructures. By fixing
the distance, we can compare the effect of different substrates
to the GNR electronic structure. The edges of ribbon is passi-
vated by hydrogen atoms in order to eliminate dangling bonds
at the edges that allow us to study the GNR low energy bands
from Carbon pz orbital.
III. RESULTS
The crystal structure of GNR is determined by the edges
shape and the width size of ribbon. In this study, we inves-
tigated armchair and zigzag GNR with the structure given in
Fig.4. The location of low energy band of GNR can be pre-
dicted by folding the Graphene bands on particular direction
in k-space4. In AGNR, the valley K of graphene is folded to  
point, hence, the low energy bands of AGNR is expected to be
at k = 0. Due to time reversal symmetry, the spin degeneracy
at k = 0 is protected. Meanwhile, the valley K of graphene is
folded to k = 2⇡3aG in ZGNR.
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dicted by folding the Graphene bands on particular direction
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FIG. 4: (Color online). (a) Figure showing atoms layout for AGNR
(b) Figure showing atom layout for ZGNR Use N=6 or 5 given that
this the most used value.
L w energy bands of AGNR consists of two spin degen-
erate parabolic ba ds with t energy gap depends on the
ribbon width (N,N✏Z). There are three different classes of
AGNR characterized by the number of dimer lines (N =
3p   1, 3p, 3p + 1) with p is a positive integer. DFT calcula-
tion shows that all ribbons are a semiconductor with the finite
band gap which is inversely proportional to its width as a sig-
nature of quantum confinement effect in this system5. How-
ever, within tight binding (TB) approach considering only first
nearest neighbor hopping between pz orbital, it was predicted
that AGNR with the ribbon width N = 3p   1 is a metallic
ribbon with a Dirac band at  4. The incompatible results be-
tween DFT and TB is because the lattice distortion and third
nearest neighbor hopping in GNR play important role to de-
termine the electronic properties of AGNR6.
On the other hand, the low energy bands of ZGNR within
tight binding model of ⇡ carbon orbital was predicted to have
narrow bands ( 2⇡3aG  |k|  ⇡aG ) that become flatter in wider
ribbon7. The wavefunctions of these flat bands are localized at
both edges of ZGNR leading to large DOS at the Fermi level
causing the instability due to magnetic ordering or electron-
electron interaction in the system7. The ground st te of ZGNR
has ferromagnetic spin ordering on each edge and antiferro-
magnetic ordering between both edges. The emergence of this
spin ordering produces a staggered sublattice potential lead-
ing to the band gap opening that also inversely proportional to
ribbon width5.
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FIG. 5: (Color online). (a) DFT bands AGNR with W=3N-1=5, (b)
DFT bands ZGNR with W=4.
The TMD monolayer has a 2D hexagonal structure formed
by one transition metal atom and two chalcogenides atoms
within its primitive cell [Fig.6(a)]. The transition metal atom
is strongly bonded with six neighbour chalcogenide atoms that
forms trigonal prismatic arrangement. The lattice constant of
MoSe2 is larger than MoS2 due to the increase of chalco-
gen atom radius in a heavier atom. The calculated bandstruc-
ture ofMoS2 andMoSe2 [Fig.6(b-c)] show that these systems
are semiconductor with a direct band gap. However, NbSe2
monol yer is a metal at room temperature [Fig.6(d)] because
Nb is in the group V of atomic table with one electron less
than Mo atom in the group VI of atomic table. When the tem-
p rature is lowered down,NbSe2 will become Ising supercon-
ductor that persist under strong parallel magnetic field8,9.
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FIG. 6: (Color online). (a) Typical structure of TMD (b) Band
structure of MoS2. The direct gap of MoS2 is 1.72 eV. The spin
splitting at K for the valence and conduction bands are 146 meV and
2 meV. (c) Band structure of MoSe2. The direct gap of MoSe2 is
1.33 eV. The spin splitting at K for the valence and conduction bands
are 188.8 meV and 21 meV. (d) Band structure of NbSe2. The spin
splitting on the valence band at K is 156 meV. [Note: Using Mo
andW as metal and S, Se, Te as chalcogenide we have six possible
compounds. In addition we haveNbSe2 (do people have also look
into NbTe2, NbS2, are these compounds stable?). We could show
bands for all of them and then explain why we focus only on some
of them.]
The low energy bands at   and valley (K/K 0) are dom-
inated by dz2 and dx2 y2/dxy orbital from transition metal
atom. The broken inversion symmetry of the crystal and
strong SOC from transition metal atom lift the spin degen-
eracy at valley K and K 0 with spin locked in out of plane
direction. Time r versal symmetry impose valley-dependent
spin structure where valley K has opposite spin structure with
valley K 010. Although, MoSe2 has largest spin splitting at
the valley K than the other TMD that we consider here, the
induced SOC potential could be larger in NbSe2 substrate
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splitting on the valence band at K is 156 meV. [Note: Using Mo
andW as metal and S, Se, Te as chalcogenide we have six possible
compounds. In addition we haveNbSe2 (do people have also look
into NbTe2, NbS2, are these compounds stable?). We could show
bands for all of th m then explain why we focus only on some
of the .]
The low energy b nds t   and valley (K/K 0) are dom-
in ted by dz2 and dx2 y2/dxy orbital from transition metal
atom. The broken inversion symmetry of the crystal and
strong SOC from transition metal atom lift the spin degen-
erac at valley K and K 0 with spin locked in out of plane
direction. Time reversal symmetry impose valley-dependent
spin structure where valley K has opposite spin structure with
valley K 010. Although, MoSe2 has largest spin splitting at
the valley K than the other TMD that we consider here, the
induced SOC potential could be larger in NbSe2 substrate
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FIG. 4: (Color online). (a) Figure showing atoms layout for AGNR
(b) Figure showing atoms layout for ZGNR Use N=6 or 5 given that
this the most used value.
Low energy bands of AGNR consists of two spin degen-
erate parabolic bands with the energy gap depends on the
ribbon width (N,N✏Z). There are three different classes of
AGNR characterized by the number of dimer lines (N =
3p   1, 3p, 3p + 1) with p is a positive integer. DFT calcula-
tion shows that all ribbons are a semiconductor with the finite
band gap which is inversely proportional to its width as a sig-
nature of quantum confinement effect in this system5. How-
eve , within tight bindi g (TB) approach consid ring only first
n ares neighbor hopping between pz orbital, t was predicted
that AGNR wit the rib on width N = 3p   1 is a m tallic
ribbon with a Dirac band at  4. The incompatible r su ts be-
tween DFT and TB is because the lattice distortion and third
n arest neighbor hopping in GNR play important role to de-
termine the electronic properties of AGNR6.
On the other hand, the low energy bands of ZGNR wit in
tight binding model of ⇡ carbon orbital was predicted to have
narrow bands ( 2⇡3aG  |k|  ⇡aG ) that become flatter in wider
ribbon7. The wavefunctions of these flat bands are localized at
both edges of ZGNR leading to large DOS at the Fermi level
causing the instability due to magnetic ord ring o electr n-
electron interaction in the system7. The ground state of ZGNR
has ferromagnetic spin ordering on each edg and antiferro-
m gnetic ordering between both edges. The emergence of th s
spin ordering produces a staggered sublattice potential lead-
ing to the band gap ope ing tha also i versely proportional to
ribbon width5.
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FIG. 5: (Color online). (a) DFT bands AGNR with W=3N-1=5, (b)
DFT bands ZGNR with W=4.
The TMD monolayer has a 2D hexagonal structure formed
by one transition metal atom and two chalcogenides atoms
within its primitive cell [Fig.6(a)]. The transition tal atom
is stro gly bond d with six eighbour chalcogenide atoms that
forms trigonal prismatic arrangement. The lattice c nstant of
MoSe2 is larger than MoS2 due to the increase of chalco-
gen atom radius in a heavier atom. The calculated bandstruc-
ture ofMoS2 and e2 [Fig.6(b-c)] show that t ese systems
are semiconductor with a direct band gap. However, NbSe2
monolayer is a metal at room temperature [Fig.6(d)] because
Nb is in the group V of atomic table with one electron less
than Mo atom in the group VI of atomic table. When the tem-
perature is lowered down,NbSe2 will become Ising supercon-
ductor that persist under strong parallel magnetic field8,9.
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FIG. 6: (Color online). (a) Typical structure of TMD (b) Band
structur of MoS2. The direct gap of MoS2 is 1.72 eV. The spin
splitting at K for the valence and conduction bands are 146 meV and
2 meV. (c) Band structure of MoSe2. The direct gap of MoSe2 is
1.33 eV. The spin splitting at K for the valence and conduction bands
are 188.8 meV and 21 meV. (d) Band structure of NbSe2. The spin
splitting on the valence ba d at K is 156 meV. [Note: Using Mo
andW as metal a d S, Se, Te as chalcogenide we have six possible
compounds. In addition we haveN Se2 (do people have also look
into NbTe2, NbS2, are these compounds stable?). We could show
bands for all of them and then explain why we focus only on some
of them.]
The low ene gy b nds t   nd valley (K/K 0) are dom-
inated by dz2 and dx2  2/dxy orbital from transition metal
atom. The broken inversion symmetry of the crystal and
strong SOC from transition metal atom lift the spin degen-
eracy at valley K and K 0 with spin locked in out of plane
direction. Time reversal symmetry impose valley-dependent
spin structure where valley K has opposite spin structure with
valley K 010. Although, MoSe2 has largest spin splitting at
the valley K than the other TMD that we consider here, the
induced SOC potential could be larger in NbSe2 substrate
(e) (f)
FIG. 5.2: Sc ematic of the GNR-TMD heterostructure. (a) x is the direction along the
longitudinal d rection of he ribbon and xs i the x−axis for the substrate. A1 and A2 are the
primitive vectors of the superc ll translation. (b) Three-dimensional periodic cell used in the
DFT calculation. (c) Example of armchair GNR with corresponding primitive lattice vector.
(d) Example of zigzag GNR it corresponding primi ive lattice ve tor. (e) Low energy band
structure of isolated AGNR show in (c). (f) Low energy ba d s ructure of isolated AGNR
shown in (d).
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FIG. 5.3: The figures show the orientation of ribbon given by green dash line relative to
the first BZ of monolayer TMD given by blue hexagon. The one-dimensional periodicity of
the combined sytem will be parallel to the ribbon. TMD valleys will be folded to different
position on the 1D periodic axis shown by the red arrows. (a) and (b) correspond to θ = 00
and arbitrary rotation angle θ, respectively. We see that valley K and K ′ overlap at the same
k point in particular configuration like (a). In general, the folding will depends on the rotation
angle between GNR and TMD.
5.2 Results
5.2.1 Graphene nanoribbons on semiconductor TMD
AGNR on semiconductor TMD
In this section, we present the bandstructure of AGNR on MoSe2 for rotation angle
θ = 00 and θ = 900. The crystal structures are shown in Fig.5.4 where we have two and
three primitive cells of AGNR within the supercell for rotation angle θ = 00 and θ = 900.
In order to form one-dimensional periodic system, we uniformly stretched the ribbon with
the strain value 1.5% for θ = 00 and 4.2% for θ = 900. The magnitude of translation
vector A1 are 17.3A˚ and 13.3A˚.
The AGNR-MoSe2 bandstructure for θ = 0
0 is shown in Fig.5.5(a). The AGNR
parabolic energy band is positioned closer to the conduction band of MoSe2. The maximum
energy of AGNR valence band is 0.76 eV above the valence band of MoSe2, meanwhile, the
lowest ribbon conduction band is about 0.25 eV below the conduction band of MoSe2. The
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FIG. 5.4: The crystal structure of AGNR on MoSe2 are depicted on (a) and (b) where the
rotation angle are set to θ = 00 and θ = 900, respectively.
band gap is changed by −4.13% relative to the pristine AGNR bandgap energy about 322
meV. We observe similar result for θ = 900. The gap is changed about −4.92% relative to
the pristine ribbon band gap about 283 meV. The maximum AGNR valence band state is
0.64 eV above the highest valence band state of MoSe2. The AGNR conduction band is
0.42 eV below MoSe2 conduction band. We also observe the electron effective mass change
is negligible for both angle showing the electronic mobility of these bands retained in the
heterostructure.
Valley K and K’ of MoSe2 will be folded to the same k point in the k space shown in
Fig.5.3(a) when θ = 0. Due to this overlap, the valence and conduction band of MoSe2
will become spin degenerate with the center at k = 0. On the contrary, when the rotation
angle is set to 900, the center of each valley will be folded to other similar type of valley
preserving the valley structure. Because of this, the spin splitting still exists on the valence
and conduction band of MoSe2.
The spin splitting on TMD bands can be important when the energy of AGNR bands
is close to the TMD valence or conduction bands as the hybridization is likely to happen
when the energy of two states not too different. In this case, the spin splitting in TMD layer
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FIG. 5.5: Figure (a) and (b) show the AGNR-MoSe2 bandstructure for θ = 0
0 and θ = 900.
The spin splitting energy on the ribbon bands are depicted in (c) and (d) corresponding to
θ = 00 and θ = 900. The red(solid) and blue(dash) are the splitting energy for valence and
conduction band.
can be transferred to ribbon states due to the spin selective hybridization. The parabolic
band of ribbon in AGNR-MoSe2 system has energy much higher than the valence bands
of MoSe2, so this effect is greatly suppressed.
We still observe that the spin degeneracy on AGNR low energy bands is removed
with the spin splitting energy given in Fig.5.5(c-d) as function of momentum. There is no
spin splitting at k = 0 due to time reversal symmetry. We also have zero spin splitting at
the boundary of Brillouin zone k = ±pi
a
caused by the translation invariant symmetry and
time reversal symmetry. The spin splitting energy on the valence band is increasing from
0 at k = 0 to 1 meV at k = |0.5|pi
a
for both angles.
The spin splitting on AGNR bands is caused by the Rashba SOC induced on ribbon.
The broken inversion symmetry along z axis will produce the electric field orthogonal to
the ribbon plane. Rashba SOC is proportional to
[
~p× ~E
]
• ~σ with ~p, ~E, and ~σ denoting
for electron momentum on the ribbon, electric field on z direction, and the electron spin
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FIG. 5.6: Figure (a) and (b) show the spin splitting energy close to k = 0 for valence and
conduction band, respectively, with θ = 00. The red (solid) line is the fitting curve to DFT
result shown by blue (dash) line.
FIG. 5.7: The spin projection from DFT calculation is shown on (a-b) and (c-d) corresponding
to two highest valence band and two lowest conduction bands of AGNR-MoSe2 with θ = 0
0.
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operator. Hence, we introduced the effective SOC Hamiltonian to describe the electronic
structure of AGNR on TMD substrate below:
V
v/c
SOC = αxkσx + αykσy + αzkσz (5.3)
σ and k is the Pauli matrix in the spin space and the Bloch momentum of the wave-
function. αi is the coefficient that depend on the system configuration. We distinguished
the SOC potential for conduction and valence band because DFT calculation shows that
the spin structure and energy splitting are different for these bands. In the lowest order,
we approximate the SOC potential as linear function of k restricting the accuracy of this
model between −0.04 pi
aAGNR
≤ k ≤ 0.04 pi
aAGNR
suggested by the linearity of energy splitting
within this range. The energy splitting on a particular band is a linear function of k that
can be formulated below:
4E = 2gv/csoc |k| (5.4)
The slope g
v/c
soc can also be used to compare the strength of induced SOC on each configu-
rations as it depends on the magnitude of αi.
gsoc = 2
√
α2x + α
2
y + α
2
z (5.5)
We performed a curve fitting to the energy splitting of AGNR bands and its spin structure
calculated using DFT to determine the coefficients αx, αy, and αz. Therefore, the total
effective Hamiltonian are constituted by the kinetic term and effective SOC potential.
H = 
v/c
0 σ0 + V
v/c
SOC (5.6)
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The kinetic energy term 
v/c
0 has an usual parabolic dispersion derived from k.p theory[190]:

v/c
0 (k) = ±
(
Eg
2
+
~2k2
2mv/c
)
(5.7)
where Eg, mv/c, and k are the band gap, effective mass, and momentum of electron. The
parameters were calculated by fitting to the DFT result with the values listed in Table
5.3.
Structure θ = 00 θ = 900
N = 5 AGNR AGNR-MoSe2 AGNR AGNR-MoSe2
Gap(meV) 322 309 283 269
V2 0.007 0.007 0.006 0.006
Mass V1 0.007 0.007 0.006 0.006
(me) C1 0.007 0.007 0.006 0.006
C2 0.007 0.007 0.006 0.006
SOC αx - 0 - 0
Valence αy - 7.73 - 5.42
(meVA˚) αz - 0 - -1.22
gvsoc - 7.73 - 5.56
SOC αx - 0 - 0
Conduction αy - -1.90 - 3.39
(meVA˚) αz - 0 - 2.31
gcsoc - 1.90 - 4.10
TABLE 5.3: The calculated effective mass and SOC parameters for AGNR-MoSe2 are presented.
The finite magnitude of αy and αz demonstrates that the electron spin will be aligned
to y or z axis as what we also observe from DFT calculation given in Fig.5.7. We also notice
that the induced SOC strength gsoc is slightly larger in AGNR valence band. In MoSe2,
its valence band has much stronger SOC potential compared to its conduction band. The
ribbon valence band has energy closer to the valence band of MoSe2. However, the ribbon
conduction band has energy closer to the conduction band of MoSe2. This is probably the
reason that the induced SOC in AGNR valence band is more than the conduction band.
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ZGNR on semiconductor TMD
ZGNR has a FA (Ferro-Antiferromagnetic) ground states with the spin ordering lo-
calized at both edges. Each edge has ferromagnetic spin ordering with antiferromagnetic
coupling between opposite edges. In this section, we studied the electronic properties
of ZGNR-TMD heterostructure for narrow ribbon with the ribbon width N = 4. We
used a single layer MoSe2 as the two-dimensional semiconductor substrate for the ribbon.
The stacking configuration number was selected to be (mp = 7,m = −3, n = 3) and
(mp = −4,m = −3, n = 3) giving the rotation angle to be θ = 00 and θ = 900. The
ribbon is also uniformly stretched with the strain value about 0.5% for θ = 00 and 1.5%
for θ = 900 to realize the structure commensurability with the smallest supercell size. The
heterostructure configurations are depicted in Fig.5.8.
FIG. 5.8: Structure of ZGNR-MoSe2 are depicted in (a) for rotation angle θ = 0
0 and (b) for
θ = 900.
The magnitude of translation vector A1 for structure with θ = 0
0 and θ = 900
are 7aZGNR and 4aZGNR, respectively. Because the reciprocal lattice vector is inversely
proportional to magnitude A1, the edge states of pristine ZGNR with momentum k =
± pi
aZGNR
are folded to the k = ±pi
a
for θ = 00 and k = 0 for θ = 900 with a = |A1| is the
supercell lattice constant. Figure 5.9(a-b) and (c-d) show the bandstructures without and
with SOC interaction, respectively. The semiconducting electronic properties of ZGNR are
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FIG. 5.9: Left and right panel are the calculated electronic properties for ZGNR-MoSe2 with
θ = 00 and θ = 900, respectively. The bandstructure of ZGNR-MoSe2 calculated with non-
relativistic pseudopotential (no SOC) are given in (a) and (b). The fully-relativistic pseudopo-
tential including SOC interaction were used to calculate the bandstructure in (c) and (d). The
energy difference between the conduction and valence band as function of momentum are given
in (e-f).
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still retained in the presence of MoSe2 substrate. The low energy of the system is formed
by ribbon low energy bands. The position of the highest ribbon valence band is 0.5 eV for
θ = 00 and 0.6 eV for θ = 900 above MoSe2 valence band. Meanwhile, the lowest ribbon
conduction band is 0.18 eV and 0.16 eV below the MoSe2 conduction band. The band gap
energy for θ = 00 is altered by −1.83% relative to the pristine gap 0.660 eV. For θ = 900,
the band gap is change by −2.11% relative to its pristine band gap energy about 0.648
eV. Note that the ribbon strain are different between these two angles.
FIG. 5.10: The spin splitting energy of ZGNR-MoSe2 structure calculated without and with
SOC interaction are given on the top and bottom panel, respectively. Figure (a,c) is the splitting
when θ = 00. Figure (b,d) is the splitting when θ = 900. Solid and dash lines are corresponding
to valence and conduction band.
We observe the spin degeneracy is already removed even when non-relativistic pseu-
dopotential without including SOC interaction is used to calculate the electronic structure
of the system. We plot the corresponding spin splitting energy on ZGNR bands as function
of momentum in Figure 5.10 with (a) for θ = 00 and (b) for θ = 900. We see that the
energy splitting for structure with θ = 0 is small and negligible. On the other hand, we
see a finite spin splitting energy up to 5 meV for the structure with θ = 900.
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We can explain the mechanism of the spin splitting on ZGNR bands by considering the
crystal structure in Fig. 5.8. The sublattice symmetry for the carbon atoms at the edges is
broken as their local atomic configurations are different between the opposite edges. When
θ = 00, there is not much contrast in the local configuration of C atoms that sits on the
left or right edges of ribbon. They are positioned alternately closer to Mo or Se atoms at
each edge. Compare this with the configuration when θ = 900 where there is a significant
difference of the local configurations between right and left edge of ribbon. We see that the
C atoms at the left edge are mostly closer to Mo atoms. Meanwhile, some of C atoms at the
right edge are positioned close to Se atoms. This local configuration difference introduces
different staggered potential between two edges, thus, the spin degeneracy could be lifted
by this broken sublattice symmetry. As a consequence, we see that the energy splitting for
structure with θ = 0 is negligible. On the other hand, we see a finite spin splitting up to 5
meV for the structure with θ = 900. There is another indication for this mechanism to be
responsible for the spin splitting. The spin splitting energy for the conduction band has
opposite sign from the valence band. This means the spin ordering is opposite between
valence and conduction bands. We also see this effect on ZGNR-hBN system giving larger
spin splitting up to 40 meV [191].
When we introduce SOC interaction in the calculation, the spin splitting energy is
slightly changed for θ = 900 depicted in Fig. 5.10(d). We observe the splitting energy
is not symmetric relative to k = 0. The splitting energy is higher/lower when k < 0
compared to k > 0 for valence/conduction band. The possible reason is the additional
Rashba SOC with the expression proportional to αzσzk arisen from induced electric field
on y axis. However, we see that the effect of this Rashba SOC in order less than 1 meV is
smaller compared to the staggered sublattice potential between two edges in order about
5 meV.
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5.2.2 Graphene nanoribbons on metallic TMD
In this section we consider the case when the substrate is a monolayer of NbSe2, that
is metallic at room temperature. The Fermi surface of NbSe2 is characterized by two
pockets, one around the Γ point of the BZ and one around the K and K ′ points, as shown
in Fig. 5.11. The spin orbit coupling around Γ pocket is smaller that around pocket K or
K ′.
FIG. 5.11: Fermi surface of NbSe2 which consist of several pockets around Γ shown by red
circle, K and K ′ shown by triangular shapes. We neglect the spin splitting at pocket Γ. There
is spin splitting at pocket K and K ′ with spin up and down represented by brown and green
colors. The orientation of GNR is parallel to the blue line which is also the direction of 1D
periodic axis. There are small red lines along this axis to locate AGNR parabolic bands. The
dash green lines mark the orientation of ribbon such that pocket K and K ′ of NbSe2 overlap
at the periodic axis.
Depending on the angle θ the low energy bands of the GNR can overlap with the Fermi
surface of NbSe2 and strongly hybridize. This can be seen by considering the repeated zone
for GNRs shown in red in Fig. 5.11. In the commensurate configuration, the states outside
the first BZ of NbSe2 or GNR can be folded to the origin by commensurate translation
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reciprocal lattice vector G . The black dots along the blue lines represent the states that
are connected by G. At the chosen angle shown in that figure, we see the AGNR parabolic
bands overlap with pocket Γ, K, and K ′. We can consider particular angle where the
ribbon is aligned parallel to dashed green lines. In this case, the pocket K and K ′ will
overlap at the same point along the blue line. As a result, NbSe2 bands become spin
degenerate. We expect the induced SOC on GNR due to hybridization reaches minimum
value. From this qualitative arguments, we see a possibility to have stacking dependence
effect on induced SOC strength.
AGNR on metallic TMD
In this section, we present the electronic structure of AGNR-NbSe2 heterostructure
with the structure depicted in Fig.5.12. We set the three integer values (m, p, q) in Eq.5.1
to be (3, 2, 2) for θ = 00 and (3,−4, 4) for θ = 900. Both of configurations have three
primitive cells of AGNR composing the heterostructure supercells. The ribbon is stretched
with strain value −5.7% and 8.9% for θ = 00 and θ = 900 respectively. From their crystal
structure, we see that there is a mirror symmetry along the orthogonal direction (y) of
ribbon when θ = 00. It should be noted that this mirror symmetry depends also on the shift
of GNR position not just on rotation angle. In contrast, the configuration with θ = 900
exhibits no mirror in-plane symmetry at all. The mirror symmetry along z direction is
broken for both configurations which is obviously caused by stacking ribbon on NbSe2.
Figure 5.13(a-b) shows the bandstructure calculated without SOC interaction for θ =
00 and θ = 900, respectively. We plot the pristine AGNR bands to identify the ribbon
parabolic bands in the heterostructure. AGNR become metallic since the ribbon band
is shifted up with the parabolic vertex located about 0.3 eV for θ = 00 and 0.16 eV for
θ = 900 above the Fermi level. We still observe the parabolic nature of AGNR band is
retained even there are several hybridization points with NbSe2 bands.
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FIG. 5.12: The structure of AGNR (N = 5) on a monolayer NbSe2 is shown in (a) for θ = 0
0
and (b) for θ = 900.
Figure 5.13(c-d) shows the bandstructure calculated with SOC interaction. We can
identify several NbSe2 bands that are splitted up into several bands. For θ = 0
0, NbSe2
bands are still spin degenerate as the two valeys mixed. For θ = 900, the spin degeneracy
is removed as the valley K and valley K ′ are folded at different k point. The bands from
pocket Γ have much smaller splitting that is negligible and going to zero for k close to the
center.
The metallic properties of NbSe2 will screen the in-plane electric field parallel to the
ribbon alignment experienced by AGNR because the electric field is going to be zero in
conductor. However, the out of plane and the y axis electric field will not be screening
due to the finite thickness of this system and the current only can propagate parallel to
ribbon. There is also a charge transfer between ribbon and substrate indicated by the
ribbon valence band shifted above the Fermi level. This charge transfer is observed when
we use NbSe2 substrate because Nb atom has one electron less than Mo atom. This charge
transfer will cause the substrate to be more negative than ribbon. So, we can expect to
have induced electric field along z direction. This induced electric field can cause Rashba
SOC interaction experienced by the electron in ribbon.
Figure 5.14(a-b) show the states on the band that are formed by finite amount of the
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FIG. 5.13: Figure (a-c) and (b-d) are the energy bandstructure of AGNR-NbSe2 with rotation
angle θ = 00 and θ = 900, respectively. The pristine ribbon parabolic bands are given on
(a-b) given by the dash lines while the solid lines are the system bands calculated without SOC
interaction. The bands with and without SOC interaction are represented with solid and dash
lines on figure (c-d), respectively.
carbon atoms. We do a projection to the carbon atoms and filter the states that carry at
least 40% of carbon. This data allows us to assess the spin splitting energy experienced
by AGNR shown in Figure 5.14(c-d). We see that the splitting energy has peaks when the
momentum between −0.5pi
a
≤ k ≤ −0.3pi
a
and 0.3pi
a
≤ k ≤ 0.5pi
a
for both angles. Around
these values, AGNR bands are close to the Fermi level where there is higher DOS from
NbSe2 system. As a result, strong hybridization between AGNR and NbSe2 bands occurs
near the Fermi level. The energy splitting maximum is about 6 meV for θ = 00 and 40 meV
for θ = 900. This huge difference on the splitting energy between these two angle is caused
by the folding that we discussed before. At θ = 00, NbSe2 bands are spin degenerate. In
contrast, NbSe2 bands are spin polarized at θ = 90
0 due to separated valley K and K ′
after the folding.
Figure 5.14(e-f) display the opening band gap at the avoided crossing point between
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FIG. 5.14: Left and right panel correspond to θ = 00 and θ = 900, respectively. Figure (a-b)
show the ribbon valence bands identified by projection to the Carbon atom states. The red and
blue dots represent AGNR states where reds has higher energy than blue dots at each k point.
Figure (c-d) are the spin splitting energy of the ribbon valence band calculated by substrating
the energy of red and blue dots in (a-b). Figure(e-f) depict the opening band gap at the avoided
crossing point on the ribbon valence band.
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FIG. 5.15: The spin projection in AGNR-NbSe2 system of the ribbon valence states given in
Fig.5.14(a-b). Red dot states has energy higher than blue triangle states at each k point. Left
and right panel represent the projection plot for θ = 00 and θ = 900, respectively.
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AGNR and NbSe2 bands. When the two bands intersect, the gap could be opened with
the magnitude proportional to two times of the hopping energy between these two bands.
The magnitude of the hoping depends on the structure of the systems. We can assess the
hopping energy between ribbon and substrate by estimating the band gap energy at this
points. We see that the band gaps vary between 27 meV to 111 meV for θ = 00 suggesting
the hopping energy also range from 14 meV to 55 meV. When the rotation angle θ = 900,
the band gaps vary between 16 meV to 146 meV with the corresponding hopping energy
range between 8 meV to 73 meV. It should be noted that the number of substrate bands is
increasing close to the Fermi level which means more than two bands intersect with ribbon
valence band.
The spin projection was performed and shown in Fig.5.15 for both angles. We see
that the spin orientation is orthogonal to the electron momentum k (along x axis) which
is a signature of Rashba SOC induced on the system. At k = 0, the spin degeneracy
is protected by the time reversal symmetry. The time reversal symmetry also require
the state at k has opposite spin with the state at -k and the same energy. This is also
something that we observe from the spin projection. This also suggest the possibility to
induce p wave superconductor pairing when parallel magnetic field applied on the system.
ZGNR on metallic TMD
We will discuss the electronic structure of ZGNR-NbSe2 calculated using non-relativistic
and relativistic pseudopotential for both angles in this section. The crystal structures are
shown in Fig.5.16. The three integers in Eq.5.1 are choosen to be (m = 5, p = −2, q = 2)
for θ = 00 and (m = 3, p = −2, q = 2) for θ = 900. The ribbon is stretched by −2% and
−5.7% for θ = 00 and θ = 900, respectively. There is no in-plane mirror symmetry at
rotation angle θ = 00. We observe the mirror symmetry on the x axis plane at θ = 900.
The bandstructure without SOC interaction are depicted in Fig.5.17. The FA ground
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FIG. 5.16: Structure of ZGNR-NbSe2 with θ = 0
0 in (a) and θ = 900 in (b).
FIG. 5.17: The bandstructure of ZGNR-NbSe2 for θ = 0
0 and θ = 900 are depicted in left and
panel right, respectively. The bands were calculated without SOC interaction. Solid red and
blue lines represent the spin up and spin down bands of the heterostructures. Dash green lines
represent the pristine ZGNR bands which are spin degenerate.
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state of ZGNR is still retained for both angle in this heterostructure. However, the charge
transfer between ribbon and substrate convert the ribbon to be metallic similar with AGNR
systems. There is a lot of hybdridization between the ribbon and substrate bands near
the Fermi level which makes it difficult to identify ZGNR bands.
FIG. 5.18: The ribbon bands in ZGNR-NbSe2 system calculated without SOC can be identified
from projecting the states to Carbon states. The top and bottom figures show the conduction
and valence band of ribbon. Left and right panel are corresponding to θ = 00 and θ = 900,
respectively.
We project the states to atomic orbital of carbon atoms and select the states with at
least 30% and 50% of carbon atoms. We plot the conduction and valence bands of ZGNR
for system without SOC interaction in Fig.5.18. We observe the opening band gap at the
avoided crossing points when ZGNR and NbSe2 bands intersect each other. Our projection
also reveals that the edge states are still localized at the edges of ribbon despite placed on
metallic substrate.
The spin degeneracy of ZGNR bands is removed due to the staggered sublattice po-
tential as a result of broken sublattice symmetry between the ZGNR edges similar as in
ZGNR-MoSe2 structure. We obtain larger spin splitting energy in NbSe2 substrate than in
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FIG. 5.19: The energy splitting in ZGNR-NbSe2 system without SOC interaction are presented
in (a-b) for ribbon conduction band and (c-d) for ribbon valence band. The energy splitting
for system without SOC is calculated by calculating the energy difference between spin up and
spin down states. The splitting for θ = 00 and θ = 900 are presented by left and right panel.
For θ = 00, the blue dots represent the data for the lowest valence band (closest to the Fermi
level) and higher conduction band. The red dots represent the data for the higher valence band
and lowest conduction band (closest to the Fermi level).
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MoSe2 because there is strong hybridization with NbSe2 bands. The energy of ZGNR low
energy band is comparable to the NbSe2 low energy band around the fermi level. Figure
5.19 show the spin splitting energy on the ribbon band when there is no SOC interaction.
We see that the spin splitting energy of the valence and conduction band for θ = 00 vary
between 0-10 meV. We also gain much higher splitting energy at θ = 900 with the splitting
of the valence and conduction band range between 0-15 meV and 0-40 meV, respectively.
These large splitting difference between these configurations can be understood qualita-
tively by comparing their crystal structures in Fig.5.16. At θ = 00, the carbon atoms at
both edges are alternately positioned near to Nb or Se atoms. On the contrary, the carbon
atoms at the left and at the right edge are closer to Nb and Se atoms, respectively, when
the rotation angle θ = 900. So, in this configuration, the sublattice symmetry between left
and right edges are broken with larger electrostatic potential difference.
We turned on the SOC interaction that removes the spin degeneracy on monolayer
NbSe2 bands especially for the states around valley K and K
′. It is also been pointed out
the mixing between valley K and K ′ due to the folding cause the NbSe2 becomes spin
degenerate again at θ = 00. Meanwhile, NbSe2 bands are still spin polarized at θ = 90
0.
ZGNR-NbSe2 bandstructure with SOC for both rotation angles are presented in Figure
5.20(a-b). The metallic characteristic of NbSe2 is still possessed by the heterostructures.
In order to analyze the ribbon, we project the wavefunctions to atomic orbital of
carbon atoms and filter the states that made by at least 60% of carbon. We show the
conduction and valence bands of ZGNR in figure (c-d) and (e-f), respectively. From the
projection, we also see that the localization of the edge states corresponding to the low
energy bands of ZGNR is still preserved. The ZGNR valence energy band is shifted up
giving the maximum valence band at 0.03 eV for θ = 00 and 0.09 eV for θ = 900 above
the Fermi level. The ZGNR band gap in this heterostructure is reduced by 36% relative
to its pristine band gap about 0.62 eV for θ = 00. At θ = 900, the ZGNR energy band gap
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FIG. 5.20: The bandstructure of ZGNR-NbSe2 for θ = 0
0 and θ = 900 are depicted in left and
panel right, respectively. The bands were calculated with SOC interaction. In (a-b), solid red
and dash blue represent the bands of the heterostructures calculated with or without SOC. In
(c-d) and (e-f), we have the conduction and valence band of ribbon calculated by projection to
the carbon states. Red dots mark the states with energy higher than states marked by blue
dots.
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is reduced by 50% relative to the pristine band gap about 0.6 eV. This means that the FA
ground state still exist even if the exchange interaction responsible for this magnetic state
is smaller. It should be noted that the band gap in this system is proportional to on-site
Hubbard interaction on each edge. This interaction depends on the electron density which
is reduced because of charge transfer from ZGNR to NbSe2.
FIG. 5.21: The opening band gap in ZGNR-NbSe2 with SOC interaction for θ = 0
0 and θ = 900
are depicted in left and panel right, respectively. The band gap at conduction and valence band
are given in (a-b) and (c-d), respectively.
We want to address that the strength of the induced superconductivity pairing in
ribbon in the lowest order will be proportional to t2 where t is the hopping energy be-
tween ribbon and the superconductor substrate. From this DFT study, we can assess the
magnitude of hopping by identifying the opening band gap at the avoided crossing point
as the hopping energy should be proportional to the band gap energy. In figure 5.21, the
band gaps for θ = 00 vary from 17 meV to 53 meV in the valence band and from 6 meV
to 41 meV in conduction band. For θ = 900, the band gaps vary between 10 meV to 79
meV in valence band and from 9 meV to 41 meV in conduction band.
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FIG. 5.22: The energy splitting of ZGNR-NbSe2 with SOC interaction for θ = 0
0 and θ = 900
are depicted in left and panel right, respectively. The splitting at conduction and valence band
are given in (a-b) and (c-d), respectively.
The spin splitting energy is enhanced when SOC interaction presence in the system
especially for θ = 900. The conduction band still has the splitting energy range from 0 to
40 meV which is similar with the case no SOC. On the contrary, we see that the splitting
energy at the valence band is growing with the maximum value about 45 meV which is
three times than the maximum value in the case no SOC. The ribbon hybridize with spin
polarized band of NbSe2 due to the SOC and the folding that do not mix valley K and
K ′.
The spin projection on the ribbon bands is given in Fig.5.23 for θ = 900. We obtain
the spin orientation on the conduction band are polarized to z direction. The electron
spin on the valence band is sligthly tilted to y axis. For both bands, the electron has no
component on x axis which is parallel to ribbon alignment indicating Rashba type SOC
induced on ribbon. As the time reversal symmetry is broken, the spin at k does not need
to be opposite with spin at -k. This can forbid the induced pairing on ribbon by proximity
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FIG. 5.23: The spin projection on the conduction and valence band given in left and right
panel, respectively, for configuration with θ = 900. Red dots are corresponding to the state
with higher energy than the blue dots on the valence or conduction bands.
131
from s-wave superconductor.
It is interesting to see the electronic structure of ZGNR-NbSe2 in different magnetic
ground state. From previous study (lee 2005), the FA ground state is more favorable than
FF ground state in the pristine ZGNR with narrow ribbon width because the constructive
interference between magnetic tails from both edges in FA ground state gives larger ex-
change energy gain. When the ribbon width is increasing, the energy difference between
these two ground states is getting smaller as the consequence of finite magnetic tail length.
In our simulation, we choose narrow ribbon with N = 4 where each carbon atom have en-
ergy 1.7 meV lower in FA ground state than in FF ground state. However, when we placed
the ribbon with FF state in NbSe2, we observe its total system energy is lower than the
system with FA magnetic state. The binding energy for each carbon atom −13.13 meV in
FF state compared with −11.32 meV when it is in FA magnetic state. When the pristine
ZGNR (N = 4) is set to be non-magnetic (NM), each carbon atom has energy 6.4 meV
higher than when it is in FA state. The NM state still has higher energy than FA and FF
state when it is placed on NbSe2 with binding energy −16.1 meV per carbon atom.
Figure 5.24 (a) shows the bandstructure of pristine ribbon in FF state where the low
energy are mostly spin polarized band from particular spin. At k = ±pi
a
, the wavefunctions
are localized at both edges where they have similar orientation of spin. Figure (b) shows
the bandstucture of pristine ribbon in NM state. We see that in this case the bands have
spin and sublattice degeneracy from both edges. Figure 5.24 (c-d) shows the bandstructure
FF and NM state of ZGNR on NbSe2 with θ = 90
0. We see that the ZGNR is also hole
doped as other configurations. The energy difference between spin up and down of ZGNR
is reduced which also tells us the smaller magnitude of exchange interaction comparing to
the pristine case.
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FIG. 5.24: Figure (a) shows the bandstructure of pristine ZGNR (N = 4) in ferromagnetic
state (FF). The solid (yellow) and dash (blue) lines identify the spin up and spin down bands,
respectively. Figure (b) shows the bandstructure of ZGNR on NbSe2 where we set ZGNR in
FF state. We also project the wavefunction to atomic orbital of Carbon to identify the bands
from ribbon. The color bar provides the information of spin on z direction. (c) presents the
bandstructure of ZGNR (N = 4) in non-magnetic (NM) state. (d) presents the bandstructure
of ZGNR (NM) on NbSe2 with θ = 90
0.
5.3 Conclusion
We have studied the electronic structure of Armchair-GNR and Zigzag-GNR in the
presence of semiconducting and metallic substrates using first principals calculations. We
construct the heterostructures by stacking GNR on monolayer MoSe2 and NbSe2.
Our results show the semiconducting nature of GNR is retained on MoSe2, the sub-
strate. The GNR low energy bands are located within MoSe2 band gap to serve as the low
energy of the combined systems. GNR band gap is slightly reduced between 2% to 5% of
its pristine band energy gap value. MoSe2 can induce spin orbit coupling in AGNR with
features such as Rashba SOC due to the induced electric field cause by the broken inversion
symmetry. The strength of the SOC potential is about 7 meVA˚ which corresponds to a
spin splitting energy of about 1-2 meV, which is similar in magnitude to the spin splitting
induced in a graphene layer by proximity effect from monolayer MoSe2 or MoS2 [6, 45].
We do not observe strong dependence of the induced SOC on the stacking configuration
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between AGNR and MoSe2.
In ZGNR-MoSe2 system, the Ferro-Antiferromagnetic (FA) magnetic ground state of
ZGNR with the localized edge states is still observed in the system. The spin splitting
energy can reach up to 5 meV for rotation angle θ = 900. The two edges of the ZGNR
have different local atomic configurations that generate a staggered potential energy. The
right and left edges are formed by different sublattices. Hence, the staggered potential
between the edges will break the symmetry of the two sublattices. Each of the spin states
in the valence or conduction bands couple to only one of the sublattices. By breaking this
sublattice symmetry, the spin degeneracy will also be removed. As a further consequence,
the spin splitting energy is sensitive to how ZGNR is stacked on MoSe2. Our calculations
show that the spin splitting energy is smaller than 1 meV for θ = 00.
On the contrary, when we used NbSe2 as the substrate, GNR becomes metallic due to
charge transfer from the ribbon to NbSe2. The valence band of GNR is shifted up above
the fermi level for armchair and zigzag edge shapes. Strong hybridization between GNR
and NbSe2 bands leads to the avoided crossing points with the band gap energies varying
from 10 meV to 100 meV. This corresponds to a hopping energy from 5 meV to 50 meV.
It has been shown that this hopping energy is enough to induce superconducting Ising
pairing in graphene stacked on monolayer NbSe2 [192].
For both types of GNR, there is strong dependence of the induced SOC on the stacking
configuration between GNR and NbSe2. Besides the induced electric field that generates
Rashba type of SOC, there is another mechanism responsible to the spin splitting of GNR
bands. The hybridization with NbSe2 bands can give larger effect for certain rotation
angles such that AGNR sees the valley K and K ′ of NbSe2 folded to different k points.
In this case, for example when θ = 900, NbSe2 exhibits spin polarized bands resulting in
asymmetry of the spin dependent hybridization. The spin splitting is enhanced to give a
maximum value up to 40 meV, which is almost 5 times the spin splitting in the case for
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θ = 00.
The spin splitting of ZGNR in NbSe2 is also caused by the broken sublattice symme-
try. The relative position of the ZGNR edges with respect to NbSe2 determines the spin
splitting energy in ZGNR bands. We can obtain the splitting energy up to 35 meV for
θ = 900. This value is also much larger than the splitting maximum when we used MoSe2
substrate.
We also demonstrate the degeneracy of ZGNR ground state in the presence of metallic
substrate. FA and FF magnetic ground state energies are comparable to each other. The
magnetic interaction, which is modeled with a Hubbard interaction, depends on the elec-
tron density that is localized on both edges. The hybridization reduces these localization
on the edges which further decreases the magnetic interaction.
Our calculation suggest the possibility to implement AGNR or ZGNR stacked on
monolayer NbSe2 as the platform to observe Majorana bound state. There are several
features of GNR that makes this system better than the current Majorana platform. First,
a GNR has a much smaller size, which is only a one layer thickness. Second, there is a
large energy difference between subbands that could isolate a pair of Majorana states
from the higher subbands. This can prevent the annihilation of Majorana pair to form a
trivial state. Third, the geometry of a GNR is less sophisticated than a InAs nanowire,
which has a hexagonal cross section for the area perpendicular to the wire. Fourth, the
superconducting Ising pairing can be easily induced by proximity effect from monolayer
NbSe2.
CHAPTER 6
Summary
We have demonstrated to utilize the van der Waals heterostructures of two-dimensional
system to realize a tunable electronic device with the desire features. The weak interac-
tions between the layers could retain the electronic characteristic of each individual layer.
The energy band modification can happen in a perturbative way as long as the interaction
is small through electron tunneling and electrostatic effect. We also can obtain a strong
hybridization between the systems when the corresponding hybridized bands have small
energy difference. As each layer could have different periodicity, the new systems can
have new commensurate configuration with different periodicity, which is identified by the
existence of a Moire´ pattern. The overall crystal translation symmetry also can be broken
in effect that the Bloch theorem is not valid. In this case, the study of electronic structure
can be performed by using perturbation method in the continuum model [83].
We have presented our study about the superconductivity in graphene-NbSe2 het-
erostructures. We model the system using perturbation in the continuum model with the
parameters obtained from first principals calculation. We showed that the superconduc-
tivity pairing can be induced on a graphene layer by proximity effect regardless their large
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lattice constant difference. The nature of the induced pairing is very persistent to the
external in-plane magnetic field which indicates the existence of the induced Ising SOC
in graphene layer. This Ising SOC will lock the spin in out of plane direction which con-
tributes to the protection of the superconducting pairing under external field. We also
showed that the induced gap is a function of rotation angle between graphene and NbSe2.
Our model can be generalized to other TMD system such as NbS2, TaS2, or TaSe2. We do
not close the possibility to implement to other systems in general where the Fermi surface
overlaps are important to realize the hybridization between these systems. There could be
a significant change in the Fermi surface of monolayer NbSe2 when charge density wave
presences. When this happen, the relation between the rotation angle and the induced
gap needs to be modified. So our results is limited to the situation where charge density
wave does not strongly change the fermi surface of NbSe2.
It is important to use the substrate as a platform to grow one or two-dimensional
systems. One of the candidate is by using an inert material or insulator with a large band
such as hBN. However, hBN can affect the low energy bands of graphene by opening a band
gap at the Dirac point on the order of 50 meV [143]. Therefore, we studied the electronic
properties of graphene nanoribbon (GNR) on monolayer hexagonal boron nitride (hBN) to
see the effect of hBN in the ribbon for armchair (AGNR) and zigzag (ZGNR) types. The
semiconducting properties of GNR are still preserved and pinned within the hBN band
gap. For AGNR-hBN systems, we see that the AGNR band gap variation reaching up to
20% relative to the pristine AGNR band gap. For ZGNR-hBN system, we observe that the
spin degeneracy is lifted due to the broken sublattice symmetry between the edges. The
spin splitting energy can reach up to 40 meV. This implies that ZGNR-hBN can be used in
spintronic device application where the spin transport is carried along this one-dimensional
system. In general, our results demonstrate that monolayer hBN can be effectively used as
the substrate of the ribbon considering small change in GNR electronic properties. There
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are still many questions that remain to be answered for this heterostructures such as the
effect of ripple on GNR or the presence of the impurity or phonon.
We also studied the heterostructures formed by GNR on monolayer transition metal
dichalcogenides (TMD) materials. We considered two different TMDs with semiconducting
and metallic properties. This study is motivated from a strong interest to realize Majorana
bound state in the one-dimensional system such as InAs nanowire [9]. The key ingredients
are spin orbit coupling and superconductivity which can be obtained from TMD substrate.
We investigate the strength of SOC on GNR which is induced from MoSe2 and NbSe2
monolayer. We saw the SOC with Rashba characteristic when we placed AGNR on MoSe2
with SOC strength about 5 − 7 meVA˚. When we placed AGNR on NbSe2 substrate, the
induced SOC has larger magnitude due to strong hybridization between the two systems.
The splitting can reach up to 40 meV. We also study the dependence of the induced SOC
with respect to stacking configuration between GNR and TMD. There is a strong relation
between the stacking and the induced SOC on GNR when we use NbSe2 substrate.
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