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1. The complexity of graph traversal. Graph traversal is a fundamental problem in computing, since it is the natural abstraction of many search processes. In computational complexity theory, graph traversal (or, more precisely, st-connectivity) is a fundamental problem for an additional reason: understanding the complexity of directed versus undirected graph traversal seems to be the key to understanding the relationships among deterministic, probabilistic, and nondeterministic space-bounded algorithms. For instance, although directed graphs can be traversed nondeterministically in polynomial time and logarithmic space simultaneously, it is not widely believed that they can be traversed deterministically in polynomial time and small space simultaneously. (See Tompa [32] and Edmonds and Poon [22] for lower bounds and Barnes et al. [5] for an upper bound.) In contrast, undirected graphs can be traversed in polynomial time and logarithmic space probabilistically by using a random walk (Aleliunas et al. [2] , Borodin et al. [15] ); this implies similar resource bounds on (nonuniform) deterministic algorithms (Aleliunas et al. [2] ). More recent work presents uniform deterministic polynomial time algorithms for the undirected case using sublinear space (Barnes and Ruzzo [8] ), and even O(log 2 n) space (Nisan [28] ), as well as a deterministic algorithm using O(log 1.5 n) space, but more than polynomial time (Nisan, Szemerédi, and Wigderson [29] ).
In this paper we concentrate on the undirected case. The simultaneous time and space requirements of the best-known algorithms for undirected graph traversal are as follows. Depth-first or breadth-first search can traverse any n vertex, m edge undirected graph in O(m + n) time, but requires Ω(n) space. Alternatively, a random walk can traverse an undirected graph using only O(log n) space, but requires Θ(mn) expected time (Aleliunas et al. [2] ). In fact, Feige [23] , based on earlier work more restricted than the model introduced by Cook and Rackoff, because the pebbles are not permitted to jump. This nonjumping model is closer to the one studied by Blum and Sakoda [13] , Blum and Kozen [12] , and Hemmerling [24] . We will distinguish this nonjumping variant by referring to it as a WAG: "walking automaton for graphs."
Several authors have considered traversal of undirected regular graphs by a WAG with an unlimited number of states but only the minimum number (one) of pebbles, a model better known as a universal traversal sequence (Aleliunas et al. [2] , Alon, Azar, and Ravid [3] , Bar-Noy et al. [4] , Borodin, Ruzzo, and Tompa [16] , Bridgland [17] , Buss and Tompa [19] , Istrail [25] , Karloff, Paturi, and Simon [26] , Tompa [33] ). A result of Borodin, Ruzzo, and Tompa [16] shows that such an automaton requires Ω(m 2 ) time (on regular graphs with 3n/2 ≤ m ≤ n 2 /6−n). Thus, for the particularly weak version of logarithmic space corresponding to the case P = 1, a quadratic lower bound on time is known.
The known algorithms and the lower bounds for universal traversal sequences suggest that the true time-space product for undirected graph traversal is approximately quadratic, perhaps Θ(mn). The result of this paper is a lower bound that provides progress toward proving this conjecture. More specifically, we prove lower bounds on time that are nonlinear in m for a wide range of values of P . In particular, for any WAG M solving st-connectivity in logarithmic space, there is a family of regular graphs on which M requires time m 1+Ω (1) . Near the other extreme, if M uses a number of pebbles that is sublinear in m, there is a family of regular graphs on which M requires time superlinear in m. Although these give the desired quadratic lower bound only at the extreme of linear time, they each at least establish that logarithmic space and linear time are not simultaneously achievable on the nonjumping model when m = ω(n). (They do not settle the question of simultaneous achievability of logarithmic space and linear time when m = O(n) since the families of regular graphs mentioned above have degree d = ω (1) and hence m = ω(n); see sections 3 and 4.)
We prove upper and lower bounds for undirected graph problems on other variants of the JAG in a companion paper [10] . Following the preliminary appearance of these results, Edmonds [21] proved a much stronger result for traversing undirected graphs, and Barnes and Edmonds [6] and Edmonds and Poon [22] proved even more dramatic tradeoffs for traversing directed graphs.
The selected i must be an edge label emanating from the vertex currently pebbled by p, and p is moved to the other endpoint of the edge with label i. (The decision to make t "visible" to the WAG but s "invisible" was made simply to render one-pebble WAGs on regular graphs equivalent to universal traversal sequences.) A WAG that determines st-connectivity is required to enter an accepting state if and only if there is a path from s to t. Note that WAGs are nonuniform models.
We have defined WAGs running on arbitrary graphs, but our lower bounds apply even to WAGs that are only required to operate correctly on regular graphs. The restriction to regular graphs, in addition to strengthening the results, provides comparability to the known results about universal traversal sequences. A technicality that must be considered in the case of regular graphs is that they do not exist for all choices of degree d and number of vertices n, as is seen from the following proposition.
Proposition 1. d-regular, n-vertex graphs exist if and only if dn is even and
(See [16, Proposition 1] , for example, for a proof.) To allow use of Ω-notation in expressing our lower bounds, however, the "time" used by a WAG must be defined for all sufficiently large n. To this end, we consider the time used by a WAG on d-regular, n-vertex graphs where dn is odd to be the same as its running time on d-regular, (n + 1)-vertex graphs.
3. The tradeoff. In this section we prove time lower bounds for WAGs with P pebbles. The proof generalizes an unpublished construction of Szemerédi (communicated to us by Sipser) that proved an Ω(n log n) lower bound on the length of universal traversal sequences for 3-regular graphs.
Theorem 2. Let P and d be fixed functions of n with dn even, P ≥ 1, d ≥ 6, and
, and
Let M be any (deterministic) WAG with P pebbles that determines st-connectivity for all d-regular, n-vertex graphs. Then M requires time
Before proving the theorem, we will make a few observations about it. Perhaps the most noteworthy is that these bounds are nonlinear whenever either
It is obvious that the regions (i.e., the sets of (P, d) pairs) where the three cases apply are pairwise disjoint. It is also true that all three regions are nonempty for all sufficiently large n, although we will not justify this statement.
Although they have very different forms, the three bounds meet "smoothly," except along the line segment d = 6P, 1 ≤ P ≤ ln(n/d
2 ). Specifically, we will show that where any pair of the three bounds meet along the curve P = ln(n/d
2 ), d ≥ 6P , both are Θ(m log(n/d
2 )), and where bounds (a) and (b) meet along the curve
2 ), both are Θ(md 0 ). Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php All three bounds are increasing functions of d (recall m = dn/2). The ratio of the lower bounds to m is also an interesting quantity. Note that the ratio of bound (a) to m is an increasing function of d, while that of bound (b) is decreasing. Since they are equal (within constant factors) at d = d 0 , the two could be combined into the single expression Ω(m min((log n)(d/P )/ log(d/P ), P(n/d
2 ) 1/(3P ) )), as was done in bound (c).
It seems likely that the decrease in bound (b) is an artifact of the proof technique rather than an intrinsic reduction in the complexity of the problem, since intuitively higher degree would seem to make the search more difficult. On the other hand, higher degree reduces the graph's maximum possible diameter, which perhaps helps. It is known that the length of universal traversal sequences is not monotonic in d, although it may be monotonic up to some large threshold, perhaps d = n/2 − 1. (See Borodin, Ruzzo, and Tompa [16] for a discussion.) Similarly, the complexity of st-connectivity is not monotone in d, since regular graphs of degree d > n/2 − 1 are necessarily connected, but it is plausibly monotone for d up to cn, for some constant 0 < c < 1/2.
Two special cases of the theorem are of particular interest. Namely, the following two corollaries show that logarithmic space implies time m 1+Ω (1) and that sublinear space implies superlinear time. For P = 1 the Ω(m 7/6 ) bound given above is not as strong as the Ω(m 2 ) bound given by Borodin, Ruzzo, and Tompa [16] but is included for comparative purposes. Also, the Ω(m 2 ) lower bound for universal traversal sequences holds for degree up to n/3 − 2, so the decrease in the ratio of bound (b) to m noted above certainly is an artifact of our proof when P = 1.
Corollary 4. Let M be a WAG with P pebbles that determines st-connectivity for all regular n-vertex graphs. If P = o(n), then there is a family of regular graphs on which M requires time Ω(m log(n/P )) = ω(m).
Proof. Suppose P ≥ n 1/3 . Consider the family of regular graphs with degree Note also that, when P = Θ(n), the time is still Ω(m log(n/P )) [10, Theorem 3] .
Various constants in the theorem can be improved by slight modification to the construction and/or its analysis, but in the interest of clarity we will not present these refinements.
Proof of Theorem 2. The idea underlying the proof is to build a graph with many copies of some fixed gadgets, each with many "entry points." Since M does not have enough pebbles to mark all the gadgets it has explored, it must spend time reexploring each gadget from different entry points, or it risks the possibility that one of them might never be fully explored. The crux of the argument is to choose the right gadgets and to interconnect them so that we can be sure this happens. We use an "adversary" argument to show this. We begin by giving an overview of the argument, followed Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php by more detailed descriptions of the gadgets and adversary strategy, and finally the analysis.
Overview. Imagine the adversary "growing" the graph as follows. At a general point in the construction, the graph consists of some gadgets that are fully specified except for the interconnections among their "entry point" vertices. The adversary simulates M on this partial graph until M attempts to move some pebble p out of an entry point using a label for which no edge is yet defined. Our main freedom in the construction is the choice of the gadget at the other endpoint of this interconnecting edge f . The adversary will pick it so that M will spend a nonnegligible number of steps τ "exploring" the gadget reached through f . The adversary can achieve this for most of the Ω(m) interconnecting edges, yielding an Ω(mτ ) lower bound on time.
The parameter τ will vary depending on n, P, and d, giving the three lower bounds quoted in the statement of the theorem.
The interconnecting edge f is chosen as follows. Note that no single labeled gadget γ will suffice to keep p "busy" for τ steps. For example, M 's very next move of p, say by label a, might be an exit from γ. On the other hand, if the adversary can learn that M 's next move of p will be on label a, it can choose some gadget in which label a moves from an entry point into the gadget, rather than exiting from it. Similarly, if it can learn the next τ moves by p (and/or other pebbles following p across f ), the adversary can choose a gadget in which this whole sequence of moves avoids exiting from the gadget. A key point is that M can sense only very limited facts about the gadget that p enters when it crosses f . Suppose p has just crossed f , arriving at a vertex v. M can sense (i) the degree of v, (ii) whether v is the target vertex t, and (iii) whether there are other pebbles on v. Thus, in general M has several possible next moves for p, based on which of these conditions hold. The adversary avoids having to consider these alternative futures by assuming, respectively, (1) that the graph is d-regular, (2) that M does not reach t (within Ω(mτ ) steps), and (3) that f connects to a gadget that contains no other pebbles when p enters it, and that remains free of other pebbles (except perhaps ones that follow p across f ) for τ moves. Given these assumptions, the adversary will be able to deterministically simulate the next several moves by M so that it can decide which labeled gadget can host those moves without allowing a pebble to exit. Of course, the adversary must also ensure that assumptions (1)-(3) are ultimately justified. Building a d-regular graph requires some care but is not too difficult. Assumption (2) will follow easily if each connecting edge accounts for τ moves. Assumption (3) is slightly trickier; we will return to it below.
We view the overall adversary strategy as a two-phase process. A local phase determines the internal ("local") structure required of a gadget hosting the next several moves of p so that no pebble will exit this gadget until at least τ moves have been charged to it, starting after p's entry. The basic idea is to use a "lazy, greedy" definition: lazy in that the adversary will not define a labeled half-edge in the gadget until just before M needs to move a pebble across it, and greedy in that when such a half-edge is defined, it will be defined to stay within the gadget. Of course, this cannot continue indefinitely, but it will be possible for at least the first τ moves within the gadget. Thus, pebble motion across half-edges exiting the gadget is deferred for at least this long.
The adversary's simulation of M is now "rolled back" to the point at which p crossed f . The global phase of the adversary's strategy is to choose a gadget already present in the graph and to connect f to it. Recall that our goal is to reuse each gadget many times, so that the total time spent in it asymptotically exceeds its number of Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php edges. (Occasionally, when all entry points of suitable gadgets have been used, a new copy of the needed gadget will be added. This process terminates when the number of vertices in the graph approaches n.) The gadget chosen for f must match the gadget determined by the local phase, must have an unused entry point to which to connect f , and (before f was connected to it) must have remained free of pebbles from the time when p crossed f until τ moves were charged to it. The "pebble-free" condition ensures assumption (3) above. Such a condition is necessary since, if it were violated, M might encounter "unexpected" pebbles in the chosen gadget, i.e., pebbles not encountered during the simulation in the local phase. This could cause M to deviate from the sequence of moves predicted by the local phase, and so possibly allow p or one of the pebbles that followed it across f to exit from the gadget in fewer than τ moves.
A point we slighted above is that the "τ steps" under discussion are not necessarily consecutive and are not necessarily all made by p or by pebbles that followed p across f . For example, p's moves after crossing f might be interleaved with moves by some other pebble p after crossing another undefined edge f and/or many previously defined connecting edges. In general, the adversary keeps track of these many interleaved activities by charging pebble moves to connecting edges, with the "local phase" for an undefined connecting edge f being the interval between its charge reaching 1 (at the first crossing of f by some pebble) and its charge reaching τ .
The final issue to address is that we want to avoid adding a new copy of a gadget until all entry points of most existing copies have been used. Specifically, we will have at most a fixed number (P (τ + 2) + d, to be precise) of "open" copies of each gadget at any time. As noted above, many steps may occur between the first and τ th steps charged to f . During this interval, other pebbles might touch all open copies of the gadget needed for f , leaving no pebble-free open gadget to which to connect f . Our solution to this problem is found in the adversary's method of charging pebble moves to edges. Moves in f 's gadget are always charged to f . In addition, certain moves touching other gadgets are charged to f also. With this scheme, we can bound both the number of moves that occur in f 's gadget and the number of other gadgets that are touched by pebbles during f 's local phase. Thus, no gadget is expected to absorb too many moves, and there will be at least one suitable pebble-free open copy of the needed gadget when f accumulates charge τ .
The construction will "waste" (i.e., not fully utilize the connecting edges of) up to P (τ + 2) + d copies of each gadget. The main constraint that limits τ is that it must be small enough that this waste is small, i.e., P (τ + 2) + d times the number of distinct types of labeled gadgets times the number of connecting edges per gadget is small compared to the total number of connecting edges.
We will now present the construction in more detail. We actually define a sequence of graphs G i,j , 0 ≤ i ≤ µ, 0 ≤ j, representing successive phases of the construction. Like τ , the parameter µ varies slightly depending on n, p, and d, but will be Θ(m) in each case. (The maximum value of j is unimportant, but turns out to be about P τ.) Each graph consists of the following:
1. A set of gadgets, each with the same size S and number L of entry vertices, and a fully defined internal structure and labeling. Each vertex that is not an entry vertex has degree d. There is a fixed d ≥ 1 such that each entry vertex has d edges to neighbors in the same gadget, and up to d − d connecting edges joining it to the entry vertices of other gadgets or protogadgets (see below). We will show that
and that L/S > 1/3, ensuring at termination that the number of connecting edges is Θ(m). Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 2. A set of labeled committed connecting edges joining entry vertices of gadgets. G i,j will have exactly i committed connecting edges.
3. A set of up to P partially labeled uncommitted connecting edges, each joining an entry vertex u of some gadget to an entry vertex v of a protogadget (see below). The uncommitted half-edge from u to v is labeled, but the half-edge from v to u is unlabeled.
4. A set of up to P partially defined protogadgets. Like a gadget, a protogadget has S vertices, including L entry vertices, but unlike the gadgets, the internal structure of a protogadget is in general only partially defined; its vertices may have degree less than d, and its half-edges may not be labeled. In particular, only one entry vertex v of each protogadget will be incident to a connecting edge, say the uncommitted connecting edge {u, v}, and, as indicated above, the half-edge from v to u will be unlabeled. The protogadgets are the tools used in the local phases of the adversary's strategy.
In outline, the adversary's strategy is as follows. The initial graph G 0,0 consists of one arbitrarily chosen gadget. The start vertex s is an arbitrary vertex in this gadget. For any G i,j , the initial configuration of M on G i,j consists of M in its start state and all P pebbles on G i,j 's copy of s. Associate with each connecting edge of the graph G i,j an integer charge, initially zero. The adversary will charge each pebble motion to at most one connecting edge, according to a rule to be given later. It will simulate M starting from M 's initial configuration on G i,j until one of the following two things happens. (It simulates M as if all vertices in G i,j were of degree d, even though some are of smaller degree.)
1. Suppose M attempts to move a pebble from a vertex u across a half-edge labeled a, where no such labeled half-edge exists. If u is an entry vertex in some gadget, add a new uncommitted half-edge from u labeled a to the entry point v of a new protogadget. More precisely, we define G i,j+1 to be G i,j plus that half-edge and protogadget. If u is in some protogadget, choose some other vertex v in the same protogadget (according to a rule to be given later) and add a half-edge from u to v labeled a. More precisely, we define G i,j+1 to be G i,j plus that half-edge (plus a few others, as we will see). The choice of v is not arbitrary; one point we must establish is that there will always be a suitable vertex v when needed. The thrust of this step in the adversary strategy is to keep pebbles "trapped" in protogadgets for as long as possible. This portion of the adversary's strategy is the "local" strategy introduced above, so-called because of its focus on the structure within a gadget.
2. Suppose an uncommitted edge f in G i,j accumulates a charge of τ . In this case, we will convert f into a committed edge. More precisely, we will form G i+1,0 from G i,j by choosing an existing gadget "similar" to f 's protogadget and committing f to enter the chosen gadget. (This is described more fully below.) Again, f cannot be committed arbitrarily; a second point that we must establish is that an appropriate gadget (usually) exists when needed, and that M 's behaviors on G i,j and G i+1,0 are similar. The thrust of this step is that the size of G i+1,0 is growing slowly with i, since we are (usually) able to reuse existing gadgets, but the time M spends in G i+1,0 is rising rapidly with i, since a lower bound on the total running time of M is τ times the number of committed edges (i, which is ultimately µ = Θ(m)). This portion of the adversary's strategy is the "global" strategy, so-called because of its focus on the interconnections among gadgets.
The adversary continues the simulation on G i,j+1 or G i+1,0 as appropriate, and repeats this process until G µ,0 is constructed. Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Gadgets. Before describing the adversary strategy in more detail, we will describe the gadgets and protogadgets. The gadgets are called "funnels." An example is shown in Fig. 1a . The entry vertices are those on the "rim" of the funnel. Intuitively, the adversary will try to "trap" pebbles in a funnel for a while by assigning edge labels so that the moves taken by pebbles in the gadget in the near future (i.e., the next τ moves in the gadget) either stay on the same layer or drop to the next deeper layer. The "cone" portion of the funnel (near the top of Fig. 1a ) allows many entry vertices to share vertices in the narrower portion near the bottom of Fig. 1a . An example of a two-layer funnel is shown in Fig. 1b .
Four interrelated parameters k, q, g, and r, which in turn depend on n, P, and d, characterize the gadgets. All four are positive integers. Each gadget has k + 1 layers,
The entry vertices are those on layer 0. Hence, the number of entry vertices is
and the total number of vertices per gadget is 
as promised, and that
The
The remaining gadget parameter r is an integer satisfying 1 ≤ r ≤ g/3. Note that the existence of such an r implies that g ≥ 3, and hence
Intuitively, r denotes an upper bound on the number of pebbles that we attempt to trap in a given gadget.
The edges within a gadget always connect vertices on the same or adjacent layers. A half-edge is called a "forward" half-edge if it goes from layer l to layer l + 1, "backward" if it goes to layer l − 1, and "cross" if it goes to layer l. For each layer l and each block B of labels, there is a t ∈ {forward, backward, cross} such that all half-edges with labels in B leaving vertices on layer l will be of type t. Thus it is natural to refer to the labels and the blocks of labels at a layer as forward, backward, or cross, as well as the half-edges. For i ∈ N, a ∈ {0, 1, . . . , d − 1}, and 0 ≤ l ≤ k, define
If a ∈ {0, 1, . . . , d − 1} is a forward label at layer l, then for 0 ≤ i ≤ n l − 1, a will label the half-edge from vertex v a,l+1) . Similarly, if a is a cross label it will go to v l χ (i,a,l) . Notice that a cross edge labeled a will be labeled by a's mate in the reverse direction. No parallel edges arise since n l ≥ d + 1. As an example, if all edges are cross edges (a case that does not arise in our constructions) and if n l = d + 1, then layer l would be a (d + 1)-clique. As another example, whenever label 0 is a cross label at layer l, the half-edges labeled 0 will form a Hamiltonian cycle through the layer l vertices, and those edges will be labeled d − 1 (0's mate) in the other direction. Note that the backward labels are not constrained by χ.
The set of gadgets is defined as follows. For 0 ≤ l ≤ k let
See Table 1 . If q does not evenly divide d, then the labels in the partial block will be cross labels at each layer 0 ≤ l ≤ k. For each layer 0 ≤ l ≤ k, choose f l of Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 1 Number of edge blocks of each type per layer.
the remaining g blocks as forward labels and b l as backward labels (connecting edge labels, if l = 0). All blocks not selected above will be cross labels. Note that the rules in the previous paragraph define the forward and cross half-edges, given their labels, but not the backward half-edges. The chosen backward labels are assigned to these half-edges in an arbitrary but fixed way. Note that there are just enough backward labels: each of the n l−1 vertices on level 0 ≤ l − 1 < k has exactly qr forward labels, with destinations evenly distributed over the n l vertices on layer l, so each vertex on layer l is incident to exactly qr(n l−1 /nl) = q · b l edges from layer l − 1. For layer 0, the b 0 blocks selected above will label connecting edges. Thus, each entry vertex will be adjacent to exactly d = rq + (d mod q) other vertices in the same gadget, and to d − d connecting edges. Note, since r ≤ g/3 and q ≤ d/3 (from inequality (3)), that
as claimed earlier. Also note that at most 3r blocks are chosen as forward and backward at each layer, and that this is always possible since g ≥ 3r.
The number of distinct gadget types created by this process is
Figure 1b fully shows a gadget with d = 8, k = 1, q = 2, g = 4, and r = 1, with forward edges labeled 0 and 7 from layer 0 and backward edges labeled 3 and 4 from layer 1. Figure 1a shows a gadget with d = 10, k = 4, q = 2, g = 5, and r = 1, with forward edges labeled 0 from layers 0 through 3. In the interest of clarity, the forward edges labeled 9 (0's mate) are not shown in the figure.
Protogadgets and local strategy. The protogadgets are built incrementally by the adversary. Initially, each consists of S vertices, denoted as in the gadgets, together with the cross edges defined by the partial block of labels (if any) at each level. As discussed previously, the adversary proceeds by simulating M from its initial configuration on G i,j . Suppose during the tth step of this simulation that M attempts to move some pebble p along the half-edge labeled a from some vertex u but no such half-edge exists. As sketched earlier, if u is an entry vertex of some gadget, we create a new protogadget into which p will move. If u is a vertex v l i in some protogadget Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php π, the adversary decides whether to make the block of labels containing a all forward half-edges or all cross half-edges (see below). The graph G i,j+1 is then defined to be the same as G i,j , except that at layer l in π, a's block of half-edges is added. The adversary restarts the simulation of M , starting from M 's initial configuration on G i,j+1 . It should be clear that during the first t − 1 steps of the simulation, M will behave on G i,j+1 exactly as it did on G i,j , since G i,j is a subgraph of G i,j+1 . The tth step, of course, was impossible in G i,j , but is possible in G i,j+1 . Note that p can exit from π only at an entry vertex but is no nearer to such a vertex in G i,j+1 after the tth step than before. Thus we can view M as running on a dynamically growing graph, one being built by the adversary so as to trap pebbles in protogadgets for some number of moves. We will adopt this view when no confusion will arise and let G i, * denote the last G i,j built before G i+1,0 .
Let z be the number of free blocks at level l, i.e., blocks whose half-edges have not yet been defined. The adversary chooses a's block to label cross edges provided z > b l + f l and forward edges provided
Note that (k − log 2 k ) g/3 ≥ r since k ≥ 1 and g/3 ≥ r, so in either case we have
We prove three claims about the protogadgets. We will see later that the global strategy prevents M from making more than τ moves in any protogadget, so Claim 1 below shows that the adversary will never fail. Claim 1. The adversary will never fail, provided M makes at most τ moves in any protogadget.
Proof. First, clearly at most min(P, τ ) pebbles can enter a protogadget in τ steps, and for the particular definition of τ chosen above, min(P, τ ) ≤ r. Now, suppose the claim is false. Suppose the adversary first fails during an attempted move at level l in some protogadget π. Then at least g − b l moves were previously made by pebbles at layer l. As noted, at most r pebbles can enter π in τ moves. It cannot be the case that l < k, since for all such layers g − b l ≥ r = f l , so during the last r of the g − b l moves, all r pebbles moved past layer l, leaving none to cause failure there. Thus, the failure occurred in layer k. For a pebble to reach layer k, it must be that the maximum number of cross edges, plus at least one forward edge, have been previously defined at each layer less than k. Thus, the number of moves completed in this protogadget prior to failure is at least
The second inequality uses the assertion that r ≤ g/3, and the third uses inequality (6) . Proof. Intuitively, this reflects the rotational symmetry of the funnel. To make this precise, we claim that for any h ∈ N and any protogadget π, the mapping φ h (v 
j , with i = (i + h) mod n l , and j = (j + h) mod n l+1 , so since n l+1 divides n l we have
A similar argument applies to cross edges. The analog of Claim 3 also holds for gadgets, provided the τ moves use only forward and/or cross edges. The same may not be true if backward edge labels are used.
Global strategy. We have now described the gadgets and protogadgets and the adversary's strategy for building them. We turn to the remaining part of its strategy: charging and committing edges. Recall that the adversary associates a charge with each connecting edge, in which it counts moves in G i, * . In addition, it associates with each connecting edge a second integer, called a birthdate, recording the time at which a pebble first crosses the edge.
The construction of G i+1,0 from G i, * proceeds as follows. The adversary begins with M in its initial configuration in the current graph G i, * . The adversary simulates successive moves of M on G i, * until some uncommitted connecting edge accumulates charge τ , where edge charges are determined by the following rules. During a move, suppose M moves pebble p along 1. an edge internal to a gadget or protogadget. Let f be the connecting edge most recently crossed by p. If f has charge less than τ , then charge the move to f ; otherwise there is no charge.
2. a connecting edge f (committed or not). Charge the move to the oldest (i.e., least birthdate) connecting edge having charge less than τ . If this is the first step in which a pebble has crossed edge f in either direction, define the birthdate of f to be the current time.
As sketched in the overview, the second charging rule ensures that when an uncommitted connecting edge f , even one whose associated pebbles have moved infrequently, accumulates charge τ , only a few of the gadgets of the appropriate type can have been touched by pebbles since the birth of f . Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php When some uncommitted connecting edge f = {u, v} with label λ u,v = a accumulates charge τ we stop the simulation and construct from G i, * a new graph G i+1,0 defined as follows. Let π v be the protogadget entered through f , with v in π v . Note that by the charging rules above, each move in π v has been charged to f , so there have been at most τ such moves. Thus by Claim 1 the adversary did not fail while building π v . By Claim 2, the protogadget π v is a subgraph of some gadget γ v . We say an entry vertex of a gadget is open if it has degree less than d. If possible, choose an entry vertex x of a gadget in G i, * such that
s gadget has remained pebble free since the birthdate of the uncommitted edge f .
G i+1,0 is identical to G i, * , except that the protogadget π v is removed and the uncommitted edge f = {u, v} is replaced by the committed edge {u, x} with labels λ u,x = a and λ x,u = b, where b is any label not already present on an outgoing half-edge at x. If there is no such x, or if using the only such x would result in G i+1,0 having neither uncommitted edges nor open entry vertices, we instead add one additional gadget of type γ v , choose as x any of the new gadget's entry vertices, then proceed as described above. The latter contingency avoids premature termination of the construction. The requirement that x and u be nonadjacent avoids construction of parallel edges. The behavior of M on G i+1,0 is similar to its behavior on G i, * . Suppose in G i, * that the uncommitted edge f was first crossed during the simulation of the bth move of M (i.e., has birthdate b) and accumulates charge τ during move b . When M is simulated on G i+1,0 , it will behave exactly as on G i,j for the first b − 1 moves, since the portion of G i+1,0 visited during that period is exactly the same as the portion visited in G i, * . In particular, the charges and birthdates attached to edges will be the same. (Thus, one can view the adversary as rolling back the simulation to step b, committing f , and resuming.) Between steps b and b those pebbles that crossed edge f in G i, * will be in x's gadget γ x in G i+1,0 instead of in the protogadget π v entered through f as they were in G i, * , but since γ x contains π v as a subgraph, their motions in G i+1,0 will exactly reflect their motions in G i, * . Note that by Claim 3 this is true regardless of which entry vertex x of γ x was chosen. It is crucial that the chosen gadget γ x was pebble free between steps b and b , so there is no possibility that these pebbles will meet pebbles in γ x in G i+1,0 that they did not meet in π v in G i, * . Again, the charges and birthdates attached to edges will be the same in G i+1,0 as in G i, * through step b . In particular, each of the i + 1 committed edges in G i+1,0 will have a charge of τ , and hence M will run for at least (i + 1)τ steps on G i+1,0 .
Final Construction. After G i+1,0 is built, we restart the simulation from the beginning on G i+1,0 to build G i+2,0 , etc. Continue this process until G µ,0 is constructed. Finally, from G µ,0 we build a pair of similar graphs G and G , one connected and the other not, on which M will have identical behavior. In particular, if M runs for fewer than µ · τ steps, then M cannot be correct on both. The connected graph G is built by 1. committing all uncommitted edges, as described above; 2. joining the remaining open entry vertices with some number, ∆, of extra vertices so as to make G have n vertices and be d-regular; and 3. designating one of these extra vertices as t. Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php One way to accomplish the second step is the following. First, pick any two nonadjacent open vertices and connect them. Repeat this as often as possible. Let u be the number of "missing" half-edges, i.e., the total over all open vertices of d minus their degrees, and let i be the number of remaining open vertices. Since the pairing process could not be applied to reduce i further, it must be the case that the i open entry vertices form a clique. Recalling that each entry vertex is incident to at most d − d connecting edges, the number u of missing half-edges can be at most The nonconnected graph G is built similarly, except that d + 1 of the ∆ extra vertices, including t, are connected in a clique and hence are disconnected from the rest of the graph.
By an argument similar to the one above, M 's behavior on both G and G is essentially the same as on G µ,0 . In particular, the edge charges will be the same, so M will run for at least µ·τ steps without reaching any of the ∆ extra vertices, including t. One point to be shown in the analysis below is that
, large enough to allow completion of the construction of G and G as described above.
, it suffices that ∆ ≥ n/4. Analysis. All that remains to show our Ω(mτ ) lower bound is to give values for the various parameters so as to satisfy the constraints listed above (and to maximize τ ). For convenience, we summarize the relevant parameters and constraints here. When building G i+1,0 from G i, * , the adversary replaces a protogadget π by a copy of a fixed gadget γ. There might be many copies of the gadget γ with which π can be replaced. A key claim in establishing constraint C8 is that there are never more than P (τ + 2) + d open copies of such a gadget. A more subtle problem is to bound the number of gadgets that can be touched by pebbles between the birth of π's uncommitted connecting edge f and the time at which f has accumulated charge τ . At most P gadgets contain pebbles at the time of f 's birth. At most P − 1 edges older than f can have charge less than τ , because, by Claim 1, for each such edge f there is at least one pebble that does not leave its gadget or protogadget until f has accumulated charge τ . Each gadget touched by some pebble after the birth of f necessitates the crossing of some connecting edge. Thus after at most (P − 1)τ such crossings, f will be the oldest uncommitted edge, and after at most τ more crossings, f will have charge τ . Thus, at most P (τ +1) gadgets can be touched by pebbles during the relevant interval. Finally, at all times, at most P open gadgets are incident to uncommitted half-edges, hence at most P lack open entry vertices. Thus, the number of vertices x not disqualified is at least P (τ + 2) + d − (d − 1) − P (τ + 1) − P = 1, which establishes the claim.
Inequality ( We divide the remainder of the analysis into two cases. The second applies when P is small. The first applies to either small or large P but gives a weaker bound than the second for small P . Case 1. Let δ = 3 /2 = 1/(2 ln(6e)), let
and suppose n, P , and d are such that d 2 + P d ≤ n/e and β ≤ n/e 6/δ , both of which are true for all sufficiently large n, since d
Then we claim that the following parameter values satisfy constraints C3-C8: Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Note that constraints C3 and C5 are immediately satisfied, as is constraint C7 since k = 1. It is also immediate that q is even and is positive, since d ≥ 6, δ > 0, and n/β > 1; hence constraint C4 is satisfied. For constraint C6, it is immediate that r ≤ g/3. To show r ≥ 1 it suffices to show q ≤ d/3:
To satisfy constraint C8 above, we first note (making frequent use of the inequalities x/2 ≤ x and x ≤ 2x, valid for all x ≥ 1) that
< β, and δ = 1/(2 ln(6e)) < 1.
Returning to constraint C8, we must show that (9) is at most n/4:
To complete the analysis of Case 1, we show that τ is large enough to imply the bound in the statement of the theorem:
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The penultimate inequality holds since, by assumption, ln(n/(d 2 +P d)) ≥ 1. The final lower bound follows since ln(x/(72 ln x)) = Ω(ln x). Thus, as claimed in the statement of the theorem,
9 must be true for all sufficiently large n, since
.) Then we claim that the following parameter values satisfy constraints C3-C8:q
Note that constraint C5 is immediately satisfied, as is constraint C7 since r ≥ P . Sincê q is positive, it is also immediate that q is even and is positive, hence constraint C4 is satisfied. Note for future use that
For constraint C3, note that q ≥q. Thus,
Thus k ≥ 1. Using a similar analysis, we note for future use that k = 1 whenever q > 2. This holds since q > 2 impliesq/2 > 1, which implies q ≤ 2q. Thus, The last equality follows from the fact that 1 < (ln x)/(ln(x/2)) < 2 whenever x > 4, and from (10) .
For constraint C6, it is immediate that r = P ≥ 1. To show r ≤ g/3 it suffices to show 3qP ≤ d. If q = 2, this holds, since by assumption 6P ≤ d. If q > 2, then q/2 > 1, so 3qP = 6 q/2 P ≤ 6qP = 6(ed/P )(d 2 /n) 1/(3P ) P ≤ 6ed/(6e) = d. (12) The last inequality follows from (10) .
For constraint C8, we first note for integer k ≥ 1 that 2k + log 2 k ≤ 8k/3.
(The bound is tight at k = 3.) Also, τ + 2 = (k − log 2 k ) g/3 + 2 ≤ gk,
Using (9), we bound the number of vertices in open gadgets as follows. We break the rest of the derivation of constraint C8 into two subcases based on d. Note that, since 3qP ≤ d from (12),
3P ln(ed/(qP )) ≤ ln n 3P ln(3e) ≤ ln n.
When d < n 1/4 , since k and P are both O(log n), we have 6n 8/9 d 2/9 (P k 2 /q + k) = O(n 8/9 (n 1/4 ) 2/9 log 3 n) = O(n 17/18 log 3 n) = o(n).
When d ≥ n 1/4 , we will show that q > 2P and k = 1, so we have 6n 8/9 d 2/9 (P k 2 /q + k) ≤ 6n 8/9 (n 1/2 /6 9 ) 2/9 (1/2 + 1) = n/4.
We show that q > 2P as follows. (Recall P = O(log n).) Since q > 2P and P ≥ 1, we have q > 2, so k = 1 by (11) .
To complete the analysis of Case 2, we show that τ = (k − log 2 k ) g/3 is large enough to imply the bound in the statement of the theorem. Again we split the 
= Ω P n d 2
1/(3P )
, as claimed. We remark that, by (10), when P is maximal, (13) is P/4 = Θ(log(n/d 2 )), so the transition to the bound given in Case 1 is "smooth."
In It is interesting to note why the proof would fail if M were allowed to jump pebbles. In the local phase, the adversary was able to pick an existing gadget in which p must invest τ steps. In the presence of jumping, this fails, since p can always jump out of the new gadget. As a particular foil to the proof above, imagine an automaton that stations one pebble p on an entry vertex of some gadget, and successively moves a second pebble q to each neighbor, jumping q back to p to find the next neighbor. In time Θ(d), this has touched all Θ(d) connecting edges incident to that entry vertex, which was impossible in the construction above. Downloaded 07/22/13 to 128.100.3.42. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Open problem. The obvious important problem is to strengthen and generalize these lower bounds. Following an earlier version of this paper [9] , Edmonds [21] proved a much stronger time-space tradeoff on general JAGs: for every z ≥ 2, a JAG with at most 1 28z log n log log n pebbles and at most 2 log z n states requires time n · 2 Ω((log n)/(log log n)) to traverse 3-regular graphs. The ultimate goal might be to prove that ST = Ω(mn) for JAGs or even for general models of computation.
