If ~(a) is defined and continuous on [t -q, t], we will write xt for the function for which x~(s) = x(t + S) for s E [-q, 01 . Hence xt E C, .
This paper shows that for a nonlinear one-dimensional differential delay equation a(t) = F; (t, x1(.) Let /3>0 and q>O. Let F:[O,co)xC,q-+R be continuous. Assume for some a 3 0 clM(~) > -F(t,+) 2 -c&q-$) for all #J E C,?.
(1.1) (i) Assume Lyq < 3. Then x(t) = 0 is a solution and is uniformly stable.
(ii) Assume 0 < oLq < # and for all sequences t, + cx) and +$, E C,Q converging to a constant' nonzero function in CD", F(t,. , $+J does not converge to 0. I for any t, > 0, then x(t) -+ 0 as t --+ co.
Remark. The uniform stability and uniform asymptotic stability of the zero solution can be made more specific. The proof shows that if aq < # :
If /I xtO 11 < 2/3/5 for any t, 3 0, then the solution ~(0) is defined and satisfies 1 x(t)! < 511 xt, 1112 for all t > t,,; 1 (1.4) v(t) d2 sup / x(s)1 is a monotonic non-increasing A special case of (1.1) is the more intuitive but much more restrictive condition ac sup 4 > -F(t, 4) 2: 01 inf 4, which is satisfied by the right-hand sides of the equation it(t) = -ax(t -r(t)), (I .7)
where 01 > 0 is constant and Y is continuous and nonnegative in (L), that is F(t, xt) = --oiX(t -r(t)), i.e., F(t, 4) = -a+(-r(t)).
If we want to force x(t) to 0 as t --f co, a natural condition to require of F is that for each t and 4, F(t, 4) has opposite sign from 4(s) for some s < 0, (i.e. F(t, 4) d(s) ,( 0). Condition (1.1) includes this criterion but it also requires that the control response F(t, 4) cannot be too strong. It is common experience that too strong a control is unstable. Here our criterion of strength depends on the size of the lag and the size of j F /.
The requirement "aq < 4" prevents a solution from oscillating with oscillations growing larger and larger. Condition (1.2) on the other hand is designed only to insure that a solution which monotonically approaches a constant in fact goes to 0 as t 4 a. IfF is autonomous (i.e., F(t, 4) = F(4) so F is independent of t), from continuity of F it is readily seen that (1.2) is equivalent to: if x(t) s y is a solution of (DDE) and ) y 1 < p, then y = 0. (1.8) Theorem 1.1 implies the asymptotic stability of (DDE) for many standard equations. Consider the following observations. The linear equation with constant coefficients A! = -Ex(t-q) (l-9) with 01 > 0 and q > 0 constant satisfies (1.1). It is well known that 0 is stable if and only if 0 < oLq < rr/2 M 1.57 and is asymptotically stable for 0 < q < n/2. Theorem 1.1 requires o1q < 1.5 for stability. Therefore even when (1.7) reduces to the constant coefficients case (1.9) the constant $ cannot be substantially improved. For nonconstant coefficients the constant $ cannot be improved (i.e. increased) at all because examples in [2], [3], and [4] show for aq = 8, (1.7) can have a nontrivial periodic solution. If a(t) > a0 > 0 and is bounded, if q > 0 is arbitrary and if y > 1 is an odd integer, then Theorem 1.1 says that 0 is asymptotically stable for Ji = -u(t) x'(t -r(t)) (1.10) where r(t) E [-q, 01 . If on the other hand y is an even integer, 0 is not asymptotically stable even for the ordinary differential equation case with r(t) E 0. Also, x(t) I 0 can be shown to be unstable if y = 4 (and in fact for the case a(t) = constant, r(t) = q, it will be proved in a future paper by the author that there exists a nontrivial orbitally asymptotically stable solution of period $), and hence this case is not covered by the theorem. The research in this paper was stimulated by a "Research Problem" of Bellman [I] concerning (1.7). When the proof (given in Section 4) was first found for (1.7), it was then obvious that the proof extended to a much larger class of equations, but it has been much more difficult to find a clear and general statement of the theorem (now embodied in conditions (1 .l) and (1.2)) than to find the proof. Some additional results and a primitive version of Theorem 1 .l are stated without proof in [2] . (See in particular Theorem 2 in PI.> The case in which F(t, 4) is linear in 4 was studied by Myskis [3] and Lillo [4] . Myskis showed that if aq < 8, each solution is bounded. (J. Kato informed me that the boundedness of each solution of a linear equation implies 0 is stable; the proof is easy using the Banach Steinhauss theorem.) Myskis showed that if 0 < aq < $, each solution tends to 0 as t--f co. An example of Myskis shows that if o1q > 4, a continuous linear F can be constructed in which some solutions are unbounded. It is well known that if F(t, 4) is continuous and is linear, thenF(t, 4) = s"g $(s) dq(t, s), a LebesgueStieltjes integral for each t. Then (1 .l ) . is satisfied if and only if for each t, 7(t, a) can be chosen non-increasing and -sra d7(t, s) < CY.
Extensions and examples of Theorem 1 .l are given in Section 3. There we consider multi-dimension systems and equations for which 0 is not a solution but each solution is stable. The proof of Theorem 1.1 is given in Section 4.
NOTATION
We say x is a solution on [t ,, , tl] of the differential-delay equation (DDE) if $ is a continuous real-valued function, defined on an interval [to -q, tl) , where co 2 t, > t, > t, -q, and satisfies (DDE) on (t, , tl), and we write x(e) = x(.; t, ,$) where + = x, , We will also say such a solution is a solution at t, if x is a solution on'[t, , tJ for some t, ', to .
DEFINITION.
We say 0 is uniformly stable for (DDE) if for any 7 ,:.-0 there exists a 6 = S(T) in (0, 71 such that for any t, > 0 and 4 E Cq and any solution .2* = x(*; t,, , (b) we have for all t > t,, in the domain of x It follows that x(t) = 0 is a solution. Note theorem 2.3 iv.
Let x be a solution on [to , T), where 0 ,( t, < T C, co
We say x is noncontinuable either if T = co, or if 1' < co and for every E > 0,
x cannot be extended to [to , T + c) in such a way that x is a solution on
Actually if x is a noncontinuable solution with domain [to , T) for T < co and F is continuous, F : [0, co) x C,q -+ R, then either lim,,,x(t) does not exist or ] lim,,T x(t)1 = ,8. H ence a(*) cannot be defined at T so that x(T) E (-p, ,B) so that x is continuous at T.
We shall need the following well known results. The proofs are quite similar to the proofs for ordinary differential equations. Note that (iv) follows from (ii) and (iii).
THEOREM.
Let F : [0, m) x CBg ---f R be continuous.
(i) For each t, 3 0 and 4 E 6*,", tlzere exists an E >, 0 and a solution x(.) of (DDE) on [to, t, + G) such that xi0 =-4.
(ii) Let 0 :< t, < T < CO and let x(.) be a non-continuable solution on
[to , T). Then xt has no limit points in C,q as t -T. If & < B and / F 1 is bounded on [0, T] x C& , then {t E [to, T) : xt E CjO} is compact; that is, xI leaves C& as t approaches T.
(iii) Any solution on [to , 'I') can be extended to an interval on which it is noncontinuable.
(iv) For some p > 0 let [ F / be bounded on [0, co) x C,Q and let 0 be unrformly stable. Then there exists 6 > 0 such that each noncontinuable solution x satisfying jj xtO Jj < 6 for any t, 3 0 is defked on [to, 03).
(v) If F is defined on [0, co) x CQ and for some 01 I Fk 0 < 01 II 4s 11 for all t > 0, 4 E 0, then for t, 3 0 each noncontinuable solution at t,, is defined on [to , co).
DEFINITION.
Let y > 0. We say 0 is uniform-asymptotically stable with attraction radius y (for (DDE)) if (i) 0 is uniformly stable,
(ii) for each t, > 0, each noncontinuable solution x at t, with I/ ztO /I < y has domain at least [to , co), (iii) there exists T = T(rl) for each yI E (0, y) such that for each t, > 0 and each solution x of (DDE) with I/ xtO Ij < yr
for all s 3 TW (2.1)
It follows that if 0 is UAS, then 11 xt, 11 < y implies x(t) --j 0 as t + 00.
From now on so&ion will be assumed to mean noncontinuable solution. Although Theorem 2.3 is stated for one-dimensional equations, the results also are true (using obvious generalizations) for higher dimensional equations (or systems).
COROLLARIES OF THE MAIN THEOREM
This section presents two applications (Corollaries 3.1 and 3.2) to complicated equations and an extension for higher dimension (Corollary 3.3) and a result for the case in which 0 is not a solution (Corollary 3.4). We say 0 is globally uniform-asymptotically stable (GUAS) for Hence by choosing 7 piece-wise constant with discontinuities at Y, of size ci , an example ofF(t, XJ in (3.2) is the multiple lag case F(t, XJ = 2 -ci gi(x(t -h)) i=l where 0 < yi < **. < r, = 4, ci > 0, and g,(x) = g(ri , X) for i =-I ,..., Z, and Cy=, ci = 1. In (3.2) F is autonomous since g does not depend on t E R, even though g does depend on s E [-q, 01. When g is continuous, F is continuous on CQ since if +,n -4 E Cq, F(&) --f F(q5). follows that each solution of (3.3) defined at any to w-ill be defined for all t >, to. Let x = (x1 ,..., xd) be a noncontinuable solution of (3.6) on [tl , T]. An example of a system of equations handled by the Corollary is P = ---a,x(t -1 y(t)l) j := -a,:y(t -/ x(t)i).
If a, > 0 and a2 > 0, 0 is UAS. Although the lag functions / x(t)1 and 1 y(t)1
are not bounded by a finite q, by choosing ,B > 0 sufficiently small (u&I < j and a*/3 < $) and restricting the domain of the equation to be (1 x / < p, 1 y 1 < /3}, the conditions can be met. Note that the statement guarantees that solutions starting near 0 remain in this domain and are defined for all time.
Corollary 3.4 applies Theorem 1.1 to equations for which 0 is not a solution. Using the Gronwall inequality on I! Ye Ii as in ordinary differential equations, (3.10) and Theorem 2.3 imply that each noncontinuable solution is defined until +co. Let u(.) be a noncontinuable solution on [0, co) of (3.9). Define
for 4 E C".
F satisfies (I. I ) letting 0 = 4 -+ ut and 4 = z+ in (3.8). For any noncontinuablc solution y of (3.9) at to, z(t) =m y(t) -u(t) satisfies (DDE) at t,, , so by Since 1 x(t)1 < (q -=&) p1 for t < T, , we may assume t, = sup@ < T2 : x(t) = 01. If this were not so, we could redefine t, . Since 1 x(.)1 is increasing somewhere on (Ta , T, + E), x(t) and 2(t) have the same sign for some t E (T2 , T, + l ). Thus by Proposition 4.2, T, < t, + q For t, + s E (tl , T2], an interval on which a( .) is positive, the right-hand-side of (1.1) implies *.(t, + s) = F(t, -I-5, xt,+J G mM(--Xtl+J = a sup{ -x(t) : 1, + s -q < t -5 tl} L:., ' a sup{1 x(t)1 : t, s ~-q < t <. tl> :; 01 SUp(a~l(t, -t) : t, + s -q <: t < tl] = 2pJq -s). By (4.3) t, I; T, < t, + q, and x( T2) < p1 , so writing q1 = y -a-l,
which is a contradiction since X( T,) = (014 -2-l) pi by definition of T, . Hence no T, exists as assumed, so this lemma is proved. I Theorem 1 .I assumes that for some 01 sufficiently large (1.1) is satisfied. If (I .I) is satisfied by some (Y < q-r, it is also satisfied by letting OL = q-I; that is, 01 has the role of an upper bound in (1.1) so if q-l > 01, then q-l would also be an "upper bound" and we may let (Y = q-l. Hence we may assume without loss of generality that aq > 1. . It suffices to prove that if p > 0 then for each solution x(e) with q, = $, ( x(t)1 < 5p/2 for all t >, t, in the domain of x(e). It follows that the same result holds for p = 0 and that 0 is stable. (4.1) implies 1 F 1 is bounded (by c$?) on [0, co) x C,q so by Theorem 2.3 ii, it would follow that each such (noncontinuable) solution at t, is defined on [to, co). We assume aq < 8.
Suppose (1.3) is false and there exists T > t, such that / x(T)\ > 3~. Let Tl = inf{t > t, : / x(t)1 > &}. Then j x(Tl)I = 3~. It suffices to assume x( Tl) > 0. If instead X( TJ < 0, this argument is similar and the changes are primarily a matter of changing signs. If x(t) # 0 for t E [to, T], define t, = t, ; otherwise, define t, = sup{t < Tl : x(t) = 0} and then x(tJ = 0. We may assume T > Tl was chosen such that x(t) > 0 for t E [Tl , T] and so also in (tl , T] and such that 2(T) > 0. Therefore by Proposition 4.2 t, < Tl < T < t, + q.
(4.7)
Let pr = sup{1 x(t)1 : t, -q < t < tl}. The argument separates into two cases since p < p1 .
Case 1. Suppose p < pr . Then t, f-t, and x(tl) = 0. To apply Lemma 4.3, we now show t, < t, -01-l. There exists t, E (to, tl) such that 1 x(&J = pi . By Proposition 4.1, for s E (to , t,] I WI = I F(s, xs)l < 41 x, II < ~1 , PI = I +,)I = I x(h) -x(h)1 < (1 I k(s)1 ds d %Pl -51, or 1 < ol [ti -t,] , so t, < t, < t, -01-l and the conditions of Lemma 4.3 are satisfied. Since T > t, and aq < $, the lemma implies
contradicting our assumption zc( T) > x(T,) = @ > p1 . Hence we cannot have p < p1 . (mq -g)n p1 2: pn+l so pn -0 as n -cc since aq -i < 1, and lim,,, x(t) = 0, a constant so (ii) holds.
(iii) Proof of I .3. From (ii) x(t) ---f y as t -co for some y. It suffices to prove that y = 0. Let + E c" denote the constant function equal to y. From the proof of (ii), mq < i implies y 0 or x(t) --t constant monotonically (for t large). In the latter case there exists a sequence t, -co such that i(tn) -+ 0. Let & = xtn. Since r(t) + y, xf + I/J", that is, as t --z co, and 4, -p. Then k(t,) = F(tn , &) -0 as n + co. From (1.2) must be 0, and x(t) -+ 0 as t -co. Since whenever Ij xtO 11 = /I 4 11 < -g/3, x(t) -0 as t -uz and from (i) uniform stability, the zero solution is asymptotically stable. ). There must exist sequences {sn'} and {T,') such that s, < s,' < s,' + T,' < s, + T, , and T,' 4 co, and V&n + Tn') > ~'J/,(s,'); (4.10) that is, V, decreases by less than a factor of 0 on intervals of length T,'. Since T,' --) co, we may assume T,' > 3q for all n. We claim (4.11) and Proposition 4.2 imply that for t E I, , xn(t) a"(l) < 0 and (4.12) is satisfied and I W)l
