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a b s t r a c t
In this paper, both El-Sayed type and Kamenev type oscillation criteria for a forced
impulsive differential equation with Riemann–Stieltjes integral are established. By using a
generalized El-Sayed type function andKong’s technique in terms of the number of impulse
moments on a series of intervals, we not only drop the restriction on the impulse constants
ck and dk that dk ≥ ck in the literature, but also extend some existing results to the case of
Riemann–Stieltjes integral and improve some results in the case of Riemann integral. Two
examples are also considered to illustrate the main results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
To the best of our knowledge, little has been known regarding the oscillatory behavior of the following impulsive equation
with Riemann–Stieltjes integral term:(r(t)x′(t))′ + q(t)x(t)+
 b
0
p(t, s)|x(t)|α(s)sgn x(t)dξ(s) = e(t), t ≠ tk, k = 1, 2, . . . ,
x(t+k ) = ckx(tk), x′(t+k ) = dkx′(tk).
(1.1)
In this paper, we will focus on the oscillation of Eq. (1.1). Here 0 < b ≤ +∞,  b0 f (s)dξ(s) denotes the Riemann–Stieltjes
integral of the function f on [0, b) with respect to ξ , and ξ : [0, b) → R is nondecreasing α(s) is a strictly increasing
continuous function on [0, b). {tk} denotes the impulse moments sequence with 0 ≤ t0 < t1 < t2 < · · · < tk <
· · · , limk→∞ tk = +∞, and
x(t±k ) = limt→tk± x(t), x
′(t±k ) = limh→0±
x(tk + h)− x(tk)
h
.
Throughout this paper, we assume that
(H1) 0 ≤ α(0) < 1 < α(b−), q, e ∈ C[t0,∞), r ∈ C1[t0,∞)with r(t) > 0, and p ∈ C([t0,∞)× [0, b));
(H2) ck, dk > 0, k ∈ N, are constants.
Let J ⊂ R be an interval, we say z ∈ PC(J,R) if z : J → R is continuous everywhere except some tk at which z(t+k ) and
z(t−k ) exist and z(t
−
k ) = z(tk).
✩ The paper has been evaluated according to the old Aims and Scope of the journal.∗ Corresponding author.
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By a solution of Eq. (1.1), we mean a function x(t) ∈ PC([t0,∞),R), and (r(t)x′(t))′ ∈ PC([t0,∞),R) such that
(i) x(t+0 ) = x0, x′(t+0 ) = x′0;
(ii) x(t) satisfies Eq. (1.1) for t ∈ [t0,∞).
A solution of Eq. (1.1) is said to be oscillatory if it has arbitrarily large zeros. Otherwise, it is called non-oscillatory.
Eq. (1.1) is said to be oscillatory if all of its nonconstant solutions defined for all large t ≥ T ≥ t0 are oscillatory.
In recent years, there has been increasing interest in obtaining sufficient conditions for the oscillation and non-oscillation
of solutions of impulsive differential equations, see the seminal books by Bainov and Simeonov [1], Lakshmikantham, Bainov
and Simeonov [2] and the references therein. As we know, when the impulses are dropped, those equations are usual
differential equations, for example, if we remove the impulse moments in Eq. (1.1), we get the following equation in [3]:
(r(t)x′)′ + q(t)x+
 b
0
p(t, s)|x(t)|α(s)sgn x(t)dξ(s) = e(t). (1.2)
For some particular cases of Eq. (1.2), there are some well known oscillation results, see [4–7] and references therein.
In [8], the author studied the oscillation of Eq. (1.2) on time scales.
When considering the impact of impulsive perturbation, we need to employ different methods to deal with the effect of
impulsive perturbation on the oscillation. Undoubtedly, the process is more complicated. Oscillation criteria of super-half-
linear impulsive differential equations are obtained by Özbekler and Zafer [9,10]. For second order impulsive differential
equations, there are various known results in [11–16]. Particularly, Liu and Xu [15,16] studied the oscillation of a forced
super-linear second order impulsive differential equation and a forcedmixed type Emden–Fowler equation as the following:
(r(t)x′(t))′ + q(t)|x(t)|α−1x(t) = e(t), t ≥ t0, t ≠ τk, k = 1, 2, . . . ,
x(τ+k ) = ckx(τk), x′(τ+k ) = dkx′(τk), (1.3)
(r(t)x′(t))′ + q(t)x(t)+
n
i=1
qi(t)|x(t)|αi−1x(t) = e(t), t ≥ t0, t ≠ τk, k = 1, 2, . . . ,
x(τ+k ) = ckx(τk), x′(τ+k ) = dkx′(τk),
(1.4)
where {τk} denotes the impulse moments sequence, α > 1, α1 > · · · > αm > 1 > αm−1 > · · · > αn > 0 and dk ≥ ck > 0
are constants, r(t), q(t), e(t), qi(t) are real valued continuous functions and r(t) > 0. Özbekler andZafer [11] further studied
the oscillation of the following more general impulsive differential equation:(r(t)Φα(x′(t)))′ + q(t)Φα(x(t))+
n
i=1
qi(t)Φβi(x(t)) = e(t), t ≥ t0, t ≠ τk, k = 1, 2, . . . ,
x(τ+k ) = ckx(τk), x′(τ+k ) = dkx′(τk),
(1.5)
whereΦγ (s) = |s|γ−1s.
We note that the restriction on the impulse constants ck and dk that dk ≥ ck in [11,15,16] is unreasonable. Motivated
by the above literature, we will establish both El-Sayed type and Kamenev type oscillation criteria for the more general
equation (1.1) which contain Eqs. (1.2)–(1.4) as particular cases, since the integral term in Eq. (1.1) becomes a finite sum
when ξ(s) is a step function and a Riemann integral when ξ(s) = s [3]. Another contribution of this paper is that we drop the
restriction on the impulse constants that dk ≥ ck by using a generalized El-Sayed type function and Kong’s technique [17]
in terms of the number of impulse moments on a series of intervals.
The paper is organized as follows: in Section 2, we are devoted to the proof of the sufficient conditions which guarantee
that every solution of Eq. (1.1) oscillates. Interval oscillation criteria of the El-Sayed type and the Kong type are obtained. In
Section 3, two examples are considered to illustrate the main results.
2. Main results
In this section, two intervals [a1, b1] and [a2, b2] (t0 < a1 < b1 ≤ a2 < b2) are considered to establish oscillation criteria
for Eq. (1.1). We assume that
(H3) aj, bj > t0 (j = 1, 2), e(t) has different signs in [a1, b1] and [a2, b2], we may assume that
e(t) ≤ 0, t ∈ [a1, b1], e(t) ≥ 0, t ∈ [a2, b2].
We first present the El-Sayed type oscillation criterion for Eq. (1.1). For the sake of convenience, we introduce the
following notations. Set
τ(aj) = min{i | ti > aj, ti > t0}, σ (bj) = max{i | t0 < ti < bj}.
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Notice that tτ(aj), tτ(aj)+1, tτ(aj)+2, . . . , tσ(bj) are all impulse moments in the interval (aj, bj), we further define a function
class
W(aj, bj) , {w ∈ C1[aj, bj]|w(aj) = w(tτ(aj)) = w(tτ(aj)+1) = · · · = w(tσ(bj)) = w(bj) = 0, w ≢ 0}.
We denote by Lξ (0, b) the set of Riemann–Stieltjes integrable functions on [0, b) with respect to ξ . Let a ∈ (0, b) such
that α(a) = 1. We further assume that
α−1 ∈ Lξ (0, b) such that
 a
0
dξ(s) > 0 and
 b
a
dξ(s) > 0.
We see that the condition α−1 ∈ Lξ (0, b) is satisfied if either α(0) > 0 or α(s) → 0 ‘‘slowly’’ as s → 0+, or ξ(s)
is constant in a right neighborhood of 0. The following two lemmas obtained in [3] are crucial in the proof of our main
theorems.
Lemma 2.1. Let
m =
 b
a
α−1(s)dξ(s)
 b
a
dξ(s)
−1
and
n =
 a
0
α−1(s)dξ(s)
 a
0
dξ(s)
−1
.
Then for any δ ∈ (m, n), there exists η ∈ Lξ (0, b) such that η(s) > 0 on [0, b), b
0
α(s)η(s)dξ(s) = 1, (2.1)
and  b
0
η(s)dξ(s) = δ. (2.2)
Lemma 2.2. Let u ∈ C[0, b) and η ∈ Lξ (0, b) satisfying u ≥ 0, η > 0 on [0, b) and
 b
0 η(s)dξ(s) = 1. Then b
0
η(s)u(s)dξ(s) ≥ exp
 b
0
η(s) ln[u(s)]dξ(s)

, (2.3)
where we use the convention that ln 0 = −∞ and e−∞ = 0.
Theorem 2.1. Assume that conditions (H1)–(H3) hold. If for any T ≥ t0, there exist constants aj, bj ∉ {tk}, j = 1, 2 such that
T ≤ a1 < b1 ≤ a2 < b2, and
p(t, s) ≥ 0, (t, s) ∈ [a1, b1] × [0, b) ∪ [a2, b2] × [0, b). (2.4)
For each δ ∈ (m, 1], let η ∈ Lξ (0, b) be defined as in Lemma 2.1. We assume further that there exist a function wj ∈ W(aj, bj)
such that
sup
δ∈(m,1]
 bj
aj
[Q (t)w2j (t)− r(t)w′2j (t)]dt ≥ 0. (2.5)
Then Eq. (1.1) is oscillatory. Here
Q (t) = q(t)+
 |e(t)|
1− δ
1−δ
exp
 b
0
η(s) ln
p(t, s)
η(s)
dξ(s)

. (2.6)
Proof. Assume, for the sake of contradiction, that there exists a solution x(t) of Eq. (1.1) which does not have zero in
[a1, b1] ∪ [a2, b2]. Without loss of generality we may assume that x(t) > 0, t ∈ [a1, b1]. When x(t) < 0, t ∈ [a2, b2],
then the proof follows the same argument using the interval [a2, b2] instead of [a1, b1]. Put
u(t) = − r(t)x
′(t)
x(t)
, t ∈ [a1, b1], (2.7)
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then for t ∈ [a1, b1] and t ≠ tk, we have
u′(t) = − (r(t)x
′(t))′
x(t)
+ r(t)(x
′(t))2
x2(t)
= −e(t)− q(t)x(t)−
 b
0 p(t, s)[x(t)]α(s)dξ(s)
x(t)
+ u
2(t)
r(t)
= − e(t)
x(t)
+ q(t)+
 b
0
p(t, s)[x(t)]α(s)−1dξ(s)+ u
2(t)
r(t)
.
There are two cases with respect to δ as follows:
(i) δ = 1;
(ii) δ ≠ 1, and δ ∈ (m, n).
From Lemmas 2.1 and 2.2, we have that for t ∈ [a1, b1] and t ≠ tk,
u′(t) ≥ q(t)+
 |e(t)|
1− δ
1−δ
exp
 b
0
η(s)
p(t, s)
η(s)
dξ(s)

+ u
2(t)
r(t)
= Q (t)+ u
2(t)
r(t)
, (2.8)
where Q (t) is defined by (2.6). For the detailed proof, please refer to [3, Theorem 2.1].
Multiplying both sides of (2.8) byw21(t), integrating every term from a1 to b1, and using integration by parts, we find b1
a1
[Q (t)w21(t)− r(t)w′21 (t)]dt +
 b1
a1
[u(t)r−1/2(t)w1(t)+ r1/2(t)w′1(t)]2dt ≤
σ(b1)
i=τ(a1)
w21(ti)[u(ti)− u(t+i )]. (2.9)
From the definition ofw, we have
w1(aj) = w1(tτ(aj)) = w1(tτ(aj)+1) = · · · = w1(tσ(bj)) = w1(bj) = 0.
Therefore, the right of inequality (2.9) is equal to zero, namely, b1
a1
[Q (t)w21(t)− r(t)w′21 (t)]dt +
 b1
a1
[u(t)r−1/2(t)w1(t)+ r1/2(t)w′1(t)]2dt ≤ 0. (2.10)
Now we claim that
 b1
a1
[Q (t)w21(t)− r(t)w′21 (t)]dt < 0, which contradicts (2.5).
Otherwise, it will yield
u(t)r−1/2(t)w1(t)+ r1/2(t)w′1(t) ≡ 0 on [a1, b1].
From (2.7), we see x(t) is multiple of u(t), namely, it has zeros at the two points a1 and b1, this contradicts our assumption
thatw1(a1) = w1(b1) = 0 and x(t) is positive on [a1, b1].
From above all analysis we know that Eq. (1.1) is oscillatory. The proof is completed. 
Next, we will establish Kamenev type interval oscillation criteria for Eq. (1.1). First, we introduce a class of functionsH
which will be used in the sequel. Denote D = {(t, s)|t0 ≤ s ≤ t},H ∈ C(D,R). A function H(t, s) is said to belong to the
classH , if there exist h1, h2 ∈ Lloc(D,R) satisfying the following conditions:
(A1) H(t, t) = 0,H(t, s) > 0 for t > s;
(A2) ∂
∂tH(t, s) = 2h1(t, s)
√
H(t, s), ∂
∂sH(t, s) = 2h2(t, s)
√
H(t, s).
For two constants θ, λ ∉ tk (θ < λ), we define operators P1, P2,G1,G2 by
P1(θ, λ,Q ) =
 λ
θ
[Q (t)H(t, θ)− r(t)h21(t, θ)]dt,
P2(θ, λ,Q ) =
 λ
θ
[Q (t)H(λ, t)− r(t)h22(λ, t)]dt,
G1(θ, λ, u) =
 λ
θ

r(t)h1(t, θ)+

H(t, θ)
r(t)
u(t)
2
dt,
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G2(θ, λ, u) =
 λ
θ

r(t)h2(λ, t)+

H(λ, t)
r(t)
u(t)
2
dt,
here Q (t), u(t) are defined in Theorem 2.1.
Noticing that tτ(aj), tτ(aj)+1, tτ(aj)+2, . . . , tσ(bj) are all impulse moments in the interval (aj, bj) for j = 1, 2, we let
nj := nj(aj, bj) = σ(bj) − τ(aj) + 1, j = 1, 2, be the number of impulse moments between aj and bj. Namely, we will
use the letters of nj, j = 1, 2 as the number of impulse moments in (aj, bj) in sequel. We also meann=mn=l = 0 ifm < l.
Theorem 2.2. Assume that conditions (H1)–(H3) hold. Suppose that for any T ≥ 0, there exist nontrivial subintervals [a1, b1]
and [a2, b2] of [T ,∞). For each δ ∈ (m, n), let η ∈ Lξ (0, b) be defined as in Lemma 2.1. Further assume that for j = 1, 2, there
exist constant ρj ∈ (σ (bj), bj) and a function H ∈ H such that
(i) when nj = σ(bj)− τ(aj)+ 1 (j = 1, 2) is an odd number:
sup
δ∈(m,1]

1
H(tτ(aj), aj)
P1(aj, tτ(aj),Q )+
n= nj−12
n=1
1
H(tτ(aj)+2n, tτ(aj)+2n−1)
P1(tτ(aj)+2n−1, tτ(aj)+2n,Q )
+
n= nj−32
n=0
cτ(aj)+2n
dτ(aj)+2n
1
H(tτ(aj)+2n+1, tτ(aj)+2n)
P2(tτ(aj)+2n, tτ(aj)+2n+1,Q )
+ cτ(aj)+nj−1
dτ(aj)+nj−1
1
H(bj, tτ(aj)+nj−1)
P2(tτ(aj)+nj−1, bj,Q )

≥ 0; (2.11)
(ii) when nj (j = 1, 2) is an even number:
sup
δ∈(m,1]

1
H(tτ(a1), aj)
P1(aj, tτ(aj),Q )+
n= nj−22
n=1
1
H(tτ(aj)+2n, tτ(aj)+2n−1)
P1(tτ(aj)+2n−1, tτ(aj)+2n,Q )
+
n= nj−22
n=0
cτ(aj)+2n
dτ(aj)+2n
1
H(tτ(aj)+2n+1, tτ(aj)+2n)
P2(tτ(aj)+2n, tτ(aj)+2n+1,Q )
+ 1
H(ρj, tτ(aj)+nj−1)
P1(tτ(aj)+nj−1, ρj,Q )+
1
H(bj, ρj)
P2(ρj, bj,Q )

≥ 0, (2.12)
where Q (t) is defined by (2.6). Then Eq. (1.1) is oscillatory.
Proof. Proceeding as in the proof of Theorem 2.1, we have that (2.8) holds for each δ ∈ (m, 1]. Next, we consider two kinds
of cases as follows:
(i) n1, the number of impulse moments in the interval [a1, b1], is odd;
(ii) n1 is an even number.
For the case (i), we first consider the subinterval [a1, tτ(a1)+1]. Multiplying both sides of (2.8) by H(t, a1), then integrating it
from a1 to tτ(a1), we obtain tτ(a1)
a1
H(t, a1)u′(t)dt ≥
 tτ(a1)
a1

Q (t)H(t, a1)+ u
2(t)H(t, a1)
r(t)

dt.
Integrating by parts yields
H(tτ(a1), a1)u(tτ(a1)) ≥
 tτ(a1)
a1

Q (t)H(t, a1)+ 2h1(t, a1)

H(t, a1)u(t)+ u
2(t)H(t, a1)
r(t)

dt.
That is
H(tτ(a1), a1)u(tτ(a1)) ≥
 tτ(a1)
a1
[Q (t)H(t, a1)− r(t)h21(t, a1)]dt
+
 tτ(a1)
a1

r(t)h1(t, a1)+

H(t, a1)
r(t)
u(t)
2
dt
= P1(a1, tτ(a1),Q )+ G1(a1, tτ(a1), u). (2.13)
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On the other hand, multiplying both sides of (2.8) by H(tτ(a1)+1, t), and similar to the above analysis, we can get
−H(tτ(a1)+1, tτ(a1))u+(tτ(a1)) ≥
 tτ(a1)+1
tτ(a1)
[Q (t)H(tτ(a1)+1, t)− r(t)h22(tτ(a1)+1, t)]dt
+
 tτ(a1)+1
tτ(a1)

r(t)h22(tτ(a1)+1, t)+

H(tτ(a1)+1, t)
r(t)
u(t)
2
dt,
i.e.
− H(tτ(a1)+1, tτ(a1))
dτ(a1)
cτ(a1)
u(tτ(a1)) ≥ P2(tτ(a1), tτ(a1)+1,Q )+ G2(tτ(a1), tτ(a1)+1, u). (2.14)
Dividing (2.13) and (2.14) by H(tτ(a1), a1) and
dτ(a1)
cτ(a1)
H(tτ(a1)+1, tτ(a1)), respectively, then adding them, we have
0 ≥ 1
H(tτ(a1), a1)
{P1(a1, tτ(a1),Q )+ G1(a1, tτ(a1), u)} +
cτ(a1)
dτ(a1)
1
H(tτ(a1)+1, tτ(a1))
{P2(tτ(a1), tτ(a1)+1,Q )
+G2(tτ(a1), tτ(a1)+1, u)}. (2.15)
For the last subinterval [tσ(b1)−1, b1], namely, [tτ(a1)+n1−2, b1], multiplying both sides of (2.8) by H(t, tτ(a1)+n1−2), then
integrating it from tτ(a1)+n1−2 to tτ(a1)+n1−1 by parts, we have
H(tτ(a1)+n1−1, tτ(a1)+n1−2)u(tτ(a1)+n1−1) ≥ P1(tτ(a1)+n1−2, tτ(a1)+n1−1,Q )+ G1(tτ(a1)+n1−2, tτ(a1)+n1−1, u). (2.16)
Multiplying both sides of (2.8) by H(b1, t) then integrating it from tτ(a1)+n1−1 to b1 by parts, we get
−H(b1, tτ(a1)+n1−1)
dτ(a1)+n1−1
cτ(a1)+n1−1
u(tτ(a1)+n1−1) ≥ P2(tτ(a1)+n1−1, b1,Q )+ G2(tτ(a1)+n1−1, b1, u). (2.17)
Dividing (2.16) and (2.17) by H(tτ(a1)+n1−1, tτ(a1)+n1−2) and
dτ(a1)+n1−1
cτ(a1)+n1−1
H(b1, tτ(a1)+n1−1), respectively, then adding them, we
have
0 ≥ 1
H(tτ(a1)+n1−1, tτ(a1)+n1−2)
{P1(tτ(a1)+n1−2, tτ(a1)+n1−1,Q )+ G1(tτ(a1)+n1−2, tτ(a1)+n1−1, u)}
+ cτ(a1)+n1−1
dτ(a1)+n1−1
1
H(b1, tτ(a1)+n1−1)
{P2(tτ(a1)+n1−1, b1,Q )+ G2(tτ(a1)+n1−1, b1, u)}. (2.18)
For other subintervals, using a similar method, we give the general form.
In the subinterval [tτ(a1)+i, tτ(a1)+i+2], i = 1, 3, 5, . . . , n1 − 4, multiplying both sides of (2.8) by H(t, tτ(a1)+i), then
integrating it from tτ(a1)+i to tτ(a1)+i+1 by parts, we obtain
H(tτ(a1)+i+1, tτ(a1)+i)u(tτ(a1)+i+1) ≥ P1(tτ(a1)+i, tτ(a1)+i+1,Q )+ G1(tτ(a1)+i, tτ(a1)+i+1, u), i = 1, 3, . . . , n1 − 4 (2.19)
multiplying both sides of (2.8) by H(tτ(a1)+i+2, t), then integrating it from tτ(a1)+i+1 to tτ(a1)+i+2 by parts, we have
− H(tτ(a1)+i+2, tτ(a1)+i+1)
dτ(a1)+i+1
cτ(a1)+i+1
u(tτ(a1)+i+1) ≥ P2(tτ(a1)+i+1, tτ(a1)+i+2,Q )+ G2(tτ(a1)+i+1, tτ(a1)+i+2, u), (2.20)
i = 1, 3, 5, . . . , n1 − 4.
Dividing (2.19) and (2.20) by H(tτ(a1)+i+1, tτ(a1)+i) and
dτ(a1)+i+1
cτ(a1)+i+1
H(tτ(a1)+i+2, tτ(a1)+i+1), respectively, then adding them,
we have
0 ≥ 1
H(tτ(a1)+i+1, tτ(a1)+i)
{P1(tτ(a1)+i, tτ(a1)+i+1,Q )+ G1(tτ(a1)+i, tτ(a1)+i+1, u)}
+ cτ(a1)+i+1
dτ(a1)+i+1
1
H(tτ(a1)+i+2, tτ(a1)+i+1)
{P2(tτ(a1)+i+1, tτ(a1)+i+2,Q )+ G2(tτ(a1)+i+1, tτ(a1)+i+2, u)}, (2.21)
for i = 1, 3, 5, . . . , n1 − 4.
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Next, for (2.21), adding every inequality with respect to i (i = 1, 3, 5, . . . , n1−4), we can get an inequality of summation
as follows:
0 ≥
n= n1−32
n=1
1
H(tτ(a1)+2n, tτ(a1)+2n−1)
{P1(tτ(a1)+2n−1, tτ(a1)+2n,Q )+ G1(tτ(a1)+2n−1, tτ(a1)+2n, u)}
+
n= n1−32
n=1
cτ(a1)+2n
dτ(a1)+2n
1
H(tτ(a1)+2n+1, tτ(a1)+2n)
{P2(tτ(a1)+2n, tτ(a1)+2n+1,Q )+ G2(tτ(a1)+2n, tτ(a1)+2n+1, u)}. (2.22)
Adding (2.15), (2.18) and (2.22), with t ∈ [a1, b1]we have
0 ≥ 1
H(tτ(a1), a1)
{P1(a1, tτ(a1),Q )+ G1(a1, tτ(a1), u)}
+
n= n1−12
n=1
1
H(tτ(a1)+2n, tτ(a1)+2n−1)
{P1(tτ(a1)+2n−1, tτ(a1)+2n,Q )+ G1(tτ(a1)+2n−1, tτ(a1)+2n, u)}
+
n= n1−32
n=0
cτ(a1)+2n
dτ(a1)+2n
1
H(tτ(a1)+2n+1, tτ(a1)+2n)
{P2(tτ(a1)+2n, tτ(a1)+2n+1,Q )+ G2(tτ(a1)+2n, tτ(a1)+2n+1, u)}
+ cτ(a1)+n1−1
dτ(a1)+n1−1
1
H(b1, tτ(a1)+n1−1)
{P2(tτ(a1)+n1−1, b1,Q )+ G2(tτ(a1)+n1−1, b1, u)}.
From the definitions of the operators of G1,G2, we obtain
0 >
1
H(tτ(a1), a1)
P1(a1, tτ(a1),Q )+
n= n1−12
n=1
1
H(tτ(a1)+2n, tτ(a1)+2n−1)
P1(tτ(a1)+2n−1, tτ(a1)+2n,Q )
+
n= n1−32
n=0
cτ(a1)+2n
dτ(a1)+2n
1
H(tτ(a1)+2n+1, tτ(a1)+2n)
P2(tτ(a1)+2n, tτ(a1)+2n+1,Q )
+ cτ(a1)+n1−1
dτ(a1)+n1−1
1
H(b1, tτ(a1)+n1−1)
P2(tτ(a1)+n1−1, b1,Q ). (2.23)
This contradicts (2.11).
Otherwise, it will yield
G1(a1, tτ(a1), u) = 0, G2(tτ(a1)+n1−1, b1, u) = 0,
n= n1−12
n=1
G1(tτ(a1)+2n−1, tτ(a1)+2n, u) = 0,
n= n1−32
n=0
G2(tτ(a1)+2n, tτ(a1)+2n+1, u) = 0.
(2.24)
We can get contradictions from all of the above equalities. Here we only choose the first equality as an example to explain,
it claims that
G1(a1, tτ(a1), u) = 0 t ∈ [a1, tτ(a1)],
i.e.

r(t)h1(t, a1)+

H(t, a1)
r(t)
u(t) = 0 t ∈ [a1, tτ(a1)].
From the definitions of u and partial derivatives of H , we see x(t) is multiple of H(t, a1), namely, it has zeros at the point a1,
this contradicts our assumption that H(a1, a1) = 0 and x(t) is positive on [a1, b1].
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Next, we consider the second case, there are even numbers impulse moments in [a1, b1].
(ii) When n1 is an even number. For the interval [a1, tτ(a1)+n1−1], proceeding as in the proof of the part (i), we also obtain
(2.15), and (2.22) is replaced by
0 ≥
n= n1−22
n=1
1
H(tτ(a1)+2n, tτ(a1)+2n−1)
{P1(tτ(a1)+2n−1, tτ(a1)+2n,Q )+ G1(tτ(a1)+2n−1, tτ(a1)+2n, u)}
+
n= n1−22
n=1
cτ(a1)+2n
dτ(a1)+2n
1
H(tτ(a1)+2n+1, tτ(a1)+2n)
{P2(tτ(a1)+2n, tτ(a1)+2n+1,Q )+ G2(tτ(a1)+2n, tτ(a1)+2n+1, u)}, (2.25)
for i = 1, 3, 5, . . . , n1 − 3, with t ∈ [tτ(a1)+1, tτ(a1)+n1−1].
When t ∈ [tτ(a1)+n1−1, b1], we may assume that there is ρ1 ∈ (tτ(a1)+n1−1, b1), multiplying both sides of (2.8) by
H(t, tτ(a1)+n1−1), then integrating it from tτ(a1)+n1−1 to ρ1 by parts, we have
H(ρ1, tτ(a1)+n1−1)u(ρ1) ≥ P1(tτ(a1)+n1−1, ρ1,Q )+ G1(tτ(a1)+n1−1, ρ1, u). (2.26)
Multiplying both sides of (2.8) by H(b1, t) then integrating it from ρ1 to b1 by parts, we get
− H(b1, ρ1)u(ρ1) ≥ P2(ρ1, b1,Q )+ G2(ρ1, b1, u). (2.27)
Dividing (2.26) and (2.27) by H(ρ1, tτ(a1)+n1−1) and H(b1, ρ1), respectively, then adding them, we have
0 ≥ 1
H(ρ1, tτ(a1)+n1−1)
{P1(tτ(a1)+n1−1, ρ1,Q )+ G1(tτ(a1)+n1−1, ρ1, u)}
+ 1
H(b1, ρ1)
{P2(ρ1, b1,Q )+ G2(ρ1, b1, u)}. (2.28)
Adding (2.15), (2.25) and (2.28), then we get
0 >
1
H(tτ(a1), a1)
P1(a1, tτ(a1),Q )+
n= n1−22
n=1
1
H(tτ(a1)+2n, tτ(a1)+2n−1)
P1(tτ(a1)+2n−1, tτ(a1)+2n,Q )
+
n= n1−22
n=0
cτ(a1)+2n
dτ(a1)+2n
1
H(tτ(a1)+2n+1, tτ(a1)+2n)
P2(tτ(a1)+2n, tτ(a1)+2n+1,Q )
+ 1
H(ρ1, tτ(a1)+n1−1)
P1(tτ(a1)+n1−1, ρ1,Q )+
1
H(b1, ρ1)
P2(ρ1, b1,Q ). (2.29)
Hence we reach the similar argument and omitted the details. The proof is complete. 
Remark 2.1. If the impulse moments in Eq. (1.1) are dropped, i.e. ck = dk = 1 for all k ∈ N, our results reduce to Theorems
2.1 and 2.2 in [3] for Eq. (1.2).
Remark 2.2. In Theorems 2.1 and 2.2, by modifying the El-Sayed type function and using Kong’s technique many times
based on the number of the impulse moments on a series of closed intervals, we present two interval oscillation criteria in
the form of
 bj
aj
[·]dt ≥ 0 rather than  bjaj [·]dt ≥ mj > 0 as in [16].
3. Examples
In this section, we give two examples to illustrate our main results. To simplify our computations, for Eq. (1.1), we focus
our attention to the case ξ(s) = s.
Example 3.1. Consider the following equationx′′(t)+ γ x(t)+ β sin t
 1
0
|x(t)| 3
√
s
2 sgn x(t)ds = e(t), tk ≠ 2kπ + π4 , k ∈ Z,
x(t+k ) = ckx(tk), x′(t+k ) = dkx′(tk),
(3.1)
where β, γ > 0 are constants. Here we have r(t) = 1, p(t) = γ , q(t, s) = β sin t, α(s) = 3
√
s
2 , and ξ(s) = s.
For any T ∈ R, we choose k large enough so that 2kπ ≥ T and let a1 = 2kπ, a2 = b1 = 2kπ + π2 , and b2 =
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2kπ + π . Assume that e(t) ∈ C[0,∞) is any function satisfying (−1)je(t) ≥ 0 on [aj, bj] for j = 1, 2. Then the
condition (H3) holds. Let η(s) = 1 and w(t) = sin(4t). It is easy to verify that (2.5) is satisfied with δ = 1 and hence
Eq. (3.1) is oscillatory by Theorem 2.1 if π/2
0

γ + exp
 1
0
ln(β sin t)ds

sin2(4t)− 16 cos2(4t)

dt =
 π/2
0
[γ + β sin t] sin2(4t)dt − 4π ≥ 0.
Example 3.2. Consider the following equation
x′′(t)+ (et−(µ−1))x(t)+ et
 1
0
|x(t)| 3
√
s
2 sgn x(t)ds = e(t), t ≠ µ− 1, µ
x((µ− 1)+) = c1x(µ− 1), x′((µ− 1)+) = d1x′(µ− 1),
x(µ+) = c2x(µ), x′(µ+) = d2x′(µ),
(3.2)
where c1, d1, c2, d2 > 0 are constants. Here we have r(t) = 1, p(t) = et−(µ−1), q(t, s) = et , α(s) = 3
√
s
2 , and ξ(s) = s. For
any T ∈ R, we chooseM > T large enough so that µ ≥ M and let a1 = µ− 2, a2 = b1 = µ, and b2 = µ+ 2. Assume that
e(t) ∈ C[0,∞) is any function satisfying (−1)je(t) ≥ 0 on [aj, bj] for j = 1, 2. Then the condition (H3) holds. Let η(s) = 1
and H(t, s) = (t − s)2, then h1(t, s) = h2(t, s) ≡ 1. It is easy to verify that (2.2) is satisfied with δ = 1 then we have
1
H(µ− 1, µ− 2)G1(µ− 2, µ− 1,Q ) =
 µ−1
µ−2
[Q (t)H(t, µ− 2)− 1]dt
=
 µ−1
µ−2

et−(µ−1) + exp
 1
0
ln(et)ds

(t − µ+ 2)2dt − 1
=
 µ−1
µ−2

et−(µ−1) + et (t − µ+ 2)2dt − 1,
and
c1
d1
1
H(µ,µ− 1)G2(µ− 1, µ,Q ) =
c1
d1
 µ
µ−1
[Q (t)H(µ, t)− 1]dt
= c1
d1
 µ
µ−1

et−(µ−1) + exp
 1
0
ln(et)ds

(µ− 1)2dt − c1
d1
= c1
d1
 µ
µ−1

et−(µ−1) + et (µ− t)2dt − c1
d1
.
Therefore Eq. (3.2) is oscillatory from Theorem 2.2 if µ−1
µ−2

et−(µ−1) + et (t − µ+ 2)2dt − 1+ c1
d1
 µ
µ−1

et−(µ−1) + et (µ− t)2dt − c1
d1
≥ 0.
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