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づけ、1 関節ロボットアームの PID 制御について、シミュレーションと実機実験でその効果を検証し
た。今回確立した方法を用いると、限定された条件のもとでは、制御パラメータがいくつに増えても
システム設計者が指定すべき値は、実質的に 1 つとなる。 
 
2. 強化学習 
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図 2-1 図 2-2 
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適化する。今回は、 , , とし、以下のように勾配を近似して を更新する。 
(4a) ∆ , , 、 ∆ , , としてそれぞれのゲインに対する目的関数の
値を記録し、 での報酬から での報酬を引いた値を として保存する。 
(4b) について、もし前回の試行での値との積が負になった場合は∆ を1.7 倍する。 



















I 0	 ただし 0.1, 50, 9.8  －(4.2) 
実装にあたり文献[4.2]、[4.3]を参考にした。 
4.3.2 結果と考察 
の初期値を 5.0, 10.0, 0.0 、探索のためにゲインに加減する値（ステップ幅）の初期値を
∆ , ∆ , ∆ 1.0, 1.0, 1.0 とし、260 回の学習を行った。その結果が図 4-1、及び図 4-2 であ
る。 
















図 5-2 及び図 5-3 に、定められた初期値のもとステップ幅を(0.08,0.3,0.05)として学習させた結果
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5.3 考察と今後の展望 









験では 4.0, 20.0とした。しかし、実際には と は時間と偏差のスケール合わせのため
に異なる値となっているため、計算によりその適切な比を求めることが可能である。すなわち、発
散の条件を| | とし、試行を で終了させるとすると、振動と発散の境界値での目的関数





  図 5-2 図 5-3 
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