Abstract. We have compared the climatology of upper tropospheric clouds simulated with the Colorado State University (CSU) general circulation model against cloud products retrieved by the International Satellite Cloud Climatology Project (ISCCP). Following the ISCCP cloud classification, upper tropospheric clouds are defined as clouds with cloud tops above 440 hPa. We refined our comparison by considering separately clouds with cloud tops above 180, 310, and 440 hPa in order to exhibit the optical characteristics of the highest clouds in the model and satellite cloud products. Four ranges of visible optical depths (r) were used to distinguish cirrus (r -< 3.6) from optically thicker cirrostratus (3.6 < r -< 23) and deep convective clouds (r > 23) and to further differentiate between thin (0.02 < r -< 1.6) and thick (1.6 < r -< 3.6) cirrus. Results show that the CSU GCM simulates satisfactorily the zonally averaged distribution of upper tropospheric clouds when all values of r are included but systematically underpredicts the frequency of occurrence of clouds with values of r less than 3.6 when compared against ISCCP-D1 data. This result reveals that simulated total-column optical depths for columns that include upper tropospheric clouds are too large relative to satellite-derived values. The CSU GCM simulates upper tropospheric clouds in the tropics more successfully than those in the middle latitudes. In the middle latitudes the model fails to simulate upper tropospheric clouds over the continents, especially over high plateaus and mountain ranges. Discrepancies between the CSU GCM and the ISCCP cloud products can be addressed in terms of our simple formulation of the optical thickness as a function of the prognostic liquid/ice water content, the prescribed value of the effective radius, and the geometrical thickness of the upper tropospheric model layers. We investigate the impact of the vertical resolution used in the GCM on the calculation of the optical depths of single-layer clouds using estimates of the geometrical thickness of cloudy layers from the Lidar In-Space Technology Experiment.
Introduction
It has long been recognized that upper tropospheric clouds play a major role in regulating the planetary radiation budget and the atmospheric general circulation, but that in models the impact of these clouds varies depending on the parameterizations of their horizontal area and optical characteristics. It is essential for general circulation models (GCMs) to satisfactorily simulate the climatology of upper tropospheric clouds in order to investigate their interactions with radiation and the general circulation of the atmosphere and to study cloudclimate feedbacks.
visible optical depths (r) less than 3.6. Also, Jin et al. [1996] estimate that about half of all cirrus are optically very thin (r < 1.3). The abundance of upper tropospheric clouds relative to the observed total cloud amount is a strong motivation to assess the performance of GCMs to simulate this specific cloud type.
Section 2 focuses on the climatology of upper tropospheric clouds from the ISCCP-D1 cloud data products. Our classification of upper tropospheric clouds in four separate ranges of visible optical depths was made using January and July 1990, 1991, and 1992. In sections 3 and 4 we compare the results of a 3-year simulation performed with the Colorado State University (CSU) general circulation model against the satellitederived cloud climatology. In section 5 we investigate reasons why the CSU GCM fails to simulate some characteristics of the observed upper tropospheric cloudiness. Section 6 summarizes our results and highlights issues to be addressed in future work.
2.
The ISCCP-D1 Data
Description
The ISCCP D-series cloud climatology is the second generation of cloud data products generated by ISCCP, following changes and refinements made to the original cloud detection algorithm . Relative to the first-generation cloud climatology, the C series [Schiffer and Rossow, 1991] , modifications important to the present study are (1) improved cirrus detection over land, achieved by lowering the infrared threshold from 6 to 4 K, and (2) an improved model for the optical properties of cold clouds (top temperature <260 K) based on the use of an ice polycrystal scattering phase function to retrieve optical depth and top temperature. As explained by Rossow et al. [1996] , all retrieved parameters such as visible cloud optical thicknesses and cloud-top temperatures are model-dependent quantities, obtained by comparing radiances observed at the pixel level with the results of radiative transfer model calculations. In particular, the retrieved cloud optical properties depend on the microphysical characteristics of the cloud particles used in the radiative transfer model. Visible cloud optical thicknesses are retrieved using two cloud microphysical models. For warm clouds the algorithm uses a liquid water droplet model with a droplet size distribution described by a gamma distribution with a 10-/zm mean effective radius and an 0.15 effective variance. For cold clouds, visible optical thicknesses are retrieved using an ice cloud model with a random fractal shape and a -2 power law size distribution from 20 to 50 tzm, giving an effective radius of 30 tzm and an effective variance of 0.10. The ice crystal model is similar to that investigated by Minnis et al. [1993a, b] . More details on the cloud detection algorithm and radiative transfer model are given by Rossow and Gatder [ 1993a, b] and Rossow et al. [ 1996] , respectively.
In this study we used the D 1 product, which is generated by summarizing the pixel-level results and is available every 3 hours on an equal-area map with a 280-km resolution. ISCCP-D1 data provide the geographical distribution of the amount of clouds within a prescribed rangc of cloud-top pressures and a prescribed range of cloud optical depths. As explained below, every 3-hour map of the cloud amount was first converted to maps of the frequency of occurrence of clouds to match the model diagnostics. Monthly means were computed next. Monthly-averaged equal-area maps of the different cloud variables described below were obtained by computing first the monthly means for each time of day, 0000, 0300, 0600, 0900, 1200, 1500, 1800, and 2100 UTC, and then averaging the hourly-monthly mean values to obtain the monthly mean cloud product. As with the time-averaging technique described by Rossow et al. [1996] , hourly-monthly means based on less than three daily observations were excluded from the monthly mean All cirrus 0.02 < r-< 3.6
Thick cirrus 1.3 < r-< 3.6
Thin cirrus 0.02 < r-< 1.3
calculations, but in contrast to Rossow et al.
[1996], we did not make any adjustment to the hourly-monthly mean data sets before averaging over the time of day and we did not apply any diurnal sampling adjustment to the monthly mean. As explained by Rossow et al. [1996] , the diurnal sampling adjustment has a small effect on monthly-averaged products when visible light spectrometer VIS/IR radiances are used, which is the case for upper tropospheric clouds. Indeed, comparison of our monthly-averaged upper tropospheric cloud amount against that of the stage-D2 cloud product (the monthlyaveraged ISCCP-DI quantities) did not reveal any systematic bias in our monthly means. Each equal-area map was later converted to an equal-angle map with 2.5 ø x 2.5 ø latitudelongitude resolution and then further interpolated to the CSU GCM's 4 ø x 5 ø grid. Following the ISCCP radiometric cloud classification [Schiffer and Rossow, 1991] , clouds with cloud-top pressures less than 440 hPa are labeled as high-level clouds, and cirrus are defined as high-level clouds whose visible optical depths are less than 3.6. Using ISCCP-DI daytime only products, which are, of course, the only products containing information on the visible optical depths, we consider separately high-level clouds with cloud-top pressures less than 180, 310, and 440 hPa. Here it is important to add that this classification is cumulative, meaning that clouds with cloud-top pressures less than 440 hPa may, for instance, also include clouds with cloud tops less than 310 and 180 hPa. For each cloud-top pressure we also consider four ranges of visible optical depths (r), as shown in Table 1 . When using the McClatchey et al. [1972] standard atmospheres, 440 hPa corresponds to an altitude of 6.9 km in the tropics and 6.8 km (6.4 km) in the summer (winter) middle latitudes. A pressure of 310 hPa corresponds to an altitude of 9.4 km in the tropics and 9.3 km (8.2 km) in the summer (winter) middle latitudes. Finally, 180 hPa is equivalent to a height of 13.1 km in the tropics and to a height of 13 km (12.3 km) in the summer (winter) middle latitudes.
The "all-clouds" type refers to high-level clouds regardless of r, which besides cirrus also includes cirrostratus as well as deep convective clouds. The all-cirrus type refers to high-level clouds for which r is greater than 0.02 and less than 3.6, as in the ISCCP radiometric cloud classification. The all-cirrus category is further divided into two classes. The thick-cirrus category includes cirrus whose r is greater than 1.3 but less than 3.6, and the thin-cirrus category includes cirrus whose r is less than 1.3 but greater than 0.02. Here 0.02 is the detection threshold of the ISCCP algorithm, expressed in terms of visible optical depth. As explained in the next section, the CSU GCM does not include a parameterization of fractional cloudiness at this time. The cloud amount is equal to 0 or I and fills the entire model grid box, depending upon the amount of condensate present in the box. When using the definition above, it is actually more accurate to refer to the simulated monthly-averaged cloud amount as a mean frequency of occurrence of clouds. In contrast, ISCCP-D1 data define the cloud amount as the horizontal fraction of a 2.5 ø x 2.5 ø box covered by clouds. In order to compare simulated and observed cloud diagnostics, we converted the ISCCP-D1 cloud amount variable (later referred to as A) into an ISCCP-D1 frequency of occurrence (later referred to as f) to match the simulated cloud amount variable. For a given cloud variable, A is defined as the number of cloudy pixels with the same cloud property (for instance, cloudtop pressure, visible optical depth) divided by the total number of pixels in an equal-area grid. By definition, f is equal to I if A is greater than zero in a given grid box, and f is equal to 0 otherwise. As seen in Figure 1 , there are significant differences between the magnitudes ofA andf for cloud-top pressures less than 180 hPa. The monthly-averaged f shows geographical patterns similar to those of the monthly-averaged A, but the magnitude off is, of course, several times greater than that of A. Similar differences between the monthly-averaged A and f are seen for clouds with lower cloud-top pressures. (Maps of A and f for clouds with cloud tops lower than 310 and 440 hPa are omitted for brevity.) This significant difference between the magnitudes and global distributions of A and f illustrates the necessity of converting A provided in the ISCCP-D1 data to f for objective comparisons against the CSU GCM cloud products, as well as the importance of including a parameterization of fractional cloudiness in the near future. Adding a parameterization of the fractional cloudiness to the CSU GCM will help to simulate the cloudy fraction of the GCM grid box and allow a direct comparison of the monthly averaged upper tropospheric cloudiness against ISCCP data. This direct comparison between simulated and satellite-derived cloud products cannot be made at present. In converting A to f, we also emphasize that this study aims at assessing the ability of the cloud formation process parameterized in the CSU GCM to generate clouds with realistic frequencies where they are actually observed, and not the ability of our parameterization to generate the actual fractional cloudiness, which it cannot do at present.
Interannual Variability
We investigated the observed year-to-year variability in the frequency of occurrence of all clouds between January 1990, 1991, and 1992 and July 1990, 1991, and 1992, whose ensemble averages are used to assess the performance of the CSU GCM to simulate the amount and optical properties of high-level clouds. Here our motivation is to ensure that the natural yearto-year variability in the ISCCP data relative to the 3-year mean does not bias our comparison between the model and the satellite data. As an example, Figure 2 shows the zonally averaged departure off for each January (July) from the January (July) 3-year mean, for the all-clouds category with cloud tops less than 440 hPa. The year-to-year variability of all clouds is significant at all latitudes, with absolute zonally averaged variations as large as 15-20%. January and July 1990 show aboveaverage values off, whereas January and July 1992 systematically exhibit below-average values off, at all latitudes. In 1991, and in contrast to the other 2 years, the departure off from its 3-year average is positive in January but negative in July. We have found that the year-to-year variability is also larger for all clouds with cloud tops above 180 and 310 hPa than for all clouds with cloud tops above 440 hPa. Maps of the geographical distribution of the departure of f for each January (July) from the ensemble mean did not reveal any preferred centers of interannual variability. These maps are omitted here for brevity. In 1990 an increase in f is observed at all latitudes, but it appears to be larger over the oceans than over the continents. In 1992 the decrease in f is also more pronounced over the oceans, especially over the subtropical Pacific Ocean. It would certainly be very interesting to investigate in greater detail causes of the year-to-year variability of f for all clouds, but since the objective of this research is to analyze the ability of the CSU GCM to simulate upper tropospheric clouds, such an investigation is beyond the scope of the present study.
Results
We now discuss the monthly-averaged frequencies of occurrence of clouds computed from the ISCCP-D1 data. Figure 3 shows the zonally averaged distribution of f for the four cloud categories with cloud-top pressures above 180, 310, and 440 hPa for January. Here "January" refers to the ensemble average for January 1990, 1991, and 1992. Figure 4 is the same as Figure 3 but for July, where "July" refers to the July ensemble average over the same 3 years. Global averages off for the four different cloud types are listed in Table 2 , for January and July.
The zonally averaged profile off for all clouds is significantly different between January and July. In July, f exhibits one narrow primary maximum along the Intertropical Convergence Zone (ITCZ) just north of the equator and three broader secondary maxima, one located in the winter hemisphere at about 40øS and two located in the summer hemisphere between 30øN and 60øN. For clouds with cloud-top pressures less than 180 hPa these two summer maxima collapse into one maximum located at about 40øN. In contrast, in January, f for all clouds displays one wide primary maximum that straddles the equator between about 5øN and 30øS, flanked by two secondary maxima, a winter maximum located over the middle latitudes and a summer maximum located at about 70øS. For high-level clouds with cloud-top pressures less than 180 hPa, the secondary summer maximum is not seen.
As shown in Figures 3 and 4 , the contributions of all cirrus, thick cirrus, and thin cirrus to the zonally averaged distribution of all clouds vary with latitude and cloud-top pressure. First, it is obvious that the all-cirrus category contributes strongly to the all-clouds category regardless of the cloud-top pressure (91.7% in January and 92.2% in July for cloud tops less than 440 hPa), meaning that upper tropospheric clouds preferably have visible optical depths less than 3.6. The fact that satellitederived upper tropospheric clouds with optical depths less than In the CSU GCM the fractional area occupied by convective updrafts is assumed to be small enough so that their radiative effects are negligible. All radiatively active clouds are largescale clouds whose formation can be triggered by two physical reaches values as high as -22.5% in January and -27.1% in July, whereas that in all clouds is -3.4% in January and -7.5% in July. It is interesting to note that the globally averaged difference between the simulated and observed all-clouds type increases with decreasing cloud-top pressures, indicating that the CSU GCM has difficulty in simulating upper tropospheric clouds at the highest levels. The bottom panels in Figure 11 show that the frequency of occurrence of all clouds is strongly underestimated over the continents and, in particular, over the tropical convectively active regions and mountain ranges. Overestimation of the occurrence of upper tropospheric clouds is seen mostly over the oceans, in particular over the Pacific and Indian Oceans as well the North Atlantic Basin, especially in July. Comparing the January versus July difference maps for the frequency of Although we can now conclude that the CSU GCM fails to simulate enough upper tropospheric clouds with a visible optical thickness less than 3.6 and has a tendency to form upper tropospheric clouds that are optically too thick, we further investigate the geographical distributions of thick and thin cirrus to determine which physical processes fundamental to the formation of optically thinner high-level clouds are missing or not realistically parameterized in the CSU GCM. 
Discussion
Results described in the previous section paint a bleak picture of the ability of the CSU GCM to reproduce the frequency of occurrence of upper tropospheric clouds with cloud-top pressures above 180, 310, and 440 hPa. The challenge now is to understand the origins of these discrepancies between the simulated and satellite-derived cloudiness and to propose ideas to improve the model's performance in the future. Let us first summarize the chief differences between simulated and satellite-derived upper tropospheric clouds.
1. The CSU GCM reproduces satisfactorily the zonally averaged distribution of upper tropospheric cloudiness when all ranges of r are included but systematically underpredicts its frequency of occurrence for r <-3.6. We conclude that totalcolumn optical depths for columns with high maximum cloud tops simulated with the CSU GCM are too thick relative to satellite-retrieved values.
2. The CSU GCM simulates tropical upper tropospheric clouds more successfully than upper tropospheric extratropical clouds. The model fails to simulate midlatitude upper tropospheric clouds over the continents, especially over elevated terrain and mountain ranges. In the tropics the formation mechanism for upper tropospheric clouds is mainly convection. In the middle latitudes, especially in winter, the primary formation mechanisms are frontal lifting in extratropical cyclones and orographic lifting over the major mountain ranges. The better simulation of tropical than extratropical cloudiness is understandable in view of the design of our current parameterization of cloud microphysics, in which we have an explicit mechanism for the formation of anvils by convective detrainment, while orographic and cyclone formation mechanisms are not formulated in such an explicit way. Because large-scale supersaturation is responsible for the formation of middlelatitude clouds and clouds are predicted to form if the relative humidity exceeds 100% , we need to focus our efforts on comparing the spatial distributions of the simulated temperature and water vapor mixing ratios against observations, especially over land. The coarse horizontal and vertical resolutions of the CSU GCM also contribute to the poor simulation of upper tropospheric clouds in extratropical cyclones and hinder the formation of thin cirrus by orographic lifting.
Several factors can contribute to the discrepancies between the columnar optical depths simulated by the CSU GCM and those retrieved from ISCCP satellite radiances. First, it is important to keep in mind that the satellite-retrieved optical depths are themselves model-dependent quantities and that the cloud parameterization used to retrieve the ISCCP-D1 cloud products is very different from that used in the CSU GCM. As mentioned earlier, satellite-derived optical depths are obtained using a radiative transfer model that adjusts the optical depth values until the computed visible radiances match the corresponding measured radiances. In a sense, the strategy used to retrieve optical depths from satellite radiances is the opposite of that used to compute optical depths in a GCM. In a GCM the computations of cloud optical properties and radiative fluxes are based upon a priori information about the cloud water paths, whereas satellite-derived optical depths and water paths result from earlier measurements of top-ofthe-atmosphere radiances. In particular, the radiative transfer model that retrieves satellite optical depths does not account for multilayered cloud systems and assumes that the cloud thickness is contained in a contiguous layer and that atmospheric gases are contained in the layers above or below the cloud layer (W. Rossow, personal communication, 1998). It is equally important to remember that ISCCP-D1 optical depths are first computed at the pixel level before being spatially averaged on equal-area grids with a 280-km resolution. This is in contrast to simulated optical depths, which are computed using grid-averaged cloud liquid and ice paths using the assumption that the horizontal area covered by clouds is equal to that of the model grid box.
Up to this point, nothing has been said about the totalcolumn optical depth (rr) and the vertical distribution of clouds and their optical properties in the CSU GCM. January and July maps of rr from ISCCP-D1 data show that above convectively active areas, monthly-averaged r r ranges between 6 and 8. In contrast, simulated values of rr reach values in excess of 20 in the same regions (maps of simulated and satellite-observed r r are omitted here for brevity), confirming that the simulated total-column optical depth is too large relative to the observations. Plate 1 shows that in the tropics the optical depth of low-level clouds is greater than that of upper tropospheric clouds and contributes a major part to the total column optical depth, although the frequency of occurrence of clouds is maximum in the upper troposphere. As seen in Plate 1, the optical depth of clouds below 4 km reaches values in excess of 0.02 per hPa, whereas that of clouds above 10 km is less than 0.008 per hPa. Above convectively active regions where, on a monthly average, low-level and upper tropospheric clouds are predicted to form simultaneously, the optical depth and Randall [1996] demonstrate that over tropical convectively active regions the planetary albedo simulated with the CSU GCM is too high relative to ERBE data. Reducing the simulated optical depth of low-level clouds would also help correct that discrepancy. This finding highlights important limitations in using ISCCP-D1 cloud products or any other cloud climatology derived from top-of-the-atmosphere radiances when multilevel cloud systems are present, as is the case in tropical regions of deep convection. Because information on the base levels of individual cloud layers is not available in the observations, it has to be assumed that the satellite-derived optical depth is that of a single-layer cloud, regardless of the actual vertical distribution of the cloud layers. This assumption seriously hampers our ability to accurately identify the origins of the discrepancies between the model results and satellite data. By using the satellite-observed total-column atmospheric optical depth and the frequency of occurrence of upper tropospheric clouds, we have inferred that the optical depths of the simulated low-level clouds are too high. Additional hypotheses are proposed below. An increased observational basis for understanding of the overlapping of multilayer cloud systems, as discussed by Hahn et al. [1982] , Tian and Curry [1989] , and Wang and Rossow [1995] , is sorely needed. Until then, it will remain difficult to assess the ability of GCMs to simulate the optical properties of anvils above the convectively active regions of the tropics.
In order to further understand the inability of the CSU GCM to simulate optically thin upper tropospheric clouds, we investigate the global distribution of clouds with cloud tops less than 180 hPa and r _< 1.6, with no clouds underneath. In doing so, our comparison of the thinnest clouds simulated by the CSU GCM against ISCCP-D1 data is more readily interpretable. Diagnostics show that the globally averaged difference between the frequency of occurrence of thin cirrus with and without clouds underneath is equal to 2.1% in January and 2.5% in July, suggesting that simulated thin cirrus are mostly single-layer clouds that are indeed optically too thick.
From (1) we see that the excessive simulated cloud optical depth, relative to the ISCCP-D1 retrieved value, may be due to some combination of the following causes: (1) The formulation of r as a function of the ice water path is improper for upper tropospheric clouds; (2) the simulated ice water content in upper tropospheric clouds is unrealistically large; (3) the value chosen for the effective radius is too small; and/or (4) the geometrical thickness of the model layers is too large to allow simulation of optically thin cloud layers. Equation (1) provides a convenient approach to compute the broadband optical thickness of clouds in GCMs because it requires only the liquid or ice water content and effective radius as input parameters. Using different values of r e to distinguish between the size of water droplets and ice crystals, (1) can be used to calculate the optical thickness of both water and ice clouds in GCMs [Del Genio et al., 1996; Fowler and Randall, 1996; Rotstayn, 1997]. Equation (1) implicitly assumes, however, that ice crystals are spherical and that their radius is large with respect to solar wavelengths so that Mie theory applies [Stephens, 1978] .
Because the optical depth is a linear function of the cloud ice path, it is natural to suspect that excessive ice water contents are responsible for increased simulated optical depths. This hypothesis is difficult to test using the available data. As discussed by Fowler et al. [1996] , it is impossible to compare the geographical distribution of the ice water path simulated by the CSU GCM against observations because the amount of cloud ice suspended in the atmosphere remains completely unknown, except for the preliminary estimates of Lin and Rossow [1994] for nonprecipitating clouds. In the CSU GCM, cloud microphysics parameters such as the autoconversion thresholds of cloud water to rain and cloud ice to snow, and the collection efficiency factors of rain to collect cloud liquid water and of snow to collect cloud liquid and ice water, were tuned so that the globally averaged radiative forcing of clouds at infrared and solar wavelengths agree reasonably well with ERBE data. Until the global distributions of the cloud liquid and ice water paths are known from observations, it will remain difficult to assess the ability of cloud microphysics parameterizations used in GCMs to simulate interactions among the atmospheric hydrologic cycle, clouds, and radiation.
The effective radius is a convenient parameter that can be used to describe the scattering properties of water and ice clouds [McFarquhar and Heymsfield, 1998 ] and can be easily included in climate models [Ebert and Curry, 1992 Results show that the increased frequency of occurrence of simulated all cirrus relative to that of all clouds results in part because the classification of upper tropospheric clouds tween thin and thick cirrus is based upon the total column optical depth, which is overestimated in the CSU GCM. Comparison between the simulated and satellite-derived totalcolumn optical depth suggests that the optical depth of lowlevel clouds may be overestimated in the model, but this hypothesis is difficult to test using available data. One major limitation in using satellite-derived cloud climatologies such as ISCCP-D1 cloud products to understand the role of upper tropospheric clouds in GCMs is that the observational products do not provide any information on the vertical distributions of the cloudiness and its optical thickness. In addition to conventional satellite experiments such as ERBE and ISCCP, which provide top-of-the-atmosphere global distributions of the Earth radiation budget and cloudiness, additional lidarand radar-in-space missions are needed to increase our understanding of multilayer cloud systems.
The ability of the CSU GCM in the simulation of upper tropospheric cloudiness will need to be reevaluated when the model has been modified to include a parameterization of the fractional cloudiness. As explained in section 2, an arbitrary Tables 2 and 3 . In a sense, the threshold acts in the same manner as a fractional cloudiness, which would also remove clouds with small liquid/ice mixing ratios under subsaturated conditions. The inclusion of fractional cloudiness will also allow us to assess the model performance to simulate upper tropospheric clouds against observations directly in terms of cloud amounts instead of frequencies of occurrence. Further investigation of the discrepancies between the CSU GCM and satellite data should focus not only on the vertical distribution and magnitude of the ice water path and cloudiness, but also on the vertical discretization of the simulated atmosphere. Results show that because the geometrical thickness of cloudy layers is set equal to that of the model layers, it is important to increase the vertical resolution used in GCMs so that model layers are of the order of 200 m thick (or thinner), as suggested from the analysis of LITE data. We plan to run a set of experiments to further investigate the impact of vertical resolution on the simulation of optically thin upper tropospheric clouds in the CSU GCM.
