The trending integrations of Battery Energy Storage System (BESS, stationary battery) and Electric Vehicles (EV, mobile battery) to distribution grids call for advanced Demand Side Management (DSM) technique that addresses the scalability concerns of the system and stochastic availabilities of EVs. Towards this goal, a stochastic DSM is proposed to capture the uncertainties in EVs. Numerical approximation is then used to make the problem tractable. To accelerate the computational speed, the proposed DSM is tightly relaxed to a convex form using second-order cone programming. Furthermore, in light of the continuous increasing problem scale, we use a distributed method with a guaranteed convergence to shift the computational burden to local controllers. To verify the proposed DSM, we use real-world EV data collected on UCLA campus and test the DSM in a modified IEEE distribution benchmark test system. Numerical results demonstrates the correctness and merits of the proposed approach.
The increasing number of Electric Vehicles (EVs) integrated to distribution grids introduces new challenges as well as opportunities [8] . On one hand, unregulated charging create sharp peaks in addition to the original load profile [9] - [10] . On the other hand, with the introduction of Vehicle-to-Grid (V2G), EV switches its role from heavy load to distributed virtual generator [11] - [12] . Therefore, DSM in distribution grids that jointly considers the potentials of both traditional stationary storage and EVs has been a subject of significant ongoing research.
Early works primarily assessed managing the EVs as stationary storages. Extensive studies have been performed assuming the perfect knowledge of EVs' availabilities [13] [14] [15] . However, unlike stationary storages, one of the key features of EVs relies on the uncertainty in their mobility: the EV owners are not committed to pre-defined schedules. The randomness in EV arrival time, leave time and energy demand makes the deterministic DSM less capable in managing stochastically behaved EVs. Though a conceptual incentive program has been designed in [16] for locking down the uncertainty, the urgent need for addressing the uncertainty under established tariff model still widely exists. As an alternative, stochastic behaviors of EVs have been studied using robust optimization [17] and two-stage stochastic programming in [18] . See also [19] for event-based V2G scheduling formulation. These works focused on storage management using a lumped model: the power balance was maintained in one single node, assuming the node to be an isolated from the other nodes on the power system. Optimal Power Flow (OPF) are the two important topic capturing researchers' interests in distribution grids. A number of centralized methods have been proposed including particle swarm optimization [20] , genetic algorithm [21] , mixed integer non-linear programming [22] , neural networks [23] and fuzzy logic [24] . These methods require expensive computational power especially when the system grows large.
Furthermore, when taking EV management into account, the DSM needs to know the availabilities of EVs in order to achieve the optimal performance of the system, raising privacy concerns from the EV owners convex OPF problem into DC power flow model. In order to guarantee the dual decomposition converges to its original optimum, the formulation of problem has to be convex [28] . Researchers in [29] [30] [31] have taken into account the OPF problem in a distributed way, however, did not capture the uncertainties lied in the system.
In this context, this paper presents the DSM in distribution grids under both deterministically and stochastically available resources. Battery Energy Management System (BESS) is chosen as the representative of the existing controllable load/resource that has full availability through the entire day.
On the other hand, EVs as mobile storage devices, account for the widely existing system uncertainty. The objective is to minimize the nodal operational cost and entire power loss in distribution grids while satisfying bus voltage regulation and power flow constrains. Specifically, we formulate the OPF problem by convex relaxation for radial distribution grids. See [32] , [33] for second-order cone programing based relaxation and [34] for semidefinite programing based relaxation. Sufficient condition for the tightness of the convex relaxation holds under three restrictions: the network has to be radial; the power injection to each bus cannot be too large; and bus voltages are kept around nominal values. These restrictions hold for most of the real-world distribution grids. On the other hand, stochastic optimization is applied to model the uncertainties in EVs, which exists in arrival time, departure time and energy demands. A modelfree Sample Average Approximation (SAA) method [36] is employed to make the stochastic modeling tractable. Furthermore, to manage the distribution grids in distributed fashion, alternating direction method of multipliers (ADMM) [28] is used to solve the problem. As the ADMM based DSM does not need to have the knowledge of end user, their privacy is also preserved.
The technical contribution of this paper is three-fold: 1) the proposed DSM accounts for both the nodal operational cost and OPF among the nodes. Through tight relaxation, the original problem is further formulated into convex optimization, which can be effectively solved with solvers for guaranteed convergence.
2) The uncertainties rely in EV arrival time, departure time and energy demands are modeled with stochastic programming and model-free approximation, which are later verified by real-world data collected from 19 EV users on campus over one year period. 3) An ADMM based distributed method is applied to solve for the proposed DSM. It makes the DSM scalable and end user privacy-preserving, taking one step further to practical industrial application. The distributed solver is verified numerically on an IEEE 13-bus benchmark test system, followed by comprehensive discussions on the observations. The remaining of this paper is organized as follows: Section 2 introduces the formulation of the OPF problem in distribution grids. Section 3 develops the stochastic modeling of EVs. Subsequently, Section 4 explains the convex relaxation of the original problem and distributed algorithm. Numerical verifications are performed in Section 5 and conclusions are drawn in Section 6.
System Modelling
In this section, we describe the overall system architecture, and the modeling of the deterministic elements in the system, bearing the uncertainty elements in mind (in Section 3). The deterministic elements include DSM model, BESS model, and distribution grids model.
System Architecture
As shown in Fig. 1 , the studied system is in distribution grids connected to a substation at the root node.
Without loss of generality, under each bus, it connects a set of BESSs, a number of EVs and uncontrollable loads. There are two major players in the distribution grids, namely Distribution System Operator (DSO) and Sub-Distribution System Operator (SDSO). The DSO is in charge of managing the whole distribution grids and the SDSO is managing the BESSs, EVs and loads under each bus. There exists two-way communication links between DSO and SDSO. In this paper, we consider a slotted model and slice the timeframe of a day into equal time slots. The time is represent as , and ∈ [1,2, … , ]. The set of { | ∈ [1,2, … , ]} is denoted as . As the target of this paper is to manage the distribution grids under steady-state, we assume the power flow stays the same between each time slot. The objective of the DSM proposed in this paper is to minimize the overall nodal operation cost and power losses in distribution line while keeping the bus voltages regulated in the acceptable range. The distribution grids are represented as a connected graph = ( , ). Let ∈ = {1,2, … , } denote the node (bus) of the distribution grids, and denote the lines. We use bus 1 to represent the root node shown in Fig.1 . If there is a line ( , ) ∈ connecting bus and bus , let = + be the line impedance, and ( ) be the line current from to at time t, ( ) and ( ) are the active and reactive power drawn at bus i at time t, and the apparent power drawn at bus ∈ is represented as ( ) = ( ) + ( ). The positive sign for ( ) represents power drawn from bus . For each bus , there exists a set of BESSs, denoted , and a set of EVs, denoted . Let Π( ) ∈ ℜ 1+ be the energy price for a studied day, the DSM objective function is then presented as follows:
The DSM objective is the summation of two parts: the first part minimizes the nodal operational cost, and the second part minimizes the power losses over distribution line. The two parts are connected by a weighting factor . For simplicity, the time constant for each time slot is neglected, which does not affect the optimum of the system. , represents the initial State-of-Energy (SoE) of the BESS under bus at time = 0. , and , represent the upper and lower limit of the BESS, respectively. The lower bound for Eqn. (3) is a positive real scaler to prevent the BESS from deep discharge, which is known to exponentially decrease the lifespan of a battery [37] . After a full day's operation, we would like the SoE of BESS for ∀ ∈ \{1}, ∀ ∈ to be some pre-defined final value:
where , is the final SoE of the BESS after a full day's operation.
Circuit Model
Following the notation in Section 2.2 and 2.3, for ∀( , ) ∈ , ≠ 1 we can derive the power flow of the distribution grids using the following equations:
where the bus i voltage is denoted as , and ( ) = ( ) + ( ) denote the apparent power flowing from bus to bus . The positive sign for is defined as power flowing from to . Eqn (5) is the Ohm's law, Eqn. (6) and Eqn. (7) are the definitions for apparent power and power flow, respectively.
Substituting Eqn. (5) and Eqn. (6) into Eqn. (7) we will have for ∀( , ) ∈ , ≠ 1:
Eqn (8)- (11) define the power flow of the distribution grids. In an attempt to model VR, we put the following constraints at each buses:
and are the lower and upper voltage magnitude limits. The bus voltage at root node 1 is assumed to be constant , which results from the fact that it is connected to the transmission system and be modeled as an infinite bus. The active and reactive power drawn at the root node is defined as:
Putting additional physical capacity constraints on the rating of the substation we have:
The power under each bus for ∀ ∈ \{1} is defined as follows:
(16)
where ( ) and ( ) are the active and reactive power uncontrollable load at time t. , ( ) and 
Stochastic EV Modeling
In this section, we are going to develop the modeling of EVs. The stochastic nature of EVs is first captured with uncertainty variables to show several sources that introduce randomness. It is followed by SAA method to make the modeling tractable.
EV model
One major difference between EV and BESS is the uncertainties in EV's availability and energy demand.
An EV owner may arrive at parking facility at random time. Similarly, very likely the owner will not be committed to any schedule without additional incentives, therefore may leave at random time. In addition to the uncertain in availability, the energy demand of an EV highly depends on the travel distance of the owner. All these factors add up to the difficulty of DSM with EV integrations. Let , and , be the maximum discharge power and charging power of EV under bus , with , ∈ ℜ 1− representing the effect of V2G. For each ∀ ∈ \{1}, ∀ ∈ , we have power constrains:
where , ( , , , , ) ∈ ℜ 1 stands for the availability of EV under bus at time t. , and , stand for the uncertainty in EV availability. The reactive power of EV bidirectional charging is not considered. The reasons behind this modeling is, in practice, EV bidirectional chargers usually has much smaller power ratings compared to BESS, making the converter more economic at the price of twoquadrant controllability [36] . So we modeled it as a constant power factor load.
For each ∀ ∈ \{1}, ∀ ∈ , the energy constraints, we have: 
, and , are the battery capacity limits of the EVs. , denotes the arrival time of EV m and , is the set of time slots that EV m is available. The initial SoE is represented as , .
, is used to show the uncertainty in initial SoE of the EV. Similar to BESS modeling , is set to prevent deep discharge of the battery.
Finally, we will have the energy constraints after the whole day's operation valid for ∀ ∈ \{1}, ∀ ∈ as:
, stands for the final SoE of the EV and = , stands for the leave time of EV m. It is clear that for an arbitrary distribution of random variables , , , , , , it is difficult to represent Eqn. (16)- (21) analytically, making even more drag when solving the entire DSM. Let Eqn. (16)- (21) be original problem, described by random variables , , , and , , we need to develop a numerical method that can capture the randomness and closely approaches the original problem.
Sample Average Approximation
To ensure the stochastic modeling of EVs can be widely adopted without the constraints for certain known standard distributions (such as Gaussian and uniform distribution). To this end, we use a distribution-free numerical method SAA to reformulate the problem in a tractable manner. Literatures have shown that if the optimization problem involves continuous decision variables, and the random variables are i.i.d.; then by generating scenarios from the distribution of random variables, the average of these generated scenarios approaches the expectation as the number of scenario grows [34] . In this paper, the decision variables are not integers and therefore obviously continuous. An efficient approximation of Eqn. (16) 
where we use a subscript s for each random variable to denote the generated scenario. The assumption here is , , , , , are i.i.d, we will justify this assumption in the studied case Section 5. Accordingly, for each generated scenario ∈ , the constraints for EV should still hold for each generated scenario.
Therefore, Eqn. (18)- (21) are updated as the following:
, , ( ) = { 1, 0, ℎ
, , + ∑ e , (
where following the naming convention, , , and , , respectively stands for the arrival and leave time of EV m in scenario s. Similarly, , is the set of time slots that EV m is available in scenario s. Note the above constraints hold for ∀ ∈ , ∀ ∈ \{1}, ∀ ∈ . We also describe how to capture the distribution of the uncertainty variables, i.e.
, , , , , , in Section 5. After the SAA numerical approximation, the optimization problem is tractable. The DSM problem now can be presented as:
(2) − (4), (8) − (15), (22) − (27) However, Eqn. (11) is non-convex, making the problem impossible to solve with convex optimization solvers. Non-convex solvers require much stronger computational power and the solutions are not guaranteed to be global optimum. As a result, we seek to convexify the DSM problem and solve it in a distributed manner using ADMM in the following section.
Distributed DSM
In this paper, we target to develop a scalable and privacy-preserving DSM. To this end, we use a distributed algorithm ADMM to distribute centralized computational burden of DSO to each SDSO. The distributed algorithm also protects the end user's privacy by getting only the "aggregated" information under a bus.
To guarantee convergence, we relax the original non-convex problem and show conditions for a tight relaxation.
Convex Relaxation
According to [31] and [32] , the non-convexity constraint in Eqn. (11) can be relaxed to a convex secondorder cone as follows:
For a tight relaxation, there are three sufficient conditions, namely (a) the network has to be radial; (b) the power injection to each bus cannot be too large; and (c) bus voltages are kept around nominal values.
The method to check the exactness of a relaxation is to solve for Eqn. (30) and compare the left-hand-side in the equality to the right-hand-side. With the convex relaxation, the relaxed DSM can be described as follows: Given a tight convex relaxation, the DSM is in a centralized manner and therefore the DSO still has to collect the information on each buses, raising privacy concerns to EV owners. Furthermore, with a growing size of BESSs, EVs and perhaps other controllable devices not included in this paper, the DSO has a heavy computational burden for the system to scale up. These motivates us to develop a distributed DSM that is scalable and privacy-preserving.
Distributed Algorithm
We develop the distributed DSM using the ADMM method (see Appendix for details). The key for ADMM is for a convex problem can be decomposed into global and local sub-problems. The ADMM method actually turns out to be natural fit to DSM problem in this paper. We decompose the original DSM problem into a global problem that solves for the OPF and VR at DSO, and local problems that solve for energy cost minimization at SDSOs.
Before start of the ADMM iterations, we first initialize the problem with random numbers: for the first iteration, DSO sets random values to and , for ∀ ∈ \{1}. For simplicity of notation, we neglect time t in each variable. We introduce two sets of dual variables for each bus ∈ \{1}, namely ( ) ∈ ℜ 1 and ( ) ∈ ℜ 1 .And SDSO randomly choose , , , for ∀ ∈ \{1}, ∀ ∈ , and , , and , , for ∀ ∈ , ∀ ∈ \{1}, ∀ ∈ .
For each iteration + 1, the SDSO at bus ∈ \{1}, get the iteration k update ( ) , ( ) , ( ) and ( ) from SDO and first solve a local DSM problem based on iteration k as follows: 
After solving for each time step of a day, the global DSM, the DSO updates the two sets of dual variables for each bus ∈ \{1} as follows:
The updates of the dual variables signals the end of iteration + 1. The updated ( ) +1 , ( ) +1 , ( ) +1 and ( ) +1 are broadcasted to each SDSO for the next iteration. The iteration ends when the problem converges (discussed in Section 4.3). The ADMM based algorithm can distribute the computational burden at the DSO to SDSO. At the same time, for each iteration, the DSO only has to know the aggregated load at each bus, preserving the privacy by hiding the individual information in the aggregated information.
Convergence and Over Relaxation
It has been proved in [28] that if the centralized problem is convex, the ADMM is to converge to the same optimum with tolerable errors. For the proposed ADMM based DSM, the stopping criteria is when the distributed algorithm converges. Define the primal residuals of the two dual variables at iteration for each bus to be:
The stopping criteria for the distributed DSM is to make sure the two primal residuals to be sufficiently small:
where is a predefined error boundary. To accelerate the convergence speed, an over relaxation technique is proposed in [38] . Basically, it is to substitute the ( ) +1 and ( ) +1 in each iteration + 1 (line 5 in Algorithm 1) as follows:
where is a relaxation parameter. [38] suggested that ∈ [1.5,1.8] can improve the convergence speed.
We will provide numerical verifications and comparisons to the original ADMM based DSM in the following section.
Numerical Results and Analysis
This section demonstrates the correctness of the proposed DSM and its performance. We first introduce the simulation setup. It is followed by case studies to verify the correctness, and extensive discussions on understanding the numerical results.
Simulation Setup
We use a modified IEEE 13-bus radial test feeders [39] for demonstration of the proposed DSM. As the primary focus of this paper is not on dynamics or electromagnetic transient, we made some minor modification to the original IEEE 13-bus radial test feeders to study the steady-state DSM: the in-line transformer between bus 633 and 634 is removed; the breaker between bus 671 and 692 is closed.
Because of the extreme short line length between bus 633 and 634, the two buses are treated as one single bus, i.e. bus 5 in Fig. 2 . For similar reason, bus 692 and 675 are treated as bus 9 in Fig.2 . The root node is a 115 kV substation and it is connected with a 115kV/4.16kV transformer. We do not consider the three-phase imbalance in the distribution system, the three-phase diagram is therefore drawn as a oneline diagram. At each distribution bus, it is connected to several 4.16kV/0.12kV distribution transformers.
The transformers are directly connected to the load, BESSs and EVs.
Fig.2. Modified IEEE 13-bus radial test feeders
The DSM studied in this paper uses one hour as time step. We use the day-ahead price from [40] , which is shown in Fig. 3 . Fixed load profile at each bus is obtained from [41] and plotted in Fig. 4 . We place one BESS at each buses in Fig.2 except for the root bus. The key parameters of three studied types of batteries are documented in Table 1 . protocols used in the three mentioned EV models in [42] and [43] . The records we have collected are EV charging data, however, it reveals the V2G potential: An EV is usually fully charged before it is unplugged and therefore can perform V2G in spare time. Following this reasoning, we assume EVs are V2G capable once connected to the grid, however they need to meet their energy demands before leave. 2) SoE acquisition. The SoE data is also hard to obtain and therefore it is impossible to tell the starting SoE after EV connects. As we have data in EV energy demands, we will assume EVs get fully charged every time. In this way, it will be tractable to calculate the starting SoE using the collected energy demands data. Table   1 summarizes the key parameters we use for three different EV models in this paper. In observance of the large number of EV owners, we only show three EV owner profiles in Fig.5 as the representatives of the 19 EV owners. The three owners drive a Tesla Model S, Nissan Leaf and Mitsubishi MiEV respectively. We capture the distribution of the real-world data using Kernel Density Estimator (KDE)
proposed in [44] . Fig. 5 compares the real-world data and distribution generated by KDE, showing a close match between the two. The KDE is then applied to generate the scenarios in SAA. We duplicate 1 out of the 19 EVs to make the total EV number 20, and we evenly distribute the two EVs at each distribution bus except for the root node. For the distributed DSM, We set weighting factor = 1, step size 1 = 1, 2 = 2 and predefined error boundary = 10 −3 . The over-relaxation parameter is set to = 1.75. The proposed DSMs are solved with Gurobi [45] on a PC with 2.67GHz CPU and 8 GB RAM. Moreover, we keep tracking the convex relaxation in Eqn. (28) and found it to be tight for all iterations. In a word, given the quadratic sets in Eqn. (2) and the second-order cone sets in Eqn. (28), the o-ADMM based DSM converges relatively fast.
In the proposed DSM, SAA numerically approaches the stochastic optimization problem. To further validate the performance of SAA, we vary the size of the generated scenario size to examine the impact of scenario size on the DSM. As shown in Table 2 , we vary the scenario size for 100, 200 and 300, and run the numerical experiment using the same setting for 10 times. We obtain the mean and standard deviation of the 10 experiments for each scenario size. Comparing the results of different scenario size, the mean of the three sets of experiments are close. As expected, the 300 set has a smaller standard deviation. The scenarios size is directly related to the size of the optimization problem, and a large scenario size requires a lot of computational resources. As a conclusion, using 200 scenarios is a safe approach to approximate the EV randomness in the studied setting. For cases requiring medium accuracy, 100 generated scenarios can satisfy the requirements. To demonstrate the correctness of the numerical experiments, we also present load profile under bus 11.
Bus 11 is picked for analysis as it is the bus most distanced from the root node. As voltage drop is most significant for the buses far away from the root node, we would like to make sure all the constraints are met at bus 11. Firstly, we examined the load profile under bus 11, the battery's active and reactive power together with two EV profiles are shown in Fig.7.(a) . Note that the EV profile is one generated scenario out of 200 total scenarios. It is shown that the battery is most of the time supporting reactive power, which is expected for compensate for the voltage drop in distribution system. Furthermore, in Fig.7.(b) , we align the time axis and present the State-of-Charges (SoCs) for batteries and EVs in the same scenario.
For easy representation, we normalized the SoE used in Section 3 to SoC in figures. By comparing Fig.7.(a) and Fig.7.(b) , it is clearly shown that the EV1 arrives at 5am and leave at 1pm while EV2 arrives in 8am
and leaves at 9pm. There are some V2G operations for both of the EVs. In Fig.7.(b) , we can also find out prevention of deep discharge of the battery when it hits the SoC lower limit. It needs to be point out that the info of battery, EV1 and EV2 in Fig.7 are only accessible by SDSO using the proposed o-ADMM DSM, therefore persevering individual privacy from DSO. In this subsection, we are going to discuss three interesting observations of the proposed DSM.
1) Scalability. Fig.9 . shows the scalability of the proposed DSM under different size of the EV number. We change the number of EVs in the distribution network, from 20 EVs in the original setting to 40 EVs and 60 EVs. Given the limitation of actual EV user profile we have collected, we duplicate the number of EVs under each bus to increase the EV number. We run the numerical experiment by keeping all the other settings the same. In Fig.9 , it can be clearly seen that as the EV number increases, the problem size scale up linearly with the EV number. However, as the stochastic optimization needs to generate a large number of scenarios for each EV (in this case 200), the problem size actually grows very fast. By integrating 60 EVs, it is already extremely slow to solve the DSM in a centralized way. On the other hand, if we solve it in a distributed manner, the computational burdens are distributed to SDSO. In Fig.9 ., we show three cases of numerical results, namely unstable termination, stable termination and termination with reduced line length. a) the unstable termination refers to the case whose termination criteria is met according to Eqn. comparing the stable terminations, we find it scales as the problem scales up. There is a chance where the introduced oscillation terminates the algorithm in early stage, however, such termination is not guaranteed. However, in order to obtain guaranteed (stable) termination, the iteration scales up with the problem size. In other words, the distributed DSM reduce the computational burden for the central controller at the expense of longer computational time. c) by comparing the termination with reduced line length case, we further find out that the increase in stable termination actually results from a harder problem: the increase in EV numbers (and hence in energy demand) in the system has made the voltage regulation constraints hard to be met. However, if we reduce the line length of the distribution system, the constraints are more easily met and hence iterations do not increase with the problem size. Fig.9 . DSM scalability and convergence vs. the size of the problem 2) Stochastic vs. Deterministic. We use stochastic optimization in the proposed DSM to address the stochastic behavior of the EVs. We show the advantage of using stochastic DSM over deterministic DSM in Fig. 10 . To evaluate the performance of the stochastic DSM and its deterministic counterpart, we have created two test cases using each DSM. The stochastic DSM is created as using the proposed method in this paper. The deterministic DSM is constructed with the best estimation of EV user behavior, i.e. using the average value of arrival time, departure time and energy demand for each EV user. Then 200 scenarios are generated out of the 60 studied EVs. Averaged EV load mismatch are calculated, which is defined as average mismatch between the estimated EV load at each bus and the generated scenarios, to study the performance of the two DSMs. As the stochastic DSM in this paper is an unbiased estimation of the averaged EV load at each bus, the mismatch is zero. The averaged mismatch at each bus for deterministic DSM is shown in Fig. 10 . The mismatches are in the day time when EVs are available to SDSO. In certain hours, the power mismatch under one single bus can be as much as 24kW.
Two remarks on the numerical results: a) the deterministic DSM using the averaged value for each EV uncertainties still creates considerable power mismatch. There is no guarantee, for the stochastic DSM to outperform its deterministic counterpart in every scenario. However, in a long run (corresponding to larger scenarios), the stochastic DSM will outperform. b) The mismatch may continue to grow when EV number continues to scale up. Therefore, the stochastic DSM is critical for the DSO to estimate the average load under each bus with uncertainty. Fig.10 . Average EV load mismatch for each bus using deterministic method 3) Lumped Model vs. Networked Model. We further study the traditional DSM which only accounts for the local effects (LDSM), i.e. minimizing the operational cost under each bus. We compare the traditional LDSM with the DSM developed in this paper in Fig. 11 . The two cases are created under same simulation setup with only difference in LDSM not accounting for the network and power flow constraint. As shown in Fig. 11 , we plot the aggregated power losses for the whole network at each time step for both DSMs.
Moreover, the maximum and minimum voltage in the whole network at each time step for the two DSMs are also potted for comparisons. It is observed that the LDSM creates a much larger power losses over the distribution line and the minimum voltage in the system drops to 0.918 p.u.. The numerical results demonstrate the importance of switching from traditional LDSM to the proposed DSM which accounts for the network topology. 
Conclusions
In this paper, we propose a DSM that accounts for the scalability of the system, the stochastic behavior of EVs, and network topology. The o-ADMM based DSM is fully scalable and it protects privacy of the end user. Its convergence is guaranteed after the convex relaxation and the convergence speed is accelerated by applying the over-relaxation. For modeling uncertainties in EVs, the randomness in the arrival time, departure time and energy demands are captured using stochastic optimization. The same method can be potentially used in power system with uncertainties such as solar and wind integrations. On the other hand, the stochastic optimization and distributed optimization method in this paper is a perfect combination. As the SAA requires a large scenario size to perform accurate numerical approximation for EVs, it quickly scales up the problem size with the increase of EV number. o-ADMM based DSM can distribute the computational burden originally at DSO to SDSO and hence can decompose a larger problem to several smaller tractable pieces. In the end, we also shows the necessity of switching from a traditional LDSM to the DSM that accounts for network topology: the proposed DSM helps to save power losses over the distribution line and regulate the voltage within an acceptable range. In general, the methods proposed in this paper shed light on future large scale load dispatch and EV/renewable integrations to distribution grids.
Introduction to ADMM
We used Alternating Direction Method of Multipliers (ADMM) in [28] to develop our distributed DSM. The ADMM solves problems in the following form:
where ∈ ℜ and ∈ ℜ are decision variables. ∈ ℜ × , ∈ ℜ × and ∈ ℜ . Assuming (⋅) and The iteration stops until it converges. If the (⋅) and (⋅) are convex and constraints form convex set, the distributed solution is guaranteed to converge to the centralized counterpart.
