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Abstract—The parameters of support vector machines (SVMs) such as the penalty parameter and the kernel parameters have a great
impact on the classification accuracy and the complexity of the SVM model. Therefore, the model selection in SVM involves the tuning
of these parameters. However, these parameters are usually tuned and used as a black box, without understanding the mathematical
background or internal details. In this paper, the behavior of the SVM classification model is analyzed when these parameters take
different values with balanced and imbalanced data. This analysis including visualization, mathematical and geometrical interpretations
and illustrative numerical examples with the aim of providing the basics of the Gaussian and linear kernel functions with SVM. From
this analysis, we proposed a novel search algorithm. In this algorithm, we search for the optimal SVM parameters into two
one-dimensional spaces instead of searching into one two-dimensional space. This reduces the computational time significantly.
Moreover, in our algorithm, from the analysis of the data, the range of kernel function can be expected. This also reduces the search
space and hence reduces the required computational time. Different experiments were conducted to evaluate our search algorithm
using different balanced and imbalanced datasets. The results demonstrated how the proposed strategy is fast and effective than other
searching strategies.
Index Terms—Kernel Functions, Support Vectors, Support Vector Machines (SVM), classification.
F
1 INTRODUCTION
Support vector machines (SVMs) are among the well-known
machine learning techniques which have been used for
classification and regression problems [1]. In SVM, training
data are used for training a classification model. Next, this
classification model is used for classifying an unknown/test
sample. SVM obtains competitive results when the data is
linearly separable which is always not practically possible.
With overlapped classes, SVM has a penalty parameter
which determines the trade-off between minimizing the
training error and maximizing the SVM margin [2]. In
this case, the optimal hyperplane that separates different
classes is linear. Increasing the complexity of the data to
be nonlinearly separable makes using the linear hyperplane
infeasible. Therefore, the kernel functions are used for map-
ping the data to a new feature space where the data is
linearly separable. Thus, the penalty and kernel parameters
have a great influence on the classification performance of
SVM [1].
There are many studies optimized SVM parameters em-
pirically by trying a finite set of values and keeping the
values that achieved the best results. However, scanning the
whole parameter space requires an exhaustive search and
it is impractical in some applications due to the high com-
putational time [3]. For example, the grid search algorithm
was employed to search for the optimal SVM parameters
where the parameters vary with a fixed step-size through
the parameter space; and this is time-consuming [2].
Different evolutionary optimization algorithms have
been used for finding the optimal values of SVM parameters
to improve the classification performance. For example,
Ant Colony Optimization (ACO) was applied in [4] for
optimizing SVM parameters. In another research, Subasi
employed the Particle Swarm Optimization (PSO) algorithm
for finding SVM parameters [5]. More recently, the bat
algorithm, the whale optimization algorithm, and the multi-
verse optimizer algorithm were used for optimizing SVM
parameters [6], [7]. However, most of these studies assumed
that the data is always balanced which is not frequently
possible in real applications.
The problem of imbalanced data is one of the main
challenging problems to build a classification model. In the
imbalanced data, the number of samples of one class (this
is called the majority class) is higher than the number of
samples of the other class (this is called the minority class).
Hence, the classification model explores the majority class
better than the minority class. As a result, the classification
model tends to misclassify the minority samples either in
the training or the testing phase [8].
SVM parameters are usually tuned and used as a black
box, without understanding the internal details. In this
paper, in a step-by-step approach, the basics of SVM are
introduced for explaining the objective function and con-
straints of SVM. This explanation shows numerically with
illustrative examples and visualizations how SVM works
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2with (1) linearly separable data, (2) overlapped data, and
(3) nonlinearly separable data. Moreover, an overview of
the kernel functions, the kernel trick, and the linear and
Gaussian kernel functions are also introduced. In [9], [2],
mathematical analysis and proofs of SVM with the linear
and Gaussian kernel functions were introduced. This anal-
ysis in [9], [2] missed some examples, clear explanations,
and visualizations. In this paper, we present numerical
examples and visualizations for explaining the behavior of
SVM when the penalty and kernel parameters take different
values. Moreover, our analysis takes into consideration how
the balanced and imbalanced data affect the SVM model.
Additionally, we propose a novel search algorithm. This
algorithm has three main steps. The first two steps were
introduced theoretically in [9]. With these steps, instead of
searching in a two-dimensional space, we search in two one-
dimensional spaces. This decreases the required computa-
tional time significantly. The second step in [9] assumed that
there is only one line in the good region and the best solution
can be found along this line. As a result, the grid search out-
performed the proposed algorithm in [9] with three datasets
out of ten. Practically, we found that there are many lines
in the good region. This extends the search space slightly
but increases the probability to find the optimal solution.
In the previous studies, the same search space was used
with different datasets. In the third step of the proposed
algorithm, we propose to analyze the data to determine the
search space of the kernel parameter and this reduces the
search space and hence reduces the computational time.
Different experiments have been carried out to evaluate
the proposed search algorithm with different balanced and
imbalanced data. We only focus on the binary classification
problem and this can be extended to multiclass classification
by using one-vs-one or one-vs-all strategies.
The rest of the paper is organized as follows: The back-
ground of the SVM classifier is introduced in details in
Section 2. In Section 3, the behavior of SVM with linear
and Gaussian kernel functions is introduced. This section
includes visualizations, mathematical explanation, illustra-
tive examples to show the training error, testing error, SVM
margin, number of support vectors, and decision bound-
aries. Experimental results and discussions are introduced
in Section 4. This section includes many experiments using
real balanced and imbalanced datasets. Concluding remarks
and future work are provided in Section 5.
2 THEORETICAL BACKGROUND
2.1 Basics of learning from data
Given, N training samples/instances (X =
{x1, x2, . . . , xN}), where xi ∈ Rd indicates the ith training
sample and d is the number of features. Each training
sample has a class label, yi ∈ {1, 2, . . . , c}; therefore,
the training set is {(x1, y1), (x2, y2), . . . , (xN , yN )}, where
y1, y2, . . . , yN indicate the class labels for x1, x2, . . . , xN ,
respectively. The training data are randomly drawn from
the input space (X) and system’s responses (Y ) with
probability PX and PY , respectively, and hence we can say
the training data consists of two random variables. Thus,
the training data are drawn from an unknown probability
distribution (P (x, y)). As a consequence of that, different
training data can be generated [10]. The testing data is
also a part from the input space but it is different from the
training data, i.e. the training and testing data are drawn
independently according to P (x, y) [3].
The training data is used in the training phase for
finding the relationship between X and Y . This relation-
ship represents a hypothesis or an approximation func-
tion (h). During the learning process, many hypotheses
(H = {h1, h2, . . . , hk}) are generated and the hypothesis
that has the minimum empirical risk (Remp) is selected from
H [10]. The empirical risk is defined as the average losses of
all training samples as follows:
Remp(h) =
1
N
N∑
i=1
L(yi, h(xi))
where h(xi) is the expected value of xi and L is the loss
function1 that is used for testing how well a hypothesis
function (h) is estimating the target function (yi). The es-
timation of the unseen/testing data is called the risk, actual
risk, or expected risk and it is denoted by R and it is defined
as follows:
R(h) = E(x,y)∼P (X,Y )[L(y, h(x))]
However, the hypothesis that obtains the minimum em-
pirical risk is not necessary to achieve a good risk. Therefore,
the best hypothesis must be generalized to the data that
we have not seen before. In other words, the best hypoth-
esis obtains the minimum risk. Since, the joint distribution
P (X,Y ) is unknown, the risk cannot be calculated. Hence,
the goal of any learning algorithm is to reduce the gap
between Remp and R as follows:
P[sup
h∈H
|R(h)−Remp(h)| > ]
where sup is called supremum and it refers to the least
upper bound of the absolute difference |R(h)−Remp(h)|
and this bound is larger than a small value (). The differ-
ence between the empirical risk and the risk is called the
generalization gap, and the goal of any learning algorithm is
to make this gap as small as possible [3].
Vapnik and Chervonenkis reported that the bound on
the generalization gap is valid with probability 1− η
|R(h)−Remp(h)| ≤ Ω(N,V, η) (1)
where V is a non-negative integer and it represents the
Vapnik Chervonenkis (VC) dimension and it measures the
complexity of the learning model. Simply, learning models
with many parameters (i.e. complex models) would have a
high VC dimension, while learning models with few param-
eters (i.e. simple models) would have a low VC dimension.
In Equation (1), the empirical risk and risk depend on a
particular hypothesis chosen during the training procedure
[11]. The term Ω(N,V, η) in Equation (1) is called the VC
confidence and it is defined as follows:
Ω(N,V, η) =
√
V[ln(2N/V) + 1]− ln(η/4)
N
(2)
1. There are many loss functions that are used for classification
problems such as 0-1 loss function which is defined as follows:
L(yi, h(xi)) =
{
0 if yi = h(xi)
1 if yi 6= h(xi)
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Fig. 1: Visualization of the relation between the VC confi-
dence term in Equation (2) and the ratio of the VC dimen-
sion to the number of samples.
The VC confidence term has the following parameters:
• VC dimension (V): This measures the complexity of
the model; thus, increasing V increases the number of
hypotheses of the model. This increases the probability
of getting a hypothesis with low or zero empirical risk.
Mathematically, increasing V increases Ω; as a result, in-
creases the risk and this is called the overfitting problem.
On the contrary, decreasing the complexity of a model
decreases Ω and this decreases the gap between the risk
and the empirical risk and this means that the model
generalizes well to new data. However, a very simple
model increases the empirical risk and the risk; this is
called the underfitting problem [10]. Figure 1 shows the
influence of the model complexity on the performance
of learning models. As shown, the VC confidence is a
monotonic increasing function of V for any value of
N . This means that the term Ω increases by increasing
V . Additionally, from the figure, it is clear that the VC
confidence exceeds unity; consequently, the bound is so
large.
• Number of training samples (N ): Increasing N de-
creases the gap between the risk and the empirical risk
and this means that the empirical risk converges to
the risk. This high number of training samples gives a
chance for the learning model to explore the input space
perfectly. This can be explained using the following
example.
Given data that has 1000 samples (this is the input
space), which are classified into two classes. Given a
simple classifier such as the linear discriminant classi-
fier [12]. In the beginning, we train the model using all
samples and test the trained model using all samples.
The prediction result, in this case, represents the risk
(R). To show the influence of the number of training
samples on the generalization gap assume we have
sets of training data with different sizes (100, 500, and
900). Figure 2 illustrates the results of this experiment
and from the figure, all experiments were run for 500
times. Increasing the number of samples decreases the
generalization gap. As shown, the risk is represented by
a horizontal line (i.e. stable) because we used the same
model with the whole data which represent the input
space. Additionally, in Fig. 2, with only 100 training
samples that represent 1001000 = 10% from the whole
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Fig. 2: Visualization of the difference between the empirical
risk and the risk using different numbers of training sam-
ples.
data, there is a big difference between the risk and
empirical risk. This big gap is decreased significantly
by increasing the number of training samples to 900
samples.
• Confidence level (1 − η): when the confidence level
approaches one (i.e. (1 − η) → 1) this means that the
confidence parameter (η) will be zero; thus, Ω → ∞.
Let η = 0 and then the confidence is 1−η = 1, the term
V[ln(2N/V) + 1]− ln(η/4) in Equation (2) will be high
and hence Ω increases as η decreases [10].
To conclude, the VC dimension has an important im-
pact on the classification performance of learning models,
where a very small VC dimension leads to the underfitting
problem, while a high VC dimension leads to the overfitting
problem.
2.2 Support Vector Machine (SVM)
Support Vector Machines (SVM) is one of the well-known
learning algorithms. The goal of SVM is not only to separate
different classes by a decision boundary as in different
classifiers but also to maximize the margin between different
classes [1]. In this section, the theoretical background of the
SVM model is introduced. First, we begin with the simplest
case where the data is linearly separable and there is no
overlapping; thus, we will try to separate classes using
linear hyperplanes. In this case, different examples and
explanations are introduced for explaining how to find the
optimal hyperplane. Afterward, we will allow some degree
of overlapping between different classes. This will increase
the complexity of the SVM model slightly, but, also we
will try to separate the classes using linear hyperplanes.
Increasing the complexity of the data to be nonlinearly
separable makes using the linear hyperplanes inefficient.
For this reason, the kernel functions are used for mapping
the data from the input or feature space into a new higher-
dimensional space where the data can be linearly separable.
Selecting a suitable kernel function and tuning its param-
eters are two main challenges of using SVM [1]. In this
section, a brief description of the concept of SVM in the
framework of classification will be introduced.
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Fig. 3: An example of binary classification SVM. The data
consists of two classes. The optimal hyperplane is the solid
thick black line, and the two planes (H1 and H2) are with
two different colors. The two planes are parallel and the
optimal hyperplane is equidistant from the two planes.
2.2.1 Linearly separable data
Assume the data are linearly separable and the data consists
of two classes (i.e. yi ∈ ±1) as shown in Fig. 3. Hence, the
training data is {(x1, y1), (x2, y2), . . . , (xN , yN )}, where N is
the number of training data. Figure 3 illustrates the decision
boundary which separates two classes (the positive classes
(ω+) and the negative class (ω−)). The decision boundary is
represented by a line but in higher dimensional spaces it will
be a plane or a hyperplane [1]. This hyperplane divides the
feature/input space into two spaces, namely, the positive
space where the samples from the positive class are located
and the negative space where the samples from the negative
class are located. The hyperplane is calculated as follows:
wT x + b = 0 (3)
where w is a weight vector and it is normal to the hy-
perplane (see Fig. 3), b represents the bias or threshold, T
is the transpose of a matrix, and x is the input vector or
the training sample [13]. From Equation (3), the decision or
discriminant function is defined as follows:
D(x,w, b) =
d∑
i=1
wixi + b = w1x1 + · · ·+ wdxd + b (4)
where w = [w1, w2, . . . , wd] and x = [x1, x2, . . . , xd]. Given
an unknown sample (xt), using Equation (3), the decision
rules will be as follows:
D(xt,w, b) =

> 0 xt ∈ positive class
= 0 xt is on border
< 0 xt ∈ negative class
Equations (3 and 4) indicate that the hyperplane is
always over the training/input space and hence the hyper-
plane lives in a d+1-dimensional space. Figure 4 shows how
the hyperplane and the discriminant function are over the
input space. The decision boundary is the intersection of the
hyperplane and the input space; thus, the decision or sepa-
ration boundary lives in the input space (i.e. d-dimensional
space). This is also clear in Fig. 4, where each sample in both
classes is represented by one feature (i.e. one-dimensional
space) and the decision boundary is represented by a point
in the one-dimensional space. This point is the intersection
between the hyperplane and the input space [14].
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Fig. 4: An example of the SVM classifier in one-dimensional
space. Given two classes and each class has three samples,
the figure shows three different hyperplanes, one of them is
the optimal hyperplane (wT1 x + b1 = 0). Changing w and b
generates new hyperplanes.
However, changing w and b generates an infinite number
of hyperplanes (see Fig. 4). In SVM, the aim is to orientate
this hyperplane in such a way to be as far as possible from
the closest samples of both classes; this hyperplane is the
optimal hyperplane and these closest samples are called
support vectors (see Figs. 3 and 4). In other words, the goal
of SVM is to find the hyperplane with the largest margin.
This can be achieved by determining w and b to construct
the two planes (H1 and H2) as follows:
H1 → wT xi + b = +1 for yi = +1
H2 → wT xi + b = −1 for yi = −1
(5)
where wT xi + b ≥ +1 is the plane for the positive class, i.e.
yi = +1, and wT xi + b ≤ −1 is the plane for the negative
class, i.e. yi = −1. Figure 3 shows the optimal hyperplane
and the two planes, i.e. H1 and H2, are parallel, have the
same normal, and there are no training samples fall between
them. Equation (5) can be written as follows:
yi(wT xi + b)− 1 ≥ 0 ∀i = 1, 2, . . . , N (6)
From Equation (6), it is clear that yi(wT xi + b) = 1 for
all support vectors, and yi(wT xi + b) > 1 for the other
training samples. This is clear in Fig. 3 where the two
5points/samples x1 and x2 are on the planes H1 and H2,
respectively (i.e. (x1 and x2) are support vectors). As a result,
x1 and x2 satisfy the two planes equations in Equation (5).
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Fig. 5: Visualization of the angles between x1 and w (i.e. α
angle) and x2 and w (i.e. β angle) (Note: this figure is a part
of Fig. 3).
2.2.1.1 Orientation of the hyperplane: The first
step in SVM is to orientate the optimal hyperplane to
maximize the margin subject to Equation (6). The margin
of SVM is denoted by M = d1 + d2, where d1(d2) is the
shortest distance from the optimal hyperplane to the closest
positive (negative) sample. Thus, d1 and d2 represent the
distance from the first and second plane, respectively, to
the hyperplane, and d1 = d2 (see Fig. 3). This means that
the hyperplane is equidistant from the two planes H1 and
H2. In Fig. 3, the SVM margin is calculated in the normal
direction and it represents the distance between any support
vectors from the two different classes. Hence, the margin is
calculated as follows, M = (x1 − x2)w, where the subscript
w refers to the projection onto the weight vector w direction,
x1 is support vector from the first class, and x2 is a support
vector from the second class. Figure 5 shows the projection
of x1 onto w and it is denoted by (x1)w = D1, and also the
projection of x2 onto w and it is denoted by (x2)w = D2;
thus, M = D2 − D1. Also, from Fig. 5, the angle α is
the angle between w and x1 and the angle β is the angle
between w and x2, and α and β can be defined as follows:
cos(α) =
xT1 w
‖x1‖ ‖w‖ , cos(β) =
xT2 w
‖x2‖ ‖w‖ (7)
where xTi w is the dot product
2 between xi and w, ‖w‖ =√
wTw =
√
w21 + w
2
2 + · · ·+ w2d is the Euclidean norm of
w, and w‖w‖ is the unit vector
3 in the direction of w. As a
2. The dot product between any two vectors A and B is calculated
as follows: A.B = ‖A‖ ‖B‖ cosθ, where θ is the angle between A and
B. It is also called the inner product or scalar product and it is also
denoted by 〈A,B〉.
3. Given a vectorA =
[
2 2
]
, the unit vector is a vector of length one
and it is denoted by Aˆ. The unit vector of the vector A is calculated as
follows, Aˆ = A‖A‖ =
[
2 2
]
√
22+22
=
[
1√
2
1√
2
]
. The norm of a unit vector
is always one (i.e.
∥∥∥Aˆ∥∥∥ =√( 1√
2
)2 + ( 1√
2
)2 =
√
1 = 1). Multiplying a
scalar value by a unit vector will be a new vector in the direction of the
unit vector. For example, 3Aˆ =
[
3√
2
3√
2
]
; hence, the length of the
new vector will be 3.
consequence, D1 will be
D1 = (x1)w = x1
w
‖w‖
and from Equation (7), xT1 w = cos(α) ‖x1‖ ‖w‖ (this is
simply the dot product between x1 and w) and hence D1
will be
D1 = x1
w
‖w‖ =
cos(α) ‖x1‖ ‖w‖
‖w‖ = ‖x1‖ cos(α)
similarly
D2 = ‖x2‖ cos(β)
As a result, the margin is defined as follows:
M = D1 −D2 = ‖x1‖ cos(α)− ‖x2‖ cos(β)
= ‖x1‖ x
T
1 w
‖x1‖ ‖w‖ − ‖x2‖
xT2 w
‖x2‖ ‖w‖ =
xT1 w− xT2 w
‖w‖
where x1 and x2 as mentioned earlier are two support
vectors from two different classes; hence, as denoted in
Equation (6), wT x1 + b = 1 and wT x2 + b = −1; thus
M =
1− b− (−1− b)
‖w‖ =
2
‖w‖
Figure 3 illustrates also the term |b|‖w‖ which indicates the
perpendicular distance from the origin to the optimal hyper-
plane. Additionally, the two planes (H1 and H2) have the
same normal vector w, and the perpendicular distance from
the origin to H1 and H2 is
|1−b|
‖w‖ and
|−1−b|
‖w‖ , respectively.
2.2.1.2 Illustrative example: To explain how to ori-
entate a hyperplane to find the optimal hyperplane, let us
explain this step using a simple example. In this example,
each sample is represented by only one feature (i.e. xi ∈ R)
as shown in Fig. 6. Assume we have two classes ω− and ω+;
the negative class has one sample as follows, ω− = {x2},
x2 = 2, and the positive class has also one sample as follows,
ω+ = {x1}, x1 = 6.
x=4
1 2 3 4 5 6 7 x
Margin (M)
Support 
vectors
ω+ω-
x1x2
H1H2
Fig. 6: An example of SVM using linearly separable data.
From Equation (6)
x1 :→ w.6 + b ≥ 1 and x2 :→ w.2 + b ≤ −1
In this example, we can assume that there is a sample
onto one plane, for example, x1 = 6 is located onto the
planeH1 (i.e. the positive class), so, wx1+b = +1. The plane
H2 is parallel to H1 and the distance from x1 to x2 which
is onto H2 represents the margin (M ). As we mentioned
before, M = 2||w|| . Hence, changing w changes the margin.
For example, the margin with ‖w‖ = 1, 2, and 4 was 2, 1,
and 0.5, respectively. It is worth mentioning that ‖w‖ = 0.1
will increase the margin to 20, but it will not satisfy the
constraints in Equation (6). This is because, with w = 0.1
(this is equal to ‖w‖ = 0.1 because w has only one element),
6the margin M will be 20 and hence the other sample (x2)
will be between the two planes (H1 and H2) and this is not
matched with the constraints in Equation (6). This is also
can be interpreted as follows, with w = 0.1, x2 = 2 is a
sample from the negative class; thus, 0.1 × 2 + b ≤ −1 and
hence b ≤ −1.2. While in the positive class, x1 = 6 and
0.1× 6 + b ≥ 1 and hence b ≥ 0.4, then, we cannot calculate
b. Geometrically, w = 0.5 obtains the maximum margin that
satisfies the constraints in Equation (6).
After calculating w, it is easy to calculate b as follows:
using x1 : wx1 + b = 1⇒ 0.5× 6 + b = 1
using x2 : wx2 + b = −1⇒ 0.5× 2 + b = −1
hence b will be -2. From Equation (3), the optimal hyper-
plane or the discriminant function is wT x + b = 0 ⇒
0.5x − 2 = 0 ⇒ x = 4, and the width of the margin is
equal to 2‖w‖ =
2
0.5 = 4 as shown in Fig. 6. Moreover,
the perpendicular distance from the decision boundary to
the origin is |b|‖w‖ =
2√
0.5×0.5 = 4 and the perpendicular
distances from the two planes (i.e. H1 and H2) to the origin
are |1−b|‖w‖ =
|1+2|
0.5 = 6 and
|−1−b|
‖w‖ =
1
0.5 = 2, respectively.
Given an unknown or test sample xtest. This sample is
classified by evaluating ytest = sign(wT xtest+b) and if ytest
is positive; thus, the new sample belongs to the positive
class; otherwise, it belongs to the negative class. For exam-
ple, given an unknown sample (xtest = 8). To classify it, we
substitute in the discriminant function equation as follows,
ytest = sign (wT xtest + b) = sign (0.5 × 8 − 2) = sign (2),
which is positive. Thus, the unknown sample belongs to the
positive class.
2.2.1.3 Finding the optimal hyperplane (primal
form): In our example, we tried to find the optimal hy-
perplane using only two samples, but, with a large set of
samples, finding the optimal hyperplane will be difficult.
This can be solved using one of the optimization techniques
to find w and b that maximize the SVM margin subject to
Equation (6) as follows:
min f(w) = ‖w‖
s.t. g(w, b) = yi(wT xi + b)− 1 ≥ 0 ∀i = 1, 2, . . . , N
Minimizing ‖w‖ is equivalent to minimizing 12 ‖w‖2 as
follows:
min f(w) =
1
2
‖w‖2
s.t. g(w, b) = yi(wT xi + b)− 1 ≥ 0 ∀i = 1, 2, . . . , N (8)
The margin in Equation (8) is called the hard margin,
and the problem is a quadratic programming problem with
N linear inequality constraints. More details about the
quadratic programming problem and how it can be solved
are introduced in Section 6.1.
The quadratic programming problem in Equation (8)
can be formulated into Lagrange formula by combining
the objective function (f(w) = 12 ‖w‖2) and the constraints
(g(w, b) = yi(wT xi + b)− 1 ≥ 0) as follows:
min L(w, b, α) = f(w)−
∑
i
αig(w, b)
=
‖w‖2
2
−
∑
i
αi(yi(wT xi + b)− 1)
=
‖w‖2
2
−
∑
i
αiyi(wT xi + b) +
N∑
i=1
αi (9)
where αi ≥ 0, i = 1, 2, . . . , N represent the Lagrange
multipliers and each Lagrange multiplier (αi) corresponds
to one training sample (xi). It is worth mentioning that, xi
in the constraint in Equation (8) is not a variable because it
represents the training data which is known.
The optimal solution is a saddle point that minimizes L
with respect to w and b and maximizes L with respect to
αi. To calculate the values of w, b, and αi that minimize the
objective function in Equation (9), L is differentiating with
respect to w, b, and αi and setting the derivatives to zero as
follows:
∂L(w, b, α)
∂w
= 0
⇒ w−
N∑
i=1
αiyixi = 0⇒ w =
N∑
i=1
αiyixi (10)
∂L(w, b, α)
∂b
= 0⇒
N∑
i=1
αiyi = 0 (11)
∂L(w, b, α)
∂αi
= 0⇒ yi(wT xi + b)− 1 = 0 (12)
From Equation (10), it is clear that w =
∑N
i=1 αiyixi and
hence w =
∑
xi∈ω+ αixi −
∑
xi∈ω− αixi. In SVM, most of
αi’s are zeros; hence, the sparseness is a common property
of SVM; and the non-zero α’s are corresponding to only
the support vectors, which are the samples closest to the
separating hyperplane. In other words, for each support
vector (αi > 0), the constraint in Equation (9) is active (i.e.
yi(wT xi + b) − 1 = 0); otherwise, this constraint will be
inactive (this is for the other training samples). This means
that there are support vectors from both classes (the positive
and negative classes) and this is also clear in Equation (11)
where
∑
ω+
αi =
∑
ω− αi. Thus, the term
∑
αi (i.e. sum of
Lagrange multipliers) of the negative and positive classes
is equal. Finally, Equation (12) represents the constraints in
Equation (6).
In our example in Fig. 6, we have two samples and hence
the constraint g(w, b) can be expanded as follows:
g1(w, b) = (wx1 + b)− 1 where y1 = +1
g2(w, b) = −(wx2 + b)− 1 where y2 = −1
and the objective function will be
min L(w, b, α) =
‖w‖2
2
− α1g1(w, b)− α2g2(w, b)
=
‖w‖2
2
− α1(y1(wx1 + b)− 1)
− α2(y2(wx2 + b)− 1) (13)
7where x1 = 6 and it (x1) belongs to the positive class (i.e.
y1 = +1) and x2 = 2 and it belongs to the negative class
(i.e. y2 = −1). Equation (13) will be
min L(w, b, α) =
‖w‖2
2
− α1((6w + b)− 1)
− α2(−(2w + b)− 1) (14)
The values of w, b, and αi are calculated as follows:
∂L(w, b, α)
∂w
= 0⇒ w− 6α1 + 2α2 = 0 (15)
∂L(w, b, α)
∂b
= 0⇒ −α1 + α2 = 0 (16)
∂L(w, b, α)
∂α1
= 0⇒ 6w + b− 1 = 0 (17)
∂L(w, b, α)
∂α2
= 0⇒ 2w + b+ 1 = 0 (18)
Equation (15) is matched with Equation (10) and w =
6α1−2α2 ⇒ w = 6y1α1+2y2α2 ⇒ w = x1y1α1+x2y2α2 =∑N
i=1 αiyixi. Additionally, Equation (16) agrees with Equa-
tion (11) and hence α1 = α2 ⇒
∑N
i=1 αiyi = 0. Equations
(17 and 18) represent the constraints in Equation (6).
In Equations (17 and 18), the value of w and b will be
0.5 and -2, respectively, and these results are identical to
the results that we obtained earlier from our geometrical
and mathematical analysis. From Equations (15 and 16),
α1 = α2 =
1
8 ; and w can be calculated also as follows,
w = α1y1x1+α2y2x2 = 18×(1)×6+ 18×(−1)×2 = 12 . There-
fore, the optimal hyperplane is wx+b = 0⇒ 0.5x−2 = 0 or
x = 4. The optimal hyperplane or the discriminant function
can also be calculated as in Equation (4) and the equation of
the hyperplane will be
∑d
i=1 wixi+b = w
T x+b = 12x+b =
0. The value of b is calculated by substituting any of the
two samples (2,-1) or (6,+1) (i.e. (xi, yi)) into the hyperplane
equation as follows, 12 × 2 + b = −1 ⇒ b = −2 and hence
the final equation of the optimal hyperplane is 0.5x− 2 = 0,
which is identical to the results we obtained before.
From this example, it is interesting to know that
adding/removing one or more samples outside the margin
will not affect the results of our example (i.e. the optimal
hyperplane, planes, decision boundary, or the margin). This
is because these samples are considered as training samples
and not support vectors and the Lagrange multipliers of
these new samples will be zero. On the other hand, re-
moving one of the support vectors will change the decision
boundary. This is due to all training samples are not rele-
vant to the optimization problem, i.e. their corresponding
constraints do not play role in the optimization.
2.2.1.4 Finding the optimal hyperplane (dual
form): In Equation (9), L represents the primal problem
it is also denoted by LP in some references. The objective
function is convex and a set of linear constraints defines
also a convex set. Therefore, the optimization function in
Equation (9) is a convex quadratic programming problem
and hence we can solve the dual problem by maximizing
LP subject to (1) the constraints αi ≥ 0, (2) the constraints
that the gradient of LP with respect to w and b vanish4 [13].
The dual form of the SVM problem is called the Wolfe dual
[11], and it can be formulated by substituting Equations (10
and 11) into Equation (9) as follows:
max LD(α) =
‖w‖2
2
−
∑
i
αi(yi(wT xi + b)− 1)
=
(
∑N
i=1 αiyixi)
2
2︸ ︷︷ ︸
‖w‖2
2
−
∑
i
αi(yi(
N∑
j=1
αjyjxj︸ ︷︷ ︸
w
xi + b)− 1)
=
(
∑N
i=1 αiyixi)
2
2
+
∑
i
αi −
∑
i
αiyib︸ ︷︷ ︸
0
−
∑
i,j
αiαjyiyjxixj
=
N∑
i=1
αi − 1
2
∑
i,j
αiαjyiyjxTi xj
s.t. αi ≥ 0 ,
N∑
i=1
αiyi = 0 ∀i = 1, 2, . . . , N (19)
where LD indicates the dual form of LP which needs to be
maximized instead of minimizing LP . Equation (9) indicates
that the objective function of the primal SVM problem is
minimized with respect to w and b, while with the dual
SVM problem in Equation (19), the objective is to maximize
LD with respect to αi. Moreover, the primal problem has
d+ 1 primal variables (w1, w2, . . . , wd, b), while the number
of variables in the dual problem is equal to the number
of training samples (α1, α2, . . . , αN ), and after the learning
process, the number of free parameters will be equal to the
number of support vectors. Hence, with d  n, the dual
problem will be faster than the primal one.
For convex problems (e.g. SVM) the Karuch-Kuhn-
Tucker (KKT) conditions are necessary and sufficient for w,
b, and αi to be a solution [13]. The KKT conditions are
yi(wT xi + b)− 1 ≥ 0
αi ≥ 0
w =
N∑
i=1
αiyixi ,
N∑
i=1
αiyi = 0
αi{yi(wT xi + b)− 1} = 0 (20)
where i = 1, . . . , N , the first condition (yi(wT xi+b)−1 ≥ 0)
is called the primal feasibility or primal admissibility con-
dition and it is in Equations (6 and 8), the second condition
(αi ≥ 0) is called the dual feasibility condition and it is
indicated in Equation (19), the two conditions in the third
line are the gradient of Lagrangian and these conditions are
called the zero gradient conditions as indicated in Equations
4. This optimization problem may be viewed from either of two
perspectives, the primal problem or the dual problem, and this is called
the duality principle. More details about the primal and dual problems
are in Section 6.2.
8(10 and 11); finally, the condition in the last line is called
the complementary condition. With this condition, for every
sample (xi), either the corresponding αi of this sample
must be zero (this is for all training samples except support
vectors) or the term in squared brackets is zero (this is for
all support vectors).
The matrix notation of Equation (19) will be
max LD(α) =
N∑
i=1
αi − 1
2
∑
i,j
αiHijαj
= fTα− 1
2
αTHα
s.t. αi ≥ 0 , αyT = 0 (21)
where Hij = yiyjxi.xj and H is calculated as follows:
H =
 y1y1 〈x1, x1〉 . . . y1yN 〈x1, xN 〉... . . . ...
yNy1 〈xN , x1〉 . . . yNyN 〈xN , xN 〉

and f is (N × 1) unit vector as follows, f = ~1 =[
1 1 . . . 1
]T , and α = [α1 α2 . . . αN ]T . In H, if
the two samples xi and xj are completely dissimilar (e.g.
perpendicular), the value of xi.xj will be zero or very small
and hence these two samples cannot contribute in H and the
objective function. On the other hand, if the two samples are
similar, the value of xi.xj will be high. If the two samples
are similar and predict the same output (i.e. yi = yj); so,
yiyjxi.xj > 0 and this will decrease LD . On the contrary, if
the two samples are similar and predict opposite outputs
(i.e. yi 6= yj); thus, yiyjxi.xj < 0 and this will increase
LD . As a consequence of that, critical patterns (e.g. border
line samples that belong to different classes) are good for
constructing a good margin.
Maximizing the function in Equation (21) is equal to
min LD(α) =
1
2
αTHα− fTα (22)
subject to the same constraints.
The solution of the dual problem (α∗i ) determines the
parameters of the optimal hyperplane (w and b), where w
is calculated as in Equation (10) and hence w is calculated
using only the support vectors. The value of b is calculated
from the complementary condition in Equation (20) as fol-
lows:
αi{yi(wT xi + b)− 1} = 0
for support vectors (i.e. αi > 0)
yi(wT xi + b)− 1 = 0, i = 1, 2, . . . , NSV
where NSV is the number of support vectors. Therefore, b is
b =
1
NSV
(
NSV∑
i=1
(
1
yi
−wT xi)) (23)
Solving Equations (10, 11, and 23) leads to determine the
values of w, α, and b.
In our example in Equation (14), from Equation (15), w =
6α1 − 2α2, and from Equation (16), we found that α1 =
α2; thus, w = 6α1 − 2α1 = 4α1. Also, from Equation (17),
the value of b is 1 − 6w. Therefore, the dual form of the
optimization problem in our example is as follows:
max LD(α) =
‖w‖2
2
− α1((6w + b)− 1)− α2(−(2w + b)− 1)
=
(4α1)
2
2
− α1(24α1 + b− 1)− α1(−8α1 − b− 1)
= 8α21 − 24α21 − bα1 + α1 + 8α21 + bα1 + α1
= −8α21 + 2α1
therefore
∂LD(α)
∂α1
= 0⇒ −16α1 + 2 = 0
hence α1 = α2 = 216 =
1
8 and the value of w is calculated
as follows, w = 4α1 = 4 × 18 = 0.5 and b = 1 − 6w = 1 −
6× 0.5 = −2. These results agree with our results that were
calculated using the primal problem and also the results that
obtained from the geometrical and mathematical analysis.
The values of the Lagrange multipliers (αi) can also can
be calculated from Equation (22) subject to
∑
i αiyi = 0, and
hence LD will be
min LD =
1
2
[
4α21 + 36α
2
2 − 24α1α2
]
− [α1 + α2]− λ(α2 − α1)
where λ is the Lagrange multiplier, the first term
1
2
[
4α21 + 36α
2
2 − 24α1α2
]
represents 12α
THα in Equation
(22), the term [α1 + α2] is f
Tα in Equation (22), and finally
the term λ(α2−α1) is the constraint
∑
i αiyi = 0. The solu-
tions can be calculated by differentiating LD with respect to
α1 and α2 a follows:
∂LD
∂α1
= 0⇒ 4α1 − 12α2 − 1 + λ = 0
∂LD
∂α2
= 0⇒ −12α1 + 36α2 − 1− λ = 0
and
∑
i αiyi = 0 means that −α1 + α2 = 0 and hence α1 =
α2 and the above equations will be
−8α1 − 1 + λ = 0
24α1 − 1− λ = 0
and the solution will be λ = 2 and α1 = α2 = 18 and these
values are identical to the results that we obtained before5.
It is worth mentioning that if N > d (i.e. the number of
samples is larger than the dimension of the features space),
the solution of Equation (19) will be not unique and hence
there are many values of α. More details are in the following
section.
2.2.1.5 Global solution and uniqueness: The val-
ues of w and b are not unique if the Hessian matrix is pos-
itive semidefinite and hence many points (i.e. combinations
of w and b) may have the same objective value. With a
positive definite Hessian matrix, the solution of SVM (i.e.
w and b) is unique, but, the values of α’s are different.
For example, given four samples in R2: x1 = [1, 1], x2 =
[−1, 1], x3 = [−1,−1], and x4 = [1,−1], and the class labels
for these samples are as follows, y = [+1,−1,−1,+1] (see
5. Using α1 and α2, we can calculate w and b as mentioned before.
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Fig. 7: Visualization of the samples in our example.
Fig. 7)6. The value of H is given by H =

2 0 2 0
0 2 0 2
2 0 2 0
0 2 0 2
.
From Equation (22), LD is given by
min LD(α) =
1
2
αTHα− fTα
=
1
2
(2α21 + 2α
2
2 + 2α
2
3 + 2α
2
4 + 4α1α3 + α2α4)
− (α1 + α2 + α3 + α4)− λ(α1 − α2 − α3 + α4)
The solution is calculated by differentiating LD with
respect to the four Lagrange multipliers (α1, α2, α3, and
α4) and setting the derivatives to zero as follows:
∂LD
∂α1
= 0→ 2α1 + 2α3 = 1 + λ
∂LD
∂α2
= 0→ 2α2 + 2α4 = 1− λ
∂LD
∂α3
= 0→ 2α1 + 2α3 = 1− λ
∂LD
∂α4
= 0→ 2α2 + 2α4 = 1 + λ
From the above equations, we can find different
solutions/values of α’s. For example, one solution is
α1 = α2 = α3 = α4 =
1
4 (with λ = 0), and this
means that all samples are support vectors and from
Equation (10), the value of w is w =
∑N=4
i=1 αiyixi =
1
4
[
(+1)
[
1
1
]
+ (−1)
[−1
1
]
+ (−1)
[−1
−1
]
+ (+1)
[
1
−1
]]
=[
1
0
]
and b is calculated according to Equation (23) as
follows:
NSV∑
i=1
(
1
yi
−wT xi) =
(
1− [1 0] [1
1
])
+
(
−1− [1 0] [−1
1
])
+
(
−1− [1 0] [−1−1
])
+
(
1− [1 0] [ 1−1
])
= 0
and hence b = 14
∑NSV
i=1 (
1
yi
−wT xi) = 0.
Another solution that has the same w and b is that
α1 = α2 =
1
2 and α3 = α4 = 0 (with λ = 0). This means
6. We used the same values of the example in [11], but, here we added
more details, explanations, and visualizations.
that the first two samples are considered as support vectors
and the other two samples are training samples. Hence, the
same w and b can be calculated using different values of α’s
and different numbers of support vectors. However, both
solutions satisfy the constraints αi ≥ 0 and
∑N
i=1 αiyi = 0.
2.2.2 Non-separable data (Overlapping Classes)
In the case of non-separable data or overlapped classes,
more misclassified samples result. This will increase αi for
the misclassified training samples. As a result, the decision
boundary will be affected to classify these samples correctly.
In this case, most of the training samples are selected to be
support vectors. Therefore, the constraints of linear SVM
in Equation (6) must be relaxed by adding a non-negative
slack7 variable (i) as follows:
yi(wT xi + b)− 1 + i ≥ 0 , i ≥ 0 (24)
where i is the distance between the ith training sample
(see Fig. 3) and the corresponding margin plane. Also, i
represent the marginal error of the ith training sample that
permits a margin relaxation (soft margin) and it should be
minimized. The data inside the soft margin or soft SVM are
neglected [14].
The objective function of SVM after adding i will be as
follows:
min L(w, b, ) =
1
2
‖w‖2
+ C(
∑
distances of misclassified samples)
=
1
2
‖w‖2 + C
k
N∑
i=1
ki
s.t. yi(wT xi + b)− 1 + i ≥ 0, i ≥ 0 (25)
where ∀i = 1, 2, . . . , N , k is a positive integer, C represents
the regularization or penalty parameter and it controls the
trade-off between the size of the margin ( 12 ‖w‖2) and the
slack variable penalty or the training error (Ck
∑N
i=1 
k
i ). The
term Ck
∑N
i=1 
k
i represents also the distance of error samples
to their correct place. As a consequence, a small value of C
allows the constraints to be easily ignored, i.e. large or hard
margin, while a large C makes the constraints difficult to
ignore, i.e. soft margin. In Equation (25), all constraints can
be satisfied if i is sufficiently large and the optimization
problem still quadratic and there is a unique solution but
with 2N linear inequality constraints [14]. Equation (25) is
formalized into Lagrange formula as follows:
min LP (w,b, , α, µ) =
1
2
‖w‖2 + C
k
N∑
i=1
ki
−
N∑
i=1
αi[yi(wT xi + b)− 1 + i]− µii (26)
where αi and µi are non-negative Lagrange multipliers.
Hence, LP has to be minimized with respect to w, b, and i
and maximized with respect to αi and µi. With k = 1 (this
7. The slack variable is a variable that is added to the inequality
constraint where a linear combination of variables is less than or equal
to a given constant to convert it to an equality and non-negative
constraint.
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is called L1-SVM), and by differentiating LP with respect to
i and setting the derivatives to zero (as in Equations (10,
11)) we found that
∂LP
∂i
= 0⇒ C = αi + µi (27)
and the KKT complementary condition will be
αi{yi(wT xi + b)− 1 + i} = 0, i = 1, . . . , N
µii = (C − αi)i = 0, i = 1, . . . , N (28)
The dual problem can be formulated by substituting
Equations (10, 11, and 27) into Equation (26), the dual
problem can be written as follows:
max LD(α) =
‖w‖2
2
+ C
∑
i
i
−
∑
i
αi(yi(wT xi + b)− 1 + i)− µii
=
(
∑N
i=1 αiyixi)
2
2︸ ︷︷ ︸
‖w‖2
2
+ C
∑
i
i
−
∑
i
αi(yi(
N∑
j=1
αjyjxj︸ ︷︷ ︸
w
xi + b)− 1 + i)− µii
=
(
∑N
i=1 αiyixi)
2
2
+ C
∑
i
i +
∑
i
αi −
∑
i
αiyib︸ ︷︷ ︸
0
−
∑
i,j
αiαjyiyjxixj−
∑
i
αii − µii︸ ︷︷ ︸
−C∑i i
=
N∑
i=1
αi − 1
2
∑
i,j
αiαjyiyjxTi xj
s.t. αi ≥ 0 ,
N∑
i=1
αiyi = 0 ∀i = 1, 2, . . . , N
Hence, neither the i nor their Lagrange multipliers
appear in the dual form and hence the dual problem for
the overlapped data will be identical to the linear separable
data in Equation (19). The only difference between the
optimization problem of the separable and non-separable
cases is that αi and µi are upper-bounded by C as indicated
in Equation (27). From Equation (27), it can be remarked that
SVs with αi = C lie outside the margin or on the margin
boundary. The value of C is determined by the user. There
are three possible solutions for αi:
• With αi = 0 and i = 0, this means that the ith sample
is not a support vector and it is correctly classified.
• C > αi > 0; thus, the corresponding sample is a sup-
port vector this is because the complementary condition
in Equation (28) leads to yi(wT xi+b)−1+i = 0. With
i = 0; thus, yi(wT xi + b) = 1 and hence xi is called
unbounded or free support vector and this sample lies on
the margin, i.e. correctly classified.
• αi = C , this means that αi reached to the upper-bound
(C), and according to the complementary condition in
Equation (28), yi(wT xi + b)− 1 + i = 0, and if
– i ≥ 1, according to Equation (24) the value of
−1+i will be positive; thus, yi(wT xi+b) is negative,
then the decision function (wT xi + b) and the class
label (yi) have different signs, indicating that xi is
misclassified.
– 1 > i > 0, the sample is in between the margin and
the correct side of hyperplane, i.e. correctly classified.
– i = 0 means that xi is a support vector and this is
called bounded support vector and it lies on the wrong
side of the margin.
With k = 2 (L2-SVM), the term Ck
∑N
i=1 
k
i in Equation
(25) will be C2
∑N
i=1 
2
i and hence the last term in Equation
(26) (i.e. µii) is not necessary; thus, there are no longer
complementarity constraints (µii = (C − αi)i = 0) in
Equation (28) [9]. Therefore, Equation (26) will be
min LP (w, b, , α, µ) =
1
2
‖w‖2 + C
2
N∑
i=1
2i
−
N∑
i=1
αi[yi(wT xi + b)− 1 + i] (29)
and hence
∂LP
∂i
= 0⇒ Ci − αi = 0⇒ Ci = αi
From the above equation and Equation (29), the terms
C
2
∑N
i=1 
2
i −
∑N
i=1 αii will be
C
2
∑N
i=1(
αi
C )
2 −∑Ni=1 α2iC =
−α2iC and the objective function of the dual problem will be
max LD(α) =
N∑
i=1
αi − 1
2
∑
i,j
αi
(
Hij +
1
C
)
αj
= fTα− 1
2
αT
(
H +
1
C
I
)
α
s.t. αi ≥ 0 , αyT = 0
where I is the identity matrix. The only difference between
the above equation and Equation (21) is the term 1C I which
is added to H and this means that 1C is added to the diagonal
entries of H and this ensuring its positive definiteness and
stabilizing the solution than the L1-SVM. Moreover, the
number of support vectors of L1-SVM is less than L2-SVM;
in other words, L1-SVM produces more sparse solutions.
In L2-SVM, there is no upper bound for αi and the only
requirement is αi to be nonnegative [15]. Maximizing the
above equation is equal to
min LD(α) =
1
2
αT
(
H +
1
C
I
)
α− fTα (30)
subject to the same constraints.
2.2.3 Nonlinear separable data
If the data are non-linearly separable, the kernel func-
tions can be used for transforming the data from the
current/input space to a higher-dimensional space using
a nonlinear function (φ), where the data can be linearly
separable. The kernel function is defined as the dot product
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of nonlinear functions as follows, K(xi, xj) = φ(xi)Tφ(xj)
[3]. The objective function of the SVM classifier will be
min L(w, b) =
1
2
‖w‖2 + C
k
N∑
i=1
ki
s.t. yi(wTφ(xi) + b)− 1 + i ≥ 0 ∀i = 1, 2, . . . , N (31)
and the dual form will be identical to Equation (22) subject
to the same constraints, and the only difference is thatHij =∑
i,j αiαjyiyiK(xi, xj) [16].
In SVM, the most well-known kernel functions are:
• Linear kernel, K(xi, xj) = 〈xi, xj〉, this kernel is the
same as the original input space,
• Radial basis function (RBF) or Gaussian kernel,
K(xi, xj) = exp(−||xi − xj ||2/2σ2), and
• Polynomial kernel of degree d, K(xi, xj) = (〈xi, xj〉)d.
Figure 8 shows an example to explain how the kernel
function is used to map the data (X ∈ Rn) into a higher
dimensional space (F ). The figure shows the input data
(X ∈ R1) which consists of two nonlinearly separable
classes. Each class has two samples. The kernel function
is used for mapping the data from the input space where
the data cannot be linearly separable to a new feature space
F ∈ Rd, d > n (in the figure d = 2), as follows, φ : X → F .
The data in the new feature space are linearly separable and
then we can apply the standard SVM [17].
Calculating the scalar product (φT (xi)φ(xj)) may lead to
the curse of dimensionality problem and need a high compu-
tational efforts. This is because the scalar product xTi xj in
Equation (21) is replaced by the scalar product φ(xi)Tφ(xj)
in the feature space. However, this problem can be handled
because the kernel function is a function in the feature space
and hence the mapping step can be avoided because the
mapping will be calculated directly by calculating the kernel
K(xi, xj) for the training data in the input space, this is the
so-called the kernel trick [18], [14]. In other words, the kernel
function can calculate the transformation of the data into the
new space without explicitly visiting it (the new space) and
this reduces the required computational efforts. The kernel
trick can be explained using the following example. Given
x, y ∈ R2, where x = [x1 x2]T and y = [y1 y2]T , and
let the transformation function is φ(x) = [x21
√
2x1x2 x
2
2],
φ : R2 → R3. The dot product can be calculated as follows:
φT (x)φ(y) = [x21
√
2x1x2 x
2
2][y
2
1
√
2y1y2 y
2
2 ]
T
= x21y
2
1 + 2x1x2y1y2 + x
2
2y
2
2
= (x1y1 + x2y2)
2 = (x.y)2 = K(x, y) (32)
From the above equation, there is no need to perform
mapping for each sample; instead, (xTi xj)
2 is calculated
in the input feature space. It is worth mentioning that
two different representations may correspond to the same
kernel. For example, the transformation function φ(x) =
[x21 x1x2 x2x1 x
2
2] has the same kernel function of the
transformation function in Equation (32).
2.2.3.1 Kernel example: The goal of this simple
example is to explain how the kernel function is used
for mapping two nonlinearly separable data into higher
dimensional space, where the data can be linearly separable.
Given three samples as shown in Fig. 9, where the positive
class has one sample (x2 = 6) and the negative class has
two samples (x1 = 2 and x3 = 8). In this example, we
used a simple polynomial kernel with degree d = 2 and
the kernel function is (K(x, y) = φ(x).φ(y) = (x.y + 1)2,
where φ(x) =
[
x2
√
2x 1
]
). The matrix H of this data is
as follows:
H =
 25 −169 289−169 1369 −2401
289 −2401 4225

In the above equation, H = yiyjK(xi, xj). For example,
H(1, 1) = y1y1K(x1, x1) = −1 × −1 ×K(2, 2) = (2 × 2 +
1)2 = 25 and similarly all the other elements of H can be
calculated. From Equation (22), LD is given by
min LD(α) =
1
2
(25α21 + 1369α
2
2 + 4225α
2
3
− 338α1α2 + 578α1α3 − 4802α2α3)
− (α1 + α2 + α3)− λ(α2 − α1 − α3)
subject to
∑
i αiyi = 0 (i.e. −α1 +α2−α3 = 0), where λ is a
Lagrange multiplier. The solution is calculated by differenti-
ating LD with respect to the three Lagrange multipliers (α1,
α2, and α3) and setting the derivatives to zero as follows:
∂LD
∂α1
= 0→ 25α1 − 169α2 + 289α3 = 1 + λ
∂LD
∂α2
= 0→ −169α1 + 1369α2 − 2401α3 = 1− λ
∂LD
∂α3
= 0→ 289α1 − 2401α2 + 4225α3 = 1 + λ
hence the solution will be α1 = 0.7396, α2 = 1.5938,
α3 = 0.8542, and λ = −5. As a result, the three sam-
ples in this example are support vectors. The hyperplane
equation is calculated as follows:
∑3
i=1 yiαiK(xi, x) +
b = 0.7396(−1)(2x + 1)2 − 1.5938(+1)(6x + 1)2 −
0.8542(−1)(8x + 1)2 + b = −0.25x2 + 2.5x + b. The value
of b is calculated using one of the points ((2,−1), (6,+1),
or (8,−1)), and the value of b is -5; thus, the hyperplane
equation is −0.25x2 + 2.5− 5. Figure 9 shows the nonlinear
(quadratic) hyperplane. As reported in [19], the decision
function is also can be calculated as follows:
3∑
i=1
yiαiφ(xi)φ(x) + b = φ(x)(0.7396(−1)
[
4 4 1
]
+ 1.5938(+1)
[
36 12 1
]
+ 0.8542(−1) [64 16 1]) + b
=
[
x2
√
2x 1
] [−1
4
+
2.5√
2
+ 0
]
+ b
As a consequence, the hyperplane equation is − 14x2 +
2.5x+ b and substitute in one of the points ((2,−1), (6,+1),
or 8,−1) to calculate the value of b. The value of b is -5 and
hence the hyperplane equation is −0.25x2 +2.5−5 and this
is the same hyperplane we obtained in Fig. 9.
3 SVM PARAMETER OPTIMIZATION
This section introduces different experiments and mathe-
matical explanation to show the effect of the SVM param-
eters on the classification performance with the balanced
and imbalanced data. In all experiments, we used a sim-
ple two-dimensional binary classification data to visualize
the correctly classified samples, misclassified samples, SVs,
decision boundary, and margin borders.
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Fig. 9: The nonlinear decision function (i.e. hyperplane) for
our example. The negative class has two samples with the
red color and the positive class has only one sample with
the blue color.
3.1 Linear kernel function
The linear kernel function or simply linear SVM is the
simplest kernel function and it has no parameters as follows,
K(xi, xj) = 〈xi, xj〉. Thus, we can say the linear kernel
adds nothing to the SVM classifier. The SVM classifier with
the linear kernel has only the penalty or regularization
parameter (C) [9]. As mentioned before, the parameter C
has a great influence on the classification performance of
SVM, where it controls the trade-off between maximizing
the size of the margin and minimizing the training error (see
Equation (25)) [1]. As a consequence, changing the value
of C changes the optimal hyperplane; as a consequence,
changes the training error, the number of support vectors,
the testing error, and the margin of SVM.
3.1.1 Illustrative example
Given a data with two classes and it consists of 25 samples;
15 samples for training (N1 = 10 and N2 = 5) and ten
samples for testing; consequently, the data is imbalanced
and the imbalance ratio is N1N2 =
10
5 = 2, where N1 and
N2 represent the number of samples of the majority and
minority classes, respectively. As shown in Fig. 10, the
data is linearly separable and hence we will use the linear
kernel. In this example, the classification performance was
evaluated using different values of C . The results of this
example are summarized in Table 1 and Fig. 10. From these
results, it can be remarked that:
• If C is smaller than a certain limit then the mi-
nority class samples are misclassified; so, αi =
C with yi = −1. However, as indicated in Equation
(11),
∑N
i=1 αiyi = 0; Accordingly, there is at least one
sample satisfies αi < C (i.e. correctly classified), where
yi = +1. This means that this positive sample lies
above or on the plane H1. Decreasing C increases the
margin which means that the planeH2 and the decision
boundary (wT xi + b = 0) are forced to move away
from H1 where the training samples are located. As
a consequence of that, the half space wT xi + b ≥ 0
covers the whole training data. This is clear in Fig. 10b
where the value of C is 0.05 and as shown, there are
two misclassified training samples and both samples
are from the minority class. Decreasing the value of C
to be 0.01 increases the margin significantly from 4.34
(with C = 0.05) to 21.7 (with C = 0.01). Additionally,
as in Fig. 10a, the positive samples lie on or above
the positive plane (H1) and with a small C the other
plane (H2) and the optimal hyperplane are forced to
move away from H1. Decreasing C to 0.01 increases
the number of misclassified training samples to five
samples which are the minority class samples. Hence,
C → 0, the number of misclassified training samples is
N2, which indicates the severe underfitting.
• If C → ∞ this means that the margin will be reduced
and H1 and H2 touch the decision boundary. From Fig.
10 (d, e, and f) and Table 1, we found that the results
when C =5.78, 10 and 100 were identical. As shown, in
the three cases (i.e. C = 5.78, C = 10, and C = 100),
the same training error, testing error, margin width,
number of support vectors were obtained. Hence, as
reported in [9], increasing C to be more than a specific
limit (C ≥ C∗) may have the same results. In other
words, SVM with C → ∞ approaches the optimal
hyperplane. This can be explained using the following
simple example. In this example, we used only three
samples (x1 =
[
0 0
]
, x2 =
[
1 0
]
, and x3 =
[
0 1
]
),
where the first sample belongs the negative class and
the other two sample belong to the positive class8.
Before training SVM, we can expect that the optimal
hyperplane is 2x1+2x2−1 = 0. In this example, we will
use L2-SVM. As in Equation (30), the optimal solution
8. This example is introduced in [9]; but, more details are added to
make it clearer.
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Fig. 10: The influence of the penalty parameter (C) on the performance of linear SVM. The filled circles represent the
training samples, filled squares are the testing samples, decision boundaries are the dotted black lines, the red and blue
lines indicate the two planes, support vectors samples from both classes are marked by surrounding it by squares, the
misclassified training and testing samples are marked by surrounding it by black and red circles, respectively, and the
value of α for each training sample is reported.
TABLE 1: The number of misclassified training samples (# TrE.), number of misclassified testing samples (# TsE.), SVM
margin, and number of support vectors (# SVs) of the linear kernel SVM using different values of C .
Results C = 0.01 C = 0.05 C = 1 C = 5.78 C = 10 C = 100
# TrE. 5 2 0 0 0 0
# SVs 2 2 2 3 3 3
Margin 21.70 4.34 1.17 0.59 0.59 0.59
# TsE. 5 3 1 1 1 1
can be calculated as follows: 1C 0 00 1 + 1C 0
0 0 1 + 1C
α1α2
α3
+ λ
−1−1
1
−
11
1
 =
µ1µ2
µ3

where λ is the Lagrange multiplier for the constraint
(YTα = 0) and µi represent the Lagrange multipliers of
the constraints αi ≥ 0. The three samples are support
vectors so µ1 = µ2 = µ3 = 0; thus, the above equations
can be written as follows:[
0 YT
Y IC + H
] [
λ
α
]
=
[
0
~1
]
By solving the above equations, the solutions are as
follows: λ = C−1−(C+3) , α1 = (1 + λ)C , α2 = α3 =
C(1−λ)
C+1 =
2C
C+3 , and the separating hyperplane is de-
fined as follows:[
C(1−b)
C+1
C(1−b)
C+1
]
x + λ =
[
2C 2C
]
x + (1− C)
and changing the value of C changes the obtained
hyperplane as in Fig. 11. For example, with C = 1,
the obtained hyperplane is
[
2C 2C
]
x + (1 − C) ⇒[
2 2
] [
x1 x2
]
. However, it can be seen from the fig-
ure that as C →∞ approaches the optimal hyperplane.
However, as reported in [9], with C ≥ C∗, the solution
approaches the solution of the hard margin problem in
Equation (8). The value of C∗ can be calculated easily
by setting C =∞ and then C∗ = maxiαi. This is clear
in our example when we set C = 100 (i.e. C is very
large) and we found that maxiαi = C∗ ≈ 5.78. As a
consequence of that, withC ≥ 5.78, the obtained results
will be the same. This is clear in Fig. 10d, 10e, and
10f, where the value of C ≥ 5.78. However, the same
training and testing results obtained with C = 1. To
conclude, with large values of C , the model converges
to the optimal hyperplane, but large C increases the
weight of the non-separable samples and hence one
outlier or critical sample can determine the decision
boundary, which makes the classifier more sensitive to
the noise in the data. This leads to severe overfitting,
i.e. increases the complexity of SVM and makes the
decision boundary sharp [2], [1], [20].
According to Equation (25), decreasing or neglecting C
minimizes the norm of w and this maximizes the margin
[2], [9]. In our example, the margin was ≈ 21.7 when C =
0.01 and the margin significantly decreased to ≈ 0.59 with
C = 5.78. The large margin may have all training samples
as in Fig. 10a and this increases the number of misclassified
training and testing samples. By contrast, with a large C ,
the margin is small as in Fig. 10d and hence there are no
training samples between the two planes.
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Fig. 11: A visualization example to show how C → ∞
converges to the optimal solution.
Figure 12 shows also that increasing the SVM margin
decreases the VC dimension. As shown, with a high margin,
there is a small number of possibilities to separate the two
classes and this reduces the VC dimension. As shown in
Fig. 12(a), with a large margin, there is only one possible
hyperplane. On the other hand, with a small margin as
shown in Fig. 12(b), the number of possible separating
hyperplanes is high and this increases the VC dimension.
As a consequence, a small C increases the margin and this
reduces the VC dimension and may lead to the underfitting
problem. While a large C reduces the margin; as a conse-
quence, increases the VC dimension and this may lead the
overfitting problem.
In terms of support vectors, increasing C increases the
number of support vectors. As in Table 1, the number of
support vectors was small with a small C and increasing
C increases the number of support vectors. The number of
support vector reflects the complexity of the classification
model [2], [1]. Vapnik in [21] introduced an alternative
bound on the risk of SVM as follows:
E[P (error)] ≤ E[number of support vectors]
N
(33)
where E[number of support vectors] is the expectation of
the number of support vectors over all choices of the train-
ing samples with size N , P (error) is the risk for a model
that was trained usingN−1 samples, andE[P (error)] is the
expectation of the risk over all choices of the training data
with size N − 1. Practically, this bound can be estimated
by removing one of the training samples and then retrain
the model and test the removed sample. This process can
be repeated for all training samples. We can easily find
that removing training samples that are not support vectors
would not affect the optimal hyperplane while removing
one support vector generates a new hyperplane and the
worst case is that every support vector will become an error.
As indicated in Equation (33), the upper bound of the risk
represents the expectation over all training sets with size
N − 1. As a consequence, the error bound is independent
of the dimensionality of the input space and a model with
fewer support vectors gives better performance [11]. This
agrees with our example, where with a small C , the model
2/||w
||
(a)
2/||w
||
(b)
Fig. 12: An illustrative example to show the influence of the
margin width on the VC dimension. (a) Hyperplanes with a
large margin create only a small number of possibilities to
separate the data (e.g. with this large margin there is only
one hyperplane that separates the data). (b) Hyperplanes
with a small margin increase the chance of creating more
separating hyperplanes.
is simple and has a small number of support vectors while
a large C increases the number of support vectors and this
is could be an indicator for the overfitting problem.
We have conducted the same experiments with over-
lapped classes and we obtained the same findings. In com-
parison with the linearly separable data, with the over-
lapped classes, the values of αi increase and some of them
reach the upper bound C . Hence, we cannot determine the
value of C∗ as in the linearly separable data. However, also,
there is a specific limit (C∗) and we can estimate it by trying
different values of C , and with C ≥ C∗, the same results are
obtained.
To conclude, there is neither default value for C nor
even a theory that can help to determine the value of it.
Therefore, the optimal value of C can be obtained by trying
a finite number of values to find the value that achieves the
minimum classification error.
15
0 20 40 60 80 100 120
Distance
20
40
60
80
0.00
0.15
0.30
0.45
0.60
0.75
0.90
BA
C
2
Fig. 13: Visualization of the kernel value with different
values of σ2 and the distance (‖xi − xj‖).
3.2 RBF kernel function
The Gaussian or RBF kernel has only one parameter (σ)
as indicated in Equation (34), and some references use
γ = 12σ2 instead of σ [2]. The RBF kernel has many variants
such as the exponential kernel which is defined as follows,
K(xi, xj) = exp(−‖xi−xj‖2σ2 ). Hence, the RBF kernel some-
times called the squared exponential kernel. The Laplacian
kernel is also another variant of the RBF kernel and it is
defined as follows, K(xi, xj) = exp(−‖xi−xj‖2σ ).
K(xi, xj) = exp(−‖xi − xj‖
2
2σ2
) (34)
In Equation (34), the kernel value is highly affected by
the ratio of the distance between samples (‖xi − xj‖) and
the value of σ and this is clear in Fig. 13. As shown, the
kernel function for any two samples tends to zero (or a
tiny value approximate to zero) if ‖xi−xj‖
2
2σ2 → ∞ (see Fig.
13(B)). For example, let σ = 0.01 and ‖xi − xj‖ = 10.
The kernel values is calculated as follows, K(xi, xj) =
exp(− 1022×0.012 ) = exp(−500000) ≈ 0. As a consequence of
that, a very small value of σ transforms the pairwise dis-
tance between samples to be approximately zero in the new
feature space. If the distance between samples is less than
σ (i.e. ‖xi − xj‖ ≤ σ), the value of K(xi, xj) will be high.
This is clear in Fig. 13(A and C), when ‖xi − xj‖ ≤ σ, the
kernel value will be at least exp(− 12 ) = 0.61 (see Fig. 13(A)).
Hence, for any two identical samples (i.e. ‖xi − xj‖ = 0), the
kernel function is one, and similarly the kernel value for all
samples which are within the range of σ will be equal to one
which is the maximum kernel value (see Fig. 13(C)).
To conclude, σ affects only the distances within its range
and hence σ is called the kernel width.
3.2.1 Illustrative example
In this example, the training data consists of 300 samples,
where the first and second classes have 200 and 100 samples,
respectively, (i.e. N1 = 200 and N2 = 100). The testing
data is balanced and it consists of 200 samples, and each
class has 100 samples. As shown in Fig. 14, the data is
nonlinearly separable and hence we will use the RBF kernel.
In this experiment, we have evaluated the SVM model using
different combinations of C and σ.
• With a small σ2 (i.e. σ2 → 0), exp(−‖xi−xj‖22σ2 ) → δij ,
where δij = 1 if i = j; otherwise, δij = 0. Hence, the
objective function in Equation (22) will be as follows,
min 12α
Tα − fTα. Hence, as proved in [9], there is a
certain limit of C and this is denoted by Clim = 2N1N ,
and the SVM model is very different around this limit.
In our example, Clim = 2×200300 =
4
3 .
With a large C (i.e. C ≥ Clim2 ), there is a small region
around each sample of the minority class and the rest
of the whole space belongs to the majority class. Hence,
large C overfits the training data. This is clear in Fig.
14d where C = 1 (i.e. C ≥ Clim2 ) and as shown, the
minority samples are surrounded by a small region
and the rest of the space belongs to the majority class.
Therefore, all the misclassified samples belong to the
minority class and the training error is zero. This means
that the SVM model does not generalize well to the
test data and hence the model is overfitted. While for
a small C (i.e. C < Clim2 ), the SVM model tends to
be underfitted and the whole space belongs to the
majority class. This is clear in Fig. 14a and 14b. In Fig.
14b, with C = 0.5, the majority of the space belongs
to the majority class and hence most of the minority
samples are misclassified. Decreasing C to 0.1 makes
the whole space belongs to the majority class and hence
all minority samples are misclassified as in Fig. 14a.
In both cases (i.e. large and small C), the minority
samples of the testing data are misclassified. Figure 15
shows the contour plot of the testing error to test the
behavior of SVM with different combinations of C and
σ2. Each point in the contour plot is a combination of
C and σ2, where the values of C are ranged from 0.1
to 100 and the values of σ2 are ranged from 0.01 to 10.
As shown in Fig. 15 (region A), with a small σ2, the
testing error is high when the value of C is less than
Clim
2 and this means that the model is underfitted. With
a small σ2, increasing C makes the model moves from
the underfitting region to the overfitting region (see Fig.
15(B)).
• With a large σ (i.e. σ2 →∞), the kernel function can be
written as follows:
K(xi, xj) = exp(−‖xi − xj‖
2
2σ2
)
= 1− ‖xi − xj‖
2
2σ2
+O(
‖xi − xj‖2
σ2
)
= 1− ‖xi‖
2
2σ2
− ‖xj‖
2
2σ2
+
xTi xj
σ2
+O(
‖xi − xj‖2
σ2
)
hence, H will be
H =
∑
i,j
αiαjyiyjK(xi, xj) = T1 +
T2 + T3 + T4
2σ2
+
1
2
∑
i,j
αiαjyiyj
∆ij
σ2
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Fig. 14: The classification performance of SVM with σ = 0.1 (i.e. small σ) and different values of C . Decision boundaries
(block solid line), support vectors samples are marked by surrounding it by square shapes, ( and ) represent the minority
and majority classes in the training data, respectively, and (x and x) represent the testing samples. The green circle represent
the target function or the optimal decision boundary between the two classes.
Fig. 15: A contour plot to show the behavior the testing
error of SVM with different combinations of C and σ2 (we
used the same nonlinearly separable data in the example in
Section 3.2.1).
where
T1 =
∑
i,j
αiαjyiyj , T2 = −
∑
i,j
αiαjyiyj ‖xi‖2
T3 = −
∑
i,j
αiαjyiyj ‖xj‖2 , T4 = 2
∑
i,j
αiαjyiyjxTi xj
lim
σ2→∞
∆ij = 0
By the equality constraint (
∑
i αiyi = 0),
T1 = 0. Also, T2 can be written as follows,
−(∑i αiyi ‖xi‖2)(∑j αjyj) and hence T2 = 0 and
similarly T3 = 0 [9]. By defining α˜i = αiσ2 , the objective
function can be written as follows:
min
α˜
F
σ2
=
1
2
∑
i,j
α˜iα˜jyiyjK˜ij −
∑
i
α˜i
subject to: 0 ≤ α˜i ≤ C˜, i = 1, . . . , N, YT α˜ = 0
where K˜ij = xTi xj + ∆ij and C˜ =
C
σ2 . Hence, with
σ2 → ∞, K˜ij → xTi xj . As a consequence of that, for a
fixed C and σ2 → ∞, SVM with RBF kernel behaves
like linear SVM with C˜ [9]. This means that two com-
binations C1
σ21
= C2
σ22
= C˜ have the same generalization
error. Hence, the contour lines of the hyperparameter
space in this case will be straight lines with slope 1:
logσ2 = logC − logC˜ [2]. Thus, for large σ2, all SVM
models which are defined by points on that straight line
are nearly the same as the linear SVM with C˜ . Figure
15 shows that with a large σ2, the contour lines of
the hyperparameter space are represented by straight
lines. Figure 16(a and b) illustrates that the SVM per-
formance of two different combinations are nearly the
same. These two points lie on the straight line where
C˜ = C1
σ21
= C2
σ22
. In Fig. 16a, with (C1 = 20, σ21 = 8), the
training and testing errors were 7 and 6, respectively,
while with (C2 = 30, σ22 = 12), the training and testing
errors were 6 and 6. Hence, the SVM classifiers in both
cases are nearly the same and this small difference may
be due to the fact that our training and testing data are
generated randomly in each case. In Fig. 16c, the point
(C3 = 0.025, σ
2
3 = 0.01) lies on the same line; but, it has
different performance than the other two points. This is
because, this relation is only applicable when σ2 →∞.
In Fig. 15(C), the model with a large σ2 and small
C obtained high training and testing errors (i.e. the
model is underfitted), and the testing error is N2. This
is clear in Fig. 17, where C = 1 and σ2 = 100. As
shown, the whole space belongs to the majority class
and the training and testing minority samples were
misclassified and hence the model is underfitted. This is
can be explained simply as follows: with a large σ2 and
small C , C˜ = 1100 = 0.01. Hence, the model behaves
like linear SVM with C˜ = 0.01 and as we mentioned
before, linear SVM with a small C increases the margin
and all samples will be in the half space of the majority
class. Hence, the minority samples will be misclassified
(see Fig. 10a).
From the above findings, we can conclude that the pa-
rameter space ofC and σ2 has different regions: good region
and underfitting/overfitting region. This good region has
the values of C and σ2 that obtain the best generalization
error. As shown in Fig. 18, inside the good region, with
a large σ2, there is a straight line(s) with a unit slope.
Therefore, instead of searching in the whole space of C and
σ2, we can search inside the good region.
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(c) σ2 = 0.01 and C = 0.025
Fig. 16: Visualization of the performance of SVM classifier using large σ2. (a, b, and c) are different points/combinations
along a line logσ2 = logC− logC˜ which has a unit slope. The two combinations (C1 = 20, σ21 = 8) and (C2 = 30, σ22 = 12)
in (a) and (b), respectively, have approximately the same classification performance. (c) This point (C3 = 0.025, σ23 = 0.01)
along the same line but it has difference classification performance.
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Fig. 17: The performance of SVM with a large σ2 = 100
(C = 1).
3.3 The proposed algorithm for model selection
In many studies, it is usual to form a two-dimensional
uniform grid, for example with r × r dimensions, and then
search inside this space for the combination that gives the
best generalization error. However, trying r2 combinations
is expensive and in many cases is not practically possible.
Increasing the dimension of the search space increases the
required computational time. Instead, based on our analysis,
the proposed algorithm reduces the computational time
significantly. More details are as follows:
1) Let we use the linear SVM and then search for the best
C that achieves the best generalization errors and call it
C˜ . This step sometimes gives a reasonable classification
performance. However, practically, adding some non-
linearities by using a kernel function help to improve
the classification performance.
2) According to our analysis and as reported in [3], with
a large σ2, the samples are mapped to be close to each
other and the new hypersurface is almost flat, and the
model tends to be underfitted. While a small σ2 makes
the model focus on a small set and a very small σ2
transforms samples into different subspaces and hence
the transformed samples are far from each other and
the new hyperspace will be spiky, and the model tends
to be overfitted. Therefore, instead of searching in the
whole space of σ, with some data analysis, we can
determine the range of σ. This analysis including calcu-
lating the maximum and minimum distances between
the samples within the same class. For example, if the
maximum distance between samples within the same
class is one, setting σ2 to 10 means that all samples are
within the range of σ2 and hence the model tends to be
underfitted. Finding the range of σ reduces the search
space significantly and hence reduces the required com-
putational time.
3) From the first step, fix C˜ and search for the best (C, σ2)
along the line logσ2 = logC − logC˜ . Therefore, instead
of searching in a two-dimensional space, our proposed
algorithm searches only in two one-dimensional spaces.
Hence, our algorithm requires only 2r combinations of
(C, σ2) to be tried instead of r2 with the grid search.
This decreases the required computational time dra-
matically. The algorithm in [2] assumed that there is one
line in the good region. Practically, we found that trying
different values for C˜ obtained good generalization
errors. Thus, within the good region, we can search
for the best (C, σ2) along different lines with different
values of C˜ and this increases the chance of finding
the optimal solution. This extends the search space
slightly; therefore, it requires additional computational
time; but, it is still very small compared with searching
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Fig. 18: A boundary curve separating the good region and
the underfitting/overfitting region in SVM with the RBF
kernel. In (A and C) the model suffers from the underfitting,
while in (B) the model is overfitted. Inside the good region,
for each fixed C˜ , there is a straight line with a unit slope is
defined as follows, logσ2 = logC − logC˜ . With σ2 → ∞,
the model behaves as a linear SVM with C˜ . The dotted line
corresponds to C˜ that gives the optimal generalization error
for the linear SVM.
in the whole search space.
In the next section, different experiments are conducted
to compare our proposed algorithm with the grid search
algorithm.
4 EXPERIMENTAL RESULTS AND DISCUSSION
In this section, different experiments were carried out to
evaluate our proposed search algorithm. We used ten stan-
dard classification datasets and these datasets were obtained
from the University of California at Irvin (UCI) Machine
Learning Repository [22] and KEEL9. The descriptions of
all datasets are summarized in Table 2. All datasets are
binary10. The chosen datasets have a reasonably wide range:
number of features (4 to 60), number of samples (100 to
768), and imbalance ratio (1 to 15.5) and so the empirical
evaluation demonstrates the applicability of the proposed
algorithm with different types of datasets. The first six
datasets in the table are approximately balanced (IR≈ 1)
while the last four datasets are imbalanced, Due to the pres-
ence of imbalanced data, we used the accuracy, sensitivity,
and specificity metrics [23].
In all experiments, the first step of our algorithm uses
the linear SVM and search for C˜ that obtains the best testing
error. Second, we analyze the data to find the feasible range
of σ parameter. Finally, we search for the optimal (C, σ2)
that obtains the best testing error. In all experiments, k-
fold cross-validation tests have been used and we used
five-fold cross-validation to estimate the results. For further
9. Available at http://sci2s.ugr.es/keel/imbalanced.php.
10. Iris dataset has three classes; but, we used only two classes.
evaluation for the proposed algorithm, different compar-
isons with the grid search algorithm and also the results
of some relevant studies were conducted. In the grid search
algorithm, the search space for logC was [−7 − 7] and for
logσ2 was [−8, 8], and the space is uniformly spaced.
TABLE 2: Datasets description.
Dataset Dim. # Samples (N1, N2), IR
Iris 4 100 (50, 50), 1
Sonar 60 208 (111, 97), 1.1
Liver-disorders 6 345 (200, 145), 1.4
Diabetes 8 768 (500, 268), 1.9
Breast cancer 9 683 (444, 239), 1.9
Iono 33 225 (225,126), 1.8
Ecoli1 7 336 (259, 77), 3.36
Ecoli2 7 336 (284, 52), 5.5
Glass2 9 214 (197, 17), 11.6
Glass4 9 214 (201, 13), 15.5
4.1 Iris dataset
The iris dataset as shown in Table 2 has three balanced
classes, each class 50 samples and each sample is repre-
sented by four features. We used only two classes (the first
two classes). The first step in the searching strategy is to
search for the best C that gives the minimum generalization
error. Figure 19(a) shows the accuracy, the sensitivity, and
the specificity of the linear SVM with different values of
C . As shown, the range of logC was [−7, 7] and the best
performance obtained when C ≥ 0.01 (i.e. logC ≥ −2).
Hence, C˜ = 0.01, 0.1, 1, . . . . To reduce the search space
of σ2, in the second step, we found that the maximum
distances between the samples in the first and second classes
were 2.43 and 2.65, respectively, and the minimum distances
were 0.1 and 0.2, respectively. Therefore, the search space of
σ2 was small and it was ranged from 0.12 to 2.652 ≈ 7.
Next, we searched for the optimal (C, σ2) along the line
logσ2 = logC − logC˜ . As a consequence, a small number
of points have to be tried and this is the reason why a
small grid spacing was used for getting better results. In
this dataset, the grid space was 0.01. This is for two reasons,
(1) because the number of points that have to be tried is
small (e.g. the number of points is four when C˜ = 0.1), and
(2) to scan the search space carefully. However, changing the
grid spacing changes also the number of points that have to
be tried.
We have tried different values for C˜ and we found that:
(1) with C˜ = 0.01, the best results obtained when (C =
0.1, σ2 = 10), (2) with C˜ = 0.1, the best results obtained
when (C = 0.1, σ2 = 1) and (C = 1, σ2 = 10), (3) with C˜ =
1, the best results obtained when (C = 1, σ2 = 1) and (C =
10, σ2 = 10), (4) with C˜ = 10, the best results obtained
when (C = 10, σ2 = 1) and (C = 10, σ2 = 100). The best
result obtained was: accuracy=100%, sensitivity=100%, and
specificity=100%. It is worth mentioning that as shown in
Fig. 19(a), linear SVM obtained also competitive results.
4.2 Sonar dataset
Figure 19(b) shows the obtained results with different values
of C . The best results obtained when C ≥ 1 and hence we
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Fig. 19: Variation of the accuracy, sensitivity, and specificity
of the linear SVM with C . (a) Iris dataset. (b) Sonar dataset.
The horizontal line is the values of logC .
can set C˜ to different values to find the optimal (C, σ2).
After doing the analysis for the dataset we found that the
maximum distances between samples of the first and second
classes were 3.28 and 3.32; respectively, while the minimum
distances were 0.23 and 0.18, respectively. Therefore, the
range of σ2 is approximately [0.22, 3.32] ≈ [0.04, 10.89].
The grid spacing was 0.01 and the best results obtained
with (1) C˜ = 1 were: accuracy=83.6%, sensitivity=79.5%,
and specificity=88.1% when (C = 1, σ2 = 1) and (2)
C˜ = 10 were: accuracy=84.6%, sensitivity=78.0%, and speci-
ficity=90.3% when (C = 100, σ2 = 10). The obtained results
are much better than the results of linear SVM (see Fig.
19(b)).
4.3 Liver dataset
In the Liver-disorders or simply liver dataset, C˜ ≥ 0.01.
The minimum distance between samples of both classes was
zero and the maximum distances between samples of the
first (second) class was 208.62 (213.73). Hence, the range
of σ2 is approximately [0.001, 100000]. After conducting
different values of C˜ , the optimal results (accuracy=73.91%,
sensitivity=63.48%, and specificity=81.56%) were obtained
with C˜ = 0.1 and (C = 10000, σ2 = 100000).
4.4 Pima Indians diabetes
In the first step in our search algorithm, we found that
C˜ ≥ 0.01. After analyzing the data we found that the min-
imum distance between samples of the same class was 2.87
and the maximum distance between samples of the same
class was 867.5. Hence, the range of σ2 is approximately
[10, 2× 106]. By trying different values of C˜ , we found that
the optimal solution was found when C˜ = 1, C = 106,
and σ2 = 106, and the optimal result was: accuracy 77.6%,
sensitivity 57.0%, and specificity 77.6%.
4.5 Breast cancer
The best results using linear SVM were obtained when
C˜ ≥ 0.001. The minimum distance between samples of the
same class was zero and the maximum distance was 23.3.
Hence, the range of σ2 is [10−3, 1000]. The best results in the
second step of our search strategy were accuracy=96.93%,
sensitivity=96.96%, and specificity=97.13% and these results
were obtained when C˜ = 0.001, C = 0.1, and σ2 = 100.
4.6 Iono dataset
In the first step of our search algorithm (i.e. linear SVM), C˜
was ≥ 0.01. The maximum distance between the samples
of the same class was 9.75 and the minimum distance
was zero. Hence, the range of the search space of σ2 was
[0.001, 100]. The optimal solution was: accuracy=94.86%,
sensitivity=87.2%, and specificity=98.7% and this optimal
solution was found when C˜ = 1 and (C = 10, σ2 = 1).
4.7 Imbalanced datasets
In all the previous experiments, the datasets have a small
IR. Practically, there are many problems suffer from the
imbalanced data problem with high IR. The goal of our
experiments in this section is to test our search strategy with
imbalanced data with high IR. These datasets are divided
into two divisions: (1) datasets with IR lower than nine, and
(2) datasets with IR higher than nine.
4.7.1 Imbalanced datasets with IR lower than nine
In this section, we used only two imbalanced datasets with
IR lower than nine. In both datasets, there are two classes,
and each sample is represented by seven features. The
details of each experiment are as follows:
• Ecoli1 dataset: With this dataset, in the first step, the
best results obtained when C˜ ≥ 1 and the maximum
distance between samples from the same class was
1.28 and the minimum distance between samples from
the same class was 0.04. Therefore, the range of σ2 is
[0.01, 10]. Searching along the line which is defined
in the second step of our searching algorithm obtains
competitive results. The best accuracy was 90.72% with
sensitivity=79% and specificity=94.3% and this solution
obtained when C˜ = 100, C = 10, and σ2 = 0.1.
• Ecoli2 dataset: With linear SVM, the best results
achieved with C˜ ≥ 1. We used the same range of
σ2 that we used in the Ecoli1 dataset, and we found
that the best accuracy was 95.9% with sensitivity 85.7%
and specificity 97.9% and this solution was found
when C˜ = 10, C = 1, and σ2 = 0.1. However,
the best sensitivity obtained when C˜ = 1000 and
(C = 10000, σ2 = 10), and the sensitivity was 91%
(accuracy=95.6% and specificity=96.5%).
To conclude, these findings indicate that our searching
strategy obtains competitive results even with the imbal-
anced data with IR≤ 9.
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4.7.2 Imbalanced datasets with IR higher than nine
In this section, we used only two imbalanced datasets with
IR higher than nine. In both datasets, there are two classes,
and each sample is represented by nine features. The details
of each experiment are as follows:
• Glass2 dataset: The value of C˜ was more than 106 and
the maximum distance between samples from the same
class was 12.04 and the minimum distance was zero.
Therefore, the range of σ2 is [0.001, 1000]. Searching
along the line which is defined in the second step of
our searching algorithm obtained competitive results.
The best accuracy was 92.06% with sensitivity=0% and
specificity=100% and this solution obtained when C˜ =
106, C = 1000, and σ2 = 10−3.
• Glass4 dataset: With linear SVM, the best C˜ was ≥ 10.
We used the same range of σ2 that we used in the Glass2
dataset, and we found that the best accuracy was 97.2%
with sensitivity 53.3% and specificity 97.2% and this
solution was found when C˜ = 10, C = 10, and σ2 = 1.
From these findings, we can conclude that:
• Despite that the grid search algorithm scanned the
whole parameter space, the proposed search algorithm
obtained results in most cases better or at least equal to
it (the grid search algorithm). This is because the pro-
posed algorithm searches only in two one-dimensional
spaces and this is much faster than searching within a
two-dimensional space. As a consequence, we can use
smaller grid spacing and this gives the chance for the
proposed algorithm to find the optimal solution than
the grid search.
• Practically, linear SVM achieved reasonable perfor-
mance with some data while adding some nonlinear-
ities to the SVM model helps to improve the classifica-
tion performance.
• Analyzing the data by exploring the feature ranges
of the training data gives the chance for the pro-
posed algorithm to focus on a small set of values
instead of searching in the whole space. For example,
in [24], [6], used the same range of features with all
datasets which have different ranges of features, where
0.01 ≤ C ≤ 3000 and 0.01 ≤ σ ≤ 100. In [25], the
search space of C increased to be 0.01 ≤ C ≤ 35000.
By contrast, in our analysis, for example, with some
datasets as the Sonar dataset, the range of σ2 was
[0.04, 10.89] and with the iris dataset the range of σ2 is
[0.01, 7]. With this small search space, we can reduce the
grid spacing. This increases the chance of finding the
optimal solution or at least the proposed algorithm will
be closer to the optimal solution than the grid search
algorithm. Moreover, with a small search space, instead
of searching along one line as reported in [2], we can
try different values of C˜ and hence searching along
many lines. Practically, for example, with C˜ ≥ 0.01, this
means that C˜ have different values. However, after a
certain limit, the obtained results decrease by increasing
C˜ more than this limit and the results get worse.
• The imbalanced data with high IR and also with a small
number of minority samples obtain low sensitivity rate.
This is because, in all our experiments, we used five-
fold cross-validation and hence the training data have
not enough samples from the minority class to train the
model. For example, with the Glass4 dataset, there are
13 minority samples and if we divided the data into
five folds, the best case that each fold has two or three
minority samples while each fold has approximately
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5 ≈ 40 samples from the majority class. Hence, there
is no enough minority data for training the SVM model
and this will reduce the sensitivity results as mentioned
in our results. Therefore, one of the algorithms could
be used for generating new minority samples to give
a better chance for the SVM model to explore the
minority class.
5 CONCLUSIONS
Support vector machine (SVM) is one of the well-known
learning algorithms and it has been used in many appli-
cations. However, the classification performance of SVM
is highly affected by its parameter’s values and this may
lead the SVM model to severe underfitting or overfitting.
In many studies, SVM parameters are used as a black
box, without understanding the internal details. Moreover,
many studies optimized SVM parameters without taking
into account if the data is balanced or not. However, the
problem of imbalanced data is a challenging problem for
building robust classification models. In this paper, the
behavior of SVM with Gaussian and linear kernel functions
is analyzed with balanced and imbalanced data. These
analyses including some numerical examples, visualization,
and mathematical explanations to show (1) the training and
testing error rates, (2) decision boundaries, (3), SVM margin,
(4) complexity of the classification model, and (5) number
of support vectors with different parameters’ values. From
this analysis, we proposed a new algorithm for optimizing
SVM parameters. This algorithm has three main steps: (1)
using linear SVM to search for the optimal C and call it C˜ ,
(2) analyze the data to find the range of the search space
of σ2, and (3) search for the optimal C, σ2 along the line
logσ2 = logC − logC˜ .
This paper followed the approach of not only explaining
the results of some experiments; but, also visualizing these
results with figures to make it easy to understand. Addition-
ally, some numerical examples are presented and graphi-
cally illustrated for explaining geometrically and mathemat-
ically the impact of the Gaussian and linear kernel functions
on the performance of the SVM model.
Several directions for future studies are suggested.
Firstly, datasets with a severe imbalance ratio should be
used for evaluating the proposed algorithm. Secondly, in
our experiments, all datasets have only two classes, but
other datasets with multi-classes and high dimensions
should be tested.
6 APPENDIX
6.1 Quadratic Programming
Linearly constrained optimization problems with a
quadratic objective function are called Quadratic program or
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Quadratic Programming (QP) optimization problems. In these
problems, the objective function will be quadratic as follows:
min f(x) =
1
2
xTQx + cx
s.t. g(x) = Ax ≤ b (35)
where c ∈ Rn is the coefficient of the linear terms in the
objective function (f ), Q ∈ Rn×n is symmetric matrix and
it represents the coefficients of the quadratic term, Ax ≤ b
represents the linear constraints and these constraints repre-
sent the boundary of the feasible region of the optimization
problem, A ∈ Rm×n is the coefficients of the constraints,
the vector x has n dimensions and it represents the decision
variables, m is the number of constraints, and b is the right-
hand-side coefficients.
If the objective function is convex11 for all feasible points
or simply on the feasible region; hence, there is one local
minimum which is the global minimum also. The objective
function is convex if and only if the Q matrix12 is positive
semidefinite13. If Q is positive definite and minimum or
negative definite and maximum; so, the objective function
is strictly convex14 and the function will be in a round bowl
shape; hence, it has only one global optimal solution. While
the objective function will be convex but not strictly when Q
is positive semidefinite and minimum; hence, many points
have the same objective value (i.e. we can find a flat region
in the objective function). The objective function will have
many local optimal solutions when Q is indefinite.
Given an optimization problem as follows:
min f(x, y) = x2 + y2
s.t. g(x, y) = x+ y =
√
6 (36)
From Equation (36), the objective function (f ) is
quadratic and the constraint is linear. Figure 20(a and d)
shows the surface and contour plots of the objective function
(f(x, y)) and Fig. 20(b and e) displays the surface and
contour plots of the constraint (g(x, y)). As shown, the
objective function is strictly convex and the optimal solution
is located at the origin.
The gradient vector of a function f(x, y) is denoted by
5f and it is calculated as follows:
5f = gradf =
〈
∂f
∂x
,
∂f
∂y
〉
The gradient of our example in Equation (36) is as
follows:
5f = 〈2x, 2y〉 (37)
11. The function f(x) is convex if a line drawn between any two
points on the function remains on or above the function in the interval
between the two points [14].
12. If the function is twice differentiable, the Hessian matrix is the
matrix of second order derivatives as follows, [H(x)]ij =
∂2f(x)
∂xi∂xj
.
H is symmetric (i.e. ∂
2f(x)
∂xi∂xj
=
∂2f(x)
∂xj∂xi
). In quadratic programming
optimization problems, H(x) is the quadratic term in Equation (35).
Thus, the Hessian matrix is used in some references to test the convexity
of a function, and Q and H matrices are the same.
13. X is positive semi-definite if vTXv ≥ 0 for all v 6= 0. In other
words, all eigenvalues of X are ≥ 0.
14. Let X be a convex set. The function f is strictly convex if: ∀x1 6=
x2 ∈ X, ∀t ∈ (0, 1) : f(tx1 + (1− t)x2) < tf(x1) + (t− 1)f(x2).
Figure 20(c and f) shows the gradient vectors of the
objective function (5f ) and the gradient of the constraint
(5g). Figure 20(f) shows the gradient vectors at three dif-
ferent points (−1,−1), (1, 0), and (0, 1). For example, with
the first point (−1,−1), the gradient vector at this point
can be calculated by substituting it in Equation (37), and
the gradient vector will be 〈2x, 2y〉 = 〈−2,−2〉, and it is
represented in the figure by a red arrow. Similarly, the other
two gradient vectors at (0, 1) and (1, 0) are represented by
yellow and green arrows, respectively. The gradient vectors
at any point can be calculated and Fig. 21 shows the gradient
vectors of the objective function in Equation (36) at many
points. As shown, the gradient vector at any point is normal
to the level curve, and it (the gradient vector) points in the
direction of greatest rate of change of f(x, y).
From Fig. 20(f) and 21, it is clear also that 5f(x, y) ⊥ f
at any point and similarly also for the constraint function
5g ⊥ g(x, y). In our example, the solution is a point(s)
that satisfy the constraint and also minimizes the objective
function. At this point, the two gradient vectors are parallel
(i.e. 5f and 5 g are in the same or opposite direction, so
5f = ±α5 g), and the constraint line (g) is tangent to the
inner contour line of f , i.e. inner ellipse contour line of f
(see Fig. 20(c and f)).
The optimization problem in Equations (35) can be
solved by combining the objective function (f ) and the
constraint (g) into one Lagrangian function by introducing
new slack variables α as follows:
L(x, α) = f(x)− αg(x)
where L is called Lagrangian and it can be solved as follows,
5L(x, α) = 0 and this finds the points where the gradient of
both f and g are parallel, and α is called Lagrange multiplier.
Hence, L(x, α) will be calculated as follows:
L(x, α) = f(x)−
∑
i
αigi(x)
=
1
2
xTQx + cx− α(Ax− b) (38)
and hence L(x, y, α) of our optimization problem in Equa-
tion (36) will be
L(x, y, α) = f(x, y)− αg(x, y)
= x2 + y2 − α(x+ y −
√
6) (39)
Equation (38) is solved by differentiating it with respect
to xi and αi as follows15
∂L(x, α)
∂xi
= 0⇒ c + xQ−Aα = 0 , i = 1, 2, . . . , n
∂L(x, α)
∂αi
= 0⇒ Ax− b = 0 , i = 1, 2, . . . ,m
15. xi, i = 1, 2, . . . , n represent the decision variables and in our
example in Equation (36) we have two decision variables: x and y.
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Fig. 20: Visualization of the objective function and the constraint of our example in Equation (36). (a and d) The 3D surface
and the contour plot of the objective function. The objective function is a strictly convex optimization function and it has
only one optimal solution at the origin. (b and e) The 3D surface and the contour plot of the linear constraint in our example
in Equation (36). (c and f) The 3D surface and the contour plot of the intersection between the objective function and the
constraint of our example in Equation (36). This intersection represents the solution for the optimization problem. In (f),
the red, yellow, and green arrows represent different gradient vectors at three different points. The blue and black arrows
are parallel (i.e. 5f ‖ 5g).
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Fig. 21: Quiver, vector field, or velocity vectors plot of the
objective function in Equation (36). The direction of arrows
points to the direction of the greatest rate of change of the
function. The length of each arrow represents the rate of
change and it is clear that near the origin which is the
optimal solution the arrows are short which reflects the
small rate of change.
Similarly, in our example, we can find the solutions by
differentiating Equation (39) with respect to x, y, and α as
follows:
∂L(x, y, α)
∂x
= 0⇒ 2x− α = 0
∂L(x, y, α)
∂y
= 0⇒ 2y − α = 0
∂L(x, y, α)
∂α
= 0⇒ x+ y −
√
6 = 0 (40)
By solving Equation (40), we found that α = 2x =
√
6
and x = y =
√
6
2 ≈ 1.225 (see Fig. 20(f)).
6.2 Dual vs. primal problems
The solutions of dual problems represent the bounds of the
solutions of the primal problems. For example, given a min-
imization problem, we can formulate it as a maximization
problem. Hence, we will find the maximum for the problem,
and this maximum is the lower boundary to the solutions of
the minimization problem. The dual solution (D) represents
the lower bound of the solutions of the primal problem
(P ). The difference between P and D is called the duality
gap. If P − D = 0; thus, there is no duality gap, and this
is known as a strong duality, this case achieves in case of
convex optimization problems and satisfies constraints. If
the gap is strictly positive, this is called the weak duality (i.e.
the optimal value of the primal minimization problem is
greater than the dual problem) [26].
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However, sometimes solving dual problems is simpler
than solving the primal problems, particularly when the
number of decision variables is considerably less than the
number of slack/surplus variables.
Given a primal problem as follows:
min ZP = CX
s.t. AX ≤ B, X ≥ 0
and the corresponding dual problem of ZP in is
max ZD = BTW
s.t. ATW ≥ CT , W ≥ 0
The dual of dual problem is the primal problem, and if
the primal problem has a solution then the dual problem
also has a solution and vice versa.
The Lagrangian of the dual function of our example in
Equation (36) is as follows:
max
α≥0
LD(α) = (
α
2
)2 + (
α
2
)2 − α(α
2
+
α
2
−
√
6)
=
α2
2
− α(α−
√
6) = −α
2
2
+
√
6α
where x = y = α2 (as in Equation (40)). Now, LD has only
one parameter and it can be solved easily as follows:
∂LD
∂α
= 0⇒ −α+
√
6 = 0
as a result, α =
√
6 and x = y = α2 =
√
6
2 and these results
agree with the results of the primal problem. In other words,
the optimal solutions of both primal and dual form of the
same problem are the same and there is no duality gap.
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