We explore the connection between locally constrained graph homomorphisms and degree matrices arising from an equitable partition of a graph. We provide several equivalent characterizations of degree matrices. As a consequence we can efficiently check whether a given matrix M is a degree matrix of some graph and also compute the size of a smallest graph for which it is a degree matrix in polynomial time. We extend the well-known connection between degree refinement matrices of graphs and locally bijective graph homomorphisms to locally injective and locally surjective homomorphisms by showing that also these latter types of homomorphisms impose a quasiorder on degree * Extended abstracts of some of the results presented in this paper were presented at international conferences 1 matrices and a partial order on degree refinement matrices. Computing the degree refinement matrix of a graph is easy, and an algorithm deciding comparability of two matrices in one of these partial orders could be used as a heuristic for deciding whether a graph G allows a homomorphism of the given type to H. For local surjectivity and injectivity we show that the problem of matrix comparability belongs to the complexity class NP.
Introduction
Graph homomorphisms have a great deal of applications in graph theory, computer science and other fields. Beyond these computational aspects they give rise to interesting structural properties on graphs, e.g. existence of homomorphism imposes a quasiorder on the class of all graphs, which can be factorized into a partial order on the cores, see the recent monograph [18] . In this paper we study similar structural properties derived from locally constrained graph homomorphisms [10] , where for any vertex u the mapping f : V G → V H induces a function from the neighborhood of u to the neighborhood of f (u) which is required to be either bijective [1, 20] , injective [11, 12] , or surjective [15, 21] . We then write G The locally bijective homomorphisms, also called graph coverings, originally arose in topological graph theory [4, 23] , and have applications in distributed computing [6] , in recognizing graphs by networks of processors [2, 3] , and in constructing highly transitive regular graphs [5] . The locally injective homomorphisms, also called partial graph coverings, have been studied due to their applications in models of telecommunication [12] , in distance constrained labelings of graphs [13] with applications to frequency assignment, and as indicators of the existence of homomorphisms of derivate graphs (line graphs) [24] . The locally surjective homomorphisms, also called role assignments, have applications both in distributed computing [8] and social science [9, 25, 26] .
A main computational issue is the one of dichotomy (cf. [17] ), i.e., for every graph H classifying the decision problem whether an input graph G has a homomorphism of given type to the fixed graph H as either NP-complete or polynomially solvable. For the locally surjective homomorphisms this classification is known [15] , with the problem for every connected H on at least three vertices being NP-complete. For the locally bijective and injective cases there are many partial results, see e.g. [12, 20] , but even conjecturing a classification for these two cases is problematic.
An equitable partition of a connected graph G is a partition B 1 , . . . , B k of its vertex set such that any vertex in B i has the same number m i,j of neighbors in B j , and we call the matrix M = {m i,j } a degree matrix (1 ≤ i, j ≤ k). The degree refinement matrix of a graph G, which can be computed efficiently, is the degree matrix corresponding to the coarsest equitable partition of G. See Figure 1 for a Venn diagram depicting the relation between degree matrices, adjacency matrices and degree refinement matrices. The existence of a locally bijective homomorphism between two graphs implies equality of their degree refinement matrices, and this check for equality forms a wellknown heuristic to the question if G B − → H, in particular for the special case of graph isomorphism. In this paper we extend this connection to degree matrices, and we show a connection also between degree refinement matrices and both locally injective and surjective graph homomorphisms.
Our paper is organised as follows. In Section 2 we show that, on the set of connected graphs C, the three relations (C, B − →), (C, I − →) and (C, S − →) imposed by the existence of a locally constrained graph homomorphism of given type between two graphs are partial orders. In Section 3 we introduce the class M of degree matrices of connected graphs and present three equivalent characterizations of these matrices. As a consequence we can efficiently check whether a given matrix M is a degree matrix and also compute the size of a smallest graph having degree matrix M . In subsection 3.2 we define three relations (M, − → N for some given graphs G and H could be independent of the size of G and H, even these NP algorithms might be plausible as a heuristic for the questions if G I − → H or G S − → H. Moreover, we consider the universal cover of a graph, defined in subsection 2.2, also known as the infinite unfolding of a graph. As mentioned earlier, G B − → H is conditioned by the equivalence of the degree refinement matrices of G and H, and this can also be expressed as an isomorphism between the universal covers of G and H [22] . In subsection 6.2 we use the proof technique established in subsection 6.1 to disprove a conjecture that would have established a similarly strong connection between locally injective graph homomorphisms and universal cover inclusion.
Graphs
If not stated otherwise graphs considered in this paper are finite and simple, i.e. without loops and multiple edges. For graph terminology not defined below we refer to [7] .
A graph H is a subgraph of a graph G denoted by H ⊆ G if V G ⊆ V H and E G ⊆ E H .
For a mapping f : V G → V H and a set S ⊆ V G we use the shorthand notation f (S) to denote the image set of S under f , i.e., f (S) = {f (u) | u ∈ S}. For any x ∈ V H , the set f −1 (x) is equal to {u ∈ V G | f (u) = x}. For a vertex u ∈ V G , we denote its neighborhood by N G (u) = {v | (u, v) ∈ E G }. A k-regular graph is a graph, where all vertices have k neighbors (i.e. are of degree k). A (k, l)-regular bipartite graph is a bipartite graph where vertices of one class of the bipartition are of degree k and all others are of degree l.
A complete graph is a graph with an edge between every pair of vertices. The complete graph on n vertices is denoted by K n .
A graph homomorphism from G = (V G , E G ) to H = (V H , E H ) is a vertex mapping f : V G → V H satisfying the property that for any edge (u, v) in E G , we have (f (u), f (v)) in E H as well, i.e., f (N G (u)) ⊆ N H (f (u)) for all u ∈ V G . Two graphs G and G are called isomorphic, denoted by G G , if there exists a one-to-one mapping f : V G → V G , where both f and f Definition 1 For graphs G and H we denote: See Figure 2 for an example. Note that a locally bijective homomorphism is both locally injective and surjective. Hence, any result valid for locally injective or for locally surjective homomorphisms is also valid for locally bijective homomorphisms. We provide an alternative definition of these three kinds of mappings via subgraphs induced by preimages of edges. As far as we know this quite natural definition has not previously appeared in the literature.
Observation 2 Let f : G → H be a graph homomorphism. For every edge (x, y) of H, the bipartite subgraph of G induced by the set f
• a perfect matching if and only if f is locally bijective,
• of maximum degree one (i.e. a matching) if and only if f is locally injective,
• of minimum degree one if and only if f is locally surjective.
Note that for locally bijective homomorphisms from a graph G to a connected graph H the preimage classes all have the same size and for locally surjective homomorphisms all the preimage classes have size at least one. This yields the following observation:
Observation 3 Let G be a graph and H be a connected graph.
In our paper we frequently involve the following two useful statements: 
Theorem 5 ([14])
Let G be a, possibly infinite, graph and let H be a connected graph. If G allows both a locally injective and a locally surjective homomorphism to H, then both these homomorphisms are locally bijective.
Partial orders on graphs
It is well-known that graph homomorphisms define a quasiorder on the class of all graphs, which can be factorized into a partial order on the so-called cores, see e.g. the recent monograph [18] . In contrast, we consider all isomorphism classes of connected graphs. We assume that each of these classes is represented by one of its elements, and these representatives form the set C, called the set of connected graphs. We view , where * indicates the appropriate local constraint, and now show that (C, * − →) is a partial order for any local constraint * ∈ {B, I, S}.
Observe first that for any G ∈ C the identity mapping id : V G → V G clarifies that all three relations * − → are reflexive. The composition of two graph homomorphisms of the same kind of local constraint (B, I, S) is again a graph homomorphism of the same kind. Hence each * − → is also transitive. For antisymmetry, suppose for G, H ∈ C that f : G * − → H, g : H * − → G, where f, g are of the same local constraint. For * ∈ {B, S} we can invoke Observation 3 to conclude that G H.
For * = I we have g • f : G I − → G and id : G S − → G by the identity mapping id. Then, by Theorem 5, the mapping g • f is locally bijective. Since G is in C, we deduce that (g • f )(V G ) = V G . This implies that f is (globally) injective. By the same argument we find that f • g : H I − → H is locally bijective. Since H is in C, we deduce that (f • g)(V H ) = V H . This implies that f is (globally) surjective. Hence, f is a graph isomorphism from G to H. So, all three relations are antisymmetric. We would like to mention that the antisymmetry of I − → also follows from an iterative argument of [24] . Combining the results above with Theorem 5 yields the following. 
Universal covers of graphs
For a connected graph G, the universal cover T G is defined in [2] as follows. The vertices of T G can be represented as walks in G starting in a fixed vertex u that do not traverse the same edge in two consecutive steps. Edges in T G connect those walks that differ in the presence of the last edge. The universal cover T G will be infinite whenever G is not a tree. The mapping T G B − → G sending a vertex representing a walk in G to the last vertex of that walk is a locally bijective homomorphism.
Proposition 7 ([2])
For any graph G ∈ C the universal cover is the unique tree (up to isomorphism) that allows
Trivially, a homomorphism from a graph G to a graph H translates into a homomorphism from T G to T H , and the following lemma will be useful.
The following result follows from Lemma 8 and a simple inductive argument on the two trees T G and T H .
Corollary 9
Let G and H be graphs in C.
Degree matrices
Any locally bijective graph homomorphism preserves not only vertex degrees but also degrees of neighbors and degrees of neighbors of these neighbors and so on. To capture this property the following notion will be useful. For a matrix M we denote M i,j = m i,j throughout the rest of the paper.
Definition 10
We call a square matrix M of order k a degree matrix of a connected graph G and write G B − → M if there is a so-called equitable partition of V G into blocks B = B 1 , . . . , B k that, for every i and u ∈ B i , satisfies:
Equitable partitions are well-known, see e.g. [16, 27] , and although the associated matrices have also been considered we did not find an established terminology for them. Note that degree matrices of disconnected graphs can be defined in the same way, and a graph G can allow several degree matrices, with an adjacency matrix itself being the largest one, and the smallest one being its degree refinement matrix, as defined in Section 4 (this latter connection explains our choice of terminology). We let M be the set of degree matrices of connected graphs, i.e., a matrix M is in M if and only if there exists a nonempty graph G ∈ C such that G Proof:
We also extend the locally injective and surjective graph homomorphisms to the codomain of degree matrices.
Definition 12 Let G be a connected graph and let M ∈ M be a degree matrix of order k. We write G I − → M if there is a partition of V G into blocks B 1 , . . . , B k that, for every i and u ∈ B i , satisfies:
Definition 13 Let G be a connected graph and let M ∈ M be a degree matrix of order k. We write G S − → M if there is a partition of V G into blocks B 1 , . . . , B k that, for every i and u ∈ B i , satisfies: 
A characterization of degree matrices
As a first step we make the following observation, which is easy to see. 
This immediately implies that for any degree matrix M ∈ M of order k, m i,j > 0 if and only if m j,i > 0 for all 1 ≤ i < j ≤ k.
We call integer matrices that have the above property zero-symmetric. There exist zero-symmetric matrices that are not in M. Take for example
It is easy to see that M is not in M: due to equation (1) the vertex set V G of any graph G with G B − → M can be partitioned into blocks B 1 , B 2 , B 3 with 2|B 1 | = |B 2 | = |B 3 | = |B 1 |, which would result in G being empty. Note that M is not a degree matrix of a disconnected graph either. The fact that M is not trivially characterized makes the following decision problem interesting.
Degree Matrix Determination
To determine the complexity of the above problem we will characterize degree matrices and therefore introduce the following definitions. A directed graph D = (V D , E D ) with possibly loops is called symmetric if there exists an arc (j, i) ∈ E D whenever there exists an arc (i, j) ∈ E D . Let w : E D → N be a positive weight function defined on the arc set of D. We say that a cycle
where the subscript of v i+1 is computed modulo c + 1. In other words, a cycle has the cycle product identity if the product of arc weights going clockwise around the cycle is the same as the product counter-clockwise. We say that D has the cycle product identity if every cycle of D has the cycle product identity. 
Note that the product of edge weights clockwise around the cycle C is equal to the the product of edge weights clockwise around the cycles C 1 and C 2 divided by w(v i , v j )w(v j , v i ). Likewise the product of edge weights counter-clockwise around C is equal to the product of counter-clockwise products around cycles C 1 and C 2 divided by w(v i , v j )w(v j , v i ). By induction we conclude that the cycle C has the cycle product identity.
For a k × k matrix M we define the quotient graph F M as follows. Its vertex set V F M consists of vertices {1, . . . , k}. For 1 ≤ i, j ≤ k, there is an arc or loop from i to j with weight m i,j if and only if m i,j ≥ 1. See Figure 3 for an example. Note that F M is an symmetric directed graph if and only if M is zero-symmetric. We say that the matrix M is connected if the associated graph F M is connected. Note that, by definition of M, any degree matrix in M is connected.
Let F M be the underlying simple graph of F M , i.e., V F M = V F M = {1, . . . , k} and (i, j) is an undirected edge of F M , whenever both (i, j) and (j, i) with i = j are directed arcs of F M . We define the weighted incidence matrix IM to be the |E F M | × k matrix whose rows are indexed by edges e = (i, j) ∈ E F M , i < j and its only nonzero entries in the e-th row are IM e,i = m i,j and IM e,j = −m j,i . See Figure 3 for an example.
The kernel and rank of a matrix M are denoted by ker(M ) and rank(M ) respectively.
We now present our characterization of degree matrices, which will also be useful in later proofs.
Theorem 17 For a square matrix M over nonnegative integers the following statements are equivalent:
(ii) The quotient graph F M is a connected symmetric directed graph satisfying the cycle product identity.
(iii) M is zero-symmetric and dim(ker(IM )) = 1. (ii) ⇒ (iii) Since F M is symmetric, M is zero-symmetric. Consider a path P 1i in F M from the vertex 1 corresponding to the first row of M to any vertex i corresponding to the i-th row of M . We apply Observation 15 for consecutive pairs on P 1i . Combining these equalities yields a rational b i > 0 such that |B i | = b i |B 1 | for the blocks B i and B 1 of any possible graph G with degree matrix M . Because F M satisfies the cycle product identity, taking another path P 1i between vertices 1 and i would lead to exactly the same equality (2) For any p, q ≥ 1, there exists a (p, q)-regular bipartite graph with the degree-p side having m vertices and the degree-q side having n vertices if and only if m ≥ q, n ≥ p and mp = nq.
We now choose an integer solution s of ker(IM ) such that
• s i m i,i is even for all i. ( * )
• s i ≥ m j,i for all i and all j = i.
Then the following graph G M has M as one of its degree matrices. Its vertex set V G M can be partitioned into blocks B 1 ∪ · · · ∪ B k with |B i | = s i for all 1 ≤ i ≤ k. Its edge set E G k can be chosen such that:
• The subgraph induced by B i is m i,i -regular for 1 ≤ i ≤ k.
• The induced bipartite subgraph between vertices of blocks B i and B j is (m i,j , m j,i )-regular for all 1 ≤ i < j ≤ k.
See Figure 4 for an example of the construction.
We note here that for the transposed matrix IM T the dimension of its kernel could be well expressed since it is equal to the dimension of the cycle space S F M of F M : dim(ker(IM )) = 1 if and only if rank(IM
Theorem 17 has many consequences for the computational complexity of problems related to degree matrices.
Corollary 18
The Degree Matrix Determination problem can be solved in polynomial time.
Proof: First we check whether the matrix M is zero-symmetric. If it is, then we construct its quotient graph F M in order to find out whether the matrix M is connected. We further check whether dim(ker(IM )) = 1 and use Theorem 17.
Theorem 17 and Corollary 18 immediately imply that for examining whether a graph has the cycle product identity we do not have to check all (induced) cycles, of which there could be an exponential number, explicitly.
Corollary 19
The problem whether a symmetric directed graph with positive edge weights has the cycle product identity can be solved in polynomial time.
Note that for many matrices M the smallest graph G having M as a degree matrix could have size exponential in the size of M (assuming the entries of M are encoded in binary). For an example take the 1 × 1 matrix M with the (only) entry m 1,1 . Then G = K m 1,1 +1 is the smallest m 1,1 -regular graph, but it's size is exponential in O(log m 1,1 ). Thus, in some way the following result is the best we can hope for.
Corollary 20
For any degree matrix M ∈ M, the block sizes of a smallest graph G with G B − → M can be computed in polynomial time. 
where γ is required to be even if for some i the product b * i m i,i is odd. Then b = γb * satisfies all three conditions ( * ) in the proof of Theorem 17, i.e., it yields the block sizes of a smallest graph G in the same way as in the proof of Theorem 17.
We have shown that verification whether or not a given matrix is a degree matrix can be done in polynomial time. What about the complexity of the problem of deciding whether a given matrix M is a degree matrix of a given graph G?
Degree Matrix Recognition
Instance: A graph G and a matrix M . Question:
Proposition 21 The Degree Matrix Recognition problem is NP-complete.
Proof: A result from [19] is that the H-Cover problem, which takes as input a graph G and asks if G 
Degree matrix comparisons
To study the connection between degree matrices and locally constrained graph homomorphisms we define the following concepts. Later we prove that these three relations are quasiorders and that they become partial orders when restricted to degree refinement matrices. We define now the following matrix comparison problems:
In Section 5, after our study on degree refinement matrices, we give a polynomial-time algorithm that solves the Matrix Bijectivity problem based on the well-known algorithm to compute a degree refinement matrix of a given graph. For the other two local constraints considerably more effort is required. In Section 6 we give an NP algorithm for solving the Matrix Injectivity problem by showing that M 
Universal covers of degree matrices
For use in later proofs we extend the notion of universal cover to degree matrices. Let M be a degree matrix in M. We construct its universal cover T M by taking as root of the (possibly infinite) tree T M a vertex corresponding to row 1 of M , thus of row-type 1, and inductively adding a new level of vertices while maintaining the property that each vertex of row-type i has exactly m i,j neighbors of row-type j. Obviously, T M B − → M holds. We make the following observation on universal covers of degree matrices and graphs.
Taking any vertex from B 1 as root, thus of row-type 1, and inductively adding neighbors (children) in T G on the next level, we maintain precisely the property in the definition of T M , namely that a vertex of rowtype i will have m i,j neighbors of row-type j. Thus T M = T G .
The following result follows from Corollary 9 and Proposition 23.
For the surjective case it is clear that the reverse is not true: for a small counterexample take M = drm(P 4 ) and N = drm(P 3 ), where P k denotes a path on k vertices. For the injective case the authors were trying hard to prove the following conjecture (in an attempt to obtain an efficient algorithm for the Matrix Injectivity problem).
Conjecture 25 For any two matrices
However, the proof technique developed in Section 6 allows the construction of an example disproving Conjecture 25. Due to the relatively large size of this counterexample we cannot easily show its correctness without explaining the technique itself, and therefore postpone its presentation to Section 6.2.
Degree refinement matrices
Among all equitable partitions of a graph G, there is a unique one having the fewest number of blocks. This coarsest equitable partition, and a canonical ordering of its blocks, is computed by the stepwise refinement of V G , which is the following efficient algorithm (cf. [2] ). Note that all sequences and vectors defined below are finite. 
Compute for every vertex
consisting of the number of neighbors it has in each block. 
, . . . , B As the degree partition is a special case of an equitable partition we may define:
Definition 26
The degree refinement matrix drm(G) of a graph G is the unique degree matrix corresponding to the degree partition B * , i.e., its i th row is a degree vector of a vertex in B * i .
Clearly, the stepwise refinement algorithm runs in polynomial time. So the Degree Matrix Recognition problem becomes polynomially solvable when restricted to degree refinement matrices. As an example we consider the graphs G B and H of Figure 2 . We find that
The graphs G I and G S in Figure 2 have degree refinement matrices different from drm(H), e.g., drm(G I ) is an adjacency matrix of G I , and no locally bijective homomorphism from these graphs to H can exist. Indeed, it is clear that any two graphs G and H with G B − → H must satisfy the condition drm(G) = drm(H). For two graphs of the same size the test for this condition constitutes a well-known heuristic for graph isomorphism.
Partial orders on degree refinement matrices
In a paper from 1982, Leighton showed the following. represented by degree refinement matrices. It is natural to ask if the other two kinds of locally constrained homomorphisms are also conditioned by the existence of a well-defined relation on the degree refinement matrices. Here, we prove that such relations exist and moreover, that they are partial orders. We let M ⊂ M denote the set of connected degree refinement matrices, i.e., the set of all degree refinement matrices of graphs in C.
As stated above (M , For the transitivity property of ∃I − → we use the next lemma. 
We define the mappings f : (u, i) → f (u) i and π : (u, i) → u. Observe that, for any edge (x i , y j ) ∈ E H * , the subgraph of G * induced by the vertex set f −1
(y j ) is isomorphic to the subgraph of G induced by the vertex set f 
Degree matrix comparison via local bijectivity
In this section we consider the Matrix Bijectivity (is M ∃B − → N ?) problem. For this purpose we first generalize the stepwise refinement algorithm of Section 4 into an algorithm, called the DRM Construction algorithm and given in the box below, that takes as input a degree matrix M and computes a matrix drm(M ) such that drm(M ) = drm(G) for any graph G having degree matrix M . Note that this constitutes a definition of drm(M ) for a degree matrix M . For computing the degree refinement matrix of a given graph G, take an adjacency matrix of G as the input of this algorithm. Note that in steps 2 and 3 the canonical order of the blocks is defined.
The time complexity of the DRM Construction algorithm for a k × k matrix is O(k 3 log k) (assuming unit time per arithmetic operation). The outer cycle may have at most k rounds, while in each round the major operation is the lexicographic sorting of at most k vectors of length at most k, which can be done in time O(k 2 log k). Because of the DRM Construction algorithm we can make the following observation. Corollary 32 Checking whether a given k × k matrix M is a degree refinement matrix in M can be done in polynomial time.
DRM Construction
Input: A degree matrix M of order k. Output: The degree refinement matrix drm(M ) of all graphs with degree matrix M . If we apply Proposition 4 on the universe of connected degree matrices we obtain the following result, which we will use for the construction of our algorithm that solves the Matrix Injectivity problem. (Since such a result
drm ( 
Computational complexity
For computational complexity purposes X denotes the size of the instance X (graph, matrix, etc.) in usual binary encoding of numbers. Formally we represent vertices of a graph G by numbers {1, 2, . . . , |V G |} and its edges as a list of its vertices. A graph with m edges on n vertices hence requires space G = Θ(m log n). Recall that the size of an integral-valued k × l matrix A is defined as kl a * = kl log a * , where a * = max({2} ∪ {|A i,j | | 1 ≤ i ≤ k and 1 ≤ j ≤ l}).
We will need the following technical lemma for our NP algorithm.
Lemma 37 Let A be an integral-valued k × l matrix with l > k. If Ax = 0 allows a nontrivial nonnegative solution, then it allows a nontrivial nonnegative integer solution x with at most k + 1 nonzero entries and with x i = O(k log(ka * )) for each entry x i .
Proof: If a nonnegative solution x with more than k + 1 positive entries exists, then the columns corresponding to k + 1 of these variables are linearly dependent. Let the coefficients of such a linear combination together with zeros for the other entries form a vector x . Obviously Ax = 0, but the entries of x may not be necessarily nonnegative. Without loss of generality we assume that at least one of the entries in x is positive. Then, for α = − min{
| x i > 0} the vector x + αx is also a nontrivial nonnegative solution with more zero entries than x.
Repeating this trimming iteratively we obtain a nontrivial nonnegative solution with at most k + 1 nonzero entries. As the other entries are zero, we may restrict the matrix A to columns corresponding to nonzero entries of the solution. It may happen that the rank of the modified matrix decreases. Then we reduce the number of rows until the remaining ones become linearly independent. We repeat the whole process until we finally get a k × (k + 1) matrix B of rank k ≤ k, such that By = 0 allows a nontrivial solution y with y i > 0 for i = 1, . . . , k + 1. Such a vector y can be extended to a solution x of the original system by inserting zero entries.
Without loss of generality we assume that the first k columns of B are linearly independent, and we arrange them in a regular matrix R. Note that the last column of B is a linear combination of the other columns with unique coefficients − y i y k +1 < 0 for i = 1, . . . , k . The inverse of R can be expressed as
, where adj(R) is the adjoint matrix of R. By the determinant expansion we have that det(R)
. Then we find that det(R) = O(k log(ka * )). Each element of adj(R) is a determinant of a minor of R and hence is smaller than (k − 1)
B. Then
• y is a solution of B y = 0 if and only if By = 0 (recall that rank(R) = k ).
• The first k columns of B form the matrix det(R) · I k .
• In the last column the entries z i = det(R)
If det(R) > 0 then y = (−z 1 , . . . , −z k , det(R)) is a nonnegative nontrivial integral solution to By = 0. In the other case we swap the sign and choose y = (z 1 , . . . , z k , − det(R)). As each
, we obtain z i = O(k log(ka * )), which concludes the proof.
We now give the main theorem of this section. In the remainder we write m i,j = M i,j and n i,j = N i,j for matrices M and N respectively. For a square matrix M of order k we let m * = max({2} ∪ {m i,j | 1 ≤ i, j ≤ k }).
Theorem 38 For two connected degree matrices M and N of order k and l respectively, M Proof: Let M, N ∈ M be of order k and l respectively. Throughout this proof we assume that indices i, j, r, s used later always belong to feasible intervals 1 ≤ i, r ≤ k and 1 ≤ j, s ≤ l. For clarity we often abbreviate pairs of sub-/super-scripts i, j by ij, so in this notation, ij does not mean multiplication.
Suppose M 
then we call p The vector w with entries w
}| is a nontrivial solution of the following homogeneous system of k 
since in each equation both sides are equal to the number of edges connecting sets W rs and W ij . So the system (6) has a nontrivial nonnegative solution. Note that all coefficients p rs(t) ij of this system are at most m * . Then, by Lemma 37, we find a nontrivial nonnegative integer solutionw = (w 11 (1) , . . . ,w . Recall fact (2) of the proof of Theorem 17. Asw satisfies (6), we can easily build a bipartite multigraph between any pair of different setsW rs andW ij such that the number of edges between them is equal to
. For any vertex u inW
with more than p rs(t) ij neighbors inW ij there exists a vertex u * in someW
with less than p rs(t * ) ij neighbors, and vice versa. Now we remove an edge between u and some neighbor v ∈W Due to the construction, it is straightforward to check that vertices from sets that share the same index r form the r-th block of a partition of V G satisfying equation (1), and that vertices from sets that share the same index s form the s-th block of a partition of V G satisfying equation (3) . In other words: G 
This implies that we can form sets V 1 , . . . , V l by further inserting new vertices into V 1 , . . . , V l until for each s, j we have that |V s |n sj = |V j |n js and |V s | > 0 is even. Next we build a multigraph H 0 by constructing an (n sj , n js )-regular bipartite multigraph between any two sets V s and V j , and an n jj -regular multigraph on each V j . In case multiple edges cannot be avoided we take sufficient copies of H 0 and make the appropriate reparations. So we perform these steps in the same way as before, however without removing any edges between vertices in (any copy of) G.
Clearly, G is a subgraph of the resulting graph H and H has N as its degree refinement matrix. So we have G We can now settle the computational complexity result for the following matrix comparison problem. log(klm * )), which is polynomial in the size of both matrices M and N . It can be tested in linear time (with respect to the length of the certificate) whether all injective distribution rows are valid, i.e., satisfy equations (4) and (5) . The test whether the vector w satisfies (6) can also be performed in polynomial time. 
An example
We give an example to illustrate the proof technique of Theorem 38 that also serves as a counterexample for disproving Conjecture 25. Let us add that we have not been able to find a smaller counterexample.
Corollary 40 There exist connected degree matrices M and N of order 4 and 14 respectively, such that
Proof: We first construct graphs G and H such that H S − → G. Denote M = drm(G) and N = drm(H). Then according to Corollary 24 we get that T M ⊆ T N . We will now show that the Matrix Injectivity problem for matrices M and N has a negative answer.
The graphs G and H together with a mapping f : H S − → G are depicted in Figure 7 .
The graph G has 4 classes in its degree refinement and H has 14 classes. Then N is the adjacency matrix of H and the degree refinement matrix of G is
In order to obtain a contradiction suppose M ∃I − → N holds. By Corollary 36 there exist a graph G with drm(G ) = M and a graph H with drm(H ) = N such that G ⊆ H . Let {U 1 , . . . , U 4 } be the degree partition for G and {V 1 , . . . , V 14 } the one for H . We define the sets W rs as in the proof of Theorem 38.
As we have seen in the proof of Theorem 38 the pair (G , H ) corresponds to a nontrivial solution of (6) . Below we will show, however, that (6) only allows the trivial solution. For simplicity reasons we will first restrict the length of the injective distribution rows.
A vertex in class U 1 has four neighbors in G . A vertex in class V 4 has three neighbors in H . This means that a vertex of U 1 can never be in V 4 , i.e., W 1,4 is empty. Hence the set T (1, 4) is empty. By the same argument we find that the sets T (r, s) with (r, s) = (1, 5) , . . . , (1, 14) , (2, 9), . . . , (2, 14) , (3, 12) , . . . , (3, 14) are empty.
A vertex in U 2 has a neighbor of degree four in G . A vertex in V 1 does not have a neighbor of degree four in H . Hence the set T (2, 1) is empty. By the same argument we exclude pairs (2, 2), (2, 3) , (3, 1) , (3.2) , (3, 3) , (4, 1) , (4, 2) , (4, 3) .
Any vertex in U 4 has degree one in G . Suppose u ∈ U 4 belongs to V 4 . So it does not have degree one in H . Let v ∈ U 1 be the (only) neighbor of u in G . Then v has degree four in G and must belong to V 1 ∪V 2 . The other three neighbors of v all have degree greater than one in G . However, one of these three remaining neighbors of v must have degree one in H . Hence, the set T (4, 4) is empty. In the same way we may exclude pairs (4, 5) , . . . , (4, 11) .
Every vertex in W 2,4 needs a neighbor in W 3,1 or W 3,2 . These sets are empty, since both T (3, 1) and T (3, 2) are empty. Hence T (2, 4) is empty, and consequently, by a similar argument, T (3, 6) is empty. Furthermore, T (2, 4) = ∅ implies that a vertex in W 1,2 does not have neighbor in W 3,7 . Since every vertex in W 3,7 must have a neighbor in W 1,2 , the latter implies T (3, 7) = ∅, and consequently T (2, 5) = ∅, which implies T (3, 8) = ∅.
Only the pairs (3, 4) and (3, 5) allow two injective distribution rows, the other pairs all allow one. So we have reduced the total number of feasible injective distribution rows to 4 · 14 − 20 − 9 − 8 − 5 + 2 = 16.
The equation (6) for p, q = 1, 1 and i, j = 2, 6 gives w
. Analogously, w 
The graph construction theorem
In the following two lemmas we consider some cases in which the target matrix N is relatively simple. These cases will be the basic cases for the graph construction in our main theorem. σ : E G → {1, . . . , n 1,2 } that is surjective on edges incident with any v ∈ V 2 . For each vertex x ∈ W 1 we fix a numbering of its neighbors by {y 1 , . . . , y n 1,2 }. Note that it is possible for a vertex y ∈ W 2 with neighbors x, x to be y = y i in the numbering for x and y = y j in the numbering for x such that i = j holds. Analogously, for each vertex y ∈ W 2 we fix a numbering of its neighbors by {x 1 , . . . , x n 2,1 }.
Then, for any x ∈ W 1 and i, j ∈ {1, . . . , n 1,2 } we define the action
(To be precise, since we do not start from 0, subtract 1 before taking modulo and add 1 after.) Note that both y i and y (i+j) mod n 1,2 are neighbors of x. Analogously, for every y ∈ W 2 and i, j ∈ {1, . . . , n 2,1 }, we define the action x i j − → y x (i+j) mod n 2,1 . Note that both x i and x (i+j) mod n 2,1 are neighbors of y.
We are now ready to construct the desired graph G * . We let
The edges are defined as follows (See Figure 8) : 
To show G * B − → G we define the mapping f : (t, x, y) → t. By the first condition of (8) , the mapping f is a graph homomorphism. To argue that it is locally bijective observe that, whenever we take some (u, x, y) with u ∈ V 1 and a neighbor v of u, then there exist a unique x ∈ W 1 such that It remains to prove that G * S − → H. We define a mapping g : V G * → V H as follows: For u ∈ V 1 we let g(u, x, y) = x and for v ∈ V 2 we let g(v, x , y ) = y . Consider any edge ((u, x, y), (v, x , y ) ) ∈ E G * . Since y is a neighbor of x and y ρ(u,v) − −− → x y , vertex y must be a neighbor of x, which implies that g is a homomorphism. To argue that it is locally surjective, we fix an arbitrary (u, x, y), where u ∈ V 1 , and a neighbor y of x. Then there exist a unique q ∈ {1, . . . , n 1,2 } such that y The case of matrices of order one cannot be treated directly as in the above case. The reason is that the construction heavily depends on the bipartition of the graph H, which cannot be assumed in this new setting. We present here a useful trick (motivated by [12] ) that allows us to focus on bipartite graphs. Proof: Let us first recall the notion of Kronecker double cover G × K 2 of a graph G. For vertices we take twice the vertex set of G, i.e., V G×K 2 = V G × {1, 2} and define the edges as
If the graph G is bipartite then its Kronecker double cover consists of two disjoint copies of G. Otherwise the resulting graph is connected and bipartite. In both cases it allows a locally bijective homomorphism π : G × K 2 B − → G by the projection to the first coordinate: π(u, i) = u.
For the proof of the lemma we take G = G × K 2 , and H = H × K 2 . We define the matrix as in the proof of Lemma 42. Recall that V G {i,j} * consists of all vertices (u, x, y) with u ∈ V G {i,j} , x ∈ W i , y ∈ W j such that (x, y) ∈ E H {i,j} , and we defined edges in such a way that we have mappings f consists of all vertices (u 1 , x 1 , y 2 ) and (u 2 , y 1 , x 2 ) with u ∈ V G {i} , x, y ∈ W i such that (x, y) ∈ E H {i} , and its edges have been defined in such a way that we have mappings f n j+1,j n j,j+1 .
Here in the first case we have considered only the arc (1, c) , while in the other we have iterated (9) along the path 1, 2, . . . , c. As each cycle of F N satisfies the cycle product identity due to Theorem 17, the two expressions above with i ∈ e, and merge them into a single vertex (u, x) p . We do this for each pair (u , x ) with u ∈ V i and x ∈ W i , and this way we obtain the block V * is disconnected, we take one of its components.)
Computational complexity
We are now ready to show computational complexity of the Matrix Surjectivity problem, i.e., deciding if M 1 ≤ i, r ≤ k, 1 ≤ j, s ≤ l, (13) since in each equation both sides are equal to the number of edges connecting sets W rs and W ij . So the system (6) has a nontrivial nonnegative solution. Note that all coefficients p rs(t) ij of this system are at most m * . Then, by Lemma 37, we find a nontrivial nonnegative integer solution whose entry sizes are bounded by O(k We can now settle the computational complexity result for the following matrix comparison problem. The proof is analogous to the proof of Corollary 39.
Corollary 46
The Matrix Surjectivity problem belongs to the complexity class NP.
Another corollary of our proof technique is that for a given connected graph G, if the drm(G) 
Conclusion
We have shown that graph homomorphisms with local constraints impose interesting orders not only on the class of graphs but also on the class of degree (refinement) matrices, and given algorithms for matrix comparability under these orders. We have also shown that these degree matrices arising from equitable partitions can be efficiently recognized.
There are several avenues for future work. On the computational side we may ask if Matrix Injectivity (M ∃I − → N ) and Matrix Surjectivity (M ∃S − → N ) are NP-complete, also for small, fixed degree matrices N . Here we have only partial results. It would also be nice to find combinatorial constraints on pairs of degree refinement matrices equivalent to the existentially defined relations M ∃I − → N and M ∃S − → N . Finally, we would like to stress the fact that we have restricted ourselves to connected graphs only for the clarity of presentation. Our methods and results can be straightforwardly generalized to disconnected graphs.
