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We compare failure distributions of quantum error correction circuits for stochastic errors and
coherent errors. We utilize a fully coherent simulation of a fault tolerant quantum error correcting
circuit for a d = 3 Steane and surface code. We find that the output distributions are markedly
different for the two error models, showing that no simple mapping between the two error models
exists. Coherent errors create very broad and heavy-tailed failure distributions. This suggests that
they are susceptible to outlier events and that mean statistics, such as pseudo-threshold estimates,
may not provide the key figure of merit. This provides further statistical insight into why coherent
errors can be so harmful for quantum error correction. These output probability distributions may
also provide a useful metric that can be utilized when optimizing quantum error correcting codes
and decoding procedures for purely coherent errors.
I. INTRODUCTION
The theory of fault tolerance and the associated thresh-
old theorem show that given an error rate on physical
qubits below some threshold, one can perform a quan-
tum computation with arbitrary accuracy with manage-
able overhead due to error correction (see e.g., [1–9]). It
is well known that the Pauli matrices form a basis for
any arbitrary qubit state. Therefore any arbitrary uni-
tary evolution can be written as a linear combination of
Pauli matrices. Thus, it is sufficient to correct only for
these types of errors in quantum error correction [10].
This fact often leads to a logical leap that is not al-
ways justified. In particular, in numerical simulations of
quantum error correction routines, it is standard prac-
tice to only consider stochastic Pauli errors. In some
cases such a model is valid. For example, in models of
open quantum systems [11–13], the system environment
coupling causes the environment to constantly “measure”
the qubits. This can cause qubit depolarization, which
can be modeled as the mapping of the qubit density ma-
trix
ρ→ (1−p1−p2−p3)ρ+p1XρX+p2YρY+p3ZρZ, (1)
where the pj terms are classical probabilities. Therefore
a completely acceptable interpretation of Eq. (1) is one
where with probability (1−p1−p2−p3) no error happens
to the wavefunction, and with probability pj a Pauli X,
Y, or Z error occurs for j = {1, 2, 3} respectively. This
error model is referred to by a variety of different names
in the literature. Here we refer to it as the “stochas-
tic Pauli error model”. More generally, an error model
can be generated with a larger set of gates than just
Pauli gates, but where error gates are randomly inserted
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in a quantum circuit with classical probabilities. The
key characteristic of all these stochastic error models is
that the various error configurations all arise from clas-
sical probabilities, resulting in no interfering pathways
between them.
Coherent errors, which can arise by over- or under-
rotations of a quantum gate, were often called “inaccu-
racies” in the early literature on quantum error correction
[14, 15]. They cannot map to any stochastic error model
as they result in a fully coherent evolution with multiple
interfering pathways. Proving the existence of threshold
in the presence of coherent errors thus requires one to
consider the fully coherent sum of interfering fault paths
(see, e.g., Sec. 8 in Ref. [7]). The impact of coherent er-
rors has received renewed attention due to recent results
confirming that such errors can be a more severe hurdle
for fault-tolerance than stochastic errors [16, 17].
A more thorough, physics-based justification for when
a stochastic error model is an appropriate approxima-
tion requires one to consider the entire system-bath in-
teraction. Only when the bath state, entangled with a
given error, is orthogonal to all other bath states is the
stochastic error model truly appropriate [5, 14]. Despite
these fairly well-known results from the early literature
on quantum error correction, the use of stochastic er-
ror models is still widely used in numerical simulations
to calculate thresholds, including many results that have
examined the accuracy of approximating various error
channels by stochastic errors [18–23]. Of course, a signif-
icant reason for using this error model this is that these
types of errors can be efficiently simulated classically via
the Gottesman-Knill theorem [24, 25] if one restricts the
set of gates to the Clifford group or a subset (often just
Pauli operators are used).
Here, we report that a stochastic error model, has a
drastically different logical failure distribution than a fail-
ure distribution resulting from coherent errors. To show
this, we compare the output failure distributions of a
quantum error correction (QEC) memory circuit correct-
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2ing stochastic Pauli errors to coherent errors. We utilize
a numerical simulation of the entire encoded wavefunc-
tion, and we examine the failure distribution of the log-
ical state for the Steane [[7,1,3]] code and a distance 3
surface code. We devise failure metrics that avoid the
need to implement a final round of perfect error correc-
tion and decoding, commonly used when studying the
failure characteristics of a logical channel [18, 22, 23, 26].
Our results show that the output failure distributions are
markedly different for the two error models, with coher-
ent errors lead to very broad failure distributions. This
suggests that outlier events are much more likely to occur
for coherent errors than for stochastic errors, which may
provide insight into why they can be so harmful to QEC
[16, 17].
II. NUMERICAL SIMULATION APPROACH
We numerically simulate two common QEC d = 3
codes in this paper: the Steane [[7,1,3]] code [2, 10], and
the titled-17 surface code [27–29]. Insertions of errors
in the stochastic Pauli (SP) error model are treated as
unitary qubit gates, so for both the SP error model and
pulse-area error model model the evolution is purely uni-
tary in our simulator. The goal of the report is to deter-
mine and compare the output failure probability distri-
butions between these two error models.
Each run starts with a state of Eq. (2):
|Ψ0〉 = (cos θ |0L〉+ sin θ eiφ|1L〉)⊗ |0000〉 (2)
Here, θ = pi rand() and φ = 2pi rand(), with rand() refer-
ring to a uniform pseudo-random number. This covers
the Bloch sphere, though not necessarily uniformly.
A. Quantum Operations
For a single qubit, the most general evolution is given
by an interaction Hamiltonian
H = ~ω (uxX + uyY + uzZ) (3)
where X, Y and Z are Pauli operators [10], the rotation
axis is (ux, uy, uz), and couplings with field amplitudes
are absorbed into ω. Evolution is given by |Ψ〉 → U|Ψ〉,
with the propagator:
U = exp(−iHt/~) (4)
= cos(ωt)1− i sin(ωt) (uxX + uyY + uzZ) .
In these simulations, the shortest path in Hilbert space
is used to evolve a gate. Thus, the Hadamard gate W =
(X− Z)/√2 is created with an axis (1, 0,−1)/√2 and a
duration t = pi/(2ω).
The CNOT(n → m) gate is implemented using the
Hamiltonian:
H = ~ω
(
1− |1n〉〈1n|+ |1n〉〈1n| ⊗Xm
)
. (5)
The projectors ensure that no phase difference accumu-
lates for |0n〉. This same structure extends to more than
one controlling qubit, such as the Toffoli gate. For the
controlled-Z gate, replace X with Z.
A measurement of qubit n s implemented as
|Ψ〉 →
{
|0n〉〈0n|Ψ〉/‖〈0n|Ψ〉‖ rand() ≤ |〈0n|Ψ〉|2
|1n〉〈1n|Ψ〉/‖〈1n|Ψ〉‖ otherwise. (6)
Measurements are instantaneous, and their records are
perfect. These are standard assumptions in QEC.
B. Error Models
1. Pauli Error Model
A stochastic Pauli error model is implemented by se-
lecting a set of fault locations and an error rate, p. A
detailed discussion can be found in [30]. The choice here
is conservative: errors are restricted to being only on the
codeword qubits, and only before each syndrome mea-
surement. While conservative, this is not unrealistic for
this error model as the Pauli errors can be efficiently
commuted through a QEC circuit. When the code en-
counters a fault location, it randomly applies an X and
Z error each with probability p. Since XZ = −iY, all
Pauli errors can occur.
2. Pulse-Area Error Model
For coherent errors, we utilize an error model that we
call the pulse-area error model. Coherent manipulations
of quantum systems almost universally involve the ap-
plication of an electromagnetic field, and these are im-
precise. Static fields are not independent degrees of free-
dom, and their fluctuations are tied back to their sources
[31, 32]. Free fields, which include RF pulses in mag-
netic resonance [33] and laser pulses in time domain op-
tical spectroscopy [34], are usually well represented by
coherent states [35], and their quantum back-action is
quantifiable [36]. Commonly, though, these terms can be
neglected, and the field amplitudes are c-functions in the
Hamiltonian that describes a qubit gate. A perfect gate
requires the integral of the field amplitude over time (in
a rotating frame) to be a fixed angle. The pulse-area er-
ror model puts a distribution on this angle. The mean
is zero, since systematic errors can be removed with cal-
ibration [37].
The pulse-area error model consists of replacing ω in
Eq. (4) with ω(1 + σr), with −1 < r < 1 uniformly and
independently per gate.
exp
(
− i
~
[~ωG]
pi
2ω
)
→ exp
(
− i
~
[~(1 + σr)G]
pi
2
)
(7)
All gates in the QEC circuit have ω = 1.0 and duration
pi/2. Thus, σ is related to the fractional jitter in the field
3amplitudes. For example, for a commercially available
pulsed laser sources, σ ≈ 0.005 [38].
III. METRIC FOR QEC FAILURE
This section derives a metric to quantify QEC circuit
failure, but adapted to a wavefunction simulation. The
prescription here is for the Steane [[7,1,3]] code with a few
special considerations required for the surface code noted
in Sec. III B. The focus here is on developing a metric for
failure that does not require any perfect measurements,
QEC rounds, or decoding, but rather a metric that can
be applied to the wavefunction itself.
A. Steane Failure Metric
The following definition, from [6], is considered a stan-
dard: a QEC circuit that takes any input state with
weight ≤ 1 errors and outputs a state with weight ≤ 1
errors has succeeded; otherwise it has failed. A weight-1
error is defined as having a single Pauli error applied to
the state, a weight-2 error has two errors, and so on. The
goal is to estimate the probability of failure Pfail(p) over
many trial runs at fixed p. The concatenation thresh-
old is based upon the bound Pfail(p) < p (but there are
subtle corrections, see [6]).
This suggests measuring Pfail(p) as the portion of
|Ψ(t)〉 that projects into the space of all weight≥ 2 errors.
There are several possibilities for this space. Consider us-
ing operators, as in a CHP simulation [25]. For example,
the [[3,1,3]] bit flip correcting code is constructed as in
Eq. (8), using T and C to denote Toffoli and controlled-
not gates. The P is a projector to |0〉 that enforces the
requirement of fresh ancilla. Any bit-flip error between
the encoding and repair steps, by simple matrix multipli-
cation, is seen to never act on qubit 1. This proves the
QEC circuit protects the qubit. The point is that |Ψ0〉
does not appear anywhere in this proof. This suggests
the QEC failure space for a d = 3 code is built up from
the logical codeword space, as Eq. (9).
repair︷ ︸︸ ︷
T (2, 3, 1)C(1, 2)C(1, 3)
error︷ ︸︸ ︷
X(1)
encode︷ ︸︸ ︷
C(1, 3)C(1, 2)
ancilla︷ ︸︸ ︷
P (2, 3) = X(2)X(3)P (2, 3)
T (2, 3, 1)C(1, 2)C(1, 3)X(2) C(1, 3)C(1, 2) P (2, 3) = X(2)P (2, 3)
T (2, 3, 1)C(1, 2)C(1, 3)X(3) C(1, 3)C(1, 2) P (2, 3) = X(3)P (2, 3) (8)
SL = {|0L〉, |1L〉}
SL+1 = SL ∪ {Xq|0L〉, Xq|1L〉, Yq|0L〉, Yq|1L〉, Zq|0L〉, Zq|1L〉}
SL+2 = SL ∪ {Xq|0L〉, Xq|1L〉, Zq|0L〉, Zq|1L〉, XqZq′ |0L〉, XqZq′ |1L〉} ∀q, q′ (9)
These kets form orthonormal states, with |SL| = 2,
|SL+1| = 44, and |SL+2| = 128 for the particular case
of Steane’s code. Further, since XqZq = −iYq, one
can show SL ⊂ SL+1 ⊂ SL+2. But note that the to-
tal Hilbert space of Steane’s code has 27 = 128 dimen-
sions. Thus, SL+2 completely spans it. Since no state
could ever leave SL+2, it cannot represent a QEC failure
criteria, but SL+1 can.
From the vantage point of Monte Carlo wavefunction
simulations, it seems more natural to check if two or more
Pauli operators have acted on the starting state |Ψ0〉 for
a d = 3 code. These spaces are built up as
Sψ = {|Ψ0〉}
Sψ+1 = Sψ ∪ {Xq|Ψ0〉, Yq|Ψ0〉, Zq|Ψ0〉}
Sψ+2 = Sψ ∪ {Xq|Ψ0〉, Zq|Ψ0〉, XqZq′ |Ψ0〉} . (10)
They are orthonormal sets, with |Sψ+1| = 22 and
|Sψ+2| = 64 for the particular case of Steane’s code.
Since Steane’s code and the surface code are both CSS
codes, they correct errors of the form XqZq′ for all q and
q′. Checking if |Ψ(t)〉 has ventured beyond either Sψ+1
or Sψ+2 is reasonable.
To summarize, we have three metrics to detect a QEC
circuit failure, in Eq. (11). For each simulation, when
they are 1, the circuit has failed; otherwise, we expect
them to be 0.
P
(L+1)
fail = 1−
∑
s∈L+1
|〈s|Ψ(t)〉|2
P
(ψ+2)
fail = 1−
∑
s∈ψ+2
|〈s|Ψ(t)〉|2
P
(ψ+1)
fail = 1−
∑
s∈ψ+1
|〈s|Ψ(t)〉|2. (11)
Technically the sums in Eq. (11) should also extend over
the ancilla qubits. However, we assume that measure-
ments are perfect, therefore when we analyze the failure
metrics, we know that the ancilla will be in a product
state with the data qubits, and thus the sum over them
is independent and can be excluded.
Two additional metrics are useful: the projection into
4SL, given in Eq. (12), and the fidelity F , in Eq. (13).
The result F = 1.0 implies a perfect repair.
Pcode =
∑
s∈SL
|〈s|Ψ(t)〉|2 (12)
F2 = ∣∣〈Ψ(t)| (α|0L〉+ β|1L〉) ∣∣2. (13)
Several useful bounds are shown in Eq. (14). Physi-
cally, a low Pcode implies a low F , since |Ψ(t)〉 is out-
side of SL. The inverse does not hold, since a logical
error such as |1L〉 = XL|0L〉 on an encoded |0L〉 leaves
Pcode = 1 but F = 0. It is also seen that P (ψ+1)fail is the
most stringent criteria for circuit failure.
P
(L+1)
fail ≤ P (ψ+1)fail
P
(ψ+2)
fail ≤ P (ψ+1)fail
F2 ≤ Pcode ≤ 1− P (L+1)fail . (14)
Several computational tools to Monte Carlo estimate
a pseudo–threshold apparently restrict |Ψ0〉 to be one of
the six stabilizer states{|0L〉, |1L〉, (|0L〉 ± |1L〉)/√2, (|0L〉 ± i|1L〉)/√2}. (15)
This makes drawing distinctions between the metrics in
Eq. (11) problematic, as discussed later in this paper.
B. Surface Code Failure Metric
The failure metrics for the Steane code was relatively
straightforward since all errors map to a unique syn-
drome. There is a degeneracy in the surface code that
complicates this somewhat. We show here how to define
a failure metric analogous to that for the Steane code
that takes this into account.
The logical state is generated utilizing the parity-check
matrix constructed from the Xˆ stabilizers for the surface
code shown later in equation 22. It results in the basis
states:
|0〉L =
1
4
(
|000000000〉+ |110110000〉+ |011000000〉
+ |101110000〉+ |000000110〉+ |110110110〉
+ |011000110〉+ |101110110〉+ |000011011〉
+ |110101011〉+ |011011011〉+ |101101011〉
+ |000011101〉+ |110101101〉+ |011011101〉
+ |101101101〉
)
|1〉L = Xˆ⊗9 |0〉L
(16)
that we can use to construct our logical code space as
in equation 9. Note that state |1〉L is the |0〉L state un-
der the action of the bitwise-NOT on every binary string
within it’s sum. Due to this relation, there is an equiv-
alence in the action of single-qubit errors to both |0〉L
and |1〉L with respect to the degeneracy of the single-
error spaces. For single-qubit errors, there is equiva-
lence of the action of Xˆ errors, Xˆ1 |0〉L = Xˆ2 |0〉L and
Xˆ6 |0〉L = Xˆ7 |0〉L, and also degeneracies for Zˆ errors,
Zˆ0 |0〉L = Zˆ3 |0〉L and Zˆ5 |0〉L = Zˆ8 |0〉L. Yˆ errors are
completely non-degenerate. We can therefore construct
the failure criteria pertaining to the logical codeword
space in the following manner:
SL = {|0〉L , |1〉L}
SL+1 = SL ∪
{
Xˆi |0〉L , Xˆi |1〉L , Yˆj |0〉L , Yˆj |1〉L , Zˆk |0〉L , Zˆk |1〉L
}
s.t. i 6= 2, 7; k 6= 3, 8 (17)
where the indices i, j, k run over all data qubit indices unless otherwise specified. Similarly, for the criteria more
natural for the purpose of wavefunction simulations the spaces can be constructed as:
Sψ = {|Ψ0〉}
Sψ+1 = Sψ ∪
{
Xˆi |Ψ0〉 , Yˆj |Ψ0〉 , Zˆk |Ψ0〉
}
Sψ+2 = Sψ ∪
{
Xˆi |Ψ0〉 , Zˆk |Ψ0〉 , XˆiZˆk |Ψ0〉
}
such that i 6= 2, 7; k 6= 3, 8
(18)
where, again, the indices run over all qubits except for
special cases. While it appears that some single-qubit Yˆ
errors have been omitted in the space Sψ+2, the symme-
try of the error space ensures that these states have been
taken into account. For instance, the state Yˆ2 |Ψ0〉 =
iXˆ2Zˆ2 |Ψ0〉 which, through the degeneracy of the Xˆ er-
rors, can be represented by the state iXˆ1Zˆ2 |Ψ0〉. The
assessment of the surface code will incorporate comput-
ing the overlap of output wavefunctions with the afore-
mentioned correctable error spaces. Because the surface
5code is an error correcting code, the sucess criteria Pcode
and fidelity (F2) given in Eqs. (12) and (13) will be of
interest as well.
IV. STEANE SIMULATION RESULTS
With failure criteria now defined, we proceed to simu-
late the error models discussed in Sec. II B for Steane’s
[[7,1,3]] code. The baseline QEC trial begins by encod-
ing a random qubit. The syndromes, and the errors they
detect, are given in Table I. To ensure fault-tolerance,
the three syndromes that check for Z errors are mea-
sured, and then measured again. A loop back occurs if
the three sets of syndrome bits do not match. Otherwise,
any Z errors are repaired, and the circuit repeats this for
the X error detecting syndromes.
The syndrome measurement procedure uses Shor style
ancilla It begins by creating a cat state in the 4 ancilla
qubits, which is always error free. The test and rejection
steps seen in Fig. 6 of [6] are thus not required. After
entanglement, the cat state is rotated and read out in
the style discussed in Ref. [39]. Each ancilla is then
perfectly re-initialized allowing them to be re-used for
the next syndrome.
TABLE I. The six syndromes for Steane’s [[7,1,3]] code, in the
left column. The right columns show the errors they detect.
Operator Z1 Z2 Z3 Z4 Z5 Z6 Z7
X2X4X5X7 0 1 0 1 1 0 1
X3X4X5X6 0 0 1 1 1 1 0
X1X4X6X7 1 0 0 1 0 1 1
Operator X1 X2 X3 X4 X5 X6 X7
Z2Z3Z6Z7 0 1 1 0 0 1 1
Z1Z3Z5Z7 1 0 1 0 1 0 1
Z1Z2Z3Z4 1 1 1 1 0 0 0
A. Pauli Error Model
The Steane QEC circuit was run 3× 106 times at nine
different p values. Histograms of each failure criteria
are shown in Fig. 1. The metric P
(L+1)
fail (p) is binomi-
nally distributed (within numerical accuracy), and has
the obvious interpretation. The fraction of trials with
P
(L+1)
fail (p) = 1 for a given p is shown by the red curve in
Fig. 2. A pseudo-threshold of ≈ 0.005 can be observed.
The curve appears similar to examples provided in [40],
and gives confidence that the wavefunction simulations
can reproduce the standard pseudo-threshold.
The difficulty with P
(ψ+1)
fail and P
(ψ+2)
fail is that the
spaces of Eq. (10) are not aligned with the 6 stabilizer
states of Eq. (15). When the code is run with the |Ψ0〉 re-
stricted to be from the set of Eq. (15), then all three met-
rics in Eq. (11) are binomially distributed. We note here
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FIG. 1. Histograms of the Steane QEC fail-
ure metrics, from 3 × 106 trials of the Steane
QEC circuit, using the Pauli error model with
p = .00005, .0001, .0002, .0005, .001, .002, .005, .01, .02.
P
(L+1)
fail (top) is always binomially distributed, but P
(ψ+2)
fail
(middle) and P
(ψ+1)
fail (bottom) never are.
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Pseudo-thresholds for the Pauli error model
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P(ψ+1)fail  > 1e-6
FIG. 2. The Monte–Carlo simulation of the failure rate for
the Steane QEC circuit, using the Pauli error model. The red
circles are the fraction of trials with P
(L+1)
fail = 1. The blue
and green symbols mark estimates of failure, based on the
criteria of P
(ψ+2)
fail > 10
−6 and P (ψ+1)fail > 10
−6. The vertical
bars represent the 95% confidence level in the estimates. The
black line marks the pseudo-threshold criteria of Pfail(p) = p.
that all Gottesman-Knill and error propagation simula-
tions either require or implicitly assume that input states
are Stabilizer states. Even for Pauli errors, this restric-
tion already changes the output failure distribution away
from what will actually happen when arbitrarily encoded
states must be protected. Since, arbitrary encoded states
cannot be abandoned, so how can this result be under-
stood?
First ask: does every non-zero value of P
(ψ+1)
fail or
6P
(ψ+2)
fail indicate a circuit failure? One way to examine
this is to run chains of QEC circuits, where the input
of next QEC cycle is the output of the previous one. In
such simulations, Pcode and F transiently drop from 1.0,
but then they recover, as seen in Fig. 3 (a). This is a
case where weight-1 errors escape a QEC cycle, only to
be repaired in the next cycle. By chance, this can occur
sequentially, but the Pfail metrics remain 0.0, indicating
the errors were not fatal ones.
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FIG. 3. Shown are five different runs of 10 consecutive cycles
of Steane’s [[7,1,3]] QEC circuit, using the Pauli error model.
At top are plots of the three metrics for QEC failure under
consideration. At bottom are plots of F2 and Pcode.
In contrast, if F2 < 1 and Pcode = 1, then the encoded
qubit was corrupted, and clearly the QEC circuit failed.
These situations are seen in Fig. 3 (b) to (e). Scatterplots
of large samples with p = 0.02 did not find any other
distinct behaviors, so we consider how to explain each
case.
1. Case b
Within a single cycle, Pcode = 1 and F < 1, indicating
a corrupted but encoded qubit. There are many inser-
tions of 3 Pauli errors that caused this. An example is
X4, X5, and then X6, all during the measurement of
the Z error detecting syndromes. Within Steane’s code,
X5X4 ≡ X6XL, so the X repair returns XL|Ψ0〉, a prop-
erly encoded but corrupted state.
In the failed QEC cycle, it is found that P
(L+1)
fail = 0,
yet P
(ψ+2)
fail = P
(ψ+1)
fail = 0.9597 and F = 0.2008. The
explanation comes by considering the starting state of
Eq. (2). For a XL error, P
(ψ+1)
fail = 1 − sin4 θ cos2 φ.
If the success criteria is set by demanding a threshold,
say P
(ψ+1)
fail > 10
−6, then irreparable errors are allowed
when encoded states are “lucky” enough to be nearly an
eigenstate of that error. For a threshold of 10−6, errors
are allowed if they shift |Ψ0〉 by < 0.05◦ on the Bloch
sphere. Whether this suffices will depend on the needs of
the quantum algorithm.
2. Case c
In this trial, two fault locations had errors. Refer-
ring to Table I, the Z error detection syndromes finished
without errors, but a Z6 error occurs after the first two
X syndrome measurements. Since these are checking for
X errors, the syndrome is (0,0,0). In the second round,
a X7 error occurs before the last syndrome. This error
should return (1,1,0), but we are on the last syndrome,
so (0,0,0) results. As the consistency check is passed,
no errors are detected. For this p2 process, an error of
X7Z6 escapes. These combination of XqZq′ for q 6= q′
are the only errors that distinguish P
(ψ+1)
fail from P
(ψ+2)
fail .
In the spirit of Ref. [6], the more stringent weight-1 error
criteria of P
(ψ+1)
fail > 10
−6 is favored.
3. Cases d and e
This appears to show cases where P
(ψ+1)
fail > 10
−6 can-
not distinguish all errors. Both (d) and (e) would be
detected as errors, yet the permanent loss of F in (d)
is not observed in (e). An examination of several QEC
chain trials suggests the answer.
In one case, during the second measurement of the syn-
dromes to detect X errors, but just before the consistency
check, the following Pauli operators were inserted: S,
X5, S, X6, S, where S implies a syndrome measurement.
The first syndrome returns 0. An X5 error should give
(1,0,0), so the second syndrome returns 0. At the next
error, X6X5 ≡ X4XL, and the syndrome for an X4 er-
ror is (0,1,0). Thus, the last measurement yields (0,0,0),
consistent with the first syndrome measurments. This p2
process allowed a corrupted qubit with a weight-1 error
to pass.
In another case, in the second measurement of the X
error detecting syndromes, this sequence was found: S,
X3, S, X2, S. As before, this dances around the detec-
tion table, and X6XL escapes. In the next QEC cycle,
however, a single X3 error occurs within the Z detecting
syndromes. Only a X2 error is left for the QEC circuit
to repair. By random chance, a p process has fixed an
unrepairable p2 error.
Three cases involving p2 processes with outcomes like
in (e) were examined. They all had the same result: by
random chance, the next QEC cycle had a p process that
converted the weight-2 error into a weight-1 error. As
this cannot be assigned to the role of the QEC circuit,
we favor the criteria P
(ψ+1)
fail > 10
−6 to be a good detector
of QEC circuit failure.
7B. Pulse-Area Error Model
We now use the pulse area error model outlined in
Eq. (7). The reader should keep in mind the following
argument in support of a stochastic error model. Con-
sider the QEC circuit as an operator expansion:
· · ·U5U4Ω3U2U1|Ψ0〉 (19)
There are measurements Ω and unitary gates U. Follow-
ing Eq. (7), and using U2n = 1, this becomes
· · ·Ω3
(
cos
piσr2
2
U2 − i sin piσr2
2
1
)(
cos
piσr1
2
U1 − i sin piσr1
2
1
)
|Ψ0〉 (20)
Now suppose σ  1. In that case, the linear terms in σ
simply have each gate Un → 1. This superficially resem-
bles the Pauli error model: insert a Pauli operator, which
cancels the gate, with amplitude σrn at gate n. The sum
of these terms in Eq. (20) creates |Ψ(t)〉. Using the ar-
gument in support of the stochastic error model, each
syndrome measurement Ω selects one of these terms at a
time, so the incoherent sum only needs to be considered.
That is very useful, because even if σ2  σ, with the 144
gates of the Steane syndrome extraction circuitry, there
are 10,296 dual gate O(σ2) terms to add up, which would
be difficult. Yet, in order to fully select one error, 6 syn-
dromes must be measured, even while errors continue to
accumulate. The numerical simulation can be used to
check this approximation.
To see how the Steane code handles these pulse area
errors, 106 trials with 0.001 ≤ σ ≤ 0.100 are shown in
Fig. 4. All three failure metrics are shown for complete-
ness. First, note that the distributions are very broad. A
curve fit to the distribution of P
(ψ+1)
fail (σ = .01) showed
that roughly 75% of the trials could be described by the
log-normal distribution of the form exp(−a log2(bPfail)).
The maximum likelihood scales as ML(P
(ψ+1)
fail ) ≈ 5σ4.
Employing the P
(ψ+1)
fail > 10
−6 critera for failure results
in a failure-versus-σ curve in Fig. 5. For small σ, it varies
as ≈ 200σ2.5, but comparison with Fig. 2 reveals a much
more sigmodial shape.
In the Pauli error model, a successful QEC cycle com-
petely restores the encoded qubit. What about the pulse
area error model? Fig. 6 shows log-log plots for the distri-
butions of F and Pcode. Perfect outcomes (F = Pcode =
1) are not apparent, but it may be that the part of |Ψ(t)〉
outside of SL is still repairable. What about the part in-
side? Consider the metric in Eq. (21).
F2/Pcode = |〈Ψ0|Ψ(t)〉|
2
|〈0L|Ψ(t)〉|2 + |〈1L|Ψ(t)〉|2
(21)
It normalizes the part of |Ψ(t)〉 still in SL. If it is < 1.0,
then |Ψ(t)〉 has rotated from |Ψ0〉 within the codeword
space. This is an unrepairable error. Histograms of this
metric are shown at the bottom of Fig. 6. For σ = 0.005,
the most likely value of F2/Pcode ≈ 0.0001. Thus, a
quantum calculation that encodes digital numbers into
amplitudes will only be accurate to approximately 4 dig-
its. This distribution scales like 4.6σ4, so to achieve
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FIG. 4. Histograms of the QEC circuit failure metrics, for
1 × 106 trials of σ = .001, .002, .005, .010, .020, .050, and
.100. The curves proceed from left to right on the bottom
panel.
float64 precision (16 decimal digits) requires σ ≈ 0.00007.
This is analogous to round-off errors in finite precision
classical computers. We note that this error is likely to
be reduced as code distance is increased, but lacking a
distance 5 simulation we cannot show this.
We finally note that, like the Pauli error model, we
have simulated strings of QEC circuits to examine the
long term behavior (not shown). This small errors noted
here did not grow over multiple cycles, but remained
bounded. The QEC circuit is working, but the behav-
ior is much more complicated than the Pauli error model
suggests.
V. SURFACE CODE SIMULATION RESULTS
We have demonstrated that the failure distributions for
the pulse area error model are qualitatively different than
those generated by purely Pauli errors. For completeness
we run a similar analysis on a surface code simulation.
The particular variant we choose is the tilted-17 surface
code, which is a variation on the distance 3 surface code
that requires less data and ancilla qubits compared to
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FIG. 5. Using the criteria P
(ψ+1)
fail > 10
−6 on the 106 trials
of the Steane QEC circuit, under the pulse-area error model,
gives rise to this failure rate curve. The failure rate does not
follow the expected linear slope. The black line is the unit
line.
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FIG. 6. The success metrics F , Pcode, and the ratio, for the
pulse-area error model, acting on the Steane [[7,1,3]] QEC
circuit. Values of σ correspond to those of Fig. 4.
conventional distance 3 surface code [27–29]. A diagram
of the qubit and stabilizer layout of the code is shown in
Fig. 7. A list of the eight stabilzers are shown below:
Xˆ0Xˆ1Xˆ3Xˆ4 Zˆ0Zˆ3
Xˆ1Xˆ2 Zˆ1Zˆ2Zˆ4Zˆ5
Xˆ6Xˆ7 Zˆ3Zˆ4Zˆ6Zˆ7
Xˆ4Xˆ5Xˆ7Xˆ8 Zˆ5Zˆ8
(22)
The measurement of the weight-4 stabilizers are sched-
uled in such a way that single qubit errors on the ancilla
qubits propagate to, at most, two-qubit errors on the
data in a manner such that the propagation direction is
perpendicular to the direction of the logical operator of
the surface code resulting in fault-tolerance [41]. An ad-
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= X stabilizer
= Z stabilizer
FIG. 7. The tilted-17 surface code (distance 3). A 3 × 3
layout of data qubits and a set of weight 2 and 4 stabilizers
that, with an appropriate circuit schedule, is a fault-tolerant
implementation of an error correcting code.
ditional requirement for fault-tolerance is the repetitive
measurement (typically for d measurement rounds) of the
stabilizers before applying a correction operation.
For this study, a lookup table decoder was imple-
mented for error correction [41]. This method utilizes
a small set of syndrome processing rules that is equiva-
lent to applying a minimum weight perfect matching al-
gorithm [42–44] to only nearest neighbor syndrome pairs
[41] which, for a distance 3 code, is sufficient for error cor-
rection. There is some freedom to how one can schedule
the syndrome extraction routine. For this manuscript we
use a “single-shot” detection and correction cycle where
we perform Xˆ followed by Zˆ stabilizer measurements,
repeat them three times to ensure fault tolerance, then
decoding/correction is performed once.
A. Pauli Error Model
The “single-shot” error correction routines were each
run 1 × 106 times at each error rate p = 0.000001,
0.0000025, 0.000005, 0.0000075, 0.00001, 0.000025,
0.00005, 0.000075, 0.0001, 0.0002, 0.0004, 0.0006, 0.0008.
We show the failure histograms generated from the sur-
face code simulations, in Fig. 8. Besides slightly shifted
values for the failure histograms there is no qualitative
difference between the surface code results compared to
the Steane code shown in Fig. 1. This is not a surprising
or unexpected result.
We observe a pseudo-threshold of ∼ 3 × 10−5 from
these surface code simulations. Note that our reported
pseudo-thresholds appear to be below the value reported
in [41] of 3 × 10−4. The simulations in [41] implement
|0〉L as in input wavefunction while our simulations ran-
domly sample a vector in the logical code word space
1/
√
2 (α |0〉L + β |1〉L). Also, there is a discrepancy be-
tween the labeling of the error rates between this study
and the study in [41] where our recorded values of p is
equivalent to p/3 in [41]. By fixing our initial state to just
|0〉L and using the P (L+1)fail criteria, we obtain a pseudo-
9threshold of ≈ 4× 10−5 which, in the language of [41], is
reported as pth ≈ 1.2× 10−4; a comparable value.
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FIG. 8. Histograms of the failure criteria for the tilted sur-
face code with the Pauli error model. 1 × 106 samples were
accumulated per error rate. Pauli error rates: p = 0.000001,
0.0000025, 0.000005, 0.0000075, 0.00001, 0.000025, 0.00005,
0.000075, 0.0001, 0.0002, 0.0004, 0.0006, 0.0008 generate the
curves from left to right respectively.
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FIG. 9. Histograms of the failure criteria for the tilted surface
code with the pulse area error model. 1 × 106 samples were
accumulated per error rate. Pulse area error strengths: σ =
0.0025, 0.005, 0.0075, 0.01, 0.02, 0.03, 0.04, 0.05. generate
the curves from left to right.
B. Pulse-Area Error Model
To compare the failure criteria of the surface code be-
tween the Pauli error model and pulse-area error model,
we perform surface code simulations using the exact same
circuit as for the Pauli error model just shown. We use
the following error strengths, σ: 0.0025, 0.005, 0.0075,
0.01, 0.02, 0.03, 0.04, 0.05 (1 × 106 samples per error
rate). Broad, heavy-tailed distributions for the failure
criteria are again observed as shown in Fig. 9 and ap-
pear to follow a log-normal distribution in a majority
of the cases. Once again, just as the failure metrics for
the Pauli error model and pulse area error model varied
drastically with the Steane code, the surface code dis-
plays similar behavior. There is no simple map between
the Pauli error model and the pulse area error model,
with the pulse-area error model leading to quite broad
and heavy-tailed distributions.
VI. CONCLUSIONS
We have presented a wavefunction simulation of
Steane’s [[7,1,3]] quantum error correcting code and the
tilted-17 surface code for both the stochastic Pauli error
model and the coherent pulse-area error model for ran-
domly encoded states. The usual failure criteria had to be
modified in order to account for the different frame that
non-stabilizer states occupy. A comparison of Fig. 1 and
Fig. 4 shows that the two error models result in markedly
different failure distributions. Pauli errors tend to draw
Pψ+1fail (p) down from 1.0 with increasing p. These tails
empirically vary as
√
Pψ+1fail . In contrast, for increasing σ
in the pulse-area error model, the distribution rises from
small Pψ+1fail , with the most likely values scaling as σ
4.
We conjecture that the heavy tails in the pulse-area er-
ror model distribution are an indicator of the strongly
negative impact that purely coherent errors can have on
QEC [16, 17].
These results also demonstrate that any result at-
tempting to approximate arbitrary physical error chan-
nels with stochastic Pauli error channels must do so only
when modeling certain system-bath type models. We
have shown that one cannot rely on the assumption that
syndrome measurements cut off the interfering pathways.
A stochastic error model is only appropriate when the
source of noise is due only to errors that are entangled
with bath states that are mutually orthogonal to all other
bath states. Of course, this is not true in general with
coherent errors being the extreme counter-example. A
simulation employing such an approximation, while it
may be able to bound or approximate a mean thresh-
old, will not be able to reproduce the output distribution
that contains information from the fully coherent sum of
all fault paths. As we have shown here, even for very
small perturbations, the coherent addition of these fault
paths cause marked differences in the output statistics.
This also implies that any analysis that contains a perfect
QEC measurement cycle and correction will, by design,
cut off these coherent pathways, also corrupting the out-
put statistics.
Finally, we note that these output distributions can be
used as a more robust metric for QEC performance than
just considering the logical error rate. They would allow
one to examine whether ideas to randomize coherent er-
10
rors, such as randomized compiling [45] do indeed help
by making the errors look more “Pauli” like to QEC. The
authors do not expect to see any benefit from randomized
compiling as the evolution for a single trajectory would
still be completely coherent, but this is a question for
further investigation.
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