The problem of optimizing Lennard-Jones (L-J) potential parameters to perform collision cross section (CCS) calculations in ion mobility spectrometry has been undertaken. The experimental CCS of 16 small organic molecules containing carbon, hydrogen, oxygen, nitrogen, and fluoride in N 2 was compared to numerical calculations using Density Functional Theory (DFT). CCS calculations were performed using the momentum transfer algorithm IMoS and a 4-6-12 potential without incorporating the ion-quadrupole potential. A ceteris paribus optimization method was used to optimize the intercept σ and potential well-depth for the given atoms. This method yields important information that otherwise would remain concealed. Results show that the optimized L-J parameters are not necessarily unique with intercept and well-depth following an exponential relation at an existing line of minimums. Similarly, the method shows that some molecules containing atoms of interest may be ill-conditioned candidates to perform optimizations of the L-J parameters. The final calculated CCSs for the chosen parameters differ 1% on average from their experimental counterparts. This result conveys the notion that DFT calculations can indeed be used as potential candidates for CCS calculations and that effects, such as the ion-quadrupole potential or diffuse scattering, can be embedded into the L-J parameters without loss of accuracy but with a large increase in computational efficiency. Published by AIP Publishing. https://doi
INTRODUCTION
Electrical mobility is a property that relates the average drift velocity of an ion to the electric field in a neutral buffer gas. In that respect, the mobility is a function of ion and gas properties (e.g., pressure, temperature, and mass), the ion geometrical structure, and any interaction between the gas and ion. The average effective area of interaction between the gas and the ion is normally referred to as the collision cross section (CCS), Ω, and its calculation is key for the proper assessment of electrical mobility. The zero-field mobility equation, useful only when the electric field to gas density, E/N, is small, is given by the Mason-Schamp approximation, 1
where K is the mobility of the ion, m gas and m ion are the molecular masses of the gas and the ion, ze is the ion charge, T is the effective temperature, and Ω
1,1
avg is the orientationally averaged collision integral when all directions are assumed to be equally probable. A simplified CCS expression can be obtained analytically from a momentum transfer approach by averaging over all collision geometries, velocities, and impact parameters a) Author to whom correspondence should be addressed: clarriba@iupui.edu 
Here, θ, φ, and γ are the 3 orientation angles, g is the relative velocity, b is the impact parameter, m red is the reduced mass, and χ is the deflection angle which depends on the ion-gas interaction potentials, the relative velocity of the iongas, the impact parameter, and the orientation of the ion as 4 χ (φ, θ, γ, g, b) = π − 2b 
where r is the ion-gas molecule distance, r m is the distance of closest approach, and Φ(r) is the ion-gas interaction potential. Even when the interaction potential Φ(r) is well known, the integral in Eq. (3) cannot be calculated analytically except for the simplest cases and therefore requires the deflection angle χ to be calculated numerically. The deflection angle χ can be easily calculated numerically when a suitable potential governs the equations of motion. A 4-6-12 potential is currently the most commonly used interaction potential in trajectory method algorithms and it is described by
In this case, r i = (x i , y i , z i ) is the distance between the gas molecule and each of the n atoms, α is the polarizability of the buffer gas that governs the ion-induced dipole term, and and σ are the Lennard-Jones (L-J) parameters corresponding to the well-depth and intercept (zero potential crossing), respectively.
While the effect of polarizability is well established, there is still considerable ambiguity regarding the Lennard-Jones parameters employed in Eq. (4) . The regular σ pairs generally employed in other calculations, e.g., molecular dynamics, cannot be inserted directly in expression (4) without incurring in large errors. In fact, very few of such parameters are optimized or even known for CCS calculations. The rationale behind this marked difference can be explained from the fact that Eqs. (1)-(4) assume several simplifications including that the atoms are fixed, that higher order potential interactions are present, and that the energy/momentum is conserved upon collisions. While neglecting all these effects might work reasonably well for He with smaller or very rigid molecules, this is not expected to be the case when using larger heavier gases such as N 2 or CO 2 . [5] [6] [7] [8] [9] This has been well observed when comparing N 2 CCS ratios of experimental values with Exact Hard Sphere Scattering (EHSS) or Projection Approximation (PA) calculations. Under such scenarios, the ratios vary between 1 and 1.3 for EHSS scattering calculations and seem to be a constant value tending to ∼1.36 over that of PA calculations. [10] [11] [12] [13] [14] To account for this particular difference, modifications have been proposed to the different numerical methods when dealing with N 2 gas. Most notably two of them stand out: (1) the addition of ion-quadrupole potential interaction together with L-J parameter optimization 15, 16 and (2) the addition of artificial diffuse hard sphere scattering to account for the vibration of the atoms and the energy and momentum exchange. 17, 18 The first modification is the optimization of L-J potentials with the addition of an ion-quadrupole potential. The quadrupole moment is obtained by placing one negative charge of 0.4825 e on each nitrogen and one positive charge of 0.965 e in the center of the molecule. In such a way, the quadrupole potential can be expressed as 15, 16 
Here the index j denotes 3 different N 2 charges (2 being the center charge) and index i indicates the charges on the ion/atoms. Simultaneously, the orientation of the N 2 molecule is taken into account by assuming an appropriately weighted impact parameter. While this addition yields very accurate results, it makes the calculation rather inefficient and still requires the L-J parameters to be artificially modified to account for other effects. A second modification is to resort to hard sphere diffuse scattering (as opposed to specular) instead of using L-J parameters. The resulting CCS when using artificial diffuse scattering agrees extremely well with experimental results for large ions. 19, 20 In fact, a diffuse reemission is the calculation of choice that Millikan, Epstein, Rosner, 11, 12, 21, 22 and many authors use when dealing with larger particles. These diffuse scattering calculations (with the addition of the ion-induced dipole potential) may be considered as an upper bound for CCSs.
Interestingly enough, both modifications are in agreement for CCSs larger than 2 nm 2 (200 Å 2 ). 23 The reason behind the coincidence cannot be related to the effect of the ionquadrupole potential (which can be integrated into the effective size of the N 2 molecule) but to the artificially modified L-J parameters. From a physical point of view, increasing the welldepth or decreasing the intercept of L-J parameters of nearby atoms will indirectly enhance their contribution to the trajectory of the gas molecule. This indirect effect can be thought of as a series of multidirectional contributions which overall make the reemission effectively diffuse (in contrast to effectively specular if only one atom was involved). Given that using appropriate density functional theory (DFT) calculations with trajectory methods, results of calculated CCS normally agree within 4% of experimental counterparts, [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] it is clear that many of the additional contributions to the CCS such as vibration of atoms, rotational effects, exchange of energy due to non-zero relative velocity effects, ion-quadrupole, and higher order interactions can be safely added to artificially modified L-J potentials without loss of accuracy but with a large gain of computational efficiency. This effect should be particularly true for small semi-rigid organic-type molecules.
This brings up the following questions, how does one optimize the CCS L-J parameters correctly for a given atom in a molecule?, and is any molecule with a given element an appropriate candidate to carry out the optimization? Previous trials at optimizing L-J potentials have been quite successful, 3, 31, 34 but the optimization methods employed cannot be extrapolated or generalized as they rely on trial and error approaches. In those trials, the ratio of /σ is kept constant for every element, starting from some initial candidate values and multiplying both parameters by the same factor. The reason for this constancy might have its support on some type of coupling between and σ although an explanation is not given.
The purpose of this work is to design a straightforward optimization method that will correctly assign , σ pairs if corresponding values of CCSs are known experimentally and structural models of the appropriate ions exist. Here, 16 molecules for which their CCSs have been well determined experimentally in N 2 and which have well-defined DFT structures have been used for the optimization of carbon, hydrogen, oxygen, nitrogen, and fluoride. In particular, it is shown that the ion-quadrupole potential effect can be adsorbed into the L-J parameters, increasing computational efficiency without loss of accuracy. As a consequence of the optimization method of choice, the effect of L-J pairs can be studied for one element at a time, yielding a lot of insights into the process. While there is no need to have any knowledge of initial values for any Lennard-Jones pair, a known interval range for the parameters is important to determine the optimized values more efficiently. Simultaneously, the importance of choosing an appropriate molecule for a given element is also studied. Interestingly, a deterministic σ relation appears as a consequence of trying to determine L-J pairs through CCS calculations. New well-depths and zero intercept distances for C, H, O, N, and F elements with respect to N 2 are established with minimal errors.
Finally, the optimization brought forth in this manuscript and the choice to remove the ion-quadrupole potential should not be confused with the need to continuously improve the way CCSs are theoretically calculated, and that additional CCS contributions should continuously be studied to improve existing methods. Some recent publications have been aimed towards this purpose. For example, recent work has focused on testing other empirical formulation for the repulsion exponent of the L-J potentials 35 pointing out its importance for more accurate CCS calculations. Similarly, several authors [35] [36] [37] have pointed out that the use of different parameters for elements such as carbon should be employed under different scenarios much like it is done in molecular dynamics. Other effects that have been studied are the effect of dipole moments 38 and planar molecules 31 that might lead to preferred orientations. 39 The importance of this work relies on the fact that one could optimize the L-J potential to yield even more accurate data if these, or other, contributions were added and if reliable data were available.
METHODS AND THEORY

Optimization
In order to generalize the study so that it can be used under any conditions and any elements, a quadratic function is used to minimize the error between experimental and theoretical collision cross sections. Given n molecules with a total of k elements, the multivariate function mapping 2k → to be minimized is given by
where Ω i Calc and Ω i Exp are the calculated and experimental CCSs for the i-th molecule, which can depend on the Lennard-Jones parameters σ and of any given number of elements as long as n ≥ 2k to avoid indetermination. To be mathematically unambiguous, this last requirement has to be met partially as well so that there has to be at least two molecules that contain any given element. Note that if the experimental and numerical CCSs are equal for all molecules, Eq. (6) will be zero. The problem of optimization is therefore that of a multivariate minimization process subject to
While this is a straight forward mathematical calculation using the gradient descent (or conjugate gradient) method, the physical interpretation of the results can be somewhat complicated since the quadratic function F is only known at discrete points on a 2k-th dimensional space and might contain non-physical solutions.
The supplementary material has an example of the application of this optimization method for 5 molecules and 2 elements while underlining its problems. A simple option instead is to minimize only a L-J pair for one element at a time while keeping the rest of the parameters constant through a ceteris paribus all-mapping technique. While this method is more computationally involved, it will give a lot more insight into the physical explanation of the results obtained. In such case, the process is as follows:
(1) Select an element (e.g., carbon) for which to optimize F. The concept of surface mapping is generalized as a block diagram in Fig. 1 which depicts the algorithm layout for one element. In short, an interval and a step size are chosen for the potential well-depth and intercept of the element of interest. For each well-depth/intercept pair, a CCS for every molecule is calculated using IMoS. 40 Leaving the rest of the L-J parameters constant, the value of F(σ A If the initial interval does not cover the region of interest, it can be extended as shown in the figure. The fully mapped surface can now be used to find the expected minimum for the selected element parameter set.
Structures, experimental CCS, and theoretical CCS-DFT calculation effectiveness
16 molecules were employed for the optimization of the L-J parameters for C, H, O, N, and F. The experimental CCSs for these 16 molecules, which appear in Table I , were obtained directly from a careful analysis from the work of Campuzano et al. at 301 K. 31 The reason for this choice is that Campuzano et al. used the same results to optimize N 2 L-J parameters when an ion-quadrupole potential [Eq. (5)] was employed using the trajectory method algorithm. Their resulting optimized parameters are a good comparison point to use for our own optimization, which now excludes the ion-quadrupole potential.
In order to numerically calculate the CCS of a molecule of choice by the procedures stated, there is a need to establish the geometrical location of each of the atoms. This is by no means a simple endeavor as the atoms are in constant motion and the molecule is subject to possible deformations from gas molecule collisions. It has been shown that hybrid functionals in density functional theory (DFT) can be used as a good estimate for the optimal position of the atoms. [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] Note, however, that resulting DFT structures are not a function of temperature or pressure and therefore cannot be considered the actual geometry at that temperature, not even in the average sense. Nonetheless, DFT calculations provide a well-defined geometry which can be obtained by unambiguous calculations and can serve as models for L-J parameter optimization and CCS calculations, with emphasis on rigid and semi-rigid small molecules. With this in mind, CCS L-J parameters obtained using DFT calculations should then be used with caution when other calculation methods are employed for geometrical characterization of the molecule (e.g., molecular dynamics) as the parameters will contain the effect of temperature and pressure, albeit generally small, embedded in them.
Initial structures for the 16 molecules appearing in Table I were generated using Chem3D Pro v.12(Perkin Elmer) and Molecular Mechanics (MM2) calculations. Calculations of frequency and geometry optimization were undertaken using different Becke-Lee-Yang-Parr and Becke-Perdew type functionals including cam-b3lyp, b3pw91, bpv86, and b3lyp. [41] [42] [43] The Pople split-valence basis set used was 6-31++G(d,p) with diffuse and polarization functions. Most calculations yielded very similar results (with negligible effects in the CCS) and resulting structures have been added to the supplementary material. Both Mulliken and Hirshfeld partial charges were calculated. While significant differences were obtained in the placement of the partial charges, no large differences were observed in the CCS calculations. Quantum Theory of Atoms in Molecules (QTAIM) and Natural Bond Orbital (NBO) methods were not employed. For generalization purposes, the choice of partial charges in the calculations shown is from the Mulliken approach. CCSs are then calculated numerically using the above DFT structures and the ion mobility calculator IMoS. The trajectory method with a 4-6-12 potential (L-J and ion-induced dipole) and no ion-quadrupole interaction was the calculation of choice with a polarizability of 1.7 · 10 24 cm 3 . The program was run with 8, 16, or 32 cores indistinctively. 9 · 10 5 gas molecules were used for every calculation with each molecule taking just a few seconds to complete under most scenarios. The need to calculate several thousand CCSs to map the surfaces of some atoms took several hours. The number of gas molecules was increased for the gradient descent method (provided in the supplementary material) to 3 · 10 7 gas molecules to increase accuracy when the program error was too large (brought down from ∼1% to 0.1%) to appropriately define the gradient. The output of the IMoS code for a sample calculation has been added to the supplementary material.
RESULTS AND DISCUSSION
The ceteris paribus optimization process was carried out starting from two different initial elements, carbon and hydrogen. The reason behind this double choice is to verify that our results are not biased by the initial condition or element chosen. For both studies, there is no need to establish initial L-J parameter pairs for any of the atoms. However, for comparison purposes, L-J parameters were taken from previous studies 31 and are shown in the first portion of Table II . For those specific parameters, using the TM method with and without the ionquadrupole potential, Table I also shows the numerical CCS and its error when compared to the experimental CCS. The average error is also provided at the bottom of the table. constant. Here, index 1 corresponds to the first iteration. The σ C ,1 and C ,1 values, given in Angstroms and meV, respectively, were varied in increments of 0.1, and the resulting CCS were used together with the experimental CCS to obtain F(σ C , C ) using Eq. (6). The value of F appearing in Fig. 3 (a) (and in some surface mapping plots) has been modified and cut at a given height to accent the valley of the minimum for representation purposes. The initial domain chosen was C ∈ [2,9] and σ C ∈ [2.5,4.5] which was expected to contain the minimum. Figure 3(a) shows a smooth decrease throughout most of the values until a minimum is reached at some σ C C relation. Unexpectedly, this minimum is not unique and the aforementioned σ C C relation happens for a series of well-depths and corresponding intercepts. The optimized value of F is therefore not exclusive but contained in a region which can be referred to as the "line of global minimums." To verify that there was no defined global minimum, the plot was extended (up to C = 13 meV) in the region of interest. However, no significant minimum was found for any given pair. The optimal point is therefore not singular, and there is a relation between the well-depth and the intercept that corresponds to the line of global minimums. This relation can be graphed [see Fig. 3(a) ] and corresponds to an exponential relation between σ C and C [see Fig. 3(a) , R 2 ∼ 0.99]. This exponential relation gives a lot more importance to the intercept value than to the well-depth in the region of interest, as small fluctuations in the well-depth affect much less than those in the intercept. While there is a simple mathematical explanation for the relation, i.e., a similar effect can be achieved by reducing the intercept and increasing the well-depth or vice versa, there is no particular physical reasoning, to our knowledge, other than that there is no enough information in the given data to fully separate the parameter interaction. Figure 3(b) shows a depiction of two very different instances of σ pairs that will yield very similar values of CCS and therefore similar values of F. Nonetheless, there are very interesting consequences to this analysis, having the possibility of correctly defining the optimized CCS the most important one. As is demonstrated in the supplementary material, two sets of L-J parameters for carbon which are very different from each other can give very similar CCSs. Perhaps if there were sufficient data of CCSs as a function of temperature, a unique answer to the pair could be found.
Optimization starting with carbon first 1st iteration
To continue with the rest of the iteration, a choice must be made for the well-depth intercept pair. The intercept value was chosen to be that of the sum of the van der Waals (vdW) radii of N 2 (1.82 Å) and C (1.7 Å) corresponding to σ C ,1 = 3.52 Å. For this chosen value, and using the exponential relation, the corresponding well-depth that minimizes F is given by C ,1 = 5.49 meV. These first values for carbon are in agreement with previous values used in CCS calculations in N 2 , albeit high for the well-depth.
For the rest of the first iteration, atom parameters were optimized in the order H, O, N, and F. The results are all shown in Fig. 4 . Hydrogen and oxygen, in Figs. 4(a) and 4(b), both follow a very similar pattern to carbon with their respective exponential relation. For hydrogen, the plot is markedly non-symmetric. The reason for this unbalance is understood from the effect of hydrogen as the external-most atom in a molecule. For any constant value of the potential well-depth, and starting from the line of global minimums, increasing the intercept over the line of global minimums has a strong effect on the F function and therefore on the CCS, which is expected as the hydrogen atom is enlarged. On the other hand, decreasing the intercept at constant well-depth starting once again from the line of global minimums leads to a much less pronounced change on F. In such a case, the reduction of the effect of the repulsive potential in the hydrogen atom is confronted by the increased effect of the heavier atoms close to the hydrogen atom which softens the overall effect. This result is quite important, as it may lead to the possibility of completely removing the hydrogen element from CCS calculations, if its effect is embedded into the heavier atoms, which may lead to much faster computational times. A choice was made for the values of the hydrogen atom L-J pair with H ,1 = 2.33 meV and σ H ,1 = 2.22 Å. The option to use a smaller intercept than that of the sum of the vdW radii was made in this case, choosing H to be closer to its covalent radius (40 pm) to observe if it would affect the optimization procedure. With this new set of parameters for carbon and hydrogen, oxygen was optimized. Oxygen has a wider valley than any of the previous atoms. This might be reasoned from its smaller influence on the set of molecules as only 6 out of 16 molecules contain oxygen with a very small percentage (∼3% of the total number of atoms). Another interesting feature for oxygen is that there seems to be a well-localized global minimum in the line of minimums. However, one must note here that there is really no appreciable difference in the CCS for any of the L-J pairs belonging to the line of minimums. Since having a very large potential well-depth seems physically unreasonable, a choice was made for O,1 = 4 meV and
Following the same procedure, Figs. 4(c) and 4(d) correspond to nitrogen and fluoride elements. Nitrogen mimics oxygen with a wide valley that contains a line of minimums leading to a global minimum. Nitrogen only appears in 7 out of 16 molecules with 1% overall abundancy. In Fig. 4(c) , there does not seem almost any dependence of the intercept σ on the value of F, where as now the valley of minimums drops as the well-depth is increased. An interpretation can be made from these results; given that the position of the nitrogen atom in the set of molecules studied is normally centered on the molecule, e.g., tetra-alkyl chains, the influence of this atom on the CCS is exerted indirectly through the well-depth, as direct collisions rarely happen. N ,1 = 5 meV and σ N ,1 = 4.2 Å were chosen for nitrogen as the parameters for the first iteration. Finally, fluoride was optimized. Fluoride only appears in 2 molecules (and only 2 atoms) of two very similar epimers: betamethasone and dexamethasone. Fluoride has also a very small influence on such molecules and therefore, any value of the L-J pairs will not modify the optimization function F substantially. In particular, for this first iteration, there is no marked minimum anywhere for the fluoride atom, in contrast to the rest of the atoms. To continue with the next iteration, a pair of values were chosen close to the interval minimum, F ,1 = 0.75 meV and σ F ,1 = 3.5 Å. Figure 5 shows the results for carbon (top) and hydrogen (bottom) for the second iteration when compared to the first iteration. The calculated range of values has been narrowed to the region of interest to avoid excessive computational time. The change in the optimization of F is minimal, and the limit in accuracy of IMoS using 9 · 10 5 gas molecules is becoming more apparent from the wavy pattern. A value can be chosen for the L-J parameters of fluoride as F ,2 = 1.2 meV and σ O,2 = 3.4 Å.
2nd iteration
and intercept for the new iteration were set to be C ,2 = 5 meV and σ C ,2 = 3.52 Å for carbon and H ,2 = 3 meV and σ
3rd iteration
Only carbon and hydrogen made any significant changes on the third iteration which was considered the final iteration. Table II in comparison to the initial parameters. When comparing it to previously reported L-J parameters, the intercept of all atoms except for the hydrogen atom has not been strongly modified. However, the hydrogen intercept used as a comparison was undoubtedly small for an N 2 -H pair. On the other hand, the potential well-depth has been strongly increased for all atoms. While variations of the potential well-depth have a small effect on the CCS, this strong variation is indicative of its importance in the optimization of the calculation, and how perhaps some of the effects of the ion-quadrupole potential have been integrated into the potential wells. Table II also shows the expected Lennard-Jones parameters using LorentzBerthelot 46,47 rules of combination and regular molecular dynamics L-J pairs. The CCS optimized parameters are somewhat in agreement with those generally used in other fields.
Optimization starting with hydrogen first
Since the optimized values of the L-J pairs are not unambiguously defined, there exists the possibility that optimizing the atoms L-J pairs in a different order could provide more weight to some atoms in detriment of others while not seeing substantial differences in the CCSs. For this reason, a new optimization routine was initiated where hydrogen was chosen as the starting element, followed by C, O, N, and F. The results are shown in Fig. 8 for the elements with the largest weight, carbon and hydrogen, after 3 iterations. The Lennard-Jones parameters are slightly different from those previously obtained yielding C ,3 = 4.1 meV and σ C ,3 = 3.6 Å for carbon and H ,3 = 3.3 meV and σ H ,3 = 2.2 Å for hydrogen with no significant change for the other elements. The results can be observed in Table II . Table I shows the CCS calculations using the optimized L-J parameters for both cases studied. With the new optimized parameters, the errors associated with the calculations are minimal with most CCS within 1% of their experimental counterparts. The L-J parameters could have been further optimized (e.g., to 4-digit accuracy), yielding slightly improved results (see the supplementary material for errors within 0.7% for 5 molecules), but higher precision for this set of molecules is not guaranteed to yield better results for other molecules. It is clear however from the results that there is no need to explicitly calculate the ion-quadruple potential when trying to obtain approximate CCSs in N 2 if the L-J potentials are properly optimized. The addition of the ion-quadruple potential provides no gain in accuracy while greatly increasing the computational time. This should not be mistaken with the fact that the ionquadruple potential does exist along with other effects which should not be ignored. However, some of these effects can be embedded into L-J potentials without significant errors in the CCS calculations under most circumstances. Other effects such as the CCS differences arising from planar polyaromatic hydrocarbon structures encountered by Campuzano et al. 31 have disappeared when the L-J potentials are optimized in this way. Since there is not enough information of how the parameters were optimized in their work, it is difficult to fully assess the reason for such discrepancy. There is reason to believe that very planar molecules could have some preferred alignment, but this effect could not be characterized with the existing calculation methods which assume all orientations are equally probable.
Results and discussion of CCS calculations using optimized L-J parameters
CONCLUSIONS
A general method for the optimization of the LennardJones potential parameters, intercept and potential well-depth, has been proposed. The following conjectures were used for the calculations:
• DFT calculations were chosen as the method of choice for rigid and semi-rigid small molecules. While the geometry in the gas phase at given conditions of temperature and pressure is expected to be different from the DFT geometry and frequency optimization values, DFT calculations provide a well-defined and reproducible way to generate reliable geometries. DFT calculations have been shown to yield good approximations for CCS. • 16 molecules with 5 different elements C, H, O, N, and F were chosen for the optimization. These molecules have been previously used to optimize existing Lennard-Jones potentials using an ion-quadrupole potential in N 2 , 31 so they are excellent candidates for the study.
• A quadratic function F has been chosen to optimize the Lennard-Jones potentials when comparing numerical and experimental CCSs. This function will yield zero at its minimization value.
• The numerical CCSs were obtained using IMoS in N 2 with a 4-6-12 potential while ignoring the ionquadrupole effect. It is hypothesized that the effect of the ion-quadrupole potential together with the vibrations, translation and rotation of atoms can all be embedded in well-optimized L-J potentials.
• Because of the difficulty of interpreting a general optimization method with multiple unknowns, a ceteris paribus assumption was incorporated to understand the causation of each of the different parameters and each of the elements. This requires the method to be iterative.
• Surface mapping of the optimization function using several thousands of CCS calculations was obtained.
It is revealed that a line of global minimums exists for most of the elements studied, and an exponential relation between the intercept and the potential welldepth can be determined. The reason is that the effect of increasing the potential well-depth can be equilibrated by a proper reduction of the intercept. A choice must be made for the L-J pair. To the extent that was possible, the Lorentz-Berthelot combination rule was used to establish a value for the intercept.
• To check whether different iteration routines could lead to different final results, the order of the elements carbon and hydrogen was altered.
The following conclusions have been obtained:
• New optimized Lennard-Jones parameters have been obtained for C, H, O, N, and F in N 2 . The resulting numerical CCSs are mostly within 1% of their experimental counterpart.
• The ion-quadrupole potential has not been used in the numerical calculations. It is proven here that the effect of this potential together with other effects such as atom vibrations and diffuse collisions can all be embedded into the L-J parameters without significantly affecting the CCS. Avoiding such calculations leads to a large gain in computational efficiency. Although not shown here, there is a possibility that the hydrogen effect can also be embedded into the influence of heavier atoms although this simplification should be studied in detail.
• While a set of L-J parameters were selected as the optimization candidate, other sets with largely different values could have been selected while providing accurate CCSs. See the supplementary material for an example.
• DFT geometric structures are excellent candidates to be used in CCS calculations of rigid and semi-rigid small molecules. However, it is recommended that the L-J parameters calculated for these molecules are not used in conjunction with molecular dynamics calculations or with very flexible molecules unless previously tested. These L-J parameters should not also be used in conjunction with ion-quadrupole potential methods in N 2 .
• To correctly optimize L-J parameters, it is important that elements in a specific molecule of interest have a strong weight in the CCS calculation (i.e., they are on or very near the surface). Finding appropriate molecules for a specific atom will lead to better defined parameters.
SUPPLEMENTARY MATERIAL
See supplementary material for (1) an L-J gradient descent optimization example of carbon and hydrogen using 5 molecules, (2) an example of the input and output of IMoS, and (3) coordinates of DFT calculations used for the optimization of the parameters.
