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Abstract—In stock networks analysis, the influential stocks is 
usually identified by using minimal spanning tree (MST) to filter 
the important information followed by the centrality measures 
analysis. In this paper, we introduce an analysis to identify the 
stocks that might have different behaviour compared to the 
others. Like the centrality measures analysis, this analysis is also 
conducted based on MST. A case study on stock networks at 
KLSE will be reported and discussed. 
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I.  INTRODUCTION  
Stock markets have recently been of vital importance to global 
investment community. In investigating the stock behavior, a 
natural starting point is the examination of correlation among 
of stock. The correlation provides a similarity measure among 
the behavior of different elements in the structure. 
Interestingly, a stock market constitutes a complex system [1]. 
Their complex interrelationships are in terms of price 
fluctuations, and their number of stocks. Usually, those 
interrelationships can be represented by the correlation 
analysis among the logarithmic of stocks price returns. The 
use of complex systems tools to analyze financial markets is 
important for a variety of reasons. 
For the purpose of filtering the important information 
contained in such complex system, Mantegna introduces the 
use of a minimum spanning tree (MST) in 1999. Since then, 
MST is widely used in many areas in financial industry such 
as currency exchange rate; [2],[3],[4] and [5], while in stock 
market [6] and [7], and [8] in portfolio analysis. It has been 
shown that a powerful method to investigate financial systems 
consists in the extraction of a minimal set of relevant 
interactions associated with the strongest correlations 
belonging to the MST [9]. 
 Although the subject has been extensively studied, 
methodological part of the previous studies had not been 
considered with a special emphasis on possible outliers of 
stocks. Identifying the outlier is very important issue in 
statistical data analysis. The occurrences of the outlier can 
make the estimation of data matrix inadequate. Outliers can 
heavily influence skewness, kurtosis and other estimations 
calculated for data. The outliers are probable to occur in 
dataset with many observations and or variables. To illustrate 
a procedure to identify an outlier, in this paper, we present an 
example dealing with 90 stocks trading in Bursa Malaysia. In 
this paper, we perform a gamma quantile plot and a gap 
analysis based on lengths of the edges in the MST, as tools for 
identifying outlier. 
The rest of paper is organized as follows. In Section II we 
briefly explain on outlier detection and outlier labeling. Next, 
we define the methodology of this paper as well as a bit recall 
on a network analysis in section IV. Later, in section V we 
discuss the result and analysis which is based on 90 number of 
stock market traded in Bursa Malaysia. At the end of this 
paper, we will draw attention to a conclusion. 
II. OUTLIER LABELLING AND TESTING 
The outliers in the dataset are usually assumed as errors or 
noises of various kinds. In one or two dimensions, outlying 
data are easily identified from a simple plot. The identification 
is more difficult on higher dimensions. For reducing the 
problem, many procedures and algorithms have been 
developed to detect noises. 
There are various approaches to outlier detection 
depending on the application and number of observations in 
the data set [10], [11], [12] and [13]. The basis for multivariate 
outlier detection is the Mahalanobis distance. Futhermore, [10] 
provide a comprehensive text about labeling, accommodation, 
and identification of outliers. One of useful method for outlier 
detection is outlier labeling, which deals with separating 
suspects from the bulk of data.  
However, a visual inspection alone cannot always identify 
an outlier and can lead to mislabeling an observation as an 
outlier. Therefore, we need to perform an outlier testing too. 
Here, we implement a method of outlier labelling and testing 
by using the notion of MST introduced by [14], which is easy 
to be implemented, simple, and efficient. 
 
III. DATA PREPARATION 
In this paper, we evaluate 1096 observations of 90 
capitalized stocks traded in Bursa Malaysia using daily closing 
prices from January 1, 2007 to December 31, 2009 as a case 
study. All the data can be access by using Bloomberg in Bursa 
Malaysia. Then, for each stock 
k
X , k=1,2, ... ,90, we compute 
the stock price return ( )( ) ln ( 1) lnk kP t X t X t= + − . Based on 
stock price return, we defined an inter-points distance and then 
construct its corresponding MST to perform an outlier 
labelling as well as outlier testing.  
IV. METHODOLOGY 
Generally, in this paper, we use two suggested procedures to 
detect outlier: (a) constructing a quantile plot to see whether 




yields a satisfactory fit to a gamma distribution, and/or (b) 
testing whether the ratio G, of the largest 
2
ij
d , max {
2
ij
d } to 
the average squared edge length, 2
ij
d , is too large. 
Based on Rohlf’s [14], the procedures to detect an outlier 
in the observations are as follows:  
(i) Perform a univariate test for outlier 
(ii) Standardize the variables so as to equalize the effect of 
variables with differing variances. Let 
' /ki ki kx x s=  
where 
k
s  is the standard deviation of variable k (k = 1, 
2, ... ,p), for each point i (i = 1, 2, .. , m).  
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(iv) Determine whether the gaps (lengths of the edges in the 
MST) are homogeneous or whether some are too large 
in comparison to the rest. 
By adopting [14], we discuss the procedure to detect an outlier 
in 90 stocks market. In our approach, step (i) and step (ii) do 
not take into account. In this paper, we start with (i) compute 
the MST by using 2(1 )
ij ij
d ρ= −  as the measure of 
proximity between any pair of nodes i and j, where ijρ  is the 
correlation matrix of size 90  90× [15]. Then, step (ii) is the 
same as step (iv) in previous procedure.  
 
V. RECALL ON NETWORK ANALYSIS 
The essence of a network is its nodes (stocks) and the way 
how they are linked. We investigate the stock market by 
setting up the corresponding stock correlation network whose 
nodes are stocks and links between nodes are the price 
fluctuation relationships of the stocks 
Network analysis was originally developed in computer 
science [16]. Nowadays, it has been used in various fields of 
study.  See, for example, [17] in sociology, [7] and [18] in 
finance, and [19] in transportation. 
In financial industry, network analysis starts with 
correlation matrix followed by transforming it into a distance 
matrix [15]. From this matrix we construct a minimum 
spanning tree (MST) and the corresponding sub-dominant 
ultrametric (SDU) distance matrix. For this purpose we use 
Kruskal algorithm [20] as suggested in [15] and [21]. MST 
will then be used to construct network topology of stocks. This 
is a simplification of the complex system of stocks and their 
correlation structure which will be used to summarize the most 
important information.  
The visualization of MST can be made possible by using 
the open source called ‘Pajek’[18] and [22]. Furthermore, to 
interpret the MST we use the standard tools, i.e., centrality 
measures. To make the network topology more attractive and 
easy to interpret, we use the Kamada Kawai procedure 
provided in Pajek [23]. 
VI. RESULTS AND DISCUSSION 
In what follows we present the results and discussion. In 
Figure. 1, we present the gamma quantile plot MST 
corresponding to the data set with 2.1475α = , and 0.1191β = . 
Using the length of edge of the MST 
2
ij
d taken from the 
connections in the MST's seems to fit the gamma distribution 
quite well empirically. We can see the separation of 
“suspected” outliers with non-suspected. 
 
 




Figure 2. Gamma Quantile Plot of 88 Malaysian Stock Market 
 
 
This figure shows that the last two points (nodes) seem to 




is fit with R-squared equal to 88.6%. We can generally 
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It also supported by Figure 2. In Figure 2, we remove that two 




Figure 3.  MST of Malaysian Stock Market 
 
According to Figure 3, the connectivity among them is 
depends on the correlation and distance between each other. 
The higher the correlation is the smaller possible of them to 
become as suspected outlier. However, since correlation and 
distance are negative relationship, it is contrast to the distance. 
The larger the distance is larger possible to become as 
suspected outlier.  
Based on MST, the last two points (red nodes) are 
identified and presented in Figure 3. These two stocks; 19 and 
20 are representing ROTH MK Equity and T MK Equity, 
respectively. Specifically, both of them belong to the node that 
has the longer length of edge.  The gap between node 19 and 
90 (1.0523), and the gap between 20 and 35 (1.1340) are 
unusually large.  
[24] state that visual detection of multivariate outliers is 
virtually impossible because the outliers do not “stick out on 
the end”.  
Then we perform a gap analysis in order to confirm the 
results in Figure 1 and Figure 3. The length of edge between 
two nodes i and j is presented in Table 1.  
In this case, our hypothesis statement is 0H  : There is no 
outlier exist in dataset. Then we compute the statistical test. 





d  = 1.1340/0.25576 = 
4.4338. By using the method of [25], if A represent the 
arithmetic mean and B represent the geometric mean, then 
ln ln ln 0.2557 ln 0.2192.A Bη = − = − Therefore, the 
Maximum Likelihood estimate of η
 
is 0.1548 .Based on a 
statistical table in [14], we find that G is significantly smaller 
than expected (α
 
< 0.01), since it is smaller than the closest 
tabulated value of 26.2784. 
 Later, if we use the technique of [26] which is more robust 
estimate, we get 0.22S = and 0.20P = from the calculation. 
Then our estimate of η , is 2.898. Using this, our observed G is 
indicated there is no suspected outlier since the closest 
tabulated value is larger (4.7302). As overall, at 1% 
significance level, we can conclude that there is no outlier 
exists in this dataset. 
 
TABLE I.  LENGTH OF EDGE OF 90 STOCKS MARKET 
 i j length  i j length  i j length 
1 28 0.386 15 72 0.437 40 69 0.459 
1 45 0.312 16 24 0.555 41 55 0.401 
2 7 0.500 17 72 0.476 42 48 0.543 
2 15 0.281 17 75 0.645 43 55 0.377 
2 30 0.511 18 61 0.406 43 64 0.372 
3 12 0.534 18 77 0.501 44 86 0.544 
3 63 0.448 18 83 0.481 45 69 0.386 
4 64 0.497 19 90 1.025 46 54 0.595 
5 59 0.379 20 35 1.064 48 63 0.587 
5 84 0.465 21 56 0.533 49 54 0.515 
6 33 0.789 21 61 0.628 49 61 0.479 
6 34 0.225 23 72 0.489 50 66 0.607 
6 66 0.473 24 83 0.491 51 55 0.435 
7 28 0.332 25 32 0.439 51 88 0.529 
7 38 0.327 25 57 0.657 58 79 0.617 
7 39 0.400 25 83 0.406 59 67 0.360 
7 65 0.406 25 85 0.400 59 87 0.318 
7 73 0.403 26 49 0.462 60 61 0.430 
7 89 0.465 27 67 0.376 62 72 0.539 
8 22 0.470 28 67 0.374 64 78 0.373 
8 81 0.381 29 47 0.328 66 71 0.493 
9 26 0.553 29 64 0.394 67 80 0.342 
10 35 0.662 31 53 0.656 70 82 0.519 
11 31 0.645 32 66 0.491 70 83 0.374 
12 34 0.300 34 58 0.477 73 83 0.395 
12 36 0.304 34 74 0.484 75 76 0.476 
12 52 0.568 35 42 0.490 76 81 0.552 
13 25 0.362 37 68 0.815 78 83 0.388 
14 32 0.600 37 81 0.462 86 87 0.470 
15 53 0.454 37 90 0.824 
 
VII. CONCLUSION 
We have discussed a gap analysis as a tool to identify the 
outlier among stock market traded in Bursa Malaysia. Its 
advantage is illustrated by using 90 stocks. We can see that we 
need an outlier testing to be performed together with outlier 
labelling. If we use only a visual presentation, it could not 
confirm the behaviour in the dataset yet. A gap analysis is 
simple in terms of their computation, and the most special 
things, gap analysis can be used to separate the worst stock 
from the others.  
In this analysis, we use all stock prices which available 
during certain time period only. However, the behaviour of 
stocks activity is unlike the other. The stock will die and born.  
As a result, we will have at least two stocks with two 
different supports. So, for the future research, we will identify 
a correlation analysis formulation for two different supports, 
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