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Chapter 1
Introduction
1.1 Background and Motivation
1.1.1 Hilbert’s Tenth Problem
Hilbert’s tenth problem asks for a general algorithm to decide whether a given polynomial
Diophantine equation with integer coefficients has a solution in integers. In 1972 Matijase-
vich gave a negative solution to that problem relying on the works of Davis, Putnam, and
J. Robinson since the 1930’s.
These developments led Robinson to ask Hilbert’s tenth problem w.r.t. the ring of all
algebraic integers. In 1987 Rumely indeed found an algorithm for solving Diophantine
problems over the ring of all algebraic integers using the following local-global principle.
Let Q˜ be the field of all algebraic numbers and Z˜ the ring of all algebraic integers. Then
a variety V over Q˜ has an integral point, i.e. V (Z˜) 6= ∅, if and only if V has an integral
point in each completion of Q˜.
Jarden and Razon obtained Rumely’s local-global principle for an abundance of al-
gebraic integer rings [18, 19] and then derived an affirmative solution of Hilbert’s tenth
problem for those rings. The main innovation made by Jarden-Razon is the following key
definition [17].
Definition 1.1.1. Let M be a field and K a subset. Then M/K is called pseudo alge-
braically closed (PAC) (or, alternatively, we say that M is a PAC extension of K) if for
every absolutely irreducible polynomial f(T,X) ∈ M [T,X] which is separable in X there
are infinitely many (a, b) ∈ K ×M for which f(a, b) = 0.
Note that this definition generalizes the classical notion of PAC fields (taking K = M),
which is central in the subject Field Arithmetics (some books on this subject are [9, 22, 34]).
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Let us describe Jarden-Razon result on Rumely’s local-global principle more precisely.
Let K be a field. Consider an e-tuple of Galois automorphisms σ = (σ1, . . . , σe) ∈ Gal(K)e.
Then Ks(σ) = {x ∈ Ks | σi(x) = x, ∀ i} denotes the fixed field of σ in the separable
closure Ks and 〈σ〉 denote the closed subgroup generated by σ1, . . . , σe.
Theorem A. Let R be a countable Hilbertian domain, K its quotient ring, and e ≥ 1 an
integer. Then Ks(σ)/R is PAC and 〈σ〉 is free of rank e for almost all σ ∈ Gal(K)e (with
respect to the Haar measure).
Recall that a Hilbertian domain is an integral domain R with the following feature.
For every irreducible f ∈ K[X, Y ] which is separable in Y there exists a ∈ R s.t. f(a, Y )
is irreducible over K. For example, the ring of integers of an arbitrary global field is a
Hilbertian domain.
A classic result of Jarden [9, Theorems 18.5.6 and 18.6.1] asserts that Ks(σ) is PAC
and 〈σ〉 is free of rank e. The rest of the theorem, i.e. the PACness of Ks(σ)/R, is the
main result in [17].
Now we are ready to present the extension of Rumely’s local-global principle.
Theorem B. Let K be a global field. For almost all σ ∈ Gal(K)e the following holds: Let
V be a variety defined over M = Ks(σ). Then V has an integral point in M if and only if
V has an integral point in each completion (w.r.t. primes of the ring of integers).
This theorem is a special case of [19, Theorem 2.5].
1.1.2 Connections to Other Areas
Above we described the original motivation for the definition of PAC extensions. Later
on Jarden and Razon sharpened Theorem B in a series of papers (see [19] for the latest
version). However some new applications to PAC extensions having no relation to Hilbert’s
tenth problem started to come out.
Abundance of Hilbertian Fields
A Galois extension N/K is said to be unbounded if the set {ord(σ) | σ ∈ Gal(N/K)} is
unbounded. In [26] Razon applies Theorem A to find an abundance of Hilbertian fields:
Theorem C. Let K be a countable Hilbertian field and N/K an unbounded abelian exten-
sion. Then for almost all σ ∈ Gal(K)e every subextension M of Ks(σ)N/N is Hilbertian.
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The following two results show some nice properties of a field K having a “non-
degenerate” PAC extension. The main idea lying behind these results is that such fields
satisfy some weak Hilbert’s irreducibility theorem, as described further below in the intro-
duction. Let us briefly describe the results.
Dirichlet’s Theorem for Polynomial Rings
The Artin-Kornblum analog of Dirichlet’s theorem on primes in arithmetical progressions
asserts the following for a finite field F.
Theorem D. For any coprime a, b ∈ F[X] and sufficiently large positive integer n there
exists c ∈ F[X] for which a+ bc is irreducible of degree n.
A natural continuation is to generalize Dirichlet’s theorem to infinite fields. Note that,
obviously, Dirichlet’s theorem does not hold for C or R. A more subtle but still easy
observation which the author learnt from Jarden is that over a Hilbertian field K Dirichlet’s
theorem does hold (see Chapter 7 for details). In this work we prove that Dirichlet’s
theorem holds for a field K provided it has a PAC extension.
Theorem I. Let K be a field, a, b ∈ K[X] coprime, and n sufficiently large. Assume that
there exists a PAC extension M/K and a separable extension N/M of degree n. Then there
exist infinitely many c ∈ K[X] such that a+ bc is irreducible of degree n.
This result appears in [1].
Scaled Trace Forms
Let L/K be a separable extension of degree n. Then L is equipped with the non-degenerate
quadratic trace form. Namely, x 7→ TrL/K(x2), for x ∈ L. A generalization of the trace
form is the following scaled trace form. Fix λ ∈ L×. Then the scaled (by λ) trace from is
the non-degenerate quadratic form on L defined by
x 7→ TrL/K(λx2),
for all x ∈ L.
Scharlau [31] and Waterhouse [35] (independently) prove that over a Hilbertian field K
every non-degenerated quadratic form is isomorphic to a scaled trace form. In a joint work
with Kelmer [3], we extend Scharlau-Waterhouse proof to fields having a PAC extension.
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Theorem E. Let K be a field. Assume that there exists a PAC extension M/K and a
separable extension N/M of degree n. Then every non-degenerate quadratic form of degree
n over K is isomorphic to a scaled trace form.
Remark 1.1.2. The latter two theorems make the property that a field K has a PAC
extension M/K and a separable extension N/M of degree n interesting. Below we find
some families of fields having this property for many n’s, e.g., pro-solvable extensions of
Q.
1.2 The Galois Structure of PAC Extensions
We develop an elementary machinery to study field extensions. The essential ingredient
is a generalization of embedding problems to field extensions. Then we apply it to PAC
extensions. In particular we get a key property – the lifting property (Proposition 3.4.6).
Let us describe some of the consequences of this developments.
1.2.1 Restrictions on PAC Extensions
In [17] (where PAC extensions firstly appear) Jarden and Razon find some Galois extensions
M of Q such that M is PAC as a field but M is a PAC extension of no number field. (For
this a heavy tool is used, namely Faltings’ theorem.) This led them to ask whether this is
a coincidence or a general phenomenon.
In [16] Jarden answers this question by showing that the only Galois PAC extension of
an arbitrary number field is its algebraic closure. Jarden does not use Faltings’ theorem, but
different kind of results. Namely, Frobenius’ density theorem, Neukirch’s characterization
of p-adically closed fields among all algebraic extensions of Q, and the special property
of Q that it has no proper subfields (!). For that reason Jarden’s method is restricted to
number fields.
The next step is to generalize Jarden’s results to a finitely generated infinite field
K. Elaborating Jarden-Razon original method, i.e. using Faltings’ theorem (and Grauert-
Manin theorem in positive characteristic), Jarden and the author [2] generalize Jarden’s
result to K.
Theorem F. Let K be a finitely generated infinite field. The only Galois PAC extension
of K is its separable closure.
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Using the lifting property mentioned above and wreath products, we can elementarily
and easily reprove Theorem F. Moreover, our proof uses no special features of finitely
generated fields, so it generalizes Theorem F to arbitrary fields.
Theorem II. Let M/K be a proper separable algebraic PAC extension. Then the Galois
closure of M/K is the separable closure of K.
In particular, if M/K is a Galois PAC extension, the either M = K or M = Ks.
The Galois structure of a PAC extension M/K has more restrictions. For example in
Corollary 4.2.4 we classify all finite PAC extensions.
Theorem III. Let M/K be a finite extension. Then either M/K is PAC if and only if
one of the following holds.
(a) K0 is real closed and K is the algebraic closure of K0.
(b) K0 is PAC and K/K0 is purely inseparable.
Interestingly, this theorem implies a positive answer to a seemingly unrelated problem,
namely Problem 18.7.8 of [9] in case of finitely generated fields: For a given Hilbertian
field K, this problem asks whether the following ‘bottom theorem’ holds. For almost all
σ ∈ Gal(K)e the field M = Ks(σ) has no subfield L such that 1 < [M : L] <∞.
In [11] Haran proves an earlier version of the bottom theorem, namely with the addi-
tional condition that K ⊆ L. Note that if, e.g., K = Fp(x), then [M : Mp] = p for any
algebraic separable extension M/K (see discussion before Theorem 8.2.2 for more details).
Therefore the bottom theorem fails for this K for trivial reasons. Hence the condition
‘M/L is separable’ should be added to the formulation of the bottom theorem.
Now the bottom theorem for K a finitely generated infinite field is valid. The main
ingredient in the proof is, as mentioned above, Theorem III.
Theorem IV. The bottom theorem holds for all finitely generated infinite fields.
1.2.2 Descent of Galois Groups
In [27] Razon proves for a PAC extension M/K that every separable extension N/M
descends to a separable extension L/K.
Theorem G. Let M/K be a PAC extension and N/M a separable algebraic extension.
Then there exists a separable algebraic extension L/K that is linearly disjoint from M over
K such that N = ML.
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We generalize Razon’s result and get a stronger descent result:
Theorem V. Let M/K be a PAC extension and N/M a finite Galois extension. Assume
Gal(N/M) ≤ H, where H is regularly realizable over K. Then there exists a Galois
extension L/K such that Gal(L/K) ≤ H and N = LM .
Indeed, applying Theorem V to the symmetric group H = Sn yields a proof of The-
orem G (see proof of Corollary 4.1.4). It is interesting to note that the original proof
of Theorem G is similar but very specific: One only considers the regular realization of
H = Sn generated by the generic polynomial f(T1, . . . , Tn, X) = X
n + T1X
n−1 + · · ·+ Tn.
Let me explain the name ‘descent’ attached to Theorem V. If a finite Galois group
G = Gal(N/M) over M regularly occurs over K, then, by taking H = G in Theorem V
we get that G occurs over K (since G = Gal(L/K) in that case). Thus G descends to a
Galois group over K.
As a consequence of this and of the fact that abelian groups are regularly realizable
over any field, we get, for example, that
Mab = MKab.
1.3 Projective Pairs
There is a strong connection between PAC fields and projective profinite groups.
Theorem H. The absolute Galois group of an arbitrary PAC field is projective, and vice-
versa, every projective profinite group can be realized as the absolute Galois group of a PAC
field.
Ax proved the first assertion [9, Theorem 11.6.2] and Lubotzky and v.d. Dries proved
the second one [9, Corollary 23.1.2].
We introduce a similar characterization for PAC extensions of PAC fields and projective
pairs. A projective pair (Γ,Λ) is composed of a profinite group Λ and a closed subgroup Γ
for which any double finite embedding problem is weakly solvable (see Definition 5.1.1).
Theorem VI. (a) Let M be a PAC extension of a PAC field K. Then (Gal(M),Gal(K))
is a projective pair.
(b) Let M be an algebraic extension of a PAC field K. Then M/K is PAC if and only
if (Gal(M),Gal(K)) is projective.
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(c) Let (Γ,Λ) be a projective pair. Then there exists a PAC extension M of a PAC field
K such that Γ ∼= Gal(M), Λ ∼= Gal(K).
Thus any result about projective pairs immediately yields an analog for PAC extensions
of PAC fields. This connection motivates the study of projective pairs.
Interestingly, although we cannot directly apply the results about projective pairs to
analogous results on PAC extensions (of non PAC field) we can apply the ideas and technics.
And indeed the elementary machinery mentioned in Section 1.2 comes from this analogy.
The study of projective pairs in this work go along two perspectives. First we prove the
analogs of results about PAC extensions. For example, the analog of Theorem II asserts
that the only normal projective pairs (i.e. Γ / Λ) are when Γ = 1 or Γ = Λ. Sometimes
in the group theoretic setting the results become stronger, e.g., the analog of Theorem V
implies the following
Theorem VII. Let (Γ,Λ) be a projective pair. Then Λ = N o Γ, for some N / Λ.
In the same time we find families of examples of projective pairs. By the transitivity of
PAC extensions (Proposition 3.4.8) we get new families of PAC extensions. For example,
the following is a special case of Corollary 5.4.2.
Theorem VIII. Every projective group P can be realized as the absolute Galois group of a
PAC extension of some Hilbertian field K. Moreover if the rank of P is at most countable,
then we can take K = Qab.
Unfortunately, this does not lead us to discover new PAC extensions of Q.
1.4 Weak Hilbert’s Irreducibility Theorem
There is a deep connection between embedding problems, irreducible specializations of
polynomials, and rational points on varieties. The following theorem is a good evidence
for this connection.
Theorem I. Let K be a PAC field. Then K is Hilbertian if and only if K is ω-free.
(Recall that the PACness means that all varieties have rational points, Hilbertianity
implies that all polynomials have the irreducible specialization property, and ω-freeness
asserts that all finite embedding problems are solvable.) In their work on Frobenius fields
[8], Haran, Fried, and Jarden refined the above connection.
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We extract from the previous result the exact statement that connects embedding
problems, irreducible specializations of polynomials, and rational points on varieties (see
Lemma 6.1.2). Next we apply that general criterion to a field K which has PAC extensions.
This gives a weak Hilbert’s irreducibility theorem for K (Proposition 6.2.1). One nice
corollary is in the case where the polynomial is the “most irreducible.”
Theorem IX. Let K be a field and f(T,X) ∈ K(T )[X] an irreducible polynomial of degree
n in X whose Galois group over K˜(T ) is Sn. Further assume that there exists a PAC
extension M/K and a separable extension N/M of degree n. Then there exist infinitely
many a ∈ K for which f(a,X) is irreducible over M , and hence over K.
This result is essential in the proofs of Theorems I and E.
1.5 Fields Having PAC Extensions
In light of the above results, it is a significant feature for a field K to have non-trivial PAC
extensions.
We focus on two directions. First we generalize Theorem A in case K is a finitely
generated field. Recall that a finitely generated infinite field is always Hilbertian.
Theorem X. Let K be a finitely generated infinite field and e ≥ 1 a positive integer. Then
for almost all σ ∈ Gal(K)e and for every field F ⊆ Ks(σ) which is not algebraic over a
finite field the extension Ks(σ)/F is PAC.
We do not know whether this result is true in the more general case where K is an
arbitrary countable Hilbertian field (e.g. K = Qab). A positive answer would imply the
bottom theorem for countable Hilbertian fields.
Next we go in the opposite direction, that is, we consider a fixed field F and try to find
PAC extensions of it. More precisely we ask the following
Question 1.5.1. For what positive integers n there exist a PAC extension M/F and a
separable extension N/M of degree n?
In several cases we can give a satisfactory answer as presented in the following result.
Theorem XI. Let K be a countable Hilbertian field and F/K a separable algebraic exten-
sion. Then there exist a PAC extension M/F and a separable extension N/M of degree n
in the following cases.
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(a) F/K is pro-solvable and n ≥ 5.
(b) There exists a prime p such that p - [Fˆ : K] (as supernatural numbers), where Fˆ is
the Galois closure of F/K.
This result has several applications. For example one can extend Theorem E to the
following
Theorem J. Let K be a Hilbertian field (of any cardinality) and let F/K be a pro-solvable
extension (resp. an extension whose Galois closure is prime to p). Then for every n ≥ 5
(resp. n ≥ 1) any non-degenerate quadratic form of dimension n is isomorphic to a scaled
trace form over F .
This result appear in [3].
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Chapter 2
Preliminaries in Galois Theory
This chapter sets up the necessary background in Galois theory and finite group theory
needed for this work. It mainly fixes notation and gives some of the basic properties which
will be used later. Also some of the technical details of the upcoming chapters are hidden
in this chapter. The expert reader may wish to skip this expository part, and return to it
when needed.
2.1 Permutational Galois Groups
Let F/K be a Galois extension. The Galois group G = Gal(F/K) is equipped with several
natural actions coming from polynomials and subgroups. We describe two of these actions
below.
Firstly let f(X) ∈ K[X] be a separable monic polynomial which splits over F . Then
f(X) =
∏n
i=1(X − αi), where all αi ∈ F and are distinct. Since G fixes the coefficients of
f(X), it permutes the roots of f . Properties of f are encoded in this action (this idea goes
back to Galois himself), e.g., the following
Lemma 2.1.1. Let R be the set of roots of f .
(a) R generates F over K if and only if the action of G on R is faithful.
(b) There is a correspondence between the factorization f(X) =
∏m
i=1 fi(X) of f(X) into
irreducible polynomials over K and the decomposition R =
⋃· mi=1Ri of R into G-orbits
Ri, given by fi(X) =
∏
α∈Ri(X − α) (under a suitable rearrangement of the factors
fi).
(c) f(X) is irreducible over K if and only if (G,R) is transitive.
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Proof. Let E ⊆ F be the field generated by R. By the Galois correspondence E = F if
and only if no σ ∈ G fixes E. This implies (a).
For (b) notice that the coefficients of each fi(X) =
∏
α∈Ri(X − α) are G-invariant,
hence fi ∈ K[X]. Furthermore, if fi were reducible, by Galois correspondence, there would
been a proper nonempty subset of Ri which is G-invariant, a contradiction. (c) is a special
case of (b).
Let us describe the second type of actions. Let H ≤ G be a subgroup. Then G
acts naturally on the cosets G/H of H in G by left multiplication. This action is (non-
canonically) isomorphic1 to the previous action. Namely, let E = FH be the fixed field
of H in F , let α1, . . . , αn ∈ E be a generating set of E/K, i.e. E = K(α1, . . . , αn), and
let f(X) ∈ K[X] be the minimal monic polynomial with α1, . . . , αn as roots. Then G
permutes the roots of f(X), and, by the Galois correspondence, Gal(F/E) = H. This
implies that the stabilizer of α1, . . . , αn is H.
2.2 Embedding Problems
A profinite group is defined as an inverse limit of finite groups, or equivalently as a totally
disconnected compact Hausdorff group [9, Lemma 1.1.7]. The former description makes it
plausible to characterize a profinite group Γ via finite objects. If Γ is finitely generated2,
then it is determined (up-to-isomorphism) by the set
{Γ/N | N is open and normal in Γ}/isom.
of all finite quotients [9, Proposition 16.10.7].
However in general this set of finite quotient does not determine Γ. For example, the
direct product Γ1 =
∏
GG of all finite groups G and the free profinite group of countable
rank Γ2 = Fˆω, both have all finite groups as quotients, but Γ1 6∼= Γ2 (since, e.g., Γ2 has no
torsion). Therefore a more refined finite object – finite embedding problems – is needed.
Let us present two classical results before going into details.
• A profinite group Γ is projective if and only if every finite embedding problem is
weakly solvable [28, Lemma 7.6.1].
• Let Γ be a profinite group of infinite rank κ. Then Γ is free if and only if every
non-trivial finite embedding problem has κ solutions [9, Theorem 25.1.7].
1If G is an infinite group, then we assume that it is profinite and that H is open in G.
2in the topological sense.
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2.2.1 Embedding Problems for Profinite Groups
Let Γ be a profinite group. An embedding problem for Γ is a diagram
Γ
µ

∃θ?
~~
G
α // A,
where G and A are profinite groups and µ and α are (continuous) epimorphisms. In short
we write (µ, α).
A solution of (µ, α) is an epimorphism θ : Γ → G such that αθ = µ. If θ satisfies
αθ = µ but is not necessarily surjective, we say that θ is weak solution. In particular, a
profinite group G is a quotient of Γ if and only if the embedding problem (Γ→ 1, G→ 1)
is solvable.
If G is finite (resp. α splits), we say that the embedding problem is finite (resp. split).
Two embedding problems (µ : Γ → A,α : G → A) and (ν : Γ → B, β : H → B) are
said to be equivalent if there exist isomorphisms i : G→ H and j : A→ B for which the
following diagram commutes.
G
α //
i

A
j

Γ
µoo
H
β // B Γ
νoo
It is evident that any (weak) solution of (µ, α) corresponds to a (weak) solution of (ν, β)
and vice versa.
The following lemma gives an obvious, but useful, criterion for a weak solution to be a
solution (i.e. surjective).
Lemma 2.2.1. A weak solution θ : Γ→ G of an embedding problem (µ : Γ→ A,α : G→ A)
is surjective if and only if ker(α) ≤ θ(Γ).
Proof. Suppose ker(α) ≤ θ(Γ). Let g ∈ G, put a = α(g), and let f ∈ µ−1(a). Then
θ(f)−1g ∈ ker(α) ≤ θ(Γ), and hence g ∈ θ(Γ). The converse is obvious.
2.2.2 Embedding Problems for Fields
Let K be a field with a separable closure Ks. The absolute Galois group Gal(K) =
Gal(Ks/K) is profinite. This defines the notion of an embedding problem for K.
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More precisely, an embedding problem for a field K is an embedding problem
(µ : Gal(K)→ A,α : G→ A)
for Gal(K). If we denote by L the fixed field of ker(µ), then µ factors as µ = µ¯µ0, where
µ0 : Gal(K)→ Gal(L/K) is the restriction map and µ¯ : Gal(L/K)→ A is an isomorphism.
Then the embedding problems (µ, α) and (µ0, µ¯
−1α) are equivalent. So, from now on, we
shall assume that A = Gal(L/K) and µ is the restriction map (unless we explicitly specify
differently).
(2.1) Gal(K)
µ

∃θ?
zz
G
α // Gal(L/K)
Another piece of notation is that of solution fields: Let θ : Gal(K)→ G be a weak solution
of (µ, α). The fixed field of ker(θ) is called the solution field.
In terms of fields, a weak solution of an embedding problem corresponds to a K-
embedding of the field L inside the solution field F in such a way that the restriction map
Gal(F/K) → Gal(L/K) coincides with α. In particular, the embedding problems (µ, α)
and the embedding problem defined by the restriction map, i.e. (µ, res : Gal(F/K) →
Gal(L/K)), are equivalent.
2.2.3 Rational and Geometric Embedding Problems
We define embedding problems coming from geometric objects.
Definition 2.2.2. Let E be a finitely generated regular extension of K, let F/E be a
Galois extension, and let L = F ∩ Ks, where Ks is a separable closure of K). Then the
restriction map α : Gal(F/E)→ Gal(L/K) is surjective, since E ∩Ks = K. Therefore
(2.2) Gal(K)
µ

Gal(F/E) α // Gal(L/K)
is an embedding problem for K. We call such an embedding problem geometric embed-
ding problem.
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If E = K(t1, . . . , te) is a field of rational functions over K then we call (2.2) which gets
the form
(2.3) Gal(K)
µ

Gal(F/K(t)) α // Gal(L/K)
rational embedding problem.
It seems that the rationality of an embedding problem depends on e ≥ 1. However
Lemma 2.4.5 shows that if the condition is satisfied for some e ≥ 1, then it also holds for
e = 1.
Lemma 2.2.3. Every finite embedding problem is equivalent to a geometric embedding
problem.
See [9, Lemma 11.6.1] for the proof of this result. Now we can restrict and discuss only
geometric embedding problems.
We say that a finite group is regularly realizable if there exists a Galois extension
F/K(t) such that F is regular over K and G ∼= Gal(F/K(t)). In other words, in (2.3) we
have L = K. The following classical result asserts that certain families of finite groups are
regularly realizable over any field:
Theorem 2.2.4. All abelian groups, all symmetric groups, and all alternating groups are
regularly realizable over any field.
A proof can be found e.g. in [9]. (This result is by no mean the state of art.)
2.3 Fiber Products
Let α1 : G1 → A and α2 : G2 → A be epimorphisms of (profinite) groups. Then the fiber
product is defined by
G1 ×A G2 = {(g1, g2) ∈ G1 ×G2 | α1(g1) = α2(g2)} ≤ G1 ×G2.
It is equipped with two natural projection maps pii : G1×AG2 → Gi defined by pii(g1, g2) =
gi, i = 1, 2.
Fiber products rise up ‘naturally’ in many situations. We shall use them mainly to find
a convenient embedding problem that dominates a given embedding problem.
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Definition 2.3.1. An embedding problem (µ′ : Γ→ A′, α′ : G′ → A′) for a profinite group
Γ dominates an embedding problem (µ : Γ → A,α : G → A) if every (weak) solution θ′
of (µ′, α′) induces a (weak) solution θ of (µ, α) via a commutative diagram
(2.4) Γ
µ′

µ

θ′
~~
G′
pi

α′ // A′
ν

G
α // A.
Here pi : G′ → G is surjective.
The following lemma gives a dominating embedding problem via fiber products.
Lemma 2.3.2. Let (µ : Γ→ A,α : G→ A) be an embedding problem for a profinite group
Γ. Let µ′ : Γ → A′ be an epimorphism such that ker(µ′) ≤ ker(µ). Let G′ = G ×A A′ and
let α′ : G′ → A′ be the corresponding projection map. Then the embedding problem (µ′, α′)
dominates (µ, α). Moreover
(a) Assume that θ : Γ→ G is a weak solution and ker(µ′) ≤ ker(θ). Then (µ′, α′) splits.
(In particular, if (µ, α) splits, then so does (µ′, α′).)
(b) A weak solution θ of (µ, α) induces a weak solution θ′ of (µ′, α′) defined by θ′(x) =
(θ(x), µ′(x)).
Proof. The commutative diagram (2.4), where pi is the projection map and ν is induced
by µ′ and µ implies that (µ′, α′) dominates (µ, α), as needed.
(b) is trivial.
Finally we prove (a). The map θ × µ′ : Γ → G′ sends x ∈ Γ to the pair (θ(x), µ′(x)).
Let K = ker(θ × µ′). Clearly K = ker(θ) ∩ ker(µ′) and hence by assumption K = ker(µ′).
Therefore θ × µ′ induces a map β′ : A′ → G′. Then α′β′µ′ = α′(θ × µ′) = µ′; hence
α′β′ = id.
A fiber product also describes the Galois group of the compositum of two Galois ex-
tensions. The restriction maps are then realized as the projection maps:
Lemma 2.3.3. Let M1 and M2 be Galois extensions of a field K and let L = M1 ∩M2.
Then Gal(M1M2/K) is canonically isomorphic to Gal(M1/K)×Gal(L/K)Gal(M2/K). Under
this isomorphism the restriction maps coincide with the projection maps.
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Proof. The canonical isomorphism
Gal(M1M2/K)→ Gal(M1/K)×Gal(L/K) Gal(M2/K)
is given by σ 7→ (σ|M1 , σ|M2). (See [21, VI §1 Theorem 1.14].)
There is a connection between fiber products and independent solutions of embedding
problems. Let Ψ = {θi | i ∈ I} be a family of solutions of a finite embedding problem
(µ : Γ→ A,α : G→ A) for a profinite group Γ. We call Ψ independent if {ker(θi) | i ∈ I}
is an independent family w.r.t. the Haar measure of ker(µ). That is to say, Ψ is independent
if and only if
(ker(µ) :
⋂
i∈I0
ker(θi)) =
∏
i∈I0
(ker(µ) : ker(θi))
for every finite subset I0 ⊆ I.
We denote
GIA = {(gi) ∈ GI | α(gi) = α(gj), ∀i, j ∈ I}
for the fiber product of I copies of G. For each i ∈ I let pii : GIA → G be the ith projection
map. We have an epimorphism αI : G
I
A → A defined by αI = αpii, for some i ∈ I. Clearly
this definition is independent of the choice of i ∈ I.
Lemma 2.3.4. If θ : Γ → GIA is a solution of (µ, αI), then {θi = piiθ | i ∈ I} is an
independent family of solutions of (µ, α).
Proof. For finite I0 ⊆ I set piI0 : GIA → GI0A and denote θI0 = piI0θ.
Γ
µ

θ
~~}}
}}
}}
}}
θI0

GIA
αI //
piI0

A
GI0A
αI0 // A
The above diagram with I0 = {i} implies that θi is a solution, for any i ∈ I.
Since
1 = θI0(x) = piI0(θ(x))⇐⇒ ∀i ∈ I0, 1 = pii(θ(x)) = θi(x),
we get that
⋂
i∈I0 ker(θi) = ker(θI0). Thus
(ker(µ) :
⋂
i∈I0
ker(θi)) = (ker(µ) : ker(θI0)) =
|GI0A |
|A| =
( |G|
|A|
)|I0|
=
∏
i∈I0
(ker(µ) : ker(θi)).
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This shows that {θi | i ∈ I} is independent family of solutions, as needed.
2.4 Places
In this section we recall some of the definitions and basic properties of places, for reference
see [9].
A place ϕ of a field F is a map of ϕ : F → M ∪ {∞} such that M is a field and the
following properties hold.
(a) x+∞ =∞+ x =∞, ∀x ∈M .
(b) x · ∞ =∞ · x =∞, ∀x ∈M× (:= M r {0}).
(c) ϕ(x+ y) = ϕ(x) + ϕ(y) (whenever the right hand side is defined).
(d) ϕ(xy) = ϕ(x)ϕ(y) (whenever the right hand side is defined).
(e) ∃x, y ∈ F such that ϕ(x) =∞ and ϕ(y) 6= 0,∞.
If F and M are extensions of a common field K, and ϕ(x) = x for every x ∈ K, we say
that ϕ is a K-place.
Every place ϕ of F comes with a local ring Oϕ = {x ∈ F | ϕ(x) 6=∞} whose maximal
ideal is mϕ = {x ∈ Oϕ | ϕ(x) = 0}. The quotient field Oϕ/mϕ is canonically isomorphic
to the residue field F¯ = {ϕ(x) | x ∈ Oϕ}. Places are said to be equivalent if they have
the same local ring. In particular, equivalent places have isomorphic residue fields.
Let E/K be a regular extension and let F/E be a finite Galois extension. Assume
that ϕ is a K-place of E. Then, by Chevalley’s lemma, the place ϕ extends to a place
Φ: F → M ∪ {∞}, where M is the algebraic closure of E¯ [9, Proposition 2.3.1]. Assume
from now on that F¯ /E¯ is separable. Then F¯ /E¯ is, in fact, Galois and the Galois group
Gal(F¯ /E¯) is then called the residue group.
Let L = F ∩Ks, then L ⊆ F¯ . (Indeed, since K ⊆ OΦ, L is integral over K, and OΦ
is integrally closed, it follows that L ⊆ OΦ.) By composing Φ with an appropriate Galois
automorphism of F¯ /K, we may assume that Φ is an L-place.
We call the subgroup
DΦ/ϕ = {σ ∈ Gal(F/E) | σOΦ = OΦ} = {σ ∈ Gal(F/E) | σmΦ = mΦ}
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of Gal(F/E) the decomposition group of Φ/ϕ. The fixed field of the decomposition
group in F is (as expected) the decomposition field of Φ/ϕ. The decomposition field is
the maximal subextension of F/E having the same residue field as of E.
There is a natural epimorphism from the decomposition group to the residue group,
namely σ ∈ DΦ/ϕ 7→ σ¯ ∈ Gal(F¯ /E¯), where σ¯ is defined by σ¯(x + mΦ) = σx + mΦ. The
kernel of this epimorphism is called the inertia group, and is denoted by IΦ/ϕ, viz.
IΦ/ϕ = {σ ∈ Gal(F/E) | x− σ(x) ∈ mΦ,∀x ∈ OΦ}.
If the inertia group is trivial, the place Φ is said to be unramified over ϕ (or ϕ is unramified
in F ). In other words, Φ is unramified over ϕ if and only if the decomposition group is
isomorphic to the residue group.
From now on we assume the F,E are function fields. That is, we assume that F and E
are finite separable extensions of K(t), where t = (t1, . . . , te) is a finite e-tuple of variables
for some e ≥ 1.
Lemma 2.4.1. Let x ∈ F be such that F = E(x). Then there exists a nonzero g(t) ∈ K[t]
such that for every K-place ϕ of F if a = ϕ(t) is finite and g(a) 6= 0, then x¯ = ϕ(x) is
finite, ϕ is unramified over E, and F¯ = E¯(x¯).
Proof. Let f(t, X) ∈ K[t, X] be the irreducible polynomial of x over K(t). Let g(t) ∈ K[t]
be the product of the leading coefficient of f (as a polynomial in X) and its discriminant.
Since f is separable, g(t) 6= 0.
Let R = K[t, g(t)−1] and let S, U be the integral closures of R in F , E, respectively.
Then S = R[x] ([9, Definition 6.1.3]), in particular S = U [x]. Conclude that S/U is a ring
cover. Now [9, Lemma 6.1.4] finishes the proof.
Let x ∈ F be a primitive element of F/E, i.e. F = E(x) and let g(t) ∈ K[t] from
the above lemma. Assume that a = ϕ(t) is finite and g(a) 6= 0. Let f be the irreducible
polynomial of x over E.
Then f¯ = ϕ(f) is a separable polynomial (since the Φ is unramified over E). Therefore
Φ induces a bijective map between the set X of all roots of f and the set X¯ of all roots of
f¯ . We thus have an isomorphism ρ : SX → SX¯ . Recall that DΦ/ϕ embeds into SX (since
Gal(F/E) does) and that Gal(F¯ /E¯) embeds into SX¯ . Then the following result holds (cf.
[9, Lemma 6.1.4]).
Lemma 2.4.2. The restriction of ρ : SX → SX¯ to the decomposition group DΦ/ϕ coincides
with the natural map DΦ/ϕ → Gal(F¯ /E¯).
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The above natural map relates to embedding problems in the following way. An unram-
ified place Φ/ϕ for which E¯ = K induces a map Φ∗ : Gal(K) → Gal(F/E) which factors
through the residue group and whose image Φ∗(Gal(K)) = DΦ/ϕ is the decomposition
group. We have
Φ(Φ∗(σ)x) = σΦ(x),
for all σ ∈ Gal(K) and x ∈ OΦ. Thus if Φ is an L-place, then resF,L ◦ Φ∗ = resKs,L. In
other words, Φ∗ is a weak solution of the embedding problem
(res : Gal(K)→ Gal(L/K), res : Gal(F/E)→ Gal(L/K)).
Such weak solutions are called geometric and will be discussed below.
Let Ψ be another place of F lying over ϕ, then Φ = Ψσ for some Galois automorphism
σ ∈ Gal(F/E), the decomposition groups are conjugate (by the same σ) and Ψ∗ and Φ∗
differ by this conjugation. Therefore, to make notation simpler, and when there is no risk
of confusing, we omit Φ from the notation. For example, Dϕ stands for DΦ/ϕ for some
extension Φ of ϕ and ϕ∗ is actually Φ∗ for some Φ lying above ϕ; we shall say that ϕ is
unramified at E if Φ/ϕ is unramified, etc.
Let t = (t1, . . . , te) be an e-tuple of variables over K. Any a1, . . . , ae ∈ Ks defines a
specialization K[t] → K[a]. This specialization can be extended to a K-place ϕ of K(t)
into Ks ∪ {∞}. If e = 1, the place ϕ is uniquely determined by a = a1 ∈ Ks, and, in
particular, the residue field is K(a).
However, if e > 1, then ϕ is not uniquely determined by a and even the residue field
need not be K(a). (The reason for this is that an element such as ϕ( ti−ai
tj−aj ), i 6= j, can be
defined to be∞ or any other element of Ks.) Nevertheless, we can extend the specialization
t→ a to a K-place ϕ of K(t) such that its residue field is K(a), and moreover, for every
finite extension L/K the residue field of L(t) is L(a) (under any extension of ϕ to an
L-place of L(t)), see [9, Lemma 2.2.7].
2.4.1 Points on Varieties and Places
Let V be an algebraic variety defined over K. In this work varieties always stay irreducible
over the algebraic closure (that is V ⊗K K˜ is irreducible). Let E denote the function field
of V . Let a ∈ V (K) and let U = SpecR be an affine neighborhood of a. Then a defines a
K-homomorphism sa : R→ K.
The homomorphism sa can be extended to a K-place of E. Similarly to the case of
extending specializations to places, there are several ways to extends sa to E when V is
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not a curve and it can be extended to a K-place of E with residue field E¯ = K(a).
Let ν : V → Adim(V ) be a finite separable morphism over K. Then the corresponding
field extension E/K(t) is finite and separable. Let a ∈ Kdim(V )s (= Adim(V )(Ks)) and take
b ∈ ν−1(a) ⊆ V (Ks). By Lemma 2.4.1, there exists 0 6= g(t) ∈ K[t] such that if g(a) 6= 0,
then the specialization t 7→ a can be extended to a K-place of E such that K(t) = K(a)
and E¯ = K(b).
2.4.2 Geometric Solutions of Embedding Problems
Consider a geometric embedding problem
(µ : Gal(K)→ Gal(L/K), α : Gal(F/E)→ Gal(L/K))
for a field K. As we saw before, a place ϕ of E that is unramified in F and with residue
field E¯ = K induces a weak solution ϕ∗ whose image is the decomposition group.
Definition 2.4.3. A weak solution θ : Gal(K) → Gal(F/E) of a geometric embedding
problem (µ, α) is called geometric if there exists a K-place ϕ of E unramified in F such
that θ = ϕ∗.
Geometric solutions are compatible with scalar extensions.
Lemma 2.4.4. Let (µ, α) be a geometric embedding problem. Let M/K be a Galois exten-
sion with L ⊆M . Then the geometric embedding problem
(µ′ : Gal(K)→ Gal(M/K), α′ : Gal(FM/E)→ Gal(M/K)),
where α′ and µ′ are the corresponding restriction maps dominates the embedding prob-
lem (µ, α) with respect to the restriction maps. Furthermore, if ψ∗ is a geometric (weak)
solution of (µ′, α′), then (ψ|F )∗ is a geometric (weak) solution of (µ, α).
Proof. As E/K is regular and by Lemma 2.3.3, we have
Gal(FN/E) = Gal(F/E)×Gal(LE/E) Gal(ME/E) ∼= Gal(F/E)×Gal(L/K) Gal(M/K)
and the projection maps coincide with the restriction maps. Thus (µ′, α′) dominates (µ, α)
(Lemma 2.3.2). Now let ψ∗ be a geometric (weak) solution of (µ′, α′). For ϕ = ψ|F , we
have that ϕ is unramified in F and resFM,F ◦ ψ∗ = ϕ∗, as needed.
Combination of Matsusaka-Zariski Theorem and Bertini-Noether Lemma reduces the
transcendence degree in (2.3) to 1.
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Lemma 2.4.5. Let K be an infinite field, L/K a finite Galois extension, and (u, t) an
e + 1-tuple of algebraically independent elements over K. Consider a rational embedding
problem (2.3). Then there exists a solution of
(µu : Gal(K(u))→ Gal(L/K), α : Gal(F/K(t))→ Gal(L/K))
whose solution field is regular over L.
Proof. Let x ∈ F be integral over L[t] such that F = K(t, x). Let f(T, X) ∈ K[T, X] be
the absolutely irreducible polynomial that is separable and monic in X for which f(t, x) =
0.
Take two variables U, V . Matsusaka-Zariski Theorem [9, Proposition 10.5.4] implies
that f(T1, . . . , Te−1, U +V T1, X) is irreducible in the ring L˜[T1, . . . , Te−1, X], where L˜ is an
algebraic closure of L(U, V ). Let h(T1, . . . , Tr) ∈ K[T] be the non-zero polynomial given
in Lemma 2.4.1 with respect to the extension F/K(t).
By Bertini-Noether Lemma [9, Proposition 10.4.2] there exists a nonzero c(U, V ) ∈
L[U, V ] such that for any αe, βe ∈ K satisfying c(αe, βe) 6= 0 the monic polynomial
f(T1, . . . , Te−1, αe + βeT1, X) remains absolutely irreducible over K. Since K is infinite,
there exist αe, βe ∈ K with βe 6= 0 such that c(αe, βe) 6= 0 and h(T1, . . . , αe + βeT1) 6= 0.
Induction on e yields αi, βi ∈ K, βi 6= 0, i = 2, . . . , e such that g(T,X) = f(T, α2 +
β2T, . . . , αe + βeT,X) is an absolutely irreducible polynomial and h(T, α2 + β2T, . . . , αe +
βeT,X) 6= 0.
Extend the specialization t 7→ (u, α2 + β2u, . . . , αe + βeu) to an L-place ϕ of F/K(t)
and denote by F0/K(u) the residue field extension [9, Lemma 2.2.7]. By Lemma 2.4.1,
F0 = L(u, x0), where x0 = ϕ(x) is a root of g(u,X). Hence F0 is regular over L. The place
ϕ also induces a geometric weak solution ϕ∗ : Gal(K(u))→ Gal(F/K(t)) of (µu, α) whose
residue field is F0. But
[F0 : K(t)] = [F0 : L(t)][L : K] = degX g(t,X)[L : K] = degX f(t, X)[L : K]
= [F : L(t)][L : K] = [F : K(t)],
so ϕ∗ is surjective, and thus the assertion follows.
2.5 Wreath Products
In this section we introduce wreath products, and the more general notion of twisted wreath
products.
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2.5.1 Definition
Let A, G0 ≤ G be finite groups. Assume that G0 acts on A (from the right). Let
IndGG0(A) = {f : G→ A | f(σρ) = f(σ)ρ, ∀σ ∈ G, ρ ∈ G0} ∼= A(G:G0).
Here multiplication is component-wise, i.e. (fg)(σ) = f(σ)g(σ). Then G acts on IndGG0(A)
by fσ(τ) = f(στ). We define the twisted wreath product to be the semidirect product
AwrG0 G = Ind
G
G0
(A)oG,
i.e., an element in AwrG0 G can be written uniquely as fσ, where f ∈ IndGG0(A) and σ ∈ G.
The multiplication is then given by (fσ)(gτ) = fgσ
−1
στ . The twisted wreath product is
equipped with the quotient map α : AwrG0 G→ G defined by α(fσ) = σ.
If G0 = 1, the twisted wreath product is simply called wreath product. We abbreviate
Awr1G and write AwrG for the wreath product.
The next result states that AoG0 embeds in AwrG0 G.
Lemma 2.5.1. For each a ∈ A let fa ∈ IndGG0(A) be defined by
fa(σ) =
aσ σ ∈ G01 otherwise.
Then the map ρ : AoG0 → AwrG0 G defined by ρ(aσ) = faσ is a monomorphism.
Proof. Clearly ρ is injective. Since (fa)
τ = faτ for any a ∈ A and τ ∈ G0, the map ρ is a
homomorphism.
2.5.2 Twisted Wreath Products and Embedding Problems
The following result strengthens Lemma 2.2.1 in the case of embedding problems with
twisted wreath products.
Lemma 2.5.2. Let (ϕ : Γ → G,α : AwrG0 G → G) be a finite embedding problem for a
profinite group Γ and let θ : Γ→ AwrG0 G be a weak solution. Assume that A = {fa | a ∈
A} ≤ θ(Γ). Then θ is surjective.
Proof. The image of θ is G-invariant, hence Aσ ≤ θ(Γ) for every σ ∈ G. Therefore
IndGG0(A) =
∏
σ∈G
Aσ ≤ θ(Γ).
But IndGG0(A) = ker(α); hence Lemma 2.2.1 implies that θ is surjective.
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There is a close relation between solutions of embedding problem and twisted wreath
products. An application of this connection is Haran’s diamond theorem [12]. We bring
below a simple result in that spirit, but first we need a simple preparation.
We claim that the map pi : IndGG0(A) o G0 → A o G0 defined by pi(fσ) = f(1)σ is an
epimorphism: It is obvious that pi is surjective. For any f ∈ IndGG0(A) and σ ∈ G0 we have
pi(fσ) = f(σ) = f(1)σ = pi(f)σ,
and hence pi is also a homomorphism. We call pi the Shapiro map. Note that the map ρ
defined in Lemma 2.5.1 is a section of pi, i.e. piρ is the identity map on AoG0.
Lemma 2.5.3. Let Γ ≤ Λ be profinite groups. Let ν : Λ → G be an epimorphism onto a
finite group, let G0 = ν(Γ), and set µ = ν|Γ. Assume G0 acts on a finite group A, and let
θ be a weak solution of (ν : Λ→ G,α : AwrG0 G→ G). Then η = piθ|Γ is defined and is a
weak solution of (µ : Γ→ G0, β : AoG0 → G0).
Proof. Note that since αθ(Γ) = ν(Γ) = G0, we have θ(Γ) ≤ IndGG0(A)oG0. So η = piθ|Γ is
well defined. It is evident that η is a weak solution of (µ, β).
We shall need the following technical result.
Lemma 2.5.4. Let AwrG0 G be a twisted wreath product of finite groups and denote by
pi : IndGG0(A) o G0 → A o G0 the corresponding Shapiro map. Let i : G0 → A o G0 be
some splitting of the quotient map α0 : AoG0 → G0. Then there exists a splitting j : G→
AwrG0 G of the quotient map α : AwrG0 G → G such that j(σ) ∈ IndGG0(A) o G0 and
pi(j(σ)) = i(σ) for every σ ∈ G0.
Proof. For each σ ∈ G0 let aσ = i(σ)σ−1, i.e. i(σ) = aσσ. Since i is a homomorphism, for
every σ, τ ∈ G0 we have
aστ = aσa
σ−1
τ .(2.5)
(Note that substituting σ = τ = 1 we get that a1 = 1.) Choose a set of representatives R
of left cosets of G0 in G, i.e. any σ ∈ G uniquely factorizes as σ = σ′ρ, σ′ ∈ G0 and ρ ∈ R.
Assume that 1 ∈ R. Then define aσ = aσ′ .
We note that (2.5) holds, under the extended definition, for every σ ∈ G0 and τ ∈ G.
Indeed, assume τ = τ ′ρ, τ ′ ∈ G0 and ρ ∈ R. Then aτ = aτ ′ and aστ = aστ ′ . Now using
(2.5) with σ, τ ′ ∈ G0 we get
aστ = aστ ′ = aσa
σ−1
τ ′ = aσa
σ−1
τ .
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It suffices to construct fσ ∈ IndGG0(A) for each σ ∈ G such that
fσ(1) = aσ,(2.6)
fστ (ρ) = fσ(ρ)fτ (σ
−1ρ)(2.7)
for all σ, τ ∈ G. Indeed, assume we done that. Then we set j(σ) = fσσ and we have
j(σ) ∈ IndGG0(A)oG0 for σ ∈ G0. Now (2.7) implies that j is a homomorphism and (2.6)
implies that pi(j(σ)) = i(σ) for all σ ∈ G0. (Note that substituting τ = ρ = 1 in (2.7) one
gets f1(σ
−1) = fσ(1)−1fσ(1) = 1, i.e. f1 = 1.)
Let fτ (σ) = a
−1
σ−1aσ−1τ (this definition comes from (2.7) with ρ = 1 and (2.6)). Then,
clearly, (2.6) holds. For σ, τ, ρ ∈ G we have
fσ(ρ)fτ (σ
−1ρ) = a−1ρ−1aρ−1σa
−1
ρ−1σaρ−1στ = a
−1
ρ−1aρ−1στ = fστ (ρ),
hence (2.7) holds. Next let σ, τ ∈ G and ρ ∈ G0. By (2.5), we get that
fσ(τρ) = a
−1
ρ−1τ−1aρ−1τ−1σ = (aρ−1a
ρ
τ−1)
−1aρ−1a
ρ
τ−1σ = (a
−1
τ−1aτ−1σ)
ρ = (fστ)
ρ,
that is to say, fσ ∈ IndGG0(A), as needed.
Proposition 2.5.5. Let A and H be finite groups, let H0, G be subgroups of H, and let
G0 = G ∩ H0. Assume that H0, and hence also G0, acts on A and that there exists a
splitting i : G0 → AoG0 ≤ AoH0 of the projection map AoG0 → G0. Then there exists
an embedding j : G→ AwrH0 H such that the diagram
G0
j|G0

i
''OO
OOO
OOO
OOO
OOO
IndHH0(A)oH0
pi // AoH0
commutes. (Here pi is the Shapiro map.)
Proof. Let f ∈ IndGG0(A). Note that G/G0 naturally embeds into H/H0 by mapping σG0 to
σH0 and its image is the set (G ·H0)/H0. Extend f to f˜ : H → A by setting f˜(σh) = f(σ)h
if σ ∈ G, h ∈ H0 and f(σ) = 1 if σ ∈ Hr (G ·H0). Then f˜ ∈ IndHH0(A). Moreover the map
ϕ : AwrG0 G→ AwrH0 H defined by ϕ(fσ) = f˜σ, f ∈ IndGG0(A), σ ∈ G is an embedding.
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G
j′
//
j
--
AwrG0 G ϕ
// AwrH0 H
G0
OO
j′
// IndGG0(A)oG0 //
OO
pi0

IndHH0(A)oH0
OO
pi

G0
i // AoG0 // AoH0
Now, by the previous lemma, for i : A o G0 there exists j′ : G → AwrG0 G such that
pi0(j
′(σ)) = i(σ) for all σ ∈ G0. (Here pi0 is the Shapiro map w.r.t. AwrG0 G.) Let j = ϕj′
we show below that pi(j(σ)) = i(σ) for all σ ∈ G0.
Indeed, let σ ∈ G0. Denote j′(σ) = fσ, f ∈ IndGG0(A); then j(σ) = ϕ(fσ) = f˜σ. Thus
pi(j(σ)) = f˜(1)σ = f(1)σ = pi0(fσ) = pi0(j
′(σ)) = i(σ),
as needed.
2.5.3 Twisted Wreath Product in Fields
Definition 2.5.6. Let Fˆ /K be a Galois extension whose Galois group is AwrG0 G. Set
I = IndGG0(A). To the chain of subgroups
1 ≤ {f ∈ I | f(1) = 1} ≤ I ≤ I oG0 ≤ AwrG0 G
there corresponds a tower of fields (in the inverse order)
(2.8) K ⊆ L0 ⊆ L ⊆ F ⊆ Fˆ .
In particular, G0 = Gal(L/L0) and G = Gal(L/K). Then we say that (2.8) realizes
AwrG0 G.
Remark 2.5.7. Consider an embedding problem (µ : Gal(K) → G,α : AwrG0 G → G),
where G = Gal(L/K) and µ is the restriction map. Then (2.8) realizes AwrG0 G implies
that θ : Gal(K)→ Gal(Fˆ /K) is a solution.
The following lemma, due to Haran [13], enables us to descend split embedding problems
in terms of twisted wreath products.
But first let us recall several facts. Let M be a field, N/M a Galois extension, and
F/M(t) a Galois extension such that, N ⊆ F , F/N is regular, and t is a transcendental
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element over M . Now if the restriction map β : Gal(F/M(t)) → Gal(N/M) splits, then
F = EN , where E is the fixed field in F of the image of Gal(N/M) under some splitting
of β. Then E/M is regular and M(t) ⊆ E.
Let x ∈ E be an element for which E = M(t, x) and let f(t,X) ∈ M [t,X] be its
irreducible polynomial over M(t). Then f is absolutely irreducible (since E/M is regular)
and f is Galois over N(t) (since F = EN = N(t, x)).
Lemma 2.5.8. Let M/K be a separable algebraic extension, t a transcendental element
over M , and consider a rational finite split embedding problem
(µ : Gal(M)→ Gal(N1/M), β : Gal(F/M(u))→ Gal(N1/M))
for M . In particular, F/N1 is regular. Let f(u,X) ∈ M [u,X] be as above, i.e., f is
absolutely irreducible, Galois over N1(u), and a root of which generates F/N1(u). Assume
that there exists a finite Galois extension L/K satisfying
(a) f(u,X) ∈ L0[u,X], where L0 = L ∩M ,
(b) f(u,X) is Galois over L(u), and
(c) N1 ⊆ N , where N = ML.
Set G = Gal(L/K), G0 = Gal(L/L0) ∼= Gal(N/M), let ϕ : Gal(K)→ G be the restriction
map, and let A = ker(β) = Gal(F/N1(u)) ∼= Gal(FL/N(u)). Then
(2.9) (ϕ : Gal(K)→ G,α : AwrG0 G→ G)
is rational. (Here Gal(N1/M) acts on A via a splitting of β and G0 acts on A via the
restriction map G0 → Gal(N1/M).)
F
M(u)
G0
N(u)
A
M N1 N
K
G
L0
G0
L
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Proof. Let c1, . . . , cn be a basis of L0/K and let t = (t1, . . . , tn) be an n-tuple of alge-
braically independent elements over L0. Then by [13, Lemma 3.1], there exist fields F0, Fˆ0
such that
(a) K(t) ⊆ L0(t) ⊆ L(t) ⊆ F0 ⊆ Fˆ0 realizes AwrG0 G,
(b) Fˆ0/L is regular, and
(c) F0 = L(t)(z), where irr(z, L(t)) = f(
∑n
1 citi, Z) ∈ L0[t, X].
In particular, θ : Gal(K(t)) → Gal(Fˆ0/K(t)) is a solution of (2.9) whose solution field is
regular over L. This means that the embedding problem is rational.
Remark 2.5.9. The connection between solutions of the two embedding problems in the
above lemma is much deeper. In [13], Haran establishes this connection and applies it
to prove his diamond theorem. This theorem states a general sufficient condition for a
separable extension of a Hilbertian field to be Hilbertian.
Corollary 2.5.10. Let K ⊆ L ⊆M be a tower of separable algebraic extensions such that
L/K is a finite Galois extension with a Galois group G = Gal(L/K). Let A be a finite
group which is regularly realizable over K. Then the embedding problem
(res : Gal(K)→ G,α : AwrG→ G)
is rational.
Proof. By assumption there exists a regular extension F0 of K and t ∈ F0 such that
F0/K(t) is a Galois extension with a Galois group A = Gal(F0/K(t)). Let x ∈ F0 be
a primitive element and f(t,X) = irr(x,K(t)). We use Lemma 2.5.8 with F1 = F0M ,
N1 = M , and L to get the assertion.
2.5.4 Permutational Wreath Product
Often wreath products occur in nature as permutation groups. We do not present here the
most general setting, for a more general definition see e.g. [23].
Let A,G be finite groups. Assume that A acts on some set X. Then AwrG acts on
X ×G by the following rule.
(fσ)(x, τ) = (f(στ)x, στ), ∀fσ ∈ AwrG, x ∈ X, and τ ∈ G.
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This action is well defined since
fσf ′σ′(x, τ) = fσ(f ′(σ′τ)x, σ′τ) = (f(σσ′τ)f ′(σ′τ)x, σσ′τ)
= (ff ′σ
−1
(σσ′τ)x, σσ′τ) = ff ′σ
−1
σσ′(x, τ).
Proposition 2.5.11. If the action of A on X is faithful (resp. transitive), then so is the
action of AwrG on X ×G.
Proof. Clear.
A group A is of degree n if A acts faithfully on a set X with n elements. The
symmetry group Sn is maximal with respect to the property that any group of degree n
can be embedded inside Sn as a permutation group. In what follows we show that Sn wrG
is the analogous ‘maximal’ permutation group if we consider permutation groups with an
epimorphism onto G whose kernel has degree n.
Let us be more precise. Let α : H → G be an epimorphism of finite groups. Let X be a
set of cardinality n. An action of H on X ×G is said to be fine if it is transitive, faithful,
and any h ∈ H maps (bijectively) X × {τ} onto X × {α(h)τ} for all τ ∈ G. Therefore,
any h ∈ H and τ ∈ G define a permutation hτ ∈ SX by the formula
h(x, τ) = (hτ (x), α(h)τ).
For h1, h2 ∈ H, g1 = α(h1), g2 = α(h2) ∈ G, and (x, τ) ∈ X ×G we have
((h1h2)τ (x), g1g2τ) = (h1h2)(x, τ) = h1((h2)τ (x), g2τ)
= ((h1)h2τ (h2)τ (x), g1g2τ),
and thus
(2.10) (h1h2)τ = (h1)g2τ (h2)τ .
Let A be a transitive group of degree n acting on X. Then the permutational wreath
product AwrG acts finely on X×G. The following lemma asserts that the wreath product
is maximal w.r.t. groups that act finely.
Lemma 2.5.12. Let X = {1, . . . , n}, let α : Sn wrG → G, and let β : H → G be an
epimorphism of finite groups. Assume that H acts finely on X ×G. Then there exists an
embedding ν : H → Sn wrG that respects the actions on X ×G such that αν = β.
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Proof. Define ν : H → Sn wrG by setting ν(h) = fhg, where g = β(h) and fh(σ)(x) =
hg−1σ(x), for x ∈ X. It is obvious that αν = β. Also ν respects the action on X × G.
Indeed,
ν(h)(x, τ) = (fh(β(h)τ)x, β(h)τ) = (hτ (x), β(h)τ) = h(x, τ).
As the actions of H and Sn wrG on X × G are faithful, we get that ν is injective. It
remains to show that ν is a homomorphism.
Let h1, h2 ∈ H and g1 = α(h1), g2 = α(h2). Since ν(h1h2) = fh1h2g1g2 and ν(h1)ν(h2) =
fh1f
g−11
h2
g1g2, it suffices to verify that fh1h2 = fh1f
g−11
h2
. By (2.10) we have
fh1h2(σ)(x) = (h1h2)g−12 g
−1
1 σ
(x) = (h1)g−11 σ(h2)g
−1
2 g
−1
1 σ
(x) =
= fh1(σ)fh2(g
−1
1 σ)(x) = (fh1f
g−1
h2
)(σ)(x),
as needed.
2.5.5 The Embedding Theorem
The wreath product has the following interesting property that any extension of A and G
can be embedded in AwrG. We will not use this result here.
Theorem 2.5.13. Let 1 //A //H pi //G //1 be an exact sequence of groups. Then
there exists an embedding i : H → AwrG such that αi = pi, where α : AwrG → G is the
projection map.
For a proof see [23, Corollary 2.10].
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Chapter 3
Double Embedding Problems and
PAC Extensions
This chapter constitutes the technical backbone of the thesis. The study of the Galois
structure of a field K can be carried out by finite embedding problems. We introduce
the notion of double embedding problems for a field extension K/K0 which consists on two
compatible embedding problems – one for K and one for K0.
It is known (although in different terminology) that over a PAC field every solution of a
geometric finite embedding problem is geometric (see Subsection 2.4.2 for definitions). We
go in a parallel way, and characterize the PACness of an extension in terms of geometric
solutions of certain double embedding problems.
Surprisingly, a stronger property is valid – every solution of an embedding problem for
K (under some regularity condition) can be lifted to a geometric solution of the whole
double embedding problem. This key property is called the lifting property and it is
the main result of the chapter. We also give a stronger, but a bit more technical, lifting
property for PAC extensions of finitely generated fields.
This group theoretic approach proves to be extremely efficient. In the following chapters
we apply it to the study of the Galois structure PAC extensions and other applications.
3.1 Basic Properties of PAC Extensions
Recall the definition of a PAC field.
Definition 3.1.1. A field K is called PAC if every nonempty absolutely irreducible variety
defined over K has a K-rational point.
In [17], Jarden and Razon introduce the more general notion of PAC extensions:
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Definition 3.1.2. A field extension K/K0 is said to be PAC if for every absolutely
irreducible variety V of dimension e ≥ 1 defined over K and for every separable dominating
rational map ν : V → Ae there exists b ∈ V (K) such that a = ν(b) ∈ Ke0 .
Remark 3.1.3. In fact, [17] considers a more general setting, that is to say, it allows K0 to
be a subring or even a subset of K, see Definition 1.1.1.
Remark 3.1.4. Note that K0 must be infinite. Indeed, if K0 were finite, then ν
−1(Ke0)
would be also finite, and thus V˜ = V r ν−1(Ke0) would have no point b ∈ V˜ (K) satisfying
ν(a) ∈ Ke0 .
Remark 3.1.5. If an extension K/K0 is PAC, then the field K is obviously PAC. In partic-
ular, K is PAC if and only if K/K is.
If K is a Zl extension of a finite prime field Fp, then K is PAC [9]. However, any proper
subfield of K is finite. Hence K is not a PAC extension of any proper subfield.
In zero characteristic there are also examples of PAC fields which are PAC extensions
of no proper subfields (Corollary 4.2.2).
The following proposition gives several equivalent definitions of PAC extensions in terms
of polynomials and places, including a reduction to plane curves. A proof of that proposi-
tion essentially appears in [17]. Nevertheless, for the sake of completeness, we give here a
formal proof.
Proposition 3.1.6. The following conditions are equivalent for a field extension K/K0.
(1.6a) K/K0 is PAC.
(1.6b) For every absolutely irreducible polynomial f(T, X) ∈ K[T1, . . . , Te, X] that is sepa-
rable in X, and nonzero r(T) ∈ K[T] there exists (a, b) ∈ Ke0×K for which r(a) 6= 0
and f(a, b) = 0.
(1.6c) For every absolutely irreducible polynomial f(T,X) ∈ K[T,X] that is separable in
X, and nonzero r(T ) ∈ K(T ) there exists (a, b) ∈ K0 × K for which r(a) 6= 0 and
f(a, b) = 0.
(1.6d) For every finitely generated regular extension E/K with a separating transcendence
basis t = (t1, . . . , te) and every nonzero r(t) ∈ K(t), there exists a K-place ϕ of
E unramified over K(t) such that E¯ = K, K0(t) = K0, a = ϕ(t) is finite, and
r(a) 6= 0,∞.
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(1.6e) For every finitely generated regular extension E/K of transcendence degree 1 with a
separating transcendence basis t and every nonzero r(t) ∈ K[t] there exists a K-place
ϕ of E unramified over K(t) such that E¯ = K, K0(t) = K0, a = ϕ(t) 6= ∞, and
r(a) 6= 0,∞.
Proof. The proof of [17, Lemma 1.3] gives the equivalence between (1.6a), (1.6b), and
(1.6c). Obviously (1.6d) implies (1.6e), so it suffices to prove that (1.6b) implies (1.6d)
and that (1.6e) implies (1.6c).
(1.6b) ⇒ (1.6d): Let x ∈ E/K(t) be integral over K[t] such that E = K(t, x). Let
f(T, X) ∈ K[T, X] be the absolutely irreducible polynomial which is monic and separable
in X and for which f(t, x) = 0. Let g(t) ∈ K[t] be the polynomial given in Lemma 2.4.1 for
the extension E/K(t). We have (a, b) ∈ Ke0×K such that f(a, b) = 0 and g(a)r(a) 6= 0,∞.
Extend the specialization t 7→ a to a K-place ϕ of E with the following properties to
conclude the implication: (1) ϕ(x) = b 6= ∞ (this is possible since x is integral over
K[t]); (2) K0(t) = K0 and E¯ = K(b) = K (Lemma 2.4.1); (3) ϕ is unramified over K(t)
(Lemma 2.4.1).
(1.6e) ⇒ (1.6c): Let f(T,X) = ∑nk=0 ak(T )Xk and r(T ) be as in (1.6c). Set r′(T ) =
r(T )an(T ). Let t be a transcendental element and let x ∈ K˜(t) be such that f(t, x) = 0.
Let E = K(t, x). Then E is regular over K and separable over K(t). Applying (1.6e) to
E and r′(t) we get a K-place ϕ of E satisfying the following properties. (1) a = ϕ(t) ∈ K0
which implies that b = ϕ(x) is finite, since ϕ(f(t, x)) = 0 and f(a,X) has a nonzero leading
coefficient; (2) E¯ = K, which concludes the proof since b ∈ E¯ = K.
3.2 Geometric Solutions and PAC Fields
The following result characterizes when a solution is geometric in terms of a rational place
of some regular extension.
Proposition 3.2.1. Let K be a field and consider a geometric embedding problem
(3.1) (µ : Gal(K)→ Gal(L/K), α : Gal(F/E)→ Gal(L/K))
for K. Let θ : Gal(K)→ Gal(F/E) be a weak solution. Then there exists a finite separable
extension Eˆ/E such that Eˆ/K is regular and for every place ϕ of E/K that is unramified
in F the following two conditions are equivalent.
(a) ϕ extends to a place Φ of F such that E¯ = K and Φ∗ = θ.
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(b) ϕ extends to a K-rational place of Eˆ.
Proof. First we consider the special case when Gal(F/E) ∼= Gal(L/K). Then there is a
unique solution of (µ, α), namely θ = α−1µ. Let Φ be an extension of ϕ to F and take
Eˆ = E. It is trivial that (a) implies (b). Assume (b). Then Φ∗ is defined, and from the
uniqueness, Φ∗ = θ.
Next we prove the general case. Let M/K be a Galois extension such that Gal(M) =
ker(θ) (in particular, L ⊆M) and let Fˆ = FM .
F Fˆ
E
Eˆ
EL EM
K L M
As F and M are linearly disjoint over L, the fields F and EM are linearly disjoint over
EL. We have
Gal(Fˆ /E) = Gal(F/E)×Gal(L/K) Gal(M/K).
Define θˆ : Gal(K) → Gal(Fˆ /E) by θˆ(σ) = (θ(σ), σ|M). Let Eˆ denote the fixed field of
θˆ(Gal(K)) in Fˆ . Then θˆ is a solution in
Gal(K)
µ

θˆ
wwppp
ppp
ppp
pp
Gal(Fˆ /Eˆ)
αˆ // Gal(L/K).
Here αˆ is the restriction map. In particular, Eˆ/K is regular. Also ker(θˆ) = ker(θ) ∩
Gal(M) = Gal(M), so Gal(Fˆ /Eˆ) ∼= Gal(M/K).
Assume ϕ extends to a K-rational place ϕˆ of Eˆ. Extend ϕˆ L-linearly to a place Φˆ of
Fˆ . Then Φˆ/ϕˆ is unramified. Let Φ = Φˆ|F . Then by the first part Φˆ∗ = θˆ. Lemma 2.4.4
then asserts that Φ∗ = θ.
On the other hand, assume that ϕ extends to a place Φ of F such that E¯ = K and
Φ∗ = θ. Extend Φ M -linearly to a place Φˆ of Fˆ . Then, since resFˆ ,F (Φˆ
∗) = Φ∗ and
resFˆ ,M(Φˆ
∗) = resKs,M , we have
Φˆ∗(σ) = (Φ∗(σ), σ|M) = θˆ.
Therefore the residue field of Eˆ is also K.
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Remark 3.2.2. In the proof it was shown that Eˆ ⊆ FM , where M is the solution field of θ.
Remark 3.2.3. In the proof we showed that ker θˆ = Gal(M), that is αˆ is an isomorphism.
Thus EˆM = Fˆ . This implies that our proof is a group theoretic formulation of the field
crossing argument.
Remark 3.2.4. Proposition 3.2.1 sharpens earlier works of Roquette on PAC Hilbertian
fields [9, Corollary 27.3.3], Fried-Haran-Jarden on Frobenius fields [9, Proposition 24.1.4],
and of De`bes on Beckmann-Black problem [5].
Although in each of the earlier works the authors prove a slightly weaker version of
the proposition, e.g., Fried-Haran-Jarden consider PAC fields and De`bes considers the
case where L = K, the proofs are essentially the same as the proof given here. In other
words one can easily extend the proof of [9, Lemma 24.1.1] or alternatively the proof of [5,
Proposition 2.2] to get a proof of this proposition. In fact, the author of this work chose
the former.
The innovation of our result is the focus on the solution θ, rather on its image which is
the decomposition group. This observation is the basis of the result on this dissretation.
Proposition 3.2.1 is extremely useful. For example, the following result which is in fact
a reformulation of [9, Lemma 24.1.1] (excluding the part on p-independent elements) is a
straightforward conclusion of the proposition.
Corollary 3.2.5. Every weak solution of a finite embedding problem (2.2) for a PAC field
K is geometric.
Proof. By Proposition 3.2.1 for each weak solution there exists a finitely generated regular
extension Eˆ of K such that the solution is geometric if and only if there exists a K-rational
place of Eˆ. Thus, as K is PAC, there is always such a K-rational place.
Proof of Lemma 24.1.1 of Fried-Jarden. Let K be a PAC field, S/R a regular finitely gen-
erated Galois ring cover over K, and F/E the corresponding fraction fields extension. Let
L denote the algebraic closure of K in F . Let E ′ be a subextension of F/E such that
the restriction map α′ : Gal(F/E ′)→ Gal(L/K) is surjective. Assume the existence of an
epimorphism γ : Gal(K) → Gal(F/E ′) such that αγ = ν, where ν : Gal(K) → Gal(L/K)
is the restriction map. Let M be the fixed field of ker γ in Ks.
We have to prove the existence of an epimorphism ϕ : S → M such that ϕ(R) = K
and Dϕ = Gal(F/E
′). In the notation of this work, γ is a solution of (ν, α′). The previous
corollary implies that γ = ϕ∗, for a place ϕ of E unramified in F and such E¯ = K. Thus
Dϕ = ϕ
∗(Gal(K)) = γ(Gal(K)).
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In fact we can choose ϕ such that S ⊆ Oϕ, since the only requirement is that the residue
field of Eˆ is K. Then ϕ(S) = F¯ = M and ϕ(R) = E¯ = K.
3.3 Double Embedding Problems
In this section we generalize the notion of embedding problems to field extensions. The
reader is advised to recall the definitions and notation concerning embedding problems, if
he needs to.
3.3.1 The Definition of Double Embedding Problems
Let K/K0 be a field extension. A double embedding problem (DEP) for K/K0
consists on two embedding problems, one (µ : Gal(K) → G,α : H → G) for K and one
(µ0 : Gal(K0) → G0, α : H0 → G0) for K0 which are compatible in the following sense.
H ≤ H0, G ≤ G0, and if we write i : H → H0 and j : G→ G0 for the inclusion maps, then
the following diagram commutes.
(3.2) Gal(K0)
µ0
$$H
HH
HH
HH
HH∃θ0?
zz
H0
α0 // G0
Gal(K)
r
OO
µ
$$II
III
III
II∃θ?
zz
H
?
i
OO
α // G
?
j
OO
Given a DEP for K/K0, we refer to the corresponding embedding problem for K (resp.
K0) as the lower (resp. the higher) embedding problem. We call a DEP finite if the
higher (and hence also the lower) embedding problem is finite.
A weak solution of a DEP (3.2) is a weak solution θ0 of the higher embedding problem
which restricts to a solution θ of the lower embedding problem via the restriction map
Gal(K)→ Gal(K0). In case K/K0 is a separable algebraic extension, the restriction map
is the inclusion map, and hence the condition on θ0 reduces to θ0(Gal(K)) ≤ H. To
emphasize the existence of θ, we usually regard a weak solution of a DEP as a pair (θ, θ0)
(where θ is the restriction of θ0 to Gal(K)).
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3.3.2 Regularly Solvable Double Embedding Problems
Consider a double embedding problem (3.2) and let L0 and L be the fixed fields of the
kernels of µ0 and µ, respectively. Then we have isomorphisms µ¯0 : Gal(L0/K0)→ G0 and
µ¯ : Gal(L/K) → G. Hence (as in the case of embedding problems) replacing G0 and G
with Gal(L0/K0) and Gal(L/K) (and replacing correspondingly all the maps) gives us an
equivalent DEP. The compatibility condition is realized as L = L0K.
Lemma 3.3.1. Every DEP for which the upper embedding problem is rational is equivalent
to the following DEP:
(3.3) Gal(K0)
µ0
((PP
PPP
PPP
Gal(F0/K(t))
α0 // Gal(L0/K0)
Gal(K)
r
OO
µ
((PP
PPP
PPP
Gal(F/E)
?
i
OO
α // Gal(L/K).
?
j
OO
Moreover, the results even holds if we take t = t a single variable.
K(t) L(t) F
K
llllllllll
L
wwwww
(L0 ∩K)(t) L0(t) F0
K0 L0 ∩K
mmmmmmm
L0
wwwww
Proof. Let (3.2) be a rational double embedding problem. By definition, it means that the
higher embedding problem is rational, so we may replace the higher embedding problem of
(3.2) with an equivalent embedding problem as in (3.3). By Lemma 2.4.5 we may assume
that t = t.
Let F = F0K and L = L0K. The compatibility condition implies that H embeds into
Gal(F0/K0(t)) (via i) as a subgroup of Gal(F0/(L0 ∩K)(t)) ∼= Gal(F/K(t)). Let E ⊆ F
be the fixed field of H, i.e., H = Gal(F/E). Under this embedding, α : Gal(F/K(t)) →
Gal(L/K) is the restriction map. Therefore α(H) = Gal(L/K) implies that E ∩ L = K,
and hence E is regular over K.
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Definition 3.3.2. A double embedding problem (3.3) as in the above lemma is called
rational double embedding problem.
Remark 3.3.3. The converse of the above lemma is also valid, that is to say, assume we have
a rational double embedding problem as in (3.3), i.e. a finitely generated regular extension
E/K, a separating transcendence basis t for E/K, and a finite Galois extension F0/K0(t)
such that E ⊆ F , where F = F0K. Then all the restriction maps in (3.3) are surjective,
and hence (3.3) defines a finite double embedding problem.
3.3.3 Geometric Solutions of Double Embedding Problems
First recall that a weak solution θ of a geometric embedding problem
(µ : Gal(K)→ Gal(L/K), α : Gal(F/E)→ Gal(L/K))
is geometric if θ = ϕ∗, for some K-place ϕ of E that is unramified in F and under which the
residue field of E is K. Then we call a weak solution (θ, θ0) of (3.3) geometric solution
if (θ, θ0) = (ϕ
∗, ϕ∗0), where ϕ
∗ is a geometric solution of the lower embedding problem and
ϕ0 = ϕ|K0 .
Note that since ϕ∗0 is a solution of the higher embedding problem, the residue field of
K0(t) is K0. In particular, if ϕ(t) is finite, then ϕ(t) ∈ Ke0 . Also note that for a K-place
of E that is unramified at F and such that E¯ = K and K0(t) = K0, the pair (ϕ
∗, ϕ∗0) is
indeed a weak solution of (3.3), since ϕ∗0 = resKs,K0sϕ
∗.
3.4 The Lifting Property
In this section we formulate and prove the lifting property. First we reduce the discussion
to separable algebraic extensions by showing that if K/K0 is PAC, then K ∩ K0s/K0 is
PAC and Gal(K) ∼= Gal(K ∩K0s) via the restriction map. Then we characterize separable
algebraic PAC extensions in terms of geometric solutions of double embedding problems.
From this characterization we establish the lifting property. Finally we prove a strong (but
complicated) version of the lifting problem to PAC extensions of finitely generated fields.
3.4.1 Reduction to Separable Algebraic Extensions
In [17, Corollary 1.5] Jarden and Razon show
Lemma 3.4.1 (Jarden-Razon). If K/K0 is PAC, then so is K ∩K0s/K0.
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Moreover, we have:
Theorem 3.4.2. Let K/K0 be a PAC extension. Then K ∩ K0s/K0 is PAC and the
restriction map Gal(K)→ Gal(K ∩K0s) is an isomorphism.
Proof. It suffices to show that Ks = K0sK. Let L/K be a finite Galois extension with
Galois group G of order n. Embed G into the symmetric group Sn. Let F0/K0(t) be a reg-
ular realization of Sn with F0 algebraically independent from K over K0 (Theorem 2.2.4).
Then F = F0K is regular over K and Gal(F/K(t)) ∼= Sn. Furthermore
Gal(FL/K(t)) = Gal(FL/L(t))×Gal(FL/F )
∼= Gal(F/K(t))×Gal(L/K) ∼= Sn ×G.
Let E be the fixed field of the subgroup ∆ = {(g, g) | g ∈ G} in FL, i.e., Gal(FL/E) ∼= ∆.
By Galois correspondence, Sn∆ = Sn×G implies that E∩L = K and 1 = ∆∩Sn = G∩∆
implies that FL = EL = FE. In particular, E/K is regular.
F FL
K(t)
Ewww
wwww
L(t)
K L
Let xF , xE, xFL be primitive elements of F/K(t), E/K(t), and FL/K(t), respectively.
Let h(t) ∈ K[t] be the products of the corresponding polynomials given in Lemma 2.4.1.
As K/K0 is PAC, there is a K-place ϕ of E such that E¯ = K, K0(t) = K0, a = ϕ(t)
is finite, and h(a) 6= 0. Extend ϕ to an L-place Φ of FL.
Then, FL = EL implies that FL = EL = L(Φ(xE)) = L. However, as F = F0K, it
follows that F¯ = F¯0K, hence, L = FL = FE = K(Φ(xE),Φ(xF )) = F¯ = F¯0K ⊆ K0sK, as
needed.
Remark 3.4.3. The above theorem also follows from the main result of [27]. However we
shall prove that result using the theorem.
PAC fields have a nice elementary theory. Since K and K ∩ K0s are PAC fields and
since they have isomorphic absolute Galois groups, they are elementary equivalent under
some necessary condition:
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Corollary 3.4.4. Let K/K0 be a separable PAC extension. Assume that K and K ∩K0s
have the same imperfect degree. Then K is an elementary extension of K ∩K0s.
Proof. The assertion follows from [9, Corollary 20.3.4] and Theorem 3.4.2.
3.4.2 Characterization of Separable Algebraic PAC Extensions
Proposition 3.4.5. Let K/K0 be a separable algebraic field extension. The following
conditions are equivalent:
(4.5a) K/K0 is PAC.
(4.5b) For every finite rational double embedding problem (3.3) for K/K0 and every nonzero
rational function r(t) ∈ K(t), there exists a geometric weak solution (ϕ∗, ϕ∗0) such
that a = ϕ(t) is finite and r(a) 6= 0,∞.
(4.5c) For every finite rational double embedding problem (3.3) for K/K0 with t = t a
transcendental element there exist infinitely many geometric weak solution (ϕ∗, ϕ∗0).
Proof. The implication (4.5a)⇒(4.5b) follows from Proposition 3.1.6 (part 1.6d) and the
definition of geometric weak solutions.
The implication (4.5b)⇒(4.5c) is immediate.
(4.5c)⇒(4.5a): We apply Proposition 3.1.6 and show that (1.6e) holds. Let E/K be a
regular extension with a separating transcendence basis t and let r(t) ∈ K[t] be nonzero.
Choose F0 to be a finite Galois extension of K0(t) such that E ⊆ F0K (such F0 exists since
K/K0 is separable and algebraic) and let F = F0K, L = F ∩Ks, and L0 = F0 ∩K0s. By
assumption there are infinitely many geometric weak solution (ϕ∗, ϕ∗0) of the DEP
Gal(K0)
''OO
OOO
OOO
OOOϕ∗0
ww
Gal(F0/K0(t)) // Gal(L0/K0)
Gal(K)
OO
''OO
OOO
OOO
OOOϕ∗
ww
Gal(F/E)
OO
// Gal(L/K).
OO
Since for only finitely many solutions ϕ(t) is infinite or r(ϕ(t)) = 0,∞ we can find a
solution such that ϕ(t) 6= ∞ and r(ϕ(t)) 6= 0,∞. In particular, E¯ = K and K0(t) = K0,
as required in (1.6e).
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Let K/K0 be a PAC extension and consider a rational DEP for K/K0. The following
key property – the lifting property – asserts that any weak solution of the lower embedding
problem can be lifted to a geometric weak solution of the DEP.
Proposition 3.4.6 (The lifting property). Let K/K0 be a PAC extension, let (3.3) be a
rational DEP for K/K0, and let θ : Gal(K) → Gal(F/E) be a weak solution of the lower
embedding problem in (3.3). Then there exists a geometric weak solution (ϕ∗, ϕ∗0) of (3.3)
such that θ = ϕ∗.
Moreover, if r(t) ∈ K(t) is nonzero, we can choose ϕ such that a = ϕ(t) ∈ Ke0 and
r(a) 6= 0,∞.
Proof. By Proposition 3.2.1 there exists a finite separable extension Eˆ/E that is regular
over K with the following property. If Φ is a K-rational place of Eˆ and if ϕ = Φ|E is
unramified in F , then ϕ∗ = θ.
By the PACness of K/K0 there exists a K-rational place Φ of Eˆ such that ϕ = Φ|E
is unramified in F , the residue field of K0(t) is K0, a = Φ(t) is finite, and r(a) 6= 0,∞.
If we let ϕ0 = ϕ|K0(t), then we get that (ϕ∗, ϕ∗0) is a geometric weak solution and that
ϕ∗ = θ.
A first and an easy consequence is the transitivity of PAC extensions. To the best of
our knowledge there is no other way to prove this property in the literature.
Lemma 3.4.7. Let K0 ⊆ K1 ⊆ K2 be a tower of separable algebraic extensions. Assume
that K2/K1 and K1/K0 are PAC extensions. Then K2/K0 is PAC.
Proof. Let
((µ0 : Gal(K0)→ Gal(L0/K0), α0 : Gal(F0/K0(t))→ Gal(L0/K0),
(µ2 : Gal(K2)→ Gal(L2/K2), α2 : Gal(F2/E)→ Gal(L2/K2))
be a rational finite DEP for K2/K0. By Lemma 3.4.5 it suffices to find a geometric weak
solution to ((µ0, α0), (µ2, α2)). Set F1 = F0K1, L1 = L0K1. Then, since K2/K1 is PAC
there exists a weak solution (ϕ∗2, ϕ
∗
1) of the double embedding problem defined by the lower
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part of the following commutative diagram.
(3.4) Gal(K0)
µ0
''OO
OOO
OOO
OOOϕ∗0
ww
Gal(F0/K0(t))
α0 // Gal(L0/K0)
Gal(K1)
OO
µ1
''OO
OOO
OOO
OOOϕ∗1
ww
Gal(F1/K1(t))
OO
α1 // Gal(L1/K1)
OO
Gal(K2)
OO
µ2
''OO
OOO
OOO
OOOϕ∗2
ww
Gal(F2/E)
OO
α2 // Gal(L2/K2).
OO
Now we lift ϕ∗1 to a geometric weak solution (ϕ
∗
1, ϕ
∗
0) of the DEP for K1/K0 defined by the
higher part of the diagram. This is possible by the lifting property applied to the PAC
extension K1/K0.
Since ϕ∗0|Gal(K2) = ϕ∗1|Gal(K2) = ϕ∗2 we get that (ϕ∗2, ϕ∗0) is a geometric weak solution of
the DEP we started from.
Proposition 3.4.8. Let κ be an ordinal number and let
K0 ⊆ K1 ⊆ K2 ⊆ · · · ⊆ Kκ
be a tower of separable algebraic extensions. Assume that Kα+1/Kα is PAC for every α < κ
and that Kα =
⋃
β<αKβ for every limit α ≤ κ. Then Kκ/K0 is PAC.
Proof. We apply transfinite induction. Let α ≤ κ. If α is a successor ordinal, then the
assertion follows from the previous lemma.
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Let α be a limit ordinal. Let
(3.5) Gal(K0)
''OO
OOO
OOO
OOO
Gal(F0/K0(t)) // Gal(L0/K0)
Gal(Kα)
''OO
OOO
OOO
OOO
OO
Gal(Fα/Eα) //
OO
Gal(Lα/Kα)
OO
be a rational DEP for Kα/K0. Here Fα = F0Kα and Lα = L0Kα. Now since all
the extensions are finite, there exists β < α such that Gal(Fα/Kα) ∼= Gal(Fβ/Kβ) and
Gal(Lα/Kα) ∼= Gal(Lβ/Kβ) (via the corresponding restriction maps), where Fβ = F0Kβ
and Lβ = L0Kβ.
Induction gives a weak solution of the double embedding problem (3.5) with β replacing
α. This weak solution induces a weak solution of (3.5) via the above isomorphisms.
3.5 Strong Lifting Property for PAC Extensions of
Finitely Generated Fields
Let K0 be a finitely generated field (over its prime field). In this section we prove a
strong lifting property for PAC extensions K/K0. The additional ingredient is the Mordell
conjecture for finitely generated fields (now a theorem due to Faltings in characteristic 0
[7] and to Grauert-Manin in positive characteristic [30, page 107]).
The following lemma is based on the Mordell conjecture.
Lemma 3.5.1 ([17, Proposition 5.4]). Let K0 be an finitely generated infinite field, f ∈
K0[T,X] an absolutely irreducible polynomial which is separable in X, g ∈ K0[T,X] an
irreducible polynomial which is separable in X, and 0 6= r ∈ K0[T ]. Then there exist a
finite purely inseparable extension K ′0 of K0, a nonconstant rational function q ∈ K ′0(T ),
and a finite subset B of K ′0 such that f(q(T ), X) is absolutely irreducible, g(q(a), X) is
irreducible in K ′0[X], and r(q(a)) 6= 0 for any a ∈ K ′0 rB.
Let K/K0 be an extension. Consider a rational double embedding problem (3.3) for
K/K0 (with t = t). For any subextension K1 of K/K0 we have a corresponding rational
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double embedding problem. Namely
(3.6) Gal(K1)
µ1
''OO
OOO
OOO
OOO
Gal(F1/K1(t))
α1 // Gal(L1/K1)
Gal(K)
µ
''OO
OOO
OOO
OOO
OO
Gal(F/E) α //
OO
Gal(L/K),
OO
where F1 = F0K1, L1 = L0K1, and µ1 and α1 are the restriction maps.
Assume that K ′1/K1 is a purely inseparable extension. Then the double embedding
problem (3.6) remains the same if we replace all fields by their compositum with K ′1.
Proposition 3.5.2 (Strong Lifting Property). Let K be a PAC extension of a finitely
generated field K0. Let
E(K) = (µ : Gal(K)→ Gal(L/K), α : Gal(F/E)→ Gal(L/K))
be an embedding problem as in (2.2)1, and let θ : Gal(K) → Gal(F/E) be a weak solution
of E(K). Then there exist a finite subextension K1/K0 and a finite purely inseparable
extension K ′1/K1 satisfying the following properties.
(a) For any rational double embedding problem (3.3) (whose lower embedding problem is
E(K)), we can lift θ to a weak solution (θ, θ1) of the double embedding problem (3.6)
in such a way that θ1 is surjective.
(b) The solution (θ, θ1) is a geometric solution of the double embedding problem that we
get from (3.6) by replacing all fields with their compositum with K ′1.
Proof. By Proposition 3.2.1 there exists a finite separable Eˆ/E that is regular over K such
that a K-place ϕ of E that is unramified in F can be extended to a place Φ of F such
that Φ∗ = θ if and only if ϕ extends to a K-rational place of Eˆ. Let f(t,X) ∈ K[t,X]
be an absolutely irreducible polynomial whose root x generates Eˆ/K(t), i.e. Eˆ = K(t, x).
Let M be the fixed field of ker(θ) in Ks. Then M/K is a finite Galois extension. Let
h(X) ∈ K[X] be a Galois irreducible polynomial whose root generates M/K.
1That is to say, E is regular (of transcendence degree 1) over K, F/E is finite and Galois, L = F ∩Ks,
and all the maps are the restriction maps.
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Let K1 be a finite subextension of K/K0 that contains the coefficients of f and h and
such that h is Galois over it. Let M1 be the splitting field of h over K1 and let L1, F1
be as in the corresponding rational double embedding problem (3.6). Then Gal(M/K) ∼=
Gal(M1/K1), and thus also Gal(L/K) ∼= Gal(L1/K1).
F
E EL
ooooooo
EM
K(t) L(t) M(t)
F1
K0(t) K1(t) L1(t)
qqqqqq
M1(t)
Let g(t,X) ∈ K1[T,X] be an irreducible polynomial whose root generates F1/K1(t).
Choose r(t) ∈ K1(t) such that r(a) 6= 0 implies that the prime (t− a) is unramified in F1
and that the leading coefficients of f(t,X) and g(t,X) do not vanish at a. Let K ′1/K1 be
the purely inseparable extension, B ⊆ K ′1 the finite subset, and q ∈ K ′1(T ) the nonconstant
rational function that Lemma 3.5.1 gives for K1, g, f , and r. Let K
′ = KK ′1.
Since K ′/K ′1 is PAC ([17, Corollary 2.5]) there exist a ∈ K ′1 rB and b ∈ K ′ for which
f(q(a), b) = 0 (Proposition 3.1.6). Extend t 7→ q(a) to a K ′-rational place Φ of EˆK ′1. Then
ϕ = Φ|EK′1 is unramified in FK ′1 (since r(q(a)) 6= 0). It follows that (ϕ∗, ϕ∗1) is a geometric
weak solution of the DEP ((µ, α), (µ1, α1)) that we get from (3.6) by replacing all fields
with their compositum with K ′1.
Moreover, since F1K
′
1/K
′
1(t) is generated by g(t,X) and g(q(a), X) is irreducible, we
get that ϕ∗1 is surjective. This proves (b). Now assertion (a) follows since (ϕ
∗, ϕ∗1) is a (not
necessarily geometric) solution of ((µ, α), (µ1, α1)).
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Chapter 4
On the Galois Structure of PAC
Extensions
In [17] Jarden and Razon use a deep theorem of Faltings to prove that some specific Galois
extensions of Q are not PAC extensions of any number field. Then they ask whether this
is a general phenomenon or a coincidence.
In [16] Jarden settles the above question by showing that the only Galois PAC extension
of a number field is its algebraic closure. This result is based on Frobenius’ density theorem,
on Neukirch’s characterization of p-adically closed fields among all algebraic extensions of
Q, and on the special property of Q that it has no proper subfields (!).
In [2] Jarden and the author elaborate the Jarden-Razon method and extend Jarden’s
answer to the larger family of finitely generated fields K using the Mordell conjecture
(proved by Faltings in characteristic 0 and Grauert-Manin in positive characteristic).
Using the lifting property, we can elementarily reprove all the above results. This new
proof does not use any of the properties of finitely generated fields, and hence is valid
for an arbitrary field K (Theorem 4.2.3). This result and other results appearing in this
chapter (e.g. descent results) manifest that the right approach to PAC extension is via
double embedding problems.
4.1 Descent Features
The following result allows us to descend Galois groups in a PAC extension.
Theorem 4.1.1. Let K/K0 be a PAC extension, let ϕ : Gal(K)→ Gal(K0) be the restric-
tion map, and let θ : Gal(K)→ G be an epimorphism onto a finite group G. Furthermore,
let i : G ↪→ G0 be an embedding of G into a finite group G0 which is regularly realizable
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over K0. Then there exists a homomorphism θ0 : Gal(K0)→ G0 such that θ0ϕ = iθ:
Gal(K)
ϕ //
θ

Gal(K0)
θ0

G
i
// G0.
Proof. The map θ : Gal(K) → G is a solution of the lower embedding problem of the
double embedding problem
(4.1) Gal(K0)
##G
GG
GG
GG
GG
G
θ0
zz
G0 // 1
Gal(K)
##H
HH
HH
HH
HH
θ
zzuuu
uuu
uuu
u
OO
G //
OO
1.
OO
Since G0 is regularly realizable, the DEP is in fact rational. Thus θ extends to a geometric
weak solution (θ, θ0) of (4.1) by the lifting property (Proposition 3.4.6).
In case G = G0, Theorem 4.1.1 immediately yields:
Corollary 4.1.2. Let K/K0 be a PAC extension. Let G be a finite Galois group over K
that is regularly realizable over K0. Then G also occurs as a Galois group over K0.
Since every abelian group is regularly realizable over any field (Theorem 2.2.4), we get
the following
Corollary 4.1.3. Let K/K0 be a PAC extension. Then K
ab = Kab0 K.
We reprove [27, Theorem 5] using Theorem 4.1.1 and the fact that the symmetric group
is regularly realizable over any field. This proof provides an insight into Razon’s original
technical proof.
Corollary 4.1.4 (Razon). Let K/K0 be a PAC extension. Let L/K be a separable algebraic
extension. Then there exists a separable algebraic extension L0/K0 that is linearly disjoint
from K over K0 for which L = L0K.
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Proof. First assume that [L : K] is finite. Let M be the Galois closure of L/K, G =
Gal(M/K), G′ = Gal(M/L), and θ : Gal(K) → G the quotient map. The action of G on
the cosets Σ = G/G′ admits an embedding i : G→ SΣ.
As SΣ is regularly realizable (Theorem 2.2.4), Theorem 4.1.1 gives a homomorphism
θ0 : Gal(K0) → SΣ for which θ0|Gal(K) = iθ (note that θ0|Gal(K0) = ϕθ0 in the diagram
above). In particular, the image H of θ0 contains i(G), and hence H is transitive. Thus
(H : H ′) = |Σ| = [L : K], where H ′ is the stabilizer in H of the coset G′ ∈ Σ. Also, as the
subgroup G′ ≤ G is the stabilizer in G of the coset G′ ∈ Σ, it follows that H ′∩i(G) = i(G′).
Hence i−1(H ′) = G′
Let M0 be the fixed field of ker(θ0) (i.e. Gal(M0) = ker(θ0)) and let L0 ⊆ M0 be the
corresponding fixed field of H ′ (i.e. Gal(L0) = θ−10 (H
′)). Since i is an embedding and
θ0|Gal(K) = iθ, we have
Gal(L) = θ−1(G′) = θ−1i−1(H ′) = ϕ−1θ−10 (H
′) = ϕ−1(Gal(L0)) = Gal(L0K).
Hence L = L0K. In addition, L0 is linearly disjoint from K, since [L0 : K0] = (H : H
′) =
[L : K], as needed.
The case where L/K is an infinite extension follows from Zorn’s Lemma. The main
point is that for a tower of algebraic extensions L1 ⊆ L2 ⊆ L3, L3/L1 is separable if and
only if both L2/L1 and L3/L2 are. The details can be found in [27].
Remark 4.1.5. In the last proof H ′ was the stabilizer of a point of a subgroup of Sn. This
stabilizer is, in general, not normal even if L/K is Galois. That is to say, L0/K0 need not
be Galois, even if L/K is.
Example 4.1.6. In this example we build a field tower K0 ⊆ K1 ⊆ K such that K/K1 is
PAC, K/K0 is not PAC, and K1/K0 is finite.
Let K0 = Qsol the maximal pro-solvable extension of Q. Then K0 has no extensions
of degree 2. This imply that if K is an extension of K and there exists L/K of degree 2,
then K/K0 is not PAC. Indeed, had K/K0 PAC, we would have got L0/K0 of degree 2
such that L = L0K (Corollary 4.1.4), a contradiction.
Let K1/K0 be a finite proper extension and e ≥ 1 an integer. Weissauer’s theorem
[9, Theorem 13.9.1] asserts that K1 is Hilbertian. Hence for almost all σ ∈ Gal(K1)e the
extension K/K1 is PAC and the absolute Galois group of K is free on e generators, where
K = Q˜(σ). In particular, K has an extension of degree 2, so by the previous paragraph,
K/K0 is not PAC.
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4.2 Restrictions on the Galois Structure of K/K0
Not every extension can be a PAC extension. This section reveals some of the restrictions.
Warning: The reader is advised to recall the definitions and basic properties of wreath
products appearing in Section 2.5 before continuing any further.
Lemma 4.2.1. Let K/K0 be a proper Galois PAC extension. Then K is separably closed.
Proof. Let A be a Galois group over K and let θ : Gal(K) → A be a corresponding epi-
morphism. Let G be a nontrivial finite quotient of Gal(K/K0) and ϕ : Gal(K0) → G the
restriction map. We may assume that A ≤ Sn for some large n. Define an embedding
i : A→ Sn wrG by setting i(a) = (fa, 1), where fa(1) = a and fa(σ) = 1 for any nontrivial
σ ∈ G. As Sn is regularly realizable over any field, (ϕ, Sn wrG → G) is rational over K0
(Corollary 2.5.10).
By the lifting property we can extend the solution θ of the lower embedding problem
to a weak solution (θ, θ0) of the DEP
Gal(K0)
##G
GG
GG
GG
GG
θ0
xxrrr
rrr
rrr
r
Sn wrG // G
Gal(K)
$$H
HH
HH
HH
HH
θ
xxqqq
qqq
qqq
qq
OO
A //
OO
1.
OO
As Gal(K) is normal in Gal(K0), we have that i(A) is invariant under the image of Gal(K0).
Let 1 6= σ ∈ G, extend it to σˆ ∈ Gal(K0), and let fσ = θ0(σˆ). Then i(A) ∩ i(A)fσ =
i(A) ∩ i(A)σ = 1. But i(A) is invariant under fσ; we thus get that i(A) = 1. Therefore K
is separably closed, as desired.
Some Galois extensions of Q are known to be PAC as fields. So we get below PAC
fields which are not PAC over any proper subfield.
Corollary 4.2.2. Let K be a Galois extension of Q which is not algebraically closed.
Then K is a PAC extension of no proper subfield. This result holds even if K is PAC. In
particular it holds in the following cases.
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(a) the Galois hull K = Q˜[σ] of Q in Q˜(σ), for almost all σ ∈ Gal(Q)e [9, Theorem
18.10.2].
(b) K = Qtot,R(i), where Qtot,R is the maximal real Galois extension of Q and i2 = −1
[25].
(c) The compositum K = Qsym of all Galois extensions of Q with a symmetric Galois
group [9, Theorem 18.10.3].
Proof. If K/Q is Galois, then, since any subfield K0 of K contains Q, K/K0 is Galois and
hence not PAC (as an extension).
A somewhat stronger result is the following.
Theorem 4.2.3. The Galois closure of an algebraic separable proper PAC extension is the
separable closure.
Proof. Let K/K0 be a proper PAC extension and let N be its Galois closure. By Corol-
lary 4.1.4, there exists a separable extension N0/K0, linearly disjoint from K over K0, such
that N = N0K. In particular, N/N0 is a proper Galois PAC extension, which implies, by
Lemma 4.2.1, that N is separably closed.
Theorem 4.2.3 is a generalization of Chatzidakis’ result from 1986. Chatzidakis prove
that if K is a countable Hilbertian and e ≥ 1 an integer, then for almost all σ ∈ Gal(K)e
the field Ks(σ) is a Galois extension of no proper subextension K ⊆ K ′ ( Ks(σ). (To see
this, recall that Ks(σ)/K is PAC for almost all σ.)
Let us discuss finite PAC extensions. It is clear that every PAC field is a PAC extension
of itself. Another trivial example for a finite PAC extension is C/R, where C is the algebraic
closure of a real closed field R. In this case [C : R] = 2 [21, VI§Corollary 9.3].
A family of finite PAC extensions are the purely inseparable ones: Let K be a purely
inseparable extension of a PAC field K0. Then K/K0 is PAC [17, Corollary 2.3]. Hence
if K/K0 is finite purely inseparable extension and K0 is PAC, then K/K0 is also a finite
PAC extension.
The following result asserts that, in fact, these are all the finite PAC extensions.
Corollary 4.2.4. Let K/K0 be a finite extension. Then K/K0 is PAC if and only if either
(a) K0 is real closed and K is the algebraic closure of K0, or
(b) K0 is PAC and K/K0 is purely inseparable.
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Proof. Let K1 be the maximal separable extension of K0 contained in K. Then K/K1 is
purely inseparable [21, V§6 Proposition 6.6]. By [17, Corollary 2.3] K1/K0 is PAC, and in
particular K1 is a PAC field. If K1 = K0, we are done.
Assume K1 6= K0. By Theorem 4.2.3, the Galois closure N of K1/K0 is the separable
closure. Hence, by Artin-Schreier Theorem [21, Corollary 9.3] N is, in fact, algebraically
closed and K0 is real closed (recall that 1 < [N : K0] <∞). In particular, the characteristic
of K is 0, and hence K1 = K.
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Chapter 5
Projective Pairs
In this chapter we define the group theoretic analog of PAC extensions – projective pairs.
This analogy motivates the study of these pairs.
This study influences the understanding of PAC extension in two ways. First we have
a characterization of PAC extensions of PAC fields in term of projective pairs.
Proposition 5.0.5. (a) Let M be a PAC extension of a PAC field K. Then the pair
(Gal(M),Gal(K)) is projective.
(b) Let M be an algebraic extension of a PAC field K. Then M/K is PAC if and only
if the restriction map (Gal(M),Gal(K)) is projective.
(c) Let (Γ,Λ) be a projective pair. Then there exists a separable algebraic PAC extension
M of a PAC field K such that Γ ∼= Gal(M), Λ ∼= Gal(K).
(See the definition of a projective pair and the proof of this result in the body of the
chapter.)
Although we cannot directly translate the results on projective pairs to results on PAC
extensions (of a non-PAC field), the ideas from the study of the former do apply to the
latter. This explains the extensive use of group theoretic methods which appears in the
previous chapters. In particular, the key property, the lifting property, comes from group
theoretic considerations.
Using Proposition 5.0.5 we can transfer result about PAC extensions to result about
projective pairs. Nevertheless in this chapter we give direct proofs without going via
Proposition 5.0.5 for two reasons.
First the group theoretic group are usually simpler and sometimes give a stronger
results. The second reason is that we work in a slightly more general setting. Namely we
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work in the category of pro-C groups, where C is a Melnikov formation of finite groups (see
below).
5.1 The Basic Properties of Projective Pairs
5.1.1 Definitions
Throughout this chapter we fix a Melnikov formation C of finite groups. That means that
C is closed under fiber products and given a short exact sequence
1 //A //B //C //1
we have that A,C ∈ C if and only if B ∈ C. In particular, C is closed under direct products.
The exact sequence
1 //A(G:G0) //AwrG0 G //G //1
implies that A,G ∈ C if and only if AwrG0 G ∈ C.
The following three families are examples of Melnikov formations. The family of all
finite groups; the family of all p-groups, for a prime p; the family of all solvable groups.
Let Γ ≤ Λ be pro-C groups. A C-DEP for the pair (Γ,Λ) is a commutative diagram
Λ
ν
$$I
II
II
II
II
I
θ
zz
H
β // B
Γ
µ
$$H
HH
HH
HH
HH
HH
ϕ
OO
η
zzuu
uu
uu
uu
uu
, G α //
j
OO
A
i
OO
(5.1)
where G,H,A,B ∈ C, A ≤ B, G ≤ H, i, j, ϕ are the inclusion maps, and α, µ, β, ν are
surjective. Therefore a C-DEP consists of two compatible C embedding problems: the
lower embedding problem for Γ and the higher embedding problem for Λ.
In case C is the family of all finite groups, we omit the C notation and say that (5.1)
is a double embedding problem (as in (3.2)). Sometimes we abbreviate (5.1) and write
((µ, α), (ν, β)).
A C-DEP is said to be split if the higher embedding problem splits, i.e., in (5.1) there
exists β′ : B → H for which ββ′ = idB. If, in addition, the lower embedding problem splits,
then we call the DEP doubly split.
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If we allow the groups G,H,A,B to be pro-C, then (5.1) is a pro-C-DEP.
Giving a weak solution η : Γ→ G of the lower embedding problem and a weak solution
θ : Λ → H of the higher embedding problem, we say that (η, θ) is a weak solution of
(5.1) if η and θ are compatible, i.e. jη = θϕ.
Note that a weak solution of (5.1) is completely determined by θ. Indeed, θ induces a
solution η of the C-DEP if and only if θ(Γ) ≤ G, and then η = θ|Γ.
Definition 5.1.1. A pair (Γ,Λ) of pro-C groups is called C-projective if any C-DEP is
weakly solvable.
Let us begin with some basic properties of projective pairs. The first is trivial.
Proposition 5.1.2. A pro-C group Λ is C-projective if and only if the pair (1,Λ) is C-
projective.
Lemma 5.1.3. Consider a C-DEP (5.1) for a pair (Γ,Λ) of pro-C groups. Assume that
both the higher and lower embedding problems are weakly solvable. Then (5.1) is dominated
by a doubly split C-DEP.
Proof. Let θ : Λ→ H be a weak solution of the higher embedding problem and η : Γ→ G
a weak solution of the lower embedding problem. Choose an open normal subgroup N ≤ Λ
such that N ≤ ker(θ) and Γ ∩N ≤ ker(η).
Let Bˆ = Λ/N , Aˆ = Γ/Γ ∩ N and let Hˆ = H ×B Bˆ, Gˆ = G ×A Aˆ. Then the following
commutative diagram defines a dominating C-DEP.
Γ

Gˆ //

Aˆ

G
α // A
Λ

Hˆ //

Bˆ

H
β // B
(Here all the maps are canonically defined.) Lemma 2.3.2 implies that this C-DEP doubly
splits.
Corollary 5.1.4. Let (Γ,Λ) be a pair of pro-C groups and suppose that Λ is C-projective.
Then (Γ,Λ) is C-projective if and only if every doubly split C-DEP is weakly solvable.
Proof. Since Λ is C-projective, Γ is also C-projective. In other words, every finite embedding
problem for Λ (resp. Γ) is weakly solvable. Lemma 5.1.3 implies that every C-DEP for (Γ,Λ)
is dominated by a doubly split C-DEP.
The converse is trivial.
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Proposition 5.1.5. Let (Γ,Λ) be a C-projective pair. Then any pro-C-DEP for ϕ is weakly
solvable.
Proof. We follow the proof of [9, Lemma 22.3.2]. In order to solve pro-C-DEPs for (Γ,Λ)
we need to solve more general pro-C-DEPs, in which the maps of the higher embedding
problem are not necessarily surjective.
In case of C-DEPs, we can solve such C-DEPs. Indeed, assume that in (5.1) ν, µ are
not surjective. First ker(α), ker(β) ∈ C since C is a Melnikov formation. Next ν(Γ), µ(Λ) ∈
C since Γ,Λ are pro-C. Finally α−1(ν(Γ)), β−1(µ(Λ)) ∈ C, again since C is a Melnikov
formation.
1 // ker(α) // α−1(ν(Γ)) α // ν(Γ) // 1
1 // ker(β) // β−1(µ(Λ))
β // µ(Λ) // 1
Replace A,B with ν(Γ), µ(Λ) and G,H with α−1(ν(Γ)), β−1(µ(Λ)). In this new C-DEP all
the maps are surjective. So by assumption there is a weak solution.
Let us move to the more general case of pro-C-DEP: Consider a pro-C-DEP (5.1) and
write K = ker(β). We prove the assertion in two steps.
Step A: Finite Kernel. Assume K is finite. Then G is open in KG since (KG : G) ≤ |K|.
Choose an open normal subgroup U ≤ H for which U ∩ KG ≤ G and K ∩ U = 1 (note
that K is finite and H is Hausdorff). Then U ∩KG = U ∩G. By the second isomorphism
theorem (in the group UG) we have that (KG ∩ UG : G) = (U ∩ (KG ∩ UG) : U ∩G) =
(U ∩KG : U ∩G) = 1, i.e.
(5.2) (KG) ∩ (UG) = G.
Write H¯ = H/U , let pi : H → H¯ be the quotient map, G¯ = pi(G), B¯ = B/β(U), A¯ =
A/A∩β(U) and β¯ : H¯ → B¯, α¯ : G¯→ A¯ the epimorphisms induced from β, α, respectively.
Since H¯ ∈ C, there is a homomorphism θ¯ : Λ → H¯ with θ¯(Γ) ≤ G¯ (let η¯ = θ¯|Γ) for
which
Γ
ν

η¯

G
α //

A

G¯
α¯ // A¯
Λ
µ

θ¯

1 // K // H
β //
pi

B

// 1
1 // K // H¯
β¯ // B¯ // 1
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are commutative diagrams. The right square in the right embedding problem is a cartesian
square, since K ∩ U = 1 ([9, Example 22.2.7(c)]). Hence we can lift θ¯ to θ : Λ → H such
that βθ = µ (see [9, Lemma 22.2.1]). We claim that θ(Γ) ≤ G. Indeed,
A ≥ µ(Γ) = β(θ(Γ)),
hence θ(Γ) ≤ Kβ−1(A) = Kα−1(A) = KG. Also,
G¯ ≥ θ¯(Γ) = pi(θ(Γ)),
hence θ(Γ) ≤ UG. Then, from (5.2) we have θ(Γ) ≤ (KG) ∩ (UG) = G, as claimed.
Step B: The General Case. We use Zorn’s Lemma. Consider the family of pairs (L, θ)
where L ⊆ K is normal in H, θ is a weak solution of the following embedding problem,
and θ(Γ) ⊆ GL/L.
Λ

θ
}}
1 // K/L // H/L
β¯ // B // 1.
We say that (L, θ) ≤ (L′, θ′) if L ⊆ L′ and
Λ

θ
||
θ′

H/L //

B
H/L′ // B
is commutative. For a chain {(Li, θi)} we define a lower bound (L, θ) by L =
⋂
i Li and
θ = lim
←−
θi (note that θ(Γ) ⊂ GL/L by [9, Lemma 1.2.2(b)]). By Zorn’s Lemma there exists
a minimal element (L, θ) in the family. We claim that L = 1. Otherwise, there is an open
normal subgroup U of H with L 6≤ U . Part A gives (since L/U∩L is finite) a weak solution
θ′ of the following embedding problem such that θ′(Γ) ⊆ G(U ∩ L)/(U ∩ L).
Λ
θ

θ′
yy
1 // L/U ∩ L // H/U ∩ L // H/L.
Hence (L, θ) is not minimal. This contradiction implies that L = 1, as claimed.
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Recall that a pro-C group Λ is projective if and only if any short exact sequence of
pro-C groups
1 // K // ∆ // Λ // 1
splits. Similar characterization is given in the next result for a pair (Γ,Λ) of pro-C groups.
Corollary 5.1.6. Let (Γ,Λ) be a pair of pro-C groups. Then (Γ,Λ) is C-projective if and
only if the rows of any exact commutative diagram of pro-C groups
∆
β // Λ //
β′
oo 1
E
α //
ψ
OO
Γ //
ϕ
OO
α′
oo 1
1
OO
1
OO
compatibly split. That is to say, there exists a splitting β′ : Λ → ∆ of β (i.e. ββ′ = id)
such that β′ϕ(Γ) ≤ ψ(E) and α′ defined by ψα′ = β′ϕ is a splitting of α.
Proof. Since the splittings of an epimorphism γ : M → N correspond bijectively to solu-
tions of the embedding problem (id : N → N, γ : M → N), the assertion follows immedi-
ately from Proposition 5.1.5.
5.1.2 Basic Properties and Characterizations
Proposition 5.1.7 (The lifting property). Let (Γ,Λ) be C-projective and consider a pro-
C-DEP for (Γ,Λ). Then any weak solution η of the lower embedding problem can be lifted
to a weak solution (η, θ) of the DEP.
Proof. Let (5.1) be a pro-C DEP and let η : Γ → G be a weak solution of the lower
embedding problem. Define Hˆ = H ×B Λ and let Gˆ = {(η(γ), γ) | γ ∈ Γ} ≤ G×A Γ. Since
Gˆ ∼= Γ, there is a unique weak solution of the lower embedding problem of
Γ
id

Gˆ
αˆ // Γ
Λ
id

Hˆ
βˆ // Λ.
Now by Proposition 5.1.5 there exists a weak solution (ηˆ, θˆ). Hence ηˆ(γ) = αˆ−1(γ) =
(η(γ), γ). This implies that (η, θ) is a solution of the DEP, where θ = piθˆ and pi : Hˆ → H
is the quotient map.
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The next result follows from the lifting property using the same argument that implied
Corollary 5.1.6 from Proposition 5.1.5.
Corollary 5.1.8. Let (Γ,Λ) be a C-projective pair and consider a diagram as in Corol-
lary 5.1.6. Then any splitting α′ of α can be lifted to a splitting β′ of β.
Proposition 5.1.9 (Transitivity). Let Λ3 ≤ Λ2 ≤ Λ1 be pro-C groups. Then
(a) If (Λ3,Λ1) is C-projective, then (Λ3,Λ2) is C-projective.
(b) If (Λ3,Λ2) and (Λ2,Λ1) are C-projective, then so is (Λ3,Λ1).
Proof. To show (a) it suffices to solve a doubly split C-DEP
(5.3) Λ3
ϕ3

G3
α3 // A3
Λ2
ϕ2

1 // K2 // G2
α2 // A2 // 1
for (Λ3,Λ2). Fix a splitting of α2 to identify G2 and K2 o A2. We can assume that
ker(ϕ2) = Λ2 ∩ L, where L is open normal subgroup of Λ1. (Otherwise, we can choose an
open normal subgroup L of Λ1 such that ker(ϕ2) ≥ Λ2∩L and replace Ai with Λi/(Λi∩L)
and Gi with the corresponding fiber product, i = 2, 3.)
Let A1 = Λ1/L, let ϕ1 : Λ1 → A1 be the quotient map. Embed G3 inside K2 wrA2 A1 as
in Proposition 2.5.5. In particular, under the Shapiro map
pi : IndA1A2(K2)o A2 → K2 o A2
we have pi(G3) = G3. The C-DEP
Λ3
ϕ3

G3
α3 // A3
Λ1
ϕ1

K2 wrA2 A1
α2 // A1
has a weak solution (η′3, η
′
1) since (Λ3,Λ1) is C-projective. Let ηi = piη
′
1|Λi , i = 2, 3. Then
(η3, η2) is a weak solution of (5.3) and the proof of (a) is concluded.
The proof of (b) is analogous to the proof of Lemma 3.4.7, one merely need to disregard
the word ‘geometric’ everywhere it appears.
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For the sake of completeness we give a proof based on exact sequences. Consider the
following commutative diagram with injective rows.
∆1
α1 // Λ1 // 1
∆2
α2 //
OO
Λ2 //
OO
1
∆3
α3 //
OO
Λ3 //
OO
1
By Corollary 5.1.6 it suffices to show that the higher and lower rows compatibly split. As
(Λ3,Λ2) is C-projective, the two bottom rows compatibly split, let α′3, α′2 be the corre-
sponding sections. Now by Corollary 5.1.8, α′2 extends to a section α
′
1 of α1. Thus α
′
3, α
′
1
are compatible sections, as needed.
Remark 5.1.10. In the above proposition it might happen that (Λ3,Λ1) is C-projective but
(Λ2,Λ1) is not. For example, take Λ1 to be C-projective, take 1 6= Λ2 / Λ1 and Λ3 = 1.
Then (1,Λ1) is C-projective (Proposition 5.1.2) while if Λ2 6= Λ1, then (Λ2 ≤ Λ1) is not
(Proposition 5.3.2).
Projective pairs behave well under taking subgroups.
Proposition 5.1.11. Let (Γ,Λ) be a C-projective pair, let Λ0 ≤ Λ be a subgroup, and write
Γ0 = Λ0 ∩ Γ. Then (Γ0,Λ0) is C-projective.
Proof. By Lemma 5.1.3 it suffices to show that any doubly split C-DEP for (Γ0,Λ0) is
weakly solvable. Let
((µ1 : Γ0 → A1, α1 : G1 → A1), (ν1 : Λ0 → B1, β1 : H1 → B1))
be a doubly split C-DEP for (Γ0,Λ0).
The case where Λ0 is open in Λ. Choose an open normal subgroup N of Λ such that
N ≤ ker ν1. Then N ∩ Γ0 ≤ ker(µ1). Let ν : Λ→ B = Λ/N be the quotient map. Let B0,
A, and A0 be the respective images of Λ0, Γ, and Γ0 under ν and let ν0, µ, and µ0 be the
restrictions of ν to the respective subgroups. Let G0 = G1 ×A1 A0, H0 = H1 ×B1 B0 and
let α0 : G0 → A0 and β0 : H0 → B0 be the projection maps. Then the doubly split C-DEP
((µ0, α0), (ν0, β0)) dominates ((µ1, α1), (ν1, β1)) (Lemma 2.3.2). Hence it suffices to weakly
solve ((µ0, α0), (ν0, β0)).
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Clearly A0 ≤ B0∩A. Let x¯ ∈ B0∩A. Then x¯ = ν(x), where x = yn, x ∈ Λ0, y ∈ Γ, and
n ∈ N . Since N ≤ Λ0 we get that y = xn−1 ∈ Λ0, hence y ∈ Γ0. Since ν(y) = ν(x) = x¯ we
have ν(Γ0) ≥ ν(Λ0) ∩ ν(Γ). Consequently A0 = B0 ∩ A.
If α′0 : A0 → G0 is a splitting of α0, then it suffices to find a weak solution (η0, θ0) such
that η0(Γ0) = α
′
0(A0). Therefore, we can replace G0 by α
′
0(A0) to assume that G0
∼= A0.
Let β′0 : B0 → H0 be a splitting of β0. Identify H0 with KoB0 via β′0, where K = ker β0.
This identification induces an embedding i : A0 → K0 oB0 satisfying β0i = α0.
K0 oB0
β0 // // B0
  // B
A0
α0 //
?
i
OO
A0
  //
?
OO
A
?
OO
Let β : K wrB0 B → B be the quotient map and pi : IndBB0(K) o B0 → K o B0 the
corresponding Shapiro map. Proposition 2.5.5 gives an embedding j : A→ K wrB0 B such
that pij|A0 = i, and in particular βj(a) = a, for all a ∈ A. Let α = β|j(A) : j(A)→ A.
Λ
θ
xxppp
ppp
ppp
ppp
ν
&&NN
NNN
NNN
NNN
NNN
K wrB0 B
β // B
Γ
OO
η
xxppp
ppp
ppp
ppp
p
µ
&&NN
NNN
NNN
NNN
NNN
j(A) α //
OO
A
OO
Since (Γ,Λ) is C-projective, there exists a weak solution (η, θ) of ((µ, α), (ν, β)). Set
η0 = piη|Γ0 and θ0 = piθ|Λ0 . Then (η0, θ0) is a weak solution of ((µ0, α0), (ν0, β0)).
Γ0
η0
  
η
||yy
yy
yy
yy
µ0

j(A0)
α //
pi

A0
A0
α0 // A0
Λ0
θ0
zz
θ
xxqqq
qqq
qqq
qqq
ν0

IndBB0(K)oB0
β //
pi

B0
K oB0
β0 // B0.
The general case. Fix an open normal subgroup N of Λ such that N ∩ Λ0 ≤ ker ν1.
Then N ∩ Γ0 ≤ ker(µ1). We can extend ν1 to Λ0N by setting ν1(λn) = ν1(λ) for each
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λ ∈ Λ0 and n ∈ N . Similarly, Γ0(N ∩ Γ) is an open subgroup of Γ and µ1 extends to it.
Note that the restriction of ν1 to Γ0(N ∩ Γ) equals µ1.
By [9, Lemma 1.2.2(b)] we have an open subgroup Λ′ of Λ that contains Λ0N and such
that Λ′ ∩ Γ ≤ Γ0(N ∩ Γ). Let Γ′ = Λ′ ∩ Γ. Now we have the C-DEP
((µ1 : Γ
′ → A1, α1 : G1 → A1), (ν1 : Λ′ → B1, β1 : H1 → B1))
for (Γ′,Λ′). By the first part (Γ′,Λ′) is C-projective, hence there exists a weak solution
(η, θ) of this DEP. Now if we set η0 = η|Γ0 and θ0 = θ|Λ0 , we get the weak solution (η0, θ0)
of the original DEP.
Remark 5.1.12. The analogous result for PAC extensions – if M/K is a PAC extension and
L/K algebraic, then ML/L is PAC – is proved with a descent argument (see [17, Lemma
2.1]). This has suggested us that wreath product should be the tool for this group theoretic
version.
Corollary 5.1.13. Let (Γ,Λ) be a C-projective pair and let N ≤ Γ. Then there exists
M ≤ Λ such that N = Γ ∩M and Γ ·M = Λ. Moreover, if N / Γ, then M / Λ.
Proof. Let Nˆ =
⋂
σN
σ and let η : Γ → Γ/Nˆ be the natural quotient map. Lift η to a
solution (η, θ) of the DEP
((Γ→ 1,Γ/Nˆ → 1), (Λ→ 1,Γ/Nˆ → 1)).
Let Mˆ = ker(θ) and M = θ−1(N/Nˆ). Then (since η = θ|Γ)
N = η−1(N/Nˆ) = Γ ∩ θ−1(N/Nˆ) = Γ ∩M.
Since θ(Γ) = Γ/Nˆ , it follows that ΓMˆ = Λ, and in particular, Γ ·M = Λ.
To conclude the proof, note that if N / Γ, then N = Nˆ , and hence M = Mˆ . So M /Λ,
as needed.
Taking N = 1 in the above result we get the following splitting corollary.
Corollary 5.1.14. If (Γ,Λ) is C-projective, then Λ ∼= M o Γ for some M / Λ.
5.2 Families of Projective Pairs
In this section, for simplicity, we assume that C is the family of all finite groups.
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5.2.1 Free Products
Let Γ1,Γ2 be profinite groups. The (profinite) free product Γ = Γ1 ∗ Γ2 is defined by
the following universal property. Let (µ : Γ → A,α : H → A) be an arbitrary embedding
problem for Λ. Let A1 = µ(Γ1), A2 = µ(Γ2), H1 = α
−1(A1), and H2 = α−1(A2). Also let
µ1, µ2 the respective restriction of µ to Γ1,Γ2 and α1, α2 the respective restriction of α to
H1, H2. Then for every weak solutions θ1, θ2 of (µ1, α1) and (µ2, α2) there exists a unique
lifting θ to a solution of (µ, α).
Proposition 5.2.1. Let Γ be a free factor of a projective group Λ. Then (Γ,Λ) is projective.
Proof. By assumption Λ = Γ ∗N . The subgroups Γ, N are projective as closed subgroups
of a projective group. Consider a finte DEP (5.1). Let A1 = ν(N) and G1 = β
−1(A1). Let
η1, η be respective weak solutions of (µ1, α1) and (µ, α), where µ1 = ν|N and α1 = β|G1 .
By the definition of free products, we can lift η1, η to a weak solution θ of (ν, β). Hence
(η, θ) is a weak solution of (5.1).
The following result appears in [15].
Lemma 5.2.2 (Haran and Lubotzky). Let κ be a cardinal and let P be a projective profinite
group of rank ≤ κ. Then Fˆκ ∼= P ∗ Fˆκ.
As a consequence we get a family of examples of projective pairs inside a free group.
Corollary 5.2.3. Let Λ be a free profinite group of infinite rank κ. Then for any projective
group Γ of rank ≤ κ there exists an embedding of Γ in Λ such that (Γ,Λ) is projective.
5.2.2 Random Subgroups
Let us start by fixing some notation. We write e-tuples in bold face letters, e.g., b =
(b1, . . . , be). For a homomorphism of profinite groups β : H → B, we write that β(h) = b if
β(hi) = bi for all i = 1, . . . , e. Let C be a coset of a subgroup N
e in He, where N ≤ ker(β).
By abuse of notation we write β(C) for the unique element b ∈ Be such that β(c) = b for
every c ∈ C.
Proposition 5.2.4. Let Λ = Fˆω. Then for almost all σ ∈ Λe, (〈σ〉 ,Λ) is projective.
Proof. As a profinite group, Λ is equipped with a normalized Haar measure m. Let
Λ
µ

H
β // B
(5.4)
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be a finite embedding problem for Λ, let b ∈ Be, let A = 〈b〉 be the subgroup of B
generated by b, and let h ∈ He be such that β(h) = b. Define Σ = Σ(b,h, µ, β) ⊆ Λe to
be the following set.
Σ = {σ ∈ Λe | (µ(σ) = b) ⇒ (∃θ : Λ→ H, (βθ = µ) ∧ (θ(σ) = h))},
that is to say, all σ ∈ Λe such that there exists a weak solution θ of (5.4) with θ(σ) = h,
provided µ(σ) = b. Note that Σ = (Σ ∩ C) ∪ (Λe r C), where C is the coset of ker(µ)e in
Λe for which µ(C) = b.
We break the proof into three parts. In the first two we show that m(Σ ∩ C) = m(C),
and hence m(Σ) = 1.
Part A: Construction of solutions. Let
∆ = {(bi) ∈ HN | β(bi) = β(bj) ∀i, j ∈ N}.
It is equipped with canonical projections pii : ∆ → Hi, i ∈ N. Set βˆ : ∆ → B by βˆ(x) =
βpii(x), x ∈ ∆. Note that this definition is independent of i and βˆ is an epimorphism.
Let θ : Λ → ∆ be a solution of (µ : Λ → B, βˆ : ∆ → B) (for the existence of θ see [28,
Theorem 3.5.9]). Then for every i ∈ N the map θi = piiθ is a solution of (5.4). Moreover,
by Lemma 2.3.4 the set {ker(θi)} is an independent set of subgroups of ker(µ).
Part B: Calculating m(Σ). For each i ∈ N take the coset Xi of ker(θi)e with θi(Xi) = h.
Then, since
µ(Xi) = βθi(Xi) = β(h) = b,
it follows thatXi ⊆ C. Moreover, from it follows Part A that {Xi | i ∈ N} is an independent
set in C.
By Borel-Cantelli Lemma [9, Lemma 18.3.5],
∑
imC(Xi) =
∑
i
|B|e
|H|e = ∞ implies that
mC(X) = 1, where mC is the normalized Haar measure on C and X = ∩∞j=1 ∪∞i=j Xi. So it
suffices to show that X ⊆ Σ.
Indeed, let σ ∈ X. Then σ ∈ Xi for some i. It implies that θi is a solution of (5.4)
and that θi(σ) = h. Hence σ ∈ Σ and X ⊆ Σ, as desired.
Part C: Conclusion. Let Υ be the intersection of all Σ(b,h, µ, β). Since there are only
countably many of them and each is of measure 1, we have m(Υ) = 1. Let σ ∈ Υ and let
Γ = 〈σ〉.
Then Γ ≤ Λ is projective. Indeed, consider a double embedding problem as in (5.1)
and choose h ∈ G such that β(h) = µ(σ). Then, since σ ∈ Σ(µ(σ),h, µ, β), there exists
an homomorphism θ : Λ→ H such that θ(Γ) = 〈θ(σ)〉 = 〈h〉 ≤ G.
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Remark 5.2.5. In the above theorem we actually prove that for almost all σ ∈ Λe the pair
(〈σ〉 ,Λ) has the following strong lifting property. For any embedding problem (5.1) and
for any h ∈ Ge that satisfies α(h) = µ(σ) there exists a weak solution θ : Λ → B with
θ(σ) = h.
5.3 Restrictions on Projective Pairs
We prove the analogs for projective pairs of PAC extensions properties.
Lemma 5.3.1. Let (Γ,Λ) be a C-projective pair and assume that Γ/Λ. Then either Γ = 1
or Γ = Λ.
Proof. Let N / Γ be an open normal subgroup of Γ and let D / Λ be an open normal
subgroup of Λ such that Γ ≤ D. Write A = Γ/N and G = Λ/D and let η : Γ → A and
µ : Λ → G be the natural quotient maps. Identify A with the subgroup {fa | a ∈ A} of
AwrG. (Recall that fa(1) = a and fa(σ) = 1 for any σ 6= 1.)
Extend η to a weak solution θ of
Γ

η
 



A // 1
Λ
µ

θ
zzvvv
vvv
vvv
v
AwrG
pi // G.
Lemma 2.5.2 implies that θ is surjective (since A = θ(Γ) ≤ θ(Λ)). Since Γ / Λ we have
A/AwrG. This evidently implies that either A = 1 or G = 1, and hence the assertion.
Proposition 5.3.2. Let (Γ,Λ) be a C-projective pair such that Γ 6= Λ. Then ⋂x∈Λ Γx = 1.
Proof. Let Γ0 =
⋂
x∈Λ Γ
x. By Corollary 5.1.13 there exists Λ0 such that Γ0 = Λ0 ∩ Γ and
ΓΛ0 = Λ. In particular Γ0 6= Λ0. Moreover, by Proposition 5.1.11, (Γ0,Λ0) is a C-projective
pair. But since Γ0 / Λ0 and Γ0 6= Λ0, Lemma 5.3.1 implies Γ0 = 1.
Corollary 5.3.3. Let (Γ,Λ) be a C-projective pair. Assume that Γ is open in Λ. Then
Γ = Λ.
Proof. Assume that Γ 6= Λ (and in particular, Λ 6= 1). Since Γ is open, the normal core⋂
x∈Λ Γ
x is also open. By Proposition 5.3.2,
⋂
x∈Λ Γ
x = 1. Consequently Λ/
⋂
x∈Λ Γ
x = Λ
is finite. This contradicts the fact that Λ is C-projective.
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Proposition 5.3.4. Let Λ be a C-profinite group and Γ a p-Sylow subgroup. Assume that
Λ has a non-abelian simple quotient that is divisible by p. Then the pair (Γ,Λ) is not
C-projective.
Proof. Assume the contrary, i.e. (Γ,Λ) is C-projective. Hence, by Corollary 5.1.14, we have
that Λ = M o Γ. Note that p - (Λ : Γ) = |M | since Γ is p-Sylow.
Let ψ : Λ → S be an epimorphism onto a non-abelian simple group of order divisible
by p. Then ψ(M) 6= S. On the one hand, ψ(M) = 1, since ψ(M) / S. On the other hand,
ψ(Γ) is a proper subgroup of S. (Otherwise S would be a p-group, which is solvable.) The
assertion now follows from the contradiction S = ψ(Λ) = ψ(M)ψ(Γ) = ψ(Γ) < S.
5.4 Applications to PAC Extensions
5.4.1 Proof of Proposition 5.0.5
Let M be a PAC extension of a PAC field K. Since Gal(M) and Gal(M∩Ks) are isomorphic
and M ∩ Ks/K is PAC (Theorem 3.4.2), we can assume that M/K is separable and
algebraic. Let Γ = Gal(M) and Λ = Gal(K).
Since K is PAC, Λ is projective [9, Theorem 11.6.2]. By Corollary 5.1.4, to show that ϕ
is projective it suffices to solve a doubly split double embedding problem (5.1). Over PAC
fields any finite split embedding problem is rational [25, 14], and hence (5.1) is rational by
definition. Hence there exists a weak solution (Proposition 3.4.5).
Next assume that M/K is algebraic and separable and that (Gal(M),Gal(K)) is projec-
tive. By Proposition 3.4.5, to show that M/K is PAC it suffices to geometrically solve (in
the weak sense) all finite rational double embedding problems. Since (Gal(M),Gal(K)) is
projective, the double embedding problem is weakly solvable. Moreover, all weak solutions
are geometric (Corollary 3.2.5), as needed.
Let (Γ,Λ) be a projective pair. We would like to find a PAC extension M/K such that
Γ = Gal(M), Λ = Gal(K).
By [9, Corollary 23.1.2], there exists a PAC field K such that Gal(K) ∼= Λ (since Λ is
projective). Let M be the fixed field of Γ, i.e., Gal(M) = Γ. Since (Γ,Λ) is projective, by
the third paragraph, M/K is PAC.
5.4.2 New Examples of PAC Extensions
Proposition 5.4.1. Let K0 be a field which has a PAC extension K/K0. Assume that
Gal(K) is free of infinite rank κ. Then for any projective group P of rank ≤ κ there exists
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a PAC extension M/K0 such that P ∼= Gal(M).
Proof. By Theorem 3.4.2, we can assume that K/K0 is a separable algebraic extension. By
Corollary 5.2.3 and Proposition 5.0.5 it follows that there exists a (separable algebraic) PAC
extension M/K with Gal(M) ∼= P . Now transitivity of PAC extensions (Proposition 3.4.8)
implies that M/K0 is PAC.
Recall that a Galois extension N/K is unbounded if the set {ord(σ) | σ ∈ Gal(N/K)}
is unbounded.
Corollary 5.4.2. Let P be a projective group of at most countable rank, let E be a countable
Hilbertian field, and let K0/E be an unbounded abelian extension. Then K0 has a PAC
extension M such that P ∼= Gal(M).
Proof. In the proof of [26, Proposition 3.8] it is shown that there exists a PAC extension
K/K0 such that Gal(K) ∼= Fˆω. Hence the assertion follows from the previous proposition.
Corollary 5.4.3. Let P be a projective profinite group. Then there exists a Hilbertian field
K and a PAC extension M/K such that Gal(M) ∼= P .
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Chapter 6
Weak Hilbert’s Irreducibility
Theorem
Recall that a field K is Hilbertian if it satisfies the following condition.
N Every irreducible polynomial f(T,X) ∈ K(T )[X] that is separable in X admits a
specialization T 7→ a ∈ K under which f(a,X) remains irreducible.
Although it seems that Hilbertianity and PACness are contradictory, there is a surprising
link between them.
Theorem 6.0.4. A PAC field K is Hilbertian if and only if it is ω-free.
Here a field K is ω-free if
M Every finite embedding problem for K is solvable.
Roquette proved the right-to-left direction of this theorem (see [9, Corollary 27.3.3]).
The opposite direction was later proved by Fried-Vo¨lklein (in characteristic zero) [10] and
Pop (in arbitrary characteristic) [25]. It is important to mention that Haran and Jarden
reprove this result using the simpler method of algebraic patching [14].
In this chapter we extend Theorem 6.0.4 and establish a quantitative form – the “weak
Hilbert’s irreducibility theorem.” Note that Theorem 6.0.4 assumes that all curves have
rational points (i.e. K is PAC), and under this assumption it connects the property M of
all finite embedding problems for K with the property N of all irreducible polynomials.
In the proof of Theorem 6.0.4, in order to show that a specialization keeps the polynomial
irreducible, a stronger object is preserved – the Galois group of the polynomial.
Our quantitative form, on the other hand, deals with one (arbitrary) polynomial. We
find a specific finite embedding problem with the property that if it is ‘transitively solvable,’
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then there is an irreducible specialization, provided that a certain curve has a point. The
main ingredient is Proposition 3.2.1. In the case that K is PAC, this condition, i.e. the
existence of a transitive solution, becomes necessary and sufficient for the existence of an
irreducible specialization. It is somewhat surprising that, in contrast to the above, there
might exist an irreducible specialization even if the Galois group of the polynomial does
not occur as Galois group over K.
Next we apply weak Hilbert’s irreducibility theorem to a field K which has a PAC
extension. We get some sufficient conditions to have irreducible specializations of a poly-
nomial in terms of solutions of some double embedding problem. This result has some
interesting applications which will be discuss in the following chapters.
6.1 Embedding Problems and Polynomials
Let E be a finitely generated regular extension of a field K. For a separable polynomial
f(X) ∈ E[X], let F/E be its splitting field, and let L = F ∩ Ks. Recall that Gal(F/E)
acts faithfully on the roots of f(X). Set A = Gal(L/K) and G = Gal(F/E). Let G0 ≤ G
be the stabilizer of some fixed root x ∈ F of f .
Now f admits the induced embedding problem
(6.1) Ef = (ν : Gal(K)→ A,α : G→ A)
with a distinguished subgroup G0. Here ν and α are the restriction maps.
Let θ : Gal(K)→ G be a weak solution of the induced embedding problem, and denote
its image by D = θ(Gal(K)). If D acts transitively on the roots of f , we say that θ is
transitive. Since G0 is the stabilizer of the action, a solution θ is transitive if and only if
(G : G0) = (D : D∩G0), that is, transitivity is determined by the distinguished subgroup.
The following lemma trivially holds.
Lemma 6.1.1. If θ is a solution (i.e. surjective), then θ is transitive.
Next we give a criterion for a polynomial f(X) ∈ E[X] to remain irreducible after
applying a place on E.
Lemma 6.1.2. Let E and f be as above and let ϕ be a K-rational place of E/K. Assume
that ϕ(f) is well defined, separable and of the same degree of f . Then ϕ(f) is irreducible
over K if and only if the geometric solution ϕ∗ of the induced embedding problem is tran-
sitive.
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Proof. Let X ⊆ F be the set of all roots of f and X¯ ⊆ Ks the set of all roots of ϕ(f).
Then ϕ(X ) = X¯ . By assumptions, |X | = deg f = degϕ(f) = |X¯ |, and thus ϕ bijectively
maps X onto X¯ .
Now ϕ(f) is irreducible if and only if Gal(K) acts transitively on X¯ . Recall that
ϕ(ϕ∗(σ)(x)) = σ(ϕ(x)) for all σ ∈ Gal(K) and x ∈ X (see Lemma 2.4.2). Let x1, x2 ∈ X
and ϕ(x1), ϕ(x2) ∈ X¯ . Then
∃σ ∈ Gal(K), σ(ϕ(x1)) = ϕ(x2) ⇐⇒ ∃σ ∈ Gal(K), ϕ(ϕ∗(σ)(x1)) = ϕ(x2)
⇐⇒ ∃σ ∈ Gal(K), ϕ∗(σ)(x1) = x2.
In other words, Gal(K) acts transitively on X¯ if and only if ϕ∗ acts transitively on X , that
is ϕ∗ is transitive.
The previous result in particular asserts that for an irreducible polynomial to have
a place under which it remains irreducible it is necessary that the induced embedding
problem have a transitive solution. This condition also suffices, provided that certain
regular extension has a K-rational place:
Lemma 6.1.3. Let E/K be a finitely generated regular extension. Let f ∈ E[X] be irre-
ducible and separable. Assume that the induced embedding problem is transitively solvable.
Then there exists a finite separable extension Eˆ/E that is regular over K satisfying the
following property. For any K-rational place ϕ of Eˆ, ϕ(f) is irreducible, provided that
ϕ(f) is well defined, separable, and of the same degree as f .
Proof. Let θ be a transitive solution of the induced embedding problem. Let Eˆ be as in
Proposition 3.2.1. Then the residue field of Eˆ is K implies that ϕ∗ = θ. Thus Lemma 6.1.2
gives the irreducibility of ϕ(f).
As every finitely generated regular extension of a PAC field has a rational place we get
the following result.
Proposition 6.1.4. Let K be a PAC field, let E/K be a finitely generated regular exten-
sion, and let f(X) ∈ E[X] be an irreducible polynomial. Then there exists a place ϕ of E
under which ϕ(f) is well defined, irreducible, and of the same degree as f if and only if the
induced embedding problem Ef is transitively solvable.
Remark 6.1.5. To the best of our knowledge in previous works, to find an irreducible
specialization for a polynomial one always preserves the Galois group of the polynomial.
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The innovation of this work is that we do not insist that the Galois group be preserved
in order that f remains irreducible. This approach proves to be useful in applications. For
example in Chapter 7 an irreducible specialization of a polynomial whose Galois group is
the symmetric group Sn is needed. The results of those chapters are valid e.g. for any
pro-solvable extension K of Q. Over such K it may happen that Sn does not occur. Hence
our observation is indeed important to those applications.
Indeed, assume that Qsol and assume that Sn occurs as a Galois group over it. If n ≥ 2,
then as Z/2Z is a quotient of Sn, we get that Z/2Z occurs as a Galois group over Qsol.
This contradiction implies that n = 1.
6.2 Weak Hilbert’s Irreducibility Theorem for PAC
Extensions
In this section we consider a more classical setting. Instead of an arbitrary regular extension
E/K, we take E = K(t), where t is an e-tuple of algebraically independent transcenden-
tal elements. In other words, we consider a polynomial f(T, X) defined over K that is
irreducible in the ring K[T, X]1 and asks whether there is an irreducible specialization for
f . That is to say, a map T 7→ a ∈ Ke for which f(a, X) ∈ K[X] is irreducible, separable,
and deg(f(a, X)) = degX(f(T, X)).
Let K be a field, f ∈ K[T, X] an irreducible polynomial that is separable in X, and t
a tuple of algebraically independent transcendental elements. Let F be the splitting field
of f(t, X) over E = K(t), L = F ∩Ks, and
(6.1) Ef = (µ : Gal(K)→ A,α : G→ A)
the induced embedding problem (see (6.1)). Here G = Gal(F/K(t)) and A = Gal(L/K).
For a field extension M/K that is algebraically independent of K(t) we define a corre-
sponding embedding problem
(6.2) Ef (M) = (µ : Gal(M)→ B, β : H → B).
Here N = LM , Fˆ = FM , B = Gal(N/M) ∼= Gal(L/M ∩ L), and H = Gal(Fˆ /M(t)) ∼=
Gal(F/M ∩ L(t)). Then B ≤ A and H ≤ G, so β = α|H .
1If f(T, X) is irreducible in K[T, X], then f(t, X) is irreducible over K(t) (by Gauss’ lemma). On the
other hand, assume that f(t, X) ∈ K(t)[X] is irreducible over K(t). Then there exists c(t) ∈ K(t) such
that f∗(T, X) = c(T)f(T, X) ∈ K[T, X] and is primitive. Hence f∗ is irreducible in the ring K[T, X].
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Note that the pair (Ef (M), Ef ) is a double embedding problem for M/K.
Proposition 6.2.1. Let K be a field, f ∈ K[T, X] an irreducible polynomial that is sep-
arable in X, and Ef = (µ : Gal(K)→ A,α : G→ A) the induced embedding problem as in
(6.1) with distinguished subgroup G0. Further assume that there exists a PAC extension
M/K (which is algebraically independent of K(t)) and let Ef (M) be the corresponding
embedding problem as in (6.2).
Each of the following conditions suffices for the existence of an irreducible specialization
T 7→ a ∈ Ke for f .
(a) Ef (M) is solvable.
(b) (G : G0) = (H : H0), where H0 = H ∩ G0 and Ef (M) is transitively solvable w.r.t.
the distinguished subgroup H0.
Proof. Let r(t) be the product of the leading coefficient of f and its discriminant. Assume
there exists a weak solution η : Gal(M)→ H of Ef (M).
By the lifting property (Proposition 3.4.6) we can lift η to a geometric weak solution
ϕ∗ of Ef satisfying a = ϕ(t) is finite (and hence in Ke) and r(a) 6= 0. In particular, ϕ is
unramified in F .
For (a) assume that η is surjective. Then its image η(Gal(M)) contains ker(β). But
ker(β) = ker(α), hence ker(α) ≤ η(Gal(M)) ≤ ϕ∗(Gal(K)). By Lemma 2.2.1, ϕ∗ is
surjective. Consequently Lemma 6.1.2 implies the assertion.
For (b) assume that (G : G0) = (H : H0) and that η is transitive. Let C = η(Gal(M))
be the image of η. Since η is transitive we have (C : C ∩H0) = (H : H0) (see discussion
after the definition of transitive solutions). Let D = ϕ∗(Gal(K)). Then C ≤ H ∩D, hence
C ∩H0 = C ∩H ∩G0 = C ∩G0. It implies that
(G : G0) ≥ (D : D ∩G0) ≥= (C : C ∩H0) = (H : H0) = (G : G0).
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Hence (G : G0) = (D : D ∩ G0), i.e. ϕ∗ is transitive. Then Lemma 6.1.2 implies the
assertion.
Remark 6.2.2. In the proof we actually showed that f(a, X) is irreducible over M .
Remark 6.2.3 (On the condition (b)). In the notation of the above proposition, recall that
G0 is the stabilizer of a root x ∈ F of f(t, X), so (G : G0) = degX(f). Now let g(t, X)
be the irreducible polynomial of x over M(t). Then g divides f in the ring M(t)[X] and
(H : H0) = degX g. Thus (H : H0) = (G : G0) if and only if f is irreducible over M(t).
In particular, if f is absolutely irreducible, the condition (G : G0) = (H : H0) always
holds.
Another example in which the condition (G : G0) = (H : H0) holds is when A ∼= B.
Indeed, since ker(α) = ker(β) we get
|G| = |A|| ker(α)| = |B|| ker(β)| = |H|,
and thus G ∼= H. Consequently (G : G0) = (H : H0).
In what follows we apply Proposition 6.2.1 to polynomials which are in some sense
the most irreducible. These cases are important to applications, since by transcendental
constructions, it is usually easier to get extreme irreducibilities.
Call a polynomial f(T, X) ∈ K[T, X] of degree n in X a stable symmetric polyno-
mial if the Galois group of f(t, X) over K˜(t) is the symmetric group Sn. Regard stable
symmetric polynomial as the most irreducible polynomials. A stable symmetric polyno-
mial is absolutely irreducible and its splitting field over K(t) is regular over K. Thus the
induced embedding problem is actually the following realization problem.
Ef = (Gal(K)→ 1, Sn → 1)
Here the distinguished subgroup is Sn−1 (all permutations that fix 1).
Remark 6.2.4. Let E/K be a regular extension. One can asks whether there exists a
separating transcendence basis t of E/K such that a polynomial f(t, X) ∈ K(t)[X] whose
root generates E/K(t) is a stable symmetric polynomial of degree n.
The stability theorem (see [9, Theorem 18.9.3]) asserts that indeed for infinitely many
positive integers n there exists such a separating transcendence basis.
We have the following nice sufficient condition to have irreducible specialization of
stable symmetric polynomials.
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Corollary 6.2.5. Let K be a field, let r(T) ∈ K[T] non-constant, and let f(T, X) ∈
K[T, X] be a stable symmetric polynomial of degree n. Assume that there exists a PAC
extension M/K and a separable extension N/M of degree n. Then there exists a ∈ Ke
such that r(a) 6= 0 and f(a, X) is separable irreducible polynomial of degree n.
Proof. Since F (the splitting field of f(t, X) over K(t)) is regular over K, we have
Gal(FM/M(t)) ∼= Gal(F/K(t)) ∼= Sn. Hence
Ef (M) = (Gal(M)→ 1, Sn → 1)
is the corresponding embedding problem.
Let Nˆ be the Galois closure of N/M and let η : Gal(M) → Gal(Nˆ/M) be the restric-
tion map. The action of Gal(Nˆ/M) on the cosets of Gal(Nˆ/N) induces an embedding
Gal(Nˆ/M)→ Sn with a transitive image. Identify Gal(Nˆ/M) with its image in Sn. Hence
η is a transitive solution of the corresponding embedding problem. By Proposition 6.2.1
the assertion follows.
6.3 Some Corollaries
Theorem A from the introduction asserts that a countable Hilbertian field has a PAC exten-
sion with free absolute Galois group of rank e, for an arbitrary positive integer e ≥ 1. The
following result implies that having such PAC extension is also sufficient for Hilbertianity.
Corollary 6.3.1. Let K be a field. Assume that there exists a PAC extension M/K whose
absolute Galois group Gal(M) is free of rank e, for infinitely many positive integers e.
Then K is Hilbertian.
Proof. Let f ∈ K[T, X] be an irreducible polynomial that is separable in X and let Ef be
its induced embedding problem as in (6.1). Take a PAC extension M/K whose absolute
Galois group Gal(M) is free of rank ≥ |G|.
Let Ef (M) be the corresponding embedding problem as in (6.2). We have
rank Gal(M) ≥ |G| ≥ |H| ≥ rankH.
Hence, by the embedding property [9, Proposition 17.7.3], Ef (M) is solvable. It follows
that f has an irreducible specialization (Proposition 6.2.1).
If K has a PAC extension M whose absolute Galois group is ω-free (i.e. any finite
embedding problem for M is solvable) then we get the following result of Razon [26,
Lemma 2.2].
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Corollary 6.3.2 (Razon). Let K be a field and M/K a PAC extension whose absolute
Galois group is ω-free. Then M is Hilbertian over K. In particular, K is Hilbertian.
Proof. Let f(T, X) ∈ K[T, X] be an irreducible polynomial that is separable in X. Since
over M every finite embedding problem is solvable, by Proposition 6.2.1 there exists an
irreducible specialization T 7→ a ∈ Ke for f . Moreover, f(a, X) is irreducible over M
(Remark 6.2.2).
We pose a natural question.
Question 6.3.3. Let K be a finitely generated infinite field. Does there exist a PAC exten-
sion M/K whose absolute Galois group is ω-free?
We even do not know the answer to the following simpler problem in the case when
K = Q.
Question 6.3.4. LetK be a finitely generated infinite field and letM/K be a PAC extension.
Is Gal(M) finitely generated?
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Chapter 7
Dirichlet’s Theorem for Polynomial
Rings
7.1 Introduction and the Main Result
Dirichlet’s classical theorem about primes in arithmetic progressions states that if a, b are
relatively prime positive integers, then there are infinitely many c ∈ N such that a+ bc is
a prime number. Following a suggestion of E. Landau, Kornblum [20] proved an analog
of Dirichlet’s theorem for the ring of polynomials F [X] over a finite field F . Later, Artin
refined Kornblum’s result and proved that if a(X), b(X) ∈ F [X] are relatively prime, then
for every sufficiently large integer n there exists c(X) ∈ F [X] such that a(X) + b(X)c(X)
is irreducible of degree n in F [X] [29, Theorem 4.8].
To avoid repetition, we shall say that Dirichlet’s theorem holds for a polynomial ring
F [X] and for a set of positive integersN , if for any relatively prime polynomials a, b ∈ F [X]
there exist infinitely many c ∈ F [X] such that a + bc is irreducible of degree n, provided
that n ∈ N is sufficiently large.
Jarden raised the question of whether the Artin-Kornblum result generalizes to other
fields. Of course, if F is algebraically closed, then the polynomial a(X) + b(X)c(X) is
reducible unless it is of degree 1. On the other hand, if F is Hilbertian, then Dirichlet’s
theorem trivially holds. Indeed, a(X)+b(X)Y is irreducible, and hence there are infinitely
many c ∈ F such that a(X) + b(X)c is irreducible in F [X]. To get irreducible polynomials
of higher degree in this case, just choose c0(X) ∈ F [X] relatively prime to a(X) and of
high degree, and then repeat the above argument for a(X) + b(X)c0(X)Y .
By the weak Hilbert’s irreducibility theorem, this simple argument can be extended to
fields having PAC extensions. We start by introducing a piece of notation: For a field F
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we let N (F ) be the set of all positive integers for which there exists a PAC extension M/F
and a separable extension N/M such that n = [N : M ].
Theorem 7.1.1. Let F be a field and N = N (F ). Then Dirichlet’s theorem holds for F
and N .
In Section 8.3 we calculate N (F ) for certain families of fields F . For example, if F is
a pro-solvable extension of a countable Hilbertian fields, then N (F ) contains every n ≥ 5.
Let n ∈ N be sufficiently large. By Corollary 6.2.5 and the above argument, it suffices
to find c ∈ F [X] of degree n such that f(Y,X) = a(X) + b(X)c(X)Y is of degree n and
its Galois group over F˜ (Y ) is Sn. So the proof of Theorem 7.1.1 reduces to the following
Proposition 7.1.2. Let F be an infinite field with an algebraic closure F˜ and let a, b ∈
F [X] be relatively prime polynomials. Then for any n ≥ 2 max(deg a, deg b)+log n(1+o(1))
there exists c(X) ∈ F [X] such that f(X, Y ) = a(X) + b(X)c(X)Y is irreducible over F (Y )
of degree n in X and Gal(f(X, Y ), F˜ (Y )) ∼= Sn.
Note that each infinite algebraic extension F of a finite field K is PAC [9, Corollary
11.2.4]. By Theorem 7.1.1, F [X] satisfies Dirichlet’s theorem forN = {n | ∃N/M, n = [N :
M ]}. This result already follows from a quantitative form of the result of Artin-Kornblum.
Nevertheless, our proof has the advantage that the constructions are essentially explicit:
The polynomial c(X) in Theorem 7.1.1 equals to the polynomial c(X) appearing in Propo-
sition 7.1.2 times some factor, say α, coming from the PAC property. The construction in
Proposition 7.1.2 is explicit as it uses nothing but the Euclidean algorithm.
7.2 Polynomials over Infinite Fields
7.2.1 Calculations with Polynomials
The following result is a special case of Gauss’ Lemma.
Lemma 7.2.1. A polynomial f(X, Y ) = a(X) + b(X)Y ∈ F [X, Y ] is irreducible if and
only if a(X) and b(X) are relatively prime.
Lemma 7.2.2. Let a, b, c ∈ F [X] such that gcd(a, b) = 1 and c 6= 0. Then there exists a
finite subset S ⊆ F such that for each α ∈ F rS the polynomials a+αb and c are relatively
prime. Moreover, if b′ 6= 0, we may choose S such that a+ αb is separable.
78
Proof. Let S = {−a(γ)
b(γ)
| γ ∈ F˜ , b(γ) 6= 0 and c(γ) = 0} ∩ F . Then a+ αb has no common
zero in F˜ with c for each α 6∈ S, hence these polynomials are relatively prime.
Let d(Y ) ∈ F [Y ] be the discriminant of a(X) + Y b(X) over F (Y ), then b′(X) 6= 0
implies that ∂
∂X
(a(X) + b(X)Y ) 6= 0, and hence d(Y ) 6= 0. In this case add all the roots of
d(Y ) to S.
Lemma 7.2.3. Let a, b, p1, p2 ∈ F [X] be pairwise relatively prime polynomials and let
α1, α2 ∈ F be distinct nonzero elements. Then for each n > deg p1 + deg p2 there exists c ∈
F [X] of degree n and separable h1, h2 ∈ F [X] such that a = pihi+bcαi and gcd(hi, api) = 1
for i = 1, 2.
Proof. Write bi = bαi. Since gcd(bip3−i, pi) = 1 for i = 1, 2, there are c1, c2, h1,0, h2,0 ∈ F [X]
such that
(7.1) a = pihi,0 + bicip3−i i = 1, 2,
with deg ci < deg pi. For c¯ = c1p2 + c2p1 and hi,1 = hi,0 − c3−ibi, we have
(7.2) a = pihi,1 + bic¯ i = 1, 2.
Here hi,1 is relatively prime to bi, since a is. Taking (7.1) with i = 2 and (7.2) with i = 1,
we get
p1h1,1 ≡ a− b1c¯ ≡ a− b1c2p1 ≡ b2c2p1 − b1c2p1 ≡ p1bc2(α2 − α1) (mod p2).
Therefore h1,1 is relatively prime to p2, since bc2p1 is (by (7.1) with i = 2). Similarly, h2,1
is relatively prime to p1.
Take c = c¯+ p1p2s for some s ∈ F [X]. Then, for hi = hi,1 − bip3−is, we have
a = pihi + bic i = 1, 2.
To conclude the proof it suffices to find s ∈ F [X] such that h1 and h2 are separable,
gcd(hi, api) = 1, and deg c = n. Choose s ∈ F [X] for which deg s = n− (deg p1 +deg p2) ≥
1, (bpis)
′ 6= 0, and gcd(s, hi,1) = 1 for i = 1, 2 (e.g., s(X) = (X − β)n−1(X − γ), where
β, γ ∈ F are not roots of h1,1h2,1bp1p2.)
By Lemma 7.2.2 with hi,1, bp3−is, api (for i = 1, 2) we get a finite set S ⊆ F such that
for each α ∈ F r S the polynomial hi,1 − αbp3−is is separable and relatively prime to api.
Replace s with αs, for some α 6= 0 for which αiα ∈ F r S, if necessary, to assume that
α1, α2 ∈ F r S. This s has all the required properties.
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7.2.2 Other Lemmas
The next lemma gives a sufficient criterion for a transitive group to be primitive and to be
the symmetric group (cf. [33, Lemma 4.4.3]).
Lemma 7.2.4. Let A ≤ Sn be a transitive group and let e be a positive integer in the
segment n
2
< e < n such that gcd(e, n) = 1. Then, if A contains an e-cycle, it is primitive.
Moreover, if A contains also a transposition, then A = Sn.
Proof. Let ∆ 6= {1, . . . , n} be a block of A. We have |∆| ≤ n
2
, since |∆| | n. For the first
assertion, it suffices to show that |∆| = 1, and since gcd(e, n) = 1, it even suffices to prove
that |∆| | e. Without loss of generality assume that σ = (1 2 · · · e) ∈ A and 1 ∈ ∆. Then
{1, . . . , e} 6⊆ ∆, since e > n
2
≥ |∆|. Hence ∆ 6= σ∆, and hence ∆ ∩ σ∆ = ∅. As σ(x) = x
for any n ≥ x > e, we have ∆ ⊆ {1, . . . , e}. Consequently, ∆ is a block of 〈σ〉, so |∆| | e.
The second assertion follows since a primitive group containing a transposition is the
symmetric group [6, Theorem 3.3A].
The following number-theoretic lemma will be needed later.
Lemma 7.2.5. For any positive integers n,m and prime p satisfying n ≥ 2m+ log n(1 +
o(1)), there exists an integer e in the segment n−m > e > n/2 such that gcd(e, np) = 1.
Proof. Let e be
n
2
+ 2, if n is even but not divisible by 4,
n
2
+ 1, if n is divisible by 4, or
n+1
2
, if n is odd.
Then e is the first integer greater than n
2
for which gcd(e, n) = 1. If p - e, we are done
(and we only need n > 2m + 4). Next assume that p | e (and hence p - n). Firstly, if n is
even but not divisible by 4, then the next candidate e′ = e+ 2 works, since gcd(e′, n) = 1
and p - e′ (otherwise, p divides e′ − e = 2, hence e is even, a contradiction). Next, if n
is divisible by 4, then the first relatively prime to n integer greater than e is e′ = n
2
+ q,
where q is the smallest prime not dividing n.
If p | e′, then p | (e′− e) = q− 1. In particular, p < q, and hence p | n by minimality of
q, a contradiction. Therefore p - e′. Finally, if n is odd, the same argument will show that
e′ = n+q
2
is relatively prime to np, where now q is the smallest odd prime not dividing n.
It remains to evaluate q – a standard exercise in number theory: Let ω(n) be the
number of distinct prime divisors of n. Then q is no more than the (ω(n) + 2)-th prime
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number. Since the k-th prime equals to k log k(1 + o(1)) and
ω(n) ≤ log n
log log n
(1 + o(1))
[24, Theorem 2.10], we have
q ≤ ω(n) log(ω(n))(1 + o(1)) = log n(1 + o(1)).
Note that for n = 4
∏
2<l<q l (i.e., 4 times the product of all the odd prime numbers less
than q) the inequality is in fact equality. Thus the estimation n > 2m + log(n)(1 + o(1))
is the best possible.
The following result is very well known, however, for the sake of completeness, we give
a proof.
Proposition 7.2.6. Let F be an algebraically closed field of characteristic l ≥ 0. Let E/K
be a separable extension of degree n of algebraic function fields of one variable over F .
Assume that a prime divisor p of K factors as
p = Pe11 · · ·Perr
in E. Assume either
(a) l = 0, or
(b) l > 0 and gcd(ei, l) = 1, for i = 1, . . . , r, or
(c) l = er = 2 and e1, . . . , er−1 are odd.
Then the Galois group of the Galois closure of E/K (as a subgroup of Sn) contains an
element of cyclic type (e1, . . . , er).
Proof. The completion Kˆ of K at p is a field of Laurent series over F [32, Theorem II.2],
say Kˆ = F ((Y )). Let x be a primitive element of E/K, integral at p and let f be its
irreducible polynomial over K.
Then E = K[X]/(f). Let f = f1 · · · fr be the factorization of f over Kˆ into a prod-
uct of distinct separable irreducible monic polynomials. Then by [32, Theorem II.1], the
completion of E at Pi is Kˆ[X]/(fi), and hence deg fi = ei, for i = 1, . . . , r.
If either l = 0, or l > 0 and gcd(ei, l) = 1, then F ((Y )) has a unique extension of
degree ei, namely F ((Y
1/ei)) [4, III§6] which is cyclic. We thus get that the splitting field
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of f over F ((Y )) is F ((Y 1/e)), where e = lcm(e1, . . . , er), unless l = er = 2 and then the
splitting field of f is the compositum of F ((Y 1/e
′
)) with an extension of degree 2, where
e′ = lcm(e1, . . . , er−1) is odd. In both cases the Galois group of f over F ((Y )) is cyclic of
order e. Its generator σ acts cyclicly on the roots of each of the fi’s. Consequently, the
cyclic type of σ is (e1, . . . , er), as required.
7.2.3 Proof of Proposition 7.1.2
Let f(X, Y ) = a(X) + b(X)Y ∈ F [X, Y ] be an irreducible polynomial. For a large integer
n we need to find c(X) ∈ F [X] such that f(X, c(X)Y ) = a(X) + b(X)c(X)Y is irreducible
of degree n and the Galois group of f(X, c(X)Y ) over F˜ (Y ) is Sn.
Lemma 7.2.5 with m = max{deg a(X), 2 + deg b(X)} and p = char(F ) gives (for n ≥
2m+ log n(1 + o(1))) a positive integer e > n
2
such that
n > max{deg a(X), e+ 2 + deg b(X)},(7.3)
gcd(e, np) = 1 (or gcd(e, n) = 1, if p = 0).(7.4)
Let α1 6= α2 and γ1 6= γ2 be elements of F such that αi is nonzero and γi is not a root
of a(X)b(X), i = 1, 2. In Lemma 7.2.3 we have constructed (for a, b, p1 = (X − γ1)e,
p2 = (X − γ2)2, α1, and α2) a polynomial c(X) ∈ F [X] of degree deg c = n − deg b(X)
which is relatively prime to a(X) such that
f(X, c(X)α1) = a(X) + α1b(X)c(X) = (X − γ1)eh1(X),(7.5)
f(X, c(X)α2) = a(X) + α2b(X)c(X) = (X − γ2)2h2(X).(7.6)
Here h1(X), h2(X) ∈ F [X] are separable polynomials which are relatively prime to (X −
γ1)a(X), (X − γ2)a(X) respectively. In particular gcd(a, c) = 1, and hence f(X, c(X)Y )
is irreducible (Lemma 7.2.1). By (7.3), degX f(X, c(X)Y ) = deg b(X) + deg c(X) = n.
Taking (7.4), (7.5), and (7.6) in mind, Proposition 7.2.6 with p = (Y − α1) gives us an
e-cycle in Gal(f(X, c(X)Y ), F˜ (Y )) and with p = (Y − α2) gives a transposition. Thus
Gal(f(X, c(X)Y ), F˜ (Y )) = Sn (Lemma 7.2.4) as needed.
Question 7.2.7. Let f(X, Y ) ∈ F [X, Y ] be an absolutely irreducible polynomial. For large
n, is there a polynomial c(X) ∈ F [X] for which (a) f(X, c(X)Y ) is an X-stable polynomial
of degree n? (b) Gal(f(X, c(X)Y ), F˜ (Y )) ∼= Sn?
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Chapter 8
Families of PAC Extensions
The aim of this chapter is to produce several new families of PAC extensions. First we find
that some fields (with high probability in some sense) are PAC extensions over any subfield
which is not algebraic over a finite field. As an application we solve Problem 18.7.8 in [9]
for finitely generated fields.
In the second section we fix a field and find PAC extensions of it. Specifically we get that
an extension of a countable Hilbertian field having certain group theoretic features (e.g.
pro-solvable extensions) has many PAC extensions. This implies the results of Chapter 7
and Theorem E for those fields.
8.1 PAC Extensions over Subfields
Recall that Jarden and Razon prove that if K is a countable Hilbertian field, then Ks(σ)/K
is PAC for almost all σ ∈ Gal(K)e. In this section we generalize this result.
Let us start by introducing some notation. Let
f1(T1, . . . , Te, X1, . . . , Xn), . . . , fm(T,X) ∈ K[T,X]
be irreducible polynomials and g(T) ∈ K[T] nonzero. The corresponding Hilbert set is
the set of of all irreducible specializations T 7→ a for f1, . . . , fm under which g does not
vanish, i.e.
HK(f1, . . . , fm; g) = {a ∈ Kr | ∀i fi(a,X) is irreducible in K[X] and g(a) 6= 0}.
Now K is Hilbertian if any Hilbert set is nonempty provided that fi = fi(T, X) is
separable in X for each i. (Some authors use the terminology ‘K is separable Hilbertian’.)
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A stronger property is that any Hilbert set for K is nonempty. We call such a field s-
Hilbertian.
In case the characteristic of K is zero, these two properties coincide. If the characteristic
of K is positive, there is a simple criterion for a Hilbertian field to be s-Hilbertian.
But first let us recall the following notion. Let K be a field of positive characteristic
p > 0. Then the subset of all pth-powers Kp is a subfield of K. If [K : Kp] = 1, we call K
perfect, otherwise we say it is imperfect.
Theorem 8.1.1 (Uchida). Let K be a Hilbertian field of positive characteristic. Then K
is s-Hilbertian if and only if K is imperfect.
Definition 8.1.2. A field E is said to be Hilbertian over a subsetK ifHE(f1, . . . , fm; g)∩
Kr 6= ∅ for any irreducible f1, . . . , fm ∈ E[T, X] that are separable in X and any nonzero
g(T) ∈ E[T]. If furthermore HE(f1, . . . , fm; g) ∩Kr 6= ∅ for any irreducible f1, . . . , fm ∈
E[T,X], then we say that E is s-Hilbertian over K.
Note that a field K is Hilbertian (resp. s-Hilbertian) if and only if it is Hilbertian (resp.
s-Hilbertian) over itself.
We begin with the observation that the proof of [17, Proposition 3.1] gives the following
stronger statement:
Theorem 8.1.3 (Jarden-Razon). Let E be a countable field that is Hilbertian over a subset
K. Then for almost all σ ∈ Gal(E)e the fields Es(σ) and E˜(σ) are PAC over K.
(Recall that a field E is a PAC extension of a subset K if for any f(T,X) ∈ K[T,X]
that is absolutely irreducible and separable in X there exists (a, b) ∈ K × E for which
f(a, b) = 0.) Next we wish to find new PAC extensions, and we start by finding Hilbertian
fields over other fields.
Lemma 8.1.4. Let K be an s-Hilbertian field over a subset S and E/K a purely transcen-
dental extension. Then E is s-Hilbertian over S.
Proof. Let f1(T,X), . . . , fr(T,X) ∈ E[T,X] be irreducible polynomials and 0 6= g(T) ∈
E[T]. Since E = K(uα | α ∈ A), where {uα | α ∈ A} is a set of variables, we can assume
that fi(T,X) = gi(u,T,X), where
g1(u,T,X), . . . , gr(u,T,X) ∈ K[u,T,X]
for some finite tuple of variables u.
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Since K is s-Hilbertian over S, there exists a tuple a of elements in S such that all
fi(a,X) = gi(u, a,X) are irreducible in K[u,X] and g(a) 6= 0. But the elements in
{uα | α ∈ A} are algebraically independent, so all fi(a,X) = gi(u, a,X) are irreducible in
the larger ring E[X].
Proposition 8.1.5. Let K be an s-Hilbertian field over a subset S and let E/K be a finitely
generated extension. Then E is Hilbertian over S. Moreover, if E/K is also separable,
then E is even s-Hilbertian over S.
Proof. Choose a transcendence basis t for E/K, i.e., K(t)/K is purely transcendental and
E/K(t) is finite. Let H ⊆ Er be a separable Hilbert set for E. By [9, Proposition 12.3.3],
there exists a separable Hilbert set H1 ⊆ K(t)r such that H1 ⊆ H. By Lemma 8.1.4, we
get that H1 ∩ Sr 6= ∅, and hence the assertion.
If E/K is also separable, then we can choose t to be a separating transcendence basis,
that is, we can assume that E/K(t) is separable. Now the same argument as above work for
any Hilbert set H ⊆ Er (using [9, Corollary 12.2.3] instead of [9, Proposition 12.3.3]).
Combining the results that we attained so far we enlarge the family of PAC extensions:
Theorem 8.1.6. Let e ≥ 1 be an integer, let K be a countable field which is s-Hilbertian
over some subset S, and let E/K be a finitely generated extension. Then for almost all
σ ∈ Gal(E)e the fields Es(σ) and E˜(σ) are PAC over S.
In particular, the result is valid when K is a countable s-Hilbertian field (and S = K).
Corollary 8.1.7. Let e ≥ 1 be an integer and let K be a finitely generated infinite field
(over its prime field). Then for almost all σ ∈ Gal(K)e the field Ks(σ) is a PAC extension
of any subfield which is not algebraic over a finite field. Moreover, if K is of characteristic 0,
then Ks(σ) is also PAC over any subring.
Proof. First assume that K is of characteristic 0. Then any ring contains Z, so it suffices to
show that Ks(σ)/Z is PAC for almost all σ ∈ Gal(K)e. And indeed, since Q is Hilbertian
over Z, Theorem 8.1.6 implies that Ks(σ)/Z is PAC for almost all σ.
Next assume that the characteristic of K is p > 0. Since any field F which is not alge-
braic over Fp contains a rational function field Fp(t), it suffices to show that Ks(σ)/Fp(t)
is PAC for almost all σ ∈ Gal(K)e and any t ∈ Ks(σ)r F˜p.
Set G = Gal(K)e and let µ be its normalized Haar measure. For any t ∈ Ks r F˜p we
define a subset Σt ⊆ G as follows.
(8.1) Σt = {σ ∈ G | if t ∈ Ks(σ), then Ks(σ)/Fp(t) is PAC}.
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We claim that µ(Σt) = 1. Indeed, let E = K(t). Then E/K is a finite separable
extension. Let H = Gal(E)e be the corresponding open subgroup of G.
Note that t ∈ Ks(σ) if and only if σ ∈ H. Then the definition of Σt implies that
Σt = (H ∩ Σt) ∪ (GrH).
Hence it suffices to show that µ(H ∩ Σt) = µ(H), or equivalently, ν(H ∩ Σt) = 1, where ν
denotes the normalized Haar measure on H.
Since Fp(t) is Hilbertian ([9, Theorem 13.3.5]) and imperfect ([9, Lemma 2.7.2]), Uchida’s
theorem implies that Fp(t) is s-Hilbertian. Also E/Fp(t) is finitely generated because K is.
Finally, since H ∩ Σt is the set of all σ ∈ Gal(E)e for which Es(σ)/Fp(t) is PAC, and
since Es = Ks, Theorem 8.1.6 implies that ν(H ∩ Σt) = 1, as desired.
8.2 An Application
In this section we address Problem 18.7.8 of [9], the so called ‘bottom theorem’. Let K
be a Hilbertian field and e ≥ 1 an integer. The problem asks whether for almost all σ the
field M = Ks(σ) has no cofinite subfield (that is, N (M implies [M : N ] =∞).
Note that the Hilbertian field K = Fp(t) has imperfect degree p, i.e., [K : Kp] = p.
Moreover, the imperfect degree is preserved under separable extensions (see [9, Lemma
2.7.3]), and hence every separable extension M/K satisfies [M : Mp] = p. In other words,
the problem requires a small modification.
Conjecture 8.2.1. Let K be a Hilbertian field and e ≥ 1 an integer. Then for almost
all σ ∈ Gal(K)e and for every proper subfield N $ Ks(σ), if the extension Ks(σ)/N is
separable, then it is infinite.
In [11] Haran proves an earlier version of this conjecture, namely with the additional
assumption that K ⊆ N . The following result settles the conjecture for finitely generated
fields.
Theorem 8.2.2. Let K be a finitely generated infinite field and e ≥ 1 an integer. Then
for almost all σ ∈ Gal(K)e and for every proper subfield N $ Ks(σ), if the extension
Ks(σ)/N is separable, then it is infinite.
Proof. Clearly N contains a finitely generated infinite field F . By Corollary 8.1.7 Ks(σ)/F
is PAC. Hence Ks(σ)/N is PAC. The assertion now follows from Corollary 4.2.4.
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8.3 Algebraic Extensions of Hilbertian Fields
Throughout this section let K be a countable Hilbertian field and F/K an extension.
Since K has an abundance of algebraic PAC extensions (Theorem 8.1.6) we can look on
the following family of PAC extensions of F .
{MF |M/K is an algebraic PAC extension}.
In this section we discuss when this family contains non separably-closed fields. For appli-
cations it is more important to understand the following set of positive integers.
N (F ) = {n ≥ 1 | ∃M/F PAC and a separable extension N/M such that n = [N : M ]}.
Note that always 1 ∈ N (F ). Also if there exists a non separably-closed PAC extension
M/F , then N (F ) is infinite. Indeed, M is not a formally real field since X2 + Y 2 + 1 = 0
has a solution. Therefore, by Artin-Schreier Theorem [21, Corollary 9.3], M has infinitely
many separable extensions.
We start by giving a general result about the infinitude of N (F ) in terms of the absence
of free subgroups in Gal(F/K).
Theorem 8.3.1. Assume F/K is Galois and for some e ≥ 1 no closed subgroup of
Gal(F/K) is isomorphic to Fˆe. Then N (F ) is infinite.
Proof. Let σ ∈ Gal(K)e be an e-tuple such that M = Ks(σ) is a PAC extension of K and
〈σ〉 ∼= Fˆe (Theorem A).
It suffices to show that MF 6= Ks. If MF = Ks, then
Gal(F/F ∩M) ∼= Gal(Ks/M) = 〈σ〉 ∼= Fˆe,
a contradiction.
In what follows we shall describe N (F ) more explicitly for more specific extensions.
We shall use the following simple group theoretic lemma.
Lemma 8.3.2. Let N ≤ N0 ≤ G be profinite groups such that N is normal in G. Let H
be a quotient of G such that H and G/N have no common nontrivial quotients. Then, H
is a quotient of N0. In particular, if H has an open subgroup of index n, so does N0.
Proof. Let U C G such that G/U = H. Since G/NU is a common quotient of G/U
and G/N , we get that G/NU = 1, so G = NU . Therefore also N0U = G, and hence
N0/N0 ∩ U ∼= N0U/U = G/U = H.
87
8.3.1 Pro-solvable Extensions
Recall that a finite separable field extension is called solvable if the Galois group of
its Galois closure is solvable. Then an algebraic separable field extension is called pro-
solvable if it is the compositum of solvable extensions.
Theorem 8.3.3. Let F be a pro-solvable extension of a countable Hilbertian field K and
e ≥ 2. Then for almost all σ ∈ Gal(K)e the field M = FKs(σ) is a PAC extension of F
and it has a separable extension of every degree > 4. In particular
{5, 6, 7, . . .} ⊆ N (F ).
Proof. Let Fˆ be the Galois closure of F/K, so Gal(Fˆ /K) is pro-solvable. For almost all σ ∈
Gal(K)e the field Ks(σ) is a PAC extension of K and its absolute Galois group G = 〈σ〉 is a
free profinite group of rank e (Theorem A). Fix such σ and write M = FKs(σ). Then M/F
is PAC. Let N0 = Gal(M) be the absolute Galois group of M and let N = Gal(FˆKs(σ)).
Then N ≤ N0 ≤ G, N is normal in G, and G/N = Gal(FˆKs(σ)/Ks(σ)). The restriction
map Gal(FˆKs(σ)/Ks(σ))→ Gal(Fˆ /K) is an embedding, so G/N is pro-solvable.
Let n > 4, we show that M has a separable extension of degree n. By the Galois
correspondence, it suffices to show that N0 has an open subgroup of index n. As G is free
of rank ≥ 2 it has An (the alternating group) as a quotient. Now An and G/N have no
nontrivial common quotients (as G/N is pro-solvable and An is simple). Lemma 8.3.2 with
H = An implies that N0 has an open subgroup of index n (since (An : An−1) = n).
8.3.2 Prime-to-p Extensions
Let p,m, k be positive integers such that p is prime, p - m, and p | ϕ(m). Here ϕ is Euler’s
totient function. Fix α ∈ (Z/mZ)∗ of (multiplicative) order p. Then Z/pkZ acts on Z/mZ
(from the left) by xb := αxb, x ∈ Z/pkZ, b ∈ Z/mZ.
Consider the semidirect product H = Z/mZoZ/pkZ of all pairs (a, x), a ∈ Z/mZ and
x ∈ Z/pkZ with multiplication given by
(a, x)(b, y) = (a+ αxb, x+ y).
In particular
(a, 1)n = (a(1 + α + α2 + · · ·+ αn−1), n) =
(
a(1− αn)
1− α , n
)
.
We embed Z/mZ and Z/pkZ in H in the natural way.
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Lemma 8.3.4. Let p,m, k, and H = Z/mZ o Z/pkZ be as above. Then
a. H is quasi-p (i.e. it is generated by its p-Sylow subgroups).
b. The only prime-to-p quotient of H is the trivial quotient.
c. For n | |H| = pkm, there exists a subgroup of H0 of order n.
Proof. a. The elements (0, 1) and (1, 1) = (1, 0)(0, 1) generate H, so it suffices to show that
their order divides pk (and in fact equals to pk). We have (0, 1)p
k
= (0, pk) = (0, 0) and
(1, 1)p
k
=
(
1− αpk
1− α , 0
)
= (0, 0).
b. follows from a.: Indeed, let H¯ = H/N be a quotient of H with order prime-to-p.
Thus pk divides the order of N , and hence N contains a p-Sylow subgroup of H. As NCH,
it contains all the p-Sylow subgroups. By a., N = H and H¯ = 1, as desired.
To show c., assume n | pkm. Then n = n0q, where n0 | m and q | pk. Let A, B be the
unique subgroups of Z/mZ, Z/pkZ of order n0, q, respectively. Because of the uniqueness,
A is B-invariant. Hence AoB ≤ H. Obviously H0 = AoB is of order n.
Recall that a finite extension F/K is prime-to-p if p does not divide [F : K]. An
infinite algebraic extension is prime-to-p if any finite subextension is.
Theorem 8.3.5. Let p be a prime, let F be a separable extension of a countable Hilbertian
field K whose Galois closure is prime-to-p over K. Let e ≥ 2. Then for almost all
σ ∈ Gal(K)e the field M = FKs(σ) is a PAC extension of F and it has a separable
extension of every degree. In particular, N (F ) = Z+.
Proof. Let Fˆ be the Galois closure of F/K, so every finite quotient of Gal(Fˆ /K) has order
prime to p. By Theorem A, for almost all σ ∈ Gal(K)e the field M0 = Ks(σ) has a free
absolute Galois group of rank e, namely G = 〈σ〉, and M = M0F is a PAC extension of
F . Let N0 = Gal(M) be the absolute Galois group of M and let N = Gal(FˆKs(σ)). Then
N ≤ N0 ≤ G, N is normal in G, and G/N = Gal(FˆKs(σ)/Ks(σ)). The restriction map
G/N → Gal(Fˆ /K) is an embedding, so every finite quotient of G/N has order prime to p
(because it is a subgroup of a finite quotient of Gal(Fˆ /K)).
By the Galois correspondence, it suffices to show that N0 has open subgroups of any
index. Let n be a positive integer prime to p and k ≥ 1. Let l be a prime number such
that l - n and p | l − 1 (such a prime l exists since there are infinitely many primes in the
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arithmetic progression l ≡ 1 (mod p)) and let m = nl. Then p - m and p | ϕ(m). Let
H = Z/mZ o Z/pkZ as in Lemma 8.3.4. Then H and G/N have no nontrivial common
quotients (by Lemma 8.3.4b.). By Lemma 8.3.2 and Lemma 8.3.4c., N0 has open subgroups
of index n and npk, i.e., of any index.
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