Let F be a collection of n d-variate, possibly partially de ned, functions, all algebraic of some constant maximum degree. We present a randomized algorithm that computes the vertices, edges, and 2-faces of the lower envelope (i.e., pointwise minimum) of F in expected time O(n d+" ), for any " > 0. For d = 3, by combining this algorithm with the point location technique of Preparata and Tamassia, we can compute, in randomized expected time O(n 3+" ), for any " > 0, a data structure of size O(n 3+" ) that, given any query point q, can determine in O(log 2 n) time the function(s) of F that attain the envelope at q. As a consequence, we obtain improved algorithmic solutions to many problems in computational geometry, including (a) computing the width of a point set in 3-space, (b) computing the biggest stick in a simple polygon in the plane, and (c) computing the smallest-width annulus covering a planar point set. The solutions to these problems run in randomized expected time O(n 17=11+" ), for any " > 0, improving previous solutions that run in time O(n 8=5+" ). We also present data structures for (i) performing nearest-neighbor and related queries for fairly general collections of objects in 3-space and for collections of moving objects in the plane, and (ii) performing rayshooting and related queries among n spheres or more general objects in 3-space. Both of these data structures require O(n 3+" ) storage and preprocessing time, for any " > 0, and support polylogarithmic-time queries. These structures improve previous solutions to these problems.
Introduction 1 Introduction
Let F = ff 1 ; : : : ; f n g be a collection of n d-variate, possibly partially de ned, functions, all algebraic of some constant maximum degree b (and if they are partially de ned, their domains of de nition are also described each by a constant number of polynomial equalities and inequalities of maximum degree b). Abusing the notation slightly, we will not distinguish between a function and its graph. The lower envelope E F of F is de ned as E F (x) = min i f i (x) ;
where the minimum is taken over all functions of F that are de ned at x. The minimization diagram M F of F is the decomposition of R d into maximal connected regions (of any dimension), called cells, so that within each cell the same subset of functions appears on the envelope E F . (A more detailed de nition, treating also the case of partially-de ned functions, is given in 28] .) The combinatorial complexity of M F and of E F is the number of faces of all dimensions in M F .
Recently, there has been signi cant progress in the analysis of the combinatorial complexity of lower envelopes of multivariate functions 19, 28] . In particular, it was shown in 28] that the maximum complexity of M F is O(n d+" ), for any " > 0, where the constant of proportionality depends on ", d and b. This result almost settles a major open problem and has already led to many applications 4, 19, 28] . However, less progress has been made on the corresponding algorithmic problem, which calls for the e cient construction of the lower envelope of such a collection F, in time O(n d+" ), for any " > 0. The ideal output of an algorithm that computes the envelope is a data structure of size O(n d+" ), which can return, for a given point x 2 R d , the identity of the function(s) attaining the envelope at x in logarithmic (or polylogarithmic) time. Weaker solutions might provide just an enumeration of the cells of M F , each cell augmented with its description as a semialgebraic set, and/or with a representative point lying in it, and possibly include explicit adjacency structure, representing all pairs of cells where one cell is contained in the closure of the other.
The paper 28] presents an algorithm for computing the lower envelope of bivariate functions, having the properties listed above, which runs in time O(n 2+" ), for any " > 0. Other algorithms with a similar performance are given in 9, 16] . The simplest solution to this problem, involving a deterministic divide-and-conquer algorithm, was recently presented in 3]. All these algorithms facilitate point location queries of the sort described above. Unfortunately, these methods fail in higher dimensions. For example, the technique of 28]
relies on the existence of a vertical decomposition of the minimization diagram M R of a sample R of r functions of F, into a small number (that is, O(r d+" )) of cells of constant descriptional complexity. Such decompositions exist (and are easy to compute) for d = 2, but their existence in higher dimensions is still an open problem.
In this paper we present an O(n d+" ) expected time randomized algorithm for computing the vertices, edges, and two-dimensional faces of the lower envelopes of n d-variate functions having the properties assumed above. We can use this algorithm to compute the entire lower monotone (i.e., any (d ? 2)-at orthogonal to the x 1 x 2 -plane meets in at most one point); otherwise we decompose it into a constant number of connected portions so that each portion is an x 1 x 2 -monotone surface patch, and work with each patch separately. i is the portion of over which the envelope E F is attained by the functions of . The algorithm will compute the regions Q , over all choices of (d?1)-tuples of functions, thereby yielding a superset of the vertices, edges and 2-faces of M F (because of the general position assumption, any such feature must show up as a feature of at least one of the regions Q ). The algorithm actually computes the vertices, edges and 2-faces of a re nement of M F , but the faces of M F of dimension at most 2 can be retrieved from them in a straightforward manner. We omit the easy details from here.
We compute Q using a randomized incremental approach, similar to the ones described in 12, 16, 24, 25, 29] . Since the basic idea is by now fairly standard, we only give a brief overview of the algorithm, and refer the reader to 12, 29] for details. Let ? = f i j d i ng. We rst compute the set ? . (We need to assume an appropriate model of computation, in which any of the various primitive operations required by the algorithm can be performed in constant time. For example, we can assume the model used in real computational algebraic geometry 27], where each algebraic operation, involving a constant number of polynomials of constant maximum degree, can be performed exactly, using rational arithmetic, in constant time.) Next, we add the curves i one by one in a random order, and maintain the intersection of the regions K + i for the curves added so far. Let ( d ; d+1 ; : : : ; n ) be the (random) insertion sequence, and let Q i denote the intersection of K + d ; : : : ; K + i . We construct and maintain the`vertical decomposition'Q i of Q i , de ned as the partitioning of each 2-face of Q i into`pseudo-trapezoids', obtained by drawing, from each vertex of and from each locally x 1 -extreme point on @ , a curve within orthogonal to the x 1 -axis, and extend it (in both directions if necessary) until it hits @ again. Each pseudo-trapezoid is de ned by at most four curves of ? ; conversely, any four or fewer curves of ? de ne a constant number of pseudo-trapezoidal cells, namely, those formed along when only these curves are inserted. (Note that this construction is well-de ned since is an x 1 x 2 -monotone surface.) In the (i + 1) st -step we add K + i+1 and computeQ i+1 fromQ i , using the technique described in 12].
The analysis of the expected running time of the algorithm proceeds along the same lines as described in 12, 29] . We de ne the weight, w( ), of a pseudo-trapezoid , de ned by the arcs of ? , to be the number of functions f i , for i = d; d+1; : : :; n excluding the up to 4 functions whose intersections with de ne , such that f i (x) f 1 (x) = = f d?1 (x) for some point x 2 .
As shown in 12], the cost of the above procedure is proportional to the number of pseudo-trapezoids that are created during the execution of the algorithm, plus the sum of their weights, plus an overhead term of O(n d ), needed to prepare the collections of curves i over all 2-dimensional intersection manifolds . The analysis given below deals only with pseudo-trapezoids that are de ned by exactly four such functions (plus the d ? 1 functions de ning ), and easy and obvious modi cations are necessary to handle all other pseudotrapezoids.
Let T denote the set of pseudo-trapezoids (or`cells' for brevity) de ned by four arcs of ? (again, see 12] for details), and let T = S 2 T . Each cell in T is de ned by d?1+4 = d+3 functions of F. In what follows we implicitly assume that the speci cation of a cell 2 T includes the d + 3 functions de ning , where there is a clear distinction between the rst d?1 functions (constituting the set ), and the last four functions (de ning the four curves that generate along ). For an integer k 0 and a subset R F, let T k (R) T (resp. T k (R) T) denote the set of cells, de ned by d + 3 functions of R, as above, with weight k (resp. at most k). Let 
where the maximum is taken over all subsets R of F of size r. Similarly, we de ne N k (R) and N k (r Proof: For to be created, it is necessary and su cient that the four curves of ? de ning will appear in the random insertion order before any of the curves corresponding to the k functions that contribute to the weight of , and this probability is easily seen to be 1= 
" n d+" ) ; for any " > 0. This completes the proof of the lemma.
2 For a cell 2 T, let A be the event that 2Q i , for the tuple 2 for which contains , and for some d i n. The expected running time of the algorithm, over all choices of (d ? 1)-tuples of functions, is thus proportional to
where the last inequality follows from Lemma 2.1. Since
we obtain, using Lemma 2.2,
We thus obtain: We then use the point-location technique of Preparata and Tamassia 26] to produce the data structure representing the lower envelope in the above manner.
We de ne and construct M 0 F as follows. We mark, along each 2-face F of M F , the locus F of all points of F which are either singular or have a vertical tangency (in the z-direction). The arcs F , for all 2-faces F, lie along O(n 2 ) curves in R 3 , each being the xyz-projection of the locus of all singular points or points with z-vertical tangency along some 2-manifold f i = f j , for a pair of indices i 6 = j, or along the boundary of some f i .
We consider below only the former case; the latter case can be handled in almost the same (and, actually, simpler) manner. Let be one of these intersection curves. We consider the 2-dimensional surface V , within the xyz-space, obtained as the union of all lines passing through points of and parallel to the z-axis; let V + , V ? denote the portions of V that lie, respectively, above and below . (Note that V may have self-intersections along some vertical lines, along which V + and V ? are not well-de ned; we omit here details of the (rather easy) handling of such cases.) Let 0 be the portion of over which the functions f i and f j attain the envelope E F .
Clearly, 0 is the union of all arcs F that are contained in , and the number of connected components in 0 , over all intersection curves, is O(n 3+" ). Let w be a point in 0 . Then the cell c of M F lying immediately above w in z-direction is such that within c the envelope E F is attained by either f i or f j . Thus the upward-directed z-vertical ray emanating from w leaves c (if at all) at a point that lies on a 2-manifold of the form f i = f k or f j = f k .
(In addition, it is also possible that the ray will encounter a point on the boundary of the domain of f i or f j |this can be handled by similar, but easier, means.) For xed i and j, there are only O(n) possible 2-manifolds of this kind. We compute the lower envelope E ( ) of these O(n) 2-manifolds, restricted to V + . It is easily seen that the complexity of E ( ) is O( q (n)), for some constant q depending on the maximum degree and shape of these 2-manifolds; q (n) is the maximum length of Davenport-Schinzel sequences of order q, and is close to linear for any xed q 3]. We next take the portions of the graph of E ( ) that lie over 0 , and \etch" them along the corresponding 2-faces of E F . We apply a fully symmetric procedure within V ? , for all curves . The overall combinatorial complexity of all the added curves is thus O(n 2 q (n) + n 3+" ) = O(n 3+" ), and they can be computed in Proof: Suppose the contrary, and let be a plane parallel to the xz-plane, for which there exists a connected component c 0 of c \ which is not x-monotone. Then there is a point w 2 @c 0 so that the z-vertical line passing through w meets c 0 both slightly above and slightly below w. But then w is a point with z-vertical tangency on one of the curves F , so, by construction, M 0 F must contain the vertical segment passing through w and contained in c, as part of some vertical wall, a contradiction which completes the proof of the lemma. replacing the two incident edges by one, while maintaining x-monotonicity of the incident faces; (2) insertion of an edge partitioning an x-monotone face into two x-monotone subfaces, or, conversely, deletion of an edge and merging its two adjacent faces, provided their union is x-monotone; and (3) merging two adjacent vertices into one vertex (collapsing the edge connecting them), or splitting a vertex into two vertices (forming a new edge between these vertices), again maintaining x-monotonicity.
It is easily veri ed that, indeed, each change occurring in the structure of the cross section M F ( ), at any of the critical y values in Lemma 3.2, can be expressed as a constant number of operations of the types mentioned above. In summary, we thus obtain the following main result of the paper: Theorem 3.3 Let F be a given collection of n tri-variate, possibly partially de ned, functions, all algebraic of constant maximum degree, and whose domains of de nition (if they are partially de ned) are each de ned by a constant number of algebraic equalities and inequalities of constant maximum degree. Then, for any " > 0, the lower envelope E F of F can be computed in randomized expected time O(n 3+" ), and stored in a data structure of size O(n 3+" ), so that, given any query point w 2 R 3 , we can compute E F (w), as well as the function(s) attaining E F at w, in O(log 2 n) time.
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In this section we apply Theorem 3.3 to two problems involving preprocessing and querying certain collections of objects in 3-space.
Ray shooting amidst spheres
Given a collection S of n spheres in 3-space, we wish to preprocess S into a data structure that supports ray-shooting queries, each seeking the rst sphere, if any, met by a query ray. This problem has recently been studied in 2, 6, 23]. The rst two papers present a data structure that requires O(n 4+" ) storage and preprocessing, for any " > 0, and answers a query in time O(log 2 n). The third paper 23] gives a rather elaborate and improved solution that requires O(n 3+" ) preprocessing and storage, for any " > 0, and answers a query in O(n " ) time. These algorithms use the technique described in 1], and reduce the problem to that of determining whether a query segment e intersects any sphere of S. Then, using a multi-level data structure, they reduce the problem to that of detecting whether the line containing the segment e intersects any sphere of S. As observed in 6, 23], this problem can be further reduced to point location in the upper envelope of a set of certain tri-variate functions, as follows. Let be the plane passing through and orthogonal to the vertical plane V passing through . Let + (resp. ? ) be the half-space lying above (resp. below) . Let S be a sphere whose center lies in + and which intersects V in a disc D. Then the center of D lies above , so either intersects S or passes below S, in the sense that and S are disjoint and there is a point on that lies vertically below a point in S (see Figure 1) . A similar property holds if the center of S lies in ? . We preprocess the centers of spheres of S into a half-space range-searching data structure, of size O(n 3+" ). Then, for a query , we can decompose S into O(1) canonical subsets, so that, within each subset, either the centers of all spheres lie in + , or they all lie in ? . Let us consider the case when the centers of all spheres lie in + .
Hence, we need to solve the following subproblem: Given a set S of n spheres in 3-space, and given a query line with the property that for each sphere S 2 S, either intersects S or there is no point of S lying vertically below , determine whether intersects any sphere of S. We reduce this problem to point location in the lower envelope of certain tri-variate functions, as follows. We can parametrize a line in 3-space by four parameters ( 1 ; 2 ; 3 ; 4 ), so that the equations de ning are y = x 1 + 2 , z = x 3 + 4 . (We assume here that is not parallel to the yz-plane; such lines can be handled in a di erent, and much simpler manner.) For each sphere S 2 S, de ne a function 4 = F S ( 1 ; 2 ; 3 ), so that the line ( 1 ; 2 ; 3 ; 4 ) is tangent to S from below (F S is only partially de ned, and we put F S = +1 when it is unde ned; it is easily checked that F S is algebraic of bounded degree, and that its boundary is also algebraic of bounded degree). Let be the lower envelope of answer such queries in time O(log 2 n), using O(n 3+" ) preprocessing time and storage, for any " > 0. Plugging the half-space range searching data structure and the point location data structure into the multi-level data structure described in 6, 23], we obtain a data structure for the segment-emptiness problem. A closer analysis of this data structure shows that the preprocessing time and storage of the overall data structure is still O(n 3+" ), for any " > 0, and that the query time is O(log 2 n). Finally, plugging this data structure for the segment-emptiness query into the general ray-shooting technique of Agarwal and Matou sek 1], we obtain a nal data structure, still requiring near-cubic storage and preprocessing, using which one can answer a ray-shooting query in time O(log 4 n). That is, we have shown:
Theorem 4.1 A set S of n spheres in R 3 can be preprocessed in randomized expected time O(n 3+" ) into a data structure of size O(n 3+" ), for any " > 0, so that a ray shooting query can be answered in time O(log 4 n).
Nearest neighbor queries
Let S = fS 1 ; : : :; S n g be a collection of n objects (`sites') in 3-space, each having constant description complexity, namely, each de ned by a constant number of algebraic equalities and inequalities of constant maximum degree. We wish to compute the Voronoi diagram Vor(S) of S, and preprocess it for e cient point location queries. That is, each query speci es a point w in 3-space and seeks the site of S nearest to w (say, under the Euclidean distance). This is a generalization to 3-space of the classical Post O ce Problem. As observed in 18], the problem is equivalent to the computation of the following lower envelope in 4-space. For each S 2 S, de ne F S (x; y; z) to be the Euclidean distance from (x; y; z) to S, and let be the lower envelope of these functions. Then, given a query point (x; y; z), the site(s) S 2 S nearest to w are those for which F S attains at (x; y; z). Thus, by Theorem 3.3, this can be done using O(n 3+" ) preprocessing time and storage, for any " > 0, and each query can be answered in O(log 2 n) time. (Note that Theorem 3.3 is indeed applicable here, because the functions F S are all (piecewise) algebraic of constant maximum degree, as is easy to verify from the conditions assumed above.) Hence, we can conclude Theorem 4.2 Given a set S of n objects in R 3 , as described above, the Voronoi diagram of S can be preprocessed in randomized expected time O(n 3+" ) into a data structure of size O(n 3+" ), for any " > 0, so that a nearest neighbor query can be answered in time O(log 4 n).
This is a fairly general framework, and admits numerous generalizations, e.g., we may replace the Euclidean distance by other distances, perform queries with objects other than points (as long as the location of a query object can be speci ed by only 3 real parameters; this is the case, e.g., if the query objects are translates of some rigid convex object), etc. An interesting generalization is to dynamic nearest-neighbor queries in the plane, where each object of S moves along some given trajectory, and each query (x; y; t) asks for the object of S nearest to the point (x; y) at time t. Using the same approach as above, this can be done, under appropriate assumptions on the shape and motion of the objects of S, with O(n 3+" ) preprocessing time and storage, for any " > 0, and O(log 2 n) query time.
Remarks. (i) In Theorem 4.2 we do not assume that the objects are pairwise disjoint.
In this case one cannot hope to do much better, because the complexity of the Voronoi diagram of a set of intersecting objects in R 3 is easily seen to be cubic in the worst case. For example, consider the Voronoi diagram of a set of planes in R 3 .
(ii) There is a prevailing conjecture that the complexity of generalized Voronoi diagrams of a set of pairwise disjoint convex objects in R 3 , and of dynamic Voronoi diagrams in the plane, is only near-quadratic, under reasonable assumptions concerning the distance function and the shape of the sites (and of their motions). This was indeed proved recently in 14] for the case where the sites are lines in R 3 and the distance function is induced by a convex polyhedron. If this conjecture is established, then the above algorithm, of near-cubic cost, is far from being optimal for disjoint objects, and will need to be improved considerably.
Applications: Batched Problems
We next consider batched applications. These applications solve a variety of rather unrelated problems, but they all involve an almost identical subproblem, where lower (or upper) envelopes in 4-space play a role. To avoid repetition, we describe in detail only one application, and then state the improved bounds for the other applications without proof, referring the reader to the relevant literature.
The following applications are based on the parametric search technique of Megiddo 22] , which, in our case, requires a parallel algorithm for computing the lower envelope of a set of surfaces. However, the algorithm presented above is highly unparallelizable, because it uses an incremental insertion procedure of regions into two-dimensional arrangements, and later uses a plane-sweep in 3-space. To nesse this di culty, we apply the parametric search technique with an additional twist that avoids the need for a parallel algorithm.
Width in 3-space
Let S be a set of n points in 3-space. The width of S is the smallest distance between a pair of parallel planes so that the closed slab between the planes contains S. In two dimensions, the problem can be easily solved in O(n log n) time. An O(n 2 )-time algorithm for three dimensions was presented in 21]. Recently, Chazelle et al. 11] presented an O(n 8=5+" )-time algorithm, for any " > 0. In this subsection, we present an improved randomized algorithm, whose expected running time is O(n 17=11+" ) = O(n 1:546 ). Clearly, it su ces to compute the width of the convex hull of S, so assume that the points of S are in convex position, and that the convex hull P of S is given. It is known that any two planes de ning the width of S are such that either one touches a face of P and one touches a vertex of P, or each of them touches an edge of P; see 11, 21] . The rst case can be handled in O(n log n) time 11, 21] . The di cult case is to compute the smallest distance between a pair of parallel planes supporting P at two`antipodal' edges, because, in the worst case, there can be (n 2 ) such pairs of edges. Chazelle et al. 11] presented an O(n 8=5+" )-time algorithm to nd the smallest distance, using the parametric search technique. We will present a randomized algorithm, whose expected running time is O(n 17=11+" ), for any " > 0, using a somewhat di erent approach.
Let M denote the Gaussian diagram (or normal diagram) of P. M is a spherical map on the unit sphere S 2 R 3 . The vertices of M are points on S 2 , each being the outward normal of a face of P, the edges of M are great circular arcs, each being the locus of the outward normal directions of all planes supporting P at some xed edge, and the faces of M are regions, each being the locus of the outward normal directions of all planes supporting P at a vertex. M can be computed in linear time from P. Let M 0 denote the spherical map M re ected through the origin, and consider the superposition of M and M 0 . It su ces to consider the top parts of M and M 0 , i.e., their portions within the hemisphere z 0. Each intersection point between an edge of M and an edge of M 0 gives us a direction u for which there exist two parallel planes orthogonal to u and supporting P at two so-called antipodal edges. Thus the problem reduces to that of nding an intersection point for which the distance between the corresponding parallel supporting planes is minimized.
We centrally project the edges of (the top portions of) M and M 0 onto the plane z = 1. Each edge projects to a line segment or a ray. Let E and E 0 be the resulting sets of segments and rays in the plane. Using the algorithm described in 10], we can decompose E E 0 , in time O(n log 2 n) into a family of`canonical subsets' F = f(E 1 ; E 0 1 ); (E 2 ; E 0 2 ); : : : ; (E t ; E 0 t )g ; (1) such that (i) E i E and E 0 i E 0 ;
(ii)
(jE i j + jE 0 i j) = O(n log 2 n);
(iii) each segment in E i intersects every segment of E 0 i ; and (iv) for every pair e; e 0 of intersecting segments in E E 0 , there is an i such that e 2 E i and e 0 2 E 0 i .
By property (iv), it su ces to consider each pair (E i ; E 0 i ) separately. Let L i (resp. L 0 i ) denote the set of lines containing the edges of P corresponding to the edges of E i (resp. E 0 i ). . Using a standard probabilistic argument, we can show that the expected size of R (`0) is O(1), for each`0 2 L 0 . Therefore the expected size of R 2 is O(n). Consequently, the expected running time of Step (iv) is O(n 2 ). The only non-trivial step in the above algorithm is Step (iii). We compute R 2 as follows. We map each line`2 L to a point (`) = (a 1 ; a 2 ; a 3 ; a 4 ) in R 4 , where y = a 1 x + a 2 is the equation of the xy-projection of`, and z = a 3 u + a 4 is the equation of`in the vertical plane y = a 1 x + a 2 (here u denotes the axis orthogonal to the z-axis). We can also map a line`0 to a surface = (`0) in this parameter space, which is the locus of all points (`) such that d(`;`0) = 1 and`lies above`0. Our choice of parameters ensures that (`0) is x 1 x 2 x 3 -monotone, i.e., any line parallel to the x 4 Step (i). If there is no such subproblem, but there is one subproblem for which = , then return = . Finally, if none of these two cases occur, then return < .
The correctness of the algorithm follows from the above observations. As for the running time, the well-known results on random sampling 15, 20] imply that if c is chosen su ciently large then, with high probability, jL j m=r + 1 for every 2 . Hence, the expected number of times we have to go back to Step (i) from
Step ( Next, we describe how to apply the parametric search technique to this algorithm. As mentioned earlier, we cannot use this algorithm directly in the parametric search paradigm, because we do not know how to parallelize the rst algorithm. We therefore simulate the above sequential algorithm at = , with the additional twist that, instead of just simulating the solution of the xed-size problem at , the algorithm will attempt to compute explicitly. Since r is chosen to be constant, the set can be computed by making only r O (1) O jE i j 8=11+" jE 0 i j 9=11+" + jE i j 1+" + jE 0 i j 1+" = O(n 17=11+" 0 ) ;
where " 0 is yet another but still arbitrarily small positive constant.
Putting everything together, we can conclude:
Theorem 5.4 The width of a set of n points in R 3 can be computed in randomized expected time O(n 17=11+" ), for any " > 0.
Biggest stick in a simple polygon
Let P be a simple polygon in the plane having n edges. We wish to nd the longest line segment e that is contained in (the closed set) P. Chazelle Theorem 5.5 One can compute the biggest stick that ts inside a simple polygon with n edges, in randomized expected time O(n 17=11+" ), for any " > 0.
Minimum-width annulus
Let S be a set of n points in the plane. We wish to nd the (closed) annulus of smallest width that contains S, i.e., we want to compute two concentric disks D 1 an edge of Vor f (S). The di cult part is testing the intersection points of edges of the two diagrams, because there can be (n 2 ) such points in the worst case. Following the same idea as in 5], which reduces the problem to that of batched searching of points relative to an envelope of functions in 4 dimensions, but using the technique described above for computing the width in 3-space, we obtain: Theorem 5.6 The smallest-width annulus containing a set of n points in the plane can be computed in randomized expected time O(n 17=11+" ), for any " > 0.
