Information cascades, effectively facilitated by most social network platforms, are recognized as a major factor in almost every social success and disaster in these networks. Can cascades be predicted? While many believe that they are inherently unpredictable, recent work has shown that some key properties of information cascades, such as size, growth, and shape, can be predicted by a machine learning algorithm that combines many features. These predictors all depend on a bag of hand-crafting features to represent the cascade network and the global network structure. Such features, always carefully and sometimes mysteriously designed, are not easy to extend or to generalize to a different platform or domain.
INTRODUCTION
Most modern social network platforms are designed to facilitate fast diffusion of information. Information cascades are identified to be a major factor in almost every plausible or disastrous social network phenomenon, ranging from viral marketing, diffusion of innovation, crowdsourcing, rumor spread, cyber violence, and various types of persuasion campaigns.
If cascades can be predicted, one can make wiser decisions in all these scenarios. For example, understanding which types of Tweets will go viral helps marketing specialists to design their strategies; predicting the potential influence of a rumor enables administrators to make early interventions to avoid serious consequences. A prediction of cascade size benefits business owners, investors, journalists, policy makers, national security, and many others.
Can cascades be predicted? While many believe that cascades are inherently unpredictable, recent work has shown that some key properties of information cascades, such as size, growth, and shape, can be predicted through a mixture of signals [10] . Indeed, cascades of microblogs/Tweets [42, 38, 43, 20, 11, 17] , photos [10] , videos [2] and academic papers [31] are proved to be predictable to some extent. In most of these studies, cascade prediction is cast as classification or regression problems and be solved with machine learning techniques that incorporate many features [38, 10, 11, 20] . On one hand, many of these features are specific to the particular platform or the particular type of information being diffused. For example, whether a photo was posted with a caption is shown to be predictive of how widely it spread on Facebook [10] ; specific wording on Tweets is shown to help them gain more retweets [33] . These features are indicative but cannot be generalized to other platforms or to other types of cascades. On the other hand, a common set of features, those extracted from the network structure of the cascade, are reported to be predictive by multiple studies [10, 42, 38] .
Many of these features are carefully designed based on the prior knowledge from network theory and empirical analyses, such as centrality of nodes, community structures, tie strength, and structural holes. There are also ad hoc features that appear very predictive, but their success is intriguing and sometimes magical. For example, Cheng et al. [10] found that one of the most indicative feature to the growth of a cascade is whether any of the first a few reshares are not directly connected to the root of the diffusion.
We consider this as a major deficiency of these machine learning approaches: their performance heavily depends on the feature representations, yet there is no common principle of how to design and measure the features. Is degree the correct measure of centrality? Which algorithm should we use to extract communities, out of the hundreds available? How accurately can we detect and measure structural holes? How do we systematically design those "magical" features, and how do we know we are not missing anything important? Chances are whichever decisions we make we'll be losing information and making mistakes, and these mistakes will be accumulated and carried through to the prediction.
Can one overcome this deficiency? The recent success of deep learning in different fields inspires us to investigate an end-to-end learning system for cascade prediction, a system that pipes all the way through the network structures to the final predictions without making arbitrary decisions about feature design. Such a deep learning pipeline is expected to automatically learn the representations of the input data (cascade graphs in our case) that are the most predictive of the output (cascade growth), from a finer-granularity to increasingly more abstract representations, and allow the lower-level representations to update based on the feedback from the higher levels. A deep neural network is particularly good at learning a nonlinear function that maps these representations to the prediction, in our case the future size of a cascade. While deep learning models have shown their great power of dealing with image, text, and speech data, how to design a suitable architecture to learn the representations of graphs remains a major challenge. In the context of cascade prediction, the particular barrier is how to go from representations of nodes to representing a cascade graph as a whole.
We present a novel, end-to-end deep learning architecture named the DeepCas, which first represents a cascade graph as a set of cascade paths that are sampled through multiple random walks processes. Such a representation not only preserves node identities but also bounds the loss of structural information. Analogically, cascade graphs are represented as documents, with nodes as words and paths as sentences. The challenge is how to sample the paths from a graph to assemble the "document," which is also automatic learned through the end-to-end model to optimize the prediction of cascade growth. Once we have such a "document" assembled, deep learning techniques for text data could be applied in a similar way here. We evaluate the performance of the proposed method using real world information cascades in two different domains, Tweets and scientific papers. DeepCas is compared with multiple strong baselines, including feature based methods, node embedding methods, and graph kernel methods. DeepCas significantly improves the prediction accuracy over these baselines, which provides interesting implications to the understanding of information cascades.
RELATED WORK
In a networked environment, people tend to be influenced by their neighbors' behavior and decisions [13] . Opinions, product advertisements, or political propaganda could spread over the network through a chain reaction of such influence, a process known as the information cascade [37, 5, 1] . We present the first deep learning method to predict the future size of information cascades.
Cascade Prediction
Cascades of particular types of information are empirically proved to be predictable to some extent, including Tweets/microblogs [42, 38, 20, 11, 17, 43] , photos [10] , videos [2] and academic papers [31] . In literature, cascade prediction is mainly formulated in two ways. One treats cascade prediction as a classification problem [38, 20, 10, 11] , which predicts whether or not a piece of information will become popular and wide-spread (above a certain threshold). The other formulates cascade prediction as a regression problem, which predicts the numerical properties (e.g., size) of a cascade in the future [38, 35] . This line of work can be further categorized by whether it outputs the final size of a cascade [43] or the size as a function of time (i.e., the growth of the cascade) [42] . Either way, most of the methods identified temporal properties, topological structure of the cascade at the early stage, root and early adopters of the information, and the content being spread as the most predictive factors.
These factors are utilized for cascade prediction in two fashions. The first mainly designs generative models of the cascade process based on temporal or structural features, which can be as simple as certain macroscopic distributions (e.g., of cascade size over time) [23, 3] , or stochastic processes that explain the microscopic actions of passing along the information [42] . These generative models make various strong assumptions and oversimplify the reality. As a result, they generally underperform in real prediction tasks.
Alternatively, these factors may be represented through handcrafted features, which are extracted from the data, combined, and weighted by discriminative machine learning algorithms to perform the classification or the regression tasks [38, 10, 20, 11] . Most work in this fashion uses standard supervised learning models (e.g. logistic regression, SVM, or random forests), the performance of which heavily rely on the quality of the features. In general, there is not a principled and systematic way to design these features. Some of the most predictive features are tied to particular platforms or particular cascades and are hard to be generalized, such as the ones mentioned in the Section 1. Some features are closely related to the structural properties of the social network, such as degree [10, 38] , density [10, 17] , and community structures [38] . These features could generalize over domains and platforms, but many may still involve arbitrary and hard decisions in computation, such as what to choose from hundreds of community detection algorithms available [14] and how to detect structural holes [41] . Besides, there are also heuristic features that perform very well in particular scenarios but it is hard to explain why they are designed as is.
Our work differs from this literature as we take an end-to-end view of cascade prediction and directly learn the representations of a cascade without arbitary feature design. We focus on the structures (including node identities) of cascades as temporal and content information is not always available. In fact, content features are reported to be much weaker predictors than structural features [10] . Using temporal signals to predict future trend is a standard problem in time series, which is less interesting in this scope.
Learning the Representation of Graphs
Our work is also related to the literature of representation learning for graphs. Networks are traditionally represented as affiliation matrices or discrete sets of nodes and edges. Modern representation learning methods attempt to represent nodes as high-dimensional vectors in a continuous space (a.k.a., node embeddings) so that nodes with similar embedding vectors share similar structural properties (e.g., [29, 34, 16] ). Rather than learning the representation of each node, recent work also attempts to learn the representation of subgraph structures [28, 26, 39, 40] . Much of this work is inspired by the huge success of representation learning and deep learning applied to various domains such as text [4] and image [21] . For example, DeepWalk [29] makes an analogy between the nodes in networks and the words in natural language and uses fixed-length random walk paths to stimulate the "context" of a node so that node representations can be learned using the same method of learning word representations [25] . The representation of a graph can then be calculated by averaging the embeddings of all nodes.
Another line of related work comes from the domain of graph kernels, which computes pairwise similarities between graphs [7, 15, 32] . For example, the Weisfeiler-Lehman subtree kernel (WL) [32] computes the graph similarity based on the sub-trees in each graph. Some studies have applied deep learning techniques to improve graph kernels [39, 27] . Though graph kernels are good at extracting structural information from a graph, it is hard for them to incorporate node identity information.
Another analogy connects graph structures to images. Motivated by representation learning of images, the topological structures of networks are first represented using locally connected regions [28] , spectral methods [12] , and heat kernel signatures [24] , which could be passed through convolutional neural networks. These approaches are insensitive to orders of nodes and have an advantage of generating the same representation for isomorphic graphs. As the expense, it is also hard to incorporate the identities of nodes.
Starting in next section, we present a novel end-to-end architecture that learns the representation of cascade graphs to optimize the prediction accuracy of their future sizes. 
METHOD
In reality, we observe snapshots of the social network but may or may not observe the exact time when nodes and edges are introduced. Similarly, we may observe snapshots of a cascade but not its complete history. In other words, at a given time we know who have adopted the information but not when or through whom the information was passed through [10] (e.g., we know who cited a paper but not when and where she found the paper). Below we define the problem so that it is closely tied to the reality.
Problem Definition
Given a snapshot of a social network at time t0, denote it as G = (V, E) where V is the set of nodes and E ⊂ V × V is the set of edges. A node i ∈ V represents an actor (e.g., a user in Twitter or an author in the academic paper network) and an edge (i, j) ∈ E represents a relationship tie (e.g., retweeting or citation) between node i and j up to t0.
Let C be the set of cascades which start in G after time t0. A snapshot of cascade c ∈ C with a duration t after its origination is characterized by a cascade graph g is a subset of nodes in V that have adopted the cascade c within duration t after its origination and
, which is the set of edges in E with both ends inside V t c . We consider the problem of predicting the increment of the size of cascade c after a given time interval ∆t, which is denoted as ∆sc = |V t+∆t c | − |V t c |. The cascade prediction can then be formulated as, given G, t, ∆t, and {(g t c , ∆sc)}c∈C , finding an optimal mapping function f that minimizes the following objective
In the definition, t indicates the earliness of the prediction and ∆t indicates the horizon of the prediction. When t is smaller, we are making predictions at the early stage of a cascade; when ∆t is larger, we are predicting the size of cascade that is closer to its final status. These scenarios are particularly valuable but inherently harder in reality. It is worth noting that we consider the social network structure G as static in the prediction task. While in reality the global network does change over time, we are doing this to control for the effect of cascades on the network structure in this studynew edges may form due to a particular information cascade.
DeepCas: the End-to-End Pipeline
We propose an end-to-end neural network framework that takes as input of the cascade graph gc and predicts the increment of cascade size ∆sc. The framework (shown in figure 1 ) first samples node sequences from cascade graphs and then feeds the sequences into a gated recurrent neural network, where attention mechanisms are specifically designed to learn how to assemble sequences into "documents," so that the future cascade size could be predicted.
Cascade Graph as Random Walk Paths
Given a cascade graph gc, the first component in DeepCas generates an initial representation of gc using a set of node sequences.
Naturally, the future size of a cascade highly depends on who the information "propagators" are, which are the nodes in the current cascade graph. Therefore, a straightforward way to represent a graph is to treat it as a bag of nodes. However, this method apparently ignores both local and global structural information in gc, which have been proven to be critical in the prediction of diffusions [10] . To remedy this issue, we sample from each graph a set of paths, instead of individual nodes. If we make a analogy between nodes and words, paths would be analogous to sentences, cascade graphs to documents, and a set of graphs to a document collection.
Similar to DeepWalk, the sampling process could be generalized as performing a random walk over a cascade graph gc, the Markov chain of which is shown in Figure 2 . The random walk for each diffusion graph starts from the starting state S, which is always followed by the state N , where the walker transits to a neighbor of the current node. With probability 1 − pj, it goes on walking to the neighbor. With a jumping probability pj, it jumps to an arbitrary node in the cascade graph, leading the walker to the jump state J. With continue probability po, it walks to a neighbor of the current node, thus going back to state N . With probability 1 − po, it goes to the terminal state T , terminating the entire random walk process. Suppose the walker is at state N in the Markov chain and is currently visiting a node v, it follows a transition probability p(u ∈ Nc(v)|v) to go to one of its outgoing neighbor u ∈ Nc(v), where Nc(v) denotes the set of v's outgoing neighbors in diffusion graph gc. There are multiple strategies for setting transition probabilities. Given a specific choice of scoring function sct(u) to transit to node u, the neighbor u could be sampled in proportion to its score:
where α is a smoother. The scoring function sct(u) could be instantiated by but not limited to (1) degc(u), the out-degree of node u in gc, (2) degG(u), the degree of u in the global graph G, or (3) weight(v, u), the weight of the edge between the current node v and its neighbor u. Likewise, when the walker is at state J and is to select a node to jump to, the scoring function scj(u) could be set correspondingly.
where Vc is the node set of gc, and sct(u) could be (1) degc(u), (2) degG(u), or (3) s∈Nc(u) weight(u, s).
Sampling sequences from a graph
The probability po of whether to perform another random jump or go to the terminal state essentially determines the expected number of sampled sequences, while the probability pj of whether to perform a random jump or transit to neighbors corresponds to the sequence length. The two factors play a key role in determining the representations of cascade graphs.
Naturally, different cascade graphs may require different parameters po and pj, as some are intrinsically more complex than others. Instead of fixing or manually tuning these two hyper-parameters, we propose to learn the two probabilities in an end-to-end manner by incorporating them to our deep learning framework. To do this, as Figure 1 (b) shows, we sample long enough sequences and sufficient number of sequences for all diffusion graphs. Denote T the sampled sequence length, K the sampled number of sequences, where T and K are the same for all diffusion graphs, we want to learn the actual length tc and the actual number of sequences kc we needed for each graph gc, essentially a different parameterization of po and pj.
Note that existing work of using random walk paths to represent graphs such as DeepWalk and Node2Vec use fixed, predefined T and K. Automatically learning graph-specific path counts and lengths is a major technical contribution. We leave the learning of tc and kc to the next subsection.
Neural Network Models
Once we have sampled K sequences with T nodes for each diffusion graph, any effective neural networks for sequences could be applied to the random walk paths in a similar way as to text documents. The output of the neural network gives us the hidden representation of individual sequences. Unlike documents whose sentences are already written, we have to learn how to "assemble" these individual sequences into a "document," so that it can best represent the graph and predict its growth.
Node Embedding. Each node in a sequence is represented as a one-hot vector, q ∈ R N node , where N node is the number of nodes in G. All nodes share an embedding matrix A ∈ R H×N node , which converts a node into its embedding vector x = Aq, x ∈ R H .
GRU-based Sequence Encoding. The sampled sequences represent the flow of information of a specific diffusion item. To capture this information flow, we use a Gated Recurrent Unite (GRU) [19] , a specific type of recurrent neural network (RNN). When applying GRU recursively to a sequence from left to right, the sequence representation will be more and more enriched by information from later nodes in this sequence, with the gating mechanism deciding the amount of new information to be added and the amount of history to be preserved, which simulates the process of information flow during a diffusion. Specifically, denote step i the i-th node in a sequence, for each step i with input node embedding xi ∈ R H and previous hidden state hi−1 ∈ R H as inputs, GRU computes the updated hidden state hi = GRU(xi, hi−1), hi ∈ R H . For now we have read the sequence from left to right. We could also read the sequence from right to left, so that earlier nodes in the sequence could be informed by which nodes have been affected by a cascading item passed from them. To this end, we adopt the bi-directional GRU, which applies a forward GRU that reads the sequence from left to right, and a backward GRU from right to left. We denote the forward GRU as GRU f wd and backward as GRU bwd . As Figure 1 (c) shows, the presentation of the i-th node in k-th sequence,
, is computed as the concatenation of the forward and backward hidden vectors. From sequence to graph representation. Given a collection of sequence representations, where the k-th sequence with length T is represented as
, as displayed in Figure 1  (d) , we attempt to learn the representation of the cascade graph as a whole, so that it best predicts its future size. Analogically, we are assembling a document (graph) from a large number of very long sentences. We do this by learning the number of sentences and length of sentences per document, through an attention mechanism in deep learning.
In particular, the random walk on a graph terminates with probability 1 − po. From the learning perspective, we could learn the value of po by examining whether the sampled number of sequences could represent the graph well, which in turn decides whether the prediction task is well performed. Intuitively, we could partition the sampled K sequences into "mini-batches." We want to read in more mini-batches until we could learn the graph well, simulating the action of jumping to the terminal state in the random walk. To implement this intuition, we assume a geometric distribution of attentions over mini-batches. If sequences in the first mini-batch of cascade gc share attention weight p c geo , the next mini-batch will have attention (1−p c geo )p c geo , so on and so forth as Figure 3 shows. In theory, if we sample infinite number of sequences with the geometric distribution so that K → ∞, the number of expected minibatches to learn will be 1/p c geo . With this expectation, learning the parameter p c geo could help us decide how many sequences to read in. Note that the degree of freedom is too high if we fit a free parameter p c geo per cascade. Instead, we rely on an observation that the number of sequences we need to represent a cascade graph is correlated with its size. Therefore, we condition p c geo on the size of graph sz(gc), more specifically log 2 (sz(gc) + 1) . As a result, p c geo is replaced with p log 2 (sz(gc)+1) geo . We could apply similar procedure to learn sequence length. In practice, we found that the standard multinomial distribution of attentions already work well. So we simply assume multinomial distribution λ1, ..., λT over T nodes so that i (λi) = 1, where {λi} are shared across all cascade graphs.
To sum up and to give a mathematical representation, suppose the mini-batch size is B sequences, then the k-th sequence will fall into ( k/B + 1)-th mini-batch, the attention mechanism then outputs the representation for graph gc, a vector of length 2H:
where the first term corresponds to the attention over sequences with geometric distribution, and ac = p log 2 (sz(gc)+1) geo
. Both ac and λi are learned through the deep learning process.
Output module. Our output module consists of a fully connected layer with one final output unit: f (gc) = MLP(h(gc)), where MLP stands for a multi-layer perceptron.
EXPERIMENT SETUP
We present comprehensive empirical experiments using real world data sets to evaluate the performance of DeepCas.
Data Sets
Most existing work evaluates their methods of predicting diffusions on a single social network data set (e.g., [10, 11, 18] . We add another completely different, publicly available data set to demonstrate the effectiveness and generalizability of DeepCas and to allow readers to reproduce our results.
One of the scenario is the cascade of Tweets on Twitter. Following the practice in existing work [30] , we collect the TWITTER data set which contains the cascades of Tweets (i.e., through retweeting) in June, 2016 from the official Decahose API (10% sample of the entire Tweet stream). All original English tweets that are published from June 1 to June 15 and retweeted at least once in 10 days are used for training. Those with only one retweets are downsampled to 5%. Cascades originated on June 16 are used for validation, and cascades originated from June 17 to June 20 are used for testing. A cascade contains the authors of the original Tweet and its retweets.
We construct the global social network G using the same Tweet stream in April and May 2016. As the follower/followee relations are not available in the data and Twitter does not disclose the retweet paths, we follow existing work [30] and draw an edge from Twitter user A to B if either B retweeted a message of A or A mentioned B in a Tweet. Comparing to a follower/followee network, this network structure accumulates all information cascades and reflects the truly active connections between Twitter users. We weigh an edge based on the number of retweeting/mentioning events between the two users. To construct cascade graphs, we choose t, the duration of cascade since the original Tweet was posted, from a range of t = 1, 3, 5 days. We compute the increment of cascade size after t for the next ∆t days, where ∆t = 1, 3, 5 days. The combination of t and ∆t yields a total of 3 × 3 = 9 configurations.
In the second scenario, we evaluate the prediction of the cascades of scientific papers. We collect the AMINER data set using the DBLP citation network released by ArnetMiner In both scenarios, we notice that the growth of all the cascades follows a power-law distribution, where a large number of cascades did not grow at all after t. Therefore we downsample 50% graphs with zero growth (to the numbers shown in Table 1 ) and apply a logarithm transformation of the outcome variable (increment of cascade size), following existing literature [22, 35] . 
Evaluation Metric
We use the mean squared error (MSE) to evaluate the accuracy of predictions, which is a common choice for regression tasks and used in previous work of cascade prediction [35, 42, 22] . As noted in Section 3.1, we predict a scaled version of the actual increment of the cascade size, i.e., yi = log 2 (∆si + 1).
Baseline methods
We compare DeepCas with a set of strong baselines, including feature-based methods used for cascade prediction, methods based on nodes embeddings, and alternative deep learning methods to learn graph representations.
Features-. We include all structural features that could be generalized across data sets from recent studies of cascade prediction [10, 18, 11, 36] . These features include:
Centrality and Density. Degree of nodes in the cascade graph g and the global network G, average and 90th percentile of the local and global degrees of nodes in g, number of leaf nodes in g, edge density of g, and the number of nodes and edges in the frontier graph of the cascade, which is composed of nodes that are not in g but are neighbors of nodes in g.
Node Identity. The presence of node ids in g is used as features. Communities. From both the cascade graph and the frontier graph, we compute the number of communities [6] , the overlap of communities, and Gini impurity of communities [18] .
Substructures. We count the frequency of k-node substructures (k ≤ 4) [36] . These include nodes (k = 1), edges (k = 2), triads (e.g., the number of closed and open triangles) and quads from both the cascade graph and the frontier graph.
-linear and -deep. Once the cascade is represented as a set of features above, they are blended together using linear regression (denoted as Features-linear) with L2 regularization, as other linear regressors such as SVR empirically perform worth on our task. To obtain an even stronger baseline, we feed the feature vectors to MLP (denoted as Features-deep).
OSLOR selects important nodes as sensors, and predict the outbreaks based on the cascading behaviors of these sensors [11] .
Node2vec [16] is selected as a representative of node embedding methods. Node2vec is a generalization of DeepWalk [29] , which is reported to be outperforming alternative methods such as DeepWalk and LINE [34] . We generate walks from two sources: (1) the set of cascade graphs {g} (2) the global network G. The two sources lead to two embedding vectors per node, which are concatenated to form the final embedding of each node. The average of embeddings of all nodes in a cascade graph is fed through MLP to make the prediction.
Embedded-IC [8] represents nodes by two types of embeddings: as a sender or as a receiver. For prediction, the original paper used Monte-Carlo simulations to estimate infections probabilities of each individual user. To predict cascade size, we experiment with two settings: (1) learn a linear mapping function between the number of infected users and the cascade size; (2) follow the setting of Node2Vec by using the average of embeddings of all nodes in the cascade graph, which is then piped through MLP. We find that the second setting empirically performs better than the first one. We therefore report the performance of the latter.
PSCN applies convolutional neural networks (CNN) to locally connected regions from graphs [28] . We apply PSCN to both the diffusion graphs and the frontier graphs. The last hidden layer of the cascade graph and that of the frontier graph are concatenated to make the final prediction.
Graph kernels. There are a set of state-of-the-art graph kernels [28] : the shortest-path kernel (SP) [7] , the random walk kernel (RW) [15] , and the Weisfeiler-Lehman subtree kernel (WL) [32] . The RW kernel and the SP kernel are too computationally inefficient, which did not complete after 10 days for a single data set in our experiment. We therefore exclude them from the comparison, a decision also made by in [28, 40] . For the WL kernel, we experiment with two settings: WL-degree, where node degree is used as the node attribute to build subgraphs for each cascade and frontier graph; WL-id, where node id is used as the attribute. The second setting is to test whether node identity information could be incorporated into graph kernel methods.
Hyper-parameters. All together we have 8 baselines. All their hyper-parameters are tuned to obtain the best results on validation set for each configuration (9 in total) of each data set. For linear regression, we chose the L2-coefficient from {1, 0.5, 0.1, 0.05, ..., 10 −8 }. For neural network regression, the initial learning rate is selected from {0.1, 0.05, 0.01, ..., 10 −4 }, the number of hidden layers from {1, 2, ..., 4}, the hidden layer size from {32, 64, ..., 1024}, and L1-and L2-coefficient both from {1, 0.5, 0.1, 0.05, ..., 10 −8 }. Following [28] for PSCN, the width is set to the average number of nodes, and the receptive field size is chosen between 5 and 10. The height parameter of WL is chosen from {2, 3, 4}. The candidate embedding size set is selected from {50, 100, 200, 300} for all methods that learn embeddings for nodes. For node2vec, we follow [16] , p, q are selected from {0.25, 0.50, 1, 2, 4}, the length of walk is chosen from {10, 25, 50, 75, 100}, and the number of walks per node is chosen from {5, 10, 15, 20}.
DeepCas and the Variants
We compare a few variants of DeepCas with the 8 baselines. We sample K = 200 paths each with length T = 10 from the cascade graph without tuning the parameters. As described in Section 3.4 and 3.5, the attention mechanism will automatically decide when and where to stop using the sequences. The mini-batch size is set to 5. The smoother α is set to 0.01. The embedding sizes for the TWITTER and AMINER data set are set to 150 and 50 respectively. The embeddings are initialized by concatenating embedding learned by Node2Vec from both all diffusion graphs {g} in training set and the global network G. The node2vec hyper-parameters p and q are simply set to 1.
We use DeepCas-edge, DeepCas-deg, and DeepCas-DEG to denote three version of DeepCas, which randomly walk with transition probabilities proportional to edge weights, node degree in the cascade graph, and node degree in the global network. For comparison, we also include three simplified versions of DeepCas:
GRU-bag represents a cascade graph as a bag of nodes and feeds them through our GRU model. This is similar to setting the length of random walk paths to 1, which examines whether sequential information is important for cascade prediction.
GRU-fixed uses a fixed path length t and a fixed number of sequences k, without using the attention mechanism to learn them adaptively. Hyper-parameters t and k are tuned to optimal on the validation sets, the values of which are selected from {2, 3, 5, 7, 10} and from {50, 100, 150, 200}, respectively.
GRU-root uses the attention mechanism, but starts sampling a random walk path only from roots, which are nodes who started the diffusion. If there are multiple roots, we take turns to sample from them. This examines whether it is important to perform random jumps in the walks over the graph.
EXPERIMENT RESULTS

Overall performance
The overall performance of all competing methods across data sets are displayed in Table 2 . The last three rows of each table show the performance of the complete versions of our methods, which outperform all eight baseline methods with a statistically significant drop of MSE. Please note that the numbers in Table 2 are errors of log-transformed outcomes. If we translate them back to raw sizes, the numerical differences between the methods would look larger.
The difference between Features-deep and Features-linear is intriguing, which shows that deep learning does not always perform better than linear methods if we have already found a set of good features. It is more important to learn end-to-end from the data.
Node2Vec and Embedded-IC do not perform well in cascade prediction. Taking the average of node embeddings as the graph representation is not as informative as representing the graph as a set of paths, even if the node embeddings are also fed into a deep neural net to make predictions. By comparing WL-degree and WLid, we can see that it is hard for graph kernels to incorporate node identities. Simply using identities as node labels degenerates performance. This is because graph kernels rely on node labels to compute similarity between graphs. Using node id to measure similarity could cause serious sparsity problem.
The three simplified versions of DeepCas, GRU-bag, GRU-fixed, and GRU-root all lead to certain degradation of performance, comparing to the three DeepCas models. This empirically proves the effectiveness of the three important components of DeepCas. First, sampling a set of paths to represent a graph instead of averaging the representations of nodes is critical, as it facilitates the learning of structural information. Second, learning the random walks by adaptively deciding when to stop sampling from a particular path and when to stop sampling more paths is more effective than using a fixed number of fixed-length paths (which is what DeepWalk does). The suitable numbers and lengths might be associated with the complexity and the influence power of a cascade graph. If a cascade graph is more complex and more "influential," it needs more paths and longer paths to represent its power. Third, sampling paths only from the root is not adequate (which is what most generative models do). Randomly jumping to other nodes could make the graph representation carry more information of the cascade structure and handle missing data. In a way, this is related to the "mysterious" feature used in Cheng et al. [10] , i.e., whether some early adopters are not directly connected to the root.
Comparing the performance of using different t and ∆t, we see a general pattern that can be applied to all methods: the larger the earliness t is, the easier to make a good prediction. This is because longer t makes more information available. While for ∆t, it is the opposite, as it is always harder to make long-term predictions.
Training DeepCas is quite efficient. On a machine with 2.40 GHz CPU, 120G RAM and a single Titan X GPU, it takes less than 20 minutes to generate random walk paths for a complete data set and less than 10 minutes to train the deep neural network.
We also investigate cascades for which DeepCas makes more mistakes than the baselines, and also the other way around. DeepCas tend to perform better on larger and denser graphs. These structures are more complex and harder to be represented as a bag of hand-crafted features. An end-to-end predictor without explicit feature design works very well in these cases. For the sake of space, we omit the detailed statistics here.
Interpreting the Representations
We have empirically shown that DeepCas could learn the representation of cascade graphs that incorporates both structures and node identities. Qualitatively, we have not assessed what the learned representation actually captures from these information. Indeed, one concern of applying deep learning to particular domains is that the models are black-boxes and not easy to interpret. For us, it is intriguing to know whether the learned representation corresponds to well-known network properties and structural patterns in literature.
To do this, we select a few hand-crafted features which are computed for the feature based baselines. These features characterize either global or local network properties, and are listed in Figure 4 . In each subfigure, we layout the cascade graphs as data points in the test set to a 2-D space by feeding their vector representations output by the last hidden layer of DeepCas to t-SNE [6] , a commonly used visualization algorithm. Cascade graphs with similar vector representations are placed closely. To connect the hand-crafted features with the learned representations, we color each cascade graph (a point in the 2-D visualization) by the values of each feature (e.g., network density). If we eyeball a pattern of the distribution of colors in this 2-D layout, it suggests a connection between the learned representation and that network property. We also color the layout by the ground-truth labels (increment of cascade size). If the color distribution of labels looks somewhat correlated with the color distribution of a network property, we know this property attributes to cascade prediction, although not through a hand-crafted feature.
As we observe, DeepCas could capture structural properties like the number of open, closed triangles, and the number of communities. For example, in the Figure 4 (e), the points (cascade graphs) clustered to the bottom right have the fewest communities, while graphs in the top left have the most. Cascade graph with a larger number of communities implies that many early adopters may lie in between bigger communities, which are likely to be structural holes in the global network. In literature [9] , nodes spanning structural holes are likely to gain social capital, promoting the growth of its ego-net. Indeed, when we compare the color scheme of 4(g) with 4(i), we can see that the number of communities in a cascade graph is indeed positively correlated with its growth. global network G (or the frontier graphs), DeepCas is likely to learn useful global network information from the many cascade graphs in training (similar to a model that captures collection-level information from the input of many individual documents), and incorporate it into the high-level representation of a cascade graph. Some additional observations can be made from Figure 4 . First, as the number of open and closed triangles are actually important features used for graph prediction tasks [36] , we can see that DeepCas has automatically learned these useful features without human input. Second, since edge density is a function of the number of edges and nodes, DeepCas learns not only the number of edges and nodes (we do not show the node property in Figure 4 , but this is true), but also their none-linear relationship that involves division.
DISCUSSION AND CONCLUSION
We present the first end-to-end, deep learning based predictor of information cascades. A cascade graph is first represented as a set of random walk paths, which are piped through a carefully designed GRU neural network structure and an attention mechanism to predict the future size of the cascade. The end-to-end predictor, DeepCas, outperforms feature-based machine learning methods and alternative node embedding and graph embedding methods.
While the study adds another evidence to the recent successes of deep learning in a new application, social networks, we do wish to point the readers to a few more interesting implications. First, we find that linearly combined, hand-crafted features perform reasonably well in cascade prediction, which outperform a series of node embedding, graph embedding, and suboptimal deep learning methods. Comparing to other data mining domains, social network is a field where there exists rich theoretical and empirical domain knowledge. Carefully designed features inherited from the literature are already very powerful in capturing the critical properties of networks. The benefit of deep learning in this case really comes from the end-to-end procedure, which is likely to have learned high-level features that just better represent these network properties. Comparing to deep learning methods, feature-based methods do have their advantages (if the right features are identified), as both the results and the importance of features are easier to interpret. For social network researchers, it is perhaps a good idea to interpret DeepCas as a way to test the potential room to improve cascade prediction, instead of as a complete overturn of the existing practice. Indeed, it is intriguing to pursue how to design better measurements of the classical network concepts (e.g., communities and centrality), based on the results of DeepCas.
Another interesting finding is that different random walk strategies perform better and worth in different scenarios, and all better than bag of node embeddings. This is where prior knowledge in social networks literature may kick in, by incorporating various contagion/diffusion processes to generate initial representations of cascade networks. How to choose from multiple cascading processes itself is an interesting question of reinforcement learning.
Finally, to make our conclusion clean and generalizable, we only utilized the network structure and node identities in the prediction. It is interesting to incorporate DeepCas with other types of information when they are available, e.g., content and time series, to optimize the prediction accuracy on a particular domain. 
