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Abstract
We construct integrable spin chains with inhomogeneous periodic disposition of the
anisotropy parameter. The periodicity holds for both auxiliary (space) and quantum
(time) directions. The integrability of the model is based on a set of coupled Yang–
Baxter equations. This construction yields P -leg integrable ladder Hamiltonians. We
analyse the corresponding quantum group symmetry and present Algebraic Bethe Ansatz
(ABA) solution.
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1 Introduction
In an attempt to formulate the Chalker–Coddington model in the action formalism
with coherent states [1], one is led to the use of Manhattan Lattice ML [2, 3]. One has
also to consider the R-matrices of the XX model with alternating shifts of the spectral
parameter. Therefore the idea of a Z2 staggering of the spaces along the chain and time
directions naturally rises up.
Initiating this fact in a series of articles [4, 5, 6, 7] the authors have proposed a
technique for constructing integrable models where the model parameter ∆ (the anisotropy
parameter of the XXZ and anisotropic t− J models) have a staggered disposition of the
sign along both chain and time directions. Due to the staggered shift of the spectral
parameter also considered there, these models have led to Hamiltonians formulated on
two leg zig-zag quasi-one dimensional chains.
The technique is based on an appropriate modification of the Yang–Baxter equations
(Y BE) ([8, 9]) for the R-matrices which are the conditions for commutativity of the
transfer matrices at different values of the spectral parameter. The transfer matrix is de-
fined as the staggered product of R-matrices, which have staggered sign of the anisotropy
parameter ∆ and staggered shift of the spectral parameter of the model along the chain.
The shift of spectral parameter in a product of R-matrices was considered in earlier works
of several authors [10, 11], by use of which they have analysed the ordinary XXZ model
in the infinite limit of the spectral parameter. Later, in the article [12], this modified
transfer matrices has been used in order to construct integrable models on the ladder.
Integrable models on ladders were also constructed in various articles [13, 14, 15, 16, 17]
but our construction essentially differs from those because it contains an inhomogeneity
of the anisotropy parameter along the chain.
In the article [7] we have analysed the quantum group structure behind of our con-
struction and have shown that it is a tensor product W ⊗ Uq,i(gl(2)) of a Weyl algebra
and a two parameter (q and i) deformation of U(gl(2)).
In the present article we go further in this direction by presenting the corresponding
modification of our technique to consider and construct P -leg integrable models, based
on the SL(2) group (the generalisation of the 2-leg XXZ case).
In the Section 2 we present the basic definitions of our construction, namely the R-
matrices, the shifts of the spectral parameter, the transfer matrix and the corresponding
modified Y BE as the conditions of commutativity of the transfer matrix for different
values of the spectral parameters. We also present the solution of the coupled Y BE for
the XXZ case.
In the Section 3 we calculate the Hamiltonian of our model, showing that it can be
considered on the P -leg ladder. We first prove that our transfer matrix at zero value of the
spectral parameter is proportional to the identity operator (in the braid formalism). The
Hamiltonian, as usual, is defined as the linear term in the spectral parameter expansion
of the transfer matrix.
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In Section 4 we analyse the quantum group structure behind of our Yang–Baxter
equations. We show that the algebra defined by the RLL relations [18] derived from the
set of coupled Yang–Baxter equations can be regarded as direct product of a Weyl algebra
and the q-deformed Uq(sl(2)).
In Section 5 we present Algebraic Bethe Ansatz solution of our model.
2 Basic Definitions and the Yang–Baxter equations
Let us now consider ZP graded quantum Vj,ρ(v) (with j = 1, ..., L as a chain index)
and auxiliary Va,σ(u) spaces, where ρ, σ = 0, 1, ..., P − 1 are the grading indices. We
consider R-matrices which act on the direct product of spaces Va,σ(u) and Vj,ρ(v), (σ, ρ =
0, 1, ..., P −1), mapping them on the intertwined direct product of Va,σ+1(u) and Vj,ρ+1(v)
spaces (we impose periodic boundary conditions P ≡ 0)
Raj,σρ (u, v) : Va,σ(u)⊗ Vj,ρ(v)→ Vj,ρ+1(v)⊗ Va,σ+1(u). (2.1)
Definition 2.1 We introduce two transmutation operations ι1 and ι2 with the property
ιP1 = ι
P
2 = id for the quantum and auxiliary spaces correspondingly, and mark the operators
Raj,σρ as follows
Raj,00 ≡ Raj , Raj,01 ≡ Rι1aj ... Raj,0(P−1) ≡ Rι
P−1
1
aj ,
Raj,10 ≡ Rι2aj , Raj,11 ≡ Rι1ι2aj ... Raj,1(P−1) ≡ Rι2ι
P−1
1
aj ,
... (2.2)
Raj,(P−1)0 ≡ Rι
P−1
2
aj , Raj,(P−1)1 ≡ Rι1ι
P−1
2
aj ... Raj,(P−1)(P−1) ≡ Rι
P−1
1
ιP−1
2
aj .
The introduction of the ZP grading of quantum spaces in time direction means, that we
have now P monodromy operators Tρ, ρ = 0, 1, ..., P − 1, which act on the space
Vρ(u) =
L∏
j=1
Vj,ρ(u) (2.3)
by mapping it on Vρ+1(u) =
∏P
j=1 Vj,ρ+1(u)
Tρ(v − u) : Vρ(u)→ Vρ+1(u), ρ = 0, 1, ..P − 1. (2.4)
It is clear now, that the monodromy operator of the model, which is defined by trans-
lational invariance in P -steps in the time direction and determines the partition function,
is the product of P monodromy operators
T (u) =
P−1∏
σ=0
Tσ(u). (2.5)
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The ZP grading of the auxiliary spaces along the chain direction besides the ι oper-
ations defined upper contained also a shift of the spectral parameter. Let us define the
following shift operations on the spectral parameter u
u¯ = u¯(1) = θ + ǫu, · · · , u¯(k) = θ + ǫu¯(k−1) k = 0, 1, 2, · · · , P, (2.6)
where ǫ = e2πi/P is the P th root of unity and θ is an additional model parameter. It is
easy to prove that u¯(P ) = u¯(0) = u.
By use of this shift operations we define the Tσ(u) monodromy matrices according to
the following
Definition 2.2 We define the monodromy operators Tσ(u), σ = 0, 1, 2..., P −1 as a prod-
uct of the Raj,σρ(u) matrices:
T0(u) =
L/P∏
j=0
(Ra,P j(u)R
ι2
a,P j+1(u¯) · · ·Rι
P−1
2
a,P j+P−1(u¯
(P−1))),
T1(u) =
L/P∏
j=0
(Rι1a,P j(u¯)R
ι1ι2
a,P j+1(u¯
(2)) · · ·Rι1ιP−12a,P j+P−1(u¯(P ))),
... (2.7)
Tp(u) =
L/P∏
j=0
(R
ιp
1
a,P j(u¯
(p))R
ιp
1
ι2
a,P j+1(u¯
(p+1)) · · ·Rι
p
1
ιP−1
2
a,P j+P−1(u¯
(p+P−1))),
p = 0, 1..., P − 1.
We will consider this monodromy operators in this paper and analyse their commuta-
tivity next.
As it is well known in Bethe Ansatz Technique [8, 9], a sufficient condition for the
commutativity of transfer matrices τp(u) = TrTp(u) with different spectral parameters is
the Yang–Baxter equation (Y BE). In order to have a commutativity of transfer matrices
(2.5) for different values of the spectral parameter we demand the commutativity of trans-
fer matrices (2.7). Then the standard so called railway arguments yields the following set
of P equations
R12(u¯− v)Rι113(u¯)R23(v) = Rι123(v)R13(u¯)R˜(1)12 (u¯− v)
R˜
(1)
12 (u¯− v)Rι1ι213 (u¯(2))Rι223(v¯) = Rι1ι223 (v¯)Rι213(u¯(2))R˜(2)12 (u¯(2) − v¯) ,
... (2.8)
R˜
(P−1)
12 (u¯
(P ) − v¯(P−1))Rι1ι
P−1
2
13 (u¯
(P ))Rι2
P−1
23 (v¯
(P−1)) = R
ι1ι
P−1
2
23 (v¯
(P−1))Rι2
P−1
13 (u¯
(P ))R12(u¯− v).
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It can be seen easily that, defining ι2 and R˜(p) as
Rι2(u) = Rι1(ǫ−1u),
R˜(p)(u− v) = Rιp1(u− v), p = 1, ..., P − 1, (2.9)
all the equations (2.8) are compatible and reducing to the first one.
Now, in order to solve this equation for the R(u) above, we follow a procedure which
is the inverse of the Baxterisation (debaxterisation) [19]. R(u) can indeed be written
R12(u) =
1
2i
(
zR12 − z−1R−121
)
(2.10)
with z = eiu and the constant R12 and R
−1
21 matrices are spectral parameter independent.
Then the Yang–Baxter equations (2.8) for the spectral parameter dependent R-matrix
R(u) and Rι1(u) are equivalent to the following equations for the constant R-matrices
R12R
ι1
13R23 = R
ι1
23R13R
ι1
12 (2.11)
Rι112R13R
ι1
23 = R23R
ι1
13R12 (2.12)
R12 (R
ι1
31)
−1R23 − (R21)−1Rι113 (R32)−1 = Rι123 (R31)−1Rι112 − (Rι132)−1R13 (Rι121)−1 (2.13)
Rι112 (R31)
−1Rι123 − (Rι121)−1R13 (Rι132)−1 = R23 (Rι131)−1R12 − (R32)−1Rι113 (R21)−1 . (2.14)
If this modified YBE’s have a solution, then one can formulate new integrable models
on the basis of existing ones. We will hereafter give solutions of these YBE’s based on
Uq(sl(2)) R-matrices.
A solution of (2.11)–(2.14) is then given by
R =


q 0 0 0
0 1 0 0
0 q − q−1 1 0
0 0 0 q

 , (2.15)
Rι
p
1 =


q 0 0 0
0 ǫp 0 0
0 q − q−1 ǫ−p 0
0 0 0 q

 , (2.16)
where (2.15) is the usual R-matrix of Uq(gl(2)).
The solution obtained in [4] in connection with the staggered XXZ model for P = 2,
can then be generalised to a solution of (2.8) given by
R(u) =


sin(λ+ u) 0 0 0
0 sin(u) e−iu sin(λ) 0
0 eiu sin(λ) sin(u) 0
0 0 0 sin(λ+ u)

 , (2.17)
4
Rι
p
1(u) =


sin(λ+ u) 0 0 0
0 ǫp · sin(u) e−iu sin(λ) 0
0 eiu sin(λ) ǫ−p · sin(u) 0
0 0 0 sin(λ+ u)

 , (2.18)
(Notice that we introduced here the off-diagonal factors eiu and e−iu not present in [4] to
allow the decomposition (2.10). They are nothing more than a rescaling of the states or
a simple gauge transformation.)
Following the technique developed in the article [20] one can fermionise the R-matrix of
the XXZ model by using for the Va,σ and Vj,ρ spaces the Fock space of the Fermi fields
ci, c
+
i with basis vectors |0〉i and |1〉i, for which
(Xi)
a′
a =
(
1− ni c+i
ci ni
)
, (2.19)
is the Hubbard operator. Then the fermionic R-operator is defined by use of (2.17)
Raj = (−1)p(a1)p(j2) (Raj)a2j2a1j1 Xa1a2X
j1
j2
= a(u) [−njnk + (1− nj)(1− nk)] + b(u) [nj(1− nk) + (1− nj)nk]
+ c(u)
[
c+j ck + c
+
k cj
]
, (2.20)
where a(u) = sin(λ+ u), b(u) = sin(u), c(u) = sin(λ).
The corresponding expressions for the Rι
k
1 (k = 1, · · · , P − 1) operators are
R
ιk
1
aj = a(u) [−njnk + (1− nj)(1− nk)] + b(u)
[
ǫ−knj(1− nk) + ǫk(1− nj)nk
]
+ c(u)
[
c+j ck + c
+
k cj
]
. (2.21)
3 Hamiltonian for the P -leg model
Usually in order to calculate the Hamiltonian in an homogeneous chain we should
expand the transfer matrix around the point where it becomes identity operator (in the
braid formalism). But since we have different shifts of the spectral parameter in our
model it is impossible to find a value of the spectral parameter such that all the R-
matrices become identity. Therefore we choose u = 0 as an expansion point, where only
some of the R-matrices become identity, while the others contain scatterings. This is the
origin of the appearance of the next to nearest neighbour interaction terms (NNN)in
the Hamiltonian and of the formulation of the model on the P-leg quasi-one dimensional
chain.
We should calculate the transfer matrix at the point u = 0 and the linear term of its
expansion over u.
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Proposition 3.1 The transfer matrix Tˇ (0) in the braid formalism is proportional to the
identity operator
Tˇ (0) ≃ I (3.1)
Proof: The proof is based on the use of YBE at the point u = 0 and graphically
represented in Figure 1 in the P = 3 case.
Rι(−ǫ2θ)
Rι
2
(θ) Rι(−ǫθ)
Rι
2
(ǫ2θ) Rι(−θ)
Rι
2
(ǫθ)
R(0) R(0)
R(0) R(0)
R(0)R(0)
Figure 1: Transfer matrix at u = 0 for P = 3
T (u) is a product of R-matrices that can be written in several ways, simply using the
trivial commutations of matrices that have no indices in common. On way to write T (0)
is
T (0) =
P∏
j=2
j−1∏
i=1
Rι
P−j+i
ij ((ǫ
−j − ǫ−i)θ′)
P−1∏
j=1
P∏
i=j+1
Rι
P−j+i
ij ((ǫ
−j − ǫ−i)θ′) (3.2)
where θ′ = θ/(1 − ǫ) and ι ≡ ι1. The first terms of this product are R12R13R23 (with
convenient arguments and powers of ι), for which we use the Yang–Baxter equation. R12
meets then R14R34 and R13 meets R14R34. And so on, until all the R1j matrices are in
the middle (between the double products), so that
T (0) =
P∏
j=3
j−1∏
i=2
Rι
P−j+i−1
ij ((ǫ
−j − ǫ−i)θ′)
←−∏
j=2,..,k
Rι
P+j−1
1j
P−1∏
j=1
P∏
i=j+1
Rι
P−j+i
ij ((ǫ
−j − ǫ−i)θ′)
(3.3)
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The Ri1 terms present in the last double product precisely cancels the product
←−∏
j=2,..,k
Rι
P+j−1
1j
by unitarity property, so that
T (0) =
P∏
j=3
j−1∏
i=2
Rι
P−j+i−1
ij ((ǫ
−j − ǫ−i)θ′)
P−1∏
j=2
P∏
i=j+1
Rι
P−j+i
ij ((ǫ
−j − ǫ−i)θ′) (3.4)
The powers of ι have changed in the remaining part. Following a straightforward recursion,
we get
T (0) =
P∏
j=l+1
j−1∏
i=l
Rι
P−j+i−l+1
ij ((ǫ
−j − ǫ−i)θ′)
P−1∏
j=l
P∏
i=j+1
Rι
P−j+i
ij ((ǫ
−j − ǫ−i)θ′) (3.5)
and finally T (0) = 1 (up to some translations).
Hamiltonian for the 3-leg model
We will restricts ourselves to P = 3 in the parts of this article concerned with the cal-
culation of the Hamiltonian (the section concerned by the underlying algebra deals with
general P ).
The transfer matrix T (u) = T0(u)T1(u)T2(u) for P = 3 is defined by formulae (2.7)
containing only three lines
T0(u) =
L/3∏
j=0
(Ra,3j(u)R
ι2
a,3j+1(u¯)R
ι22
a,3j+2(u¯
(2))),
T1(u) =
L/3∏
j=0
(Rι1a,3j(u¯)R
ι1ι2
a,3j+1(u¯
(2))R
ι1ι22
a,3j+2(u)), (3.6)
T2(u) =
L/3∏
j=0
(R
ι21
a,3j(u¯
(2))R
ι21ι2
a,3j+1(u)R
ι21ι
2
2
a,3j+2(u¯)).
For convenience let us use the graphical representations of the R-matrices as it is defined
in the article [4] and represented in Figure 2.
Later we will pass to the so called coherent state basis for the R-matrices represented
via Grassmann variables ψ, by which the corners of the square in the picture are labelled.
The transfer matrix T (u) = T0(u)T1(u)T2(u) defined by formulae (2.7) contains only three
lines and can be drawn as in Figure 3.
In order to calculate the Hamiltonian one should take the expansion over the spectral
parameter u of the R-matrices in the expression (3.6) of the transfer matrix, and extract
7
ψ¯i
ψj
−b
a
a
b
ψi
ψ¯j
Figure 2: Rij
-2 -1 0 1 2 3 4
1 2 3 4 5 6 7
5
6
7
Rι2 (u) Rι
2
2 (u) R(u) Rι2 (u) Rι
2
2 (u) R(u) Rι2 (u)
Rι1ι2(u)
Rι
2
1
ι2(u)Rι
2
1 (u)
Rι1 (u)Rι1ι
2
2(u)
Rι
2
1
ι2
2(u)
Rι1ι2(u)
Rι
2
1
ι2(u)
Rι1 (u)
Rι
2
1 (u)
Rι1ι
2
2(u)
Rι
2
1
ι2
2(u)
Rι1ι2(u)
Rι
2
1
ι2 (u)
T0
T1
T2
Figure 3: Triple row monodromy matrix
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the linear term. As one can see from Figure 3, we have nine R-matrices forming a block,
by translation of which the whole transfer matrix can be reproduced. By use of T (0) ∼ I
proved before one can obtain the following expression for the contribution of one block to
the Hamiltonian
T (u) = a1a2 · · ·a9(I + uH01234),
H01234 = H(1)01234 +H(2)01234,
H(1)01234 = H ι
2
1
ι2
2
12 (Rˇ
ι2
1
ι2
2
12 )
−1(0¯(1)) + (Rˇ
ι2
2
23)
−1(0¯(2))H
ι2
2
23
+ Rˇ
ι2
1
ι2
2
12 (0¯
(1))Rˇ
ι2
1
23(0¯
(2))H ι112(Rˇ
ι1
12)
−1(0¯(1))(Rˇ
ι2
2
23)
−1(0¯(2))(Rˇ
ι2
1
ι2
2
12 )
−1(0¯(1))
+ (Rˇ
ι22
23)
−1(0¯(2))(Rˇι212)
−1(0¯(1))H ι212Rˇ
ι22
23(0¯
(2))
+ Rˇ
ι2
1
ι2
2
12 (0¯
(1))H
ι2
1
23(Rˇ
ι2
1
23)
−1(0¯(2))(Rˇ
ι2
1
ι2
2
12 )
−1(0¯(1)) (3.7)
+ (Rˇ
ι22
23)
−1(0¯(2))(Rˇι212)
−1(0¯(1))(Rˇι1ι223 )
−1(0¯(2))H ι1ι223 Rˇ
ι2
12(0¯
(1))Rˇ
ι22
23(0¯
(2)),
H(2)01234 = Rˇι
2
1ι
2
2
12 (0¯
(1))Rˇ
ι21
23(0¯
(2))H
ι21ι2
34 (Rˇ
ι21ι2
34 )
−1(0)(Rˇ
ι21
23)
−1(0¯(2))(Rˇ
ι21ι
2
2
12 )
−1(0¯(1))
+ (Rˇ
ι2
2
23)
−1(0¯(2))(Rˇ
ι1ι22
34 )
−1(0)H
ι1ι22
34 Rˇ
ι2
2
23(0¯
(2))
+ (Rˇ
ι2
1
ι2
2
12 )(0¯
(1))H
ι1ι22
01 (Rˇ
ι1ι22
01 )
−1(0)(Rˇ
ι2
1
ι2
2
12 )
−1(0¯(1)) (3.8)
+ (Rˇ
ι22
23)
−1(0¯(2))(Rˇι212)
−1(0¯)H34Rˇ
ι2
12)(0¯Rˇ
ι22
23(0¯
(2))
where the notation 0¯(k), k = 1, 2 means u¯(k) at u = 0 defined by the formula (2.6). In this
expression H
ιp
1
ιq
2
ij are the linear terms of the expansions of the corresponding R-matrices
and we will write down their explicit expressions later.
The formulae (3.7) and (3.8) show that we need the expressions of nine R-matrices,
as well as their derivatives, at u = 0. Instead of using in the future the long upper scripts
ιk1ι
p
2 it looks convenient to introduce the following numeration for those nine R-matrices
(see Figure 3)
Rˇι2(u¯(1)) = R1, Rˇ
ι22(u¯(2)) = R4, Rˇ(u) = R7
Rˇι1(u¯(1)) = R2, Rˇ
ι1ι2(u¯(2)) = R5, Rˇ
ι1ι22(u) = R8,
Rˇι
2
1
ι2
2(u¯(1)) = R3, Rˇ
ι2
1(u¯(2)) = R6, Rˇ
ι2
1
ι2(u) = R9,
(3.9)
with the corresponding numerations for the a(0), b(0) parameters(the parameter c is the
9
same for all of R-matrices and equal to c = cosλ.
a1 = sin(ǫ
2θ + λ) a2 = sin(θ + λ) a3 = sin(ǫθ + λ),
b1 = sin(ǫ
2θ) b2 = sin(θ) b3 = sin(ǫθ),
a4 = sin(−θ + λ) a5 = sin(−ǫθ + λ) a6 = sin(−ǫ2θ + λ),
b4 = sin(−θ) b5 = sin(−ǫθ) b6 = sin(−ǫ2θ),
a7 = sin(λ) a8 = sin(λ) a9 = sin(λ),
b7 = 0 b8 = 0 b9 = 0
(3.10)
and for their derivatives a′(0), b′(0)
a′1 = cos(ǫ
2θ + λ) a′2 = ǫ cos(θ + λ) a
′
3 = ǫ
2 cos(ǫθ + λ),
b′1 = cos(ǫ
2θ) b′2 = ǫ cos(θ) b
′
3 = ǫ
2 cos(ǫθ),
a′4 = cos(−θ + λ) a′5 = ǫ cos(−ǫθ + λ) a′6 = ǫ2 cos(−ǫ2θ + λ),
b′4 = cos(−θ) b′5 = ǫ cos(−ǫθ) b′6 = ǫ2 cos(−ǫ2θ).
(3.11)
The Hamiltonian (3.7-3.8) can have a following simple interpretation. We are taking
the logarithmic derivatives of the nine R-matrices of the constituent block, but instead
of ordinary sum we should take the braided sums of this terms. The meaning is clear
from Figure 4, where the square box represents H and where crossings of lines represent
R-matrices.
Figure 4: Some terms of the Hamiltonian
First one should make the permutations of neighbouring nodes with the correspond-
ing Rι
k
1
ιp
2(0) matrix and after the interaction via the local Hamiltonian permute them
back to their original order with the inverse matrices (Rι
k
1 ι
p
2)−1(0). This interpretation
is interesting from the mathematical point of view and would need further investigation.
Nevertheless it looks necessary to write down explicitly the expression for the Hamiltonian
in terms of fermionic creation-annihilation operators.
In order to make the calculations it appeared to be convenient to pass from ordinary
matrix (2.17) or operator (2.20-2.21) expressions of the R-matrix to the so called coherent
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state basis representation. Let us introduce the fermionic coherent states according to
articles [21] and express the R-matrix in these terms as it is done in [2, 3].
|ψ2j〉 = eψ2jc
+
2j |0〉, 〈ψ¯2j | = 〈0|ec2jψ¯2j (3.12)
for the even sites of the chain and
|ψ¯2j+1〉 = (c+2j+1 − ψ¯2j+1)|0〉, 〈ψ2j+1| = 〈0|(c2j+1 + ψ2j+1) (3.13)
for the odd sites.
These states are designed as an eigenstates of creation-annihilation operators of fermions
c+j , cj with eigenvalues ψj and ψ¯j
c2j | ψ2j〉 = −ψ2j | ψ2j〉 , 〈ψ¯2j | c+2j = −〈ψ¯2j | ψ¯2j , (3.14)
c+2j+1 | ψ¯2j+1〉 = ψ¯2j+1 | ψ¯2j+1〉 , 〈ψ2j+1 | c2j+1 = −〈ψ2j+1 | ψ2j+1.
It is easy to calculate the scalar product of this states
〈ψ¯2j | ψ2j〉 = eψ¯2jψ2j ,
〈ψ2j+1 | ψ¯2j+1〉 = eψ¯2j+1ψ2j+1 (3.15)
and find the completeness relations∫
dψ¯2jdψ2j | ψ2j〉〈ψ¯2j | eψ2j ψ¯2j = 1,∫
dψ¯2j+1dψ2j+1 | ψ¯2j+1〉〈ψ2j+1 | eψ2j+1ψ¯2j+1 = 1. (3.16)
Now let us pass to the coherent basis in the spaces of states
∏
j Vj,σ of the chain and
calculate the matrix elements of the R2j,2j±1-operators between the initial | ψ2j〉, | ψ¯2j±1〉
and final 〈ψ¯′2j |, 〈ψ′2j±1 | states. Using the properties of coherent states it is easy to find
from the formula (2.20), that
(R)
ψ¯′
2j ,ψ
′
2j±1
ψ2j ,ψ¯2j±1
(u) = 〈ψ′2j±1, ψ¯′2j | (Rˇk)2j,2j±1 | ψ2j , ψ¯2j±1〉
= e[a(u)ψ¯
′
2jψ2j+a(u)ψ¯2j±1ψ
′
2j±1−b(u)ψ¯2j±1ψ2j+b(u)ψ¯
′
2jψ
′
2j±1−δψ¯
′
2jψ2j ψ¯2j±1ψ
′
2j±1],
k = 1, 2..., 9. (3.17)
where δ = 2a(u)b(u)∆ and ∆ = cos(λ) is the models anisotropy parameter.
By use of these coherent states we can replace all the ordinary matrix multiplications
in the expressions (3.7-3.8) of the Hamiltonian by the Grassmann variable integration
with the measure ∫
· · · eψiψ¯idψ¯idψi (3.18)
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as it is dictated by the formulae (3.16). Then the calculation of integrals over Grassmann
variables simply reduces to the all possible Wilson–Polyakov’s contour integral countings
defined on a graph connected to the terms in the expression (3.7-3.7) by use of identifi-
cation of the Figure 2 with the R-matrix.
The expression we have obtained for the H(1)01234 is the following
H(1)01234 = c+2 c1(t21 + f21n3) + c+1 c2(t12 + f12n3) + c+2 c3(t23 + f23n1) + c+3 c2(t32 + f32n1)
+ c+3 c1(t31 + f31n2) + c
+
1 c3(t13 + f13n2) + d11n1 + d22n2 + d33n3 − d12n1n2
+ d13n1n3 − d23n2n3 + d123n1n2n3, (3.19)
where the coefficients tij , fij, dij, i, j = 1, 2, 3 and d123 are written down in the Appendix.
The expression for the second part of Hamiltonian H(2)01234 which consist of derivatives
of the R7(u), R8(u), R9(u) terms in the transfer matrix can be summarised as follows.
H(2)01234 = H07,0 · S01,1 · S04,2 +Hµ7,0 · (S1,1)nuµ · (S4,2)σν ·X3,σ
+ δ′7(ST4,0)0 · S¯03,1 +Xσ−1 · (ST4,0)µσ · (H8)νµ · (S¯3,1)ρν ·X2,ρ
+ (S¯T3,2)0 · (S¯T6,3)0 ·H09,4 +Xσ1 · (S¯T3,2)µσ · (S¯T6,3)νµ · (H9,4)ν , (3.20)
where vector indices µ, ν, σ = +,−, 3 and can be taken up and down by the usual metric
tensor gµν =

 0 2 02 0 0
0 0 1

, upper script T means transposition.
In the expression (3.20) other notations are defined as
H0r,i = a
′
r − (δ′r − a′r)c+i ci,
Hµr,i = (b
′
rc
+
i , b
′
rc
,
ia
′
r − (δ′r + a′r)c+i ci),
(Hr)
ν
µ =

 2b′r 0 00 −2b′r 0
0 0 δ′r

 ,
Xµi = (ci, c
+
i , 1− 2ni) r = 7, 8, 9 (3.21)
and
S0r,i = 2ara¯rec
+
i ci, r = 7, 8, 9
(Sr,i)νµ =

 −2bra¯re
ar
a¯r
c+i ci 0
√
2(a¯r − ar)ci
0 −2bra¯re
a¯r
ar
c+i ci
√
2(a¯r − ar)c+i
−2√2brc+i −2
√
2brci 2b
2
re
c+
i
ci

 (3.22)
where subscript i enumerates the lattice site. In the formulae (3.22) a¯1 = a6, a¯2 =
a4, a¯3 = a5, a¯4 = a2, a¯5 = a3, a¯6 = a1.
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4 Algebra
The underlying algebra of this model is defined by generators Lι
p
and the following
set of RLL relations derived from the set of coupled Yang–Baxter equations following [18]
Rι
p
12L
±
1
ιp+1
L±2
ιp
= L±2
ιp+1
L±1
ιp
Rι
p+1
12 (4.1)
Rι
p
12L
+
1
ιp+1
L−2
ιp
= L−2
ιp+1
L+1
ιp
Rι
p+1
12 (4.2)
(with again ι ≡ ι1). Writing
L+
ιp
=
(
K+1ιp 0
Eι
p
Kι
p
+2
)
, L−
ιp
=
(
Kι
p
−1
ιpF
0 Kι
p
−2
)
(4.3)
these relations become
K
ιp+1
1
+1 K
ιp
1
−1 = K
ιp+1
1
−1 K
ιp
1
+1
K
ιp+1
1
+2 K
ιp
1
−2 = K
ιp+1
1
−2 K
ιp
1
+2
K
ιp+1
1
+1 K
ιp
1
+2 = ǫ K
ιp+1
1
+2 K
ιp
1
+1
K
ιp+1
1
−1 K
ιp
1
−2 = ǫ K
ιp+1
1
−2 K
ιp
1
−1
K
ιp+1
1
+1 K
ιp
1
−2 = ǫ K
ιp+1
1
−2 K
ιp
1
+1
K
ιp+1
1
+2 K
ιp
1
−1 = ǫ
−1 K
ιp+1
1
−1 K
ιp
1
+2
(4.4)
K
ιp+1
1
+1 E
ιp
1 = ǫ−pqEι
p+1
1 K
ιp
1
+1
K
ιp+1
1
−1 E
ιp
1 = ǫ−pq−1Eι
p+1
1 K
ιp
1
−1
K
ιp+1
1
+2 E
ιp
1 = ǫ−p−1q−1Eι
p+1
1 K
ιp
1
+2
K
ιp+1
1
−2 E
ιp
1 = ǫ−p−1qEι
p+1
1 K
ιp
1
−2
K
ιp+1
1
+1 F
ιp
1 = ǫp+1q−1F ι
p+1
1 K
ιp
1
+1
K
ιp+1
1
−1 F
ιp
1 = ǫp+1qF ι
p+1
1 K
ιp
1
−1
K
ιp+1
1
+2 F
ιp
1 = ǫpqF ι
p+1
1 K
ιp
1
+2
K
ιp+1
1
−2 F
ιp
1 = ǫpq−1F ι
p+1
1 K
ιp
1
−2
(4.5)
ǫ−p Eι
p+1
1 F ι
p
1 − ǫp+1 F ιp+11 Eιp1 = (q − q−1)
(
K
ιp+1
1
−1 K
ιp
1
+2 −Kι
p+1
1
+1 K
ιp
1
−2
)
, (4.6)
We further define
eι
p ≡ Eιp−11
(
K
ιp−1
1
+1
)−1
= ǫ−p+1q
(
K
ιp
1
+1
)−1
Eι
p
1 (4.7)
f ι
p ≡ F ιp−11
(
K
ιp−1
1
−1
)−1
= ǫpq
(
K
ιp
1
−1
)−1
F ι
p
1 (4.8)
kι
p
−1 ≡ Kι
p−1
1
−1
(
K
ιp−1
1
+1
)−1
=
(
K
ιp
1
+1
)−1
K
ιp
1
−1 (4.9)
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kι
p
2 ≡ Kι
p−1
1
+2
(
K
ιp−1
1
+1
)−1
= ǫ
(
K
ιp
1
+1
)−1
K
ιp
1
+2 (4.10)
kι
p
−2 ≡ Kι
p−1
1
−2
(
K
ιp−1
1
+1
)−1
= ǫ
(
K
ιp
1
+1
)−1
K
ιp
1
−2 (4.11)
These operators fulfil the relations
kι
p
−1e
ιp
′
= δp,p′ q
−2 eι
p
kι
p
−1
kι
p
2 e
ιp
′
= δp,p′ q
−2 eι
p
kι
p
2
kι
p
−2e
ιp
′
= δp,p′ e
ιpkι
p
−2
kι
p
−1f
ιp
′
= δp,p′ q
2 f ι
p
kι
p
−1
kι
p
2 f
ιp
′
= δp,p′ q
2 f ι
p
kι
p
2
kι
p
−2f
ιp
′
= δp,p′ f
ιpkι
p
−2
(4.12)
[
eι
p
, f ι
p′
]
= δp,p′ (q
2 − 1) (kιp2 − kιp−2kιp−1) (4.13)
and, together with Kι
p
1
Kι
p
1 e
ιp
′
= δp,p′ ǫ
−p+1 q eι
p+1
Kι
p
1 (4.14)
Kι
p
1 f
ιp
′
= δp,p′ ǫ
p q−1 f ι
p+1
Kι
p
1 (4.15)
Kι
p
1 k
ιp
′
−1 = δp,p′ k
ιp+1
−1 K
ιp
1 (4.16)
Kι
p
1 k
ιp
′
2 = δp,p′ ǫ k
ιp+1
2 K
ιp
1 (4.17)
Kι
p
1 k
ιp
′
−2 = δp,p′ ǫ k
ιp+1
−2 K
ιp
1 (4.18)
Proposition 4.1 The composite operators
E ≡ 1
q − q−1
P−1∑
p=0
ǫ−
1
2
p(p−3)qpeι
p
, F ≡ 1
q − q−1
P−1∑
p=0
ǫ
1
2
p(p−1)q−p−1f ι
p
, (4.19)
K−1 ≡
P−1∑
p=0
kι
p
−1, K2 ≡
P−1∑
p=0
ǫpkι
p
2 , K−2 ≡
P−1∑
p=0
ǫpkι
p
−2 (4.20)
satisfy relations isomorphic to those of Uq(gl(2)), i.e.
K−1E = q−2 EK−1
K2E = q−2 EK2
K−2E = EK−2
K−1F = q2 FK−1
K2F = q2 FK2
K−2F = FK−2
(4.21)
[E ,F ] = 1
q − q−1 (K2 −K−2K−1) (4.22)
(K−2 and K2K−1 being central.)
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Proof: By direct check.
The supplementary operator
ℓ =
P−1∑
p=0
←−∏
r=0,..,P−1
K
(p+r)
1 (4.23)
(with by convention K
(a+P )
1 ≡ K(a)1 ) is central for odd P and it acts as “ ih ” for even P ,
i.e. it anticommutes with E , F and commutes with K−1, K±2. This operator corresponds
for even P to the existence of another Cartan generator related to a second deformation
parameter q′ = i, as observed in [7]. Most general multiparameter deformations were
considered in [22].
The operators E , F and K−1, K±2 are more clearly understood when written in a
matrix form reflecting the ZP -grading
E =


e(0) 0 · · ·
0 e(1)
...
. . .
· · · e(P−1)

 F =


f (0) 0 · · ·
0 f (1)
...
. . .
· · · f (P−1)

 (4.24)
and similarly for K−1, K±2.
We finally need to introduce the operators K¯1 and X defined by
K¯1 ≡
P−2∑
p=0
Kι
p
1 + (K1)
−1(Kι1)
−1...(Kι
P−2
1 )
−1 , (4.25)
and
X ≡
P−1∑
p=0
ǫp Id|Vp (4.26)
i.e., in matrix form:
K¯1 =


0 0 · · ·
P−2∏
p=0
K
(p)
1
−1
K
(0)
1 0
...
0 K
(1)
1
...
. . .
· · · K(P−2)1 0


X =


1 0 · · ·
0 ǫ
...
. . .
· · · ǫP−1

 (4.27)
Proposition 4.2 The operators Eι
p
, F ι
p
, Kι
p
±1,2 generate an algebra isomorphic to W ⊗
Uq(gl(2)), where W is a ǫ-Weyl algebra, i.e.
K¯P1 = X P = 1 XK¯1 = ǫ K¯1X (4.28)
(Uq(gl(2)) being understood with the supplementary operator ℓ (4.23)).
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Proof: First one checks that
[K¯1, E ] = 0 [K¯1,K±2] = 0
[K¯1,F ] = 0 [K¯1,K−1] = 0 . (4.29)
X also obviously commutes with E , F , K±2 and K−1.
Then it remains to write all the generators Eι
p
, F ι
p
, Kι
p
±1,2, in terms of E , F , K±2, ℓ, K¯1
and X , which can be done using polynomials of X for projections on Vp and then inverting
the relations (4.7)–(4.11).
5 Algebraic Bethe Ansatz (ABA) solution of the model
The Algebraic Bethe Ansatz (ABA) technique, called also Quantum Inverse Scattering
Method (QISM), was essentially developed in the works of Baxter [8] and of Leningrad
group [9].
In order to carry out ABA it is convenient to work in the conventional (not braid)
formalism and use the Y BE for R-operators in the form of formulas (2.8) and (2.21). Let
us first define the L-matrix as(
L
ιp
1
j (u)
)a
a′
= i〈a | Rι
p
1
ij | a′〉i = (−1)p(a
′)p(b′)
(
R
ιp
1
ij (u)
)ab
a′b′
Xb
′
jb (5.1)
=
(
a(u)(1− nj) + ǫ−pb(u)nj c(u)c+j
c(u)cj −a(u)nj + ǫpb(u)(1− nj)
)
,
which is a matrix in the horizontal auxiliary space with operator value entries acting on
quantum space Vj. The matrix elements between auxiliary states | a′〉 and 〈a | of the
monodromy operators Ts(λ, u) defined in (2.7)
(Ts(u))
a′
a = 〈a′ | Ts(u) | a〉 =
(
As(u) Bs(u)
Cs(u) Ds(u)
)
, s = 0, 1, ...P − 1 (5.2)
can be expressed as a product of the L-matrices as follows
T0(u) =
L/P∏
j=0
(LPj(u)L
ι2
Pj+1(u¯) · · ·Lι
P−1
2
Pj+P−1(u¯
(P−1))),
T1(u) =
L/P∏
j=0
(Lι1Pj(u¯)L
ι1ι2
Pj+1(u¯
(2)) · · ·Lι1ιP−12Pj+P−1(u¯(P ))),
... (5.3)
Tp(u) =
L/P∏
j=0
(L
ιp
1
Pj(u¯
(p))L
ιp
1
ι2
Pj+1(u¯
(p+1)) · · ·Lι
p
1
ιP−1
2
Pj+P−1(u¯
(p+P−1))),
p = 0, 1..., P − 1.
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By use of equations (2.8) one can obtain the graded Y BE for the monodromy matrices
Tp, p = 0, 1, ...P − 1 as follows
(−1)(P (b′)+P (b′′))P (a′′)(R)aba′b′(v¯(1) − u) (T0)a
′
a′′ (u) (T1)
b′
b′′ (v)
= (−1)P (b′)(P (a′)+P (a)) (T0)bb′ (v) (T1)aa′ (u)(R)a
′b′
a′′b′′(v¯
(1) − u),
... (5.4)
(−1)(P (b′)+P (b′′))P (a′′)(Rιp1)aba′b′(v¯(p+1) − u¯(p)) (Tp)a
′
a′′ (u) (Tp+1)
b′
b′′ (v)
= (−1)P (b′)(P (a′)+P (a)) (Tp)bb′ (v) (Tp+1)aa′ (u)(Rι
p
1)a
′b′
a′′b′′(v¯
(p+1) − u¯(p)).
Now, following the procedure of ABA, let us define empty fermionic state
| Ω〉 =
L∏
i=1
| 0〉i (5.5)
as a test vacuum of the model and demonstrate that it is the eigenstate of the transfer
matrix τ(λ, u) =
∏P−1
p=0 τp(λ, u) = TrT (λ, u).
The expression (5.1) for L-matrix shows that its action on | 0〉i produces upper tri-
angular matrix, therefore the action of the monodromy matrix (Tp)
a′
a on | Ω〉, defined by
the formulas (5.2) and (5.3), will also have upper triangular form and can be calculated
easily as
(T0(u)) | Ω〉 =


[∏P−1
k=0 a
ιk
2 (u¯(k))
]L/P
B0(u)
0
[∏P−1
k=0 b
ιk
2 (u¯(k))
]L/P

 | Ω〉,
... (5.6)
(Tp(u)) | Ω〉 =


[∏P−1
k=0 a
ιp
1
ιk2 (u¯(k))
]L/P
Bp(u¯
(p))
0
[∏P−1
k=0 b
ιp
1
ιk2 (u¯(k))
]L/P

 | Ω〉.
where
aι
p
2(u) = aι
p
1(ǫ−pu), aι
p
1(u) = a(u),
bι
p
2(u) = bι
p
1(ǫ−pu), bι
p
1(u) = ǫpb(u),
cι
p
2(u) = bι
p
2(ǫ−pu), cι
p
1(u) = c(u). (5.7)
Now it is obvious that | Ω〉 is an eigenstate of τ(u) with eigenvalue
ν(u) =
P−1∏
p=0
νp(u),
17
ν0(u) = [
P−1∏
k=0
aι
k
2 (u¯(k))]L/P + [
P−1∏
k=0
bι
k
2 (u¯(k))]L/P ,
...
νp(u) = [
P−1∏
k=0
aι
p
1
ιk2 (u¯(k))]L/P + [
P−1∏
k=0
bι
p
1
ιk2 (u¯(k))]L/P . (5.8)
One can see from the expressions (5.6) that the operators Cp(u) act on | Ω〉 as the
annihilation operators, while Bp(u) act as the creation operators. That is why it is
meaningful to look for states
| v0, v1, ...vn〉0 = B0(v0)B1(v1)...Bx(vn) | Ω〉x, x = n(modP ), (5.9)
as an n-particle eigenstates of τ(u) with spectral parameters vi, i = 0, ...n. In order to
check whether this is true we do not need to have an exact form of operators Bp(u), we
need only to know the algebra of operators Ap(u), Dp(u) and Bp(u), which can be found
from the Y BE (5.4) as follows
A0(u)B1(v) = +
a(v − u)
b(v − u)B0(v)A1(u)−
c(v − u)
b(v − u)B0(u)A1(v), (5.10)
...
Ap(u)Bp+1(v) = +
aι
p
1(v − u)
bι
p
1(v − u)Bp(v)Ap+1(u)−
cι
p
1(v − u)
bι
p
1(v − u)Bp(u), Ap+1(v)
p = 0, 1, ...P − 1
and
D0(u)B1(v) = +
a(u− v)
b(u− v)B0(v)D1(u) +
c(u− v)
b(u − v)B0(u)D1(v), (5.11)
...
Dp(u)Bp+1(v) = −a
ιp
1(u− v)
bι
p
1(u− v)Bp(v)Dp+1(u)−
cι
p
1(u− v)
bι
p
1(u− v)Bp(u)Dp+1(v),
p = 0, 1, ...P − 1
The first terms in the right hand side of equations (5.10) and (5.11) are so called “wanted”
terms and they are producing the eigenvalues ν(u, v1, v2, ..vn) of the state | v1, v2, ...vn〉0
as
ν(u, v1, v2, ..vn) =
P−1∏
p=0
νp(u, v1, v2, ..vn),
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ν0(u, v1, · · · , vn) = 1∏n
i=1 b
ιi
1(vi − u)
·
·
{
n∏
i=1
aι
i
1(vi − u)[
P−1∏
k=0
aι
k
2 (u¯(k))]L/P +
n∏
i=1
aι
i
1(u− vi)[
P−1∏
k=0
bι
k
2 (u¯(k))]L/P
}
,
...
νp(u, v1, · · · , vn) = 1∏n
i=1 b
ιi+p
1 (vi − u¯(p))
· (5.12)
·
{
n∏
i=1
aι
i+p
1 (vi − u¯(p))[
P−1∏
k=0
aι
k+p
2 (u¯(k))]L/P +
n∏
i=1
aι
i+p
1 (u¯(p) − vi)[
P−1∏
k=0
bι
k+p
2 (u¯(k))]L/P
}
,
p = 0, 1, ...P − 1.
But in order the state | v1, v2, ...vn〉 to be an eigenstate of τ(u) we need the cancellation
of so called “unwanted” terms, produced by the second terms in the right hand side of
equations (5.10) and (5.11). This gives us the restrictions on the spectral parameters
v1, v2, ...vn in the form of Bethe Equations (BE)[∏P−1
k=0 a
ιk
2 (u¯(k))∏P−1
k=0 b
ιk
2 (u¯(k))
]N
= −
n∏
i6=j
aι
i
1(vj − vi)
aι
i
1(vi − vj)
, j = 1, ...n, (5.13)
which completes the ABA solution of our model.
6 Appendix
t12 = ǫ
[
b′3 −
b3b
2
6a
′
2 + b
2
3a1b
′
2 − a6b′2 − δ′2a6a1b3
a1a6a3a5
+
b′1
a4
− b
′
5b1b4a1 − a′5b1
a4a6a1
− a
′
6b3
a3a5
]
, (6.1)
t21 = ǫ
−1
[
b′3 +
b3b
2
6a
′
2 + b
2
3a6b
′
2 − a1b′2 − δ′2a6a1b3
a1a6a3a5
+
b′1
a1
− b
′
5b1b4a6 − a′5b1
a2a6a1
+
a′6b3
a3a5
]
, (6.2)
t23 = ǫ
[
b′4 +
b6(a
′
2 − b′2b3a6)
a3a1a6
− a
′
1b4
a2a4
− b4(b
2
1a
′
5 + a6b4b
′
5)− a1(b′5 + δ′5a6b4)
a1a6a2a4
+
b′6
a3
]
, (6.3)
t32 = ǫ
−1
[
b′4 −
b6(a
′
2 + b
′
2b3a1)
a5a1a6
+
a′1b4
a2a4
19
+
b4(b
2
1a
′
5 − a1b4b′5) + a6(b′5 − δ′5a1b4)
a1a6a2a4
+
b′6
a5
]
, (6.4)
t13 = ǫ
−1
[
−a
′
2b3b6 + b
′
2b3a1 + δ
′
2b3b
3
6
a1a6a5
+
b′1b4
a2
− a
′
5b4b1 + b
′
5b1a6 + δ
′
5b
3
1b4
a2a1a6
+
b′6b3
a5
]
, (6.5)
t31 = ǫ
[
−a
′
2b3b6 − b′2b3a6 + δ′2b3b36
a1a6a3
+
b′1b4
a4
− a
′
5b4b1 − b′5b1a1 + δ′5b31b4
a4a1a6
− b
′
6b3
a3
]
, (6.6)
f12 = ǫ
[
−a1a6(b
′
2b
2
3a1 − b′2a6 − δ′2a1a6b3)− a23b26(a′2b3 + b′2a1)
a1a6a3a5
+
b′1
a2
− a
′
5b1 + b
′
5a6b1b4 + δ
′
5b1
a2a1a6
+
(a′6 + δ
′
6)b3
a3a5
]
, (6.7)
f21 = ǫ
−1
[
−a1a6(b
′
2b
2
3a6 + b
′
2a1 − δ′2a1a6b3) + a25b26(a′2b3 − b′2a6)
a1a6a3a5
+
b′1
a4
+
a′5b1 − b′5a1b1b4 + δ′5b1
a4a1a6
− (a
′
6 + δ
′
6)b3
a3a5
]
, (6.8)
f13 = ǫ
−1
[−b6(b′2a6 + δ′2a1a6b3 − a′2b3)
a1a6a3
+
b′1b4
a4
− a1b1(b
′
5 + δ
′
5a6b4)− b1b4a′5
a4a1a6
+
b′6b3
a3
]
, (6.9)
f31 = ǫ
[
b6(b
′
2a1 − δ′2a1a6b3 + a′2b3)
a1a6a5
− b
′
1b4
a2
+
a6b1(b
′
5 − δ′5a1b4) + b1b4a′5
a2a1a6
− b
′
6b3
a5
]
, (6.10)
f23 = ǫ
[
−b6(a
′
2 + δ
′
2 + b
′
2a1b3)
a1a6a5
+
(a′1 − δ′1)b4
a2a4
+
a1a6(b
′
5a1 + δ
′
5a1a6b4 − b′5a6b24) + a24b21(a′5b4 + b′5a6)
a1a6a2a4
+
b′6
a5
]
, (6.11)
f32 = ǫ
−1
[
b6(a
′
2 + δ
′
2 − b′2a6b3)
a1a6a3
− (a
′
1 − δ′1)b4
a2a4
− a1a6(−b
′
5a6 + δ
′
5a1a6b4 + b
′
5a1b
2
4) + a
2
2b
2
1(a
′
5b4 − b′5a1)
a1a6a2a4
+
b′6
a3
]
, (6.12)
d11 = a
′
3 +
a′2
a1a6
+
a′1 + δ
′
1b
2
4
a2a4
+
b′5b4(a1 − a6)
a1a6a2a4
, (6.13)
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d22 = a
′
2 + a
′
1 + a
′
5 + a
′
6 + a
′
4 + a
′
3, (6.14)
d33 = a
′
4 +
b′2b3(a6 − a1)
a1a6a3a5
+
a′5
a1a6
+
a′6 + δ
′
6b
2
3
a3a5
, (6.15)
d12 =
δ′5a1a6 − b′2(a1 − a1)b3
a1a6a3a5
− δ′1 +
a′5
a1a6
+
a′6
a3a5
− δ′3, (6.16)
d23 =
a′2
a1a6
+
a′1
a2a4
− δ′4 +
b′5b4(a6 − a1) + δ′5a1a6
a1a6a2a4
− δ′6, (6.17)
d13 = a
′
2 + a
′
1 + a
′
5 + a
′
6, (6.18)
d123 =
b′2a1a6b3(a6 − a1)− δ′2 − a′2b26
a1a6a3a5
− δ
′
1
a2a4
− a
′
5b
2
1 + b
′
5a1a6b4(a1 − a6)− δ′5
a1a6a2a4
− δ
′
6
a3a5
. (6.19)
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