Let H(t) be the renewal function for a renewal process, that is, a sequence {X i9 i = 1, 2, •} of nonnegative, independent and identically distributed random variables. Namely H{t) = EN(t) = E[sup {n; S n ^ ί}], where S n = Σ?=i -Xi Smith [3] has studied the limiting behaviors of H(t)/t for the case in which EXi = oo.
We now consider an extended renewal process in which X i9 i = 1, 2, may not be identically distributed. We also in this case use the similar notations S n and N(t), and we may also define H(t) in the similar manner under the condition that S n has no finite limit point. The main object of this note is to give a generalization of a result of Smith to our extended case. 2* Some lemmas* We begin with some lemmas for an extended renewal process with the finite mean lifetimes.
Let {X^ i -1, 2, •••} be a sequence of independent and nonnegative random variables with 0 < EX { = μ t < oo and let F^x) be the distribution function of X { . LEMMA 
Proof. Letting
Z n is independent of X n . Thus, noticing the nonnegativeness of X nf we see that (2.2) is Σ which turns out to be
by the finiteness of EN 2 (t), we may rewrite
which is the conclusion.
3* A theorem. We return to the case where X { may have the infinite mean renewal lifetimes. Let L{t) be a function of slow growth, that is, for every fixed c > 0, L{ct)/L(t)-+1 as t -> °o. We shall show the following theorem which is an extension of a result due to Smith ([3] , Theorem 1, (i), v = 1) to the case of nonidentically distributed random variables.
THEOREM. Let {X iy i = 1, 2, •••} δe α sequence of independent and nonnegative random variables with the distribution function Fi(x).
Suppose that where L(t) is a function of slow growth, is that
Before proving the theorem we shall show some lemmas. We now define a new renewal process {X*} for a fixed positive number t* by putting
if X, ^ t* , = ί* , otherwise . 
4) t < μ(t*)(H*(t) + 1) + Σ nε n (t*) Pr {N*(t) + 1 = n}
by Lemma 2 and noting t < S N{t)+1 , where e n (ί*) is defined by Now (3.4) holds for t ~ t*, in particular. Thus we have (3.5) ί* < μ(t*)(H*(t*) + 1) + Σ ne u (t*) Pr {iV*(ί*) + 1 = n} .
Λ=l
Next, we estimate of the order of e n (ί) as t->oo. Since the function 1 -F { {x) decreases to zero as x -> c>o, so does μi(t)/t as t->°o. In view of the assumption that (3.1) exists uniformly in t, it follows that, for any e > 0, there exists a constant N independent of t such that (3.6) Then we have -Σ n i=ί < ε , for n^ N.
for sufficiently large £, taking into account the fact that μi(t)/t-+O as t -> oo. Thus, we have for sufficiently large ί Noticing that μ(t)/t -• 0 as ί -> oo, we have the conclusion of the lemma.
LEMMA 5. Under the same conditions as in Lemma 4, we have for arbitrary δ > 0 Proof. Take <? > 0 arbitrarily and let X n represent new variables truncated according to the rule
It is clear that EX n = μ n (δt*) < oo. Then, noting that £ X^+ where N(t) and H(t) are defined in the renewal process associated with the new truncated variables {X n }. Since (3.11) holds for t = t* 9 in particular, we have
The same arguments as in the proof of Lemma 4 yield that (3.12) for the fixed δ > 0. Noting that
H(tη s
we have the required result. We now turn to the proof of the theorem.
Proof of Theorem.
We first assume that 2) is (3.3) .
Proof. In the proof of theorem, the condition relaxed has been used only in order to show (3.10) and (3.12). Thus, it suffices to show that (3.10) holds under the conditions of this corollary. and so | μ(t) \/t can be arbitrarily small for the sufficiently large t.
Thus, e n (t) = o(t) for all n ^ N. Therefore, we have Now we shall show under the condition that μ(t) 3, that As in the proof of the previous theorem, we have
μ(A)
Since A is arbitrary, this shows that ί* and (3.10) holds.
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