Natural visual images are typically composed of multiple objects, which need to be segregated from each other and from the background. The visual system has evolved to capture a great variety of cues that allow a meaningful segmentation of the visual input. One of these cues is connectedness. Connected image regions are likely to belong to a single visual object, whereas disconnected image regions typically belong to different objects. The visual system should therefore be rather proficient in recovering connected image regions. In the present article we will review evidence in favour of an important role of connectedness detection for figure-ground segmentation, and speculate on the physiological mechanisms that allow the visual system to perform this non-trivial task. We argue that biologically plausible feedforward networks are maladapted for the detection of connectedness. It is proposed that neurons that respond to connected image regions are linked by a network of recurrent connections that we call the interaction skeleton. Neurons spread a tag through the interaction skeleton, which labels cells that respond to the same perceptual object. Tag-spreading costs time and is therefore inconsistent with extremely rapid object recognition. We will discuss the pros and cons of two such tags: synchrony and rate modulation.
Introduction
One of the most important functions of early visual processing is the segmentation of a visual image into coherent image regions. Coherent image regions usually contain image elements that belong to the same object, and therefore this segmentation process is important for object recognition. At the beginning of the 20th century the Gestalt psychologists explored the criteria according to which the visual system decides which elements do and which do not belong to a single coherent image region (for review see Rock and Palmer, 1990) . They found that connectedness is among the most significant of these criteria, implying that the visual system should be well adapted for its detection.
Indeed, the visual system readily groups image regions together that are connected to one another, as is illustrated in Figure 1 . Image elements that are connected to one another stand out from other elements. The outcome of this segmentation process is of paramount importance for other visual functions. We will give two examples of how the detection of connectedness relationships affects subsequent visual processing. Our first example illustrates, rather informally, that object recognition benefits from the detection of connectedness among image components. In Figure 2A a number of everyday objects have been depicted, but the components of which the objects are composed have been disconnected. When these connections are re-established, as shown in Figure 2B , object recognition is greatly facilitated. This suggests that connectedness relationships are important determinants of image segmentation, which, in turn, is essential for object recognition. Our second example stems from the work of Verghese and Stone (1996) , who studied the relation between image segmentation and speed discrimination. Human observers were required to judge the speed of a patch of moving grating. The performance of the observers improved considerably when additional grating patches were introduced that were moving at the same speed. However, this improvement only occurred when the grating patches were disconnected, but not when the individual grating patches were connected to form a single, larger grating patch (Verghese and Stone, 1996) . This suggests that disconnected image regions provide independent speed estimates, which can be combined in order to improve discrimination performance. Connected image regions do not provide independent speed estimates, which implies that the outcome of connectedness detection is fed into the areas of the visual cortex that are responsible for speed discrimination.
Although, at first glance, the detection of connectedness may seem to be a computationally trivial problem, we will suggest that the ease with which connectedness is detected is a nontrivial accomplishment of the visual system. In particular, we will propose that connectedness detection constrains plausible network theories on early visual processing.
That the detection of connectedness is an interesting test case for the capabilities of neural network architectures follows from the work of Minsky and Papert (1969) . Minsky and Papert studied the detection of connectedness by perceptrons, simple neural networks that in many ways resemble the multilayered feedforward neural networks that have become rather popular nowadays (Rumelhart and McClelland, 1986 ). Minsky and Papert were able to show that the computation of connectedness using perceptrons is rather cumbersome, since the number of units required for the algorithm scales very unfavourably with the size of the retina on which images are displayed. Using perceptrons, the number of units that would be required for the computation of connectedness on a realistic retina is likely to exceed the number of neurons of the entire visual cortex. We will argue that the difficulties that perceptrons have with computing connectedness are shared by other multilayered feedforward network architectures.
Serial algorithms, which can be implemented using recurrent networks, offer a solution for the computation of connectedness that is quite cheap in terms of the number of processing units required, even for retinas of realistic size as was shown, for example, by Minsky and Papert (1969) . Ullman (1984) also suggested that the visual system should be equipped with a special serial contour-tracing operator in order to detect connectedness relationships. This raises the question whether such algorithms could be carried out by visual cortical neurons. In the present article we propose that this is the case. In order to develop our argument, let us brief ly review a few critical properties of the visual cortex that are relevant for the present discussion. The visual cortex is composed of a hierarchy of visual areas (Felleman and Van Essen, 1991; Zeki, 1993) . The primary visual cortex is at the lowest hierarchical level, and from here two or more processing streams depart which connect visual cortical areas to areas of the inferotemporal and parietal cortex (Goodale and Milner, 1992) . Along the way from the lowest to the highest hierarchical levels in the processing hierarchy, the response selectivity of the cortical neurons changes. First, the size of the receptive fields, which are classically defined as the region of the visual field over which a cell can be activated with an appropriate visual stimulus, increases from lower to higher areas (Zeki, 1993) . Second, neurons at lower levels of the hierarchy respond to relatively simple features like orientation or disparity, whereas neurons at higher levels of hierarchy can be rather capricious, requiring complicated stimuli like, for example, faces or complicated patterns of motion. What do we learn from these properties of the visual hierarchy that is relevant for the detection of connectedness?
First, we will discuss how connectedness should be represented in the visual cortex. We will contrast representational schemes in which connectedness between image regions is indicated by the activity of 'connectedness detectors', dedicated neurons that respond when image regions are connected, to alternative schemes in which connectedness is indicated by a label that is carried by all neurons responding to a connected image region. Second, we will examine why connectedness detection should be carried out by recurrent rather than by strictly feedforward networks. We will then suggest how serial algorithms that compute connectedness can be implemented in the visual cortex in a biologically plausible way.
Computation of Connectedness by Specialized Detectors
Before we consider how connectedness is computed, we have to discuss how connectedness is represented by visual cortical neurons. One of the possible schemes is to represent connectedness with dedicated neurons. The visual cortex may contain 'connectedness detectors' -neurons whose activity depends on connectedness between image regions. However, there are a number of disadvantages associated with representing connectedness using dedicated cells. First, realistic images are usually composed of many connected and disconnected regions. It is therefore a critical issue how these putative connectedness detectors indicate which of these regions are connected and which are disconnected. An obvious and straightforward solution to this ambiguity is to reserve a neuron for each combination of image locations that may be connected. However, as the number of combinations of image locations scales as the square of the sampling resolution, the visual cortex would have to reser ve huge numbers of cells for the representation of connectedness. Even more unrealistic cell numbers are required when connectedness relationships among more than two image locations need to be represented by dedicated cells. This illustrates that connectedness represents a severe case of the 'binding problem' in the spatial domain.
Second, properties of connectedness detectors constrain their location in the visual hierarchy. If a cell's response depends on the presence or absence of a connection between two image regions then, by definition, its receptive field includes these image regions and the path between them. This implies that the receptive field of a connectedness detector should comprise the entire visual field, since a connecting path may run anywhere in the visual field. At face value, this indicates that cells sensitive to connectedness among image regions must reside in the higher areas of the visual cortex. This is at odds with the fact that grouping processes are an early, 'preattentive' visual function on which much of the subsequent visual processing depends (Figure 2 ) (Rock and Palmer, 1990; Verghese and Stone, 1996) , at least when one adopts a primarily feedforward view of visual cortical processing (e.g. Rolls and Tovée, 1994) .
Further constraints on the computation of connectedness are related to the computational process. Feedforward networks appear to be particularly inefficient for the computation of connectedness. The most primitive representative of such a feedforward network is the perceptron, which has been shown to be maladapted for computing connectedness by Minsky and Papert (1969) . Perceptrons have been succeeded by parallel distributed processing (PDP) networks for which powerful training algorithms exist, like the ubiquitously used backpropagation algorithm (Rumelhart and McClelland, 1986) . However, even the backpropagation algorithm fails to train multilayered networks for the computation of connectedness (S. Bohte, R. Goebel and P.R. Roelfsema, unpublished observations) .
Why is it so difficult to compute connectedness using a feedforward architecture? A key observation is that connectedness is a transitive property. This means that if image region 1 is connected to region 2 and region 2, in turn, is connected to region 3, then region 1 is also connected to region 3. We can gain insight into the computational difficulties by considering the primitives that should be computed at the lower levels of a feedforward network that computes connectedness. Suppose that two image regions 1 and 2 are connected by a path 1-2 (Fig.  3A) . Obviously, this path can be decomposed in subpaths, for example, in the subpaths 1-3 and 2-3, for any region 3 that is a location along the path. Subpaths 1-3 and 2-3 are useful primitives for the computation of connectedness between image regions 1 and 2. Indeed, since connectedness is a transitive property, connectedness between 1 and 3 on the one hand and between 2 and 3 on the other implies connectedness between 1 and 2. This suggests that in a feedforward architecture, the computation of 1-3 and 2-3 should precede the computation of 1-2. In different images, however, the order in which connectedness among regions should be computed may be different. In Figure 3B , for example, the path 1-3 can be decomposed in shorter paths 1-2 and 2-3, suggesting that in this image the computation of 1-3 should succeed the computation of 1-2. In Figure 3C again a different case is shown, where the computation of 2-3 depends on the computation of 1-2 and 1-3. Thus, the problem of detecting connectedness between two image regions cannot uniquely be decomposed in simpler connectedness subproblems. This explains why it is difficult to compute connectedness in feedforward networks such as perceptrons (Minsky and Papert, 1969) and feedforward PDP-architectures (S. Bohte, R. Goebel and P.R. Roelfsema, unpublished obser vations). [It is nonetheless possible to compute connectedness in a feedforward manner. In this case there is a tradeoff between the required number of processing units and the number of layers of the feedforward network, which is proportional to the processing time required by the network. However, the number of units scales very unfavourably, at least as N 4 (where N is the resolution of the input retina, in one dimension) in all architectures that, to our knowledge, have been investigated (S. Bohte, R. Goebel and P.R. Roelfsema, unpublished observations). An estimate for N 2 is the number of axons in the optic nerve, which equals 10 6 . This suggests that feedforward networks should reser ve at least 10 12 neurons for the computation of connectedness, which is physiologically implausible.] Indeed, these considerations indicate that there is an inherent seriality in the computation of connectedness (Ullman, 1984) .
Computation of Connectedness by Tag-spreading
That serial algorithms can be rather effective and economical for the computation of connectedness was recognized by Minsky and Papert (1969; see also Ullman, 1984 for a related proposal). Indeed, such algorithms are readily implemented in recurrent neural network architectures (e.g. Sporns et al., 1989; König and Schillen, 1991) . The essence of these algorithms is illustrated in Figure 4 . Cells in the network of Figure 4 are activated from a particular image location (tile), and importantly, units that receive input from adjacent image positions are reciprocally connected. The algorithm presupposes that a tag is spread through these 'horizontal' connections, but only among units that are activated by the image. This implies that a connection is only effective if both the pre-and postsynaptic cell is active. We will refer to the subset of connections that are enabled in this way as the interaction skeleton (Fig. 4) . At step one of the algorithm, one of the responsive neurons receives the tag. It is easy to see that in subsequent iterations the tag spreads to precisely those neurons that respond to image regions that are connected to this tile. Indeed, if the interaction skeleton connects neuron A to neuron B on the one hand, and neuron B to neuron C on the other, then it is obvious that it also connects neuron A to neuron C. Thus, connectedness within the interaction skeleton is signalled by a transitive process, and accordingly, the tag spreads to precisely those neurons that respond to tiles that are connected through a path in the image.
We will propose that the visual cortex uses a version of this algorithm for the computation of connectedness. Let us try to isolate the essential ingredients of this simple algorithm. The algorithm relies on the use of two distinct signals for each position of the image. The first signal is the activation of network units which depends on the colour of the tile at the respective image location. The second signal is the tag that spreads through the interaction skeleton, the nature of which remains to be specified. Note that the spread of the tag is not determined by local features of the image but, in accordance with the nature of connectedness, by the global pattern of activated cells, which determines the composition of the interaction skeleton. Small differences in the image may lead to drastic changes in connectedness relations among image regions (as was demonstrated in Fig. 1 ). However, these differences are ref lected in equivalent changes in the composition of the interaction skeleton (Fig. 4) . The tag represents an inf luence on the units from beyond their classical receptive field. This is advantageous, since cells with restricted receptive fields can express connectedness relationships using this additional signal. Thus, tag-spreading is compatible with the representation of connectedness at early levels of the visual system. We will consider two candidate tags that we selected on the basis of physiological plausibility. The first candidate is an enhanced activity level of neurons that respond to an image region that is connected. The second candidate is synchronization among the responses of cells responding to a connected image region. We will suggest that the spreading of the two candidate tags is computationally equivalent, and that therefore both tags can rely on a similar architecture of corticocortical connections.
Enhanced Activity as a Tag for Connectedness
A candidate tag that could be spread through the interaction skeleton in order to compute connectedness is an enhanced level of activity. Thus, units responding to the black tiles of the image may have a moderate firing rate, whereas neurons that receive the tag have a higher firing rate. There is physiological evidence in support of distinct activity levels in early visual areas. Lamme (1995) and Knierim and Van Essen (1992) found that the responses of neurons in the primary visual cortex to line elements that belong to a figure are stronger than responses to line elements that belong to the background. This enhancement of firing rate occurs irrespective of the cue that distinguishes figure from ground (Zipser et al., 1996) . Neuronal responses to contour segments that are arranged collinearly are also enhanced in area V1, and this enhancement appears to increase the perceptual saliency of the respective contour segments (Kapadia et al., 1995) .
In addition, when attention is directed to one of several contours, neuronal responses to this contour are enhanced, even at the level of area V1 (Motter, 1993) . This suggests that labelling a connected subset of the interaction skeleton with an enhanced firing rate could be the neuronal correlate of directing visual attention to the respective connected image region. Substantial neuropsychological and psychophysical evidence exists in support of this hypothesis. There are patients with a lesion in the parietal cortex who typically perceive only one of two simultaneously presented visual objects. The interference between simultaneously presented image components is called extinction and is often taken as evidence for a disturbance in directing visual attention. When the respective image components are connected, however, extinction can sometimes be prevented (Humphreys and Riddoch, 1993) . This suggests that in these patients attention may spread to all components of a connected object. Also in healthy individuals, visual attention has a tendency to spread from attended image regions to image elements that are connected to these regions. Kramer and Jacobson (1991) , for example, studied the reaction times of subjects in a task in which they had to discriminate the linestyle of a particular contour. Closely spaced contours with a response-incompatible linestyle typically produced interference effects, as evidenced by longer reaction times and enhanced error rates. These interference effects were greatly potentiated when the relevant contour was connected to the responseincompatible contours. These results, taken together, suggest that object-based attention (Duncan, 1984) can be invoked in order to label an image region as connected.
However, there are also a few disadvantages associated with the use of different activity levels as a label for connectedness. First, an enhanced activity level does not allow for the simultaneous representation of connectedness relationships among multiple image regions. When multiple connected image regions are present, connectedness of only one of the regions can be represented at a time. Simultaneous initiation of the spread of an enhanced level of activity by cells responding to multiple image regions would render it impossible to decide whether these regions are connected to each other or not. Second, this tag may be confounded with the extent to which the stimulus matches the feature preferences of the neurons. Any visual stimulus will be suboptimal for a large population of visual cortical neurons and will therefore evoke a wide spectrum of activity levels in different cells. An additional mechanism would be required to distinguish these variations in activity levels from the tag for connectedness.
Neuronal Synchronization as a Tag for Connectedness
An alternative tag that can spread through the interaction skeleton is the precise timing of action potentials. It has been suggested previously that neuronal synchrony might label responses to related features and demarcate these responses from responses to unrelated features (von der Malsburg, 1981; Singer and Gray, 1995) . The suggestion that synchrony might label connected image regions is in accordance with this hypothesis. Thus, neurons responding to a connected image region should fire their action potentials at approximately the same time, whereas neurons responsive to unconnected image regions should not fire in synchrony. The synchrony label is advantageous since multiple image regions can simultaneously be labelled as connected, synchronization only occurring between the responses to connected image regions, but not between responses to non-connected regions. Moreover, the exact timing of action potentials is largely independent of firing rate. Thus, the extent to which the stimulus drives the neurons and the tag that indicates connectedness are not confounded.
Physiological evidence supports the hypothesis that synchrony labels responses to connected image regions. Spatially separate neurons in the primary visual cortex fire in synchrony when they respond to segments of the same visual contour. However, when the same neurons respond to separate contour segments the strength of synchrony is strongly reduced (Gray et al., 1989) , suggesting that the strength of synchrony may indeed label connected image regions.
A prediction from this hypothesis is that whenever synchronization among visual cortical neurons is disturbed, the detection of connectedness should also be impaired. This begs the question whether there are selective disturbances of neuronal synchrony, which leave further aspects of visual cortical processing unaffected. Fortunately, we have recently obtained evidence that strabismic amblyopia is such a disorder. It is a condition that develops in a proportion of humans and animals with a misalignment of the optical axes. In order to avoid double vision, these squinting individuals develop a strategy in which they continuously suppress vision with one of their eyes, and only fixate objects with the other eye. The non-fixating eye then develops a form of amblyopia that is characterized by a reduced acuity, and distortions of visual perception (Sireteanu et al., 1993) . In contrast to other types of amblyopia, strabismic amblyopia is not associated with a loss of neurons that are activated through the affected eye, and is most surprisingly also not associated with a change in the responsiveness of visual cortical neurons to high spatial frequencies (Chino et al., 1983) . Thus, patterns composed of spatial frequencies exceeding the threshold of the amblyopic eye can still evoke responses from visual cortical neurons that are as vigorous as responses evoked through the normal eye. However, when we assessed the strength of synchrony in cats with strabismic amblyopia, we found it to be drastically lower among responses evoked through the amblyopic eye than among responses evoked through the Figure 2B . The same objects shown in Figure 2A are readily recognized when the components that belong to the individual objects are connected, or in close proximity. The two regions 1 and 2 are connected by a path 1-2 going through region 3. In this situation the presence of paths 1-3 and 2-3 imply that 1-2 is also connected. Therefore, 1-3 and 2-3 are useful primitives for the computation of 1-2. (B) For this stimulus the computation 1-2 and 2-3 should precede the computation of 1-3. (C) In this configuration computation of 1-2 and 1-3 should precede the computation of 2-3. normal eye. Furthermore, the loss of synchrony among responses of neurons activated through the amblyopic eye was most pronounced for high spatial frequencies that the animals had been unable to discriminate during previous behavioural testing (Fig. 5) . Taken together, these results indicate that strabismic amblyopia is indeed associated with a selective loss of neuronal synchrony among neurons at the lowest level of the visual cortical hierarchy.
According to the hypothesis that synchrony labels responses of neurons to connected image regions, connectedness detection should therefore be disturbed in patients with strabismic amblyopia. Hess et al. (1978) explored visual distortions that patients with strabismic amblyopia perceive when viewing with their affected eye. They asked amblyopic observers to look with their amblyopic eye at gratings of various spatial frequencies and to make drawings of the distorted percepts. Examples of such drawings are shown in Figure 6 . Apparently, the patients failed to perceive connections among contours that were actually connected, and vice versa, perceived connections among contours that were actually disconnected. These visual distortions were most pronounced for gratings with higher spatial frequencies. Thus, in accordance with the hypothesis, a condition in which synchronization among cortical neurons is disturbed is associated with a pronounced deterioration in the detection of connectedness.
Physiological Mechanisms that Cause Tag-spreading
What is known about the mechanisms that might subserve the spreading of a tag through the interaction skeleton? In this section we will first discuss the type of connections that make up the interaction skeleton. Second, we will elaborate on the mechanisms that bring about the spread of a label through the interaction skeleton. Third, we wish to discuss the timescale on which tag-spreading should take place.
The Interaction Skeleton
Let us first consider the type of connections that are responsible for the spread of a label to neurons that respond to a connected image region. Most of the presently available data suggest that corticocortical connections are responsible for tag-spreading. Clues for synchrony spreading connections have been obtained in animals with a split callosum, and also in squinting animals. The corpus callosum is the fibre system that links the cortices of the two hemispheres. In animals with an intact corpus callosum visual cortical neurons in opposite hemispheres can synchronize their discharges, just as neurons within the same hemisphere. However, when the corpus callosum is sectioned, interhemispheric synchrony is abolished, while cells within the same hemisphere still engage in synchrony (Engel et al., 1991) . Since the corpus callosum is in many respects an extension of the network of interareal connections (e.g. Schmidt et al., 1997) , this is strong evidence that intracortical connections are the carriers of synchrony. If synchrony were to serve as a tag for connectedness, this would imply that the interaction skeleton is composed to a large extent of corticocortical connections. Experiments in squinting animals lend supportive evidence for the involvement of corticocortical connections in the spread of synchrony. When animals are raised with a misalignment of the optical axes there is a breakdown of binocularity in the primary visual cortex, such that the neurons are split between two populations, each of which is driven almost exclusively by one of the two eyes. Löwel and Singer (1992) found that in squinting animals corticocortical connections selectively interconnect neurons that are activated through the same eye. There are almost no connections between neurons that are activated by different eyes. Subsequent studies (König et al., 1993; Roelfsema et al., 1994) on the pattern of synchronization in squinting animals revealed that only cells activated through the same eye fire in synchrony. Thus, the absence of corticocortical connections between populations of neurons activated through different eyes is accompanied by a loss of synchronization between them.
When corticocortical connections are responsible for the spread of the label, they should have sufficient specificity. The algorithm that was proposed above requires the tag-spreading connections to selectively interconnect cells responding to neighbouring image regions. This requirement is fulfilled by corticocortical connections in the primary visual cortex, which primarily connect neurons with closely spaced receptive fields (Gilbert and Wiesel, 1989) . In addition to their dependence on the position of receptive fields, corticocortical connections also exhibit a dependence on the orientation tuning of primary visual cortical neurons (Gilbert and Wiesel, 1989) . Connections in the primary visual cortex preferentially interconnect cells with collinear receptive fields (Bosking et al., 1997) . This dependence is probably related to the perceptual grouping criterion of collinearity. In the present discussion we focus on connectedness as a grouping criterion, but the specificity of intracortical connections suggests that other grouping criteria are easily accommodated within the same framework, as has been discussed elsewhere (Tononi et al., 1992; . It is likely that the specificity of the tag-spreading connections required by the algorithm evolves during development based on experience-dependent plasticity . The requirement that the interaction skeleton should preferentially link neurons with closely spaced receptive fields is easily met by such a correlation rule, since such neurons are more likely to be coactivated by the visual input than neurons that have a larger separation between their receptive fields. Indeed, simulation studies suggest that a simple Hebbian learning rule is sufficient for pruning tag-spreading connections for the detection of connectedness .
In some studies on synchronization in artificial neuronal Figure 5 . Neuronal synchronization in the primary visual cortex of cats with strabismic amblyopia. In anaesthetized cats with strabismic amblyopia neurons were activated with coarse gratings (A,C) that the animal had been able to discriminate with both eyes, or with fine gratings (B,D) which the animal had discriminated reliably only with the normal, but not with the amblyopic eye. (A,B) Responses (small boxes) and cross-correlation functions (larger boxes) at two recording sites activated from the normal eye. Note that although responses are weaker with the fine than with the coarse grating, synchrony remains robust, as evidenced by a pronounced peak in the cross-correlation function at 0 ms delay. (C,D) Responses and cross-correlation functions for two recording sites activated from the amblyopic eye. Note that neurons at the two recording sites exhibited responses to the fine grating, although the cat had not been able to discriminate this grating with its amblyopic eye. The strength of synchrony, however, was greatly reduced for responses to the fine grating. (Modified from Roelfsema et al., 1994.) networks, stimulus-dependent synchronization was achieved by implementing mechanisms that allow for rapid activitydependent changes in the synaptic efficacy of synchronizing connections (as was first suggested by von der Malsburg, 1981) . Connections between cells that are activated by a new stimulus will be potentiated, and the enhanced efficacy guarantees that synchronization remains restricted to the appropriate assemblies when additional stimuli are introduced. However, it should be noted that these rapid synaptic changes are not essential for the detection of connectedness. The requirement that the tag is only spread among activated neurons is sufficient (Fig. 4) .
Neuronal Bursts
Let us now discuss how the labels spread through the interaction skeleton. We will first focus on the spread of the synchrony label, since for this process most physiological data are available. Closely located neurons in the visual cortex exhibit a tendency to fire their action potentials at approximately the same time. Autocorrelation functions of recordings from small groups of neurons in the vicinity of a single electrode ref lect this tendency, because they typically exhibit a peak that spans the zero time bin. This suggests that local cortical circuits are laid out to allow for cooperativity of firing among these local cell groups (see also Douglas et al., 1995) . Thus, neurons that have reached the firing threshold are likely to activate others that are also close to the threshold rapidly through their excitatory connections, thus starting a burst of activity (Bush and Douglas, 1991) . We propose that such bursts are propagated across a number of synapses of the interaction skeleton. Then they die out, for example because inhibition builds up or because they collide with bursts that started at other positions. These activity bursts would provide a mechanism for synchronizing neurons that are connected through the interaction skeleton. The course that a burst can take is constrained by the layout of the interaction skeleton. Neurons that respond to unconnected image regions and that are therefore not connected by the interaction skeleton can never participate in the same burst. One apparent contradiction of this proposal with the experimental data is related to the fact that individual bursts will always be accompanied by time-lags between neurons that are activated successively. At first glance, this seems to be incompatible with the findings on synchronization among cortical neurons that have almost always revealed correlation functions with peaks close to zero millisecond time-lag. But, as was discussed above, the serial algorithm for connectedness detection just requires tag-spreading to start somewhere, at an arbitrary, or even random position of the interaction skeleton. Similarly, a burst of activity can also start any where in the network of corticocortical connections. This implies that neurons that are connected through the interaction skeleton will exhibit a range of time lags depending on the starting position of the burst and the path that it takes through the interaction skeleton. Moreover, if bursts are interrupted by a build up of inhibition, neurons which fired early during a burst may fire again during the same burst. The time-lag between two neurons averaged over a large number of bursts may therefore be close to zero milliseconds.
Evidence that supports such bursts as a mechanism for neuronal synchrony has recently been obtained in a study on time-lags that occur in the interactions between neurons in the primary visual cortex. König et al. (1995) studied the dependence of time-lags in the correlations between neurons that were activated by visual stimuli matching the feature selectivities of the neurons to varying degrees. It was found that neurons that were optimally activated by a visual stimulus tended to fire ahead of cells that were less optimally activated by the stimulus. Thus, by changing the extent to which a visual stimulus matches the preferences of different cell groups, time-lags between the neurons can be changed in a predictable way. It is likely that a cell that is activated by an optimal visual stimulus is more rapidly depolarized to its firing threshold, and thus is more likely to start a burst, than a neuron that is suboptimally stimulated. This suggests that the average course taken by a burst is not invariant, but depends on the visual drive experienced by the neurons that constitute the interaction skeleton. It should be stressed, however, that the number of exactly synchronous spikes was above chance for all stimulus conditions, and that neurons never fired in antiphase.
In order to synchronize neurons that are separated by a large number of synapses of the interaction skeleton, a burst should have enough time to develop. The width of a peak in the correlation function provides an estimate of the average burst duration. Many studies have come up with a width of ∼8-10 ms (Fig. 5 ) (cf. Eckhorn et al., 1988; Gray et al., 1989) . In such a short time a burst cannot, with all likelihood, spread further than 6-8 synapses. Therefore, additional mechanisms may be required to synchronize neurons separated by many synapses if this is required for connectedness detection. We will discuss three such mechanisms.
The first mechanism that may bring about synchronization over larger distances in the interaction skeleton is an oscillatory firing pattern of the constituent neurons (Engel et al., 1992) . Temporal constraints on the synchronizing interactions are less severe for units engaging in oscillatory activity than they are for stochastically firing cells, because the predictability of the spike trains can be exploited for the generation of synchrony. Therefore, even long transmission and synaptic delays are compatible with the generation of synchrony among oscillators (König and Schillen, 1991) . Excitatory connections between oscillators cause synchrony if they are fast in comparison to the duration of the oscillatory cycle, or if they are delayed up to the next oscillatory cycle (Sporns et al., 1989) . Similarly, inhibitory interactions among oscillators may postpone the firing of postsynaptic neurons up to next oscillatory cycle, as has been demonstrated in neural network models (Bush and Douglas, 1991) and also in hippocampal slices (Whittington et al., 1995) . Physiological evidence is consistent with a role of oscillatory activity in extending the range of synchrony. In anaesthetized cats, episodes of oscillatory firing with frequencies in the gamma range are associated with the appearance of synchrony over larger cortical distances, but this does not occur when neurons fire irregularly (König et al., 1995) .
The second mechanism which may help to synchronize neurons responding to connected but widely separated image regions is an increase of the average burst duration. Many studies on the interactions among neurons in the visual cortex have focused on synchronization with a precision of a few milliseconds, a timescale that puts a severe restriction on the spread of synchrony. However, Nelson et al. (1992) found that visual cortical neurons may also synchronize their discharges on different timescales. In their study the widths of correlation functions among visual cortical neurons were subdivided in three categories: T-, C-and H-type coupling. T-type coupling (T for tower) was most precise, and was associated with an average width (at half height) of peaks in the correlation functions of 3 ms. Correlation functions indicative of C-type coupling (C for castle) had an average width of 30 ms, and correlation functions indicative of H-type coupling (H for hill) a width of 400 ms. The spread of synchrony was larger for H-and C-type coupling than for T-type coupling. Thus, slower types of coupling that are associated with a longer burst duration allow synchrony to spread over longer distances in the interaction skeleton. It should be noted that neurons which fire early during a prolonged burst should remain active during the propagation of the burst through the interaction skeleton. If not, travelling waves occur, and these are associated with a pattern of reliable phase differences and loss of synchrony.
There are also a few disadvantages associated with long burst durations. A new burst of activity should only be initiated after the last died out. Therefore, long burst durations need to be accompanied by a low probability of their initiation. If, by chance, bursts simultaneously occur in unconnected regions of the interaction skeleton, such regions would be spuriously labelled as connected. This implies a trade-off between the duration of bursts, the frequency with which they can be initiated and the probability of spurious synchronization. One of the virtues of the synchrony label -the possibility for simultaneous representation of multiple connected image regions -is sacrificed with a long burst duration. In fact, multiple connected regions can only be argued to be represented simultaneously on a timescale much slower than the frequency with which the responsive cell groups alternate. A temporal separation of hundreds of milliseconds between bursts in unconnected regions of the interaction skeleton is therefore incompatible with a simultaneous representation of connectedness on a perceptual timescale. There is even physiological evidence for rate changes that covary among neurons on a timescale of seconds (Bach and Krüger, 1986 ). However, synchrony seems to be an inappropriate term for these very slow rate covariations. We would like to suggest that rate modulations on these slower timescales are indicative of the enhanced firing rate label. Indeed, prolonged bursts that alternate between unconnected regions of the interaction skeleton are a probable correlate of shifts of attention between the corresponding image regions, as was discussed above. The distinction between the two labels is the timescale on which neurons in unconnected regions of the interaction skeleton alternate. For the synchrony label this timescale is considerably shorter than the timescale of attentive shifts. Still, the processes responsible for the spread of the two labels have a highly similar structure, and can rely on the same architecture of intracortical connections.
Physiological evidence indicates that the extent to which synchronization spreads through the interaction skeleton is a dynamic parameter of the cortical network. Neuromodulators like acetylcholine or noradrenaline affect the biophysical properties of neurons by altering the contribution of various ion channels to the membrane potential. These substances have a pronounced inf luence on the spread of synchrony. It has recently been shown that brain stem modulatory systems promote a regular oscillatory firing pattern with frequencies in the gamma range, which strengthens synchrony among spatially separated cortical neurons (Munk et al., 1996) . Our considerations predict that whenever responses of neurons that are separated by many synapses need to bound into a coherent percept, oscillatory activity with frequencies of the gamma band should be most pronounced. Tallon-Baudry et al. (1997) demonstrated that search tasks in which humans need to integrate contour elements that are widely distributed over visual space are indeed associated with a pronounced increase of gamma-power in the EEG. Similarly, adjustments of the burst duration should also allow for a dynamic regulation of the spread of synchrony. We have recently obtained evidence that the brain continuously adjusts the temporal precision of synchrony to actual behavioural requirements (Roelfsema et al., 1997a) .
The third mechanism which may help to spread the label among neurons with widely separated receptive fields is to insert shortcuts in the interaction skeleton by the inclusion of additional layers. Edelman (1987) described an algorithm that takes advantage of this possibility, and that can be implemented on a pyramid computer (pyramid algorithms were introduced by Tanimoto, 1985) . Figure 7 illustrates such a pyramid algorithm schematically. The lowest layer of the pyramid corresponds to the tag-spreading network decribed above. Neurons in higher layers receive input from a number of neurons (nine neurons in Fig. 7 ) of the next lower layer. Units in higher layers have larger receptive fields, but are only active when it can be verified, on the basis of simple heuristics, that there is a single connected image component in their receptive field. An example of such a heuristic is the requirement that all pixels within the receptive field are on the same horizonal or vertical row, and that there are no line terminations (Fig. 7A) . In higher layers, only units with collinear receptive fields are connected. [The requirements that (i) all image elements within a receptive field are approximately collinear, and (ii) there are no line terminations would constitute an equivalent heuristic for human vision.] More complicated heuristics, which also can be computed by the pyramid in a feedforward way, have been described by Edelman (1987) and . When a neuron remains silent, all image components within its receptive field may nonetheless be connected, for example through a detour outside the receptive field. Activity in higher layers can speed up the tag-spreading process considerably by inserting shortcuts in the interaction skeleton, as is illustrated in Figure 7A . However, when the path is not straight, or other image elements are nearby, tag-spreading can only occur in the lower layer(s) of the paramid (Fig. 7B) . Thus, tag-spreading can proceed at various levels of the pyramid, and requires bottom-up, top-down and lateral interactions. Importantly, the speed of tag-spreading in a pyramid depends on the separation between image components and on their regularity (Edelman, 1987) .
Temporal Constraints on the Detection of Connectedness
One of the important characteristics of the tag-spreading algorithms that were discussed above is that they should be associated with time delays. Longer distances that need to be bridged by the tag-spreading process should be ref lected by prolonged processing times. Psychophysical evidence in accordance with this prediction has been obtained in a number of studies by Jolicoeur and co-workers (Jolicoeur et al., 1986 Jolicoeur and Ingleton, 1991) . The results of one of these investigations (Jolicoeur and Ingleton, 1991) are illustrated in Figure 8 . In this study visual images, such as the one illustrated in Figure 8A , were presented to human subjects. The images were composed of two contorted curves, one of which was connected to the fixation point. There was also a second circular target, and it was the task of the subjects to judge whether this target was on the same curve as the fixation point, or whether it was on the other curve. For the trials in which both target and fixation point were on a single curve, a conspicuous pattern of reaction times was observed. Reaction times increased monotonically when the distance between the fixation point and the target, as measured along the curve, was enlarged (Fig. 8B) . Therefore, it was suggested that a hypothetical curve-tracing operator travels along the curve, starting from the fixation point and proceeding at a relatively constant speed until the target was reached (Jolicoeur et al., 1986 Jolicoeur and Ingleton, 1991 ; see also Ullman, 1984) . We would like to suggest that the tag-spreading algorithms that were discussed above would constitute a physiologically plausible implementation of the curve-tracing operator.
The speed of tracing depends on the curvature of a curve, and on its distance from other image components. When a curve is contorted or other curves are nearby, tracing speed is reduced . These results support the pyramid algorithm illustrated in Figure 7 .
Preliminary physiological evidence for the involvement of tag-speading in curve tracing has been obtained in a recent study (Roelfsema et al., 1997b) . The activity of neurons in area V1 was recorded in awake monkeys performing a curve-tracing task. The responses of neurons that responded to a curve that the monkey was required to trace were enhanced relative to the responses of neurons that responded to another, distracting curve. These results provide direct physiological evidence for the involvement of tag-speading in the detection of connectedness.
Concluding Remarks
Connectedness detection provides a serious challenge for neuronal network architectures (Minsky and Papert, 1969) . Because connectedness is a transitive property, many local decisions need to be integrated in order to arrive at a correct interpretation of connectedness relationships among image components (Fig. 1) . The detection of connectedness cannot be uniquely decomposed in simpler connectedness subproblems, implying an inherent seriality in the computational process (Ullman, 1984) . Tag-spreading is a candidate recurrent algorithm, which can be implemented in the architecture of the visual cortex in a physiologically plausible way. A variant of a tagspreading algorithm has been proposed by Grossberg and Mingolla (1985) , in a model on colour spreading. Tag-spreading requires two independent signals at each image position. One signal is related to the local image qualities and the second signal is the tag itself. The tag-spreading algorithms that were discussed above allow both signals to be represented by single neurons. A lternative implementations of the same algorithm can be envisioned, for instance by splitting the two signals up between different neurons. Physiological evidence on context-dependent rate changes (Kapadia et al., 1995; Lamme, 1995) and synchronization among visual cortical neurons (Singer and Gray, 1995) provide physiological evidence for the versions of the algorithm that we chose to discuss, but the issue is still a hot topic for debate among neuroscientists (cf. Tovée, 1994) .
Temporal Constraints on Visual Perception
Tag-spreading, like any recurrent algorithm, costs time. The duration of a population burst during which cells responsive to one of the image components fire is a critical parameter in this respect. When the burst duration is too short to allow tagspreading within a compartment of the interaction skeleton, some mechanism is required to carry over the intermediate results to the next population burst. A regular, oscillatory firing pattern is such a mechanism that allows tag-spreading to take place across several bursts that are separated in time. In complicated situations the burst duration may also be prolonged, at the cost of extending it to perceptual timescales. This can be conceived of as sequentially attending to the various image components. In this situation connectedness detection would become 'slower than perception'. Psychophysical evidence indicates that the detection of a connection between two locations in the image can be associated with prolonged processing times, in particular when the connection consists of a contorted curve (Jolicoeur et al., 1986; Jolicoeur and Ingleton, 1991) .
It was suggested by us and others (e.g. Ullman, 1984 ) that object recognition benefits from connectedness detection. This implies that object recognition should also cost time, at least in cases in which it depends on the outcome of the segmentation process. In contrast, Rolls and Tovée (1994) and Tovée (1994) argued that object recognition is completed within 100-150 ms. After 100 ms neurons in the inferotemporal cortex start to fire and their responses are selective for visual shapes like faces. The short latency of these cells leaves a processing time of ∼20 ms in each of the levels of the visual cortical hierarchy preceding the inferotemporal cortex, a time during which a typical cortical neuron would fire one or, at most, two spikes. This seems to imply that the visual cortex is effectively reduced to a feedforward network during object recognition. A similar conclusion may be drawn from a study by Thorpe et al. (1996) , on visually evoked potentials (VEPs) in humans who were required to distinguish between pictures of animals and non-animals. Reaction times in this rather complicated discrimination task were surprisingly fast, with a median of 445 ms. Moreover, Thorpe et al. (1996) found a significant difference in the shape of the VEP between animals and non-animals, occurring as early as 150 ms after stimulus onset. These data suggest that visual cortical processing required for complicated discriminations can be completed within a very short epoch.
However, there are images in which object recognition depends on the connections among image regions (Fig. 2) . Our analysis suggests that the visual cortex does not compute connectedness in a feedforward mode. This implies that object recognition cannot always proceed as rapidly as suggested by Rolls and Tovée (1994) and Thorpe et al. (1996) . Results from a recent study by Wolfe and Bennett (1997) strengthen this conclusion. In one experiment of this study subjects were required to detect chickens among nonsense objects that were composed of chicken parts. Detection of chickens was very slow, since each nonsense object prolonged the reaction time by ∼90 ms. We suggest that the discrepancy between the results of Thorpe et al. (1996) and those of Wolfe and Bennett (1997) is caused by a difference in the distractors. In the study by Thorpe et al. the pictures without animals did not contain any elementary animal features like eyes or paws. Therefore, it cannot be excluded that observers based their judgements on primitive shape descriptions like circles (eyes) or hair-like textures. In the study of Wolfe and Bennett (1997) , however, such a strategy was impossible, since the distractors were nonsense objects composed of similar parts. These results, taken together, suggest that object recognition can indeed be very rapid in cases in which it suffices to detect a simple feature, or, perhaps, one of a list of a simple features. However, when this strategy is excluded by distractors that are balanced with respect to simple features, object recognition depends on image segmentation (Wolfe and Bennett, 1997) . In these cases recognition is slow, and the visual cortex does not operate solely in a feedforward mode.
The Locus of the Tag-spreading Process
Physiological evidence that was discussed by us concerned the activity of and synchrony among neurons in early areas of the visual processing hierarchy. In higher areas of the visual cortex receptive fields are probably too large to allow for tag-spreading with high positional specificity. However, neurons in higher areas can speed up tag-spreading and connectedness detection considerably if unconnected image components are regular and well separated (Edelman, 1987) . Subcortical visual structures may also contribute to the tag-spreading process. Recent studies have shown that neurons in the lateral geniculate nucleus and even in the retina will synchronize their discharges depending on whether image components are connected or not (Neuenschwander and Singer, 1996) . Questions about the extent to which tag-spreading operations at the various levels of the visual system contribute to connectedness detection will have to await further experimentation.
Connectedness in Other Feature Dimensions
Connectedness is only one of the large number of criteria that the visual system applies in order to segment a visual image. It is straightforward to incorporate other grouping criteria into the interaction skeleton. Indeed, in studies on synchronization in neural networks, synchrony spreading connections have been hypothesized to connect neurons with, for example, a similar preference for orientation, motion or colour (Sporns et al., 1989; Tononi et al., 1992) . According to these studies, tag-spreading connections should link neurons that have closely spaced receptive fields, and an approximately similar tuning in one of these feature dimensions. If a visual feature, like disparity, changes gradually within the boundaries of a perceptual object, but changes abruptly across its borders, the interaction skeleton will selectively link neurons that respond to the object. In this situation the interaction skeleton also links neurons with a widely different disparity tuning, through cells with an intermediate disparity tuning . Note that it is the transitivity of the tag-spreading process that allows for the integration of local similarities in order to arrive at a meaningful global segmentation of the visual image.
In natural visual images many cues demarcate the borders between objects and between objects and background. Therefore, it is beneficial if the tag can spread between neurons that are selective for different visual features. In a previous article we have suggested how neurons that are simultaneously selective for more than a single feature domain may provide the necessary links, connecting the appropriate cell groups through the interaction skeleton . Physiological evidence supports the conjecture that tags spread between different feature maps. Many neurons in area V1 that respond to a figure in the foreground exhibit an enhanced firing rate irrespective of the cue that distinguishes this figure from the background (Zipser et al., 1996) . Similarly, neurons which are tuned to different visual features and situated in different areas of the visual cortex can synchronize their discharges on a variety of timescales (Nelson et al., 1992; Roelfsema et al., 1997a) .
