In this paper, a self-organizing map (SOM) neural network is used to visualize corrective actions of failure modes and effects analysis (FMEA). SOM is a popular unsupervised neural network model that aims to produce a low-dimensional map (typically a two-dimensional map) for visualizing high-dimensional data. With regards to FMEA, it is a popular methodology to identify potential failure modes for a product or a process, to assess the risk associated with those failure modes, also, to identify and carry out corrective actions to address the most serious concerns. Despite the popularity of FMEA in a wide range of industries, two well-known shortcomings are the complexity of the FMEA worksheet and its intricacy of use. To the best of our knowledge, the use of computation techniques for solving the aforementioned shortcomings is limited. The use of SOM in FMEA is new. In this paper, corrective actions in FMEA are described in their severity, occurrence and detect scores. SOM is then used as a visualization aid for FMEA users to see the relationship among corrective actions via a map. Color information from the SOM map is then included to the FMEA worksheet for better visualization. In addition, a Risk Priority Number Interval is used to allow corrective actions to be evaluated and ordered in groups. Such approach provides a quick and easily understandable framework to elucidate important information from a complex FMEA worksheet; therefore facilitating the decision-making tasks by FMEA users. The significance of this study is two-fold, viz., the use of SOM as an effective neural network learning paradigm to facilitate FMEA implementations, and the use of a computational visualization approach to tackle the two well-known shortcomings of FMEA.
Introduction
Failure modes and effects analysis (FMEA) is an effective problem prevention and risk analysis methodology for defining, identifying, and eliminating failures of a system, design, process, or service [1] . A search in the literature reveals that FMEA was extensively used in a wide range of application domains, e.g., aerospace [2] of a failure mode and its root cause(s), respectively, while D is the effectiveness of the existing measures in detecting a failure mode before the effect of the failure mode reaches the customer(s) [1] .
While the effectiveness of FMEA has been demonstrated, three shortcomings pertaining to practical implementation of FMEA are as follows. (1) its risk evaluation and prioritization issues [2, 5, 11, 12] ; (2) the complexity of the FMEA worksheet [13] ; and (3) its intricacy of use [13, 14] . The first shortcoming is well known and much research works have been conducted [2, 11] . The first shortcoming suggests that the traditional RPN model is susceptible to a number of limitations, among the popular are, (1) relative importance among S, O and D is not taken into consideration [2] , (2) different combinations of S, O and D may produce exactly the same value of RPN, but their hidden risk implications may be totally different [5] , (3) the three risk factors are difficult to be precisely evaluated [11] , (4) the mathematical formula for calculating RPN is questionable [11] and etc. Besides, according to a review from [11] , the existing risk evaluation methods can be grouped into five categories, i.e., multi-criteria decision making methods, mathematical programming methods, artificial intelligence methods, integrated methods, and other methods.
