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E 1 objetivo de esta Tesis es proñindizar en el análisis de los Sistemas de Control Borroso, 
con el fin de desarrollar una metodología que facilite el diseño de este tipo de sistemas. La 
razón de emplear la lógica borrosa como técnica reside en que la mayoría de los problemas 
reales que aparecen en el control de procesos industriales tienen un alto contenido en 
vaguedad e incertidumbre. La lógica borrosa permite abordar problemas definidos en términos 
lingüísticos, y por tanto imprecisos, donde los datos están expresados en términos cualitativos. 
De esta forma, es posible plantear el problema en los mismos términos en los que lo haría un 
experto humano. 
Si bien existen numerosas aplicaciones en control de procesos de la lógica borrosa, no existe 
una metodología que permita independientemente de las características del proceso, configurar 
el sistema de control. Hasta el momento los resultados más satisfactorios se han obtenido de 
manera empírica. El desarrollo de este trabajo pretende ofrecer una solución metódica al 
diseño de sistemas de control borroso. 
Se abarcan casi todos los aspectos relativos al diseño, desde la construcción de la tabla de 
reglas, su ajuste y posterior calibración, hasta temas de modelado, análisis dinámico y 
supervisión. Por último, se presenta una herramienta de desarrollo que permite construir 




i he main goal of this Thesis is to research on the analysis of Fuzzy Control Systems in 
order to develop a design methodology. The use of ftizzy logic as technique is justified 
because the most actual problems in industrial process control have a lot content in vagueness 
and uncertainty. Fuzzy logic allows to cope with problems defmed by using linguistic 
statements, where data are expressed in qualitative terms. By the way, it is possible to 
formúlate the problem in the same way as the human expert does. 
Although there exist a lot of fuzzy logic applications in process control, it does not exist a 
methodology to configure the control system independently from the process behavior. At 
present the most successful results have been reached empirically. This work tries to present 
a methodic solution to fuzzy control systems design. 
Almost all topics related with design are conunented, the building of the table of rules, it 
adjust and later calibration, modelling, dynamic analysis and supervisión. Finally, we present 
a development tool which allows to build easily fuzzy control modules. 
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INTRODUCCIÓN 
«Por algo inventó el docente la tesis académica como su 
principal contribución a la forma literaria. La tesis es la mejor 
imagen de su mundo: realizada con el propósito de hacer un 
trabajo irreprochablemente concienzudo, impecablemente 
laborioso, con perfección irresponsable>» 
McLeigh 
«¡Por Dios!, dejad de investigar un rato y comenzad a 
pensar» 
Moberly 
Capítulo 1 INTRODUCCIÓN 
La investigación en el campo de la lógica borrosa aplicada al control de procesos se encuentra 
en la actualidad en una fase de interés creciente, lo que convierte automáticamente en 
relevante todo logro que se consiga para establecer una metodología en su aplicación. 
Al mismo tiempo es de destacar el gran interés del Departamento de Automática, Ingeniería 
Electrónica e Infomática Industrial de la Universidad Politécnica de Madrid en la obtención 
de resultados en este campo, al estar estrechamente relacionado con varios proyectos en los 
que se encuentra trabajando. Esto ha facilitado, sin duda, la elaboración de este trabajo. 
Finalmente, tras cuatro años de trabajo, se ha alcanzado un grado de formación que hace 
albergar interesantes perspectivas en cuanto al aprovechamiento positivo de sus resultados. 
1.1 Tema de la Tesis 
1.1.1 Marco de la Tesis 
La Tesis se enmarca en el ámbito científico del control de procesos industriales, con el empleo 
de tecnología basada en Lógica Borrosa, una técnica que genera actualmente más de 6000 
artículos al año en todo el mundo. 
Si bien la mayoría de los problemas que se plantean en la vida cotidiana [ACM 84] han sido 
resueltos matemática y tradicionalmente utilizando lógica clásica, esto ha sido debido a la 
necesidad de buscar un planteamiento simplificado de los mismos, que redujese el costo de 
cálculo. Sin embargo esto conduce, en bastantes casos, a la pérdida de información interesante 
y, consecuentemente, a la obtención de resultados erróneos o incompletos. Los problemas 
reales, por el contrario, tienen un alto contenido en vaguedad e incertidumbre, lo que conlleva 
a la necesidad de utilización de métodos numéricos radicalmente diferentes. 
El origen de la lógica borrosa hay que buscarlo necesariamente en la aparición de la teoría de 
conjuntos borrosos. El primer paso hacia el razonamiento con incertidumbre fue dado por el 
investigador de origen soviético Lotfi A. Zadeh con la publicación de los primeros artículos 
sobre el tema [Yager 87]. 
En particular, la lógica borrosa, y al contrario que otras formas de razonamiento, intenta 
abordar problemas definidos en términos lingüísticos, y por tanto imprecisos, donde los datos 
están expresados en términos cualitativos. 
La principal ventaja de utilizar términos lingüísticos reside en que permite plantear el 
problema en los mismos términos en los que lo haría un experto humano. Pero en realidad. 
Introducción 
el empleo de las lógicas borrosa y clásica, es función directa del problema a resolver. 
E>esde las primeras ideas formalizadas de la Lógica Borrosa en los años 60, se ha venido 
intentando con mayor o menor éxito la aplicación de esta rama de la lógica al Control de 
Procesos. 
Así es posible dar referencias sobre numerosos trabajos relacionados con aplicaciones 
industriales de la lógica borrosa. En concreto, podemos citar ^licaciones al control como el 
control de hornos de clinker de cemento, control de procesos de purificación de agua, control 
del tráfico, conducción automática de vehículos, sistemas de aire acondicionado, imagen y 
sonido, etc. Otras, como información lingüística y toma de decisiones, problemas matemáticos 
(interpolación, optimización), reconocimiento de patrones, hardware, pueden tener en ocasiones 
aplicación también a control. 
1.1.2 Importancia de la Tesis 
Si bien existen numerosas aplicaciones en control de procesos de las tecnologías basadas en 
lógica borrosa, en ningún caso existe una metodología que permita, independientemente de las 
características del proceso, configurar el sistema de control. Hasta el momento los resultados 
más satisfactorios se han obtenido de manera empírica. 
El desarrollo de este trabajo pretende ofrecer una solución metódica al diseño de sistemas de 
control borroso. La consecución feüz de este objetivo permite disponer de una herramienta 
indispensable, que ayude a los operadores de planta e ingenieros de proceso a obtener 
garantías desde el punto de vista de control, sin tener excesivos conocimientos de diseño. De 
esta forma se posibilita el paso de la sencilla representación lingüística del conocimiento del 
experto a un más o menos complejo algoritmo de control que cumpla ciertos requisitos de 
comportamiento dinámico. 
La presente Tesis pretende servir de ayuda en el control de procesos difíciles de automatizar 
pero que son controlados fácilmente por operadores humanos, procesos con incertidumbre, 
poco definidos, procesos en los que resulta complicada la estimación de sus parámetros, 
sistemas complejos, no lineales, de orden elevado, variantes con el tiempo, con medidas 
imprecisas de las variables a controlar (procesos biológicos, reacciones químicas complejas), 
o cuando los sensores no son fiables. 
1.1.3 Cobertura de la Tesis 
Este trabajo pretende abarcar todos los aspectos relativos al diseño de sistemas de control de 
procesos basados en lógica borrosa. Ello incluye desde la construcción de la tabla de reglas, 
de forma que no sólo venga determinada por las características del proceso y sea configurada 
por el experto, sino que también cumpla algunas normas elementales que garanticen 
propiedades como completitud, consistencia y robustez, hasta la configuración de los diferentes 
parámetros de los que intervienen en el controlador. 
Introducción 
Se tratan también temas de supervisión dinámica de este tipo de sistemas, en los que 
tradicionalmente se ha venido empleando un módulo encargado de incorporar la función de 
autoaprendizaje, o bien se han empleado esquemas que se adaptan a las características de un 
supervisor borroso. 
Por último, se estudia la viabiUdad de obtener resultados en el campo de la dinámica dado que 
los trabajos existentes en la actualidad son pocos, y los existentes no dan una solución global 
al problema. 
1.2 Objetivos de la Tesis 
El objetivo principal de esta Tesis es profundizar en el análisis de los Sistemas de Control 
Borroso (SCB), con el fin de desarrollar una metodología que facilite el diseño de este tipo 
de sistemas. El contenido se refleja en los siguientes apartados. 
1.2.1 Estado del Arte 
Los capítulos 2 y 3 analizan las técnicas existentes en el campo de la lógica borrosa, los 
controladores borrosos y sus apUcaciones. El capítulo 2 ofrece una perspectiva de la lógica 
borrosa desde sus orígenes, haciendo una introducción a las lógicas, y en particular a la 
borrosa, a los conjuntos borrosos y las operaciones más habituales entre ellos, así como a las 
propiedades de los operadores lógicos. Posteriormente, centra su interés en aquellos aspectos 
que son necesarios para el desarrollo de los capítulos posteriores. Se introducen el concepto 
de número borroso (Figura 1.1), el principio de extensión y el álgebra entre números borrosos, 
que serán utilizados en el apartado de validación de datos, así como las ideas de relación 
borrosa y razonamiento con incertidumbre, que serán necesarias para implementar el algoritmo 
de control borroso. 
Figura 1.1 Números Borrosos 
El capítulo 3 presenta el modelo para la construcción de un controlador borroso. En primer 
lugar se describen las etapas del algoritmo: borrosificación, planteamiento de las reglas, 
selección de reglas, aplicación de reglas, conclusión borrosa, desborrosificación y conclusión 
numérica (Figura 1.2). Seguidamente, se tratan algunos aspectos de diseño como son la 
posibilidad de simplificar el modelo lingüístico, la construcción de la tabla de reglas, su 
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Figura li2 Controlador Borroso 
En este capítulo se describen también algunas de las técnicas más frecuentemente utilizadas 
en el campo del análisis dinámico de sistemas borrosos. Por una parte, técnicas de control 
adaptativo, diferenciándose entre los distintos algoritmos de supervisión, aquellos basados en 
controladores auto-organizados y los supervisores borrosos. Por otra, técnicas para el análisis 
de la estabilidad, como son las basadas en el análisis lingüístico, el criterio del círculo, el 
criterio de conicidad, el análisis geométrico, la estabilidad de sistemas discretos, así como la 
elaboración de índices de estabilidad y robustez. Se resumen por último las aplicaciones más 
típicas de la lógica borrosa en control de procesos. 
1.2.2 Estructura Interna 
Los capítulos 4 y 5 pretenden ser el punto de partida para la elaboración de una estrategia de 
diseño de este tipo de sistemas de control. 
El capítulo 4 lleva a cabo una descomposición del controlador borroso con el fin de facilitar 
su estudio. Primeramente resume los tipos de controladores existentes, y pasa a analizar las 
funciones de control posibles, desde las más elementales, lineales por tramos, hasta las más 
Introducción 
complejas, con funciones no lineales, funciones de pertenencia trapezoidales y 
multivañables, obteniendo para cada caso el mapa de inferencia (Figura 1.3). casos 
CE 
Figura U Mapa de Inferencia 
Partiendo de este análisis es posible definir las características que debería tener un SCB para 
poder considerarlo normalizado. Para ello se introducen los conceptos de punto maestro y 
función de contraste, y se analiza el solapamiento entre conjuntos borrosos. A partir de estas 
definiciones es posible establecer unas formas canónicas que ya permiten trabajar con SCBs 
estándar. Se plantean en este caso los problemas de la obtención del conocimiento y de la 
elección de funciones de pertenencia. 
El capítulo 5 analiza una serie de técnicas para el ajuste y calibración de un SCB. 
Inicialmente se desarrollan técnicas de diseño basadas en el análisis de la equivalencia entre 
sistemas clásicos de control (PID) y borrosos. Para ello se muestra cómo es posible obtener 
un SCB que se comporte exactamente igual que uno proporcional, proporcional-integral, o 
proporcional-integral-derivativo, en función del tipo de funciones de pertenencia utilizado 
(Figura 1.4). También se estudia el caso contrario, es decir, cómo es posible linealizar un 
controlador borroso, y utilizar esta idea como metodología de diseño. 
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Figura 1.4 Controlador Borroso Lineal 
Por Último, se elaboran medidas para la calibración del correcto diseño de un SCB. Para ello. 
Introdtdcción 
se define el concepto de cantidad de infonnación y se utilizan dos enfoques: el lingüístico y 
el funcional. En el primero se concluye en el estudio de la densidad de reglas, la cual permite 
analizar cómo se comporta un SCB al ir eliminando reglas de control o al modificar éstas. En 
el enfoque funcional, se definen las funciones de similitud, se comenta cómo es posible llevar 
a cabo un análisis estadístico y se elaboran, a partir de la función de control, medidas de 
borrosidad y de entropía del controlador. 
1.2.3 Análisis Dinámico 
En el capítulo 6 se analiza el comportamiento dinámico de un sistema borroso. Para ello, se 
estudian primero diferentes modelos borrosos. Se comentan el modelo de Mamdani y el de 
Sugeno, y se introduce el modelo de dinámica borrosa, un modelo en el que la borrosidad no 
está en la salida del sistema, sino en la propia dinámica del mismo, con lo que es posible 
hablar de conceptos como polos viajeros o lugar de las raíces deslizante (en el capítulo de 
diseño). Se presenta el concepto de función de transferencia borrosa (Figura 1.5), se comenta 
el tema de la identificación de sistemas físicos, se muestra cómo efectuar la asociación de 
bloques y se define el principio de equivalencia, el cual permite pasar entre las diferentes 
versiones del modelo de dinámica borrosa. 
G(s) y 
Figura IS Modelo Borroso 
A continuación se analizan los regímenes transitorio y permanente de un sistema borroso. El 
transitorio se estudia para sistemas de primer y segundo orden (Figura 1.6), y se analiza la 
influencia de polos y ceros adicionales, reservando un pequeño apartado para el tema de la 
estabilidad. En cuanto al régimen permanente, se analiza el comportamiento de los sistemas 
realimentados borrosos. 
Figura 1.6 Análisis Dinámico 
1.2.4 Diseño 
El capítulo 7 está dedicado al diseño de controladores borrosos. La técnica convencional 
habitualmente se basa en la obtención heurística de las reglas de control. Se presentan dos 
estrategias de diseño para este tipo de sistemas. 
Introducción 
La primera es un diseño por equivalencia por PIDs basado en: ajustar empíricamente un PID, 
diseñar un SCB equivalente a él y utilizar posteriormente un algoritmo de control adaptativo 
que permita afmar los parámetros del controlador en base a un modelo de referencia para el 
sistema en cadena cerrada (Figura 1.7). El algoritmo utiliza funciones de Lyapunov para 
garantizar su estabilidad y convergencia. 
Cik Cik+1 
Figura 1.7 Control Adaptativo 
Se muestra un ejemplo de aplicación industrial para el caso de un controlador borroso de tipo 
proporcional y otro de tipo proporcional-integral. 
La segunda técnica de diseño consiste en sintetizar el controlador borroso a partir de un 
modelo borroso del sistema a controlar. Para ello utiliza técnicas basadas en el lugar de las 
raíces deslizante, cuya aplicación es irmiediata en el caso de que se diseñe para conseguir un 
sistema realimentado lineal. Se muestra un ejemplo para el caso del control del péndulo 
invertido (Figura 1.8), y se indican los pasos a seguir para convertir el supervisor borroso así 
obtenido en un controlador directo, mediante la técnica que se ha dado en llamar síntesis 
indirecta. 
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Figura 1.8 Control del Péndulo Invertido 
1.2.5 Aplicaciones 
En el capítulo 8 se describe en primer lugar una aplicación al control directo de procesos 
continuos desarrollada dentro del proyecto CONEX, así como una implementación práctica 
en la industria del cemento. Se presentan la arquitectura general del sistema y los servicios 
de control, que incluyen reguladores PID, controladorcs borrosos y control por realimentación 
del estado. 
Seguidamente se presenta otra aplicación de la lógica borrosa que suele resultar de vital 
importancia en control de procesos, como es la validación de datos. Este análisis se enmarca 
dentro del proyecto ESPRIT HINT y en él se utilizan diferentes técnicas para llevar a cabo 
la validación como son: características de los sensores, fórmulas de cálculo, filtrado individual, 
histogramas, razonamiento basado en reglas, restricciones borrosas, propagación de confianzas 
Introducción 
e integración de confianzas. 
Por último se presenta la herramienta para construcción de sistemas borrosos desarrollada en 
paralelo con el proyecto nacional MICS (Figura 1.9). Se describen sus características, la 
arquitectura del sistema de desarrollo, el módulo en línea de control, la interfase de usuario, 
la herramienta de acceso, y se trata el tema de la portabilidad de la aplicación a validación de 
datos y a otras arquitecturas de integración de sistemas. 
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Figura 1.9 Herramienta para Sistemas Borrosos 
1.3 Medios para la Realización de la Tesis 
Para la realización de este trabajo se ha contado con los medios que posee la División de 
Ingeniería de Sistemas y Automática del Departamento de Automática, Ingeniería Electrónica 
e Informática Industrial de la E.T.S.I. Industriales de Madrid. Entre ellos se pueden citar los 
siguientes: 
Equipos 





Libros de la biblioteca del Departamento. 
Revistas suscritas por el Departamento sobre: 
control 
lógica borrosa 
aplicaciones de la lógica borrosa 
sistemas de control borroso 
revistas especializadas (especialmente de EEEE e IFSA). 
Comunicaciones de congresos y simposios. 
Otras publicaciones. 
Posibilidad de contrastar los resultados obtenidos 
Con otros investigadores en el tema, mediante la asistencia a congresos y 
reuniones científicas o mediante contacto directo. 
Disponiendo de la posibilidad de verificar las herramientas de control que se 
han desarrollado, en la propia planta industrial (de acuerdo con los términos de 
desarrollo de los proyectos en los que se ha participado). 
Además, puesto que el desarrollo de la Tesis se ha llevado a cabo dentro de diferentes 
proyectos, se ha contado con los medios añadidos por su desarrollo, incluyendo las 
herramientas utilizadas. 
Se ha contado con las ayudas de la Comisión Interministerial de Ciencia y Tecnología 
(CICYT) y del Ministerio de Educación y Ciencia en forma de Beca de Formación de 
Personal Investigador (años 1991 a 1994). 
Finalmente, agradecer a la empresa ASLAND S.A. su apoyo, al permitir probar algunas de 
las ideas propuestas en esta Tesis en su planta de Monteada i Reixac (Barcelona), durante la 





«So far the laws of mathematics refer to reality, they are not 
certain. And so far as they are certain, they do not refer to 
reality» 
Einstein 
«En matemáticas es inútil tratar de aprender algo. Sólo hay 
que usarlo» 
Neuman 
«Odio las definiciones» 
Disraeli 
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Capítulo 2 LÓGICA BORROSA 
2.1 Origen 
El origen de la lógica borrosa hay que buscarlo necesariamente en la aparición de la teoría de 
conjuntos borrosos. Pero, aunque su formalización no comienza hasta mediados de los años 
60, algunos matemáticos y filósofos del siglo XIX ya habían planteado algunas de las ideas 
que muchos años más tarde serían los pilares fundamentales de la lógica borrosa. 
Así es posible citar a algunos de los que durante los últimos 100 años ya exploraban estas 
ideas y que pueden ser considerados como los abuelos de la teoría de los conjuntos borrosos. 
Por ejemplo, G.Cantor quien, en la segunda mitad del siglo XIX, mantenía con matemáticos 
de su época controversias acerca del significado matemático de los conjuntos infinitos., 
Kronecker que, en 1886, opina que la formulación de los sistemas modulares con elementos 
no finitos es innecesaria; R.Dedekind, en 1888, piensa que la pertenencia o no de un elemento 
a un sistema objeto de nuestro razonamiento está completamente determinada, y que en qué 
forma esta determinación se lleve a cabo y si disponemos o no de un modelo para decirlo, 
es completamente indiferente para otras consideraciones' [Hohle 91]. 
Frege, a finales del siglo XDC, trataba la exclusión de predicados vagos de la lógica; RusseU, 
en 1923, expresaba que la vaguedad no está en el mundo. La cosas son lo que son: ni 
borrosas, ni precisas. La vaguedad surge de la relación entre el mundo y las representaciones 
que nosotros hacemos de él [Russel 23]; Black, en 1937, trata el concepto de vaguedad, 
aunque de manera estadística [Black 37]; y D.Klaua, hacia 1965, trabajaba en la teoría de 
conjuntos multivalorados. Muchos autores tratan también la lógica de valores infinitos durante 
los años 60. 
Sin embargo, la primera formalización matemática de la lógica borrosa corresponde a Zadeh, 
un investigador de origen soviético que, en 1965, publica su trascendental artículo Fuzzy Sets 
[Zadeh 65] (Conjuntos Borrosos). El profesor Lotfi Asker Zadeh, antes de dedicarse al estudio 
de la teoría de conjuntos borrosos, trabajaba en la teoría de sistemas y análisis de decisión. 
Desde 1959, está afincado en la Universidad de Berkeley (California) y sus trabajos en el 
campo de la teoría de los conjuntos borrosos le han sido mundialmente reconocidos, siendo 
un ejemplo su doctorado honoris causa concedido por la Universidad Paul Sabatier (Francia). 
El lector podrá encontrar sus principales referencias al final del texto. Se hallará la expresión 
lógica borrosa, en la literatura inglesa, como fuzzy logic, y además, en la española, también 
como lógica difusa. 
1) Parece lógico pensar que un conjunto sólo estará completamente determinado cuando exista un criterio de 
decisión que especifique el grado de pertenencia de un elemento al mismo, que en lógica clásica serán las funciones 




Comenzamos dando algunas defíniciones [Fernández 87]. 
Defínición. Lógica es la Ciencia que estudia las condiciones formales de validez de una 
inferencia y, en general, de cualquier argumentación. 
En otras palabras, se puede decir que lógica es la formalización del pensamiento humano. 
Defínición. Variable es un enunciado elemental. 
Defínición. Conectiva es el elemento de enlace entre variables para formar sentencias o 
enunciados compuestos. 
Defínición. Sentencia es un enunciado compuesto, formado por la unión de variables mediante 
conectivas. 
Defínición. Axioma es todo enunciado básico perteneciente a la lógica que se esté definiendo. 
Defínición. Regla operativa es aquella que permite derivar un enunciado de otro. 
Defínición. Demostración es la aplicación consecutiva de reglas operativas. 
Defínición. Teorema es una sentencia que se pueden obtener mediante demostración a partir 
de los axiomas. 
Defínición. Tesis es una sentencia que es un axioma o un teorema. 
Defínición. Semántica es el signifícado o interpretación de una sentencia. 
A la hora de definir una lógica, hay que establecer un conjunto de valores semánticos (con 
un mínimo de dos elementos y un máximo no limitado, que ni siquiera ha de ser finito) y un 
conjunto de operaciones cerradas entre dichos valores semánticos, de forma que a cada 
variable le corresponda un valor semántico y a cada conectiva una operación. De esta forma 
será posible calcular el valor semántico de cualquier sentencia. 
Además, si entre el conjunto de valores semánticos se encuentra el valor 1 o verdadero, se 
pueden definir tautología y contradicción. 
Defínición. Tautología es aquella sentencia cuya interpretación es siempre verdadera, para 
cualquier interpretación de sus variables. 
Defínición. Contradicción es aquella sentencia cuya interpretación es siempre falsa, para 
cualquier interpretación de sus variables. 
La relación entre una sentencia válida, o tesis, y su valor semántico, conduce a las 
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deñniciones de completitud y consistencia. 
Defínición. Se dice que un lógica es completa si en ella se veñfíca que toda tautología es una 
tesis. 
Defínición. Se dice que un lógica es consistente si en ella se veñfica que toda tesis es una 
tautología. 
A partir de estos conceptos básicos es posible elaborar cada una de las lógicas, definiendo sus 
variables, conectivas, reglas operativas y semántica. Agruparemos las principales lógicas de 








Predicados de orden superior 








Figura 2.1 Clasificación de las Lógicas 
Las lógicas se han agrupando en clásicas y no clásicas siguiendo como criterio su antigüedad 
histórica. 
Defínición. Se define la Lógica de Proposiciones como aquella cuyos elementos básicos son: 
variables: son enunciados declarativos 








«-^  bicondicional 
axiomas: 
(p V p) -> p 
q -> (p V q) 
(p V q) ^ (q V p) 
(p ^ q) -> [(r V p) ^ (r V q)] 
reglas operativas: 
de sustitución: una vañable proposicional se sustituye por una sentencia 
de unión: si A y B son tesis, entonces AAB es tesis 
de separación: si A es tesis y A-»B es tesis, entonces B es tesis 
teoremas: 
ley de exclusión: -9 v p 
leyes de De Morgan:-<p A q) <-> (-ip v -q) 




operaciones semánticas (las del Algebra de Boole): 
-. (0) = 1 -• (1) = O 
O A O = 0 O A 1 = 0 1 A O = 0 1 A 1 = 1 
O v O = 0 O v l = l l v O = l l v l = l 
0 ^ 0 = 1 0 ^ 1 = 1 l - > 0 = 0 1 ^ 1 = 1 
0 « ^ 0 = 1 0 ^ 1 = 0 l<-^0 = 0 1 <^ 1 = 1 
Además, la lógica de las proposiciones es completa y consistente. 
Defínición. La Lógica de Predicados es aquella cuyo objetivo es modelar los conceptos de 
propiedad y de relación, y en la que se definen: 
variables, que pueden ser de dos tipos 
colectivos: ciudades, personas, días de la semana (x, y, z). Se denomina 
universo del discurso al conjunto de posibles valores particulares 
que pueden tomar dichas variables. 
miembros: Santander, Luis, Viernes (a,b,c), denominadas constantes 
conectivas adicionales: 
de propiedad: Luis es una persona, que da lugar a un predicado monódico S(a) 




cuantificador universal: V 
cuantífícador existencial: 3 
axiomas adicionales: 
Vx(P(x)) -*• P(a) 
Vx(p -^ P(x)) ^ (p -> Vx(P(x))) 
semántica adicional: 
Vx(P(x)) <^ P(a) A ... A P(c) 
3x(P(x)) <^ P(a) V ... V P(c) 
La lógica de predicados también es completa y consistente. 
En cuanto a la lógica borrosa, su sintaxis es la misma que la de la lógica de predicados. Sin 
embargo, como veremos, el valor semántico de un predicado es un subconjunto borroso del 
intervalo real [0,1]. 
2.3 Conjuntos Borrosos 
La formalización de la teoría de conjuntos borrosos [Dubois 80, 88, Kandel 86, Klir 88, 
Negoita 78, Trillas 80, Zinmiermann 91] conlleva, en primer lugar, definir los conceptos que 
se emplean con más asiduidad. 
Defínición. Se define universo de discurso como el conjunto X de posibles valores que puede 
tomar la variable x que interviene en el predicado. Y se representa: 
X = { x } . 
Ejemplo. El universo de discurso se puede entender como el rango de variación de la variable. 
Así, en la Figura 2.2, los universos de discurso para las variables temperatura ambiente y 
tamaño de un montón de arena, se han elegido entre O y 40°C, y entre O y 20m ,^ 
respectivamente. 
Definición. Se denominan etiquetas lingüísticas, o términos lingüísticos, a los valores 
semánticos correspondientes a un predicado. 
Ejemplo. En el ejemplo anterior, se han tomado cinco etiquetas lingüísticas para la variable 
tamaño y cinco para la variable temperatura. Su utilización deriva directamente del lenguaje 
humano, por lo que permiten modelar de manera bastante adecuada la semántica de dicho 
lenguaje. 
Los problemas reales más comunes se resuelven tomando entre 2 y 9 términos lingüísticos, 
pero siempre los necesarios para representar suficientemente el problema. Por otra parte, el 
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emplear más de 9 términos, alcanza los márgenes que es capaz de diferenciar el ser himiano: 
es posible discernir entre algo grande y ligeramente grande, pero intercalar moderadamente 
grande entre los dos anteriores daría lugar a indecisión a la hora de definir el conjunto borroso 
asociado. 
Por otra parte, el utilizar un número de términos par o impar es función del problema a 
resolver. Puede utilizarse un número impar si se desea que exista un término central que 
represente el cero borroso de la variable de entrada, por ejemplo. 
Mucho Mucho 
Frío Frío Agradable Calor Calor 
temperatura 
Pequeffo Mediano Grande 
O 10 20 tamaíTo 
Figura 2.2 Conjuntos Borrosos. 
Defíníción. Conjunto borroso A, definido en un universo de discurso X, es el conjunto de 
pares ordenados A = { (x, J1A(X)) VXGX }, siendo \]L^. X -» [0,1] la función que representa el 
grado en que x pertenece a A. A la función JÍ^ se le denomina función de pertenencia. 
Notación. Si X es un universo discreto, los conjuntos borrosos se representan como 
n 
A = n^(x,) / X, + \i^{x^) I x^ + ... + M^UJ I x^ = Y. ^^ A(^ .) I ^i ^^^ 
donde el símbolo de división no es más que un separador de los elementos de cada par y el 
sumatorio es la operación de unión entre todos los elementos del conjunto. Por extensión, si 
X es un universo continuo, la notación empleada es 
= J^AW / ^ (2^ 
Una práctica habitual es nombrar al conjunto borroso por la etiqueta lingüística (o nombre del 
predicado) que se le haya asociado. 
En el ejemplo anterior se han utilizado diferentes conjuntos borrosos definidos sobre las 
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variables tamaño y temperatura, en base a términos lingüísticos: pequeño, mediano y grande; 
mucho frío, frío, agradable, calor y mucho calor, respectivamente. En cierta forma, el 
concepto de función de pertenencia no es más que una extensión del concepto clásico de 
función característica. 
Defínicíón. Se llama/uncíó/i característica de un conjunto (clásico o crispa) A, a la función 
X^: X -^ (0,1} que toma los valores: 
XAx) = 1 , si X e A O , si X ¿ A 
(3) 
La función de pertenencia, sin embargo, toma valores en el intervalo real [O, 1], y representa 
el grado de compatibilidad de un cierto predicado x con el término lingüístico que lleva 
asociado. 
clásico borroso 
Figura 2.3 Conjunto Clásico frente a Conjunto Borroso 
Es destacable el hecho de que el grado de pertenencia no tiene aquí un sentido probabilístico 
sino posibilístico, pues representa el grado de posibilidad de que un predicado sea cierto. 
Ejemplo. En el ejemplo anterior, las funciones de pertenencia se han elegido libremente de 
forma triangular. Cada término lingüístico corresponde a un subconjunto borroso que tiene 
asociada una función de pertenencia. Ésta representa el grado de compatibilidad de un valor 
numérico x con ese término. Por ejemplo, "15m' de tamaño es GRANDE" toma el valor 0.5 
(siendo x la variable tamaño). 
Podemos establecer que un montón de arena es grande cuando ocupa 20 m', y que hace calor 
cuando la temperatura es de 30°C. Análogamente, un tamaño de 10 m' ya no corresponde a 
un montón grande, sino a uno de tamaño mediano. El grado de posibilidad de "lOm' es 
mediano" es del 100%, y el de "lOm' es grande" es del 0%. De manera coherente, podemos 
asignar a tamaños comprendidos entre 10 y 20m ,^ valores posibilísticos comprendidos en el 
intervalo real [O, 1]. Si lo hacemos interpolando de manera lineal, "12m' es grande" será algo 
cierto (compatibilidad 0.2 con la etiqueta lingüística que representa el conjunto borroso 
grande). 
2) Término inglés: nítido, lo contrario de borroso. 
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10 20 X 
Figura 2A Conjunto Borroso grande 
En la Figura 2.4 se puede ver cómo se ha definido la función de pertenencia del conjunto 
borroso grande: 
M^d«w = • grande 
0 , si X <10m' 
0.1 (x - 10) , si 10<;c <20m' 
1 , si X >20m^ 
(4) 
Se puede observar también cómo la función ha sido truncada a 1 para valores que se salen del 
universo de discurso, con el fin de modelar que todo tamaño que se salga del mismo (mayor 
a 20m') sigue siendo grande con un grado de compatibilidad 1. 
Defínicíón. Se define conjunto borroso vacío <t>, como aquel cuya función de pertenencia 
cumple que |j^(x) = O, Vxe X. 
Defínicíón. Se dice que A es un conjunto borroso unitario si, dado x'e X, 
MAW = ' 
1 , si X = x' 
o , si X ^x' 
Defínicíón. Soporte de un conjunto borroso A es 
Sop(A) = {;c GA I \i^(x) >0 } 
(5) 
(6) 
Defínicíón. Altura de un conjunto borroso A es 
Alt(A) = máx \i.ix), V X eX (7) 
Defínicíón. Se dice que un conjunto borroso es normal cuando Alt(A) = 1. 
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La normalización de un conjunto borroso puede llevarse a cabo fácilmente mediante el empleo 
de la fórmula 
MNORM(A)W = MAW / Alt(A) (8) 
Defínición. Se define corte-a de un conjunto borroso A, como 
A„ = {;c eX I ^ ^(x) >a, Vae[0,l] } (9) 
Evidentemente, se verifica que 
A = U [ aA 1 (10) 
ae[0,ll 
y que 
\i^ix) = sup [ a.\i^ix)\ (11) 
a€[0,l] L ° J 
Definición. Decimos que A es convexo si 
H^(hc^+il-X)x^)>Tmnin^ix;),Vi^{x^)), ^x^, x^ eX , VX €[0,1] (12) 
Es decir, todos los cortes-a de A son convexos, lo que asegura que sólo tiene una región. 
Nótese que esto no implica que i^^  sea una función convexa de x. 
2.4 Operaciones entre Conjuntos Borrosos 
Las operaciones básicas que se definen normalmente con conjuntos borrosos son las mismas 
que con los conjuntos clásicos. 
Definición. Se dice que dos conjuntos borrosos son iguales, A = B, si y sólo si 
Vi^(x) = v^ix) Vr GX (13) 
Defínición. Se dice que se verifica la inclusión de un conjunto borroso en otro, A c B, si 
ii^ix) < Vi^(x) VxeX (14) 
Defínición. Se define la unión de dos conjuntos borrosos A y B, como el conjunto borroso 
con función de pertenencia: 
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^^ J^g(ac) = máx(^^(x), \ij^(x)) Vr GX (15) 
Definición. Se define la intersección entre dos conjuntos borrosos A y B, como el conjunto 
borroso con función de pertenencia: 
H^(x) = mín(M^U), v^(x)) Vx GX (16) 
Definición. Dados dos conjuntos borrosos A y B, se dice que B es el complemento de A si 
H^(x) = 1 - ii^ix) Vx eX (17) 
Los conjuntos clásicos pueden ser considerados un caso particular de los conjuntos borrosos, 
a tenor por la definición de las operaciones entre ellos. Las funciones de pertenencia tomarían 
exclusivamente valores en {O, 1}. El conjunto vacío, <I>, tendría como función de pertenencia 
una constante igual a cero, y el conjunto completo una constante igual a uno. 
Por otra parte, y como puede suponerse a la vista de las definiciones de la unión y la 
intersección, se han utilizado las funciones máximo y mínimo (tal y como propuso Zadeh), 
si bien es posible emplear otras, siempre que se cumplan algunas condiciones. Surge así la 
necesidad de definir un nuevo concepto: los operadores triangulares (operadores-t). 
Definición. Se dice que una función T: [O, 1] x [O, 1] -> [O, 1] es una norma triangular 
(norma-t), si y sólo si Vx, y, z G [O, 1] verifica las siguientes propiedades: 
1) T(x, y) = T(y, x) (conmutativa) 
2) T(x, y) < T(x, z) si y < z (monótona) 
3) T(x, T(y, z)) = T(T(x, y), z) (asociativa) 
4) T(x, 1) = X (condición de contomo) 
Se dice además que T es una norma de Arquímedes si y sólo si 
5) T(x, y) es continua 
6) T(x, x) < X Vx G (O, 1) 
Y que una norma-t de Arquímedes es estricta si y sólo si 
7) T(x', y') < T(x, y) si x'< x, y'< y Vx', y', x, y G (O, 1) 
Obsérvese que ha de cumplirse 
T(0, 0) = O 
T(l, 1) = 1 




Defínición. Se dice que una función S: [O, 1] x [O, 1] —> [O, 1] es una conorma triangular 
(conorma-t o norma-s), si y sólo si Vx, y, z e [O, 1] verifica las siguientes propiedades: 
1) S(x, y) = S(y, x) (conmutativa) 
2) S(x, y) < S(x, z) si y ^ z (monótona) 
3) S(x, S(y, z)) = S(S(x, y), z) (asociativa) 
4) S(x, 0) = X (condición de contomo) 
Se dice además que S es una conorma de Arquímedes si y sólo si 
5) S(x, y) es continua 
6) S(x, X) > X Vx € (O, 1) 
Y que una conorma-t de Arquímedes es estricta si y sólo si 
7) S(x', y') < S(x, y) si x' < x, y' < y 
Vx', y', X, y e (O, 1) 
Obsérvese que una conorma-t cumple 
S(0, 0) = O S(l, 1) = I 
Las conormas-t son utilizadas para calcular los valores de pertenencia de la unión de conjuntos 
borrosos. 
Defínición. Se dice que una función N: [O, 1] -» [O, 1] es -anzi función de negación si y sólo 
si verifica las siguientes propiedades: 
1) N(0) = 1 , N(l) = O (condición de contomo) 
2) N(x) < N(y) si X > y (monótona) 
Se dice además que N es estricta si y sólo si 
3) N(x) es continua 
4) N(x) < N(y) si X > y Vx, y e [O, 1] 
Y que es involutiva si y sólo si 
5) N(N(x)) = X Vx e [O, 1] 
Las funciones de negación son utilizadas para calcular los valores de pertenencia del 
complemento de conjuntos borrosos. En la tabla Tabla I, elaborada por Gupta y Q¡ 
[Gupta 91a, 91b], aparecen ejemplos de operadores-t. Nótese que para los operadores-t 1 a 5, 




T, = min(x, y) 
Tj = xy 





X, y = 1 











max(x, y, X) 
x+y-1+Xxy 
TÍO = inax( ' 0) 
1+X 
T„ = max((l+X)(x+y-l) 
- Xxy, 0) 
CONJUNCIÓN 
S, = max(x, y) 
Sj = X + y - xy 
Sj = min(l, x+y) 
X + y - 2xy 
C -
^ 4 -
1 - xy 
X, y = 0 






S7 = min((x^V)'^l) 
S, = l+((l/x-l)-^ 
+ (1/y-l)-^)"^ 
(l-x)(l-y) 
S, = 1 
max(l-x, 1-y, X) 
Sio = min(x+y+Xjiy, 1) 
S,, = inin(x+y+AAy, 1) 
NEGACIÓN 
N, = 1-x 
Nj = 1-x 
N3 = 1-x 
N4 = 1-x 
N5 = 1-x 
N, = 1-x 
N, = 1-x 
N, = 1-x 
N, = 1-x 
1 -X 
1 +Xx 
N„ = 1-x 
Tabla I Operadores-t 
26 
Lógica Borrosa 
T5 < Tj < Tj < T4 < T, = mín < ... < Si = máx < S4 < Sj < S, < S, 
En cuanto a los operadores 6 a 11, cuando el parámetro X varía, se transforman en el límite 
en uno de los operadores 1 a 5: 
Tg -» T5, cuando X, -> O 
Tg -* T2, cuando X, -> 1 
Tg -» T4, cuando X, -> <» 
T7 -^ T3, cuando X -> 1 
T7 -> T„ cuando X -> «» 
Tg -> T5, cuando A, -> O 
Tg -> T2, cuando A, -* 1 
Tg -> T,, cuando X, -> «> 
T9 -> Ti, cuando X, -> O 
T, -> Tj, cuando X, -> 1 
TÍO -^ Tj, cuando X —> -1 
TÍO -^ T3, cuando X —> O 
TÍO —> Tj, cuando X —> «> 
Til ~^ T2, cuando X —> -1 
Til ~^ T3, cuando X —> O 
Til ~^ T5, cuando X —> 00 
Ejemplo. Obsérvense en la tabla anterior las siguientes correspondencias: 
T, y Si son los operadores propuestos por Zadeh 
^^ AmW = T,(^^(x), \i^{x)) = mín(n^(^), \i^{x)) Vx eX 
^^ AUBW = S,(n^(x), \L^ix)) = máxCu^W, jigCx)) Vx eX 
T2 y S2 tienen una interpretación probabilística 
T3 y S3 son los operadores de la lógica de Lukasiewicz 
JAAnaW = T3(HAW, MBW) = máx(0, ji^W+ii^Cx)-!) Vx eX 







Utilizaremos los tres operadores-t anteriores para calcular la intersección de dos conjuntos 














































































































TaWa IV Norma-t Probabilística 
Lógicamente, para x, y = {O, 1}, los resultados obtenidos por los tres métodos coinciden entre 
sí y con los de la lógica clásica. 
2.5 Propiedades de los Operadores Lógicos 
Resultaría interesante que los operadores-t cumpliesen las siguientes propiedades, Vx, y, z e 
[O, 1], VA, B, C e X: 
1) Condiciones de contomo 
Tix,l) = X <^ AflX = A 
T(x,0) = O <^ AP0 = 0 
S(x,l) = 1 o AUX = X 








T(x,y) = T(y^) <-> AfTB = BflA 




T(x, T(y^)) = T(T(x,y), z) <^ ASXBOC) = iAS)B)OC 
S(x, S(y^)) = SiS{x,y), z) <-> AU(BUC) = (AUB)UC 
(30) 
(31) 
4) Leyes de De Morgan 
N(T(x,>')) = S(N(;c), N(y)) <^ WS = JUS 




T(x, S(y,z)) = S(Jix,y), T(x,z)) <^ AfXBUC) = (AnB)U(AnC) 




T{S(x,y), x) = x <r^ (AUB)nA = A 




T(x^) = X <-> ATIA = A 
S(x^) = ;c <-> AUA = A 
(38) 
(39) 
8) Leyes de exclusión 
Tix, N(x)) = O «-> AfK = 0 
S(x, N(jc)) = 1 <^ AlK = X 
(40) 
(41) 
Sin embargo, ningún operador-t las verifica todas. Las propiedades 1, 2, 3 y 4 las verifican 
todos los operadores-t; las tres primeras por definición y las leyes de De Morgan con x+y-
1+X,xy > O y X vi O en (T,o, S,o, N,o). Por otra parte, los operadores-t que cumplen 8, no 
cumplen 5, 6, ni 7. En concreto, solamente T, y S, cumplen las propiedades 5, 6 y 7, por lo 
que si utilizamos los operadores mínimo y máximo, no se verificarán las leyes de exclusión, 




dejan de serlo. Sin embargo, sí verifican esta ley los operadores (Tj, Sj, N,), (T,, S,, N,), (T,o, 
S,o, Nio) y (Ti„ Su, N,,), éste último para X > 0. Esto quiere decir que serán los únicos en los 
que la operación de complemento dará conjuntos complementarios en el sentido clásico. Así 
pues, la lógica borrosa no es, en todos los casos, completa ni consistente. 
Como se indicó en el ejemplo anterior, las posibilidades de elección del operador-t son 
múltiples [Alsina 83, Yager 80] dando lugar en cada caso a resultados que pueden llegar a ser 
sustancialmente diferentes. Por ello, esta elección deberá ser función directa del problema a 
resolver. En particular, los operadores mínimo y máximo (T, y Sj) se utilizan cuando no existe 
dependencia entre las variables. Así, por ejemplo, cuando la función con grado de pertenencia 
mayor crece, el resultado de la operación mínimo (T,) sigue siendo el mismo 
independientemente de lo que ocurra con la segunda variable. Esto puede interpretarse en 
algunos casos como una ventaja, puesto que no se requieren funciones de pertenencia muy 
precisas, lo que le confiere cierta robustez. Pero en otras ocasiones, la utilización de este 
operador conlleva falta de información sobre la combinación de las variables, que el operador 
producto (Tj) sí suministra. Sin embargo, en ambos casos se pierden las leyes de exclusión, 
por lo que otros autores prefieren el operador-t de Lukasiewicz (T, y Sj). 
Una forma de medir el grado en que los diferentes operadores-t reflejan la interacción entre 
las variables (al menos T, a T,) viene dada por la expresión [Pedrycz 89]: 
INTERAC(r) = 1 - 3 r J Tix, y) dxdy (43) 
00 
Obsérvese que para T(x, y) = T,(x, y) = min(x, y) la integral es máxima, y por tanto, el grado 
en que Tj refleja la interacción entre x e y es mínimo: INTERAC(Tj) = 0. 
2.6 Otras Operaciones 
Es posible definir un conjunto de operaciones adicionales que no tenían un especial sentido 
en otras lógicas, siendo en la lógica borrosa donde cobran utilidad real. 
Defínicíón. Se define el producto de dos conjuntos borrosos A y B, como 
MA.B(^ ) = \^A(^)-V^(X) VX € X (44) 
Defínicíón. Se define la suma de dos conjuntos borrosos A y B, como 
^^A.B(^) = MA(^)^MB(^) ^^ ^X (45) 
Defínición. Se llama diferencia absoluta entre dos conjuntos borrosos A y B, a 
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M ,A . B í^) = M^) -MBW I VX eX (46) 
Defínición. Se define la distancia entre dos conjuntos borrosos A y B, como 
d(A.B) = [[KW-MBW*" ^ \/x eX (47) 
con p>l, también conocida como distancia de Minkowski. Esta medida es útil para comparar 
entre sí cantidades borrosas. En concreto, 
1) para p=l, tenemos la distancia de Hanuning 
2) para p=2, tenemos la distancia euclídea 
Defínición. Se define distancia normalizada entre dos conjuntos borrosos A y B, como 
d (A,B) = Í^^£I (48) 
card(X) 
Defínición. Se define la potenciación de un conjunto borroso A, como 
MAPW = JAA(^ ) VX eX (49) 
Defínición. Se llama concentración de un conjunto borroso A, a 
|JcoN(A)W = M'AW VA: G X (50) 
Defínición. Se llama dilatación de un conjunto borroso A, a 
l^ mA)W = V^Vix) Vx eX (51) 
Algunos de los operadores anteriores permiten modelar aspectos del lenguaje, como los 
cuantificadores muy (concentración), poco (dilatación), etc. 
2.7 Números Borrosos 
Los números borrosos constituyen un subconjunto especial de los conjuntos borrosos, que 
están definidos sobre el universo de discurso de los números reales. Su notación es - . 




1) A es normal: B! a € R | ;^^ (a) = 1 
2) A es convexo: ^A(^+(l-^)y) ^ min(nx(x), HAÍy))» Vx,ye R, V>^ [O, 1] 
Por tanto, todos sus cortes-a son convexos, es decir, A sólo tiene una región. 
3) A es semi-continua superior 
es decir, todos los cortes-a de A son intervalos cerrados de R 
4) A tiene soporte acotado 
Figura 2 ^ Ejemplos de Números Borrosos 
Ejemplo. Un número borroso puede interpretarse como un conjunto borroso centrado en un 
número real, que representa expresiones como aproximadamente, alrededor de, cerca de 
(Figura 2.5). 
Defínición. Se dice que un número borroso A es de tipo L-R si 








si jc > a, ap>0 
donde OL, «R se pueden interpretar como las dispersiones a la izquierda y a la derecha de A, 
y L, R son dos funciones tales que 
R(0) = L(0) = 1 
L y R son decrecientes en [O, oo). 
Simbólicamente, podemos representar un número borroso A como (a, a^, CLf^)lJ^. 
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Defínición. Se dice que un número borroso A es positivo (A > 0) si n^ix) = O Vx < 0. 
2.8 El Principio de Extensión 
El principio de extensión enunciado por Zadeh [Zadeh 75] dice que, dada una función / 
definida como f. X,x...xX, -> Y tal que y = f(x,. .... x,), es posible inducir a partir de r 
conjuntos borrosos Aj, un conjunto borroso B = f(Ai, .... A^ ) en Y a través de/tal que 
ligCy) = sup T(n^(ac,) \i^{x;)) >^x^,...^^\J{x^,...^;)=y (53) 
Vi^iy) = O, si f-'(y) = 0 (54) 
con f''(y) la inversa de /. En el caso monovariable quedaría reducido a 
HBCV) = sup ji^ (x) (55) 
'^x\Ax)-y 
Análogamente, podemos enunciarlo para el caso de universos de discurso discretos. Para el 
caso monovariable, dado el conjunto borroso A definido en el universo X, 
A = E^*A)/^. (56) 
y dada una función/. [0,1] -» [0,1], entonces 
/ ; A ) = £ vi^{x) I Ax) (57) 
i 
Ejemplo. Sean A = 1/1 + 0.8/2 + 0.5/3 + 0.2/4, y f(x) = x^, entonces^ 
A^  = 1/1 + 0.8/4 + 0.5/9 + 0.2/16 
Además, dados los conjuntos borrosos A y B, definidos en los universos X e Y, 
respectivamente 
A = E ^ ' A ^ ) / ^ í (58) 




B = E Í'BÍ^) ' ^i (59) 
i 
y dada una función f: [0,1] x [0,1] -» [0,1], entonces 
y(A,B) = Y, n\i,(x), MBÍy,)) / ñx,y.) (60) 
i 
o bien, 
y(A,B) = Y, T-ÍMA). MBÍy.). MA.y.)) / M-y.) (6i) 
i 
si existe una relación de dependencia R entre las variables x c y. 
Ejemplo. Sean A = 0.7/1 + 1/2 + 0.6/3 + 0.2/4, B = 0.3/3 + 0.8/4 + 1/5 + 0.5/6 y tomemos 
como norma-t la función mínimo, entonces 
A+B = min(0.7,0.3)/4 + min(0.7,0.8)/5 + min(l,0.3)/5 + min(0.7,l)/6 + 
min(l,0.8)/6 + min(0.7,0.5)/7 + min(l,l)/7 + min(0.6, 0.8)/7 + 
min(0.2,0.3)/7 + min(l,0.5)/8 + min(0.6,l)/8 + min(0.2,0.8)/8 + 
min(0.6,0.5)/9 + min(0.2,l)/9 + min(0.2,0.5)/10 = 
0.3/4 + 0.7/5 + 0.8/6 + W + 0.6/8 + 0.5/9 + 0.2/10 
Ejemplo. A la vista de las dos versiones anteriores para calcular la expresión f(A,B), en 
general A(B-i-C) ^ AB+AC, salvo que tengamos la precaución de utilizar la primera versión 
para computar el lado izquierdo, y la segunda para el derecho, ya que existe una relación de 
dependencia entre las variables xy y xz. 
2.9 El Álgebra de Números Borrosos 
Un campo importante de aplicación del principio de extensión es el cómputo de operaciones 
algebraicas (+, -,-,/) entre números borrosos. Sean A y B números borrosos definidos en R, 
entonces la extensión de estas operaciones puede efectuarse como 
^"'"«- MAffifií^ ) = sup Ti^x^ix), ng(y)) (62) 
Vx,y I x+y=z 
'''^^- MÁOBÍ^ ) = sup T(M (^x), Mg(y)) (63^ 
^x,y \ x-y=z 
producto: ^^^(^) = sup T(H;^ (x), i^gCy)) 
Vx;,y \ xy=z 
división: ^.^(^) = sup T{\i-^{x), HgCv)) 
^x,y I x-Ty=z 
(64) 
(65) 
con X, y, z e R. 
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® 8 11 
Figura 2.6 Aplicación del Principio de Extensión 
Ejemplo. Si representamos la función de pertenencia de un número borroso por n puntos 
significativos (por ejemplo, n=3 para una función triangular, n=4 para una fiínción 
trapezoidal), A = { a„ aj, ..., a„ }, B = { b,, bz, ..., b„ }, entonces se verifica que 
Á®B = {aj+b,, aj+bj, .... a^+b^} (66) 
Utilizando la notación L-R, podemos simplificar las expresiones anteriores y utilizar las 
siguientes fórmulas de cómputo rápido. Sean A = (a, CL, CXR)LR y B = (b, PL» PR)LR entonces 
Á®B = (a+b, a^+PL, a^+Pj LR (67) 
AGE = (a-b. a,^p,. a^+p^),^ (68) 
Á O B = (ab, b-a^+a-p^, b-aR+aPR)^^, si Á, B > O (69) 
Á©B - (a-rb, (b-aL+apR)b-2, (b-aR+apL)b-2)LR, si Á, B > O (70) 
XQA = • 
(Xa, Xa^, X,aR)LR si X > O 
(Xa, -Xa^, -XaL)RL si X < O 
(71) 
T -1 (a"', aRa-% a^-a-^)^, si A > O (72) 
2.10 Relaciones Borrosas 
La relaciones borrosas entre conjuntos borrosos juegan un papel importante en la inferencia 
con sentencias borrosas [Zadeh 71]. Además, son claramente una extensión de las relaciones 
entre conjuntos clásicos. Por ello, necesitamos las siguientes definiciones. 
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Defínicíón. Dados dos conjuntos borrosos A y B, de universos X e Y respectivamente, se 
define producto cartesiano \Xj^^: X x Y -^ [O, 1], como 
MAXBÍ^ .^ ) = T(M;,W. MBW) ^^ eX. V> eY (73) 
Defínición. Dadas dos variables x e y, que toman valores sobre los universos X e Y 
respectivamente, se define relación borrosa, \Xg{x, y): X x Y —» [O, 1], como cualquier 
subconjunto borroso del producto cartesiano XxY. 
Ejemplo. La expresión lingüística x es aproximadamente igual a y se puede modelar mediante 
la relación borrosa 
Rix, y) = i 
, si I y - X I < 
1 + (x - y)* (74) 
O , en otro caso 
Ejemplo. Para el caso de universos de discurso finitos, resulta muy útil la notación matricial. 
Dados X = {x„ Xj, x,, X4} e Y ={y„ yj, ys), un ejemplo de R es 
















Defínición. Se define proyección de una relación borrosa R: X, x ... x X„ -^ [O, 1] sobre el 
universo de discurso X¡, como 
Proyx(x,,...,x„) = sup R(ac,,...,x„) 
VJCGX. 
(76) 
La operación de proyección tiene como interpretación semántica el modelado de 
cuantificadores del tipo V. 
Ejemplo. Para una relación borrosa R: X x Y, 





Figura 2.7 Proyección de una Relación Borrosa: Cortes-a 
Proyy Rix,y) = sup R{x,y) = \i^ix) 
VyeY 
El resultado será un conjunto borroso en Y o en X, respectivamente. 
(78) 
Defínición. Dados dos conjuntos A y B de universos X y Y respectivamente, entre los que 
se tienen definidas las siguientes relaciones 
MR: X X Y -4 [O, 1] 
Ms: Y X Z -» [O, 1] 
se define la relación compuesta de R y S, |ÍROS- X X Z —> [O, 1], como 
\ij,^(.x^) = sup T(HR(A:,>'), HSCV'Z)) 
VyeY 
(79) 
o bien \i^^s' X x Z -> [O, 1], como 
MRSSÍ '^^ ) = i^ f S(J1R(X,)'), HsCy,z)) 
VyeY 
(80) 
Estos dos diferentes operadores verifican que 
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RÓ5 = R (8) ^  (81) 
Un caso particular es la aplicación de estos operadores entre un conjunto y una relación 
borrosa. El resultado que se obtiene es otro conjunto borroso. Por ejemplo, dados A y B 
definidos en X, Y, y R: X x Y -* [O, 1], tenemos 
MAORCV) = sup T(^ (^A:), \ij^ix,y)) = \i^(y) <^ AoR = B (g2) 
VreX 
o bien 
»^A®RO') = inf S(n^(x), ii^ix,y)) = HgCv) <^ A0R = B ^gj. 
VxeX 
Definición. Definimos conjunto borroso propio como aquel que resulta invariante frente a la 
relación de composición con una relación borrosa. 
Dados A definido en X, y R: X x X -» [O, 1], se cumple que 
I^ AORW = sup Tin^ix), \^J^ix^)) = n^ix) 4-> AoR = A ^g^^ 
VxeX 
o bien 
H^^ix) = inf Sin^ix), \i^lix^)) = \i^ix) ^ A0R = A 
V;CGX 
(85) 
El procedimiento más extendido para generar estos conjuntos es el de aplicación iterativa de 
la composición de relación a un conjunto borroso de partida. 
2.11 Razonamiento con Incertidumbre 
Sean A, B, C conjuntos borrosos definidos sobre los universos de discurso X, Y, Z, y con 
funciones de pertenencia H/^ix), MB(y)» Mc(z). respectivamente. La inferencia con lógica borrosa 
tiene un aspecto sintáctico como el siguiente 
(regla): SI (x es A) ENTONCES (y es B) 
(premisa): (x es A') 
(conclusión): (y es B*) 





SI la temperatura es baja ENTONCES el consumo es alto 
la temperatura es muy alta 
el consumo es muy alto 
La función de implicación se representa mediante una relación borrosa en X xY: R = A->B 
^A^B: X X Y - * [O, 1] 
Esta función puede definirse de muy variadas maneras. Por ejemplo, 
1) la función de Mamdani generalizada procede de interpretar el condicional como el propio 
producto cartesiano A—>B = AxB 
^A^BÍ^'^) = T(n^W. HgCy)) VíceX, VyeY (86) 
que coincide con mín(jiA(x), \i^(y)) si utilizamos la norma-t de Zadeh T, 
2) menos convincentes resultan las versiones consistentes en considerar 
A-^B = A UB (87) 
MA^BÍ '^)-) = S(N(ji^U)), ii^iy)) VxeX. VyeY (88) 
o bien, 
(7JTB) UB (89) 
n^^^(x,y) = S(N(T(M (^;c), n^íy))), ^i^iy)) VaceX, VyeY (90) 
3) la más extendida sin duda es aquella que resuelve primero si A entonces B, si no A 
entonces C y luego toma A—>B como un caso particular en el que C coincide con su universo 
de discurso, 
(A->B)U(X->C) = (AxB)U(XxC) (91) 
*^(A-.B)Uc7r^ c)(^ '>) = S(T(^^(Jc), v^(y)), T(N(|i^ (ac)), n^ Cv))) VXGX, VyeY (92) 
(A-^B)US = (AxB)US (93) 
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^A^BÍ^ .y) = S(T(MAW, MBÍy». N(M^W)) Vx€X, VyeY (94) 
En concreto, la función presentada por Zadeh coincide con la expresión anterior, si tomamos 
los operadores (T„ S„ N,) 
MA^B( .^>') = niáx(mín(M^W, v^(y)), \-\i^(x)) VxeX, VyeY (95) 
Finalmente, y aplicando la regla de composición, se obtiene el conjunto borroso B* a partir 
de A* mediante la expresión B* = A'» (A—>B): 
Mg.Cv) = sup T(n^.(x), \íj,^aix,y)) VyeY (9^) 
VxeX 
es decir, 
H^.(y) = sup Tin^Xx), S(T(n^(x), n^(y)), N(M (^ac)))) VyeY ^gj^ 
VxeX 
Habitualmente lo que se tendrá será un sistema con n reglas, cada una de ellas de la forma 
SI (x es Ai) ENTONCES (y es Bj), con lo que 
M^.)') = MAUBÍÍ^ .)') = T(n^(;c). M3^CV) VxeX, VyeY (98) 
y el cálculo de la expresión resultante global se hará R = R, u ... u R„: 
ii^(x,y) = S(^^,(x.>), ..., vijix,y)) VxeX, VyeY (99) 
A ^ B = RoX (100) 
\i^^^ix,y) = S(ix^{x,y\ Niii^ix))) V.reX, VyeY (101) 
con A = Aj u ... u A„, resultando B* = A*0 R: 
H3.(y) = sup Tinjx), \i^^j,{x,y)) VyeY ,JQ2) 
VxeX 
Ejemplo. Para el caso de reglas con dos condiciones, sean A, B y C conjuntos borrosos 
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definidos en X, Y y Z respectivamente. Entonces, si las reglas son del tipo 
(regla) : SI (x es Aj) E (y es B;) ENTONCES (z es Q) 
(premisa) : (x es A') E (y es B*) 
(conclusión): (z es C ) 
y se toma el operador de implicación de Mamdani, el conjunto borroso C se obtiene de la 
forma 
Hc-(z) = sup T(n^.w. m-Cy). y^)) VzeZ (103) 
VTGX, VyeY 
con 
^^ (AnB)-.c(^ '>''^ ) = S{vi^,{x,y^), ..., \i^ix,y,z)) VxeX, VyeY, Vz€Z (104) 
y Ri = (AinBi)^Ci: 
Vi^ix,y^) = T(n^/x), vi^,{y), ^ .^(2)) VxeX, VyeY, VzeZ (105) 
2.12 Utilidad de la Lógica Borrosa 
La elección entre lógica borrosa y lógica clásica debe ser función del pi«jblema a resolver. Así 
por ejemplo, el conjunto de los números pares e impares se puede encuadrar perfectamente 
en la clásica: cualquier número, o es par, o es impar. Sin embargo, existen abundantes 
ejemplos de problemas que la lógica clásica no puede resolver, como son el modelado de 
conjuntos con fronteras definidas de manera no nítida: el conjunto de los números pequeños, 
el de las personas altas o el de los días fríos, sólo pueden ser modelados adecuadamente si se 
plantean con lógica borrosa. 
La lógica borrosa permite formalizar adecuadamente el razonamiento con incertidumbre. 
Trabaja con información cualitativa y aborda problemas definidos de manera imprecisa, 
habitualmente expresados de forma lingüística. Su principal ventaja está en permitir plantear 
el problema en los mismos términos en los que lo hace un experto humano. 
La siguiente pregunta que debemos hacemos, una vez vistos los límites de la lógica 
tradicional, es: ¿una lógica que emplea conceptos vagos, es capaz de dar solución a los 
problemas que aparecen en el mundo real? La respuesta la da el propio Zadeh planteando otro 
interrogante: si nosotros somos capaces de razonar correctamente disponiendo de información 
imprecisa, ¿porqué hemos de buscar un planteamiento matemático preciso?. Pues, como pone 
por ejemplo Berkeley,... cualquiera de nosotros es capaz de estacionar su automóvil en unos 
pocos segundos, porque no hace falta encajarlo exactamente en un espacio perfectísimamente 







«From causes whjch appear similar, we expect similar 
effects. This is the sum total of all our experimental 
conclusions» 
David Hume 
«No hay duda alguna de que todo conocimiento comienza 
con la experiencia (...) Mas si bien todo conocimiento 
comienza con la experiencia, no por eso origínase todo él 
en la experiencia.» 
Kant 
«Nuestra inteligencia nunca recurre a misteriosos artificios; 
contrariamente, procede según reglas perfectamente 
detemiinadas que se pueden fonnular explícitamente y que 




Capítulo 3 CONTROL BORROSO 
3.1 Controladores Borrosos 
Desde la aparición de la lógica borrosa en la segunda mitad de los años 60, se ha ido 
extendiendo la aplicación de esta rama de la lógica al control de procesos [Kickert 76, 
King 77, Tong 77, 80b]. En concreto, el diseño del primer controlador borroso se debe a 
Mamdani [Mamdani 74]. Desde entonces han sido cada vez más las aplicaciones industriales. 
En este capítulo presentaremos las ideas en las que se fundamenta esta técnica de control 
[Alegre 91, Driankov 93, Harris 93, Jiménez 92, Mamdani 93]. 
3.1.1 El Modelo de Controlador 
Resulta interesante, antes de afrontar el estudio del controlador borroso, repasar algunas ideas 
básicas empleadas en control clásico. Un controlador lineal de tipo PID se compone de tres 
acciones combinadas Proporcional-Integral-Derivativa 
M(0 = K e(í) 1 J e(x) dx ^ T, deji) 
~dr 
(106) 
La primera establece la ganancia, la segunda controla el régimen permanente y la última el 
transitorio. Sin embargo, en control por computador, lo que se utiliza es la versión discreta 
de la ecuación anterior 
donde los coeficientes toman los siguientes valores: 
qo = K 
q, = K 
T T, 





q2 = K - i 
Como puede observase, el algoritmo consiste en una simple ecuación matemática lineal, a 
diferencia del tipo de control que vamos a estudiar, caracterizado por su falta de linealidad. 
A lo largo de esta Tesis emplearemos la siguiente notación: 
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e(t) : error 
ce(t): derivada o cambio en el error 
se(t): integral o suma del error 
u(t) : acción de control 
cu(t): derivada o cambio en la acción de control. 
La estructura básica del controlador borroso aparece reflejada en la Figura 3.1. Como en ella 
puede verse, a partir de la señal de referencia y del valor de la variable controlada, se obtienen 
el error e(t), su derivada ce(t) y su integral se(t). Estas variables pueden ponderarse mediante 
tres constantes K ,^ KCE y KSE- El controlador toma como variables de entrada e(t), ce(t) y se(t), 






























































Figura 3.1 Esquema de un Contiolador Borroso 
Internamente se compone de un conjunto de reglas, expresadas en términos lingüísticos, que 
tienen como premisas los valores posibles de las variables de entrada, y en la conclusión el 
valor de la acción de control a efectuar, en términos también lingüísticos. Esta acción de 
control debe ser transformada posteriormente en un valor nítido. Las reglas se agrupan en una 
tabla multidimensional que almacena el valor lingüístico de la acción de control para cada 
combinación posible de las variables de entrada. Opcionalmente puede existir un módulo de 
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supervisión que ajuste los parámetros del controlador en línea, como se explicará más adelante 
(apartado 3.3.1). 
3.1.2 Borrosificación 
El algoritmo de control consta de varias etapas. La primera de ellas es la obtención, a partir 
de los valores de e(t), ce(t) y se(t), del valor de sus correspondientes variables borrosas E, CE 
y SE. Para ello es preciso definir el conjunto de posibles valores borrosos (conjuntos borrosos) 
que pueden tomar cada una de ellas sobre su respectivo universo de discurso. En la Figura 3.2 
























Figura 3.2 Funciones de Pertenencia 
El eje de abcisas representa el Universo de Discurso, es decir, el rango de variación de la 
variable de entrada (£, CE ó SE), que en este caso se ha elegido entre ±3. Como Etiquetas 
Lingüísticas se han tomado siete: 
PG: Positivo Grande, centrado en +3 
PM: Positivo medio, centrado en +2 
PP: Positivo pequeño, centrado en +1 
ZE: Cero, centrado en O 
NP: Negativo pequeño, centrado en -1 
NM: Negativo medio, centrado en -2 
NG: Negativo Grande, centrado en -3 
En cuanto a la función de pertenencia de un término lingüístico, ésta representa el grado de 
asociación del valor numérico de e(t), ce(t) o se(t) con ese término, como ya dijimos 
anteriormente. Por ejemplo, O sería ZE con un grado de certeza 1 y tendría un grado de 
certeza casi O para las restantes etiquetas, ya que no corta a ninguna de sus funciones de 
pertenencia; mientras que -0.4 podría ser NP con un grado de certeza 0.3 y ZE con un grado 
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de certeza 0.7, por ejemplo. Emplearemos la siguiente notación: 
Ej : términos lingüísticos asociados a la función error 
CEj : términos lingüísticos asociados a la función cambio en el error 
SEj : términos lingüísticos asociados a la función suma del error 
U¡ : términos lingüísticos asociados a la función acción de control 
CUj : términos lingüísticos asociados a la función cambio en la acción de control 
PEi(e) función de pertenencia asociada a la etiqueta lingüística E¡ 
PcEi(ce) : función de pertenencia asociada a la etiqueta lingüística CEj 
MsEi(se) : función de pertenencia asociada a la etiqueta lingüística SEj 
fi^ i(u) función de pertenencia asociada a la etiqueta lingüística U¡ 
lacui(cu) : función de pertenencia asociada a la etiqueta lingüística CUj. 
La borrosificación consiste en calcular el grado de pertenencia del valor nítido de las variables 
de entrada (e, ce y se) a cada una de las etiquetas lingüísticas (Ej, CEj y SEj) mediante las 
funciones de pertenencia. Este será un número comprendido entre O y 1 para cada etiqueta. 
En cuanto a la elección de la forma de las funciones de pertenencia, éstas pueden ser 
básicamente de 5 tipos: 
Trapezoidales: pueden derivar en rectangulares o en triangulares 
Rectangulares: no tienen significado físico, pues una variable borrosa no puede 
pasar bruscamente de valer 1 a valer O, o a la inversa 
Triangulares: son funciones lineales por tramos, pero presentan una 
discontinuidad en la primera derivada, que hereda la acción de 
control 
Exponenciales: (distribución normal), muestran un comportamiento muy adecuado 
y no presentan discontinuidad en la derivada, aunque tienen el 
inconveniente de su lentitud de cálculo 
Polinómicas: son funciones sencillas y tienen una forma similar a la de las 
funciones de densidad normales, siendo más rápidas de calcular. 
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En el ejemplo se han empleado funciones polinómicas de segundo grado, por intervalos 
(Figura 3.3). En el caso de funciones de densidad normales, la forma de la curva es ajustable 
en función del parámetro a de la normal. Las dos etiquetas extremas tienen funciones de 
pertenencia unidad desde el centro de cada una de ellas hacia ±00, con el fin de dar soporte 
a todos los valores de las variables de entrada que no pertenecen al universo de discurso. 
7-/S 7-/9/2 7 7+i8/2 7+^ 
Figura 3.3 Función Pi 
X 
La expresión correspondiente al conjunto borroso de la figura anterior es 
O , si x<Y -p 
Mx;^,y) = • 1-2 p J 
, si Y-p/2<x<Y+p/2 (109) 
2 Í Í - I - J . í, si Y+p/2<x<Y+P 
P 
O , si ;c>Y +p 
3.1.3 Planteamiento de las Reglas 
Tras haber traducido los valores deterministas de las variables de entrada a valores borrosos, 
se pasa a aplicar aquellas reglas que puedan ser disparadas. Para ello se dispone de una tabla 
de reglas con una, dos o tres entradas (E, CE, SE) por cada variable de entrada al regulador. 
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La tabla contiene las reglas a aplicar por el regulador, que son de la forma: 
SI (£ es PM) Y ENTONCES (U es NM) 
SI (£ es PG) Y (CE es NP) ENTONCES (CU es PP) 
SI (E es ZE) Y {CE es ZE) Y (SE es ZE) ENTONCES (U es ZE) 





































Tabla V. Tabla de Reglas 
En el caso de múltiples variables de entrada, un regulador multivariable podría constar de 
reglas más complejas, por ejemplo: 
SI (E, es E,i) Y (CE, es CE,;) Y (£2 es Eji) ENTONCES (U es Uj) 
Lógicamente, el análisis y diseño del controlador se hace cada vez más complidado a medida 
que introducimos más premisas en las reglas. Esto ha llevado tradicionalmente a utilizar 
solamente dos entradas, por lo que en los apartados siguientes sólo analizaremos, por 
simplicidad, el caso de un controlador con entradas Ey CEy salida CU (el equivalente a un 
PI), aunque también podría haberse hecho con U como salida (el equivalente a un PD). 
3.1.4 Selección de Reglas 
Después de la borrosificación, para cada regla de la tabla tenemos un valor numérico de 
entrada de £ y otro de CE. Podemos construir una tabla adicional o matriz de inferencia que 
representa el peso que tendrá cada una de las reglas en la conclusión fínal. Al ser reglas del 
tipo 
SI (E es Ei) Y (CE es CEj) ENTONCES (CU es CUj) 
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la salida CU* borrosa del proceso de inferencia se calcula según lo visto en el apartado 2.11: 
[icuXcu) = sup T(Mg.(«). McE.(cc), M(EncE)-cu(^ '^ «'^ ")) "^Í^" (110) 
con 
^(EPCE)W '^^ '^^ ") = S(MRj(e,ce,cu), .... ]ij,e,ce,cu)) \/e,ce,cu (IH) 
y Rj = (EinCEi)-»CUi: 
^^(e,ce,cu) = T(jiEi(e), HcEi(^ e), Hcui(<^ w)) '^e,ce,cu (112) 
es decir, sustituyendo tenemos 
H^ y.CcM) = sup T(^ E.(e),^ cE.(ce),S(T(^ Ei(e),|IcEi(ce),^ cy.(cM)))) VCM (113^ 
Ve.ce Vi 
Sin embargo, nuestro controlador borroso no es un sistema borroso cualquiera, dado que sus 
entradas son nítidas, e=Q y ce=ce*. Por ello, como \iz*(e) y \i^^*{ce) sólo valen 1 para e=e* y 
ce=ce*, y cero para el resto, resulta 
Mcu-(c") = S(T(nEi(e•),^ ,^Ei(ce*),^ cui(<^M))) Vcu (114) 
Vi 
De esta forma, el grado de cumplimiento de la premisa puede tomarse como el menor de cada 
una de sus condiciones, tomándose este grado como peso de la conclusión final. Por lo tanto, 
si se toma como operador lógico para la intersección la función mínimo (T,), cada término 
de la matriz de inferencia tiene como peso o masa w¡ el menor de los respectivos grados de 
pertenencia de e' y ce' a las etiquetas correspondientes a esa regla. 
w. = mín(Hg.(e-). HcEi(ce*)) (1^^> 
HCU.(CM) = S(T(w., Mcui(^ "))) "^c" (116) 
Vi 
A partir de la matriz de inferencia, resulta posible hacer una selección de las reglas que van 
a ser aplicadas, eliminando las que tengan un grado de pertenencia demasiado pequeño. 
Además, de no ser eliminadas, esto podría implicar una acción de control contraria a la 
deseada. Esta selección de reglas equivale a reducir el soporte de las funciones de pertenencia, 
que en el caso de la función de densidad normal no llegan a tomar el valor O exacto. Con 
funciones polinómicas, triangulares o trapezoidales no es preciso. 
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Otra posibilidad es aplicar todas las reglas de acuerdo con el grado indicado en la matriz de 
inferencia. En la práctica, el tiempo de cálculo que se emplea en comprobar si dicho grado 
es inferior a un valor propuesto, es prácticamente igual que el que se tarda en aplicar dicha 
regla sin más, razón por la cual es perfectamente viable optar por esta solución. 
3.1.5 Aplicación de Reglas. Conclusión Borrosa. 
Hasta aquí disponemos de un conjunto de reglas y de un peso para la conclusión final de cada 
una de ellas. La acción de control que concluye cada regla es un conjunto borroso CUj al que 
se le ha asignado un peso w¡. La interpretación usual de este conjunto con pesos, puede 
hacerse de dos formas: 
tomando T=T, (mínimo), la salida es otro conjunto borroso en el que la función de 
pertenencia se calcula como el mínimo entre la función de pertenencia primitiva y el 
peso: 
li^.icu) = mín(w., MCU(^ M)) (117) 
\lc^J.icu) = S(mín(w., |ÍCUÍ(<^"))) "^^^ 
Vi 
(118) 
tomando T=T2 (producto): la saüda es otro conjunto borroso en el que la función de 
pertenencia se calcula como producto de la función de pertenencia primitiva por el 
peso: 
licu.(cM) = w.-\i^{cu) (119) 
\ic^j.(cu) = S(w4ij^ i(cM)) Vcw 
Vi 
(120) 
Por lo tanto, el resultado fínal de la aplicación de todas las reglas es un conjunto de conjuntos 






^ ^ ^ 
^ - — -^^^^^ ~ ^ ~ ^ ^ i ; ~ ^ 
a p i M P 
Z E 
c e C L J 
Figura 3.4 Aplicación de Reglas (T=T2). 
Una vez más es posible elegir la conorma-t a utilizar, con el fin de obtener un único conjunto 
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a partir de los anteriores: 
tomando S=S, (máximo) 
^J^.(CM) = máx (|icu.-(cM)) 
Vi 
tomando 8=83 (suma acotada) 





Mcu-(c") = E ^^ cu.•(c") (123) 
¡«1 
si se sabe de antemano que la suma anterior nunca supera la unidad. 
3.1.6 Desborrosificación. Conclusión numérica. 
Finalmente, a partir del conjunto de curvas de salida, se procede al cálculo del valor numérico 
de la conclusión. Para ello existen varios métodos: 
tomar como conclusión el máximo de la curva |Jcu,(cu) 
Figura 3.5 Desborrosificación por Máximo (8=83). 
calcular el centro de gravedad de la curva Hcu*(cu) 
c d g 
Figura 3.6 Desborrosificación por c.d.g.(S=S]). 
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La última de las opciones es la que tiene más información en cuenta. Como observación 
interesante, hacer notar que en el resultado final sólo influye el área y no la forma de la curva. 
El centro de gravedad se calcula como: 
JcK •^ (^ .(cM) dcu 
cu*= £ÍL, (124) 
J M(^ .(cu) dcu 
cu 
Una vez obtenido el valor numérico, éste puede ser multiplicado por un factor de escala (K^u), 
antes de ser enviado como acción de control. 
3.2 Aspectos de Diseño 
3.2.1 Simplificación del Modelo Lingüístico 
Si en el cálculo de la expresión anterior se han escogido como normas-t Tj (producto) y Sj 
(suma acotada), y esta suma nunca excede la unidad, entonces es posible efectuar la siguiente 
simplificación: 
jcu -licuXcu) dcu J cu Y^ w. •n^licu)dcu 




r J^ w J cu\i^(cu)dcu 
= ' ' ' cú (125) 
E ^ jiícuf^cu)dcu 
"' cu 
Y teniendo en cuenta que el centro de gravedad Cj y el área a; de la función de pertenencia de 
la conclusión de la regla i-ésima, se puede calcular como: 
jcu •\icu(cu) dcu 
c, = ^ ' (126) 
JHCU(CM) dcu 
cu 
i^ = J^ c^uC'^ ") ^^" (127) 
cu 




cu' = J:! (128) 
o bien 
i=l 
cu-= -Üi (129) 
¡=i 
si todas la áreas son iguales, por ejemplo unitarias. De hecho, los centros de gravedad y las 
áreas de cada conjunto borroso de la variable de salida podrían estar previamente calculados, 
pudiéndose entonces expresar las reglas de la forma: 
SI (£ es Ei) Y (CE es CE;) ENTONCES {cu = C;) 
siendo Cj el centro de gravedad del conjunto borroso CUj. Esto es útil de cara a la eficiencia 
en el algoritmo de cómputo de la acción de control. 
3.2.2 Otros Tipos de Controladores 
Los modelos básicos de controladores son dos [Sugeno 85]: el modelo de Mamdani y el 
modelo de Sugeno. El primero es un modelo basado en reglas con una estructura como la ya 
analizada. Cada una de las reglas es del tipo: 
SI (E es Ei) Y {CE es CE^ ) ENTONCES {CU es CUj) 
La salida del controlador se calcula como 
J CM •\ii^.{cu) dcu 
cu'= ^ (130) 
J HCU.(CM) dcu 
cu 
utilizando como normas-t T, (mínimo) y Tj (máximo). Por el contrario, el modelo de Sugeno, 
si bien se basa también en lógica borrosa, se fundamenta en dividir el espacio de variables de 
estado en subespacios, en cada uno de los cuales exista una regla dominante con una salida 
lineal respecto a la entrada: 
SI {E es Ei) Y {CEes CE;) ENTONCES (cUi = Koi + K^ie + KcEiCe) 
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La salida nítida del controlador se obtiene calculando el centro de gravedad de la salida 
propuesta por cada regla: 
r 
Ew.-cUj 
cu- = m (131) 
¿w,. 
siendo w¡ el peso de cada regla y r el número de reglas. Aunque el controlador de Mamdani 
cuenta con más tradición, este último modelo es el más utilizado en implementaciones 
prácticas así como en los más recientes desarrollos teóricos, como son aquellos relativos a 
análisis dinámico, debido a su más fácil interpretación y manejo. 
3.2.3 Construcción de la Tabla de Reglas 
La tabla, si bien vendrá determinada por las características del proceso y deberá ser 
configurada por el experto, también debe cumplir algunas normas elementales que garanticen 
las siguientes propiedades [Pedrycz 89]: 
Completitud: Las reglas han de cubrir todas las combinaciones posibles de entradas al 
controlador, con el fin de que no queden huecos o fisuras ante las que no se tomarían 
acciones coherentes. 
Consistencia: Las reglas han de ser consistentes, es decir, no pueden coexistir dos 
acciones de control para la misma situación, lo que daría lugar a contradicciones (esto 
no se puede dar si se almacenan las reglas en una tabla). 
Interacción de cada una de las reglas con el controlador, es decir, el peso propio que 
tiene una regla entre las restantes. Se puede tener una idea de su valor analizando en 
qué medida se ve afectada la acción de control al ir eliminando cada una de las reglas. 
Robustez del controlador. Es una medida de la reacción frente a perturbaciones en las 
entradas. Existen métodos matemáticos para medirla basados en introducir 
perturbaciones aleatorias en las señales de entrada, y observar sus efectos sobre la 
salida. 
Conviene resaltar que los conceptos que aquí se definen como completitud y consistencia no 
tienen relación alguna con los que antes se mencionaron para las lógicas. 
3.2.4 Configuración 
La configuración de un controlador borroso se lleva a cabo dando valores adecuados a 
determinados parámetros de los que intervienen en él. Pueden distinguirse dos tipos de 
parámetros: de configuración y de ajuste. 
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Parámetros de configuración: 
(1) número de variables de salida 
(2) número de variables de entrada 
(3) errores y cambios en el error a considerar de entre todos los posibles de las 
variables de entrada (variables útiles). Como máximo serán el doble del número 
de entradas 
(4) número de términos lingüísticos a emplear para cada variable útil anterior 
(5) número de términos lingüísticos a emplear para cada variable de salida 
(6) la tabla de reglas (su dimensión viene definida por la elección de los parámetros 
anteriores). 
Parámetros de ajuste: 
(7) Media o centro de cada función de pertenencia de las variables de entrada 
(8) Amplitud, ancho o desviación típica de cada función de pertenencia (según el 
tipo de curvas que se empleen) de las variables de entrada 
(9) Media o centro de cada etiqueta lingüística de las variables de salida o acción 
de control 
(10) Amplitud, ancho o desviación típica de cada función de pertenencia (según el 
tipo de curvas que se empleen) de la variable de salida*. 
En primer lugar, deberán fijarse los parámetros de configuración, y dar un valor inicial 
adecuado a los parámetros de ajuste. Los parámetros 7 y 8 vienen determinados en gran 
medida por las características del sistema a controlar (error máximo y transitorio), por lo que 
una vez determinados, ya no es necesario volverlos a tocar. El ajuste, por tanto, se basará 
fundamentalmente en el establecimiento de 9 y 10. La elección de los parámetros 7 y 8 afecta 
de la siguiente forma: 
(7): Comprimir las medias es reducir el Universo de Discurso, es decir, tiene en cuenta 
valores más pequeños para la entrada del regulador. Si no se varía ningún otro 
parámetro, la acción de control es más rápida y brusca. Esto puede utilizarse en el 
mismo regulador para aumentar la resolución (control fino), si se combina con una 
disminución de escala en las etiquetas de salida. 
4) Si la desborrosifícación se hace por centro de gravedad, se utiliza el área en lugar de la amplitud. 
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Si comprímimos la media de E en relación a la media de CE, la salida es más rápida. 
Los valores correspondientes a cada etiqueta deben estar en orden creciente de acuerdo 
con el significado lingüístico de las mismas. Por ejemplo, el centro de gravedad de PM 
es siempre menor que el de PG. 
Las expansiones/compresiones pueden hacerse aumentando algo más los c.d.g. 
asociados a la etiquetas extremas, es decir no tiene porqué hacerse de forma 
proporcional (según se comprueba empíricamente). 
(8): Al aumentar la amplitud, las funciones de pertenencia son más planas, por lo que 
cualquier valor numérico aumentará su grado de pertenencia a todas las etiquetas 
lingüísticas. El resultado es una acción de control más suave, ya que todas las reglas 
toman más peso (incluso las que son contrarias a la acción necesaria). El regulador se 
hace más lento. Si la amplitud aumenta demasiado, la acción de control se va haciendo 
más lenta, lo que en el límite sería equivalente a aplicar todas las reglas con grado de 
certeza 1. 
Al disminuir la amplitud, las acciones de control son más precisas y rápidas, pues el 
regulador resulta más selectivo con las reglas que aplica. Pero si se disminuye 
demasiado, las acciones de control se vuelven irregulares, ya que quedan espacios 
muertos entre las funciones de pertenencia de las etiquetas lingüísticas. 
No es un parámetro que deba cambiarse en funcionamiento normal del regulador. 
3.2.5 Control fino 
Con el fin de disminuir en lo posible el error en régimen permanente, en reguladores sin 
acción integral, es factible utilizar una tabla de control fino, similar a las ya descritas (o 
incluso con otras reglas), con mayor escala de resolución y acciones de control proporcionales 
a esa escala. De esta forma, un error en régimen permanente que pudiera parecer pequeño 
(ZE) con la tabla inicial, con ésta última sería mayor (PM, por ejemplo), y el regulador 
seguiría actuando, en vez de detenerse por haber alcanzado ya la zona muerta. 
En este caso existen dos parámetros de zona muerta, uno para el control grueso (Zm) y otro 
para el control fino (Zcf). De esta forma, cuando e y ce son inferiores a Zm, comenzarían a 
aplicarse la nueva tabla de reglas y las nuevas escalas. Sólo en el caso de que se rebajara 
hasta Zcf, tampoco se aplicaría la tabla de control fino. Es perfectamente posible disponer de 
una sola tabla para ambos casos, y variar únicamente las escalas K^, KCE y Kcu. 
3.2.6 Interpolación Trapezoidal 
Es posible almacenar la información correspondiente a las conclusiones de las reglas de 




Una segunda posibilidad interesante se basa en tener ya calculadas todas las acciones de 
control posibles para cada una de las distintas combinaciones de £ y CE. Para ello es 
necesario trocear el universo de discurso y disponer de un algoritmo que inicialmente calcule 
todos los valores para esta nueva tabla. La ventaja con respecto al método anterior consiste 
en que aumenta la velocidad de cálculo, pero como desventaja, una modificación en línea de 
los parámetros (por parte del operador o de un algoritmo supervisor, por ejemplo) obliga a 
recalcular de nuevo todos los valores. 
En este caso, si la entrada del sistema (e, ce) se encuentra entre dos puntos conocidos (C/, ce¡) 
y («2, €62), la acción de control puede obtenerse por interpolación trapezoidal: 
[ce,-ce, c€-ce,]-
cu(e, ce) = 
cu(e^, ce,) cu^t^, ce,) 




3.3 Control Adaptativo 
La necesidad del controlador borroso adaptativo se justifica cuando: 
el proceso a controlar varía de un punto de funcionamiento a otro 
varían los parámetros que definen el proceso 
varía el origen de las perturbaciones 
se requiere un aumento del rendimiento (sobreoscilación, tiempo de establecimiento, 
etc). 
Nótese que con la utilización de un algoritmo adaptativo, estamos introduciendo más 
inteligencia en el controlador. Los elementos básicos de cualquier controlador adaptativo son: 
una ley de control con parámetros ajustables 
un modelo de la salida del sistema en cadena cerrada 
un mecanismo de rediseño del controlador 
un método de estimación de los parámetros. 
Temas importantes a tener en cuenta son la estabilidad, convergencia de los parámetros y 
velocidad de convergencia. Los diferentes métodos de control adaptativo pueden agruparse en 
directos e indirectos. Los primeros incluyen las etapas de estimación del modelo y 
modificación de parámetros en un sólo bloque. Entre los métodos más habituales podemos 
citar: 
controladores adaptativos con modelo de referencia (MRAC) 
controladores auto-ajustables (STR) 
métodos basados en una estimación del modelo 
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- CONTROL PROCESO 
Figura 3.7 Esquema MRAC 
Es importante apuntar la diferencia existente entre controlador borroso auto-organizado (SOC) 
y controlador borroso adaptativo. En el primero existen metarreglas que, en función de la 
calidad de la señal de control, se encargan de crear nuevas reglas o modificar las ya existentes. 
En el segundo, existe una lógica adaptativa que modifica directamente el valor de las variables 
borrosas (por ejemplo, desde pequeño a muy pequeño). 
El controlador adaptativo con modelo de referencia es un método directo cuyo objetivo 
principal es minimizar la diferencia y-y„ entre la salida del sistema a controlar y la salida dada 
por un modelo de referencia. Para conseguirlo se emplean las reglas MIT (llamadas así por 
haber sido desarrolladas en el MIT), como pueden ser las siguientes: 
— = -y ey„ (133) 
dt ' "• 
— = -Y e M 
dt 
dQ . . . 
— = -y e signoiu) 
dt 





las cuales garantizan estabilidad si 
YM > O (137) 
El controlador auto-ajustable es un método indirecto, con un esquema como el reflejado en 







Figura 3.8 Esquema STR 
La estimación del modelo puede llevarse a cabo mediante diversas técnicas: 
optimización 




En cuanto a la modificación de los parámetros, pueden emplearse técnicas basadas en: 
mínima varianza 
lugar de las raíces 
seguimiento del modelo. 
3.3.1 Algoritmos de Supervisión 
El módulo de supervisión es el encargado de incorporar la función de autoaprendizaje 
(Figura 3.1). Este módulo puede tomar como entrada diferentes variables, según el tipo de 
sistema que se esté controlando. Un servo, por ejemplo, puede tomar como entrada la 
sobreoscilación Mp y el tiempo de establecimiento % y, en función de éstos, corregir algunos 
parámetros del regulador. En el control de una variable sometida a fuertes perturbaciones y 
que se pretende permanezca en el entorno de una consigna, parece más razonable emplear un 
algoritmo de supervisión que tome como variable de entrada algún índice cuadrático del error. 
Su período de entrada debe ser mayor que el de muestreo del regulador, y existen diferentes 
criterios para escogerio: por tiempo fijo múltiplo del período del regulador, por tiempo fijo 
tras cada escalón en la señal de error, por error en régimen permanente menor que una cuota 
fijada tras cada escalón en la señal de error, por número de veces que se ha disparado una 
misma regla del controlador, etc. 




KjC Son las constantes que multiplican a las entradas del regulador antes de pasarlos 
a sus equivalentes borrosos. Variarlas es análogo a variar simultáneamente las medias 
y las amplitudes de las etiquetas lingüísticas, por lo que su influencia se limita a la ya 
comentada para el caso (7) del apartado 3.2.4. 
c¡: Es el centro de gravedad de la función de pertenencia asociada a cada etiqueta 
lingüística de la variable de salida. Se deben satisfacer condiciones semejantes a las ya 
comentadas para el caso de las medias de las funciones de pertenencia de las entradas: 
los valores de c¡ correspondientes a cada etiqueta deben estar en orden creciente 
de acuerdo con el signifícado lingüístico de las mismas. 
las expansiones/compresiones deben hacerse aumentando algo más los c.d.g 
asociados a la etiquetas extremas. 
Al expandirlos, el regulador es más rápido, y a la inversa. Este parámetro, junto con 
Kj, es uno de los que más afectan al comportamiento del regulador, siendo todos ellos 
susceptibles de ser modificados por el propio algoritmo de supervisión. 
La tabla de reglas: La propia tabla de reglas es susceptible de ser modificada, si las 
conclusiones de sus reglas se expresan en forma de valores numéricos y no mediante 
etiquetas lingüísticas. £)e esta forma, la conclusión sería directamente el centro de 
gravedad de cada función de pertenencia asociada a la salida del controlador. Al 
modificar las reglas debe tomarse la precaución de seguir cumpliendo las condiciones 















Figura 3.9 Parámetros Adaptables 
En definitiva, los parámetros adaptables pueden ser todos, incluyendo los operadores lógicos 
(Figura 3.9): 
Los conjuntos borrosos: su forma y sus centros 6; 
El operador AND: normas triangulares 
El método de inferencia 
La tabla de reglas: centros de las conclusiones Cj 
El operador OR: conormas triangulares 
El método de desborrosificación. 
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3.3.2 Controladores Auto-Organizados 
El controlador borroso auto-organizado [Li 89. Quiao 92] fue introducido por Mamdani en los 
años 70 [Procyk 79]. En él las reglas están expresadas en téraünos üngüísticos, utilizándose 
una tabla de decisión, con las conclusiones numéricas previamente calculadas. 
Se utiliza una tabla de prestaciones (TP) adicional también con valores numéricos, empleada 
como modelo de referencia, que proporciona un índice de coste dependiendo de la desviación 
de la saüda del sistema con respecto a un modelo fijado de antemano (Figura 3.10). Qué 
reglas influyen y en cuánto se deben modificar dependerá valor que tome este índice. 
T P MODELO 
CA 
BORROS I REGLAS DESBOR PLANTA; 
Figura 3.10 SOC de Mamdani 
Otros algoritmos utilizan una representación basada en particionar el espacio de estados en 
celdas o regiones, y un algoritmo tipo gradiente descendiente para minimizar una función de 
coste [Smith 91].'Si se define la conclusión de la regla i-ésima del regulador como: 
"i = CÍO -^  Ci,e + c.,^ce (138) 
la salida será 
u ' = 
E .^-"i 
¡=.1 (139) 
con w = min(HEi(«). MCEÍ(Í^ )^)- Definiendo el error cuadrático medio esperado como o = E(d^t), 
cond =y^- yl, se puede emplear un algoritmo de tipo gradiente descendiente que trate de 
variar c, en el sentido adecuado para que o decrezca. 




Se garantiza que d^ se reduce a cero si 
«* = (142) 
• ' • 1 
Otro algoritmo supervisor típico [Oliveira 90] desarrollado por DISAM, es el dado por una 
función del tipo: 
salida^ = salida. ( 1 + e j{%entrada) ) (143) 
donde salida¡ es el parámetro sobre el que se desea actuar y entradoj es la variable de entrada 
en función de la cual se hace la modifícación. Por ejemplo, pueden elegirse como entradas la 
sobreoscilación y el tiempo de subida: parámetro = parámetro{\ + a%Mp)(l + at,). El factor 
a es un compromiso entre la velocidad de convergencia y oscilación de la convergencia, y 
debe ser determinado experimentalmente. 
Si las variables de salida sobre las que actúa el supervisor son los centros de gravedad de las 
funciones de pertenencia de salida, resulta adecuado expandir/comprimir todos cada vez que 
el supervisor decide actuar. Sin embargo, si se actúa sobre la tabla de reglas directamente, 
resulta más conveniente modificar más aquellas reglas que más se han disparado durante el 
último período. 
i-5 
i . -Ti" T 
fcf"ÍT''-i. 
1 Vii.; L 
*^. *f^. *T-- -r-- "T--. • *f^- • *f^- *T-
* T C ^ *^^^ *^^^ *^^^. *^^^ ^T^^. ^TJT 
', • '• • ', • * , ' • ; ' ! • 
>000 
Figura 3.11 Controlador Auto-Organizado de DISAM 




3.3.3 Supervisores Borrosos 
Otra idea interesante para el diseño de algoritmos supervisores consiste en el empleo de un 




Figura 3.12 Supervisor Borroso 
Como entradas al supervisor podrían tomarse la sobreoscüación M, y el tkmpD de 
establecimiento L o bien el error cuadrático integral (JLSE). Por su parte, el operador fijana 
las consignas para estas variables, por ejemplo M,' y t,', obteniéndose a partir de ambas los 
errores e CM La salida del supervisor podna ser la ganancia K del regulador PID, o su 
incrementa ^ [Cerezo 87], que se añadiría a K, o la escalaría. 
Regulador 
K 
K + AK 
K- AK 
Supervisor | 
K = fa, Mp) 
AK = fa , Mp) 
AK = f(t„ Mp) 
Tabla VI Salida del Supervisor 
En cuanto a su construcción interna, ésta sería análoga la del regulador borroso, viniendo 
expresadas tanto las variables de entrada como las de salida de forma lingüística, por ejemplo: 
SI (e« es NG) Y (CMP es PG) ENTONCES (AK es PM) 
3.4 EstabiUdad 
Uno de los temas más difíciles de abordar en el campo del control borroso es el referente a 
la estabilidad [Cerezo 92, Ray 84b, Ollero 93]. Aunque existen muy variados estudios al 
respecto, son pocos los que dan una solución global al problema. La complicación surge de 
la no linealidad de la función que caracteriza al controlador. Por ello, tradicionabnente se ha 
intentado enfocar el tema siguiendo la teoría de análisis de sistemas no lineales, pero la 
dificultad se multiplica al extrapolarlo al caso de sistemas multivariables. 
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Un primer enfoque consiste en obtener la matriz de relación que representa la función de 
control y, a partir de ella, llevar a cabo un análisis lingüístico de la trayectoria del sistema en 
cadena cerrada. 
En el caso de sistemas monovaríables, es posible aplicar el criterio de estabilidad de Popov. 
Una extensión al caso multivaríable es posible llevarla a cabo sin una complejidad excesiva, 
solamente con igual número de entradas y de salidas y un sistema con diagonal dominante 
[Williams 86]. Como corolario, es posible utilizar el criterio de conicidad para asegurar 
completamente la estabilidad de un sistema. 
Otros estudios utilizan el concepto de reguladores híbridos, combinación de reguladores 
clásicos y borrosos, de forma que la parte lineal del sistema realimentado tenga el peso 
suñciente como para garantizar la estabilidad conjunta. También es posible hacer un estudio 
energético, de forma que si la energía total del sistema decrece en el tiempo se puede asegurar 
la estabilidad. 
Un método de análisis geométrico para el estudio de la estabilidad se basa en la observación 
de la evolución, en el espacio de estados, de las componentes vectoriales de los campos lineal 
y no lineal. A partir de este análisis es posible obtener una serie de índices relativos de 
estabilidad y robustez que nos den una idea del comportamiento dinámico relativo del sistema 
realimentado, al modiñcar algunos de sus parámetros. 
Por último, mencionar el método de análisis de estabilidad utilizado por Sugeno que, basado 
en funciones de Lyapunov para sistemas discretos, es uno de los que más adeptos cuenta en 
la actualidad. 
En la explicación que sigue, se supondrá conocido un modelo dinámico no borroso del sistema 
a controlar (Figura 3.13) y un controlador borroso representado por la función no Uneal: 





Figura 3.13 Sistema no Lineal 
Realimentado 
Además, aunque este modelo no sea exacto, si el sistema es suficientemente robusto se puede 
seguir manteniendo la estabilidad. 
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3.4.1 Análisis Lingüístico 
El análisis [Braae 79] se basa en el particionamiento del espacio de estados en regiones, 
detenninadas por aquellos valores en que es dominante cada una de las reglas, esto es, su 
grado de cumplimiento es máximo frente a las demás (Figura 3.14). 
De esta forma es posible analizar la secuencia de reglas que se van disparando, y por tanto 
lo que llamaremos trayectoria lingüística. Si la trayectoria se sale del rango (universo de 
discurso), si sólo utiliza las regiones centrales, o determinadas bandas del plano de fases, 
entonces cabe pensar en una mejora del controlador, mediante la modificación de los rangos 
de definición de las reglas. Por supuesto, el sistema será estable si la trayectoria lingüística 
converge al punto de equilibrio. 
N Z P 
N M ^ 
NRf 
ZE 






Figura 3.14 Trayectoria Lingüística 
3.4.2 Criterio del Circulo 
Dado un sistema realimentado (Figura 3.15), definido por sus funciones de transferencia G{s) 
proceso y H(s) controlador, los primeros estudios de estabilidad [Kickert 78] se basaron en 
extender los métodos de análisis de estabilidad para sistemas no lineales como es el criterio 
de estabilidad de Popov (derivado directamente del criterio general de Lyapunov). 
e 
> — HOw) 
u 
G(iw) y 
Figura 3.15 Sistema Realimentado 
En [Ray 84a] se utiliza un controlador borroso multirrelé (Figura 3.16), con funciones de 
pertenencia simétricas y desborrosificación por media de máximos. El análisis conduce a la 
aplicación del criterio del círculo, siendo el criterio de estabilidad de Nyquist una 





Figura 3.16 Sistema Multiirelé 
Para el caso monovariable, suponiendo: 
G(s) racional y asintótícamente estable 
K, ^ u ^ K2, con Kj y K2 positivos. 
el sistema es asintóticamente estable si el trazado de Nyquist de G(s) no corta ni rodea en 
sentido horario el círculo de diámetro (-1/K,, -I/K2) (criterio del círculo) tal y como se refleja 
en la Figura 3.17. 
Figura 3.17 Criterio del Círculo Figura 3.18 Caso K, = O 
En el caso más normal en que K,=0, tenemos una situación análoga a la del criterio de 
Nyquist para sistemas lineales (Figura 3.18), con lo que el caso deriva en una situación 
análoga a la del criterio de estabilidad de Nyquist para sistemas lineales. 
Para el caso multivariable, consideremos como función de control la matriz diagonal: 
"<l),(e,0 O 





y sea G'yís) la matriz inversa de Gyís) y círculo de radio 
Hs) = ¿ I Gr,\s) I 
k'l, M 
(146) 
si el sistema es diagonal-fíla dominante 
o bien 
t - l , k*J 
(147) 
(148) 
si el sistema es diagonal-columna dominante 
I G^is) I > E ' Gji'(^) " ^' ' ^^ (149) 
Entonces el sistema es asintóticamente estable, si la banda de Nyquist centrada en G\i(jw) no 
corta el origen, ni al círculo de diámetro (-Ki, -Kj), y envuelve a ambos el mismo número de 
veces en sentido horario (Figura 3.19). 
• - ^ ^ 
Gi(jw) 
l*columna 
Figura 3.19 Caso Multivariable (Coiunnna Dominante) 
Si tras este análisis el sistema resulta ser inestable, se añade una compensación serie 
(proporcional), para conseguir que sea estable. 
3.4.3 Criterio de Conicidad 
Como bien es sabido, todos los métodos de análisis de estabilidad que derivan de aplicar el 
criterio de Lyapunov proporcionan condiciones suficientes, pero no necesarias. Es decir, si 
aplicando cualquiera de estos métodos, el sistema no satisface las condiciones requeridas, no 




Un cñteno interesante para ampliar el número de sistemas estables es el aportado por el 
criterio de conicidad [Aracil 91]. Éste se basa en la equivalencia existente entre los sistemas 
de la Figura 3.20 y Figura 3.21, desde el punto de vista de la estabilidad. 
- O H -<><>' O 
Figura 3.20 Sistema Inicial Figura 3 J l Sistema Compensado 
El criterio de conicidad establece que el sistema realimentado F es estable, si existen un 
operador lineal C (al que llamaremos centro) y un número positivo R (que llamaremos radio), 
tal que: 







Figura 3.22 Criterio de Conicidad 
Obsérvese que la segunda condición no es más que la condición del criterio del círculo para 
la respuesta en frecuencia de G(jw). 
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3.4.4 Análisis Geométrico 
Si expresamos la ecuación del sistema a controlar y la del controlador, respectivamente, como: 
(152) 
con 
u = OOc) 
4>(D) = O (153) 
entonces el sistema realimentado será estable [Aracil 88] si el sistema en bucle abierto 
es estable, y el campo vectorial asociado a 
F4>0í) =ü 
tiende a 
<¡>(x) = O 
(155) 
(156) 
Figura 3 ^ Análisis Geométrico 
Para otras combinaciones, como que el sistema en bucle abierto sea inestable, la estabilidad 
depende de las características de 
•B^(x) (157) 
De esta forma es posible predecir el comportamiento del sistema, pudiendo aparecer distintas 




F4>0c) tiende a cero (158) 
caso crítico: 
F4)(x) no tiende a cero (159) 
el sistema puede ser estable si la componente ^ jc) tiene peso suficiente. 
ciclo límite: se trata del caso intermedio a los dos anteriores. 
regiones aisladas: en el caso de que existan regiones aisladas con un comportamiento 
opuesto al de la zona adyacente, las trayectorias tienden a bordearlas, pudiendo llegar 
a provocar casos de inestabilidad si no son capaces de encontrar el camino para llegar 
al punto de equilibrio. 
Por último, comentar que las conclusiones a las que se llega con este análisis son cualitativas, 
pero dan una idea de cómo se pueden cambiar las reglas para obtener un comportamiento 
dinámico lo más parecido al deseado. 
3.4.5 índices de Estabilidad y Robustez 
Enlazando con el análisis anterior, es posible obtener algunos índices [Aracil 89] que nos 
valoren de alguna manera cómo de lejos estamos de la zona de inestabilidad. En el caso 
unidimensional, si partimos de la ecuación anterior 
X =f{x) + bO{x) (1^) 
en el punto de equilibrio debe verificarse que: 
X = O 
fix) + hO{x) = O (161) 
Equilibrio que será estable si 
/'(O) + b<D'(0) < O (162) 
y globalmente estable si además 
ly(;c) I > \b<t>(x) I Vr^ tO (163) 
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Por tanto, dos medidas de estabilidad relativa pueden ser: 
I, = -(fXO) + b<^'(0)) 
L¡ = min I/(ac) + bO{x) 
(164) 
(165) 
Cuanto más grande es I2, más robusto es el sistema. Sin embargo, este valor sería siempre cero 
en el origen. Para evitar esto, eliminamos una región B alrededor del mismo, y definimos 
Ij = min I y(;c) + b4>(x) 
Vxe5' 
(166) 




tal y como se muestra en la Figura 3.24. Este artificio es necesario para evitar que Ij valga 
siempre cero. 
b<i'(x)+f(x) 
Figura 3.24 Condición de Estabilidad 
En el caso bidimensional, las ecuaciones de partida son 
Xi =fi(Xv ^2) -^  b,<I)(Xj, x^) 

















Para llevar a cabo el análisis, se supondrá que el sistema es estable en el origen (el criterio 
de Lyapunov lo garantiza si el sistema linealizado lo es). Este sistema linealizado, al ser de 
segundo orden, tendrá dos polos con parte real negativa (Figura 3.2S), que serán las raíces del 
polinomio característico p(s) = s^  + a,s + aj. 
Figura 3 ^ Polos del 
Sistema Lineal 
Cuanto más alejados estén los polos del eje imaginario, mayor será la estabilidad relativa del 
sistema. Esto nos conduce a la defínición de un primer índice como: 
I, = a, = det(J) (172) 
A mayor aj, más robusto es el sistema. Análogamente se podría definir a partir de a, como: 
I,* = a, = -traza(J) (173) 
De esta forma, tenemos dos medidas de estabilidad o robustez en el origen [Cerezo 91b]. El 
segundo índice se define igual que en el caso unidimensional: 
I2 = rrúnlfix) + b4>(jc) I 
estando definida B' igual que antes, pero ahora sobre el subespacio unidimensional: 
(174) 
/jv-*!» •*2'' 72'' 1' 2-' 




3.4.6 Estabilidad de Sistemas Discretos 
Partiremos del modelo de Sugeno [Takagi 85], suponiendo entrada nula, donde cada regla se 
representa de la forma: 
SI iyk.i es Yi,) E {y,.2 es Y,-^ E ... E (y^ -n es Y J 
ENTONCES Yik = 3)0 + ^M-yt-i + - + ain-y*-» 
y la salida del sistema se calcula como el centro de gravedad de la saüda de cada regla: 
(176) 



















entonces la salida de cada regla se puede expresar como 
y* = Eaj-yuc-i = V*-i (178) 
y la salida global del sistema es 
E .^^ y*-! 




El análisis de estabilidad se plantea partiendo del criterio de Lyapunov. Se puede demostrar 
[Tanaka 92] que el sistema definido por las ecuaciones anteriores es asintóticamente estable 
si existe una matriz definida positiva P, común para todos los subsistemas y^^, tal que A i^PAj -
-P < O, Vi. Además, si alguna de las combinaciones AjAj no es estable, se puede demostrar 
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que no existe la matriz P anteñor. 
3.5 Aplicaciones 
El control borroso no sólo no es incompatible con las técnicas de control convencionales, sino 
que ambas pueden integrarse para lograr controladores más robustos. Sin embargo, el control 
borroso tiene algunas particularidades, que lo hacen claramente susceptible de ser utilizado en 
el control de procesos que reúnen alguna o varias de las siguientes características: 
Procesos difíciles de automatizar y que, paradójicamente, son controlados fácilmente 
por operadores humanos. 
Procesos con incertidumbre, poco definidos. 
Difícil estimación de los parámetros que definen el proceso. 
Sistemas complejos, no lineales, de orden elevado, variantes con el tiempo. 
Situaciones en las que resulta difícil la medición del valor de las variables a controlar 
(procesos biológicos, reacciones químicas complejas). 
Cuando la medidas no son fiables (sensor de temperatura puntual). 
Entre las principales ventajas que un controlador de tipo borroso puede reportar, podemos citar 
las siguientes: 
No es necesario un modelo preciso del sistema a controlar. 
Se implementan fácilmente los conocimientos del operador humano (reglas expresadas 
en términos lingüísticos). 
Resulta posible alcanzar con faciUdad las especificaciones dinámicas fijadas. 
El controlador borroso es poco sensible a cambios de los parámetros del sistema a 
controlar. 
Presenta un alto rechazo al ruido. 
Permite contemplar situaciones excepcionales del estado del proceso, gracias a su 
forma de representar el conocimiento. 
Por supuesto, que también existen algunas dificultades para su implementación que sería 
improcedente no reconocer: 
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Resulta imprescindible la presencia de un experto que suministre el conocimiento 
necesario. 
Una modificación en los parámetros del controlador obliga a una revisión de todo el 
conjunto de reglas, para detectar la aparición de nuevas inconsistencias o de tendencias 
hacia la inestabilidad. 
Es prácticamente inexistente una teoría que nos indique los pasos a seguir para el 
diseño del sistema de control. 
Prueba indiscutible de la utilidad de la lógica borrosa son las numerosas aplicaciones que han 
surgido desde los años 70 hasta nuestros días. Japón es el país que ha adoptado con mayor 
entusiasmo la lógica borrosa. Los japoneses son los que más productos basados en lógica 
borrosa han sacado al mercado desde 1985 [Maiers 85, Takashima 89]. Al contrario ocurre 
en Estados Unidos y en casi todos los países occidentales, cuyo recelo nos ha llevado a 
emplearla prácticamente sólo en determinadas aplicaciones software. 
Los principales casos en los que resulta interesante emplear control borroso frente a otro tipo 
de control, son aquellos en los que se tratan problemas concretos con información parcial o 
imprecisa. Se enumeran a continuación algunas aplicaciones interesantes de la lógica borrosa 
a control [Mamdani 81, Sobrino 93, Tremosa 91]: 
Aplicaciones en control 
Control de un Homo de Clinker [Haspel 87, Holmblad 87, Sanz 91a]. 
Control de un Proceso de Purificación de Agua [Tong 80a]. 
Control de Combustión [Ono 89]. 
Aplicaciones en Robótica [Cerezo 93, Hirota 89a, Gasós 89, Lea 93, 
Murakami 81, Sugeno 89]. 
Conducción automática de trenes. 
Control de Motores [Vachtsevanos 93]. 
Control del tráfico en un cruce [Pappis 77]. 
Controladores de temperatura (Mitsubishi, Omron) [Infelise 90]. 
Sistemas ABS de frenado y transmisiones automáticas (Nissan Motor Co. Ltd.). 
Imagen y sonido (Sanyo). 
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Aplicaciones en otros campos relacionados 
Sistemas Expertos [Godo 89]. 
Validación de Datos [Aguilar 92]. 
Reconocimiento de Patrones [Fujimoto 89, Kandel 82]. 
Computación Neuronal [Mira 93]. 
Computadores de Sexta Generación [Moraga 93, Sultán 88, Swinbanks 90, 
Tatsuno 89]. 
Hardware [Bugarín 92, Hirota 89b, Ruiz 91, 92, Yamakawa 88, 89]. 




«When the only tool you have is a hammer, everything 
begins to look like a nail» 
Zadeh 
«Hubiera sido más impresionante si fluyeran en sentido 
contrarío» (En referencia a las cataratas del Niágara) 
Osear Wilde 
«Aprendí hace muchos años a no perder nunca el tiempo 
tratando de convencer a mis colegas» 
Einstein 
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Capítulo 4 ESTRUCTURA INTERNA 
En este capítulo se trata uno de los pilares en que se fundamenta esta Tesis: se muestra cómo 
es posible determinar exactamente punto a punto la acción de control para un controlador 
borroso, mediante la obtención de la función de control a partir de las señales de entrada, 
habitualmente el error y la derivada del error. Una vez hecho esto, estaremos en condiciones 
de dibujar el mapa de inferencia correspondiente, con lo que ya seremos capaces de inferir las 
acciones de control futuras con un algoritmo no borroso. Aquí subyace la idea de que los 
términos lingüísticos, las funciones de pertenencia (y por tanto los conjuntos borrosos) y la 
lógica borrosa aplicada a inferir sobre la tabla de reglas no es más que una útil ayuda para 
diseñar y ajustar en línea el controlador. Sería perfectamente posible diseñar una función de 
control no lineal a la medida de cada uno, simplemente definiendo cómo es el mapa de 
inferencia deseado. ¿Dónde reside pues la lógica borrosa en un controlador borroso? 
4.1 Tipos de Controladores 
Una versión genérica del esquema de controlador borroso ya analizado, podría incluir tres 
funciones del error: integral o suma del error {SE), error (E) y cambio en el error {CE): 
FPID: SI {SE es SEj) Y {E es Ej) Y {CE es CEj) ENTONCES {U es U^ ) 
Por similitud con el control clásico, puede pensarse que resultaría interesante disponer de los 
tres eventos (P+I+D), lo que en esta Tesis denominaremos un FPID. Sin embargo, elaborar 
una tabla que incluya tres condiciones en cada regla se presenta como una misión casi 
imposible, pues ya es de por sí comprometido establecer condiciones de robustez y estabilidad 
para el caso bidimensional. Podría reducirse entonces el problema a utilizar uno de los dos 
controladores siguientes: 
FPD: SI (£ es E^ ) Y {CE es CEj) ENTONCES {U es U^ ) 
FPI: SI {SE es SE;) Y (£ es Ej) ENTONCES {U es U;) 
Inclusive, y yendo un poco más lejos, podemos observar que también es posible obtener error 
nulo en régimen permanente con un regulador del tipo: 
FPI: SI (£ es Ej) Y {CE es CEj) ENTONCES {CU es CUj) 
sin más que derivar la función de transferencia asociada al primer controlador FPI. Con ello, 
es válida toda la teoría presentada para el regulador con E y CE, sin más que elegir U o CU 
a la salida. 
Adicionalmente, los reguladores pueden tener múltiples variables de entrada. Controladores 
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borrosos con más de una salida son inmediatos de analizar, pues pueden resolverse 
trivialmente por superposición de varios reguladores. Este mismo principio de superposición 
no es posible aplicarlo a la entrada, pues la relación (£, CE) a CU es claramente no lineal, 
como se verá a continuación. 
4.2 Controlador Lineal por Tramos 
El caso por el que podemos comenzar es el controlador de tipo FP simétrico. 
- p o p 
Figura 4.1 Funciones de Pertenencia 
Triangulares para ce(t) 
Supongamos el caso más simple de términos lingüísticos N (negativo), Z (cero) y P (positivo) 
para el universo CE y N', Z' y P' para el universo de CU. Supongamos también que los 
conjuntos borrosos definidos sobre CE están representados por funciones de pertenencia 
triangulares (Figura 4.1) descritas por: 
MN(C«) = 
1 , ce^-p 
Z££, -P<ce<0 
O , ce>0 
(180) 












— , 0<ce<P 
1 , ce>P 
(182) 
con la particularidad de que se superponen por parejas, y sus correspondientes conjuntos 
borrosos son normales en el sentido expresado por Zadeh [Bellman 70, Zadeh 73]. La tabla 
de reglas más sencilla que podemos escoger es la siguiente: 
SI (CE es N) ENTONCES cu = CN-
SI (CE es Z) ENTONCES cu = c^-
SI (CE es P) ENTONCES cu = Cp. 
Figura 4.2 Funciones de Pertenencia para cu(t) 
(es decir, tiene ganancia positiva), y siendo c .^ el centro de gravedad del conjunto borroso 
correspondiente al término lingüístico N' (y análogo para c .^ y Cp.). El punto de equilibrio 
viene dado por el punto (ce, cu) = (O, 0) y la simetría si escogemos PN = • PP = "P Y ^N- = -Cp-
= -c. 
4.3 Haciendo Inferencia 
Si tomamos como criterio de desborrosificación el centro de gravedad de las acciones de 






con r el número de reglas e i tomando valores en { N, Z, P }. A la vista de la Figura 4.2, 
todas la áreas ai son iguales y además se verifica que 
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5]n.(ce) = 1 Vce 
1-1 
(184) 
"^ = ECi,n.(ce) (185) 
Y por tanto 
cu = 
-c , ce^-P 
ce 
T , -P<ce<p 
c , cg>p 
(186) 
Figura 43 FP con Función de Control Lineal 




y saturación para | ce | > p. 
4.4 Otros Casos Lineales 
Supongamos ahora los siguientes casos no simétricos para la derivada de la acción de control 
(modificando c) o para la derivada del error (modificando P). 
caso 1: 
tomando c^ - distinto de -Cp. podemos obtener, por ejemplo: 
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Figura 4.4 Asimetría en cu Figura 4S Oposición en cu 
caso 2: 
tomando P^ distinto de Pp otros ejemplos podrían ser: 
Figura 4.6 Asimetría en ce Figura 4.7 Otra Asimetría en ce 
En realidad, es posible introducir las mismas asimetrías tanto como en el caso 1 como en el 
2. Podemos pensar incluso en un caso más general que incluya asimetría, y con un punto de 
















Figura 4,^ Punto de Equilibrio no Nulo 
4.5 Funciones no Lineales 
Sean funciones de pertenencia polinómicas de segundo orden, tal y como se muestra en la 
Figura 4.9: 
N Z P 
Figura 4.9 Funciones de Pertenencia 
Polinómicas para ce(t) 
\^(ce) = 











O , ce<-P 
2^ELL^ . -P<ce<4 
1 - 2ce^ 








Al igual que en el caso triangular, tenemos 
5^ \i.{ce) = 1 Vce 
••i 
(191) 
y, suponiendo el caso simétrico más sencillo -c^ = Cp = c, c^  = O, obtenemos: 


























Figura 4.10 FP con Función de Control Polinónúca 
Lógicamente, resulta muy sencillo introducir asimetrías en c o en P y modificaciones en el 
punto de equilibrio, obteniendo en un caso más general (con cinco términos lingüísticos en 
lugar de los tres del ejemplo anterior) una gráfica como la siguiente: 
Figura 4.11 Asimetría en el Caso Polinómico 
Como reseña adicional indicar que modificando la forma de las funciones de pertenencia se 
obtienen diferentes curvas para la función de control [Chang 91]. Esto es importante de cara 
a entender el comportamiento interno de un controlador borroso. Nótese también que en este 
último ejemplo cu no es una función creciente para todo valor de ce, lo que significa que el 
controlador tiene una ganancia negativa para dichos valores. Esto muestra la gran flexibilidad 
de los controladores borrosos. 
4.6 Caso Trapezoidal 
Con funciones de pertenencia trapezoidales (Figura 4.12), se obtiene un resultado como el 
mostrado en la Figura 4.13. 
88 
Estructura Interna 
Figura 4.12 Funciones de Pertenencia 
Trapezoidales 
4.7 Funciones Bilineales 
Figura 4.13 Función de Control Tn4>ezoidal 
Sea un controlador FPI con reglas del upo SI (E es Ej) Y {CE es CEj) ENTONCES cu = C;, 
donde las condiciones de las reglas corresponden a las acciones integral y proporcional, 
respectivamente. Sean tres términos lingüísticos para cada variable de entrada y funciones de 
pertenencia triangulares: 
Figura 4.14 Funciones de Pertenencia 
Triangulares para ce{t) 
Figura 4.15 Funciones de Pertenencia 
Triangulares para e(t) 
MN'(C«) = I 
1 , ce<-p CE 
PcE 
O , ce>0 
(193) 
\izice) = 









\ípice) = ' 
O ce<0 
-if- , 0<ce<P 
PcE 





























Tabla Vn Regiones del Mapa de Inferencia 
4.8 Cálculo del Mapa de Inferencia 
Utilizando el centro de gravedad como criterio de desborrosificación y el mínimo como 
norma-t para la operación lógica AND, se obtiene la siguiente función de transferencia: 
53 Cjamín(jig(e), McE^ e^)) 
cu = 
í ' i 
Y, aimm(Hg(e), iic^ice)) 
(196) 
donde Cj es la acción de control para la regla i-ésima, con i e {N, Z, P}, y BJ iguales Vi. El 
primer paso es obtener la expresión de 
mmi\i^^e), [ic^^ce)) Ve.ce (197) 




Figura 4.16 E,=N 
^^ cE O' 
Figura 4.17 CEi=N' 




O , e<-pg , ce>0 




, pE<e<0 , ce<-P CE 
,|3,<e<0 , -^^<ce<. PcE^ 
PE 
<0 
P C E ^ 
PcE 
O , -PE^«^O . ce>o 
o . 
o , 








y resultados análogos para las ocho combinaciones restantes. Las nueve funciones aparecen 
reflejadas en las figuras de la página siguiente. 
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FIGURAS PARA LA FUNCIÓN MÍNIMO 
Figura 4.18 Mínimo N - N' Figura 4.19 Múiimo N - Z" Figura 4 JO Mínimo N - F 
Figura 4Jtl Mínimo Z - N' Figura 4J2 Mínimo Z - Z' Figura 4.23 Mínimo Z - F 
Figura 4.24 Mínimo P - N' Figura 4.25 MínimoP-Z' Figura 4.26 MínimoP-F 
Obsérvese que se obtienen 40 regiones para los diferentes valores de e y ce, en lugar de las 























1 9 \ 
20 
21 
\ 2 2 
23y 
\ 2 5 
2 6 ^ 
/ 2 7 
28 
29 
3 0 / 
<^31 
3 ^ 
3 3 / 
<^34 






Figura 4.27 Regiones 
Para cada par de funciones de pertenencia en i y j , se puede comprobar que 
r 
1 < Y, míniV^i^l \XcEÍce)) < 2 
1=1 
(199) 
pues, para la suma de las funciones mínimo se pueden dibujar las siguientes curvas de nivel: 
Figura 4.28 Curvas de Nivel 
93 
Estructura Interna 
Pero ahora, al ser diferente de la unidad, no podemos llevar a cabo la simplificación que se 
hizo en el caso monovariable. A pesar de ello, podemos estudiar si es posible realizar una 















^ z p 
Cpp. 
Tabla V m Tabla de Reglas 
Supóngase el caso más simple con las simetrías 
C-zN' — CNZ- = -Czp. = -Cpz-
CpN' = Cf4p. 
C-NN' = "Cpp-
y el punto de equilibrio dado por Czz- = 0. Analicemos, por ejemplo la región 35. El 
denominador 
Y, mínin^ie), ^cE(ce)) 
¡.1 
aparece representado en la Figura 4.29, mientras que el numerador 
r 
53 c.mín(,\i^ie), HcE.(<^ e)) 




Figura 4.29 ¡Denominador del c.d.g. Figura 430 Numerador del c.d.g. 
A continuación es posible dividir ambas expresiones, obteniendo un mapa como el reflejado 
en la Figura 4.31. 
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Figura 431 Mapa de Inferencia 
La superficie pasa por los puntos (O, O, C^-), (O, PCE. Czp.). (PE. 0. Cpz-), (PE. PCE. Cpp) y 
(P /2, PCE/2, (CZZ+ Q P + Cpp+ Cpz)/4 ), por lo que la mejor aproximación lineal sería un 
plano que pasase por estos cinco puntos (imposible en la mayoría de los casos). A pesar de 
ello, la superficie real deberá ser no lineal. 
El mapa de inferencia es, por tanto, no lineal, aunque hayamos empleado funciones de 
pertenencia triangulares y para cada valor de e(t) o c(t) la suma de todos los grados de 
pertenencia vale 1: 
(202) 
Lo mejor que tenemos es una acción de control que se puede aproximar linealmente por 
tramos: 
Figura 432 Mapa de Inferencia 
con Funciones Triangulares 
Lógicamente, si utilizamos funciones polinómicas con derivada nula en sus puntos mínimo y 




F^ra 433 Mapa de Inferencia 
con Funciones Polinómicas 
lo que suaviza la acción de control, pero da lugar a no linealidades más pronunciadas. 
4.9 Obtención de un Mapa Bilineal 
Si en el caso de funciones de pertenencia triangulares, superpuestas por parejas y normales, 
a la hora de calcular el peso de cada regla, se toma el producto como norma-t 
^i = MEi(e')JicEi(ce') (203) 
en lugar del mínimo, entonces la función de control resultante es exactamente bilineal por 
tramos [Galichet 94]. La demostración para la región del ejemplo del apartado anterior situada 
entre los puntos {-%, -pcE. CNN). (0. "PCE. C2W). ("PE. 0. CNZ) y (0. O, c^j.) es la siguiente. La 
salida del sistema es r 
con 
u ' = 
j ' i 
E -, 
E ^, ^i = ^NN'CNN' -^  ^m>^m' "^  ^NZ'^NZ' "^  ^zz'^zz' = 
1=1 
+ M^(e')(l-Mce*))cNz' ^ il-Vi^ic'Ml-ix^ice'))c^, = 
= MN(e*)^ cE,,(ce')CNN' + (l-MN(e*))MN'(ce-)c2N, + 





E ^ í = ^NN' + ^ZN' "• ^NZ' -^  ^ZZ' = 
( • I 
= M (^e-)ji^ Xce-) + (l-M„(e'))MN<ce') + 
+ MN(e*)(l-Mce*)) + (l-MN(e*))(l-Mce*)) 
= 1 (206) 
Es decir, (204) es una función bilineal entre los cuatro puntos CNN-, CZN-, CNZ-, C^. y continua 
de una región a otra. 
4.10 Sistemas de Control Normalizados 
Consideremos un SCB de tipo FP por sencillez de cálculo y representación gráfica, con reglas 
de la forma 
SI (CE es CEi) ENTONCES (CU es CU;) 
Además, por simplicidad y dado que no existe encadenamiento de reglas, los conjuntos 
borrosos asociados a la salida los definiremos por su centro de gravedad Cj, puntos discretos 
sobre el universo CU (Figura 4.34). Las reglas quedan entonces de la forma 
SI iCE es CEi) ENTONCES (cu = C;) 
el c2 c3 c4 c5 
CTJ 
Figura 4 3 4 Acciones de Control 
La salida del controlador se obtiene calculando el centro de gravedad: 
r 
cuice) = i=l (207) 
En cuanto a los conjuntos borrosos definidos sobre CE, los definiremos mediante funciones 
de pertenencia ju/ce) triangulares, tal y como se muestra en la Figura 4.35, con la 
particularidad de que se superponen por parejas y los conjuntos borrosos son normales. A esto 
es a lo que llamaremos un controlador normalizado. 
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CEj CEj CE3 CE^ CEg 
CE 
Figura 435 Conjuntos Borrosos 
Defínimos también en esta Tesis los siguientes conceptos. 
Defínición. Llamaremos .^ci'dn de información contenida en los conjuntos borrosos CE¡ a la 
suma de todas las funciones de pertenencia para todo valor de ce: 
TI (ce) = J2 h(ce) ^^^^^ 
1=1 
siendo n el número de conjuntos y suponiendo que para cada uno de ellos existe una regla. 
Defínición. Se defíne cantidad de información contenida en los conjuntos borrosos CEi al 
valor que toma la función de información para un valor dado ce*: 
I = ¿ H , ( c . * ) (209) 
Podemos dar entonces la siguiente definición. 
Defínición. Decimos que un sistema de control está normalizado, si su función de información 
es constante e igual a la unidad para todo valor de ce. Esto también es posible con funciones 
de pertenencia polinómicas. 
Siguiendo esta idea, como derivación de un controlador normal podemos definir los siguientes 
dos tipos de controladores. 
Defínición. Controlador débil es aquél para el que la cantidad de información es inferior a 
la unidad en alguna zona. 
Defínición. Análogamente, controlador denso es aquel en el que la cantidad de información 
supera en alguna zona a la unidad. 
4.11 Puntos Maestros 
A partir de aquí es posible llevar a cabo una configuración inicial del controlador mediante 




Defínición. Llamaremos en esta Tesis puntos maestros o puntos guía a los puntos B; del 
universo CE que coinciden con el valor máximo de cada conjunto borroso. 
Para estos puntos se verifica que la única regla que se dispara es la regla i-ésima, por lo que 
la salida tomará el valor Cj y la función de control resultante cu{ce) pasará exactamente por 
el punto (6;, Cj) (Figura 4.36). 
Figura 436 Puntos Maestros 
Estos puntos maestros vienen determinados por la posición relativa de las funciones de 
pertenencia asociadas a las variables de entrada y las conclusiones de las reglas de control. 
Su determinación es unívoca si los conjuntos borrosos son normales y cumplen los requisitos 
adicionales especificados en el apartado anterior. Por otra parte, la forma de las funciones de 
pertenencia es fácilmente ajustable en función de un parámetro de diseño que determinará su 
grado de linealidad. 
4.12 Solapamiento entre Conjuntos Borrosos 
Entre cada dos puntos maestros, la función de control borroso une ambos y es lineal 
(Figura 4.37) debido a la forma de las funciones de pertenencia. Pero en un controlador no 
normalizado, el denominador de la fórmula del centro de gravedad difiere de la unidad, por 
lo que la función de control puede no pasar por los puntos maestros. Resulta sencillo pensar 
en numerosos casos en los que la función de control resultante no es tan estructurada como 
las vistas hasta el momento. 
NG NP ZE PP PG 
NG- NP' ZE' PP' PG' 
cu 
Figura 437 Funciones de Pertenencia v.s. Función de Control 
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Veamos los siguientes ejemplos. 
a) Si la función de información il(ce) es nula en algún tramo, aparece una zona en la que 
la función de control no está definida (singularidad). 
b) Si existe una zona en la que sólo hay definida una regla (o conjunto borroso), la 
función de control es constante en esa zona. 
c) En el caso de un controlador no normalizado (débil o denso), es bastante frecuente que 
la función de control no pase por los puntos maestros, debido a que estamos aplicando 
el centro de gravedad con una suma de funciones de pertenencia distinta de la unidad 
(Figura 4.38). 
Figura 438 Curva de un SCB no Normalizado 
En concreto, y dependiendo del solapamiento entre conjuntos borrosos, pueden darse los 
siguientes casos: 
1) Con una región sin funciones de pertenencia para un valor de ce: El denominador 
del centro de gravedad es igual a cero. Aparece una región no defínida. 
2) Con solamente una región para un valor de ce: Se obtiene un comportamiento tipo 
relé para todos los grados de pertenencia. Esto también ocurre con funciones de 
pertenencia trapezoidales. 
3) Con solapamiento normal: La suma de todos los grados de pertenencia es igual a 
la unidad, por los que la función de control pasa a través de los puntos maestros 
(controlador normalizado). 
4) Con solapamiento débil: La suma de los grados de pertenencia es menor de la 
unidad, por lo que la función de control se desvía de los puntos maestros (controlador 
débü). 
5) Con solapamiento denso: La suma de los grados de pertenencia es mayor de la 




4.13 Descomposición de la Falta de Linealidad 
Desde otro punto de vista, la desviación total en cada punto maestro (Pj, Cj), entre la función 
de control cu{^¡) (abreviadamente cu¡) y la ftinción lineal CM(PÍ) que pasa por (O, 0) obtenida 
por regresión lineal (abreviadamente cü¡), puede ser descompuesta en dos partes (Figura 4.39): 
cu¡ - cü¡ = {cu¡ - Ci) + (Cj - cü¡), donde 
(cM, - Cj) representa la borrosidad debida a la interacción entre reglas 
(Cj - cü¡) representa la borrosidad debida a la no linealidad de las reglas de control 
Figura 4 J9 Descomposición de la Desviación 
Respecto ai caso lineal 
4.14 La Función de Contraste 
Entre cada dos puntos maestros, la forma de la función de control depende de la forma de los 
conjuntos borrosos CEi. 
Definición. Si representemos las funciones de pertenencia mediante la función genérica 
reflejada en la Figura 4.40, 
0.5 
P-T, P+Y, 
Figura 4.40 Función de Pertenencia Genérica 





















V / J 
A.+1 
O 
, si ce<P-Y¿ 
, si P-Yi^e<p-Y¿/2 
, si p -Yi/2<ce^p 
, si p<ce<p +Yy2 
, si p+Yj/2<ce<p+Yj, 
, si cg>P+Yít 
(210) 
con A, positiva, entonces se define en esta Tesis el contraste de la función de pertenencia como 
el parámetro \. 
Se verifican las siguientes correspondencias (Figura 4.41): 
Para A, = O, las funciones de pertenencia son triangulares, y la función de control 
resultante es lineal por tramos. 
Para X. = 1, las funciones de pertenencia son polinómicas de segundo grado, y la 
función de control resultante es polinómica por tramos, con derivada nula en su paso 
por cada punto maestro. 
Para 0<A,<1, las funciones de pertenencia tienen una forma intermedia a las anteriores 
y lo mismo se refleja en la función de control. 
Para X>1, las funciones de pertenencia tienden a ser rectangulares (conjuntos clásicos) 




Figura 4.41 El Contraste en SCB 
Defínición. Definimos en esta Tesis IdL función de contraste de un SCB como 
r-l 
CONT(SCfi) =5;; X., / bj (211) 
i'\ 
donde se ha empleado la notación discreta para conjuntos borrosos (1), bj representa cada uno 
de los tramos del universo de discurso con contraste constante (es decir el tramo entre cada 
dos puntos mestros) y r-l es el número de tramos, siendo r el número de puntos maestros. 
Para un sistema lineal se verifica que 
r-l 
CONT(5CL) =Y, O / bj (212) 
1=1 
4.15 Primera y Segunda Formas Canónicas 
Defínición. Definimos en esta Tesis la primera forma canónica de un SCB como aquella 
correspondiente a un controlador normalizado cuyo contraste Xice) es cero para todo valor de 
ce. 
Figura 4.42 Pñmera Forma Canónica 
Defínición. Análogamente definimos la segunda forma canónica de un SCB como aquella 
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correspondiente a un controlador normalizado cuyo contraste X(ce) es unitario para todo valor 
de ce. 
Figura 4.43 Segunda Forma Canónica 
4.16 Obtención del Conocimiento 
Dependiendo de la fuente de información, si el experto nos suministra puntos de trabajo en 
lugar de conjuntos borrosos, podemos obtener fiínciones de pertenencia triangulares a partir 
de los mismos: &, corresponderá con estos puntos maestros y la función de control resultante 














Lineal por Tramos 
Multirrelé 
Mixta 
Tabla IX. Información, Conjuntos y Funciones 
Dependiendo de la fuente de información de que disponemos para definir el sistema de control 
(básicamente los conjuntos borrosos y las reglas), podemos clasificar los SCB en estructurados 
y no estructurados. 
En los primeros, las funciones de pertenencia corresponden a uno de los siguientes tipos: 
triangulares, polinómicas, trapezoidales o rectangulares, con lo que se puede utilizar el 
contraste definido anteriormente. 
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I I I I I 
- I 1 ^-
Tcnr 
Figura 4.44 Influencia de la Forma de las Funciones 
de Pertenencia en la Forma de la Función de Control 
En el caso, bastante habitual, de que el experto no nos suministre directamente los conjuntos 
borrosos, sino que lo haga indirectamente definiendo las reglas de control sobre puntos o sobre 
regiones de funcionamiento, las funciones de pertenencia asociadas se pueden obtener 
fácilmente a partir de los nüsmos: 
A partir de puntos de funcionamiento se obtienen funciones triangulares. 
A partir de regiones, si éstas no son contiguas, se obtienen funciones trapezoidales, 
mientras que si lo son, lo que se obtienen son funciones rectangulares. 
El caso de SCB no estructurados se presenta cuando el experto nos suministra todas las reglas 
de control, incluyendo la definición de los conjuntos borrosos, pero esta última es de forma 
caótica (no estructurada), como se muestra en la Figura 4.45. En este caso, la solución que 
se propone en esta Tesis para analizar la definición del SCB pasa por transformar, en la 
medida de lo posible, estas funciones de pertenencia en otras más estructuradas (combinación 
de triangulares y trapezoidales) mediante aproximación. 
Figura 4.45 Aproximación de Funciones 
de Pertenencia Caóticas 
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4.17 Elección de Funciones de Pertenencia 
Con esto ya hemos conseguido un SCB estructurado que podemos analizar mediante las 
técnicas que se describirán en un capítulo posterior. En el mismo, y como solución a los 
problemas planteados, se elaborarán una serie de índices o medidas que nos valoren aspectos 
como los ya vistos de la cantidad de información, y otros como la no-linealidad, asimetrías, 
dispersión, consistencia, etc, de cara a detectar irregularidades en la confíguración o 
incoherencias entre las reglas. 
Si tenemos un controlador débil, podemos determinar en qué zonas tenemos una menor 
información, con el fin de pedir al experto que vuelque su conocimiento en esa zona. En el 
caso de un controlador denso, el exceso de información es siempre bueno, pues en cualquier 
caso ayudará a camuflar entre todas las reglas colindantes posibles errores en las mismas. 
Debido a todos los casos posibles de funciones de pertenencia a las que se puede llegar, se 
proponen a continuación varias soluciones originales de esta Tesis para mejorar estos 
controladores: 
1) Si el experto nos suministra los puntos de trabajo y los intervalos: resulta sencillo 
obtener las funciones de pertenencia triangulares-trapezoidales correspondientes. 
2) Si el experto nos proporciona directamente las funciones de pertenencia: A partir 
de muchas de ellas es posible obtener una aproximación mixta (triangular-trapezoidal). 
Habitualmente, es perfectamente posible definir las funciones de pertenencia como 
triangulares, trapezoidales, polinómicas o exponenciales. 
3) Si se tiene un solapamiento débil: Debemos avisar al experto de en dónde es 
conveniente que haga más énfasis con sus reglas, definiendo nuevos conjuntos borrosos 
y pidiéndole las reglas. 
4) Si se tiene un solapamiento denso: Esta es una buena situación, pues se tiene un 
exceso de información (un solapamiento denso puede justificarse cuando tenemos por 
ejemplo un conjunto borroso incluido en otro: MUY GRANDE está incluido en 
GRANDE). 
4.18 Conclusión 
Hemos visto cómo, dados los conjuntos borrosos y un juego completo de reglas, es posible 
obtener el mapa de inferencia para la salida. Este análisis llevado a cabo para una y dos 
entradas puede generalizarse para más entradas, aunque sin posibilidad de llevar a cabo una 
interpretación gráfica. El juego de reglas puede completarse utilizando el método de 
interpolación IF-THEN propuesto por Zadeh [Zadeh 88]. Pueden introducirse asimetrías 
fácilmente, modificando el centro de gravedad de los conjuntos borrosos o incluso 
modificando directamente el mapa de inferencia. Esto es útil de cara a estudiar el efecto de 
perturbaciones sobre un caso de conocido, llevando a cabo un análisis relativo en lugar de uno 
absoluto y por tanto más complicado. 
106 
Estructura Interna 
Hoy en día se están realizando análisis de estabilidad y régimen transitorio a partir de mapas 
de inferencia como los aquí mostrados. Casos más generales, como aquellos con conjuntos 
borrosos no normales u otros, invitan al lector a llevar a cabo un análisis más profiíndo. 
En cualquier caso, se ha presentado en este capítulo una metodología matemática original de 
esta Tesis para analizar el comportamiento del controlador, más que un análisis lingüístico que 
forzaría la obtención también de un modelo lingüístico del sistema a controlar, sin duda más 
impreciso. 
Finalmente, remarcar la conclusión de este trabajo de investigación de que plantear el 
problema en términos lingüísticos, es sólo una ayuda útil de cara a obtener el mapa de 
inferencia. Si supiésemos desde un principio cuál es el mejor mapa de inferencia que permite 






«The fact is that what Einstein did with gravity was to 
elimínate it. That's what we do here: eliminate probability» 
Kosko 
«Si Dios no existiera, habría que inventarlo» 
Voltaire 
«El mundo fue creado el 22 de Octubre del año 4004 a.C. 
a las seis en punto de la tarde» 
Ussher 
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5.1 Equivalencia SCB-PID 
A continuación se retoman algunas ideas referentes al análisis lineal de controladores borrosos 
[Matía 92c]. Un algoritmo de control borroso no es más que una función no lineal 
determinada por su mapa de inferencia. En primer lugar, es posible obtener el mapa de 
inferencia correspondiente a un controlador clásico, escogiendo adecuadamente los términos 
lingüísticos, las funciones de pertenencia y la tabla de reglas. Aunque ya existían algunos 
trabajos de Buckley, Siler y Ying, se enfoca el análisis desde una nueva perspectiva menos 
restrictiva. Posteriormente, se presenta el problema inverso: la obtención del controlador PBD 
más próximo a un controlador borroso dado. 
A partir de estas ideas, y como aportación original de este capítulo, se centra la atención en 
la obtención de un método que sirva para diseñar controladores borrosos al menos tan buenos 
como aquel PID que permite al sistema cumplir unas determinadas especificaciones dinámicas. 
El paso siguiente es mejorar los parámetros del controlador borroso. 
En el capítulo dedicado al diseño de controladores borrosos, se muestra una aplicación 
industrial de estas ideas, y se discute el diseño de un controlador borroso sobre un enfriador 
de parrilla de un homo de clinker, mejorando los controladores P y PI ya existentes. 
5.2 Obtención de un Controlador Proporcional 
Sea un controlador clásico dado por la expresión cu = Kce (donde cu es la derivada de la 
acción de control y ce es la derivada del error) con saturación en los puntos (-P, -c) y (P, c) 
(Figura 5.1), tal que 
K = ± (213) 
ce 
Figura 5.1 Controlador Clásico 
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Sea ahora un controlador borroso de tipo FP con reglas expresadas en términos lingüísticos 
del tipo: SI {CE es CE,) ENTONCES (Cí/ es CUi), donde CE es la derivada del error y CU 
la derivada de la acción de conti"ol. Este controlador FP es posible diseñarlo tan parecido 
como queramos a uno proporcional, tal y como se explica a continuación. 
Supongamos un caso sencillo de conjuntos borrosos correspondientes a los términos 
lingüísticos N (negativo), Z (cero) y P (positivo) para el universo CE y N', Z' y P' para el 
universo CU. Los conjuntos borrosos defínidos sobre CE se representarán mediante funciones 
de pertenencia triangulares MJ tal y como se muestra en la Figura S.2, con la particularidad de 
que se superponen por parejas, son perfectamente simétricas y los conjuntos borrosos 
correspondientes son normales. 
^N i^z i8p 
Figura 5.2 Funciones de Penenencia 
de la Derivada del Error 
ce 
Para la derivada de la acción de control, no es preciso definir los conjuntos borrosos 
correspondientes (al no ser necesario hacer encadenamiento de reglas), siendo suficiente con 
establecer sus centros de gravedad (CN-, CZ-, Cp.) y su área (a -^, a^ ., ap) (Figura 5.3). Sean tres 
reglas lingüísticas: 
SI {CE es N) ENTONCES (cu = c^,) 
SI {CE es Z) ENTONCES (cu = Cz-) 
SI {CE es P) ENTONCES (cu = Cp.) 
^ N - a. a. 
l ^N ' '-^Z' ^ P ' 
Figura 53 Valores de la Derivada 
de la Acción de Control 
Sean también aN- = az- = ap. = 1. Bajo estos supuestos se formula en esta Tesis la siguiente 
propiedad. 
Propiedad. Si elegimos PN = • 3p = "P» ^N- = -Cp- = -c y Pz = O, Cz- = O, se obtiene un 
controlador lineal con saturación en los puntos (-P, -c) y (P, c). 
112 
Ajuste y Calibración 
Demostración. Escogiendo Pz = ^ z- = O estamos forzando a que el punto de equilibrio se sitúe 
en ce = O, cu = 0. La fórmula de control es (aj. = 1): 
3 3 
cu{ce) = 1=1 i'l 3 
1 
(214) 
Y, ai,|i,.(ce) 52 n.(ce) 
j<i 
E *^.(^ «) = 1 (215) 
j ' i 
dada la forma de las funciones de pertenencia, por lo que 
cu{ce) = ECi'^¡(ce) = Cj^ ,Hfj(ce) + c^,\i^{ce) + Cp,Hp(ce) = -cHj^ (ce) + c\ip(ce) = 
i<l 
-c , si ce <-P 
-£. , si -P <ce <P 
c , si ce >P 
(216) 
Así pues, si queremos diseñar un controlador lineal de ganancia K, basta con tomar 
^ = K (217) 
tal y como se refleja en la Figura 5.4. Fijado c o p, en función de la localización deseada del 
punto de saturación, el valor del otro parámetro viene forzado. Nótese que puede obtenerse 
un resultado similar utilizando (214) sin denominador como algoritmo de desborrosificación 
lineal [Ying 90]. 
CU 
C • 
- i S ^ ce 
.. _ ( -
Figura 5.4 Controlador P 
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5.3 Aumentando la Dificultad: un Controlador PI 
Lógicamente, un controlador PI puede representarse gráficamente como una superficie plana 
con dos pendientes diferentes [Ying 93] 
(218) 
una a lo largo de cada eje (Ae y Ase): 
uit) = K KO ^ l j e ( 0 dt (219) 
A« = K Ae + —Ase 
T 
(220) 
Au = Kce + e 
T 
(221) 
siendo e : el error 
ce : la derivada del error 
se : la integral o suma del error 
u : la acción de control 
T : el período de muestreo 
K : la constante proporcional 
Tj : la constante integral 
Así pues, con saturación para e(t) y ce(t) podemos dibujar la Figura 5.5. 
cu<-t) 
ce<t ) e<t) 
Figura 5^ Controlador PI con Saturación 
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Para un controlador borroso con funciones de pertenencia como las de la Figura 5.6, 
N 
AtN MZ /^P 
N 
/^N MZ /^p 
^SE O ^ S . e(t) fí O |8, ce(t) 
Figura 5.6 Funciones de Pertenencia 
para un Controlador FPI 
y escogiendo la siguiente tabla de reglas: 
CE 















Tabla X Tabla de Reglas Lineal 









Figura 5.7 Aproximación Lineal para 
un Controlador FPI 
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Pero estos valores lineales sólo son válidos para la zona de saturación y para los ejes e(t) = 
O y ce(t) = 0. En otro caso, al estar utilizando la función mínimo como norma-t para la 
operación lógica AND entre premisas, la ecuación (129) es no lineal pues la suma del 
denominador difíere de la unidad. Sólo si se toma el producto como norma-t sería lineal, tal 
y como se vio en el apartado 4.9. Por tanto utilizando la función mínimo, la zona sombreada 
de la Figura 5.7 no es lineal, aunque el plano anterior puede tomarse como la mejor 
aproximación lineal. La Figura 5.12 muestra la simulación de la salida del sistema 
y^  = l.06y,,^ - 0.22y,_2 + 1.9610-2Mt., + 1.19 10-2^^ .2 (223) 
(donde u(t) e y(t) son la entrada y salida del sistema, respectivamente) con un controlador PI 
de parámetros K = 1, Tj = 10, T = 10 segundos, y con un controlador FPI con PE = 9, PCE = 
9, CE = 9, CCE = 9. También es factible obtener un controlador PD, de la misma forma que se 
acaba de mostrar anteriormente, cuando las entradas al controlador borroso son 
eit). deit) dt 
(224) 
en lugar de 
KO, Je(í) dt (225) 
o cuando la salida es u en lugar de Au. 
5.4 Caso General: Control PID 
Un caso más genérico es aquél con tres entradas: e (error), ce (derivada del error) y se (suma 
o integral del error): 
u{t) = K e{t) + i-fe(Odí +T,4^ 
TV " di 
(226) 
AM = K 
T T, 
A« + —Ase + —Ace 
(227) 
Por lo que tenemos un hiperplano con tres pendientes: 
K, 
KT KT, (228) 
cada una de ellas a lo largo de un eje (Ae, Ase y Ace). A la vista de esto se puede concluir 
que sería posible diseñar un controlador borroso lineal, aun manteniendo la función mínimo 
como norma-t, si se eliminara el denominador de (129), tal y como se muestra en 
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[Buckley 89] para el caso de un PI, y escogiendo 
KT 
T 
-SE KT. -CE 
P SE P 
(229) 
CE 
donde (c B) define el punto de saturación asociado a cada eje (E, SE, CE). Bajo este 
supuesto "las' constantes de (228) vienen dadas por el problema (puesto que definen el PID 
buscado,'y lo mismo ocurre con T), por lo que una vez escogido c, o % los restantes quedan 
determinados. 
5.5 Otras Consideraciones 
Para un controlador borroso con funciones de pertenencia polinómicas de segundo orden 
(como en la Figura 5.8) pueden llevarse a cabo otro tipo de aproximaciones. 
M N ^ Z ^P 
ce ce 
Figura 5.8 Funciones de Pertenencia 
Polinómicas (Ancho Simple) 
Figura 5.9 Funciones de Pertenencia 
Polinómicas (Ancho Doble) 
Las experiencias obtenidas en esta Tesis en este sentido ha demostrado que se obtiene una 
equivalencia lineal eligiendo un ancho aproximadamente el doble para las funciones de 
pertenencia (Figura 5.9). Para ancho simple, tenemos alrededor de cero una derivada del error 
nula (Figura 5.10). 
I I ' 






/I / , 1 2 ce 3 
Figura 5.10 Función de Control con Funciones 
de Pertenencia de Ancho Simple 
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Pero si por ejemplo elegimos un ancho justo el doble, obtenemos una ganancia igual a K 
alrededor del origen (Figura 5.11): 
SI O < ce < £. , 
2 
H^ice) = 2 
ce - — 
2 
P^  
ce' M (^ce) = 1 - 2 — 
P 
MpCce) = 1 - 2 
^ B7 
ce - '^  
L P^  
(230) 
-CMj,(ce) + cfip(ce) 2pce - ce^ 
CM(ce) = = 2 c - i -
Mj,(ce) + n^(ce) + Hp(ce) 4^^ - ce^ 
(231) 
dea _ .r, 4P^ - 4Pce + ce^ 
"dce (4p2 - ce^)^ 
(232) 
dcM _ c 
dc^ «^ "P" 
= K (233) 
Figura 5.11 Función de Control con Funciones 
de Pertenencia de Ancho Doble 
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Figura 5.12 Controlador FPI con Funciones de Pertenencia Triangulares 







• v - — • 
> H ^ ^ ^ 
PI -
1 






.^ •>^  
/ 
. ^0-m 
Figura 5.14 Controlador FPI con Funciones de Pertenencia Polinómicas (Ancho Doble) 
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Pero nótese que este resultado es sólo válido para una derivada del error pequeña (tanto 
positiva como negativa). Para valores mayores, la derivada de la acción de control es menor 
que en el caso lineal. 
La Figura 5.13 y la Figura 5.14 muestran la simulación de la salida del sistema (223) y el 
controlador FPI de dicho ejemplo con funciones de pertenencia polinómicas de ancho simple 
y doble, respectivamente. 
5.6 Linealización de un Controlador FP 
Llegados a este punto, esta Tesis presenta como resultado original la resolución del problema 
inverso: dado un controlador borroso, ¿es posible obtener el PID más cercano a él?. En el caso 
unidimensional, el problema puede reducirse a obtener la recta más próxima a la función que 
define el controlador FP (Figura 5.15). En el caso bidimensional, se debería encontrar el plano 
más cercano al controlador, y así sucesivamente. 
cu 
ce 
Figura 5.15 Controlador FP: 
Recta más Próxima 
Para ello definimos el controlador borroso mediante una función discreta dada por un número 
n finito de puntos, de forma que pueda llevarse a cabo un análisis por mínimos cuadrados. 
Una expresión general para cu, dado ce es: 
(234) C". = ^0 ^^CE^^^Í + S . 
donde los parámetros de ajuste son 
O' ^ C E 
(235) 
y la desviación del punto {ce, cu) respecto a la recta de regresión buscada 
cú. = \ +X^ce. (236) 
es 5, (^  significa valor estimado). La estimación basada en el método de mínimos cuadrados 
consiste en minimizar la suma de los residuos: 
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¿ e^  (237) 
donde 
i ' l 
e, = cu. - cü. (238) 
En este caso, ei residuo e, coincide con la desviación 8¡, dado que sólo tenemos un valor de 
cu¡ para cada cgj. En primer lugar tenemos: 
cu i = K^ X .^gce. + e. (239) 
c¿2, = \ ^ X^ce, (240) 
Forzar el punto de equilibrio en (ce;, cü;) = (O, 0) significa X^, = O, por lo que: 
Buscamos minimizar 
por lo que: 
«^ "í = ^cece, + e. (241) 
cü, = Vpce. (242) 
i=l 1=1 
^ ^ = 0 => 2¿[(cu , . -X^,ce,. ) (-ce^)] = 0 (244) 
^ ^ C E í ' l 
'£cu,ce, = X^Y,^'> ^^'^^^ 
1=1 1=1 
52 ^ "¡^ i^ 
j^ ^ _M ^ Cov(cM. cg) ^246) 
"^ " 2 yar^(ce) 
X)ce¡ 
1=1 
o expresado en forma vectorial: 
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CU^CE = Xj^ CE'^ CE (247) 
^ C U ^ ^ ^ 
"CE CE^CE 
(248) 
cada uno de los vectores con n componentes. También podemos definir la varíanza residual 
como 
s^ = '•-' 
E^? (249) 
n-1 
dado que tenemos una restricción, y por lo tanto hay n-1 ecuaciones independientes [Peña 87]. 
5.7 Caso Bílineal 
Se analiza también en esta Tesis el caso de un controlador FPL En este caso el controlador 
de define mediante la función discreta: 
cu. = \ + \e. + K^ce. + e. (250) 
y Xfl = O, dado que el punto de equilibrio se encuentra en (e,, cCj, cüj) = (O, O, 0), por lo que 
cu i = K^i ^ ^cE^^i + e. (251) 
como ecuación del plano buscado. Buscamos minimizar 
M = ¿ ef = E (^". - K^i - ^cE^ .^)^  
1=1 1=1 
(252) 
de forma que de esta expresión obtenemos: 
3M 
9M 
= 0 ^ 2 i : [ ( c „ , - V , - X , « , ) , - , , ] = 0 
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i«l i"»l i ' l 
n n n 
¿cw.ce. = A^E^.^^í "• ^ C E E ^ ^ ' 
(254) 
Cov{cu, é) = ^V(flr^(g) + X^Covie, ce) 
Cov(cM, ce) = X^Cov^e, ce) + XcnVar í^ce) 
(255) 
o expresado en forma vectorial: 
CU^CE = XgE'^ CE + XcgCE'^ CE 
(256) 





dado que tenemos dos restricciones, y por lo tanto hay n-2 ecuaciones independientes. Nótese 
que: 
5.8 Ejemplo 






- 1 O 2 e - 1 0 
Figura 5.16 Ejemplo de Funciones de Pertenencia 
1 ce 
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y la siguiente tabla de reglas: 















Tabla XI Tabla de Reglas Asimétrica 
Se ha introducido una asimetría (no linealidad) en la entrada: estamos suponiendo que las 
características del proceso pueden originar un error mayor (el doble) cuando es positivo, y que 
la evolución usual de la derivada del error se encuentra en el intervalo [-1, 1]. Vamos a 
obtener el PI más cercano al controlador dado. 
Solución. Tenemos los nueve puntos más representativos siguientes: 
E"" = {-1, - 1 , - 1 . O, O, O, 2, 2, 2 } (259) 
CE"^  = {-1, O, 1, - 1 , O, 1, - 1 , O, 1 } 
CU^ [-2, - 1 , O, - 1 , O, 1, O, 1, 2 } 
(260) 
(261) 
debido a (256) podemos deducir que 
9 = OX^ . 15>^ 
6 = 6X^, ^ OX^ 
(262) 
L, = 0.6 = Í E (263) 
K = 1 
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La ecuación del plano es cü = ce + 0.6 e, con 
cu = { -1.6, - 1 , -0.4, -0.6, O, 0.6, 1.4, 2, 2.6 } 
é^ = { -0.4, O, 0.4, -0.4, O, 0.4, -1.4, 1, -0.6 } 
(265) 
(266) 
La varianza residual es: 
_Ee^ 3.96 
n-2 
= 0.565 (267) 
La Figura 5.17 y la Figura 5.18 muestran los mapas de inferencia del controlador FPI y de su 
PI más próximo, respectivamente. Analizar las diferencias entre ambos es útil de cara a 
detectar, por ejemplo, inconsistencias entre reglas, puntos singulares o una mala configuración 
del controlador borroso, que podría resolverse definiendo algunos índices o medidas que lo 
permitiesen calibrar. 
2 e 
Figura 5.17 Ejemplo de Función de Control FPI 
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Figura 5.18 Aproximación PI 
5.9 Medidas de Calibración 
Los sistemas de control borroso se han venido diseñando tradicionalmente en base a reglas 
de control expresadas en términos lingüísticos. Las operaciones entre los conjuntos borrosos 
que lo definen utilizan gran parte del aparato matemático de la lógica borrosa. 
Sin embargo, es conocido el problema de la configuración y ajuste de este tipo de sistemas, 
pese a la facilidad con que teóricamente debería quedar modelado el conocimiento del experto 
en base a reglas. Ello se debe, principalmente, a que la obtención independiente de cada una 
de ellas, puede provocar la aparición de incoherencias, falta de completitud o inconsistencia 
entre las acciones de control propuestas. 
Por este motivo, se presenta en esta Tesis una filosofía diferente de enfocar la configuración 
de un SCB. El sistema de control es contemplado como una función de control, determinada 
unívocamente por su mapa de inferencia. La elección de las etiquetas lingüísticas, las 
funciones de pertenencia, junto con las reglas de control, condicionan las características de 
dicho mapa. Por ello es posible predecir su apariencia en base a estos factores y utilizar su 
información provechosamente. 
En los siguientes apartados se muestran una serie de medidas originales útiles en el análisis 
de la configuración de un sistema de control borroso [Matía 92b, 93b, 94c], que sirven al 
mismo tiempo para la detección de errores de configuración. Se ha pretendido que las medidas 
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sean lo más elementales posibles, de fonna que puedan ser fácilmente utilizables y rcdefinidas 
según las propias necesidades. En muchos casos se han obtenido por extensión de medidas ya 
existentes en la teoría de conjuntos borrosos [Sgarro 93, Xie 84]. 
Entre los enfoques utilizados, se analiza el diseño de un SCB considerándolo desde un punto 
de vista lingüístico y como una función de control no lineal. Además, contrastar la 
no-linealidad de un SCB con el regulador lineal (PID) equivalente, tal y como se propone en 
esta Tesis, permite al ingeniero de control analizar las irregularidades derivadas de una 
incorrecta configuración. Entre las técnicas utilizadas para valorar este contraste, se emplean 
medidas de bondad para la detección de singularidades y para la cuantificación de las 
asimetrías, de la dispersión de las reglas y de la entropía o borrosidad del regulador. 
Finalmente, aunque vamos a analizar controladores borrosos de tipo FP (cM=f(ce)), todas las 
medidas que se presentan son extensibles a los casos FPI, FPD y FPID. Así mismo, aunque 
no se hará en todos los casos, la mayoría de las medidas que se presentan se prestan a ser 
normalizadas. 
5.10 Cantidad de Información 
La primera medida que se puede definir es la cantidad de información. Esta viene dada por 
la función de información ya comentada cuando se definieron las formas canónicas. 
Recordando aquella definición, función de información de un SCB es la suma de todas las 
funciones de pertenencia T\ice) = S Mi(ce). La cantidad de información está estrechamente 
ligada con la obtención de un controlador débil o denso. 
Una vez hecha esta definición, se pueden obtener los siguientes dos índices como medidas 
para cuantificar la diferencia de esta suma de la unidad: 
r (y\ice) - l)dce 
error relaüvo: e(FC5) = :ÍE! (268) 
I dce 
JCE 
j I Ti(ce) - 11 dce 
error absoluto: i{FCS) = Jl£! j, (269) 
dce 
JCE 
Nótese que el primero de ellos permite que se compensen diferencias respecto a la unidad 
producidas en distintas zonas del universo de discurso. No ocurre así con la segunda. 
5.11 Enfoque Lingüístico 
Atendiendo al enfoque lingüístico del controlador, es posible analizar aspectos como la 
interacción entre reglas, la aparición de reglas inconsistentes, situaciones para las que no hay 
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propuesta ninguna acción de control y que puedan dar lugar a singtilañdades en la función de 
control, etc. 
Defínición. Decimos que un SCB es completo [Pedrycz 89] si Vce, T|(ce) > e, con e > 0. 
Esto significa que existe solapamiento entre los conjuntos borrosos que deñnen la entrada del 
controlador. Es decir, se verifica que 
Vce, 3 i€ {1,..., n} | Hi(ce) > O 
No se verifica si falta algún término lingüístico o si no tenemos reglas suficientes. 
Definición. Definimos en esta Tesis la completitud de un SCB como C(SCfi) = min r\(ce) 
\/ce. 
Por el contrario, un SCB será incompleto cuando tenga completitud nula, lo que se puede 
producir si hay insuficientes reglas. 
Definición. Decimos que un SCB es coherente [Pedrycz 89] si sólo existe una regla Rj para 
cada conjunto borroso asociado a la variable de entrada, es decir 
VCEi 3! Rji CE -> CU \ Ci = RjíCEj) 
Las incoherencias aparecerán en el momento en que existan reglas que propongan acciones 
de control diferentes ante una misma situación. 
Decimos que no existe interacción entre la regla i-ésima y las restantes, si la función de 
control pasa por el punto maestro (&„ Cj), es decir m(6j) = 1 y |JJ(6Í) = O Vj^. 
Defínición. Se define en esta Tesis la interacción existente entre las reglas de un SCB como 
KSCB) = 1 - 1 ¿ e-''^^^''-^'^ (270) 
n ,=1 
A partir de esta definición se propone la siguiente medida de coherencia. 
Definición. Se define en esta Tesis la coherencia de un SCB como 
aSCB) = 1 - KSCB) 
5.12 Diagramas de Densidad 
Sea n(ce) la función que representa el número de reglas (normalmente número de funciones 
de pertenencia) para cada valor de ce (Figura 5.19). Se definen en esta Tesis los siguientes 
conceptos. 
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Defínición. IDefinimos la densidad normalizada de reglas como 
d = 
I n{ce) 






Figura 5.19 Densidad de Reglas 
Defínición. Definimos la dispersión de reglas y la concentración de reglas, respectivamente, 
como 
2 - d 
D = 
2 + d 
C = -D = d - 2 
d + 2 
(272) 
(273) 
Con esta definición, un controlador normalizado tendrá una densidad de dos reglas por unidad 
de universo de discurso. En el caso extremo de nunima densidad, la dispersión es máxima y 
la concentración mínima. 
Como vimos anteriormente, la cantidad de información de un SCB puede interpretarse como 
una medida de la fortaleza del sistema de contirol: un conti-olador con poca información es un 
controlador débil. 
Defínición. Definimos entonces lufiabilidad de un SCB como 
TlLn = mín { 1, Ti^ „ } = mín { 1, mín x\ice) ^cesCE ) (274) 
Partiendo de estas medidas, podemos construir un diagrama que, para cada valor de ce, 
represente la evolución de Ti(D). La Figura 5.20 muestra un ejemplo de esta evolución a 
medida que vamos quitando reglas al sistema de control en la que se ha denotado 
Ti^ (^ce) = máx r\{ce) "^cceCE (275) 
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Figura 5J0 Información v.s. Dispersión 
Para ello, elegimos el cñterío optimista, consistente en eliminar en cada paso aquella regla que 
consigue mantener una mayor TI^„. Llamaremos al diagrama así construido diagrama inverso. 






1 - D„ 
siendo DQ la dispersión de las reglas del controlador inicial. Nótese que a medida que 
eliminamos reglas, un SCB con mayor cantidad de información es más robusto. 
El diagrama directo puede obtenerse iniciando el proceso sin ninguna regla y añadiendo una 
a una sucesivamente. 
Ejemplo. La Figura 5.21 representa el diagrama inverso correspondiente a un controlador 
dado. Inicialmente, d=3 reglas/CE (es decir, Do=-0.2) y T|m(n=l» i1niáx=2. Si se elimina la regla 
número 2, d=2.5 reglas/CE (es decir, D,=-0.11) y T | ^ = 1 , Tim4x=2. No se ha procedido a 
eliminar las reglas 1, 3 o 5, porque en ese caso obtendríamos T | ^ = 0 . Eliminando ahora la 
regla 4, d=2 reglas/CE (es decir, D2=0) y T|mín=Tl„^ =l (controlador normalizado). 
Si ahora eliminamos la regla 3, d=I regla/CE (es decir, D3=0.33) y Tin,,„=0, ilmáx l^. P^ro si 
escogemos las reglas 1 o 5, d=1.5 reglas/CE (es decir, D3=0.14) y T|nu„=0, T|n^=l, siendo la 
robustez menor que en el primer caso. Tras haber eliminado la regla 3, elegimos la 1 o la 5: 
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-1 -02 O 0,33 0.6 
Figura 5.21 Ejemplo de Robustez 
d=0.5 reglas/CE (es decir, D4=0.6) y T|^„=0, T | ^ = 1 . Finalmente, eliminando la última regla 
(regla 5 o regla 1), d=0 reglas/CE (es decir, Ds=l) y T|^ „=n™4x=0. 
La robustez del controlador inicial es R=0.21 + 0.33/2 = 0.37. Sin embargo, comenzando 
directamente con el controlador normalizado (solamente las reglas 1, 3 y 5), Do=0: R=0.33/2 
= 0.17. 
5.13 Enfoque Funcional 
A la hora de diseñar un SCB pueden aparecer varios problemas. Por ejemplo, interacción entre 
reglas, reglas inconsistentes, reglas ausentes, puntos singulares en la función de control, etc. 
Una posible aproximación para analizar esta y otras situaciones es utilizar el sistema de 
control lineal (SCL) más próximo a la función de control dada, obtenido calculando la 
regresión lineal (ce„ cu) del SCB y habiendo definido el controlador mediante una función 
discreta dada por un número n finito de puntos tal y como se hizo en el apartado 5.6. 
Entonces, y a partir de la comparación de ambas funciones de control, estaremos en 
condiciones de poder medir algunas de las características del SCB. 
5.14 Función de Similitud 
El primer análisis utiliza el SCL más próximo a la función de contirol, con la siguiente 
condición: el SCL debe de pasar por el punto (ce, cu) = (O, 0). 
En esta Tesis se define una función de similitud entre dos sistemas de control (SC) como una 
función Xs: SC x SC —> [O, 1] con las siguientes propiedades 
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Xs(SC„ se,) = 1 (reflexiva) 
Xs(SCi, SC2) = Xs(SC2, SCi) (simétrica) 
Xs(SCi, SC3) > máx mín (Xs(SC„ SCj), Xs(SC2. SC3)) (transitiva) 
VSQ 
Por ejemplo. 




La función de similitud puede ser utilizada para reducir el número de reglas [Sánchez 93]. Por 
ejemplo, se puede comparar nuestro sistema de control (SC) con todos aquellos controladores 
obtenidos cuando eliminamos la regla i-ésima (SCj). El menor valor de Xs(SC, SQ) para todo 
i corresponde a la regla que menos distorsiona el SC inicial cuando la eliminamos. Por tanto, 
si este valor es menor que una determinada cota, podemos eliminar la regla. También debemos 
aseguramos de que la función de fíabilidad continúa tomando un valor adecuado. 
Ejemplo. Para el controlador de la Figura 5.22, si obtenemos todas las medidas de similitud 
resultantes de comparar el SCB inicial con el SCB; obtenido al eliminar la regla i-ésima, se 
obtiene que: 




Figura SJ2 Ejemplo de Xj 
Por lo tanto, la regla que menos afecta si la quitamos es la número 2. En la figura anterior se 
representan también los distintos controladores obtenidos al eliminar cada una de las reglas. 
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5.15 Análisis Estadístico 
Continuando con el enfoque funcional, de la comparación entre el SCB y la recta de regresión 
(ce„ cüi) que pasa por el punto de equilibrio, es posible llevar a cabo un análisis de los 
residuos. A partir de él, y mediante un contraste de linealidad se puede obtener una medida 
de la linealidad entre O y 1. Llamando d; al valor absoluto del residuo, podemos examinar el 
valor de d^ edio» ^^ ín (habitualmente 0) y d,^ (con este valor podemos detectar puntos singulares 
cuando la fimción de control se desvía demasiado del rango previsto para cu). Otras medidas 
que pueden calcularse asociadas a los residuos son: 
valor medio 
valor absoluto medio 




También es posible completar este análisis con uno estadístico construyendo medidas como 
las siguientes: 
coeficiente de asimetría: 




coeficiente de apuntamiento: 
n 
E K -CU^edi/ 




E(<^^, - ^^ m^cdic^C*^ "; - cu^^J (280) 
Cow{ce,cu) = — 
n 
índice de correlación: 
Cov(ce,cM) 
' = —^hrrrr (281) 
ce^jT c U y ^ 
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vañanza generalizada: 
cuva,ce.„(l - ñ (282) 
etc. siendo cu,nedio, cej,„^ los valores medios y cu ,^^  ce^^ las varianzas. 
5.16 Medidas de Borrosidad 
La borrosidad surge de la falta de similitud entre un SCB y el SCL más próximo, por lo que 
podemos defínir una medida de su vaguedad, de forma que el SCB sea menos vago cuando 
ésta esté más próxima a cero. En esta tesis se propone que esta medida sea representada como 
una función de disimilitud entre un SCB y el SCL, que verifique XD(SCB, SCL) = 1 -
Xs(SCB, SCL). Por ejemplo 
_ i _ JCE Xj^iSCB, SCL) = 1 - X¿SCB, SCL) = 1 - ±1 ^ (283) 
I dce Jes. 
Defínición. Definimos en esta Tesis la entropía de un SCB como 
S{FCS) = X^iSCB, SCL) (284) 
Cuanto más próximos están el SCB y el SCL, menor es la entropía. En el caso contrario, la 
entropía está más próxima a 1. Con estas medidas podemos comparar la borrosidad y la 
entropía de dos o más controladores borrosos. 
5.17 Conclusión 
En este capítulo, en primer lugar se ha mostrado cómo es posible ajustar los parámetros de 
un controlador borroso, y en segundo, se ha presentado una serie de medidas que peraiiten 
calibrar el controlador de cara a completar su diseño. 
La idea principal del primer análisis es un trabajo original en el cual se muestra cómo es 
posible diseñar un controlador borroso al menos tan bueno como cualquier PID. Por tanto, si 
obtenemos el PID cumple mejor con las especificaciones dinámicas requeridas, podemos 
diseñar un primer algoritmo de control borroso como se ha descrito anteriormente. 
Partiendo de aquí, puede ser interesante estudiar mecanismos que mejoren todo lo posible las 
características del controlador borroso alrededor de este punto de trabajo. Además, se podría 
llevar a cabo un análisis de estabilidad relativa alrededor de dicho punto, puesto que 
disponemos de un completo abanico de técnicas para estudiar estabilidad de sistemas lineales. 
Además se analiza la desviación de la función de control respecto al caso lineal, con el fin de 
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detectar situaciones anómalas a las que se podría llegar en el caso de aparición de puntos 
singulares en la superficie de la función de control, debido a una mala configuración del 
controlador borroso. 
Además, el hecho de que se haya desarrollado una aplicación industrial a partir de este trabajo 
(ver capítulo de diseño), muestra cómo pueden tener éxito futuros estudios orientados en esta 
misma línea. 
Por otra parte, el análisis de diversas medidas aplicadas a controladores borrosos puede ser 
interpretado como una herramienta para certificar su correcto diseño. Pero la borrosidad o 
entropía no deben ser consideradas como medidas de calidad. Además, en ocasiones es 
necesario pensar si un controlador borroso es realmente borroso, pues en determinadas 
situaciones un controlador clásico puede llegar a ser mejor que uno borroso, y podemos vemos 
forzados a emplear un SCB lineal. En cualquier caso, existen dos formas diferentes de obtener 
provecho de estas medidas: 
En la detección de errores de configuración. 
En la mejora de las reglas de control. 
También se han apuntado otras ideas originales de esta Tesis. Por ejemplo, no siempre es 
necesario eliminar las reglas superfinas, como aquellas reglas que son combinación lineal de 
otras, excepto en los casos en que se pueden detectar importantes incoherencias, pues suele 
resultar interesante integrar información procedente de diferentes fuentes. También pueden 
darse situaciones en las que la regresión lineal no es la mejor aproximación de cara a analizar 
desviaciones del sistema, y se requiere una función lineal por tramos. Estos ejemplos sugieren 
que pueden desarrollarse mejoras interesantes en futuros trabajos. 
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«El mejor modelo material de un gato es otro. 
Preferiblemente el mismo gato» 
Rosenblueth 
«El tiempo es lo que impide que todo ocurra de golpe» 
Wheeler 
«A leaming machine Is any device whose actions are 
influenced by past experiences» 
N.Nilsson 
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6.1 Modelado Borroso 
La identificación de sistemas ñ'sicos suele realizarse utilizando modelos ünealizados en el 
punto de funcionamiento deseado. Sin embargo, la lógica borrosa pernüte modelar con 
bastante precisión sistemas no lineales [Newell 84]. Los modelos más habituales en control 
borroso son el modelo de Mamdani y el modelo de Sugeno. El presente capítulo pretende 
mostrar el tipo de modelo borroso que se propone en esta Tesis, no sustancialmente diferente 
al de Sugeno, pero conceptualmente distinto y capaz de simplificar los cálculos matemáticos 
que permiten sistematizar el diseño del contixjlador borroso. Este modelo va a permitir 
operaciones como la asociación de bloques de manera mucho más sencilla que utilizando otios 
modelos. 
Posteriormente se presenta una técnica, también innovadora de esta Tesis, para llevar a cabo 
el análisis dinámico de sistemas borrosos utilizando el modelo anterior, la cual también 
simplifica de manera notable este trabajo de análisis. 
6.1.1 Modelo de Mamdani 
El modelo de Mamdani es un modelo basado en reglas cuya representación lingüística a bajo 
nivel se apoya de manera decisiva en la lógica borrosa. Por ejemplo, un sistema discreto de 
primer orden (que utiliza las muesti-as n y n-1) se puede modelar en base a reglas, cada una 
de ellas del tipo: 
SI (í/„ es U.) E (y. , es Y,.) ENTONCES (7 esY.) (285) 
donde U ,Y cY„,son variables borrosas (C/„ la enti-ada, Y„ la salida), y Uj, Y,i e Y^ son los 
valores borrosos "que pueden tomar para la regla i-ésima. Si obtenemos heurísticamente las 
reglas de conü-ol, resulta sencillo diseñar controladores borrosos del tipo 
SI (£„ es E) Y (E„., es E ,^) ENTONCES (t/„ es U.) (286) 
donde E , es el error y í/„ es la acción de control, pero es complejo hacerlo en base al modelo 
anterior del sistema a controlar. 
6.1.2 Modelo de Sugeno 
Por el contrario, el modelo de Sugeno, si bien se basa también en lógica borrosa, se 
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fundamenta en dividir el espacio de variables de estado en subespacios, en cada uno de los 
cuales exista una regla dominante con una salida lineal respecto a la entrada: 
SI (í/„ es U.) E (y . , es Y.,) ENTONCES y^ = a, + b^y,., + C.M„ (287) 
Tras efectuar la unión de todas las reglas, se obtiene la salida nítida del controlador calculando 
el centro de gravedad de la salida propuesta por cada regla: 
r 
y„ = ili (288) 
siendo w¡ el peso de cada regla y r el número de reglas. El mismo razonamiento que acabamos 
de hacer en un dominio discreto, puede hacerse en el continuo: 
dy 
SI (C/ es Uj) E (y es Y) ENTONCES I,— + yff) = K^MÍO (289) 
dt 
o lo que es lo mismo 
SI (C/ e5 U.) E (y es Y) ENTONCES T = T. Y K = K^ (290) 
es decir, la función de transferencia (FDT) para la regla i-ésima es 
Gis) = Í J — (291) 
' 1 + T: 5 
Y se obtiene entonces la salida como 
5^w.);.(0 
y{t) = Í l _ (292) 
1=1 
6.1.3 Modelo de Dinámica Borrosa 
El modelo que se propone en esta Tesis [Matía 93f| se basa en el de Sugeno, 





SI (C/ es U¡) E (Y es Y.) ENTONCES T = T.Y K = K. (294) 







yif) = Ku{t) 
r 











Este modelo emplea representación basada en reglas, al igual que el de Sugeno, pero a 
diferencia de éste, la borrosidad no está en la salida y(t), sino en la propia dinámica del 
sistema (T, R). Otras variantes de este modelo son: 
K 
SI {U es U.) E {Y is Y.) ENTONCES G.(J) = í (298) 
' 1 + T .5 
con 
con 
G{s) = - (299) 
I + f s 
SI (U es V.) E (Y es Y.) ENTONCES g^it) = ^exp( - -L) (300) 
g(0 = 4 exp(4) (301) 
r T 
siendo g(t) la respuesta impulsional. 
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6.1.4 Concepto de Función de Transferencia 
Dado un sistema físico, en principio monovaríable, pretendemos modelar la relación 
entrada/salida (.u(t), y(t)) mediante un modelo no lineal, que en nuestro caso será borroso. A 
la FDT la llamaremos G(s), en el dominio continuo (Figura 6.1). 
G(s) 
Figura 6.1 FDT 
En cualquiera de las variantes del modelo de dinámica borrosa la idea principal reside en que 
un sistema, en un determinado punto de ñmcionamiento, puede ser rápido y en otro ser algo 
lento. Por ejemplo, una regla puede expresar que 
SI (U es Ui) E (Y es Y;) ENTONCES Gi(s) es lento Y su ganancia es grande 
En la transición de un punto a otro, el sistema evoluciona de tal suerte que la dinámica se va 
adaptando y los polos del sistema se desplazan sobre el plano complejo, en lugar de 
permanecer en reposo como ocurre en un sistema lineal (Figura 6.2). Por este motivo, en esta 
Tesis los llamaremos polos viajeros. Una de las particularidades de este modelo reside en que 
permitirá simplificar los cálculos matemáticos como veremos más adelante, con lo que será 




Figura 62 Polos Viajeros 
6.1.5 Identificación de Sistemas Físicos 
Los sistemas físicos habitualmente se tratan de identificar según modelos lineales de orden 
adecuado. En el caso de sistemas no lineales, y con el fin de no tener que recurrir a la teoría 
de sistemas no lineales, de resultados genéricos y difícil aplicación [Cook 86], se procura 
aproximar el modelo por uno lineal en el punto de funcionamiento deseado. Esto conlleva que, 
a medida que nos alejamos de dicho punto, el modelo es cada vez peor. En nuestro caso, 
podemos emplear la misma metodología de identificación que para sistemas lineales 
haciéndolo en varios puntos de funcionamiento, y obteniendo diferentes FDT Gi(s) 
(Figura 6.3). Las técnicas clásicas de identificación basadas en respuesta a una secuencia de 
escalones y mínimos cuadrados siguen siendo válidas. 
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Figura 63 Linealización en Dos Puntos 
para un Sistema de Orden Cero. 
En realidad, lo que estamos haciendo con el modelo que se propone en esta Tesis es 
aproximar una función no lineal por otra más simple, pero cometiendo un error menor que el 
que obtendríamos al linealizar solamente en un punto. Además, en lugar de cambiar 
bruscamente de un modelo a otro, tenemos una transición gradual. 
6.1.6 El Principio de Equivalencia 
Es importante indicar que todos estos modelos son, en general, diferentes y sólo coinciden 



















Vi /T iP ' ' n'v:\ 
V-w íi) 
(b) (d) 
Figura 6.4 Transformaciones Lineales 
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Cuatro modelos posibles son: 
(a) ecuación diferencial 
(b) respuesta al escalón 
(c) función de transferencia 
(d) respuesta impulsional. 
El paso de uno a otro requiere la aplicación de la tranformada de Laplace o del Teorema de 
Convolución que, al ser sistemas no lineales, no dan como resultado el que cabría esperar en 
un sistema lineal. Por ello es conveniente elegir uno de ellos y trabajar con él exclusivamente. 
Por ejemplo, el modelo de FDT G(s) es el más apropiado para trabajar con diagramas de 
bloques, mientras que el modelo en respuesta impulsional es más indicado para llevar a cabo 
un análisis dinámico, y el modelo en ecuaciones diferenciales para implementar el modelo en 
un simulador. Se propone en esta Tesis el siguiente principio de equivalencia. 
Proposición. El principio de equivalencia sostiene que «el error que cometemos al pasar de 
un modelo a otro es suficientemente pequeño, si y sólo si la resolución de las reglas es 





















Figura 6.5 Transfonnaciones Borrosas 
Las etapas para llevar a cabo este paso aparecen reflejadas en la Tabla Xn. 
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Modelo Borroso (a, b, c, 
desborrosificar 
Modelo Lineal (a, b, c. 
aplicar transformada 
Modelo Lineal (a, b, c, 
borrosificar 





TaUa Xn Etapas de la Transfonnación 
6.1.7 Asociación de Bloques 
La asociación de bloques no presenta problemas si elegimos el modelo basado en FDT, siendo 
entonces análoga al caso de sistemas lineales, a saber: 
Asociación serie: Sea G,(s) un sistema definido con reglas de la forma: 
SI ((/ es U.) E (F es Y.) ENTONCES 0,^ (5) = K. Y{s) 
1 + T,.5 U{s) 
(302) 
con r, reglas, y G2(s): 
SI (y es Y) Y (X es X.) ENTONCES GJs) = _3Í = i í f l (303) 
con Tj reglas. Entonces la asociación G(s) resulta: 
SI (C/ es Uj) E [Y es (Y^  E Y^]) Y (X es X.) 
ENTONCES GJs) = — • — - 2 — = ] ^ 
" 1 + T^^s 1 + T^-S U(s) 
(304) 
con r,r2 reglas, es decir, G(s) = Gi(s)-G2(s). Para el resto de asociaciones de bloques la 
deducción es similar. 
Asociación paralelo: 
Gis) = G,(í) + G,(s) (305) 
Bucle de realimentación (Figura 6.6): 
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M(s) = Gis) 





Figura 6.6 Bucle de 
Realimentación 
No ocurre así con otros modelos, ni con el de Sugeno, para los que la asociación de bloques 
resulta ciertamente más complicada [Tanaka 92]. 
6.1.8 Ejemplo de Modelado 
Como ejemplo práctico, se plantea a continuación el modelo de dinámica borrosa para el 
péndulo invertido (base fija). La ecuación diferencial del péndulo es la siguiente: 
]Q(t) + B 6 ( 0 - mgasenQit) = P„(t) (307) 
donde J es la inercia del conjunto péndulo+bola, B es el rozamiento en el eje de giro, a es la 
longitud del péndulo y PJt) es el par motor aplicado (Figura 6.7). 
Figura 6.7 Péndulo Invertido 
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Seguidamente se linealiza esta ecuación en los siguientes nueve puntos 
rt _ J -7C -K -K -K ^ K K K K 
° 2 3 4 6 6 4 3 2 
que se corresponden con los centros de gravedad de los conjuntos borrosos: 
{ NMG, NG, NM, NP, ZE, PP, PM, PG, PMG } 
obteniéndose un sistema lineal de segundo orden: 
APJit) = JA6(Í) + bAe(0 - ragacose^AeCO 
es decir, 
PJis) = []s' +b5 -co'^ieCí) 
que es inestable. Las reglas del modelo quedarían, por tanto, 
SI (6 es NMG) ENTONCES co^  = O 
SI (9 es NG) ENTONCES íoj = I m g a 
SI (9 es NM) ENTONCES co^  = l? -mga 
SI (9 es NP) ENTONCES co' = - l l m g a 
SI (9 es ZE) ENTONCES ©^ = mga (312) 
SI (9 es PP) ENTONCES (ú] = i L m g a 
SI (9 es PM) ENTONCES co^  = l l m g a 
SI (9 es PG) ENTONCES co^  = i m g a 
SI (9 es PMG) ENTONCES üo^  = O 
siendo 
9 





6.2 Análisis Dinámico 
Nos centraremos principalmente en mostrar el comportamiento dinámico de sistemas borrosos 
de primer y segundo orden, si bien es factible extrapolarlo a sistemas de orden superior, al 
igual que se hace para sistemas lineales. 
6.2.1 Sistemas de Primar Orden 
Sea un sistema de primer orden G(s)=K/(l+Ts). Es sabido de la teoría de control clásico 
[Ogata 93], y fácil de deducir que, ante entrada escalón, el tiempo de establecimiento es ts=3T, 
lo que determina um'vocamente su comportamiento dinámico. Se trata de obtener para sistemas 
de dinámica borrosa cuál es el valor de t^  o, expresado de otra forma, dónde se encontraría 
el polo equivalente de nuestro sistema para que se verifique ts= ST^ .^ 
En la Figura 6.8, se representa la respuesta dinámica de un sistema borroso de primer orden 
ante entrada escalón unitario: 
SI Y es pequeña ENTONCES el sistema es rápido T(y=0) = T, = 5 
SI Y es grande ENTONCES el sistema es algo más lento T(y=K) = Tj = 30 
Entre ambos estados, el sistema se comporta de forma borrosa: comienza siendo rápido, y cada 
vez va evolucionando más lentamente. 
Figura 6.8 Sistema Borroso de Primer Orden 
Para cada una de las dos reglas anteriores tenemos un sistema lineal: G,(s) = K/(l+5s) y Gjís) 
= K/(l+30s), respectivamente. 
Proposición. El tiempo de establecimiento del sistema equivalente ^ ifíj = K[l-exp(-í/T)] viene 
dado por la expresión: 
1 
= f lí^úx (314) 
0.05 •* 
donde se ha efectuado el cambio de variable x={\-yfK). 
Demostración. Aplicando el principio de equivalencia puede partirse de la ecuación 
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diferencial del sistema 
fyit) + yit) = Ku{t) (315) 
Si la entrada u(t) es un escalón unitario. 
fy{í) + y{t) = K Vr>0 (316) 
y la solución de esta ecuación, que cumple las condiciones de contorno 
y(0) = O 
lim y{t) = K 
(317) 
(318) 
viene dada por: 
yit) = K 
( ^ 
1 -exp-fJL 
^ f{t) \ vv jj 
(319) 




y haciendo el cambio de variable: 
x = i - Z 
K 
(321) 
se llega a 
Ln x\ i,)- -f-ÍL 
•^r(í) (322) 
Derivando respecto al tiempo: 
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dx/dt 1 (323) 
X 7(0 
í ^ = d/ (324) 
e integrando finalmente, 
J M i x = jdt = t, (325) 
0.05 ^ 
como se quería demostrar. Para el caso concreto en que T, = Tj = T, resultaría 
í^  = T j Idx = T (Ln l-Ln 0.05) = 3T (326) 
0.05^ 
es decir, lo mismo que tenemos en un sistema lineal. Para el caso de funciones de pertenencia 
como las de la Figura 6.9, se obtiene: 
Pequeffa Grande 
O K y 
Rápido Lento 
es decir. 
Tl=5 T2=30 T 
Figura 6.9 Funciones de Pertenencia 
%) = T, . Z L L . y (327) 






= Tj {Ln l-Ln 0.05) + (T, - T2)( 1-0.05) = 
= 0.95 T, + 2.05 T, = 66 = 3T 
1 2 eq 
con T„ = 22, intermedio a T, y Tj como era previsible. En general, la ecuación anterior nos 
permite calcular tj para cualquier caso de funciones de pertenencia. 
En el caso del modelo de Sugeno, por el contrario, la ecuación que resulta es trascendente en 
X, y la integral no puede resolverse. En realidad, en ese caso ni siquiera podemos hablar de 
constante de tiempo equivalente. En la página siguiente se ha representado la dependencia 
T =f(T„ T2) (Figura 6.11, Figura 6.12 y Figura 6.13). Nótese, por último, que la función y(t) 
resultante no es una exponencial, aunque a la vista de la Figura 6.8 así pudiera parecer. 
6.2.2 Sistemas de Segundo Orden 
En el caso de sistemas de segundo orden, tenemos dos polos (-a±jWd) que determinan el 
comportamiento dinámico del sistema: sobreoscilación y tiempo de pico (Mp y tp). Se verifica 
que Mp=exp(-07t/Wd)-100% y tp=7t/Wd. Si, como en el caso anterior, suponemos unas reglas 
del tipo: 
SI Y es pequeña ENTONCES el sistema es rápido Y muy oscilatorio 
a(y=0) = a, = 0.05 y w,(y=0) = w ,^ = 0.194 
y 
SI Y es grande ENTONCES el sistema es algo más lento Y menos oscilatorio 
a(y=K) = a^ = 0.15 y Wd(y=K) = w j^ = 0.132 
entonces, como puede observarse en la Figura 6.10, el sistema comienza siendo rápido y muy 
oscilatorio, y acaba siendo más lento y por tanto menos oscilatorio. 
Figura 6.10 Sistema Borroso de Segundo Orden 
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Figura 6.11 T^ = f(T„ Tj) para K T , < 10. K T j < 10 
'1 
Figura 6.12 T^ = f(T„ Tj) para0.1<T,<l, 0.1<T2<1 
T, eq 
Figura 6.13 T^ = f(T„ Tj) para 10 < T, < 100. l<Tj<10 
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El signifícado que se puede buscar es que la dinámica va cambiando, es decir, los polos se 




Figura 6.14 Polos Viajeros 
Esto justificaría la aparente magia de los controladores borrosos, en cuanto a su 
comportamiento dinámico, y que muchos autores elogian pero no saben explicar: si en un 
sistema lineal conseguimos reducir el tiempo de pico, el precio que estamos pagando es 
aumentar la sobreoscilación, mientras que reducir la sobreoscilación se paga con un tiempo 
de respuesta mayor. Sin embargo, un sistema borroso puede ser rápido inicialmente y poco 
a poco irse haciendo más lento, logrando tiempo de respuesta y sobreoscilación pequeños, algo 
impensable en un sistema lineal. 
En este caso no es posible obtener unas expresiones explícitas que nos proporcionen Mp y tp, 
como ocurría en el caso de sistemas de primer orden, pues las dos ecuaciones que se obtienen 
son transcendentes. En todo caso, se propone en esta Tesis llevar a cabo una simulación con 
el fin de obtener gráficamente la dependencia Mp=f(Mp,, Mpj) y tp=g(tp„ tpj). 
En las figuras de la página 154 se muestran diversas gráficas obtenidas mediante simulación. 
En ellas se obtienen: 
Mp = f,(Mpt, Mp2) para tp*=tp,=tp2 
tp = f2(tpi> W 
Mp = f3(tp2, Mp') para Mp'=Mp,=Mp2, para cada tp, 
Conocidas las características dinámicas de Gi(s) y Gzís) (tp„ tpj, Mp„ Mpz), estas curvas de 
análisis nos dan la características dinámicas de G(s) (tp, Mp). La forma de utilizarlas es la 
siguiente: 
a) Conocidos tpj y tp2, obtener tp mediante fz-
bl) Si Mpi=Mp2=Mp', obtener Mp mediante fj. 
b2) Si tpi=tp2=tp*, obtener Mp mediante f,. 
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10 20 30 40 50 Mpl 

















20 30 40 SO 60 70 SO 90 tp2 
Figura 6.16 tp=fj(tp„ tp^ ) 
10 20 30 40 50 60 70 80 90 lp2 
Figura 6.17 Mp=f,(t,,, tpj) a Mp* constante 
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c) Aproximar tg por ts2. 
En el caso de que no se verifique ninguna de las opciones b), llevar a cabo un análisis de 
tendencias (Figura 6.18 y Figura 6.19), procediendo de la siguiente forma: 
Figura 6.18 Análisis de Tendencias I Figura 6.19 Análisis de Tendencias n 
Las bolas numeradas con un 1 representan la posición sobre el plano complejo de los polos 
de partida, y las bolas numeradas con un 2 las de llegada. Los cuadrados representan la 
situación del polo equivalente para cada combinación de (puntos de partida, puntos de 
llegada). 
Mediante los grafos anteriores es posible conocer, al menos de manera cualitativa, cuál va a 
ser la posición del polo equivalente. A partir de ella, la sobreoscilación y el tiempo de pico 
se obtienen respectivamente como: 
Mp«, = expi 
CÚ deq 
t p e , = 
7C 
(O deq 
6.2.3 Polos y Ceros Adicionales 
En el caso de sistemas de orden superior, indicar simplemente que la tendencia del sistema 
es la misma que en un sistema lineal. Un polo adicional hace al sistema más lento y menos 
oscilatorio. Un cero adicional hace al sistema más rápido y oscilatorio. 
La única diferencia está en que ahora estos polos y ceros adicionales se están moviendo sobre 
el plano complejo y, por lo tanto, su influencia en la dinámica del sistema de orden reducido 




Se analiza a continuación la estabilidad de sistemas representados mediante el modelo de 
dinámica borrosa propuesto en esta Tesis. Sea un sistema de primer orden borroso dado por 
su modelo en respuesta al escalón unitario: 
h{t) = K 
" 
1 - exp 
( M 
t 
Se sabe que: 
lim f_ÍL=0 
/-.o •' f{t) 
lim Í : ÍL = 
'^- ' ' f{t) 
El sistema será estable si 
lim h{t) = K 
l-to 
es decir, si 
lim h{t) = K 
para lo cual debe cumplirse que 












En realidad, una condición suficiente pero no necesaria para que el sistema sea estable es que 
f(0 > O Vi (338) 
fCy) > O Vy (339) 
o bien 
En sistemas de segundo orden el razonamiento es análogo. El sistema es estable si los polos 
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borrosos se encuentran siempre en el semiplano complejo de parte real negativa, condición 
también suficiente pero no necesaria. 
Nótese que este criterio de estabilidad es sólo válido para el modelo en respuesta impulsional 
o en respuesta al escalón unitario. 
6.3 Sistemas Realimentados 
Para el caso de sistemas realimentados, la única consideración adicional a mencionar es que 
resulta necesario completar los casos vistos de FDT borrosas, en las que la borrosidad está en 
los polos, a casos en los que la borrosidad esté también en la ganancia del sistema It. Aunque 
pueden analizarse varios casos, según los dominios de definición de las reglas, en general, el 
valor en régimen permanente será intermedio al correspondiente a los sistemas lineales de 
partida. 
Figura 6.20 Sistema con Ganancia Borrosa 
El error de posición en régimen permanente puede estudiarse, por tanto, de manera análoga 
a como se hace con los sistemas lineales, anulándose para sistemas de tipo uno. Los errores 
de posición, velocidad y aceleración, según el tipo del sistema, aparecen reflejados en la 
Tabla Xm. 
tipoO 1 
tipo 1 1 

















En este capítulo se ha propuesto un modelo borroso de sistemas físicos diferente a los 
utilizados habitualmente en control borroso. La idea ha consistido en aprovechar las 
prestaciones que ofrece el modelo de Sugeno, pero introduciendo la borrosidad en la propia 
dinámica del sistema, con lo que se facilita notablemente el análisis dinámico posterior. De 
esta forma, se han introducido en esta Tesis conceptos como el de polos viajeros, que 
permiten hacer un análisis sobre el plano complejo tal y como se hace en el caso de modelos 
lineales, algo impensable en otro tipo de modelos borrosos. 
Se pretende además que este modelo sea el punto de partida del capítulo de diseño, de forma 
que también sea posible utilizar el plano complejo y por tanto técnicas como las basadas en 




«Cuando este circuito aprenda tu oficio, ¿qué harás tú?» 
McLuhan 
«Si el Señor Todopoderoso me hubiera consultado antes de 
embarcarse en la creación, le habría recomendado algo más 
sencillo» 
Alfonso X 
«A la pregunta de "¿cuál es la respuesta al mayor problema 
de la vida, del universo y del todo?", la mayor 




Capítulo 7 DISEÑO DE CONTROLADORES 
7.1 Estrategias de Diseño 
A lo largo de los capítulos anteriores, se ha ido mostrando una forma diferente de enfocar el 
análisis de SCBs, para desembocar en este momento en la elaboración de una estrategia de 
diseño de este tipo de sistemas. 
El diseño convencional consiste en un diseño empírico o en un diseño basado en modelos. El 
diseño empírico utiliza reglas basadas en la experiencia para la configuración inicial del 
controlador. El ajuste posterior se hace, bien de manera empírica, o bien mediante un 
controlador autoajustable (Self-Organizing Controller, SOC). El diseño basado en modelos se 
lleva a cabo en dos fases. En una primera se identifica el sistema a controlar mediante un 
modelo borroso, y posteriormente se intenta sintetizar el regulador. No es objetivo de este 
trabajo la identificación de modelos borrosos. 
Nos centraremos por tanto a continuación en los dos métodos de diseño restantes que son los 
que se proponen en esta Tesis. Podemos clasificar las diferentes metodologías de diseño que 
se proponen en las siguientes: 
Diseño por equivalencia con PIDs. 
Diseño por síntesis indirecta. 
El primero se fundamenta en la posibilidad de diseñar SCBs equivalentes a PIDs dados, tal 
y como se explicó en el capítulo de ajuste. Como complemento al mismo, se presenta un 
algoritmo de control adaptativo para el autoajuste del controlador lineal así obtenido, de forma 
que se adapten sus parámetros conforme a un modelo de referencia fijado. 
El segundo método, diseño por síntesis indirecta, se apoya en el modelo de dinámica borrosa 
que fue definido en esta Tesis en el capítulo de análisis dinámico. Fijando las características 
dinámicas que se desean para el sistema realimentado y fijado un modelo del sistema a 
controlar, es posible sintetizar un supervisor borroso mediante las técnicas que se describirán 
en el apartado 7.3, en lugar de utilizar las técnicas de síntesis que proponen otros autores 
[Benlahcen 81, Langari 93]. 
7.2 Diseño por Equivalencia con PIDs 
Cuando no se dispone de reglas suministradas por el experto, ni de un modelo del proceso a 
controlar, el siguiente método resulta de gran utilidad. Éste pasa por las siguientes etapas: 
161 
Diseño de Controladores 
1) Obtención de un PDD mediante una técnica empírica (Ziegler-Nichols) o basada en un 
modelo del sistema a controlar (lugar de las raíces). 
2) Obtención de un SCB lineal (FPID) equivalente al PE) anterior mediante las técnicas 
descritas en el capítulo de ajuste. 
3) Puesta en funcionamiento de un algoritmo de autoajuste que lefíne los parámetros del 
controlador. 
En este sentido, las técnicas de autoajuste pueden considerarse como imprescindibles para 
completar las etapas de diseño de un SCB utilizando este método. Las etapas anteriores 
aparecen resumidas en la Figura 7.1. 
PID PID 
INICIAL ÓPTIMO < = > 
SCB 
INICIAL 






Figura 7.1 Diseño por Equivalencia con PIDs 
7.2.1 Método empírico para el ajuste de PIDs 
De cara a completar la fase 1 del método recién descrito, se presenta a continuación como 
recordatorio la técnica de ajuste empírico de Ziegler-Nichols. Dado un sistema en cadena 
cerrada, el método consiste en ir aumentando la ganancia hasta alcanzar una oscilación no 
amortiguada. En ese momento, se miden las características K„ y Ty de las oscilaciones, y se 













Tabla XIV Ajuste en Cadena Cerrada 
Estos valores empíricos son obtenidos utilizando como criterio a optimizar: 
162 
Diseño de Controladores 
IAE= í I e(t) I di (340) 
Sin embargo, en la mayoría de los casos prácticos no es posible llevar a cabo el ajuste en 
cadena cerrada. Por ello, existe un método alternativo de Ziegler-Nichols para cadena abierta. 
Éste consiste en someter el sistema a un escalón y analizar el tiempo de retardo r y la 
pendiente máxima b. 
Figura 7.2 Ziegler-Nichols 
en Cadena Abierta 
Los parámetros del PID se fijan entonces según la tabla: 
—1 
1 Regulador P | 
1 Regulador PI | 











Tabla XV Ajuste en Cadena Abierta 
Estos se obtienen empíricamente utilizando los del primer método, haciendo 
• ^ ' ^ 
T„ = 4 r (341) 
y siguiendo el mismo criterio a optimizar. 
7.2.2 Obtención de un SCB lineal 
En el capímlo de ajuste se esmdió cómo es posible configurar un SCB de forma que fuese 
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equivalente a un PID dado. Para ello es preciso escoger adecuadamente los términos 
lingüísticos, las funciones de pertenencia y la tabla de reglas. Dado el PID: 
u{t) = K eit) + _L {e{t) dt + 1.— 
ij "di 
(342) 
se toman funciones de pertenencia triangulares, solapadas por parejas y con 
(343) 
y se escoge una tabla de reglas lineal. Se obtiene entonces la siguiente equivalencia: 
K = 
í \ KT 
e=se=0 






donde (PEÍ. PCEJ» PSEIC Cy^ ) son los puntos maestros. Con ello la función de control resulta 
aproximadamente lineal si se utiliza la función mínimo como norma-t para la operación lógica 
AND entre premisas, y un resultado exacto si se toma el producto. 
Las constantes del PID buscado vienen dadas por el problema, por lo que una vez escogido 
PEÍ' PcEj' PsEk o Cjjk, los restantes quedan determinados. 
7.2.2.1. Ejemplo de Aplicación Industrial 
Como ejemplo de aplicación industrial, a continuación se muestra un ejemplo de diseño de 
controladores borrosos, utilizando el método de diseño por equivalencia con PIDs. 
En control de procesos industriales se buscan ante todo soluciones eficientes. E>ebido a esto, 
la inexistencia de una teoría de control para ajustar SCBs y la consecuente dificultad para 
configurarlos a partir del conocimiento del operador, han hecho posible que la industria 
continuara utilizando controladores clásicos durante años. 
Pero los malos resultados obtenidos con este tipo de control en determinados tipos de 
procesos, como los de elaboración del cemento, en los que las variables son típicamente 
borrosas y el conocimiento del experto es impreciso, trajeron la necesidad de utilizar lógica 
borrosa. La aplicación que se comenta a continuación fue desarrollada por ASLAND S.A. y 
DISAM con el nombre de CONEX [Sanz 90]. 
En una de las capas de más bajo nivel de esta arquitectura coexisten controladores PID, 
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controiadores borrosos y controladores por realimentación del estado. Los controladores PID 
ya estaban en funcionamiento, por lo que se comenzó instalando los borrosos estudiando los 
PIDs existentes, de cara a obtener de sus parámetros información suñciente para diseñar un 
SCB lineal, equivalente al dado. La siguiente etapa sería introducir el conocimiento del 
ingeniero de control sobre el comportamiento de las variables, con el fin de modificar 




Figura 73 Esquema del Enfriador de Parrilla 
El sistema objeto de control se representa en la Figura 7.3. El material, clinker de cemento, 
procede del homo y debe ser refrigerado en un enfriador. Éste consta de una parrilla que 
transporta el clinker al tiempo que varios ventiladores insuflan aire. La presión bajo la parrilla 
(Figura 7.4) es una medida de la calidad de enfriamiento del material, por lo que 
modificaciones en la velocidad de la parrilla y en el flujo de los ventiladores permiten 
controlar la refrigeración del clinker. Básicamente, nuestro bucle de control consiste en 
mantener constante la presión bajo la parrilla, modificando convenientemente la velocidad de 
la misma (Figura 7.5). 
Figura 7.4 Evolución de la Presión bajo Panilla 
Un incremento en la referencia de velocidad provoca un aumento en la velocidad de la panilla 
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y un decremento en la presión. Por lo que, si la presión se encuentra por debajo de su 
referencia, el error es positivo y debemos reducir la referencia de velocidad. Esto quiere decir 










Figura IS Bucle de Control 
Los pasos a seguir en este ejemplo de diseño son los siguientes: 
Selección de un PID inicial. 
Obtención de un SCB lineal (FPID). 
Ajuste empírico. 
Al comienzo de nuestro trabajo, estaban disponibles dos controladores clásicos: un controlador 
P con K = -0.5 (ganancia), y un controlador PI con K = -0.5 y Tj = 100 (constante integral), 
ambos con período de muestreo T = 20 segundos. Pasaremos ahora a diseñar un controlador 
borroso para cada uno de estos casos. 
7.2.2.2. Diseño de un Controlador FP 
Inicialmente existía un controlador proporcional con K = -0.5 y T = 20. Los pasos a seguir 
para diseñar un controlador FP son los siguientes: en primer lugar, el ingeniero de control 
indica que la derivada del error normalmente oscila entre (-6, 6). Con esta información se 
decide utilizar siete términos lingüísticos (Figura 7.6). 
- 4 - 2 0 2 4 
Figura 7.6 Conjuntos borrosos para CE 
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Esto proporciona suficiente flexibilidad para definir los parámetros del controlador (siete 
puntos maestros). Además se escogen las siete reglas siguientes: 
SI CE es NG ENTONCES cu = CpQ. 
SI CE es NM ENTONCES cu = CpM-
SI CE es NP ENTONCES cu = Cpp. 
SI CE es ZE ENTONCES cu = CZE-
SI CE es PP ENTONCES cu = CNP-
SI CE es PM ENTONCES cu = CN -^
SI CE es PG ENTONCES cu = CNG-
siendo 
NG : Negativo Grande 
NM : Negativo Medio 
NP : Negativo Pequeño 
ZE : Cero 
PP : Positivo Pequeño 
PM : Positivo Medio 
PG : Positivo Grande 
Ahora, puesto que buscamos K = -0.5, es necesario obtener 
""'" = -0.5 (345) 
es decir. 
^PG' _ ^PM' _ ''PP' _ '^NP' _ ''NM' _ ''NG' 
P N G I^NM P N P Ppp PpM PpG 
^^ ~ ' '^ NG' ' ''NM' ' ''NP' ' ''ZE' ' ''PP' ' '^ PM' ' ''PG' ' " / i ^ / : x 
(346) 
= { - 3 , - 2 , - 1 , 0 , 1 , 2 , 3 } 
La Figura 7.8 muestra la evolución de la referencia de velocidad y de la presión con el 
controlador FP. La evolución de la presión (0-214) trata de seguir a su referencia, pero con 
un error en régimen permanente. Pero para el tramo (214-1290), el ingeniero de control 
propone un importante avance: se observa que cuando la presión se aleja muy deprisa de su 
referencia, y por lo tanto la derivada del error es grande, el controlador es demasiado lento. 
La solución se alcanza fácilmente tomando 
cu"^  = { -9 , -4 , -1 , O , 1 , 4 , 9 } (347) 
manteniéndose la misma acción de control para PP' y NP' e incrementándola de forma no 
lineal para PM', NM', PG' y NG'. Con estas nuevas reglas se obtienen diferentes acciones 
de control. 
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Obsérvese que esta modificación se ha llevado a cabo alrededor del punto de funcionamiento 
lineal. Cualquier corrección lingüística en la acción de control o en los parámetros del 
controlador borroso es fácil de implementar mediante esta técnica. 
7.2.2.3. Diseño de un Controlador FPI 
En la Figura 7.9 se puede seguir la evolución de la referencia de velocidad y de la presión con 
el controlador proporcional-integral (K = -0.5, T; = 100, T = 20). Diseñar un controlador FPI 
pasa por las siguientes etapas: el ingeniero de control nos hace saber que la oscilación normal 











Figura 7.7 Conjuntos Borrosos para E y CE 
En este caso se puede intentar, por simplicidad, con tres términos lingüísticos para cada 

















Tabla XVI Tabla FPI Lineal 
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LA EVOLUCIÓN DE LA PARRILLA; REFERENCIA DE VELocroAP Y PRESIÓN 
Figura 7.8 Controlador P (K=-0.5) y Controlador FP 
Figura 7.9 Controlador PI (K=-0.5, Ti=100) 
REFERENCIA DE VELOCIDAD 
PRESIÓN 
2 3 0 0 2<4.00 2 S O O 2 e O O 2 7 0 0 2 * 0 0 2 S O O 3 0 0 0 31 O O 
3 0 i-nin 
Figura 7.10 Controlador FPI 
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Ahora, y puesto que se busca conseguir T; = 100, se debe obtener 
Cpp- c^ ' KT -0.5-20 
'E, NP l-'E, PP PEPP T, 100 
= -0.1 => Cpp, = 3, c^, = -3 (348) PP' -'• "NP' 
cpp' _ '^NP'_K = -0.5 => P c E . P = - 6 . PcH.PP = 6 (349) 
'CE. Í^P f'CE. PP Pe 
'^ PM' " ^*'PP' ~ " 
^NM' " ^^NP' ~ ~ " 
(350) 
Esto significa que cu oscila en (-6, 6), por lo que 
^ ^ " ^ ^NM' ' ^NP' ' ^ZE' ' ''PP' ' S M ' ' ~ 
= { - 6 , - 3 , 0 , 3 , 6 } 
(351) 
Como puede verse en la Figura 7.10, la evolución de la presión es similar ahora y con el 
control PI: la referencia de velocidad trata de mantener la presión, y en ambos casos se 
consigue un control razonable alrededor del punto de referencia. También es posible llevar a 
cabo ahora modificaciones lingüísticas: cambiar valores para los términos lingüísticos de la 
acción de control (como en el caso FP), para los del error y la derivada del error, 
modificaciones en la tabla de reglas, o contemplar características del proceso como no 
linealidades o asimetrías. Esto brinda también una gran flexibilidad de cara a controlar 
cualquier otro tipo de sistema. 
7.2.3 Autoajuste de Controladores 
Las técnicas de control adaptativo son utilizadas de cara a mejorar las prestaciones dinámicas 
en cadena cerrada cuando los parámetros del proceso a controlar son desconocidos, o varían 
en el tiempo. Pero mientras que para sistemas lineales se han desarrollado numerosos métodos, 
para el caso de sistemas borrosos el número de estudios es más limitado, aunque no por ello 
menos variado, mientras que las técnicas de auto-organización se han impuesto y hecho mucho 
más populares. 
Los controladores lingüísticos auto-organizados [Neyer 90] utilizan una tabla de prestaciones 
adicional que suministra un índice de coste dependiendo de la desviación de la salida del 
sistema respecto a un modelo de referencia deseado. La cantidad en que las reglas son 
modificadas depende de este índice. 
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En el otro extremo, las técnicas de control adaptativo borroso permiten modiñcar directamente 
las variables borrosas, por ejemplo, pueden cambiar el valor que toman desde pequeño a muy 
pequeño. Esto es útil cuando los parámetros del proceso a controlar son desconocidos, o son 
frecuentes los cambios en su dinámica. 
A continuación se presenta el método de control adaptativo con modelo de referencia que se 
propone en esta Tesis. En este tipo de sistemas, se busca minimizar la diferencia entre la 
salida real del sistema y y la de un modelo de referencia y„ que marca el comportamiento 
deseado del mismo. El algoritmo garantiza la convergencia asintótica de la dinámica del 
sistema [Wang 93]. Para resolver este problema de estabilidad y convergencia, se utiliza un 
método basado en el criterio de Lyapunov. 
La forma en que se aplica es la siguiente. En primer lugar, se obtiene un controlador borroso 
lineal. Segundo, se aplican las reglas de adaptación actuando directamente sobre las variables 
borrosas, las cuales van variando su valor. 
7.2.3.1. Modelo del Controlador 
Como modelo del controlador utilizaremos inicialmente un modelo lineal por tramos (primera 
forma canónica) con contraste variable entre cada dos puntos maestros. Las funciones de 
pertenencia vendrán por tanto definidas por una función de pertenencia genérica como la vista 
en el apartado 4.14. Utilizaremos el siguiente modelo de función de control (caso FPI): 
cu(e,ce) = Cj. + K^ie-^^) + K^^ice-^^) 
con PE < e < pg (352) 
con Pc£ <ce< Pc^ 
En otros intervalos de e y ce se obtienen expresiones similares. K^ y y KCEÍJ son las ganancias 
integral y proporcional del controlador en cada intervalo (Bg;, BEÍ+I) y (BCEJ, 6CEJ+I), 
respectivamente, y pueden obtenerse como: 
K , = i ^ (353) 
HCE,., HcE, 
y ^i> ^ cEj» Cij dependen de la posición de los conjuntos borrosos. Finalmente, una aclaración 
que será útil posteriormente. Si una de las ganancias cambia su valor (KE^ o KCEÍJ)' algunas 
de las reglas deben recalcularse como sigue: 
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Figura 7.11 Recálculo de Reglas 
Esto es equivalente a adaptar las variables borrosas de salida: 
Cik Cik+1 
Figura 7.12 Adaptación de 
Variables Borrosas 
7.2.3.2. El Método FACE 
El Entorno para Control Adaptativo Borroso (Fuzzy Adaptive Control Environment, FACE) 
que se presenta en esta Tesis, es un algoritmo que incluye una estructura de control adaptativo 
con modelo de referencia y utiliza la siguiente metodología [Matía 93e]. 
El algoritmo trata de ajustar las ganancias del controlador Kgy y K^EÍJ, buscando minimizar la 
diferencia entre la salida del sistema y y la salida y^ del modelo de referencia G ,^. De cara 
a garantizar la convergencia del comportamiento dinámico del sistema realimentado M, se 
utilizará el teorema de estabilidad de Lyapunov [Ástrom 89]. 
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Además, las prestaciones dinámicas se tratarán de mejorar en dos etapas: 
I) Adaptar las variables borrosas. 
II) Trabajar sobre el contraste en cada intervalo, buscando más precisión en el 
ajuste. 
El siguiente apartado se centra en la etapa I. La etapa n queda abierta al desarrollo de algún 
algoritmo de optimización que ajuste el contraste, no siendo motivo de este trabajo. 
7.2.3.3. Selección de Funciones de Lyapunov 
La función de Lyapunov depende del sistema a controlar G, del controlador F y del modelo 
de referencia G^. Seguidamente se muestra un ejemplo muy sencillo para un caso lineal de 
G, un controlador PI y un modelo lineal G ,^: 
Proceso: G(s) = l/(s+a) 
Controlador: F(s) = Kg/s + KCE 
Modelo de Ref.: GM(S) = K/(s^+Ts+K) 
con K, T > 0. De las ecuaciones del proceso y del controlador obtenemos: 
y(t) + (a ^ K,)KO + K^XO = K^gr (357) 
con r la referencia, y 
U^) ^ Ty^íí) + K>'„(0 = Kr (358) 
por lo que 
¿o(0 + Téjit) ^ Ke^it) = (KcE-K)g(í) + (a + K, -T)é(í) 
= ^,{í)eit) + (1)CE(Í)¿(0 
(359) 
siendo e,, = y-y^, y e = r-y. Ahora elegimos la siguiente función de Lyapunov: 
V(0 = él{t) + Keo'(í) + Xc,(t)jE + K^\ (3^) 
con A^  y XcE > 0. Esto significa que 
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V{t) > O (361) 
y 
V(t) = -2T¿o(í) < O (362) 
que son las dos condiciones de Lyapunov necesarias, si y sólo si elegimos: 
*,(,) = - i í ^ (363) 
•„(„ - - i í ^ (364) 
por lo que las reglas de adaptación son 
e{t)éÁt) ,^^^^ 
Kg(0 = - ° (365) 
K^(0 = - f í ^ (366) 
Llegados a este punto, si tomamos un modelo para la función de control como el mostrado 
en (352), 
cui,e,cé) = c.. + K^/c-pg) + K^^(ce-PcE) (367) 
tendremos las siguientes reglas de adaptación: 
__ . ( ^ ^^^^ 
fc„(0 = - f ^ (369) 
y la adaptación finalizará cuando KCEJ=K y Kg^sT-a. Nótese que, cuando se modifica una 
ganancia, debemos recalcular todas las reglas que cuelgan a la derecha/izquierda de c¡j, 
dependiendo del signo de e y ce. También es posible estudiar casos más generales con una 
función borrosa para el modelo de referencia G^ y para el proceso G. 
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7.2.3.4. Ejemplos 
El primer ejemplo utiliza un controlador PI clásico, con un período de muestreo igual a 1 
segundo, KE=0.08 y KCE=0.4, y un proceso de primer orden con a=2, pero desconocido. El 
modelo de referencia es también lineal y tiene K=0.12 y T=2.6, Al final de la simulación, con 
XE=1 y XcE=0.1, se obtienen KE=0.12 y KCE=0.4, lo que corresponde a KE=K y KcE=T-a. La 
segunda simulación (Figura 7.13) se ha llevado a cabo para un controlador FPI con la 
























Tabla XVn Tabla de Partida 
es decir KEÍ=0.08 Vi=1..4 y KCEJ=0.4 Vj=1..2. El modelo de referencia es el mismo que en el 

























Tabla XVra Tabla Final 
Nótese que la tabla difiere de la ideal correspondiente a un PI, puesto que se han introducido 
más escalones positivos que negativos, y se ha adaptado más una zona de la tabla de reglas. 
Parece necesaria una adaptación más larga. 
175 
Diseño de Controladores 
U sin FACE 
Figura 7.13 Simulación del Algoritmo FACE 
7.3 Diseño por Síntesis Indirecta 
En el capítulo anterior se analizaron los sistemas basados en el modelo de dinámica borrosa. 
En ellos, la principal diferencia respecto a otros modelos radicaba en que la borrosidad no 
estaba en la salida, sino en la propia dinámica del sistema. Comentaremos esta técnica de 
diseño de supervisores borrosos que se propone en esta Tesis, para presentar finalmente una 
aplicación al control del péndulo invertido. 
7.3.1 Lugar de las Raíces Deslizante 
Dado un sistema realimentado, es bien conocida la técnica de diseño de reguladores para 
sistemas lineales basada en el lugar de las raíces [Puente 87]. Por ejemplo, para un sistema 
en cadena abierta de segundo orden con dos polos reales, al añadirle en serie un regulador 
proporcional (K) y realimentar unitariamente, el lugar de las raíces es el reflejado en la 
Figura 7.14. Para un valor determinado de K, tenemos una posición determinada de los polos 
en cadena cerrada. Fijar cómo queremos que se comporte el sistema realimentado, equivale 
a fijar la situación de los polos en cadena cerrada, con lo que el valor de K queda determinado 
unívocamente. 
II I 
Figura 7.14 Lugar de 
las Raíces 
Figura 7.15 Lugar de 
Raíces Deslizante 
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En el caso de un sistema borroso, la idea es la misma, con la salvedad de que ahora los polos 
en cadena abierta se están moviendo, con lo cual tenemos lo que llamaremos en esta Tesis un 
lugar de las raíces deslizante (Figura 7.15). 
73.2 Sistemas Realimentados Lineales 
Supóngase que se desea diseñar un controlador de tal suerte que el sistema realimentado 
cumpla unas determinadas especificaciones de sobreoscilación Mp y tiempo de pico tp. Éstas 
pueden ser alcanzadas fácilmente, pues basta con que el sistema realimentado sea lineal. Para 
conseguirlo, es necesario adaptar de manera acoplada el valor de K, de forma que los polos 
en cadena cerrada permanezcan en reposo. Es decir, el sistema original es borroso, el 
controlador es borroso, pero el sistema realimentado sería lineal. 
Sea por ejemplo el sistema en cadena abierta dado por la función de transferencia borrosa: 
G{s) = _ (370) 
s^ + iQs + vv„ n 
W, 1=^' ^ w] (371) 
„ - Vi -r r v j 
y un regulador dado por la FDT K. Bajo estos supuestos, el sistema en cadena cerrada es: 
M(s) = (372) 
s^ + IQs + iwl + K) 
Si fijamos nuestros polos dominantes en cadena cerrada en -a±jwj, siendo 
wl = a' + wl (373) 
entonces, la ley de variación del regulador es 
K = wl - wl (374) 
' n " n 
con a constante e igual a o. Nótese que no se trata de un controlador directo, sino de un 
supervisor borroso: es un regulador lineal 
"(O = Ke{t) (375) 
cuya ganancia K es modificada mediante un algoritmo borroso, en función de otras variables 
del sistema. Por ejemplo si w^ es función de la variable y (salida del sistema a controlar), 
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Wd(y) (como en el apartado 6.2.2), entonces K también es función de y: K(y). 
En el caso de que en cadena cerrada a no sea constante, sino borrosa, o en el caso de que con 
un controlador FP el lugar de las raíces no pase por el punto deseado, será necesario modificar 
el trazado del mismo, introduciendo un cero borroso {supervisor FPD): K(s+6>). Por lo demás, 
la técnica de diseño es la misma que en el caso FP. 
Con el fin de eliminar el error en régimen permanente, es posible introducir un integrador 
(polo en el origen y cero adicional), al igual que se hace en el caso de sistemas lineales: 
K(s+a)/s. La diferencia entre esta compensación FPI, o FPID, y el caso anterior, está en que 
ahora no es preciso que el cero sea borroso, siendo suficiente que se sitúe lo suficientemente 
cerca del origen y al mismo tiempo alejado de los polos dominantes en cadena cerrada, de 
manera que el lugar de las raíces se vea alterado lo menos posible. Lógicamente, la aparición 
del nuevo par polo-cero en cadena cerrada introduce modificaciones en la dinámica del 
sistema, al igual que ocurre en el caso de sistemas lineales. 
-M &* t-
Figura 7.16 Compensación FPI 
7.3.3 Ejemplo: El Péndulo Invertido 
Como ejemplo práctico, se ha llevado a cabo una simulación para el control del péndulo 

















Figura 7.17 EHagrama de Bloques del Péndulo 
Como vimos en el apartado de modelado, la ecuación del péndulo era: 
16(0 + BÓ(í) - ay(Ocose(/) - mgasenQit) = P (í) (376) 
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donde se ha introducido una perturbación ^ í). Tras linealizar en 9 puntos de funcionamiento: 
% = -K -K -K 
6 6 4 3 2 
(377) 
se obtenía un sistema de segundo orden lineal, en el que ahora hay que añadir el término 
correspondiente a/fíj: 
APjit) = J A 9 ( 0 + BAd(0 - [mgacoseo - SLÍ^senQ^AQit) + acose,,4/(í) (378) 
es decir. 
P (5) = [Jj^ +Bs - & l]Q{s) + acose„F(s) (379) 
sistema que es inestable. Con ello, la ley de variación del supervisor borroso será 
Km = co' - &im (380) 
donde w„ (^0) se obtiene según las reglas vistas en el tema de modelado. Las especificaciones 
dinámicas son Mp=5% y tp=7C segundos. Los resultados de la simulación ante una entrada 
escalón de 30 grados en la referencia angular 9^  aparecen reflejados en la Figura 7.18. El 
sistema realimentado es prácticamente üneal y ante cualquier magnitud del escalón de entrada, 
el sistema se comporta con las mismas características (Mp y tp). Lógicamente, al tratarse de 
un sistema de tipo O, existe un error de posición en régimen permanente. Sería conveniente 
añadir un integrador en serie con el controlador, con el fin de eliminar dicho error [Neyer 93], 
con lo que el sistema será algo más rápido y oscilatorio, tal y como ocurre al utilizar 
reguladores de tipo PI. 
4.9 3 9.S • I.S 7 7.9 • 
Figura 7.18 Respuesta del Péndulo ante Escalón Unitario 
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Como nota importante indicar que un regulador lineal (de tipo PID) no resulta adecuado para 
controlar sistemas de este tipo, debido a la gran falta de linealidad existente. La explicación 
radica en que, al linealizar solamente en el punto de equilibrio 6o=0, no se tiene en cuenta la 
no linealidad producida por el término en senQ(t). 
Aclaremos por último que los ejemplos vistos arrojan resultados desde el punto de vista de 
simulación, con el fin de verifícar los resultados teóricos ya que, en la práctica, la utilidad de 
la lógica borrosa aparece cuando no se dispone de un modelo numérico o éste es borroso. 
Tampoco tiene aplicación introducir un escalón en la referencia, puesto que no es lo habitual 
intentar mantener un ángulo constante. Un caso más realista consiste en mantener el péndulo 
en posición vertical, ante entradas impulsionales en /. El resultado aparece reflejado en la 
Figura 7.19. 
Figura 7.19 Respuesta del Péndulo ante Entrada Impulsional 
7.3.4 Sistemas Re alimentados Borrosos 
Supóngase ahora que se desean verificar tres especificaciones dinámicas al mismo tiempo: 
sobreoscilación Mp, tiempo de pico tp y tiempo de establecimiento t^. Evidentemente, salvo 
en casos muy concretos, no va a ser posible cumplir las tres con un sistema realimentado 
lineal, pero sí con uno borroso. De hecho, cuando se trata de diseñar atendiendo únicamente 
a dos especificaciones, con un controlador proporcional lineal, existe una Ugadura entre ambas, 
lo que no ocurre con un controlador borroso, al poder ir variando su dinámica. 
Adviértase aquí que habitualmente, cuando se habla de implementar un control borroso, el 
modelo del sistema a controlar es lineal (véanse la mayoría de los trabajos sobre análisis 
dinámico de sistemas borrosos). Ahora, sin embargo, vamos a disponer de un sistema borroso, 
tanto en cadena abierta como en cadena cerrada. 
La técnica de diseño consistirá en utilizar a la inversa las curvas de análisis obtenidas en 
capítulo anterior, comportándose ahora como curvas de síntesis, y que se repiten en la página 
182 para comodidad del lector: Mp=f,(Mp„Mp2) (Figura 7.22), tp=f2(tp2,tp,) (Figura 7.23) y 
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Mp=f3(tp2,tp,) (Figura 7.24). Se utilizará además la siguiente ecuación: 
««n «»n 
Mp2 = lOOe""" = lOOe '»«100e '» (381) 
en la que se ha aproximado ts2 por tj. Los pasos que se proponen en esta Tesis para llevar a 
cabo el diseño, son los siguientes: 
1) Si ts2 es adecuado, basta con supervisor FP. Se toma tj = X^^. 
a) si <y,<02, se diseña a Mp* constante, buscando tp2<tp. 
Figura 7 JO Diseño a Mp* 
Constante 
se supone Mp' entrando en (381) con Mp2=Mp' y el valor de i^ 
deseado. Se obtiene tpj 
se entra en fj con tp2 y el valor de tp deseado. Se obtiene tp, 
se entra en f3 con tp„ Mp* y el valor de Mp deseado. Se obtiene 
tp2 
si tp2 ha salido más pequeño que el inicial, se toma Mp* más 
grande y se vuelve a iterar (o a la inversa). 
b) si CT,>a2, se diseña a tp* constante, buscando Mpi<Mp2 
í—* f 
:i » * 
Figura 7^1 Diseño a tp* 
Constante 
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Figura 7.24 Mp=f](tp,, tpj) a Mp' constante 
90 lp2 
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se toma tp,=tp2=tp'=:tp (o ver Figura 7.23) 
se entra en (381) con tpj y el valor de ts2=ts deseado. Se obtiene 
Mp2 
se entra en fj con Mpj y el valor de Mp deseado. Se obtiene Mp, 
2) Si ts2 no es adecuado, es necesario un supervisor FPD. 
Se elige tjj = tj 
Se puede diseñar a Mp constante o a tp constante. Por ejemplo, a tp 
constante: 
se toma tp,=tp2=tp=tp 
se entra en (381) con tp2 y el valor de tj deseado. Se obtiene Mpj 
se entra en f, con Mpj y el valor de Mp deseado. Se obtiene Mp, 
se diseña un controlador PD KR,(s+b,) para conseguir Mp„ tp, y 
otro KR2(s+b2) para conseguir Mp2, tpj. Con ello se tiene el 
supervisor FPD KR(S+6). 
Lógicamente, debido al cero adicional introducido, el sistema 
realimentado será algo más rápido de lo deseado, al igual que ocurre en 
el caso lineal con reguladores de tipo PD. 
7.3.5 Consideraciones Finales 
Los algoritmos de control obtenidos mediante la técnica anterior son supervisores borrosos. 
Así pues, sólo queda transformarlos para que realmente sean controladores borrosos directos. 
El método completo de síntesis indirecta incluye ambas etapas: 
1) el diseño del supervisor por síntesis 
2) su transformación en un controlador directo. 
Se trata de transformar 
u{t) = K{y)e{t) (382) 
donde y es la salida del sistema a controlar, en 
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u{t) = K{e) (383) 
Surge así el problema de aproximación al control directo. La obtención de un contiolador 
directo borroso es posible de manera aproximada. Si tenemos reglas del tipo 
SI Y es Yi ENTONCES K = Kj 
con y¡ el valor para el que se lanza sólo esta regla i-ésima, el método consiste en transformar 
cada regla en otra del tipo 
SI E es Ej ENTONCES u = u, 
con epr-Yi y u^Kj-ej. En todo caso, este controlador directo es específico para un valor de 
referencia determinado del bucle de control. Este resultado se puede generalizar a supervisores 
de tipo FPID. Dado el controlador borroso 
u{t) = KJ^)e{t) + Kfy)se{t) + KJ^)ce{t) (384) 
con reglas del tipo 
SI Y es Yi ENTONCES Kp = Kpi, K, = KiiyKD = KDi 
se puede obtener 
u{t) = ü{e,se,ce) (385) 
con reglas del tipo 
SI E es Ej ENTONCES u = Uj 
con epr-yi y Ui=Kpiei + K^sej + K j^Cei, con lo que hemos aproximado un supervisor FPID 
por un controlador FP, pero se han reducido las dimensiones del mismo. Si por ejemplo, lo 
que se busca realmente es un controlador FPD con reglas del tipo 
SI (E es Ei) Y (CE es CEJ ENTONCES u = u^  
entonces habría que partir de un modelo de supervisor con reglas de la forma 
SI (Y es Yi) Y (CY es CY )^ ENTONCES Kp = Kpj y Kp = Koi 
siendo entonces ei=r-yj y cej=-cyi y upKpj-ei + RojCej. 
7.4 Conclusiones 
Se han presentado en este capítulo dos estrategias de diseño originales de esta Tesis. Por una 
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parte, el diseño utilizando la técnica de equivalencia con PIDs. En este caso se ha visto cómo 
utilizando las técnicas del capítulo de ajuste, es posible diseñar SCBs lineales y se ha 
mostrado una aplicación industrial de estas ideas. Su fundamento reside en que, si se dispone 
de un PID que cumple en cierta medida las especifícaciones dinámicas deseadas, podemos 
diseñar un primer algoritmo de control borroso lineal. 
A partir de aquí se ha presentado un método también original, para mejorar las características 
del controlador borroso alrededor del punto de trabajo lineal anterior. Este método de 
autoajuste consiste en un algoritmo del tipo control adaptativo con modelo de referencia, que 
utiliza funciones de Lyapunov de cara a garantizar la estabilidad y convergencia del mismo. 
Una vez que se ha comprobado que el algoritmo de autoajuste tiene éxito para diferentes 
regiones, el trabajo de investigación futuro deberá centrarse en las siguientes ideas. La primera 
es mantener modelos lineales del proceso de cara a demostrar que un controlador FP es 
suñciente en muchos casos para alcanzar las especifícaciones dinámicas allí donde los 
controladores P no llegan. Esta idea ya se esbozó en el capítulo anterior (ver apartado 6.2.2). 
El siguiente caso es aplicar estas mismas ideas a modelos lineales por tramos, como el modelo 
de Sugeno. El contraste del controlador es útil de cara a simplifícar el modelo a uno que 
encaje con su primera forma canónica. Además, el algoritmo de autoajuste analizado es válido 
solamente si utiUzamos la primera forma canónica de los SCB. A pesar de ello, resultaría 
interesante tratar de analizar en detalle la influencia del contraste en el comportamiento del 
controlador, de cara a implementar la etapa II del algoritmo FACE. Una primera aproximación 
experimental ha demostrado una influencia poco significativa de este parámetro. 
Por último, se presenta el segundo método de diseño de controladores borrosos. El método, 
también original y apoyado fuertemente en el modelo de dinámica borrosa presentado en el 
capítulo de análisis dinámico, consiste en sintetizar un controlador borroso en dos etapas (por 
ello se denomina síntesis indirecta). En la primera se utiliza la técnica del lugar de las raíces 
deslizante para obtener un supervisor borroso, y se muestra un ejemplo para el caso del 
péndulo invertido. La segunda pasa por transformar el supervisor en un controlador borroso 
directo, lo cual se resuelve de manera aproximada en el caso de un controlador FP. El caso 
general FPID no queda del todo resuelto en este punto, por lo que queda abierto para trabajos 
posteriores. 
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«La ciencia se compone de errores que a su vez son pasos 
hacia la verdad» 
Julio Veme 
«En la vida real los errores probablemente son irrevocables. 
Sin embargo, la simulación con ordenador hace que la 
comisión voluntaría de errores sea económicamente 
rentable; por tanto, si se es astuto, se puede aprender 
mucho más de lo que cuestan. Es más, con algo de 
discreción, nadie se enterará del error» 
McLeod y Osbom 
«El tiempo hace justicia y pone todas las cosas en su sitio» 
Voltaire 
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Capítulo 8 APLICACIONES 
8.1 Introducción 
En este capítulo se abordan las diferentes aplicaciones en cuyo desarrollo se ha participado 
durante el desarrollo de esta Tesis, y que han servido para verificar los resultados teóricos 
obtenidos en los capítulos anteriores. En concreto se ha colaborado en: una aplicación para 
el control de hornos de clinker de cemento, en la que se ha implementado un módulo de 
control directo con controladores borrosos para algunos de sus bucles; en una aplicación para 
el control y supervisión en tiempo real de varias secciones de una refinería, en la que se ha 
implementado un módulo de validación de datos basado en lógica borrosa; y en el desarrollo 
de una herramienta para la construcción gráfica de sistemas borrosos, con la que se pretende 
completar el desarrollo de la Tesis. 
8.2 Aplicación al Control de Hornos de Clinker 
El control de un homo de clinker fue una de las primeras aplicaciones al control de la lógica 
borrosa. La idea surgió a mediados de los años 70, siendo Ostergaad uno de los pioneros, y 
actualmente lo implementan algunos sistemas de control como los de F.L.Smidth & Co. A/S, 
LINKMan y ASLAND & UPM-DISAM (CONEX). 
En líneas generales, se pueden enunciar reglas para el control del homo, expresadas en 
términos lingüísticos, de la forma: 
SI la temperatura de zona es alta 
Y la temperatura de zona es creciente 
Y el %02 de los gases de salida es alto, 
ENTONCES reducir un poco la apertura de la clapeta del exhaustor. 
Por tanto, resulta viable diseñar un sistema que incorpore reglas en las que se manejen tres 
variables: temperatura de zona, %02 a la salida del homo y temperatura de culata. Cada una 
de estas variables se puede encontrar OK, LOW o HIGH. En función de ello, surgen 27 
combinaciones que determinan otras tantas formas de actuar sobre el homo. 
Tradicionalmente, el control de hornos de cemento ha sido llevado a cabo mediante los 
sistemas de F.L.S. y LINKMan. Las ideas básicas de F.L.S. pasan por estabilizar la 
temperatura de zona del homo y minimizar el exceso de Oj. Debido a las dificultades para 
obtener la temperatura de zona, ésta es estimada a partir del par resistente del homo, de la 
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concentración de NO, a la salida del tubo y del peso por litro de clinker. Conocida la 
temperatura de zona (correcta, elevada o baja) y su tendencia (calentamiento o enfriamiento), 
determina la acción a tomar actuando sobre el caudal de alimentación, la velocidad del homo 
y el caudal de combustible. Además, si la temperatura de zona es alta y su tendencia es el 
calentamiento, se reduce el exceso de Oj reduciendo la apertura de la clapeta del exhaustor. 
SILOS STOC< TOPRE OE CICLONES 





Figura 8.1 Torre de Ciclones-Homo-Enfíiador 
El sistema de control de F.L.S. realiza una evaluación global de las variables significativas del 
homo, reacciona antes que el operador y se centra en la evolución de las variables a corto y 
medio plazo. Sin embargo, tiene algunas limitaciones que no permiten aprovechar el potencial 
de las técnicas basadas en lógica borrosa: 
sobrevalora el par de accionamiento sin efectuar una evaluación del retardo con que 
se produce el mismo 
cambios en el peso por litro o en la calidad del crudo son interpretados como 
calentamientos o enfriamientos del homo 
la temperatura de zona se estima cada hora 
el sistema actúa cualitativamente igual sobre un calentamiento que sobre un enfriamien-
to, lo que, dadas las características del proceso, provoca una tendencia al enfriamiento. 
8.2.1 El Proyecto CONEX 
Para paliar la concepción cerrada de este tipo de sistemas de control, surge CONEX 
[Sanz 91a]. CONEX es una arquitectura de control inteügente cuya primera aplicación ha sido 
la conducción automática de homos de cemento. Suple la poca flexibilidad de otros sistemas. 
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integrando las técnicas basadas en lógica borrosa en el sistema global de control de la fábrica 
y permitiendo su coexistencia con otras ñlosofías de regulación clásicas como PIDs. 
Por una parte, recoge el conocimiento de los operadores de fábrica de una forma exhaustiva, 
logrando un profundo modelado del comportamiento del operador y abarcando un amplio 
rango de situaciones controladas. Por otra, incorpora un modelado a diferentes niveles 
obtenido a partir del conocimiento de los expertos del proceso (no operadores). Esta fusión 
del conocimiento permite emplear con éxito la tecnología basada en lógica borrosa, e 
interpretar de manera mucho más amplia la situación y evolución de las variables del homo. 
En el campo del control directo de procesos, en concreto el control de subsistemas de plantas 
de cemento, se han venido utilizando, con mayor o menor éxito, sistemas de control clásico 
basados fundamentalmente en el control PDD [Matía 90]. La resolución de bucles complicados 
se lleva a cabo combinando reguladores en cascada con algoritmos de optimización sobre las 
variables que determinan la producción. 
Sin embargo, este tipo de control se delata insuficiente frente a subsistemas claramente no 
lineales, para los que se viene observando experimentalmente que resulta más adecuado un 
sistema de control también no lineal. Entre las posibilidades del control no lineal, aquellos 
algoritmos basados en lógica borrosa son los que vislumbran unas mejores perspectivas, pues 
su configuración básica es sencilla a partir del modelado vago del comportamiento de las 
variables. 
Esta idea ya fue utilizada hace más de una década por Ostergaad y su equipo para 
implementar el control de un homo de cemento a partir del conjunto de reglas lingüísticas que 
modelaban la tendencia de las principales variables, aunque lo hacía a un nivel situ^o 
conceptualmente entre el control directo y los sistemas expertos. Pese a todo, el control 
borroso no viene a suplantar al control clásico, sino a colaborar en aquellas situaciones en las 
que éste se revela insuficiente, conjugando si es necesario ambos tipos de control para afrontar 
distintos estados del proceso. 
Dentro de este marco, este trabajo desarrolla una carcasa fácilmente configurable para cada 
tipo de proceso a controlar. Además, la estructura de control directo [Matía 91] aparece 
embebida dentro de otra superior: la arquitectura de control inteligente CONEX, viniendo 
determinado su comportamiento en tiempo real por las órdenes de configuración que el 
sistema global de control, basándose en modelos y en reglas, decide. 
8.2.2 La Arquitectura CONEX 
Básicamente, la arquitectura CONEX permite la operación conjunta de varias etapas de control 
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Figura 8^ Capas de Control 
Se compone de los siguientes objetos de alto nivel: 
(IP) Interfase de Proceso: Recoge la información suministrada por los sensores de 
planta, enriqueciéndola con un nitrado especial, estimaciones suministradas por el 
simulador, estimación de variables ocultas y asignación de grados de confianza. Así 
mismo, recoge las acciones enviadas por el resto del sistema y las interpreta como 
actuaciones sobre la planta. 
(CD) Control Directo: Contiene los algoritmos de control de bajo nivel. Estos son 
reguladores PID, Borrosos y de Control por Realimentación del Estado. La integración 
del control borroso junto con las técnicas convencionales permite cerrar bucles con 
tradición de difíciles, como el regulador bajo parrilla del enfriador. 
(MS) Modelo del Proceso y Simulador Cualitativo: El modelo proporciona a los 
restantes módulos toda la información referente al proceso en diferentes niveles de 
abstracción (modelo cuantitativo, modelo cualitativo y modelo de conocimiento). El 
simulador predice el comportamiento del sistema en base a distintas técnicas: 
simulación clásica y simulación cualitativa. 
(MP) Monitor de Proceso: Incorpora una colección de patrones de seguridad que 
determinan la pauta que debe seguir el control directo de la planta ante determinadas 
situaciones. 
(CE) Control Experto: Desarrollado sobre la herramienta G2, se trata de un sistema 
experto de tiempo real, estructurado en niveles y basado en reglas cualitativas. 
Determinadas situaciones del estado del homo disparan patrones que invocan al módulo 
de control experto, el cual debe decidir la actuación más adecuada. 
(EA) Evaluador de Actuaciones: No sólo se encarga de validar cualquier tipo de 
actuación (dada por el control experto o directamente por el operador), sino que 
además permite responder a una de las preguntas más intrínsecas que se plantean en 
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todo sistema experto: el motor de inferencia razona correctamente en base al 
conocimiento suministrado por los expertos, pero ¿quién valida la certeza de las reglas? 
(lU) Interfase de Usuario: Permite al operador obtener información sobre el estado del 
proceso, sobre la estrategia de razonamiento seguida por el control experto, así como 
llevar a cabo acciones de control por decisión propia. Para ello emplea técnicas de 
gráficos y lenguaje natural. 
















Figura 8 3 Esquema de Control Directo 
En definitiva, la arquitectura de control CONEX permite emplear flexiblemente las técnicas 
de control borroso, integrándolas junto a otras técnicas de control convencionales. 
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8.2.3 Control Directo 
El módulo de control directo es una subarquitectura software para el control en tiempo real, 
desarrollada dentro de la arquitectura CONEX. El Control Directo no actúa 
independientemente de otras técnicas de control. Por el contrario, opera en continua 
interacción con los otros objetos de alto nivel de CONEX: 
Envía acciones de control a la interfase de proceso. 
Permite recibir órdenes en forma de patrones de actuación del Control Experto y del 
Monitor de Proceso, las cuales se traducen en actividades internas a llevar a cabo, 
como actuaciones, cambios de consignas y conñguración de los controladores. 
El monitor de CONEX conduce la aplicación enviando órdenes de arranque y parada, 
así como de cambio de operación. 
La Interfase de Usuario presenta la información referente al módulo de Control Directo 
y permite configurar los bucles de control. 
La estructura interna del módulo de Control Directo aparece reflejada en la Figura 8.3. El 
módulo se compone de los siguientes ocho objetos [Matía 92a]: 
(GM) Gestor de Mensajes: Interpreta los mensajes procedentes del exterior. La 
comunicación entre módulos se efectúa a través de las funciones de la capa de 
comunicaciones de CONEX (CONEX Communication Layer, CCL) desarrolladas sobre 
los servicios de transporte TCP-IP [Sanz 91b]. 
(GP) Gestor de Parámetros: Su objetivo es mantener actualizada la base de datos con 
la información de Control Directo, de forma que pueda ser consultada y modificada por 
otros módulos. 
(GE) Gestor del Estado: Mantiene la información sobre el estado numérico de la 
planta, suministrada por la Interfase de Proceso. 
(GC) Gestor de Comandos: Interpreta Comandos de Actuación procedentes del Control 
Experto y del Monitor de Proceso. Básicamente, un Comando de Actuación es una lista 
de actividades a efectuar sobre la misma variable o sobre un regulador. 
(AC) Analizador de Colisiones: Recibe una secuencia de Actividades del Gestor de 
Comandos, determinando si se produce colisión con alguna ya existente y resolviéndola 
en ese caso. Si la actividad es una acción inmediata, se envía al Gestor de Actividades 
inmediatamente. Si consiste en una secuencia de acciones (incremento progresivo de 
una variable, por ejemplo) se descompone en acciones simples que se envían en los 
instantes temporales correspondientes. 
(GA) Gestor de Actividades: Puede considerarse el corazón de Control Directo. Su 
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misión es ejecutar las actividades que se le envían. Esto puede signifícar enviar una 
acción de control directa a la Interfase de Proceso, una modifícación de la consigna de 
un regulador al Modelo y Simulador, o activar un contador que de paso periódicamente 
a los algoritmos de regulación. 
(MR) Módulo de Regulación: Es el encargado de aplicar los algoritmos de regulación 
que le indique el Gestor de Actividades: regulación PID, control borroso o control por 
realimentación del estado. 
(GF) Gestor de Ficheros: Tiene como misión mantener un compromiso entre la 
cantidad de información almacenada en memoña y su actualización en ficheros en 
disco. En caso de parada, el sistema es capaz de volver a arrancar en el mismo punto 
de trabajo en el que se detuvo. 
8.2.4 Servicios de Control 
El módulo de Contiol Directo trata de cubrir el control a medio nivel. Ha sido concebido para 
reunir al mismo tiempo control clásico PDD con otios algoritmos de control no tan clásicos, 
como control borroso o control por realimentación del estado. 
Esta flexibilidad se extiende también a la conñguración del bucle de control. El control por 
realimentación del estado admite tres entradas/tres salidas, y el control borroso permite entre 
tres y siete términos lingüísticos, un número variable de entradas, diferentes tipos de contiol 
como FP, FPI, FPD y FPID, y un funciones de pertenencia exponenciales. 
A continuación se muestia como ejemplo la información necesaria para un controlador borroso 
de tipo FP: 
Nombre: PARRILLA.l 
Tipo : Borroso 
Número de entradas : 1 
Nombre vble entrada 1: P422 
Nombre consigna 1 : C_P422 
Nombre vble salida : S430 
Parámetros 
Número términos ling.: 7 
NG media: -6.0 
NG ancho: 2.0 
NM media: -4.0 
NM ancho: 2.0 
NP media: -2.0 
NP ancho: 2.0 
ZE media: 0.0 
ZE ancho: 2.0 
PP media: 2.0 
PP ancho: 2.0 
PM media: 4.0 
PM ancho: 2.0 
PG media: 6.0 




Número términos ling.: 7 
NG media: -9.0 
NM media: -4.0 
NP media: -1.0 
ZE media: 0.0 
PP media: 1.0 
PM media: 4.0 










8.2.5 Funcionamiento en Tiempo Real 
Una de las características de Control Directo es su implementación basada en un conjunto de 
programas desarrollados sobre un sistema operativo de tiempo real como es VMS, y en 
lenguaje C. La comunicación entre los distintos procesos internos se lleva a cabo utilizando 
memoria compartida. Las posibles colisiones en el acceso a los datos se resuelven utilizando 
los semáforos del sistema operativo [Bums 90]. 
Aunque es precisa una configuración inicial de los bucles, su estructura permite una 
configuración dinámica desde módulos extemos por medio de comandos de actuación. 
Adicionalmente, Control Directo revisa periódicamente su propia ejecución, y la de sus 
subprocesos, tomando el control e informando al Monitor de CONEX en caso de error. Esto 
es posible mediante un adecuado uso de las funciones del sistema operativo [DEC 90] 
La forma habitual de funcionamiento es la siguiente. En su modo más elemental, existen tres 
módulos en funcionamiento: el Gestor de Actividades, el Módulo de Regulación y el 
Mantenedor del Estado. Sólo en caso de recibirse un comando de actuación, el Gestor de 
Comandos entra en servicio. Bien debido a una petición de actuación por parte del usuario, 
o bien debido a un comando de actuación de CONEX, la orden comienza un viaje a través 
de los objetos de CONEX, que finalmente se refleja en una actuación de Control Directo sobre 
uno o más de los PLCs conectados a planta. 
El Gestor de Mensajes recibe la petición en forma de comando, y se lo envía al Gestor de 
Comandos. Éste, con una periodicidad fija (1 minuto en nuestra aplicación), revisa su tabla 
de comandos, traduciendo cada uno de ellos a un conjunto de actividades que a su vez se 
almacenan en una tabla. Esta tabla es revisada cada 10 segundos por el Gestor de Actividades 
(una frecuencia mayor no es necesaria en procesos con tanta inercia como éste). Esto repercute 
en una actuación sobre la Interfase de Proceso, la cual finalmente se encarga de enviarla a 
planta. El siguiente estado numérico de la planta generado por la Interfase de Proceso, 
informará a CONEX y por tanto al operador, del cambio, cerrándose el bucle. 
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Al mismo tiempo, y mientas todo esto está sucediendo, el Gestor de Ficheros está trabajando 
almacenando información de trabajo importante y, de forma asincrona, otros procesos de 
CONEX atienden sus propias tareas. 
8.2.6 Aplicación en la Industria del Cemento 
Este paquete software ha sido desarrollado, con la fínanciación de ASLAND S.A. y el CDTI, 
para controlar inteligentemente un homo de cemento. La aplicación fue verificada, de cara a 
comprobar su correcto funcionamiento, en una de las plantas de ASLAND (Monteada i 
Reixac, Barcelona). 
En lo referente al Control Directo, con anterioridad a este trabajo sólo se empleaban 
reguladores PID. Con ello se obtenían aceptables resultados solamente para pequeñas 
desviaciones respecto al punto de funcionamiento deseado. Después de utilizar controladores 
borrosos en algunos de sus bucles, los resultados han mostrado lo sencillo que resulta 
implementar las no linealidades que requieren este tipo de procesos para su control. 
En concreto, se han implementado dos bucles de control para el enfriador de parrilla, 
utilizando la técnica de diseño de SCB por equivalencia con PIDs, tal y como se vio en el 
ejemplo de aplicación industrial del capítulo anterior. 
También es sencillo utilizar un conjunto de reguladores alternativos para resolver situaciones 
en las que el sistema a controlar presenta diferentes comportamientos en diversos puntos de 
funcionamiento. El Monitor de Patrones detecta estas situaciones, enviando un comando de 
actuación para cambiar de un controlador a otro. 
8.3 Aplicación a Validación de Datos 
Comentaremos a continuación un campo donde la lógica borrosa ha sido muy poco utilizada 
hasta el momento: la validación de datos [Bamey 88, Cassar 92, Chandrasekaran 87, Frank 92, 
Lunderstaedt 92, Luo 89, Poloni 93, Xu 92, Zhongke 89]. Aunque no existe una relación 
directa con la metodología de diseño de SCBs que se desarrolla en esta Tesis, la obtención 
de valores de confianza es importante de cara a garantizar la calidad de los datos en sistemas 
de control. 
8.3.1 El Proyecto HINT 
El proyecto HINT (Arquitectura de INTegración Heterogénea para Sistemas de Control 
Inteligente) es un proyecto ESPRIT (6447) financiado en nuestro caso por la Comunidad 
Europea y la CICYT (proyecto TAP92-1440-CE). 
El objetivo fundamental del mismo es el desarrollo de una arquitectura y de una metodología, 
que permitan la interacción y cooperación en tiempo real de diferentes técnicas de inteligencia 




En la arquitectura HINT, diferentes técnicas de Inteligencia Artificial cooperan en tiempo real 
[Galán 91, Martínez 93, Rowan 89]. Una o más técnicas pueden ser utilizadas para resolver 
uno o más problemas. El objetivo del módulo de lógica borrosa es la construcción de una 
herramienta para filtrado y validación de datos utilizando la lógica borrosa como técnica 
(Fuzzy Filtering and Validation Tool, FFV-Tool) [Matía 93a, 94d]. 
Una aplicación de los métodos que se explican seguidamente se ha desarrollado para la 
validación de datos de una unidad de desparafínado de la refinería de Repsol Petróleo, S.A. 
en Cartagena (España). 
8.3.2 Representación del Conocimiento y Lógica Borrosa 
El problema de la validación de datos es uno de los más importantes en la mayoría de los 
procesos continuos. De cara a garantizar la fiabilidad de cualquier técnica de control o 
supervisión, es preciso que las medidas de los datos procedentes de los sensores sean fiables, 
puesto que todo el razonamiento que se haga se llevará a cabo a partir de dichos valores. 
Se ha elegido precisamente la lógica borrosa y no otra técnica, dado que el conocimiento de 
los expertos de planta [Matía 93h, 94a, 94b] aparece casi siempre expresado en términos 
lingüísticos y por tanto con imprecisión e incertidumbre, por ejemplo: 
"... los indicadores de nivel son MUY POCO fiables ..." 
"... si el valor de un sensor de temperatura PARECE 
INCORRECTO, entonces también lo son los valores de los 
sensores de temperatura relacionados con su mismo grupo..." 
"... una medida de caudal FLUCTÚA MUCHO ..." 
"... el sensor de presión PUEDE NO SER FIABLE, ya que ..." 
"... si la diferencia entre dos sensores de temperatura concretos 
es GRANDE entonces uno de ellos está marcando un valor 
incorrecto ..." 
"... la confianza en este sensor de presión es MAYOR QUE la 
confianza en el de temperatura ..." 
"... la suma de los caudales de entrada debe ser 
APROXIMADAMENTE IGUAL A la suma de los caudales de 
salida ..." 
etc. Pues bien, la lógica borrosa permite trabajar cómodamente con expresiones como las 
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anteriores: muy poco, parece incorrecto, fluctúa mucho, puede no ser fiable, grande, mayor 
que y aproximadamente igual a. De hecho, el conocimiento habitual para resolver los 
problemas de validación es del tipo: 
si la presión crece, entonces la temperatura también debe crecer 
o 
estas temperaturas deben de ser similares. 
A continuación se comentan las técnicas de validación que utiliza la herramienta. 
8.3.3 Técnicas de Validación 
El objetivo es proporcionar un valor de confíanza para el valor de cada variable, medida del 
sensor o calculada mediante una fórmula. Se emplean las siguientes técnicas de validación 
[Matía 93d]: 
1 Confianza individual para variables medidas, utilizando información del sensor (ICS). 
2 Confianza individual para variables calculadas, utilizando fórmulas (ICE). 
3 Filtrado individual para variables medidas y calculadas (ICF). 
4 Confianza individual para variables medidas y calculadas, mediante histogramas (ICH). 
5 Confianza colectiva para variables medidas y calculadas, mediante reglas (CCR). 
6 Confianza colectiva para variables medidas y calculadas, mediante restricciones (CCC). 
7 Confianza colectiva para variables calculadas, por propagación de confianzas (CCP). 
8 Integración de confianzas para cada variable. 
Por confianza individual entendemos una confianza para una variable, obtenida a partir de 
conocimiento solamente sobre ella misma. Por confianza colectiva entendemos una confianza 
para una variable obtenida a partir del conocimiento existente sobre varias variables 
relacionadas con ella [Aguilar 92]. 
Cada valor de confianza tiene un tiempo de caducidad (retardo). Cuando se alcanza este 
retardo, la confianza comienza a degradarse. Para la degradación se utiliza una función 
exponencial que alcanza finalmente un valor residual (Figura 8.4). 
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Figura 8^ Función de Caducidad 
La Figura 8.5 muestra el esquema general de las ocho técnicas. Los bloques 1, 2, 3 y 4 
representan etapas cuyas entradas son sólo variables medidas o calculadas y cuyas salidas son 
confíanzas individuales. Los bloques S y 6 utilizan ambos variables medidas y calculadas y 
dan como resultado conñanzas colectivas para las mismas. Entre los dos bloques 8 existe una 
diferencia: la integración para variables medidas debe efectuarse antes que para las calculadas, 
puesto que el bloque 7 (propagación) necesita su resultado. Esto también es necesario para un 
bloque especial, el número 5, que proporciona confíanzas colectivas a partir de la confíanza 
para las variables medidas. Se analiza a continuación cada una de estas técnicas. 
8.3.4 Características de los Sensores (ICS) 
Se utiliza información a priori sobre el sensor (fiabilidad) para obtener un valor inicial de 
confianza para la variable medida asociada. Por ejemplo, si la fiabilidad del sensor es alta, 
entonces la confianza a priorí en la medida también lo es. 
8.3.5 Fórmulas de Cálculo (ICE) 
Para el caso de variables calculadas, es posible obtener un coeficiente individual directamente 
a partir de la confianza que se tiene en su forma de cálculo. Por ejemplo, si la confianza del 
experto en la fórmula "B = 7A + 0.56" es 0.8, entonces ICE = 0.8. Obsérvese que quizás en 
numerosas ocasiones la confianza en la fórmula sea igual a la unidad. 
8.3.6 Filtrado Individual (ICF) 
Esta técnica permite utilizar restricciones numéricas (30 < valor < 1(X)) y borrosas (valor 
"aproximadamente mayor que" 30 y "aproximadamente menor que" 100) de cara a obtener una 
confianza individual. Una restricción se puede interpretar como el grado con que se satisface 
una ecuación cuando se le asigna un valor a la variable que interviene en ella. En el caso de 
una restricción no borrosa se ftierza el uso/no uso del valor de la variable dependiendo de su 




































































28 32 98 102 
Figura 8.6 Rl = "aprox. mayor que 30" Figura 8.7 R2 s "aprox. menor que 100" 
Casos en los que existe más de una restricción se computan utilizando la conectiva lógica 
AND, dando como resultado el conjunto borroso intersección (Figura 8.8). 
La restricción se utiliza como una etapa de filtrado previo. Si la restricción no se cumple, el 
valor de confianza es cero. Si la restricción se cumple, el cálculo de la confianza prosigue tal 
y como se indica en los apartados siguientes. Si una restricción se cumple en cierto grado, la 
confianza individual para la variable tomará como valor provisional el grado de cumplimiento 
de la restricción y será integrada al final con otras confianzas obtenidas por otros métodos 
(individuales y colectivas). Nótese que no se trata de un filtro en el sentido habitual, sino de 
una restricción. 
28 32 
Figura 8.8 Rl AND R2 
8.3.7 Histogramas (ICH) 
Un histograma (Figura 8.9) representa una tabla conteniendo la frecuencia de aparición de 
cada valor de la variable durante un determinado período de tiempo. Una distribución de 
posibilidad (Figura 8.10) es una función 11 definida sobre el universo X y que toma valores 
en [O, 1], tal que 
supr IXx) = 1 
VjceX 
(386) 
que es la condición de normalización. La transformación de histogramas en distribuciones de 
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posibilidad se lleva a cabo según se indica en [Dubois 80]. 
1.0 
0.0-
Figura 8.9 Histograma Figura 8.10 Distribución de Posibilidad 
Viendo n como una función de pertenencia, el concepto de distribución de posibilidad está 
íntimamente ligado con el de restricción borrosa, y no caben resaltar más diferencias que su 
utilización. En realidad, consiste en una ñinción de pertenencia correspondiente a un conjunto 
borroso que, en nuestro caso, va a representar el comportamiento normal del valor de la 
variable [Aguilar 93]. 
Cada vez que se refresca el valor de una variable, el nuevo valor es almacenado en el 
histograma. De cara a evitar la inclusión de valores anormales en el mismo, se lleva a cabo 
una selección previa: sólo se aceptan aquellos valores que resultan en una conñanza final por 
encima de una cota determinada. Al mismo tiempo, la distribución de posibilidad se utiliza 
de cara a obtener una confianza individual como el grado de pertenencia a la misma. 
Periódicamente, los histogramas se transforman en distribuciones de posibilidad. En ese 
momento, la distribución previa se solapa con la nueva mediante un algoritmo de mezcla, 
combinación del AND y el OR lógicos entre ambas. 
S(H,,H2)(H,H2) + (l-S(H,,H2))máx(H,,H2) (387) 
donde H, y Hj son las dos distribuciones y S(H,,H2) es una medida del solapamiento entre 
ellas. Finalmente indicar que esta técnica puede emplearse, no sólo para el valor de la 
variable, sino para otras características como su derivada, segunda derivada y tendencia. La 
confianza individual (ICH) se obtendrá entonces como el mínimo de los grados de pertenencia 
a todas las distribuciones. Además, la distribución no tiene que ser necesariamente convexa 
como las dibujadas. 
8.3.8 Razonamiento Basado en Reglas (CCR) 
El conocimiento sobre la relación entre varias variables puede implementarse fácilmente en 
base a reglas, de las cuales se obtiene directamente el valor de confianza: 
si la temperatura crece mucho y el caudal aumenta poco, 
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entonces la confianza en la temperatura es baja 
y la confianza en el caudal es media 
donde las variables pueden ser medidas o calculadas. De cara a obtener un valor de confíanza 
no borroso se debe proceder a desborrosifícar la salida de las reglas. 
8.3.9 Restricciones Borrosas (CCC) 
Otra forma de representar la relación de dependencia entre un grupo de variables, es por 
medio de relaciones borrosas. La relación borrosa R = "mucho mayor que" puede representarse 
como: 
PRÍ^.^) = ' 
O 
1 
1 + (x-y) -2 
, s i x<>y 
, SI x>y 
(388) 
Figura 8.11 Relación Borrosa 
De esta forma, la implementación de la restricción 
el dato 1 debe ser aproximadamente igual a lOdato 2, 
puede hacerse mediante la relación borrosa "lOx aproximadamente igual a y", defínida como 
llOx - y f 
\i^{x,y) = e ° (389) 
El grado de verdad de la relación proporciona directamente el grado de confíanza de las 
variables que intervienen en la misma. 
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8.3.10 Propagación de Confianzas 
En el caso de variables calculadas a partir de otras ya conocidas, se puede utilizar el propio 
modelo numérico 
Variable calculada = f (Variables conocidas) 
para obtener la confianza de la variable calculada, a partir de la confianza de cada una de las 
conocidas. Esto es posible hacerlo propagando la confianza de las variables conocidas a través 
de la ecuación, por ejemplo: "B = 7A + 0.56". Obsérvese que previamente se utilizó la 
confianza en la fórmula, mientras que ahora se está utilizando la propia fórmula para propagar. 
La idea consiste en interpretar las confianzas de las variables conocidas como el grado de 
credibilidad o falta de incertidumbre que tiene el dato. Conocida la confianza Cy^  de una 
variable A, definimos la incertidumbre de A como: 
Lnc, 
u = - 'JL (390) 
es decir. 
c, = e--^ "* (391) 
A 
siendo k una constante fijada de antemano. Se verifica que: 
UA tiende a O cuando c^ tiende a 1 
UA tiende a «> cuando c^ tiende a 0. 
Utilizando lógica borrosa, la incertidumbre de la medida nítida A puede interpretarse como 
la dispersión a del número borroso A. 
Figura 8.12 Dispersión e Incertidumbre 
si CA = 1, se obtiene un conjunto borroso unitario (dispersión nula) 
si CA = O, se obtiene el universo de discurso (dispersión «>). 
Cada número borroso A así obtenido es simétrico y lo denotaremos por (a, a), donde a es la 
posición del valor nítido medido del sensor y a es la dispersión obtenida a partir del valor de 
confianza. Entonces, a partir del modelo numérico, es posible aplicar el principio de extensión 
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de Zadeh para obtener el valor borroso del dato calculado. 
11 
(3,2) + (8,1) = (11,3) 
Figura 8.13 El Principio de Extensión 
Utilizando la notación anterior, si se tienen dos valores borrosos A=(a, a) y B=(b, P), se 
pueden simplificar las fórmulas de cómputo definidas para números borrosos como: 
A e B 
A e B 
A o B 





(ab, ba+a-P), para A, B > O ' 
(a-rb, (ba+ap)b-^), para A, B > O 
(k-a., \X\-a) 
(a', a'^a), para A > O 
Y, si representamos el resultado de cada operación algebraica como C=(c, y) y 
Y = 
-Lnc, (392) 
se verifica que: 










5) Esta aproximación solamente es válida para valores pequeños de a y p. Para otros casos pueden 
obtenerse diferentes expresiones. 
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para A e B 
para A o B 
parar A e B 
para X,oA 







A ^ B 
k k 
-Lnc. -Lnc„ 
b '^  + a ^ 
k k 
-Lnc. -Lnc„ 











Tabla XIX Operaciones Algebraicas 
Finalmente, la dispersión de C puede interpretarse como el grado de incertidumbre u^ asociado 
y, por tanto, ser transformado de nuevo en un valor de confianza. Obsérvese que el valor de 
k no tiene ninguna influencia. Además, para sucesivos niveles de cálculo, las confianzas van 
decreciendo progresivamente. También pueden computarse operaciones no algebraicas si se 
efectúa una aproximación adecuada. 
8.3.11 Integración de Confianzas 
La idea es obtener la confianza final para cada variable a partir de todas las confianzas 
individuales y colectivas anteriores, por ejemplo: 
ICH=0.3, ICE=1, ICF=1, CCR=0.8, CCC=(0.75 y 0.2). 
El experto o bien nuestra propia experiencia pueden ser la fuente de obtención de los tres 
métodos de integración siguientes. 
Truncamiento 
Para el caso de confianzas individuales, por ejemplo, se puede utilizar el operador intersección 
(norma triangular) entre la distribución de posibilidad (ICH) y la restricción (ICF). 
Restricción 
Figura 8.14 Truncamiento 
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En el caso de que los valores normales de la variable se salgan del intervalo marcado por la 
restricción, la intersección entre la distribución y la restricción dará una conñanza nula. Por 
ello, en el caso de sensores que habitualmente marcan mal es mejor poner más énfasis en su 
comportamiento colectivo que en el individual. 
Inferencia Borrosa 
En este caso, el conocimiento se expresa por medio de reglas: 
si la confianza individual es alta y la colectiva es baja 
entonces la confianza final es media. 
Promedio de confianzas 
Es posible también utilizar una fórmula de cara a promediar las confianzas. La fórmula que 
se utiliza es la siguiente: 
T7> (393) 
c = nc. 
La justificación puede encontrarse fácilmente en el uso de la metodología de integración 
explicada en 8.3.10 a través de la siguiente fórmula ideal para calcular el valor de la variable 
considerada: 
52 c¡ valor ¡ 
valor = _ L J (394) 
con valor = valor; Vi. Nótese que la elección de una o varias de estas técnicas de integración 
dependerá del conocimiento que se tenga para cada de cada variable en particular. 
8.4 Herramientas de Desarrollo 
La idea final de esta Tesis es la construcción de una herramienta que permita construir y 
modelar se manera amigable sistemas borrosos y generar código para su funcionamiento en 
línea. La herramienta sirve tanto para la implementación de las estrategias de diseño de SCB 
descritas, como para construir otro tipo de aplicaciones de la lógica borrosa, como la 
validación de datos. 
Dentro del proyecto MICS (Desarrollo de un Sistema Inteügente de Control y Optimización 
Basado en Modelos) la herramienta toma el nombre de FACT (Fuzzy Advanced Control Tool), 
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permitiendo introducir el conocimiento relativo a conti-oladores borrosos e implementar 
técnicas como las del diseño automático de SCBs equivalentes a PIDs o las medidas de 
calibración descritas en el capítulo correspondiente. En el marco del proyecto HINT, sin 
embargo, esta misma herramienta recibe el nombre de FFV-Tool [Matía 93g, 94b], y es 
utilizada para validación de datos. 
8.4.1 El Proyecto MICS 
Mies es un proyecto nacional financiado por la CICYT (proyecto ROB91-0059) cuyo objetivo 
es el desarrollo una metodología de control que integra en su conjunto las técmcas más 
novedosas como son: 
• Control basado en el conocinüento, como apücación de los sistemas expertos al control 
de procesos complejos. 
Simulación y modelado. 
Control en tiempo real. 
Reconciliación de datos estática y dinánüca. 
Optimización de bucles de contix)! y valores de consigna. 
La necesidad de sistemas de estas características viene marcada por la existencia de campos 
de la industria donde la aplicación de un sistema de conti-ol clásico es claramente insuficiente, 
tanto por la complejidad intrínseca del proceso como por la cantidad de información generada 
por él Esto se traduce en la necesidad de utilizar modelos del conocimiento práctico de los 
operadores del proceso junto con modelos del conocimiento técnico de la ingeniería. 
Desde el punto de vista del desarrollo del software se ha diseñado un sistema abierto y 
reutilizable construido sobre una arquitectura general. El sistema integra un conjunto de 
apücaciones distribuidas en red, considerándose una descomposición según un cnteno 
funcional Para realizar cada una de las diversas estrategias de control se requiere una 
aplicación especializada dotada de una cierta autonomía, tanto en su construcción como en 
operación El esquema de organización del conjunto se deriva de un modelo de pizarra, el cual 
sraprovecha la concurrencia de diversos especialistas para resolver un problema complejo. 
Se considera una centralización de la gestión de la información, en un modelo central que 
consiste en una representación descompuesta y múltiple. Esto es debido a que deben 
satisfacerse necesidades de mformación variada y a diferentes niveles de abstracción. 
La integración de las aplicaciones en el sistema se realiza a tiravés del modelo centtal. 
oermitiendo la arquitectura la construcción de aplicaciones según un esquema cliente-servidor. 
Las comunicaciones se organizan jerárquicamente de manera que se facilite la programación 
de las aplicaciones y se oculte la gestión de los datos a bajo nivel. Cada apUcación dispone 
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Figura 8.15 Unidades Funcionales del Sistema MICS 
Las aplicaciones básicas son el gestor del sistema, los gestores locales de las comunicaciones 
y el gestor del modelo como centralizador de datos. El resto de las aplicaciones del sistema 
constituyen aplicaciones específicas para la resolución de tareas para el control de la planta. 
Las principales aplicaciones específicas del sistema son: 
Librería de comunicaciones: se utiliza un modelo cliente-servidor y está disponible para 
sistemas basados en Unix de Sun y VMS de DIGITAL. 
(GS) Gestor del Sistema: su función es el control y monitorización de la actividad de 
las aplicaciones que forman el sistema. 
(GM) Gestor del Modelo: su función es el mantenimiento de la representación central 
del conocimiento y el servicio de comunicación de datos a las aplicaciones. 
(SP) Simulador del Proceso: se utiliza en la fase de diseño y configuración de las 
aplicaciones para emular el comportamiento de una planta de fabricación de cemento. 
Se pueden introducir perturbaciones y errores para emular fallos o anomalías en la 
planta para probar las prestaciones del control. Para la realización de esta aplicación 
se ha empleado la herramienta SpeedUp. 
(SE) Sistema Experto: implementa reglas y procedimientos de control del experto 
humano de forma automática. Se utiliza un modelo de la experiencia de los operadores. 
Para la realización de esta aplicación se ha empleado la herramienta G2. 
(CB) Control Borroso: se integran bucles de regulación de la presión bajo parrillas del 
enfriador del homo. Las consignas de los bucles son mantenidas por el sistema experto. 
La configuración y ajuste de los controladores se lleva a cabo con una herramienta 




(RD y OPT) Reconciliación de Datos y Optimización: su objetivo es mejorar los datos 
medidos del proceso y reajustar la estrategia de actuación conforme a unas restricciones 
de operación prefijadas. 
(lU) Interfase de Usuario: permite la visualización de la situación de la planta y la 
interacción de los operadores para controlar el sistema. Se pueden arrancar múltiples 
interfases en distintos nodos de la red. Se ha programado sobre OSF/MOTIF y se ha 
utilizado la herramienta X Designen 
La arquitectura elaborada es de propósito general, no dependiendo del dominio de aplicación. 
Es interesante su utilización en la industria de procesos continuos complejos, que requieren 
la integración de diferentes metodologías para la resolución de los problemas del control, tales 
como la industria del cemento, química y petroquímica. El prototipo disponible se ha 
construido para el control y supervisión de un proceso de fabricación de cemento. Sin 
embargo, podría configurarse para otras aplicaciones específicas. 
Las aplicaciones básicas y librerías genéricas de la arquitectura permiten construir un sistema 
distribuido sobre una red de estaciones de trabajo de diferentes fabricantes. Este esquema de 
sistema abierto facilita la elección de la máquina más adecuada a los requerimientos de 
aplicaciones concretas. 
8.4.2 La Herramienta 
Dentro de los proyectos HINT y MICS se ha desarrollado un módulo específico para 
validación de datos y control borroso, respectivamente. Éste consiste en una herramienta para 
constiiiir módulos integrables en el sistema global, bien de cara a asignar valores de confianza, 
bien a generar acciones de control. Este módulo en línea utiliza datos y conocimiento de 
planta. 
Hoy en día son varias la herramientas existentes en el mercado para implementar sistemas 
borrosos. Con algunas de ellas es posible definir la estructura global del sistema, incluyendo 
reglas y funciones de pertenencia. Lo habitual es que sean orientadas a objeto, entornos de 
desarrollo basados en lógica borrosa que permitan diseñar las entradas, salidas, procesar 
objetos, crear funciones de pertenencia definidas por el usuario y editar las reglas. En otros 
casos, por medio de un analizador sintáctico específico, es posible compilar una descripción 
del sistema y generar código C portable. Herramientas como estas corren habitualmente en 
PCs, Macintosh, y estaciones de trabajo populares como Sun y HP-Apollo, pero sus 
principales desventajas son la generación de una base de conocimiento compilada y sus 
características orientadas al programador de lenguajes. 
Por el contrario, la herramienta que se presenta a continuación ofrece la posibilidad de 
modificar el conocimiento en tiempo real y es orientada al experto. Los requerimientos 
software para su funcionamiento son muy escasos. Las herramientas y lenguajes de 
programación que se han empleado son herramientas basadas en el estándar de UNDC. El 
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Figura 8.16 Interfase de Usuario de MICS 
8.4.3 La Arquitectura 
El paquete de programas que constituyen la herramienta facilitan a la persona encargada de 
desarrollar el sistema métodos para construir módulos específicos en línea. Estos pueden 
integrarse en el sistema completo, para llevar a cabo las tareas de validación o de control. 
La estructura en tiempo real de los componentes de la herramienta aparecen reflejados en la 
Figura 8.17, El Módulo se integra en la arquitectura HINT o MICS a través de la pizarra 
[Englemore 88, Nii 86, Sanz 92, Voss 88]. La Herramienta de Acceso es un proceso 
independiente que sólo interacciona con el módulo. Además existe una herramienta gráfica de 
desarrollo, el Shell, para construir el módulo de tiempo real. 
Se ha dedicado un gran esfuerzo para conseguir los siguientes objetivos: 
funcionalidad (suministrar los servicios requeridos) 
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Figura 8.17 Estructura de la Herramienta 
flexibilidad (adaptación a diferentes arquitecturas de tiempo real) 
portabilidad (sistemas operativos UNIX y VMS) 
aspecto (entorno amigable) 
eficiencia (utilizando todos los recursos del lenguaje C en la medida de lo posible, y 
buscando velocidad y bajo tiempo de cómputo). 
Sus componentes software son: 
Módulo en línea. 
• Shell. 
Herramienta de Acceso. 
Bases de Conocimiento. 
La estructura en tiempo real y la relación entre cada una de estas partes es la reflejada en la 
Figura 8.18. 
8.4.4 El Módulo en Línea 
El producto final a ser integrado con el sistema completo es el módulo que se compone de 
los siguientes componentes: 













Figura 8.18 Estructura en Tiempo Real 
través de este elemento el módulo accede a los datos en la pizarra. 
Motor de Inferencia Borroso: implementa los algoritmos de validación. Se basa en 
conocimiento específíco almacenado en las bases de conocimiento. 
Acceso Local a Memoria Compartida: su misión es servir de interfase con la memoria 
de datos del módulo para la herramienta de acceso. 
Núcleo del Módulo: su función principal es la activación de los elementos del módulo 
de cara a llevar a cabo las funciones de cálculo previstas. 
Analizador léxico: Carga/Descarga las bases de conocimiento, veriñcando la correcta 
sintaxis de las mismas e interpretando su contenido. 
Código a Medida: generado por el Shell. 
En términos generales, este módulo puede ser ejecutado cuando varía el valor de una o más 
variables medidas o calculadas. Cuando esto ocurre, el módulo obtiene de la pizarra la 
información que necesita para llevar a cabo las siguientes tareas: 
En el caso de validación de datos: 
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Cálculo de confianzas individuales. 
Cálculo de confianzas colectivas. 
Integración de valores de confianza. 
Abstracción de valores numéricos. 
Generación de informes históricos de sensores. 
En el caso de control: 
Cálculo de las acciones de control. 
La información que se intercambia con la pizarra es la siguiente: 
En el caso de validación de datos: 
Valor. 
Confianza. 
En el caso de control: 
Consigna y Valor. 
Acción de Control. 
8.4.5 El Shell 
Se trata de un módulo fuera de línea que permite al experto humano introducir fácilmente su 
conocimiento utilizando un ratón y un entorno gráfico. Con este conocimiento, el Shell 
construye las bases de conocimiento de tiempo real y genera código a medida para la 
aplicación. Es en esencia de un editor de bases de conocimiento y de un generador de código 
C. 
El Shell proporciona mecanismos para definir variables, valores borrosos, reglas, restricciones, 
grupos de variables, etc. Es una herramienta gráfica basada en sistemas de visualización 
estándar (OSF/MOTIF) y utiliza una gran variedad de recursos de cara a lograr fiexibilidad 
y productividad. La potencia del entorno de ventanas reside en el hecho de presentar con 
claridad y de manera intuitiva la información al usuario. Una vez que se han aprendido las 
bases de utilización del Shell, ya no es necesario estudiar ningún detalle particular adicional, 
puesto que toda la herramienta se ha desarrollado siguiendo la misma filosofía. 
El Shell permite: 
La existencia de usuarios con diferentes niveles de acceso 
Modo administrador: puede efectuar cualquier operación, incluso configurar 
parámetros internos. Puede editar variables, reglas y gestionar usuarios. 
Modo ingeniero: puede editar variables y reglas pero no gestionar usuarios. 
Modo experto: puede visualizar variables y editar reglas. 
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Figura 8.19 Aspecto del Shell 
Modo Editor: puede visualizar variables y reglas, pero no editarlas. 
Acceso nulo: un usuario no identificado no puede efectuar ninguna operación. 
La edición de bases de conocimiento (variables, grupos de reglas, etc). 
Utilización de un portapapeles interno. 
Definir a voluntad los operadores lógicos AND, OR y el método de desborrosificación. 
8.4.5.1. Introducción a la Herramienta 
Para poder introducirse en la herramienta es necesario identificarse como usuario 
(Figura 8.20). Para ello se selecciona la opción Usuario del menú de Usuarios y se introduce 
el nombre y la contraseña (password). Existe por defecto un superusuario con nivel de acceso 
255. 







QK I Cancel I Help 
Figura 8.20 Identificación del Usuario 
8.4.5.2. Gestión de Usuarios 
La gestión de altas y bajas de usuarios de la aplicación sólo puede efectuarla el superusuario. 
El registro de un nuevo usuario se lleva a cabo introduciendo su nombre, contraseña y nivel 
de acceso (de O a 255) en la opción Nuevo Usuario del menú de Usuarios. Esta información 
se almacena en un fichero de datos codificado. Para eliminar un usuario se procede de forma 
similar, introduciendo su nombre en la opción Borrar Usuario del menú de Usuarios. 
8.4.5.3. Gestión de Bases de Conocimiento 
El menú de Ficheros permite al usuario crear, 
cargar y salvar bases de conocimiento. Para crear 
una nueva base de conocimiento, se selecciona la 
opción Crear y se comienza a introducir la 
información sobre variables y grupos de reglas tal 
y como se explicará posteriormente (ver apartados 
8.4.5.4). Seleccionando la opción Cargar, aparece 
un gestor de ficheros (Figura 8.21) que permite 
seleccionar del disco la base de conocimiento 
deseada, pudiéndose utilizar filtros de ficheros, por 
ejemplo, "/home/hint/*.fkb". 
Cuando se finaliza la construcción de una base de 
conocimiento es posible salvarla en un fichero en 
disco, seleccionando la opción Salvar del menú de 
Ficheros. También se dispone de un gestor de 
ficheros como el anterior, siendo posible 
sobreescribir una base de conocimiento antigua, si 
así se desea. 
flle_sel_popup 
Filter 









OK Filter Cárcel 
Figura 8.21 Selección de Bases de Conocimiento 
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8.4.5.4. Edición de Variables 
El menú de herramientas permite trabajar con variables, grupos de reglas y restricciones. 
Seleccionando Variables del menú de Herramientas, aparece la lista de variables definidas 
hasta el momento. Para crear una nueva variable, debe seleccionarse el campo "Otra_variable" 
de la lista de variables. 
Se puede completar el nombre de la variable (Figura 8.22) y, en el caso de estar utilizando 
la aplicación para validación de datos, seleccionar si se desea o no caducidad para la 
confianza. En caso afirmaüvo, es posible rellenar los campos con los parámetros de la función 
exponencial: retardo, constante de tiempo y valor residual. El botón de abstracción permite 
indicar si se desea que el módulo en línea suministre un valor cualitativo a la pizarra, de 
acuerdo con los conjuntos borrosos que se definan para el Valor de esta variable. 
cbs 
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Figura 8.22 Edición de Variables 
Una variable puede tener varias subvariables o campos. Así por ejemplo. Error y Change 
pueden ser las subvariables de la variable presión P422. Es posible añadir una nueva 
subvariable, seleccionando el campo "Nueva_subvariable". Al seleccionar una subvariable, 
aparece una nueva ventana con una lista de etiquetas lingüísticas correspondientes a los 
conjuntos borrosos definidos para esta subvariable. 
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En el caso de que se trate de una subvariable de nueva creación, es posible seleccionar uno 
de los dos botones de juegos de funciones de pertenencia. Con ello aparece la ventana de 
creación de funciones de pertenencia (Figura 8.23). Se deben rellenar el rango correspondiente 
al universo de discurso y el número de etiquetas que se desean. Utilizando la opción de 
Nombre Automático, la herramienta les asignará nombres de manera automática. Se puede 
utilizar la opción Agregar para añadir nuevas etiquetas a un juego ya existente. 
Multiples_etiquetas.popup 
Constriccijon multiplfi de etiqquetas 
J Agregar 
r Ncxnbre automático 
Numero de Etiquetas: 9 
Xmín: | .j^j Xmax: 
; OR Cancell 
Id 
1 
Help 1 i 
i 
Figura 8.23 Construcción Automática de Etiquetas 
Efectuando un doble click con el ratón sobre el nombre de cualquier etiqueta aparecerá la 
ventana de edición de funciones de pertenencia (Figura 8.24). En ella se muestran el nombre 
de la etiqueta, su universo de discurso y las coordenadas con la posición del ratón. También 
existe una zona de dibujo mostrando un gráfico con las funciones de pertenencia para esta 
subvariable. La función de pertenencia seleccionada aparece resaltada en rojo. Ésta puede ser 
editada moviendo sus vértices con el ratón. Para ello se debe seleccionar el botón con la 
opción Mover, seleccionar un vértice y moverlo. Como ayuda se dispone de las coordenadas 
de posición del ratón ya comentadas. 
etlquetas.popup 
Ifaubre: Granid 
'^'^- \H- OOOt ' ' ° ^ - j a . OOOOí 
floveri Nue\«l Borrarl 
-0.81 y: 0.25 
OKJ 
Figura 8.24 Edición de Funciones 
de Pertenencia 
Es posible añadir nuevos vértices para construir una función de pertenencia más compleja. 
219 
Aplicaciones 
Ello se consigue seleccionando el botón Nuevo y la posición deseada. Análogamente se pueden 
eliminar vértices pulsando el botón Borrar y el vértice deseado. 
8.4.5.5. Edición de Grupos de Reglas 
Los grupos de reglas pueden editarse seleccionando la opción Grupos del menú de 
Herramientas. Puede elegirse un grupo ya existente o crear uno nuevo: Otro_grupo. Aparece 
entonces la ventana de selección de reglas (Figura 8.25). Se puede editar el nombre del grupo 
o una regla, seleccionándola con el ratón. Para crear una regla nueva, se elige Otra_regla en 
la lista de reglas. 
eleccion_de_res^a_popup ~ 
*»^«: iParriüULl 
IF P422 Chai«e IS 
IF P422 Chatse IS 
IF P422 OíaHG IS 
IF P422 Change IS 
IF P422 Chave IS 
IF P422 Chamt IS 























OK Cancel ftili. 
Figura 8.25 Selección de Reglas 
La ventana de edición de reglas tiene el aspecto que se muestra en la Figura 8.26. Las reglas 
pueden ser de tipo IF o de tipo SET. El formato de cada una de ellas es: 
IF P422 Change IS NB THEN S430 Action IS PB 
SET P424 Confidence = P424 Valué IS Normal 
El primer caso corresponde al formato tradicional de regla. El segundo permite asignar 
directamente el resultado de la evaluación lógica de las premisas al campo de una variable. 
Esto es especialmente útil como método alternativo cuando se trabaja en validación de datos. 
Las premisas admiten el operador de negación simplemente con seleccionar IS o IS NOT en 
el botón correspondiente. Para cada premisa existen tres botones: uno para la variable, otro 
para la subvariable y otro para la etiqueta lingüística. Pulsando sobre ellos aparece la lista de 
variables definidas hasta el momento, la lista de subvariables para la variable seleccionada, 
o la lista de etiquetas para la subvariable seleccionada, respectivamente. Los botones Anterior 
y Siguiente permiten moverse entre las diferentes premisas de una regla. El botón Borrar 






P422 Changel >^  is PS| 
^I S N O T 
Anterior Siguiente 
Borrar 
ANDS43 0| ActionllS NS| 
IF P422 Change IS PS 
THEN S430 Actjon IS fB 
OK 
Figura 8.26 Edición de Reglas 
8.4.5.6. Edición de Restricciones 
Esta opción está disponible sólo en el caso de validación 
de datos, no teniendo sentido para el caso de control. 
Para ello se debe seleccionar la opción Restricciones del 
menú de Herramientas. Aparece entonces la ventana de 
restricciones en la que es posible seleccionar una 
existente o crear una nueva {Otrarestriccion) y editar 
la restricción. Esta ventana muestra la lista completa de 
pares (variable, subvariable) que intervienen en la 
restricción y el nombre de la misma (Figura 8.27). 
Para añadir una nueva pareja, basta con pulsar sobre 
Otro_parametro, apareciendo entonces la lista de 
variables entre las que es posible elegir. Para editar una 
pareja ya existente basta con seleccionarla. La 
subvariable puede modificarse pulsando con el ratón 
sobre la lista de subvariables que aparece para la 







Figura 8.27 Edición de Restricciones 
El nombre de la restricción debe coincidir con el de una función C que haya sido escrita en 
un fichero fuente reservado para tal efecto. 
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8.4.5.7. Gestión del Portapapeles 
El menú Editar incluye una serie de opciones que permiten una más cómoda edición de 
objetos (variables, subvariables, etiquetas y grupos de reglas) a través del portapapeles interno 
de la herramienta. 
La opción Copiar permite marcar im objeto e introducirlo en el buffer temporal del 
portapapeles. Esto permitirá posteriormente pegarlo en otro objeto. La opción Cortar efectúa 
un traslado del objeto seleccionado al portapapeles, con lo cual puede ser utilizada para 
eliminar objetos ya deñnidos, y para ser pegados posteriormente en otros objetos. La opción 
Pegar permite volcar el contenido del portapapeles en otro objeto del mismo tipo, previamente 
rellenado con las opciones Copiar o Cortar. 
8.4.5.8. Selección de Operadores Lógicos 
Desde el menú de Operadores es posible elegir entre varios tipos de operadores AND, OR y 
métodos de desborrosificación que serán utilizadas posteriormente por el módulo en línea. Las 
opciones disponibles son: 
Operador Lógico AND 
Zadeh : iidn(v(A), v(B)) 
- Probabilistico: v(A)•v(B) 
'Lukasiewicz : aax(v(A)+v(B)-l, 0) 
Otros: v(A)v(B)/(v(A)+v(B)-v(A)v(B)) 
Figura 8J8 Selección del Operador AND 
operador AND: Zadeh, Probabilistico, Lukasiewicz, otros 
operador OR: Zadeh, Probabilistico, Lukasiewicz, otros 
método de desborrosificación: centro de gravedad o media de máximos. 
8.4.5.9. Servicios de Control 
La herramienta FACT permite introducir el conocimiento relativo a controladores borrosos e 
implementar técnicas como las del diseño automático de SCBs equivalentes a PIDs descritas 
en el capítulo correspondiente. Seleccionando la opción Control del menú principal, aparece 
la ventana que permite diseñar SCBs lineales (Figura 8.29). 
En ella es posible introducir el nombre del grupo de reglas que definen el regulador, las 
variables de entrada y salida que se utiUzarán en las reglas y los parámetros del PID 
equivalente. Como mínimo es necesario introducir los datos correspondientes a un regulador 
proporcional: ganancia, número de etiquetas lingüísticas que se desean y universo de discurso. 
Los parámetros correspondientes a las partes integral y diferencial son opcionales. Pulsando 
el botón OK, se calculan automáticamente todos los parámetros que faltan, y se generan las 
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funciones de pertenencia necesarias y las reglas de control. 
Configurar PID 




NuDí, etiquetas: 1 
Integral 
¡Cte, Integral: 





Figura 8.29 Constiucción de un SCB Lineal 
Con esta opción se pueden diseñar, por ejemplo, los controladores vistos en el ejemplo de la 
aplicación industrial CONEX del capítulo anterior, pero esta vez de manera automática y sin 
necesidad de efectuar ningún cálculo sobre el papel. También se está implementando en la 
actualidad una opción para la calibración de los grupos de reglas, atendiendo a las medidas 
de calibración presentadas en el capítulo de ajuste. 
8.4.6 La Herramienta de Acceso 
El propio shell sirve como herramienta de acceso cuando al arrancarlo ya esta funcionando 
el módulo en línea. En este caso no es necesario cargar una base de conocimiento, dado que 
automáticamente se entra editando la que está siendo utilizada por el módulo. 
Permite generar informes de históricos de sensores y modificar en tiempo real partes 
específicas de la base de conocimiento. Además es utilizada por el ingeniero de 
proceso/control para obtener información sobre el funcionamiento del módulo en línea, 
permitiendo monitorizarlo. Puede suministrarse de tres formas: 
Integrado con el Shell. 
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Integrado en la interfase de usuaño del sistema completo [Nordin 93]. 
Como una herramienta separada. 
8.4.7 Bases de Conocimiento 
El conocimiento se almacena en un fichero con la definición de variables, reglas y 









NB (-6.00, 1.00 ), (-4.00. 0.00 ) 
NM (-6.00, 0.00 ), (-4.00, 1.00 ), (-2.00, 0.00 ) 
NS (-4.00, 0.00 ), (-2.00, 1.00 ), ( 0.00, 0.00 ) 
ZE (-2.00. 0.00 ), ( 0.00, 1.00 ), ( 2.00, 0.00 ) 
PS ( 0.00, 0.00 ). ( 2.00, 1.00 ). ( 4.00. 0.00 ) 
PM ( 2.00. 0.00 ). ( 4.00. 1.00 ), ( 6.00, 0.00 ) 









NB (-6.00, 1.00 ). (-4.00, 0.00 ) 
NM (-6.00, 0.00 ), (-4.00, 1.00 ), (-2.00. 0.00 ) 
NS (-4.00, 0.00 ). (-2.00, 1.00 ), ( 0.00, 0.00 ) 
ZE (-2.00, 0.00 ), ( 0.00. 1.00 ), ( 2.00, 0.00 ) 
PS ( 0.00, 0.00 ), ( 2.00, 1.00 ), ( 4.00, 0.00 ) 
PM ( 2.00, 0.00 ), ( 4.00, 1.00 ), ( 6.00, 0.00 ) 








NB (-3.00, 1.00 ), (-2.00, 0.00 ) 
NM ( -3.00, 0.00 ). (-2.00. 1.00 ), (-1.00, 0.00 ) 
NS (-2.00, 0.00 ), (-1.00, 1.00 ), ( 0.00, 0.00 ) 
ZE (-1.00, 0.00 ), ( 0.00, 1.00 ), ( 1.00, 0.00 ) 
PS ( 0.00, 0.00 ), ( 1.00, 1.00 ), ( 2.00, 0.00 ) 
PM ( 1.00, 0.00 ), ( 2.00, 1.00 ), ( 3.00, 0.00 ) 
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NB (-3.00. 1.00 ). (-2.00, 0.00 ) 
NM (-3.00. 0.00 ). (-2.00. 1.00 ). (-1.00. 0.00 ) 
NS (-2.00, 0.00 ), (-1.00, 1.00 ), ( 0.00, 0.00 ) 
ZE (-1.00. 0.00 ), ( 0.00, 1.00 ). ( 1.00, 0.00 ) 
PS ( 0.00, 0.00 ). ( 1.00. 1.00 ). ( 2.00, 0.00 ) 
PM ( 1.00, 0.00 ), ( 2.00, 1.00 ), ( 3.00, 0.00 ) 








IF P422 Change IS NB THEN S430 Actíon IS PB 
IF P422 Change IS NM THEN S430 Actíon IS PM 
IF P422 Change IS NS THEN S430 Actíon IS PS 
IF P422 Change IS ZE THEN S430 Actíon IS ZE 
IF P422 Change IS PS THEN S430 Actíon IS NS 
IF P422 Change IS PM THEN S430 Actíon IS NM 







IF P424 Change IS NB THEN S431 Actíon IS PB 
IF P424 Change IS NM THEN S431 Actíon IS PM 
IF P424 Change IS NS THEN S431 Actíon IS PS 
IF P424 Change IS ZE THEN S431 Actíon IS ZE 
IF P424 Change IS PS THEN S431 Actíon IS NS 
IF P424 Change IS PM THEN S431 Actíon IS NM 
IF P424 Change IS PB THEN S431 Actíon IS NB 
ENDGROUP 
ENDKB 
En este ejemplo, como puede observarse se han diseñado dos bucles de control para las 
parrillas del enfriador de clinker. Uno regula la velocidad S430 de la primera parrilla en 
función de la presión P422. El otro actúa sobre la velocidad S431 de la segunda parrilla, 
tomando como entrada la presión P424. 
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8.4.8 Portabilidad del Software 
Se ha llevado a cabo un gran esfuerzo en el tema de la portabilidad de la aplicación, no sólo 
entre diferentes sistemas operativos, sino también entre diferentes plantas y arquitecturas. En 
la actualidad es posible hacer funcionar la herramienta sobre sistemas operativos UNDC y 
VMS. Es posible incorporar el módulo generado a la pizarra de HINT y a la de MICS. Es 
posible utilizarla para control de procesos y para validación de datos (Figura 8.30). Y por 
último, es fácilmente trasladable de una planta a otra: basta con cambiar el bitmap de planta 
y la situación de las variables sobre el mismo que se cargan al arrancar la herramienta, y 
comenzar a construir una nueva base de conocimiento. 
El soñware se ha desarrollado utilizando: 
los compiladores SUN C++, GNU C y VAX C 
entorno de ventanas Motif 1.2 
sistemas operativos Solaris 2.2, AIX y VMS 5.4. 
ffv.» 
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En este capítulo se han mostrado, en primer lugar, dos aplicaciones de la lógica borrosa: una 
a control de procesos y otra a validación de datos. La experiencia obtenida en la primera 
aplicación permitió llegar a la conclusión de que, dado que los resultados en control borroso 
eran satisfactorios, era necesario desarrollar una herramienta de propósito general para la 
configuración de sistemas borrosos. Además, fue extremadamente útil de cara a probar en una 
planta industrial algunos de las técnicas de diseño de controladores borrosos propuestas en esta 
Tesis. 
El proyecto HINT permite tratar el tema de la validación de datos utilizando una técnica 
totalmente innovadora, si se tiene en cuenta la práctica inexistencia de trabajos sobre la 
aplicación de la lógica borrosa en este campo. De esta forma, y partiendo de los escasos 
trabajos existentes [Aguilar 92, 93] se desarrolla una metodología más completa y genérica. 
Por último, se ha desarrollado lo que podría considerarse un primer prototipo de herramienta 
para el análisis y diseño de SCBs. Si bien la etapa de configuración de un sistema borroso 
queda cubierta con la herramienta, se propone como continuación de este trabajo la 
implementación de las técnicas de análisis dinámico y diseño propuestas en los capítulos 6 y 





«Tras un año de investigación, uno cae en la cuenta de que 
podía haberse hecho en una semana» 
Bragg, Sir W.Henry 
«La verdad de todo gran científico pasa por tres etapas: 
primero, la gente dice que va contra la Biblia; después 
afinnan que ya estaba descubierta; por último, reconocen 
que siempre habían creído en ella» 
Agassiz 
«Tomorrow is the most important thing in life» 
John Wayne 
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Las reticencias de determinados sectores hacia los temas relacionados con la tecnología basada 
en lógica borrosa han hecho que, salvo en el caso de Japón, los investigadores interesados en 
el tema, hasta hace poco tuvieran muy pocos incentivos para continuar su labor en un campo 
tan interesante como es éste. Como dato significativo, indicar que en Europa y en E.E.U.U. 
existían hasta hace unos años la décima parte de investigadores dedicados a este tema que en 
Japón. 
La explicación que se puede dar es la ya habitual en estos casos: un pensamiento anclado en 
la tradición, que ve en la lógica borrosa un choque frontal con la clásica. Esta idea la expresa 
mucho mejor el propio Zadeh: Lo borroso empieza allí donde la lógica occidental acaba. 
Sin embargo, esta situación va cambiando paulatinamente, encontrándonos actualmente con 
que en España ya existen grupos que pueden considerarse punteros en este campo de 
investigación. Como muestra de este auge, puede destacarse la creación en 1991 de la 
Asociación Española de Tecnologías y Lógica Fuzzy, con sede en Granada. 
1965 1975 1985 1995 
Figura 9.1 Evolución de la Tecnología 
tiempo 
En la Figura 9.1 se muestra un gráfico con la evolución habitual de las tecnologías, aplicable 
también al caso del control borroso. Tras un arranque lento y con amplios rechazos por parte 
de la comunidad científica en sus comienzos*, se pasa a una fase de euforia inicial que 
6) Como diría Zadeh en 1971 tras una conversación con Murray Edén, editor de la revista "Information and 
Control", 27 años después de que le enviara su artículo "Fuzzy Sets" para ser publicado: "Me conñrmó lo que yo ya 
sospechaba: que publicaron mi artículo sólo porque era miembro del comité editorial, no por el interés de su 
contenido" [McNeill 93]. 
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desemboca en una etapa de optimismo, cargada de gran número de avances y aplicaciones a 
control (Mamdani y Sugeno, años 80). Posteñormente, una toma de contacto con la realidad 
hace poner a los investigadores los pies en el suelo, haciéndoles ver que ésta (como ocurre 
con todas) es una técnica que no resuelve TODOS los problemas. De hecho, se profundiza en 
tantas direcciones, intentando aplicar la lógica borrosa a tantos campos, que muchas de ellas 
no encuentran salida. Así pues, tras una etapa de titubeos, se entra en un pozo de decadencia 
durante el cual se bloquea la evolución de la técnica. Finalmente, la tecnología tiende 
asintóticamente a la reaUdad cuando los trabajos de investigación se llevan a cabo sólo en la 
línea adecuada, en concreto al centrarse en aquellos campos que realmente tienen aplicación 
práctica. 
Hoy en día la aplicación en tiempo real de la tecnología basada en lógica borrosa, tal y como 
la conocemos hasta ahora, está abriendo campos inimaginables en el control de procesos, cuyo 
abordamiento, hasta el presente, había sido impensable. 
9.1 Objetivos Alcanzados 
Como ya se comentó, la utilidad de la lógica borrosa es función del problema a resolver. Si 
bien hay casos en los que el control clásico ofrece soluciones sencillas y eficientes, existen 
abundantes ejemplos de problemas que éste no puede resolver. El control borroso permite 
formalizar adecuadamente el razonamiento con incertidumbre. Trabaja con información 
cualitativa y aborda problemas definidos de manera imprecisa, habitualmente expresados de 
forma lingüística. Su principal ventaja está en permitir plantear el problema en los mismos 
términos en los que lo hace un experto humano. 
Partiendo de esta idea en este trabajo se ha analizado, en primer lugar, cómo dados los 
conjuntos borrosos y un juego completo de reglas, es posible obtener el mapa de inferencia 
del controlador. Este análisis para una y dos entradas puede generalizarse para más, aunque 
sin posibilidad de llevar a cabo una interpretación gráfica. Pueden introducirse asimetrías 
fácilmente, modificando el centro de gravedad de los conjuntos borrosos o incluso 
modificando directamente el mapa de inferencia. Esto es útil de cara a estudiar el efecto de 
perturbaciones sobre un caso de partida, llevando a cabo un análisis relativo en lugar de uno 
absoluto y por tanto más complicado. Este enfoque matemático permite analizar el 
comportamiento del controlador desde un enfoque funcional, más que un análisis lingüístico 
que forzaría la obtención también de un modelo lingüístico del sistema a controlar, sin duda 
más impreciso. 
Remarcar por tanto la idea de que plantear el problema en términos lingüísticos es sólo una 
ayuda útil de cara a obtener el mapa de inferencia. Si supiésemos desde un principio cuál es 
el mejor mapa de inferencia que permite controlar nuestro sistema, no sería necesaria la lógica 
borrosa. 
Se ha estudiado también cómo es posible diseñar un controlador borroso equivalente a un 
PID dado. Por tanto, si se obtiene el PID que cumple mejor con las especificaciones 
dinámicas requeridas, es posible diseñar un primer algoritmo de control borroso lineal. La idea 
inversa reside en analizar la función de control mediante el estudio de su desviación respecto 
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al caso lineal, por lo que es posible detectar situaciones anómalas a las que se puede llegar 
en el caso de aparición de puntos singulares en la superficie de la función de control, debido 
a una mala configuración del controlador borroso. Se ha presentado también una aplicación 
industrial a partir de este trabajo, lo que muestra cómo pueden tener éxito futuros estudios 
orientados en esta misma línea. 
Se ha dedicado también un capítulo al ajuste y calibración de SCB, desarrollándose diversas 
medidas de cara a detectar errores de configuración y mejorar las reglas de control. También 
se ha visto cómo no siempre es necesario eliminar reglas superfluas, como aquellas reglas que 
son combinación lineal de otras, excepto en los casos en que se pueden detectar importantes 
incoherencias, pues suele resultar interesante integrar información procedente de diferentes 
fuentes. 
En el tema del modelado de sistemas, se ha partido del hecho de que la identificación de 
sistemas físicos suele realizarse utilizando modelos que se han linealizado en el punto de 
funcionamiento deseado. Sin embargo, la lógica borrosa permite modelar con bastante 
precisión sistemas no lineales. Los modelos más habituales en control borroso son el modelo 
de Mamdani y el modelo de Sugeno. Sin embargo, se ha presentado en este trabajo un tipo 
de modelado, no sustancialmente diferente al de Sugeno, pero conceptualmente distinto y 
capaz de simplificar los cálculos matemáticos que permiten sistematizar el diseño del 
controlador borroso. A partir del mismo, es posible llevar a cabo un análisis dinámico, 
centrándonos en los sistemas borrosos de primer y segundo orden. 
En el campo del diseño, se han presentado dos técnicas novedosas. La primera, diseño por 
equivalencia con PIDs, permite obtener un SCB de partida lineal. Asimismo, se ha analizado 
un mecanismo para mejorar todo lo posible las características del controlador borroso 
alrededor de este punto de funcionamiento, basado en técnicas de control adaptativo. Se ha 
desarrollado un algoritmo basado en un modelo simplificado del controlador y utilizado 
funciones de Lyapunov para garantizar la convergencia y estabilidad del mismo. El segundo 
método original de esta Tesis, diseño por síntesis indirecta, nos permite concluir que un 
controlador FP es suficiente en muchos casos para alcanzar las especificaciones dinámicas allí 
donde los controladores P no llegan. Con esta técnica de diseño se obtienen supervisores 
borrosos, lo que obliga posteriormente a su transformación en controladores directos. 
Como idea final del trabajo se llega a la construcción de un entorno gráfico que permite 
construir y modelar de manera amigable sistemas borrosos y generar código para su 
funcionamiento en línea. La herramienta sirve tanto para la implementación de controladores 
borrosos, como para construir otro tipo de aplicaciones de sistemas borrosos, como es la 
validación de datos. En el campo del control borroso, la herramienta permite introducir el 
conocimiento e implementar técnicas como las del diseño automático de SCBs equivalentes 
a PIDs. 
9.2 Desarrollos Futuros 
En futuros trabajos deberá de considerarse la profundización en algunos temas que, si bien se 
han estudiado en esta Tesis, requieren una dedicación más particular. En realidad, antes de 
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poder hacer un punto y aparte en el estudio teórico de los SCB, deberán de considerarse los 
siguientes aspectos. 
En primer lugar, en el capítulo 5 se ha presentado un juego de medidas de calibración que 
no pretenden ser más que una propuesta. De hecho, los ejemplos vistos sugieren que pueden 
desarrollarse mejoras interesantes, posiblemente por investigadores centrados más en el terreno 
de la lógica borrosa que en el del control. 
El modelo borroso y análisis dinámico introducidos en el capítulo 6 tienen apariencia de muy 
interesantes. Sin embargo, un punto débil del mismo es la formalización matemática del paso 
de una a otra versión del modelo de dinámica borrosa. La justificación de la aplicación de 
la transformada de Laplace o del teorema de convolución no está aún clara. El tema de la 
estabilidad es otro punto que requiere también un análisis más detallado. 
En el método de diseño por equivalencia con PIDs se ha presentado un algoritmo de control 
adaptativo propio de esta Tesis (FACE). Sin embargo, los ejemplos mostrados han sido muy 
elementales. En un futuro deberá trabajarse en aplicarlo a otros modelos de controladores, por 
ejemplo el de Sugeno o el de dinámica borrosa. Asimismo deberá analizarse en detalle la 
influencia del contraste en el comportamiento del controlador, de cara a implementar una 
segunda etapa del algoritmo para llevar a cabo un ajuste fino. Una primera aproximación 
experimental ha demostrado una influencia poco significativa de este parámetro. 
Respecto al diseño por síntesis indirecta, se ha comprobado con un ejemplo experimental que 
el método es ciertamente útil cuando se dispone de un modelo en distintos puntos de 
funcionamiento. Y, aunque se ha presentado un método para transformar el supervisor borroso 
así obtenido en un controlador directo, no deja de ser una primera aproximación, por lo que 
sería conveniente revisar este aspecto. 
Además, a lo largo de la Tesis se han tratado sistemas monovariables, con el fin de simpüficar 
unos desarrollos teóricos totalmente nuevos, por lo que sería de gran interés tratar sistemas 
multivariables en adelante. 
Finalmente, la herramienta presenta unas características iimiejorables para ser ampliada, de 
forma que incorpore todos los aspectos teóricos expuestos en esta Tesis. Así, al igual que 
permite diseñar SCBs por equivalencia con PIDs, en el futuro deberá permitir también obtener 
las medidas de calibración descritas, analizar dinámicamente de los sistemas borrosos 
definidos y contemplar la técnica de diseño por síntesis indirecta. 
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APÉNDICES 
«Vengamos a la citación de los autores que los otros libros 
tienen, que en el vuestro os faltan. El remedio que esto 
tiene es muy fácil, porque no habéis de hacer otra cosa que 
buscar un libro que los acote todos, desde la A hasta la Z, 
como vos decís. Pues ese mismo abecedario pondréis vos 
en vuestro libro (...); y cuando no sirva de otra cosa, por lo 
menos, servirá aquel largo catálogo de autores a dar de 
improviso autoridad al libro» 
Cervantes 
«Odio las citas. Decidme lo que sabéis» 
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