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1. Introduction
We are motivated by seismological problems that can be studied with higher-order splitting
methods scheme. Because of the decomposition, we can save memory and computational
time, which is important to study realistic elastic wave propagation. The ideas behind are
to split in the spatial directions and obtain locally one-dimensional systems to be solved.
Traditionally, using the classical operator splitting methods, we decouple the differential
equation into more basic equations. These methods are often not sufficiently stable while
also neglecting the physical correlations between the operators. Inspired by the work for the
scalar wave equation presented in 1, we devise a fourth-order split scheme for the elastic
wave equation. From there on, we are going to develop new efficient methods based on a
stable variant by coupling new operators and deriving new strong directions. We are going
to examine the stability and consistency analyses for these methods and adopt them to linear
acoustic wave equations seismic waves. Numerical experiments can validate our theoretical
results and show the possibility to apply our methods.
The paper is organized as follows. A mathematical model based on the wave equation
is introduced in Section 2. The utilized discretization methods are described in Section 3. The
splitting method for the scalar and vectorial wave equations are discussed in Section 4 and
the stability and consistency analyses are given. We discuss the numerical experiments in
2 International Journal of Mathematics and Mathematical Sciences
Section 5 with respect to scalar and vectorial problems. Finally, in Section 6, we foresee our
future works in the area of splitting and decomposition methods.
2. Mathematical model
The mathematical models are studied in the following subsection. We introduce a scalar and
also a vectorial model to distinguish the splitting methods.
2.1. Scalar wave equation
The motivation for the study presented below is coming from a computational simulation of
earthquakes, see 2, and the examination of seismic waves, see 3, 4.
We concentrate on the scalar wave equation, see 1, for which the mathematical
equations are given by
∂ttu  D∇·∇u, in Ω,
ux, 0  u0x, utx, 0  u1x, in Ω.
2.1
The unknown function u  ux, t is considered to be in Ω × 0, T ⊂ Rd ×R, where the spatial
dimension is given by d.
For three dimensions, we define the diffusion tensor as
D 
⎛
⎜⎝
D1 0 0
0 D2 0
0 0 D3
⎞
⎟⎠ ∈ R3,
 × R3,
, 2.2
which describes the wave propagation. Further, the diffusion tensor D is given anisotropic,
with D1, D2, D3 ∈ R
 for D1, D2 ≥ D3. The functions u0x and u1x are the initial conditions
for the wave equation.
We deal with the following boundary conditions:
ux, t  u3, Dirichlet boundary condition,
∂ux, t
∂n
 0, Neumann boundary condition,
D∇ux, t  uout, Outflow boundary condition,
2.3
where all boundary conditions are on ∂Ω × T .
2.2. Elastic wave propagation
We consider the initial-value problem for the elastic wave equation for constant coefficients,
given as
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ρ∂ttU  μ∇2U 
 λ 
 μ∇∇·U 
 f, 2.4a
Ut  0, x  g0x, 2.4b
∂tUt  0, x  g1x, 2.4c
where U ≡ Ux, t is the displacement vector with components u, vT or u, v,wT in two
and three dimensions, f, g0, and g1 are known initial functions, and finally x  x, y, z
T . This
equation is commonly used to simulate seismic events.
In seismology, it is common to use spatially singular forcing terms which can look like
f  Fδxgt, 2.5
where F is a constant vector. A numeric method for 2.4a needs to approximate the Dirac
function correctly in order to achieve full convergence.
3. Discretization methods
In this section, we discuss the discretization methods, both for time and space, to construct
higher order methods. Because of the combination of both discretization, we can further show
also higher-order methods for the splitting schemes, see also 1.
3.1. Discretization of the scalar equation
At first, we underly finite difference schemes for the time and spatial discretization.
For the classical wave equation, this discretization is the well-known discretization in
time and space.
Based on this discretization, the time is discretized as
Utt,i 
Un
1i − 2Uni 
Un−1i
Δt2
,
U
(
tn
)
 ux, t, Ut
(
tn
)
 utx, t,
3.1
where the index i refers to the space point xi and Δt  tn
1− tn is the time step. We apply finite
difference methods for the spatial discretization. The spatial terms and the initial conditions
are given as
Uxx,n 
Uni
1 − 2Uni 
Uni−1
Δx2
,
U
(
tn
)
 ux, t, Ut
(
tn
)
 utx, t,
3.2
where the index n refers to the time tn and Δx  xi
1 − xi is the grid width.
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Then the two-dimensional equation,
utt  D1uxx 
D2uyy in Ω,
ux, y, 0  u0x, y, utx, y, 0  u1x, y,
ux, y, t  u2 on ∂Ω,
3.3
is discretized with the unconditionally stable implicit η-method, see 5,
Un
1i,j − 2Uni,j 
Un−1i,j
Δt2

D1
Δx2
(
η
(
Un
1i
1,j−2Un
1i,j 
Un
1i−1,j
)

1 − 2η(Uni
1,j−2Uni,j 
Uni−1,j
)

 η
(
Un−1i
1,j − 2Un−1i,j 
Un−1i−1,j
))


D2
Δy2
(
η
(
Uni,j
1−2Uni,j 
Uni,j−1
)

1 − 2η(Uni,j
1 − 2Uni,j 
Uni,j−1
)

η
(
Un−1i,j
1 − 2Un−1i,j 
Un−1i,j−1
))
,
3.4
where Δx and Δy are the grid width in x and y and 0 ≤ η ≤ 1. The initial conditions are given
by Ux, y, tn  ux, y, tn and Ux, y, tn−1  ux, y, tn −Δtutx, y, tn.
These discretization schemes are adopted to the operator splitting schemes.
On the finite differences grid, Δt corresponds to the time step, and hx, hy are the grid
sizes in the different spatial directions. The time nΔt is denoted by tn, and i, j refer to the
spatial coordinates of the grid point ihx, jhy. Let un denote the grid function on the time
level n, and uni,j be the specific value of u
n at point i, j.
In Section 3.2, we describe the traditional splitting methods for the wave equation.
3.2. Discretization of the vectorial equation
One of the first practical difference scheme with central differences used everywhere was
introduced in 3. To save space we exemplify it and some newer schemes in two dimensions
first.
If we discretize uniformly in space and time on the unit square, we get a grid with grid
points xj  jh, yk  kh, tn  nΔt, where h > 0 is the spatial grid size and Δt the time step.
Defining the grid function Un
j,k
 Uxj , yk, tn, the basic explicit scheme is
ρ
Un
1
j,k
− 2Un
j,k

Un−1
j,k
Δt2
M2Unj,k 
 fnj,k, 3.5
where M2 is a difference operator
M2 
⎛
⎝λ 
 2μD
x2 
 μDy
2
λ 
 μDx0D
y
0
λ 
 μDx0D
y
0 λ 
 2μD
y2 
 μDx
2
⎞
⎠ , 3.6
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and we use the standard difference operator notation:
Dx
vj,k 
1
h
(
vj
1,k − vj,k
)
, Dx−vj,k  D
x

vj−1,k, D
x
0 
1
2
(
Dx
 
D
x
−
)
, Dx
2
 Dx
D
x
−.
3.7
M2 is a second-order difference approximation of the right-hand side operator of 2.4a. This
explicit scheme is stable for time steps satisfying 6
Δt <
h√
λ 
 3μ
. 3.8
Replacing M2 with M4, a fourth-order difference operator given by
M4 
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ 
 2μ
(
1 − h
2
12
Dx
2
)
Dx
2

 μ
(
1 − h
2
12
Dy
2
)
Dy
2
λ 
 μ
(
1 − h
2
6
Dx
2
)
Dx0
(
1 − h
2
6
Dy
2
)
D
y
0
λ 
 μ
(
1 − h
2
6
Dx
2
)
Dx0
(
1 − h
2
6
Dy
2
)
D
y
0
λ 
 2μ
(
1 − h
2
12
Dy
2
)
Dy
2

 μ
(
1 − h
2
12
Dx
2
)
Dx
2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, 3.9
and using the modified equation approach to eliminate the lower-order error terms in the
time difference 6, we obtain the explicit fourth-order scheme
ρ
Un
1
j,k
− 2Un
j,k

Un−1
j,k
Δt2
 M4Unj,k 
 fnj,k 

Δt2
12
(M22Unj,k 
M2fni,j 
 ∂ttfni,j
)
, 3.10
where M22 is a second-order approximation to the squared right-hand side operator in 2.4a.
As it only needs to be second-order accurate, M22 has the same extent in space as M4 and no
more grid points are used. This scheme has the same time step restriction as 3.8.
In 1 the following implicit scheme for the scalar wave equation was introduced:
ρ
Un
1j,k − 2Unj,k 
Un−1j,k
Δt2
M4
(
θUn
1j,k 
 1 − 2θUnj,k 
 θUn−1j,k
)

 θfn
1j,k 
 1 − 2θfnj,k 
 θfn−1j,k .
3.11
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When θ  1/12, the error of this scheme is fourth-order in time and space. For this θ value,
it is, however, only conditionally stable, allowing a time step approximately 45% larger than
3.8 for θ ∈ 0.25, 0.5, it is unconditionally stable.
In order to make it competitive with the explicit scheme 3.10, we provide an operator
split version of the implicit scheme 3.11. This is made complicated by the presence of the
mixed derivative terms that couple different coordinate directions.
4. Higher-order splitting method for the wave equations
In this section, we discuss the splitting methods for the wave equations. The higher order
results as a combination between the spatial and time discretization method and the
weighting factors in the splitting schemes.
4.1. Traditional splitting methods for the scalar wave equation
Our classical method is based on the splitting method of 5, 7.
The classical splitting methods alternating direction methods ADIs are based on the
idea of computing the different directions of the given operators. Each direction is computed
independently by solving more basic equations. The result combines all the solutions of the
elementary equations. So we obtain more efficiency by decoupling the operators.
The classical splitting method for the wave equation starts from
∂ttut  A 
 B 
 Cut 
 ft, t ∈
(
tn, tn
1
)
,
u
(
tn
)
 u0, u′
(
tn
)
 u1,
4.1
where the initial functions u0 and u1 are given. We could also apply for u1 that u′tn  utn−
utn−1/Δt
OΔt  u1. Consequently, we have utn−1 ≈ u0−Δtu1. The right-hand side ft
is given as a force term.
The spatial discretization terms are given by
A 
∂2
∂x2
, B 
∂2
∂y2
, C 
∂2
∂z2
, 4.2
where the approximated discretization is given by
Aux, y, z ≈ ux 
 Δx, y, z − 2ux, y, z 
 ux −Δx, y, z
Δx2
,
Bux, y, z ≈ ux, y 
 Δy, z − 2ux, y, z 
 ux, y −Δy, z
Δy2
,
Cux, y, z ≈ ux, y, z 
 Δz − 2ux, y, z 
 ux, y, z −Δz
Δz2
.
4.3
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We could decouple the equation into 3 simpler equations obtaining a method of second
order:
˜˜u − 2u(tn) 
 u(tn−1)  Δt2A(η ˜˜u 
 1 − 2ηu(tn) 
 ηu(tn−1))

 Δt2Bu
(
tn
)

 Δt2Cu
(
tn
)

 Δt2
(
ηf
(
tn
1
)

 1 − 2ηf(tn) 
 ηf(tn−1)),
4.4a
u˜ − 2u(tn) 
 u(tn−1)  Δt2A(η ˜˜u 
 1 − 2ηu(tn) 
 ηu(tn−1))

 Δt2B
(
ηu˜ 
 1 − 2ηu(tn) 
 ηu(tn−1))

 Δt2Cu
(
tn
)

 Δt2
(
ηf
(
tn
1
)

 1 − 2ηf(tn) 
 ηf(tn−1)),
4.4b
u
(
tn
1
) − 2u(tn) 
 u(tn−1)  Δt2A(η ˜˜u 
 1 − 2ηu(tn) 
 ηu(tn−1))

 Δt2B
(
ηu˜ 
 1 − 2ηu(tn) 
 ηu(tn−1))

 Δt2C
(
ηu
(
tn
1
)

 1 − 2ηu(tn) 
 ηu(tn−1))

 Δt2
(
ηf
(
tn
1
)

 1 − 2ηf(tn) 
 ηf(tn−1)),
4.4c
where the result is given as utn
1 with the initial conditions utn  u0, utn−1  u0 −Δtu1,
and η ∈ 0, 0.5. A fully coupled method is given for η  0 and for 0 < η ≤ 1 the decoupled
method consists of a composition of explicit and implicit Euler methods.
We have to compute the first equation 4.4a and get the result ˜˜u that is a further initial
condition for the second equation 4.4b; after whose computation we obtain u˜. In the third
equation 4.4c, we have to put u˜ as a further initial condition and get the result utn
1.
The underlying idea consists of the approximation of the pairwise operators:
Δt2Aη
(˜˜u − 2u(tn) 
 u(tn−1)) ≈ 0,
Δt2Bη
(
u˜ − 2u(tn) 
 u(tn−1)) ≈ 0,
4.5
which we can raise to second order.
4.2. Boundary splitting method for the scalar wave equation
The time-dependent boundary conditions also have to be taken into account for the splitting
method. Let us consider the three-operator example with the equations
∂ttut  A 
 B 
 Cut 
 ht, t ∈
(
tn, tn
1
)
,
u
(
tn
)
 gt, u′
(
tn
)
 ft,
4.6
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where A  D1x, y, z∂2/∂x2, B  D2x, y, z∂2/∂y2, and C  D3x, y, z∂2/∂z2 are the
spatial operators. The wave-propagation functions are as follows:
D1x, y, z, D2x, y, z, D3x, y, z : R3 −→ R
. 4.7
Hence, for 3 operators, we have the following second-order splitting method:
˜˜u − 2˜˜u(tn) 
 ˜˜u(tn−1)  Δt2A(η ˜˜u 
 1 − 2η˜˜u(tn) 
 η ˜˜u(tn−1))

 Δt2B ˜˜u(tn) 
 Δt2C ˜˜u(tn)

 Δt2
(
ηh
(
tn
1
)

 1 − 2ηh(tn) 
 ηh(tn−1)),
u˜ − 2u˜(tn) 
 u˜(tn−1)  Δt2A(η ˜˜u 
 1 − 2ηu˜(tn) 
 ηu˜(tn−1))

 Δt2B
(
ηu˜ 
 1 − 2ηu˜(tn) 
 ηu˜(tn−1))

 Δt2Cu˜
(
tn
)

 Δt2
(
ηh
(
tn
1
)

 1 − 2ηh(tn) 
 ηh(tn−1)),
u
(
tn
1
) − 2û(tn) 
 û(tn−1)  Δt2A(η ˜˜u 
 1 − 2ηû(tn) 
 ηû(tn−1))

 Δt2B
(
ηu˜ 
 1 − 2ηû(tn) 
 ηû(tn−1))

 Δt2C
(
ηu
(
tn
1
)

 1 − 2ηû(tn) 
 ηû(tn−1))

 Δt2
(
ηh
(
tn
1
)

 1 − 2ηh(tn) 
 ηh(tn−1)),
4.8
where the result is given as utn
1.
The boundary values are given by the following.
1 Dirichlet values. We have to use the same boundary values for all 3 equations.
2 Neumann values. We have to decouple the values into the different directions:
∂˜˜u
∂n
 0 4.9
is split in
∂˜˜u
∂x
nx 

∂˜˜u
∂y
ny 

∂˜˜u
∂z
nz  0;
∂u˜
∂n
 0
4.10
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is split in
∂˜˜u
∂x
nx 

∂u˜
∂y
ny 

∂u˜
∂z
nz  0;
∂u
(
tn
1
)
∂n
 0
4.11
is split in
∂˜˜u
∂x
nx 

∂u˜
∂y
ny 

∂un
1
∂z
nz  0. 4.12
3 Outflowing values, we have to decouple the values into the different directions:
nD∇˜˜u  uout 4.13
is split in
D1∂x ˜˜unx 
D2∂y ˜˜uny 
D3∂z ˜˜unz  uout;
nD∇u˜  uout
4.14
is split in
D1∂x ˜˜unx 
D2∂yu˜ny 
D3∂zu˜nz  uout;
nD∇un
1  uout
4.15
is split in
D1∂x ˜˜unx 
D2∂yu˜ny 
D3∂zun
1nz  uout, 4.16
where n is the outer normal vector and the anisotropic diffusion D, see 2.2, is the parameter
matrix to the wave-propagations.
We have the following initial conditions for the three equations:
u
(
tn
)
 u0,
u
(
tn−1
)
 u0 −Δtu1 
 Δt
2
2
(
A 
 B 
 Cu0 
 f
(
tn
))

O
(
Δt3
)
,
u
(
tn−1
)
 u0 −Δtu1 
 Δt
2
2
(
A 
 B 
 C
(
u0 − Δt3 u1 

Δt2
12
A 
 B 
 Cu0
))


Δt2
2
f
(
tn
) − Δt
3
6
∂f
(
tn
)
∂t


Δt4
24
∂2f
(
tn
)
∂t2

O
(
Δt5
)
.
4.17
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Remark 4.1. By solving the two or three splitting steps, it is important to mention that each
solution ˜˜u, u˜, and u is corrected only once by using the boundary conditions.
Otherwise, an “overdoing” of the boundary conditions takes place.
4.3. LOD method: locally one-dimensional method for the scalar wave equation
In the following, we introduce the LOD method as an improved splitting method while using
prestepping techniques.
The method was discussed in 1 and is given by
un
1,0 − 2un 
 un − 1  Δt2A 
 Bun,
un
1,1 − un
1,0  Δt2ηA(un
1 − 2un 
 un−1),
un
1 − un
1,1  Δt2ηB(un
1 − 2un 
 un−1),
4.18
where η ∈ 0.0, 0.5 and A,B are the spatial discretized operators.
If we eliminate the intermediate values in 4.18, we obtain
un
1 − 2un 
 un−1  Δt2A 
 B(ηun
1 
 1 − 2ηun 
 ηun−1) 
 Bη
(
un
1 − 2un 
 un−1), 4.19
where Bη  η2Δt4AB and thus Bηun
1 − 2un 
 un−1  OΔt6.
So, we obtain a higher-order method.
Remark 4.2. For η ∈ 0.25, 0.5, we have unconditionally stable methods and for higher order
we use η  1/12. Then, for sufficiently small time steps, we get a conditionally stable splitting
method.
4.4. Stability and consistency analysis for the LOD method of
the scalar wave equation
The consistency of the fourth-order splitting method is given in the next theorem.
Hence, we assume discretization orders of Ohp, p  2, 4, for the discretization in
space, where h  hx  hy is the spatial grid width.
Then we obtain the following consistency result for our method 4.18.
Theorem 4.3. The consistency of the LOD method is given by
utt −Au −
(
∂ttu − A˜u
)
 O
(
Δt2
)
, 4.20
where ∂tt is a second-order discretization in time and A˜ is the discretized fourth-order spatial operator.
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Proof. We add 4.18 and obtain the following, see also 1:
∂ttu
n − A˜(θun
1 
 1 − 2θun 
 θun−1) − B˜(un
1 − 2un 
 un−1)  0, 4.21
where B˜  θ2Δt2A˜1A˜2.
Therefore, we obtain a splitting error of B˜un
1 − 2un 
 un−1.
Sufficient smoothness assumed that we have un
1 − 2un 
 un−1  OΔt2, and we
obtain B˜un
1 − 2un 
 un−1  OΔt4.
Thus, we obtain a fourth-order method if the spatial operators are also discretized as
fourth-order terms.
The stability of the fourth-order splitting method is given in the following theorem.
Theorem 4.4. The stability of the method is given by
∥∥(1 −Δt2B˜)1/2∂
t un
∥∥2 
 P
(un, θ) ≤ ∥∥(1 −Δt2B˜)1/2∂
t u0
∥∥2 
 P
(u0, θ), 4.22
where θ ∈ 0.25, 0.5 and P±uj, θ : θA˜uj , uj 
 θA˜uj±1, uj±1 
 1 − 2θA˜uj , uj±1.
Proof. We have to proof the theorem for a test function ∂tun, where ∂t denotes the central
difference.
For j ≥ 1, we have
((
1 −Δt2B˜)∂ttuj , ∂tuj
)


(
A˜
(
θuj
1 − 1 − 2θuj 
 θuj−1), ∂tuj
)
 0. 4.23
Multiplying with Δt and summarizing over j yield
n∑
j1
((
1 −Δt2B˜)∂ttuj , ∂tuj
)
Δt 

(
A˜
((
θuj
1 − 1 − 2θuj 
 θuj−1), ∂tuj
)
, ∂tu
j)Δt  0. 4.24
We can derive the identities
((
1 −Δt2B˜)∂ttuj , ∂tuj
)
Δt 
1
2
∥∥(1 −Δt2B˜)1/2∂
t uj
∥∥2 − 1
2
∥∥(1 −Δt2B˜)1/2∂−t uh
∥∥2,
(
A˜
(
θuj
1 − 1 − 2θuj 
 θuj−1), ∂tuj
)
Δt 
1
2
(P
(uj, θ) − P−(uj, θ)),
4.25
and obtain the result
∥∥(1 −Δt2B˜)1/2∂
t un
∥∥2 
 P
(un, θ) ≤ ∥∥(1 −Δt2B˜)1/2∂
t u0
∥∥2 
 P
(u0, θ), 4.26
see also the idea of 1.
Remark 4.5. For θ  1/12, we obtain a fourth-order method.
To compute the error of the local splitting, we have to use the multiplier A˜1A˜2, thus
for large constants, we have an unconditional small time step.
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Remark 4.6. 1 The unconditional stable version of LOD method is given for θ ∈ 0.25, 0.5.
2 The truncation error is OΔt2 
 hp, p ≥ 2, for θ ∈ 0, 0.5.
3 θ  1/12, we have a fourth-order method in time OΔt2 
 hp, p ≥ 2.
4 θ  0 we have a second-order explicit scheme.
5 For the stable version of the LOD method, the CFL condition should be taken into
account for all θ ∈ 0, 0.25 with CFL  Δt2/Δx2maxDmax, where xmax are the maximal spatial
step and Dmax are the maximal wave-propagation parameter in space.
In the next subsections, we discuss the higher-order splitting methods for the vectorial
wave equations.
4.5. Higher-order splitting method for the vectorial wave equation
In the following, we present a fourth-order splitting method based on the basic scheme 3.11.
We split the operator M4 into three parts: Mxx, Myy, and Mxy, where we have
Mxx 
⎛
⎜⎜⎜⎝
λ 
 2μ
(
1 − h
2
12
Dx
2
)
Dx
2
0
0 μ
(
1 − h
2
12
Dx
2
)
Dx
2
⎞
⎟⎟⎟⎠ ,
Myy 
⎛
⎜⎜⎝
μ
(
1 − h
2
12
Dy
2
)
Dy
2
0
0 λ 
 2μ
(
1 − h
2
12
Dy
2
)
Dy
2
⎞
⎟⎟⎠ ,
Mxy  M4 −Mxx −Myy.
4.27
Our proposed split method has the following steps:
1 ρ
U∗
j,k
− 2Un
j,k

Un−1
j,k
Δt2
M4Unj,k 
 θfn
1j,k 
 1 − 2θfnj,k 
 θfn−1j,k ,
2 ρ
U∗∗
j,k
−U∗
j,k
Δt2
 θMxx
(
U∗∗j,k − 2Unj,k 
Un−1j,k
)


θ
2
Mxy
(
U∗j,k − 2Unj,k 
Un−1j,k
)
,
3 ρ
Un
1j,k −U∗∗j,k
Δt2
 θMyy
(
Un
1j,k − 2Unj,k 
Un−1j,k
)


θ
2
Mxy
(
U∗∗j,k − 2Unj,k 
Un−1j,k
)
.
4.28
Here, the first step is explicit, while the second and third steps treat the derivatives
along the coordinate axes implicitly and the mixed derivatives explicitly. This is similar to
how the mixed case is handled for parabolic problems 8.
Note that each of the equation systems that needs to be solved in steps 2 and 3 is
actually two decoupled tri-diagonal systems that can be solved independently.
Ju¨rgen Geiser 13
4.6. Stability and consistency of the higher-order splitting method of
the vectorial wave equations
The consistency of the fourth-order splitting method is given in the following theorem.
We have for all sufficiently smooth functions Ux, t the following discretization order:
M4U  μ∇2U 
 λ 
 μ∇∇·U 
O
(
h4
)
. 4.29
Furthermore, the split operators are also discretized with the same order of accuracy.
Then, we obtain the following consistency result for the split method 4.28.
Theorem 4.7. The split method has a splitting error which for smooth solutions U is OΔt4, where
it is assumed that Δt  Oh.
Proof. We assume in the following that f  0, 0T . We add 4.28 and obtain, like in the scalar
case 1, the following result for the discretized equations
Dt
D
t
−U
n
j,k −M4
(
θUn
1j,k 
 1 − 2θUnj,k 
 θUn−1j,k
) −N4,θ
(
Un
1j,k − 2Unj,k 
Un−1j,k
)
 0, 4.30
where N4,θ  θ2Δt2MxxMyy 
MxxMxy 
MxyMyy 
 θ3Δt4MxxMyyMxy.
We, therefore, obtain a splitting error of N4,θUn
1j,k − 2Unj,k 
Un−1j,k .
For sufficient smoothness, we have Un
1
j,k
− 2Un
j,k

 Un−1
j,k
  OΔt2 and we obtain
N4,θUn
1 − 2Un 
Un−1  OΔt4.
It is important that the influence of the mixed terms can be also be discretized as
fourth-order method and, therefore, the terms are canceled in the proof.
For the stability, we have to denote an appropriate norm, which is in our case the
L2Ω.
In the following, we introduce the notation of the norms.
Remark 4.8. For our system, we extend the L2-norm as
‖U‖2L2  U,UL2 
∫
Ω
U2 dx, 4.31
where U2  u2 
 v2 or U2  u2 
 v2 
w2 in two and three dimensions.
Remark 4.9. For a discrete grid function Unj,k, the L2-norm is given as
∫
Ω
(
Unjk
)2
dx  Δx2
M∑
j,k
Unj,k, 4.32
where Δx is the uniform grid length in x and y, M is the number of grid points in x and y.
Further, Un
j,k
is the solution at grid point j, k and at time tn.
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Remark 4.10. The matrix
N4,θ  θ2Δt2
(MxxMyy 
MxxMxy 
MxyMyy
)

 θ3Δt4MxxMyyMxy , 4.33
where Mxx, Myy, and Mxy are symmetrical and positive-definite matrices, therefore, the
matrix N4,θ is also symmetrical and positive-definite.
Furthermore, we can estimate the norms and define a weighted norm, see 9, 10.
Remark 4.11. The energy norm is given as
(N4,θU,U
)
L2

∫
Ω
(N4,θUU
)
dx. 4.34
Consequently, we can denote
∥∥N4,θU
∥∥ ≤ ω‖U‖ ∀U ∈ Hd, 4.35
where ω ∈ R
 is the weight and N4,θ is bounded. d is the dimension, and H is Sobolev-space,
see 11.
The stability of the fourth-order splitting method is given in the following theorem.
Theorem 4.12. Let θ ∈ 0.25, 0.5, then the implicit time-stepping algorithm, see 3.5, and the split
procedure, see 4.28, are unconditionally stable. One can estimate the split procedure iteratively as
∥∥(1 −Δt2ω˜)1/2Dt
Unj,k
∥∥2 
 P
(Unj,k, θ
) ≤ ∥∥(1 −Δt2ω˜)1/2Dt
U0j,k
∥∥2 
 P
(U0j,k, θ
)
, 4.36
where one hasP±Un
j,k
, θ : θM4Unj,k,Unj,k
θM4Un±1j,k ,Un±1j,k 
1−2θM4Unj,k,Un±1j,k  andP± ≥
0 for θ ∈ 0.25, 0.5. Further, 1−Δt2ω˜ ∈ R
 is the factor for the weighted norm I−Δt2N4,θU ≤ ω˜U
for all U ∈ Hd.
We have to prove the iterative estimate for the split procedure and the proof is given
as follows.
Proof. To obtain an energy estimate for the scheme, we multiply with a test-function Dt0U
n
j,k.
The following result is given for the discretized equations, see also 4.30:
(I −Δt2N4,θ
)
Dt
D
t
−U
n
j,k −M4
(
θUn
1j,k 
 1 − 2θUnj,k 
 θUn−1j,k
)
 0. 4.37
So for n ≥ 1, we can rewrite 4.37 for the stability proof as follows:
((I −Δt2N4,θ
)
Dt
D
t
−U
n
j,k, D
t
0U
n
j,k
) − (M4
(
θUn
1j,k 
 1 − 2θUnj,k 
 θUn−1j,k
)
, Dt0U
n
j,k
)
 0. 4.38
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Multiplying with Δt and summarizing over the time levels, we obtain
∑
n
((I−Δt2N4,θ
)
Dt
D
t
−U
n
j,k, D
t
0U
n
j,k
)
Δt−
∑
n
(M4
(
θUn
1j,k 
1−2θUnj,k
θUn−1j,k
)
, Dt0U
n
j,k
)
Δt0,
4.39
for each term of the sum, one can derive the following identities. So for I −Δt2N4,θ, we have
((I −Δt2N4,θ
)
Dt
D
t
−U
n
j,k, D
t
0U
n
j,k
)
Δt 
1
2
((I −Δt2N4,θ
)(
Dt
 −Dt−
)
Unj,k,
(
Dt
 
D
t
−
)
Unj,k
)

∫
Ω
((I −Δt2N4,θ
)(
Dt
 −Dt−
))T(
Dt
 
D
t
−
)
Unj,k dx
≤ (1 −Δt2ω˜)
∫
Ω
(
Dt
U
n
j,k
)2(
Dt−U
n
j,k
)2
dx,
4.40
where the operator I − Δt2N4,θ is symmetric and positive-definite and we can apply the
weighted norm, see Remark 4.11 and 11.
We obtain the following result:
(
1 −Δt2ω˜)
∫
Ω
(
Dt
U
n
j,k
)2(
Dt−U
n
j,k
)2
dx 
1
2
∥∥(1 −Δt2ω˜)1/2Dt
Unj,k
∥∥2 − 1
2
∥∥(1 −Δt2ω˜)1/2Dt−Unj,k
∥∥2.
4.41
Further, for −M4, we have
( −M4
(
θUn
1j,k 
 1 − 2θUnj,k 
 θUn−1j,k
)
, Dt0U
n
j,k
)
Δt 
1
2
(P
(Unj,k, θ
) − P−(Unj,k, θ
))
. 4.42
Due to the result of the operators:
P−(Unj,k, θ
)
 P
(Un−1j,k , θ
)
, Dt−U
n
j,k  D
t

U
n−1
j,k , 4.43
we can recursively derive the following result:
∥∥(1 −Δt2ω˜)1/2Dt
Unj,k
∥∥2 
 P
(Unj,k, θ
) ≤ ∥∥(1 −Δt2ω˜)1/2Dt
U0j,k
∥∥2 
 P
(U0j,k, θ
)
, 4.44
where for θ ∈ 0.25, 0.5, we have P
Unj,k, θ ≥ 0 for all n ∈ N
, and, therefore, we have the
unconditional stability. The scalar proof is also presented in the work of 1.
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Remark 4.13. For θ  1/12, the split method is fourth-order accurate in time and space.
See the following theorem.
Theorem 4.14. One obtains a fourth-order accurate scheme in time and space for the split method,
see 4.28, when θ  1/12. That reads
Dt
D
t
−U
n
j,k −
1
12
M4
(
Un
1j,k − 2Unj,k 
Un−1j,k
)

M4Unj,k 
N4,θ
(
Un
1j,k − 2Unj,k 
Un−1j,k
)
 0, 4.45
whereM4 is a fourth-order discretization scheme in space.
The proof is given as follows.
Proof. We consider the following Taylor-expansion:
∂ttUnj,k  D
t

D
t
−U
n
j,k −
Δt2
12
∂ttttUnj,k 
O
(
Δt4
)
. 4.46
Furthermore, we have
∂ttttUnj,k ≈ M4∂ttUnj,k, 4.47
and we can rewrite 4.46 as
∂ttUnj,k ≈ Dt
Dt−Unj,k −
Δt2
12
M4∂ttUnj,k 
O
(
Δt4
)
≈ Dt
Dt−Unj,k −
Δt2
12
M4
(
Un
1j,k − 2Unj,k 
Un−1j,k
)

O(Δt4).
4.48
So the fourth-order time-stepping algorithm can be formulated as
Dt
D
t
−U
n
j,k −
1
12
M4
(
Un
1j,k − 2Unj,k 
Un−1j,k
) −M4Unj,k  0. 4.49
The split method 4.28 becomes
Dt
D
t
−U
n
j,k −
1
12
M4
(
Un
1j,k − 2Unj,k 
Un−1j,k
) −M4Unj,k −N4,1/12
(
Un
1j,k − 2Unj,k 
Un−1j,k
)
 0, 4.50
and we obtain a fourth-order split scheme cf. the scalar case 1.
Remark 4.15. As follows form Theorem 4.14, we obtain a fourth-order in time for θ  1/12.
For the stability analysis, the method is conditional stable for θ ∈ 0, 0.25. So the splitting
method will not restrict our stability condition for the fourth-order method with θ  1/12.
Our theoretical results are verified by the following numerical examples.
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5. Numerical experiments
In this section, we present the numerical experiments for scalar and vectorial wave equations.
The benefit of the splitting methods is discussed.
5.1. Numerical examples of the scalar wave equation
To test examples for the scalar wave equations, we discussed numerical experiments,
which are based on analytical solutions. We present various boundary conditions and also
spatial-dependent propagation functions. The benefit of the splitting method to reduce the
computational amount is discussed with respect to the approximation errors.
5.1.1. Test example 1: problem with analytical solution and Dirichlet boundary condition
We deal with a two-dimensional example with constant coefficients where we can derive an
analytical solution:
∂ttu  D21∂xxu 
D
2
2∂yyu, in Ω × 0, T,
ux, y, 0  u0x, y  sin
(
1
D1
πx
)
sin
(
1
D2
πy
)
, on Ω,
∂tux, y, 0  u1x, y  0, on Ω,
ux, y, t  sin
(
1
D1
πx
)
sin
(
1
D2
πy
)
cos
(√
2πt
)
, on ∂Ω × 0, T,
5.1
where the initial conditions can be written as ux, y, tn  u0x, y and ux, y, tn−1 
ux, y, tn
1  ux, y,Δt.
The analytical solution is given by
uanax, y, t  sin
(
1
D1
πx
)
sin
(
1
D2
πy
)
cos
(√
2πt
)
. 5.2
For the approximation error, we choose the L1-norm.
The L1-norm is given by
errL1 :
∑
i,j1,...,m
Vi,j
∣∣u(xi, yj , tn
) − uana
(
xi, yj , t
n)∣∣, 5.3
where uxi, yj , tn is the numerical and uanaxi, yj , tn is the analytical solution and Vi,j 
ΔxΔy.
Our test examples are organized as follows.
1 The non-stiff case. We choose D1  D2  1 with a rectangle as our model domain
Ω  0, 1 × 0, 1. We discretize with Δx  1/16 and Δy  1/16 and Δt  1/32 and
choose our parameter η between 0 ≤ η ≤ 1. The exemplary function values unum
and uana are taken from the center of our domain.
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Figure 1: Numerical error for standard and modified methods, with respect to the η parameter and
Dirichlet boundary conditions.
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Analytic-numeric Δx  1/32, Δy  1/32,
Δt  1/64, η  0.5
b
Figure 2: Numerical resolution of the wave equation: numerical approximation a and error functions b
for the Dirichlet boundary conditions Δx  Δy  1/32, Δt  1/64, D1  1, D2  1 classical method.
2 The stiff case. We choose D1  D2  0.01 with a rectangle as our model domain
Ω  0, 1 × 0, 1. We discretize with Δx  1/32 and Δy  1/32 and Δt  1/64 and
choose our parameter η between 0 ≤ η ≤ 1. The exemplary function values unum
and uana are taken from the point 0.5, 0.5625.
The experiments are done with the uncoupled standard discretization method i.e., the
finite differences methods for time and space, and with the operator splitting methods, i.e.,
the classical operator splitting method and the LOD method.
The numerical errors for the non-stiff case with Dirichlet boundary conditions are
presented in Figure 1 and their results in Figure 2.
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Figure 3: Numerical error for standard and modified methods, with respect to the η parameter, Dirichlet
boundary conditions and stiff case Δx  Δy  1/32, Δt  1/64, D1  1, D2  0.01.
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Figure 4: Numerical approximation and error function for the Dirichlet boundary in the stiff case Δx 
Δy  1/32, Δt  1/64, D1  1, D2  0.01.
The numerical errors for the stiff case with Dirichlet boundary conditions are
presented in Figure 3 and their results in Figure 4.
Remark 5.1. In the experiments, we compare the non-splitting with the splitting methods. We
obtain nearly the same results and could see improved results for the LOD method, which is
for η  1/12 a fourth-order method.
In the next test example, we study the Neumann boundary conditions.
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Figure 5: Numerical error for standard and modified methods, with respect to the η parameter and
Neumann boundary conditions.
5.1.2. Test example 2: problem with analytical solution and Neumann boundary condition
In this example, we modify our boundary conditions with respect to the Neumann boundary.
We deal with our 2D example where we can derive an analytical solution:
∂ttu  D21∂xxu 
D
2
2∂yyu, in Ω × 0, T,
ux, y, 0  u0x, y  sin
(
1
D1
πx
)
sin
(
1
D2
πy
)
, on Ω,
∂tux, y, 0  u1x, y  0, on Ω,
∂ux, y, t
∂n

∂uanalyx, y, t
∂n
 0, on ∂Ω × 0, T,
5.4
where Ω  0, 1 × 0, 1. D1  1, D2  0.5 and the initial conditions can be written as
ux, y, tn  u0x, y and ux, y, tn−1  ux, y, tn
1  ux, y,Δt.
The analytical solution is given as
canalyx, y, t  sin
(
1
D1
πx
)
sin
(
1
D2
πy
)
cos
(√
2πt
)
. 5.5
We have the same discretization methods as in test example 1.
The numerical errors for the non-stiff case with Neumann boundary conditions are
presented in Figure 5 and their results in Figure 6.
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Figure 6: Numerical resolution of the wave equation: numerical approximation a and error functions b
for the Neumann boundary condition Δx  Δy  1/32, Δt  1/64, D1  1, D2  1 classical method.
Remark 5.2. In the experiments, we can obtain the same accuracy as for the Dirichlet boundary
conditions. More accurate results are gained by the LOD method with small η. We obtain also
stable results in our computations.
5.1.3. Test example 3: spatial-dependent wave equation
In this experiment, we apply our method to the spatial-dependent problem, given by
∂ttu  D1x, y∂xxu 
D2x, y∂yyu, in Ω × 0, T,
u
(
x, y, tn
)
 u0, ∂tu
(
x, y, tn
)
 u1, on ∂Ω × 0, T,
ux, y, t  u2, on ∂Ω × 0, T,
5.6
where D1x, y  0.1x 
 0.01y 
 0.01, D2x, y  0.01x 
 0.1y 
 0.1.
To compare the numerical results, we cannot use an analytical solution, that is why in
a first prestep we are computing a reference solution. The reference solution is done with the
finite difference scheme with fine time and space steps.
Concerning the choice of the time steps, it is important to consider the CFL condition,
that is now based on the spatial coefficients.
Remark 5.3. We have assumed the following CFL condition:
Δt <
0.5 minΔx,Δy
maxx,y∈Ω
(
D1x, y, D2x, y
) . 5.7
For the test example, we define our model domain as a rectangle Ω  0, 1 × 0, 1.
The reference solution is obtained by executing the finite differences method and
setting Δx  1/256, Δy  1/256, and the time step Δt  1/256 < 0.390625.
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Figure 7: Numerical error for standard and modified methods, with respect to the η parameter, spatial-
dependent parameters, and Dirichlet boundary conditions.
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Figure 8: Dirichlet boundary condition: numerical solution and error function for the spatial-dependent
test example.
The model domain is given by a rectangle with Δx  1/16 and Δy  1/32. The time
steps are given by Δt  1/16 and 0 ≤ η ≤ 1.
The numerical errors for the spatial-dependent parameters with Dirichlet boundary
conditions are presented in Figure 7 and their results in Figure 8.
The numerical errors for the spatial-dependent parameters with Neumann boundary
conditions are presented in Figure 9 and their results in Figure 10.
Remark 5.4. In the experiments, we analyze the classical operator splitting and the LOD
method and show that the LOD method yields yet more accurate values.
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Figure 9: Numerical error for standard and modified methods with respect to the η parameter, spatial-
dependent parameters, and Neumann boundary conditions.
−0.5
0
0.5
1
0.5
0 0 0.2
0.4 0.6
0.8 1
Numeric solution Δx  1/32, Δy  1/32,
Δt  1/32, η  0.5
a
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
1
0.5
0 0 0.2
0.4 0.6
0.8 1
Analytic-numeric Δx  1/32, Δy  1/32,
Δt  1/32, η  0.5
b
Figure 10: Neumann boundary condition: numerical solution and error function for the spatial-dependent
test example.
5.2. Numerical experiments of the elastic wave propagation
To test a fourth-order split method, we have done grid convergence studies on two types of
problems. For the first, we impose a smooth solution of 2.4a using a specific form of the
forcing function f and check the error of the numerical solution against the known solution
as the grid is refined.
For the second problem, we use a singular forcing function 2.5, and compare
the numerical solution to a solution computed using the Green’s function for the free
space elastodynamic problem. The convergence for this case is dependent not only on
the approximations of time and space derivatives but also on how the Dirac function is
approximated.
24 International Journal of Mathematics and Mathematical Sciences
During the numerical testing, we have observed a need to reduce the allowable time
step when the ration of λ over μ became too large. This is likely from the influence of the
explicitly treated mixed derivative. For really high ratios >20, a reduction of 35% was
necessary to avoid numerical instabilities.
5.2.1. Initial values and boundary conditions
In order to start the time stepping scheme, we need to know the values at two earlier time
levels. Starting at time t  0, we know the value at level n  0 as U0  g0. The value at level
n  −1 can be obtained by Taylor expansion as
U−1  U0 −Δt∂tU0 
 Δt
2
2
∂ttU0 − Δt
3
6
∂tttU0 

Δt4
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∂ttttU0 
O
(
Δt5
)
, 5.8
where we use
∂tU0j,k  g1j,k, 5.9a
∂ttU0j,k ≈
1
ρ
(M4g0j,k
)

 fj,k
)
, 5.9b
∂tttU0j,k ≈
1
ρ
(M4g1j,k
)

 ∂tf0j,k
)
, 5.9c
∂ttttU0j,k ≈
1
ρ
(M22g0j,k
)

M4f0j,k 
 ∂ttf0j,k
)
, 5.9d
and also for 5.9c and 5.9d,
∂tf0j,k ≈
f1
j,k
− f−1
j,k
2Δt
, 5.9e
∂ttf0j,k ≈
f1j,k − 2f0j,k 
 f−1j,k
Δt2
. 5.9f
We are not considering the boundary value problem in this paper and so will not be
concerned with constructing proper difference stencils at grid points close to the boundaries
of the computational domain. We have simply added a two-point-thick layer of extra-grid
points at the boundaries of the domain and assigned the correct analytical solution at all
points in the layer every time step.
Remark 5.5. For the Dirichlet boundary conditions, the splitting method see 4.28 conserves
also the conditions. We can use for the 3 equations see 4.28, so for U∗, U∗∗, and for Un
1,
the same conditions.
For the Neumann boundary conditions and other boundary conditions of higher order,
we have also to split the boundary conditions with respect to the split operators, see 12.
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Table 1: Errors in max-norm for decreasing h and smooth analytical solution Utrue. Convergence rate
indicates a fourth-order convergence for the split scheme.
t  2 eh  ‖Un −Utrue‖∞
h case 1 log2e2h/eh case 2 log2e2h/eh
0.05 1.7683e-07 — 2.5403e-07 —
0.025 1.2220e-08 3.855 2.1104e-08 3.589
0.0125 7.9018e-10 3.951 1.4376e-09 3.876
0.006125 5.0013e-11 3.982 9.2727e-11 3.955
Table 2: Errors in max-norm for decreasing h and smooth analytical solution Utrue and using the non-split
scheme. Comparing with Table 1, we see that the splitting error is very small for this case.
t  2, eh  ‖Un −Utrue‖∞
h case 1 case 2
0.05 1.6878e-07 2.4593e-07
0.025 1.1561e-08 2.0682e-08
0.0125 7.4757e-10 1.4205e-09
0.006125 4.8112e-11 9.2573e-11
5.2.2. Test example
For the first test case, we use a forcing function
f 
(
sint − x siny − 2μ sint − x siny − λ 
 μ( cosx cost − y 
 sint − x siny),
sint − y sinx − 2Vs2 sinx sint − y − λ 
 μ( cost − x cosy 
 siny sint − y))T ,
5.10
giving the analytical solution
Utrue 
(
sinx − t siny, siny − t sinx)T . 5.11
Using the split method we solved 2.4a on a domain x × y  −11 × −11 up to t  2.
We used two sets of material parameters; for the first case ρ, λ, and μ were all equal to
1, for the second case ρ and μ were 1 and λ was set to 14. Solving on four different grids
with a refinement factor of two in each direction between the successive grids we obtained
the results shown in Table 1. The errors are measured in the ∞-norm defined as ‖Uj,k‖ 
maxmaxj,k|uj,k|,maxj,k|vj,k|. As can be seen we get the expected 4th order convergence for
problems with smooth solutions.
To check the influence of the splitting error N4,θ on the error we solved the same
problems using the non-split scheme 3.11. The results are shown in Table 2. The errors are
only marginally smaller than for the split scheme.
5.2.3. Singular forcing terms
In seismology and acoustics it is common to use spatially singular forcing terms which can
look like
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f  Fδxgt, 5.12
where F is a constant direction vector. A numeric method for 2.4a needs to approximate
the Dirac function correctly in order to achieve full convergence. Obviously we cannot expect
convergence close to the source as the solution will be singular for two and three dimensional
domains.
The analyzes in 13, 14 demonstrate that it is possible to derive regularized
approximations of the Dirac function, which result in point wise convergence of the solution
away from the sources. Based on these analyzes, we define one 2nd δh2 and one 4th δh4
order regularized approximations of the one dimensional Dirac function,
δh2
(
x˜
)

1
h
⎧⎪⎪⎨
⎪⎪⎩
1 
 x˜, −h ≤ x˜ < 0,
1 − x˜, 0 ≤ x˜ < h,
0, elsewhere,
5.13
δh4
(
x˜
)

1
h
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 

11
6
x˜ 

5
8
x˜2 

1
6
x˜3, −2h ≤ x˜ < −h,
1 

1
2
x˜ − x˜2 − 1
2
x˜3, −h ≤ x˜ < 0,
1 − 1
2
x˜ − x˜2 
 1
2
x˜3, 0 ≤ x˜ < h,
1 − 11
6
x˜ 
 x˜2 − 1
6
x˜3, h ≤ x˜ < 2h,
0, elsewhere,
5.14
where in the above x˜  x/h. The two and three dimensional Dirac functions are then
approximated as δh2,4x˜δh2,4y˜ and δh2,4x˜δh2,4y˜δh2,4z˜. The chosen time dependence was
a smooth function given by
gt 
⎧
⎨
⎩
exp
( −1
t1 − t
)
, 0 ≤ t < 1,
0, elsewhere,
5.15
which is C∞. Using this forcing function we can compute the analytical solution by
integrating the Green’s function given in 15 in time. The integration was done using
numerical quadrature routines from Matlab. Figures 11 and 12 shows examples of what the
errors look like on a radius passing through the singular source at time t  0.8 for different
grid sizes h and the two approximations δh2 and δh4 . As can be seen the error is smooth and
converges a small distance away from the source. However, using δh2 limits the convergence
to 2nd order, while using δh4 gives the full 4th order convergence away from the singular
source. When t > 1 the forcing goes to zero and the solution will be smooth everywhere.
Table 3 shows the convergence behavior at time t  1.1 for four different grids. Note that the
full convergence is achieved even if the lower order δh2 is used as an approximation for the
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Figure 11: The 2-logarithm of the error along a line going through the source point for a point force located
at x  0, y  0, and approximated in space by 5.14. Note that the error decays as Oh4 away from the
source, but not near it. The grid sizes were h  0.05 −·, 0.025 ·, 0.0125 −, 0.006125 ∗. The numerical
quadrature had an absolute error of approximately 10−11 ≈ 2−36, so the error cannot be resolved beneath
that limit.
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Figure 12: The 2-logarithm of the error along a line going through the source point for a point force located
at x  0, y  0, and approximated in space by 5.13. Note that the error only decays as Oh2 away from
the source. The grid sizes were h  0.05 −·, 0.025 ·, 0.0125 −, 0.006125 ∗.
Dirac function. The convergence rate approaches 4 as we refine the grids, even though the
solution was singular up to time t  1.
Remark 5.6. For a two dimensional problem the 4th order explicit method 3.10 can be
implemented using approximately 160 floating point operations flops per grid point. For
example, the split method requires approximately 120 flops first step plus 2 times 68 flops
second and third step for a total of 256 flops. This increase of about 60% in the number of
flops is somewhat offset by the larger time steps allowed by the split method, especially for
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Table 3: Errors in max-norm for decreasing h and analytical solution Utrue. Convergence rate approaches
4th order after the singular forcing term goes to zero.
t  1.1, eh  ‖Un −Utrue‖∞
h log2e2h/eh
0.05 1.1788e-04 —
0.025 1.4146e-05 3.0588
0.0125 1.3554e-06 3.3836
0.00625 1.0718e-07 3.6606
0.003125 7.1890e-09 3.8981
smooth material properties, making the two methods roughly comparable in computational
cost.
5.3. Three-dimensional test example for the elastic wave propagation
The motivation to compute also the three dimensional elastic wave propagation arose from
the need to understand the anisotropy of the different dimensions, see 2. We apply the
three-dimensional model 2.4a–2.4c for our proposed splitting schemes.
5.3.1. The splitting scheme
In three dimensions a 4th order difference approximation of the right hand side operator
becomes
M4 
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ 
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2
12
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2
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12
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(
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2
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(
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(
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(
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(
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(
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2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, 5.16
operating on grid functions Un
j,k,l
defined at grid points xj , yk, zl, tn similarly to the two
dimensional case. We can split M4 into six parts; Mxx, Myy, Mzz containing the three second
order directional difference operators, and Mxy, Myz, Mxz containing the mixed difference
operators.
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There are a number of different ways we could split this scheme, depending on how
we treat the mixed derivative terms. We have chosen to implement the following split scheme
in three dimensions:
1 ρ
U∗
j,k,l
− 2Un
j,k,l

Un−1
j,k,l
Δt2
M4Unj,k,l 
 θfn
1j,k,l 
 1 − 2θfnj,k,l 
 θfn−1j,k,l
2 ρ
U∗∗
j,k,l
−U∗
j,k,l
Δt2
 θMxx
(
U∗∗j,k,l − 2Unj,k,l 
Un−1j,k,l
)


θ
2
(Mxy 
Mxz
)(
U∗j,k,l − 2Unj,k,l 
Un−1j,k,l
)
3 ρ
U∗∗∗
j,k,l
−U∗∗
j,k,l
Δt2
 θMxx
(
U∗∗∗j,k,l − 2Unj,k,l 
Un−1j,k,l
)


θ
2
(Mxy 
Myz
)(
U∗∗j,k,l − 2Unj,k,l 
Un−1j,k,l
)
4 ρ
Un
1
j,k,l
−U∗∗∗
j,k,l
Δt2
 θMxx
(
Un
1j,k,l − 2Unj,k,l 
Un−1j,k,l
)


θ
2
(Mxz 
Myz
)(
U∗∗∗j,k,l − 2Unj,k,l 
Un−1j,k,l
)
.
5.17
The properties such as splitting error, accuracy, stability, and so forth, for the three
dimensional case are similar to the two dimensional case treated in the earlier sections.
5.3.2. Testing the three dimensional scheme
We have done some numerical experiments with the three dimensional scheme in order to
test the convergence and stability. We used a forcing
f  −−1
λ
4μ sint−x siny sinz−λ
μ cosx(2 sint siny sinz
 cost siny
z),
−−1
λ
4μ sinx sint−y sinz−λ
μ cosy(2 sint sinx sinz
 cost sinx
z),
−λ 
 μ cost − y cosz sinx
− siny(λ 
 μ cost − x cosz 
 −1 
 λ 
 4μ sinx sint − z))T ,
5.18
giving the analytical solution
Utrue 
(
sinx − t siny sinz, siny − t sinx sinz, sinz − t sinx siny)T . 5.19
As earlier we tested this for a number of different grid sizes. Using the same two sets of
material parameters as for the two dimensional case we ran up until t  2 and checked the
max error for all components of the solution. The results are given in Table 4. We have also
tested the three dimensional scheme using singular forcing functions approximated using
5.13 and 5.14. The results are very similar to the two dimensional case and we have
therefore omitted them here.
6. Conclusion
We have presented time splitting methods for the scalar and vectorial wave equation. The
contributions of this article concerns the higher order splitting methods, based on LOD
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Table 4: Errors in max-norm for decreasing h and smooth analytical solution Utrue. Convergence rate
indicates 4th order convergence for the three dimensional split scheme.
t  2 eh  ‖Un −Utrue‖∞
h case 1 log2e2h/eh case 2 log2e2h/eh
0.1 4.2986e-07 — 1.8542e-06 —
0.05 3.5215e-08 3.61 1.3605e-07 3.77
0.025 3.0489e-09 3.53 8.0969e-09 4.07
0.0125 2.0428e-10 3.90 4.7053e-10 4.10
method. We have designed with higher order spatial and time discretization methods the
stabile higher order splitting methods. The benefit of the splitting methods is due to the
different scales and therefore the computational process in decoupling the stiff and the
nonstiff operators into different equation is accelerated. The LOD method as a 4th-oder
method has the advantage of higher accuracy and can be used for such decoupling regards.
For our realistic application in elastic wave propagation, the split scheme has been proven
to work well in practice for different types of material properties It is comparable to the
fully explicit 4th order scheme 3.10 in terms of computational cost, but should be easier
to implement, as no difference approximations of higher order operators are needed.
In a next work we will discuss a model in seismology, which have to be more accurate
in the boundary conditions. For such models we have to develop higher order stable splitting
methods.
References
1 S. Kim and H. Lim, “High-order schemes for acoustic waveform simulation,” Applied Numerical
Mathematics, vol. 57, no. 4, pp. 402–414, 2007.
2 St. M. Day, J. Bielak, D. Dreger, et al., “Test of 3D elastodynamic codes: final report for lifelines project
1A01,” Tech. Rep., Pacific Earthquake Engineering Research Center, Berkeley, Calif, USA, 2001.
3 Z. S. Alterman and A. Rotenberg, “Seismic waves in a quarter plane,” Bulletin of the Seismological
Society of America, vol. 59, no. 1, pp. 347–368, 1969.
4 A. Ben-Menahem and S. J. Singh, Seismic Waves and Sources, Dover, Mineola, NY, USA, 2000.
5 G. Fairweather and A. R. Mitchell, “A high accuracy alternating direction method for the wave
equation,” Journal of the Institute of Mathematics and Its Applications, vol. 1, no. 4, pp. 309–316, 1965.
6 G. C. Cohen, Higher-Order Numerical Methods for Transient Wave Equations, Scientific Computation,
Springer, Berlin, Germany, 2002.
7 M. Lees, “Alternating direction methods for hyperbolic differential equations,” Journal of the Society
for Industrial and Applied Mathematics, vol. 10, no. 4, pp. 610–616, 1962.
8 R. M. Beam and R. F. Warming, “Alternating direction implicit methods for parabolic equations with
a mixed derivative,” SIAM Journal on Scientific and Statistical Computing, vol. 1, no. 1, pp. 131–159,
1980.
9 C. T. Kelley, Iterative Methods for Linear and Nonlinear Equations, vol. 16 of Frontiers in Applied
Mathematics, Society for Industrial and Applied Mathematics, Philadelphia, Pa, USA, 1995.
10 C. V. Pao, Nonlinear Parabolic and Elliptic Equations, Plenum Press, New York, NY, USA, 1992.
11 L. C. Evans, Partial Differential Equations, vol. 19 of Graduate Studies in Mathematics, American
Mathematical Society, Providence, RI, USA, 1998.
12 G. I. Marchuk, “Some applications of splitting-up methods to the solution of problems in
mathematical physics,” Aplikace Matematiky, vol. 1, pp. 103–132, 1968.
13 J. Walde´n, “On the approximation of singular source terms in differential equations,” Numerical
Methods for Partial Differential Equations, vol. 15, no. 4, pp. 503–520, 1999.
Ju¨rgen Geiser 31
14 A.-K. Tornberg and B. Engquist, “Numerical approximations of singular source terms in differential
equations,” Journal of Computational Physics, vol. 200, no. 2, pp. 462–488, 2004.
15 G. Eason, J. Fulton, and I. N. Sneddon, “The generation of waves in an infinite elastic solid by variable
body forces,” Philosophical Transactions of the Royal Society of London. Series A, vol. 248, no. 955, pp. 575–
607, 1956.
Mathematical Problems in Engineering
Special Issue on
Space Dynamics
Call for Papers
Space dynamics is a very general title that can accommodate
a long list of activities. This kind of research started with
the study of the motion of the stars and the planets back
to the origin of astronomy, and nowadays it has a large
list of topics. It is possible to make a division in two main
categories: astronomy and astrodynamics. By astronomy, we
can relate topics that deal with the motion of the planets,
natural satellites, comets, and so forth. Many important
topics of research nowadays are related to those subjects.
By astrodynamics, we mean topics related to spaceflight
dynamics.
It means topics where a satellite, a rocket, or any kind of
man-made object is travelling in space governed by the grav-
itational forces of celestial bodies and/or forces generated by
propulsion systems that are available in those objects. Many
topics are related to orbit determination, propagation, and
orbital maneuvers related to those spacecrafts. Several other
topics that are related to this subject are numerical methods,
nonlinear dynamics, chaos, and control.
The main objective of this Special Issue is to publish
topics that are under study in one of those lines. The idea
is to get the most recent researches and published them in
a very short time, so we can give a step in order to help
scientists and engineers that work in this field to be aware
of actual research. All the published papers have to be peer
reviewed, but in a fast and accurate way so that the topics are
not outdated by the large speed that the information flows
nowadays.
Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/mpe/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sy-
stem at http://mts.hindawi.com/ according to the following
timetable:
Manuscript Due July 1, 2009
First Round of Reviews October 1, 2009
Publication Date December 1, 2009
Lead Guest Editor
Antonio F. Bertachini A. Prado, Instituto Nacional de
Pesquisas Espaciais (INPE), São José dos Campos,
12227-010 São Paulo, Brazil; prado@dem.inpe.br
Guest Editors
Maria Cecilia Zanardi, São Paulo State University
(UNESP), Guaratinguetá, 12516-410 São Paulo, Brazil;
cecilia@feg.unesp.br
Tadashi Yokoyama, Universidade Estadual Paulista
(UNESP), Rio Claro, 13506-900 São Paulo, Brazil;
tadashi@rc.unesp.br
Silvia Maria Giuliatti Winter, São Paulo State University
(UNESP), Guaratinguetá, 12516-410 São Paulo, Brazil;
silvia@feg.unesp.br
Hindawi Publishing Corporation
http://www.hindawi.com
International Journal of Mathematics and Mathematical Sciences
Special Issue on
Selected Papers from ICMS’10
Call for Papers
The First International Conference on Mathematics and
Statistics (ICMS’10), which will be held in Sharjah, UAE
(March 18–21, 2010) aims at bringing together researchers
and scientists working in the fields of pure and applied
mathematics, mathematics education, and statistics. The
proposed technical program of the conference will include
paper presentations and keynote lectures in algebra, analysis,
applied mathematics, applied statistics, differential equa-
tions, discrete mathematics, financial mathematics, mathe-
matics education, number theory, numerical analysis, prob-
ability theory, statistics, stochastic differential equations,
topology, and geometry. Organizing this conference will help
build bridges between institutions and encourage interaction
among researchers from different disciplines from the region
and worldwide.
Authors will be required to rewrite their conference papers
as full-length manuscripts that extend substantially from
their conference submission. All papers will be rigorously
reviewed, and three review reports for each paper will be
solicited.
Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/ijmms/guidelines.html. Prospective
authors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/ according to the following
timetable:
Manuscript Due May 1, 2010
First Round of Reviews August 1, 2010
Publication Date November 1, 2010
Lead Guest Editor
Mahmoud Anabtawi, American University of Sharjah,
P.O. Box 26666, Sharjah, UAE; manabtawi@aus.edu
Guest Editors
Zayid Abdulhadi, American University of Sharjah, P.O.
Box 26666, Sharjah, UAE; zahadi@aus.edu
Ayman Badawi, American University of Sharjah, P.O. Box
26666, Sharjah, UAE; abadawi@aus.edu
Carl Cowen,Mathematical Sciences Building, Purdue
University, 150 N. University Street West, Lafayette, IN
47907, USA; ccowen@iupui.edu
Hana Sulieman, American University of Sharjah, P.O. Box
26666, Sharjah, UAE; hsulieman@aus.edu
Hindawi Publishing Corporation
http://www.hindawi.com
Fixed Point Theory and Applications
Special Issue on
Impact of Kirk’s Results in the Development of
Fixed Point Theory
Call for Papers
Kirk’s fixed point theorem published in 1965 had a profound
impact in the development of the fixed point theory over the
last 40 years. Through the concept of generalized distance,
Tarski’s classical fixed point theoremmay be seen as a variant
of Kirk’s fixed point theorem in discrete sets. This shows
among other things the power of this theorem.
This special issue will focus on any type of applications of
Kirk’s fixed point theorem. It includes:
• Nonexpansive mappings in Banach and metric spaces
• Multivalued mappings in Banach and metric spaces
• Monotone mappings in ordered sets
• Multivalued mappings in ordered sets
• Applications to nonmetric spaces like modular func-
tion spaces
• Applications to logic programming and directed gra-
phs
Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/fpta/guidelines.html. Articles publis-
hed in this Special Issue shall be subject to a reduced
Article Processing Charge of C200 per article. Prospective
authors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/ according to the following
timetable:
Manuscript Due October 1, 2009
First Round of Reviews January 1, 2010
Publication Date April 1, 2010
Lead Guest Editor
M. A. Khamsi, Department of Mathematical Science,
University of Texas at El Paso, El Paso, TX 79968, USA;
mohamed@utep.edu
Guest Editor
Tomas Domínguez-Benavides, Departamento de Análisis
Matemático, Universidad de Sevilla, 41080 Sevilla, Spain;
tomasd@us.es
Hindawi Publishing Corporation
http://www.hindawi.com
