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Abstract
We prove a new bound on the product of the nth successive minimum of an automorphism of GL(N, kA)
and the (N − n + 1)th successive minimum of its dual, extending a classical inequality of K. Mahler for
polar lattices to the geometry of numbers over the adèles. As a corollary we derive the Absolute Siegel’s
Lemma in Q as stated by D. Roy and J.L. Thunder.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
Let Λ ⊂ RN be an N -dimensional lattice. In the classical geometry of numbers [2], for 1 
n N , the nth successive minimum of Λ with respect to the Euclidean norm, denoted μn(Λ),
is the infimum of the numbers μ such that there exist n linearly independent vectors contained
in Λ of (Euclidean) norm at most μ. In other words, for 1 nN , the nth successive minimum
of Λ is
μn(Λ) = inf
{
μ: ∃ linearly independent x1, . . . ,xn ∈ RN with |x1|, . . . , |xn| μ
}
.
One of the main results about successive minima is Minkowski’s Successive Minima Theorem
[5], [2, p. 203], which, in its simplest form, asserts that
N∏
n=1
μn(Λ)
2N
VN
detΛ, (1)
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Another classical result is Mahler’s Inequality [4], [2, p. 219] that bounds the product of
the nth successive minimum of a lattice and the (N − n + 1)th successive minimum of the
corresponding dual lattice for 1  n  N . The dual (or polar) lattice Λ∗ of a lattice Λ is the
lattice consisting of all vectors y ∈ RN such that the canonical bilinear form evaluated at x
and y,
b(x,y) = x1y1 + · · · + xnyn,
is an integer for all x ∈ Λ. Specifically, Mahler’s Inequality asserts that for all 1 nN ,
1 μn(A)μN−n+1(A∗)N ! (2)
In the last twenty years, some of the results in the classical geometry of numbers have been
generalized to number fields and Q via the absolute Weil height [12] and, by appealing to the
adèles, via the twisted height [6]. Viewed from the perspective of Diophantine and transcendental
number theory, these results are also generalizations of the classical result of Siegel [8] and are
known as Siegel’s Lemma or Absolute Siegel’s Lemma.
We now describe the setting for this generalization. Let k be an algebraic number field, v a
place of k, and kv the completion of k at v. Let d = [k : Q] be the global degree and dv = [kv : Qv]
the local degree. We denote the collection of all places of k by M(k). As in [6] and [12], if v | ∞,
let ‖ ‖v be the unique absolute value on kv that extends the usual Euclidean absolute value, and
if v  ∞, let ‖ ‖v be the unique absolute value on kv that extends the usual p-adic absolute value
on Qp . Further, let | |v = ‖ ‖dv/dv . The virtue of the second absolute value is that the product
formula holds, i.e., ∏
v∈M(k)
|x|v = 1.
If x = (x1, . . . , xN) is a vector in kN , then we extend the absolute values at a place v ∈ M(k)
to a norm on kN by setting
‖x‖v =
{
(
∑N
n=1 ‖xn‖2v)1/2, v | ∞,
max1nN ‖xn‖v, v  ∞
and |x|v = ‖x‖dv/dv . The absolute Weil height of x is then defined as
H(x) =
∏
v∈M(k)
|x|v.
In fact, the absolute Weil height is well-defined as a function on QN , for, if x ∈ kN ⊂ KN ,
∏
v∈M(k)
|x|v =
∏
v∈M(k)
∏
w∈M(K),w|v
|x|w =
∏
w∈M(K)
|x|w.
Thus, no matter which particular number field we view as containing the entries of x, H(x) yields
the same value.
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H(V ) =
∏
v∈M(k)
|x1 ∧ · · · ∧ xM |v,
where ∧ denotes the wedge product. Thanks to the product formula, the height of a subspace is
independent of the choice of basis. We set H({0}) = 1, and the product formula gives H(kN) = 1.
Again, H is well-defined as a function on subspaces of QN .
Let kA denote the adèle ring of k and view k as a subring of kA via the diagonal embedding.
Let A = (Av) ∈ GL(N, kA) be an automorphism of kNA . It turns out that (detAv) is an idèle, and
so the adelic norm of A,
|A|A =
∏
v∈M(k)
|detA|v,
is well-defined.
Following [6], we define the twisted height of a vector x ∈ kN by
HA(x) =
∏
v
∣∣Av(x)∣∣v.
and of a subspace V with basis {x1, . . . ,xM} by
HA(V ) =
∏
v∈M(k)
|Avx1 ∧ · · · ∧ AvxM |v.
As with the Weil height, this twisted height is well-defined as a function on subspaces of QN .
Again, HA({0}) = 1, and it is easy to verify that
HA
(
QN
)= ∏
v∈M(k)
|detAv|v = |detA|A.
Now we are ready to define successive minima and duality in the adelic context. For 1 
nN , the nth (absolute) successive minimum of A is
μn(A) = inf
{
μ: ∃ linearly independent x1, . . . ,xn ∈ QN with HA(x1), . . . ,HA(xn) μ
}
.
Notice that this definition is exactly in sympathy with the classical definition. The dual of A is
A∗ = (AT )−1 = ((ATv )−1) ∈ GL(N, kA).
Observe that |A∗|A = |A|−1A , and for any vectors x,y ∈ QN and any place w of a field containing
the entries of Av , x, and y, the canonical bilinear form evaluated at Avx,A∗vy is equal to the
canonical bilinear form evaluated at x,y:
b
(
Avx,A
∗
vy
)= xT ATv A∗vy = xT ATv (ATv )−1y = xT y = b(x,y).
Thus, for any vectors x,y ∈ QN such that b(x,y) 
= 0, the product formula ensures that
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∏
v∈M(k)
∣∣b(x,y)∣∣
v
=
∏
v∈M(k)
∣∣b(Avx,Avy)∣∣v

∏
v∈M(k)
∣∣Av(x)∣∣v∣∣A∗v(y)∣∣v
= HA(x)HA∗(y). (3)
Our main result is the following analogue of (2).
Theorem 1. Let A ∈ GL(N, kA). Then for any 1 nN ,
1 μn(A)μN+1−n(A∗) e
N−1
2 .
A corollary of this result is the following analogue of (1). It is equivalent to the Absolute
Siegel’s Lemma due to Roy and Thunder [6].
Theorem 2. (See Theorem 6.3 in [6].) Let A ∈ GL(N, kA). Then
N∏
n=1
μn(A) e
N(N−1)
4 |A|A.
A much weaker inequality for the products in Theorem 1 can be obtained directly from The-
orem 2 as follows.
The nondegeneracy of the canonical bilinear form ensures that for any 1  n  N and any
 > 0, there exist vectors x,y ∈ QN such that b(x,y) 
= 0, HA(x) (1+)μn(A), and HA(y)
(1 + )μN−n+1(A∗). Using inequality (3) and letting  → 0, we find
1 μn(A)μN−n+1(A∗), (4)
thus establishing the lower bound in Theorem 1. Next, applying Theorem 2 to A and A∗, we find
N∏
n=1
μn(A)μN−n+1(A∗) =
N∏
n=1
μn(A)μn(A
∗) e
N(N−1)
2 . (5)
Thus, (4) and (5) imply that for any 1 nN ,
1 μn(A)μN+1−n(A∗) e
N(N−1)
2 .
This result (together with the preceding argument) is exactly Theorem 7.1 in [6], and it can be
viewed as an analogue of the weaker inequality in [4], [2, p. 221].
As we noted earlier, Theorem 2 is also known as the Absolute Siegel’s Lemma. The Bombieri–
Vaaler version of Siegel’s Lemma [1] may be restated as follows. Let k be an algebraic number
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in k so that
N∏
n=1
HA(xn) C(k,N)|A|A. (6)
The constant C(k,N) depends on the discriminant of the field k; an upper bound is given in [12],
and a lower bound is in [11]. The best possible value of C(Q,N) is γQ(N)N/2 where γQ(N)1/2
is the classical Hermite’s constant [10]. Since there are only finitely many fields with bounded
discriminant, C(k,N) increases as [k : Q] increases.
By the definition of successive minima, the Roy–Thunder version of the Absolute Siegel’s
Lemma shows that there exists a basis {x1, . . . ,xN } for QN with entries in Q (instead of k)
such that (6) holds with the constant C(k,N) replaced by (1 + )e N(N−1)4 . The Absolute Siegel’s
Lemma has many applications; see for example [3,7].
Our proof of Theorem 1 is by induction on N . In the base case N = 2, we use a result of
Roy and Thunder, and in the inductive case, we rely on the Duality Theorem. We then derive
Theorem 2 as a consequence of Theorem 1 by an easy inductive argument, without appealing to
any local calculations.
2. Preliminary results
We quote here without proof the Duality Theorem [9] and two results in [6]. Let k be an
algebraic number field and let A ∈ GL(N, kA). Given a subspace V of QN , let V ⊥ denote the
orthogonal complement of V with respect to the canonical bilinear form
b(x,y) = x1y1 + · · · + xnyn.
The Duality Theorem relates the twisted heights of V and V ⊥.
Theorem 3 (Duality Theorem). Let V be a subspace of QN . Then, HA(V ) = |A|AHA∗(V ⊥).
Twisted heights are very useful partly because they show that working with A ∈ GL(N, kA)
in an M-dimensional subspace of QN is essentially the same as working with some B ∈
GL(M,KA) in QM , where K is an extension of k.
Lemma 4. (See Proposition 4.2 and Corollary 4.3 in [6].) Let A ∈ GL(N, kA) and let V be
a subspace of QN of dimension M . Then, there exists an injective linear map φ : QM → QN ,
defined over some extension K of k, whose image is V , and an automorphism B ∈ GL(M,KA)
such that for all subspaces W of QM ,
HA
(
φ(W)
)= HB(W).
In particular, HA(V ) = |B|A.
An immediate corollary of Lemma 4 is that for 1  n  M , μn(A)  μn(B). Indeed, let
{x1, . . . ,xn} is a linearly independent set in QM with
HB(xj ) (1 + )μn(B),
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HA
(
φ(xj )
)= HB(xj ) (1 + )μn(B) (7)
for all j , 1  j  n. However, by the definition of successive minima of A, for some J , 1 
J  n,
μn(A)HA
(
φ(xJ )
)
. (8)
Combining (7) and (8) and letting  → 0, we obtain μn(A)  μn(B). We use this observation
freely in the next two sections.
As noted in the introduction, we also need the following result in the case N = 2.
Lemma 5. (See Proposition 5.1 in [6].) Let A ∈ GL(2, kA). Then, μ1(A)μ2(A) e1/2|A|A.
3. Key theorem
We first prove a special case of Theorem 1 that bounds the product of the N th successive
minimum of A and the first successive minimum of A∗. From it we can derive the remaining
products in Theorem 1.
As usual, let k be a number field.
Theorem 6. Let A ∈ GL(N, kA). Then, μN(A)μ1(A∗) e(N−1)/2.
We can generalize successive minima to n-dimensional subspaces of QN for any nN . Let
σ(n,A) = inf{σ : ∃V ⊂ QN with dimV = n and HA(V ) σ}.
So, in this notation, σ(1,A) = μ1(A). The Duality Theorem, therefore, asserts that
μ1(A) = |A|Aσ(N − 1,A∗). (9)
The Duality Theorem then yields the following corollary of Theorem 6.
Corollary 7. Let A ∈ GL(N, kA). Then,
μN(A)σ(N − 1,A) e N−12 |A|A. (10)
Moreover, for all  > 0, there exist v ∈ QN and V ⊂ QN of dimension N − 1 (possibly contain-
ing v) such that all of the following hold:
μN(A)HA(v) (1 + )1/2μN(A), (11)
σ(N − 1,A)HA(V ) (1 + )1/2σ(N − 1,A), (12)
and
HA(v)HA(V ) (1 + )e N−12 |A|A. (13)
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nition of successive minima, there exists w /∈ V with HA(w)HA(v) allowing us to replace v
by w in (13). Of course, in that case (11) would not necessarily hold.
Proof of Corollary 7. Applying (9) to A∗ and using Theorem 6, we find
μN(A)σ(N − 1,A) = μN(A)μ1(A∗)|A|A  e N−12 |A|A,
which is (10). By the definition of μN(A) and σ(N − 1,A), for all  > 0, there exist v ∈ QN
and V ⊂ QN of dimension N − 1 satisfying (11) and (12), respectively. Multiplying these two
inequalities and applying (10) establishes (13). 
Before proving Theorem 6, we need a lemma that allows us to treat almost all cases of Theo-
rem 5. With the help of Lemma 4, it is essentially a corollary of Corollary 7.
Lemma 8. Let 2M N −1, and suppose Theorem 6 holds for M . Let V ⊂ QN be a subspace
of dimension M and let  > 0. Then, there exists a basis {v1, . . . ,vM} for V and a subspace
V ′ ⊂ V of dimension N − 1 (possibly containing vM ) such that
HA(v1)HA(v2) · · ·HA(vM); (14)
and
HA(vM)HA(V
′) (1 + )eM−12 HA(V ). (15)
Moreover, μM(A)HA(vM).
Proof. Let φ :QM → QN and B ∈ GL(N − 1,KA) be the maps given by Lemma 4 applied to V
and A. (Consequently K is an extension of k.) So in particular HA(V ) = |B|A.
Fix  > 0. By Corollary 7 applied to B , there exist a vector w ∈ QM and a subspace W ⊂ QM
of dimension M − 1 with
HB(w)HB(W) (1 + )eM−12 |B|A (16)
and μM(B)HB(w).
By definition of successive minima, we can find a basis {w1, . . . ,wM} of QM with wM = w
such that
HB(w1) · · ·HB(wM). (17)
Now, for 1mM , let vm = φ(wm), and let V ′ = φ(W); then (17) together with Lemma 4
yields (14). Similarly, using (16), we obtain
HA(vM)HA(V
′) = HB(wM)HB(W)
= HB(w)HB(W)
 eM−12 |B|A
= eM−12 HA(V ),
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μM(A) μM(B)HB(wM) = HA
(
φ(wM)
)= HA(vM),
completing the proof. 
We can now prove Theorem 6 by induction. If N = 2, then according to (9), μ1(A∗) =
|A∗|Aμ1(A). Using this fact together with Lemma 5 applied to A, we have
μ2(A)μ1(A
∗) = μ1(A)μ2(A)|A∗|A  e1/2|A|A|A∗|A = e1/2.
The last line follows from the observation that |A|A = |A∗|−1A .
Now suppose that Theorem 6 (and Corollary 7) hold for N − 1. Let  > 0. By the definition
of successive minima and the Duality Theorem, there exist distinct vectors v1,v2 ∈ QN and
subspaces V1 = {v1}⊥ and V2 = {v2}⊥ of dimension N − 1 such that for t = 1,2,
HA(Vt ) = |A|AHA∗(vt ) (1 + )|A|Aμt(A∗). (18)
Note that since v1 and v2 are distinct, V1 
= V2.
By Lemma 8, for t = 1,2, there exist bases {vt,1, . . . ,vt,N−1} for Vt and subspaces V ′t ⊂ Vt
of dimension N − 2, so that
HA(vt,1) · · ·HA(vt,N−1) (19)
and
HA(vt,N−1)HA
(
V ′t
)
 (1 + )e N−22 HA(Vt ). (20)
Since V1 
= V2, for some n, 1 nN − 1, v2,n /∈ V1. Therefore {v1,1, . . . ,v1,N−1,v2,n} is a
basis for QN , and by definition of successive minima at least one of these vectors has height at
least μN(A). In light of (19), we have that either
μN(A)HA(v1,N−1)
or
μN(A)HA(v2,n)HA(v2,N−1).
So, fix t such that
μN(A)HA(vt,N−1). (21)
To ease notation let u= vt,N−1 and U = V ′t . Thus, combining (20), (21), and (18)
μN(A)HA(U)HA(u)HA(U)
 (1 + )e N−22 HA(Vt )
 (1 + )2e N−22 |A|Aμt(A∗). (22)
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HA∗
(
U⊥
)= |A∗|AHA(U). (23)
Lemma 4 applied to A∗ and U⊥ yields an automorphism B ∈ GL(2, kA) such that together
with Lemma 5, we obtain
μ1(A
∗)μ2(A∗) μ1(B)μ2(B)
 e1/2|B|A
= e1/2HA∗
(
U⊥
)
. (24)
Thus, combining (23) and (24),
μ1(A
∗)μ2(A∗) e1/2HA∗
(
U⊥
)
. (25)
Combining (22), (23), and (25), we have
μN(A)μ1(A
∗)μ2(A∗) (1 + )2e N−12 μt(A∗).
If t = 2, the expression reduces to
μN(A)μ1(A
∗) (1 + )2e N−12 . (26)
Alternatively, we find
μN(A)μ2(A
∗) (1 + )2e N−12 .
Since μ1(A∗)  μ2(A∗), (26) holds in this case as well. Taking  → 0 completes the proof of
the inductive case of Theorem 6.
4. Proof of Theorem 1
We have already proven the lower bound in Theorem 1 in the Introduction. It remains to verify
the upper bound.
If n = 1 or n = N , the upper bound in Theorem 1 is exactly the statement of Theorem 6,
which we have already proven. Thus it remains to prove the upper bound in the theorem for
2 nN − 1. Here Lemma 8 will again play a crucial role.
Let m be an integer such that 1mN − 2. Given  > 0, let V be a subspace of QN having
dimension m such that
HA∗(V ) (1 + )σ (m,A∗).
Using the Duality Theorem, dimV ⊥ = N − m and
HA
(
V ⊥
)
 (1 + )|A|Aσ(m,A∗). (27)
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to V ⊥, there exist a vector u ∈ V ⊥ and a subspace U of V ⊥ of dimension N − m − 1 such that
μN−m(A)HA(u) and
HA(u)HA(U) (1 + )e N−m−12 HA
(
V ⊥
)
.
Consequently,
μN−m(A)HA(U) (1 + )e N−m−12 HA
(
V ⊥
)
. (28)
Now consider U⊥. It has dimension N − (N −m− 1) = m+ 1 with 2m+ 1N − 1. An
application of Lemma 8 as before guarantees the existence of Z ⊂ U⊥ of dimension m such that
μm+1(A∗)HA∗(Z) (1 + )em/2HA∗
(
U⊥
)
. (29)
Finally, since dimZ = m, by definition of σ(m,A∗), we have σ(m,A∗)HA∗(Z). Combin-
ing this fact with (29) and using the Duality Theorem,
μm+1(A∗)σ (m,A∗) μm+1(A∗)HA∗(Z)
 (1 + )em/2HA∗
(
U⊥
)
= (1 + )em/2HA(U)|A∗|A.
Multiplying both sides by μN−m(A) and using (27) and (28) as well as the fact that
|A|A = |A∗|−1A , we have
μN−m(A)μm+1(A∗)σ (m,A∗) (1 + )em/2μN−m(A)HA(U)|A∗|A
 (1 + )2e N−12 HA
(
V ⊥
)|A∗|A
 (1 + )3e N−12 σ(m,A∗).
Canceling σ(m,A∗) on both sides and letting  → 0, we have
μN−m(A)μm+1(A∗) e
N−1
2 .
Since 1mN − 2, we let n = N − m, and the desired inequality follows.
5. Proof of Theorem 2
We proceed by induction on N . If N = 2, Theorem 2 is exactly Lemma 5.
Now suppose that Theorem 2 holds for N − 1. Given  > 0, let v and V be as in Corollary 7,
so that
HA(v)HA(V ) (1 + )e N−12 |A|A. (30)
By the remarks following Corollary 7, we may assume that v /∈ V .
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and A, so that in particular |B|A = HA(V ). By the inductive hypothesis, there exists a basis
{x1, . . . ,xN−1} of QN−1 with
N−1∏
n=1
HB(xn) (1 + )e (N−1)(N−2)4 |B|A.
Applying the map φ, {φ(x1), . . . , φ(xN−1)} is a basis of V and
N−1∏
n=1
HA
(
φ(xn)
)
 (1 + )e (N−1)(N−2)4 HA(V ). (31)
Thus, using (30) and (31), {v, φ(x1), . . . , φ(xN−1)} is a basis of QN with
HA(v)
N−1∏
n=1
HA
(
φ(xn)
)
 (1 + )e (N−1)(N−2)4 HA(v)HA(V )
= (1 + )e (N−1)(N−2)4 HA(v)HA(V )
 (1 + )2e N−12 e (N−1)(N−2)4 |A|A
= (1 + )2e N(N−1)4 |A|A.
Letting  → 0 shows that Theorem 2 holds for N and thus completes the proof of the inductive
case of Theorem 2.
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