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Abstract
If A is a weak C∗-Hopf algebra then the category of finite dimensional unitary represen-
tations of A is a monoidal C∗-category with monoidal unit being the GNS representation
Dε associated to the counit ε. This category has isomorphic left dual and right dual objects
which leads, as usual, to the notion of dimension function. However, if ε is not pure the
dimension function is matrix valued with rows and columns labelled by the irreducibles
contained in Dε. This happens precisely when the inclusions A
L ⊂ A and AR ⊂ A are not
connected. Still there exists a trace on A which is the Markov trace for both inclusions.
We derive two numerical invariants for each C∗-WHA of trivial hypercenter. These are
the common indices I and δ, of the Haar, respectively Markov conditional expectations of
either one of the inclusions AL/R ⊂ A and AˆL/R ⊂ Aˆ. In generic cases I > δ. In the special
case of weak Kac algebras we show that I = δ is an integer.
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1 Introduction
We continue the analysis of weak Hopf algebras started in [4] the main issue now being
the structure of weak C∗-Hopf algebras. We use the notations and terminology of [4]
which will be referred to as I. and the theorems, equations, etc. there will be quoted as
(I.3.12) for example.
Being a ”quantum groupoid”, i.e. a generalized concept of symmetry, weak Hopf
algebras (WHA’s) have representation categories with monoidal product and notions of
left dual and right dual objects. In case of C∗-WHA’s this category repA is a monoidal
C∗-category in which the left dual and right dual are canonically isomorphic, due to the
existence of the canonical grouplike element g of Prop.I.4.9. repA is semisimple and
the finite set Sec A of equivalence classes of irreducibles are called the set of sectors,
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a term borrowed from quantum field theory. The subset Vac A of sectors that occur
in the decomposition of the monoidal unit Vε of repA are called vacua. This name is
supported by the behaviour of general sectors under the monoidal product: They have
a groupoidlike composition law in which Vac A plays the role of the set of units. Thus
generic sectors can be thought of as interpolating between different vacua, we call them
solitons, again by some, however vague, quantum field theoretic motivation. (For an
approach to solitons in algebraic quantum field theory see [8].)
As it is well known isomorphism of the left dual and right dual allows one to introduce
a faithful tracial map φV : EndV → EndVε for each object V of repA which leads then
to a notion of dimension dV of representations. For uniqueness of φV and therefore of
dV one uses a distinguished choice of the rigidity intertwiners inherent in the definition
of duals. If the WHA A is pure, i.e. its trivial representation Vε is irreducible, then
this choice is precisely the standard rigidity intertwiners of [11]. If Vε is not irreducible,
i.e. decomposes into more than one vacuum representation, then standardness needs a
modification which results in a notion of dimension which assigns to the representation V
a matrix dV the rows and columns of which are labelled by the set of vacua. Irreducibles
q ∈ Sec A have dimension matrices dq which are products of a matrix unit with a positive
number dq, sometimes also called the dimension of q. The matrix unit content of dq is,
however, necessary for the dimension function V 7→ dV to be multiplicative and additive.
Sections 2 and 3 are dealing with the structure of representation categories of WHA’s,
with soliton sectors, and the dimension matrix. As a little deviation from the main
course, in Subsection 3.8 we construct Frobenius-Schur indicators for C∗-WHA’s that
has already been introduced in [7].
There is an other aspect of WHA’s that go well beyond their representation categories.
It is the 2-dimensional array of inclusions one obtains from the two inclusions AL ⊂
A ⊃ AR by repeated applications of the Jones construction. This is a kind of standard
invariant [17] for a to-be-constructed depth 2 inclusion of algebras for which the tower
AL ⊂ A ⊂ A>⊳ Aˆ ⊂ . . . is the (first) derived tower. In the C∗ setting this offers a way to
describe finite index depth 2 inclusions of von Neumann algebras (of finite dimensional
centers) as a crossed product w.r.t an action of a C∗-WHA [15]. This is a special case of
the much more general situation considered in [6].
The above mentioned array of inclusions (see Fig.2) can be thought of as the selfinter-
twiner algebras of certain 1-morphisms in a C∗-2-category with duals for 1-morphisms.
Although this 2-category will not be made precise in this paper, it offers a good intuitive
guideline to describe the structure of WHA’s algebraically.
For example, we find an extension of the dimension function to the sectors of AL/R,
which would be meaningless in the representation category of AL/R since they are not
coalgebras. The dimension da of a sector a ∈ Sec AL is again a matrix but with rows from
Vac A and columns from Vac Aˆ. By additivity, the dimension matrix of AL ∼= ⊕aMna
(more precisely of the 1-morphism the selfintertwiner algebra of which is AL) is given
by dL =
∑
a nada and it plays the role of a generator. The dimension matrix d
R of AR
(i.e. that of the 1-morphism dual to that of AL) is the transpose of dL and those of the
WHA’s A and Aˆ are obtained as the matrix products
dA = d
LdR , dAˆ = d
RdL . (1.1)
The dimension matrices dA and dAˆ are of course the same that one obtains from their
representation categories, as C∗-WHA’s. In case of a finite group these relations become
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unduly trivial: They simply say that A and Aˆ have the same dimension and both of
them are the squares of their square roots.
Not every triple AL ⊂ A ⊃ AR can become the left and right subalgebra of a C∗-WHA
A. In order to understand what restrictions this imposes on the given inclusion triple
measure theoretic concepts, such as the Haar conditional expectations EL/R:A→ AL/R
and the Markov conditional expectations E
L/R
M :A → AL/R, turn out to be useful. We
prove in Theorem 4.4 that a common Markov trace on A exists for the two inclusions
AL ⊂ A and AR ⊂ A implying, among others, that the inclusion matrices of all of the
connected components of AL ⊂ A have the same norm. Moreover this norm and the
analogue norm for Aˆ coincide, although the inclusion matrix of AˆL ⊂ Aˆ and that of
AL ⊂ A may be completely different.
The indices I and δ of the Haar and the Markov conditional expectations, respectively,
provide ”scalar” (more precisely hypercentral) elements of A. They can be expressed
algebraically in terms of the integer multiplicities nq and the intrinsic dimensions dq only
in special cases. We give these special cases here:
I = dimAL ·∑
q
d2q if A is pure and S
2|AL = id |AL (1.2)
δ =
∑
q
nqdq if A is pure. (1.3)
For the general case see Subsections 4.3 and 4.4. All these formulae generalize the well
known identity dimA =
∑
q n
2
q valid for a finite group or a finite dimensional C
∗-Hopf
algebra. The occurence of two different indices (in general I ≥ δ) is related to non-
triviality of S2, the square of the antipode. In weak Kac algebras we show that I = δ
and it is always an integer. In case of pure weak Kac algebras this integer is nothing but
dimA/ dimAL, suggesting that pure weak Kac algebras might be very close to what has
been called the blowing up of (quasi-)Hopf algebras in [3].
Acknowledgement: We thank our colleague and friend, Florian Nill for the stimu-
lating years we have spent in writing Part I of this paper and regret very much that he
was not able to join us in the work for Part II.
2 Representations of WHA’s
For A an associative algebra over the field K let modA denote the category of finite
dimensional left A-modules. Therefore the objects of modA are the finite dimensional
vector spaces V equipped with an action A ∋ a, V ∋ v 7→ a · v ∈ V of A which
is nondegenerate: 1· = id V . Sometimes it will be convenient to use the algebra ho-
momorphism DV :A → End KV , the representation on V , i.e. DV (a)v := a · v. The
space of intertwiners (or arrows) from the object V to the object W are denoted by
Hom (V,W ) and consists of K-linear maps T :V → W satisfying the intertwiner prop-
erty T (a · v) = a · T (v), a ∈ A, v ∈ V . The composition of arrows T1 ∈ Hom (V,W ) and
T2 ∈ Hom (U, V ) are denoted by T1 ◦ T2. The unit arrow at the object V is DV (1) and
will be denoted by 1V .
In this section we will investigate the additional structure modA acquires by A
having a weak Hopf structure.
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2.1 Monoidal structure
The coproduct ∆ allows us to define a monoidal product of left A modules and their
intertwiners. At first one chooses a strictly monoidal tensor product ⊗ in the category
vecK of finite dimensional vector spaces over K. Then for two objects V and W in
modA one makes the tensor product V ⊗W into a left A-module by setting a ·(v⊗w) :=
x(1) ·v⊗x(2) ·w. Since this module is degenerate in general, the monoidal product V ×W
inmodA is defined as the submodule ∆(1)·(V ⊗W ). For intertwiners Ti ∈ Hom (Vi,Wi),
i = 1, 2, the monoidal product T1×T2 ∈ Hom (V1×V2,W1×W2) is simply the restriction
of T1⊗T2 onto the subspace V1×V2 ⊂ V1⊗V2. Coassociativity of ∆ and strict monoidality
of ⊗ immediately imply
(T ×R)× S = T × (R× S) (2.4)
(T × R) ◦ (S × U) = (T ◦ S)× (R ◦ U) (2.5)
1V × 1W = 1V×W . (2.6)
Although these properties are those of a strict monoidal category, we cannot expect
(modA, ×) to be strictly monoidal since the monoidal unit for ⊗ (some 1-dimensional
vector space) may not belong to modA. A natural candidate for the unit object (or
monoidal unit) is the trivial representation Vε defined in Definition I.2.13. In the sense
of relaxed monoidal categories (see [12]) Vε is a monoidal unit if there exist invertible
arrows ULV ∈ Hom (V, Vε × V ), URV ∈ Hom (V, V × Vε), for each A-module V such that
they are natural in V ,
(1Vε × T ) ◦ ULV = ULW ◦ T
(T × 1Vε) ◦ URV = URW ◦ T
}
T ∈ Hom(V,W ) , (2.7)
and satisfy the triangle identities
ULV × 1W = ULV×W (2.8)
1V × ULW = URV × 1W (2.9)
1V × URW = URV×W (2.10)
for all objects V and W .
Proposition 2.1 The trivial left A-module Vε = Aˆ
R together with the maps
ULV : v 7→ 1(1)⇀ 1ˆ⊗ 1(2) · v ∈ Vε × V (2.11)
URV : v 7→ 1(1) · v ⊗ 1(2)⇀ 1ˆ ∈ V × Vε (2.12)
is a unit object of (modA,×).
Proof : The arrows ULV and U
R
V are invertible arrows with inverses
U
′L
V :Vε × V → V , U
′L
V (ϕ
R ⊗ v) = (1↼ϕR) · v (2.13a)
U
′R
V :V × Vε → V , U
′R
V (v ⊗ ϕR) = (ϕR⇀1) · v , (2.13b)
respectively. Indeed, one can easily check that U
′L
V ◦ ULV = 1V , ULV ◦ U ′LV = 1Vε×V and
similar expressions for the right U -arrows. The triangle identities in turn follow from the
Aˆ-versions of axioms (A.7a–b) and Eqns (I.2.11a–b). The details of the calculation are
omitted. For more about the monoidal structure we refer to [14]. Q.e.d.
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2.2 Left duals and right duals
In this subsection we construct left and right dual objects in modA using the antipode
S.
The dual space Vˆ := HomK(V,K) of a left A-module V is canonically a right A-
module: 〈f · x, v〉 := 〈f, x · v〉, f ∈ Vˆ , x ∈ A, v ∈ V . In order to make it a left A-module
we can use either one of the antialgebra maps S or S−1. So the left dual module
←−
V is
defined to be the dual space Vˆ with left A-action x · f := f · S(x) and the right dual −→V
is the same space equipped with the action x · f := f · S−1(x).
In order to establish V 7→ ←−V and V 7→ −→V as the object maps of a left duality
functor and a right duality functor, respectively, we introduce the left and right rigidity
intertwiners
←−
R′V :
←−
V ⊗ V → Vε , f ⊗ v 7→ f(1(1) · v)1(2)⇀ 1ˆ (2.14a)
←−
RV :Vε → V ⊗ ←−V , ϕR 7→
∑
i
(1↼ϕR) · vi ⊗ f i (2.14b)
−→
R′V :V ⊗ −→V → Vε , v ⊗ f 7→ f(1(2) · v)1(1)⇀ 1ˆ (2.14c)
−→
RV :Vε → −→V ⊗ V , ϕR 7→
∑
i
f i ⊗ (ϕR⇀1) · vi (2.14d)
where {vi} is a basis in V and {f i} ⊂ Vˆ is its dual basis. More precisely, rigidity
intertwiners are the appropriate restrictions of the above maps to the subspaces
←−
V ×V ⊂
←−
V ⊗ V, . . ., etc.
Proposition 2.2 For any object V in modA the definitions (2.14a–d) provide inter-
twiners
←−
RV ∈ Hom (Vε, V × ←−V ) ,
←−
R′V ∈ Hom (←−V × V, Vε)
−→
RV ∈ Hom (Vε, −→V × V ) ,
−→
R′V ∈ Hom (V × −→V , Vε)
satisfying the rigidity equations
U
′R
V ◦ (1V ×
←−
R′V ) ◦ (←−RV × 1V ) ◦ ULV = 1V (2.15)
U
′L
←−
V
◦ (←−R′V × 1←−V ) ◦ (1←−V ×
←−
RV ) ◦ UR←−V = 1←−V (2.16)
U
′L
V ◦ (
−→
R′V × 1V ) ◦ (1V × −→RV ) ◦ URV = 1V (2.17)
U
′R
−→
V
◦ (1−→
V
× −→R′V ) ◦ (−→RV × 1−→V ) ◦ UL−→V = 1−→V . (2.18)
Proof : : The calculation proving left rigidity is this.
←−
RV is an intertwiner:
←−
RV (x⇀ϕ
R) = (1↼ (x⇀ϕR)) · vi ⊗ f i = 〈ϕR, 1(1)x〉1(2) · vi ⊗ f i =
= (x(1)↼ϕ
R)S(x(2)) · vi ⊗ f i = (x(1)↼ϕR) · vi ⊗ f i · S(x(2)) =
= x · ←−RV (ϕR)
←−
R′V is an intertwiner:
←−
R′V (x · (f ⊗ v)) = f(S(x(1))1(1)x(2) · v)1(2)⇀ 1ˆ = f(⊓R(1(1)x) · v)1(2)⇀ 1ˆ =
= f(1(1) · v) ⊓L (x1(2))⇀ 1ˆ = f(1(1) · v)(x⇀ (1(2)⇀ 1ˆ)) =
= x · ←−R′V (f ⊗ v)
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The rigidity equation (2.15):
LHS : v 7→ 1(1)⇀ 1ˆ⊗ 1(2) · v 7→ (1↼ (1(1)⇀ 1ˆ)) · vi ⊗ f i ⊗ 1(2) · v
7→ S(1(1)) · vi ⊗ f i(1(1′)1(2) · v)1(2′)⇀ 1ˆ
7→ ((1(2′)⇀ 1ˆ)⇀1)S(1(1))1(1′)1(2) · v =
= v
the rigidity equation (2.16):
LHS : f 7→ 1(1) · f ⊗ 1(2)⇀ 1ˆ 7→ 1(1) · f ⊗ (1↼ (1(2)⇀ 1ˆ)) · vi ⊗ f i
7→ f(S(1(1))1(1′)1(2) · vi)1(2′)⇀ 1ˆ⊗ f i
7→ 1(2)⇀ 1ˆ⊗ S−1(1(1)) · f
7→ (1↼ (1(2)⇀ 1ˆ)S−1(1(1)) · f =
= f
The proof of right rigidity is analogous. Q.e.d.
Corollary 2.3 As a consequence of the rigidity equations we have the left and right
duality functors modA→modA mapping T ∈ Hom (V,W ) into ←−T ∈ Hom (←−W,←−V ) and
−→
T ∈ Hom (−→W, −→V ), respectively, where
←−
T := U
′L
←−
V
◦ (←−R′
W
× 1←−
V
) ◦ (1←−
W
× T × 1←−
V
) ◦ (1←−
W
× ←−R
V
) ◦ UR←−
W
(2.19)
−→
T := U
′R
−→
V
◦ (1−→
V
× −→R′
W
) ◦ (1−→
V
× T × 1−→
W
) ◦ (−→R
V
× 1−→
W
) ◦ UL−→
W
(2.20)
They are contravariant and antimonoidal and map the K-space Hom (V,W ) isomorphi-
cally onto Hom (
←−
W,
←−
V ) and Hom (
−→
W,
−→
V ), respectively.
This is a fairly standard result, so the proof is omitted.
It is important to remark that, in spite of the complicated form of the rigidity in-
tertwiners, the left dual
←−
T of an intertwiner T as well as its right dual
−→
T , if considered
merely as K-linear maps Wˆ → Vˆ , coincide with the transpose of T with respect to the
canonical pairing,
〈←−T (f), v〉 = 〈f, T (v)〉 = 〈−→T (f), v〉 , f ∈ Wˆ , T ∈ Hom (V,W ), v ∈ V . (2.21)
This can be checked by explicit calculation using the definitions of
←−
T ,
−→
T , and those of
the intertwiners involved.
Similar phenomenon can be observed if one compares the natural isomorphisms
ϑLV,W :
←−
W×←−V → ←−−−−−−−V ×W , ϑRV,W :
−→
W×−→V → −−−−−−−→V ×W inmodA with the natural isomorphism
ϑV,W : Wˆ ⊗ Vˆ → ̂V ⊗W in vecK. As a matter of fact the rigidity intertwiners satisfy
the following monoidality relation
←−
RV×W = (1V × 1W × ϑV,W ) ◦ (1V ×
←−
R
W
× 1←−
V
) ◦ (UR
V
× 1←−
V
) ◦ ←−R
V
(2.22a)
←−
R′V×W =
←−
R′
W
◦ (1←−
W
× U ′L
W
) ◦ (1←−
W
× ←−R′
V
× 1
W
) ◦ (ϑ−1V,W × 1V × 1W ) (2.22b)
and similar equations for the right rigidity intertwiners. Therefore the forgetful functor
modA→ vecK sends ϑLV,W and ϑRV,W into ϑV,W .
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It is a standard consequence of the existence of left and right duals that there are
canonical natural isomorphisms
ι
V
:= U
′L
←−−→
V
◦ (−→R′
V
× 1←−−→
V
) ◦ (1
V
× ←−R−→
V
) ◦ UR
V
∈ Hom(V,←−−→V ) (2.23a)
ι′
V
:= U
′R
−→←−
V
◦ (1−→←−
V
× ←−R′
V
) ◦ (−→R←−
V
× 1
V
) ◦ UL
V
∈ Hom(V, −→←−V ) (2.23b)
Both of these arrows, if considered only as K-linear maps, coincide with the natural
isomorphism V → ˆˆV expressing reflexivity of the objects in vecK, i.e. 〈ι
V
(v), f〉 =
〈f, v〉 = 〈ι′
V
(v), f〉 for all f ∈ Vˆ , v ∈ V .
However, in general one cannot expect to have isomorphic intertwiners V → ←−V in
modA. Equivalently,
←−
V and
−→
V may not be isomorphic as A-modules. In special WHA’s
in which the square of the antipode is inner one can still construct natural isomorphisms
σLV :V →
←−
V and σRV :V →
−→
V but these are not canonical as long as they cannot be
expressed in terms of the basic intertwiners UL/R,
←−
R,
−→
R, . . ., etc. We shall return to this
question in case of the C∗-WHA’s in Subsection 3.3 where the situation is different due to
the existence of a ∗-operation allowing one to build canonical isomorphisms γV :
←−
V → −→V .
A further consequence of the existence of rigidity intertwiners is Frobenius reci-
procity. There are two internal Hom’s in modA: Hom L(V,W ) := W × ←−V represents
the functor Z 7→ Hom (Z × V,W ) and Hom R(V,W ) := −→V ×W represents the functor
Z 7→ Hom (V ×Z,W ). Notice that rigidity in the sense of [5], familiar in tensor and qua-
sitensor categories, cannot hold in repA since the relation Hom L(X, Y )×Hom L(V,W ) ∼=
Hom L(X × V, Y ×W ) has no chance in the lack of a braiding.
3 Representations of C∗-WHA’s
3.1 repA as a bundle over modA
From now on the number field K is the field |C of complex numbers and the WHA A
is assumed to be a C∗-WHA. A representation of the C∗-WHA A is a pair (V, ( , )V )
where V is a finite dimensional vector space over |C carrying a left action of A, i.e. an
object of modA, and ( , )V is a scalar product making V a Hilbert space such that the
left action of A becomes a ∗-representation: (u, x · v)V = (x∗ · u, v)V for all u, v ∈ V and
x ∈ A. The intertwiners from (V, ( , )V ) to (W, ( , )W ) are defined to be the intertwiners
from V to W in modA. The category so obtained will be denoted by repA.
The forgetful functor Φ: repA→ modA sending (V, ( , )V ) to V is faithful and full
and plays the role of a bundle projection. In this and the next subsections we use the
shorthand notation V1, V2, . . . for objects in the fibre Φ
−1({V }). Later the subscripts will
be omitted and V also may stand for an object in repA.
Since any A-module can be made a ∗-representation by choosing an appropriate scalar
product, the fibre over any V of modA is non-empty. Since repA is a C∗-category, we
have a new notion of isomorphism between two representations, the unitary equivalence.
Consider an isomorphism T :V →W in modA and choose an object V1 in the fibre over
V . Then there is precisely one object W1 in the fibre over W such that the lift of T is
a unitary equivalence T1:V1 → W1. We obtain immediately that the fibers, viewed as
full subcategories, over isomorphic objects are isomorphic. Furthermore, all objects in
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the same fibre are unitarily equivalent. If we fix a V1 over V while allowing T to run
over all automorphisms V → V then the polar decomposition T1 = H1U1:V1 → V1 yields
on the one hand all unitaries U1:V1 → V1 and on the other hand sets up a one-to-one
correspondence between the set of objects in the fibre and positive invertible elements
H1 in EndV1.
The monoidal product V1×W1 of V1 over V andW1 over W is constructed as follows.
One forms the tensor product of Hilbert spaces V1⊗W1 and then defines V1×W1 as the
image of the projection DV×W (1) in V1 ⊗W1. The monoidal product of intertwiners are
defined accordingly. In this way monoidal product becomes a bifunctor preserving the
fibres in repA. As for the unit object in repA we have to choose one particular element
in the fibre over Vε. Although all such objects are isomorphic we would like to choose a
scalar product which is given by the already existing data in our WHA, namely by the
counit.
Lemma 3.1 The monoidal unit Vε of modA, i.e. the left A-module AAˆ
R, equipped
with the scalar product (ϕR, ψR) := εˆ(ϕR∗ψR) is a ∗-representation. The maps ULV , U
R
V ,
U ′LV , and U
′R
V of modA lift to isometric arrows in repA such that U
′L
V1
= UL∗V1 and
U ′RV1 = U
R∗
V1 for all V1 in the fibre of V and for all objects V in modA. These isometric
arrows make the unitary representation Vε a unit object of repA (cf. Lemma I.2.12),
called the trivial representation.
Proof : Vε is a
∗-representation since
(ψR, x⇀ϕR) = εˆ(ψ
∗
R(x⇀ϕR)) = εˆ(Sˆ
−1(ψ∗R)(x⇀ϕR)) =
= εˆ(x⇀Sˆ−1(ψ∗R)ϕR) = εˆ(Sˆ
−1(ψ∗R)ϕR↼x) =
= εˆ((Sˆ−1(ψ∗R)↼x)ϕR) = εˆ((S
−1(x)⇀ψ∗R)ϕR) = εˆ((x
∗⇀ψR)
∗ϕR) =
= (x∗⇀ψR, ϕR) .
If V1 is any
∗-representation of A and u, v ∈ V then
(ϕR ⊗ u, ULV1v) = εˆ(ϕ∗R(1(1)⇀ 1ˆ)) (u, 1(2) · v) = εˆ((1∗(1)⇀ϕR)∗) (1∗(2) · u, v) =
= 〈ϕR, 1(1)〉 (1(2) · u, v) = ((1↼ϕR) · u, v) =
= (U ′
L
V1(ϕR ⊗ u), v)
hence UL∗V1 = U
′L
V1
. Since ULV is a bijection with U
′L
V ◦ ULV = 1V , its lift ULV1 is an
isometry. Similar argument shows that URV1 is an isometry, too. The validity of the
triangle equations in repA follow immediately from that of modA. Q.e.d.
3.2 Duals in repA
For V1 a finite dimensional Hilbert space we denote by Vˆ its dual linear space and by
V1 → Vˆ , u 7→ u¯ the antilinear map defined by u¯(v) := (u, v). Let V 1 denote the space
Vˆ equipped with the scalar product (u¯, v¯) := (v, u). In this way the isomorphism u 7→ u¯
becomes an antilinear isometry V → V . If V1 carries a ∗-representation of the C∗-WHA
A, i.e. V1 is an object of repA, then there are two natural left A-module structures
←−
V
and
−→
V on Vˆ (see Section 2) but neither of them is a ∗-representation on V 1. If we insist
on having duality functors in repA that are obtained by lifting the duality functors
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of modA then we need to modify the scalar product on V 1 and must not change its
A-module structure. So let
←−
V1 and
−→
V1 be the objects in the fibre of
←−
V , resp.
−→
V , with
scalar products
(u¯, v¯)←−
V1
:= (v,ΓV1u) , (u¯, v¯)−→V1 := (v,Γ
′−1
V1
u) , (3.24)
where ΓV1 , Γ
′
V1 are positive invertible linear transformations of V1 implementing S
2.
Lifting the left and right rigidity intertwiners
←−
RV ,
←−
R′V ,
−→
RV ,
−→
R′V of (2.14a–d) to repA we
obtain
←−
RV1 :Vε → V1×
←−
V1, . . .etc. satisfying rigidity relations of the form (2.15, 2.16, 2.17,
2.18) but now in repA. The corresponding left and right duality functors T 7→ ←−T and
T 7→ −→T , can then be defined by lifting formulae (2.19, 2.20) to repA. As in modA so in
repA, the left and right duals
←−
T and
−→
T of an intertwiner T :V1 → W1, if considered merely
as maps Wˆ → Vˆ , both coincide with the transposed map Tˆ given by 〈Tˆ wˆ, v〉 = 〈wˆ, T v〉.
In a C∗-category it is natural to require that the duality functors be ∗-functors, i.e.
←−−
T ∗ = (
←−
T )∗ and
−−→
T ∗ = (
−→
T )∗. This implies strong restrictions on the ΓV1 and Γ
′
V1 in (3.24).
For the left dual, for example, this leads to that T ◦ ΓV1 = ΓW1 ◦ T must hold for all
T :V1 → W1. This implies two things. On the one hand ΓV1 has to be constant on the
fibre, and on the other hand it is natural in V . Similar conclusions hold for the right
dual. Finally we conclude that there exist positive invertible elements gl, gr ∈ A, both of
them implementing S2, such that the scalar products on all objects V1 can be written as
(u¯, v¯)←−
V1
:= (v, gl · u) , (u¯, v¯)−→V1 := (v, g−1r · u) . (3.25)
The elements gl and gr will be called the left metric and the right metric, respectively.
Using the ∗-operation one has more canonical arrows to build out of the UL/R and
←−
R,
−→
R intertwiners than it was possible in modA. In particular the intertwiners
γ
V
:= UR ∗−→
V
◦ (1−→
V
× ←−R
V
∗
) ◦ (−→R
V
× 1←−
V
) ◦ UL←−
V
∈ Hom (←−V , −→V ) (3.26)
are the components of a natural isomorphism between the left dual and right dual func-
tors. Therefore the intertwiners
σLV :=
←−γ V ◦ ιV :V →
←−
V (3.27)
σRV :=
−−→
γ∗V ◦ ι′V :V →
−→
V (3.28)
provide canonical natural isomorphisms establishing reflexivity in repA. More precisely,
they make the dual object functors in repA reflexive in the sense of |C-linear categories.
In case of C∗-categories one requires also that σLV , σ
R
V be isometries.
In the next subsections we study the question how to choose the metrics gl and gr in
order for
• the natural isomorphisms γV , σL/RV , and ιV , ι′V to be isometries,
• γV to satisfy sovereignty in the sense of [23],
• and the rigidity intertwiners (2.14a-d) to be standard in the sense of [11].
We shall see that the above unitarity, sovereignty and standardness conditions can be
satisfied by unique gl and gr and lead to a distinguished choice of the left dual and right
dual objects in repA.
10
3.3 Sovereignty
A natural equivalence of the fibre preserving ∗-functors
←−
( ) and
−→
( ) is a natural isomor-
phism γ:
←−
( )→ −→( ) inmodA with all of its components lifting to isometries γV1 :
←−
V1 → −→V1.
The intertwiner property γV (x ·←−v ) = x ·γV (←−v ), x ∈ A,←−v ∈ ←−V , implies that γV is the tran-
pose of a map γtV ∈ End |CV implementing S2, i.e. γtV (x ·v) = S2(x) ·γtV (v), x ∈ A, v ∈ V .
Naturality in V , together with semisimplicity of A, leads to that γtV (v) = g
′ · v where
g′ ∈ A is independent of V and implements S2. Therefore
γV (
←−v ) = −→v · g′ = −−−−−→g′∗ · v , v ∈ V . (3.29)
Here we adopted the convention that the antilinear map v 7→ v¯ is denoted by v 7→ ←−v
if the image is considered to be the A-module
←−
V and by v 7→ −→v if the image is −→V . Of
course, neither of these maps are A-module maps:
x · ←−v = ←−−−−−−−−S(x)∗ · v , x · −→v = −−−−−−−−→S(x∗) · v . (3.30)
Now the condition for γV to lift to an isometry is that
(γ
V
(←−u), γ
V
(←−v ))−→
V
= (
−−−−−→
g′∗ · u, −−−−−→g′∗ · v)−→
V
=
= (g′∗ · v, g−1r g′∗ · u)V = (v, g′g−1r g′∗ · u)V
be equal to (←−u,←−v )←−
V
= (v, gl · u)V for all u, v ∈ V , i.e.
g′∗g′ = glgr . (3.31)
By definition a natural isomorphism γ:
←−
( )→ −→( ) is monoidal if
ϑRV,W ◦ γW × γV = γV×W ◦ ϑLV,W (3.32)
and sovereign [23] if it is monoidal and satisfies1
γ−1←−
V
◦ ι′
V
= ←−γ V ◦ ιV . (3.33)
Here ι′V :V →
−→←−
V and ιV :V →
←−−→
V are the lifts to repA of the natural isomorphisms in-
troduced in (2.23a-b). Using (3.29) the monoidality condition (3.32) and the sovereignty
condition (3.33) translate respectively to the following conditions on g′:
∆(g′) = (g′ ⊗ g′)∆(1) , S(g′) = g′−1 . (3.34)
Such grouplike elements exist in any C∗-WHA therefore sovereignty natural isomor-
phisms exist in repA, i.e. repA is sovereign. It would be tempting to choose for g′ the
canonical grouplike element g of Proposition I.4.4. From the point of view of standard-
ness, however, an other choice will be more natural.
Once a choice of the dual objects is made, i.e. gl and gr have been fixed, then formula
(3.26) yields a canonical choice for γV . From now on γV will always denote this natural
isomorphism.
1We have relaxed Yetter’s condition of γVε to be an identity arrow.
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Of course, γ∗−1V would also be equally good. So we require γV to be isometric. In order
to see what this requirement means for the g′ underlying expression (3.26) we compute
its matrix elements
(−→v , γ
V
(←−u))−→
V
=
(
(1−→
V
× ←−R
V
) ◦ UR−→
V
(−→v ) , (
−→
R
V
× 1←−
V
) ◦ UL←−
V
(←−u)
)
−→
V ×V×
←−
V
=
=
(
(1−→
V
× ←−R
V
)(1(1) · −→v ⊗ 1(2)⇀ 1ˆ) , (−→RV × 1←−V )(1(1′)⇀ 1ˆ⊗ 1(2′) · ←−u)
)
−→
V ×V×
←−
V
=
=
∑
i,j
(
−→v · S−1(1(1))⊗ 1(2) · vi ⊗ ←−v i , −→v j ⊗ 1(1′) · vj ⊗ ←−u · S(1(2′))
)
−→
V ×V×
←−
V
=
=
∑
i
(−→v · S−1(1(1)) , −→v i · 1(1′))−→V (←−v i · 1(2) , ←−u · S(1(2′)))←−V =
= (
←−−−−−−−−−−−−−−−−−−−−
1∗(2)1(1′)S
−1(1(1))
∗ · v , ←−−−−−−−−−−−S(1(2′))∗ · u)←−V = (gl · u , g−1r · v)V =
= (−→v , −−−−→gl · u)−→V
This proves that expression (3.26) corresponds to the choice g′ = gl. By Eqn (3.31)
this is unitary iff also gr = gl holds. For this reason from now on we make the choice
gl = gr = g
′ where g′ is positive, invertible, and implements S2. In order for γ to be
sovereign we also require g′ to be grouplike. Adjoints of rigidity intertwiners take the
simple form
←−
R
∗
V =
−→
R′V ◦ (1V × γV ) (3.35)
−→
R
∗
V =
←−
R′V ◦ (γ−1V × 1V ) . (3.36)
Finally we remark that together with unitarity of γ we also have
Scholium 3.2 The natural isomorphisms ι, ι′, σL, and σR of modA lift to repA as
follows.
ι
V
:V → ←−−→V ι′
V
(v) =
←−−−−− →gr · v (3.37)
ι′
V
:V → −→←−V ι
V
(v) =
−−−−−−→← −
g−1l · v (3.38)
σLV :V →
←−
V σLV (v) =
←−
v (3.39)
σRV :V →
−→
V σRV (v) =
−→
v (3.40)
They all are isometries if we set gl = gr = g
′ where g′ is chosen as above.
3.4 Soliton sectors
For a while we postpone the discussion of how to fix the metric g′ and turn to the
groupoidlike sector composition one meets in WHA’s with reducible trivial representa-
tion.
Let
∑
ν Pν be the decomposition of the identity arrow of the unit object Vε into
minimal projections in EndVε. Then by Proposition I.2.15 it is a sum over vacua and
Pν = Dε(z
L
ν ), ν ∈ VacA.
Lemma 3.3 If V is an irreducible object of repA then there exists one and only one
vacuum ν ∈ VacA such that Pν × 1V 6= 0. This ν depends only on the equivalence class
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q to which V belongs therefore we write ν = qL and call it the left vacuum of the sector
q. Similarly, there exists one and only one ν, depending only on the class of V , such
that 1V × Pν 6= 0. This ν = qR is called the right vacuum of q.
Proof : The proof for the left vacuum goes as follows. Let V be an object in repA then
1V = U
L∗
V ◦ (1Vε × 1V ) ◦ ULV =
∑
ν∈VacA
UL∗V ◦ (Pν × 1V ) ◦ ULV (3.41)
The right hand side is a sum of mutually orthonal projections LV (ν) ∈ EndV . If V is
irreducible then End V ∼= |C and there is a unique ν such that LV (ν) 6= 0. For arbitrary
objects V and W and arbitrary T :V → W the naturality of the U intertwiners implies
that
T ◦ LV (ν) = LW (ν) ◦ T , ν ∈ Vac A . (3.42)
It follows that ν is independent on the choice of the representant V within its equivalence
class. Q.e.d.
Let us fix a set {Vq} of representants in each class q of irreducibles. The short hand
notations 1p, U
L
p ,
←−
Rp, . . .,etc will always refer to such representants Vp. For p, q ∈ Sec A
we consider the monoidal product Vp × Vq. The identity
1p × 1q =
∑
ν∈VacA
(UR∗p × 1q) ◦ (1p × Pν × 1q) ◦ (1p × ULq )
tells us that Vp × Vq is not the zero object precisely in case of pR = qL. In particular
(q¯)L = qR and (q¯)R = qL for all q ∈ Sec A. If T :Vr → Vp × Vq is a non-zero intertwiner
then
T ◦ Lr(ν) = T = LVp×Vq(ν) ◦ T = (Lp(ν)× 1q) ◦ T (3.43)
implies that rL = pL. Similar arguments lead to that every irreducible r occuring in the
product p× q has rR = qR. Obviously qL = q = qR iff q is a vacuum sector.
The irreducible sectors q for which qL 6= qR will be called soliton sectors since they
mimic the behaviour of solitons in 1 + 1-dimensional quantum field theory as long as
they connect different vacua and compose accordingly.
The above characterization of soliton sectors is purely categorical. Therefore this
soliton structure occurs in any monoidal category with semisimple identity object. For
the representation category of a C∗-WHA there is a simple algebraic characterization.
The vacua µ are in one-to-one correspondence with minimal projections zLµ ∈ ZL and also
with minimal projections zRµ = S(z
L
µ ) ∈ ZR. The left vacuum of the sector q ∈ Sec A
is the unique µ for which zLµ eq = eq and its right vacuum is the unique ν for which
eqz
R
ν = eq. Using faithfulness of ε|AL one can easily verify that
⊓L (eq) = δq∈VacA
∑
p∈SecA, pL=q
ep = z
L
q δq∈VacA (3.44a)
⊓R(eq) = δq∈VacA
∑
p∈SecA, pR=q
ep = z
R
q δq∈VacA . (3.44b)
Let zH , H ∈ Hyp A be the minimal hypercentral projections. Hyp A will be called the
set of hyperselection sectors of A. If zH is the hypercentral support of z
L
ν , or, what is the
same, of zRν then we write [ν] = H . As we have seen 1p × 1q 6= 0 implies pR = qL. Since
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Figure 1: The sector table. The superselection sectors q of A are partitioned into boxes
according to their left vacuum (row) and right vacuum (column). Vacuum sectors ◦, soliton
sectors ⋆, and ordinary sectors •. The full submatrices are the hyperselection sectors. Conjugate
pairs of sectors are found in transposed positions. The left regular dimension matrix dµν can
be computed as
∑
q∈box nqdq with the box at the µ-th row and ν-th column.
the left and right vacua of a sector q obviously belong to the same hyperselection sector
we obtain that Vp × Vq 6= 0 occurs only for sectors p and q with common hypercentral
support.
Now assume [µ] = [ν] = H and ask the question whether there exists a sector with
qL = µ and qR = ν, i.e. whether zLµ z
R
ν 6= 0. Let VH denote the set of vacua in H and
let µ ∼ ν for µ, ν ∈ VH be the relation that zLµ zRν 6= 0. Then µ ∼ µ since µ ∈ Sec A has
left and right vacuum just µ. µ ∼ ν ⇒ ν ∼ µ since q and q¯ have left and right vacua
interchanged. Finally, µ ∼ ν and ν ∼ λ imply µ ∼ λ since Vp × Vq 6= 0 precisely if the
middle vacua coincide. Hence ∼ is an equivalence relation and one can easily check2 that
the sum of zLµ -s within an equivalence class is S-invariant, hence hypercentral. So it must
be the whole of VH . This proves that the set of sectors with left vacuum µ and right
vacuum ν is non-empty precisely if µ and ν belong to the same hyperselection sector.
This will be referred to as the ”fullness” of the hypercentral blocks (see Fig. 1).
The hypercentral projections decompose our WHA into a direct sum ⊕H∈Hyp A zHA
of S-invariant subalgebras that are subcoalgebras as well. Thus the only ”interesting”
C∗-WHAs are those that have trivial hypercenter. Notice, however, that an ”interesting”
WHA with more than one vacuum has, in this sense, ”non-interesting” sub-WHAs for
example the sum of diagonal (i.e. non-solitonic) sectors Adiag = ⊕q,qL=qReqA. Anyhow,
throughout the paper we insist on having arbitrary hypercenter.
3.5 Standard rigidity intertwiners
In this subsection the selection of the metric g′ will be completed by applying a further
principle called standardness [11].
Given g′ ∈ A as in the end of Subsection 3.3 the left and right rigidity intertwiners
2For C a class let zC :=
∑
µ∈C
zLµ . Then zC = zC
∑
ν∈VH
zRν = zC
∑
ν∈C
zRν = zCS(zC), hence S(zC) = zC .
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(3.35) give rise to the so called left inverse and right inverse
φV : EndV → EndVε , φV (T ) :=
←−
R′V ◦ (γ−1V × T ) ◦
−→
RV , (3.45)
ψV : EndV → EndVε , ψV (T ) :=
−→
R′V ◦ (T × γV ) ◦ ←−RV , (3.46)
respectively. These maps are faithful positive traces. This can be seen either by using
categorical arguments [11] or by the following direct calculation using the definitions
(2.14a–d) and (3.29). At first notice that since φV (T ) = Dε(z
L) for some zL ∈ ZL,
φV (T )ϕ
R = zL⇀ϕR = (zL⇀ 1ˆ)ϕR, so it is sufficient to compute φV (T ) on 1ˆ.
φV (T ) : 1ˆ 7→
∑
i
−→vi ⊗ vi 7→
∑
i
←−−−−−−−
g′−1 · vi ⊗ T (vi)
7→
〈
←−−−−−−−
g′−1 · vi, 1(1) · T (vi)
〉
1(2)⇀ 1ˆ =
(
g′−1 · vi, T (1(1) · vi)
)
V
1(2)⇀ 1ˆ =
= trV (T DV (g
′−11(1))) 1(2)⇀ 1ˆ
φV (T ) = Dε
(
trV (T DV (g
′−11(1)))1(2)
)
(3.47)
where trV denotes trace in the A-module V . Similar expression can be derived for ψV .
The left inverses depend only on how we fix the freedom in g′. This freedom is multiplying
g′ with a central positive invertible element c such that S(c) = c−1. If A is pure, i.e. Vε
is irreducible, then such a freedom can be eliminated by requireing φVq = ψVq , q ∈ SecA,
called the sphericity condition in [1]. This corresponds to choosing standard rigidity
intertwiners in the sense of [11] in the category repA. If Vε is reducible the sphericity
condition φ = ψ cannot hold in general. Our task now is to replace this condition with
something that works for reducible identity objects as well.
For V any object in repA let T ∈ End V and ν ∈ VacA. Then
φV (U
R∗
V ◦ (T × Pν) ◦ URV ) = Pν ◦ φV (T ) (3.48)
which can be easily verified by using naturality of UR and the triangle identities. If V is
irreducible, V ∼= Vq let us say, then the LHS is zero for ν 6= qR therefore φV (T ) must be
supported on PqR. This leads to the
Definition 3.4 Let the left and right dual objects and their rigidity intertwiners be de-
fined by a common choice g′ for the left and right metrics. Then g′ is called a standard
metric if for each q ∈ Sec A there is a number dq such that
φVq(1Vq) = dq PqR , ψVq(1Vq) = dq PqL . (3.49)
The number dq is then called the dimension of the sector q.
Although our presentation is a mixture of categorical and weak Hopf algebraic con-
structions, the above notion of dimension is purely categorical. In fact Eqn (3.49) pro-
vides a modification of the notion of standard left–right inverses which works for any
monoidal C∗-category with duals in which the selfintertwiner space of the identity object
is finite dimensional. It is not our purpose in the present paper to discuss standardness in
general but rather to reveal the new phenomena associated to reducibility of the identity
object in the representation categories of C∗-WHA’s.
So we turn to the determination of the only possible standard metric g′. Surprisingly,
this g′ does not always coincide with the canonical grouplike element g.
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Proposition 3.5 There exists one and only one standard metric given by the formula
g′ = g k
1/2
L k
−1/2
R , where kL = S(kR) =
∑
q∈SecA
eq εˆ(ζqL) =
∑
ν∈VacA
zLν εˆ(ζν) . (3.50)
Proof : Inserting the definitions (2.14a-d) of the the rigidity intertwiners into (3.45) we
obtain
φV (1V ) ≡ −→R∗V ◦
−→
RV = Dε(trV (g
′−11(1))1(2)) (3.51)
ψV (1V ) ≡ ←−R∗V ◦
←−
RV = Dε(trV (g
′1(2))1(1)) . (3.52)
The expressions on the RHS in the argument of the trivial representation Dε belong to
AL and AR, respectively. But since Dε is faithful on these subalgebras and the left hand
sides belong to EndVε, Proposition I.2.15 imply that these expressions also belong to
CenterA. If V is set to be the irreducible Vq then this gives, together with the definition
of the dimension dq, that
trq(g
′−11(1))1(2) = dq z
L
qR (3.53)
trq(g
′1(2))1(1) = dq z
R
qL (3.54)
where trq stands for trVq . Applying the counit to these equations and utilizing the fact
that g′ = gc with some positive central invertible element c =
∑
q cqeq, we obtain
cqdqε(z
L
qR) = trq(g
−1) = trq(g) = c
−1
q dqε(z
R
qL)
which determines cq immediately. But in order to get rid some of the disturbing L,R
indices we switch to the dual WHA using the canonical isomorphisms of ZL and ZR
with Zˆ (Lemma I.2.14). According to this Lemma there is a one-to-one correspondence
ν 7→ ζν of vacuum sectors of A and minimal projections of Zˆ = AˆL ∩ AˆR. Hence
zLν = 1↼ζν , z
R
ν = ζν⇀1 , ν ∈ VacA . (3.55)
This proves formula (3.50). Q.e.d.
Notice that by the remark after Definition I.4.11 the standard metric g′ is also grou-
plike.
Corollary 3.6 The dimensions of the irreducible objects Vq of repA can be expressed
in terms of the weak Hopf algebraic data in the following equivalent ways.
dq =
trq(g
′)
εˆ(ζqL)
=
trq(g
′−1)
εˆ(ζqR)
= τq/
√
εˆ(ζqL)εˆ(ζqR) (3.56)
where τq = trq(g).
In Subsection 3.7 we will study the properties of these dimensions. Now for a little
while we return to the notion of standardness and formulate it in terms of rigidity
intertwiners with equal left dual and right dual objects that is the common practice in
C∗-categories. However, the content of the next subsection is not indispensible for the
rest of this paper.
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3.6 Two-sided duals
Our rigidity intertwiners
←−
R,
−→
R were lifted from intertwiners of modA where they had
been associated to different dual objects
←−
V and
−→
V , respectively. Although in this ap-
proach we use canonical rigidity intertwiners built out only of those weak Hopf algebraic
data that exist for arbitrary fields K, still it is desirable to compare it with an other
approach which is more familiar in C∗-categories. Therefore we introduce an ”intermedi-
ate dual object” that provides a two-sided dual and find the associated standard rigidity
intertwiners.
Definition 3.7 For V an object in repA let V be the dual Hilbert space of V with scalar
product (u¯, v¯) = (v, u) and left A-module structure x · v¯ = v¯ · g′−1/2S(x)g′1/2, where g′ is
the standard metric. V is called the conjugate of V .
We can find isometric intertwiners
γLV :
←−
V → V , ←−v 7→ v¯ · g′1/2 (3.57a)
γRV :
−→
V → V , −→v 7→ v¯ · g′−1/2 (3.57b)
which satisfy (γRV )
−1 ◦ γLV = γV . Therefore the arrows
RV := (γ
R
V × 1V ) ◦
−→
RV : Vε → V × V (3.58a)
R¯V := (1V × γLV ) ◦
←−
RV : Vε → V × V (3.58b)
satisfy the rigidity relations
UL∗V ◦ (R∗V × 1V ) ◦ (1V × RV ) ◦ URV = 1V (3.59a)
UR∗
V
◦ (1V ×R∗V ) ◦ (RV × 1V ) ◦ ULV = 1V (3.59b)
These relations and their adjoints imply that (V ,RV , R
∗
V ) is a left dual and (V ,RV , R
∗
V )
is a right dual of V . This will be briefly referred to as V is a two-sided dual of V .
The main advantage of the two-sided dual is that the associated left and right dual
functors coincide. This can be seen as follows. Let T :V →W . Then
UL∗
V
◦ (R∗W × 1V ) ◦ (1W × T × 1V ) ◦ (1W ×RV ) ◦ URW =
= γLV ◦
←−
T ◦ (γLW )−1 = γRV ◦ γV ◦
←−
T ◦ (γV )−1 ◦ (γRW )−1 = γRV ◦
−→
T ◦ (γRW )−1 =
= UR∗
V
◦ (1V × R∗W ) ◦ (1V × T × 1W ) ◦ (RV × 1W ) ◦ ULW
We may use the notation T for this (left and right) dual of T and call it the conjugate.
Then conjugation is a linear ∗-functor, T ∗ = (T )∗. Again, as it happened with
←−
T and
−→
T ,
as a map of vector spaces, T coincides with the transpose of T and therefore with
←−
T and
−→
T , too. The difference is only in the A-module structure and in the scalar product one
puts on the vector spaces Vˆ and Wˆ .
The rigidity intertwiners (3.58a-b) not only provide a two-sided dual but are also
standard. As a matter of fact for all q ∈ SecA we find the normalizations
R∗Vq ◦RVq = dqDε(zLqR) R
∗
Vq ◦RVq = dqDε(zRqL) (3.60)
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and for any finite direct sum Vi
Ti−→ V T
∗
i−→ Vi of irreducibles {Vi}
RV =
∑
i
(T ∗i × Ti) ◦RVi (3.61)
R¯V =
∑
i
(Ti × T ∗i ) ◦ R¯Vi . (3.62)
If ιV :V → ˆˆV denotes the canonical isomorphism of finite dimensional vector spaces then
it lifts to a natural isometric isomorphism V → V in repA. One has the identities
RV = (ιV × 1V ) ◦RV , RV = (1V × ιV ) ◦RV . (3.63)
The left and right inverses (3.45) can be expressed in terms of the two-sided duals as
follows.
φV (T ) = R
∗
V ◦ (1V¯ × T ) ◦RV (3.64)
ψV (T ) = R¯
∗
V ◦ (T × 1V¯ ) ◦ R¯V (3.65)
Therefore they are the standard left and right inverses in the sense of [11].
3.7 The dimension matrix
Definition 3.8 For V an object in repA we define its dimension matrix dV as follows.
Its rows and columns are labelled by the set VacA and
dµνV :=
∑
q∈SecA
qL=µ, qR=ν
N qV dq (3.66)
where N qV denotes the multiplicity of Vq in V .
For pure WHAs when Vac A has only one element this reduces to the well known dimen-
sion formula for a reducible object V . The need for introducing a matrix instead of a
scalar in the non-pure case can be seen if we ask about multiplicativity of the dimension.
Assume that a positive dimension function V 7→ dV ∈ IR existed which is multiplicative,
dV×W = dV dW , and additive, dV = dU + dW for V a direct sum of U and W . Then take
a soliton sector s and consider the monoidal product Vs × Vs which is the zero object.
Hence d2s = d0 = 0, a contradiction since dq ≥ 1 for all q ∈ Sec A.
The dimension matrix can also be viewed as the set of coefficients for the maps
ZL → ZR and ZR → ZL provided by the left inverse and the right inverse, respectively,
as follows.
zLµ 7→ φV (UL∗V ◦ (Dε(zLµ )× 1V ) ◦ ULV ) = Dε
(∑
ν
dµνV z
R
ν
)
(3.67)
zRµ 7→ ψV (UR∗V ◦ (1V ×Dε(zRµ )) ◦ URV ) = Dε
(∑
ν
zLν d
νµ
V
)
(3.68)
The very fact that the two sets of coefficients coincide is our standard normalization
(3.49).
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Proposition 3.9 The dimension matrix d is an additive and multiplicative function on
the equivalence classes of objects in repA on which conjugation acts by transposition.
That is to say
i) if V ∼= W then dV = dW ,
ii) if W is a direct sum of U and V then dW = dU + dV ,
iii) dV ×W = dV dW for all objects V,W ,
iv) dV¯ = d
t
V .
Proof : The only non-trivial statement is multiplicativity (iii) which in turn will follow
from the next Lemma. Q.e.d.
Lemma 3.10 The (scalar) dimension function dq given for irreducibles in Corollary 3.6
satisfies the following restricted multiplicativity rule.
dp δpR,qL dq =
∑
r∈SecA
N rpq dr , p, q ∈ Sec A (3.69)
where N rpq ≡ N rVp×Vq is the multiplicity of r in the product of p and q.
Proof : If pR 6= qL then both hand sides are zero since N rpq = 0, ∀r ∈ Sec A, in this case.
Assume pR = qL. Calculating φVp×Vq(1p×1q) in two different ways will give the required
result. At first using additivity of the left inverse yields the RHS of (3.69). At second
use grouplikeness of g′ to evaluate (3.47) with V = Vp × Vq. By means of (3.53) we can
write
φVp×Vq(1p × 1q) = trVp×Vq(g′−11(1))Dε(1(2)) =
= trp(g
′−11(1′))trq(g
′−11(2′)1(1))Dε(1(2)) =
= dp trq(g
′−1zLpR1(1))Dε(1(2)) = dp trq(g
′−1zLqL1(1))Dε(1(2)) =
= dp dqDε(z
L
qR)
where in the last equality we have utilized the fact that zLqL is a projection containing eq
as a subprojection. Q.e.d.
3.8 The Frobenius–Schur indicator
In case of a finite group G the Frobenius–Schur indicator is the central element ιG :=∑
g∈G g
2 of the group algebra which takes the values 0 or ±1/nr in irreducible representa-
tions. Non-zero values occur precisely for the selfconjugate sectors. For C∗-Hopf algebras
one can show that ιH = h(1)h(2), where h is the Haar measure, obeys the same properties
For a C∗-WHA A we present here two equivalent definitions for the Frobenius–Schur
indicator, one of them is purely categorical, the other one is Hopf algebraic. (cf. [7])
The categorical definition goes as follows. Let V be a selfconjugate irreducible object
in repA. Choose an isomorphism J :V → V . Then χV := J−1 ◦ J ◦ ιV :V → V is a
number times 1V and is independent of the choice of J . In particular it is isometric. It
is more tricky to show that it is selfadjoint. Using the expression χV = U
L∗
V ◦ (R¯∗V ×
1V ) ◦ (1V ×J ×J−1) ◦ (1V × R¯V ) ◦URV one can verify by categorical calculus the identity
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χ¯V = J ◦ χ∗V ◦ J−1. Now use the fact that χV , being a unitary selfintertwiner of an
irreducible object, must be of the form u1V where u is a unit length complex number.
Inserting this into our identity we obtain u1V¯ = u¯1V¯ , hence u = ±1. This defines for
each selfconjugate sector q = q¯ a number χq = ±1. Extending this definition to q 6= q¯ as
χq = 0 we obtain a natural transformation χV :V → V .
The Hopf algebraic definition is this. Let ιA := h(1)h(2). Then ιA ∈ CenterA has
values 0 or ±1/τr on irreducibles. Again the non-zero values correspond to selfconju-
gate sectors. One can show that the ± sign in ιA for the sector q coincides with the
categorically defined χq.
h(1)h(2) =
∑
r∈SecA
χr
τr
er (3.70)
where τr = trr g. For the proof of this fact and also for clarifying the meaning of the ±
sign the following Scholium is useful.
Scholium 3.11 In a C∗-WHA A there is a system {eαβr | r ∈ Sec A, α, β = 1, . . . , nr }
of matrix units such that the action of the antipode takes the form
g−1/2S(eαβr )g
1/2 =

eβαr¯ if χr = 0
eβαr if χr = 1
vre
βα
r v
−1
r if χr = −1
(3.71)
where in the last case nr must be even, nr = 2kr, and vr in the basis {eαβr } takes the
form
(
0 I
−I 0
)
with I denoting the kr × kr unit matrix.
4 Weyl algebras as Jones extensions
Interpreting a C∗-weak Hopf algebra A as the algebra generated by some set of compact,
discrete coordinates and its dual Aˆ as the algebra generated by the associated canonical
momenta we may look for the corresponding Heisenberg or rather Weyl type of commu-
tation relations. The answer is the crossed product A>⊳ Aˆ (the smash product actually)
well known for finite groups and Hopf algebras. The novelty of the weak Hopf setting
is the emergence of an amalgamation between coordinates and momenta. We have to
identify AR with AˆL within W = A>⊳ Aˆ via the canonical isomorphism xR 7→ (1ˆ↼xR) of
Lemma I.2.6.
In the Hopf algebra case the Weyl algebra W is known to be isomorphic to End |CA
which is clearly the Jones extension of the inclusion |C1 ⊂ A of scalars in the Hopf algebra
A. As a weak Hopf generalization we will show thatW is the Jones extension of AL ⊂ A.
The non-trivial result will be that the Markov trace of this inclusion has trace vector
tq = fqLdqfqR which is in general different from the dimension vector dq. The appearence
of the positive weights fν on vacua ν and the existence of a multiplicative extension of the
dimension to sectors of AL and AR reveals a genuine 2-categorical structure underlying
the C∗-WHA A. This structure enables us to prove that each connected component of
anyone of the inclusions AL ⊂ A, AR ⊂ A, AˆL ⊂ Aˆ, has the same Perron-Frobenius
eigenvalue, i.e. the same minimal index. For pure C∗-WHA-s this minimal index takes
the form
∑
q nqdq where nq is the natural number characterizing the size of the block q
while dq ≥ 1 is the intrinsic dimension of q derived from the category repA in Section
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3. This generalizes the index
∑
q d
2
q one obtains for C
∗-Hopf algebras [10],[19] in which
case nq = dq are integers.
4.1 The crossed product C∗-algebra A>⊳ Aˆ
Any WHA A is an AL-AR-bimodule in the obvious way. By the canonical isomorphisms
κLA and κ
R
A of Lemma (I.2.6) Aˆ becomes an A
R-AL-bimodule. One can thus form the
bimodule tensor products (or amalgamated tensor products) A ⊗
AR
Aˆ and Aˆ ⊗
AL
A.
Definition 4.1 The Weyl algebra W = W(A) of a C∗-WHA A is the crossed product
∗-algebra A>⊳ Aˆ with respect to the left Sweedler arrow action of Aˆ on A. This means
that W = A ⊗
AR
Aˆ, as a linear space, and the multiplication and ∗-operation are defined
respectively by
(x⊗ ϕ)(y ⊗ ψ) := x(ϕ(1)⇀y)⊗ ϕ(2)ψ (4.72)
(x⊗ ϕ)∗ := ϕ∗(1)⇀x∗ ⊗ ϕ∗(2) . (4.73)
For showing that the above definition is independent of the choice of the representants
x ⊗ ϕ one needs only the identities of Scholium I.2.7. It is also easy to see that W
contains A and Aˆ as unital ∗-subalgebras. As a matter of fact
(x⊗ 1ˆ)(y ⊗ 1ˆ) = x(1ˆ(1)⇀y)⊗ 1ˆ(2) = xy(1)((1ˆ↼y(2))⇀1)⊗ 1ˆ =
= xy(1) ⊓R (y(2))⊗ 1ˆ = xy ⊗ 1ˆ
(1⊗ ϕ)(1⊗ ψ) = ϕ(1)⇀1⊗ ϕ(2)ψ = 1⊗ (1ˆ↼ (ϕ(1)⇀1))ϕ(2)ψ =
= 1⊗ ⊓ˆL(ϕ(1))ϕ(2)ψ = 1⊗ ϕψ
Identifying x ∈ A with x ⊗ 1ˆ and ϕ ∈ Aˆ with 1 ⊗ ϕ the basic commutation relation of
the Weyl algebra reads as
ϕx = x(1)〈x(2), ϕ(1)〉ϕ(2) . (4.74)
The following construction will show that W possesses a faithful ∗-representation on
a Hilbert space therefore it is actually a C∗-algebra.
The left regular A-module AA is a
∗-representation if we define the scalar product
(x, y) := 〈hˆ, x∗y〉 on A. This Hilbert space is denoted by L2(A, hˆ). There is an extension
π of this left regular representation to W
π(x)y := xy (4.75a)
π(ϕ)y := ϕ⇀y . (4.75b)
This ∗-representation is called the standard representation of A>⊳ Aˆ associated to the Haar
state. In order to prove that π is faithful assume that
∑
i xi ⊗ ψi ∈ A ⊗ Aˆ represents∑
i xiψi ∈ Ker π. Then
∑
i xi(ψi⇀y) = 0 for all y ∈ A and in particular∑
i xi(ψi⇀y(2))S
−1(y(1)) = 0∑
i xiy(2)S
−1(y(1))〈ψi, y(3)〉 = 0∑
i xi1(1)〈ψi, 1(2)y〉 = 0∑
i xi1(1) ⊗ ψi↼1(2) = 0∑
i xi1(1) ⊗ (1ˆ↼1(2))ψi = 0
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Projecting A⊗ Aˆ onto A ⊗
AR
Aˆ we obtain
∑
i xiψi = 0. Hence π is faithful.
In a similar fashion one can extend the left regular representation of A to a faithful
∗-representation π′ of the other Weyl algebra Aˆ>⊳A:
π′(x)y := xy (4.76a)
π′(ϕ)y := y↼Sˆ−1(ϕ) . (4.76b)
4.2 The Jones triple AL ⊂ A ⊂ A>⊳ Aˆ
In this subsection we show that in the faithful representation π the Weyl algebra is
generated by π(A) and by the orthogonal projection A → AL. This result is a simple
application of the general method [9] in the weak Hopf environment. Although we deviate
a little bit from the standard procedure by doing the GNS construction with respect to
a non-tracial state, namely hˆ, as we have discussed in the Appendix, everything works
out as in the tracial case because the modular automorphism of the Haar state leaves
the smaller algebra (i.e. AL or AR) globally invariant.
Since the Haar element hˆ is an idempotent we obtain for xL ∈ AL and y ∈ A that
(xL, y) = 〈hˆ, xL∗y〉 = 〈hˆ, hˆ⇀xL∗y〉 = 〈hˆ, xL∗(hˆ⇀y)〉 =
= (xL, EL(y)) .
Hence the orthogonal projection onto the subspace AL is precisely the Haar conditional
expectation EL of (I.4.22). On the other hand EL = π(hˆ) belongs to π(W).
Proposition 4.2 Let π˜ denote the representation of Aop on the Hilbert space A by right
multiplication, π˜(x)y := yx. Then
π(W) = π˜(AL)′ = π(A) π(hˆ) π(A) (4.77)
Hence W is the Jones extension of AL ⊂ A and the Jones projection π(hˆ) induces the
Haar conditional expectation via
π(hˆ)π(x)π(hˆ) = π(hˆ)π(EL(x)) = π(EL(x))π(hˆ) . (4.78)
Proof : The identity ϕ⇀ (yxL) = (ϕ⇀y)xL shows that the Weyl algebra is contained in
the commutant π˜(AL)′. On the one hand, the commutant is the Jones extension which
is known to be generated by π(A) and by the projection eL projecting onto the subspace
AL.
π(W) ⊂ π˜(AL)′ = 〈π(A), eL〉 (4.79)
On the other hand, we have seen above that eL = E
L = π(hˆ) therefore
〈π(A), eL〉 ⊂ π(W) , (4.80)
which proves the main assertion. The implementation formula (4.78) is a plain weak
Hopf identity while the fact that 〈π(A), eL〉 = π(A)eLπ(A) is a general result [21]. Q.e.d.
Analogue results hold for the right Haar conditional expectation ER:A→ AR giving
rise to the Jones triple Aˆ>⊳A ⊃ A ⊃ AR in which the Jones extension is the other Weyl
algebra W(Aˆ).
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Figure 2: The inclusion diagram of crossed product algebras A>⊳ Aˆ>⊳ . . . and Aˆ>⊳A>⊳ Aˆ . . .
having exactly n terms (A or Aˆ) at height n above sea level. Each square is a commuting
square w.r.t. the Markov conditional expectations ELM , E
R
M . Along straight lines from sea level
upwards the Jones construction is at work. Starting at depth 2 downwards the bottom is a
single copy of the hypercenter.
In order to iterate the basic construction AL ⊂ A ⊂ W ⊂ . . . notice that by the
left AˆL-module property of EˆL we can apply id A ⊗ EˆL onto A ⊗
AR
Aˆ to obtain a faithful
conditional expectation W → A, also denoted by EˆL. The Jones extension of A ⊂ W
is the 2-fold iterated crossed product A>⊳ Aˆ>⊳A in which the two copies of A commute
and the first A with Aˆ satisfy W(A) commutation relations while the last A with Aˆ
satisfyW(Aˆ) commutation relations. Further iterating we obtain a right growing tower of
iterated crossed products. Doing the same construction starting with A ⊃ AR we obtain a
left growing tower but again with the same type of algebras. Putting the two together a 2-
dimensional array of inclusions emerges (Figure 2) in which every straight line starting at
the ”sea level” is a Jones tower and the inclusions as well as the conditional expectations
commute around each square. The algebras below the sea level are constructed by taking
intersections and their structure is governed by Lemma I.2.14. If A is a Hopf algebra
then all algebras at and below the ”sea level” coincide with the number field |C. If A
is a pure WHA such that Aˆ is pure as well then only the Z algebras below the sea are
equal to |C. But for any WHA A at ”depth 2” we reach the bottom which consists of
one common copy of HypercenterA.
Exactly the above array of finite dimensional algebras of ”depth 2” arises if one
considers the derived towers of a finite index depth 2 inclusion N ⊂M of von Neumann
algebras with relative commutant N ′ ∩M = AL [15]. The members of the array can
also be interpreted as the local algebras associated to intervals in a quantum chain. For
Hopf algebras this has been analized in [16] and for weak Hopf algebras in [2].
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4.3 The Haar conditional expectation
The quasibasis of EL is by definition an element
∑
i ai⊗bi ∈ A⊗A satisfying
∑
i aiE
L(bix)
= x for all x ∈ A [20]. We claim that ∑i ai ⊗ bi = S(h(1))⊗ g−2R h(2). As a matter of fact
S(h(1))(hˆ⇀ (g
−2
R h(2)x)) = S(h(1)S
−1(x))(hˆ⇀ (g−2R h(2))) =
= xS(h(1))h(2)〈hˆ, g−2R h(3)〉 = x1(1)〈hˆ, g−2L h1(2)〉 =
= x1(1)ε(g
−2
L (hˆ⇀h)1(2)) = x
Hence we obtain for the index of EL the formula
IndexEL :=
∑
i
aibi = S(h(1))g
−2
R h(2) = ⊓R(g−2R h) ∈ AR ∩ CenterA = ZR (4.81)
which is manifestly an element of AR and belongs to CenterA by the general property
of the Index [20]. Notice that the connected components of the inclusion AL ⊂ A are
the inclusions zLν A
L ⊂ zLν A therefore the index being a ”scalar” would correspond to
IndexEL ∈ ZL. By the above formula this is possible only if IndexEL is hypercentral,
i.e. a true scalar in each hyperselection sector. The next Proposition shows that this is
indeed the case.
Proposition 4.3 The index of the Haar conditional expectations EL:A → AL, x 7→
(hˆ ⇀ x) and ER:A → AR, x 7→ (x ↼ hˆ) is a common positive invertible hypercentral
element I given by
IndexEL =
∑
ν∈VacA
zLν
ε(zLν g
−2
L )
ε(zLν )
= I =
∑
ν∈VacA
zRν
ε(zRν g
−2
R )
ε(zRν )
= IndexER . (4.82)
The analogue index in Aˆ coincides with I under the canonical identification of the hyper-
centers of A and Aˆ. If the hypercenter is trivial (especially if A is pure) then the index
formula simplifies to I = 1ε(g−2R )/ε(1).
Proof : Using Eqns (4.81) and (I.4.13) we obtain
I =
∑
q
eq trq(g
−1
L g
−1
R )/trq(g)
Now we need two formulae for ratios of traces of the type tr(g±xL/R)/tr(g). For that
purpose multiply Eqn (3.53) by xR ∈ AR and Eqn (3.54) by xL ∈ AL and then apply
the counit to them. This yields, together with (3.50), the ratios
trq(g
−1xR)
trq(g−1)
=
〈ζqR, xR〉
〈ζqR, 1〉
(4.83)
trq(gx
L)
trq(g)
=
〈ζqL, xL〉
〈ζqL, 1〉
. (4.84)
These formulae help to evaluate tr(g−1L g
−1
R ) in two different ways which lead immediately
to the desired expression for I. Q.e.d.
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Remark : Since EL is not a trace preserving conditional expectation (unless hˆ is a
trace, i.e. S2 = id A), scalarness of IndexE
L does not necessarily imply any relation
between the connected components zLν A
L ⊂ zLν A. (See, however, Subsection 3.4.) Thus
I may not be the minimal index of AL ⊂ A.
For later convenience we compute here the Haar conditional expectation EL on the
subalgebra AR. At first notice that EL(xR) ≡ hˆ ⇀ xR = 1(1)〈hˆ, 1(2)xR〉 belongs to
AL ∩ AR = Z. So we obtain for the Haar state on the subalgebra ALAR the expression
〈hˆ, xLyR〉 = ε(xL(hˆ⇀yR)) =∑
νˆ
ε(xLzνˆ)
ε(zνˆ(hˆ⇀y
R))
ε(zνˆ)
=
=
∑
νˆ∈Vac Aˆ
ε(xLzνˆ)ε(zνˆy
R)
ε(zνˆ)
(4.85)
and also
hˆ⇀xR =
∑
νˆ
zνˆ
ε(zνˆx
R)
ε(zνˆ)
. (4.86)
4.4 The Markov trace
Throughout the paper τ denoted the trace on A which is related to the Haar measure
by τ = g−1L g
−1
R ⇀hˆ and has trace vector τq = trq(g). Since τ is faithful, any other trace
is of the form τ ′ = c⇀τ with c ∈ CenterA. If τ ′ is also faithful then the τ ′-preserving
conditional expectation ELτ ′:A→ AL can be expressed in terms of the Haar conditional
expectation as
ELτ ′(x) = E
L(rx) = EL(xr) , x ∈ A (4.87)
where the Radon-Nikodym derivative r is given by (cf. Eqn (A.2))
r = cg−1L g
−1
R E
L(cg−1L g
−1
R )
−1 = cg−1R (hˆ⇀cg
−1
R )
−1 . (4.88)
The quasibasis and index of ELτ ′ can now be easily obtained,∑
i
a′i ⊗ b′i = S(h(1))⊗ r−1g−2R h(2) (4.89)
IndexELτ ′ = S(h(1))(τ ⇀c)c
−1h(2) =
∑
q
eq
trq(g
−1c(1))〈τ, c(2)〉
τq cq
(4.90)
where cq denotes the value of c in the sector q.
An important special case is the standard trace τS defined by the trace vector dq. This
is obtained by setting in the general trace τ ′ the central element to be c = k
−1/2
L k
−1/2
R .
One would naively expect that the trace with trace vector equal to the dimension vector is
nothing else but the Markov trace τM , i.e. τM = τS (up to a hypercentral normalization).
We will see that this holds only in the absence of soliton sectors.
We recall that the inclusion AL ⊂ A is connected iff ZL = |C1, i.e. iff A is pure.
Therefore in general there is no unique Markov trace on A but the Markov conditional
expectation is unique (see Definition A.3). Let Λ = [Λaq], a ∈ Sec AL, q ∈ Sec A be
the inclusion matrix of AL ⊂ A. Then ΛtΛ decomposes into a direct sum of irreducible
matrices one for each connected component zLν A
L ⊂ zLν A. Hence the row (or column)
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indices q of the matrix ΛtΛ that belong to one and the same irreducible component can
be found in one and the same row in Figure 1. Speaking in terms of Figure 1, on the
sectors q of a given row there is a (up to a scalar) unique trace vector which is the Perron-
Frobenius eigenvector of the correponding irreducible component of ΛtΛ. Any faithful
trace with such a trace vector should be called a Markov trace for the inclusion AL ⊂ A
(or briefly a left Markov trace) since they all share in having the following property.
The trace preserving conditional expectation A→ AL is independent of the row by row
normalization of the trace vector and its index belongs to ZL. It is a standard result
now that the norm of this index is the minimal one among all conditional expectations
(see Lemma A.2).
If we repeat this construction for the Markov trace of the inclusion AR ⊂ A then the
resulting trace vector will have the freedom of an overall positive factor in each column of
Figure 1. This would be a right Markov trace. Even knowing that the inclusions AR ⊂ A
and AL ⊂ A are isomorphic via the antipode, there seems to be no reason why the left
and right Markov traces should coincide. But if they do then they define a trace which
is unique up to a scalar in each hyperselection sector. A common left-right Markov trace
would also imply a strong relation between the disconnected parts of Λ: They must have
the same norm. Therefore that the next Theorem is true comes as an unexpected gift of
the weak Hopf structure.
Theorem 4.4 i) There is a unique trace τM :A→ |C, called the Markov trace such that
the τM -preserving conditional expectations E
L
M :A → AL and ERM :A → AR have
equal hypercentral index δ,
IndexELM = IndexE
R
M = δ ∈ HypercenterA (4.91)
and satisfy the normalization τM(zH) = 1 for H ∈ Hyp A.
ii) For any fixed hyperselection sector H the connected inclusions
zLµA
L ⊂ zLµA , AzRµ ⊃ ARzRµ , [µ] = H (4.92)
have the same index, i.e. their inclusion matrices Λ(µ) have the same norm. This
index is the value δH of δ on the hypersector H.
iii) δ is also equal to the norm of the dimension matrix dA of the left regular A-module
AA. I.e. there exist numbers fµ > 0, µ ∈ VacA such that∑
ν∈VacA
dµνfν = δ[µ]fµ (4.93)
where dµν stands for d
µν
A and [µ] denotes the hypersector of the vacuum µ.
Proof : We have seen in Subsection 3.4 that for µ, ν in the same hypersector H there
exists at least one sector q with qL = µ, qR = ν. Therefore the H-th block of dA is
full, i.e. have strictly positive entries. In particular it is an irreducible matrix. Let fµ,
[µ] = H be a Perron-Frobenius eigenvector and denote its eigenvalue by δH .
From the Perron-Frobenius eigenvector we can construct the central element fR :=∑
ν z
R
ν fν ∈ ZR and define the trace τM := c⇀τ with c = cLcR, cR = fRk−1/2R = S(cL) ∈
26
ZR. Then the general index formula (4.90) yields
IndexELM =
∑
q
eq
trq(g
−11(1))
trq(g−1)
〈τ, cR1(2)〉
fqR εˆ(ζqR)−1/2
=
=
∑
q
eq
ε(zLqR1(1))
ε(zLqR)
〈τ, cR1(2)〉
fqR ε(z
L
qR)
−1/2
=
∑
q
eq
〈τ, cRzLqR〉
fqR ε(z
L
qR)
1/2
=
=
∑
µ
zRµ
〈τ, cRzLµ 〉
fµ ε(zLµ )
1/2
=
∑
µ
zRµ
∑
q;qL=µ
nqdq
fqR
fqL
=
=
∑
µ
zRµ
∑
ν
dµν
fν
fµ
which is precisely the hypercentral element δ the components of which are the Perron-
Frobenius eigenvalues δH .
The restriction of ELM onto z
L
µA is a trace preserving conditional expectation onto
zLµA
L with scalar index δ[µ]. Therefore the trace vector is the Perron-Frobenius eigen-
vector and δ[µ] is the corresponding eigenvalue of Λ(µ)
tΛ(µ) (cf. Scholium A.4).
Since τ and c are invariant under the antipode, so is the Markov trace, τM ◦ S = τM .
Therefore
ERM = S ◦ ELM ◦ S−1 (4.94)
and their indices are also related by the antipode. Since the index δ is hypercentral, they
have equal index. Q.e.d.
The Markov trace on A can now be written in the following equivalent forms
τM = fLfR⇀τS = fLk
−1/2
L k
−1/2
R fR⇀τ = fLk
−1/2
L g
−1
L g
−1
R k
−1/2
R fR⇀hˆ . (4.95)
Hence the trace vector of τM is
tq := fqLdqfqR . (4.96)
The normalization of τM given in the Theorem corresponds to the normalization of f
according to
τM (zH) =
∑
q∈H
nqtq =
∑
µ,ν,[ν]=H
dµνfµfν = δH
∑
µ,[µ]=H
f 2µ = 1 . (4.97)
4.5 Dimensions for AL, AR
The dimensions dq, q ∈ SecA have been obtained from the rigid monoidal structure of the
category RepA. Dimensions da for the sectors a of A
L cannot be obtained that way since
AL is not a coalgebra hence repAL is not monoidal. However, there is an underlying
2-category CA in ”dual” position with respect to the representation categories in the
sense that A, Aˆ, AL, . . .etc are selfintertwiner algebras of certain 1-morphisms (arrows)
of CA. We will not enter into a precise construction of this 2-category here just give a
sketch of its structure on Fig. 3.
CA has two 0-morphisms denoted Z and Zˆ with the notation refering to their self-
intertwiner algebras which is Z = AL ∩ AR and Zˆ = AˆL ∩ AˆR, respectively. There
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Figure 3: Schematic picture of the 1-skeleton of the 2-category CA. Upper half: The reducible
0-objects and 1-objects. Lower half: Their irreducible content.
is a reducible 1-morphism ı pointing from Zˆ to Z with algebra AL and there is one,
ı¯, which is its conjugate, pointing from Z to Zˆ the associated algebra of which is AR.
Thus the irreducible components a ∈ Sec AL have source aL ∈ Sec Zˆ ≡ Vac A and target
aR ∈ Sec Z ≡ Vac Aˆ. Their conjugates b = a¯ ∈ Sec AR have source bL ∈ Vac Aˆ and target
bR ∈ Vac A. Figure 3 is an unfolding of this structure in order for the arrows to point to
the right and to illustrate the relation with the quantum chain of Figure 2. The WHA
A corresponds to the arrow ı × ı¯ and its irreducibles to arrows q connecting two vacua
of A. Similarly, Aˆ is the selfintertwiner algebra of ı¯ × ı and its irreducibles qˆ connect
two irreducible components of Z. That there are no more interesting arrows to draw is
related to the depth 2 property of Figure 2. The graph with vertex set Vac A ∪ Vac Aˆ
and edge set Sec AL ∪ Sec A ∪ Sec AR ∪ Sec Aˆ will be denoted by GA.
There are various positive functions defined on the vertices and edges of GA. On the
vertices we have the function k with values given by the counit evaluated on the minimal
projections of Z and Zˆ: kµ = εˆ(ζµ), kνˆ = ε(zνˆ). The Perron-Frobenius eigenvector f of
the regular dimension matrix (Theorem 4.4) determines the function VacA ∋ µ 7→ fµ and
the analogue Perron-Frobenius eigenvector Vac Aˆ ∋ νˆ 7→ fνˆ constructed for Aˆ extends f
to all the vertices of GA. These functions determine the weak Hopf algebra elements
k =
∑
νˆ zνˆ ε(zνˆ) ∈ Z kˆ =
∑
ν ζν εˆ(ζν) ∈ Zˆ
kL = 1↼kˆ ∈ ZL kˆL = 1ˆ↼k ∈ ZˆL
kR = kˆ⇀1 ∈ ZR kˆR = k⇀ 1ˆ ∈ ZˆR
f =
∑
νˆ zνˆ fνˆ ∈ Z fˆ =
∑
ν ζν fν ∈ Zˆ
fL = 1↼fˆ ∈ ZL fˆL = 1ˆ↼f ∈ ZˆL
fR = fˆ ⇀1 ∈ ZR fˆR = f ⇀ 1ˆ ∈ ZˆR
On the edges there is the multiplicity function n : na determines the dimension of the
irrep a of AL, nq that of the irrep q of A, . . . . For the q and qˆ type of edges we already
have the dimension function
dq =
trq(g
−1)
(kqL kqR)1/2
, dqˆ =
trqˆ(gˆ
−1)
(kqˆL kqˆR)1/2
. (4.98)
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We now propose an extension of d to the a and b type of edges. But before doing that
let us decompose the standard metric into left and right components as
g′ = g′L(g
′
R)
−1 g′L = S(g
′
R) = k
1/2
L gLk
1/2 . (4.99)
Analogue formula holds for the dual standard metric gˆ′.
Theorem 4.5 i) There exist unique positive numbers {da}a∈SecAL {db}b∈SecAR such that
with Nabq denoting the multiplicity of the simple algebra e
L
aA
L ⊗ eRb AR in eqA we
have the multiplicativity rule∑
q∈SecA
Nabq dq = da δaR,bL db (4.100)
and the conjugation rule
da¯ = da. (4.101)
Their explicit form is given by
da = ε(e
L
a g
′−1
L )/na = εˆ(eˆ
R
a gˆ
′−1
R )/na (4.102a)
db = ε(e
R
b g
′−1
R )/nb = εˆ(eˆ
L
b gˆ
′−1
L )/nb (4.102b)
where the minimal central idempotents of AL, AR,. . . etc are related by eˆRa = e
L
a ⇀ 1ˆ,
eLa = S(e
R
a¯ ), e
R
b = eˆ
L
b ⇀1. Then it follows that also∑
qˆ∈Sec Aˆ
N baqˆ dqˆ = db δbR,aL da (4.103)
holds with N baqˆ denoting the multiplicity of the simple algebra eˆ
L
b Aˆ
L⊗ eˆLa AˆR in eqˆAˆ.
ii) Introduce the dimension matrix of AL, respectively AR by the formulae
dµνˆ :=
∑
a∈SecAL
aL=µ, aR=νˆ
nada ≡ ε(zLµg′−1L zνˆ) (4.104a)
dµˆν :=
∑
b∈SecAR
bL=µˆ, bR=ν
nbdb ≡ ε(zµˆg′−1R zRν ) = dνµˆ. (4.104b)
Then the dimension matrices dA and dAˆ of the left regular modules of A, respectively
Aˆ can be expressed as
dµν =
∑
ρˆ∈Vac Aˆ
dµρˆdρˆν , dµˆνˆ =
∑
ρ∈VacA
dµˆρdρνˆ . (4.105)
iii) The Perron-Frobenius eigenvectors f and fˆ are related by∑
µ
dνˆµfµ = δ
1/2
[νˆ] fνˆ . (4.106)
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Proof : Let us first prove uniqueness of {da}, {db}. Suppose that there exists another
solution {d′a}, {d′b} of (4.100, 4.101). Then d′a/da = caR=bL = db/d′b for some scalar
function cνˆ on Vac Aˆ, so d′a = caRda, d′a¯ = da¯/caR . Taking into account the conjugation
rule we obtain cνˆ ≡ 1.
In order to verify the solution (4.102a–b) we compute the restriction of the Markov
trace onto ALAR using (4.85).
〈τM , xLyR〉 = 〈hˆ, xLg−1L fLk−1/2L yRg−1R fRk−1/2R 〉 =
=
∑
νˆ
ε(xLfLk
−1/2
L g
−1
L zνˆ)
1
ε(zνˆ)
ε(zνˆg
−1
R k
−1/2
R fRy
R) =
=
∑
νˆ
ε(xLfLg
′−1
L zνˆ) ε(zνˆg
′−1
R fRy
R) .
Specializing to minimal projections we obtain
〈τM , eLa eRb 〉 = faL ε(eLa g′−1L ) δaR,bL ε(g′−1R eRb ) fbR . (4.107)
This quantity must be equal to nanb
∑
q N
ab
q tq. Taking into account the value tq =
fqLdqfqR of the trace vector we arrive to the multiplicativity formula (4.100). The con-
jugation formula is a simple consequence of the S-invariance of the counit. The second
expressions in (4.102a–b), reflecting the symmetric roles of A and Aˆ, imply (4.103).
(4.105) follows using (4.100), (4.103) and the dimension counting formulae∑
a∈SecAL
∑
b∈Sec AR
Nabq nanb = nq
∑
a∈SecAL
∑
b∈Sec AR
N baqˆ nanb = nqˆ. (4.108)
The proof of (4.106) is now straightforward. Q.e.d.
The importance of the Markov index δ in C∗-WHA’s can be illustrated by the three-
fold role in which it appears as a Perron-Frobenius eigenvalue:
• δ is the PF-eigenvalue of the left regular dimension matrices dA and dAˆ (cf. Theo-
rem 4.4.iii) ∑
ν∈VacA
dµνfν = δ[µ]fµ
∑
νˆ∈Vac Aˆ
dµˆνˆfνˆ = δ[µˆ]fµˆ .
• δ is the PF-eigenvalue of ΛtΛ where {Λaq} is the inclusion matrix of AL ⊂ A (cf.
Theorem 4.4.ii), ∑
q∈SecA
Λaqtq = δ
1/2
[a] ta
∑
a∈SecAL
taΛaq = δ
1/2
[q] tq .
Here ta = faLdafaR , so δ
1/2
[a] ta is the trace vector of the restriction of τM onto A
L.
• δ is also the PF-eigenvalue of the matrix NA = [N rAq] where N rAq =
∑
p npN
r
pq
denotes the multiplicity of r in the monoidal product of the left regular module AA
with the sector q, ∑
r∈SecA
N rAqtr = δ[q]tq .
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The identity S(1(1))1(2) = 1 occured many times in this paper but until now nothing
has been said about the element 1(2)S(1(1)) ∈ AL. After having introduced g′L and da we
are in the position to do this.
Lemma 4.6 In any WHA A over a field K the element 1(2)S(1(1)) is the Radon-Nikodym
derivative of the left regular trace trL of the subalgebra AL with respect to the nondegen-
erate functional ε|AL, i.e.
trL(xL) = ε(xL1(2)S(1(1))) x
L ∈ AL . (4.109)
If A is a C∗-WHA then this Radon-Nikodym derivative is positive and invertible and can
be expressed as
1(2)S(1(1)) = g
′−1
L
∑
a∈SecAL
eaL
na
da
. (4.110)
Proof : Any representation ∆(1) =
∑
j ej⊗ ej with elements ej ∈ AR, ej ∈ AL determines
a pair of dual bases for the nondegenerate bilinear form (xR, xL) 7→ ε(xRxL) on AR×AL
of Lemma I.2.2. Therefore
trL(xL) = ε(1(1)x
L1(2)) = ε(x
L1(2)S(1(1))) (4.111)
due to (I.2.10) and (I.2.2a). In order to prove (4.110) notice that xL1(2)S(1(1)) =
1(2)S(1(1))S
2(xL), xL ∈ AL, therefore w := g′L1(2)S(1(1)) belongs to CenterAL. Then,
denoting tra(x
L) := 1
na
trL(eLax
L),
da ≡ 1
na
ε(eLa g
′−1
L ) =
1
na
ε(eLaw
−11(2)S(1(1))) = tra(w
−1). (4.112)
which proves (4.110). Q.e.d.
Applying tra to (4.110) we obtain
da =
tra(g
−1
L )
(kaLkaR)1/2
(4.113)
a formula reminiscent to (4.98).
Remark : We summarize without proof some results on the inclusion ALAR ⊂ A. Re-
call that ALAR is a C∗-WHA by restricting the structure maps of A and its hypercentral
blocks are precisely of the type discussed in Subsection 5.2. The Haar state on ALAR is
the restriction of hˆ and the Haar index is IndexEL|ALAR = k, i.e. the element defined in
Subsection 4.5. The map
E:A→ ALAR , E(x) = k1(1)EL(xS−1(1(2))) (4.114)
is a conditional expectation which is the hˆ-preserving, the τ -preserving, the τS-preserving,
and the τM -preserving conditional expectation at the same time. Its index is hyper-
central, thus E is the Markov conditional expectation onto ALAR.
IndexE =
∑
µ∈Vac A
zLµ ε(z
L
µ g
′
L
−2
) ∈ HypercenterA
=
∑
µ∈Vac A
zLµ ·
∑
a;aL=µ
d2a (4.115)
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This implies that the above sum of d2a-s is independent of µ within a hyperselection sector
H and gives the square of the norm of the inclusion matrix of zHA
LAR ⊂ zHA. (As a
comparison, the Haar index I forAL ⊂ A can be written as∑a;aL=µ d2akaR and the Markov
index δ is not algebraically expressible in terms of the dimensions, either.) Since τS is
a Markov trace for ALAR ⊂ A and has trace vector dq, the dimension multiplicativity
formula (4.100) has as a counterpart∑
a
∑
b
Nabq dadb = dq (IndexE)[q] . (4.116)
4.6 Temperley-Lieb projections
Since the Weyl algebra A>⊳ Aˆ is the common Jones extension of the two inclusions AL ⊂ A
and Aˆ ⊃ AˆR, by standard results [9] there exist unique projections eˆ and e in A>⊳ Aˆ that
implement the Markov conditional expectations ELM and Eˆ
R
M , respectively, in the sense
of the formulae
eˆxeˆ = ELM(x)eˆ x ∈ A
eϕe = EˆRM(ϕ)e ϕ ∈ Aˆ
}
within A>⊳ Aˆ . (4.117)
The peculiarity of the smash product extension is that these Jones projections not only
belong to A>⊳ Aˆ but e ∈ A and eˆ ∈ Aˆ, as well. Furthermore, they satisfy the Temperley-
Lieb relations
eeˆe = δ−1 e (4.118a)
eˆeeˆ = δ−1 eˆ (4.118b)
and, as a consequence of the manifest selfduality of these relations, they also provide us
with the Jones projections for the Markov conditional expectations ERM :A → AR and
EˆLM : Aˆ → AˆL the common Jones extension of which is the other Weyl algebra Aˆ>⊳A.
Therefore
eϕe = EˆLM(ϕ)e
eˆxeˆ = ERM(x)eˆ
}
within Aˆ>⊳A . (4.119)
Before proving these statements we recall that in finite dimensional C∗-Hopf algebras it
is well-known that e = h and eˆ = hˆ are the Haar integrals of A and Aˆ, respectively. Not
too much surprisingly this is not true in case of C∗-WHA’s. As a matter of fact within
A>⊳ Aˆ we have
hˆxhˆ = (hˆ(1)⇀x)hˆ(2)hˆ = (1ˆ(1)hˆ⇀x)1ˆ(2)hˆ = (1ˆ(1)⇀E
L(x))1ˆ(2)hˆ = E
L(x)hˆ (4.120)
hence hˆhhˆ = g2Lhˆ = hˆg
2
L. Similarly, in A>⊳ Aˆ we can write
hϕh = hEˆR(ϕ) (4.121)
hence hhˆh = hgˆ2R = gˆ
2
Rh.
In the next Theorem we use the notions of standard representation πM of A>⊳ Aˆ and
standard representation π′M of Aˆ>⊳A associated to the Markov trace. Both of these
representations act on the GNS Hilbert space L2(A, τM ) associated to the functional
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τM . They are equivalent to the standard representations (4.75a-b) and (4.76a-b), re-
spectively, by means of the isometry U :L2(A, τM) → L2(A, hˆ), x 7→ xs1/2, where
s = fLk
−1/2
L g
−1
L g
−1
R k
−1/2
R fR is the Radon-Nykodim derivative of τM with respect to hˆ
(4.95). That is to say πM = Ad U−1 ◦ π and π′M = Ad U−1 ◦ π′.
Theorem 4.7 The Radon-Nikodym derivatives of the Markov conditional expectations
with respect to the Haar ones are given by the following formulae.
ELM(x) = E
L(rRx), x ∈ A , rR = δ−1/2 f−1k1/2g−1R k−1/2R fR (4.122a)
ERM (x) = E
R(rLx), x ∈ A , rL = δ−1/2 fLk−1/2L g−1L k1/2f−1 (4.122b)
In terms of the quantities
qL = δ
−1/2 f−1L k
1/2
L g
−1
L k
−1/2f = 1↼rˆR (4.123a)
qR = δ
−1/2 fk−1/2g−1R k
1/2
R f
−1
R = S(qL) = rˆL⇀1 (4.123b)
qˆL = δ
−1/2 fˆ−1L kˆ
1/2
L gˆ
−1
L kˆ
−1/2fˆ = 1ˆ↼rR (4.123c)
qˆR = δ
−1/2 fˆ kˆ−1/2gˆ−1R kˆ
1/2
R fˆ
−1
R = Sˆ(qˆL) = rL⇀ 1ˆ (4.123d)
we define the projections
e := q
1/2
L hq
1/2
L , eˆ := qˆ
1/2
L hˆqˆ
1/2
L (4.124)
that are the Jones projections associated to the Markov conditional expectations in the
following sense. The standard representations πM of A>⊳ Aˆ and π
′
M of Aˆ>⊳A on the
Hilbert space L2(A, τM) send eˆ to the orthogonal projection onto the subspace A
L and
AR, respectively:
πM (eˆ) = E
L
M , π
′
M(eˆ) = E
R
M . (4.125)
e does the same after interchanging the roles of A and Aˆ. Furthermore e and eˆ satisfy
the relations (4.117), (4.118a-b), and (4.119).
Proof : Using (A.2) we have rR = sE
L(s)−1 = fRk
−1/2
R g
−1
R (hˆ⇀fRk
−1/2
R g
−1
R )
−1 so we need
formula (4.86):
hˆ⇀fRk
−1/2
R g
−1
R =
∑
νˆ∈Vac Aˆ
zνˆ
ε(zνˆg
−1
R k
−1/2
R fR)
kνˆ
=
∑
νˆ∈Vac Aˆ
∑
µ∈VacA
zνˆ
ε(zνˆg
−1
R z
R
µ )
kνˆk
1/2
µ
fµ =
=
∑
νˆ∈Vac Aˆ
∑
µ∈Vac A
zνˆ
dνˆµ
k
1/2
νˆ
fµ = δ
1/2fk−1/2 (4.126)
hence
rR = δ
−1/2 f−1k1/2g−1R k
−1/2
R fR . (4.127)
Using (4.94) we obtain rL = S(rR).
In order to verify πM(eˆ) = E
L
M one uses πM(ϕ)y = (ϕ⇀ys
1/2)s−1/2, ϕ ∈ Aˆ, y ∈ A,
and the fact that within A>⊳ Aˆ one has the identification qˆL = rR. Thus
πM(eˆ)y = r
1/2
R E
L(r
1/2
R ys
1/2)s−1/2 = EL(yr
1/2
R s
1/2)r
1/2
R s
−1/2 = EL(yrR)
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where we utilized θEL(rR) = rR and that rRs
−1 ∈ AL. The proof of π′M (eˆ) = ERM goes
analogously using π′M(ϕ)y = (ys
1/2 ↼ Sˆ−1(ϕ))s−1/2 and the fact that within Aˆ>⊳A we
have qˆR = rL. It is now a standard consequence [9] that the relations (4.117) and (4.119)
hold true, using also the duality principle for those involving e. The Temperley-Lieb
relations (4.118a-b) in turn follow from the fact that e ∈ A and eˆ ∈ Aˆ after the reader
have checked that ELM(e) = δ
−1 = ERM(e). Q.e.d.
Being the Jones extension A>⊳ Aˆ = AeˆA, in particular for every ϕ ∈ Aˆ ⊂ A>⊳ Aˆ there
exist ai, bi ∈ A such that ϕ = ∑i aieˆbi. In order to obtain a concrete expression use the
quasibasis
∑
i ui ⊗ vi = S(h(1))⊗ δqRh(2) of ELM :
1 =
∑
i
uieˆvi = uihˆrRvi
ϕ = ϕ1 =
∑
i
(ϕ(1)⇀ui)ϕ(2)hˆrRvi =
∑
i
(ϕ(1)⇀ui)⊓ˆL(ϕ(2))hˆrRvi =
=
∑
i
(ϕ⇀ui)hˆrRvi = (ϕ⇀S(h(1)))r
−1/2
R eˆr
−1/2
R g
−2
R h(2) (4.128)
This will be used to prove the following
Corollary 4.8 Let τWM :A>⊳ Aˆ → |C be the trace associated to τM :A → |C by the basic
construction for AL ⊂ A. Similarly, let τW ′M :A>⊳ Aˆ be the trace associated to the Markov
trace tM of Aˆ by the basic construction for Aˆ
R ⊂ Aˆ. Then τWM = τW ′M .
Notice that, as a consequence of this, the restriction to Aˆ of the conditional expecta-
tion EˆLM :A>⊳ Aˆ → A defined by EˆLM (xeˆy) = xδ−1y coincides with the Markov condi-
tional expectation previously denoted by EˆLM . Together with the analogue statement
for ERM :A>⊳ Aˆ → Aˆ, this means commutativity of the Markov conditional expectations
around the squares of Figure 2.
Proof : By definition τWM (xeˆy) = δ
−1〈τM , xy〉 for x, y ∈ A and thus, by cyclicity of the
trace, it is sufficient to prove that τWM (eϕ) = δ
−1〈ϕ, tM〉 for ϕ ∈ Aˆ.
τWM (eϕ) =
∑
i
τWM (e(ϕ⇀ui)r
−1/2
R eˆr
1/2
R vi) = δ
−1
∑
i
τM(e(ϕ⇀ui)vi) =
= 〈τM , e(ϕ⇀S(h(1)))qRh(2)〉 = 〈τM , hq1/2R (ϕ⇀S(h(1)))qRh(2)q1/2R 〉
where we used the identity rRqR = δ
−1g−2R . Inserting here the calculation
τM↼h = h⇀τM = h⇀hˆgˆ
−2
L kˆ
−1fˆ 2 = kˆ−1fˆ 2
we obtain
τWM (eϕ) = ε(q
1/2
R (ϕ⇀S(h(1)))qRh(2)q
1/2
R k
−1
R f
2
R) = 〈ϕ, S(h(1))〉 ε(q1/2R ⊓R (qRh(2))
q
1/2
R k
−1
R f
2
R) = 〈ϕ, S(h(1))〉 ε(qRh(2)qRk−1R f 2R) = 〈ϕ, S(qRhqRk−1R f 2R)〉 =
= 〈ϕ, f 2Lk−1L qLhqR〉 = δ−1〈ϕ, tM〉
where in the last equation we took into account the dual of the formula (4.95). Q.e.d.
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The restrictions of the Markov trace τWM onto various subalgebras of A>⊳ Aˆ have trace
vectors as listed below.
Subalgebra minimal central projections trace vector
Z zνˆ , νˆ ∈ Vac Aˆ δ[νˆ]f 2νˆ
Zˆ zµ , µ ∈ Vac A δ[µ]f 2µ
AL eLa , a ∈ Sec AL δ1/2[a] faLdafaR
AR ≡ AˆL eRb , b ∈ Sec AR δ1/2[b] fbLdbfbR
AˆR eˆRa , a ∈ Sec AL δ1/2[a] faLdafaR
A eq , q ∈ Sec A fqLdqfqR
Aˆ eˆqˆ , qˆ ∈ Sec Aˆ fqˆLdqˆfqˆR
A>⊳ Aˆ eWa , a ∈ Sec AL δ−1/2[a] faLdafaR
Some comments on the idempotents eWa are in order. From the general theory of Jones
extensions we know that CenterA>⊳ Aˆ ∼= CenterAL, however for an unambiguous la-
belling of the minimal central idempotents of A>⊳ Aˆ with a ∈ Sec AL we need the ”shift
isomorphism”
CenterAL ∋ zL 7→ ∑
i
uiz
Leˆvi ∈ CenterA>⊳ Aˆ . (4.129)
Thus our definition is this
eWa :=
∑
i
uie
L
a eˆvi = S(h(1))e
L
a hˆg
−2
R h(2) . (4.130)
It is important to remark that one would have obtained the same result for eWa using
the canonical isomorphism AL → AˆR, eLa 7→ eˆRa = eLa ⇀ 1ˆ and after that the other
shift isomorphism Center AˆR → CenterA>⊳ Aˆ associated to the basic construction for
AˆR ⊂ Aˆ. As a matter of fact the reader may check the following equality in A>⊳ Aˆ valid
for all zL ∈ CenterAL,
S(h(1))z
Lhˆg−2R h(2) = hˆ(1)gˆ
−2
L h(z
L⇀ 1ˆ)Sˆ(hˆ(2)) , (4.131)
which expresses commutativity of the triangle consisting of the two shift isomorphisms
and of the canonical isomorphism κLA of Lemma I.2.6. Similarly, there is an unambiguous
labelling of the minimal central projections eW
′
b of Aˆ>⊳A by the sectors b of A
R.
The content of the next Proposition can be phrased as Frobenius reciprocity in the
underlying 2-category of the weak Hopf algebra.
Proposition 4.9 For a, a′ ∈ Sec AL, b, b′ ∈ Sec AR, and q ∈ Sec A let N qa′a be the
multiplicity of the simple algebra eqA ⊗ eˆRa′AˆR in the simple algebra eWa (A>⊳ Aˆ) and let
N b
′q
b be the multiplicity of the simple algebra eˆ
L
b′Aˆ
L ⊗ eqA in eW ′b (Aˆ>⊳A). As before, Nabq
denotes the inclusion matrix of AL⊗
Z
AR ⊂ A. Then
N qb¯a = N
ab
q = N
a¯q
b (4.132)
where a 7→ a¯ and b 7→ b¯ are the mutually inverse bijections induced by the antipode
restricted to CenterAL/R, respectively.
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Proof : We will content ourselves with proving the first equality. The subalgebra in A>⊳ Aˆ
generated by A and AˆR is the amalgamated tensor product A⊗ˆ
Z
AˆR with minimal central
projections eqeˆ
R
a where q
R = aL. The inclusion matrix of A⊗ˆ
Z
AˆR ⊂ A>⊳ Aˆ can therefore
be computed as follows.
N qb¯a =
δ
1/2
[a]
ta
τWM (e
W
a eq eˆ
R
b¯ )
1
nqnb¯
=
δ
1/2
[a]
nqtanb
τWM (S(h(1))e
L
a eˆ e
R
b r
−1
R g
−2
R h(2)eq) =
=
δ
−1/2
[a]
nqtanb
τM(S(h(1))e
L
a e
R
b r
−1
R g
−2
R h(2)eq) =
=
δ
−1/2
[a]
nqtanb
1
τq
τM (eq)trq(g
−1eLa e
R
b r
−1
R g
−2
R ) =
fqLk
−1/2
qL fbLk
−1/2
bL
tanb
trq(g
−1
L e
L
a e
R
b ) =
=
k
−1/2
aL k
−1/2
aR
danb
Nabq tra(g
−1
L )trb(1) = N
ab
q
Q.e.d.
Corollary 4.10 The restriction of an irreducible representation Dq of A onto the sub-
algebra zLµA
L is either the zero representation (if qL 6= µ) or a faithful representation (if
qL = µ). Thus the inclusion matrix Λ of AL ⊂ A satisfies
Λaq > 0 ⇔ aL = qL . (4.133)
Proof : If aL = qL then eˆLa¯ eq is a non-zero projection in Aˆ>⊳A (due to the intersection
AˆL ∩ A = Zˆ). Hence there exists a b such that N a¯qb > 0. It follows from Frobenius
reciprocity that Nabq > 0, i.e. Λaq =
∑
bN
ab
q > 0. Q.e.d.
For a pure C∗-WHA this means that every representation represents AL (and AR)
faithfully. Even in the non-pure case the maximal possible faithfulness is attained which
is still compatible with the groupoidlike sector composition.
4.7 Pairing formula
To conclude the general analysis we return to the beginnings and give an expression
of the canonical pairing in terms of the Markov trace and of the Temperley-Lieb-Jones
projections. This formula can be the starting point of the reconstruction of a WHA from
a given inclusion data.
Theorem 4.11 With τM denoting the Markov trace on the Weyl algebra A>⊳ Aˆ the canon-
ical pairing of ϕ ∈ Aˆ and x ∈ A can be written as
〈ϕ, x〉 = τM(δ3/2 · eˆ e ϕ g′′L1/2x g′′R1/2 ) (4.134)
where we introduced the notation
g′′L := f
−1
L g
′
Lf
−1 = f−1L k
1/2
L gLk
1/2f−1 (4.135a)
g′′R := f
−1g′Rf
−1
R = f
−1k1/2gRk
1/2
R f
−1
R (4.135b)
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Proof : At first compute ELM (ex) = E
L(rRq
1/2
L hq
1/2
L x) = q
1/2
L h(1)q
1/2
L x(1)〈hˆ, rRh(2)x(2)〉 =
q
1/2
L rLh(1)S
−1(x(2))q
1/2
L x(1)〈hˆ, h(2)〉 = δ−1q−1/2L S−1(x(2))q1/2L x(1) and then apply this to-
gether with (4.128) to obtain
EˆLM(eˆeϕ) = Eˆ
L
M(eˆe(ϕ⇀S(h(1)))r
−1/2
R eˆr
−1/2
R g
−2
R h(2)) =
= EˆLM(eˆE
L
M (e(ϕ⇀S(h(1)))r
−1/2
R )r
−1/2
R g
−2
R h(2)) =
= δ−2q
−1/2
L r
−1/2
L h(2)q
1/2
L S(h(3))r
−1/2
R g
−2
R h(4)〈ϕ, S(h(1))〉 =
= δ−2q
−1/2
L r
−1/2
L r
−1/2
R g
−2
R (h↼Sˆ(ϕ))q
1/2
L =
= δ−1gq
1/2
R (h↼Sˆ(ϕ))q
1/2
L .
Therefore
τM(eˆeϕx) = 〈τM , EˆLM(eˆeϕ)x〉 = 〈τM , δ−1(h↼Sˆ(ϕ))q1/2L xq1/2R g〉 . (4.136)
The next step is to express the canonical pairing via the canonical trace τ ,
〈ϕ, x〉 = 〈Sˆ(ϕ), (hˆ⇀h)g−2L S−1(x)〉 =
= 〈Sˆ(ϕ), h(1)〉 〈hˆ, h(2)xg−2R 〉 =
= 〈τ, (h↼Sˆ(ϕ))xg〉 .
Taking into account the relation (4.95) of τM to τ and then (4.136) we obtain
〈ϕ, x〉 = 〈τM , (h↼Sˆ(ϕ))xgf−1L k1/2L k1/2R f−1R 〉 =
= τM(eˆeϕ δf
−1
L k
1/2
L q
−1/2
L xq
−1/2
R k
1/2
R f
−1
R ) =
= τM(δ
3/2eˆeϕ(g′′L)
1/2x(g′′R)
1/2 )
Q.e.d.
5 Special cases
5.1 Weak Kac algebras
Weak Kac algebras (WKA) or, what is the same, generalized Kac algebras of [22] are
precisely the weak C∗-Hopf algebras that have involutive antipodes: S2 = id [13]. If A
is a WKA then its dual weak C∗-Hopf algebra Aˆ is also a WKA.
Lemma 5.1 The following conditions for a C∗-WHA A are equivalent.
i) A is a WKA, i.e. S2 = id ,
ii) hˆ is a trace on A,
iii) ε(g−2R ) = dimA.
Proof : Equivalence of (i) and (ii) has already been proven in [13]. For completeness we
give here an independent argument. At first we recall Subsection I.4.3 that the Haar
measure is hˆ = gLgR⇀τ where the trace τ has trace vector τq = trqg ≡ trqg−1.
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(i) ⇒ (ii) S2 = Ad g = id implies g = 1 by uniqueness of the canonical grouplike
element (Proposition I.4.4). Then gˆ = 1ˆ and therefore θhˆ(x) = gˆ⇀x↼gˆ = x by (I.4.29),
i.e. hˆ is a trace.
(ii) ⇒ (i) Using the tracial property of hˆ and Proposition I.4.9 we have hˆ(1)⊗ hˆ(2) =
hˆ(2) ⊗ hˆ(1) = hˆ(1) ⊗ gˆhˆ(2)gˆ. By nondegeneracy of hˆ this implies ϕ = gˆϕgˆ for all ϕ ∈ Aˆ, in
particular gˆ2 = 1ˆ. Since gˆ ≥ 0, we obtain gˆ = 1ˆ and Sˆ2 = id . Taking transpose, S2 = id
follows.
(i) ⇔ (iii) For xL ∈ AL we have ε(xL) = 〈hˆ, xL〉 = τ(xLgLgR) implying two interest-
ing identities,
ε(g−1R ) = τ(gR) (5.137)
ε(g−2R ) =
∑
q
τ 2q (5.138)
The first one is useful in examples to determine gR once g is known. The second one
together with the inequality
τ 2q = (trq g)(trq g
−1) ≥ n2q (5.139)
shows that ε(g−2R ) ≥ dimA and equality holds iff τq = nq, q ∈ Sec A, which in turn is
equivalent to that g ∈ CenterA by the well known property of the inequality (5.139).
Clearly g ∈ CenterA iff S2 = id . Q.e.d.
The main result of this subsection is the following
Theorem 5.2 Let A be a weak Kac algebra. Then the indices of the Markov and of the
Haar conditional expectations coincide and take an integer value on each hypercentral
block,
IH = δH ∈ IN , H ∈ Hyp A . (5.140)
Moreover, for each vacuum µ ∈ Vac A the dimension of zLµA is divisible by that of zLµAL
and their ratio is I[µ], hence constant over the hypercentral block.
Proof : By Lemma 5.1 ii) the Haar state is tracial. Therefore EL is a trace preserving
conditional expectation the index of which belongs to the common centers of A and AL.
Now Scholium A.4 implies that EL is the Markov conditional expectation ELM , hence
I = δ. It remains to show that this common index is
δ[µ] =
dim zLµA
dim zLµA
L
(5.141)
and then Lemma A.5 of the Appendix will imply that IH = δH , H ∈ Hyp A are integers.
For that purpose, and also for mere curiosity, we compute the quantities kµ, dq, gL, fµ,
and dµν for WKA’s. Since 1(2)S(1(1)) = 1, ε|AL = trL, the left regular trace of AL by
Lemma 4.6. Furthermore τq = nq by (5.139). Thus we have
kν = ε(z
L
ν ) =
∑
a∈Sec AL,aL=ν
(nLa )
2 = dim(zLν A
L) (5.142)
dq =
τq
(kqLkqR)1/2
=
nq
(kqLkqR)1/2
. (5.143)
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The modular automorphism of the Haar functional on A is the identity therefore gLgR ∈
CenterA by Proposition I.4.14 i). But g = 1 implies gL = gR therefore gL ∈ AL ∩ AR ∩
CenterA = HypercenterA. Now Proposition 4.3 immediately gives the Haar index
I = g−2L . (5.144)
The traces hˆ and τM having the same trace preserving conditional expectations onto
AL and onto AR, too, may differ only in a hypercentral Radon-Nikodym derivative.
Comparing this to Eqn (4.95) we see that fLk
−1/2
L k
−1/2
R fR ∈ HypercenterA which is
possible only if fLk
−1/2
L is itself hypercentral, due to the fullness of the hypercentral
blocks. Taking into account the normalization (4.97) this hypercentral element can be
determined and yields the expression
fµ =
(
kµ
dim z[µ]A
)1/2
, µ ∈ Vac A . (5.145)
Therefore the Markov trace has trace vector
tq =
nq
dim zHA
, q ∈ H , H ∈ Hyp A . (5.146)
This means that τM restricts to the normalized regular trace on each hypercentral block
zHA. The regular dimension matrix
dµν = k
−1/2
µ k
−1/2
ν
∑
q∈SecA
qL=µ, qR=ν
n2q (5.147)
has f as its Perron-Frobenius eigenvector. Inserting 5.145 into the eigenvalue equation
one obtains ∑
q∈SecA, qL=µ
n2q = kµ · δ[µ] (5.148)
which proves (5.141) and the Theorem. Especially for pure weak Kac algebras we obtain
that dimA is divisible by dimAL. Q.e.d.
5.2 The C∗-WHA B ⊗ Bop
In the Appendix of I. we have shown that any separable algebra B together with a
nondegenerate functional E of index 1 determines a WHA structure on B ⊗ Bop. We
develop further this construction in case when B is a finite dimensional C∗-algebra and
compute the quantities introduced in this paper.
Let B ∼= ⊕µMnµ with a set of matrix units eijµ and minimal central projections eµ. We
define the trace tr on B by setting treµ = nµ and will also use the traces trµ(x) := tr(eµx).
The nondegenerate functional E(x) = tr(γ2x) is given in terms of a positive invertible
γ ∈ B satisfying trµ(γ−2) = 1 for all µ ∈ Sec B. The structure maps of the C∗-WHA
A = B ⊗Bop are the following (cf I. Appendix):
∆(x⊗ y) = ∑
µ
∑
ij
(x⊗ eijµ γ−1) ⊗ (γ−1ejiµ ⊗ y) , (5.149)
ε(x⊗ y) = tr(γ2xy) , (5.150)
S(x⊗ y) = y ⊗ γ2xγ−2 . (5.151)
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The left and right subalgebras are AL = B ⊗ 1, AR = 1⊗B. The sectors of A are pairs
(µ, ν) of sectors of B. All (µ, ν) is either a vacuum sector (if µ = ν) or a soliton sector
(if µ 6= ν). The dual Aˆ is a simple algebra with a single sector denoted ◦.
Using the Definitions I.3.1 and I.3.24 the reader may check that the element
h =
∑
µ
1
Γµ
∑
ij
eijµ γ ⊗ γejiµ (5.152)
is the Haar integral in A, where Γµ := trµ(γ
2). Introducing the notation Γ :=
∑
µ Γµeµ
the canonical grouplike element can be written as
g = Γ−1/2γ2 ⊗ γ−2Γ1/2 . (5.153)
Hence the trace vector of the canonical trace τ is τ(µ,ν) = (trµ⊗ trν)(g) =
√
ΓµΓν . Using
the identity ε(g−1R ) = τ(gR) (5.153) implies
gL =
1
(
∑
µ Γµ)
1/2
Γ−1/2γ2 ⊗ 1 (5.154a)
gR =
1
(
∑
µ Γµ)1/2
1⊗ γ2Γ−1/2 (5.154b)
In this example ZL = CenterAL has minimal idempotents zLµ = eµ ⊗ 1, therefore the
function kµ = Γµ and kL = Γ ⊗ 1, kR = 1 ⊗ Γ. We obtain for the standard metric the
expression g′ = γ2 ⊗ γ−2 and the dimensions of all of the sectors are d(µ,ν) = 1. Taking
into account that k◦ = ε(1) =
∑
ν Γν the dimensions of the sectors of A
L and AR are also
trivial: dµ = 1. Hence the left regular dimension matrices of A
L, A, AR, and Aˆ are
dµ◦ = nµ , dµν = nµnν , d◦ν = nν , d◦◦ =
∑
ν
n2ν , (5.155)
respectively. Hence the Perron-Frobenius eigenvectors are fµ = nµ/ dimB and f◦ =
1/
√
dimB. The common eigenvalue, which is the Markov index of the inclusions AL/R ⊂
A, is δ =
∑
ν n
2
ν = dimB =
√
dimA. For generic choices of γ the three traces τ , τS , and
τM are different:
τ(x⊗ y) = ∑
µ,ν
√
ΓµΓν (trµ x)(trν y) (5.156)
τS(x⊗ y) = (trx)(tr y) (5.157)
τM (x⊗ y) =
∑
µ,ν
nµnν
(dimB)2
(trµ x)(trν y) . (5.158)
The Markov trace coincides with the (normalized) trace in the left regular representation
of A. The Haar functional hˆ and the Haar conditional expectation EL(x) = hˆ⇀x are
now easy to evaluate,
〈hˆ, x⊗ y〉 = (trγ
2x)(trγ2y)
trγ2
, (5.159)
EL(x⊗ y) = x⊗ 1trγ
2y
trγ2
. (5.160)
For the Haar index I = IndexEL one obtains the scalar I = 1Atrγ
2.
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A On the index of finite dimensional inclusions
The following results may belong to the standard part of the theory of inclusions of
multimatrix algebras [9], although it is difficult to find them in the form presented here,
mainly because we have been using Watatani’s ring theoretical notion of index [20].
Scholium A.1 Let A ⊂ B be a unital inclusion of finite dimensional C∗-algebras and
let ϕ:B → |C be a faithful positive linear functional. Define the A-module maps E: AB →
AA and F :BA → AA respectively by the formulae
ϕ(aE(b)) = ϕ(ab) , ϕ(F (b)a) = ϕ(ba) a ∈ A, b ∈ B .
Then the following statements are equivalent:
i) θ(A) ⊂ A
ii) E ◦ θ = θ ◦ F
iii) E = F
iv) E is a conditional expectation.
If the above equivalent conditions hold then Eϕ = E will be called the ϕ-preserving
conditional expectation.
Now let ϕ and ψ be faithful positive functionals on B such that θϕ(A) = A and
θψ(A) = A. We define the (left) Radon-Nikodym derivatives of ϕ w.r.t ψ and of Eϕ w.r.t
Eψ, respectively by
ϕ(b) = ψ(sb) , Eϕ(b) = Eψ(rb) , b ∈ B . (A.1)
r can be computed from s by the following formulae
r = Eϕ(s
−1)s = Eψ(s)
−1s = sEψ(s)
−1 . (A.2)
As a matter of fact ϕ(Eϕ(b)a) = ϕ(ba) = ψ(sba) = ψ(Eψ(sb)a) = ϕ(Eϕ(s
−1)Eψ(sb)a),
implying the first equality in (A.2). The second follows from the first because Eψ(r) = 1
and the third follows from the second since r ∈ A′ ∩ B [20]. One can also show easily
that the modular automorphisms are related by
θϕ = θψ ◦ Ad s , θEϕ = θϕ|A′∩B = θEψ ◦ Ad r|A′∩B , (A.3)
and that r and s commute. If ψ = τ is tracial then r is positive and we have
Eϕ(b) = Eτ (rb) = Eτ (br) = Eτ (r
1/2br1/2) , b ∈ B . (A.4)
For a fixed faithful trace τ and for arbitrary ϕ and ψ as above let sϕ, sψ and rϕ, rψ be
the corresponding Radon-Nikodym derivatives w.r.t τ and Eτ , respectively. Then one
has the following manifestly positive expressions
ϕ(b) = ψ(s
−1/2
ψ s
1/2
ϕ b s
1/2
ϕ s
−1/2
ψ ) , (A.5)
Eϕ(b) = Eψ(r
−1/2
ψ r
1/2
ϕ b r
1/2
ϕ r
−1/2
ψ ) . (A.6)
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In order to study the index of various conditional expectations we need the inclusion
data A ⊂ B explicitely: A ∼= ⊕αMnα , B ∼= ⊕βMmβ , and inclusion matrix Λ = [Λβα].
Then there exists a set {eIJβ | I, J ∈ Iβ, β ∈ SecB } of matrix units for B where the
index set Iβ consists of triples I = (a, α, i) where α ∈ Sec A, is such that Λβα > 0,
i = 1, . . . ,Λβα, and a = 1, . . . , nα. An arbitrary conditional expectation
E:B → A , E(ea′α′i′,iαaβ ) = δα
′α Φi
′i
βα e
a′a
α (A.7)
can be uniquely characterized by positive elements Φβα ∈ MΛβα satisfying
∑
β trΦβα =
1 , ∀α. Here
ea
′a
α =
∑
β
∑
k
ea
′αk,kαa
β α ∈ Sec A, a′, a = 1, . . . , nα (A.8)
are matrix units for A. A faithful conditional expectation E corresponds to having Φβα
invertible whenever Λβα > 0. In the latter case we choose invertible Cβα such that
Φβα = CβαC
∗
βα. Then it is straightforward to verify that the set of elements
ba
′α′i′,iαa
β :=
∑
j
ea
′α′i′,jαa
β
1√
nα
(C−1∗βα )
ji (A.9)
form a quasibasis of E, i.e.
∑
β
∑
I,J∈Iβ b
IJ
β E(b
IJ∗
β x) = x, ∀x ∈ B. Therefore
IndexE =
∑
IβJ
bIJβ b
IJ∗
β =
∑
βα
eβ · trΦ−1βα (A.10)
where eβ =
∑
I e
II
β . Let {f iβα | i = 1, . . . ,Λβα } be the eigenvalues of Φβα. Then∑
β
∑
i
f iβα = 1 (A.11)
IndexE =
∑
β
eβ ·
∑
α
∑
i
1
f iβα
. (A.12)
Let us choose a set {wα} of positive numbers. Then the inequality between arithmetic
and harmonic means weighted by {wα} yields∑
αi
1
f i
βα∑
α Λβαwα
≥
∑
α Λβαwα∑
α
∑
i f
i
βαw
2
α
(A.13)
implying the estimate
IndexE ≥ ∑
β
eβ · (
∑
α Λβαwα)
2∑
α
∑
i f
i
βαw
2
α
(A.14)
valid for all sequences {wα} of positive numbers. Equality holds here iff there exist
numbers uβ such that f
i
βα = uβ/wα for all i.
Lemma A.2 Let E:B → A be a faithful conditional expectation over the connected
inclusion A ⊂ B with inclusion matrix Λ. Then
‖IndexE‖ ≥ ‖Λ‖2 (A.15)
where ‖ . ‖ denotes L2-operator norm.
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Proof : ‖IndexE‖ = maxβ ∑α,i 1f i
βα
≥ maxβ (
∑
α
Λβαwα)
2∑
α,i
f i
βα
w2α
for all choices of positive num-
bers {wα}. Using the identity ∑
β
∑
α,i
f iβαw
2
α =
∑
α
w2α
we obtain
‖IndexE‖ ≥
{
max
β
(
∑
α Λβαwα)
2∑
α,i f
i
βαw
2
α
} ∑
β
∑
α,i
f iβαw
2
α ·
1∑
αw
2
α
≥ ∑
β
(
∑
α Λβαwα)
2∑
αw2α
=
‖Λw‖2
‖w‖2
for all vectors w with positive entries. Choosing w to be the Perron-Frobenius eigenvector
of ΛtΛ we obtain the desired result. Q.e.d.
Now we turn to the special case of trace preserving conditional expectations. Let
τ :B → |C be a faithful trace with trace vector {tβ}, i.e. τ(eIJβ ) = δIJtβ and tβ > 0. Then
the τ -preserving conditional expectation is the unique E:B → A satisfying τ(ab) =
τ(aE(b)) for a ∈ A, b ∈ B. The Φ matrices of this E can be computed to be
Φi
′i
βα = δ
i′i tβ
sα
(A.16)
where sα =
∑
β tβΛβα is the trace vector of τ |A. Inserting this into the general formula
(A.10) gives
IndexE =
∑
β
eβ ·
∑
β′(ΛΛ
t)ββ′tβ′
tβ
. (A.17)
Definition A.3 Let A ⊂ B be a connected inclusion with inclusion matrix Λ. Then the
trace τM :B → |C is called the Markov trace for A ⊂ B if its trace vector t is the Perron-
Frobenius eigenvector of ΛΛt. To make it unique we require τM(1) = 1, i.e.
∑
βmβtβ = 1.
The τM -preserving conditional expectation EM :B → A is called the Markov conditional
expectation.
If A ⊂ B is not connected then let {zν} be the set of minimal idempotents in
CenterA ∩ CenterB and let τν be the Markov trace of zνA ⊂ zνB. Then the trace
preserving conditional expectation associated to any trace τ on B the restriction of which
to the connected components zνA ⊂ zνB are nonzero multiples of τν is a unique condi-
tional expectation EM :B → A, called the Markov conditional expectation.
Now a quick look at formula (A.17) yields the following
Scholium A.4 If E is a trace preserving conditional expectation then
IndexE ∈ CenterA ∩ CenterB ⇐⇒ E = EM (A.18)
and the index of EM saturates the bound (A.15), i.e. for connected inclusions IndexEM =
1 · ‖Λ‖2.
43
Finally we study connected inclusions for which the Markov index takes its na¨ıve
value dimB/ dimA. Notice that since Λn = m, we have the general estimate
‖Λ‖2 ≥ ‖Λn‖
2
‖n‖2 =
dimB
dimA
. (A.19)
Lemma A.5 Let A ⊂ B be a connected inclusion such that the norm of the inclusion
matrix satisfies ‖Λ‖2 = dimB/ dimA. Then the Markov trace τM is the left regular trace
on B and the Markov index ‖Λ‖2 is an integer. Hence dimB is divisible by dimA.
Proof : Since ‖Λn‖
2
‖n‖2
= ‖Λ‖2, n is the Perron-Frobenius eigenvector of ΛtΛ. But then
m = Λn is the Perron-Frobenius eigenvector of ΛΛt, thus
tβ =
mβ
dimB
sα =
nα
dimA
(A.20)
and τM and τM |A are the normalized regular traces on B and A, respectively. Now the
dimension vectors m and n satisfy the equations
Λn = m , Λtm = n · I (A.21)
where I = ‖Λ‖2, the Markov index. The 2nd equation implies that nαI are integers
therefore if l denotes the greatest common divisor of {nα |α ∈ Sec A } then lI ∈ ZZ. Now
the 1st equation implies that each mβ is divisible by l, too, hence m
′ = m
l
and n′ = n
l
are also integer vectors and satisfy Λtm′ = n′ · I. Therefore I is an integer. Q.e.d.
References
[1] J. W. Barrett, B. W. Westbury, Spherical categories, preprint (1993)
[2] G. Bo¨hm, Weak Hopf algebras and their application to spin models, PhD-thesis, Budapest,
1997
[3] G. Bo¨hm, K. Szlacha´nyi, A coassociative C∗-quantum group with nonintegral dimensions,
Lett. Math. Phys. 35, 437–456 (1996)
[4] G. Bo¨hm, F. Nill, K. Szlacha´nyi, Weak Hopf Algebras I: Integral Theory and the C∗-
structure, math.QA/9805116, to appear in J. Algebra
[5] P. Deligne, J.S. Milne, Tannakian categories, Lecture Notes in Mathematics Vol.900, pp.101–
228, Springer 1982
[6] M. Enock, J.-M. Vallin, Inclusions of von Neumann Algebras, and quantum groupoids, Inst.
de Math. de Jussieu, preprint No.156, 1988
[7] J. Fuchs, A. Ganchev, K. Szlacha´nyi, P. Vecsernye´s, S4-symmetry of 6j-symbols and
Frobenius-Schur indicators in rigid monoidal C∗-categories, J. Math. Phys. 40, 408–426
(1999)
[8] K. Fredenhagen, Generalizations of the theory of superselection sectors, in Algebraic Theory
of Superselection Sectors, ed. D. Kastler, World Scientific, 1989
[9] F.M. Goodman, P. de la Harpe, V.F.R. Jones: Coxeter Graphs and Towers of Algebras,
Springer 1989
44
[10] R. Longo, A duality for Hopf algebras and for subfactors. I., Commun. Math. Phys. 159,
133 (1994)
[11] R. Longo, J. E. Roberts, A theory of dimension, K-theory 11, 103–159 (1997)
[12] S. Mac Lane: Categories for the Working Mathematician, Graduate Text in Mathematics 5,
Springer-Verlag 1971
[13] D. Nikshych, L. Vainerman, Algebraic versions of a finite-dimensional quantum groupoid,
math.QA/9808054
[14] F. Nill, Axioms for Weak Bialgebras, math.QA/9805104
[15] F. Nill, K. Szlacha´nyi, H.-W. Wiesbrock, Weak Hopf algebras and reducible Jones inclusions
of depth 2, math.QA/9806130
[16] F. Nill, K. Szlacha´nyi, Quantum chains of Hopf algebras and order-disorder fields with
quantum double symmetry, hep-th 9507 174; Quantum chains of Hopf algebras with quantum
double cosymmetry, Commun. Math. Phys. 187, 159-200 (1997)
[17] S. Popa, Classification of amenable subfactors of type II, Acta. Math. 172, 163–255 (1994)
[18] K. Szlacha´nyi, Weak Hopf Algebras, in Operator Algebras and Quantum Field Theory, eds.
S. Doplicher, R. Longo, J.E. Roberts, L. Zsido´, International Press, 1996
[19] W. Szymanski, Finite index subfactors and Hopf algebra crossed products, Proc. Amer.
Math. Soc. 120, 519 (1994)
[20] Y. Watatani, Index for C∗-subalgebras, Memoirs of the Amer. Math. Soc., No. 424, 1990
[21] H. Wenzl, On the structure of Brauer’s centralizer algebras, Annals of Math. 128, 173-193
(1988)
[22] T. Yamanouchi, Duality for generalized Kac algebras and a characterization of finite groupoid
algebras, J. Algebra 163, 9-50 (1994)
[23] D. N. Yetter, Framed tangles and a theorem of Deligne on braided deformations of Tannakian
categories, Contemp. Math. 134, 325-349 (1992)
45
