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Summary
This thesis presents a novel approach to model order reduction, through sys-
tem identification and using stochastic filtering. Order reduction is a particularly
relevant application in the automotive context, as the generation of simplified simu-
lation models for the whole vehicle and its subsystems is an increasingly important
aspect of vehicle design.
First, grey-box parameter identification of vehicle handling dynamics is ex-
plored, including identification of a combined-slip tyre model. This introductory
study serves as an intermediate step to review three alternative stochastic filters:
identifying forms of the unscented Kalman filter, extended Kalman filter and particle
filter are here compared for effectiveness, complexity and computational efficiency.
Despite being initially merely considered as a stepping stone towards black-box
identification, this phase of the PhD generated its own and independent outcomes
and might be viewed as a spin-off of the main research topic. All three filters ap-
pear suited to system identification and could operate in on-line model predictive
controllers or estimators, with varying levels of practicability at different sampling
rates.
Work on black-box system identification then starts through a non-linear
Kalman filter, extended to identify all the parameters of a canonical linear state-
space structure. In spite of all model parameters being unknown at the start, the
filter is able to evolve parameter estimates to achieve 100% accuracy in noise-free
test cases, and is also proven to be robust to noise in the measurements. The
canonical form ensures that a minimal number of parameters need to be identified
and produces additional information in terms of eigenvalues and dominant modes.
After extensive testing in the linear domain, state-space is extended into
a non-linear framework, with each parameter becoming a non-linear function of
system inputs or states. Parameter variation is first constrained by cubic spline
polynomials, to provide continuity and maintain relatively small extended state-
parameter vectors. This early approach is later simplified, with each element of state-
space generated through unconstrained, generic non-linear functions and defined
through a number of equally spaced, fixed nodes. Conditioning and convergence are
maintained through the definition of additional system outputs, based on specific
functions of the non-linear node ordinates. Unlike other methods published in the
literature, this new approach does not focus on a specific non-linear structure, but
consists in the prescription of a generic and yet simple non-linear state-space model
structure, that allows various non-linearities to be identified and approximated solely
based on inputs and outputs.
The method is illustrated in practice through simple non-linear examples
and test cases, which include the identification of a full vehicle model, a highly non-
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linear brake model and CFD data. These applications show that it is possible to
easily expand the order of the system and the complexity of the non-linearities, to
achieve higher accuracy while ensuring good parameter conditioning. The approach
is completely black-box and requires no physical understanding of the process for
successful identification, making it an ideally suited mechanism for order reduction
of high order simulation models. In addition to high order simulation data, the
developed approach can be used as a tool for conventional system identification and
applied to experimental test data as well.
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Nomenclature
Abbreviations
KF Kalman filter
EKF extended Kalman filter
UKF unscented Kalman filter
PF particle filter
MOR model order reduction
AMOR automated model order reduction
PSi programme for simulation innovation
JLR Jaguar Land Rover
Stochastic filters
f ,h generic state-space process and measurement models
A,B,C,D linear, time-invariant continuous state-space matrices
Φd,G linear, time-invariant discrete state transition and input matrices
ω state propagation noise vector
ν output noise vector
u input vector
y output vector
x state vector
n number of states
T Euler discretisation time-step
P state error covariance
Q process error covariance
R measurement error covariance
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K Kalman gain
θ vector of unknown parameters for identification
z extended state vector, concatenation of unknown parameters and
true states
ρ EKF/UKF tuning parameter
Pxx UKF state error covariance
Pyy UKF output error covariance
Pxy UKF state-output cross-correlation covariance
κ UKF weigthing parameter
χ UKF/PF sigma-points/particles vector
W UKF/PF sigma-points/particles weight vector
Υ UKF/PF sigma-points/particles output vector
µ, σ2 mean and variance of a random variable
ϕ normal distribution probability density function
F,H Jacobian matrices of f ,h
np PF number of particles
N normal distribution
U uniform distribution
Rx percentage output fit accuracy
cov covariance operator
σ, ω real and imaginary part of a complex eigenvalue
γ ordinates of non-linear functions
p number of nodes in a non-linear function
gσ, gω real and imaginary part of a complex eigenvalue, as non-linear
functions of the states
Φ additional output: constraining function
Qualifications
f, r front/rear
1, 2, 3, 4 vehicle wheels: front left, front right, rear left, rear right
(w) wheel frame of reference
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k discrete time step
∗ intermediate update
ˆ optimal estimate
˜ estimation error
˙ derivative with respect to time
− intermediate prediction
Vehicle models
L wheelbase m
a, b centre of gravity to front/rear axle distance m
c half-track m
hR roll centre height m
hG centre of gravity height m
M mass kg
W weight on a single axle N
Ixx roll moment of inertia kg m
2
Izz yaw moment of inertia kg m
2
CoG vehicle centre of gravity
α tyre slip angle rad
Cα tyre cornering stiffness N/rad
KΦ roll stiffness kN m/rad
BΦ roll damping kN m s/rad
U, V,W longitudinal, lateral and vertical velocities m/s
p, q, r roll, pitch and yaw angular velocities rad/s
φ roll angle rad
δ steered wheel angle rad
B,C,D,E Pacejka tyre parameters
Kx tyre longitudinal stiffness
ω vehicle wheel velocity rad/s
CAN vehicle controller area network
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Chapter 1
Introduction and literature review
1.1 Research background
This thesis is based on research generated within the Programme for Simula-
tion innovation (PSi), a large project jointly funded by Jaguar Land Rover and the
UK-EPSRC, through grant EP/K014102/1.
The group was organised into three work packages, based on similar academic
skills required, but the three focus areas of the theme were reflected in the activi-
ties within all of the packages (Figure 1.1). Research topics spanned from surface
contamination, real-world aerodynamics and combustion engines to NVH, low-cycle
fatigue and vehicle dynamics.
Reduced order modelling Simulation coupling High fidelity modelling
Design agility
Physics linking of 
different phenomena
Addressing gaps in 
modelling specific 
phenomena
Real-world aerodynamics, surface contamination, combustion and emissions
Low-cycle fatigue, terra-mechanics, vehicle noise variability
Automated model order reduction
Figure 1.1: Programme for Simulation innovation (PSi) - project themes overview.
A model order reduction project was set up, to provide design agility to the
other areas, by simplifying their simulations. This had something of an integrating
role across the themes, because opportunities for reduced order approaches existed
in many of the constituent projects, but stood out as a self-contained project, with
its own specific research challenges.
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The research aim consisted in the development of an automated tool for
model order reduction, to be applied across different areas of expertise and fields
of research, hence with minimal to none user interpretation. Portability was to be
provided (e.g. for co-simulation) across different platforms via MATLAB and with
specific references to real-time applications, for vehicle control and hardware-in-the-
loop simulations.
This chapter presents a literature review on reduced order modelling, system
identification and stochastic filtering, which are the main topics covered by the
thesis. The link between the three might not be apparent at first, but will become
clear throughout the chapter. Specific outlines regarding the structure of this thesis
are also given towards the end.
1.2 Reduced order modelling
Model order reduction (MOR) is the art of simplifying a complex simulation
process, by generating a lower-order structure, computationally less expensive but
capable of describing most of the dynamics observed in the original model [5].
Order reduction has multiple objectives: first, it serves to reduce the nu-
merical burden of complex simulations [6]. Second, it produces an insight into the
original model, by emphasizing its main and most important modes [7]. One further
advantage then lies in the possible simplification of system control design [8, 9].
For non-linear systems, a trivial example of order reduction is linearisation
around a steady-state condition and reduction of the linearised model. From a broad
point of view, reduced order modelling methods may be divided into two categories:
the analytical approach and system identification [10, 11].
Model reduction through system identification involves generating new mod-
els from input - output data alone, such that the reduced structures have less degrees
of freedom than the source models.
Analytical methods on the other hand require closer analysis of the source
plant. One major characteristic common to all techniques across this area is they
presume good mathematical understanding of the models that are to be reduced in
complexity. Furthermore, methods available in literature heavily depend on the par-
ticular type of application. In fluid simulations, for example, popular order reduction
methodologies include the proper orthogonal decomposition (POD) approach [12],
the Volterra series representation [13, 14] and hybrid POD/Volterra methods [15].
In vehicle dynamics, most research papers are based techniques such as the empirical
Gramian balancing, balanced truncation, Hankel-norm approximation and singular
perturbation [16].
Here, we aim at developing a method that can be applied across significantly
different areas of research and expertise, with minimum user interpretation of the
data, hence we lean towards system identification techniques for model order reduc-
tion.
1.3 Grey-box parameter identification
Advanced automotive control requires accurate dynamic models to predict
vehicle response. In recent years, dynamic modelling has become increasingly im-
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portant in vehicle development, due to obvious time and cost saving advantages
over traditional prototype testing [17]. Regardless of the application, a compromise
between modelling accuracy and complexity needs to be sought, as the ability to
run in real time is a major goal in both control and simulation. Hence, the em-
ployed models need to be simple and efficient, rather than complex and heavy. The
validity of these necessarily simplified models depends on many fixed or estimated
parameters. Some of these, such as the CoG height or the moment of inertia are
difficult and expensive to measure. Others, as pointed out in [18] depend on exter-
nal factors: tyre adherence boundaries for example are heavily influenced by asphalt
conditions and precise lab measurements often do not correlate well with the real
world. Furthermore, even if these values are physically accurately set, the simplified
model can be made to perform better if they are adaptively tuned or completely
identified.
System identification is the process of selecting an appropriately accurate
model structure and fitting its unknown parameters to obtain a suitable mapping of
the available input – output data. Models in literature are traditionally derived from
first principles or generated through multi-body techniques. Structured identifica-
tion, also referred to as grey-box parametrisation can then be employed to identify
one or more parameters of this perfectly known mathematical or multi-body struc-
ture. Many papers have been published in the last few decades on structured grey-
box parameterisation, where one or more parameters of a perfectly known model are
identified to match the data with increasing precision [19] or to produce real-time
adaptive models [20]. Common identification tools include the least squares method
[21, 22], maximum likelihood techniques [23], recursive prediction error methods [24]
and frequency domain approach-based techniques [25].
In some cases, researchers employ iterative algorithms based on non-linear
stochastic filters. Stochastic filtering is a field of research born in the 1940s from
the work of Wiener [26, 27] and Kolmogorov [28], which reached its peak with the
development of the Kalman filter [29] (KF). First introduced in its linear form in
Kalman’s seminal papers in 1960 and 1961 [30, 31], the KF has been principally
applied in research and industry in its most widely known non-linear extension,
known as the extended Kalman filter (EKF), ever since its earliest applications at
NASA [32].
The now well-known extended Kalman filter has been applied to system iden-
tification in many past publications. The first applications to dual state/parameter
estimation date back to the 1980s and 1990s [33, 34] and several authors have success-
fully employed the EKF to identify a limited number of model parameters, which are
concatenated to the state vector and estimated simultaneously with the true states
[35, 36, 37, 38, 39]. This approach has later been extended by Best [40] to wholly
concentrate on parameter estimation and entirely replace the state vector with the
unknown parameter set, but in most cases the Kalman filter has been effective at
identifying only a small subset of unknown parameters [41, 42, 43].
The unscented Kalman filter (UKF) has emerged in the last few decades as
the main stochastic alternative to the extended Kalman filter [44]. First developed in
the 1990s for nonlinear state estimation by researchers at Oxford University [45], it
is based on the idea that approximating a non-linear statistical distribution is easier
and more accurate than linearising a non-linear function, as done by the EKF. It
avoids the need to calculate Jacobian matrices and is computationally less expensive
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and easier to implement. The UKF is easily extended to system identification and
dual estimation problems [46], in a similar fashion to the EKF. An example of
adaptive parameter estimation in vehicle dynamics has been developed in [47] and
a recent study [48] includes tyre parameter estimation, though this is carried out
using simulation only. Some papers focus on adaptive UKF filtering, such as the
work of Zhao et al., who have employed a UKF for combined state and noise adaptive
estimation in real-time [49] or for tyre-road friction estimation [50]. Other recent
UKF studies consider state estimation only [51, 52, 53].
The particle filter (PF) is a Bayesian estimator belonging to the group of
recursive Monte Carlo methods. The first use of a Monte Carlo sampling approach
dates back to the estimation of pi in 1777 by Buffon [54]. The particle filter is, effec-
tively, a sequential Monte Carlo sampling method applied to a Bayesian inference
problem, particularly suited to harsh nonlinearities and non-Gaussian applications
[55]. It approximates the posterior probability density function (pdf) of the state
vector in a similar way to the UKF, but through a much larger set of random sam-
ples. The first application of a particle method to stochastic filtering is known as
the bootstrap filter and was introduced by Gordon et al. in 1993 [56].
In the literature, the particle filter has a record of promising applications and
is a serious alternative to gradient-based Kalman Filters [57], since the sampling
representation of the pdf is in general a better approximation of non-Gaussian dis-
tributions caused by non-linear model functions. However, research papers tend to
rely on high computational power and/or low sampling rates, especially for real-time
solutions [58, 59]. Gustaffson and Hrjliac [60] have demonstrated the PF to be a
flexible and useful tool for system identification, provided the state vector is very
limited, the computational power available is adequate to the sampling interval and
sufficient knowledge is available regarding the true state/parameter values. More
recently, system identification through particle filtering has been investigated by
Schon et al. [61, 62], who have developed a method for the identification of state-
space systems. These are however non-linear in either the parameters or the states,
not both.
Based on this literature review, the first introductory step of this PhD will fo-
cus on grey-box automotive parameter identification and three of the most common
and promising identification methods are used for the purpose: the EKF, the UKF
and the PF. Here, the purpose is twofold: first, we will re-visit three traditional
stochastic filters for parameter identification, comparing them for effectiveness, im-
plementation complexity and computational efficiency. Second, we will attempt to
identify all the independent parameters of a full vehicle handling model, based on
test data. Several past publications have considered the identification of individual
parameters of a vehicle model, particularly for tyre and friction coefficient estimation
[63]. Longitudinal, lateral and vertical dynamics have been considered separately,
to estimate a different parameter from each model [64] and in [65] a method is
presented for simultaneous identification of a larger set of parameters, though this
method relies on a-priori knowledge of Pacejka tyre coefficients.
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1.4 Black-box unstructured system identification
The major disadvantage of grey-box identification methods is that they re-
quire good engineering knowledge and experience of the application for a precise
formulation of the process function. In contrast to parametric identification, the
topic of black-box identification is wider and more complex. This is the difficult
task of prescribing a structure which is sufficiently generic to replicate the response
of any non-linear dynamic system, given appropriate parametrisation and solely
based on the input – output data and no a priori physical knowledge of the source
plant.
An interesting comparison between black-box and grey-box identification in
the automotive field can be found in the work by Savaresi et al. [66], who successfully
identified magneto-rheological damper models, using both a non-linear semi-physical
model and a non-linear autoregressive exogenous (NARX) structure. In this paper,
the performance achieved by the black-box method exceeds that attained by the
state-of-the-art grey-box semi-physical model, which also proves computationally
expensive, despite the small number of identified parameters. The identification is,
however, control oriented, and no physical system knowledge can be obtained from
the NARX model.
Several publications explore black-box system identification and most of these
can be categorised by method: employing neural networks and/or genetic algo-
rithms, frequency domain methods, probabilistic approaches and including model
validation techniques or performing identification by means such as the recursive
instrumental variables or the prediction error method.
In recent times, the approach of trying to reproduce the mechanisms of hu-
man learning through artificial neural networks has become increasingly popular
and numerous examples successfully employ neural networks to achieve excellent
identified model performance [67, 68, 69].
In the area of neural networks, the multi-layered neural networks, especially
the radial basis (RBF) neural networks, have been widely used in identifying non-
linear systems and are able to generate high quality non-linear models. However, the
computational cost for model parameter training is higher for neural networks model
than that of non-linear state-space model and multi-linear models. In [70, 71], the
author reviewed the concept of multi-layer and RBF neural networks and applied
the least squares training algorithm for the RBF neural network model. [72] stated
that the orthogonal least squares algorithm can be applied to select the significant
regressors in the model and simplify the model structure. The RBF neural network
model can also be identified using the recursive least squares [73] without the need
of measured output response.
Nelles [74] developed a method named Local Linear Model Tree (LOLIMOT)
which is a type of neuro-fuzzy network model, as described in [75]. This modelling
technique uses the weighted sum of all local model outputs to produce an overall
network output. The local linear models are identified at their corresponding oper-
ating points and the local model outputs are weighted by the normalised Gaussian
function. Several detailed applications for LOLIMOT are given in [76, 77].
Despite their superb output performance, these techniques do not give any
insight into the virtually unknown model that has been identified: this is in a com-
pletely black-box format and offers no further insight into the plant dynamics. They
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also typically employ high numbers of tuned parameters, which raises concern over
parameter conditioning, repeatability and the range of inputs that will guarantee
accuracy.
Classical alternative methods can achieve excellent conditioning by employing
smaller parameter sets, and indeed those are mathematically proven to be minimal.
They include the well-known references on system identification Sodestrom and Sto-
ica, Ljung etc. [78, 79] and also papers which use statistical probability methods
[80, 81, 82]. Juditsky et al. [83] focused in depth on the mathematical basis of
non-linear black-box identification, whereas Sjoberg et al. [84] gave a comprehen-
sive overview of non-linear black-box methods from a user’s approach. Though their
effectiveness in solving both complex theoretical and practical identification cases
is not questioned, these techniques are often too complicated for most engineers to
apply in practice.
Simpler techniques are available, for example through least-squares meth-
ods [85] or by identification in the frequency domain [86, 87, 88]. The latter can be
effective at replicating particular system resonances, particularly if they are well sep-
arated in frequency. However, they rely on sequential identification of single-input
single-output models and the combination of these into accurate multi input/output
time domain models is not always easily achieved. Other papers, such as those by
Tørdal et al. [89] and Corno and Savaresi [90] have taken the frequency-domain-
based route and estimated the system transfer function based on step input tests or
multi-frequency sinusoidal signals. This method can be effective for system control
purposes, such as automotive traction control implementation, but is less well suited
to model order reduction applications.
Van Mulders et al. [91] have employed polynomial-based black-box non-linear
state-space systems, where the parameters are identified by the least squares method.
This structure consists of a linear state-space model with polynomials added to
the process and measurement equations. One major disadvantage is the resulting
large number of parameters, with corresponding concerns over conditioning. It also
appears that the linear state-space system is somewhat disconnected from the non-
linear polynomial addition, and the two can cancel each other out, with parameter
divergence as a consequence.
The approach of using polynomial non-linear expansions to the structure of
a linear state-space model has been found in numerous other examples in literature.
Paduart [92, 93] has established an extended state-space model structure where the
non-linear extension is defined by a polynomial formed by the cross product terms
of state elements. The paper presents a two-input two-output non-linear model and
suggests the use of hyperbolic tangent function to represent saturation and intermix-
ing behaviour. Chow and Zhang [94] proposed a method of utilising a Kalman filter
to estimate local non-linear state-space models within different operating regions.
Schona [95] has developed and demonstrated the Expectation Maximisation
(EM)-based approach for non-linear state-space model identification. Unlike gra-
dient based search, which is applicable to maximisation of any differentiable cost
function, EM methods are only applicable to maximisation of likelihood functions.
There has also been previous work on various approximate EM-based approaches
[96, 97, 98, 99]. The advantages of EM methods argued in [95] are that the gradient
of the likelihood function is not required in the identification process and the EM
methods are widely recognised for their numerical stability [100].
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On the other hand, the linear parameter varying (LPV) technique is also
widely used to identify non-linear state-space models. The LPV model in state-space
form is able to change its dynamic property by varying its parameter matrices. The
parameter matrices can be recognised as a function of a scheduling variable which
can be defined as the inputs of the model or the running time of the model. In the
literatures, there are two main directions for the identification of LPV models: the
global approach [101, 102, 103] and the local approach [104, 105, 106]. The global
approach is feasible when it is possible to perform a global identification experiment.
The system needs to be excited through the whole operating region and the schedul-
ing parameters are persistently changing the system dynamics. Otherwise, the LPV
models can be identified in the local operating regions and an interpolation is then
performed to combine the local models into an overall global model. Several papers
[107, 108] have demonstrated successful application of LPV models in industry.
The multi-linear modelling approach is also an effective way to identify low
order non-linear models and has been widely investigated by researchers. The local
model structure and weighting strategy are the key consideration for establishing
multi-model networks. In this research area, Johansen and Foss [109] developed a
region decomposition algorithm to iteratively determine the optimal combination of
local models. Hametner and Nebel [110] have proposed a dynamic engine multi-
linear modelling process. In their test, they utilised a sigmoid weighting function
to activate the respective local model and the weighting factors are calculated in
a discriminant tree. The local models are scheduled in a 2-D grid map, formed
by engine speed (N) and torque output (Q) in order to find the closest model at
required operating point. This paper shows a good example for establishing a multi-
dimensional weighting strategy for complex non-linear systems.
1.5 Research aims and thesis outline
The second and final step of the PhD will aim at developing a method for
reduced order modelling from a novel, multi-input multi-output black-box system
identification technique and using stochastic filtering. The identification method
shall map the most significant non-linear effects in system dynamics and be fully
black-box, with no a-priori knowledge of the system required from the end-user.
Towards the completion of the project the method shall be packaged into a fully
automated MATLAB tool, to be operated at industrial level and with minimal user
interpretation or source system knowledge.
This thesis is structured as follows. Chapters 2 and 3 deal with the grey-box
identification of two vehicle handling models, based on data acquired from a test
vehicle and via three different stochastic filters.
In the context of the PhD, parameter identification from real test data initialy
merely represented a stepping stone towards black-box system identification and a
useful exercise to test the methodologies applied throughout the PhD. It should
however also be perceived as a stand-alone short-term research project, which pro-
duced interesting outcomes, published in Vehicle System Dynamics and available
under reference [1].
In Chapter 4, a novel method for linear black-box multi-input multi-output
system identification is developed, based on a linear state-space formulation and
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using the extended Kalman filter; Chapter 5 then extends the method to the non-
linear framework, dealing with non-linear black-box system identification through a
novel state-space formulation, where each element of a traditional state-space sys-
tem becomes a non-linear function of a state or an input. This approach, both in
the linear and non-linear framework has been published in two separate journals
and is available under references [2, 3]. The novelty of the approach and the de-
veloped methods consists in the prescription of a generic and yet simple non-linear
state-space model structure, that allows various non-linearities to be identified and
approximated solely based on inputs and outputs, and with no user knowledge of
the systems underlying the data. In system identification, authors specifically focus
on defined non-linear model classes, such as Hammerstein-Wiener [111], Volterra
kernels [112] or neural networks [113]. This work attempts at defining a unified
approach, generic enough to approximate a large number of non-linear systems of
interest, but appropriately constrained to reduce over-parametrisation and ensure
good parameter conditioning. At the best of the author’s knowledge, no previous
publication has ever attempted at defining the non-linear state-space structure pre-
scribed in Chapter 5, and successfully identified its parameters through stochastic
filtering. Several authors have attempted to identify generic classes of non-linear
systems in state-space through maximum likelihood [95, 114] or stochastic filter-
ing [97, 115], but none of these have implemented a structure as described within
this thesis and applied such structure to model order reduction in the automotive
context.
Chapter 6 illustrates some further results of non-linear black-box system iden-
tification, based on different examples of vehicle handling dynamics, highly non-
linear brake models and CFD simulation data.
The method is automated and packaged into a MATLAB toolbox, presented
in Chapter 7. The main objective here is the development of a reduced order mod-
elling technique from high order simulation data, rather than system identification
from real test data, although the method can be successfully used for both. In accor-
dance with the research framework outlined at the beginning of the PhD however,
and based on the needs and expectations of Jaguar Land Rover, particular attention
was paid around simulation model data, rather than experimental results.
Finally, some concluding remarks and further research recommendations are
given at the end of the thesis.
Chapter 2
Methodologies
2.1 Introduction
This chapter introduces three different stochastic filters: the extended Kalman
filter (EKF), the unscented Kalman filter (UKF) and the particle filter (PF). All
three methodologies will be appropriately modified for system identification at a
later stage in the thesis, hence this introductory study presents the filters in their
traditional, state-estimating form.
First, the linear Kalman filter is derived, through a simplified approach. The
treatment, far from being exhaustive, revisits some fundamental concepts of linear
dynamic systems, state-space modelling and stochastic filtering.
An example is generated from a linear single-track model, with estimation of
lateral velocity and yaw rate performed through a Kalman observer. The discussion
focuses on fundamental practical implementation issues, mainly related to state-
error and output-error covariance matrix settings.
Next, the unscented transformation for stochastic filtering is explained, with
the aid of a simple example. The linear-single track case then serves as a straight-
forward and immediate comparison to the EKF. Despite the different approach, the
two Kalman filters yield almost identical results.
Last, Monte Carlo sampling and the particle filter are explained. The PF
is shown to approach the optimal solution at increasing number of particles, which
proves computationally expensive. The filter appears to be competitive in compari-
son to the Kalman filters at lower sampling rates however, where real-time applica-
tion becomes possible.
The chapter concludes with a non-linear test case, generated through the
addition of simplified Pacejka tyres to the single-track model. All filters become
sub-optimal and the UKF is shown to approach the EKF’s solution at increasing
parameter κ.
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2.2 The Kalman filter
Most phenomena of interest to engineering can be described as dynamic sys-
tems. A dynamic system is an ensemble of entities, whose physical quantities or
states evolve in a process over time. Such processes can be conveniently modelled
through differential equations, which are often converted into a form called state-
space. Under state-space, any nth− order differential equation turns into an equiva-
lent set of n first-order equations, with the dependent variables becoming states in
the new formulation [116]. In its simplest form, a linear deterministic state-space
system is written as:
x˙ = f (x,u) = Ax + Bu (2.1a)
yk = h (xk,uk) = Cxk + Duk (2.1b)
where x is a vector of system states, u a vector of deterministic inputs and y a
vector of system outputs.
The state-transition or system matrix A defines the evolution of the state
vector over time. The input B matrix weighs the effects of the deterministic inputs
on the state derivatives. The output C matrix determines the linear relationship
between states and outputs, while the feed-through D matrix represents the direct
look-up table relationship existing between system inputs and outputs. Here and
throughout the thesis we only deal with time invariant systems, hence the usual
notation of time-varying matrices Ak,Bk,Ck,Dk simplifies to A,B,C,D.
Linear state-space theory is often treated in the continuous form, where x
evolves through A into its continuous derivative x˙. In real applications however,
measurements are only available at discrete times, hence the need for the discrete
measurement formulation of equation 2.1b.
In order to facilitate propagation, Euler’s forward method is the chosen in-
tegration algorithm throughout the entire thesis. This is a single-step integration
formula which, despite being numerically inefficient [117], is still popular in practical
applications due to its simplicity and low computational effort. Under the method,
x evolves between consecutive time-steps, based on equation 2.1a and:
xk+1 ≈ xk + T x˙ (2.2)
where T is the sample time between k and k + 1.
In practice, true measurements and processes cannot be perfectly modelled
through state-space, since they are subject to various random disturbances [116]. A
random process is the outcome of a random experiment, one whose future results
or values cannot be inferred with precision and are only to be treated from a prob-
abilistic point of view. The main properties of a random variable are the mean and
the variance. The mean is defined as:
µ = E [x] (2.3)
and is also known as the expected value of x or simply its expectation.
The variance is defined as:
σ2 = E [x− µ]2 (2.4)
and quantifies the degree of dispersion of the random variable x around its mean µ.
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Measurement and process disturbances are usually modelled as noise, which
can be thought of as a random signal that interferes with any transmission of data
or measurement. Noise is white if it has a uniform power distribution across the
whole frequency band. White noise is Gaussian if its probability density function
(pdf) is the normal distribution:
ϕ (x) =
1√
2piσ2
e
−
(x− µ)2
2σ2 (2.5)
A key advantage of Gaussian white noise is that it remains such even after
being processed by linear systems. Another is that it can be fully described by only
the first and second probabilistic moments, namely the mean µ and variance σ.
To account for random disturbances, equations 2.1a - 2.1b evolve into a linear
deterministic-stochastic state-space system, of the form:
x˙ = f (x,u) +ω = Ax + Bu +ω (2.6a)
yk = h (xk,uk) + νk = Cxk + Duk + νk (2.6b)
where ωk stands for modelling errors in f and νk for modelling errors and measure-
ment noise in h.
Noise vectors are best described in terms of their covariance matrices. The
covariance of a random signal x is defined as:
Σ (x) = cov
(
xxT
)
= E
[
(x− E [x]) (x− E [x])T
]
(2.7)
which, in practical terms, describes the degree of autocorrelation in the signal. A
random vector is uncorrelated if all off-diagonal elements of Σ are zero.
A probabilistic description of the process modelling noise sequence is its co-
variance matrix Q. This can be obtained as the outer matrix product between the
modelling error sequence ωk with itself:
Qk = cov
(
ωkω
T
k
)
= E

ω21 ω1ω2 . . . ω1ωn
ω2ω1 ω
2
2 . . . ω2ωn
...
...
. . .
...
ωnω1 ωnω2 . . . ω
2
n
 =

σ2f1 0 . . . 0
0 σ2f2 . . . 0
...
...
. . .
...
0 0 . . . σ2fn

(2.8a)
and similarly R becomes:
Rk = cov
(
νkν
T
k
)
=

σ2h1 0 . . . 0
0 σ2h2 . . . 0
...
...
. . .
...
0 0 . . . σ2hm
 (2.8b)
where n is the number of states in f and m the number of outputs in h.
Both matrices are diagonal, because the signals are, by definition, uncor-
related white Gaussian noise sequences. In the time-invariant formulation, the k
subscript is dropped, into Q and R.
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Interestingly, the linear state-space system of equations 2.1a - 2.1b admits an
exact analytical solution for x [118], but this is of rare practical use and is not suited
to systems where stochastic noise phenomena are accounted for, as in equations 2.6a
- 2.6b.
Strictly speaking, the state vector x usually corresponds to specific and mea-
surable physical quantities. Accurate measurements can however be difficult or too
expensive [119, 120], hence the need to develop algorithms for state estimation, such
as the Kalman filter.
The Kalman filter is a recursive algorithm, designed to estimate the latent
states of a linear dynamic system, perturbed by white Gaussian noise and based
on linear combinations of the system outputs, which are also corrupted by white
Gaussian noise. It is called filter due to its origins in signal processing, where noise
needed to be filtered out of the measured signals [121].
The Kalman filter was originally designed as an alternative approach to the
Wiener filtering problem [30], through one of the earliest applications of state-space
in the field of system control. Its estimation is unbiased and optimal with regard to
any quadratic (minimum mean-squared) function of the error, provided the linearity
and white Gaussian noise conditions are maintained [33].
From a practical standpoint, the filter assumes that the latent state evolves
according to a state-space observer model, which runs in parallel to the real plant:
˙ˆx = Axˆ + Bu (2.9a)
yˆ−k = Cxˆ
−
k + Duk (2.9b)
The Kalman filter generates a prediction, based on the observer model,
through Euler integration and sample time T :
xˆ−k = xˆk−1 + T ˙ˆxk−1 (2.10)
where the superscript signifies that xˆ−k is only a first, model-based prediction and
not the final estimated value at time k.
This state prediction bears an estimation error x˜k, obtained as:
x˜k = xˆ
−
k − xk (2.11)
where xk the true (unknown) state.
This again is better defined under a probabilistic light, through the state-error
covariance matrix:
P−k = E
[
x˜kx˜
T
k
]
=
= E

x˜21 x˜1x˜2 . . . x˜1x˜n
x˜2x˜1 x˜
2
2 . . . x˜2x˜n
...
...
. . .
...
x˜nx˜1 x˜nx˜2 . . . x˜
2
n

x˜=x˜k
=

E [x˜21] E [x˜1x˜2] . . . E [x˜1x˜n]
E [x˜2x˜1] E [x˜
2
2] . . . E [x˜2x˜n]
...
...
. . .
...
E [x˜nx˜1] E [x˜nx˜2] . . . E [x˜
2
n]

x˜=x˜k
(2.12)
We can re-write the estimation error as [122]:
x˜k = xˆ
−
k −xk = Φdxˆk−1 +Guk−1−Φdxk−1−Guk−1−ωdk = Φdx˜k−1−ωdk (2.13)
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Φd being the discrete time state transition matrix, G the discrete time input matrix
and ωd the discrete time process noise sequence.
There exists a simple relationship between Φd matrix and its continuous
counterpart A. Based on equation 2.1a and Euler integration, we can write:
xk = xk−1+T x˙k−1 = xk−1+T (Axk−1 + Buk−1) = (I + TA) xk−1+TBuk−1 (2.14)
hence:
Φd ≈ I + TA (2.15)
The state-error covariance matrix now becomes:
P−k = E
[
x˜kx˜
T
k
]
= E
[
(Φdx˜k−1 −ωdk) (Φdx˜k−1 −ωdk)T
]
=
= E
[
((I + TA) x˜k−1 −ωdk) ((I + TA) x˜k−1 −ωdk)T
]
(2.16)
and since the expectation E is a linear operator:
P−k = E
[
(I + TA) x˜k−1 ((I + TA) x˜k−1)
T
]
− E [(I + TA) x˜k−1ωdTk ]+
− E
[
ωdk ((I + TA) x˜k−1)
T
]
+ E
[
ωdkωd
T
k
]
(2.17)
State error and process noise are uncorrelated, hence:
E
[
(I + TA) x˜k−1ωdTk
]
= E
[
ωdk ((I + TA) x˜k−1)
T
]
= 0 (2.18)
and the error covariance matrix of the predicted state is finally:
P−k = E
[
(I + TA) x˜k−1x˜Tk−1 (I + TA)
T
]
+ E
[
ωdkωd
T
k
]
=
= (I + TA)E
[
x˜k−1x˜Tk−1
]
(I + TA)T+E
[
ωdkωd
T
k
]
= (I + TA) Pk−1 (I + TA)
T+TQ
(2.19)
which yields:
P−k = (Pk−1 + TAPk−1) (I + TA)
T + TQ =
= Pk−1 + TPk−1AT + TAPk−1 + T 2APk−1AT + TQ (2.20)
and re-arranging:
P−k −Pk−1
T
= APk−1 + Pk−1AT + Q + TAPk−1AT (2.21)
As T → 0, P−k −Pk−1 → P˙k−1 and the continuous-time matrix becomes:
P˙k = APk−1 + Pk−1AT + Q (2.22)
with Euler integration now specifically needed to discretise:
P−k = Pk−1 + T P˙k−1 (2.23)
40 Chapter 2 Karol Bogdanski
Kalman filtering consists of more than mere model based prediction how-
ever. The filter performs a further step in updating its initial state and covariance
predictions, through an assessment of output performance, based on the compari-
son between true measurements and predictions (equation 2.9b), also known as the
innovation sequence:
y˜k = y
−
k − yˆk (2.24)
This is achieved by multiplying two Gaussian distributions [123]: the predic-
tion step pdf, with mean xˆ−k and covariance P
−
k and the measurement pdf, with mean
y˜k and covariance R. This is the key capability of the Kalman filter: estimation is
based on fusion of information coming from different sources.
In general terms, multiplying two Gaussian distributions yields again a Gaus-
sian distribution, as pictured in Figure 2.1. Here, for simplicity, prediction and mea-
surement are designed with identical pdfs, which simplifies the fused mean value to
a simple average of the original means.
x
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prediction
measurement
update
Figure 2.1: Kalman filter update step: pdf fusion of prediction and measurement.
Note how in Figure 2.1 the prediction and measurement pdfs are in the same
domain: this is not usually true, since measurements are provided via system outputs
yk, which are linear combinations of states xk, through the output matrix.
The fused updated pdf is therefore computed by first scaling the state-domain
prediction pdf by the measurement matrix C:
ϕprediction (y) =
1√
2piC2σ1
2
e
−
(y −Cµ1)2
2C2σ21 (2.25a)
ϕupdate (y) =
1√
2piσ22
e
−
(y − µ2)2
2σ22 (2.25b)
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and by subsequently multiplying the two pdfs:
ϕfused (y) =
1√
2piC2σ1
2
e
−
(y −Cµ1)2
2C2σ21
1√
2piσ22
e
−
(y − µ2)2
2σ22 =
=
1√
2piσfused2
e
−
(y − µfused)2
2σ2fused (2.26)
where, as known from basic probability text books:
µfused = Cµ1 +
C2σ21 (µ2 −Cµ1)
C2σ21 + σ
2
2
(2.27a)
σ2fused = C
2σ21 −
C4σ41
C2σ21 + σ
2
2
(2.27b)
Any reader familiar with Kalman filters will now expect a recursive solution
of the type:
xˆk = xˆ
−
k + Kky˜k (2.28)
Equation 2.27a then becomes:
µfused
C
= µ1 +
Cσ21
C2σ21 + σ
2
2
(µ2 −Cµ1) = K (µ2 −Cµ1) (2.29)
with
K =
Cσ21
C2σ21 + σ
2
2
(2.30)
which, generalising [123], can be written as:
Kk = CP
−
k
[
CP−k C
T + R
]−1
(2.31)
with:
σ21 → P−k , σ22 → R (2.32)
Similarly, equation 2.27b becomes:
σ2fused
C2
= σ21 −
C2σ41
C2σ21 + σ
2
2
= σ21 −KCσ21 (2.33)
and generalising:
Pk = P
−
k −KkCP−k (2.34)
To summarise, the linear Kalman filter is computed using a sequence of equa-
tions which develop, at each time-step k, a time-varying prediction of state xˆ−k and
state error covariance P−k , through an observer model, based in state space (equa-
tions 2.9a and 2.22).
A matrix Kk, commonly known as the Kalman gain is then generated to
update the prediction, from information obtained through a comparison between
true measurements and predicted outputs. The optimal value of Kk is obtained as
the solution to the non-linear Riccati equation, omitted here for simplicity.
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Kk = P
−
k C
T
[
CP−k C
T + R
]−1
(2.35)
xˆk = xˆ
−
k + Kky˜k (2.36)
Pk = [I−KkC] P−k (2.37)
It would be na¨ıve to consider the above derivation as comprehensive and
exhaustive. For the purpose of this study however, it appears as a useful insight
into the principles governing the Kalman filter, whose equations are too often taken
for granted and applied merely as a black-box tool.
Some considerations are due. First, it appears obvious that the Kalman
filter needs a good model: the closer f ,h are to the real plant, the less accuracy
is required from the measurements. A common drawback here is that complex
models are computationally expensive to run, which is especially critical in real-
time applications.
Second, matrices Q and R play a critical role in tuning the filter, as they
allow to weigh the designer’s confidence in the model and/or in the sensors. Higher
or lower settings of Q,R result in increased or decreased Kalman gains.
Increasing R relates to higher noise and less confidence in the measurements.
Intuitively, high R settings facilitate low K gains (through equation 2.31), which
drive the estimation towards the model-based prediction:
xˆk ≈ xˆ−k (2.38)
An increase in Q on the contrary, produces a higher covariance P (through
equation 2.22) which lowers the filter’s confidence in the model, through higher gains
K, such that the estimation is driven towards the measurements:
xˆk ≈
yk
C
(2.39)
A known problem in Kalman filtering is that both covariance matrices are
difficult to predict and their intial setting is often the key to success. In literature,
choices of Q and R are either made upon experience and/or following a series of
trial and error runs [124, 125, 63, 126]. Further considerations on this topic will be
made in the forthcoming appropriate example sections.
One final remark worth mentioning at this stage is that nature is non-linear
in the vast majority of cases. The Kalman filter, ever since its earliest introduction
[30] has been implemented through various types of non-linear adaptations and
extensions. The very first of those was developed at NASA in the early 1960s [32],
where an algorithm, currently known as the EKF, was applied to deal with non-
linear space flight dynamics. Similarly to the linear Kalman filter, at each time-step
k the EKF computes a prediction step [122]:
˙ˆx = f (xˆ,u) (2.40)
xˆ−k = xˆk−1 + T ˙ˆxk−1 (2.41)
P˙k = FkPk−1 + Pk−1FTk + Q (2.42)
P−k = Pk−1 + T P˙k (2.43)
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where P˙k is obtained through linearisation around the point of operation xˆk and
the use of Jacobian matrices. These are defined:
Fk =
∂f (x,u)
∂x
∣∣∣∣∣
x=xˆ−k
=

∂f1 (x,u)
∂x1
∂f1 (x,u)
∂x2
. . .
∂f1 (x,u)
∂xn
∂f2 (x,u)
∂x1
∂f2 (x,u)
∂x2
. . .
∂f2 (x,u)
∂xn
...
...
. . .
...
∂fn (x,u)
∂x1
∂fn (x,u)
∂x2
. . .
∂fn (x,u)
∂xn

x=xˆ−k
(2.44)
computed based on the predicted value xˆ−k and:
Hk =
∂h (x,u)
∂x
∣∣∣∣∣
x=xˆ−k
=

∂h1 (x,u)
∂x1
∂h1 (x,u)
∂x2
. . .
∂h1 (x,u)
∂xn
∂h2 (x,u)
∂x1
∂h2 (x,u)
∂x2
. . .
∂h2 (x,u)
∂xn
...
...
. . .
...
∂hn (x,u)
∂x1
∂hn (x,u)
∂x2
. . .
∂hn (x,u)
∂xn

x=xˆ−k
(2.45)
Prediction is then followed by an update step, through a Kalman gain ob-
tained as:
Kk = P
−
k H
T
k
[
HkP
−
k H
T
k + R
]−1
(2.46)
xˆk = xˆ
−
k + Kk
(
yk − h
(
xˆ−k ,uk
))
(2.47)
Pk = [I−KkHk] P−k (2.48)
Equations 2.40 to 2.48 are applied to the input-output data set: at each time-
step k the filter propagates the estimated state xˆk and error covariance Pk, starting
from initial conditions of P, Q and xˆ at k = 0. Each prediction is then updated,
based on the comparison between the predicted output and the true measurement
and through the calculation of an optimal Kalman gain Kk.
Traditionally, we refer to filtering if measurements and estimates become
available at current time k = tk; to prediction if xˆk is estimated for an instant in the
future k > tk and to smoothing if the entire data-set is available and xˆ is estimated
for any time in the past k < tk [30]. We only deal with smoothing throughout the
entire thesis, but occasional considerations on real-time applications will be made.
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2.3 The unscented transformation and stochastic
filtering
The unscented Kalman filter develops a different approach to the prediction
step. Here, any given distribution with mean xˆk and covariance Pk is approximated
through a set of samples, called sigma points, selected such that the mean and
covariance of the sample set correspond to the original distribution. As a result,
the filter identifies its own estimation error statistics and requires no linearisation,
hence avoiding the need to use Jacobians.
The algorithm resembles a Monte Carlo simulation, but the sigma points are
selected in a deterministic way [127], which reduces the number of needed samples.
According to [128, 129] only (2n + 1) sigma points χ need to be drawn around an
nth order state vector:
χ0k = xˆk−1
χik = xˆk−1 +
{√
(n+ κ)Pk−1
}
i
χ(i+n)k = xˆk−1 −
{√
(n+ κ)Pk−1
}
i
(2.49)
where
{√
(n+ κ)Pk
}
i
is the ith column of the matrix square root of (n + κ)Pk
(obtained here using Cholesky decomposition) and Pk is the current estimate of
state error covariance; κ is a tuning parameter, most often set as κ = 3− n [45].
The transformation can be easily illustrated in practice, from a supposed
nominal initial estimate:
xˆ0 = 1.2 = µ0, P0 = 0.05 = σ
2
0
x
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
ϕ
(x
)
0
0.5
1
1.5
2 initial pdf and mean
sigma points κ = 1
sigma points κ = 2
sigma points κ = 10
Figure 2.2: The unscented transformation: sigma points sampling from an initial
distribution with µ = 1.2 and σ2 = 0.05, at increasing κ.
Since n = 1, only 2n + 1 = 3 sigma points are drawn around xˆ0, according
to equation 2.49. These are, for κ = 1:
χ01 = µ0 = 1.2, χ11 = µ0+
√
(n+ κ)σ20 = 1.5162, χ21 = µ0−
√
(n+ κ)σ20 = 0.8838
(2.50)
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and progressively further away from the mean at increasing κ (Figure 2.2).
A set of weights is assigned to each sample:
W0k =
κ
n+ κ
(2.51)
for the first point i = 1 and:
Wik =
1
2(n+ κ)
(2.52)
for all other i.
These are defined in a way that the weighted average of the sigma points
corresponds to the initial mean. For our trivial example it is, indeed:∑
i=0−2n
Wiχik = W0χ01 +W1χ11 +W2χ21 = 1.2 = xˆ0
Also note how the weights are selected such that the first sample, which
corresponds to the original mean xˆk−1, is always assigned to the highest value.
Here, with n = κ = 1:
W0 = 0.5, W1 = W2 = 0.25
The sigma points are propagated by the observer model:
χ˙ik = f(χik,uk−1) (2.53)
χ∗ik = χik + T χ˙ik (2.54)
where the subscript ∗ is necessary to distinguish between continuous and discrete
sigma points, since the UKF has only been developed in the discrete form [130].
Equation 2.54 might appear wrong at a first inspection, since Euler’s method should
propagate along a trajectory between two consecutive time steps: this is indeed the
case, as χk refers in truth to time k − 1, with the k subscript here adopted to
underline that these sigma points are in practice generated at time-step k.
The propagation step can be again easily demonstrated in practice through
a trivial example. Suppose we have a mildly non-linear, polynomial process model,
discretised at sample intervals of T = 0.01s (Figure 2.3 - left) and a sensor model:
x˙ = f (x) = −x5
y = h (x) = x
The sigma points are propagated as in Figure 2.3 (right):
Intermediate estimates for the state and covariance matrix are reconstructed
from the propagated sigma points and computed by weighted averages (Figure 2.4
- left):
xˆ−k =
∑
i=0−2n
Wiχ
∗
ik (2.55)
P−k =
∑
i=0−2n
Wi
{
χ∗ik − xˆ−k
}{
χ∗ik) − xˆ−k
}T
+ TQ (2.56)
The observation model is then applied to the propagated sigma points (Fig-
ure 2.4 - right):
Υik = h(χ
∗
ik,uk) (2.57)
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Figure 2.3: The unscented Kalman filter: trivial example process function, sampled
at T = 0.01 (left) and relative propagation of the sigma points.
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Figure 2.4: The unscented Kalman filter: comparison between initial and propagated
sigma points and mean (left) and measurement function (right).
and average outputs are obtained, similarly to the averaged states:
yˆk =
∑
i=0−2n
WiΥik (2.58)
The UKF then propagates the output error covariance according to the trans-
formed sigma points:
Pyy =
∑
i=0−2n
Wi {Υik − yˆk}{Υik − yˆk}T + R (2.59)
and uses this together with a cross correlation estimate:
Pxy =
∑
i=0−2n
Wi
{
χ∗ik − xˆ−k
}{Υik − yˆk}T (2.60)
to find the Kalman gain by:
Kk = PxyP
−1
yy (2.61)
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State and covariance estimates are then updated using the innovation se-
quence, in a similar way to the EKF:
Pk = P
−
k −KkPyyKTk (2.62)
xˆk = xˆ
−
k + Kky˜k (2.63)
with the innovation sequence defined in classic Kalman filtering fashion:
y˜k = yk − yˆk (2.64)
Equations 2.49 to 2.63 are then repeatedly applied to the input-output data
set, since we only deal with smoothing applications, here and throughout the rest
of the thesis.
2.4 Monte Carlo simulations and stochastic filter-
ing: the particle filter
The particle filter originates from Monte Carlo simulations. Monte Carlo
methods are stochastic numerical algorithms, generated to solve mathematical prob-
lems through various forms of random sampling. These tend to be computationally
expensive, but have progressively gained importance in the last few decades, mainly
due to the widespread increase in computing power.
A simple Monte Carlo example is the numerical approximation of the integral
of a function
∫ b
a
y (x) dx (2.65). Random points are generated within the interval
[a, b] and the numerical approximation is obtained as the total area within the
interval, multiplied by the ratio between the points falling below y (x) and the total
number of generated samples:∫ b
a
y (x) dx ≈ n0
np
(b− a) y ([a, b])max (2.65)
where n0 is the number of points falling below y ([a, b]) and np the total number of
samples generated in the area within [a, b] and below y ([a, b])max, which is used as
the threshold to generate the total area, as shown in Figure 2.5.
As expected, the method approaches the true analytical solution at increasing
np, with approximately np = 10
4 points needed for an accurate calculation of
∫ 1
0
exdx
(Figure 2.6).
A similar approach, called importance sampling can be applied to non-linear
filtering: here the posterior density of the state vector xˆk is approximated through a
set of np so called particles, which are propagated through f ,h and evaluated, based
on their importance (i.e. output performance) in comparison to the true system
outputs. The approach, initially known as the bootstrap filter [56] is also sometimes
referred to as the “survival of the fittest” method [55], which is perhaps its most
accurate description.
The particles are initially generated from a normal distribution with mean
x0 and covariance P0 (Figure 2.7 - left):
χi0 ∈ N (x0, diag (P0)) , i = 1 . . . np (2.66a)
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Figure 2.5: Monte Carlo simulation for the calculation of the integral of a function
in the interval [a, b] = [0, 1]. Number of samples np = 10 (left) and np = 10
2 (right).
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Figure 2.6: Monte Carlo simulation for the calculation of the integral of a function.
Estimation error at increasing number of samples, between np = 10 and np = 10
6.
or, alternatively, from a uniform distribution on a finite interval [a,b] (Figure 2.7 -
right):
χi0 ∈ U [a,b] , i = 1 . . . np (2.66b)
Note how this approach is somewhat similar to the unscented transformation,
except that here a large number of samples is required, typically between 102 and
105.
The particles are propagated through the process model f , as shown in Fig-
ure 2.8 (left) for the trivial example introduced in section 2.3. In the time-invariant
framework, f is a function of only system states and inputs:
χ˙ik = f(χik,uk−1) (2.67)
with discretisation via Euler integration, T being the sample time:
χ∗ik = χik + T χ˙ik (2.68)
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Figure 2.7: The particle filter: particles sampling from a normal distribution (left)
and a uniform distribution (right). Number of particles np = 10
2.
A large set of np outputs is generated from the propagated particles, through
the measurement model (Figure 2.8 - left):
Υik = h(χ
∗
ik,uk) (2.69)
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Figure 2.8: The particle filter: propagation of the particle set through trivial process
(left) and measurement (right) functions. Number of particles np = 10
2.
At each time instant k, the filter propagates all np particles, as per the above
equations. A weight Wi is assigned to each of those, based on the error between the
propagated outputs and the true output of the system. These errors are assumed
to have a known distribution and zero mean, hence:
Wik =
∏
j=1−m
ϕj
(
y˜ik(j)|0, σj2
)
(2.70)
with:
y˜ik(j) = yk(j)−Υik(j) (2.71)
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where ny is the number of outputs and ϕj is the assumed probability density function
of the jth output innovation sequence, with zero mean and variance σj.
Here we assume a normal distribution of innovations and hence use:
Wik =
∏
j=1−m
1√
2σj2pi
e
−
y˜2ik(j)
2σ2j (2.72)
where:
σ2j = Rjj (2.73)
For our trivial example, the error set y˜ and its pdf ϕ are shown in Figure 2.9.
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Figure 2.9: The particle filter: estimated output error sequence (left: np = 10
2) and
normal error distribution around y˜ = 0 (right: np = 10
3). Note how a low np = 10
2
is used in most of the figures, for displaying purposes.
The weights are normalised so that their sum equals unity and state and
output estimates are computed by a weighted sum of the propagated particles:
Wik =
Wik∑
i=1−np
Wik
(2.74)
xˆk =
∑
i=1−np
Wikχik (2.75)
yˆk =
∑
i=1−np
WikΥik (2.76)
The final, key step of the PF is resampling [131]: at the end of each iteration,
the filter re-samples np particles from the original set, using Wi as the probabil-
ity of selection. This way, a completely new full set of np particles is generated
(Figure 2.10): these include repeated instances of successful particles and exclude
unsuccessful, low-weighted particles (hence the name “survival of the fittest”). The
new set of particles for the successive iteration is then finalised by randomisation of
the state combinations (for any order n > 1), from the pool of this re-sampled set.
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Figure 2.10: The particle filter: final re-sampling step (np = 10
2).
2.5 Linear and non-linear single-track model
Practical observer implementation is demonstrated through a two degree of
freedom single-track model, pictured in Figure 2.11. Standard “z-down” SAE axes
are used [4], fixed to the vehicle wheelbase: U, V,W are the forward, lateral and
vertical velocities, while p, q and r are the roll, pitch and yaw rates, all positive as
denoted in Figure 2.12.
For the purpose of this study, the equations of motion can be easily derived
from first principles, as acceleration in vehicle-fixed coordinates is null:
lateral forces:
∑
Fy = 0 (2.77a)
yaw moments:
∑
Mz = 0 (2.77b)
Equilibrium of forces along the y axle brings to:
Fyf + Fyr = may (2.78)
where Fy/f−r are lateral front/rear axle forces, m is the mass of the vehicle and ay
is the lateral acceleration, equal to the steady-state term Ur plus transient V˙ :
ay = Ur + V˙ (2.79)
Equilibrium of moments around the centre of gravity yields:
aFyf − bFyr = Izz r˙ (2.80)
where a, b are front and rear axle to centre of gravity distances.
Slip angles can be described in terms of vehicle forward and lateral velocities
U and V , and steered wheel angle δ:
αf = δ −
V + ar
U
(2.81a)
αr = −
V − br
U
(2.81b)
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Figure 2.11: Single-track model.
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Figure 2.12: SAE “z-down”axes [4].
V˙ =
Fyf + Fyr
M
− Ur (2.82a)
r˙ =
aFyf − bFyr
Izz
(2.82b)
Front and rear axle forces then become:
Fyf = 2Cαfαf = 2Cαf
(
δ − V + ar
U
)
(2.83a)
Fyr = 2Cαrαr = 2Cαr
(
br − V
U
)
(2.83b)
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where Cαf/Cαr are the tyre cornering stiffness values for a single front/rear tyre
and αf/αr are the slip angles.
Substituting 2.83 into 2.78 and 2.80, we can express the linear single-track
model handling equations as a continuous-discrete (equations 2.1a and 2.1b) linear
state-space system, with states x = [V, r]T , and A,B,C,D matrices:
A =

− 2 (Cαf + Cαr)
MU
2 (bCαr − aCαf )
MU
− U
2 (bCαr − aCαf )
IzzU
− 2 (a2Cαf + b2Cαr)
IzzU
B =

2 Cαf
M
2 a Cαf
Izz
 (2.84a)
C =
 − 2 (Cαf + Cαr)MU 2 (bCαr − aCαf )MU
0 1
D =
 2 CαfM
0
 (2.84b)
where the input u corresponds to the steered wheel angle δ and matrices C,D are
here set to output lateral acceleration and yaw rate.
To generate non-linear data, the vertical forces Fz on the tyre (front/rear)
are modelled according to a simplified Pacejka magic formula [132]:
Fy(f/r)(α) = Fz(f/r) D sin
{
C tan−1
[
α
C
− E
(
α
C
− tan−1 α
C
)]}
(2.85)
through normalised slip angles α (front/rear), obtained from:
αf =
a+ b
b Mg
Cαf αf , αr =
a+ b
a Mg
Cαr αr (2.86)
Equation 2.85 is effectively obtained setting the stiffness factor to B = 1/C.
This is based on the observation of experimental data fitting presented in [132] and
allows the number of Pacejka coefficients to be reduced from the traditional set of
four (B,C,D,E) to just three (C,D,E). This approach will be particularly useful in
system identification and it will become clear in the next chapter how it is possible
to mitigate or avoid the effects of divergence by reducing the number of parameters
in the model.
Although slightly simplified, equation 2.85 retains the essential characteristics
of the magic formula. However, by fixing (BC) = 1, the peak value D now uniquely
represents the lateral/longitudinal stiffness in the linear range of the tyre [132], since
now atan (BCD) = atan (D). The well known influence of parameters C and E on
the curve is graphically shown in Figure 2.13.
Vehicle parameters are listed in Table 3.1, while the following nominal values
are selected for front/rear Pacejka C,D,E parameters. These are chosen to approx-
imately match the experimental results of Table 3.4 and represent a large saloon
vehicle, such as the 2008 Jaguar XF owned by the Department of Aeronautical and
Automotive Engineering at Loughborough University:
Cf = 2, Df = 1, Ef = 0.7
Cr = 1.8, Dr = 0.8, Er = 0.5
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Figure 2.13: Pacejka magic formula, with (BC) = 1: influence of parameter C (left)
and E (right). Parameter D represents the peak force and now also defines the
initial slope of the curve at k = 0.
Lateral tyre stiffness values Cαf and Cαr are chosen, based on experience (see
Chapter 3) as:
Cαf = 950N/deg
Cαr = 1, 200N/deg
Linear and non-linear data sets are then compared in Figures 2.14 to 2.16.
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Figure 2.14: Single-track model: comparison between linear and non-linear data on
lateral acceleration output.
Observer implementation will be demonstrated in the forthcoming example
sections, through a slightly wrong single-track model, with vehicle mass increased
by 10%.
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Figure 2.15: Single-track model: comparison between linear and non-linear data on
yaw rate output.
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Figure 2.16: Single-track model: comparison between linear and non-linear data on
front tyre lateral force.
2.6 Source data for state estimation
Source data is generated from a steering wheel angle input signal, consisting
of a normally distributed white noise sequence of total time t = 50 s (Figures 2.17
and 2.18).
The input is sampled at 500 Hz and filtered in the frequency domain to remove
content above 15 Hz, the approximate threshold for a human driver [133]. This
excites the dynamics of the system across the whole range of relevant frequencies
and produces smooth data, lowering the risk of divergence in the Kalman filter.
Divergence is known to often occur in discrete-time Kalman filter applica-
tions. Oversampling is commonly employed to overcome the problem and consists
of iterating the propagation step (equations 2.40 and 2.42) d-times within the orig-
inal sample interval T , now effectively reduced to T/d [134]. This tends to be
computationally expensive however, especially when high sampling rates are used
(typical values throughout this thesis range between fs = 100 Hz and fs = 500 Hz).
We adopt a different approach and prevent instability by smoothing the orig-
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Figure 2.17: Single-track model: steered wheel angle input data. Only interval
between 10 and 15 seconds shown for clarity.
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Figure 2.18: Single-track model: evidence of dynamic relationship in input/output
comparison (normalised data).
inal signals, pre-filtering the input to remove content above a certain frequency.
The effects of oversampling and low-pass filtering are shown in Figure 2.19:
instead of retaining the maximum frequency in the data and increasing the sample
rate (left), we maintain the original sample interval T and decrease the frequency
content in the data (right). Both techniques yield similar results, apart from the
distortion caused by pre-filtering, which does not influence our results however, since
pre-filtering is applied early on, to the inputs only and does not directly affect the
outputs generated through the model.
Output source data (Figures 2.21 and 2.22) is obtained through corrupted
measurements, according to equation 2.6b. Noise is here added through a 50 Hz
bandwidth, at a magnitude of 30% the RMS of the original signals (y =
[
V˙ + Ur, r
]
),
with zero mean and nominal variances:
σ(V˙+Ur) = 0.85, σr = 0.03
Noise is approximated through MATLAB’s randn command: the accuracy
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Figure 2.19: Normally distributed white noise sampled at 500 Hz: effects of over-
sampling at T = T/10 (left) and low-pass filtering at a 25 Hz cut-off frequency.
compared to a Gaussian distribution is shown in Figure 2.20, relative to lateral
acceleration V˙ +Ur (left - first model output) and yaw rate r (right - second output).
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Figure 2.20: Linear source data for state estimation: probability density functions
for measurement noise on lateral acceleration (left) and yaw rate (right).
Non-linear source data is generated likewise, according to equations 2.6a and
2.6b, through corrupted measurements and non-linear tyres 2.85.
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Figure 2.21: Linear source data for state estimation: lateral acceleration output
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Figure 2.22: Linear source data for state estimation: yaw rate output.
2.7 Kalman and particle filtering methods for lin-
ear and non-linear vehicle state estimation
This section deals with the estimation of two vehicles states: side velocity
and yaw rate x = [V, r], from noisy measurements and through a Kalman observer,
based on linear and non-linear single-track models.
Initially, process and measurement functions f ,h are both linear, structured
via equations 2.84. These are easily implemented in MATLAB as a continuous-
discrete linear state-space system, discretised through Euler’s method. The Kalman
filter is implemented through equations 2.40 to 2.48. Due to the linear structure of
the model, the EKF equations simplify to the optimal linear solution, with Jaco-
bians:
F =
∂f (x,u)
∂x
=
∂
∂x
(Ax + Bu) = A (2.87a)
H =
∂h (x,u)
∂x
=
∂
∂x
(Cx + Du) = C (2.87b)
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Estimation starts with an intentionally wrong initial condition:
x0 = [ 1, 1 ]
T (2.88)
The filter now requires initial covariance estimates of Q, R and P. Here,
we start from a common approach [135, 136, 137] and set them both to diagonal
identity matrices. Q and R are then fixed throughout as Q = ρqI and R = ρrI.
Tuning parameter ρ(q|r) weighs the expected accuracy in the models f ,h and in the
measurements y and is aimed at demonstrating how covariance matrices are used
to tune the Kalman filter.
P is initially set equal to Q. This is a sensible first guess although, strictly
P should be scaled by a factor equal to T , since it represents the knowledge of the
initial state mean-squared errors, while Q refers to the state-derivative error.
The filter is successful at estimating both states, despite the noisy measure-
ment, a slightly wrong observer model and from an initial wrong estimate of equation
2.88 at k = 0.
Starting here from an initial setting of ρq = ρr = 1, it can be observed how
increasing the confidence in the measurements, with ρq = 1 and ρr = 10
−3 produces
a worse estimation, affected by higher noise. Increased confidence in the model,
with settings ρq = 1 and ρr = 10
3 yields a better result (Figures 2.23 - 2.24). Note
how increasing ρr is equivalent to decreasing ρq, since Q and R are additive in the
KF/EKF equations, hence the results in the Figures could be obtained by setting
ρq = 10
−3 and ρr = 1.
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Figure 2.23: The Kalman filter for state estimation: lateral velocity output fits, at
varying Q and R. Linear data.
For the UKF, practical implementation follows closely the implementation of
the EKF. Initial conditions and covariance settings match the EKF example as well.
Despite using a completely different approach, the two filters yield identical results
(Figure 2.25), but the UKF is slower, although by a narrow margin (Table 2.1).
The particle filter is perhaps the easiest to implement of the three, with the re-
sampling step implemented through MATLAB’s randsample embedded function.
The accuracy here depends heavily on the number of particles: the higher np, the
closer the estimated values gets to the optimal (i.e. Kalman’s) solution for linear
systems, as shown in Figure 2.26.
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Figure 2.24: The Kalman filter for state estimation: yaw rate output fits, at varying
Q and R. Linear data.
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Figure 2.25: The unscented Kalman filter for state estimation: comparison to the
EKF on lateral velocity (left) and yaw rate (right). Q = I and R = 103 I. Linear
data.
The main issue here is all np particles are propagated, weighted and re-
sampled, once at each time-step k, for the whole data-set of 50 s. Particle numbers
of np = 10
2 to np = 10
4 are not particularly high for typical applications, so the
process is computationally intensive.
Interestingly, the MATLAB code generated for these examples has a limit of
np = 10
8, due to maximum array length. Certainly this problem could be avoided
by coding differently to overcome the limitations, but the process would still be
computationally too expensive.
Table 2.1 shows a comparison of total running times for the three filters,
obtained on a standard, commercially available desktop PC (IntelR CoreTM i5-6500
CPU 3.20 GHz, RAM 16 GB, MATLAB R2017a). Particle numbers here are up
to np = 10
5, since results between np = 10
5 and np = 10
6 are indistinguishable
(Figure 2.26). Running times for the PF with np = 10
6 are above 75 hours and not
feasible for such simple applications, for both the linear and non-linear case.
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Figure 2.26: The particle filter for state estimation: comparison to the EKF on
lateral velocity (left) and yaw rate (right), at increasing number of particles between
np = 10
2 and np = 10
6. Q = I and R = 103 I for the EKF. Linear data.
Real time estimation with the PF becomes possible at lower sampling rates.
Here the filter becomes effectively competitive in comparison to the Kalman estima-
tors (Table 2.1: T = 0.01 and T = 0.1). All three methodologies are implemented
with identical prediction functions: it is hypothetically possible to re-write the PF
code more efficiently to save some running time, but this will not significantly im-
prove the total times displayed in the table.
In the non-linear domain all filters become sub-optimal and the superiority of
the Kalman filters over the particle method cannot be taken for granted. All filters
also become slower, due to the higher complexity of f (Table 2.1).
Non-linear f ,h models require the extended Kalman filter to perform lineari-
sation through Jacobian matrices. The easiest way to form these is to define ˙ˆx and
yˆ in a symbolic computing environment, such as MATLAB’s symbolic toolbox, and
find the differential matrix with respect to the state set x – i.e. using MATLAB’s
jacobian command. In this respect, UKF and PF prove much easier to implement,
since no Jacobians are required.
Non-linear systems cause the pdf to become non-Gaussian, hence the scaling
parameter κ in the UKF now has a significant influence on the accuracy of the fit
(Figure 2.27). The UKF seems more accurate in the estimation of P−k from the
sigma points, with the final fit spoiled by the initial Q = I setting, through the
additive term in equation 2.56. Interestingly, EKF/UKF yield identical results only
through much lower Q settings in the UKF.
Particle filter results are shown in Figure 2.28, through a comparison with
the EKF on lateral velocity and yaw rate estimation error. Running times for the
linear and non-linear case are summarised in Table 2.1.
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Figure 2.27: The unscented Kalman filter for state estimation: comparison to the
EKF on lateral velocity (left) and yaw rate (right), at increasing κ between κ = 1
and κ = 100. Q = I and R = 103 I for the EKF. Non-linear data.
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Figure 2.28: The particle filter for state estimation: comparison to the EKF on
lateral velocity (left) and yaw rate (right), between np = 10
2 and np = 10
6. Q = I
and R = 103 I. Non-linear data.
Table 2.1: Linear and non-linear state estimation through the EKF, UKF and PF:
comparison on total running time.
np = 10
2
np = 10
3
np = 10
4
np = 10
5
0.002 0.75'' 1.17'' 27.00'' 4' 08'' 41' 55'' 6h 55' 09''
0.01 - - 5.55'' 51.20'' 8' 22'' 1h 27' 10''
0.1 - - 0.57'' 5.04'' 49.97'' 8'23''00''
non-linear 50 0.002 2 1.63'' 2.06'' 31.93'' 5' 01'' 45' 35'' 7h 51' 27''
linear 50 2
PF 
Length [s]Model UKFEKFnT [s]
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2.8 Final remarks
In this chapter, three different Bayesian recursive estimators have been in-
troduced, discussed and implemented: the extended Kalman filter, the unscented
Kalman filter and the particle filter. All three have been successful at traditional
state-estimation, on simple test cases generated from both a linear and non-linear
single-track model.
From a direct comparison, the PF emerged as the easiest to implement, but
its estimation accuracy increases with particle set dimension np, which proves critical
for real-time applications and high sampling frequencies.
The UKF requires no Jacobians and is generally faster to code than the
EKF, although slightly slower to execute. Here, both filters require initial covariance
matrix settings, which has been shown to be a known drawback, widely explored in
literature.
The choice as to which filter is the best and shall be used throughout the
remainder of the thesis cannot yet be made at this stage, hence the next chapter
will extend all three methodologies to grey-box system identification.
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Chapter 3
Structured grey-box linear and
non-linear system identification
3.1 Introduction
This chapter considers the grey-box identification of vehicle handling models,
based on input-output data acquired from a test vehicle on a proving ground.
Parameter-identifying forms of the extended Kalman filter, unscented Kalman
filter and particle filter are implemented and compared for effectiveness, complexity
and computational efficiency.
One reason for discussing parametric identification within this thesis is to
make an intermediate step towards black-box system identification. Another is to
introduce the identifying forms of the filters described in the methodologies chapter,
by first concentrating on the easier scenario of known process and measurement
models.
Initially, tyre stiffness values are identified from a single-track model and
in the linear tyre slip range. This simple application serves as an immediate and
straightforward comparison of the three identification techniques. All three filters
are successful at this stage and the resulting output accuracy is demonstrated on
independent validation sets. Different adaptations of the particle filter algorithm are
proposed: these correctly identify the required model parameters, but the technique
ultimately proves computationally inefficient for system identification.
Considering the Kalman filters alone, the chapter continues with the identifi-
cation of all significant vehicle handling dynamics of a four degree of freedom model,
which includes combined-slip, Pajceka-based non-linear tyres. Here, both filters are
demonstrated to be efficient and effective at identifying even large parameter sets,
based on non-linear process and measurement models.
Given both filters yield identical results, the choice as to which approach
is preferable depends on the particular application. The UKF is easier to code
and generally faster to run, but tends to become slower in parameter-identifying
applications, due to the large extended vectors and high number of computed sigma
points. The EKF on the other hand requires Jacobian matrices, which in simple
applications represent little coding effort and computational burden, but become
increasingly significant with non-linear systems of large order.
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3.2 The extended Kalman filter for parametric
identification
The identifying extended Kalman filter operates on known process and mea-
surement models f and h, which are appropriately selected based on system knowl-
edge, required accuracy and desired complexity. Only vehicle handling models will
be considered in this chapter, but the method can be easily transferred to other
fields. In addition to the state vector x, sensor measurements y and known inputs
u, functions f and h now also relate to a set of unknown parameters θ, which need
to be identified, either to achieve higher accuracy or because they are difficult or
expensive to measure:
x˙ = f (x,u,θ) +ω (3.1a)
yk = h (xk,uk,θ) + νk (3.1b)
where ω represents the process modelling error sequence in f and ν stands for the
combined effects of modelling uncertainty in h and measurement noise.
Identification of the unknown parameter set θ is here performed by concate-
nation, i.e. by defining a larger, extended state vector z, which concatenates θ to
the true states x. At a generic time-step k, z is:
zk =
[
xk
θk
]
=

z(x1)k
...
z(xn)
z(θ1)
...
z(θj)

z=zk
(3.2)
where n is the number of true states in the model and j the total number of unknown
parameters in f ,h. True states are now denoted z(x1) to z(xn), while z(θ1) to z(θj)
represent the unknown parameters.
Propagation of the true states is achieved through f , while the derivative of
the identified parameters is set to zero, since we are only interested in time-invariant
systems. Thus, re-writing process and measurement models f ,h as functions of the
extended state vector z yields:
z˙k =
[
x˙k
θ˙k
]
=
[
f (z(x)k,uk, z(θ)k)
0
]
+ωk (3.3a)
yk = h (z(x)k,uk, z(θ)k) + νk (3.3b)
It is worth noting that the system is now of mth order, with m = n+j, which
will increase the computational complexity of the problem, especially when large
sets are identified.
An estimate of the process error in equation 3.3a is represented by the co-
variance of ωk, which is however not known or predictable. Here, we define Q as
Q = ρI′, where I′ is an identity matrix, modified so that the leading diagonal for
each of the true states is set to zero. In a hypothetical 3rd order system, with j = 2
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parameters to be identified, this corresponds to the first three diagonal elements in
Q:
Q = ρI′ =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 ρ 0
0 0 0 0 ρ
 (3.4)
Each diagonal element represents the expected mean square error in each of
the (true- o parameter-) states: setting Q as above defines the models for the true
states as error-free, thus making the assumption that the errors are in the parameter
settings, not in the model. Consequently, true states evolve using the model alone,
with ρ tuning the speed of convergence of the parameter states. This is the only
tuning parameter applicable to the filter and must be carefully optimised against
performance, filter instability (section 2.6) and total computation time.
In stochastic filtering, one can distinguish between filtering in real time,
smoothing signals recorded in the past and predicting future states. Here and
throughout this thesis we mainly focus on smoothing. One advantage of smoothing
is that for any given state set of estimated xˆ, the R matrix can be numerically
determined from the covariance of the innovation, as in:
R = cov
(
y˜y˜T
)
(3.5)
The covariance matrix of the modelling and measurement error νk in 3.3b
is therefore initialised as R0 = I and numerically computed at the end of each
iteration, according to equation 3.5.
Pk is initially set equal to P0 = Q. This is a sensible first guess, aimed mainly
at obtaining a diagonal (non-singular) matrix. The filter then fully populates Pk,
by assigning non-null values to state and parameter cross-correlations and auto-
correlations, through equations 2.42 and 2.48.
At each time-step of the recorded input-output time histories, we then com-
pute a state and output prediction:
˙ˆzk−1 =
[
f
(
zˆ(x)k−1,uk−1, zˆ(θ)k−1
)
0
]
(3.6a)
yˆ−k = h
(
zˆ(x)−k ,uk, zˆ(θ)k−1
)
(3.6b)
with equation 3.6a discretised for digital implementation, through Euler’s integra-
tion method: given a sample time T , state prediction is computed as:
zˆ−k = zˆk−1 + T ˙ˆzk−1 (3.7)
Note how yˆ−k in equation 3.6b is a function of zˆ(θ)k−1, since parameters have
null derivative and are not propagated by equation 3.7.
Linearisation is required for non-linear f ,h and this is achieved through Ja-
cobian matrices, which are now defined as functions of z(x) and z(θ):
Fk =
∂z˙ (z(x),u, z(θ))
∂z
∣∣∣∣
z=zˆ−k
(3.8a)
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Hk =
∂h (z(x),u, z(θ))
∂z
∣∣∣∣
z=zˆ−k
(3.8b)
At this stage, the parameter-identifying filter uses the standard EKF se-
quence of equations 2.40 to 2.48: the simple substitution of xˆ with zˆ produces the
simultaneous identification of true states and unknown parameters.
The filter is repeatedly applied to the whole input-output data-set: at the
start of each iteration, true states zˆ(x)k are appropriately reset to zero, but param-
eter states zˆ(θ)k, Kalman gain Kk and parameter error covariance Pk are carried
over from the last step of the previous iteration. This has the effect of rinsing the
parameters, with the innovation sequence slowly varying them to improve the fit
and reduce expected parameter error Pk.
Percentage explanation is used to quantify the accuracy of the fit in the
output(s) and this is defined as:
Rx =
1−
N∑
k=1
y˜2k
N∑
k=1
y2k
 (×100) (3.9)
3.3 Test vehicle and acquisition set-up
The test vehicle is a research car owned by the department of Aeronautical
and Automotive Engineering at Loughborough University. This is a 2008 pre-series,
3.5 Jaguar XF. Vehicle parameters - measured or known from the manufacturer are
listed in Table 3.1.
During the tests, the car was equipped with an Oxford Technical Solutions,
3200 GPS/inertial navigation device for data acquisition. Most measurements were
taken from the vehicle controller area network (CAN): only roll was measured using
the inertial navigation device (IN), but this sensor may already be available in other
CAN sets, or would be cheap to add.
All tests were performed on dry and flat tracks, at the MIRA proving ground
in Nuneaton (UK), in February and December 2016. Unfortunately, during the
earlier tests (February 2016), poorly calibrated instrumentation meant that lateral
velocity drift was present in the data. All the validation results presented throughout
this chapter and particularly for the non-linear test cases, were therefore generated
after recalibration of the INS, months after the first identification tests (December
2016), on the same track and in similar weather conditions. The results throughout
the chapter thus also demonstrate repeatability and robustness of the identified
models, over time.
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Table 3.1: Test vehicle parameters.
Parameter
a
b
c
M
L
h Rr
h Rf
h G
K ? 
I xx roll moment of inertia 
roll stiffness
mass
I zz yaw moment of inertia 
centre of gravity to front axle distance 
centre of gravity to rear axle distance 
half-track
1.325
0.080
0.696
1.855
centre of gravity height 0.530
3.596
(x1000) kg m
2
m
(x100) kN m/rad
(x1000) kg
m
(x1000) kg m
2
Unit
wheelbase 2.907 m
m
m
m
m
Description Value
rear roll centre height 0.125
1.379
1.528
0.790
front roll centre height
3.4 Identification of a linear single-track model
The goal initially is to develop a first simple example, so that the focus can
shift entirely onto filter implementation. Specifically, we want to identify the front
and rear tyre stiffness of a linear single-track model, as described in section 2.5, but
simplified to linear tyres.
Input signal choice is straightforward:
u = δ
where δ is the steered wheel angle of the vehicle.
In general terms, any linear combination of the states can be produced as the
output of a linear state-space system (equation 2.84b) and here we choose vehicle
yaw rate, since it is easier to accurately track than lateral velocity V [40]:
y = r
hence matrices C,D in equation 2.84b simplify to:
C =
[
0 0
0 1
]
D =
[
0
0
]
(3.10)
Parameter estimability depends on model structure, parameters of interest
and test data. With such a simple structure and low number of parameters, much
depends on the input signals, which must be selected carefully, to excite the appro-
priate modes of the plant, in the desired frequency range.
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Here, the test manoeuvre consists in a steady cornering single sine-wave,
aimed at reaching the desired linear slip range of the tyres, with a random steer
input on top of it, meant to excite the system at frequencies between zero and 10
Hz. Input r is plotted in Figure 3.1 - red interpolated line shows sine-wave.
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Figure 3.1: Input data for linear tyre identification: random steer on top of a sine-
wave, at constant speed.
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Figure 3.2: Linear tyre identification data - lateral acceleration is within the expected
linear range.
Forward speed is U = 12.9 m/s, since this is a constant speed model. Velocity
is intentionally kept low, not to exceed the linear slip range of the tyres: Figure 3.2
shows lateral acceleration stays within the expected limit of approximately 0.6 g,
throughout the whole test.
The identification set then comprises 60 s of input-output data, inter-sampled
at a constant 100 Hz frequency, to match the vehicle IN. This results in a sampling
interval of T = 0.01 s.
60 s is the minimum necessary time to perform the required manoeuvre with
the test vehicle, at the above speed.
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It is worth pointing out that, for each filter, the necessary time for accurate
convergence does not strictly depend on the length of the identification set. Input-
output data is repeatedly rinsed through the filters: longer sets simply contain more
data and need to be rinsed a lower number of times, thus total running time is inde-
pendent of data-set length. In other words, the number of repeats for convergence
will still depend on the length of the original data-set, thus longer sets require less
iterations and an approximately equal total running time.
A variety of other manoeuvres were performed for model validation, at both
high and low input frequencies, including step steer tests and lane-changes, at various
speeds. These are appropriately discussed in the results section.
All signals were digitally filtered with a cut-out frequency of 10 Hz, to remove
higher frequency noise and allow faster parameter convergence, by permitting higher
ρ settings, as in the state estimation example of section 2.6.
3.5 The identifying extended Kalman filter ap-
plied to a linear single-track model
We seek to identify two parameters of the linear single-track model, based on
the above input-output data and with the parameter-identifying extended Kalman
filter. The unknown parameter set is here:
θ = [ Cαf , Cαr ]
T
where Cαf and Cαr are the tyre stiffness values, front and rear respectively.
True states are defined:
x = [ V, r ]T
where V is the side-slip velocity and r the yaw rate.
Process and measurement models f ,h are linear functions, structured via
state-space - with only A,B dependent on the unknown parameter set, due to the
simple output of the system:
x˙k = A(θk)xk + B(θk)uk +ωk (3.11a)
yk = Cxk + νk (3.11b)
where A,B,C follow from equations 2.84 and 3.10.
The extended state vector at generic time-step k is:
zk =
[
xk
θk
]
=

z(x1)
z(x2)
z(θ1)
z(θ2)

z=zk
(3.12)
and substituting x with z in f ,h yields the models:
z˙k =
[
x˙k
θ˙k
]
=
[
A(z(θ)k)z(x)k + B(z(θ)k)uk
0
]
+ωk (3.13a)
yk = Cz(x)k + νk (3.13b)
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The propagation structure to be implemented in MATLAB is obtained re-
writing equation 3.13a with respect to the A,B matrices of equation 2.84:

z˙1
˙ˆz2
˙ˆz3
˙ˆz4

k−1
=

− 2z1(z3 + z4)
MU
+
2z2(bz4 − az3)
MU
− Uz2 +
2uz3
M
2z1(bz4 − az3)
IzzU
− 2z2(a
2z3 + b
2z4)
IzzU
+
2auz3
Izz
0
0

z=zˆk−1
(3.14a)
with all the known parameters of the above model summarised in Table 3.1.
Re-writing equation 3.13b based on the C matrix of equation 2.84, we obtain
the measurement model, which is simply the second element of the state vector, at
each k instant in time:
[y1]k = [z2]z=zˆ−k
(3.14b)
The shape of the Jacobians is easily computed from 3.14, resulting in:
Fk =
∂z˙
∂z
∣∣∣∣∣
z=zˆ−k
=
=

− (z3 + z4)
MU
−U − z3a− z4b
MU
u
M
− z1
MU
− az2
MU
bz2
MU
− z1
MU
− (z3a− z4b)
IzzU
− (z3a2 + z4b2)
IzzU
au
Izz
− a
2z2
IzzU
− az1
IzzU
bz1
IzzU
− b
2z2
IzzU
0 0 0 0
0 0 0 0

z=zˆ−k
(3.15a)
and a very simple structure appears for Hk:
Hk =
∂y
∂z
∣∣∣∣∣
z=zˆ−k
=
[
0 1 0 0
]
(3.15b)
True states are set to initial values:
z(x1) = z(x2) = 0
which is sensible since the test starts from null steered wheel angle (Figure 3.1) and
zero yaw rate.
The unknown parameters Cαf and Cαr are initially set:
z(θ1) = z(θ2) = 2 · 103N/deg
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This is a guess estimate of tyre stiffness and produces quicker convergence of
the identified parameters, by setting the first outputs to a similar order of magnitude
of the true measurements. However, identification can also be performed without
any vehicle dynamics knowledge or a-priori data analysis, by setting the initial
parameters to random numbers, provided these are of a sensible order of magnitude.
Initial conditions for the state vector are then imposed as:
z0 =
[
0, 0, 2 · 103, 2 · 103 ]T (3.16)
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Figure 3.3: Linear tyre identification (EKF/UKF): Rx against tuning parameter ρ.
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Figure 3.4: Linear tyre identification (EKF/UKF): required iterations against tuning
parameter ρ.
Practical implementation also requires initial covariance estimates. The pro-
cess error covariance is defined Q = ρI′, with ρ optimised via trial and error through-
out the exercise. The output error covariance Rk is initially set to the identity ma-
trix and numerically computed through equation 3.5, using MATLAB’s cov com-
mand. Finally, the state and parameter error covariance matrix is initialised as
P0 = Q = ρI
′.
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The filter converges smoothly and definitively at all settings of ρ, although
output performance Rx tends to be inaccurate at high convergence speed and does
not rise for ρ < 10−8. Figures 3.3 and 3.4 show the effect on accuracy and compu-
tational effort of varying the core tuning parameter ρ.
Figure 3.5 then shows the identified parameters and their corresponding ac-
curacy for a single optimisation, using a suitable choice of ρ = 10−8 and 100 cycles
(iterations) through the data. These results are well converged and physically close
to what expected for a single tyre, at Cαf = 973 N/deg and Cαr = 1, 234 N/deg.
Numerical performance on the output is Rx = 98% (Figure 3.6).
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Figure 3.5: Linear tyre identification (EKF/UKF): front and rear stiffness.
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Figure 3.6: Linear tyre identification (EKF/UKF): Rx performance to yaw rate
output.
Validation is performed by comparison between the output generated by the
identified model and true measurements, on a set of dedicated test cases. Addi-
tionally, results are plotted against reference single-track model simulations, where
Cαf = 818 N/deg and Cαr = 781 N/deg - a parameter set found in literature [2], for
a similar type of vehicle.
On independent random steer tests (Figure 3.7), the identified model per-
forms better (Rx = 95.2%) than the reference simulation (Rx = 94.3%). Here, a
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Figure 3.7: Independent random steer test: validation to yaw rate output.
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Figure 3.8: Independent random steer test: validation to lateral acceleration output.
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Figure 3.9: Step steer test: validation to yaw rate output.
second possible output - lateral acceleration, is shown. This is obtained from the
model, by modifying equation 2.84b accordingly, and compared to non-identification
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Figure 3.10: Lane-change test: validation to yaw rate output.
measured outputs. The fit appears poor (Figure 3.8), with a phase difference be-
tween true measurements and simulation, which indicates the single-track model
lacks the necessary roll mode. This was largely expected and here results can only
improve with a more accurate handling model.
On a step-steer test (Figure 3.9) and lane-change test (Figure 3.10) the iden-
tified model achieves output explanations above Rx = 99%, with the reference model
not exceeding Rx = 97.5% and Rx = 95.9% respectively. Again, in the lane-change
manoeuvre, the reference model performs better than the identified one in lateral
acceleration (Figure 3.11), due to the mentioned missing roll mode.
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Figure 3.11: Lane-change test: validation to lateral acceleration output.
This simple linear example proves the extended Kalman filter can be effec-
tively used for parametric system identification, although it suggests better accuracy
can be obtained with higher complexity in f ,h.
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Table 3.2: Linear tyre identification (EKF/UKF): Rx performance on different data-
sets and against reference model.
Test maneouvre Output EKF/UKF Rx Reference model Rx 
random steer sine wave 
(identification) yaw rate 98.00% -
step steer 
(validation) yaw rate 99.70% 97.50%
yaw rate 95.20% 94.30%
lateral acceleration 38.20% 53.10%
yaw rate 99.10% 95.90%
lateral acceleration 86.20% 95.60%
random steer 
(validation)
lane change 
(validation )
3.6 The unscented Kalman filter for parametric
identification
The parameter-identifying unscented Kalman filter is governed by process
and sensor models f and h, which depend on system states x, known inputs u and
a set of unknown parameters θ, according to equations 3.1a and 3.1b.
Here, we approach the problem from a similar perspective to concatenation:
at each instant in time k, a new set of i = (2m + 1) sigma points is drawn around
an extended state vector z = [x, θ]T, based on equation 2.49. The new order of
the system is m = n + j, n being the number of true states and j the number of
unknown parameters in f ,h.
In practice, parameters are identified by extending the dimension of the sigma
points vector, to include samples that represent θ, as well as x. At each time-step
k, each ith point is therefore defined as:
χik =
[
χ(x)ik
χ(θ)ik
]
=

χ(x1)ik
...
χ(xn)ik
χ(θ1)ik
...
χ(θj)ik

(3.17)
In 3.17, sigma points representing true states are now denoted χ(x1)ik to
χ(xn)ik, while parameter-states are represented by χ(θ1)ik to χ(θj)ik.
Propagation is set through f and h. Parameters are constant and have null
derivative, therefore we can write, for a generic time-step k:
χ˙ik =
[
χ˙(x)ik
χ˙(θ)ik
]
=
[
f(χ(x)ik,uk−1,χ(θ)ik)
0
]
+ωk−1 (3.18a)
and through Euler integration, with sample time T :
χ∗ik = χik + T χ˙ik
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Averaged outputs are obtained by:
Υik = h(χ
∗(x)ik,uk,χ
∗(θ)ik) + νk (3.18b)
where χ∗(θ)ik effectively equals χ(θ)ik, as parameter derivatives are zero.
The identifying unscented Kalman filter then uses the standard UKF equa-
tions 2.49 to 2.63: the substitution of xˆ with zˆ yields the simultaneous identification
of states and parameters.
At the start of each iteration, the true states are appropriately reset to zero,
but all the parameter states, Kk and Pk matrices are carried over from the last
step. Identification is achieved by rinsing the parameters multiple times through
the input-output data, until convergence is reached. Q,P0 and R0 are set as in
the extended Kalman filter of section 3.2 and Rk is re-computed at the end of each
(k − 1)th iteration, based on the innovation sequence and equation 3.5. Output
performance Rx defines the accuracy of the fit.
3.7 The identifying unscented Kalman filter ap-
plied to a linear single-track model
True states and unknown parameters are defined, as previously, x = [V, r]T
and θ = [Cαf , Cαr]
T . Given the model is in a linear state-space form, equations
3.18a and 3.18b become:
χ˙ik =
[
χ˙(x)ik
χ˙(θ)ik
]
=
[
A(χ(θ)ik)χ(x)ik + B(χ(θ)ik)uk−1
0
]
+ωk (3.19a)
Υik = Cχ
∗(x)ik = χ
∗(x2)ik + νk (3.19b)
Particles are initially drawn through equation 2.49 from null true states and
Cαf = Cαr = 2 · 103 N/deg. This corresponds to the initial conditions of equation
3.16.
Covariance estimates are initialised P0 = Q = ρI
′, where the tuning param-
eter ρ is set to 10−8: the optimal value found for the extended Kalman filter. This
is a sensible choice, since both filters operate on the same process model f .
Rk is numerically computed for k > 1 through MATLAB’s cov command.
Additionally here, κ = 1, as in section 2.3.
Despite the different approach, both Kalman filter methods yield identical
results. Parameter estimates θˆk match within a few seconds of filtered data (Fig-
ures 3.5 and 3.6).
The filters achieve identical results via equal evolution of the state/parameter
error covariance Pk, despite the unscented algorithm identifying its own error statis-
tics at each iteration. Cross-correlations of Pk for the identified parameters are
plotted in Figure 3.12.
The two filters also operate identically at varying ρ, with equal output per-
formance Rx and equal number of iterations required for convergence (Figures 3.3
and 3.4).
As the method of computation varies however, so does the processing time:
on a mid-range desktop personal computer (IntelR CoreTM i5-6500 CPU 3.20 GHz,
RAM 16 GB, MATLAB R2017a), 100 cycles of data take the unscented Kalman
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Figure 3.12: Single-track model: parameter error covariance comparison.
filter 23 s, whereas the extended Kalman filter takes just 9 s (Table 3.3). This
is a surprising result, since most research indicates the UKF is more efficient and
computationally less expensive then the EKF (Chapter 1).
The unscented Kalman filter is effectively quicker to code and more efficient
than the EKF, because the algorithm does not require Jacobian matrices. In ap-
plications such as this however, an extended state vector z is defined and (2m+ 1)
combined state-parameter estimates are computed, once at every iteration through
the data. At increasing m, the UKF becomes progressively slower than in the
corresponding traditional, state-estimating application. Here, the EKF is computa-
tionally not as expensive as the UKF, since Jacobian matrices are of simple form,
due to low system order m and linear structure in f ,h. The question remains as to
what happens with non-linear models and large unknown parameters sets.
3.8 The particle filter for parametric identifica-
tion
The parameter-identifying particle filter works on process and measurement
models f and h, which depend on system states x, known inputs u and certain
unknown parameters θ (equations 3.1a and 3.1b).
A first attempt at applying the particle filter to identify the unknown set
θ is here performed by extending the particle array, concatenating the unknown
parameters θ to the true states x. Each ith particle (i = 1...np) at time k now
represents a sample of an extended state vector z = [x, θ]T:
χik =
[
χ(x)ik
χ(θ)ik
]
=

χ(x1)ik
...
χ(xn)ik
χ(θ1)ik
...
χ(θj)ik

(3.20)
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where as before, n is the number of true states in the model and j the number of
unknown parameters.
Propagation is implemented through the known structure of f and h, which
we now re-write as functions of the extended particle set, as in:
χ˙ik = f(χ(x)ik,uk−1,χ(θ)ik) +ωk−1 (3.21a)
Υik = h(χ
∗(x)ik,uk,χ(θ)ik) + νk (3.21b)
with 3.21a discretised via Euler integration, through sample time T :
χ∗ik = χik + T χ˙ik
Parameter derivative is set θ˙ = 0, hence equation 3.21a becomes:
χ˙ik =
[
χ˙(x)ik
χ˙(θ)ik
]
=
[
f(χ(x)ik,uk−1,χ(θ)ik)
0
]
+ωk−1 (3.22)
At each time instant k, the filter propagates np particles through equations
3.22 and 3.21b, from an initial uniform distribution drawn on a certain pre-defined
sample interval:
[as,bs]
(true states) = [min(xs),max(xs)] , s = 1...n
[as,bs]
(parameters) = [min(θs),max(θs)] , s = (n+ 1)...j
Identification proceeds with state and output estimates obtained by comput-
ing weighted sums of the propagated particle sets, as in state-estimating particle
filtering, and according to equations 2.67 to 2.4. Normalised weights are then as-
signed to each particle, based on output performance. The simple replacement of xˆ
with zˆ in the PF equations yields the parameter-identifying filter.
Here, all np particles are propagated, weighted and re-sampled, once at each
time-step k, for the whole data-set. Particle numbers np = 10
4 to np = 10
6 are not
particularly high for typical applications, so the process becomes computationally
intensive for large extended vectors z.
To save computation time, true states need not be included in the identifica-
tion set: this is feasible, since the particle filter operates without a state covariance
estimate. The dimension of each particle is then reduced from m to j rows and
equation 3.20 becomes:
χik = χ(θ)ik =
 χ(θ1)ik...
χ(θj)ik
 (3.23)
Particles are then generated only around the parameter states and propaga-
tion is simply set to zero, since model parameters are constant over time.
True states still need to exist in the algorithm, which is then implemented as
follows. First, true states are propagated through f , according to:
x˙i(k−1) = f(xi(k−1),uk−1,χ(θ)ik) +ωk−1 (3.24a)
with discretisation performed via Euler integration and sample time T :
xik = xi(k−1) + T x˙i(k−1)
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Particles are not propagated, since:
χ˙ik = χ˙(θ)ik = 0
Hence, outputs are obtained by:
Υik = h(xik,uk,χ(θ)ik) + νk (3.24b)
The filter then computes state and output weighted average estimates, ac-
cording to equations 2.75 to 2.4 and assigns normalised weights to the particles,
based on their performance in the outputs. This version of the particle filter is
referred to as PF(no states) throughout this chapter and in Table 3.3.
3.9 The identifying particle filter applied to a lin-
ear single-track model
Tyre stiffness values are identified by defining a simple particle set, which
represents the unknown parameters of the model θ = [Cαf , Cαr]
T and does not
include the true states:
χ = χ(θ) =
[
χ(Cαf )
χ(Cαr)
]
(3.25)
The initial samples are drawn with MATLAB’s unifrnd command, from a
range of minimum and maximum expected values, which need to be appropriately
defined, for each parameter state. Here, from a rough first estimate of tyre cornering
stiffness:
[as,bs]
(parameters) = [min(θs),max(θs)] = [0.1, 2] · 103, s = 1, 2
With no data or model knowledge, broader intervals [as,bs] can be defined.
This will however require an increase in np, because a wider sample range needs
a suitably higher number of particles, to accurately map the increased number of
possible combinations across the interval.
States start from null values z0 = [0, 0]
T and we choose np = 10
5, a typical
value for simple systems (section 2.3).
Models f and h are given in state-space form, with matrices A,B derived as
functions of θ, for we are considering the same model structure of sections 3.5 and
3.7.
State propagation is then, at time k:
x˙i(k−1) = A(χ(θ)ik)xi(k−1) + B(χ(θ)ik)uk−1 +ωk−1 (3.26a)
and particle outputs are obtained from:
Υik = Cχ
∗(x)ik = χ
∗(x2)ik + νk (3.26b)
with i = 1...np.
Weights are assigned to each particle based on output performance and equa-
tion 2.70, using MATLAB’s normpdf command.
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Figure 3.13: Linear tyre identification (PF(no states)): front and rear stiffness.
A disadvantage of this method is that parameter convergence occurs over
a very short section of data (Figure 3.13), meaning the filter does not perform
identification across the complete range of inputs and outputs used for the test. For
this example, convergence is reached within the first 10 s of data and the whole set
(60 seconds) takes a total of 15 hours to process, on a standard desktop PC (IntelR
CoreTM i5-6500 CPU 3.20 GHz, RAM 16 GB, MATLAB R2017a).
To enable parameter optimisation over a more representative, longer section
of data (or for continuous identification in real-time) it is then possible to propagate
just one particle per time-step. In doing so we select i = k, so that each ith particle
corresponds to a single time-step k. Equations 3.21a and 3.21b become:
˙ˆxk−1 = f(xˆk−1,uk−1,χ(θ)ik) +ωk−1 (3.27a)
Υi = h(xˆ
−
k ,uk,χ(θ)ik) + νk (3.27b)
with Euler integration giving:
xˆk = xˆk−1 + T ˙ˆxk−1
At each time-step k, a single particle is then evaluated and the weight is
assigned based on the particular output at time-step k. Identification using batch
data then progresses using multiple passes through the available data to exercise all
np particles. Re-sampling operations occur after al np particles have been tested,
as in the original method. This version of the filter is referred to as PF(i=k) in this
section and in Table 3.3.
Here the identified values show a less definitive convergence (Figure 3.14),
as the weighting algorithm is affected by noise in the data. Each particle is effec-
tively just tested once, and different particles are tested at different data points k:
potentially successful particle sets are sometimes discarded, based on their output
performance: these have performed badly because of the noisy output, whose effects
are not mitigated (filtered) by evaluation of all particles at all data points k. Note
how in Figures 3.14 and 3.15 the x-axis has been scaled to reflect the number of
cycles through the complete data-set, thus making these results easier to compare
to the Kalman filters. However, the term Cycle of data is used in both figures in-
stead of Iteration, to avoid confusion with the actual iterations of the particle filter
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through the number of particles np. Here, one cycle of data represents one complete
cycle through the 60 s identification data-set, inter-sampled at 100 Hz. One itera-
tion of the PF(i=k) would be misleading, as it is represented by a cycle through np
data-points and equals to a higher number of cycles through the 60 s data-set, since
np >> N , where N is the number of data-points in the identification set.
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Figure 3.14: Linear tyre identification (PF(i=k)): front and rear stiffness.
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Figure 3.15: Linear tyre identification (PF(i=k)): Rx performance to yaw rate output.
Convergence and accuracy of the particle filter are also affected by the choice
of np. We then try optimising the number of particles: Figures 3.16 and 3.17
analyse the effect on output performance Rx and computational effort, by varying
np. Figures 3.14 and 3.15 show the convergence of the identified parameters and
their corresponding accuracy for a single optimisation, with optimal np = 10
6.
We can conclude the particle filter is effective at optimising Cαf and Cαr,
achieving Rx = 97.9% in all cases where np is sufficiently high. However, convergence
of the parameters is not as definitive as for the Kalman filters and the computational
cost becomes high as performance reaches acceptable levels. The result for np = 10
5
takes 10 minutes to converge, and the illustrated np = 10
6 case takes 90 minutes. For
such a small unknown parameter set these are disappointing results: although the
84 Chapter 3 Karol Bogdanski
Particle parameter np
102 103 104 105 106 107
Ex
pl
an
at
io
n 
R x
 
[%
]
0
20
40
60
80
100
Figure 3.16: Linear tyre identification (PF(i=k)): Rx performance against particle
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Figure 3.17: Linear tyre identification (PF(i=k)): iterations required against number
of particles np.
particle filter is effective, it is not competitive with either Kalman filter at delivering
well converged, timely results.
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3.10 Non-linear identification model and test data
We now move onto applying the identifying filters to complex models, large
unknown parameter sets and non-linear f − h, by considering the identification of all
significant handling dynamics of a vehicle, including identification of a combined-slip
tyre model.
For full vehicle and tyre identification we then need a model structure suitable
to simulate the transient dynamics of a car in the non-linear range of the tyres.
This model should however not be too complex or require an excessive number of
parameters, as we want the method to be computationally efficient.
The structure here used is based on the well-known three degree of freedom
handling model, which simulates roll and side-slip, in addition to yaw (Figure 3.18).
This now also includes a fourth, longitudinal degree of freedom, which is required to
exercise longitudinal, as well as lateral tyre slip regimes. Tyre forces are modelled
through a load dependent, combined-slip Pacejka model.
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Figure 3.18: Four degree of freedom handling model.
Standard SAE axes are used (Figure 2.12), fixed to the vehicle wheelbase,
and the wheels are labelled (1-4) in ascending order as (front-left, front-right, rear-
left, rear-right). Equal half-track c is assumed, with centre of gravity to front axle
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distance a and centre of gravity to rear axle distance b. Here, φ is the body roll
angle and p the roll velocity.
Five states are here needed for full handling behaviour characterisation:
x = [ U, V, p, r, φ ]T
Vertical suspension geometry is based on a fixed inclined roll axis, with roll
centre heights hRf , hRr and vehicle centre of gravity height hG, such that:
h0 = hRf +
Wr
Mg
(hRr − hRf ) , h = hG − h0 (3.28)
No pitch is here considered, with longitudinal load transfers calculated through
a rigid, zero pitch approximation:
∆Fz(f/r)longitudinal =
∑
i=1:4
Fxi hG
2 (a+ b)
(3.29)
for each front/rear tyre.
Lateral load transfers are calculated using separate front/rear roll geometry
distributions, according to:
∆Fz(f/r)lateral =
∑
Fy(f/r) hR(f/r) +Kφ( f/r) φ+Bφ(f/r) p
2c
(3.30)
Vertical tyre loads are then calculated from static weight distributions, mod-
ified to accommodate longitudinal and lateral load transfers:
Fz(f/r) = W(f/r) + ∆Fz(f/r)longitudinal + ∆Fz(f/r)lateral (3.31)
First-order lagged tyre forces are here used, to simulate relaxation within the
tyre:
F˙
(w)
tx/y,i = τ
−1(Ftx/y,i − F (w)tx/y,i) (3.32)
This is achieved by extending the state vector, to include each of the eight
elements, i.e. longitudinal and lateral tyre forces, for each wheel:
x =
[
U, V, p, r, φ, F
(w)
tx,i , F
(w)
ty,i
]T
with i = 1, 2, 3, 4.
The forces controlling longitudinal Fx i and lateral Fy i vehicle body motion
(i = 1, 2, 3, 4) are then calculated from lagged tyre forces, as:
Fx1,2 = F
(w)
t x1,2 cos δ − F (w)t y1,2 sin δ, Fx 3,4 = F (w)t x3,4
Fy1,2 = F
(w)
t y1,2 cos δ + F
(w)
t x1,2 sin δ, Fy 3,4 = F
(w)
t y3,4
(3.33)
These tyre forces Ft x i and Ft y i are modelled according to equation 2.85:
P (|k|) = Fz,i D sin
{
Ctan−1
[
|k|
C
− E
(
|k|
C
− tan−1 |k|
C
)]}
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using normalized slip and isotropic similarity scaling [132, 138]. The normalized slip
vector is now:
k =
(
kx
ky
)
=
Cα
µFz
(
KxSi
tanαi
)
(3.34)
where S is the longitudinal slip ratio, and α is the slip angle at each tyre contact
patch:
Si =
rrωi − Uxi
Uxi
αi ≈ tanαi =
−Uyi
Uxi
(3.35)
based on wheel oriented velocities:
Uxi = U
(w)
xi cos δi + U
(w)
yi sin δi
Uyi = U
(w)
yi cos δi − U (w)xi sin δi
(3.36)
U
(w)
x1,3 = U + cr, U
(w)
x2,4 = U − cr
U
(w)
y1,2 = V + ar, U
(w)
y3,4 = V − br
(3.37)
The resulting tyre force vector is then:(
Ftx
Fty
)
= P (|k|) µFz|k|
(
kx
ky
)
(3.38)
The principal equations of motion are:
longitudinal: MU˙ =
∑
i=1:4
Fxi +MrV +Mhrp (3.39a)
lateral: MV˙ +Mhp˙ =
∑
i=1:4
Fyi −MUr (3.39b)
yaw: Izz r˙ = a
∑
i=1,2
Fyi − b
∑
i=3,4
Fyi + c
∑
i=1,3
Fxi − c
∑
i=2,4
Fxi (3.39c)
roll: MhV˙ + Ixxp˙ = −MhUr +Mghφ− h0
∑
i=1:4
Fyi + c
∑
i=1,3
Fz − c
∑
i=2,4
Fz
(3.39d)
roll kinematics: φ˙ = p (3.39e)
Here, identification data comprises five inputs, i.e. measured steered wheel
angle r and wheel speeds ω, which are needed for the longitudinal slip ratios of
equation 3.35:
u = [ δ, ω1:4 ]
T
The outputs are set using only commonly available centre-of-gravity (longi-
tudinal and lateral) accelerations and body roll rate measurements, modelled as:
y =
[
1
M
∑
i=1:4
Fxi,
1
M
∑
i=1:4
Fyi, p
]T
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Identification data must excite the full dynamics of the vehicle, as appropri-
ate for the full non-linear handling model. The test manoeuvre is a combination
of excitations of steering, brake and accelerations. High magnitude random steer
inputs were applied to the vehicle on the test track, including extreme high slip, in
combination and separated from medium to high intensity acceleration and braking.
Seeking to characterise the full range of the tyre, over the 100 s of data, longitudinal
accelerations range from -7 to +4 m/s2 (Figure 3.19), occasionally inducing wheel-
spin, and lateral accelerations of±8 m/s2 cover the full range through tyre saturation
(Figure 3.20). Note also the inclusion of lower amplitudes and the combination of
dynamic and steady-state inputs.
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Figure 3.19: Input-output data for non-linear full vehicle identification: longitudinal
acceleration.
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Figure 3.20: Input-output data for non-linear full vehicle identification: lateral ac-
celeration.
A variety of high and low magnitude, separated and combined slip manoeu-
vres were conducted for validation, to excite both transient and steady-state vehicle
response.
All measurements with the exception of body roll rate were taken from the
vehicle CAN; IN measured vehicle speed, roll angle, yaw rate and lateral velocity are
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also used for validation of the identified model. Data-sets were again inter-sampled
at a constant 100 Hz frequency, for an interval of T = 0.01 s. Signals were then
digitally filtered at 10 Hz, for noise removal and against Kalman filter instability at
high ρ settings.
3.11 Parameter identifiability
The main task in identifying large parameter sets consists in deciding which
parameters to adapt in the identification, and which to fix in advance. Identifiability
relates to how much a certain parameter affects the output of the system and to
how independent the unknown parameters are one from another.
In rare instances, this is a trivial task: in the linear single-track model for
example, it is clear from equations 2.78 and 2.80 that there is inverse proportionality
between vehicle mass and tyre stiffness:
Cαfαf + Cαrαr
M
∝ ay
where M is the vehicle mass and ay the measured lateral acceleration.
If identified simultaneously, these parameters will then diverge (Figure 3.21),
because there exist infinite configurations of θ = [Cαf , Cαr,M ]
T , all yielding the
same ay output and the filter cannot settle for one unique solution.
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Figure 3.21: Divergence in linear tyre identification (EKF/UKF): vehicle mass in-
cluded in the parameter set.
Even with such a simple linear structure however, the identifiability of many
other parameters, such as vehicle wheelbase L, is somewhat less obviously de-
ductible. Here, it can be experimentally shown (Figure 3.22), that the set θ =
[Cαf , Cαr, L]
T is indeed identifiable, with L converging to the true value of 2.9 m
(Table 3.1).
In recent years, much has been published on parameter identifiability and
this includes some practical methods, such as transforming state-space models into
VARMAX regressors [139] or applying algorithms based on differential algebra [140,
141]. Most of these however, are of difficult application to large models, or non-linear
systems.
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Figure 3.22: Linear tyre identification (EKF/UKF): vehicle wheelbase included in
the parameter set.
The identifiability of the non-linear, full handling model is here established
with a trial and error approach, based on the convergence behaviour of the identified
parameters, which makes it straightforward to recognise under-determined or phys-
ically incorrect combinations of θ. After various trials, the following identification
set was established as the minimum non-divergent set:
θid = [ hG, Izz, Kφ, Bφ, Kxf , Kxr, Cαf , Cαr, Cf , Df , Ef , Cr, Dr, Er ]
T
(3.40)
where parameter definitions follow from section 3.10.
This set of parameters allows full identification of separate front and rear
individual tyre-suspension models but with roll stiffness and damping applied at
a constant ratio, known from manufacturer supplied data. The remaining fixed
parameters constrain the weight balance, roll inertia and essential geometry and are
set according to Table 3.1:
θfixed =
= [Wf = 9564,Wr = 8635, Ixx = 696, hRf = 0.08, hRr = 0.125, c = 0.79, L = 2.91]
T
3.12 Identification of a full vehicle model via ex-
tended and unscented Kalman filters
We seek to identify the minimum non-divergent parameter set in 3.40, based
on the input-output data of section 3.10 and with the parameter-identifying filters.
Process and measurement models f ,h are implemented in MATLAB with the
same approach of section 3.5. For the EKF, Jacobians are developed through MAT-
LAB’s symbolic toolbox. Equations are now more complex and are here omitted.
Initial conditions for θid are imposed based on model knowledge and the only
requirement here is that they are sensibly set to a similar order of magnitude of the
true values. Friction is identified via the Pacejka-model D parameters, so we set
µ = 1 in equation 3.34.
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Unfortunately, attempts to identify this non-linear handling model through
particle filtering were unsuccessful. Despite lengthy optimisations with high np, the
large set of parameters proved impossible to identify.
Both Kalman filters yield positive results: Figure 3.23 illustrates the conver-
gence behaviour for both EKF and UKF, for optimised tuning parameter ρ = 10−8
and over 200 cycles through the identification data. All 14 parameters in θ con-
verge completely, as do the values for Rx performance and trace(Pk) (Figure 3.24).
Furthermore, both filters yield almost identical results, as in sections 3.5 - 3.7: it
is just possible to make out tiny differences in the parameters as they converge in
Figure 3.23.
To illustrate the effects of over-parametrisation, an unidentifiable parameter
set is also considered throughout this section. This is obtained by adding roll centre
heights hRf and hRr to θid in the EKF filter. This case is referred to in this section
as h+ and Figure 3.25 shows convergent and divergent parameters in this case.
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Figure 3.23: Non-linear handling model identification: parameter convergence.
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Figure 3.24: Non-linear handling model identification (EKF/UKF/h+): Rx perfor-
mance and trace of P.
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Figure 3.25: Non-linear handling model identification: h+ parameters.
Final identified parameter values for all three cases are given in Table 3.4 at
the end of this section, where the h+ results are a snapshot at the 200th iteration.
Interestingly, the h+ case achieves slightly higher output explanations (Figure 3.24),
but this is at the expense of a less well conditioned model, with non-physical negative
hRf and high KΦ and hG.
Manufacturer’s vehicle data is also given in Table 3.4, where direct compar-
ison with identified values is meaningful. The only significant difference is in yaw
inertia and the identified model employs a lower front/rear difference in tyre forces,
coupled with lower than expected yaw inertia. It is worth pointing out however, that
in these examples, the value of system identification is that suitable parameters can
be identified for a specific simplified model so that the model is then capable of repli-
cating the real-world system response. It is in the nature of system identification
that the model acts in a holistic way and, in fact, aiming for parameters to match
vehicle data in isolation is inappropriate. Physically correct parameters may be in
fact less effective in the simplified model than the identified values. These results
therefore optimise the parameters for the given simplified model structure and we
are not seeking parameters which exactly match manufacturer’s data for the test
vehicle.
The identified tyre-suspension model is here illustrated in terms of pure slip
and is shown in Figure 3.26. The absence of suspension derivatives in the sim-
plified model means that the tyre model here is actually mapping the combined
tyre/suspension characteristic. All values are in the expected range and the front
tyre has a lower stiffness and quicker saturation than the rear, which is consistent
with expected front steer compliance seen in a different study on the same vehicle
[142].
A validation check of steady-state metrics shows good match: the model
roll rate is 5.2 deg/g compared with manufacturers data of 4.5 deg/g and linear
range understeer gradient is 4.9 deg/g, which compares favourably with separate
steady-state tests carried out on this vehicle found in the range 5-7 deg/g.
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Figure 3.26: Non-linear tyre identification (EKF/UKF/h+).
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Figure 3.27: Non-linear model fit to measured, fitted identification data: Rx = 94.6%
(EKF/UKF), Rx = 95.0% (h
+).
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Figure 3.28: Non-linear model fit to measured, fitted identification data: Rx = 98.0%
(EKF/UKF), Rx = 98.0% (h
+).
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Figure 3.29: Non-linear model fit to measured identification data: Rx = 85.4%
(EKF/UKF), Rx = 86.6% (h
+).
Figures 3.27, 3.28 and 3.29 show a section of data from the identification set,
illustrating the final performance explanations achieved on each of the three output
variables.
Evidence of success in the identification is then given by Figures 3.30 to 3.33
which show the response of four additional model outputs not included in the identi-
fication filter, over the same section of data. We would expect the excellent longitu-
dinal velocity match, since wheel speeds are inputs to the model, but well matched
roll angle and in particular lateral velocity histories show that the parameters actu-
ally capture the tyre / suspension and roll modes very well.
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Figure 3.30: Non-linear model fit to measured, unfitted identification data: longitu-
dinal velocity.
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Figure 3.31: Non-linear model fit to measured, unfitted identification data: lateral
velocity.
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Figure 3.32: Non-linear model fit to measured, unfitted identification data: yaw
rate.
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Figure 3.33: Non-linear model fit to measured, unfitted identification data: roll
angle.
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The full handling non-linear model of section 3.10 is also validated, using
independent test data. Figures 3.34 to 3.37 show the result of a step steer manoeuvre
which is held while heavy braking is applied approximately one second later. Again
in addition to accurate results in the identified acceleration outputs, the model is
also capable of matching roll angle and lateral velocity very well.
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Figure 3.34: Non-linear model fit to combined, brake/steer validation test: longitu-
dinal acceleration.
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Figure 3.35: Non-linear model fit to combined, brake/steer validation test: lateral
acceleration.
Finally, Figures 3.38 to 3.40 and 3.41 to 3.42 show further positive results,
validating the combined-slip tyre/suspension model in single-slip tests. In particular,
Figures 3.38- 3.40 show accurate results for a straight line braking and acceleration
test under zero steer. The modelled longitudinal acceleration is indistinguishable
from the measured data throughout, despite the high kx excursion caused by wheel-
spin around 10 s; lateral accelerations track correctly at zero. Figures 3.41 - 3.42
see high accuracy in the single slip lateral case of a constant speed, random steer
manoeuvre. Both of these tests explore the tyre in low to medium magnitude and
also in over-slip saturation conditions. Note how the agreement in longitudinal
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Figure 3.36: Non-linear model fit to combined, brake/steer validation test: lateral
velocity.
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Figure 3.37: Non-linear model fit to combined, brake/steer validation test: roll
angle.
acceleration shown in Figure 3.43 is not very good, as expected, mainly being noisy
measurement outputs, due to the lack of excitation in the longitudinal direction.
Both EKF and UKF identify the same successful model here, so the decision
over which filter is better depends only on computational efficiency and complexity
of code. The unscented Kalman filter has the advantage that Jacobians are not
required, so it is simpler to code, though MATLAB’s symbolic toolbox means this
overhead in complexity is slight. For the simple model in sections 3.5 and 3.7, the
EKF was clearly faster, but here processing times are only slightly different and the
order is reversed: each EKF single iteration takes 266 seconds whereas each UKF
iteration takes 212 seconds (Table 3.3).
Although here we performed a batch data process, the identifying filters are
designed to work equally well in real-time, and real-time parameter tuning could
easily be achieved using a combination of dynamic low pass filters and/or higher
sampling interval T . In the specific context of on-line application, where the inputs
would certainly be less aggressive than considered here and full parameter identifica-
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Figure 3.38: Non-linear model fit to straight-line brake/acceleration validation test:
longitudinal acceleration.
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Figure 3.39: Non-linear model fit to straight-line brake/acceleration validation test:
lateral acceleration.
tion is no longer the objective, a subset of parameters could easily be adapted. For
example, even without modification of the sampling time or model complexity, the
UKF will run faster than real-time on the mid-range desktop PC used here (IntelR
CoreTM i5-6500 CPU 3.20 GHz, RAM 16 GB, MATLAB R2017a). If the number of
parameters is reduced from 14 to 8, 100 seconds of data is processed in 84 seconds.
The longer EKF processing times are not simply due to the more complex
model however. As the number of parameters increases, the UKF has more sigma
points to process at each time-step. Conversely the EKF has become slower due to
the computation of Jacobians F and H - these become highly complex here due to
the Pacejka combined slip tyre model.
In conclusion, the best Kalman filter in applications on other model structures
and for on-line use will therefore depend on the relative complexity of the Jacobians.
Provided the number of parameters to be identified is not excessive, the UKF may
be quicker to run and is certainly simpler to implement.
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Figure 3.40: Non-linear model fit to straight-line brake/acceleration validation test:
longitudinal slips.
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Figure 3.41: Non-linear model fit to constant speed, random steer validation test:
lateral acceleration.
Table 3.3: Linear and non-linear identification: process time comparison between
EKF, UKF and PF. Note how, for the linear case, three different rows are shown to
reflect the difference in data cycles between the different PF implementations.
Model
Length 
[s]
T 
[s]
Cycles 
through data
Unknown 
parameters
EKF UKF PF PF 
(no states)
PF 
(i=k)
100 9'' 23'' - - -
1 - - 18h 15h -
5000 - - - - 90'
1 14 266'' 212'' - - -
1 8 93'' 84'' - - -
in rosso sono segnati I tempi inventati - necessario verificare!!!!
2linear  
non-linear 100
60
0
0
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Figure 3.42: Non-linear model fit to constant speed, random steer validation test:
lateral slips.
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Figure 3.43: Non-linear model fit to constant speed, random steer validation test:
longitudinal acceleration.
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Table 3.4: Non-linear handling model: identified parameters and selected vehicle
parameters (brackets denote fixed values outside identification set).
Parameter Description EKF UKF h
+ Vehicle Unit
h G centre of gravity height 0.533 0.532 0.633 0.530 m
h Rf front roll centre height (0.08) (0.08) -0.344 0.080 m
h Rr rear roll centre height (0.125) (0.125) 0.223 0.125 m
I zz yaw moment of inertia 2.069 2.086 2.214 3.596 (x1000) kg m
2
K ? roll stiffness 1.152 1.147 1.692 1.325 (x100) kN m/rad
B ? roll damping 0.615 0.608 1.010 - (x10) kN m s/rad
K xf front tyre longitudinal stiffness 3.299 3.291 3.116 -
K xr rear tyre longitudinal stiffness 0.966 0.966 1.036 -
C ?f front tyre lateral stiffness 0.625 0.627 0.665 - (x100)  kN/rad
C ?r rear tyre lateral stiffness 1.283 1.286 1.311 - (x100)  kN/rad
C f front tyre Pacejka shape factor 2.042 2.043 1.801 -
D f front tyre Pacejka peak factor 1.103 1.102 1.051 -
E f front tyre Pacejka shape factor 0.630 0.632 0.724 -
C r rear tyre Pacejka shape factor 1.653 1.652 1.085 -
D r front tyre Pacejka peak factor 0.954 0.955 1.155 -
E r front tyre Pacejka shape factor 0.720 0.714 0.711 -
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3.13 Final remarks
In this chapter, identifying forms of the extended Kalman filter, unscented
Kalman filter and particle filter have been introduced and applied to the identifica-
tion of linear and non-linear vehicle handling models.
The particle filter is effective at identifying near-optimal parameters for a
simplified linear model and small parameter set. It is however slow to converge and
computationally inefficient: despite lengthy optimisations, it proved incapable of
carrying out full handling vehicle and non-linear tyre identification.
Both Kalman filters are effective and efficient at identifying simple and com-
plex vehicle models. Although they use different methods for parameter error co-
variance estimation, both techniques have identical convergence characteristics and
yield near-identical models.
In simple applications, where model Jacobians are complex and a relatively
small number of model parameters is identified, the unscented Kalman filter is sim-
pler to implement and slightly faster to run. With larger parameter-sets however,
the extended Kalman filter still proves effective and time-efficient.
Chapter 4
Unstructured black-box linear
system identification
4.1 Introduction
This chapter develops a novel approach to black-box system identification for
linear, multi-input and multi-output systems.
The extended Kalman filter is applied to operate on a generic linear state-
space model, where all elements of A,B,C and D are initially unknown and pro-
gressively identified by concatenation to the state vector. The method works solely
based on input-output data and can be applied to identify linear systems of any
unknown structure.
A first, simple example introduces the filter in practice. The modal canonical
form emerges as the most appropriate state-space formulation, as it minimises the
number of unknown parameters. This ensures good model conditioning and provides
additional information on the dynamic system underlying the data, by revealing its
eigenvalues and dominant modes.
Constraints are applied to reduce ill-conditioned parameter migration, by im-
posing certain elements of the C matrix to specific values and through a convenient
modification of the Q matrix. This approach is shown to be effective on a series of
test cases, dealing with the identification of a nominal 5th order system and single or
multiple outputs. Here performance and convergence of the filter are also discussed.
Robustness is examined through additive noise in the measurements, in pro-
portion to their RMS and in ratios of 10%, 30%, 50% and 70%. The identified
models are observed to remain robust throughout.
The chapter concludes with a preliminary introduction to reduced order mod-
elling. Systems of progressively increased order, between n = 3 and n = 7 are im-
posed to the Kalman observer and considerations are made on the best compromise
between accuracy and complexity, based on data generated through a large source
model.
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4.2 The identifying extended Kalman filter ap-
plied to linear black-box identification
We seek to produce a tool for black-box identification, based on an identifying
extended Kalman filter and linear process and measurement models f and h, which
should be as generic as possible. Development then starts from the continuous
process, discrete measurement, time-invariant linear state-space model of equations
2.6a - 2.6b.
We now want the filter to operate on completely unknown parameters in f
and h, according to:
x˙k−1 = f (xk,uk,θk) +ωk = A(θk)xk + B(θk)uk +ωk (4.1a)
y−k = h
(
x−k ,uk,θk−1
)
+ νk = C(θk−1)xk + D(θk−1)uk + νk (4.1b)
where f and h simplify to a linear state-space system and θ incorporates all the
elements of A,B,C and D.
A hypothetical third order system, with two inputs and two outputs, in the
most generic formulation can be written as:
A =
 a11 a12 a13a21 a22 a23
a31 a32 a33
 B =
 b11 b12b21 b22
b31 b32

C =
[
c11 c12 c13
c21 c22 c23
]
D =
[
d11 d12
d21 d22
] (4.2)
Identification of A,B,C,D is achieved by defining an extended state vector
z, which concatenates θ to the true states x, as follows:
z = [ x, θ ]T = [ z(x), z(θ) ]T = [ z(x1) . . . z(xn) | z(θ1) . . . z(θj) ]T =
= [ x1 x2 x3 | a11 a12 a13 . . . a33 b11 b12 . . . b32 c11 c12 . . . c23 d11 . . . d22 ]T =
= [ z1 z2 z3 z4 z5 z6 . . . . . . . . . zm ]
T (4.3)
where z(x) now represents the n true states of the system and z(θ) the j unknown
parameters in f ,h. The total number of elements in z for the above case is m =
n+ j = 28: n = 3 true states and j = 25 parameters in A,B,C and D.
The state-space system of 4.2 can be now re-written with respect to elements
z1 to z28 from 4.3:
A =
 z4 z5 z6z7 z8 z9
z10 z11 z12
 B =
 z13 z14z15 z16
z17 z18

C =
[
z19 z20 z21
z22 z23 z24
]
D =
[
z25 z26
z27 z28
] (4.4)
Propagation is defined for the true states z(x) through the linear state space
model of equations 4.1a and 4.1b. For z(θ), the expected derivative is set to zero,
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since this is assumed to be a time-invariant system:
z˙k =
[
x˙k
θ˙k
]
=
[
f (z(x)k,uk, z(θ)k)
0
]
+ωk =
=
[
A(z(θ)k)z(x)k + B(z(θ)k)uk
0
]
+ωk (4.5)
yk = C(z(θ)k−1)z(x)k + D(z(θ)k−1)uk + νk (4.6)
For the example in 4.2, models f and h are then implemented in the Kalman
filter as follows:
˙ˆz1
˙ˆz2
˙ˆz3
˙ˆz4
...
˙ˆzm

k−1
=

z4z1 + z5z2 + z6z3 + z13u1 + z14u2
z7z1 + z8z2 + z9z3 + z15u1 + z16u2
z10z1 + z11z2 + z12z3 + z17u1 + z18u2
0
...
0

z=zˆk−1
(4.7a)
[
y1
y2
]
k
=
[
z19z1 + z20z2 + z21z3 + z25u1 + z26u2
z22z1 + z23z2 + z24z3 + z27u1 + z28u2
]
z=zˆ−k
(4.7b)
The process error ωk in equation 4.5 is still not known or predictable, so
the parameter error covariance matrix is set Q = ρI′, where I′ is a m × m identity
matrix modified to have zeros set on the leading diagonal for each true state. This
corresponds to the first three diagonal elements for the above example and has the
effect of defining the model for the true states as error-free, with ρ tuning the speed
of convergence of the parameters:
Q =

0 . . . 0 . . . . . . . . . 0
... 0 · · · · · · · · · · · · ...
0 · · · 0 0 · · · · · · ...
... · · · 0 ρ · · · · · · 0
... · · · · · · · · · . . . · · · ...
... . . . . . . . . . . . .
. . .
...
0 · · · · · · 0 · · · · · · ρ

(4.8)
The modelling and measurement error νk in 4.6 is known from the 2
nd itera-
tion onwards, through the covariance of the innovation sequence (equation 3.5). Rk
is therefore re-computed after each iteration. For the first cycle through the data,
both Rk and Pk are initialised to diagonal, non-singular matrices, by setting R0 = I
and P0 = Q.
The required Jacobian matrices follow a simple structure, due to the above
linear definitions. F,H now appear more populated than in the linear example of
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Chapter 3, due to the larger number of unknown parameters. For the example in
4.2:
Fk =
∂z˙
∂z
∣∣∣∣∣
z=zˆ−k
=
=
 z4 z5 z6 z1 z2 z3 0 0 0 0 0 0 u1 u2 0 0 0 0 · · ·z7 z8 z9 0 0 0 z1 z2 z3 0 0 0 0 0 u1 u2 0 0 · · ·
z10 z11 z12 0 0 0 0 0 0 z1 z2 z3 0 0 0 0 u1 u2 · · ·

z=zˆ−k
(4.9a)
Hk =
∂y
∂z
∣∣∣∣∣
z=zˆ−k
=
=
[
z19 z20 z21 · · · 0 · · · 0 · · · z1 z2 z3 0 0 0 u1 u2 0 0
z22 z23 z24 · · · 0 · · · 0 · · · 0 0 0 z1 z2 z3 0 0 u1 u2
]
z=zˆ−k
(4.9b)
The filter is then initialised with true states:
z(x)0 = z(x1) = z(x2) = . . . = z(xn) = 0
Unknown parameters in A,B,C,D cannot be all set to zeros. With null
initial states and null A,B matrices, propagation f would yield null state derivatives,
hence the Kalman filter would only identify the direct input-output relationship (D
matrix) through h, and throughout the whole process. We then pre-assign the
elements of B, in order for the first cycle to achieve non-zero state derivatives z˙1.
These parameters are set to random numbers, within a first guess range:
[z(θ)0]Bmatrix = rand [min(θ),max(θ)]
and the remaining parameters are set as:
[z(θ)0]Amatrix = [z(θ)0]Cmatrix = [z(θ)0]Dmatrix = 0
Interestingly, we cannot randomly pre-assign the A matrix, as this would
create unstable systems in most cases.
At the start of each consecutive iteration, true states zˆ(x)k are reset to zero,
while parameters zˆ(θ)k, Kalman filter gain Kk and parameter error covariance Pk
are carried over from the previous cycle. Standard EKF equations 2.40 to 2.48 are
then repeatedly applied to the input-output data, until parameter convergence is
obtained.
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4.3 Identification of a simple nominal example
Practical implementation is best discussed with a simple example. Here, we
want to identify a nominal SISO linear state-space system, with input-output data
generated from:
A =
 −2 0 00 −4 10
0 −10 −4
 B =
 13
6

C =
[
1 1.5 2
]
D =
[
0.5
] (4.10)
Nominal A,B,C,D above are chosen with no particular pre-requisites, other
than system stability and evidence of input/output dynamic behaviour, as we want
to identify a dynamic system and populate all elements across identified A,B,C
and D.
With no a-priori knowledge of the system dynamics assumed in the identi-
fication process, it is a sensible and standard practice to use a broad-bandwidth
random input to excite the plant. Input test data u is then generated using a 100
s sequence of normally distributed white noise. Data is then sampled at an appro-
priately high rate of 500 Hz (sample interval T = 0.002 s) and digitally filtered in
the frequency domain to remove content above 25 Hz. This produces smooth data,
allowing better and faster identification utilising the Kalman filter (section 2.6). It
also has the advantage of exciting the system over a wide range of potentially impor-
tant frequencies, making no prior assumptions about system resonance frequencies
and with the one simple assumption that the relevant system dynamics occur within
a known bandwidth to (nominally) 25 Hz. The appropriate maximum however can
easily be found for any plant by observation of output PSD in response to high
bandwidth white noise inputs.
In practice, the white noise can be achieved using a vector of 5,000 normally
distributed random numbers, treating these as points timed in the range 0–100 s at
50 Hz. The filtering effect can then be approximated by interpolating the data to
increase the sampling rate to 500 Hz.
Output data y is obtained by simulation of model 4.10 from zero initial
conditions and with outputs sampled at the same rate as the inputs.
In general, it is also wise to normalise u and y prior to identification as this
maximises conditioning in the identified model parameters, but this is unnecessary
in the given example as the outputs will naturally emerge with similar magnitudes
to the inputs.
Despite A being defined in a specific form in 4.10, we are still aiming, for the
moment, at identifying a structure which is as generic as possible, according to 4.2:
A =
 a11 a12 a13a21 a22 a23
a31 a32 a33
 B =
 b11b21
b31

C =
[
c11 c12 c13
]
D =
[
d11
] (4.11)
To generate the identification code in MATLAB, we start by specifying the
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extended state vector z, which yields:
z = [ x1 x2 x3 | a11 a12 a13 · · · a33 b11 b12 b13 c11 c12 c13 d11 ]T =
= [ z1 z2 z3 z4 z5 z6 · · · · · · · · · z19 ]T (4.12)
with m = 19 total elements: 3 true states and 16 parameters in A,B,C and D.
State-space matrices can be then re-written with respect to z, as:
A =
 z4 z5 z6z7 z8 z9
z10 z11 z12
 B =
 z13z14
z15

C =
[
z16 z17 z18
]
D =
[
z19
] (4.13)
Propagation through equations 4.5 and 4.6 is easily obtained with MATLAB’s
symbolic toolbox, and implemented as:
˙ˆz1
˙ˆz2
˙ˆz3
˙ˆz4
...
˙ˆzm

k−1
=

z4z1 + z5z2 + z6z3 + z13u
z7z1 + z8z2 + z9z3 + z14u
z10z1 + z11z2 + z12z3 + z15u
0
...
0

z=zˆk−1
(4.14a)
[y]k = [z16z1 + z17z2 + z18z3 + z19u]z=zˆ−k (4.14b)
and the Jacobian matrices follow a very similar structure to 4.9a and 4.9b.
True states and A,C,D parameters are initialised to:
z(x)0 = [z(θ)0]Amatrix = [z(θ)0]Cmatrix = [z(θ)0]Dmatrix = 0
while B is set to random numbers generated with MATLAB’s randi command,
within the interval:
[z(θ)0]Bmatrix = rand [−10, 10]
This is a sensible first guess, based on linear systems knowledge, which also
reduces the total process time, by ensuring model outputs are immediately of a
similar order of magnitude to the true measurements.
Rk is re-computed at the end of each cycle, through MATLAB’s cov com-
mand. Q is set to Q = ρI′ and we can now see how ρ influences the speed of adap-
tation in the parameters: Figure 4.1 compares a fast setting to a slow one, with
visible differences in the number of iterations required for convergence. Figure 4.2
then shows the number of iterations required for accurate convergence across a wide
range of ρ. With such a trivial example and noise-free measurements, achieved per-
formance is always Rx = 100%, for all possible ρ, hence higher settings are preferable
to facilitate faster parameter migration.
A further identification run, with optimised ρ = 10−3 (Figure 4.3) then shows
good parameter convergence after only 15 iterations. The process is computationally
not expensive: 15 iterations through the EKF take here 39 s to process, on a mid-
range desktop personal computer (IntelR CoreTM i5-6500 CPU 3.20 GHz, RAM 16
GB, MATLAB R2017a).
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(a) Kalman tuning parameter ρ = 10−1
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(b) Kalman tuning parameter ρ = 10−6
Figure 4.1: Identification of a generic state-space structure: parameter convergence
at different ρ values. Only A parameters shown.
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Figure 4.2: Identification of a generic state-space structure: iterations required for
parameter convergence against tuning parameter ρ.
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Figure 4.3: Identification of a generic state-space structure: parameter convergence
in A,B,C,D.
Convergence is achieved for every element in A,B,C and D, but it is clear
from Table 4.1 that none of the parameters matches the source model in 4.10.
We know from linear system analysis that state-space descriptions are in general
not unique, i.e. there exists an infinite number of possible combinations for the
elements of A,B,C and D, all producing the same outputs. The filter in this case
is identifying one of the infinite possible solutions. If initialised again on the same
input-output data, the method will then produce a different model, simply because
no unique solution exists to the problem and given the initial randomisation of B (if
initialised again from an identical B matrix, identical results will develop though).
Furthermore, the identified system is not structured in a user-friendly form,
suitable for further analysis; here, matrices need to be at least transformed into a
canonical form to obtain any kind of information on transfer function or eigenvalues.
Table 4.1: Identification of a linear state-space model. Generic structure. Source
model parameters in brackets.
B
-2.40 (-2.00) -2.28 (0) 7.27 (0) 0.35 (1.00)
3.25 (0) -3.08 (-4.00) -6.67 (10.00) -1.92 (3.00)
-5.88 (0) 7.43 (-10.00) -4.50 (-4.00) 0.82 (6.00)
D
3.56 (1.00) -7.13 (1.50) 3.01 (2.00) 0.5 (0.50)
A
C
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4.4 Identification of a companion canonical form
Better consistency can be achieved by imposing a canonical structure to
A,B,C and D. Such forms are unique and provide further information on the
identified plant, in terms of system modes and eigenvalues. They also reduce the
computational complexity of the process, by lowering the number of unknown pa-
rameters, since canonical A matrices are usually not fully populated.
Possible canonical structures are the companion form and the modal form
[116]. The companion canonical form has the advantage of displaying the coeffi-
cients of the transfer function denominator across the last column of the A matrix.
Considering the above SISO example (4.10), the number of elements in the extended
state vector z is now m = 13 (against m = 19 in the generic form):
A =
 0 0 z41 0 z5
0 1 z6
 B =
 z7z8
z9

C =
[
z10 z11 z12
]
D =
[
z13
] (4.15)
For the filter to operate on this structure, the first two columns in A need
not be included in the state vector: A can be simply reconstructed at the end of
each iteration, based on the known form of 4.15.
Identification is performed with no a-priori knowledge of the system, but the
unknown parameters of A are now initialised as follows:
[z(θ)0]Amatrix = z(θ1) = z(θ2) = . . . = z(θn) = −50
based on the fact that in the companion canonical form, these elements are typically
negative and high in modulus.
True states are then set to zero, as most of the remaining parameter states,
with the exception of the B matrix, which is randomised:
z(x)0 = [z(θ)0]Cmatrix = [z(θ)0]Dmatrix = 0
[z(θ)0]Bmatrix = rand [−10, 10]
Models f ,h and Jacobians F,H are created in MATLAB through the sym-
bolic toolbox, with the appropriate differences due to the new structure of 4.15.
The most convenient way to create executable MATLAB code for the whole filter is
to define a template function with core standard extended Kalman filter equations,
and write strings of code for f , h, F and H into it when the symbolic functions are
evaluated in a build process.
Propagation is here:
˙ˆz1
˙ˆz2
˙ˆz3
˙ˆz4
...
˙ˆzm

k−1
=

z4z3 + z7u
z1 + z5z3 + z8u
z2 + z6z3 + z9u
0
...
0

z=zˆk−1
(4.16a)
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and outputs are obtained as:
[y1]k = [z10z1 + z11z2 + z12z3 + z13u]z=zˆ−k (4.16b)
Rk,Pk and Q are set as in the generic treatment of section 4.3.
Identification achieves Rx = 100% output performance, with slow conver-
gence on some, but not all parameters. With this particular form, some elements
of the identified state-space model need to shift to high orders of magnitude, while
others to much lower values. Given the same speed tuning parameter ρ = 10−3 is
assigned to all elements of z(θ), this has the effect of considerably slowing down
the identification process: Figure 4.4 clearly shows that some parameters have con-
verged well below 100 cycles, while it takes 1.4 · 103 iterations for some others to
converge, for a total running time above 6 hours, on a mid-range desktop personal
computer.
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Figure 4.4: Identification of a state-space structure in companion canonical form:
parameter convergence. Elements in C and D are slower in converging.
Different ρ settings can be introduced to adapt the speed of variation of the
slow parameters to match the faster migrations. The Q matrix then becomes:
Q =

0 . . . 0 . . . . . . . . . 0
... 0 · · · · · · · · · · · · ...
0 · · · 0 0 · · · · · · ...
... · · · 0 ρ1 · · · · · · 0
... · · · · · · · · · ρ2 · · · ...
... . . . . . . . . . . . .
. . .
...
0 · · · · · · 0 · · · · · · ρj

(4.17)
and each element ρs (with s = 1...j) now determines a different convergence rate for
each of the parameters. A specific setting needs to be optimised for each element of
Q, based on structure knowledge and trial and error runs. Such a solution quickly
proves impractical and time consuming, especially for large systems.
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4.5 Identification of a modal canonical form
The modal canonical form now naturally appears to be the most suitable
structure, since it has approximately normalised parameters throughout the A,B,C
and D matrices.
To identify our 3rd order example (4.10) in modal form, we write:
A =
 z4 z5 0−z5 z4 0
0 0 z6
 B =
 z7z8
z9

C =
[
z10 z11 z12
]
D =
[
z13
] (4.18)
Where the 2x2 sub-matrix in A represents a complex conjugate pair, of the eigen-
values λ1 = σ1 ± jω1, while σ2 is a real pole, according to the configuration:
A =
 σ1 ω1 0−ω1 σ1 0
0 0 σ2
 (4.19)
The form is defined modal because the poles of the transfer function appear
in the diagonal of A, providing immediate information on the identified system, in
terms of its most relevant modes.
To ensure negative, stable eigenvalues, the parameters in A are now initialised
as:
[z(θ)0]Amatrix = z(θ1) = z(θ2) = . . . = z(θn) = −1
Elements in B are set, as previously, to random numbers within the [-10,10]
range, with the remaining parameters and true states set as:
[z(θ)0]Bmatrix = rand [−10, 10]
z(x)0 = [z(θ)0]Cmatrix = [z(θ)0]Dmatrix = 0
The total length of z is still m = 13, since the number of unknown parameters
in A still corresponds to the order of the system n (equation 4.18).
Here, f and h become:
˙ˆz1
˙ˆz2
˙ˆz3
˙ˆz4
...
˙ˆzm

k−1
=

z4z1 + z5z2 + z7u
−z5z1 + z4z2 + z8u
z6z3 + z9u
0
...
0

z=zˆk−1
(4.20a)
[y1]k = [z10z1 + z11z2 + z12z3 + z13u]z=zˆ−k (4.20b)
Figure 4.5 shows good convergence in 30 iterations, which take the filter 75
s to complete, with ρ = 10−3. According to Table 4.2, all elements in A and D are
identified to their true values, while parameters in B and C significantly differ from
the source model.
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Table 4.3 then compares the generic structure to both canonical forms and it
is clear that the modal form is the one that succeeds in minimising the parameter
set, while at the same time providing a systematic way of performing system iden-
tification, by converging to the correct dynamic parameters (A matrix) and direct
input-output relationship (D matrix), with information such as system modes and
eigenvalues directly available to the user.
In truth, once unique system dynamics and direct input-output relationship
are correctly identified, it is not of vital importance what exact elements have been
assigned to B and C, as long as these produce appropriately accurate performance
in the outputs. Given the method’s main objective is to identify systems of unknown
structure, it is then not strictly necessary for the identified model of 4.18 to exactly
match the nominal source system in 4.10.
However, it is a fact that excessive freedom is allowed to parameters in B,C:
the next section will show instances in which this needs to be reduced by introducing
further constraints.
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Figure 4.5: Identification of a state-space structure in modal canonical form: pa-
rameter convergence in A,B,C,D.
Table 4.2: Identification of a linear state-space model. Modal canonical form. Source
model parameters in brackets: highlighted B and C parameters not matching the
source model.
B
-2.00 (-2.00) 0 0 1.06 (1.00)
0 -4.00 (-4.00) 10.00 (10.00) -4.51 (3.00)
0 -10.00 (-10.00) -4.00 (-4.00) 3.99 (6.00)
D
0.93 (1.00) -2.37 (1.50) 1.44 (2.00) 0.50 (0.50)
C
A
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Table 4.3: Identified linear state-space model - comparison between generic structure
and modal canonical forms.
Model 
structure
Nr of unknown 
parameters 
Convergence Optimal ? Iterations to 
convergence
Total 
time 
Source model 
match
g
en
er
ic
19 yes 10
-3 15 39 s  D matrix only 
ca
n
o
n
ic
a
l 
(c
o
m
p
a
n
io
n
)
13 yes 10
-3 1400  > 6 h  D matrix only 
ca
n
o
n
ic
a
l 
(m
o
d
a
l)
13 yes 10
-3 30 75 s matrices A and D 
4.6 Parameter conditioning and constraints
Perfect parameter convergence and Rx = 100% have been shown throughout
the early sections of this chapter. In all these instances however, the filter was
set to operate on f ,h models that perfectly (and intentionally) matched the order
of the source model. Identification data was also perfectly linear, with noise-free
measurements.
In practice, we would not know the required order of the plant to be identified,
nor we would be able to expect Rx = 100% from all real, noise-corrupted data.
Assume the source model in 4.10 is not known or predictable. We now seek
to identify the input-output data generated in section 4.3, starting from a first order
structure (n = 1), where A,B,C,D are defined as:
A =
[
z2
]
B =
[
z3
]
C =
[
z4
]
D =
[
z5
] (4.21)
Models f and h become, simply:[
˙ˆz1
]
k−1
= [z2z1 + z3u]z=zˆk−1 (4.22a)
[y1]k = [z4z1 + z5u]z=zˆ−k
(4.22b)
with F,H set accordingly and Rk,Pk and Q treated as in previous sections.
Here, the missing oscillatory mode of eigenvalues σ1 ± jω1 (equation 4.18)
prevents output performance from exceeding Rx = 89%. This, in turn, drives the
identified parameters to divergence (Figure 4.6 - divergent parameter referring to B
matrix).
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Figure 4.6: Parameter divergence for a 3rd order system identified with a 1st order
structure (B diverging).
Additional constraints are then needed, to improve parameter conditioning.
These are here imposed by observing that, in general, each state (or state-pair) is
excited by the input(s), scaled by an element (or a pair) of B. This is visually
explained in equations 4.23a and 4.23b, where the (red) state-pair is excited by the
input u, scaled by a pair of (red) elements in B; the 3rd (blue) state is excited by
the input, scaled by the last (blue) single element in B. Each output is then scaled
again by a parameter (or a pair of parameters) in the C matrix. If we consider this
SISO case in particular, only B or C parameters need to be set to fully constrain
the model.
x˙k =
 σ1 ω1 0−ω1 σ1 0
0 0 σ2
 x1x2
x3

x=xk
+
 b1b2
b3
uk +ωk (4.23a)
yk =
[
c1 c2 c3
]  x1x2
x3

x=xk
+
[
d1
]
uk + νk (4.23b)
More in general it can be observed that the required constraint for any n-state
model is to fix n of the C or B parameters, however many inputs or outputs there
are. It is however sensible to constrain only elements in the C matrix: we need to
allow some parameters to be at or approaching zero in B, as any given input will
not generally excite all states.
For instance, in single output cases, an appropriate setting is:
[z(θ)0]Cmatrix = c11 = . . . = c1n = 1
and for the 1st order example in equation 4.21, we simply impose:
[z(θ)0]Cmatrix = z4 = 1
To impose the constraint, we must also define the process error covariance
matrix accordingly, as Q = ρI′, where I′ is an identity matrix, appropriately modi-
fied, with zeros as diagonal elements corresponding to the constrained C parameters
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(as well as to the true states); here:
Q =

0 0 0 0 0
0 ρ 0 0 0
0 0 ρ 0 0
0 0 0 0 0
0 0 0 0 ρ
 (4.24)
This defines these constrained parameters in C as error-free and has the
effect of freezing them throughout the identification process. For our example, this
brings the identified parameters to perfect convergence (Figure 4.7 - note how one
parameter stays at 1 throughout).
Given the P matrix is the covariance of the expected error in the states, when
all parameter states converge, so do their expected error. The trace of Pk then
provides a simple single value which can be used to confirm convergence (plot 4.8),
though alternatively a sum of the parameter states could be used for the same
purpose.
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Figure 4.7: Parameter convergence for a 3rd order system identified with a 1st order
structure - C constrained to 1.
It is worth noting that there is no particular reason why constrained param-
eters in C are set to 1, and not different numbers. Setting them to 1 ensures the
identified model initialises in a stable form but with no assumptions about the un-
known parameters. Alternative starting conditions, using randomised stable initial
parameter sets, have been tested without variation of the converged model.
For multiple outputs it is appropriate to connect particular eigenvalue pairs
to specific outputs, thus in equation 4.25b, choosing the following constraints:
c11 = c12 = c23 = c24 = c25 = 1
associates the first output y1 most strongly with the first eigenvalue pair σ1 ± jω1,
and the second output y2 to the remaining eigenvalues σ2 ± jω2 and σ3:
x˙k =

σ1 ω1 0 0 0
−ω1 σ1 0 0 0
0 0 σ2 ω2 0
0 0 −ω2 σ2 0
0 0 0 0 σ3
xk +

b11 b12
b21 b22
b31 b32
b41 b42
b51 b52
uk +ωk (4.25a)
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Figure 4.8: Trace of Pk for 3
rd order system identified with a 1st order structure:
comparison between no constraints case and constrained C.
yk =
[
*
1
c11 *
1
c12 c13 c14 c15
c21 c22 *
1
c23 *
1
c24 *
1
c25
]
xk +
[
d11 d12
d21 d22
]
uk + νk (4.25b)
Had a third output been present in the MIMO system, the constraints would
have been more appropriately set as shown in equation 4.25c - in order to tie the
second output y2 to the eigenvalue pair σ2 ± jω2, and the third output y3 to the
single pole σ3:
yk =
 *
1
c11 *
1
c12 c13 c14 c15
c21 c22 *
1
c23 *
1
c24 c25
c31 c32 c33 c34 *
1
c35
xk +
 d11 d12d21 d22
d31 d32
uk + νk (4.25c)
Since the order of the eigenvalues (and hence states) is not fixed in advance,
this allows the identified parameters to emerge naturally in the order which best
represents the dynamic information in the outputs. To better illustrate this param-
eter constraint method, the next sections will consider identification of various 5th
order nominal models.
4.7 Identification of a nominal multi-input single-
output example through a modal state-space
approach
First, we seek to identify a 5th order two-input, single-output nominal model,
defined as:
A =

−4 0 0 0 0
0 −15 10 0 0
0 −10 −15 0 0
0 0 0 −8 40
0 0 0 −40 −8
 B =

0.1 0.1
0.3 −3
1.5 0
10 −0.5
0.7 1

C =
[
1 1 1 1 1
]
D =
[
0 0
]
(4.26)
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The model parameters are set arbitrarily, with some – particularly in the
B matrix – deliberately set zero, but with A set according to a possible identified
modal structure and C already constrained, as in section 4.6. This is in order
for filter performance to be demonstrated both in terms of parameter match and
accuracy of the outputs.
Input test data is here generated using a 100 s sequence of normally dis-
tributed white noise N (µ, σ2), sampled at 500 Hz (sample interval T = 0.002 s) and
filtered to remove content above 25 Hz. A small offset between the two inputs is
now also applied:
u1 = N(0, 1) + 0.1 u2 = N(0, 1)− 0.1 (4.27)
This offset provides a zero frequency element in the input-output data which
assists in the separate identification of the D matrix. In other words, offset of the
input signals promotes early identification and convergence of D parameters. By
doing so, it prevents the model from propagation of one or more σ parameters to high
(negative) values, which would approximate the direct input/output feed-through
via A,B,C, rather than D. Output data is then generated by simulation of the
model in 4.26, from zero initial conditions and at the same sample rate of the inputs.
Identification starts from the required structure in symbolic MATLAB; a fifth
order system in modal canonical form is now described as:
A =

σ1 ω1 0 0 0
−ω1 σ1 0 0 0
0 0 σ2 ω2 0
0 0 −ω2 σ2 0
0 0 0 0 σ3
 B =

b11 b12
b21 b22
b31 b32
b41 b42
b51 b52

C =
[
c11 c12 c13 c14 c15
]
D =
[
d11 d12
]
(4.28)
and the state vector length equals m = 22 elements:
z = [ x1 . . . x5 | σ1 ω1 σ2 ω2 σ3 b11 . . . b52 c11 . . . c15 d11 d12 ]T =
= [ z1 z2 . . . z22 ]
T (4.29)
Propagation models f ,h and Jacobian matrices F,H are implemented through
the same procedure of section 4.3. Here, equations become large and are omitted.
The filter is initialised with true states:
z(x)0 = z(x1) = z(x2) = . . . = z(xn) = 0
and eigenvalue parameters set as:
[z(θ)0]Amatrix = z(σ1) = z(ω1) = z(σ2) = z(ω2) = z(σ3) = −1
According to section 4.6, n = 5 elements of C need to be now constrained,
which yields:
[z(θ)0]Cmatrix = c11 = c12 = . . . = c15 = 1
with most of the remaining parameter states set to zero:
[z(θ)0])Bmatrix = [z(θ)0]Dmatrix = 0
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Interestingly, we can now get rid of the randomisation in B, since C param-
eters start from non-null values.
Rk is initialised as usual to an identity matrix and recomputed after each
iteration through the covariance of the innovation sequence. Pk is initially set to
P0 = Q = ρI
′, with a high, optimised tuning of ρ = 1 used for the majority of the
results discussed.
The first two iterations of the filter are illustrated in Figure 4.9, which shows
all the parameters rapidly diverging before the majority start to converge. Taking
the set of parameters at the end of iteration 2 (at 200 seconds in the Figure) as the
(fixed) model provides output accuracy Rx = 99.4%.
A full optimisation of this case over many iterations is illustrated in Fig-
ures 4.10 to 4.12. Output explanation quickly approaches 100% (plot 4.10) and the
parameters take around 100 iterations to converge finally to a settled, final value
(plot 4.11). Also note trace(Pk) convergence in plot 4.12.
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Figure 4.9: Identification of a 5th order state-space system: development of param-
eter values in the first two iterations.
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Figure 4.10: Identification of a nominal, 5th order model: two inputs to one output.
Explanation performance Rx against number of iterations.
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Figure 4.11: Identification of a nominal, 5th order model: two inputs to one output.
Evolution of the identified parameters.
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Figure 4.12: Identification of a nominal, 5th order model: two inputs to one output.
Trace of Pk convergence against number of iterations.
On the mid-range PC used to conduct these tests, 100 iterations take around
4.4 minutes, so the process is still not overly time consuming, even for large systems.
Note how different combinations of parameters achieve very close to 100%
accuracy through iterations 2–100, yet the final parameter values conform very ac-
curately to the original model (Table 4.4).
Interestingly, some of the parameters prove to be insensitive in their influence
on the output and thus un-identifiable: parameter b51 (model 4.28 and Table 4.4)
is not accurate, and one of the eigenvalues has converged with real part –9.5 rather
than –8. This will also be the case in most of the identification results shown later.
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Table 4.4: Identification of a nominal 5th order state-space system in modal form:
two inputs to one output. Source model parameters in brackets.
-4.09 (-4.00) 0 0 0 0 0.104 (0.10) 0.106 (0.10)
0 -14.89 (-15.00) 9.83 (10.00) 0 0 0.307 (0.30) -2.87 (-3.00)
0 -9.83 (-10.00) -14.89 (-15.00) 0 0 1.45 (1.50) 0.019 (0)
0 0 0 -9.51 (-8.00) 39.32 (40.00) 9.86 (10.00) -0.413 (-0.50)
0 0 0 -39.32 (-40.00) -9.51 (-8.00) -0.096 (0.70) 1.02 (1.00)
1 1 1 1 1 0.0123 (0) -0.002 (0)
A B
C D
4.8 Identification of a nominal multi-input multi-
output example through a modal state-space
approach
To further illustrate the constraining method in C, we now consider the
identification of the same 5th order nominal model in 4.26, with two inputs and a
total of three outputs. This is achieved by adding rows to C and D, as follows:
A =

−4 0 0 0 0
0 −15 10 0 0
0 −10 −15 0 0
0 0 0 −8 40
0 0 0 −40 −8
 B =

0.1 0.1
0.3 −3
1.5 0
10 −0.5
0.7 1

C =
 1 1 1 1 12 0.3 0.35 −1.35 −0.06
−2.75 −1.3 3.6 1.4 0.77
 D =
 0 01.5 0.67
−0.2 1.4

(4.30)
In the filter, the model structure is then adapted accordingly:
A =

σ1 ω1 0 0 0
−ω1 σ1 0 0 0
0 0 σ2 ω2 0
0 0 −ω2 σ2 0
0 0 0 0 σ3
 B =

b11 b12
b21 b22
b31 b32
b41 b42
b51 b52

C =
 c11 c12 c13 c14 c15c21 c22 c23 c24 c25
c31 c32 c33 c34 c35
 D =
 d11 d12d21 d22
d31 d32

(4.31)
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and the length of the extended state vector z now equals m = 34 elements:
z = [ x1 . . . x5 | σ1 ω1 σ2 ω2 σ3 b11 . . . b52 c11 . . . c35 d11 . . . d32 ]T =
= [ z1 z2 . . . z34 ]
T (4.32)
We initially keep the C parameters constrained to the first output only, to
allow easier comparison of identified parameters; C becomes:
C =
 1 1 1 1 1c21 c22 c23 c24 c25
c31 c32 c33 c34 c35

Figures 4.13 to 4.15 show parameter and trace(Pk) divergence in spite of
100% accuracy, and Table 4.5 shows some unexpected results (highlighted), including
a coupled pair of ill-conditioned and relatively insensitive modes. Also note however
that any model taken beyond around the 10th iteration is accurate and successful.
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Figure 4.13: Identification of a nominal, 5th order model: two inputs to three out-
puts. Explanation performance Rx against number of iterations.
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Figure 4.14: Identification of a nominal, 5th order model: two inputs to three out-
puts. Evolution of the identified parameters.
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Figure 4.15: Identification of a nominal, 5th order model: two inputs to three out-
puts. Trace of Pk convergence against number of iterations.
Table 4.5: Identification of a nominal, 5th order model: two inputs to three outputs.
Source model parameters in brackets.
-15.95 (-4.00) 0 0 0 0 0.029 (0.10) -37.60 (0.10)
0 -13.94 (-15.00) 0.57 (10.00) 0 0 4.39 (0.30) 41.55 (-3.00)
0 -0.57 (-10.00) -13.94 (-15.00) 0 0 -2.19 (1.50) -6.94 (0)
0 0 0 -9.46 (-8) 39.32 (40) 9.75 (10.00) -0.36 (-0.50)
0 0 0 -39.32 (-40) -9.46 (-8) -0.17 (0.70) 1.00 (1.00)
1 1 1 1 1 0.0108 (0) -0.002 (0)
-0.367 (2.00) -0.606 (0.30) -1.55 (0.35) -1.36 (-1.35) -0.054 (-0.06) 1.49 (1.50) 0.67 (0.67)
7.25 (-2.75) 9.45 (-1.30) 16.84 (3.60) 1.41 (1.40) 0.756 (0.77) -0.182 (-0.20) 1.40 (1.40)
BA
DC
The suggested method of section 4.6 prescribes sharing the C constraints
across all three outputs. It was in fact suggested that constraining as:
C =
 1 1 c13 c14 c15c21 c22 1 1 c25
c31 c32 c33 c34 1
 (4.33)
would have permitted a better conditioned model to evolve. Indeed this is true:
Figures 4.16 to 4.18 show results with C constrained as in equation 4.33, and Table
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4.6 shows the final model.
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Figure 4.16: Identification of a nominal, 5th order model: two inputs to three out-
puts, with better constraints. Explanation performance Rx against number of iter-
ations.
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Figure 4.17: Identification of a nominal, 5th order model: two inputs to three out-
puts, with better constraints. Evolution of the identified parameters.
Here, the revised constraints make many variables in the C and B matrices
more difficult to compare. However, with this configuration of constraint, we see
better convergence in trace(Pk), the eigenvalues are now all correctly identified, and
as in Table 4.4, only parameter b51 is now incorrect.
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Figure 4.18: Identification of a nominal, 5th order model: two inputs to three out-
puts, with better constraints. Trace of Pk convergence against number of iterations.
Table 4.6: Identification of a nominal, 5th order model: two inputs to three outputs.
Final identified parameters, with better constraints. . Source model parameters in
brackets only given where comparison is meaningful.
-4.10 (-4.00) 0 0 0 0 -0.285 -0.29
0 -14.93 (-15.00) 9.67 (10.00) 0 0 0.129 -0.923
0 -9.67 (-10.00) -14.93 (-15.00) 0 0 0.452 0.07
0 0 0 -9.51 (-8.00) 39.32 (40.00) 9.86 (10) -0.41 (-0.50)
0 0 0 -39.32 (-40.00) -9.51 (-8.00) -0.103 (0.7) 1.02 (1.00)
-0.36 3.33 2.98 1 1 0.01 (0) -0.002 (0)
0.73 1 1 -1.35 (-1.35) -0.06 (-0.06) 1.49 (1.50) 0.67 (0.67)
1 -3.44 11.70 1.40 (1.40) 0.77 (0.77) -0.181 (-0.20) 1.40 (1.40)
A B
DC
4.9 Robustness to noise
Considering the single output case again (as defined in 4.26), zero mean white
noise is now added to the measurement, prior to identification in proportion to its
RMS in ratios 10%, 30%, 50% and 70%.
In all cases, the filter converges as previously, though with predictably lower
Karol Bogdanski Chapter 4 127
performance (Table 4.7 - bottom). However, most of the error in these values is
due to the added noise: when the converged models are compared with noise-free
original data, explanation is above 99% even in the worst case.
The identified model parameters do vary slightly as noise increases, but the
technique and ultimate performance of the models remains robust.
Similar results can be seen from models identified for all three outputs. Of
course any systematic bias in the noise would, unavoidably, result in a model with
parameters identified to explain that bias.
Table 4.7: Identification of a linear state-space model. Converged model explana-
tions under the influence of noise in the output.
10% 30% 50% 70%
R x
(noisy data)
98.97% 91.75% 79.45% 66.84%
R x
(clean data)
99.96% 99.97% 99.60% 99.90%
Added noise ratio
Output performance
4.10 Progressively increasing the order of the iden-
tified models: an introduction to reduced or-
der modelling
We can reasonably assume that, in general, the best model is that which
delivers the highest output explanations from the lowest possible order, or the desired
compromise between accuracy and complexity. Since the EKF process is not overly
time-consuming, we can then establish the optimal model by running a series of
identifications, with incremental order n = 1, 2, . . .
Let us now try to find this best compromise, by progressively increasing n.
Consider for example, identifications of the two-input, three-output model (equation
4.26), excluding the trivial examples with n = 1, 2 and starting from a third order
model, as follows:
n = 3, C =
 1 1 cc c 1
c c c
 n = 4, C =
 1 1 c cc c 1 1
c c c c

n = 6, C =
 1 1 c c c cc c 1 1 c c
c c c c 1 1
 n = 7, C =
 1 1 c c c c cc c 1 1 c c c
c c c c 1 1 1
 (4.34)
where the structure of C reflects the discussion on constraints of the previous sec-
tions.
Accuracy, trace(Pk) and parameter convergence results are given for all five
optimised models from 3rd to 7th order, in Figures 4.19 to 4.21. Some results in
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the plots have been scaled, since the intention is to illustrate their divergent or
convergent nature, and for the same reason plot b illustrates only the most divergent
parameter in the set.
These results provide further insight on the full output 5th order results seen
earlier. Here, all order choices apart from n = 4 and n = 5 result in divergent
trace(Pk) with some divergent or slowly varying parameters; conversely we see very
fast convergence in the 4th order result.
All results with n above three produce excellent explanations, and as we
would expect, final accuracy increases with model order; clearly any well-posed
model with more parameters will be able to fit the data with greater accuracy. The
result at n = 3 would be rejected due to poor performance, but results at n = 6 or 7
are also undesirable, since trace(Pk) diverges markedly, and the parameters continue
to drift. This behaviour illustrates poor conditioning, with more parameters than
are required to explain the outputs.
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Figure 4.19: Identification of a nominal, 5th order model: two inputs to three out-
puts, at varying system order n. Explanation performance Rx against number of
iterations.
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Figure 4.20: Identification of a nominal, 5th order model: two inputs to three out-
puts, at varying system order n. Evolution of the identified parameters.
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Figure 4.21: Identification of a nominal, 5th order model: two inputs to three out-
puts, at varying system order n. Trace of Pk convergence against number of itera-
tions.
We know the original model has five eigenvalues, but the best trade-off be-
tween accuracy and a consistent (well-conditioned) identified model is achieved with
four states. This is because the dynamic influence of the source model’s eigenvalue
at σ = –4 is very weak in combination with the other modes; although it was derived
arbitrarily, the source model itself has been defined with relatively poor condition-
ing. Identifications with five states and more than one output can yield unreliable
estimates for that single eigenvalue, along with corresponding divergent parameters
associated with it (in the B and C matrix).
As the latter results show however, provided the objective of any real identifi-
cation is extraction of the best possible model to describe the outputs, the four-state
model here provides an excellent solution, regardless of the fact that it does not repli-
cate the original model parameters. For comparison, its eigenvalues are identified
at λ1,2 = –9.57± 39.38j and λ1,2 = –12.68± 10.27j.
4.11 Final remarks
In this chapter, a novel method for multi-input, multi-output linear black-box
system identification has been developed.
The method operates in the time domain and using the well-known extended
Kalman filter. Models of any order can be identified, solely based on input-output
data and without the need for any understanding of the underlying system dynamics.
The filter is based on a simple linear state-space structure, defined in the
modal canonical form, which assures a minimum-parameter set and provides further
dynamic information on the identified systems. Constraints are imposed to the C
matrix and these are successful at preventing parameter divergence.
The method has also been shown to be robust to noise in the outputs, in
ratio up to 70% to its RMS.
Completely unknown source models can be then identified by running the
filter at increasing system order and selecting the best compromise between accuracy
and complexity.
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Chapter 5 introduces some early tentative methods for black-box non-linear
system identification.
Chapter 5
Unstructured black-box non-linear
system identification
5.1 Introduction
This chapter develops a novel approach to black-box identification for non-
linear systems, with multiple inputs and outputs.
Given a linear state-space model, parameters in A,B,C and D are now
allowed to vary as non-linear functions, over a certain range of inputs or states.
Each non-linear function is uniquely determined through a fixed number of node
points. These are identified solely based on input-output data, by concatenation to
the state vector of an extended Kalman filter.
First, non-linear variations in A,B,C,D are constrained to cubic spline poly-
nomials. These provide continuity to each parameter and add few additional ele-
ments to the state vector. A nominal example with a quadratic non-linear A function
illustrates the method in practice. The spline-based identifying filter is then applied
to accurately identify the handling response of a non-linear, handling vehicle model.
This early approach is simplified throughout the latter part of the chapter,
with spline polynomials replaced by unconstrained non-linear functions, defined via
a number of equally spaced, fixed nodes. Each non-linear element in A,B,C and D
is then defined through simple linear interpolation principles. The new approach,
later referred to as the lint structure, is much easier to implement and allows greater
flexibility to non-linear parameter variation.
For either structure, the filter still maintains just one tuning parameter, which
influences the speed of identification and needs to be carefully optimised, against
maximum performance and computation time.
The splined method is shown to naturally maintain good convergence, while
the lint identification filter features further parameter constraints, which significantly
improve both conditioning and convergence. Constraints are here applied to the B
matrix alone, through the definition of additional system outputs, based on specific
functions of the non-linear node ordinates.
The chapter concludes with a final comparison between splined parameter
variation and lint approach, for output accuracy and computational complexity.
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5.2 Non-linear modal state-space approach
We seek to develop a method for multi-input, multi-output black-box identi-
fication, with fully non-linear process and measurement models f and h (equations
4.1), which should be as generic as possible.
The challenge is to prescribe a non-linear structure to f and h, flexible enough
to expand the parameter set to virtually any non-linear function, but appropriately
constrained, to ensure adequate parameter conditioning. We also need to easily
switch between higher and lower system orders, because the ultimate goal here is
reduced order modelling.
Development starts by retaining a background, time-invariant state-space
structure, with a continuous process model and discrete measurements of equations
4.1a - 4.1b, where matrices A,B,C and D all depend on the unknown parameter
set θ. These are still formulated in the modal canonical form, which minimises the
length of θ. In a hypothetical 3rd order system this yields, for example:
A =
 σ1 ω1 0−ω1 σ1 0
0 0 σ2
 B =
 b11 b12b21 b22
b31 b32

C =
[
c11 c12 c13
c21 c22 c23
]
D =
[
d11 d12
d21 d22
] (5.1)
Such a structure can be now made to identify non-linear data, by establishing
a non-linear dependence between every non-zero parameter of equation 5.1 and
system states and inputs.
To cater for a large variety of non-linear systems, it shall be prescribed that,
in principle, each element be a function of any system state or input. Given we
want to maintain the modal canonical form of 5.1 (for simplicity, and due to the
advantages discussed in Chapter 4), a hypothetical 3rd order, generic and non-linear
A matrix would become:
A(θ,x,u) =
 gσ1(x1, x2, x3, u1, u2) gω(x1, x2, x3, u1, u2) 0−gω(x1, x2, x3, u1, u2) gσ1(x1, x2, x3, u1, u2) 0
0 0 gσ2(x1, x2, x3, u1, u2)

(5.2)
Unfortunately, the identification of such a generic structure would quickly
become infeasible due to the large increase in the number of parameters, which
would almost certainly yield to divergence, no matter the method used to identify
the data. As is often the case in life, the observation of simple systems and test
cases brings ideas forward and here we simplify the structure by prescribing that
each parameter of A,B,C,D be assumed to vary across a given domain of only the
input or state it subsequently multiplies in state-space. Under such assumptions,
c11 in 5.1 would then become a function of solely x1, c12 a function of x2 and so on.
For the purpose of clarification, let us analyse the A matrix of a trivial, linear
mass-spring-damper system [116]:
A =
[
0 1
−k −b
]
(5.3)
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where position and velocity are the states x1 and x2, with k the spring stiffness
constant, b the damping coefficient and for simplicity m = 1 is the mass of the
system.
To introduce non-linearities into 5.3, we may apply non-linear spring and
damping forces. Such non-linear forces can be modelled as polynomial functions
of the position (here x1) for non-linear springs [143, 144, 145] and velocity (x2) for
non-linear dampers [146, 147]. Figure 5.1 presents an example of a non-linear spring:
the total spring force is obtained multiplying the non-linear spring coefficient (which
is a function of x1), by x1.
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Figure 5.1: Non-linear spring force (left) and spring force coefficient (right), com-
pared to a spring with constant stiffness.
For successful identification of a non-linear mass-spring-damper system, one
will therefore have to prescribe a structure of the form:
A =
[
0 1
gk (x1) gb (x2)
]
(5.4)
where the stiffness constant and damping coefficient have now become non-linear
functions of the states they multiply in state-space: gk (x1) and gb (x2).
Generalising 5.4 and introducing the same simplification to 5.1, in the hypo-
thetical modal 3rd order system above, eigenvalue σ1 will be formulated as a function
of state x1, and now called gσ1(x1). Note how the notion of non-linearly varying real
and imaginary parts of an eigenvalue is in accordance with the observation that for
example, in a linear single-track model (Chapter 2), σ and ω are indeed non-linear
functions of velocity, as shown in Figures 5.2 - 5.3.
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Figure 5.2: Imaginary against real part of the eigenvalue of a single-track model, at
varying speed.
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Figure 5.3: Imaginary (left) and real (right) part of the eigenvalue of a single-track
model against forward speed.
Leaving these simple examples aside and generalising the entire non-linear
state-space formulation, all state-space matrices will now simply become functions
of states or inputs and equation 5.1 is:
A(θ,x) =
 gσ1(x1) gω(x2) 0−gω(x1) gσ1(x2) 0
0 0 gσ2(x3)
 B(θ,u) =
 gb11(u1) gb12(u2)gb21(u1) gb22(u2)
gb31(u1) gb32(u2)

C(θ,x) =
[
gc11(x1) gc12(x2) gc13(x3)
gc21(x1) gc22(x1) gc23(x1)
]
D(θ,u) =
[
gd11(u1) gd12(u2)
gd21(u1) gd22(u2)
]
(5.5)
Consequently, process and measurement models can be re-written as:
x˙k =
 gσ1(x1) gω(x2) 0−gω(x1) gσ1(x2) 0
0 0 gσ2(x3)

x=xk
xk +
 gb11(u1) gb12(u2)gb21(u1) gb22(u2)
gb31(u1) gb32(u2)

u=uk
uk +ωk
(5.6a)
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yk =
[
gc11(x1) gc12(x2) gc13(x3)
gc21(x1) gc22(x2) gc23(x3)
]
x=xk
xk +
[
gd11(u1) gd12(u2)
gd21(u1) gd22(u2)
]
u=uk
uk + νk
(5.6b)
so that:
x˙1 = (x1)k gσ1(x1)k + (x2)k gω(x2)k + (u1)k gb11(u1)k + (u2)k gb12(u2)k + (ω1)k
x˙2 = −(x1)k gω(x1)k + (x2)k gσ1(x2)k + (u1)k gb21(u1)k + (u2)k gb22(u2)k + (ω2)k
x˙3 = (x3)k gσ2(x3)k + (u1)k gb31(u1)k + (u2)k gb32(u2)k + (ω3)k
and similar explicit equations are found for the outputs, where it is assumed for
simplicity that the non-linearities in the B and D matrices are functions of the
inputs alone.
It would be na¨ıve to assume that this structure is capable of replicating
all behaviour in systems with multiple combinations of harsh non-linearities. For
instance, it does not take into account the effects of phenomena such as hysteresis
or friction. We are perfectly aware that many non-linear systems do not follow the
structure in 5.6. The well known cart - inverted pendulum system, for example is
described by the non-linear state space system [148]:
x˙1 = x2
x˙2 =
u cos (x1)− (M +m) g sin (x1) +ml cos (x1) sin (x1)x22
ml cos2 (x1)− (M +m) l
x˙3 = x4
x˙4 =
u+ml sin (x1)x
2
2 −mg cos (x1) sin (x1)
M +m−mcos2 (x1)
(5.7)
where M and m are respectively the masses of the cart and the pendulum, l is
the length of the pendulum and u is the external input force, while the four states
are represented by, in order, pendulum angle from upward vertical position and its
derivative and cart horizontal position from a reference point and its derivative.
It is clear from a first glimpse at the above that pendulum source data could not
perfectly match our structure since, for example, the input u multiplies a non-linear
function of a state (cos (θ)) and not of the input itself, as required in 5.6.
As extensively proved in the rest of the thesis through various examples
and applications however, this structure does provide sufficient flexibility to map
the most significant non-linear effects of many dynamic systems of interest to the
automotive field. Further, the simple non-linear structure ensures good parameter
conditioning and is able to identify the best minimal-order approximation to the
system response, since it is easy to switch from higher to lower orders in state-space.
As the structure is still formulated in the modal canonical form, it also provides
further information in terms of the most relevant modes of the system.
5.3 Describing parameter variation using spline
polynomial functions
The main objective is now defining g in equations 5.6. The benefit of imposing
a cubic spline structure to g is that each non-linear element in A,B,C,D is uniquely
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determined by just a few node points. Generic variation against the relative input or
state is illustrated in Figure 5.4. For simplicity, inputs have their domains normalised
between [−1, 1].
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Figure 5.4: Non-linear variation g (s) of a generic parameter in A,B,C,D, as a
function of a state or input and based on cubic splines.
From mathematical analysis [149], given p data points χi, in a domain s and
within an interval [a, b]:
a = χ1 < χ2 < . . . < χi < . . . < χp = b, i = 1 . . . p
the spline g (s) is a function such that:
g (s) =

g1 (s) , χ1 ≤ s ≤ χ2
. . . . . .
gi (s) , χi−1 ≤ s ≤ χi
. . . . . .
gp−1 (s) , χp−1 ≤ s ≤ χp
(5.8)
where each gi (s) is a cubic function in s:
gi (s) = αis
3 + βis
2 + ηis+ δi, i = 1 . . . (p− 1) (5.9)
Here, the variable s generically corresponds to a state x or an input u, hence
we usually choose the nodes χi in a way that:
−1 ≤ χ1 < χp ≤ 1
Introducing γi as the coordinate position of the i
th node (Figure 5.4), if we
fix the χi ordinates such that the p nodes are spread evenly in the s axis, the g (s)
spline can be entirely described by just p nodal γi ordinates (i = 1 . . . p).
True states x are only approximately normalised as a consequence of nor-
malised inputs u, thus two more regions are introduced outside the original interval
[χ1, χp]; these are however simplified for extrapolation to linear functions (dashed
in Figure 5.4):
gi (s) = (ηis+ δi) , i = 0, p (5.10)
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so that the resulting g (s) now comprises (p+ 1) regions.
To code the splines in MATLAB, we conveniently introduce a logical operator
L, such that: 
L0 = 1, L1...p = 0 s < χ1
L1 = 1, L0 = L2...p = 0 χ1 ≤ s < χ2
. . . . . .
Li = 1, L0...i−1 = Li+1...p = 0 χi−1 ≤ s < χi
. . . . . .
Lp = 1, L0...p−1 = 0 χp ≤ s
(5.11)
so g (s) can be generically written as:
g (s) = (η0s+ δ0)L0 +
(
α1s
3 + β1s
2 + η1s+ δ1
)
L1 + . . . . . . +
+
(
αis
3 + βis
2 + ηis+ δi
)
Li + . . . . . . + (ηps+ δp)Lp (5.12)
For each spline g (s) in the structure of A,B,C,D, the unknown coefficient
set is then:
θg(s) = [ η0 δ0 α1 β1 η1 δ1 . . . . . . αi βi ηi δi . . . . . . ηp δp ]
T (5.13)
In order for the method to achieve successful identification, the entire un-
known set of parameters in 5.13 needs to be identified. The task is then repeatedly
applied until all the splined functions g (s) in f and h are completely defined. The
coefficient set of equation 5.13 is then re-written in terms of the γi node ordinates,
through constraint equations, which achieve continuity of value, rate and curvature
at each node. The central node in χ = 0 is constrained by value alone and with zero
curvature, since many systems behave significantly different between positive and
negative state domains, a notable and known case being here represented by vehicle
damping.
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Figure 5.5: Non-linear variation of a generic single parameter in A,B,C,D: p = 5
nodes.
For example, for p = 5 (Figure 5.5), the unknown coefficients for negative s
(nodes χ1 to χ3) are:
θ(−) = [ η0 δ0 α1 β1 η1 δ1 α2 β2 η2 δ2 ]
T (5.14)
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and we set the following constraints:
• position of node χ1, based on the linear segment g0 (s):
χ1η0 + δ0 = γ1 (5.15a)
• position of node χ1, based on the cubic segment g1 (s):
α1χ
3
1 + β1χ
2
1 + η1χ1 + δ1 = γ1 (5.15b)
• first derivative continuity at node χ1, based on the linear segment g0 (s) and
the cubic segment g1 (s), i.e. based on the derivatives of equations 5.15a and
5.15b:
−η0 + 3χ21α1 + 2χ1β1 + η1 = 0 (5.15c)
• second derivative at node χ1, based on the second derivatives of equations
5.15a and 5.15b:
3χ1α1 + β1 = 0 (5.15d)
and so on; the coefficients for the first three nodes are then found from:
θ(−) = [ η0 δ0 α1 β1 η1 δ1 α2 β2 η2 δ2 ]
T = U−1y(−) (5.16)
with:
U =

χ1 1 0 0 0 0 0 0 0 0
−1 0 3χ21 2χ1 1 0 0 0 0 0
0 0 3χ1 1 0 0 0 0 0 0
0 0 χ31 χ
2
1 χ1 1 0 0 0 0
0 0 χ32 χ
2
2 χ2 1 0 0 0 0
0 0 −3χ22 −2χ2 −1 0 3χ22 2χ2 1 0
0 0 −3χ2 −1 0 0 3χ2 1 0 0
0 0 0 0 0 0 χ32 χ
2
2 χ2 1
0 0 0 0 0 0 χ33 χ
2
3 χ3 1
0 0 0 0 0 0 3χ3 1 0 0

(5.17a)
and:
y(−) = [ γ1 0 0 γ1 γ2 0 0 γ2 γ3 0 ]
T (5.17b)
The coefficients for positive x and the corresponding sets for larger p are
found by obvious repetition of the above.
In practice, A,B,C,D are obtained from the extended state vector z of a
Kalman filter, which comprises the n true states x of the model and the γi ordinates
(i = 1 . . . p) of all the non-linear functions g (s):
z = [ x, θ ]T = [ z(x), z(θ) ]T = [ z(x1) . . . z(xn) | z(θ1) . . . z(θj) ]T =
= [ x1 . . . xn | γ1(gσ1) . . . γp(gσ1) . . . . . . γ1(gω) . . . γp(gω) . . . . . . ]T (5.18)
The total number of elements in z for the example of equation 5.6 is now
m = n+19 p, with p the number of nodes in each non-linear function of A,B,C,D.
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The filter is entirely implemented through MATLAB’s symbolic toolbox.
First, a set of p evenly spaced χi node ordinates is defined. The model is for-
mulated in the form of equation 5.6, with each non-linear parameter of A,B,C,D
in the form of equation 5.12.
Model propagation is then defined for the true states through f and h, with
node ordinates assumed constant over time:
z˙k =
[
f (z(x)k,uk, z(θ)k)
0
]
+ωk =
=
[
A(z(θ)k, z(x)k)z(x)k + B(z(θ)k,uk)uk
0
]
+ωk (5.19a)
y−k = h
(
x−k ,uk,θk−1
)
+ νk = C(z(θ)k, z(x)k)z(x)k + D(z(θ)k,uk)uk + νk (5.19b)
where A,B,C,D are built as functions of the extended state vector 5.18, solving
for the cubic coefficients through equations 5.16. A set of logical operators L is then
employed to switch between the spline segments, for each data point in x and u.
The coding of the Jacobians requires particular attention here, as each non-
linear parameter is a function of the state or input it multiplies, but also of the γi
ordinates it depends on, that are also part of the extended state vector. Only the
nodes that define the spline section we are falling into at each instant in time need
to be considered: the derivatives will be zero with respect to every other node.
For example, for the 3rd order system of equation 5.6, the Jacobian F of the
process model is computed as:
Fk =
∂z˙
∂z
∣∣∣∣∣
z=zˆ−k
=
=

∂f1
∂x1
∂f1
∂x2
0
∂f1
∂γ1 (gσ1)
. . .
∂f1
∂γp (gσ1)
∂f1
∂γ1 (gω)
. . . 0 . . .
∂f1
∂γ (gb1)
. . .
∂f2
∂x1
∂f2
∂x2
0
∂f2
∂γ1 (gσ1)
. . .
∂f2
∂γp (gσ1)
∂f2
∂γ1 (gω)
. . . 0 . . . . . .
∂f2
∂γ (gb2)
0 0
∂f3
∂x3
0 . . . 0 0 . . . 0
∂f3
∂γ1 (gσ2)
. . . . . .
0 0 0 0 . . . . . . . . . . . . . . . . . . . . . . . .
...
...
...
...
...
...
...
...
...
...
...
...
0 . . . . . . 0 . . . 0 . . . 0 . . . . . . . . . 0

z=zˆ−k
(5.20)
with:
∂f
∂xi
=
∂f
∂g (x)
∂g (x)
∂xi
+
∂f
∂xi
(5.21a)
∂f
∂γi (g (x))
=
∂f
∂g (x)
∂g (x)
∂γi (g (x))
(5.21b)
and a similar structure is found for H.
Parameters need an initial setting condition, at time zero. Non-linear node
ordinates can be nominally set to zero, or alternatively linear identification can
be performed on the data using the modal state-space approach of Chapter 4. In
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this case, each of the parameters in the linear state-space model will represent a
starting point for the relative non-linear nodes: all the γi (gσ1) and γi (gω1) ordinates
(i = 1 . . . p) of a non-linear eigenvalue are nominally assigned to the identified linear
values of σ1 and ω1:
[z(θ)0]gσ1
= γ1(gσ1)0 = . . . . . . = γp(gσ1)0 = [σ1]linear
[z(θ)0]gω1
= γ1(gω1)0 = . . . . . . = γp(gω1)0 = [ω1]linear
and so on.
Non-linear filter initialisation is always performed from linear starting values
throughout this chapter, based on modal state-space identification on the same data.
Using the initial parameter set, the filter completes one full iteration by
operating on all the N samples of the data and then iteratively repeats the process,
rinsing the model through the input-output time history. Each iteration starts from
the parameter set of the previous run, but true states are not carried over, thus at
the beginning of each run through the data the filter sets:
[z(x)]0 = z(x1) = z(x2) = . . . . . . = z(xn) = 0
The model covariance is nominally set to Q = ρI′, where I′ is the identity
matrix, conveniently modified with zeros on the diagonal, relative to the true system
states, and ρ is the sole tuning parameter of the filter.
The error covariance matrix is initialised as R0 = I. It is then numerically
re-evaluated at the end of each iteration. To do so, the error between the simulated
output of the identified system and the original data is computed on the whole
time-history, using the most recent available parameter set.
Pk is initially set as P0 = Q. Standard EKF equations 2.40 to 2.48 are
then repeatedly applied to the input-output data, until parameter convergence is
obtained and/or a plateau Rx performance on the outputs is achieved.
5.4 Identification of a nominal non-linear example
with modal state-space approach and spline
parameter variation
Practical application is now demonstrated through a simple test case. Con-
sider the 1st order non-linear nominal system:
Karol Bogdanski Chapter 5 141
x˙ = −x3 + 0.2u (5.22a)
y = x (5.22b)
Identification data is obtained by excitation of the above with white noise,
sampled at 500 Hz (T = 0.002 s) and filtered to remove all content above 25 Hz.
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Figure 5.6: Input-output data for a nominal, non-linear test case. Data normalised
for input/output comparison.
The tuning parameter ρ provides stable running of the filter on this data
over a wide range of values, between 10−5 < ρ < 10−11 (Figure 5.7), with 10−5 at
the limit of filter stability, and 10−11 still effective, but with an inconveniently slow
optimisation.
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Figure 5.7: Identification of a nominal, non-linear test case. Optimisation of Kalman
tuning parameter ρ, for a 1st order linear model.
At the selected ρ = 10−8 the filter achieves a best linear fit on the simulated
output at Rx = 96.22%. This makes use of a 1
st order structure, with four constant
parameters σ, b, c, d:
x˙k = σxk + buk = −0.8 xk + 13.2 uk (5.23a)
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yk = cxk + duk = 1.2 xk (5.23b)
with σ = −0.8, b = 13.2, c = 1.2 and d correctly identified as zero.
For non-linear identification and based on equation 5.6, we set the following
structure:
x˙k = xk gσ(xk) + uk gb(uk) (5.24a)
yk = xk gc(xk) + uk gd(uk) (5.24b)
with each non-linear g function defined through spline ordinate coefficients, which
are initialised based on the above linear model, as in:
[z(θ)0]gσ = −0.8, [z(θ)0]gb = 13.2, [z(θ)0]gc = 1.2, [z(θ)0]gd = 0
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Figure 5.8: Identification of a nominal, non-linear test case. Splined parameters in
A,B,C,D, with comparison between p = 3 and p = 5. Optimised ρ = 10−8.
The number of nodes p must be chosen carefully: with each increase, the
parameters in the structure increase by a factor of p and this poses a serious threat
to parameter conditioning. Typical values range between p = 3 and p = 7 and
MATLAB strings tend to become particularly large here, although manageable up
to p = 9. Computational complexity results in a significant increase in iteration
time, which can be observed as a function of p in Figure 5.9.
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Output performance here easily settles at Rx = 100.00% with just p = 3,
however an overlay of identified non-linear eigenvalues (Figure 5.8 - top left) shows
the case for p = 3 has a positive σ for a small range of states x. A higher number
of nodes, with p = 5 is then selected for the final model. Note how the y-axis for
parameter d has been scaled in the figure, to detail the particular splined structure
of the identified non-linear parameter.
Figure 5.10 plots the evolution of the identified parameters in the splined
structure, for p = 5: parameter convergence appears good, as does the convergence
of trace of the state-parameter error matrix (Figure 5.11). Note in particular from
Figure 5.10 how the identified parameters evolve starting from the corresponding
linear value.
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Figure 5.9: Identification of a nominal, non-linear test case. Time taken per iteration
against number of nodes p for splined parameter variation.
The method efficiently improves the performance of the linear fit, with the
spline structure for non-linear A replicating the quadratic function in f (equation
5.22a) to a 100.00% accuracy, even with a low number of nodes p.
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Figure 5.10: Identification of a nominal, non-linear test case. Evolution of the
identified parameters with p = 5 and ρ = 10−8 for splined parameter variation (only
parameters in A,C,D shown and eigenvalue nodes plotted positive, for clarity).
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Figure 5.11: Identification of a nominal, non-linear test case. Evolution of trace(Pk)
with p = 5 and ρ = 10−8. Splined structure approach.
5.5 Non-linear handling data and linear identifi-
cation
This section considers the identification of non-linear vehicle handling simu-
lation data, based on linear state-space systems, formulated in a modal canonical
form (section 4.5). One reason for identifying non-linear data through a preliminary
linear model is to demonstrate the applicability of linear state-space identification
techniques in capturing the main modes of the dynamics underlying the data, even
in the non-linear case. Another is to obtain a set of benchmark Rx output per-
formances, which will later prove useful in examining how output explanation is
enhanced with a non-linear identification approach. Linear identification results are
also needed as start values for identification with non-linear structures.
The single-input, multiple-outputs source model is detailed in section 3.10.
Lateral acceleration ay, yaw angular rate r and roll angle ϕ are recorded in response
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to input steer angle δ, at a constant speed of 20 m/s. The identification signal
(equation 5.25) adopts the principles already discussed in Chapter 3 and similarly
to section 3.10 adds white noise N (µ, σ2) over a sinusoidal sweep input across the
whole 30 s set, in order to cover the full range of non-linearities in the output, within
a lateral acceleration range of approximately –7 m/s2 to +7 m/s2 (Figure 5.13):
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Figure 5.12: Input data for non-linear handling source model: random steer on a
sine-wave, at a constant forward speed of 20 m/s.
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Figure 5.13: Non-linear handling data - lateral acceleration output (identification
set), with saturation detailed at approximately +7 m/s2 .
δidentification = N
(
0,
5pi
180
)
+
0.1pi
180
+
3pi
180
sin
(
2pi
30
t
)
[rad] (5.25)
where white Gaussian noise is generated as:
N
(
µ, σ2
)
= N
(
0,
5pi
180
)
(5.26)
and filtered to remove content above 25 Hz, while the small offset is applied through:
δoffset =
0.1pi
180
[rad] (5.27)
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The validation set tests the performance of the identified model on a different
type of input: in the first half of the data, steps are added to a sweep across the
range of non-linearity, while the latter part consists of a range of higher magnitude
steps (Figures 5.16 to 5.18 ).
After an initial set of optimisations (Figure 5.14), all identification is per-
formed with a low ρ = 10–8, to ensure that adaptation of Pk and Kk happens
slowly, taking account of the whole 30 s data set. A summary of results between
order n = 1 and n = 6 is then given in Table 5.1, with performance Rx percentages
detailed for each output, both on identification and validation.
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Figure 5.14: Identification of non-linear handling data. Optimisation of Kalman
tuning parameter ρ, for a 2nd order structure, with Rx given as a mean across the
three identification outputs.
Table 5.1: Identification of non-linear handling data. Results for preliminary, linear
model identification. Optimised ρ = 10−8.
System 
order
1 -3.4 98.84% 99.63% 99.26% 98.63% 98.78% 98.57%
2
(complex) -2.3 ± 1.7j 98.94% 99.76% 99.55% 99.26% 99.43% 99.11%
2
(single poles) -2.2 -2.6 98.94% 99.72% 99.47% 98.97% 99.43% 98.82%
3 -3.1 ± 2.4j -11.2 99.37% 99.78% 99.50% 98.97% 99.55% 99.14%
4 -2.4 ± 2.3j -13.4 ± 9.0j 99.63% 99.82% 99.66% 99.31% 99.55% 99.15%
5 -5.3 ± 5.3j -12.5 ± 7.2j -5.7 99.66% 99.81% 99.74% 99.30% 99.52% 99.16%
6 -1.7 ± 0.2j -5.8 ± 7.3j -14.2 ± 5.8j 99.65% 99.80% 99.72% 99.04% 99.41% 98.85%
Identified eigenvalues
Identification Rx              
(each output)  
Validation Rx                  
(each output)
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As expected, all the identified linear systems exceed the lateral acceleration
peak of ±7m/s2, due to the absence of non-linear saturation. See for example
Figure 5.15, detailing the identification output for a 4th order structure at high
lateral acceleration. Performance explanation Rx is however good across all three
outputs: Figures 5.16 to 5.18 show a 4th order model against true measurements for
the validation set.
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Figure 5.15: Non-linear handling identification data - lateral acceleration output
(identification) for a 4th order linear model against true measurements.
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Figure 5.16: Non-linear handling identification data - lateral acceleration output
(validation) for a 4th order linear model against true measurements.
In order to determine the lowest order that achieves acceptably high perfor-
mance (a somewhat subjective decision) the method should be applied repeatedly
in a systematic way, starting with a 1st order case and identifying models with
progressively higher order.
As model order and complexity increase, the resulting output performance
increases to a plateau. Thus by systematically identifying several models, the best
performing, well-conditioned and lowest order option becomes apparent. Further-
more, when unnecessarily high order models are identified, the parameters may
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Figure 5.17: Non-linear handling identification data - yaw rate output (validation)
for a 4th order linear model against true measurements.
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Figure 5.18: Non-linear handling identification data - roll angle output (validation)
for a 4th order linear model against true measurements.
diverge due to poor conditioning and/or repeated eigenvalues appearing in the re-
sults. Note for example, how the 2nd order structure is identified with two similar
real poles, which suggests this is a poorly conditioned model.
Other considerations can be made. Given a linear dynamic system, an oscil-
latory natural response to a disturbance is obtained through a complex eigenvalue
of the form λ = σ ± jω:
ys = A e
−σt sin (ωt+ const) (5.28)
where A and const depend on initial conditions, σ is responsible for the rate of the
decaying output and ω determines the frequency of the decaying sinusoid [116].
Here, considering the case of n = 4 in Table 5.1, the identified complex
eigenvalue reflects an expected 0.4 Hz yaw-side-slip vehicle handling mode, combined
with a 1.5 Hz mode, which correlates with expectations of the roll degree of freedom:
ω1 = 2.3 rad/s ≈ 0.4 Hz, ω2 = 9.0 rad/s ≈ 1.4 Hz
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The model for which n = 2 lacks the latter roll mode, which can be observed
by close inspection of roll angle and lateral acceleration plots (Figures 5.21 and 5.19).
Yaw rate appears indistinguishable (Figure 5.20), since a similar yaw-side-slip mode
is identified for both cases. The choice as to which model is the best remains sub-
jective and depends on many factors, such as desired output performance, required
complexity, desired accuracy in replicating particular data sets and so on.
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Figure 5.19: Non-linear handling identification data: lateral acceleration output
comparison between a linear 4th order model and a linear 2nd order structure.
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Figure 5.20: Non-linear handling identification data: yaw rate output comparison
between a linear 4th order model and a linear 2nd order structure.
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Figure 5.21: Non-linear handling identification data: roll angle output comparison
between a linear 4th order model and a linear 2nd order structure.
5.6 Identification of non-linear handling data with
modal state-space approach and spline param-
eter variation
Non-linear identification of the data from section 5.5 proceeds along the lines
of section 5.4. A series of structures is identified, in progressively increased system
order, between n = 1 and n = 6, with initial number of nodes equal to p = 3 (Table
5.3 - top). Note how the 2nd order structure with two real poles is missing from the
table: this has been dismissed in the preliminary linear identification process on the
data.
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Figure 5.22: Non-linear handling identification data: model fit to lateral acceleration
output (identification). Spline structure approach, 4th order and p = 3.
Here, the best compromise of performance and conditioning occurs at the
4th order (Table 5.3 - top). Figures 5.22 to 5.24 show the detailed dynamic fit
comparison of linear against non-linear models for a section of the response time
history at high lateral acceleration and this more clearly illustrates the capability
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of the non-linear model, with saturation now correctly occurring at the peak of ±7
m/s2.
Interestingly, some of the non-linear identified models seem to yield an added
high frequency component in the simulated outputs. Note in particular in Fig-
ure 5.24, between 21.5 and 22 seconds of data. This unexpected behaviour is most
likely related to the order-reduction type identification structure, which tends to
simulate high order data with lower orders. At this stage of the research however,
the behaviour was not further investigated, since it does not significantly affect the
output performance of the identified models.
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Figure 5.23: Non-linear handling identification data: model fit to yaw rate output
(identification). Spline structure approach, 4th order and p = 3.
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Figure 5.24: Non-linear handling identification data: model fit to roll angle out-
put (identification). Spline structure approach, 4th order and p = 3. Note how a
high frequency component seems to affect some of the identified non-linear outputs,
particularly here, between 21.5 and 22 s.
Figures 5.25 to 5.27 then show how the non-linear model matches the source
model more accurately on the validation test, both dynamically and across magni-
tude.
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In this non-linear structure, constraints in the B or C parameters cannot be
applied as in section 6.2. These are not strictly required in this example however,
as the identification is automatically self-constraining, due to the setting of the s
ordinate node positions χi. Since we set –1 < χi < 1 for all true states and inputs,
and since the inputs are normalised, the node spacings relevant to the B and D
terms stay fixed. Those for A and C are simply redistributed (and the filter rebuilt)
periodically, as the filter iterates, in order to cover the range that evolves in each
modal state or state pair. With the output then also normalised, true states often
self-regulate, also and approximately in the range [−1, 1], provided the number of
states has been chosen appropriately and good convergence is observed.
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Figure 5.25: Non-linear handling identification data: model fit to lateral acceleration
output (validation). Spline structure approach, 4th order and p = 3.
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Figure 5.26: Non-linear handling identification data: model fit to yaw rate output
(validation). Spline structure approach, 4th order and p = 3.
Figure 5.41 plots the splines mapping the non-linear eigenvalue parameters
along with typical splines for components in the B and C matrices. Note particularly
the change in the first mode which shows reducing frequency and also reducing
damping as state magnitude increases: both are expected yaw-side-slip behaviours,
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Figure 5.27: Non-linear handling identification data: model fit to roll angle output
(validation). Spline structure approach, 4th order and p = 3.
which the fixed linear σ cannot achieve. A further increase in node numbers yields
no output performance improvement, while promoting parameter divergence and
considerably increasing computing times.
5.7 Describing parameter variation using linear
interpolation
We seek to relinquish the definition of cubic spline polynomials to define non-
linear parameter variation in g (s), with the aim of prescribing a more generic form
to f and h. To do so and without entirely dismissing the structure of section 5.2,
we now allow every parameter in A,B,C and D to vary freely across a domain of a
state or input, without imposing constraints to any specific continuity conditions.
A generic function g (s) is pictured in Figure 5.28: a fixed number of evenly
spaced p nodes (χi, γi) divide the domain in s into (p − 1) equally-spaced linear
segments, with s representing the appropriate state x or input u.
A number of logical operators L is again used to switch between the nodes:
L1 = 1, L2...p−1 = 0 χ1 ≤ s < χ2
. . . . . .
Li = 1, L1...i−1 = Li+1...p−1 = 0 χi ≤ s < χi+1
. . . . . .
Lp−1 = 1, L1...p−2 = 0 χp−1 ≤ s ≤ χp
(5.29)
so that each g (s) can be generically written as:
g (s) = (α1s+ β1)L1 + (α2s+ β2)L2 + . . . . . .+
+ . . . . . .+ (αis+ βi)Li + . . . . . .+ (αp−1s+ βp−1)Lp−1 (5.30)
where (αi, βi) are the linear coefficients of the i
th segment. Given that the nodes are
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Figure 5.28: Non-linear g (s) of a parameter in A,B,C,D, as a function of a state
or input and based on generic and unconstrained non-linear variation.
always equally spaced, we define ds as the distance between each node pair:
ds = χi+1 − χi =
χp − χ1
p− 1
A simple relationship can be then established between (χi, γi) and (αi, βi),
for each ith linear segment (Figure 5.29):
αi =
γi+1 − γi
ds
, βi = γi − αiχi
thus each g (s) can be generically re-written as:
g (s) =
p−1∑
i=1
(
γi+1 − γi
ds
s+ γi −
γi+1 − γi
ds
χi
)
Li (5.31)
The model is then built according to the structure of equation 5.6, with each
element in A,B,C,D formulated as in equation 5.31. Identification is performed
by concatenation of the unknown ordinate parameters into the state vector of an
extended Kalman filter, which now comprises the n true states x of the model and
the γi ordinates (i = 1 . . . p) of all the non-linear functions g (s):
z = [ x, θ ]T = [ z(x), z(θ) ]T = [ z(x1) . . . z(xn) | z(θ1) . . . z(θj) ]T =
= [ x1 . . . xn | γ1(gσ1) . . . γp(gσ1) . . . . . . γ1(gω) . . . γp(gω) . . . . . . ]T (5.32)
The required Jacobians F and H are then computed from f ,h, based on z
and equation 5.20. Here the structure simplifies and the derivatives of g (x) with
respect to x and γi/γi+1 are computed from equation 5.31, as follows:
∂g (x)
∂x
=
γi+1 − γi
χi+1 − χi,
∂g (x)
∂γi
=
χi+1 − χ
χi+1 − χi,
∂g (x)
∂γi+1
=
x− χi
χi+1 − χi (5.33)
In practice, the whole structure is implemented through MATLAB’s symbolic
toolbox and F,H are generated with the Jacobian command.
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Figure 5.29: Generic ith interval in the non-linear function of an element in
A,B,C,D.
The advantage of not imposing any specific analytical function to g (s) lies
in the simplified structure and in the increased freedom of representing non-linear
functions of any shape. The main disadvantage consists in a considerable increase
in the number of nodes needed for successful identification. For example, a single
order, single input system with two outputs will result in an extended vector of 127
total elements: p = 21 parameters for each non-linear element in the A,B,C and
D, plus one state. Computational complexity is however not significantly penalised,
since the new structure works solely on linear interpolation principles and dismisses
equations 5.16. Coding complexity is also reduced, due to the simple piecewise linear
definitions.
The filter is initialised following the same procedure of section 5.3: the γi (gσ1)
ordinates (i = 1 . . . p) are assigned to previously identified linear values, with true
states re-set to zero at the beginning of each iteration.
The covariance matrix is defined as Q = ρI′, while covariance error is ini-
tialised as R0 = I and numerically re-computed at the end of each cycle. The
state-parameter error covariance matrix is initialised as P0 = Q. The input-output
data set is then rinsed through the set of standard EKF equations 2.40 to 2.48, until
a satisfactory model is identified.
This unconstrained structure will be denoted as lint in the remainder of this
chapter, as opposed to the splined approach of section 5.3.
5.8 Parameter conditioning and constraints
Non-linear parameter variation in A,B,C,D is now exempt from any form
of specific analytical restriction, which reduces parameter conditioning. The effect
is amplified by the relevant increase in the number of unknown parameters in z.
Since state-space matrices no longer contain constant parameters, constraints
cannot be simply set by imposing some of the elements in B or C to particular values
throughout the algorithm.
We therefore define specific, constraining functions Φ (γi) to reduce the degree
of freedom in the γi ordinates (i = 1 . . . p) of g (s). These become effective outputs
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to the system yΦ, in addition to the true outputs in the data.
It can be observed that in general and even for this kind of non-linear struc-
ture it is still true that single states or state pairs are excited by the inputs and
scaled by single elements or pairs of elements of the input matrix. To constrain B,
we therefore set one additional Φ (γi) for each state associated to a single pole, and
only one Φ (γi) for each pair of states associated with a complex eigenvalue. The
constraining scheme is visualised below, for a 3rd order example:
x˙k =
 gσ1(x1) gω(x2) 0−gω(x1) gσ1(x2) 0
0 0 gσ2(x3)

x=xk
xk +
 gb11(u1) gb12(u2)gb21(u1) gb22(u2)
gb31(u1) gb32(u2)

u=uk
uk +ωk
(5.34a)
yk =
[
gc11(x1) gc12(x2) gc13(x3)
gc21(x1) gc22(x2) gc23(x3)
]
x=xk
xk +
[
gd11(u1) gd12(u2)
gd21(u1) gd22(u2)
]
u=uk
uk + νk
(5.34b)
with the output equation now re-written, to include the additional constraints:
yk =

x1 · gc11(x1) + x2 · gc12(x2) + x3 · gc13(x3) + u1 · gd11(u1) + u2 · gd12(u2)
x1 · gc21(x1) + x2 · gc22(x2) + x3 · gc23(x3) + u1 · gd21(u1) + u2 · gd22(u2)
Φ1 (gb12 , gb12 , gb21 , gb22)
Φ2 (gb31 , gb32)

k
(5.35)
The model for each constraining function yΦ = Φ (γi) is set as the sum of
the squared γi ordinates (B matrix only), with (i = 1 . . . p), of the function g (s)
that is particularly linked to the given real eigenvalue or conjugate pair, according
to equation 5.34a. For this 3rd order example this again yields:
Φ1 (gb11 , gb12 , gb21 , gb22) =
pb11∑
j=1
γj
2 (gb11) +
pb12∑
j=1
γj
2 (gb12) +
pb21∑
j=1
γj
2 (gb21) +
pb22∑
j=1
γj
2 (gb22)
(5.36a)
Φ2 (gb31 , gb32) =
pb31∑
j=1
γj
2 (gb31) +
pb32∑
j=1
γj
2 (gb32) (5.36b)
The additional outputs yΦ are then initialised according to the starting values
of the γi nodes, to give zero error. To prevent true states x from exceeding the
interval of [−1, 1] or not reaching their full range (such as in Figure 5.8 - left), these
outputs are also adapted after each ith iteration of the algorithm, according to the
maximum absolute value of the state or state pair across the identifying data. Here,
with two additional outputs and three states:
yΦ1 (i) =
yΦ1(i− 1)
max (|x1| , |x2|)(i−1)
(5.37a)
yΦ2 (i) =
yΦ2(i− 1)
max (|x3|)(i−1)
(5.37b)
As a result, the filter is now made to work on additional innovations and
continuously constrains the magnitude of the elements of B, which also ensures all
true states x are strictly normalised and never exceed the prescribed domain within
[−1,+1]. The next section will clarify how this affects parameter conditioning and
identification results.
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5.9 Identification of a nominal non-linear exam-
ple with modal state-space approach and free
parameter variation
Unconstrained parameter variation through the lint non-linear structure is
here applied to the nominal example generated through equations 5.22. Identifica-
tion starts again from the benchmark linear model of section 5.4, with:
σ = −0.8, b = 13.2, c = 1.2, d = 0
Non-linearities are introduced based on the lint parameter variation structure,
and starting from a low resolution model: for simplicity, only p = 3 nodes, for each
non-linearity in A,B,C,D. The extended state vector is:
z = [ x | γ1(gσ) γ2(gσ) γ3(gσ) | γ1(gb) γ2(gb) γ3(gb) | γ1(gc) γ2(gc) γ3(gc) |
| γ1(gd) γ2(gd) γ3(gd) ]T (5.38)
where the total length of z is m = 1 + (4 p) = 13 elements.
Constraints now need to be applied to the B matrix, through one additional
output linked to the single state of this 1st order structure. The model then becomes:
x˙k = xk gσ(xk) + uk gb(uk) (5.39a)
yk =
[
xk gc(xk) + uk gd(uk)
Φ (gb)k
]
(5.39b)
with the constraining model equation formulated as:
(yΦ)k = Φ (gb)k = γ1
2 (gb)k + γ2
2 (gb)k + γ3
2 (gb)k (5.40)
The fit of the linear model is improved with this structure to 99.94%, with
an approximately quadratic form displayed for A (Figure 5.30).
Figure 5.31 then shows the evolution of the identified parameters over the
iterations, with good convergence. Here, at the end of each ith run through the 100
s of data, the additional constraining output is adapted, based on the maximum
value of the true state x through the (i− 1)th iteration:
yΦ (i) =
yΦ(i− 1)
max (|x|)(i−1)
(5.41)
which results in perfectly normalised states (Figure 5.30 - left).
The effects of not constraining the B matrix are then illustrated in Fig-
ure 5.32: parameters diverge, with low identification performance throughout. Con-
centrating on the constrained case, a further run with higher resolution in all non-
linear functions (p = 5) returns Rx = 99.99% accuracy in the output and a closer
shape in A to the quadratic function of f (Figure 5.33).
A further increase to p = 21 yields RX = 100.00% and a perfectly shaped
quadratic curve, as shown in Figure 5.33, where a comparison is given with the
splined parameters of section 5.4. Note in particular how the true single state
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Figure 5.30: Identification of a nominal, non-linear test case. Lint structure in
A,B,C,D, with comparison between p = 3 and p = 5. Optimised ρ = 10−8.
x of this 1st order structure is now strictly within the prescribed interval [−1, 1].
Despite the higher number of nodes, good convergence and parameter conditioning
are retained (Figures 5.34 and 5.35). Computation time is only considerably higher
for the case of p = 21, with low node lint models resulting quicker than their splined
counterpart.
One further advantage of the lint method is that a different number of nodes
can be set for each non-linear function, to reduce parameter divergence and improve
output performance, the choice being typically between p = 3 and p = 21. In
this particular example, the definitive model (Figure 5.33) shows B and C are
approximately constant and D is zero. Setting p = 21 for A and p = 3 or even
p = 2 for B,C,D would therefore greatly reduce the computational efforts of the
filter, while ensuring an equally good fit and Rx explanation. Although not necessary
for such a simple test case, this will prove useful in the identification of large systems.
A final comparison between the two different methods is given in Table 5.2,
with approximate times per iteration, measured on a mid-range personal desktop
computer.
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Figure 5.31: Identification of a nominal, non-linear test case. Evolution of the
identified parameters with lint structure in A,B,C,D, p = 3 and optimised ρ =
10−8. Constraints applied to B matrix through additional outputs.
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Figure 5.32: Identification of a nominal, non-linear test case. Evolution of the
identified parameters with lint structure in A,B,C,D, p = 3 and optimised ρ =
10−8. No constraints applied to B matrix.
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Figure 5.33: Identification of a nominal, non-linear test case. Lint structure ap-
proach in A,B,C,D and p = 21, against splined structure, with p = 5.
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Figure 5.34: Identification of a nominal, non-linear test case. Evolution of the
identified parameters with with lint structure approach, p = 21 and additional
outputs to constrain the B matrix. Optimised ρ = 10−8.
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Figure 5.35: Identification of a nominal, non-linear test case. Evolution of trace(Pk)
with lint structure approach, p = 21 and additional outputs to constrain the B
matrix. Optimised ρ = 10−8.
Table 5.2: Identification of a nominal non-linear model. Splined approach against
lint structure: Rx performance comparison and against linear model.
Model structure System order Nodes p Time per iteration [s] Identification Rx
modal linear  1 - - 96.22%
3 1.73 100.00%
5 3.79 100.00%
3 2.14 99.94%
5 2.90 99.99%
21 6.63 100.00%
modal non-linear 
(splines) 
modal non-linear 
(lint)
1
1
162 Chapter 5 Karol Bogdanski
5.10 Identification of non-linear handling data with
modal state-space approach and free param-
eter variation
This final section considers the identification of the non-linear handling re-
sponse data of section 5.5 through the lint approach, based on free unconstrained
parameter variation in A,B,C,D.
Here, identification and validation performance results are close to the splined
approach of section 5.3, for equal system orders, p = 3 and at an optimised Kalman
tuning parameter ρ = 10−8. In fact, the different structures often yield undistin-
guishable outputs, as seen for example in Figure 5.36, although lint arguably shows
a better fit across most of the validation data, which becomes clear from close in-
spection of Figures 5.37 and 5.38.
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Figure 5.36: Identification of a non-linear handling model. Lateral acceleration
output (identification) for a 4th order non-linear system: lint model against splined
structure and true measurements.
A detailed comparison between splines and lint for p = 3 is given in Table 5.3
(top and middle), with identification and validation Rx percentages for each individ-
ual output and a best compromise between accuracy and complexity achieved by a
non-linear 4th order lint structure (highlighted in the table). Parameter convergence
appears good even for the highest orders, although it takes many iterations until
full convergence is achieved in Figure 5.39, due to the slow ρ tuning.
Increasing node numbers to p = 5 yields no significant performance improve-
ments, with a 4th order system resulting in R
(p=5)
x equal to 99.71%, 99.90% and
99.69%, on validation data. This hardly represents an improved model against
R
(p=3)
x of 99.85%, 99.89% and 99.72%.
With parameter convergence still good however (Figure 5.40), we increase the
complexity further by imposing p = 21 nodes in each non-linear element of state-
space. This now produces an extended state vector of 168 elements for a 1st order
model, 273 elements for a 2nd order model, 378 for a 3rd order structure and so on.
In general, such large state vectors yield divergence due to over-parametrisation and
again, we observe no improvement in Rx output performance.
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Figure 5.37: Identification of a non-linear handling model. Lateral acceleration
output (validation) for a 4th order non-linear system: lint model against splined
structure and true measurements.
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Figure 5.38: Identification of a non-linear handling model. Roll angle output (vali-
dation) for a 4th order non-linear system: lint model against splined structure and
true measurements.
With no improvements achieved at high node numbers, we concede Fig-
ure 5.41 plots the best identified outputs for the data, through a 4th order system
and two complex eigenvalues. The figure overlays non-linear parameter variations
based on both lint and splined method, on eigenvalue functions and two other typical
model parameters in B and C.
These results are not claimed to be the best possible reduced order non-linear
handling model: by constraining the non-linearity to operate effectively as a variable
linear model, non-linear inter-relationships between states in the source model are
not able to be replicated. However, they do provide an effective illustration of the
flexibility of extension of the linear method of Chapter 3 to a non-linear structure,
by retaining the modal state-space structure approach and with good parameter
convergence and model conditioning.
The free parameter variation imposed by the lint approach is here the best
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Figure 5.39: Identification of a non-linear handling model. Evolution of the identified
parameters with lint structure approach, for a 4th order system and p = 3.
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Figure 5.40: Identification of a non-linear handling model. Evolution of the identified
parameters with lint structure approach, for a 2nd order system and p = 5.
choice for this type of application, since it yields similar or better results to the
splined method, through a much lower implementation complexity and similar com-
putational effort, provided a low number of node points is chosen for the structure
(note the iteration times in Table 5.3, based on structure, order and node numbers).
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Figure 5.41: Identification of a non-linear handling model. Non-linear variation of
eigenvalues and two other typical coefficients: comparison between splined parame-
ters and lint structure, for p = 3.
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Table 5.3: Identification of a non-linear handling model. Comparison of Rx perfor-
mance between splined structure and lint, for different model orders.
Model 
structure
System 
order
Nodes p
Time per 
iteration [s]
1 1.2 99.13% 99.70% 99.59% 98.67% 99.41% 98.64%
2
(complex) 2.2 99.13% 99.90% 99.78% 99.46% 99.56% 99.65%
3 3.7 99.49% 99.93% 99.75% 99.52% 99.79% 99.24%
4 5.3 99.96% 99.99% 99.84% 99.43% 99.83% 98.82%
5 7.1 99.97% 100.00% 99.88% 99.85% 99.89% 99.58%
6 9.5 99.97% 99.99% 99.99% 99.90% 99.90% 99.94%
1 1.2 99.13% 99.67% 99.59% 99.15% 98.91% 99.16%
2
(complex) 2.3 99.15% 99.90% 99.75% 99.60% 99.87% 99.68%
3 3.1 99.94% 99.98% 99.77% 99.73% 99.84% 99.51%
4 5.1 99.97% 99.99% 99.86% 99.85% 99.89% 99.72%
5 5.2 99.83% 99.98% 99.94% 99.65% 99.93% 99.80%
6 7.2 99.97% 99.99% 99.97% 99.92% 99.92% 99.87%
1 1.6 99.14% 99.69% 99.60% 99.01% 99.00% 99.03%
2
(complex) 4.7 99.16% 99.90% 99.76% 99.52% 99.89% 99.76%
3 5.2 99.21% 99.91% 99.76% 99.35% 99.91% 99.80%
4 6.8 99.97% 99.99% 99.86% 99.71% 99.90% 99.69%
5 8.3 99.88% 99.99% 99.92% 99.74% 99.86% 99.83%
6 11.6 99.98% 99.99% 99.98% 99.86% 99.90% 99.85%
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5.11 Final remarks
This chapter has developed a new approach for multi-input multi-output,
non-linear black-box system identification, which extends the concept of a linear
state-space system by allowing each element in A,B,C and D to vary as a non-
linear function of states or inputs. The structure retains the modal canonical form,
which ensures a minimal parameter set and provides further information in terms
of system modes and eigenvalues.
The novelty of the approach and the developed methods consists in the pre-
scription of a generic and yet simple non-linear state-space model structure, that
allows various non-linearities to be identified and approximated solely based on in-
puts and outputs, and with no user knowledge of the systems underlying the data.
Unlike other authors, who focus specifically on particular non-linear model classes,
this work attempted a unified approach, generic enough to approximate a large
number of non-linear systems of interest, but appropriately constrained to reduce
over-parametrisation and ensure good parameter conditioning.
Spline interpolation of non-linear coefficient variations in A,B,C and D has
been considered first. In this approach, each function is identified by only a few node
points, delivering an accurate model for both a nominal non-linear example and a
non-linear full vehicle handling model, where the expected eigenvalue migrations are
shown.
A significant further development consists in allowing each parameter in state-
space to become an unconstrained non-linear function of states or inputs, identified
based on a number of fixed node ordinates. This latter approach is simpler to code
and provides greater flexibility to the approximation of non-linear f and h. It is
computationally less expensive, provided a low number of nodes is prescribed, since
the increase in the unknown parameters is balanced by the simplified algorithm,
entirely based on linear interpolation.
Following the introduction of free non-linear variations in A,B,C,D, a new
method has been designed to reduce parameter divergence. Here, the necessary
constraints are applied through the B matrix, with additional model outputs and
node ordinate functions. This has been shown to improve model conditioning for
the lint structure and yield perfectly normalised true states. There is no reason why
the spline structure would not benefit from an output constraint method to keep
true states x in range. This was never implemented however, since in practice it was
not exposed as a potential problem earlier on in the study, and spline development
was soon dismissed to fully concentrate on the lint structure.
Chapter 6 will present further application test cases of black-box system
identification of non-linear systems, through lint structured non-linear parameter
variation in A,B,C,D.
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Chapter 6
Application examples
6.1 Introduction
This chapter presents two further application examples of non-linear black-
box system identification, making use of the lint structure, with free parameter
variation in A,B,C,D and constraints applied to the B matrix. These test cases
allow further discussion of the filter’s structure, while showing its full capabilities
for model order reduction applications.
First, the identification of highly non-linear vehicle brake simulation data is
considered, based on input-output sets received from Jaguar Land Rover and no
a-priori engineering knowledge of the model underlying the data.
System structures up to order four are explored and starting here from a
a non-dynamic, direct look-up table relationship between inputs and outputs. The
final best compromise model is obtained based on considerations on identification and
validation performance and parameter convergence. The accuracy of the fit in the
brake data is demonstrated at low and high magnitudes, in both the identification
and validation sets.
The chapter proceeds with the identification of data consisting of combined
CFD and vehicle dynamics simulations. This data-set was generated by a research
project within the PSi group: an open loop manoeuvre was simulated, with aero-
dynamic forces and moments acting on a driving vehicle measured in response to a
lateral wind input.
In this last example, the process of linear and non-linear black-box system
identification is almost entirely automated, through an overnight run of identifica-
tions, at progressive system order and complexity in the non-linearities. Output
accuracy and parameter convergence statistics are then employed as the main met-
rics in the decision as to which model is best.
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6.2 Identification of a non-linear brake model
This application is based on a single-input and single-output, highly non-
linear brake model. The identification and validation sets were provided by the
vehicle simulation team at Jaguar Land Rover, within the scope of the PSi research
program.
The identification input was originally obtained from a 100 s white noise se-
quence, filtered above a cut-off frequency of 25 Hz and represents the pressure at the
brake pedal of an automotive braking system. Hydraulic pressure is then measured
at the brake calipers and plotted as a function of pedal pressure in Figure 6.1.
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Figure 6.1: Identification of a non-linear brake model: identification set. Data
normalised for comparison.
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Figure 6.2: Identification of a non-linear brake model: validation set. Data nor-
malised for comparison.
The validation set comprises a nominal sequence of brake applications, at
varying intensity (Figure 6.2). No further information regarding the dynamics of
the model underlying the data was made available at any time.
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Linear identifications define a series of benchmark output Rx values, through
a modal linear state-space structure and at an optimised tuning parameter of ρ =
10–6 (optimisation shown in Figure 6.3).
A list of linear results is provided in Table 6.1. Here, the best performance
is achieved by a 2nd order model, with a complex eigenvalue equal to λ = σ ± ωj =
−2.4 ± 0.5j, which yields output performances of Rx = 97.05% and Rx = 92.09%
on identification and validation respectively.
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Figure 6.3: Identification of a non-linear brake model: optimisation of Kalman
tuning parameter ρ, for a 2nd order linear structure.
Table 6.1: Identification of a non-linear brake model. Results for preliminary, linear
model identification.
System order Identification Rx Validation Rx
1 -1.9 97.05% 91.36%
2
(complex) -2.4 ± 0.5j 97.05% 92.09%
2
(single poles) -1.7 -4.0 97.06% 91.75%
3 -2.1 ± 3.9j -1.8 97.06% 91.96%
4 -2.5 ± 1.7j -4.6 ± 5.7j 97.07% 92.08%
Identified eigenvalues
Concentrating now on the non-linear case, it can be easily observed (Fig-
ure 6.1 and Figure 6.2) that data is single sided, so domain intervals of [0, 1] have to
be applied for both inputs and states. This yields, specifically, a non-linear function
of the form pictured in Figure 6.4.
Given the dynamics of the model underlying the data are completely un-
known, unlike in the handling data example of Chapter 6, it is sensible to first
consider the simplest possible case: a non-dynamic, zero-order model. Relating to
the concept of a state-space system, this comprises D matrix elements alone. Such
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Figure 6.4: Identification of a non-linear brake model: generic single-sided non-linear
function in A,B,C,D, with p = 11 nodes.
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Figure 6.5: Identification of a non-linear brake model: direct input-output relation-
ship (D matrix look-up table).
a model can be easily identified through simple ordinary least-squares techniques,
but our non-linear identifying filter can also be employed, by defining a structure
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with no states and fully non-linear input-output direct relationship.
A zero-order input-output relationship is then sought and this results in the
look-up table of Figure 6.5 (D matrix only). Identification output performance
reaches Rx = 94.38%, with validation Rx = 98.31%, which confirm the value of a
direct relationship and sets new benchmark Rx values for non-linear identification.
Further close observation of the identification and validation time-histories
shows the clear need for a dynamic model. There appears to be a time delay in the
response at low magnitude (Figure 6.6), though interestingly this does not appear
to be the case at high amplitudes. A phase error is no longer evident (Figure 6.7).
Note also how the relationship between input and output predicts a significant iden-
tification challenge: the model must cope with hard, step non-linearities and there
is a clear dead-band in the validation response, at low input magnitude (Figure 6.8).
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Figure 6.6: Identification of a non-linear brake model: evidence of dynamic be-
haviour in the input-output time history, at low magnitude.
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Figure 6.7: Identification of a non-linear brake model: little dynamic behaviour in
the input-output time history, at high magnitude.
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Figure 6.8: Identification of a non-linear brake model: evidence of a dead-band in
the validation data-set.
1st order non-linear state-space identification, with a low number of nodes
(p = 3) in A,B,C,D achieves a performance of Rx = 99.17%, with validation at
Rx = 96.38%, so we can see non-linearity modelling is more critical than transient
modelling alone. Here in particular, the low accuracy in D is evidently preventing
validation from increasing to the values found with a zero order model. Parameter
convergence appears good (Figure 6.9).
Next, p = 11 only mildly improves the results on the identification set, while
a non-linear 1st order system with high resolution (p = 21) causes significant pa-
rameter instability and divergence. Figures 6.9 and 6.10 show how the identified
parameters evolve against iteration number: we see the p = 21 case has divergent
parameters, but the p = 3 case shows clear convergence.
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Figure 6.9: Identification of a non-linear brake model: convergence in the identified
parameters, for a 1st order model and p = 3.
Divergence only occurs where the model structure has become poorly con-
ditioned: in this case the dead-band in the output at low magnitudes is causing
the eigenvalue to drift to unstable positive values, for the unused lower range of
the input (and hence states), so associated B and C parameters diverge. We now
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Figure 6.10: Identification of a non-linear brake model: divergence and instability
in the identified parameters, for a 1st order model and p = 21.
restrict the non-linearity resolution in A only to limit eigenvalue variability in this
region, thus:
p(A) = 2, p(B,C,D) = 21
and the parameters converge (Figure 6.11) into a final 1st order non-linear model,
pictured in Figure 6.12. This is subsequently optimised, at very low ρ values (ρ <
10−12) to yield Rx = 99.72% on identification and Rx = 99.24% on the validation
output.
Dynamic behaviour replication is now good at both low and high magnitudes,
as shown in Figure 6.13 and Figure 6.14. Figure 6.17 shows the significant improve-
ment introduced by the non-linear model in comparison to the the linear structure,
on the identification set. Finally, validation outputs are pictured in Figure 6.15.
The normalised state behaviour has an interesting characteristic (Figure 6.16)
with a plateau at 0.5 and only few excursions to the normalised peak. This effect
is due to there being very little data at the highest input magnitudes. It does
not restrict the validity or accuracy of the model but does allow us to illustrate
parameter robustness. By now applying a simple scaling of 1/0.5 to the γi nodes
(i = 1 . . . p) in gb and restarting the filter, the model is rapidly re-optimised, within
5 iterations. This produces smoother non-linear variations (not shown), although
the overall performance index does not change following this intervention.
Progressively increasing orders are now explored, starting from the case of
one complex eigenvalue in the structure. Good performance is observed, but the
eigenvalue is optimised with an approximately zero frequency, suggesting two real
poles as a better alternative. This model yields good performance in the linear
structure, but non-linear identification drives the two poles very close to each other,
suggesting a redundant mode.
Orders three and higher all appear over-parametrised and increasingly com-
putationally expensive, even with p = 11 (Table 6.2), with no better performance
achieved. A final summary of results is given in Table 6.2.
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Figure 6.11: Identification of a non-linear brake model: convergence in the identified
parameters, for a 1st order non-linear model, with p = 2 in A and p = 21 in B,C,D.
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Figure 6.12: Identification of a non-linear brake model. Final, optimised single-order
system with non-linear functions in A (p = 2), B,C,D (p = 21) and ρ < 10−12.
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Figure 6.13: Identification of a non-linear brake model: single-order model against
true measurement, at low magnitude dynamic behaviour.
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Figure 6.14: Identification of a non-linear brake model: single-order model against
true measurement, at high magnitude dynamic behaviour.
Time [s]
0 20 40 60 80 100
H
yd
ra
ul
ic
 p
re
ss
ur
e 
[n
or
ma
lis
ed
]
0
0.2
0.4
0.6
0.8
1 measurement
1st order non-linear model
Figure 6.15: Identification of a non-linear brake model: single-order model against
true measurement. Full validation data-set.
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Figure 6.16: Identification of a non-linear brake model: normalised-state behaviour
for a 1st order system.
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Figure 6.17: Identification of a non-linear brake model: comparison between best
non-linear model (1st order) and best linear model (2nd order) fits to the output.
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Table 6.2: Identification of a non-linear brake model: summary of identification
results for different orders and structures.
Model structure System order Identification Rx Validation Rx
D matrix 0 94.38% 98.31%
1 99.17% 96.38%
1 99.35% 95.74%
1 99.22% 94.27%
1 2
(A)
21
(B,C,D) 99.72% 99.24%
2
(complex) 99.68% 97.52%
2
(complex)
2
(A)
11
(B,C,D) 99.56% 97.98%
2
(single poles)
2
(A)
11
(B,C,D) 99.52% 98.89%
3 2
(A)
11
(B,C,D) 99.72% 98.64%
4 2
(A)
11
(B,C,D) 99.51% 97.57%
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6.3 Identification of aerodynamic forces and mo-
ments
This application is developed from input-output data generated through an
open-loop, combined CFD and vehicle dynamics simulation. The identification input
consists in a sudden external disturbance, in the form of lateral wind, applied to
a ground vehicle driving along a straight path and no driver reaction following the
disturbance. The wind gust is modelled as white noise and filtered above 25 Hz. The
recorded outputs are the yaw moment Mψ, the side force Fy and the roll moment
Mφ applied to the vehicle as a result of the disturbance (Figure 6.18).
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Figure 6.18: Input-output identification set for aerodynamic forces and moments
identification: note roll moment sign is reversed for easy comparison. Data nor-
malised.
The validation set, pictured in Figure 6.19, consists in a shorter, 2 s single
event side gust cross-wind, similarly applied across a vehicle, on a straight path.
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Figure 6.19: Input-output validation set for aerodynamic forces and moments iden-
tification: note roll moment sign is reversed for easy comparison. Data normalised.
Linear identification is performed first, to verify the degree of achievable im-
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provement in the identified outputs at increasing system order, and to later quantify
the importance of non-linearity.
Results for these first runs are summarised in Table 6.3: here a best com-
promise between accuracy and complexity is obtained from a fast, second order
dynamic system with a complex eigenvalue. Interestingly, the second order solution
with two real poles can be easily dismissed, based on the proximity of the two iden-
tified eigenvalues (Table 6.3). Further system orders only increase the complexity
of the structure, with little to none added value in terms of identification and/or
validation performance.
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Figure 6.20: Identification of aerodynamic forces and moments - optimisation of
Kalman tuning parameter ρ, for a 2nd order linear structure, with Rx given as a
mean across the three identification outputs.
Table 6.3: Identification of aerodynamic forces and moments. Results for prelimi-
nary, linear model identification.
System 
order
1 -22.2 99.42% 98.55% 89.76% 96.68% 98.43% 91.67%
2
(complex) -20.8 ± 21.4j 99.03% 99.39% 90.09% 96.56% 98.94% 92.26%
2
(single poles) -12.1 -14.1 99.44% 99.17% 89.63% 96.43% 99.10% 91.76%
3 -22.7 ± 20.7j -11.5 99.55% 99.65% 90.07% 96.52% 98.75% 92.32%
4 -18.9 ± 27.0j -9.4 ± 9.8j 99.57% 99.66% 90.27% 96.14% 98.68% 92.76%
Identified eigenvalues
Validation Rx                    
(each output)
Identification Rx                
(each output)  
Non-linear identification follows. A zero-order non-linear input-output re-
lationship is then explored (Figure 6.22) and this achieves an identification per-
formance of 94.95%, 89.29% and 84.71% on the three outputs respectively, which
confirms the value of a direct non-linear relationship and sets again, a benchmark
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Figure 6.21: Identification of aerodynamic forces and moments: convergence in the
identified parameters, for a 0 order model and p = 11.
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Figure 6.22: Identification of aerodynamic forces and moments: direct input-output
relationship (D matrix look-up table). Note how domains are single-sided, between
[0, 1].
performance. Note how almost perfect convergence is displayed by the models pa-
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rameters, despite a relatively high number of non-linear nodes, equalling here p = 11
(Figure 6.21).
Further observation of the output time-histories shows a dynamic model is
also clearly needed: there is a time delay in the response in both identification
(Figure 6.18) and validation data (Figure 6.19). This might be seen as a form on
human intervention in the identification process, however this can be easily inferred
from the increase in performance between a zero-order non-linear system and a first-
order model (Table 6.4), which clearly proves the dynamic behaviour of the plant.
Progressively higher orders are then explored, using varying complexity (p =
5 and p = 11) in the non-linear functions, until a satisfactory model has been
identified or a good compromise between complexity and accuracy has been found.
The selection process can now be entirely automated: an overnight run of
optimisations will yield accuracy and parameter convergence statistics on several
model order and non-linearity complexity combinations.
In case of parameter divergence and/or unstable systems, we have the op-
tion of fixing the diverging non-linear parameter set to p = 2 to further optimise
the identification, at much lower tuning parameter ρ settings. This has the effect
of greatly reducing the number of parameters in the (diverging) functions, thus
improving conditioning and stabilising the system.
Table 6.4: Identification of aerodynamic forces and moments: summary of identifi-
cation results for different orders and structures.
Model 
structure
System 
order
D matrix 0 94.95% 89.29% 84.71% 95.06% 91.98% 88.36%
1 99.50% 98.62% 90.19% 91.33% 92.58% 83.13%
2
(complex) 99.44% 99.34% 92.29% 97.02% 97.18% 95.71%
3 99.53% 99.44% 93.09% 96.97% 96.76% 90.11%
4 99.66% 99.76% 94.80% 97.61% 96.88% 91.38%
1 99.53% 98.73% 90.56% 97.90% 99.17% 93.56%
2
(complex) 99.64% 99.32% 92.52% 92.41% 98.01% 89.39%
3 99.53% 99.42% 93.39% 97.52% 97.34% 93.03%
4 99.76% 99.81% 95.15% 98.89% 95.35% 89.82%
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Figure 6.23: Identification of aerodynamic forces and moments: comparison between
best linear and non-linear model fits to the first output.
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Figure 6.24: Identification of aerodynamic forces and moments: comparison between
best linear and non-linear model fits to the second output.
The final results of this test case are summarised in Table 6.4. Identification
output performance comparisons for the best linear and non-linear fit models are
shown in Figures 6.23 to 6.25. Note how the p = 11 case 1st order model appears
over-parametrised (Figure 6.26) in comparison with a 2nd order model and p = 5
(Figure 6.27). The final model is shown in Figures 6.28 to 6.31.
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Figure 6.25: Identification of aerodynamic forces and moments: comparison between
best linear and non-linear model fits to the third output.
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Figure 6.26: Identification of aerodynamic forces and moments: convergence in the
identified parameters, for a 1st order non-linear model and p = 11.
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Figure 6.27: Identification of aerodynamic forces and moments: convergence in the
identified parameters, for a 2nd order non-linear model and p = 5.
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Figure 6.28: Identification of aerodynamic forces and moments. Final, 2nd order
non-linear model, with p = 5. A matrix.
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Figure 6.29: Identification of aerodynamic forces and moments. Final, 2nd order
non-linear model, with p = 5. B matrix.
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Figure 6.30: Identification of aerodynamic forces and moments. Final, 2nd order
non-linear model, with p = 5. C matrix.
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Figure 6.31: Identification of aerodynamic forces and moments. Final, 2nd order
non-linear model, with p = 5. D matrix.
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6.4 Final remarks
In this chapter, two different test-case studies have been presented. These
consist of the identification of highly non-linear brake simulation data and a com-
bined CFD / vehicle dynamics simulation.
Both examples prove the prescribed lint structure provides effective models
for smoothly non-linear systems and can also approximate hard non-linearities such
as the dead-band in the brake example. The proposed method is not capable of iden-
tifying systems with combinations of harsh non-linearities, but it does map the most
significant non-linear effects with sufficient flexibility, together with the variations
in the system dynamics. Ultimately, the best combination of good parameter condi-
tioning and lowest order can be identified, and a further advantage lies in the modal
canonical structure of the resulting model, which has the advantage of revealing the
most significant system eigenvalues.
Interestingly, throughout the entire project the best fit model has been iden-
tified at much lower system orders than expected, which further proves the high
potential of this identification method for reduced order modelling applications.
In the next chapter, the linear and non-linear system identification methods
will be automated, with the aim of delivering a completely black-box MATLAB
toolbox, which will be operated at industrial level, with minimal user interpretation
of the dynamics underlying the data.
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Chapter 7
Automated model order
reduction: a MATLAB toolbox
7.1 Introduction
In this chapter, the linear and non-linear black-box system identification
methods developed in Chapters 4 and 5 are integrated into a fully automated al-
gorithm, linked to a graphic user interface (GUI) and packaged into a MATLAB
toolbox.
The automated model order reduction (AMOR) tool works in the time do-
main and with a state-space structure. An extended Kalman filter is used to itera-
tively identify the parameters of the model. Linear structures are identified under
the form of a traditional state-space system in modal canonical form, according to
the black-box identification method developed in Chapter 4. Non-linear models ex-
tend the conventional linear state-space approach into a non-linear framework, with
each parameter becoming a non-linear function of inputs or states, following the lint
formulation and output constraints of Chapter 5.
Linear and non-linear models of increasingly higher order and starting from
zero are progressively generated from input-output data sources alone, without the
need for any understanding of the underlying system dynamics. Parameter conver-
gence is detected through a tolerance on absolute parameter variation and an iter-
ative check on derivative trends. The sole tuning parameter of the filter is adapted
based on iterative checks on identification performance and optimised for overall
time required.
Results are conveniently displayed in a final table, from which the end user
can choose the best reduced-model compromise between accuracy and complexity,
based on parameter convergence, identification and validation performance, struc-
ture order and overall accuracy, which is evaluated through the trace of the error
covariance matrix.
The method is fully automated and requires no prior engineering knowledge
of the data/models that are identified. The toolbox was developed in MATLAB
R2015a and delivered to Jaguar Land Rover in early 2018.
It is worth pointing out that the toolbox was developed, and tested with the
aim of reducing the order of simulation models, rather than experimental data, in
accordance with the research aims outlined at the beginning of the PhD and based
on the needs, and expectations of Jaguar Land Rover. Nothing prevents the user
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from running the identification tool on real-world experimental data, although the
accuracy of the results might be affected to some extent by the noise present in the
data.
7.2 Automated order reduction
The principle behind the automated tool for reduced order modelling is the
identification of linear and non-linear models, in progressively increasing orders,
until no significant improvement is achieved from a higher order structure. The
best compromise between accuracy and complexity is then selected by the end user,
based on four main factors, namely parameter convergence, identification per-
formance on each individual output, validation performance on each individual
output and overall accuracy:
• Parameter convergence
Provides information on model conditioning and over-parametrisation: robust
and well-conditioned models require good parameter convergence and diver-
gent parameters often indicate poor conditioning. This can be easily inspected
visually, but can be also be numerically determined, based on an absolute vari-
ation tolerance and derivative estimations. A percentage variation is calculated
for each parameter, relative to its absolute value;
• Identification performance on each individual output
Provides information on performance in the identification data, for each out-
put. This is measured and presented to the user through percentage explana-
tion, as in the examples discussed throughout this thesis;
• Validation performance on each individual output
Provides information on performance in the validation data, for each output.
As for the identification performance, it is measured as percentage explanation.
The end-user chooses either to look at both sets (identification and validation)
or just at the set judged as most relevant to the particular application;
• Overall accuracy
Provides information on error statistics between the original outputs and the
identified models, and is obtained through the covariance of the state and
parameter error matrix: the better the model the lower its trace of R. An
overnight run of optimisations will show a summary of error covariances, so
that is becomes intuitive for the operator to pick the best compromise be-
tween performance (explanations and trace of R) and structure complexity /
parameter convergence.
Together with the non-linear mapping of the eigenvalues, these indicators
allow the user to develop insight into the model behaviour, most suitable model
order and degree of non-linearity in an intuitive way. Increasing the number of nodes
in a given non-linear function might improve the accuracy of the identification, but
will also increase the total number of parameters in the model and possibly lead to
over-parametrisation and divergence.
Karol Bogdanski Chapter 7 193
Furthermore, full non-linearity might be applied to some but not all elements
of the state-space description, i.e. some elements might only be described by just
two nodes. A set of pre-fixed combinations of non-linearity accuracies is embedded
in the tool, which automatically and progressively expands these structures. Hence,
although the filter operates on the data as a fully black-box process, consecutive
optimisations allow the user to choose between multiple solutions, through which
they will gain insight into the most appropriate and robust model to use.
7.3 Graphic user interface for input data genera-
tion
The tool provides guidance regarding the generation of identification and
validation data, through a dedicated GUI (Figure 7.1 - left), which is accessible
from the main interface. In order to generate an input, the end user must first
define a time-scale for the model that will be excited with the inputs. Once this is
defined, an algorithm automatically sets the remaining parameters of the time vector
(i.e. sample interval, total time and number of data points in the vector). These can
be also changed by the user, but must be consistent with the other settings. Once
the number of desired inputs is also given and minimum / maximum values for each
of the inputs are defined, the GUI generates two sets of data: an identification input
and a validation input. These can be easily plotted and saved and are to be used to
excite the source model.
Operations on data
Generate inputs
What is the timescale to capture the dynamics?
Generate inputs
Timescale# [s]
              
Sample interval [s] N data pointsTotal data time [s]
                   
Erase all fields Default settings
Timescale example
Custom set sample interval Custom set total data time Custom set N data points
Number of inputs
Saturate
Saturation example
Simplify validation
Simplified VAL example
Help
Save# inputsPlot inputs Close GUI
Advanced settings
Basic settings
ID file name
Linear ID only
Max nr nonlinear iterations
Custom set N linear
Custom set N nonlinear
Max difference online-sim 
RX
Custom set max difference
Input based B & D
Show linear plots# during process Show nonlinear plots during process
Starting Qp0 Max model order
               
Custom set max order
Help Journal paperDefault settings
Run on pre-existing examples
Initial sigma
Custom set initial sigma
Initial omega
              
Custom set initial omega
Generate inputs#
Single sided input/state
Convergence condition
                     
Custom set conv condition 
Max nr linear iterations
Operations on data
Run identification Show results Close GUI
Figure 7.1: GUI for input data generation (left) and main GUI for automated model
order reduction.
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Here, a number of parameters can be modified by the user and these are:
• Saturation
If the saturate option is activated (this is set as default), the signal inputs
will never exceed the minimum and maximum values specified; if saturate is
deactivated, the inputs will exceed the min/max values by a small margin;
• Simplified validation
Simplified validation consists of white Gaussian noise only, with a low cut-off
frequency; default validation signals are more varied and include a single sine-
wave with low-frequency white Gaussian noise, long/short step inputs and step
inputs with white Gaussian noise;
• Range
Identification signals are full range by default, meaning they are built by a sine
wave (each signal at a different frequency, if more than one input) with white
Gaussian noise on top; not-full range signals are simplified to white Gaussian
noise only.
The user is guided through a graphic explanation of each setting, which can
be obtained from the relative example button in the GUI (Figure 7.1 - right).
7.4 Graphic user interface for identification: ba-
sic and advanced settings
The main identification interface (Figure 7.1 - right) has a number of settings
that can be easily modified by the user. Basic settings include:
• Starting ρ
This is the only tuning parameter of the filter and defines the speed of varia-
tion in the identified parameters: high values might provide unstable results,
while low values might produce inconveniently slow optimisation; the tool is
equipped with an algorithm that automatically lowers ρ, based on identifi-
cation performance and convergence/stability, thus tuning ρ to its optimal
value;
• Max model order
Defines the maximum order of the linear/non-linear state-space system struc-
ture to be identified: based on the examples discussed throughout this thesis,
it is clear that the best identification results have been obtained with low-order
models, hence models should never exceed the 4th order;
• Linear ID only
If this option is activated, the tool will only consider linear state-space struc-
tures for identification;
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• Single sided input/state
For certain types of data, it may be necessary to constrain the inputs/states to
be positive or negative only, as in the brake and CFD examples of Chapter 6,
where data are single-sided and positive domain intervals need to be applied;
• Show linear/non-linear plots during process
Displaying all the plots during the identification process slows the tool down,
hence the selectable option in the GUI.
The tunable advanced settings include:
• Max nr linear/non-linear iterations
This is the maximum number of iterations that the tool will perform if no con-
vergence is achieved prior to the limit; setting a low number of iterations might
produce poor results, while high values slow the process down considerably;
• Convergence condition This is set as the minimum single-step performance
increase necessary for the tool to continue exploring a certain structure: if the
difference in performance between two consecutive iterations falls below this
value, the tool will stop and pass onto the next structure;
• Initial sigma/omega
Initial (complex) eigenvalues can be set very low if the system dynamics are
known to be particularly slow;
• Max difference online-simulated performance
This is the threshold difference between online identification performance (in-
stantaneous parameters, at each time-step) and simulated identification per-
formance (through the end point parameter values); if the difference falls below
this threshold, the tool will stop and lower the tuning parameter ρ, to slow
the process down, thus trying to remain within the threshold value;
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Chapter 8
Conclusions
In this thesis a new approach to linear and non-linear, multi-input multi-
output system identification has been developed, as a mechanism for model order
reduction. The method operates in the time domain through an extended Kalman
filter, solely based on input-output data and on a completely black-box framework,
requiring no physical understanding of the plant for accurate identification.
At an earlier stage of the project, three alternative stochastic filters were
adapted for grey-box identification and applied to the identification of vehicle han-
dling models: these are the well known extended Kalman filter, the unscented
Kalman filter and the particle filter.
Initially, this parameter-identification stage was set out to be a stepping
stone towards black-box identification, but grew to become effectively a spin-off of
the main topic, with its own research outcomes: although effective at identifying
near-optimal parameters for a simplified model, the particle filter was very slow to
converge and was found not suitable for full vehicle and tyre identification; both
the unscented and extended Kalman filters were effective at identifying simple and
complex vehicle models. Although they use different methods for parameter error
covariance estimation, the two techniques have identical convergence characteristics
and yield near-identical models. In applications such as this, where model Jacobians
are complex and a relatively small number of model parameters is identified, the
Unscented Kalman filter is simpler to implement and slightly faster to run. Both
Kalman filters can identify a simple linear handling model in under five minutes,
while the featured four-dof full vehicle and tyre model took around 10 – 15 hours to
converge, depending on the filter used.
A full set of the independent parameters of the non-linear handling model
were identified, including combined-slip tyre/suspension characteristics, identified
over their full range up to and beyond saturation. This was done using only com-
monly available CoG acceleration and roll rate measurements. The selection of
identified parameters and their resulting conditioning has also been considered. The
choice of which parameters to identify and which to fix can be critical, but the con-
vergence behaviour of the identified parameters in the running filter make it easy to
determine un-physical and/or under-determined combinations.
The resulting full vehicle model has been tested on identification data from
a test vehicle and also on independent validation data. It was found to be very
accurate in matching the measurements used for identification and also in explaining
variables that are not readily measured, such as lateral velocity and roll angle. High
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quality results were seen over a range of validation tests, considering combined and
separated longitudinal and lateral slip, at both high and low magnitudes.
Step two of the project shifted the focus back on the original goal of black-
box identification for order reduction and developed a novel method for system
identification and/or model order reduction for both linear and non-linear multi-
input multi-output systems. The extended Kalman filter was here found capable
of defining and self-ordering a state-space model from input - output data alone,
without any prior knowledge of the system dynamics. The method provides rapid
convergence of model parameters in a uniquely constrained modal canonical form
and hence also provides information on the system dynamics in terms of the identi-
fied eigenvalues. The proposed method has just one easily tuned parameter, which
governs speed of convergence without influencing accuracy in the identified model.
For the linear case, clear convergence criteria have been demonstrated, and these
can also be used to determine the most appropriate model order for an accurate yet
also well-conditioned reduced-order model. Linear model tests show the technique
is robust to high levels of noise, provided the noise is not correlated with the system
dynamics.
A model structure using spline interpolation of coefficient variations with
states and inputs has been introduced for non-linear identification problems. This
exhibited the expected eigenvalue migration and delivered an accurate reduced order
model of vehicle handling behaviour.
The new structure was then further simplified, based on an extension of
the linear state-space system where each parameter of the matrices A,B,C and
D becomes a non-linear function of an input or a state. This prescribed structure
provides effective models for smoothly non-linear systems and can also approximate
hard non-linearities such as the dead-band in the brake model example considered
here.
It would be na¨ıve to assume that the structure is capable of replicating all
behaviour in systems with multiple combinations of harsh non-linearity, but it does
provide sufficient flexibility to map the most significant non-linear effects and the
variations in the system dynamics. Further, it is able to identify the best minimal-
order approximation to the system response using a simple non-linear structure. As
the structure is in the modal canonical form, it also provides further information
in terms of the most relevant modes of the system. Unlike other works in the
literature, which focus specifically on particular non-linear model classes, this work
attempted at prescribing a unified structure, generic enough to approximate a large
number of non-linear systems of interest, but appropriately constrained to reduce
over-parametrisation and ensure good parameter conditioning.
The tool has a completely black-box construction and requires no a priori
engineering knowledge of the system to be identified. The identification process
consists of progressively expanding the order of the state-space system, starting from
a zero-order non-linear input – output relationship, up to an order where a good
compromise between the complexity and the performance is found. The accuracy of
fit and the parameter convergence behaviour are the main indicators in the process.
Together with the non-linear mapping of the eigenvalues, these allow the user
to develop insight into the model behaviour, the most suitable model order and the
degree of non-linearity in an intuitive way. Hence, although the filter operates on
the data as a completely black-box process, consecutive optimisations allow the user
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to develop multiple solutions, by which insight is gained into the most appropriate
and robust model to use.
In the presented test cases, the model identified to fit the data is accurate, as
demonstrated in the identification data and in the validation results. The method
was successfully applied to non-linear handling dynamic simulations, a brake feel
model from the automotive industry and CFD data.
The final part of the work focused on automating the process, with the aim
of developing a completely black-box tool that can be operated with minimal user
interpretation. This tool, packaged into a MATLAB app was delivered to Jaguar
Land Rover in early 2018. Although developed solely on simulation data, the tool
might be adapted for conventional system identification in a future release.
Future research shall also consider how more general state combinations can
be explored without predefined state definition or structure. By setting f ,h to
generic functions of inputs and states, it should be possible to identify a large num-
ber of non-linear functions, with a real challenge posed by prescribing appropriate
constraining laws, to ensure good conditioning and convergence.
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