This paper describes Harmony-a grid infrastructure built using personal computer resources. Harmony addresses the key concerns of end users for responsiveness, privacy and protection by isolating the grid computation in a virtual machine on the PC. Harmony also addresses the key concerns of enterprise IT by automating the configuration and deployment of grid services and by automating the workload management so as to meet quality of service goals. Harmony's layered resource management architecture diverts grid workload to currently under utilized desktop resources. Harmony is designed to handle transactional workload -a key characteristic of commercial applications. Our implementation is Web Services-based, so the programming model of Harmony is compatible with and familiar to enterprise developers. We believe that Harmony demonstrates practical exploitation of a hitherto underutilized resource of considerable capability, with the potential to complement, or even in some cases replace, dedicated server-based resources.
Introduction
Modern organizations depend on network-attached personal desktop and mobile computer systems. A characteristic of these systems is that they are relatively resource rich (in terms of CPU power, memory, and disk capacity) but are utilized only for a fraction of the time during a day. Even during the time they are in use, their average utilization is much less than their peak capacity. For example, we measured the CPU utilization of developers' desktops in our lab. We found that the average CPU utilization for Intel Pentium III 866 MHz machines running Windows OS to be less than 10% during working hours and close to zero during non-working hours. These systems represent significant computing resources that are underutilized.
Harnessing these underutilized resources for organizationwide computing needs, however, has not been practical. The main difficulties are: (i) integrity concerns of desktop owners; (ii) performance impacts to desktop users; (iii) unpredictability in the performance of grid computations; and (iv) the complexity of the infrastructure needed to harness the idle resources. Standards-based grid technology [1, 2] addresses the last of these concerns. Also, with grid based computing, many tools are mature for Linux, whereas almost all desktops run the Microsoft Windows OS.
In this paper, we describe a virtual machine-based grid infrastructure called Harmony developed in our lab. Harmony design addresses the difficulties listed above, while adhering to the grid standards. Grid computations are executed in hypervisor-based virtual machines, such as the VMWare Workstation product [3] . Grid computations are orchestrated such that their performance impact on workstation responsiveness is negligible and the integrity of the workstation environment is maintained even in the presence of a faulty or malicious grid computation.
The main contributions of this paper are: (i) description of a novel grid-based infrastructure for harvesting idle desktop resources and the issues involved in building such a system, (ii) discussion of the resource management mechanisms that simultaneously preserve desktop interactivity and maintain grid service availability, and (iii) a proof of concept implementation, which delivers transactional grid services using Web service protocols and interfaces.
The objectives of Harmony differ from the conventional grid infrastructure in two key aspects: (i) support for transactional workload, and (ii) use of desktop resources to run the transactional workload. We discuss these differences in some detail in Sections 2 and 3. In Section 4, we discuss the Harmony system architecture. The integrated management infrastructure is discussed in Section 5. Our experience in building Harmony is discussed in Section 6. The related work is discussed in Section 6. Section 7 concludes the paper.
Characteristics of Transactional Workload
Our motivation in developing Harmony is to harvest unused desktop resources in an enterprise environment and make those available in an aggregated form to augment existing backend resources for performing enterprise computations. Enterprise computations (e.g., financial, accounting, billing, customer relations, or supply-chain management related applications) are highly transactional in nature and they exhibit high degree of interactivity with human operators, other applications, and with databases that hold business state information. Time spent interacting with the external environment is comparable to the time spent in performing local computations. Moreover, the frequency of interactions with external environment is relatively high. In contrast, typical scientific and engineering applications start with a state of an object and evolve that state over a period of time and/or space. These computations can continue in batch mode without significant interactions with the external environment.
One effect of the interactivity is that the services based on transactional computations must be sensitive to response time constraints posed by the users. This is because: (i) such services play a role in time sensitive business processes, and (ii) human factors may be involved. Any processing delay can result in financial losses and/or competitive disadvantages. Typical response time per transaction is of the order of seconds or minutes.
The flip side of response time is the throughput, which is a measure of the number of transactions performed per unit time. Many types of business interactions tend to be bursty, but they also require that the service throughput rise with demand, without significantly deteriorating the response time. This means resources are needed on-demand to handle the bursty peaks. Finally, mission critical business applications require resources that are highly available.
In contrast, typical scientific and engineering applications have low response time requirements, but they do impose reliability requirements. The users of such applications are more flexible about the turnaround time as long as their applications run to completion in a reliable manner. The job arrival patterns are much less bursty and demand on resources fluctuates within a narrow range. Because of these characteristics grid systems catering to scientific applications emphasize services related reservation mechanisms, job queuing, launching, tracking, checkpointing, migration, file transfers, etc. Such systems provide almost no support for response time guarantees, continuous availability, mechanisms for managing workflows, or dynamic provisioning of resources in response to changes in the request arrival patterns.
For a meaningful deployment of a transactional service as grid service 1 , the system should be able to deliver the requested service on demand and it should be able to adjust the capacity of each service so as to meet the intensity of the demand. The client requests can be complex (e.g., requests resulting in a workflow), request arrival rates can be unpredictable, and clients may have multiple levels of service-level-agreements (SLA) with the service provider.
Thus, to cater to enterprise computations, a grid system needs to provide: (i) support for persistent services that can respond to user requests within acceptable time limits, (ii) monitoring mechanisms to monitor changes in arrival rates and patterns, response times, and service availability, (iii) capabilities to predict future demands and system behavior, and (iv) resource management mechanisms to respond to changes in the demand or to internal failures.
Harvesting Idle Desktop Resources
The primary purpose of desktops is to provide a high degree of interactivity and responsiveness to desktop users. When these resources are to be shared with grid users, one way to assure that the desktops are used for their intended purpose is by allowing desktop users or system administrators to set a policy for sharing. Each desktop may have a unique local policy, which may change over time. Examples of local desktop policies are: (i) interactive workload always has the highest priority, (ii) allocate no more than a certain percent of the desktop resources to grid computations at any given time, (iii) dedicate only a certain fraction of the resources for grid computations, (iv) allow participation in the grid computations only during certain time of the day or on certain days of the week. Enforcement of any policies requires evaluation of certain conditions, which may be static and predictable or dynamic and unpredictable such as the current interactive workload. Moreover, policies may be defined using a combination of static and dynamic conditions.
Since the desktop user's interactive workload usually gets higher priority over the grid workload a desktop resource may be available for grid computations only for small intervals at a time. However, there are many such small availability intervals on a large number of desktop resources. This calls for a grid resource management solution capable of discovering and aggregating the available intervals and hiding the variability in the resource availability among the grid nodes (i.e., the 1 In this paper, the term grid service refers to the software entity that can be invoked remotely over the network and shared among multiple clients of that service. A grid service may be invoked directly in response to a client request or it may provide management or a support service needed to generate the response.
desktops), while maintaining a reasonable level of Quality of Service (QoS) to the grid users.
While desktop systems in an enterprise environment run Microsoft Windows OS, the underlying resources tend to be heterogeneous in terms of their capacity and responsiveness.
Thus, to harvest the unused desktop resources, the grid architecture needs to (i) evaluate individual desktop policies, (ii) predict and discover resource availability intervals, (iii) aggregate the availability intervals across multiple desktop systems so that any heterogeneity and unpredictability in the availability can be smoothened out.
Architecture Overview
The architecture is defined using a layered approach. This allows addressing the requirements of grid workload and of transactional grid services separately from the requirements of interactive workload and desktop related policies. The architecture, as shown in Figure 1 , has three layers: (i) The Grid Service Layer, (ii) The Logical Resource Layer, and (iii) The Physical Resource Layer. Each layer is associated with Control and Management Components (CMCs). The interactions among the CMCs and the functionality they provide define the architecture.
Grid Service Layer
The Grid Service Layer is concerned with deploying and provisioning transactional grid services in response to requests from grid clients or from other grid services. This layer is also concerned with managing multiple instances of a grid service in response to current or anticipated grid workload and the routing of client requests to appropriate service instances so as to meet the QoS requirements.
The grid service layer consists of an entry point to the grid and a mechanism to invoke the grid services in response to requests from grid clients. The entry point to the grid is referred to as the Gateway. Grid clients direct their requests to the Gateway, which then repackages and reroutes those requests internally to an appropriate grid service instance where the request is processed. The response is returned to the Gateway, which then routes it back to the original grid client. In addition, predictions on future arrival rates are made for each Grid service type. Based on the predicted arrivals and available Grid service capabilities, a scheduling strategy for request processing is adopted to meet the SLA requirements.
The Scheduling and Routing components in the Gateway provide three main functions: (i) Determining the types of services to deploy and the number of instances of each type to deploy at any given time, (ii) the order in which client requests are to be served and the number of requests to be served simultaneously, and (iii) routing grid client requests to service instances in a transparent manner. The Gateway may also perform a few other functions such as grid client authentication and authorization, tracking the status of client requests, and providing service orchestration, if necessary.
In Harmony, there is one logical Gateway. However, for achieving scalability, multiple physical entry points may be provided, with client traffic distributed roughly equally among these physical Gateways, transparent to clients. For the purpose of this paper, we consider the Harmony architecture that consists of one logical Gateway, which maps onto one physical Gateway.
The grid services respond to requests from grid clients or from other grid services. In case of a transactional service, interactions with one or more database services are an essential part of the service. To streamline these interactions (from development, deployment, fault tolerance, and administration point of view), a trend in enterprise computing is towards the use of standard container technologies. To conform to this trend, we use J2EE compliant grid services in the form of Web Services and industry standard containers that support Enterprise Java Beans (EJBs) and Web Services.
In our architecture, each grid service provides a web service interface, which can be described by WSDL, and is amenable to SOAP based interactions (over HTTP or JMS). Multiple web services deployed in one or more containers may combine to form a single grid service (e.g., workflow management). In addition, the same service may be deployed in more than one container and collectively these services may serve one or more grid clients. The database servers maintain consistency among related grid client requests.
Logical Resource Layer
As shown in Figure 1 Another important role of the layer is to satisfy the constraint of providing isolation between the grid computations and the local, non-grid computations taking place on the desktop. This is accomplished by virtualizing the desktop resources using hypervisor-based technology. We illustrate this in Figure 2 where a schematic of a desktop with a VM running on top of a hypervisor is shown. On each desktop, a VM complete with its own OS, is deployed using the virtualized resources of that desktop. The operating system, as seen by the end user of the desktop, is referred to as the host OS and the operating system on top of the virtualized resources, is referred to as the guest OS. The hypervisor provides the separation between the guest OS and the host OS. To the host OS, all the activities associated with the guest OS are viewed as part of a single application with a single context. On the other hand, computations inside the guest OS, which may support multi-tasking, take place as if the guest OS were running directly on top of the physical resources.
As seen in Figure 2 , in Harmony, two types of resource managers are involved: Host Agent, and Virtual Machine Manager (VMM). Together they are collectively responsible for enforcing the local policy of the desktop and to provide the resource availability estimate of the desktop. The VMM runs as a privileged service or daemon in the guest OS. It is responsible for collecting and reporting resource usage information of its VM. It also continuously collects the policy and predicted resource availability information from the Host Agent for its desktop. The collected resource availability information is reported to the Grid Resource Manager (GRM), described in Section 3.1. This information is used in predicting availability and capacity of the virtual and the physical resource at a future time interval.
VMM is also responsible for (i) instantiating the grid service Containers, (ii) deployment of specific grid services inside a specific Container, and (iii) deployment of any batch/stand-alone jobs outside the Containers. The VMM performs these actions upon receiving a request from the Gateway. It adjusts the priority levels of grid services within the Container or the VM, whenever the current priority levels are observed to be inadequate in meeting the guaranteed service level agreements. On the other hand, when the grid usage policies set by the desktop users are found to be in violation, VMM may lower the priority of the grid services or may even terminate the grid services.
Physical Resource Layer
The Physical Resource Layer consists of the resources associated with network-attached desktops and workstations. The resources of primary concern are CPU, memory, storage (temporary and permanent), and network bandwidth. Resources may join and leave this layer dynamically. Typically, the owner of a resource may dictate when the resource may participate in the grid environment. This could be done by defining a policy or by direct intervention. Collectively, the physical resource layer forms the basis for all the resources available to the grid and, ultimately, the quality of the services delivered by the Grid Node grid layer is determined by the quality of the resources available in this layer. In general, there is a many-to-one mapping between logical resources and the physical resources. This mapping may change dynamically as the resources join and leave the Physical Resource Layer.
The CMC in the Physical Layer is the Host Agent as shown Figure 2 . The Host Agent runs as a privileged service in the host OS and provides current resource usage information to the VMM. The host agent is a key component in enforcing the local policy as it monitors the resource usage by the desktop owner and the VM and ensures that the local policy is not being violated. For example, if the local policy dictates that grid computations can be active only if there is no interactive workload, then the host agent monitors the CPU and memory consumption of both the workloads. If the interactive workload starts, then host agent sends a signal to the VMM to suspend any grid computations.
The Host Agent also estimates the future resource availability of a physical resource (e.g., based on timeseries analysis of past usage patterns) and send these predictions to the VMM. Finally, it monitors the status of individual VMs, checkpoint them and restart them, if they fail and thus, ensuring the continuous availability of a virtualized resource.
Integration across the Three Layers
In the desktop-based enterprise grid considered here, the Management System has to enforce the local policies and, simultaneously has to ensure that there are adequate physical resources for the logical resources to map onto, so that grid services can be delivered with a required level of QoS to grid clients. This requires coordination among the three layers discussed above. In our architecture, as shown in Figure 1 , Grid Resource Manager (GRM) integrates the control and monitoring information flowing across the three layers.
Grid Resource Manager
GRM facilitates (i) desktop resource discovery, (ii) detection of resource availability and unavailability, (iii) detection of resource capability (e.g.., which resource is capable of deploying a certain type of grid service), and (iv) allocation of desktop resources to fulfill predicted demand. GRM keeps track of (i) current grid workload, (ii) expected grid workload in the near future, (iii) logical resources needed to meet the QoS requirements associated a given grid workload, (iv) current available physical resources and their capabilities, and (v) expected availability and capabilities of physical resources in the near future. Information related to current grid workload and the QoS requirements is obtained from the SLA Monitor & Demand Predictor component of the Gateway. Information related to current availability and capability of physical resources is obtained from individual VMMs and Host Agents. It then normalizes the raw capacity of the desktop against a standard platform. In case the desktop node is to be shared among multiple Grid services, it further reduces the available capacity in proportion to the share made available to other Grid services. This represents the maximum normalized capacity available to a particular Grid service. It uses built-in heuristics and algorithms to compute the effects of policies on the future availability and capabilities of the physical resources. This is then used in computing the predicted available capacity, at a future time, from a desktop resource for a Grid service. It also computes the uncertainty in each prediction.
Based on the expected grid workload, GRM creates a list of required grid services and computes the number of instances needed for each type of grid service. It determines the number and type of logical resources needed to run the grid services. The QoS requirements associated with grid services determine the capacities of the logical resources. Using the information on the predicted availability and capabilities of physical resources, GRM creates an approximate mapping between the logical resources and physical resources so that the requirements and capabilities match as closely as possible. Since there are several hard problems involved in this process, GRM makes use of heuristics and approximations. However, exact solutions are not useful because of the uncertainties involved in many of the predictions. Figure 1 . It also provides a mapping between logical and physical resources. GRM continuously updates these tables as new information becomes available. As grid workload changes or as the availability of physical resources changes, new instances of logical resources are created or destroyed and the underlying mappings are updated by the GRM. This information is setup in the Scheduler such that client requests are scheduled onto a particular instance of a grid service without taking into account the variability in the underlying mappings.
The Scheduler uses this information to determine the number of service instances to deploy for each Grid service for which it anticipates demand. The number of instances deployed is proportional to the allocated capacity and to the expected demand. When requests arrive, the Router routes those requests to the physical resources where the service instance is actually deployed.
The Scheduler also takes into account the uncertainty in the predicted allocations. When the uncertainty is high, it may decide to schedule a request on more than one service instance simultaneously, making sure that the service instances are mapped on-to distinct physical resources. In such cases, the Router replicates a request and multicasts it to multiple instances of the same Grid service. For a detailed discussion on the Grid Service Layer, we refer interested readers to [19] .
Since the number of resources (logical and physical) in the grid can be large, management of these resources can introduce a scalability problem. However, this can be handled by adopting a hierarchical control structure for GRM. One way to achieve this is by dividing the large pool of desktops into small pools, each pool managed by a lower-level GRM. A higher-level GRM manages a group of these intermediate-level GRMs.
Organization in Harmony
In Harmony, Host Agents monitor desktop resources provide data on past usage patterns as well as the QoS delivered. Past usage patterns can be analyzed to make predictions with certain level of confidence. Because of the collective nature of the desktop resources and with high number of participating desktops, estimates for the individual desktop resources need not be highly accurate. As long as there are sufficiently large number of desktop systems that are potential candidates for participation in the grid computations, and with sufficient variation in the usage across the available pool of desktop resources, estimates on the availability of resources can be made with high degree of confidence. However, this requires an efficient mechanism to detect physical resources that are currently available and then map logical resources onto the available physical resources, so the grid services can be delivered at the desired throughput levels.
To realize the above described goals, the Harmony management system performs the following functions: (i) using monitoring and analysis, estimate the resource availability on each desktop; (ii) map logical resources onto physical resources and schedule grid computations on the grid service nodes; (iii) monitor individual desktop resources to ensure that the scheduled grid computations do not violate the local desktop policies. To perform these functions, the Harmony management system uses a hierarchy of controls and monitoring mechanisms. The resulting layered architecture is shown in Figure 1 .
In case of transactional workload, each transaction needs to be scheduled based on the transaction requirements and service level agreements with the grid client. For example, a transaction may need to be processed within a certain amount of time after its arrival. This includes any queuing delays at the server. To handle such service guarantees, we use a service request handler that selects and routes service requests to appropriate grid nodes so that the specified QoS requirement is met with high probability.
Our Experience with Harmony 6.1 Implementation
We have deployed a prototype implementation of Harmony on desktops used by developers in our lab. Each desktop runs a VMWare Workstation instance with Linux OS as the guest OS. On each guest OS, IBM's WebSphere Application Server AEs 4.0 [5] is instantiated as a service container. On each application server, web services are deployed. The web services are described using WSDL documents and use SOAP-based interactions over HTTP.
A dedicated server is used for the instantiating the Gateway. The same server is used to run GRM. Another dedicated server is used to run IBM DB2 server (DB2 UDB Enterprise Edition). When transactions are processed in a Grid Service node, an EJB is in the service node interacts with this backend database server.
The GRM is implemented as a web service, with VMMs updating their resource information by making web service calls to the GRM. VMM is implemented as a stand-alone java program. The Gateway's service request handler is implemented by modifying the Apache SOAP RPC Router [6] . The RPC Router receives requests from clients for Grid services and routes the requests based on a routing table populated by the global GRM. The WebSphere Application servers running in VMs process the service requests and the results are returned to the Gateway. The Gateway's service request handler receives the result, repacks and sends it back to the client. As noted in Section 3, for reasons of scalability, multiple instances of service request handler can be run.
The Host Agent is implemented using C++ and monitors the processor utilization using Windows kernel APIs, such as QuerySystemInformation(). The host agent monitors the overall processor utilization and the individual processor utilization of VMWare process, thereby deducing the processor utilization of the interactive workload.
The Host Agent models the interactive workload utilization as a Markov chain with three states: Idle, Average, and Busy ( Figure 3 ). The Host Agent updates the transition probabilities among the three states by observing its interactive workload behavior. From this model, the Host Agent predicts the probability for the system to be "idle" from its current state. For example, if a user works with only bursts of busy workload and leaving the system idle rest of the time, the transition probability from idle to idle will be high. The accuracy of this simple prediction scheme increases as it learns more about the desktop user's workload pattern. To ensure maximum possible responsiveness to the interactive workload, we set the priority of VMWare process to low. Whenever a new interactive workload is instantiated, the VMWare process is swapped out.
Performance Results
To demonstrate the proof-of-concept and to understand the performance issues, we deployed a WorkOrder Management service as a representative transactional grid application. In this example, work orders can be created, updated, queried, and scheduled. These transactional services are implemented as EJBs with web service interfaces and can be deployed on any grid node with the help of the local VMM. For our experimentation we used a dedicated database server and populated the database with initial work orders.
We present performance results in terms of the throughput as seen by Grid clients. Throughput is calculated as the number of client service requests processed by the grid per unit time. We studied the performance of our grid infrastructure for two different scenarios: (i) the effect of number of grid nodes available on the throughput and (ii) the effect of varying desktop availability on the throughput.
We performed the experiments using the following systems: one dedicated IBM eServer 1Ghz running RedHat Linux 7.1 with 1GB RAM, 4 desktops with 900 Mhz Pentium III processor and 256 MB RAM running Windows XP as host OS and RedHat Linux 7.1 as its guest OS.
Effect of number of grid nodes
In this experiment, we study the effect on throughput as a function of the number of desktop nodes participating in the grid. For this experiment, we created a traffic generator that generates grid service requests, with an exponential inter-arrival time. We studied the average throughput for various arrival rates varying the number of desktop nodes. We first measured the grid throughput using a single dedicated server. We repeated the same experiments by provisioning additional grid nodes (2 and 4).
As seen from Figure 4 , the maximum throughput increases (without affecting the response time up to a certain limit on the arrival rate) as the number of grid nodes is increased, indicating that the grid system is capable of handling proportionately higher workload by adding more grid nodes. For an arrival rate of 20 requests/sec, the throughput increases from 1.1 (for a single server case) to 3.5 (with the addition of four desktop nodes). However, the throughput does not increase linearly with the increase in the number of grid nodes. We believe this is because of the differences in computational capacities of individual desktop nodes and the dedicated server. However additional experimentations are needed to confirm this hypothesis. 
Effect of variability in resource availability
The first experiment confirmed that by using idle desktop nodes we can cope with higher demands on the grid. In the second experiment, we study the effect of variability in desktop availability on the grid throughput.
To study the effects of the changes in the grid node availability, we compared the performance of a static grid node system with that of a system with transient grid nodes. For the static grid, we considered a system with 3 grid nodes that remained available for grid computations throughout the period of experimentation. For the dynamic grid, we used two nodes that were always available, but the third node was selected dynamically from a set of three desktop nodes. The 3 desktop systems in this set adjusted their availability such that on an average only one of these nodes was available to the grid at any given time. This study tests the sensitivity of GRM to the changes in resource availability. The results are given in Figure 5 .
As seen in Figure 5 , the difference in throughput of the static case and that of the dynamic case is visible only during higher arrival rates, and even for those cases, the difference in throughput is not large. This shows the effectiveness of our control architecture in masking the variability of resources.
Another important performance issue in our architecture is the overhead introduced by running computations on VMWare instead of native platform. As discussed in [7] , the overheads introduced by running computations inside VMWare are less than 10%. Our experience confirms these observations.
Conclusions
In this paper, we describe a grid architecture built using virtual machines deployed on desktop systems. The Harmony architecture takes into account the characteristics of transactional workload and provides service while dampening the effects of unpredictability associated with desktop resources.
Harmony architecture offers the following advantages: (i)Limited Intrusion: Grid computations run only on virtual machines, any malicious code/error has no effect on the host applications and OS, (ii) Policy-based resource sharing between grid and non-grid workload, (iii) Host OS independence: Desktop nodes need not run the same host OS; VMs permit the guest OS to be chosen independently of the host, (iv) Ease of developing and deploying applications: Since grid nodes are homogeneous, grid computations need not be written for multiple platforms and any grid computation can be deployed to any grid node, and (v) Recovery from failures: Grid node failure is treated as grid node unavailability and handled in a normal manner.
Finally, Harmony architecture and design overlap with many aspects of conventional grid and the Peer to Peer (P2P) Internet computing. However, restrictions on the length of the paper prevent us from discussing the related work here. We refer interested readers to an extended version of this paper [8] to find out how Harmony relates to Open Grid Services Architecture (OGSA) [1] and Globus Toolkit [9, 10] . That paper also discusses the differences between the Harmony approach and that of Condor-G [11] and some of the popular P2P style Internet computing platforms.
At present we are in the process of extending our architecture to utilize and share the backend departmental and enterprise servers, where the resource availability of the servers is governed by their local policies. We are also investigating other prediction algorithms to increase the accuracy and efficiency of the grid resource availability forecaster.
