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PARTICLE-IN-WAVELETS SCHEME FOR
THE 1D VLASOV-POISSON EQUATIONS ∗, ∗∗
Romain Nguyen van yen1, E´ric Sonnendru¨cker21, Kai Schneider3 and Marie
Farge
Abstract. A new numerical scheme called particle-in-wavelets is proposed for the Vlasov-Poisson
equations, and tested in the simplest case of one spatial dimension. The plasma distribution function
is discretized using tracer particles, and the charge distribution is reconstructed using wavelet-based
density estimation. The latter consists in projecting the Delta distributions corresponding to the parti-
cles onto a finite dimensional linear space spanned by a family of wavelets, which is chosen adaptively.
The stability and accuracy of the scheme is supported by numerical computations of Landau damp-
ing and of the two-stream instability. By direct comparison with a reference solution obtained by a
very precise semi-Lagrangian method, we show that the precision is improved roughly by a factor 3
compared to a classical PI¨C scheme, for a given number of particles.
Re´sume´. L’objectif de ce travail est de proposer un nouveau sche´ma nume´rique, appele´ particle-in-
wavelets, pour re´soudre les e´quations de Vlasov-Poisson, et de le tester dans le cas le plus simple ou` il
n’y a qu’une seule dimension d’espace. La fonction de distribution du plasma est discre´tise´e a` l’aide
d’un ensemble de particules, et la charge peut alors eˆtre reconstruite par la technique d’estimation
de la densite´e en ondelettes. Cette dernie`re consiste a` projeter la distribution de Dirac de chaque
particule sur un espace de dimension fini engendre´ par une famille d’ondelettes choisie de fac¸on adap-
tative. La stabilite´ et la pre´cision du sche´ma sont confirme´es par des calculs nume´riques portant sur
l’amortissement Landau et sur l’instabilite´ double faisceau. En comparant directement les re´sultats
avec une solution de re´fe´rence obtenue par une me´thode semi-lagrangienne tre`s pre´cise, nous mettons
en e´vidence une diminution de l’erreur d’un facteur de l’ordre de 3 par rappor a` la me´thode PIC
classique, pour un nombre de particules donne´.
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Introduction
The state of a hot plasma out of local thermodynamic equilibrium is characterized by a particle distribution
function depending on position, velocity, and time. When the effects of collisions are neglected, this distribution
satisfies the partial differential equation (PDE) known as the Vlasov equation. In the presence of simplifying
hypotheses and/or special symmetries, the complexity of the problem can be reduced to permit a resolution
of the Vlasov equation using the Eulerian PDE discretization approach which requires a mesh in position and
velocity. Recent progresses have pushed back the limit of the feasible to include for example the 5D gyrokinetic
approximation [11,15,27]. However the full equation with six variables plus time remains a major computational
challenge, which could take as much advantage of better numerical methods as of further machine development
and parallelization.
In the past, even more stringent limitations in memory size and computing power have driven physicists to
develop specific simulation methods, which approximate the plasma by a collection of macro-particles [3, 14]
and can be linked to Monte-Carlo methods [1]. Although the precision of Monte-Carlo methods is limited
by sampling error, they are known to be competitive for problems involving integrals over many dimensions.
For the specific problem of solving the Vlasov equations, it is well known that particle methods offer a more
straightforward implementation and an easier parallelization than their Eulerian counterparts. However, the
debate over the best compromise in terms of overall development and simulation cost versus precision remains
unsettled. Current outstanding applications of particle methods include magnetic confinement fusion [13, 16],
and laser-plasma acceleration [5]. But in the last decade, there has been a tendency to challenge some results
obtained using legacy particle methods on the grounds that the simulations were underresolved [20].
Plasma simulation using particles is dominated by derivatives of the particle-in-cell (PIC) method [3, 14], to
whom a vast amount of research has afforded the status of a reference. PIC schemes are obtained by convolving
the empirical density corresponding to the distribution of marker particles by a fixed kernel, also known as
charge assignment function [14]. Their numerical properties are well understood empirically and they also
benefit from an elegant physical interpretation [17]. The most widely used PIC method uses a piecewise linear
kernel. Smoother kernels have been studied in the past [22] but computational limitations have made their use
relatively rare, except for specific applications where precision and reduction of noise are of high concern.
In [21], we have studied another way of estimating the density from the particle positions, called wavelet-
based density estimation (WBDE). WBDE was first introduced in the more general context of nonparameteric
density estimation [9], as an alternative to the classical kernel density estimation (KDE) method. Instead of
being convolved with a kernel, the empirical density is projected onto a finite dimensional linear space spanned
by a family of orthogonal wavelets. The projection space is determined from the data itself, which allows for
a refined representation around sharp features, and could make the method more precise than PIC for a given
computational cost.
The aim of this paper is to present a new scheme for the 1D Vlasov-Poisson equations, that we call particle-
in-wavelets (PIW) because it relies crucially on wavelet expansions of the Dirac delta functions corresponding to
every particle. WBDE is used for the density estimation step in the PIW scheme. The information pertaining to
each particle thus gets spread to neighboring wavelets, in the same manner as it gets spread among neighboring
grid points in the PIC case. The general philosophy of this work has been to build the scheme from scratch,
taking as much advantage of wavelets as possible, so as to have a proof of principle of various properties
specific to wavelets. We are focusing mostly on understanding the precision of the scheme and the conservation
properties, as opposed to optimizing numerical efficiency.
Other methods have been proposed, and sometimes successfully implemented, to improve PIC simulations,
but they all rely on the application of a linear operator to the particle distribution function in order to reduce the
noise. Linear denoising operators are optimal when the regularity of the signal to be denoised is homogeneous
in space. However, the distribution function within collisionless plasmas is known to develop sharp features.
Therefore a nonlinear thresholding approach could be more efficient, and this work is a first step in this direction.
We first recall some background, on the Vlasov-Poisson equations in one space dimension on the one hand, and
on wavelets on the other hand. Reference semi-Lagrangian Eulerian and PIC schemes are also described. After
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that we proceed to define the various steps of the PIW (particle-in-wavelets) wavelet-based scheme. Finally,
numerical results from the three schemes are presented and the properties of the new PIW scheme are assessed
in detail.
1. Background
1.1. Vlasov-Poisson equations
The Vlasov equation governs the evolution of the particle distribution function f(x, v, t) of a given species in
a collisionless plasma. In the 1D case which we focus on, v varies in R, and for simplicity, we assume periodicity
in the x direction, i.e. x ∈ T := RlZ , where l is the period. Γ = T × R is the phase space for one particle in
the plasma. We restrict ourselves to the case where the ion density is assumed to remain constant, and the
magnetic field is neglected. The system is then fully described by the Vlasov-Poisson equations, which can be
written in non-dimensional form as follows:
∂tf + v∂xf + ∂xφ∂vf = 0 (1)
∂xxφ+ 1− l
∫
R
f(x, v, t)dv = 0 (2)
where φ(x, t) is the electric potential. In the following, we denote by E(x, t) = −∂xφ(x, t) the electric field, and
by ρ(x, t) =
∫
R
f(x, v, t)dv the charge density. Note that we have adopted here the following slightly uncommon
normalizations for ρ and f : ∫
Γ
f(x, v, t)dxdv = 1, (3)∫
T
ρ(x, t)dx = 1. (4)
We shall also need the definitions of two physical quantities associated to the Vlasov-Poisson problem, namely
the electrostatic energy
V(t) = 1
2
∫
T
|E(x, t)|2 (5)
and the total energy
E(t) = 1
2
∫
Γ
v2f(x, v, t)dxdv + V(t), (6)
the latter being constant for solutions of the Vlasov-Poisson equations.
The goal of this paper is to describe a new numerical scheme for solving (1-2) together with an initial condition
for f . We will use the fact that any solution of (1) is constant along the characteristic trajectories defined by:{
x′(t) = v(t)
v′(t) = −E (x(t), v(t), t) (7)
Existing approaches to the same problem are divided into two main categories, that were already mentionned
in the introduction:
• particle solvers, which integrate the characteristic equations (7) and discretize the potential on a grid
in the x variable,
• Eulerian solvers where the full distribution function f is discretized on a phase space mesh or grid.
The first category is especially appealing when the phase space has dimension 4 or more, since it is then very
costly to use an Eulerian approach. However, the discretization of f using particles is subject to statistical
sampling noise which normally makes it of rather low precision [20]. In particular, for the 1D problem that
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we are considering here, we expect Eulerian solvers to be much more precise for a given computational cost.
This allows us to take the solution obtained with a high precision Eulerian solver as a reference for measuring
the convergence of particle methods. We have chosen a well validated semi-Lagrangian (SL) solver using cubic
spline interpolation [25].
It is a reasonable requirement that any new particle method should offer some improvement over the legacy
PIC approach. As a contestant to compare with our newly proposed PIW method, we therefore take a PIC
solver, which uses a triangular, piece-wise linear charge assignment function to estimate the charge density, and
Fourier transforms to solve the Poisson equation.
When assessing the convergence of particle solvers, the loading scheme is especially important since it controls
the initial amplitude of the noise. Provided that the initial data f0 is factorized
f0(x, v) = f0,x(x)f0,v(v)
we ensure that the initial noise is small using the following classical approach. First, compute a 2D Hammersley
sequence [12], (ai, bi)i∈N, Then set as initial particle positions
xi(0) = F
−1
0,x (ai)
vi(0) = F
−1
0,v (bi)
where F−10,x and F
−1
0,v are the inverse mappings corresponding to the cumulative distribution functions F0,x and
F0,v associated respectively to f0,x and f0,v, and are in practice approximated using a pre-generated lookup
table and polynomial interpolation. With this initialization scheme, called “quiet start”, the initial error on the
particle distribution function is expected to scale like N−1p , as opposed to N
−1/2
p for a random start.
1.2. Wavelets
In this section we recall some notions on wavelets. We keep the same notations as in [21]. More background
may be found in the literature (see e.g. [18]). The construction is done in R/lZ with l = 1, and the adjustements
for l 6= 1 will be made further down the moment they are required. Let ψ be a 1-periodic wavelet generating
an orthogonal basis of L2 (R/Z), and ϕ be the associated scaling function.
The dilated and translated scaling functions and wavelets are denoted
ϕλ(x) = 2
jλ
2 ϕ(2jλx− iλ) (8)
ψλ(x) = 2
jλ
2 ψ(2jλx− iλ) (9)
where λ = (jλ, iλ) is a multi-index characterizing the scale jλ and position iλ of a wavelet. We denote by VJ
the 2J -dimensional linear space spanned by
(
ϕ(J,i)
)
0≤i≤2J−1
. An important property of the function ϕ is that
it satisfies the two-scale recurrence equation [18]:
ϕ(t) =
√
2
S−1∑
i=0
hiϕ(2t− i) (10)
where (hi)0≤i≤S−1 is called the scaling function filter.
The scaling function and wavelet coefficients of a function u ∈ L2(T) are defined by
uλ = 〈u | ϕλ〉 (11)
u˜λ = 〈u | ψλ〉 (12)
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h0 = 0.03858077774789 h2 = -0.07716155549577 h4 = 0.74568755893443
h1 = -0.12696912539621 h3 = 0.60749164138568 h5 = 0.22658426519707
Table 1. Scaling function filter coefficients for the C1 Coiflet family with 2 vanishing moments
introduced in [6] and used throughout this paper.
i 0 1 2 3 4
r
(1)
i
0 -0.619368727403235 -1.403784906417689 2.427684222146337 -0.839028531550099
r
(2)
i
0.622642595976898 -0.389477243531951 0.179082676222473 -0.326853461357942 0.225926730678971
Table 2. Stencils for first and second derivative operators in the R-Coiflet 6 scaling functions
basis. Only the values for positive k are given. The values for negative k are obtained from the
conditions that r(1) is odd and r(2) is even.
where 〈· | ·〉 denotes the usual scalar product in L2(T). For any positive integer L, u can be decomposed as
follows:
u =
2L−1∑
i=0
u(L,i)ϕ(L,i) +
∞∑
j=L
2j−1∑
i=0
u˜(J,i)ψ(J,i) (13)
where the first sum is the projection of u on VL, and the second sum contains all the additional details needed
for the full reconstruction of u.
In the following we shall also need to represent first and second order differential operators in the space VJ .
The results necessary to do so were derived in [2], and we summarize them here for completeness. For any
u ∈ VJ we have, using (13):
u′ =
2J−1∑
i=0
u(J,i)ϕ
′
(J,i)
The Galerkin representation of the first order derivation operator in VJ is thus defined by the matrix G such
that:
Gi1,i2 =
〈
ϕ(J,i1) | ϕ′(J,i2)
〉
= 2J
∫
T
dxϕ
(
2Jx− i1
)
ϕ′
(
2Jx− i2
)
=
∫
T
dyϕ (y + i2 − i1)ϕ′(y) := r(1)i2−i1
In [2], it is shown that the matrix elements r
(1)
i2−i1
can be determined by solving a linear system with coefficients
depending only on the hi, and that they satisfy the antisymmetry relation r
(1)
−i = −r(1)i , so that applying the
matrix G is numerically equivalent to applying a centered finite difference operator. G is thus an antisymmetric
matrix. The same procedure can be followed to obtain the Galerkin representation of the second derivative in
VJ , defined by the matrix L such that:
Li1,i2 =
〈
ϕ(J,i1) | ϕ′′(J,i2)
〉
and which corresponds to a symmetric filter r
(2)
i .
In the following we make use of only one orthogonal wavelet basis, namely the C1 Coiflets with S = 6
introduced at the end of [6], which we dub ”R-Coiflet 6”. This wavelet is more regular than the normal Coiflet
6 wavelet, hence the R which stands for “regular”. The scaling function filter coefficients (hi) are recalled in
Table 1. Except otherwised noticed, the results presented below also hold for any other orthogonal wavelet basis.
The filters r(1) and r(2) corresponding to the R-Coiflet 6 wavelet basis are provided in Table 2 for completeness.
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Note that 6 is the minimal filter length for which both r(1) and r(2) are well defined, which is why we have
chosen this wavelet family. Another candidate having the same filter length was the Daubechies minimal phase
family, but we have discarded it because of its lack of symmetry.
2. Description of the PIW scheme
2.1. Wavelet-based density estimation
Let us briefly recall the wavelet-base density estimation (WBDE) algorithm for estimating the charge density
from the position of a finite number Np of particles. A more detailed account, illustrated by several applications,
may be found in [21]. WBDE, first introduced in [9] belongs to the class of density estimators constructed from
orthogonal projections [24]. Its main originality is that the members of the orthogonal family on which the
density is projected are chosen in an adaptive manner, depending on the observed particle positions.
In this work, we have focused on the Vlasov-Poisson problem, for which only the spatial distribution of
particles matters when estimating the electric field, while the velocity distribution is irrelevant. Therefore,
we apply the WBDE algorithm to the spatial distribution only, which is one dimensional. In the units we
are working with, this spatial distribution is identical to the charge density ρ. Defining the empirical density
associated to the particle positions (xn)1≤n≤Np by
ρδ(x) =
1
Np
Np∑
n=1
δ(x− xn) (14)
where δ is the Dirac measure, the idea of the WBDE algorithm is to project f δ on the finite dimensional
subspace spanned by all the wavelets at scales coarser than L and part of the wavelets at scales j such that
L ≤ j ≤ J , where the scales L and J are defined as follows:
L =
⌊
log2N
1
1+2r0
p
⌋
(15)
J =
⌈
log2
Np
log2Np
⌉
(16)
In these formulas, ⌈·⌉ and ⌊·⌋ denote respectively the lower and upper integer parts, and r0 is the order of
regularity of the wavelet, which is 1 in our case. The wavelets that are kept for L ≤ j ≤ J are determined
according to the amplitude of the corresponding coefficients in ρδ, in the spirit of the classical wavelet denoising
algorithms, see [8, 9, 18]. The threshold at scale j is defined by:
Θj = K
√
j
Np
where K is a constant which in principle depends on the regularity of the solution. In the following, we have
fixed K = 1. The threshold was derived rigorously in [9], and as detailed in [21], the N
− 12
p dependence can be
justified heuristically from the asymptotic distribution of the wavelet coefficients when estimating a probability
density from Np independent realizations.
To treat the case l 6= 1, we can rescale ρδ to obtain a normalized distribution on R
Z
:
x → l−1x (17)
ρδ → lρδ (18)
and notice that this change of variables leaves the scaling function and wavelet coefficients (11-12) unchanged.
Therefore at this stage the algorithm can be applied harmlessly as if l = 1.
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In summary, the following steps are required to actually implement the estimation:
(1) compute some approximation ρS(J,i) of the scaling function coefficients of ρ
δ at scale J , by which the
projection of ρδ on the space VJ can be expressed:
ρS =
2J−1∑
i=0
ρS(J,i)ϕ(J,i) (19)
(2) apply the fast wavelet transform algorithm to compute the wavelet coefficients of ρS at scales j such
that L ≤ j ≤ J :
ρS =
2L−1∑
i=0
ρS(L,i)ϕ(L,i) +
J−1∑
j=L
2j−1∑
i=0
ρ˜S(j,i)ψ(j,i) (20)
(3) apply the nonlinear threshold operator :
ρW =
2L−1∑
i=0
ρS(L,i)ϕ(L,i) +
J−1∑
j=L
2j−1∑
i=0
1[0,+∞[
(
|ρ˜S(j,i)| −Θj
)
ρ˜S(j,i)ψ(j,i) (21)
where 1[0,+∞[ is the characteristic function of the interval [0,+∞[.
The remaining difficulty in the above procedure is its first step, to which we dedicate the next section entirely.
If steps (2-3) are omited, we obtain a scheme which we call Linear PIW (L-PIW), and that we will use below
for comparison purposes. In that case, the value of L has no influence, and we allow J to be chosen as a free
parameter.
2.2. Approximation of empirical scaling function coefficients
To perform step (1) of the above WBDE algorithm, some approximate values ρSλ of the coefficients ρ
δ
λ must
be defined. According to (11) and (14), their exact values are:
ρδλ =
1
Np
Np∑
n=1
ϕλ(xn), (22)
which is difficult to compute because there is no analytical expression available for ϕλ. In [21] we proposed to
use the approximation
ρS(J,i) = 2
− J2 ρH
(
2−J i
)
,
where ρH is a histogram constructed over a grid of size 2
J in each direction. To increase the accuracy in the
computation, we adopt here the following alternative. We known that the scaling function ϕ is supported on
the interval [0, S − 1], which can be discretized using 2JLT regularly spaced points
sk = 2
−JLT (S − 1)k,
at which we can compute approximations of the values of ϕ
ϕˇk ≃ ϕ(sk)
using for example the iterative algorithm described in [7]. The ϕˇk consitute a look-up table of approximations
to the ϕ(sk), which needs to be computed only once for any chosen wavelet basis. Now assume that a particle
is located at position x and that we want to approximate
ϕ(J,i)(x) = 2
j
2ϕ(2jx− i).
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This can be nonzero only if 0 ≤ 2jx− i ≤ S − 1, that is, for S values of i. For each of these values of i we find
the unique integer k such that
sk ≤ 2jx− i < sk+1,
we let
α =
2jx− i− xk
xk+1 − xk
and we compute a linear interpolation from the values stored in the lookup table,
ϕˇλ(x) = (1 − α)ϕˇk + αϕˇk+1.
There remains to sum over all the particles to compute the scaling function coefficient of the charge density
which we use in the following:
ρSλ =
1
N
Np∑
n=1
ϕˇλ(xn) (23)
For each particle, we need to make S lookup operations in the table, so that the overall cost is proportional
to SNp. For the size of the table, we have used JLT = 18. Note that when generalizing this algorithm to d
dimensions, the required lookup table will remain one dimensional because the d-dimensional scaling functions
are factorized into products of 1D scaling functions. Therefore there will be no increase in memory requirements
for this stage of the algorithm.
2.3. Wavelet-Galerkin Poisson solver
Once the wavelet coefficients of the electron charge density ρ have been obtained by WBDE, the electric
potential needs to be computed by solving the Poisson equation (2). A wavelet preconditioning technique has
been previously developed to solve (2) in 3D using finite differences in the context of a PIC code [26]. Here, we
prefer to use a full Galerkin discretization of (2) in the wavelet basis, as introduced in Section 1.2:
l−2Lφ
S
= 1− ρW (24)
where φ
S
and ρW stand respectively for the column vectors (φ
S
λ) and (ρ
W
µ ), φ
S stands for the unknown electric
potential, and the l−2 prefactor comes from the rescaling of the domain (Eq. 17).
In order to better exhibit the properties of the scheme as it is likely to be implemented in the future for two
or three spatial dimensions, or in the case of adaptive grids, we have decided to use an iterative method to solve
(24), even though a direct method would be faster in the present one-dimensional case. As such, this system is
ill-conditionned and solving it directly using an iterative method would be inefficient. Fortunately, there is a
well known technique to improve the condition number. The main idea is to solve for the wavelet coefficients
instead of the scaling function coefficients, and to use a diagonal preconditioner in wavelet space. First (24) is
rewritten
l−2FLF†φ˜S = F(1− ρW ) (25)
where F is the matrix form of the wavelet transform operation, and ·† stands for transposition. Now (25) can
be efficiently solved using the conjugate gradient method with the diagonal preconditioner defined by:
Dλ,µ = δλµ2
jλ
The wavelet coefficients of the potential at the previous time step are used as initial guess to speed-up the
convergence. Once φ˜S has been obtained, an inverse wavelet transform is applied to yield φ
S
.
Note that an alternative and non equivalent approach would be to write down a Galerkin discretization of
(2) in the basis made of the wavelets whose coefficients are non-zero in the expansion (21) for ρW . We would
thus obtain an approximation φW to the potential which has the same support in wavelet space, allowing for
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an adaptive strategy. In the present approach, φS has a priori a full support in wavelet space. As we will see
below, this has an important consequence on the self-force.
2.4. Interpolation and particle push
Like in the standard PIC method, it is essential that the interpolation method be compatible with the charge
assignment scheme in order to avoid self-forces [3]. The scaling function coefficients of the electric field can be
obtained by Galerkin projection of the gradient operator in the scaling function basis (see Sec. 1.2):
E
S
λ =
(
ϕλ, ϕ
′
µ
)
φ
S
µ = lGφ
S
A natural first attempt is to directly interpolate ES at the particle positions to obtain the forces exerted on the
particles. For this purpose we could use the approximation:
ES(x) =
∑
λ∈Λ
E
S
λ ϕˇλ(x) (26)
but as we now show this does not guarantee the vanishing of self-forces. Indeed, let us assume for the rest of
this section that there is a single particle located at position x. From (23), we see that, prior to the nonlinear
thresholding step, the approximation by the scheme of the charge density is simply given by ρSλ = ϕˇλ(x). Hence
using the matrix notations defined above we have
ES(x) = lρS†Gφ
S
= l−1ρS†GL−1ρW . (27)
Now since G and L are both circulating matrices, they commute, and using the fact that G is antisymmetric
and L is symmetric, we obtain that GL−1 is also antisymmetric. If we would replace ρW by ρS above, we
would immediately get that ES(x) = 0, but in general ρW 6= ρS because of the nonlinear thresholding step.
Fortunately a simple remedy exists to enforce the vanishing of self-forces in all cases. Denote byM the matrix of
the linear operator defined diagonally in wavelet space by the mask corresponding to the thresholding operation.
By definition we have that
ρW =MρS
so that (27) is equivalent to
ES(x) = l−1ρS†GL−1MρS
which leads us to define a new candidate for the electric field reconstruction:
E
W
= lMGφ
S
(28)
that is, EW is obtained from ES by discarding the same wavelet coefficients that were discarded when going
from ρS to ρW . The self-force corresponding to EW is obtained as before:
EW (x) = l−1ρS†MGL−1MρS
but now, using the fact that M is symmetric and GL−1 is antisymmetric, we obtain as desired
EW (x) = 0.
Once we know how to interpolate the electric field at the particle positions, the advancement in time of (7)
is done using a classical Verlet integrator.
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Figure 1. Comparison of PIW, PIC and reference solvers for the Landau damping test case.
Left: electrostatic energy as a function of time. Right: kinetic energy as a function of time.
3. Numerical results
3.1. Landau damping
To begin with we consider a Landau damping test case, for which the initial condition is given by
f0(x, v) = l
−1 (1 + ε cos(kx))
1√
2pi
e−
v2
2 ,
where k = 0.5, l = 4pi, ε = 10−3. The small value of ε implies that the evolution is dominated by the linear
transport effect. The reference solution used for comparison was obtained with the SL solver, using 4097 grid
points in the x and v directions. The timestep was δt = 0.025 for the reference solution, and δt = 0.05 for the
others.
The time evolution of the electrostatic energy V(t) is shown in Fig. 1 (left). Thanks to the high order
interpolation properties of the wavelets, the PIW solution matches the decay of the electrostatic energy better
than the PIC one. The time evolution of total energy E(t) for the PIW and reference scheme is shown in Fig. 1
(right). Note that the kinetic energy appearing in E(t) is approximated by a discrete sum over the particles.
Variations remain small for the two schemes, and are especially low for the PIW scheme with 219 particles.
This classical test case serves to validate the PIW method, but since the solution remains very smooth it is
not very well suited to provide more insight into the effect of nonlinear thresholding. We therefore move to the
more challenging two-stream instability.
3.2. Two-streams instability
The initial condition for this test case is
f0(x, v) = l
−1 (1 + ε cos(kx))
1√
2pi
(
e−
(v−v0)
2
2 + e−
(v+v0)
2
2
)
,
where k = 0.2, l = 10pi, ε = 10−2, and v0 = 2.4. The reference distribution function is shown at t = 10 and
t = 30 in Fig. 2. It was obtained using the SL solver with 4097 grid points in the x and v directions. The
timestep was δt = 0.0125 for the reference solution, and δt = 0.05 for the others.
For this test case the electrostatic energy (Fig. 3, left) first oscillates for a few periods, roughly up to t = 10,
and then undergoes an exponential growth which leads to a strongly nonlinear behavior. The PIC and PIW
schemes with 219 particles allow for a good approximation of the electrostatic energy up to t = 30.
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Figure 2. Two streams in stability test case. Particle distribution function obtained using
the reference solver at t = 10 (left) and t = 30 (right).
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Figure 3. Comparison of PIW, PIC and reference solvers for the two-stream in stability test
case. Left: electrostatic energy as a function of time (Eq. 5). Right: total energy as a function
of time (Eq. 6).
To assess the quality of the approximations of the electric field in the PIC and PIW schemes, we focus on
the relative L2 error:
δE(t) =
‖E(x, t)− Eref (x, t)‖
‖Eref (x, t)‖ ,
where Eref (x, t) is the electric field computed using the reference SL solver. To allow for the computation
of δE(t), E(x, t) is interpolated on the grid corresponding to Eref (x, t). In the PIW case, E(x, t) is first
reconstructed on a grid from its scaling function coefficients using the methods presented in [10].
δE(t) is shown in Fig. 4 (left) at t = 30, as a function of the number of particles. For all considered methods,
the scaling lies between N−1p and N
− 12
p . PIW offers an improvement of roughly a factor 3 over PIC, over a wide
range of particle numbers. Linear PIW with J = 7 is a good candidate but starts to saturate for Np = 2
19,
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Figure 4. Two streams instability test case. L2 error on the electric field at t = 30, as a
function of number of particles (left) and computing time (right).
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Figure 5. Two streams in stability test case. Error on the electric field as a function of space
at t = 30.
probably because the spatial discretization error is reached. In contrast, nonlinear PIW remains uniformly
better for any number of particles, thanks to its adaptive properties. In the right panel of Fig. 4, δE(t) is
plotted versus the total CPU time (in seconds) needed for the integration of the equations on the time interval
[0, 30]. The same computer was used in all cases, but the comparison between the absolute values of the CPU
time should be made with caution since the languages that were used are different (Fortran for the PIC code,
and C++ for the PIW code). Anyway, an interesting observation which can be made is that the decrease of the
error with computing time for the PIW code is uniformly N−1p over the whole range of considered parameters.
For the PIC and L-PIW methods, in contrast, a saturation is observed when the number of particles is too low
for a given spatial resolution.
To get a feeling of how the error we make on the electric field, we plot it as a function of x for t = 30 (Fig. 5).
It seems that the error can be qualitatively decomposed into the following three components:
(1) a large scale component, which is probably due to a phase shift between the PIW and reference solutions,
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(2) localized peaks, where some sharp features in the electric field are not properly resolved,
(3) noise spread out over the whole domain.
Our goals with nonlinear thresholding was to preserve the sharp features that develop due to nonlinear interac-
tions.
4. Discussion
The PIW approach was proposed as an alternative to PIC for plasma simulation using particles, and suc-
cessfully implemented to solve the simple one dimensional Vlasov-Poisson toy model. The main conceptual
difference between PIC and PIW is that the empirical distribution of particles is convolved with a kernel for the
former, whereas it is projected onto a finite dimensional linear space for the latter. Thanks to the use of wavelets
to generate the projection space, the denoising step which can be included in PIW and which we have studied
is genuinely different from those that are developed for PIC schemes. Indeed, the wavelet representation can
adapt locally to the regularity of the density, whereas linear approaches such as Krook operators [19], Fourier
filtering [16] or coarse graining [4], cannot.
The adaptive denoising strategy is especially useful when the density develops sharp features, which is known
to occur generically as soon as nonlinear effects become important. To better understand this effect, we have
compared a linear Landau damping test case, where the density remains homogeneously smooth, to a two stream
instability test case. We have shown that for the first, PIW behaves as a higher order PIC approach, offering
a constant improvement in terms of L2 error, but no improvement in rate of convergence. In contrast, for the
second test case, fine resolution was required to resolve sharp features developing in the electric field.as a result
of nonlinear effects. The PIW scheme is able to automatically increase the resolution locally when the number
of particles is sufficient to guarantee that the estimation of the density will not get corrupted by noise. This
adaptivity guarantees that the error decays like the inverse square root of computing time over a wide range
of particle numbers. The topic of discretization error control using wavelets has been studied elsewhere, see
e.g. [23] for a review in the context of computational fluid dynamics.
For the simple 1D case considered here, the improvement observed was roughly a factor 3 of precision. The
increase in computational cost of the PIW scheme with respect to the PIC scheme is proportional to the length
of the wavelet filter, which we have fixed to 6 in this study. Extending the full PIW scheme to more realistic
2D or 3D geometries is a much more ambitious challenge. A first undertaking, complementary to the present
study, could be to interface wavelet denoising using WBDE in an existing production code in order to further
support the possible benefits of the approach.
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