Karp and Miller's computation graphs have been widely studied because they are a useful abstraction of multiprocessor computation. A system has the determinacy property if whenever the same set of input streams are entered into the system the resultant output is the same set of output streams. Karp and Miller showed computation graphs have this property; Woo, Smith, and Agrawala showed that data flow schema also have the property of determinacy. We define a more general model than either of the forgoing, called a multiple component system model (MCSM). We prove that MCSMs have the determinacy property. We then define deadlocking and prove some additional properties of deadlocking MCSMs.
INTRODUCTION
Karp and Miller's computation graphs [1] have been widely studied because they are a useful abstraction of multiprocessor computation. An important property of computation graphs is determinacy. Roughly speaking a system has this property if whenever the same set of input streams are entered into the system there results the same consequent set of output streams; thus for a system with determinacy, the input streams determine the output streams. Karp and Miller [1] showed computation graphs have this property; Woo, Smith, and Agrawala [2] show that another abstraction of multiprocessor computation called data flow schema also have the property of determinacy.
In this paper we define a more general model then either of the forgoing, called a multiple component system model (MCSM) . We state two properties which hold for computation graphs and data flow schema, assume them as axioms, and use them to prove determinacy. We then examine how these properties constrain the way such a system can deadlock.
Section 2 defines the MCSM as a set of states and and a set of functions, which we call actions. Each state corresponds to the contents of the all the arcs in a data flow schema at a point in time, and each action corresponds to an actor. Section 3 states two axioms, which we call Persistence and Commutativity, and proves a theorem that computation graphs and data flow schema meet the conditions of an MCSM satisfying these axioms. Section 4 states and proves the Theorem of Determinacy for MCSMs. Two examples are given which show that the two axioms are independent and that both axioms must be used to prove determinacy. Section 5 defines equivalence classes of states, called stream classes, and proves a theorem about finite subsets of a stream class. Section 6 defines deadlocking and proves two theorems. Section 7 concludes the paper with a brief remark about future work investigating the asymptotic behavior of MCSMs which do not deadlock. We will use the usual definition of the composition of two functions:
MULTIPLE COMPONENT SYSTEM MODEL
Given functions f and g, the composition of f and g is
We will write f°g as fg whenever we can do so without confusion. We assume no relation between domain(f) and range(g).
From our definition it follows that domain
Note that range(g) ∩ domain(f) may be empty, in which case fg = ∅. Let 1 S denote the identity function on S; i.e., In Definition 1 above we referred to the functions in A as actions. We will call the functions in ex(A) extended actions.
We observe the following:
(1)
A ⊆ ex(A) .
∀ e ∈ ex(A) [ either e = 1 S or e = a n a 1 for some n ≥ 1, where a i ∈ A; i = 1, ... , n ].
Let e ∈ ex(A). If e ≠ 1 S and s ∈ domain(e), then e = a n a 1 , and e(s) is the result of executing a 1 on s, a 2 on a 1 (s), , a n on a n-1 a 1 (s).
By definition we say that an empty composition is equal to 1 S . If e = 1 S , then e = a n a 1 for n = 0.
Observation (4) above thus becomes (4') ∀ e ∈ ex(A) [ e = a n a 1 for some n ≥ 0 where a i ∈ A; i = 1, ... , n ].
AXIOMS OF PERSISTENCE AND COMMUTATIVITY
We set forth the following axioms:
Axiom 1 says that if distinct actions a and b can both act on a state s, then action b can act on the resultant of action a on state s, a(s).
Axiom 2 says that if the two extended actions ab and ba can act on a state s then they will yield the same resulting state.
These axioms are similar to properties of parallel program schema that are defined by Karp and Miller [3] .
Notice that the Axiom of Persistence asserts that s ∈ domain(ba). By symmetry it follows that s ∈ domain(ab). Thus Persistence is equivalent to
and so to This verifies the Axiom of Commutativity and completes the proof of the theorem.
Note that every computation graph, as defined by Karp and Miller [1] , is a data flow schema, where the arcs and actors of the data flow schema correspond respectively to the queues and nodes of the computation graph. Hence every computation graph is an MCSM satisfying Persistence and Commutativity.
DETERMINACY
THEOREM 1 (Determinacy): Let e ∈ ex(A) and write e = a n a 1 for some n ≥ 0.
Let i be a permutation on {1, ... , n}, and write f = a in a i1 . Suppose that
This theorem asserts that given a state and a set of actions that can be executed in perhaps several different orders, the resulting state is independent of the order in which the actions are executed. It generalizes the results of [2] . An extension of the Axiom of Commutativity, our theorem does not follow from that axiom alone, as the following example shows: EXAMPLE 1: Let s, t, and u be states and a, b, and c actions as follows:
Commutativity is vacuously satisfied. On the other hand Persistence is not satisfied, because
. Let e = acb and f = bca . Then s ∈ domain(e) ∩ domain(f) and e(s) = u while f(s) = t .
To prove Theorem 1, we appeal to the following lemma.
LEMMA 1: Let e ∈ ex(A) and b ∈ A. Write e = a n a 1 for some n ≥ 0 , and suppose that
(be) and eb(s) = be(s).
This lemma is used in most of the proofs that follow. It has two conclusions which are respective extensions of the Axioms of Persistence and Commutativity. One might therefore guess that the first conclusion can be proved using only Persistence. The following example demonstrates that this is false.
EXAMPLE 2: Let there be states s, t, u, v, w and actions a, b, and c defined by
Persistence holds while Commutativity does not, because ab(s) = w and ba(s) = u. We note
PROOF of LEMMA 1: The proof is by induction on n. If n = 0, then e = 1 S , and we are done. Thus suppose that n ≥ 1. Write f = a n-1 a 1 . By the induction hypothesis,
(fb) and fb(s) = bf(s). Let t = f(s).
Clearly t ∈ domain(b), and because e(s) = a n f(s) = a n (t), it follows that t ∈ domain(a n ). Thus by Persistence we have t ∈ domain(a n b) ∩ domain(ba n ), and by Commutativity we have a n b(t) = ba n (t). Now a n b(t) = a n bf(s) = a n fb(s) = eb(s), implying that s ∈ domain(eb). Moreover ba n (t) = ba n f(s) = be(s), implying that s ∈ domain(be). We conclude the proof by observing that eb(s) = a n b(t) = ba n (t) = be(s).
PROOF of THEOREM 1: By induction on n. If n = 0, then e = f = 1 S , and there is nothing to prove. Thus suppose that n ≥ 1 and let k be the smallest positive integer such that a i k = a 1 .
Write g = a i n ... a i k+1 and h = a i k-1 ... a i 1 . Then f = ga i k h, and a i k ≠ a i j for all j = 1, 2, ... , k-1. Clearly s ∈ domain(h) ∩ domain(a 1 ), and so if t = a 1 (s), then by
Noting that the actions a i n , ... ,a i k+ 1 , a i k-1 , ... ,a i 1 are the same as those of a n , ,a 2 with the indices permuted, we infer by induction that gh(t) = a n a 2 (t). Thus f(s) = gh(t) = a n a 2 (t) = a n a 1 (s) = e(s), completing the proof.
STREAM CLASSES
DEFINITION 4: Let s and t be two states. If there exists e ∈ ex(A) such that t = e(s), then we say that t is downstream from s and that s is upstream from t. If there exists a ∈ A such that t = a(s), then we will say that t is immediately downstream from s and that s is immediately upstream from t. We say that s is stream related to t if there exists a finite set of states s 0 , , s n ; n ≥ 0, s For the proof we use the following lemma. PROOF: By definition we have t = b(s) and u = e(s) for some b ∈ A and e ∈ ex(A). Then e = a n a 1 where n ≥ 0. We consider two cases: (i) b = a i for some i = 1, ... , n, and
(ii) b ≠ a i for all i = 1, ... , n.
In case (i), assume that i is the smallest such positive integer. Write f = a n a i+1 and
, and by Lemma 1,
Thus u is itself the desired downstream state.
In case (ii) we observe by Lemma 1 that s ∈ domain(be) ∩ domain(eb) and that In other words, if an extended action e exists which transforms a given state s to a deadlocked state u, then by starting at state s and executing actions wherever possible, eventual deadlocking at the state u is inevitable. Not only that, but all of the same actions are executed in some order.
PROOF:
We proceed by induction on n. If n = 0, then e = 1 S , implying that s is deadlocked. Thus f = 1 S , and u = e(s) = s = f(s). Now suppose that n ≥ 1. We must have b 1 = a k for some k = 1, ... , n; otherwise s ∈ domain(e) ∩ domain(b 1 ), implying by Lemma 1 that u = e(s) ∈ domain(b 1 ), which is contrary to our assumption that e(s) is deadlocked. Assume that k is the least such integer and write e = ga k h where g = a n a i+1 and h = a i-1 a 1 .
Apply Lemma 1 and put t = b 1 (s) to obtain u = e(s) = ga k h(s) = gha k (s) = ghb 1 (s) = gh(t). We now put k 1 = k and argue by induction on the state t and the functions gh = a n a i+1 a i-1 a 1 and b m b 2 to construct k 2 ,
... , k n , thereby completing the proof.
DEFINITION 6: A state s eventually deadlocks at the state t if there is an extended action e such that e(s) = t is deadlocked.
Our next theorem shows that the property of eventual deadlocking propagates to all states in the same stream class.
THEOREM 4: Let S be a stream class with deadlocked state t ∈ S. Then every state s ∈ S eventually deadlocks at t. Moreover t is unique in S.
PROOF: By Theorem 2, s and t have a common downstream state u. Because u is downstream from t and t is deadlocked, we must have u = t. It follows that s eventually deadlocks at t. Now if s ∈ S is also deadlocked, then by symmetry s = u = t, implying t is unique, and the proof is complete.
CONCLUDING REMARK
The next topic which will be examined in a continuation paper is an analysis of the structure of MCSMs which do not deadlock and what is the asymptotic behavior of the states of such MCSMs.
