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A LIMIT SHAPE THEOREM FOR PERIODIC
STOCHASTIC DISPERSION.
D. DOLGOPYAT, V. KALOSHIN AND L. KORALOV
Abstract. We consider the evolution of a connected set on the
plane carried by a periodic incompressible stochastic flow. While
for almost every realization of the random flow at time t most of
the particles are at a distance of order
√
t away from the origin,
there is a measure zero set of points, which escape to infinity at
the linear rate. We study the set of points visited by the original
set by time t, and show that such a set, when scaled down by the
factor of t, has a limiting non random shape.
1. introduction.
This paper deals with the long time behavior of a passive scalar
carried by an incompressible random flow. As has been demonstrated
for a large class of stochastic flows with zero mean, under some mixing
conditions on the flow, the displacement of a single particle is typically
of order
√
t for large t. In [6] the authors show that for almost every
realization of the random flow, if one considers the image of an open set
under the action of the flow, then its spatial distribution, scaled by the
square root of time, converges weakly to a Gaussian distribution. On
the other hand, it has been shown in the work of Cranston, Scheutzow,
Steinsaltz, and Lisei ( [4], [5], [8], [10]) that in any open set there are
points which escape to infinity at the linear rate. Denote the original
set by Ω. One can think of Ω as of an oil spill or of a pollutant, say on
the surface of the ocean. The evolution of the set under the action of
the flow will be denoted by Ωt.
We shall study the set of ”poisoned” points, that is those visited by
the image of Ω before time t
Wt(Ω) =
⋃
s≤t
Ωs .
As shown in [4] and [5] the diameter of this set grows linearly in time
almost surely. We shall be interested in its limit shape.
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Consider a stochastic flow of diffeomorphisms on R2 generated by a
finite-dimensional Brownian motion
dxt =
d∑
k=1
Xk(xt) ◦ dθk(t) +X0(xt)dt(1)
where X0, X1, . . . , Xd are C
∞ divergence free periodic vector fields and
~θ(t) = (θ1(t), . . . , θd(t)) is a standard R
d-valued Brownian motion.
We impose several assumptions on the vector fields X0, X1, . . . , Xd,
which are stated in the next section (cf [6]). All those, except the as-
sumption of zero drift, are nondegeneracy assumptions and are satisfied
for a generic set of vector fields X0, X1, . . . , Xd.
The main result of this paper is the following:
Theorem 1. (The Shape Theorem) Let the original set Ω be bounded
and contain a continuous curve. Under Assumptions (A)-(E) from
Section 2 on the vector fields, there is a compact convex non random
set B, independent of Ω, such that for any ε > 0 almost surely
(1− ε)tB ⊂ Wt(Ω) ⊂ (1 + ε)tB(2)
for all sufficiently large t.
In Section 3 we employ the estimates on the behavior of the char-
acteristic function of a measure carried by the flow in order to bound
from above the time it takes for the image of a curve to reach a fixed
neighborhood of a far away point (cf [6]). This bound in turn implies
the lower bound in (2) for the set Wt.
The key element in the proof of the upper bound for Wt is to show
that the set Wt for large t is almost independent of the original set
(which, as will be demonstrated, can be taken to be a curve). In order
to prove this we show that given two bounded curves γ and γ′ we
can almost surely find a contour, which contains γ′ inside, and which
consists of a finite number of pieces of γt, and a finite number of stable
manifolds (whose length tends to zero as they evolve with the flow).
In this way we see that if a point is visited by the image of γ′, then its
small neighborhood is earlier visited by the image of γ.
In Section 4 we describe the construction of the contour, and in
Section 5 we complete the proof of the upper bound.
2. nondegeneracy assumptions.
In this section we formulate a set of assumptions on the vector fields,
which in particular imply the Central Limit Theorem for measures and
the estimates on the behavior of the characteristic function of a measure
carried by the flow (see [6]). Such estimates are essential in the proof
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of the Shape Theorem. Recall that X0, X1, . . . , Xd are assumed to be
periodic and divergence free.
(A) (hypoellipticity for xt) For all x ∈ R2 we have
Lie(X1, . . . , Xd)(x) = R
2.
Denote the diagonal in T2 × T2 by
∆ = {(x1, x2) ∈ R2 × R2 : x1 = x2 (mod 1)}.
(B) (hypoellipticity for the two–point motion) The generator of the
two–point motion {(x1t , x2t ) : t > 0} is nondegenerate away from the di-
agonal ∆, meaning that the Lie brackets made out of (X1(x
1), X1(x
2)),
. . . , (Xd(x
1), Xd(x
2)) generate R2 × R2.
To formulate the next assumption we need additional notations. Let
Dxt : Tx0R
2 → TxtR2 be the linearization of xt at t. We need the
hypoellipticity of the process {(xt, Dxt) : t > 0}. Denote by TXk
the derivative of the vector field Xk thought as the map on TR
2 and
by SR2 = {v ∈ TR2 : |v| = 1} the unit tangent bundle on R2. If
we denote by X˜k(v) the projection of TXk(v) onto TvSR
2, then the
stochastic flow (1) on R2 induces a stochastic flow on the unit tangent
bundle SR2 defined by the following equation:
dx˜t =
d∑
k=1
X˜k(x˜t) ◦ dθk(t) + X˜0(x˜t)dt.
With these notations we have condition
(C) (hypoellipticity for (xt, Dxt)) For all v ∈ SR2 we have
Lie(X˜1, . . . , X˜d)(v) = TvSR
2 .
For measure-preserving stochastic flows with conditions (C) Lya-
punov exponents λ1, λ2 exist by multiplicative ergodic theorem for sto-
chastic flows of diffeomorphisms (see [3], thm. 2.1). Moreover, the sum
of Lyapunov exponents λ1 + λ2 should be zero (see e.g. [2]). Under
conditions (A)–(C) the leading Lyapunov exponent is positive
λ1 = lim
t→∞
1
t
log |Dxt(x)(v)| > 0 .
Indeed, Theorem 6.8 of [1] states that under condition (A) the maximal
Lyapunov exponent λ1 can be zero only if for almost every realization
of the flow (1) one of the following two conditions is satisfied
(a) there is a Riemannian metric d invariant with respect to the flow
(1) or
(b) there is a direction field v(x) on T2 invariant with respect to the
flow (1).
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However (a) contradicts condition (B). Indeed, (a) implies that all
the Lie brackets of {(Xk(x1), Xk(x2))}k are tangent to the leaves of
the foliation
{(x1, x2) ∈ T2 × T2 : d(x1, x2) = Const }
and don’t form the whole tangent space. On the other hand (b) con-
tradicts condition (C), since (b) implies that all the Lie brackets are
tangent to the graph of v. This positivity of λ1 is crucial for our ap-
proach.
Let LXkXk(x) denote the derivative of Xk along Xk at the point x.
Notice that
∑d
k=1 LXkXk +X0 is the deterministic components of the
stochastic flow (1) rewritten in Ito’s form. We require that the flow has
no deterministic drift, which is expressed by the following conditions.
(D) (zero drift)∫
T2
(
d∑
k=1
LXkXk +X0
)
(x)dx = 0 ,(3)
∫
T2
Xk(x)dx = 0 , k = 1, ..., d .(4)
Assumption (4) is not needed for the Shape Theorem to be true.
Still, in order to simplify the proof, that is in order to use the results
of [6] without technical modifications, we shall assume (4) to hold.
The last assumption is concerned with the geometry of the stream
lines of the vector fields X1, ..., Xd. Fix a coordinate system on the 2-
torus T2 = {x = (x1, x2) mod 1}. As the vector fields have zero mean
and are divergence free, there are periodic stream functions H1, ..., Hd,
such that Xk(x) = (−H ′x2 , H ′x1). Also, by conition (A), none of the
points x ∈ T2 is a critical point for all of the stream functions H1, ..., Hd
at the same time. We require the following
(E) (condition on the critical points of Hk) For each k all of the
critical points of Hk are non degenerate, and all the critical values are
distinct.
3. Lower bound.
3.1. An auxiliary statement. The following estimate will be repeat-
edly used in the proof of the lower bound.
Lemma 2. Let {ξj} be a sequence of random variables such that
E(ξj+1|ξ1 . . . ξj) ≤ 0,
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and that for any N the sequence {E|ξj|N}j is bounded. Then for any
ε > 0 there exists κ = κ(ε,N) > 0 such that for each n ∈ Z+ we have
P
{
n∑
j=1
ξj ≥ εn
}
≤ κn−N .
Proof. Define a sequence of random variables ζj = ξj−E(ξj |ξ1 . . . ξj−1).
Then Mn =
∑n
j=1 ζj is a martingale whose quadratic variation is equal
to 〈M〉n =
∑n
j=1 ζ
2
j . By the martingale inequality
EM2Nn ≤ CNE〈M〉Nn ≤ C ′NnN .
Therefore, by the Chebyshev inequality
P
{
n∑
j=1
ζj ≥ εn
}
≤ P{M2Nn ≥ (εn)2N} ≤ κn−N .
Since ξj ≤ ζj the result also holds for the original sequence {ξj}.
3.2. Linear growth, an estimate from below. Let the initial set
be a curve γ0, and consider a point A in the plane. We shall estimate
the tail of the probability distribution of the time it takes for the curve
to reach an R-neighborhood of A in terms of the distance between γ0
and A (the constant R will be selected later). See Figure 1.
We shall call a curve long if its diameter is greater or equal than
1. Without loss of generality we may assume that the original curve is
long. Given a curve γ0 and a point A we define τ
R = τR(γ0, A) to be the
first moment of time when the image of γ0 reaches the R-neighborhood
of A, and at the same time the image of γ0 is long, that is
τR = inf{t > 0 : dist(γt, A) ≤ R, diam(γt) ≥ 1} .(5)
Let WRt (γ0) be the R-neighborhood of Wt(γ0), that is the set of
points, whose R-neighborhood is visited by the image of the original
set before time t,
WRt (γ0) = {x : dist(x, γs) ≤ R for some s ≤ t} .
Proposition 3. Let d = dist(A, γ0). There is a constant R > 0, such
that for any m there exist positive C and β such that for any long curve
γ0 ⊂ R2 and any point A ∈ R2 we have
P
{
τR > βd
} ≤ Cd−m.
The proof of Proposition 3 will rely on two other lemmas. We first
state the lemma (proved in [5]), which shows that γt can not grow faster
than linearly.
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Lemma 4. ([5]) Let γ0 be the initial curve and
Φt = sup
x0∈γ0
sup
0≤s≤t
||xs − x0||.
(a) There is a constant C such that almost surely
lim sup
t→∞
Φt
t
≤ C,
(b) For any positive r and α we have
sup
t≥1
E
(
exp
[
rΦ2t
t2max(1, ln(Φt/t))2+α
])
<∞.
j
A
A
A
A
A
0
1
2
j
j+1
j+1
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Figure 1.
Given a pair (A0, γ0), where γ0 is a long curve, and A0 is a point on
γ0 we define inductively the sequence (Aj, γj) as follows. Suppose that
(Aj, γj) is defined so that
• γj is a connected interval of the image of γ0, i.e. γj ⊂ γtj ;
• Aj ∈ γj;
• γj is long.
Given α ∈ (0, π
2
) define the truncated α-cone
Kj(α) = {x : dist(x,Aj) ≥ 1 and ∠(xAjA) ≤ α},
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where ∠(xAjA) is the angle between the segments [Aj , x] and [Aj, A].
Let γj(t) be the image of γj under the flow (so that γj = γj(tj).) Let
tj+1 be the first moment such that
• tj+1 − tj ≥ 1;
• diam(γj(tj+1)) ≥ 1;
• γj(tj+1)
⋂
Kj(α) 6= ∅.
Let Aj+1 be an arbitrary point in γj(tj+1)
⋂
Kj(α), BR(Aj+1) de-
note the R-ball around Aj+1, and γj+1 be a connected interval of
γj(tj+1)
⋂
B1(Aj+1) containing Aj+1. Let Ftj be the σ algebra of events
determined prior to time tj .
Lemma 5. There exists α < π
2
such that for any m we have
E((tj+1 − tj)m)|Ftj) < Cm.
Proof. It is sufficient to prove that E(tm1 ) < Cm with Cm independent
of the original long curve γ0. Without loss of generality we may assume
that the point A0 on the curve γ0 coincides with the origin, and that
the original curve is contained in a ball of radius 2 centered around the
origin.
Fix some 0 < p < 1. Since γ0 is long, the Frostman Lemma ([9])
implies that there exists a probability measure ν on γ0 whose p energy
is bounded
Ip(ν) =
∫ ∫
γ0×γ0
dν(x)dν(y)
|x− y|p ≤ Cp .(6)
Let f(x) be a continuous non-negative function compactly supported
inside K0(α). By the results of [6] under condition (6) there exists a
non degenerate 2× 2 matrix D such that for any ρ,m > 0 there exists
T such that for all t > T
P
{
|
∫
γ0
f
(
xt√
t
)
dν − f¯ | > ρ
}
≤ t−m ,(7)
where f¯ denotes the integral of f with respect to the Gaussian mea-
sure ν with zero mean and variance D. The last inequality of Sec. 7
in [6] establishes (7) for functions of the form f(x) = exp(iξx), but
this inequality is also valid for compactly supported functions, since
they could be uniformly approximated linear combinations of complex
exponentials. Thus, for large t
P
{
γt
⋂√
t supp(f) = ∅
}
≤ t−m.
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Since for t ≥ 1, we have that √t supp(f) ⊂ K0(α) we get that for
t ≥ T
P{γt
⋂
K0(α) = ∅} ≤ t−m.
From (7) it also follows that for large t
P{diam(γt) < 1} ≤ t−m .
Since m is arbitrary, this implies the required result.
Proof of Proposition 3. Let rj = dist(Aj, A). Let us show that there
exists R > 0 such that for any m there is β for which
P{rj > R for j = 1, 2, . . . , [βr0]} ≤ Cm
rm0
.(8)
We first establish a weaker bound: there is R > 0 such that
P{rj > R for j = 1, 2, . . . , [rm0 ]) ≤
Cm
rm−10
.(9)
Note that there exist positive constants R and K such that if r0 > R,
then E(r1−r0) ≤ −K. Let j1 be the first moment when rj ≤ R, and in
general let {jn}n be the times of the consecutive visits of Aj to BR(A),
that is Ajn ∈ BR(A).
Then
rmin(j,j1) +Kmin(j, j1)(10)
is a supermartingale. Hence
r0 ≥ E(rmin([rm
0
],j1) +Kmin([r
m
0 ], j1)) ≥ K[rm0 ] P{j1 > [rm0 ]} ,
which implies (9).
Recall the definition of the points Aj . Notice that for some constants
C1, C2 and R1, which depend on α, we have if dist(Aj+1, Aj) ≤ C2rj,
then rj+1 < rj − R1. Indeed, Aj+1 belongs to the truncated cone
Kj(α) with the origin at Aj and directed toward A. This implies that
the sequence r0, r1, . . . , r[C1r0] contains an element rj such that either
rj ≤ r
1
m
0 or dist(Aj+1, Aj) > C2r
1
m
0 .
Let now j∗ be the first moment when rj ≤ r
1
m
0 . We have
P{j1 ≥ 2C1r0} ≤ P{j∗ > C1r0}+ P{j1 ≥ 2C1r0|j∗ ≤ C1r0} = P1 + P2.
In order to estimate the first term on the right hand side of this
inequality we note that if j∗ > C1r0 then dist(Aj+1, Aj) > C2r
1
m
0 for
some j ≤ [C1r0]. From Lemmas 4 and 5 it now follows that P1 decays
faster than any power of r0, in particular P1 ≤ C3√r0 .
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We estimate the second term on the right hand side using (9) with
m = 2
P2 ≤ C3r−
m−1
m
0 =
C3√
r0
.
Therefore,
P{j1 ≥ 2C1r0} ≤ C4√
r0
.(11)
Let a positive integer N be fixed. Then
P{j1 ≥ 2C1Nr0} = P{j1 ≥ 2C1Nr0; r[2C1r0] > r0}+
P{j1 ≥ 2C1r0; r[2C1r0] ≤ r0} P{j1 ≥ 2C1Nr0| j1 ≥ 2C1r0; r[2C1r0] ≤ r0}
= Q1 +Q2Q3 .
By Lemmas 4 and 5 the tail of the probability distribution of rj+1− rj
decays faster than any power. From this fact and the fact that (10) is
a supermartingale by Lemma 2 it is seen that Q1 decays faster than
any power of r0.
The factor Q2 on the right hand side of the last inequality is esti-
mated from above by C4√
r0
due to (11). Using the Markov property and
continuing by induction we see that Q3 is estimated from above by
C5r
−N−1
2
0 . We conclude that
P{j1 ≥ 2C1Nr0} ≤ C6r−
N
2
0 .
Since N was arbitrary this implies (8).
Note that the estimate (8) remains valid even if the distance from
the original point A0 to A is less than r0. Therefore any m > 0 there
are constants Cm and β such that
P{tj1 > βd} ≤
Cm
dm
for all d. By the Markov property
E(tjn+1 − tjn|Ftjn ) ≤ C(12)
for some C and for all n. We can therefore apply Lemma 2 with
ξn = tjn+1 − tjn − C to obtain that for any N there exists κ such that
P{tjn > 2Cn} ≤ κn−N .(13)
This combined with (8) completes the proof of the proposition.
Corollary 6. There exist a positive constants c and R such that almost
surely
Bct(0) ⊂ WRt for large t.
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Proof. Consider a covering of Bct(0) by balls of radius R/2. By Propo-
sition 3 for each of the balls of radius R/2, the probability that it is
not visited by the curve by time t decays exponentially in t, provided
that c is small enough, and R is large enough. On the other hand, for
each c and R the number of balls needed to cover Bct(0) grows like t
2
times a constant. Therefore, the probability that the R neighborhood
of some point in Bct(0) is not visited by the curve before time t decays
exponentially in t. The Corollary follows by Borel-Cantelli Lemma.
From now on we fix R for which Proposition 3 and Corollary 6 hold.
Note that the bounds we obtained in the proof of Proposition 3 are
uniform over all long curves. Let us employ this fact in the following
corollary. Let C be the family of long curves which lie completely inside
B2R(0) (we may assume that R > 1).
Corollary 7. The family of stopping times{
τR(γ0, tv)
t
}
t≥1,||v||=1,γ0∈C
is uniformly integrable.
3.3. Stable norm. We shall now use the asymptotic of τR (the time
it takes a curve to reach the R-neighborhood of a far away point) in
order to define the limiting shape B. Consider
|v|R = sup
C
E τR(γ, v).
Due to the stationarity of the underlying Brownian motion, and due
to the periodicity of the vector fields we have
E τ 2R(γ, (t1 + t2)v) ≤ E τR(γ, t1v) + E τR(γ1, t2v) ,
where γ1 ∈ C is some integer translation of a part of γτ(γ,t1v). Since by
Proposition 3
E τR(γ, (t1 + t2)v) ≤ E τ 2R(γ, (t1 + t2)v) + C
for some C > 0, it follows that the function |tv|R + C is sub-additive.
Let ‖v‖R = limt→∞ |tv|Rt . Similarly for 0 ≤ s ≤ 1
|t(sv1 + (1− s)v2)|R ≤ |tsv1|R + |t(1− s)v2|R + C,
so
‖sv1 + (1− s)v2‖R ≤ s‖v1‖R + (1− s)‖v2‖R.
Let B = {v : ‖v‖R ≤ 1}. By the remarks above and by Corollary 7
we have that B is a convex compact set. It will be seen that the norm
‖v‖R and the set B are independent of R.
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Lemma 8. For any ε > 0 almost surely (1 − ε)tB ⊂ WRt for large
enough t.
Proof. It suffices to show that for any v and N
P{τR(γ, tv) ≥ (1 + ε)t‖v‖R} ≤ CN t−N .
By the definition of ‖v‖R there exists t0 such that
E τR(γ, tv) ≤ t(1 + ε
3
)‖v‖R(14)
for any t ≥ t0 and γ ∈ C. Define the stopping time τ1 as follows
τ1 = inf{t : γt
⋂
BR(t0v) 6= ∅; diam(γt) ≥ 1} .
Let γ(1) be a part of γτ1 , which is long, is contained in B2R(t0v), and
has a non empty intersection with BR(t0v). Similarly we define τ2 to be
the first time following τ1, when the image of γ
(1) is long and intersects
BR(2t0v), and let γ
(2) be a part of the image of γ(1), and so on. We
have therefore constructed a sequence of stopping times, such that
τR(γ, nt0v) ≤
n∑
j=1
(τj − τj−1) .
By (14), due to the periodicity of the underlying vector fields, for large
enough t0 we have
E (τj − τj−1) ≤ t0
(
1 +
2ε
3
)
‖v‖R.
Now the result follows by Lemma 2 and Proposition 3.
Now we prove that Lemma 8 remains valid even when the R-neigh-
borhood of Wt is replaced by Wt(γ) itself.
Theorem 9. For any ε > 0 we have almost surely (1− ε)tB ⊂ Wt(γ)
for large enough t.
This Theorem is a consequence of Proposition 3 and the fact that
when a long curve reaches an R-neighborhood of a point, the distribu-
tion of the time it then takes for the curve to sweep the entire neigh-
borhood has fast decreasing tail. Thus Theorem 9 follows from the
standard Borel-Cantelli arguments and the following
Lemma 10. Let γ0 be a long curve such that dist(γ0, A) ≤ R. Let
σ = inf{t > 0 : BR(A) ⊂
⋃
s≤t
γs; diam(γt) ≥ 1} .
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Then for any m > 0 and some Cm we have
P(σ > t) ≤ Cmt−m .(15)
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Figure 2. The image of a sufficiently long curve γ cov-
ers a small ball Bδ(A˜) with positive probability.
(Dashed lines on the picture show the orbits of the end-
points of γ.)
Proof. Since the ball BR(A) can be covered by a finite number of arbi-
trarily small balls, it is sufficient to demonstrate (15) for
σ1 = inf{t : Bδ(A˜) ⊂
⋃
s≤t
γs; diam(γt) ≥ 1} ,
where A˜ ∈ BR(A). As before, let jn be the times of the consecutive
visits of Aj to BR(A). We claim that for small enough δ there exists
θ < 1 such that
P{σ1 ≥ tjn|σ1 ≥ tjn−1} ≤ θ .(16)
Since tjn − tjn−1 ≥ 1 it is sufficient to show that any point A˜ with
probability 1 − θ has a neighborhood, which is swept by the time 1
evolution of any long curve γ0, which initially is at a distance no greater
than 2R away from A˜.
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Due to condition (A) we may assume that A˜ is not a critical point of
say X1. Let Γ be the streamline of X1, which passes through A˜. Then,
due to the periodicity, Γ is either a closed curve, or an unbounded
periodic curve, or A˜ belongs to a separatrix (level set containing a
saddle point) of H1.
Consider the case when Γ is a closed curve. Let U2δ be the region
formed by the streamlines of X1 passing through the 2δ neighborhood
of A˜. For δ small enough the region U2δ is homeomorphic to an annulus.
Let B1 and B2 be the interior and the exterior circles bounding U2δ,
and let P be a point inside B1. Define the winding number of a point
x on a curve γ as the change of argument of rotation around P for the
part of γ from the initial point to x. Due to the hypoellipticity of the
two point motion with probability p1 > 0 we have the following: one of
the points on γ 1
2
lies inside B1, while another point on γ 1
2
lies outside
B2, and the winding number around P is bounded in absolute value by
a constant K for all points of γ 1
2
. Notice, that in this case γ 1
2
crosses
each of the streamlines, which form U2δ.
Let φ1t (x) be the evolution of x under the action of the vector field
X1:
φ˙1t (x) = X1(φ
1
t (x)) , φ0(x) = x .
Let T be the supremum over U2δ of the time it takes for a point to
make a complete rotation
T = sup
x∈U2δ
inf
t>0
{t : φ1t (x) = x} .
Given the event that γ 1
2
crosses each of the streamlines of U2δ, for
any ε > 0 there is a positive probability p2 > 0 that the time t =
1
2
dynamics of (1) is ε-close to the solution of
φ˙1t (x) = 4T (K + 1)X1(φ
1
t (x)) , φ
1
0(x) = x .(17)
By selecting ε small enough we see that with positive probability p2
the time 1
2
evolution of γ 1
2
sweeps the entire annulus U δ. Therefore,
the probability that Bδ(A˜) is swept by the image of γ0 before t = 1 is
not less than p1p2 > 0. We can take θ = 1 − p1p2. The cases when Γ
is a periodic unbounded curve, and when A˜ belongs to a separatrix of
H1 are treated similarly. (In the case when A˜ belongs to the separatrix
we may need to use one of the vector fields X2, ..., Xd, or one of the
commutators in order to show that the evolution of γ0 may pass through
a saddle point).
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From (16) it follows by induction that
P{σ1 ≥ tjn} ≤ θn(18)
for some θ < 1. This combined with estimate (13) completes the proof
of the lemma.
3.4. Occupation times. The next result is used in Subsection 4.1.
Lemma 11. For any ε > 0 there is a constant R∗ such that for any
curve γ for any A
lim inf
T→∞
|{t ≤ T : γt
⋂
BR∗(A) 6= ∅}|
T
≥ 1− ε.
Proof. Let jn be as in Proposition 3. Let
an(R
∗) =
∣∣{t > 0 : tjn−1 ≤ t < tjn and Ajn−1(t− tjn−1) 6∈ BR∗(A)}∣∣
be the amount of time between two consecutive visits of a smaller R-
ball BR(A) spend outside a bigger R
∗-ball BR∗(A). Then finiteness of
expectation of time (12) between consecutive visits of BR(A) implies
that for each ε there is a sufficiently large R∗ such that for all n
E an(R
∗) <
ε
2
.
Using Lemma 2 we obtain that almost surely
∑N
n=1 an(R
∗) < εN for a
large N. On the other hand by the definition of tj
k∑
n=1
(
tjn − tjn−1
)
> k.
This implies the required result.
Corollary 12. There is a constant R∗ such that for any two open sets
U1, U2, any two points A1, A2, and some T almost surely there is a
moment t > T such that φtUj intersects BR∗(Aj) for both j = 1, 2.
4. Geometry of stable manifolds.
4.1. Transitivity of stable lamination. Before we can proceed fur-
ther we need to establish some properties of unstable lamination. Re-
call that one of our assumptions is λ1 > 0. Let 0 < λ¯1 < λ1 then by
stable manifold theorem [7] for all t almost surely for almost every x
the set
W s(x, t) = {y : for some C(y) we have d(ft,sy, ft,sx) ≤ C(y)e−λ¯1(s−t)}
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is a smooth curve passing through x. By stationarity the parameters of
W s such as its length, curvature etc. have distributions independent
of t. Here we prove the following.
Theorem 13. Almost surely W s(·, t) is transitive for all t, that is,
given two open sets U1 and U2 for some x ∈ U1 we haveW s(x, t)
⋂
U2 6=
∅ or U1 and U2 are connected by a stable manifold.
Proof. Since W s(·, t) = ϕtW s(·, 0) and the image of a transitive lami-
nation is transitive, it is enough to show thatW s(·, 0) is transitive. Let
EU1,U2 denote the event
{{θ(t)}t>0 : for some y W s(y, 0)
⋂
U1 6= ∅ and W s(y, 0)
⋂
U2 6= ∅}
We want to show that P{EU1,U2} = 1. In fact a weaker statement
suffices.
Proposition 14. Let Ft denote the σ-algebra generated by {θj(s)|s ≤
t} Then for any t > 0 there is a constant δ > 0 such that
P{EU1,U2|Ft} ≥ δ.
The rest of this subsection is devoted to the proof of Proposition 14.
This proposition implies the Theorem because P{EU1,U2|Ft} converges
as t→ +∞ to the indicator of EU1,U2 almost surely and so we get that
this indicator is greater than δ/2 almost surely. Since the indicator
assumes only values 0 and 1 Theorem 13 follows.
Lemma 15. For any point x ∈ R2, positive r0, ε there exists p1 > 0
such that for all y ∈ R2 such that d(x, y) ≤ r0 we have
P{W s(x, 0)
⋂
B(y, ε) 6= ∅} > p1.
Proof. There are positive r1, p1 such that for each pair: a point x ∈ R2
and a time t > 0 we have P{diam(W s(x, t)) > r1} > p1 or probability
to have a stable manifold at a point at a certain time of diameter at
least a positive r1. Thus for each positive ε1 there is a constant p2 > 0
such that for x ∈ R2 there is a point y ∈ R2 such that d(x, y) = r1/2
and for all t we have P{W s(x, t)⋂B(y, ε1) 6= ∅} > p2. Another way to
put it is that if a stable manifold at a point at time t is of diameter at
least r1, then it intersects a small ball centered at a nearby point with
a positive probability. Now by hypoellipticity of the two-point motion
there are positive ε1 and p3 such that for each pair of points x¯, y¯ ∈ R2
and d(x, y) ≤ r0 for the time 1 map of the flow (1) we have
P{ϕ1B(y, ε) ⊃ B(y¯, ε1)|x1 = x¯} > p3.
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However,W s(x1, 1) crosses ϕ1 (B(y, ε)) with positive probability, there-
fore,
P
{
W s(x, t)
⋂
B(y, ε) 6= ∅
}
> p2p3 > 0.
This completes the proof.
PSfrag replacements
ϕt,t+εΛ
q Q1
Q2
Figure 3. A stable manifold joining Q1 and Q2 should
intersect the image of U1 unless it is long enough to avoid
the tongue ϕt,t+ǫΛ
Proof of Proposition 14. Fix 1 ≤ k ≤ d and consider the vector
field Xk along with its stream function Hk : T
2 → R. By condition
(E) Hk exists and its lift Hˆk : R
2 → R has unbounded level sets
Hˆ−1k (c
∗) for some regular values c∗. Choose two adjacent critical values
c−, c+ of Hk with c− < c∗ < c+. Then the stip of level sets Hk =
{Hˆ−1k (c−, c+)} consists of only unbounded level sets of Hˆk which are
also stream lines ofXk. Let Q1 and Q2 be the components consisting of
bounded streamlines bounding Hk (see figure 3). Choose R∗ > 0 from
Corollary 12. Combining Lemma 11 and Corollary 12 we have that
given two point A1, A2 inside Q1 for each T there exists t > T such
that both sets ϕtUi
⋂
BR∗(Ai)
⋂Qj = ∅ for all i = 1, 2 and j = 1, 2.
In other words, the image of U1 (resp. U2) at time t bisects the strip
Hk into two parts and we can restrict this nonempty intersection to
not a long in the horizontal direction strip each. Moreover, we shall
need both intersections to be well separated in the horizontal direction
inside Hk, or dist(A1, A2) = l ≫ R∗.
Without the loss of generality one can assume that the points in Hk
move in the direction from A1 to A2 under the vector fieldXk. Take two
small constants ǫ, τ > 0. Then with positive probability the dynamics
of ϕt,t+ǫ is C
0-close to the dynamics of Φk1/τ , which is the time one
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map of the flow generated by Xk/τ. Define Λ
k = BR∗(A1)
⋂Hk and
T kτ = Φk1/τΛk. Then with positive probability ϕt,t+ǫ(T kτ ) is C0-close to
T kτ . Moreover, ϕt+ǫ(U1) divides it into two parts. On the other hand,
since ϕ1/τ does not move the set Q1, we know that the set ϕt+ǫ(U2)
still contains a point q in Q1
⋂
BR∗(A2). Now by Lemma 15 there is a
positive probability thatW s(q, t+ ǫ) intersects Q2,, moreover, since R∗
is sufficiently large, the segment of W s(q, t+ ǫ) between q and the first
crossing of Q2 lies inside BR∗(A2). But if l and 1/τ are much larger
than R∗ this segment must cross the tongue Φ1/τ (Λ).
4.2. Fences. The following property of unstable foliations plays the
key role in our analysis. Let SN denote N ×N square centered at 0.
PSfrag replacements
H1k
H2k
W s(x1, t) W s(x2, t)
SN
γˆt
Figure 4. The construction used in the proof of tran-
sitivity of the stable lamination also gives the existence
of fences.
Theorem 16. For any curve γ and any N > 0 there almost surely
exist a time t and contour Γ consisting of two pieces of translated images
of γ (γt+~n1 and γt+~n2), and two stable curves, W
s(x1, t) andW
s(x2, t),
such that Int(Γ) contains SN .
Proof. Let Xk be the vector field with unbounded stream lines. Let Hk
be a strip in R2, which contains some of the unbounded stream lines of
Xk. We can then find two parallel translations ofHk by integer vectors,
to be denoted H1k and H2k, which contain the square SN between them.
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Thus, the plane is a union of five regions: the parallel strips H1k and
H2k, the strip between them, to be denoted by R, which contains SN ,
and two half planes, P1, and P2.
Let ε > 0 be fixed. By Theorem 13, for any t ≥ 0, there almost surely
exists a stable manifold W s(x, t), which intersects both half planes, P1
and P2. By periodicity there are two stable manifolds, W s(x1, t) and
W s(x2, t), such that SN is contained in the part ofR betweenW s(x1, t)
and W s(x2, t).
Let r be such that diam(W s(x1, t)
⋃
W s(x2, t)
⋃SN ) ≤ r with prob-
ability at least 1 − ε. Then by the hypoellipticity of the two point
motion, and the recurrence condition (Proposition 3), with probability
at least 1 − 2ε the curve γ contains a part γ̂, whose image γ̂t belongs
to H1k, and intersects any curve α connecting P1 with P2, with the
property diam(α
⋃SN ) ≤ r. We also require the same of the integer
translation of γ̂t to H2.
The desired contour then consists of γ̂t, its integer translation to H2,
and the stable curves W s(x1, t) and W
s(x2, t).
We say that T is a rearrangement of SN if there is a partition T =⋃
j Tj of T into finitely many pieces and a bijection β : T → SN such
that on each Tj we have β(x) = x+ ~nj , where ~nj ∈ Z2.
From Theorem 16 it follows that there exists a contour Γ0 , which
consists of two pieces of translations of γ (γ + ~n1 and γ + ~n2), and two
stable curves, W s(x1, 0) and W
s(x2, 0), such that Int(Γ0) contains a
rearrangement of SN .
5. Upper Bound.
5.1. Estimates in Probability. We first establish the asymptotic of
the expectation of τR(γ, tv).
Lemma 17. The following limit
lim
t→∞
E τR(γ, tv)
t
= ‖v‖R
is uniform in γ ∈ C.
Proof. Let S = [−3R, 3R]2. Then γ ⊂ Int(S) and so τR(γ, tv) ≥
τR(S, tv). Hence it suffices to show that
E τR(S, tv)
t
→ ‖v‖R.
By Corollary 7 it suffices to show that{
τR(γ, tv)− τR(S, tv)}
γ∈C,t≥1,‖v‖=1
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is tight. To prove the tightness let G be the set of all γ-fences containg
a rearrangement of S. For Γ ∈ G let S ′(Γ) be some rearrangement of
S inside Γ and let σ(Γ) be the part of Γ consisting of stable manifolds.
Then for any ε > 0 there exists r such that
P{∃Γ ∈ G such that diam(Γ
⋃
S) < r and sup
t≥0
l(σt) < r} ≥ 1− ε ,
(19)
Since by (19) the distance between any two points, first one from
S, and the second one from S ′, does not exceed r, and since S ′ is
contained in Γ, we have that with probability not smaller than 1 − ε
for any A there is the inequality τ r+R(Γ, A) ≤ τR(S,A). Now (19)
implies that dist(γτr+R(Γ,A), A) ≤ 2r + R since B(A, r + R) intersects
either γτr+R(Γ,A) or its integer translation by distance no larger than r
, in which case dist(γτr+R(Γ,A), A) ≤ r + R, or B(A, r + R) intersects
the stable curve, and since the length of this curve is at most r, there
is a point inγτr+R(Γ,A) in B(A, 2r + R). Now by Proposition 3 there is
t such that
P{τR(γτr+R(Γ,A), A) > t} ≤ 2ε.
This completes the proof.
Corollary 18. For any γ ∈ C we have limt→∞ τR(γ,tv)t = ‖v‖R in prob-
ability.
Proof. By Corollary 7 the family { τR(γ,tv)
t
} is tight. Let ν be some
limit distribution of this family. By Lemma 8 suppν ⊂ [‖v‖R,∞[. By
Lemma 17
∫
tdν(t) = ‖v‖R. Thus ν = δ‖v‖R .
Corollary 19. For any ε > 0
lim
t→∞
P{WRt ⊂ (1 + ε)tB} = 1 .
Proof. We need to show that
P{∃v : τ
R(γ, tv)
t
<
‖v‖R
1 + ε
} → 0.(20)
Take ε′ ≪ ε. Let {vj} be an ε′-net in ∂B. Then by Corollary 18
P
{
∃j : τ
R(γ, tvj)
t
<
‖vj‖R
1 + ε
2
}
→ 0.(21)
However by Proposition 3 for any m for sufficiently small ε′ we have
P{∃j : τ
R(γ, tvj)
t
<
‖vj‖R
1 + ε
2
|∃v : τ
R(γ, tv)
t
<
‖v‖R
1 + ε
} ≥ 1− Cmt−m.
(22)
Now, (21) and (22) combined yield (20).
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5.2. Point-to-line passage. Given a line l let
ρ(l, t) = sup
C
E (τR(γ, tl))
t
.
The following results are proved similarly to a point-to-point case.
Lemma 20. (a) E (τ
R(γ,tl))
t
converges uniformly to ρ(l) = limt→∞ ρ(l, t).
(b) For any ε > 0
P{τR(γ, tl) > (ρ(l) + ε)t} ≤ CN t−N .
(c) τ
R(γ,tl)
t
→ ρ(l) in probability.
The next lemma relates ρ(l) to the norm ‖v‖R.
PSfrag replacements
S
Π
l′ tl
Figure 5. Line-to-line passage time differs little from
square-to line-passage time since all squares reach the
lines at about the same time
Lemma 21. For any line l
ρ(l) = inf
v∈l
‖v‖R.
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Proof. This follows from Lemma 20, Lemma 8 and Corollary 19.
Consider now
ρ∗(l) = lim
t→∞
E (τR(l′, tl))
t
where l′ is the line parallel to l passing through origin.
Lemma 22. For any line l we have the equality
ρ∗(l) = ρ(l).
Proof. Let Π be the union of fundamental domains containing l′. Ap-
plying the reasoning of subsection 5.1 we get
E
(
τR(l′, tl)− τR(Π, tl)
t
)
→ 0.
Let S be one fundamental domain from Π. Then
E
(
τR(S, tl)− τR(Π, tl)
t
)
→ 0.
Subtracting we get
E
(
τR(l′, tl)− τR(S, tl)
t
)
→ 0.
Passing to the limit as t→∞ we get the statement required.
5.3. Almost sure convergence.
Theorem 23. For any ε > 0 almost surely WRt ⊂ (1 + ε)tB for large
enough t.
Proof. Again choose some ε1 ≪ ε and let {vj} be an ε1-net on ∂B. Let
Bε1 be the region bounded by support lines of B passing through {vj}.
It suffices to prove that almost surelyWRt ⊂ t(1+ε)Bε1 for large t. But
this accounts to showing that almost surely
τR(γ, tl) ≥ (1− ε)tρ(l)(23)
for large t. Let t∗ be such that
E (τR(l′, tl)) > (1− ε
2
)(t+ 1)ρ(l)(24)
for t > t∗. Let lj = jt∗l. Let ∆j be the first moment after τR(γ, lj) such
that lj(τ
R(γ, lj) + ∆)
⋂
lj+1 6= ∅. It follows that τR(γ, lj) ≥
∑j−1
k=0∆k.
Thus (23) follows by (24) and Lemma 2.
22 D. DOLGOPYAT, V. KALOSHIN AND L. KORALOV
References
[1] P. Baxendale Lyapunov exponents and relative entropy for a stochastic flow
of diffeomorphisms, Probab. Th. & Rel. Fields 81 (1989) 521–554.
[2] P. Baxendale, D. W. Stroock, Large deviations and stochastic flows of dif-
feomorphisms, Prob. Th. & Rel. Fields 80, 169–215, (1988);
[3] A. Carverhill, Flows of stochatic dynamical systems: ergodic theory, Stochas-
tics, 14, 273–317, (1985);
[4] M. Cranston, M. Schuetzow & D. Steinsaltz, Linear expansion of isotropic
Brownian flows, El. Comm. Prob., 4, (1999); 91-101;
[5] M. Cranston, M. Schuetzow & D. Steinsaltz. Linear bounds for stochastic
dispersion, Ann. Prob., 28, (2000), 1852–1869;
[6] D. Dolgopyat, V. Kaloshin & L. Koralov, Sample Path Properties of the
Stochastic Flows, preprint.
[7] Y. Kifer, Random perturbations of dynamical systems, Progress in Probabil-
ity and Statistics, 16. Birkhuser Boston, Inc., Boston, MA, 1988.
[8] H. Lisei & M. Scheutzow Linear bounds and Gaussian tails in a stochastic
dispersion model, preprint;
[9] P. Mattila, Geometry of sets and measures in Euclidean spaces. Fractals and
rectifiability. Cambridge Studies in Advanced Mathematics, 44. Cambridge
University Press, Cambridge, 1995.
[10] M. Schuetzow, & D. Steinsaltz, Chasing balls through martingale fields,
preprint;
