Fusion Methods for Unsupervised Learning Ensembles by Baruque, Bruno & Corchado Rodríguez, Emilio Santiago
Bruno Baruque and Emilio Corchado
Fusion Methods for Unsupervised Learning Ensembles









Further volumes of this series can be found on our
homepage: springer.com
Vol. 299.Vassil Sgurev, Mincho Hadjiski, and
Janusz Kacprzyk (Eds.)
Intelligent Systems: From Theory to Practice, 2010
ISBN 978-3-642-13427-2
Vol. 300. Baoding Liu (Ed.)
Uncertainty Theory, 2010
ISBN 978-3-642-13958-1
Vol. 301. Giuliano Armano, Marco de Gemmis,
Giovanni Semeraro, and Eloisa Vargiu (Eds.)
Intelligent Information Access, 2010
ISBN 978-3-642-13999-4
Vol. 302. Bijaya Ketan Panigrahi,Ajith Abraham,
and Swagatam Das (Eds.)
Computational Intelligence in Power Engineering, 2010
ISBN 978-3-642-14012-9




Vol. 304.Anthony Finn and Lakhmi C. Jain (Eds.)
Innovations in Defence Support Systems, 2010
ISBN 978-3-642-14083-9
Vol. 305. Stefania Montani and Lakhmi C. Jain (Eds.)
Successful Case-Based Reasoning Applications-1, 2010
ISBN 978-3-642-14077-8
Vol. 306. Tru Hoang Cao
Conceptual Graphs and Fuzzy Logic, 2010
ISBN 978-3-642-14086-0
Vol. 307.Anupam Shukla, Ritu Tiwari, and Rahul Kala
Towards Hybrid and Adaptive Computing, 2010
ISBN 978-3-642-14343-4
Vol. 308. Roger Nkambou, Jacqueline Bourdeau, and
Riichiro Mizoguchi (Eds.)
Advances in Intelligent Tutoring Systems, 2010
ISBN 978-3-642-14362-5
Vol. 309. Isabelle Bichindaritz, Lakhmi C. Jain, Sachin Vaidya,
and Ashlesha Jain (Eds.)
Computational Intelligence in Healthcare 4, 2010
ISBN 978-3-642-14463-9
Vol. 310. Dipti Srinivasan and Lakhmi C. Jain (Eds.)
Innovations in Multi-Agent Systems and
Applications – 1, 2010
ISBN 978-3-642-14434-9
Vol. 311. Juan D.Velásquez and Lakhmi C. Jain (Eds.)
Advanced Techniques in Web Intelligence, 2010
ISBN 978-3-642-14460-8
Vol. 312. Patricia Melin, Janusz Kacprzyk, and
Witold Pedrycz (Eds.)
Soft Computing for Recognition based on Biometrics, 2010
ISBN 978-3-642-15110-1
Vol. 313. Imre J. Rudas, János Fodor, and
Janusz Kacprzyk (Eds.)
Computational Intelligence in Engineering, 2010
ISBN 978-3-642-15219-1
Vol. 314. Lorenzo Magnani,Walter Carnielli, and
Claudio Pizzi (Eds.)
Model-Based Reasoning in Science and Technology, 2010
ISBN 978-3-642-15222-1
Vol. 315. Mohammad Essaaidi, Michele Malgeri, and
Costin Badica (Eds.)
Intelligent Distributed Computing IV, 2010
ISBN 978-3-642-15210-8
Vol. 316. Philipp Wolfrum
Information Routing, Correspondence Finding, and Object
Recognition in the Brain, 2010
ISBN 978-3-642-15253-5
Vol. 317. Roger Lee (Ed.)
Computer and Information Science 2010
ISBN 978-3-642-15404-1
Vol. 318. Oscar Castillo, Janusz Kacprzyk,
and Witold Pedrycz (Eds.)
Soft Computing for Intelligent Control
and Mobile Robotics, 2010
ISBN 978-3-642-15533-8
Vol. 319. Takayuki Ito, Minjie Zhang,Valentin Robu,
Shaheen Fatima, Tokuro Matsuo,
and Hirofumi Yamaki (Eds.)




Vol. 321. Dimitri Plemenos and Georgios Miaoulis (Eds.)
Intelligent Computer Graphics 2010
ISBN 978-3-642-15689-2
Vol. 322. Bruno Baruque and Emilio Corchado
Fusion Methods for Unsupervised Learning Ensembles, 2010
ISBN 978-3-642-16204-6













Departamento de Informática y Automática
Facultad de Ciencias
Universidad de Salamanca




ISBN 978-3-642-16204-6 e-ISBN 978-3-642-16205-3
DOI 10.1007/978-3-642-16205-3
Studies in Computational Intelligence ISSN 1860-949X
Library of Congress Control Number: 2010936510
c© 2010 Springer-Verlag Berlin Heidelberg
This work is subject to copyright. All rights are reserved, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilm or in any other
way, and storage in data banks. Duplication of this publication or parts thereof is
permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from
Springer. Violations are liable to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this
publication does not imply, even in the absence of a specific statement, that such
names are exempt from the relevant protective laws and regulations and therefore
free for general use.
Typeset & Cover Design: Scientific Publishing Services Pvt. Ltd., Chennai, India.
Printed on acid-free paper
9 8 7 6 5 4 3 2 1
springer.com
Abstract
The application of a “committee of experts” or ensemble learning to artifi-
cial neural networks that apply unsupervised learning techniques is widely
considered to enhance the effectiveness of such networks greatly. This book
examines in one of its chapters the potential of the ensemble meta-algorithm
by describing and testing a technique based on the combination of ensem-
bles and statistical PCA that is able to determine the presence of outliers
in high-dimensional data sets and to minimize outlier effects in the final re-
sults. After that, it presents its central contribution, which consists on an
algorithm for the ensemble fusion of topology-preserving maps, referred to as
Weighted Voting Superposition (WeVoS), which has been devised to improve
data exploration by 2-D visualization over multi-dimensional data sets. This
generic algorithm is applied in combination with several other models taken
from the family of topology preserving maps, such as the SOM, ViSOM, SIM
and Max-SIM. A range of quality measures for topology preserving maps that
are proposed in the literature are used to validate and compare WeVoS with
other algorithms. The experimental results demonstrate that, in the majority
of cases, the WeVoS algorithm outperforms earlier map-fusion methods and
the simpler versions of the algorithm with which it is compared. All the al-
gorithms are tested in different artificial data sets and in several of the most
common machine-learning data sets in order to corroborate their theoreti-
cal properties. Moreover, a real-life case-study taken from the food industry
demonstrates the practical benefits of their applications to more complex
problems.
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