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Abstrat
We onsider periodi matrix-valued Jaobi operators. The spetrum of this operator
is absolutely ontinuous and onsists of intervals separated by gaps. We dene the
Lyapunov funtion, whih is analyti on an assoiated Riemann surfae. On eah sheet
the Lyapunov funtion has the standard properties of the Lyapunov funtion for the
salar ase. We show that this funtion has (real or omplex) branh points, whih we
all resonanes. We prove that there exist two types of gaps: i) stable gaps, i.e., the
endpoints are periodi and anti-periodi eigenvalues, ii) unstable (resonane) gaps, i.e.,
the endpoints are resonanes (real branh points). We show that some spetral data
determine the spetrum (ounting multipliity) of the Jaobi operator.
1 Introdution and main results
Consider self-adjoint matrix-valued Jaobi operators J ating on ℓ2(Z)m and are given by
(J y)n = anyn+1+bnyn+a⊤n−1yn−1, n ∈ Z, yn ∈ Cm, y = (yn)n∈Z ∈ ℓ2(Z)m, m > 1, (1.1)
where an, bn = b
⊤
n are p-periodi sequenes of the m×m real matries and det an 6= 0 for all
n ∈ Z. It is well known that the spetrum σ(J ) of J is absolutely ontinuous and onsists
of non-degenerated intervals [λ+n−1, λ
−
n ], λ
+
n−1 < λ
−
n 6 λ
+
n , n = 1, ..., N < ∞. These intervals
are separated by the gaps γn = (λ
−
n , λ
+
n ) with the length > 0. Introdue the fundamental
m×m matrix-valued solutions ϕ = (ϕn(z))n∈Z, ϑ = (ϑn(z))n∈Z of the equation
anyn+1 + bnyn + a
⊤
n−1yn−1 = zyn, ϕ0 ≡ ϑ1 ≡ 0, ϕ1 ≡ ϑ0 ≡ Im, (z, n) ∈ C× Z, (1.2)
where Im is the identity m×m matrix. We dene the monodromy 2m× 2m matrix Mp and
the trae Tn, n > 1 by
Mp(z) =
(
ϑp(z) ϕp(z)
ϑp+1(z) ϕp+1(z)
)
, Tn(z) = TrM
n
p (z). (1.3)
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Introdue the modied monodromy matrix M and the determinant D by
M = P0MpP
−1
0 , P0 =
(
a0 0
0 Im
)
, D(z, τ) = det(M(z)− τI2m), τ, z ∈ C. (1.4)
Let τj = τj(z), j ∈ N2m be the eigenvalues of M(z), where Nm = {1, , .., m}. An eigenvalue
of M(z) is alled a multiplier.
Theorem (Lyapunov-Poinare) i) The following identities hold
M⊤JM = J, J =
(
0 Im
−Im 0
)
, (1.5)
D(z, τ) = τ 2mD(z, τ−1), all z, τ ∈ C, τ 6= 0. (1.6)
ii) If τ(z) is a multiplier of multipliity d > 1 for some z ∈ C (or z ∈ R), then τ−1(z)
(or τ(z)) is a multiplier of multipliity d. Moreover, eah M(z), z ∈ C, has exatly 2m
multipliers τ±1j (z), j ∈ Nm and σ(J ) = ∪mj=1{z ∈ C : |τj(z)| = 1}.
iii) If τ(z) is a simple multiplier for some z ∈ C and |τ(z)| = 1, then τ ′(z) 6= 0.
It is well known that the spetrum of the salar (m = 1) Jaobi operator J is absolutely
ontinuous and σ(J ) = ∪p1[λ+n−1, λ−n ], where λ+0 < λ−1 6 λ+1 < ... < λ−p 6 λ+p−1 < λ−p and
λ±n are 2-periodi eigenvalues. The intervals [λ
+
n−1, λ
−
n ], n ∈ Np are separated by gaps γn =
(λ−n , λ
−
n ) of lengths |γn| > 0. If a gap γn is degenerate, i.e. |γn| = 0, then the orresponding
segments σn, σn+1 merge. Reall that the Lyapunov funtion ∆(z) =
ϕp+1(z)+ϑp(z)
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and the
spetrum σ(J ) = {λ ∈ C : ∆(z) ∈ [−1, 1]}. Note that (−1)p−n∆(λ±n ) = 1 for all n ∈ Np.
We reall well-known fats (see e.g. [P℄ or [KKu℄).
Theorem 1.1. A real polynomial F is the Lyapunov funtion for some salar p-periodi
Jaobi operator with numbers an > 0, bn ∈ R, n ∈ Z i F (z) = czp +O(zp−1) as z →∞ for
some c > 0 and F ′(zj) = 0, (−1)p−jF (zj) > 1 for all j ∈ Np−1 and for some z1 < ... < zp−1.
Remark. 1) Zeros of ∆− t for any xed t ∈ [−1, 1] and a onstant c > 0 determine ∆.
2) σ(J ) = σ(J˜ ) for some Jaobi operators J , J˜ i∆ = ∆˜, where∆, ∆˜ are the orresponding
Lyapunov funtions.
3) If an = 1, bn = 0 for all n ∈ Z, then ∆ = Tp( z2), where Tp is the Chebyshev polynomial.
Before we desribe the ontent of our paper, we briey omment on bakground litera-
ture for matrix-valued Jaobi operators. Inverse spetral theory for salar periodi Jaobi
operators is well understood, see a book [T℄ and papers [BGGK℄, [K℄, [KKu℄, [P℄, [vM℄ and
referenes therein. The orresponding theory for periodi Jaobi matries with matrix-valued
oeients is still largely a wide open eld. Some new partiular results were reently ob-
tained by Gesztesy and oauthors [CG℄,[CGR℄,[GKM℄ and see referenes therein. Note that
for nite Jaobi matries with matrix-valued oeients the omplete solution of the inverse
problem was given reently by Chelkak and Korotyaev [CK℄.
The eigenvalues of M(z) are the zeros of the equation D(τ, z) = 0. This is an algebrai
equation in τ of degree 2m, where the oeients are polynomials of z. It is well known (see
e.g. Chapter 8, [Fo℄) that the roots τj(z), j ∈ N2m onstitute one or several branhes of one
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or several analyti funtions that have only algebrai singularities in C. Thus the number
of eigenvalues of M(z) is a onstant Ne with the exeption of some speial values of z (see
below the denition of a resonane). There is a nite number of suh points on the plane.
If the funtions τj(z), j ∈ N2m are all distint, then Ne = 2m. If some of them are idential,
then Ne < 2m and M(z) is permanently degenerate.
If m = 1, then the Riemann surfae for the multipliers has 2 sheets, but the Lyapunov
funtion is entire. Similarly, in the ase m > 2 it is more onvenient for us to onstrut the
Riemann surfae for the Lyapunov funtions given by ∆j(z) =
1
2
(τj(z) + τ
−1
j (z)), j ∈ Nm,
whih has m sheets (see the equation (1.7)). Note that the Lyapunov-Poinare Theorem
gives σ(J ) = ⋃mj=1{z : ∆j(z) ∈ [−1, 1]}. Let #A be a number of elements of a set A.
Theorem 1.2. There exist analyti funtions ∆˜s, s = 1, .., p0 6 m on the ps-sheeted Riemann
surfae Rs, ps > 1 having the following properties:
i) There exist disjoint subsets ωs ⊂ Nm, s ∈ Np0 ,
⋃
ωs = Nm suh that all branhes of
∆˜s, s ∈ Np0 have the form ∆j(z) = 12(τj(z) + τ−1j (z)), j ∈ ωs and satisfy
D(z, τ)
(2τ)m
=
p0∏
1
Φs(z, ν), Φs(z, ν) =
∏
j∈ωs
(ν −∆j(z)), ν = τ + τ
−1
2
, τ 6= 0, (1.7)
for any z, τ ∈ C, where the funtions Φs(z, ν) are some polynomials with respet to ν, z ∈ C.
If ∆i = ∆j for some i ∈ ωk, j ∈ ωs, then Φk = Φs and ∆˜k = ∆˜s.
ii) Let some branh ∆j, j ∈ Nm be real analyti on some interval Y = (α, β) ⊂ R and
−1 < ∆j(z) < 1 for any z ∈ Y . Then ∆′j(z) 6= 0 for eah z ∈ Y .
iii) All funtions ρ, ρs, s ∈ Np0 ,#ωs > 2 given by (1.8) are polynomials and
ρ =
N0∏
1
ρs, ρs(z) =
∏
i<j,i,j∈ωs
(∆i(z)−∆j(z))2, z ∈ C, where ρs = 1, if #ωs = 1. (1.8)
iv) Eah endpoint of a gap (λ−n , λ
+
n ) is a periodi (or anti-periodi) eigenvalue or a real branh
point of some ∆j, j ∈ Nm, whih is a zero of ρ (below suh points are alled resonanes).
v) Let τ 0j , j ∈ Nm be eigenvalues of a matrix Ap = (a1a2..ap)−1. Then following asymptotis
hold
∆j(z) =
zp
2
(τ 0j +O(z
− 1
m )), τj(z) = z
pτ 0j +O(z
− 1
m )), j ∈ Nm, (1.9)
ρs(z) = z
p|ωs|(|ωs|−1)(cs +O(z
− 1
m )), cs = 2
|ωs|(1−|ωs|)
∏
k<j,k,j∈ωs
(τ 0k − τ 0j )2, s ∈ Np0 (1.10)
as |z| → ∞ Moreover, if τ 0j 6= τ 0k for all j, k ∈ ωs, j 6= k, then cs 6= 0 and ρs(z) =
z|ωs|(|ωs|−1)(cs +O(z
−1)) as |z| → ∞.
Denition. The number z0 is a resonane of J , if z0 is a zero of ρ given by (1.8).
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Example. Let an = diag{a1,n, a2,n, ..., am,n, } and bn = diag{b1,n, b2,n, ..., bm,n, } for all n ∈ Z
and for some aj,n > 0, bj,n ∈ R, (j, n) ∈ Nm × Z. Then the operator J = ⊕m1 Jj, where Jj is
a salar Jaobi operator, ating in ℓ2(Z) and is given by
(Jjy)n = aj,nyn+1 + aj,n−1yn−1 + bj,nyn, n ∈ Z, y = (yn)n∈Z ∈ ℓ2(Z).
In this ase eah ∆j is the standard Lyapunov funtion for Jj, and the properties of ∆j is
well known, see Theorem 1.1 and [T℄. Thus ρ = 1, sine ωj = {j}.
Below we show the following identity (see (3.2))
D(z, τ) = cτm
mp∏
j=1
(z − λj(τ)), z, τ ∈ C, τ 6= 0, c = (−1)m detAp, (1.11)
where λj(τ) are zeros of the polynomial D(z, τ) = 0 for xed τ . Dene the set Λ(τ) =
{λn(τ), n ∈ Nmp}, τ ∈ C. Then we obtain σ(J ) =
⋃mp
j=1 σj , where σj = λj(S
1), S1 = {τ ∈ C :
|τ | = 1} is the bounded lose set. Ler N0m = {0, ..., m} for m > 0. We desribe minimum
spetral data whih determine all Lyapunov funtions ∆j , j ∈ Nm for some Jaobi operator.
Theorem 1.3. Let κk ∈ R, j ∈ N0m satisfy cosκn 6= cosκj for all j 6= n.
i) Let Λ0 = Λ(e
iκ0) and let Λj ⊂ Λ(eiκj),#Λj = (m−j)p+1, j ∈ Nm for some Jaobi operator
J . Then the spetral data Λj , j ∈ N0m, determine the polynomial D(·, ·), all Lyapunov
funtions ∆j , j ∈ Nm and the spetrum σ(J ) (ounted aording to its multipliity).
ii) Let Λ˜1 ⊂ Λ1 and let #Λ˜1 = #Λ1 − 1. Then there exist innitely many Jaobi operators,
having the same spetral data Λ0, Λ˜1, Λj, j = 2, ...m, but dierent determinants.
Example. Note that if eikκj = 1 for some k ∈ N, then λn(eiκj), n ∈ Nmp are k-periodi
eigenvalues. Consider the ase m = 2. Let κ0 = 0,κ1 = π. Then Λ0 is a set of all periodi
eigenvalues and Λ1 is a set of some anti-periodi eigenvalues suh that#Λ0 = 2p,#Λ1 = p+1.
Let the set Λ2 = {λ˜}, where λ˜ ∈ σ(J ) is a some four-periodi eigenvalue, i.e., κ2 = pi2 . Due
to Theorem 1.3, the spetral data Λ0,Λ1,Λ2 determine the polynomial det(Mp(z) − τIm),
the spetrum σ(J ) and the Lyapunov funtions ∆1,∆2.
Theorem 1.4. i) Let p > 3. Then eah sum
∑mp
j=1 λ
s
j(τ), s ∈ Np−1 does not depend on
τ ∈ C. In partiular, the following identities hold
mp∑
n=1
λn(τ) =
p∑
n=1
Tr bn,
mp∑
n=1
λ2n(τ) =
p∑
n=1
Tr(b2n + 2ana
⊤
n ), all τ ∈ C. (1.12)
ii) The following estimate is fullled:
pm∑
n=1
λ2n(τ) > 2pm(detAp)
2
pm , (1.13)
where the identity holds true i bn ≡ 0, ana⊤n = (detAp)
2
pm Im for all n ∈ Np.
iii) Let numbers κj ∈ R, j ∈ Nm satisfy cosκn 6= cosκj for all j 6= n. Then the eigenvalues
λnm+k(e
iκj ) = 2 cos 1
p
(κj + 2πn) for all (j, n, k) ∈ N0m × N0p−1 × Np i bn = 0, ana⊤n = Im for
all n ∈ Npm and
∏p
n=1 an = Im.
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We desribe a priori estimates
Proposition 1.5. Let ‖J ‖∞ = max{|an(j, k)|, |bn(j, k)|}, where the matries an = {an(j, k)},
bn = {bn(j, k)}. Then the following estimates hold
‖J ‖∞ 6 max{|λ+0 |, |λ−N |} = ‖J ‖ 6 (4m− 1)‖J ‖∞, (1.14)
‖J ‖∞ + |λ
−
N + λ
+
0 |
2
6
λ−N − λ+0
2
6 (4m− 1)‖J ‖∞, if
p∑
j=1
Tr bj = 0. (1.15)
Remark. A priori estimates for salar Jaobi operators were obtained in [BGGK℄, [K℄,
[KKr℄.
The plan of our paper is as follows. In Set. 2 we prove Theorem 1.2. In Set. 3 we
prove Theorem 1.3, 1.4 and Proposition 1.5. In Setion 4 we onsider examples for the ase
m = p = 2, where we onstrut the omplex and real resonanes. In Set. 5 we shortly reall
the well known results about the properties of point spetrum and the absene of singular
ontinuous spetrum. In the proof we use [CK℄, [BBK℄.
2 The Lyapunov funtions
We reall well-known results. For any solution y = (yn)n∈Z of the equation anyn+1 + bnyn +
a⊤n−1yn−1 = zyn we dene
fn =
(
yn
yn+1
)
, and Tn =
(
0 Im
−a−1n a⊤n−1 a−1n (z − bn)
)
, n ∈ Z. (2.1)
Then fn satises fn = Tnfn−1. Thus the matrix-valued funtion Mn =
(
ϑn ϕn
ϑn+1 ϕn+1
)
satises Mn = TnMn−1,M0 = I2m. This gives the monodromy matrix Mn =
∏n
j=1 Tj ,
n > 1, where
∏n
j=1Xj = Xn...X1 for matries Xj. We rewrite Tn in the form
Tn =
(
Im 0
0 a−1n
)(
0 Im
−Im z − bn
)(
a⊤n−1 0
0 Im
)
= P−1n RnT 0n Pn−1, (2.2)
where
Pn = a
⊤
n ⊕ Im, Rn = Pn
(
Im 0
0 a−1n
)
= a⊤n ⊕ a−1n , T 0n =
(
0 Im
−Im z − bn
)
. (2.3)
Then using (2.2), we get
Mn =
n∏
j=1
P−1j RjT 0j Pj−1 = P−1n
( n∏
j=1
RjT 0j
)
P0 = P
−1
n MnP0, Mn =
n∏
j=1
RjT 0j . (2.4)
Matries Rj , Tj , j > 1 satisfy
R⊤j JRj = J, (T 0j )⊤JT 0j = J, J =
(
0 Im
−Im 0
)
, (2.5)
5
whih yields
M⊤n JMn = J, M
−1
n = −JM⊤n J, n ∈ Z. (2.6)
Using (2.4) we obtain
Mn = PnMnP
−1
0 =
(
a⊤nϑn(a
⊤
0 )
−1 a⊤nϕn
ϑn+1(a
⊤
0 )
−1 ϕn+1
)
, M⊤n =
(
a−10 ϑ
⊤
n an a
−1
0 ϑ
⊤
n+1
ϕ⊤n an ϕ
⊤
n+1
)
(2.7)
and
M−1n = −JM⊤n J =
(
ϕ⊤n+1 −ϕ⊤n an
−a−10 ϑ⊤n+1 a−10 ϑ⊤n an
)
. (2.8)
Due to MnM
−1
n = I2m and M
−1
n Mn = I2m we dedue that
a⊤nϑn(a
⊤
0 )
−1ϕ⊤n+1 − a⊤nϕn(a⊤0 )−1ϑ⊤n+1 = Im, ϑn(a⊤0 )−1ϕ⊤n = ϕn(a⊤0 )−1ϑ⊤n , (2.9)
ϑ⊤n anϕn+1 − ϑ⊤n+1anϕn = a0, ϕ⊤n+1a⊤nϕn = ϕ⊤n a⊤nϕn+1, ϑ⊤n+1a⊤nϑn = ϑ⊤n a⊤nϑn+1. (2.10)
Reall the asymptotis of fundamental solutions
ϕn+1 = z
nAn +O(λ
n−1), ϑn+1 = O(z
n−1), n > 1, An = (a1a2...an)
−1
(2.11)
as z →∞. Substituting last asymptotis into Mp we obtain
Mp(z) = z
p
(
0 0
0 Ap
)
+O(zp−1). (2.12)
It is well known that the determinant D(z, τ) satises
D(z, τ) = det(M(z) − τI) = τ 2m +
2m∑
j=1
τ 2m−jξj(z) =
2m∏
j=1
(τ − τj(z)), z, τ ∈ C, (2.13)
ξ0 = 1, ξ1 = −T1, ξ2 = −1
2
(T2 + T1ξ1), ..., ξs = −1
s
s−1∑
0
Ts−jξj , .., (2.14)
see p.331-333 [RS℄. The identity (1.6) gives ξj = ξ2m−j for all j ∈ Nm. Reall that the
Chebyshev polynomials Tn, n > 1 satisfy:
Tn(ν) =
τn + τ−n
2
= 2m−1
[n
2
]∑
0
cn,jν
n−2j , cn,j = (−1)jn(n− j − 1)!
(n− 2j)!j! 2
n−2j−m, (2.15)
ν = τ+τ
−1
2
, see [AS℄. Then (2.13) and the identity
τn+τ−n
2
= Tn(ν) yield
D(τ, z)
(2τ)m
=
(τm + τ−m)
2m
+ ξ1
(τm−1 + τ 1−m)
2m
+ ... + 2−mξm =
m∑
j=0
ξj
2m−1
Tj(ν), (2.16)
6
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TrMn(z) =
m∑
1
τnj + τ
−n
j
2
=
m∑
j=1
Tn(∆j(z)), z ∈ C. (2.17)
The substitution of (2.15) into the equality (2.16) gives
Φ(ν, z) =
D(τ, z)
(2τ)m
=
m∑
0
φj(z)ν
m−j , (2.18)
φ0 = 1, φ1 = cm−1,0ξ1 =
ξ1
2
, φ2 = cm,1 + cm−2,0ξ2, φ3 = cm−1,1ξ1 + cm−3,0ξ3, ..., (2.19)
φ2n = cm,n + cm−2,n−1ξ2 + cm−4,n−2ξ4 + ...+ cm−2n,0ξ2n, (2.20)
φ2n+1 = cm−1,nξ1 + cm−3,n−1ξ3 + cm−5,n−2ξ5 + ... + cm−2n−1,0ξ2n+1. (2.21)
Let an = Im, bn = 0 for all n ∈ Z and denote the orresponding Jaobi operator by J 0. If
D0 is the orresponding determinant, then we obtain D0(τ, z) = (τ 2 + 1 − 2τTp( z2))m and
Φ0 = D
0(τ,z)
(2τ)m
= (ν − Tp( z2))m =
∑m
0 C
m
j (−Tp( z2))jνm−j , where CNm = N !(N−m)!m! .
Proof of Theorem 1.2. i) We have the identity Φ(ν, z) = D(τ,z)
(2τ)m
=
∑m
0 φj(z)ν
m−j
, see
(2.18), where the polynomials φj are given by (2.19)-(2.21). ∆1(z), ..,∆m(z) are the roots of
Φ(z, ν) = 0 for xed z ∈ C. Then the statement i) follows from the well-known about the
zeros of a polynomial
∑m
0 ν
m−jwj(z), where wj is a polynomials in z, see [Fo℄.
ii) We have ∆′j(z) =
1
2
(1 − τ−2(z))τ ′(z) 6= 0, z ∈ Y , sine by the Lyapunov-Poinare
Theorem, τ ′(z) 6= 0 for all z ∈ Y .
iii) Reall that the resultant for polynomials f = τn + α1τ
n−1 + .. + αn, g = b0τ
s +
β1τ
s−1 + ..+ βs is given by
R(f, g) = det


1 α1 .. αn 0 0 .. 0
0 1 α1 .. αn 0 .. 0
. . . . . . . .
0 ... 0 1 α1 .. αn
β0 β1 .. βs 0 .. 0
0 β0 β1 .. βs 0 .. 0
. . . . . . . .
0 ... 0 β0 β1 .. βs



 n lines
 s lines
. (2.22)
The disriminant of the polynomial f with zeros τ1, .., τn is given by
Disf =
∏
i<j
(τi − τj)2 = (−1)
n(n−1)
2 R(f, f ′).
Thus we have DisΦj(λ, τ) =
∏
i<s,i,s∈ωj
(∆i(λ) − ∆s(λ))2 = (−1)
Nj(Nj−1)
2 R(Φj ,Φ
′
j) is polyno-
mial, sine Φj(λ, τ) is the polynomial. Then the funtion ρ =
∏N0
1 Dis Φj is polynomial.
iv) Eah gap has the form γn = (λ
−
n , λ
+
n ) = ∩mj=1γn,j, where γn,j = (λ−n,j, λ+n,j) ⊂ R is
some nite interval suh that ∆j(z) /∈ [−1, 1] for all z ∈ γn,j. Note that ∆j(λ−n,j) = ± or
∆j(λ
+
n,j) = ±1 or λ±n,j is the branh point of ∆j(z), otherwise we have a ontradition.
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v) Using (2.12) we dene F by
F (t) = tpMp = F0 + tF1(t), F0 = 0m ⊕ Ap, t = z−1,
where F1 is a some matrix polynomial and F1(t) = const+O(t) as t→ 0. Let τ˜j(t), j ∈ N2m
be the eigenvalues of F (t). Reall that τ 0j , j ∈ Nm are eigenvalues of Ap. Then, τ˜j(t) are
given by onvergent Puiseux series (the Taylor series in τ 1/mj )
τ˜j(t) = τ
0
j +
∞∑
k=1
αj,kt
k
mj , |t| < r,
k∑
1
mj = m, mj ∈ N, j ∈ ws, s ∈ Nk
for some r > 0, see p=4, [RS℄, where w1 = Nm1 , w2 = Nm1+m2 \ w1, ..., wk = Nm \ Nm−mk
and τ 0j = τ
0
j′ for all j, j
′ ∈ ws. Here τ˜j(t), j ∈ ws are the branhes of one or more multivalued
analyti funtions with at worst algebrai branh points at τ = 0 and satisfy
τj(z) = z
pτ˜j(t) = z
p(τ 0j +O(z
− 1
ms )) = τ 0j z
p +O(zp−
1
ms ), j ∈ ws.
If eah eigenvalue τ 0j is simple, then eah τ˜j(t), j ∈ Nm is analyti for small t, i.e., ms = 1.
Thus we obtain τj(z) = τ
0
j z
p + O(zp−1), j ∈ Nm, whih yields 2∆j = τj(z) + 1τj(z) = τ 0j zp +
O(zp−1) and using (1.8), we get asymptotis for ρs.
3 Inverse Problems
In order to prove Theorem 1.3 we need the Lemma 3.1-3.3.
Lemma 3.1. Let W = {Wr,j}sj,r=0 be a s × s matrix with omponents Wr,j = cos jκr for
some κr ∈ C, s > 1, where cosκr 6= cosκr′ for all r 6= r′. Then detW 6= 0.
Proof. Using cos jz = Tj(cos z), where the Chebyshev polynomials Tj are given by (2.15),
we obtainWr,j = cos jκr = Tj(cosκr). Let Wy = 0 for some vetor y = (yn)
s
0 ∈ Cs+1, y 6= 0.
Then we dedue that a polynomial P (x) =
∑s
j=0 yjTj(x), P 6= 0 has distint zeros cosκj, j ∈
N0s, whih gives a ontradition, sine degP 6 degTs = s. Thus W is invertible.
Lemma 3.2. Let c = (−1)m detAp. The polynomials ξj(z), j ∈ Nm, given by (2.13), satisfy
ξj(z) = ξ2m−j(z) = O(z
pj), ξm(z) = cz
pm +O(zpm−1) as z →∞, , (3.1)
c
mp∏
n=1
(z − λn(τ)) = D(z, τ)
τm
= (τm + τ−m) + ξm(z) +
m−1∑
j=1
(τm−j + τ j−m)ξj(z). (3.2)
Proof. Using (1.6), (2.13) and Viete's formulas, we get
ξj(z) = ξ2m−j(z) = (−1)j
∑
16i1<..<ij62m
j∏
s=1
τis(z), 1 6 j 6 m. (3.3)
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Asymptotis (1.9) give τj(z) = τ
0
j z
p + o(zp), j ∈ Nm and the Lyapunov-Poinare Theorem
yields τm+j(z) =
1
τj(z)
= O(z−p) as z →∞, sine eah τ 0j 6= 0. Then, using (3.3), we obtain
ξj(z) = O(z
pj), ξm(z) = (−1)m
m∏
j=1
τ 0j z
pm + o(zpm) = (−1)m detApzpm +O(zpm−1).
Identity (3.2) follows from last identity and (1.6), (2.13).
We need the following Lemma about polynomials.
Lemma 3.3. Let (zn)
k
1 ∈ Ck and (cj)s0 ∈ Cs+1 for some integers s, k > 1. Then there exists
a unique polynomial r(z) satisfying for some polynomial g the following relations
r(z) = zk
s∑
j=0
cjz
j+O(zk−1) as z →∞ and r(z) = h(z)g(z), h(z) =
k∏
n=1
(z−zn), (3.4)
Proof. Introdue the linear spae of polynomials Ps = {g : deg g 6 s}, dimPs = s + 1.
Note that g ∈ Ps. Dene the linear operator A : Ps → Cs+1 by
(Ag)j = 1
n!
dn
dzn
(
h(z)g(z)
)
|z=0, n = k + j − 1, j ∈ Ns+1, g ∈ Ps.
We rewrite Ag in the form (Ag)j = cj−1, j ∈ Ns+1, where h(z)g(z) = zk
∑s
j=0 cjz
j+O(zk−1)
as z → ∞. We dedue that A : Ps → Cs+1 is an isomorphism, sine dimPs = dimCs+1 =
s + 1 and if Ag = 0, then g = 0. If g = A−1(cn)s0 and r(z) = h(z)g(z), then r(z) =
zk
∑s
j=0 cjz
j + O(zk−1) as z → ∞. Moreover, the polynomial r is unique, sine A is an
isomorphism.
Proof of Theorem 1.3. Reall that c = (−1)m detAp. Dene the polynomials ζ0(z) ≡ c−1,
ζj(z) ≡ c−1ξj(z), j ∈ Nm. Lemma 3.2 yields deg ζj 6 pj and then ζj(z) =
∑pj
n=0 ζj,nz
n
for
some ζj,n ∈ R. Introdue the setsKs = {p(m−s−1)+1, ..., p(m−s)}, s ∈ N0m−1, Km = {0},
whih satisfy
∪ms=j Ks = N0p(m−j), Kr ∩Ks = ∅, for all r 6= s. (3.5)
Using (3.2) and (3.5) and setting hj = τ
−j + τ j , we obtain
q(z, τ) =
D(z, τ)
cτm
=
pm∏
n=1
(z − λn(τ)) =
m∑
j=0
hm−jζj(z) =
m∑
j=0
hjζm−j(z) (3.6)
=
m∑
j=0
hj
p(m−j)∑
n=0
ζm−j,nz
n =
m∑
j=0
hj
m∑
s=j
∑
n∈Ks
ζm−j,nz
n =
m∑
j=0
m∑
s=j
∑
n∈Ks
hjζm−j,nz
n
=
m∑
s=0
s∑
j=0
∑
n∈Ks
hjζm−j,nz
n =
m∑
s=0
∑
n∈Ks
s∑
j=0
hjζm−j,nz
n =
m∑
s=0
∑
n∈Ks
ηn(τ)z
n =
pm∑
n=0
ηn(τ)z
n,
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where
ηn(τ) =
s∑
j=0
hjζm−j,n, n ∈ Ks, s ∈ N0m. (3.7)
Substituting τ = eiκr , r ∈ N0s into the identity (3.7) we get
η˜n = 2Wsyn, η˜n = (ηn(e
iκr))sr=0, yn = (ζm−j,n)
s
j=0, Ws = (cos jκr)
s
r,j=0, (3.8)
for all (n, s) ∈ Ks × N0m. Due to Lemma 3.1, eah matrix Ws, s ∈ N0m is invertible. Thus
(3.8), (3.7) give
ηn(τ) =< (τ
j + τ−j)sj=0, (2Ws)
−1η˜n >, (n, s) ∈ Ks × N0m (3.9)
where < ·, · > is a salar produt in Rs. Then the funtions ηn(·), n ∈ Ns are determined by
η˜n = (ηn(e
iκr))sr=0. We will use this fat to determine all funtions ηn(·), n ∈ Nm. In order
to desribe reovering we need the following simple fat.
Lemma 3.4. Let 0 6 k 6 m − 1. Then numbers ηn(eiκj ), (n, j) ∈ N0pm × N0k, the fun-
tions ηn, n ∈ ∪kj=0Kj, the set Λk+1 and the numbers κj, j ∈ N0m determine the numbers
ηn(e
iκj ), (n, j) ∈ N0pm × N0k+1, and the funtions ηn, n ∈ ∪k+1j=0Kj.
Proof. Let Sk+1 = (ηn(e
iκk+1))n∈∪kj=0Kj = (ηn(e
iκk+1))pmn=p(m−k−1)+1. Using (3.6), we see
that the elements of Λk+1 are some zeros of the polynomial q(z, e
iκk+1) and reall that
#Λk+1 = p(m − k − 1) + 1. Also, using (3.6), we see that the omponents of vetor Sk+1
are the oeients of the polynomial q(z, eiκk+1). Then, due to Lemma 3.3, Λk+1 and Sk+1
uniquely determine the polynomial q(z, eiκk+1) and, using (3.6), we determine (ηn(e
iκk+1))pmn=0.
Substituting obtained values (ηn(e
iκj ))n∈Kk+1, j ∈ N0k+1 into the (3.9), we determine ηn(τ),
n ∈ Kk+1.
Now we desribe the reovering proedure. Reall that q(z, τ) = D(z,τ)
cτm
. Substituting
the elements of the set Λ0 into the (3.6), we determine q(z, e
iκ0) and (ηn(e
iκ0))pmn=0. Then
(3.9) determines all funtions ηn(τ), n ∈ K0. Step by step, using Lemma 3.4 for k ∈ N0m−1,
we determine ηn(τ), n ∈ ∪mj=0Kj = N0pm. Then (3.6) gives q(z, τ). Using (2.13) we get
cq(z, τ) = D(z, τ) = τ 2m + O(τ 2m−1) as τ → ∞, then the polynomial q(z, τ) uniquely
determine onstant c and D(z, τ).
ii) Assume that an, bn, n ∈ Z are diagonal, and eah an > 0, n ∈ Z. Then J = ⊕m1 Jj,
where Jj are salar Jaobi operators. Let ∆j be the Lyapunov funtions and let D˜j be the
orresponding determinant for the operators Jj, j ∈ Nm. Then we dedue that
D(z, τ) =
m∏
j=1
D˜j, D˜j(z, τ) = τ(τ + τ
−1 − 2∆j(z)). (3.10)
By Theorem 1.1, the Lyapunov funtion ∆m(z) satises ∆
′
m(z
0
j ) = 0 and (−1)p−j∆m(z0j ) =
|∆m(z0j )| > 1, j ∈ Np−1 for some z01 < ... < z0p . Then the polynomial qs(z) = s(∆m(z) −
cosκ0) + cosκ0, s > 1 satises
(−1)p−jqs(z0j ) = s
(
|∆m(z0j )|+ (−1)p−j
(
−1 + 1
s
)
cosκ0
)
> 1, (qs)
′(z0j ) = 0, j ∈ Np−1.
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Using ∆m = cmz
p + O(zp−1), cm > 0 as z → ∞, we get qs(z) = cmszp−1 + O(zp−1), cm > 0.
Due to Theorem 1.1, qs is a Lyapunov funtion for some salar p-periodi Jaobi operator
J sm. Consider the p-periodi m-dimensional Jaobi operator J s = J sm ⊕⊕m−11 Jj. Then the
determinant for J s is given by
Ds(z, τ) = τ
m(τ + τ−1 − 2qs(z))
m−1∏
j=1
(τ + τ−1 − 2∆j(z)). (3.11)
Using (3.10), (3.11), we see that Λ0(J ) = Λ0(J s), where Λj(J ), j = 0, 1, 2.. is the set Λj for
J . Eah Lyapunov funtion ∆j1(z), j1 ∈ Nm−1 satises
∆j1(z)− cosκj = cj1
p∏
n=1
(z − zn+pj1,j), cj1 > 0, j ∈ Nm, for some zn+pj1,j ∈ R.
Then using (3.10), (3.11), we dedue that zn+p,j, n ∈ Np(m−1) are zeros of eah polynomial
Ds(z, e
iκj ), j ∈ Nm, s > 1, where D1(z, τ) = D(z, τ). We take Λj(J s) = Λj(J ) = {zp+n, n ∈
Np(m−j)+1}, j = 2, .., m and Λ˜1(J s) = Λ˜1(J ) = {zn+p,1, n ∈ Np(m−1)}, where Λ˜1(J ) is the
set Λ˜1 for J . But we have Ds 6= D1 = D for any s > 1, sine q1 = ∆m 6= qs.
Proof of Theorem 1.4. i) Let gn(τ) = (−1)n
∑
16j1<..<jn6mp
∏n
s=1 λjs(τ). Lemma 3.2
implies ξj(z) = O(z
pj). Then using (3.2) for xed τ 6= τ1 = 1, τ 6= 0, we obtain
c
mp∑
j=1
zmp−j(gj(τ1)− gj(τ)) = c
mp∏
j=1
(z − λj(τ1))− c
mp∏
j=1
(z − λj(τ)) =
= (τm1 + τ
−m
1 − τm − τ−m) +
m−1∑
n=1
(τm−n1 + τ
n−m
1 − τm−n − τn−m)ξn(z) = O(z(m−1)p),
whih yields gj(τ1) = gj(τ) for all j ∈ Np−1, sine c 6= 0. The Newton formulas give
u1 = −g1, un = −ngn −
n−1∑
j=1
gjun−j, where un(τ) =
mp∑
j=1
λnj (τ),
whih yields that un(τ) = un(τ1) = un(1) for all (n, τ) ∈ Np−1 × C. Due to (5.4), we get
mp∑
j=1
λsj(τ) = TrL(τ)
s, s > 1,
mp∑
j=1
λj(τ) = TrL(τ) =
N∑
j=1
Tr bj
mp∑
j=1
λ2j(τ) = TrL(τ)
2 = TrL(τ)L∗(τ) = 2
p∑
j=1
‖aj‖2 +
p∑
j=1
‖bj‖2. (3.12)
ii) Let εj,n, j ∈ Nm be eigenvalues of the matrix ana⊤n , n ∈ Np. Then (3.12) gives
pm∑
n=1
λ2n(τ) >
p∑
n=1
Tr 2ana
⊤
n = 2
pm∑
n=1
m∑
j=1
εj,n > 2pm
(∏
j,n
εj,n
) 1
pm
= 2pm(detA2p)
1
pm . (3.13)
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Reall that the identity
∑p
n=1
∑m
j=1 εj,n = pm
(∏
j,n εj,n
) 1
pm
holds true i eah εpmj,n = detA
2
p,
(j, n) ∈ Nm × Np. Then the statement ii) holds true.
iii) Suieny. Let a0 = (a0n)n∈Z, b
0 = (b0n)n∈Z, where a
0
n = Im, b
0
n = 0 for all n ∈ Z. Let
the Jaobi operator J = J (a, b0), where eah matrix an, n ∈ Np is unitary and
∏p
1 an = Im.
Dene matries cn by c1 = Im, cn+1 = a
⊤
n cn, n ∈ Z. Thus cn+p = cn for all n ∈ Z and cn are
unitary matries, sine an are unitary. Then U = diag(cn)n∈Z is unitary operator in ℓ
2(Z)m
and UJ (a, b0)U−1 = J (a0, b0) = J 0, whih yields
det(Mp − τI2m) = τm
m∏
j=1
(τ + τ−1 − 2Tp(z/2)) = det(M0p − τI2m),
where Mp,M
0
p are orresponding determinants and Tp is the Chebyshev polynomial, see
(2.15). Using (1.11) and Tp(z) = cos(p arccos z), we obtain λnm+k(e
iκj ) = 2 cos 1
p
(κj + 2πn)
for all (j, n, k) ∈ N0m × N0p−1 × Np. Also, using i), we obtain
pm∑
n=1
λn(e
iκj)2 =
p∑
n=1
Tr((b0n)
2 + 2a0na
0
n
⊤
) = 2pm, j ∈ N0m. (3.14)
Neessity. Let λnm+k(e
iκj ) = 2 cos 1
p
(κj +2πn) for all (j, n, k) ∈ N0m×N0p−1×Np. Then
Theorem 1.3.ii uniquely determines
τ−mD(z, τ) =
m∏
j=1
(τ + τ−1 − 2Tp(z/2)) (3.15)
(see above Suieny). Identities (1.11) give detAp = 1. Using (3.14) and Corollary 1.4.ii,
we obtain bn = 0, ana
⊤
n = Im. Due to (1.7), (1.9) and (3.15), we obtain
∆j(z) =
1
2
(τj(z) + τ
−1
j (z)) =
τ 0j z
p
2
+O(zp−1), ∆j(z) = Tp(z/2) =
zp
2
+O(zp−1),
then τ 0j = 1, j ∈ Nm, i.e., all eigenvalues of matrix Ap are equal 1 and all eigenvalues of
matrix A−1p = a1...ap are equal 1, then Ap = Im, sine an (ana
⊤
n = Im) and Ap are unitary.
Proof of Proposition 1.5. For the self-adjoint operator J we obtain ‖J ‖ = max{|λ+0 |, |λ−0 |}.
Moreover, the operator J has the form J =∑1−2m2m−1 Jj, where Jj is some diagonal matrix.
Note that Jj,Js, j 6= s have dierent diagonals. Using the identity ‖Jj‖ = ‖Jj‖∞ and the
simple estimate ‖J ‖∞ 6 ‖J ‖ we obtain
‖J ‖∞ 6 ‖J ‖ 6
2m−1∑
−2m+1
‖J (j)‖ 6 (4m− 1)‖J ‖∞,
whih yields (1.14). If
∑p
1 Tr bj = 0, then
∑
λj(τ) = 0, whih yields λ
+
0 6 0 6 λ
−
0 and
λ−0 − λ+0 = |λ+0 |+ |λ−NG|. Thus all these stimates gives (1.15).
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4 Examples for the ase p = 2, m = 2
We onsider the ase p = 2, m = 2, where real 2× 2 matries an, bn satisfy
an+2 = an =
(
1 β2n+1
0 1
)
, bn+2 = bn =
(
α2n β2n
β2n α2n+1
)
, αn+4 = αn, βn+4 = βn.
The determinant D, the funtion ρ and the Lyapunov funtions are given by
D(·, τ) = τ 4 − T1τ 3 + Tτ 2 − T1τ + 1 = (τ 2 − 2∆1τ + 1)(τ 2 − 2∆2τ + 1) = (2τ)2Φ(·, ν),
T =
T 21 − T2
2
, ρ =
−T 21 + 2T2 + 8
4
, ∆1 =
T1 −
√
4ρ
4
, ∆2 =
T1 +
√
4ρ
4
,
T1 = 2z
2 + T11z + T10, T2 = z
4 + T23z
3 + ..+ T20, Φ(·, ν) = ν2 − T1
2
ν +
T
4
− 1
2
,
where
T11 = −
3∑
0
αn + (β0 + β2)β3 + β1(β0 + β2),
T10 = −4+2β0β2+2β1β3+
3∏
0
βn+α0α2+α1α3−β0(α2β3+α3β1)−β2(α0β1+α1β3), (4.1)
T23 = −
3∑
0
αn, T22 =
∑
06j<k63
αjαk −
3∑
0
β2n − 4,
T21 = (α2 + α3)β
2
0 + (α0 + α3)β
2
1 + (α0 + α1)β
2
2 + (α1 + α2)β
2
3
−2β0(β1 + β3)− 2β2(β1 + β3) + (α1 + α3)(2− α0α2) + (α0 + α2)(2− α1α3),
T20 = 6 + β
2
0β
2
2 + β
2
1β
2
3 − 4β1β3 − 4β0β2 +
3∏
0
αn − α0(α1β22 + α3β21)− α2(α1β23 + α3β20)
−2α0α2 − 2α1α3 ++2β0(α2β3 + α3β1) + 2β2(α0β1 + α1β3). (4.2)
Below we onsider some spei ases.
1. All an, bn are diagonal matries. In this ase all βn = 0, the funtion ρ = 0 and
∆1 =
1
2
(
z − α0 + α2
2
)2
− 1
2
(α0 − α2
2
)2
− 1, ∆2 = 1
2
(
z − α1 + α3
2
)2
− 1
2
(α1 − α3
2
)2
− 1.
2. The onstant oeients. Let αn = 0, βn = β for all n ∈ Z. Then
T1 = 2z
2 + 4β2z + β4 + 4β2 − 4, ρ = β2(2z + β2)2(4z + β2 + 8).
The funtion ρ has 3 zeros z1, z2, z3. If β = 0, then ρ = 0,∆1 ≡ ∆2 = z22 .
If β 6= 0,±√8, then ρ has the zeros z1 = z2 = −β22 , z3 = −β
2+8
4
.
If β = ±√8, then ρ has the zeros z1 = z2 = z3 − 4.
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We have the following equations for periodi and anti-periodi eigenvalues
4(∆1 − 1)(∆2 − 1) = (z + 2)2((z − 2)2 − 4β2) = 0, 4(∆1 + 1)(∆2 + 1) = (z2 − 2β2)2 = 0.
Hene for eah β 6= 0 there exist two double anti-periodi eigenvalues −β√2, β√2; one
double periodi eigenvalue −2 and two simple periodi eigenvalues 2(1 − b), 2(1 + b). If
β = ±2, then there exists the periodi eigenvalue −2 of multipliity 3.
3. Example (α0, α1, α2, α3) = (1, 0,−1, 0); (β0, β1, β2, β3) = (t, 0, 0, 0), t ∈ R \ {0}. In this
ase we have
T1 = 2z
2 − 5, T2 = z4 − (t2 + 5)z2 − t2z + 8, 4ρt = 4t2z2 + 4t2z + 1.
The Lyapunov funtions and resonanes r±t (zeros of ρ) are given by
∆1,t =
2z2 − 5−√4ρt
4
, ∆2,t =
2z2 − 5 +√4ρt
4
, r±t =
−1 ±√1− t−2
2
.
Eah resonane r±t , t ∈ (0, 1) is omplex.
Let t = 1. Then the Lyapunov funtions are given by ∆1,1 =
z2−z−3
2
,∆2,1 =
z2+z−2
2
and
the spetral bands σjt = {z ∈ R : ∆j,t(z) ∈ [−1, 1]}, j = 1, 2 have the forms
σ11 = [λ
1
1, λ
1
2] ∪ [λ13, λ14] =
[
−
√
21− 1
2
,−
√
5− 1
2
]
∪
[√5 + 1
2
,
√
21 + 1
2
]
,
σ21 = [λ
2
1, λ
2
2] ∪ [λ23, λ24] =
[
−
√
17 + 1
2
,−1
]
∪
[
0,
√
17 + 1
2
]
.
where λjk, j = 1, 2, k = 1, 4 are periodi eigenvalues, λ
j
k, j = 1, 2, k = 2, 3 are anti-periodi
eigenvalues and the resonanes r±1 = −12 lies on the gap (−1, 0).
Let t = 1 + ε for some small ε > 0. Then the spetral bands have the forms
σjt = [λ
j
1,t, λ
j
2,t] ∪ [λj3,t, λj4,t], λji,t = λji + o(1), (i, j) ∈ N4 × N2, r±t =
1 + o(1)
2
as t ↓ 1.
Note that the "resonane" gap γt = (r
−
t , r
+
t ) 6= ∅, sine r−t < r+t and σ(J ) ∩ γt = ∅ as t ↓ 1.
Thus the interval γt ⊂ (λ22,t, λ23,t), where (λ22,t, λ23,t) is a gap in the spetrum of J . This gives
that "resonane gap" arises in the gap and the end points of the spetral bands are periodi
or anti-periodi eigenvalues.
If t = 1, then the resonanes r+1 = r
−
1 are not the branh points. If t > 1, then the
resonanes r−1 < r
−
1 are the real branh points. If t ∈ (0, 1), then the resonanes r±1 ∈ C±
are the omplex branh points.
Example 4. Let (α0, α1, α2, α3) = (0, 1, 0, 1); (β0, β1, β2, β3) = (t, 0, 0, 0), t ∈ R. Then we
obtain
T1 = 2z
2 − 2z − 3, T2 = z4 − 2z3 − (3 + t2)z2 + (4 + t2)z + 4,
4ρt = (2z − 1)2 + 4t2(z2 − z), r∓t =
1
2
∓ t
2
√
t2 + 1
∈ R.
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Here r±t are the zeros (resonanes) of ρt and if t 6= 0, then r−t < r+t . Thus we have the
resonane gap γt = (r
−
t , r
+
t ) ⊂ (0, 1), t 6= 0. The Lyapunov funtions are given by
∆1,t =
1
4
(
2z2 − 2z − 3−
√
4ρt(z)
)
, ∆2,t =
1
4
(
2z2 − 2z − 3 +
√
4ρt(z)
)
.
Let t = 0. Then the Lyapunov funtions have the forms ∆1,0 =
z2−2z−1
2
, ∆2,0 =
z2−2
2
and ∆1,0(
1
2
) = ∆2,0(
1
2
) = −7
8
. The spetral bands σjt = {z ∈ R : ∆j,t(z) ∈ [−1, 1]}, j = 1, 2
have the forms
σ10 = [−1, 3], σ20 = [−2, 2].
The end points of spetral bands σ10, σ
2
0 are periodi eigenvalues.
If t ∈ (0, ε) for some small ε, then we obtain
σjt = [λ
j
1(t), r
−
t ] ∪ [r+t , λj2(t)], r−t < r+t , r∓t =
1 + o(1)
2
,
λ11,t = −1 + o(1), λ12,t = 3 + o(1), λ21,t = −2 + o(1), λ22,t = 2 + o(1) as t→ 0.
This yields σ(J ) = σ1t ∪ σ2t = [λ21,t, r−t ] ∪ [r+t , λ14,t], where (r−t , r+t ) 6= ∅ is the resonane gap,
sine r−t < r
+
t , and λ
1
2,t, λ
1
2,t are periodi eigenvalues.
5 Appendix
Let H = L2
(
[0, 2π), dx
2pi
,H
)
=
∫ ⊕
[0,2pi)
H dx
2pi
be a onstant ber diret integral, whereH = Cpm.
It is the Hilbert spae of square integrable H-valued funtions. Let S (Z) be the set of all
ompatly supported funtions (fn)n∈Z ∈ l2(Z)m.
Lemma 5.1. The operator U : l2(Z)m → H , given by
(Uf)j(x) =
∞∑
n=−∞
e−ixnfj+np, (x, j) ∈ [0, 2π]× Np, (5.1)
is well dened for S (Z) and uniquely extendable to a unitary operator. Moreover,
UJU−1 =
∫ ⊕
[0,2pi)
L(eix)
dx
2π
, L(τ) =


b1 a1 0 ... τ
−1a⊤p
a⊤1 b2 a2 ... 0
0 a⊤2 b3 ... 0
... ... ... ... ...
τap 0 ... a
⊤
p−1 bp

 , (5.2)
σ(J ) = σac(J ) =
⋃
x∈[0,2pi)
σ(L(eix)) =
⋃
x∈[0,2pi)
∪pmn=1{λn(eix)}. (5.3)
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Proof. We use standard arguments from [RS℄. For f ∈ S (Z) the sum (5.1) is learly
onvergent. For suh funtions f we ompute
‖Uf‖2 =
∫ 2pi
0
‖(Uf)(x)‖2dx
2π
=
∫ 2pi
0
p∑
j=1
( ∞∑
n=−∞
e−ixnfj+np,
∞∑
s=−∞
e−ixsfj+sp
)dx
2π
=
p∑
j=1
( ∞∑
n=−∞
∞∑
s=−∞
fj+npf j+sp
∫ 2pi
0
e−i(n−s)x
dx
2π
)
=
p∑
j=1
∞∑
n=−∞
‖fj+np‖2 = ‖f‖2.
Then U is well dened and has a unique extension to an isometry. To see that U is onto H
we ompute U∗. We dene
(U∗g)j+pn =
∫ 2pi
0
einxgj(x)
dx
2π
∈ Cm, (j, n) ∈ Np× ∈ Z.
A diret omputation shows that this is indeed the formula for the adjoint of U . Moreover,
‖U∗g‖2 = 1
(2π)2
p∑
j=1
∞∑
n=−∞
‖(U∗g)j+pn‖2 =
p∑
j=1
∞∑
n=−∞
∥∥∥∫ 2pi
0
einxgj(x)
dx
2π
∥∥∥2
=
p∑
j=1
∫ 2pi
0
‖gj(x)‖2dx
2π
=
∫ 2pi
0
p∑
j=1
‖gx(j)‖2dx
2π
= ‖g‖2,
where we have used the Parseval relation for the Fourier series.
We verify (5.2). Using an+p = an, bn+p = bn we obtain for f ∈ S (Z)
(UJ f)j(x) =
∞∑
n=−∞
e−inx(Jf)j+pn =
∞∑
n=−∞
e−inx(aj+pn−1fj+pn−1 + bj+pnfj+pn + aj+pnfj+pn+1)
= aj−1
∞∑
n=−∞
e−inxfj+pn−1 + bj
∞∑
n=−∞
e−inxfj+pn ++aj
∞∑
n=−∞
e−inxfj+pn+1
= aj−1(Uf)x(j − 1) + bj(Uf)x(j) + aj(Uf)x(j), j ∈ Np,
where we dene (Uf)x(0) è (Uf)x(p+ 1) (sine (Uf))x(j) is dened for j ∈ Np) by
(Uf)x(0) =
∞∑
n=−∞
e−inxfpn = e
−ix
∞∑
n=−∞
e−i(n−1)xfp+p(n−1) = e
−ix(Uf)x(p),
(Uf)x(p+ 1) =
∞∑
n=−∞
e−inxfp+1+pn = e
ix
∞∑
n=−∞
e−i(n+1)xf1+p(n+1) = e
ix(Uf)x(1),
whih yields (UJ f)(x) = L(eix)(Uf)(x).
The eigenvalues λn(e
ix), n ∈ Nmp are pieewise real analyti funtions on [0, 2π] , see
[RS℄. This yields σsc(J ) = ∅. Moreover, the standard simple arguments from [DS℄ yield that
the operator J has hot have eigenvalues. Then standard arguments from [RS℄ yield (5.3).
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Lemma 5.2. The following identity hold true
det(L(τ)− zIpm) = D(z, τ)
cτm
= (−1)pm
pm∏
n=1
(z − λn(τ)), all τ 6= 0, z. (5.4)
Proof. Let L(τ)f = λ(τ)f for some eigenvalue λ(τ) and some eigenfuntion f = (fn)
p
n=1 ∈
Cpm. If f0 = τ
−1fp, then the denition of the matrix Mp gives Mp(λ(τ))(f0, f1)
⊤ =
τ(f0, f1)
⊤
. Thus τ is a multiplier of Mp(λ(τ)) and λ(τ) is a zero of D(·, τ).
Firstly, let all eigenvalues λn(τ), n ∈ Nmp of L(τ) be distint for some τ ∈ C. Then
λn(τ), n ∈ Nmp are zeros of D(·, τ), whih yields (5.4) for all τ, z ∈ C, sine the orders of
det(L(τ)− zImp) and D(z, τ) are oinide.
Seondly, onsider the general ase. Let rn = n, n ∈ Nmp and let rn+pm = rn for all
n ∈ Z. Dene the operator Jaobi Jt = J + t diag(rn)n∈Z, t ∈ R and the orresponding
matrix Lt(τ) = L(τ) + t diag(rn)
pm
n=1 (given by (5.2)) and let Dt(z, τ) be the orresponding
determinant. Then all eigenvalues λt,n(τ), n ∈ Nmp of Lt(τ) are distint for some τ ∈ C and
t→∞, sine λt,n(τ) = trn + o(t) as t→∞. Thus we obtain
det(Lt(τ)− zIpm) = Dt(z, τ)
cτm
= (−1)pm
pm∏
n=1
(z − λt,n(τ)), (5.5)
for some τ 6= 0 and for all z ∈ C and all large t. The funtions in (5.5) are polynomials in t,
then identities (5.5) hold true for all t ∈ R and in partiular, at t = 1, whih yields (5.4).
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