ABSTRACT. Consider an operator pencil A 0 +λ 1 A 1 +· · ·+λ n A n in which, for example (other cases are also considered), A 0 is a maximal accretive operator, A 1 , . . ., A n are closed accretive operators, and ÓÑ A 0 ⊂ ÓÑ A j , j = 1, n. We give a sufficient condition under which it is closed for all λ j ≥ 0, j = 1, n. In case n = 1, ÓÑ A 0 = ÓÑ A 1 , and A 0 , A 1 are maximal uniformly accretive, this condition is also necessary. The condition is that the matrix (cos(A i , A j ) ) n i,j=0 is uniformly cone positive. Here cos(A i , A j ) is the cosine of the angle between A i and A j . We prove some new and reprove some old results related to uniform cone positivity and the cosine. In the final section we study the closedness of some 2 × 2 matrices with operator entries.
INTRODUCTION. Let
Problem (0.1) describes the Oldroyd model in hydrodynamics; see [O] . In [AKO] it is proved that it has a unique strong solution under the usual assumptions on f . We can reduce (0.1) in a standard way to a differential problem in the space is a uniformly accretive operator, that is, there is an α > 0 such that Ê ( Aũ,ũ) ≥ α(ũ,ũ),ũ ∈ ÓÑ A. If it is a maximal uniformly accretive operator then by well-known theorems (see, for example, [HP] ) the problem (0.4) has a unique strong solution which yields the unique strong solution of (0.1). But A is not a maximal uniformly accretive operator. In fact, its closure is a maximal uniformly accretive operator, but A is never a closed operator. This follows from Theorem 6.1 below. (By Heinz' Theorem (see [W, Theorem 9 .4]) the assumptions (0.2) and (0.3) imply that ÓÑ A 1/2 = ÓÑ B 1/2 and so Theorem 6.1 can be applied.) Similar problems on the closedness of operator matrices have been investigated in [AL] , [ALMS] , [AtLMS] , [LT] , [MS] , etc.
In our case Theorem 6.1 implies that H 2 does not coincide with Ö Ò A and we would like to study at least the following question: Is the space H ⊕ 0 contained in Ö Ò A? It is easy to see that this is the case if and only if the range of the operator pencil is a selfadjoint nonnegative operator in the Hilbert space inner product (x, y) A −1 = (A −1 x, y) on H , and by the first equality in (0.7) 0 is a regular point of L(λ) for all λ ≥ 0.) But in this paper A nor B are assumed to be bounded.
We show that L(λ) is not always a selfadjoint operator (it can be nonclosed, or it can be closed, symmetric and nonselfadjoint), and we give criteria when it is selfadjoint. In the examples given in Section 1 we consider operators A and B which satisfy (0.2) and (0.3). Related results can be found in, for example, [K] and [W] ; see also [G1] which contains an interesting overview. Our results involve the cosine cos(A, see Theorem 2.7 below. In the sequel we consider besides (uniformly positive) selfadjoint and symmetric operators also (maximal uniformly) accretive operators. The cosine has been studied by many authors. We refer to the monograph [GR] for a thorough account. To the references in [GR] we would like to add [S] . We present some new results on cos (A, B) and give different proofs of some old results; see, for example, Theorems 4.7, 5.1, and 5.2.
Besides the linear operator pencil, we consider in Section 2 the general operator pencil with n + 1 operators and λ = {λ 0 , λ 1 , λ 2 , . . . , λ n } ∈ {1} × R n + , where R + = [0, ∞). As an example we mention the operator pencil
which is related to the Cauchy problem (we replaced λ j by 1/µ j , j = 1, n)
(0.10) Corollary 2.4 implies that such a pencil is selfadjoint for all λ ∈ {1} × R n + if and only if it is closed for all λ ∈ {1} × R n + , and that a sufficient condition for this is the uniform cone positivity of the (n + 1) × (n + 1) matrix A = (cos(A i , A j )). (This notion is defined just before Lemma 2.1.) An accretive version and a b-accretive version of Corollary 2.4 are formulated in Theorem 2.3 and Corollary 2.5. Some results on uniform cone positivity are presented in Section 3. At the end of that section we give an example to show that the sufficient condition just mentioned is not necessary. 
There exist a sufficiently large natural number n, a sufficiently small neighborhood [a n , b n ] of 2/(πn) and a number r n close to 1 (depending on c) such (y, y) , in other words, the minimal (symmetric) operator associated with the differential expression id/dx on L 2 (a n , b n ) is bounded. Since this obviously is not true, ÓÑ A ≠ ÓÑ B.
Let S be a closed densely defined uniformly positive symmetric operator in a Hilbert space H with defect indices (m, m) , m ≥ 1. Let B be the modulus of S. Then B also is densely defined and it is a uniformly positive selfadjoint operator. In particular, B −1 is a bounded operator. The operator U := SB −1 is isometric with defect indices (m, 0). By construction
Let τ > 1. Then (U − τI) 4 is a bounded, boundedly invertible and B −1 -positive operator:
From this we have immediately that (λ) 
With this pencil we associate the (n + 1)
Observe that α ji = α ij and α ii = 1, i, j = 0, n.
In the following E = C or E = R, E m is the m-dimensional Hilbert space with the Euclidean inner product, and E m + is the cone of the nonnegative
Lemma 2.1 Assume that the operator coefficients
Proof. Since ÓÑ A 0 is a Hilbert space with respect to the norm
the operator L n (λ) is closed if and only if this norm is equivalent to the norm
We show that this is the case. Indeed, one inequality can be obtained as follows:
The converse inequality we have from the following calculations where we use the assumption that A is uniformly cone positive and the notation u = {λ 0 A 0 x , . . . , λ n A n x }:
The last inequality holds since k A ≤ 1, which follows from α ii = 1,
Let the pencil L n (λ) be defined by (¾.½) and assume that A 0 is maximal (uniformly) accretive and that the operators A j , j = 1, n, are accretive. Then the following statements are equivalent: (λ) is accretive and closed, this implies that L n (λ) is maximal (uniformly) accretive. It suffices to show that for all
By the accretivity of
is closed. In other words, −1 is a point of regular type of n j=1 λ j T j for all
This equality and (2.3) imply (2.2). Ë Lemmas 2.1 and 2.2 readily imply the following theorem.
Theorem 2.3
Let the pencil L n (λ) be defined by (¾.½) and assume that A 0 is maximal (uniformly) accretive and that the operators 
Corollary 2.4 Let the pencil L n (λ) be defined by (¾.½) and assume that A 0 is selfadjoint and that the operators
In particular, if A is a symmetric b-accretive operator it is an operator which is bounded from below.
Corollary 2.5 Assume that the operator coefficients
Since c n j=0 λ j I is a bounded selfadjoint operator, the pencil n j=0 λ j (A j + cI) is closed and uniformly accretive for all λ ∈ {1} × R n + and A 0 + cI is maximal uniformly accretive. By Lemma 2.2, this pencil is maximal uniformly accretive, which implies that L n (λ) is maximal b-accretive. Ë
In the remainder of this section we specialize to the case n = 1.
Lemma 2.6 Let A and B be closed operators satisfying ÓÑ
A = ÓÑ B. If 0 ∈ ρ(A + λB) ∩ ρ(B) for all λ ∈ R + , (2.4) then cos(A, B) > −1.
Proof. From ÓÑ A = ÓÑ B and (2.4) it follows that BL(λ)
−1 is a bounded operator, and
Hence there is a c > 0, independent of λ, such that where y n = Bx n and T = AB −1 . Without loss of generality we can assume that {x n } is chosen such that y n = 1. From ÓÑ A = ÓÑ B it follows that T is a bounded and boundedly invertible operator and hence
Therefore we can assume without loss of generality that additionally {x n } is chosen such that { T y n } has a limit γ, say. From (2.6) we have
This contradiction proves the lemma. Ë Theorem 2.7 Let A and B be accretive (symmetric) operators such that
( Proof. Part (1) follows from Theorem 2.3 and Corollary 2.4 with n = 1, because the matrix
is uniformly cone positive. Part (2) follows from Part (1) and from Lemma 2.6 Ë The first part of Theorem 2.7 for cos(A, B) ≥ 0 was proved by N. Okazawa in [Ok] . Instead of the condition cos(A,
considers the condition: For some a, b ∈ R with b < 1,
For closed operators A and B with ÓÑ A ⊂ ÓÑ B this condition implies that the norms 
Then A is selfadjoint and similar as for B, one can show that A is uniformly positive. It follows from
implies that for all n,
and hence ÓÑ A 1/2 ⊂ ÓÑ B. In particular, ÓÑ A ⊂ ÓÑ B. But the inclusion also implies that BA −1 is compact: It is the product of the bounded operator BA −1/2 and the compact operator A 1/2 . Hence, since
If the operators A n,1 and B n,1 are the same as in Example 2.8, then: 
we see that there is a sequence x n ∈ ÓÑ A \ Ö A with x n = 1 such that
Since A, B ≥ 0, this implies that
but this is impossible since
3. UNIFORM CONE POSITIVITY. Now we discuss the question when a square matrix A is uniformly cone positive. For example, this is the case if A is a positive matrix, that is, its eigenvalues are positive. But the converse is not true as the following example shows.
Example 3.1 Consider the matrix
Since det A = − 121 400 < 0 and diag A = I, A has two positive eigenvalues and one negative one, that is, it is not a uniformly positive matrix. But it is uniformly cone positive (see Corollary 3.4 below).
Theorem 3.2 Let
A be a selfadjoint m × m matrix and let 
To prove the converse assume that there is a u 0 ∈ E 
For t near ∞ the number (Au t , u t ) is negative, and it is positive for t near 0. 
Without loss of generality we assume that {u n } has a limit v, say. Then (Au n , u n ) → (Av, v) and hence v ∈ P 0 A . Since u n = 1 we have v = 1, and from
With this contradiction, the proof of the theorem is completed. Ë 
Corollary 3.3 Assume that
Then A is uniformly cone positive.
Proof. If this is not the case, then by Theorem 3.2 there exists a nonzero
and (Au 0 , u 0 ) = 0. But this contradicts the following conclusion: 
Thus the α kj are nonnegative numbers.
Let us consider the general case. Since the C k are bounded, we have that
where the operators B j + cI are selfadjoint and uniformly positive, their resolvents commute and 
(4.1)
We simply write cos(A) instead of cos(A, I). We observe that
If Ñ H < ∞, and A and B are invertible then the infimum is a minimum, since the unit sphere in H is compact. We begin with some lemmas which are of independent interest. Let Λ k stand for the set of invertible k × k matrices.
Lemma 4.1 The map T cos(T ) is continuous on
Proof. Assume that this is not the case. Then there are a sequence T n ∈ Λ k and a T 0 ∈ Λ k such that T n → T 0 , but cos(T n ) → cos(T 0 ). Hence there is an ε > 0 such that | cos(T n ) − cos(T 0 )| > ε (4.3) for some subsequence T n of T n . We observe that from (4.2) it follows that for every T n and T 0 there are vectors x n and x 0 with x n = x 0 = 1 such that
The inequality (4.3) implies that at least one of the following two statements holds:
Assume (a) holds. Then by the definition of cos(T n ) we have
but the lefthand side tends to zero as T n → T 0 , n → ∞. If (b) holds, then similarly
T n x n > ε.
(4.4)
Without loss of generality we can assume that x n converges to a vector y, say. From x n = 1 it follows that y = 1, and we have that the lefthand side of (4.4) converges to zero. Thus neither (a) nor (b) hold, and this contradiction shows that cos(T ) is a continuous function on
Proof. If cos(T n ) → cos(T 0 ) then (a) in the proof of Lemma 4.1 holds for some ε > 0. By the definition of infimum, for every ε 1 > 0 there is a vector y with y = 1 such that
Since ε 1 > 0 is arbitrary, we obtain that lim sup
which contradicts (a). Ë 
If we take

Proof. For any
, then by the continuity of cos(T ) on Λ 2 (see Lemma 4.1) we have that the interval [cos(T ) , 1] is contained in {cos(T t ) | t ∈ [0, 1]}; here we used that cos(I) = 1. To prove (i) it is sufficient to show that there is a sequence {T n } ⊂ Λ p,2 such that cos(T n ) → −1, or, what is the same, to find {T n } ⊂ Λ p,2 and T 0 such that T n → T 0 and cos(T 0 ) = −1. We choose
, 1 < √ a n < b n < (a n + 1)/2, and
The condition on a n and b n implies that T n ∈ Λ p,2 and if we choose a n → 1 then T n → T 0 . Let x n = (n, n 2 + 1)
T n x n x n → −1 and hence cos(T 0 ) = −1. By Lemma 2.6, cos(T n ) > −1 and the "continuity from the right" of cos(T ) (see Lemma 4.2) implies cos(T n ) → −1. This proves (i). Part (ii) follows from (i) and the representation T = BA −1 in terms of positive matrices A and B. Ë
In the remainder of this section we shall frequently make use of the following reduction lemma.
Lemma 4.4 If X and Y are operators on a Hilbert space H with the same domain and if with respect to the orthogonal decomposition H = H 1 ⊕ H 2 they can be represented as diagonal block matrices
Proof. Evidently, cos(X, Y ) ≤ cos(X 1 , Y 1 ). If also cos(X 1 , Y 1 ) = 0, then all the expressions in the definition of cos(X, Y ) are nonnegative and so we have that equality prevails. If cos(X 1 , Y 1 ) < 0, the desired equality follows from the inequality Proof. The case β = γ is covered by Theorem 4.5. We shall assume β < γ and consider three cases. Proof. We shall construct operators A j with the desired properties in a 6-dimensional Hilbert space. Using Lemma 4.4 it is easy to produce operators in Hilbert spaces of higher dimensions. According to Lemma 4.3(ii) there are positive 2 × 2 matrices X i , Y i , i = 0, 1, 2, such that
Consider in the 6-dimensional space H 3 = H ⊕ H ⊕ H , Ñ H = 2, the following block diagonal matrices: 
are such that 
and it is not uniformly cone positive: This follows from Theorem 3.2 since the vector (1, 1, 1)
5. ACCRETIVE OPERATORS. In this section we complement some known results about cos(A) when A is selfadjoint (Theorem 5.1) and, more general, when A is accretive (Theorem 5.2). Theorems 5.1(1) and 5.2(ii) seem to be new. Theorem 5.1(2) appears in [GR, and [KN, Chapter III, Section 2] , and Theorem 5.2(i) appears in [GZ] and [G2, Theorem 1.3] (in [G2] and [GR] further references are given); we give different proofs.
Theorem 5.1 Let
then the following implications hold:
Proof.
(1) It is well known that σ (A) = σ p (A) ∪ σ c (A) for a selfadjoint operator A. Hence it follows that there is a sequence x n ∈ H such that x n = 1, and (A − mI)x n → 0 (n → ∞). Therefore (Ax n , x n ) → m, Ax n → −m. Thus cos(A) = −1.
(2) We consider 3 possible cases: Since in the case m ≥ 0 we have cos(A) ≥ 0, so cos(A) = 0. (ii) If A is bounded, then Proof. (i) Choose x, y ∈ ÓÑ A such that
and choose nonnegative numbers a, b such that a 2 + b 2 = 1. Then
As A is accretive, Ê (Ax, y) + Ê (Ay, x) is a nonnegative inner product on the real linear space of x and y, and hence we can apply the CauchySchwarz inequality:
Hence using this and that uv ≤
Since A is unbounded, there is a sequence y n in ÓÑ A such that
Replacing in (5.4) y by y n and letting n → ∞, we get that cos(A) ≤ 2b. Now, let b ↓ 0, then we find that cos(A) ≤ 0. On other hand cos(A) ≥ 0 as A is accretive, and so cos(A) = 0.
(ii) We repeat the setup leading up to (5.3). Using the inequality
Choose sequences x n and y n in ÓÑ A such that
To see this we note that
Taking the real part, we get Ê ((Ê A)x n , y n ) → 0, which proves the claim. Replace in (5.5) x and y by x n and y n and let n → ∞. Then it follows that
By calculating the minimum of the right hand side over a 2 + b 2 = 1 (or by applying Theorem 5.1 in a two dimensional situation) we obtain the desired inequality. Ë 6. CLOSEDNESS OF OPERATOR MATRICES. In this last part of the paper we discuss the closedness of some operator matrices. Proof. First of all we observe that A is a densely defined operator with ÓÑ A = ÓÑ A ⊕ ÓÑ B. Since for x = x 1 + x 2 , x 1 ∈ H 1 , and x 2 ∈ H 2 , we have
which proves that A is a uniformly accretive operator. Let us show that it is essentially maximal. A uniformly accretive operator is essentially maximal if and only if its range is dense. So we show that Ö Ò A is dense in H . Assume 
