














































Precision,  Recall  and  F‐measure.  A  Variable  Tag  Cloud  approach  has  also  been 
developed in order to provide the overview to the users with flexibility and user‐
determined number of keywords in the tag cloud. The approach is novel and it is 
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In  addition,  there  is  no  central  entity  responsible  for  the  organization  of  such 
information repository thereby making it unlikely that there will be any limits on 
the volume of information in the future. This leads to the issue of information 
overload,  which  has  been  considered  as  a  problem  for  users  [8,  9]  in  the 
Information  Age.  The  problem  implies  that  users  have  to  spend  more  time  in 
searching and interpreting information which are specific and relevant for their 
purposes [10, 11]. They may need to choose and select particular information for 















by  the  service  providers.  Furthermore,  search  engines  also  deploy  independent 
algorithms or mechanisms in ranking the search results [15, 16], and some of them 



















key  words  in  a  database,  which  are  created  by  the  Web  content  author.  This 
method  is  often  used  in  Content  Management  Systems  (CMS)  to  present  an 
overview of the content to users by generating a tag cloud of predefined words. 
The  other  method  is  to  create  the  tag  cloud  directly  from  the  text  within  the 
webpage  such  as  a  service  from  TagCrowd
4  and  ToCloud
5.  Websites  such  as, 
Wordle
6  and  WordItOut












preferences.  Moreover,  most  of  the  services  do  not  accept  URL  as  an  input 
parameter as reference to a particular webpage. The main reason is that there are 










extraction  process  to  acquire  the  key  content  from  a  webpage.  The  second 
challenge is due to the nature of the language that may not have a written mark for 
separating the words. Thai is an example of such a language that does not have 

















The  proposed  approach  incorporates  Web  content  extraction,  Thai  word 
segmentation,  and  keyword  identification  techniques  in  order  to  address  the 
fundamental  problems  of  information  extraction  and  presentation  for  Thai 
websites, due to several unique characteristics in the Thai language [22] and the 
difficulties associated with information extraction from Thai websites. 
In  order  to  generate  a  Variable  Tag  Cloud  as  an  overview  of  content  from 
webpages, the generation starts with a Web content extraction process, which is 
































the  webpages  could  be  similar,  and  examples  are  standard  text  icons  such  as 
“search” and “vote”. It is likely that they will also appear in the extracted content of 
other  pages  within  the  same  website.  Therefore,  each  element  in  a  set  of  the 
extracted  key  content  elements  could  be  checked  by  matching  all  extracted 















The  proposed  technique  of  Thai  word  segmentation  is  based  on  the  longest 
matching  technique  and  the  utilisation  of  a  corpus  instead  of  a  dictionary.  The 11 
 
objective  is  to  properly  segment  the  Thai  words  in  the  extracted  key  content 
elements. The corpus used in this study comprises of a Reference Corpus and a list 




















Cloud  is  automatically  generated  together  with  a  line  chart  displaying  different 
threshold weights in order to allow users to change the number of keywords in the 
Variable  Tag  Cloud.  The  generated  Variable  Tag  Clouds  are  compared  with  the 
content on webpages in order to illustrate the appropriateness of the proposal. 
1.3  Thesis Organisation 
Chapter  1  describes  the  motivation  of  this  study  with  respect  to  the  need  for 
information  presentation  on  the  Internet,  and  in  particular,  Thai  websites. 
Shortcomings of the current presentation approach using tag cloud are discussed. 
An  integrated  approach  is  then  proposed  to  address  the  problem  with  a  brief 
description on the different processes in the proposal.  
Chapter 2 provides a background literature review on subjects related to this study. 




different  techniques.  Definitions  of  “word”  within  the  context  of  linguistics  are 
explained  followed  by  an  investigation  on  various  techniques  used  in  the  word 
segmentation of different languages. Various techniques for keyword identification 
from  both  single  and  multiple  pages  are  also  discussed.  Related  works  in 





Page  Extraction  is  based  on  heuristic  rules,  and  the  multiple‐page  extraction  is 
based on an extension of the Single Page Extraction technique. Moreover, parallel 
processing  could  be  utilised  in  the  extraction  process.  All  the  techniques  are 
described  and  illustrated  with  examples  and  diagrams.  Results  from  the 
experimental studies of the techniques are discussed. 
Chapter 4 addresses the problem of Thai word segmentation. This chapter presents 






Chapter  5  focuses  on  information  presentation  with  a  Variable  Tag  Cloud.  This 
chapter integrates the work from previous chapters and describes the proposed 
Keyword identification techniques as well as the process of automatic generation of 












1.  Finding  needed  information  –  Search  engines  normally  require  a  query 
based on one or several keywords; however, polysemous words may cause 
the search engines to produce different results which may be irrelevant to 
the  information  required  by  the  users  [27].  For  instance,  “Python”  and 
“Ruby” both can be referred to either programming languages or a type of 
snake or gemstone, respectively. This means the search engines may need 











Additionally,  as  the  users  have  to  visit  each  webpage  in  the  extensive  list,  the 
webpages containing a lot of information can require the users to spend lots of 






the  relevant  techniques  to  the  proposed  approach  in  this  thesis.  The  proposed 
approach in this study comprises Web content extraction, Thai word segmentation, 
keyword identification, and tag cloud for information presentation. The following 
section  of  this  chapter  describes  the  background  of  the  World  Wide  Web  with 
reference to the issue of information presentation to Internet users, as well as the 
current  approaches  adopted  for  presenting  the  information.  In  the  subsequent 
sections, related works of the proposed approach are discussed.  
2.2  Web Content Extraction 
A  webpage  is  essentially  an  electronic  document  containing  various  types  of 














and  intention  of  this  study.  In  other  words,  the  objective  of  the  Web  content 
extraction  process  in  this  research is  based  on  the  text  components  within  the 











































ignored.  However,  the  Related  Articles  and  Comments  are  different  among  the 
webpages and this presents a challenge to the Web content extraction process.  
Researchers [34‐39] have chosen to use the template as a key factor in extracting 



































allow  separation  between  content  and  presentation  of  the  document.  This 
separation assists the authors in maintenance and modification of the webpages 
[42].  




















In  addition,  the  proposed  technique  in  this  study  has  also  employed  XML  Path  
language (XPath) [23] to retrieve and compare the nodes in the DOM tree. XPath is 
originally designed to process data in a tree representation of a XML document. A 
XML  document  refers  to  a  document  being  structured  by  Extensible  Markup 


























structural  data  of  Web  content  [53‐58].  Reports  in  references  [34,  59‐61]  have 
focused on detecting content blocks or regions rather than the key content. Penna 
et al. [62] introduced a tool to provide a graphical front‐end which  allows a user to 
define and manage spatial  relations  based  on  visual  appearance  of information 



























extraction.  The  model  uses  a  linear‐chain  CRF  which  converts  a  two‐dimension 
webpage  into  a  linear  sequence  by  using  predefined  heuristic  rules.  The  rules 
retrieve the text nodes in the DOM tree of the webpage and then assess them 
based  on  certain  conditions  such  as  minimum  word  counts  and  minimum  URL 
counts. This is used to identify whether the nodes contain information or navigation 
parts.  Next,  features  such  as  quantity,  sign  and  layout  are  defined  for  the  CRF 











set  of  records  in  a  webpage,  and  it  starts  from  generating  a  DOM  tree  of  the 











(CETR)  to  extract  key  content  from  webpages  by  using  tag  ratios  of  HTML 




having  HTML  markup  created  in  one  line;  otherwise,  the  line  is  separated  into 28 
 
multiple lines with approximately 65 characters each. This may affect the accuracy 






density  are  calculated  for  each  node  in  the  tree.  The  layout  of  the  page  is 
recognised based on the difference between the number of words on the node and 






















this  study  as  the  expected  results  are  based  on  the  length  of  the  key  content 
instead of the number of extracted blocks.  
Reports  in  [24,  70,  72]  used  the  number  of  words  in  extracted  content  as  the 
parameters  for  Precision,  Recall  and  F‐Measure,  but  this  approach  is  not 
appropriate for this study since the extracted contents in Thai are produced in the 


















Deﬁnition  (mDTD),  to  identify  contents  of  webpages  based  on  analytical 























are  limitations.  For  example,  techniques  that  require  at  least  two  webpages  in 
order  to  extract  key  content  are  not  applicable  for  Single  Page  Extraction.  In 
addition, while some proposed techniques produced good accuracy, they were only 




After  the  key  contents  have  been  extracted  from  the  webpages,  due  to  the 
characteristics of the Thai language, the key contents are presented as continuous 
text and they need to be segmented into individual words. This leads to the second 




words  in  the  key  content  produced  by  the  Web  content  extraction.  Thai  word 
segmentation contributes to other related fields as it is fundamental Thai Natural 
Language  Processing  (NLP),  which  includes  Thai  word  correction,  Thai  sentence 
extraction,  machine  translation,  speech  recognition,  text  to  speech,  and  text 











to  segment  the  words.  For  example,  spoken  English  words  may  have  emphasis 
which  indicates  the  segmentation.  However,  this  does  not  apply  to  the  Thai 
language in the spoken or written formats.  
Next, another feature that can be used to segment words is to base on lexical items 
or  items  contained  in  a  dictionary.  The  lexical  items  may  appear  in  different 
grammatical forms. For example, write can be shown in different forms such as 
writes, wrote, written, or writing. There are some other forms to the lexical items 
such  as  inflection,  derivation,  phrasal  verb,  prepositional  verb  as  well  as  short 
forms. This approach based on lexical items is applicable to the Thai language, and 
it is therefore used in this study.  








or  one  word  stem,  and  they  may  have  different  meanings  when  combined. 34 
 
Examples are such as ยินดี (glad: ยิน – hear, ดี – good) or เสียสละ (sacrifice: เสีย – broken, 
สละ – to discard). However, compound words having not much different meanings 
should be segmented into multiple words such as คนจน (poor: คน – people, จน – poor) 
or บทนํา (introduction/preface: บท – chapter/part, นํา – to lead). In such a case, the 
segmentation  will  be  sufficient  by  dealing  with  simple  words,  and  this  is  the 
approach adopted in this study.   
2.3.2 Word Segmentation Techniques 
Techniques  applied  to  Thai  word  segmentation  can  be  classified  into  two 


















































the  patterns  is  C+VU+C+C+VR,  which  is  a  combination  of  consonant  (C),  upper 
positioned vowel (VU), and back positioned vowel (VR). Given the testing data, the 
trained model returns a sequence of characters together with predicted label used 
to  identify  the  boundary  of  each  word.  This  method  depends  on  the  defined 
constraints and adjustable parameters to tune the model.  37 
 















text,  and  the  target  is  a  set  of  segmented  words  from  the  text.  During  the 
segmentation process, combinations of words and phrases are generated based on 





n‐gram  model.  The  idea  of  GLR  parsing  technique  is  to  generate  candidates  of 
segmented  words  from  an  input  text  based  on  a  parsing  table,  which  helps  to 
reduce the number of low‐potential candidates. Statistical model based on n‐gram 





















categorised  into  machine  learning  or  statistical  approaches.  Examples  of  the 
machine learning techniques are  multi‐class classification [102], Support Vector 














reason  is  to  highlight  the  important  words  in  each  document  rather  than  the 
frequency  of  the  words.  TFIDF  defines  a  weight  by  multiplying  word  or  Term 
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Nuntiyagul  et  al.  [109]  proposed  a  feature  selection  approach  called  Patterned 
















This  study  proposes  two  techniques  for  keyword  identification  based  on 
normalisation of Term Frequency of the words, and the techniques are able to 
identify  keywords  from  either  single  or  multiple  documents  (webpages)  as 
described  in  Section  5.2  and  5.4,  respectively.  After  the  keywords  have  been 














overview  of  the  content  from  Thai  websites  based  on  a  proposed  Variable  Tag 
Cloud approach.  Relevant works on this topic are described as follows. 
2.5.1 Applications of Data Visualisation 
Kennedy  analysed  the  current  visualisation  tools  and  techniques  from  a  design 
point of view. The tools include Dashboards, Sparklines, Gapminder, Stories Created 













tasks  [118],  and  the  information  on  a  mind  map  is  presented  in  a  form  of 
hierarchical structure while a central node and child nodes represent a main topic 
and sub‐topics, respectively [119]. Moreover, each node usually contains from one 







































































predefined  tags  by  extracting  the  key  content  on  a  webpage  [129].  However, 
webpages nowadays consist of not only the key content, but they also have header, 










of  the  Thai  language  that  the  words  have  to  be  segmented  before  the  tags  or 
keywords can be identified. Consequently, apart from Web content extraction, it is 
necessary to incorporate Thai word segmentation into the process of automatic 







being  displayed  in  a  tag  cloud,  Goin  [133]  suggested  information  should  be 
displayed according to the reading behaviour of the users. Outing and Ruel [134] 






























dynamically  according  to  threshold  of  weights  associated  with  the  keywords  as 
described in Chapter 5.   
This chapter has discussed previous reports of different processes for Web content 
extraction,  Thai  word  segmentation,  keyword  identification,  and  information 


























webpage,  and  there  are  three  main  steps  involved.  The  first  step  is  Webpage 
Element and Feature Extraction, which is designed to extract the features from each 






















































































































































Length of non‐informative extracted content  42  42  42 
LEXT  2,739  1,944  1,627 
LEXP  2,697  1,902  1,585 
LM  0  0  0 
Precision 98.47%  97.84%  97.42% 
Recall 100%  100%  100% 






















This  implies  that  they  do  not  have  impacts  on  the  accuracy  of  Single  Page 
Extraction. Second, the proposed technique is able to correctly extract key content 








Websites  Precision  Recall  F‐Measure 
News  : www.matichon.co.th  100%  100%  100% 
Wiki  : th.wikipedia.org  93.16%  100%  96.43% 
Information : www.dmc.tv  95.04%  100%  97.44% 
 









































experiment,  the  accuracy  can  be  increased  further  if  noise  filtering  and  block 





































































a  Web  server  if  it  supports  this  feature.  This  will  reduce  the  time  for 
download and the bandwidth.  
  Automatic  Encoding:  Information  on  the  webpage  can  be  expressed  in 





can  be  defined  as  an  absolute  address  such  as  “http://dailynews.co.th/ 
newstartpage/index.cfm”. In such a case, the crawler can follow the address 
directly. However, the addresses can also be defined in short or relative 










levels  from  a  webpage.  For  this reason,  the  crawler  in this  study  is  limited  to 
downloading at two levels only: an Initial Page and all the pages linked to it. If 















































Precision  Recall  F‐Measure  Precision  Recall  F‐Measure 
1  …page=content&categoryID=420&contentID=153533  94.50% 100% 97.17% 100% 100% 100% 
2  …page=content&categoryID=419&contentID=153386  82.11% 100% 90.18% 98.75% 100% 99.37% 
3  …page=content&categoryID=38&contentID=153389  77.50% 100% 87.32% 100% 100% 100% 
4  …page=content&categoryID=424&contentID=153390  77.37% 100% 87.24% 100% 100% 100% 
5  …page=content&categoryID=23&contentID=153325  91.52% 100% 95.57% 100% 100% 100% 
6  …page=content&categoryID=460&contentID=152668  83.45% 100% 90.98% 100% 100% 100% 
7  …page=content&categoryID=447&contentID=153327  86.16% 100% 92.56% 100% 100% 100% 
8  …page=content&categoryID=333&contentID=153290  90.43% 100% 94.97% 100% 100% 100% 










Precision  Recall  F‐Measure  Precision  Recall  F‐Measure 
10  …page=content&contentId=153564&categoryID=420  66.38% 100% 79.79% 100% 100% 100% 
11  …page=content&contentId=153560&categoryID=420  61.35% 100% 76.04% 100% 100% 100% 
12  …page=content&contentId=153559&categoryID=420  77.84% 100% 87.54% 100% 100% 100% 
13  …page=content&contentId=153558&categoryID=420  78.80% 100% 88.15% 100% 100% 100% 
14  …page=content&contentId=153557&categoryID=420  86.19% 100% 92.58% 99.08% 100% 99.54% 
15  …page=content&contentId=153543&categoryID=420  77.51% 100% 97.33% 100% 100% 100% 
  81.51% 100% 89.53% 99.86% 100% 99.93% 
 As shown in Table 3.3, the proposed techniques produced 100% of Recall, which 
means the key contents had been extracted and included in the results of both the 
single  and  multiple  page  cases.  Based  on  the  Precision  results,  the  proposed 
Multiple Page Extraction approach scored higher values indicating that it was able 
to  filter  out  the  non‐informative  content  or  noises  as  compared  to  the  results 
produced from Single Page Extraction. There were two webpages that did not yield 










process.  The  dashed  rectangles  show  the  non‐informative  content  which  were 
produced during the Single Page Extraction. Unlike the unframed non‐informative 
content described earlier, information in the dashed rectangle was not extracted 










content  from  Multiple  Page  Extraction  based  on  the  Single  Page  Extraction 
technique.  The  aim  of  ECM  is  to  remove  non‐informative  extracted  content  by 
determining the occurrence of each element in a set of extracted content. If the 







results  have  shown  that  the  proposed  ECM  technique  is  able  to  improve  the 
accuracy  of  the  extracted  content.  In  the  illustrated  example,  the  techniques 




and  results  from  experimental  studies  are  reported.  The  Single  Page  Extraction 





measurement  to  assess  the  accuracy  of  this  technique  since  there  is  no  well 
established  or  commonly  accepted  means  of  measurement  of  the  extracted 
content in Thai language at this moment of time. The proposed measurement is 











(ECM),  and  parallel  processing  is  integrated  in  this  approach  for  increasing 
processing speed and throughput. Assessment of the accuracy of this approach is 









due  to  the  nature  of  the  language,  the  content  is  in  the  form  of  a  piece  of 
continuous text. The text has to be segmented into individual Thai words before 
they can be presented as an overview of the content from the corresponding Thai 













Language  Technology  Laboratory  (HLT)
26,  run  by  the  National  Electronics  and 
Computer  Technology  Center  (NECTEC)
27  of  Thailand.  NECTEC  is  the  national 
organisation  which  is  responsible  to  undertake,  support  and  promote  the 






































four  contests  held  on  Thai  word  segmentation  organised,  and  they were called 79 
 
BEST2009,  InterBEST2009,  BEST2010,  and  BEST2011.  The  InterBEST2009
29  was 
organised  as  an  international  contest.  Apart  from  InterBEST2009,  most  of  the 






































































CMain  consists  of  a  wide  range  of  writing  styles  within  four  genres;  academic 
articles  in  humanities,  novels,  Thai  encyclopaedias  and  online  news.  The 82 
 
















Language  Processing  and  Intelligent  Information  System  Technology  (NAiST)
34, 










Based  on  the  “BEST  2009  word‐segmented  corpus”  [25],  a  corpus  called  the 
Reference Corpus, was established. The BEST corpus consists of 509 files made up of 
198,  107,  108,  and  96  files  in  four  genres  of  Academic  articles,  Novels, 
Encyclopaedias,  and  News,  respectively.  The  main  objective  to  develop  the 
Reference Corpus was to use a single set of words in one corpus instead of dealing 
with multiple files. The process of the preparation is shown in Figure 4.2. In the 
process,  up  to  80%  of  the  files  from  each  genre  in  CMain  were  extracted  and 
merged together. The files in CMain were organised in a sequential order such as 
news_00001.txt,  news_00002.txt,  and  news_00003.txt...etc.  Starting  from  the 
beginning and in lots of five files, the first file was put aside for refinement and 
testing purpose. The remaining four files were selected and merged together. In 
































CTest20  should  be  accurately  segmented  based  on  the  Draft  Reference  Corpus. 





























































ไม่|ได้  6,875  ไม่ได้  3 
จะ|มี  4,016  จะมี  4 
จะ|เป็น  3,258  จะเป็น  4 
ดัง|กล่าว  3,085  ดังกล่าว  1 
ชาว|บ้าน  1,719  ชาวบ้าน  12 
 89 
 
Additionally,  results  of  the  improvement  on  resolving  the  inconsistent 






Precision  Recall  F‐Measure Precision  Recall  F‐Measure
Article  87.28%  82.43%  84.78%  95.33%  97.34%  96.32% 
Novel  81.86%  81.91%  81.89%  87.97%  93.59%  90.69% 
Encyclopaedia 88.59%  84.99%  86.75%  95.61%  97.69%  96.64% 
News  76.85%  80.90%  78.82%  84.14%  94.54%  89.04% 















The  proposed  technique  of  Thai  word  segmentation  is  based  on  the  Longest 
Matching Technique [80, 81], and there are a few steps included to improve the 

































































measure  from  the  top  to  the  bottom.  It  can  be  observed  that  the  results  of 












Kruengkrai  98.58  97.10  97.84 
Proposed approach  97.51  97.91  97.71 
Suesatpanit  96.20  97.26  96.73 
Haruechaiyasak  95.71  96.54  96.13 
Bangcharoensap  93.12  97.24  95.14 





Kruengkrai  98.14  97.26  97.70 
Proposed approach  97.15  97.50  97.32 
Suesatpanit  96.37  96.60  96.48 
Bangcharoensap  93.54  96.52  95.01 
Haruechaiyasak  95.15  94.83  94.99 









Kruengkrai  97.78  96.30  97.03 
Suesatpanit  94.95  96.13  95.54 
Proposed approach  94.20  96.47  95.32 
Haruechaiyasak  93.54  94.99  94.26 
Bangcharoensap  87.42  94.84  90.98 





Kruengkrai  97.37  96.20  96.78 
Haruechaiyasak  95.43  95.72  95.57 
Proposed approach  94.62  95.84  95.23 
Suesatpanit  94.68  95.46  95.07 
Bangcharoensap  92.64  96.31  94.44 




























words  are  having  preference  over  the  shorter  words.  Hence,  there  could  be 
situations that two or more correct words may happen to form a long valid word, 
and the shorter words will not be able to be segmented correctly. The last issue is 











objective  of  information  presentation  from  Thai  websites  in  this  study.  The 
proposed approach is based on the longest matching technique and the utilisation 
of a corpus. The corpus refers to a combination of a Reference Corpus and a related 






CName,  also  obtained  from  the  BEST  project,  in  the  approach.  The  approach 
segments the words by matching items in the corpus with the testing text. In cases 
where the size of the testing text is smaller than the corpus, it may appear that the 
process  will  incur  unnecessary  computation.  However,  the  comparison  can  be 
improved by parallel processing which is now readily available in clusters or even in 
the desktop environment. Based on Precision, Recall and F‐measure, the accuracy 
of  this  approach  from  the  experiment  is  more  than  95%  which  indicates  the 














threshold  values  or  weights  associated  with  the  keywords.  The  approach 
incorporates the Web content extraction and Thai word segmentation processes as 
described  in  Chapter  3  and  Chapter  4  previously.  The  Web  content  extraction 
process is responsible for the extraction of key content from single or multiple 
webpages. The key contents are then segmented in individual words by the Thai 








identification  and  generation  of  Variable  Tag  Cloud  from  multiple  pages 
respectively.  Similarly,  the  techniques,  evaluation  and  results  are  described.  A 
summary of this chapter is then provided in Section 5.6. 
5.2  Keyword Identification from Single Page 





































(5) As  a  result,  the  words  considered  as  keywords  are  based  on  the  top  n 
percentage  of  all  the  unique  weights.  This  value  n  can  be  dynamically 













The  normalisation  of  TF  in  Step  (3)  is  based  on  the  Maximum  Term  Frequency 
technique [106], and the objective is to reduce the weights of words with high 
frequencies in a long document as they could appear many times repeatedly [111]. 
In  other  words,  those  words  may  dominate  other  words  due  to  their  high 
frequencies, therefore their weights should be normalised. The expression of the 
Normalised TF, denoted ntft,e, is shown below. 
   ntf ,   a     1 a   
   , 





























Precision  for  keyword  identification  is  calculated  from  dividing  the  number  of 
correct  identified  keywords  (CK)  by  a  combination  of  1)  the  total  number  of 
identified keywords selected by AMTF (TK), and 2) the number of occurrence of the 
correct identified keywords in the tags (DK). Expression of Precision is shown below.  
  Precision     CK/ TK   DK    (5.2) 




provide  tags  for  classifying  webpages,  and  the  tags  could  be  too  general.  An 
example of these tags is “Hot news”, which is irrelevant to the content on the 
webpage apart from drawing attention of the readers. Therefore, NI should not be 
considered  in  the  measurement.  Expression  of  Recall  is  shown  below  while  an 
example calculation of the Precision and Recall is illustrated in Figure 5.2. 









  Number of total identified keywords by AMTF (TK)      = 9 
  Number of correct identified keywords (CK)     = 10 
(AA = 1, BB = 2, CC = 2, DD = 2, EE = 2, GG = 1, NA = 0, M = 0, E1 = 0) 
  Number of occurrence of the correct identified keywords (DK)  = 4 
(BB = 1, CC = 1, DD = 1, EE = 1) 
  Number of segmented words in tags in a webpage (SWT)   = 18 
  Number of segmented words in the tags not included   = 3 
  Precision   = 10/(9+4)   = 0.7692 (76.92%) 
  Recall    = 10/(18‐3)   = 0.6667 (66.67%) 107 
 
5.2.3 Experimental Results and Discussion  

















portal  websites  in  the  list.  MThai



































20 pages  635.75  9.95  0.95  2.1% 
 
In Table 5.1, there are 635.75 average segmented words from the 20 pages as 
shown  in  the  “Average  Number  of  Words  (NW)”  column.  In  the  “Number  of 
Provided Tags (SWT)” column, there are 9.95 average segmented words in the tags 













TFIDF  as  inputs.  The  keywords  identified  by  these  approaches  were  in  lists  of 
keywords based on percentage weights. In the experiment, there were 20 keyword 
















AMTF  25 39.4  11.9  3.65  28.76% 34.42%  28.33%
TLTF  45 16.45  17.65  2.55  12.78% 25.54%  15.87%
TFIDF  95 19.5  219.8  5.45  2.74% 57.33%  5.12%
 
It can be observed that the accuracy of AMTF is higher than TLTF’s and TFIDF’s in 






even  included  in  the  original  content  (NI).  The  proposed  approach  provides 




































results  produced  from  the  proposed  keyword  identification  technique.  The  tag 
cloud is presented together with a line chart showing the relationship between the 
























Style  Font Size  Font Weight  Colour Code  Example 
1  27px ‐   #8D9DB2 
 
2  36px  400  #9370D8  
 
3  37px  600  #228B22  
 
4  42px  600  #0000FF  
 
5  46px  700  #C71585  
 
6  51px  800  #FFA500  
 








   S     M i n S i z e    MaxW –  MaxW –  t  – MinW      Multiplier    (5.4) 114 
 








same  order  as  the  sequence  of  the  first  appearance  of  the  original  text.  This 
supports  the  nature  of  the  Thai  language:  from  left‐to‐right  and  from  top‐to‐
bottom. On the other hand, other existing tag clouds usually present tags in either 









































5%  1   55%  19 
10%  3   60%  21 
15%  4   65%  23 
20%  5   70%  24 
25%  7   75%  25 
30%  8   80%  54 
35%  9   85%  55 
40%  10   90%  56 

































25  (75%).  However,  one  may  question  what  should  be  the  most  appropriate 
number of keywords to be presented to the users while displaying the overview 
adequately.  Researchers  Hu  and  Wu  [101]  and  Liu  et  al.  [160]  proposed  the 








the  number  of  tags  provided  in  the  original  webpage  was  only  seven  and  it  is 

















































same  order  as  the  original  title.  On  the  other  hand,  the  solid  lines  show  the 









the  developed  approach  to  the  tags  in  the  websites,  it  was  observed  that  a 
compound word in the Web could be segmented into smaller words as shown in 
Figure 5.6. In the example, the “บัตรทอง” compound word in the tag provided in the 



























pages.  AList  is  generated  by  selecting  keywords  in  the  same  percentage 
weights in a set of ELists, and if there are identical keywords in the same 























































Sanook!  71 pages  45,650  16  145  24 






























Technique  KID  TFIDF  TLTF  KID  TFIDF  TLTF 
Percentage Weight  5%  15%  45%  5%  20%  50% 
No. of Keywords (TK)  65  362  87  75  208  121 
No. of Correctly Identified 
Keywords (CK) 
43  24  44  49  53  50 
Count of Duplicated Words 
(DK) 
23  7  21  19  13  19 
Precision  48.86  6.50  40.74  52.13  23.98  35.71 
Recall  35.54  19.83  36.36  47.12  50.96  48.08 
F‐Measure  41.15  9.80  38.43  49.49  32.62  40.98 
 
Table  5.6  shows  the  highest  accuracy  of  the  results  from  Sanook!  and  MThai 
website produced by KID, TFIDF and TLTF. The “Percentage Weight” indicates the 
percentage  results  which  yield  the  highest  accuracy.  The  number  of  identified 129 
 
keywords  associated  with  the  percentage  weight  shown  is  in  the  row,  “No.  of 
Keywords”.  The  “No.  of  Correct  Words”  row  shows  the  number  of  correctly 
identified keywords while the “Count of Duplicated words” refers to the number of 
duplicated  correctly  identified  keywords  corresponding  to  (DK)  as  described  in 
Section 5.2.2. It can be seen that in terms of F‐measure, the accuracy of KID is 
higher than the other two approaches, and the number of identified keywords is 

































Top Percentage  No. of Keywords   Top Percentage  No. of Keywords 
5%  75   55%  636 
10%  138   60%  745 
15%  199   65%  863 
20%  245   70%  992 
25%  291   75%  1,180 
30%  324   80%  1,496 
35%  391   85%  1,890 
40%  445   90%  2,255 
45%  485   95%  2,664 


















it  based  on  the  keywords.  Moreover,  the  tag  cloud  could  be  generated 
automatically by the integrated approach. The approach not only assists the users 





This  chapter  proposes  an  integrated  approach  for  automatic  information 
presentation from Thai websites based on a Variable Tag Cloud. The Variable Tag 






being  presented  in  the  Variable  Tag  Cloud.  This  approach  has  integrated 
approaches  for  Web  content  extraction,  Thai  word  segmentation,  Keyword 
identification and information presentation. 
This  study  has  developed  two  statistical  techniques  for  keyword  identification, 








overview  of  the  content  from  the  websites.  The  tag  clouds  can  be  dynamically 
changed according to the percentage weights of the keywords as selected by users. 
































keywords  being  displayed  in  the  tag  cloud.  This  approach  aims  to  address  the 
information overload issue by providing the Variable Tag Cloud as an overview of 
single  or  multiple  webpages  to  the  users  so  that  they  can  assess  whether  the 
information meets their needs. 
The approach has also integrated novel techniques for Web content extraction, 


























keywords  from  single  and  multiple  webpages,  called  Average  Normalised  Term 
Frequency (AMTF) [163] and Keyword Identification based on Individual Documents 







tags  from  20  individual  webpages  and  a  data  set  of  107  webpages  from  two 
websites were used to evaluate AMTF and KID, respectively. The results from AMTF 
and  KID  are  compared  against  the  outputs  of  Term  Frequency  and  Inverse 
Document Frequency (TFIDF) and Term Length Term Frequency (TLTF) techniques. 
The results from the experiments have demonstrated that the proposed techniques 


















  Flexibility  in  information  presentation  with  the  capability  to  dynamically 
change the numbers of identified keywords in the overview.  
  The ability to select the overview from either single or multiple pages 
















various  applications  such  as  Thai  word  correction,  machine  translation,  Thai 
sentence  extraction,  and  speech  recognition.  Nevertheless,  wrong  segmented 
words  could  be  produced  due  to  the  lack  of  context  information.  Therefore, 
elements such as part of speech can be included together with rules based on 
grammars  and  syntax  can  be  incorporated  to  improve  the  accuracy  of  word 
segmentation.   
With  respect  to  the  keyword  identification  techniques,  they  can  be  applied  in 





been  applied  to  specify  standard  conceptual  vocabularies  for  data  interchange 
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Websites  Precision  Recall  F‐Measure 
Information : www.kafaak.com  94.69% 100.00%  97.25%
Information : www.thaichristians.net  95.27% 99.76%  97.43%
Information : www.bangkokhealth.com  97.34% 99.88%  98.58%
Information : sakid.com  99.16% 100.00%  99.58%
Information : thaipublica.org  100.00% 99.47%  99.73%
Information : www.บทความดีดี.com  99.49% 100.00%  99.74%
News : www.khaosod.co.th  97.91% 100.00%  98.94%
News : www.thairath.co.th  100.00% 100.00%  100.00%
Government : www.rd.go.th  99.75% 100.00%  99.87%
Government : www.moph.go.th  100.00% 100.00%  100.00%
Organisation : www.dasta.or.th  100.00% 100.00%  100.00%








Precision  Recall  F‐Measure Precision  Recall  F‐Measure 
#1  20.77% 100.00%  34.39% 44.97% 100.00% 62.04% 
#2  55.29% 100.00%  71.21% 86.10% 100.00% 92.53% 
#3  21.56% 100.00%  35.47% 36.45% 100.00% 53.43% 
#4  32.19% 100.00%  48.71% 49.82% 100.00% 66.50% 
#5  14.20% 100.00%  24.86% 34.17% 100.00% 50.94% 
#6  16.79% 100.00%  28.76% 31.01% 100.00% 47.34% 
#7  96.30% 100.00%  98.12% 98.73% 100.00% 99.36% 
#8  13.35% 100.00%  23.55% 37.75% 100.00% 54.81% 
#9  24.58% 82.56%  37.88% 90.13% 82.56% 86.18% 
#10  27.80% 100.00%  43.50% 76.52% 100.00% 86.70% 






















Precision  Recall  F‐Measure Precision  Recall  F‐Measure 
#1  83.85%  100.00% 91.22% 93.62% 99.02%  96.25%
#2  14.95%  100.00% 26.01% 29.10% 99.01%  44.98%
#3  26.18%  100.00% 41.50% 31.67% 98.93%  47.98%
#4  84.19%  100.00% 91.41% 95.20% 99.02%  97.07%
#5  15.40%  100.00% 26.69% 21.36% 98.76%  35.12%
#6  14.69%  100.00% 25.62% 22.49% 98.78%  36.64%
#7  14.68%  100.00% 25.61% 44.76% 99.37%  61.72%
#8  29.45%  100.00% 45.50% 77.37% 99.12%  86.91%
#9  21.09%  100.00% 34.83% 33.82% 99.20%  50.44%
#10  80.14%  100.00% 88.98% 96.71% 95.20%  95.95%




















Precision  Recall  F‐Measure Precision  Recall  F‐Measure 
Article  71.25  64.36  67.63  97.51  97.91  97.71 
Encyclopaedia  74.44  67.10  70.58  97.15  97.50  97.32 
News  68.76  67.26  68.00  94.20  96.47  95.32 
Novel  68.73  67.72  68.22  94.62  95.84  95.23 
 
 




















5%  2.1  1.05  0.5  27.06%  9.24%  13.11% 
10%  4.2  2  0.75  36.32%  19.14%  23.15% 
15%  6.6  2.85  0.95  34.34%  26.27%  27.61% 
20%  9.3  3.25  1.05  29.63%  30.25%  27.18% 
25%  11.9  3.65  1.1  28.76%  34.42%  28.33% 
30%  14.7  3.9  1.1  25.99%  37.05%  27.59% 
35%  18.7  4.2  1.15  22.30%  39.04%  25.97% 




















45%  25.6  4.95  1.15  19.93%  45.68%  25.54% 
50%  29.8  5.1  1.15  17.91%  47.73%  24.29% 
55%  36.45  5.15  1.15  15.13%  48.12%  21.22% 
60%  43.9  5.3  1.15  12.45%  49.23%  18.54% 
65%  52.2  5.45  1.15  11.19%  50.79%  17.06% 
70%  64.9  5.8  1.15  10.21%  55.13%  16.01% 
75%  70.15  5.95  1.15  9.41%  56.09%  15.11% 
80%  82.25  5.95  1.15  8.31%  56.09%  13.59% 
85%  105.7  6.05  1.15  6.77%  58.05%  11.38% 
90%  130.5  6.1  1.15  5.72%  58.55%  9.75% 
95%  166.35  6.5  1.15  4.73%  64.89%  8.42% 




















5%  43.05  0.35  0  2.44%  5.22%  1.85% 
10%  49.7  0.45  0  2.43%  6.22%  1.89% 
15%  67.45  0.55  0  1.84%  8.22%  2.10% 
20%  77.9  0.75  0.05  2.40%  10.21%  2.74% 
25%  104.95  1.15  0.1  2.06%  14.91%  2.96% 
30%  122.2  1.2  0.1  1.50%  15.25%  2.31% 
35%  134.8  1.7  0.1  1.61%  22.38%  2.85% 
40%  160.55  2.1  0.1  1.69%  27.63%  3.09% 
45%  168.8  2.25  0.1  1.51%  28.46%  2.80% 
50%  179.55  2.4  0.1  1.57%  31.19%  2.92% 
55%  193.65  2.65  0.1  1.52%  32.33%  2.85% 
60%  196.9  2.8  0.1  1.57%  33.55%  2.93% 
65%  203.55  3  0.1  1.59%  35.22%  2.98% 
70%  207.75  3.1  0.1  1.61%  36.85%  3.03% 
75%  211  3.5  0.1  1.77%  40.43%  3.33% 
80%  214.65  4.25  0.35  2.14%  47.30%  4.01% 




















90%  218.4  5.1  0.45  2.57%  54.02%  4.80% 
95%  219.75  5.45  0.65  2.74%  57.33%  5.12% 




















5%  1.25  0.2  0.05  11.25%  1.82%  2.99% 
10%  1.95  0.5  0.15  15.83%  4.02%  6.19% 
15%  3  0.7  0.2  17.43%  7.85%  10.34% 
20%  4.45  0.9  0.25  16.04%  9.94%  11.44% 
25%  6.7  1.35  0.5  14.53%  13.66%  13.00% 
30%  7.95  1.35  0.5  13.44%  13.66%  12.56% 
35%  10.25  1.6  0.55  12.38%  15.98%  12.69% 
40%  13.9  2.15  0.8  12.77%  22.17%  15.10% 
45%  17.65  2.55  0.85  12.78%  25.54%  15.87% 
50%  25.3  3.1  0.9  11.81%  30.99%  15.85% 
55%  32.3  3.3  0.9  10.49%  33.74%  14.66% 
60%  40.65  3.55  0.95  9.62%  35.44%  13.77% 
65%  56.2  4.05  0.95  7.88%  41.32%  12.06% 
70%  71.95  4.4  1.05  6.58%  43.80%  10.63% 
75%  95.7  4.65  1.05  5.67%  46.12%  9.51% 
80%  131.6  5.3  1.15  4.59%  52.78%  8.05% 
85%  175.3  6.2  1.15  3.93%  63.25%  7.15% 
90%  206.7  6.5  1.15  3.43%  65.07%  6.35% 
95%  214.95  6.55  1.15  3.31%  65.23%  6.16% 
100%  220.95  6.55  1.15  3.19%  65.23%  5.96% 
 161 
 




















5%  65  43  23  48.86%  35.54%  41.15% 
10%  105  50  26  38.17%  41.32%  39.68% 
15%  153  54  27  30.00%  44.63%  35.88% 
20%  181  60  28  28.71%  49.59%  36.36% 
25%  223  63  28  25.10%  52.07%  33.87% 
30%  261  72  29  24.83%  59.50%  35.04% 
35%  303  74  29  22.29%  61.16%  32.67% 
40%  353  77  30  20.10%  63.64%  30.56% 
45%  400  80  30  18.60%  66.12%  29.04% 
50%  478  82  30  16.14%  67.77%  26.07% 
55%  561  84  30  14.21%  69.42%  23.60% 
60%  673  85  30  12.09%  70.25%  20.63% 
65%  791  91  31  11.07%  75.21%  19.30% 
70%  1,025  92  31  8.71%  76.03%  15.63% 
75%  1,300  94  32  7.06%  77.69%  12.94% 
80%  1,757  97  32  5.42%  80.17%  10.16% 
85%  2,265  99  32  4.31%  81.82%  8.19% 
90%  3,013  101  32  3.32%  83.47%  6.38% 
95%  3,811  101  32  2.63%  83.47%  5.10% 




















5%  58  8  3  13.11%  6.61%  8.79% 
10%  228  14  4  6.03%  11.57%  7.93% 
15%  362  24  7  6.50%  19.83%  9.80% 
20%  1,014  33  7  3.23%  27.27%  5.78% 




















30%  2,712  52  15  1.91%  42.98%  3.65% 
35%  3,073  53  15  1.72%  43.80%  3.30% 
40%  3,317  55  15  1.65%  45.45%  3.19% 
45%  3,502  59  15  1.68%  48.76%  3.24% 
50%  3,681  62  16  1.68%  51.24%  3.25% 
55%  3,808  66  18  1.73%  54.55%  3.34% 
60%  3,901  70  21  1.78%  57.85%  3.46% 
65%  3,968  74  21  1.86%  61.16%  3.60% 
70%  4,020  80  25  1.98%  66.12%  3.84% 
75%  4,080  81  25  1.97%  66.94%  3.83% 
80%  4,129  83  25  2.00%  68.60%  3.88% 
85%  4,172  93  30  2.21%  76.86%  4.30% 
90%  4,209  94  30  2.22%  77.69%  4.31% 
95%  4,243  96  30  2.25%  79.34%  4.37% 




















5%  4  3  1  60.00%  2.48%  4.76% 
10%  10  12  7  70.59%  9.92%  17.39% 
15%  15  22  14  75.86%  18.18%  29.33% 
20%  23  25  15  65.79%  20.66%  31.45% 
25%  35  33  18  62.26%  27.27%  37.93% 
30%  43  34  18  55.74%  28.10%  37.36% 
35%  52  35  18  50.00%  28.93%  36.65% 
40%  67  39  19  45.35%  32.23%  37.68% 
45%  87  44  21  40.74%  36.36%  38.43% 
50%  99  44  21  36.67%  36.36%  36.51% 
55%  120  49  23  34.27%  40.50%  37.12% 
60%  152  53  25  29.94%  43.80%  35.57% 
65%  181  55  26  26.57%  45.45%  33.54% 




















75%  302  62  26  18.90%  51.24%  27.62% 
80%  469  79  30  15.83%  65.29%  25.48% 
85%  687  84  30  11.72%  69.42%  20.05% 
90%  1,081  91  31  8.18%  75.21%  14.76% 
95%  2,607  99  32  3.75%  81.82%  7.17% 




















5%  75  49  19  52.13%  47.12%  49.49% 
10%  138  64  25  39.26%  61.54%  47.94% 
15%  199  70  25  31.25%  67.31%  42.68% 
20%  245  73  25  27.04%  70.19%  39.04% 
25%  291  74  25  23.42%  71.15%  35.24% 
30%  324  75  25  21.49%  72.12%  33.11% 
35%  391  78  25  18.75%  75.00%  30.00% 
40%  445  78  25  16.60%  75.00%  27.18% 
45%  485  79  25  15.49%  75.96%  25.73% 
50%  561  79  25  13.48%  75.96%  22.90% 
55%  636  79  25  11.95%  75.96%  20.65% 
60%  745  81  25  10.52%  77.88%  18.54% 
65%  863  82  25  9.23%  78.85%  16.53% 
70%  992  82  25  8.06%  78.85%  14.63% 
75%  1,180  82  25  6.80%  78.85%  12.53% 
80%  1,496  83  25  5.46%  79.81%  10.22% 
85%  1,890  83  25  4.33%  79.81%  8.22% 
90%  2,255  84  25  3.68%  80.77%  7.05% 
95%  2,664  84  25  3.12%  80.77%  6.02% 






















5%  43  24  8  47.06%  23.08%  30.97% 
10%  95  32  8  31.07%  30.77%  30.92% 
15%  153  41  8  25.47%  39.42%  30.94% 
20%  208  53  13  23.98%  50.96%  32.62% 
25%  456  61  17  12.90%  58.65%  21.14% 
30%  1,054  67  19  6.24%  64.42%  11.38% 
35%  2,304  75  23  3.22%  72.12%  6.17% 
40%  2,410  76  23  3.12%  73.08%  5.99% 
45%  2,659  77  23  2.87%  74.04%  5.53% 
50%  2,812  80  25  2.82%  76.92%  5.44% 
55%  2,922  80  25  2.71%  76.92%  5.24% 
60%  2,995  80  25  2.65%  76.92%  5.12% 
65%  3,069  81  25  2.62%  77.88%  5.07% 
70%  3,117  82  25  2.61%  78.85%  5.05% 
75%  3,168  83  25  2.60%  79.81%  5.03% 
80%  3,207  83  25  2.57%  79.81%  4.98% 
85%  3,242  83  25  2.54%  79.81%  4.92% 
90%  3,281  83  25  2.51%  79.81%  4.87% 
95%  3,316  83  25  2.48%  79.81%  4.82% 




















5%  6  3  0  50.00%  2.88%  5.45% 
10%  14  9  3  52.94%  8.65%  14.88% 
15%  20  10  3  43.48%  9.62%  15.75% 
20%  31  14  4  40.00%  13.46%  20.14% 
25%  39  17  5  38.64%  16.35%  22.97% 
30%  51  19  5  33.93%  18.27%  23.75% 
35%  63  22  5  32.35%  21.15%  25.58% 
40%  84  33  10  35.11%  31.73%  33.33% 




















50%  121  50  19  35.71%  48.08%  40.98% 
55%  153  55  19  31.98%  52.88%  39.86% 
60%  179  57  19  28.79%  54.81%  37.75% 
65%  233  59  19  23.41%  56.73%  33.15% 
70%  296  65  21  20.50%  62.50%  30.88% 
75%  340  66  21  18.28%  63.46%  28.39% 
80%  430  69  21  15.30%  66.35%  24.86% 
85%  590  75  23  12.23%  72.12%  20.92% 
90%  915  81  25  8.62%  77.88%  15.52% 
95%  1,998  85  25  4.20%  81.73%  7.99% 




Appendix F. Variable  Tag  Cloud  for  Multiple  Pages  from  Sanook!  in 
Chapter 5 (Section 5.5) 
 
Figure A. 1 An illustration of Variable Tag Clouds from multiple pages in Sanook! 
No. of 
Identified 
Keywords 
Percentage Weight 167 
 
 
Figure A. 2. A Variable Tag Cloud at 5% weight from multiple pages in Sanook! 
 
Figure A. 3. A Variable Tag Cloud at 10% weight from multiple pages in Sanook!  
Figure A. 4. . A Variable Tag Cloud at 15% weight from multiple pages in Sanook! 