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Introduction
These notes present a compact and self contained development of the theory
of iterated forcing with a focus on semiproperness and revised countable
support iterations. We shall pursue the approach to iterated forcing devised
by Donder and Fuchs in [4], thus we shall present iterated forcing by means
of directed system of complete and injective homomorphisms of complete
boolean algebras. A guiding idea that drives this work is that for many
purposes, especially when dealing with problems of a methamatematical
nature, the use of boolean valued models is more convenient. A partial
order and its boolean completion can produce exactly the same consistency
results, however:
• In a specific consistency proof the forcing notion we have in mind
in order to obtain the desired result is given by a partial order and
passing to its boolean completion may obscure our intuition on the
nature of the problem and the combinatorial properties we wish our
partial order to have.
• When the problem aims to find general properties of forcings which
are shared by a wide class of partial orders, we believe that focusing
on complete boolean algebras gives a more efficient way to handle the
problem. This is the case for at least two reasons: on the one hand
there are less complete boolean algebras to deal with than partial
orders, thus we have to handle potentially less objects, on the other
hand we have a rich algebraic theory for complete boolean algebras and
the use of algebraic properties may greatly simplify our calculations.
We believe that this second case applies when our aim is to develop a general
theory of iterated forcing and these notes are guided by this convinction.
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The first five sections of these notes contain a detailed presentation of the
algebraic properties of complete homomorphisms between atomless complete
boolean algebras and basic facts on limits of directed systems of complete
homomorphisms between boolean algebras. Sections 6 and 7 introduce a
boolean algebraic definition of semiproperness and develop the core results
on semiproperness and on revised countable support iterations of semiproper
forcings basing them on this algebraic characterization of semiproperness.
Section 8 contains a proof of the most celebrated application of semiproper-
ness, i.e. Foreman, Magidor, and Shelah’s proof of the consistency ofMM [3].
Since a crucial role in our analysis of semiproperness is played by generalized
stationary sets, we enclude an appendix containing all relevant facts about
generalized stationarity that were employed in these notes.
The results we present are well established parts of the current devel-
opment of set theory, however the proofs are novel and in some cases we
believe to cover a gap in the literature, especially in light of the fact that,
up to date, there is (in our eyes) no neat self contained presentation of the
preservation theorems for semiproperness under revised countable support
iterations. These notes take a great care to present all basic results and
to give detailed proofs (provided these are not covered in a systematic way
elsewhere), for this reason we believe they are of interest to any scholar who
is acquainted with forcing and the basics of boolean valued models and aims
to learn the standard results on proper and semiproper iterations. While
the focus is on semiproper iterations we believe there will be no problem to
rearrange these techniques in order to cover also the cases of proper or ccc
iterations.
The paper is organized as follows:
• Section 1 contains in the first part basic material on the relation be-
tween partial orders, their boolean completions, the Stone spaces asso-
ciated to their boolean completions. In the second part of the section
we give a sketchy presentation of the basic properties of boolean val-
ued models. We assume the reader is acquainted with these results.
For the part on partial orders, boolean completions and Stone spaces,
a source of inspiration can be chapter 2 of Kunen’s book [7], for the
part on Boolean valued models we refer the reader to Bell’s book [2],
to Jech’s chapter on forcing [6], to Hamkins and Seabold’s paper on
Boolean ultrapowers [5], or to Audrito’s master thesis [1].
• In the first part of section 2 we introduce regular homomorphisms
between atomless complete boolean algebras (i.e. injective complete
homomorphisms) and their associated retractions.
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pi : C → B is the retraction associated to a regular homomorphism
i : B→ C if
pi(q) =
∧
B
{b : i(b) ≥ q}.
The key feature of these retractions is the identity
pi(i(b) ∧ q) = b ∧ pi(q)
for all b ∈ B and q ∈ C. This algebraic identity will be the corner-
stone in our analysis of iterated forcing. We prove in details this and
other identities and some other facts: for example that any complete
homomorphism i : B → C grants that whenever we add a V -generic
filter G for C then i−1[G] is a V -generic filter for B, i.e. in the con-
text of boolean valued models complete homomorphisms, play the role
complete embeddings between posets have in the context of ordinary
forcing.
In the second part of this section we give a proof that complete homo-
morphisms i : B → C induce ∆1-preserving embeddings ıˆ : V B → V C
on the respective boolean valued models.
• In section 3 we present iterated forcing in the setting of complete
boolean algebras. In this section occurs the first great simplification
(due to Donder and Fuchs) that our presentation of iterated forcing
allows, which is the definition of revised countable support iterations.
For this reason we wish to spend some more words on the matters
treated in this section.
We focus our presentation limiting our attention to iteration systems
of regular homomorphisms, which are the exact counterpart in our
setting of the standard notion of iteration for posets. A complete
iteration system
F = {iαβ : Bα → Bβ : α ≤ β < λ}
is a commuting family of regular embeddings, a branch in T (F) is a
function f : λ→ V such that for all α ≤ β < λ f(α) is the retraction
of f(β) by means of the retraction associated to iαβ . A branch f is
eventually constant if there is some α such that f(β) = iαβ ◦ f(α) for
every β ≥ α. There is a standard order on T (F) given by the pointwise
comparison of branches. With respect to the standard presentations
of iterated forcing, C(F), the set of constant branches, corresponds to
the direct limit, T (F) corresponds to the full limit.
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The revised countable support of F consists of those branches f ∈
T (F) with the property that
– either for some α < λ f(α) forces with respect to Bα that
cf(λ) = ω,
– or f is eventually constant.
We invite the reader to compare this definition of revised countable
support iterations with the original one1 of Shelah in Chapter X of
his book [9].
In the second part of the section we study basic properties of com-
plete iteration systems, in particular we set up sufficient conditions to
establish when the direct limit of an iteration system of length λ is
<λ-cc (this corresponds to the well known result of Baumgartner on
direct limits of <λ-cc forcings), and when T (F) and C(F) do overlap.
• In the first part of section 4 we analyze in more details the relation
existing between V B and V C in case i : B → C is a complete homo-
morphism. First we show that if G is V -generic for B and K is the
dual of G, C/i[K] is a complete boolean algebra in V [G], and also that
whenever
B C0
C1
i0
i1
j
and K is the dual of a V -generic filter G for B, then the map defined
by j/K([c]i0[K]) = [j(c)]i1 [K] is a complete homomorphism in V [G].
In the second part of this section we show that whenever C˙ ∈ V B is
a B-name for a complete boolean algebra there is a complete boolean
algebra B ∗ C˙ ∈ V and an i : B → B ∗ C˙ such that whenever G is
V -generic for B and J is its dual B ∗ C˙/i[J ] is isomorphic to C˙G in
V [G].
Finally in the last part of the section, with these results at our disposal,
we check that F/G is a complete iteration system in V [G] whenever
F is an iteration system in V and G is V -generic for some B in F .
1We do not dare to check whether the two notions of revised countable support limit are
equivalent, however they serve the same purpose (i.e producing iterations of semiproper
posets that do not collapse ω1) and it is transparent that Donder and Fuchs’definition is
more manageable than Shelah’s one.
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• Section 5 gather a family of examples which should clear up many
misleading points on the properties of complete iteration systems.
• Sections 6 and 7 contain the bulk of our results on semiproperness.
In section 6 we introduce the second key simplification in our treat-
ment of semiproper iterations. We introduce an algebraic definition of
semiproperness which due to its relevance we wish to anticipate here:
given a countable model M ≺ Hθ and a complete boolean algebra
B ∈M ,
sg(B,M) =
∧
B
{∨
B
(X ∩M) : X ∈M is a predense subset of B of size ℵ1
}
.
B is semiproper if for a club of countable M ≺ Hθ and for all b ∈
B+ ∩M
b ∧ sg(B,M) > 0B.
We also introduce the key notion to analyze semiproper iterations:
i : B → C is a semiproper regular homomorphism if B is semiproper
and for a club of countable M ≺ Hθ and for all q ∈ C+ ∩M we have
that
pi(q) ∧ sg(B,M) = pi(q ∧ sg(C,M)) > 0B.
Next we show that a forcing notion P is semiproper according to She-
lah’s definition iff its boolean completion is semiproper according to
our definition.
We conclude the section giving a simple topological characterization
of properness and semiproperness.
• Section 7 is devoted to the analysis of two-step iterations of semiproper
posets and to the proof of the preservation of semiproperness through
revised countable support limits.
First, along the same lines of what was done in section 4, we prove
that two-step and three-step iterations of semiproper forcings behave
as expected. In particular we show that whenever B is a semiproper
complete boolean algebra and C˙ ∈ V B is a name for a semiproper
complete boolean algebra then the natural regular homomorphism i :
B→ B ∗ C˙ is also semiproper2.
2We want to remark that i : B→ C can be a semiproper regular homomorphism even
if for some G V -generic for B, C/i[J ] is not semiproper in V [G] (where J is the dual of
G).
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Next we concentrate on the proof of the preservation of semiproperness
through limit stages. The proof splits in three cases according to the
cofinality of the length of the iteration system (ℵ0, ℵ1, bigger than ℵ1)
and mimicks in this new setting the original proof of Shelah of these
results.
• Section 8 gives a proof of the consistency of the forcing axiom MM
relative to the existence of a supercompact cardinal by means of a
semiproper iteration.
• The appendix A contains a detailed exposition of generalized station-
ary sets. The basic properties of these sets are needed to develop all
properties of semiproper forcings and thus are required in order to
follow the content of sections 6, 7, and 8.
These notes are the outcome of a Ph.D. course the first author gave
on these matters in the spring and the fall of 2013. The basic ideas that
guided the course comes from the observation that a full account of Donder
and Fuchs approach to semiproper iterations is not available in a published
form and the unique draft of their results is the rather sketchy preprint on
the ArXiv [4]. Moreover the available drafts of their results do not push
to their extreme consequences the power given by the algebraic apparatus
provided by the theory of complete boolean algebra. Donder and Fuchs
limit themselves to use this algebraic apparatus to simplify (dramatically)
the definition of revised countable support limit. No attempt is done by
them to use this algebraic apparatus to simplify the proofs of the itera-
tion lemmas for preservation of semiproperness through limit stages. This
might be partially explained by the fact that the proof of the properness
of countable support iteration of proper posets is well understood and the
modifications required to handle the proof of semiproperness for countable
support iterations of length at most ω1 is obtained from that proof with
minor variations. Nonetheless we believe that our “algebraic” treatment of
iterated forcing gives a simpler and more elegant presentation of the whole
theory of iterated forcing and outlines neatly the connections between the
notion of properness and semiproperness in the theory of forcing, and their
Baire category counterparts in topology. Moreover we believe that our pre-
sentation opens the way to handle different kinds of limits given by complete
iteration systems indexed by arbitrary partial orders and also to develop a
theory of iterated forcing for stationary set preserving posets. We are also
curious to see if this approach could simplify the treatment of semiproper
iterations which do not add reals and may help to foresee a fruitful theory
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of iterated forcing which preserve ℵ1 and ℵ2.
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1 Posets, boolean algebras, forcing
In this section we present some general facts that are required for the de-
velopment of the remainder of these notes. Reference texts for this section
are [2], [6], and [7].
1.1 Posets and boolean algebras
We introduce posets and complete boolean algebras and we prove that forc-
ing equivalent notions have isomorphic boolean completions. This allows us
to focus on complete boolean algebras.
Definition 1.1. A poset (partially ordered set) is a set P together with a
binary relation ≤ on P which is transitive, reflexive and antisymmetric.
• Given a, b ∈ P , a ⊥ b (a and b are incompatible) if and only if:
a ⊥ b ⇔ ¬∃c : c ≤ a ∧ c ≤ b
Similarly, a ‖ b (a, b are compatible) iff ¬ (a ⊥ b).
• A subset A ⊂ P is a chain if and only if is totally ordered in P .
• A subset A ⊂ P is an antichain if and only if the elements of A are
pairwise incompatible.
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• An antichain A ⊂ P is maximal if and only if no strict superset of A
is an antichain.
• For a given A ⊂ P ,
↓ A = {p : ∃q ∈ A, p ≤P q},
and
↑ A = {p : ∃q ∈ A, p ≥P q}.
• A set D ⊂ P is dense iff ↑ D = P .
• A set B ⊂ P is predense iff ↓ B is dense.
• A set B ⊂ P is directed iff
∀p, q ∈ B∃r ∈ B(p ≤ r ∧ q ≤ r).
• A poset P is separative iff for all p 6≤ q ∈ P , there exists r ∈ P with
r ≤ p, r ⊥ q.
• A poset P is <λ-cc (chain condition) iff |A| < λ for all maximal
antichains A ⊂ P .
Fact 1.2. Every dense set D ⊂ P contains a maximal antichain A ⊂ D.
Conversely, any maximal antichain is predense.
Definition 1.3. A set I ⊂ P is an ideal in P iff it is downward closed and
upward directed (i.e. it has upper bounds for all of its finite subsets). A set
F ⊂ P is a filter in P iff it is upward closed and downward directed.
Definition 1.4. Let M be a model of ZFC and P ∈M be a poset. A filter
G ⊂ P is M -generic for P if and only if G ∩D ∩M 6= ∅ for every dense set
D of P in M . Equivalently, a filter G is M -generic if it intersects inside M
every maximal antichain of P in M .
Fact 1.5. If P ∈M is a separative poset, no filter in M is M -generic.
Definition 1.6. A poset P is a lattice if any two elements a, b have a unique
supremum a∨ b (least upper bound, join) and infimum a∧ b (greatest lower
bound, meet).
• A lattice is distributive if the operations of join and meet distribute
over each other.
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• A lattice L is bounded if it has a least element (0L) and a greatest
element (1L).
• A lattice is complemented if it is bounded lattice and every element
a has a complement, i.e. an element ¬a satisfying a ∨ ¬a = 1 and
a ∧ ¬a = 0.
• A boolean algebra is a complemented distributive lattice. A boolean
algebra is complete iff every subset has a supremum and an infimum.
Fact 1.7. Given a boolean algebra B, B \ {0} = B+ is a separative poset
with the order relation a ≤B+ b given by any of the following requirement
on a and b:
• a ∧ b = a,
• a ∨ b = b.
To any poset we can associate a unique (up to isomorphism) boolean
completion:
Theorem 1.8. For every poset P there exists a unique (up to isomorphism)
complete boolean algebra B (the boolean completion of P ) with a dense em-
bedding iP : P → B+ such that for any p, q ∈ P :
• p ≤ q =⇒ iP (p) ≤ iP (q),
• p ⊥ q =⇒ iP (p) ⊥ iP (q),
• iP [P ] is a dense subset of B+.
Proof. We briefly sketch how to define the boolean completion of a poset P .
For A,B ⊂ P , say that A ≤∗P B if (↓ A) ∩ (↓ B) is a dense subset of
(↓ A,≤P ∩(↓ A)
2).
Remark that ≤∗P is a transitive reflexive relation on P(P ) and thus we
can define an equivalence relation ≡∗P by A ≡
∗
P B if A ≤
∗
P B ≤
∗
P A.
Then observe that ≤∗P induces a separative partial order on P(P )/ ≡
∗
P
and that for any A ⊂ P ,
⋃
[A]≡∗P is the maximal element under inclusion of
[A]≡∗P .
Now define
•
∧
{[Ai]≡∗P : i ∈ I} = [
⋂
{
⋃
[Ai]≡∗P : i ∈ I}]≡∗P ,
•
∨
{[Ai]≡∗P : i ∈ I} = [
⋃
{
⋃
[Ai]≡∗P : i ∈ I}]≡∗P ,
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• ¬[A]≡∗P = [{p ∈ P : (↓ {p}) ∩ (
⋃
[A]≡∗P ) = ∅}]≡∗P .
We leave to the reader to check that the above operations make P(P )/ ≡∗P
a complete boolean algebra and that the map iP : P → P(P )/ ≡
∗
P which
maps p to [{p}]≡∗P is a complete embedding with a dense image.
Definition 1.9. Let V be a transitive model of ZFC and B be a complete
boolean algebra in V . A set U ⊂ B is an ultrafilter in B if and only if U is
a filter and for any b ∈ B, b ∈ U or ¬b ∈ U .
If I is an ideal of B, the quotient B/I is the quotient of B with respect
to the equivalence relation defined by a ≈ b ⇔ a△b ∈ I (a△b = (a ∨ b) ∧
¬(a ∧ b)).
Notation 1.10. Let B be a complete boolean algebra. X ⊂ B is a pre-filter
if ↑ X is a filter and is a pre-ideal if ↓ X is an ideal. Given X ⊂ B, we let
I∗ = {¬a : a ∈ I}. It is well known that I∗∗ = I and I is an ideal iff I∗ is
a filter. With an abuse of notation, if G is a pre-filter on B, we write B/G
also to denote B/(↑ G)∗.
If I ⊂ B is an ideal B/I is always a boolean algebra (but in general it is
not complete).
1.2 Stone spaces and dual properties.
Complete boolean algebras can be related to topological spaces with certain
specific properties.
Definition 1.11. The closure U of a subset U of a topological space (X, τ)
is the intersection of all closed sets containing U .
The interior U˚ of a subset U of a topological space (X, τ) is the union
of all open sets contained in U .
Definition 1.12. Let (X, τ) be a topological space. The regular open al-
gebra of X is RO(X, τ) =
{
U ⊂ X : U = U˚
}
ordered by set-theoretical
inclusion. RO(X, τ) is a complete boolean algebra with the operations de-
fined as follows:
• U ∧ V = U ∩ V for all U, V ∈ RO(X, τ),
• ¬U =
˚
X \ U for all U ∈ RO(X, τ),
•
∧
A =
⋂˚
A for all A ⊂ RO(X, τ),
•
∨
A =
⋃˚
A for all A ⊂ RO(X, τ).
11
The elements of RO(X, τ) are the regular open subsets of X.
Given B a complete boolean algebra, its Stone space is
XB = {G ⊆ B : G is an ultrafilter }.
XB is endowed with the topology τB generated by
{Nb = {G ∈ XB : b ∈ G} : b ∈ B}.
Given a posetQ, let (XQ, τQ) be the Stone space associated to its boolean
completion P(Q)/ ≡∗Q.
We can now spell out the relation between a poset, its boolean comple-
tion and the complete boolean algebra given by the regular open set of the
corresponding Stone space.
Remark 1.13. Let B be a complete boolean algebra and (XB, τB) be its
associated Stone space. It is well-known that:
• each basic open set is also a closed set, since it is the complement of
N¬b;
• every clopen set is a regular open, thus each Nb is a regular open;
• B is a complete boolean algebra, thus {Nb : b ∈ B} is the family of the
regular open sets of τB;
• if A ⊆ B then N∨A =
˚⋃
{Np : p ∈ A};
• XB is Haussdorff and compact.
Let Q be a poset and (XQ, τQ) be its associated topological space defined
above. We can check that for any A ⊂ Q,
XA =
⋃
{Np : p ∈ A}
is a regular open set in τQ iff A =
⋃
[A]≡∗Q and that A ≡
∗
Q B iff X˚A = X˚B .
The above observation allows to define a natural isomorphism
ΦQ : (P(Q)/ ≡
∗
Q)→ RO(XQ, τQ)
defined by [A] 7→ X⋃[A].
Moreover the separative quotient of Q is mapped by the isomorphism in
the basis {Nq : q ∈ Q} for τQ which is a dense subset of RO(XQ, τQ)
+.
In view of the above remark we are led to the following:
Notation 1.14. For any given poset Q we let RO(Q) := RO(XQ, τQ) denote
its boolean completion.
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1.3 Forcing and boolean valued models
We assume the reader is a acquainted with the basic development of forcing
and boolean valued models, here we resume the result and definitions we
shall need in the form which is more convenient for us.
Definition 1.15. Let V be a transitive model of ZFC and B be a complete
boolean algebra in V .
V B = {a˙ ∈ V : a˙ : V B → B is a partial function3}.
We let for the atomic formulas x ∈ y, x ⊆ y, x = y:
•
r
b˙0 ∈ b˙1
z
B
=
∨{r
a˙ = b˙0
z
B
∧ b˙0(a˙) : a˙ ∈ dom(b˙1)
}
,
•
r
b˙0 ⊆ b˙1
z
B
=
∧{
¬b˙0(a˙) ∨
r
a˙ ∈ b˙0
z
B
: a˙ ∈ dom(b˙0)
}
,
•
r
b˙0 = b˙1
z
B
=
r
b˙0 ⊆ b˙1
z
B
∧
r
b˙1 ⊆ b˙0
z
B
.
For general formulas φ(x0, . . . , xn), we let:
• J¬φKB = ¬ JφKB,
• Jφ ∧ ψKB = JφKB ∧ JψKB,
• Jφ ∨ ψKB = JφKB ∨ JψKB,
•
r
∃xφ(x, b˙1, . . . , b˙n)
z
B
=
∨{r
φ(a˙, b˙1, . . . , b˙n)
z
B
: a˙ ∈ V B
}
.
When the context is clear, we will omit the index.
Notation 1.16. For a complete boolean algebra B, G˙B ∈ V B always denote
the canonical name for a V -generic filter for B, i.e.
G˙B = {〈bˇ, b〉 : b ∈ B}.
Theorem 1.17 ( Los´). Let V be a transitive model of ZFC and B be a com-
plete boolean algebra in V . Let G be any ultrafilter on B. For a˙, b˙ ∈ V B we
let
3This definition is a shorthand for a recursive definition by rank. We remark that in
certain cases (for example in the definition of the name β˙ in the proof of Lemma 7.7 below)
it will be convenient to allow a name a˙ to be a relation (as in Kunen’s [7, Definition 2.5]);
given a B-name a˙ according to Kunen’s definition, the corresponding intended name fa˙
according to the above definition is given by fa˙(fc˙) =
∨
{b : 〈c˙, b〉 ∈ a˙}.
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• b˙ =G a˙ iff
r
b˙ = a˙
z
∈ G,
• [b˙]G = {a˙ : b˙ =G a˙},
• [b˙]G ∈G [a˙]G iff
r
b˙ ∈ a˙
z
∈ G,
• V B/G = {[b˙]G : b˙ ∈ V
B}.
Then:
1. (V B/G,∈G) is a model of ZFC
2. (V B/G,∈G) models φ([b˙1]G, . . . , [b˙n]G) iff
r
φ(b˙1, . . . , b˙n)
z
∈ G.
Definition 1.18. Let V be transitive model of ZFC, B ∈ V be a complete
boolean algebra in V , G be a V -generic filter for B. For any b˙ ∈ V B we let
b˙G = {a˙G : ∃p ∈ G〈a˙, p〉 ∈ b˙}.
V [G] = {b˙G : b˙ ∈ V
P }.
Theorem 1.19 (Cohen’s forcing theorem). Let V be transitive model of
ZFC, B ∈ V be a complete boolean algebra G be a V -generic filter for B.
Then:
1. V [G] is isomorphic to V B/G via the map which sends b˙G to [b˙]G.
2. V [G] |= φ((b˙1)G, . . . , (b˙n)G) iff
r
φ(b˙1, . . . , b˙n)
z
∈ G.
3. b ≤B
r
φ(b˙1, . . . , b˙n)
z
iff V [G] |= φ((b˙1)G, . . . , (b˙n)G) for all V -generic
filters G for B such that b ∈ G.
Notation 1.20. Given a partial order P and b˙1, . . . , b˙n ∈ V
RO(P ) we say
that p P φ(b˙1, . . . , b˙n) iff iP (p) ≤
r
φ(b˙1, . . . , b˙n)
z
.
Lemma 1.21 (Mixing). Let B be a complete boolean algebra and {b˙a : a ∈
A} be a family of B-names indexed by an antichain. Then there exists b˙ ∈ V B
such that
r
b˙ = b˙a
z
≥ a for all a ∈ A.
Lemma 1.22 (Fullness). Let B be a complete boolean algebra. For all for-
mula φ(x, x1, . . . , xn) and b˙1, . . . , b˙n ∈ V
B, there is b˙ ∈ V B such thatr
∃xφ(x, b˙1, . . . b˙n)
z
=
r
φ(b˙, b˙1, . . . b˙n)
z
.
Fact 1.23. Let V be transitive model of ZFC, B ∈ V be a complete boolean
algebra, G be a V -generic ultrafilter for B. Then
∧
A ∈ G for any A ⊂ G
which belongs to V .
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2 Regular embeddings
2.1 Embeddings and retractions
In this part we introduce the notions of complete homomorphism and regular
embedding and their basic properties.
Definition 2.1. Let B, C be complete boolean algebras, i : B → C is a
complete homomorphism iff it is an homomorphism that preserves arbitrary
suprema. We say that i is a regular embedding iff it is an injective complete
homomorphism of boolean algebras.
Definition 2.2. Let B be a complete boolean algebra, and let b ∈ B. Then
B ↾ b = {c ∈ B : c ≤ b},
and
B→ B ↾ b
c 7→ c ∧ b.
is the restriction map from B to B ↾ b.
Definition 2.3. Let i : B→ C be a complete homomorphism. We define
ker(i) =
∨
{b ∈ B : i(b) = 0C}
coker(i) = ¬ ker(i)
Remark 2.4. We can always factor a complete homomorphism i : B → C
as the restriction map from B to B ↾ coker(i) (which we can trivially check
to be a complete and surjective homomorphism) composed with the regular
embedding i ↾ coker(i). This factorization allows to generalize easily many
results on regular embeddings to results on complete homomorphisms.
Definition 2.5. Let i : B → C be a regular embedding, the retraction
associated to i is the map
pii : C → B
c 7→
∧
{b ∈ B : i(b) ≥ c}
Proposition 2.6. Let i : B→ C be a regular embedding, b ∈ B, c, d ∈ C be
arbitrary. Then,
1. pii ◦ i(b) = b hence pii is surjective;
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2. i ◦ pii(c) ≥ c hence pii maps C+ to B+;
3. pii preserves joins, i.e. pii(
∨
X) =
∨
pii[X] for all X ⊆ C;
4. i(b) =
∨
{e : pii(e) ≤ b}.
5. pii(c ∧ i(b)) = pii(c) ∧ b =
∨
{pii(e) : e ≤ c, pii(e) ≤ b};
6. pii does not preserve neither meets nor complements whenever i is not
surjective, but pii(d ∧ c) ≤ pii(d) ∧ pii(c) and pii(¬c) ≥ ¬pii(c);
Proof. 1. We have
pii ◦ i(b) =
∧
{a ∈ B : i(a) ≥ i(b)}) =
∧
{a ∈ B : a ≥ b}) = b,
since i is injective. Hence pi is surjective.
2. We have
i ◦ pii(c) = i
(∧
{b ∈ B : i(b) ≥ c}
)
=
∧
{i(b) : b ∈ B, i(b) ≥ c}
≥
∧
{d ∈ C : d ≥ c} = c.
Now if, by contradiction, for c > 0C, pii(c) = 0B, we would have
0C = i ◦ pi(c) ≥ c > 0C.
3. Let X = {cj : j ∈ J} ⊆ C. Thus, for all k ∈ J,
pii
(∨
{cj : j ∈ J}
)
=
∧
{b ∈ B : i(b) ≥
∨
{cj : j ∈ J}}
≥
∧
{b ∈ B : i(b) ≥ ck} = pii(ck).
In that way, we obtain the first inequality: pii(
∨
X) ≥
∨
pii[X].
Now if a =
∨
pii[X], we have that a ≥ pii(cj) for all j ∈ J. Thus, for
all j ∈ J :
i(a) ≥ i ◦ pii(cj) ≥ cj .
In particular i(a) ≥
∨
{cj : j ∈ J}. By definition, pii is increasing, so:
a = pii(i(a)) ≥ pi
(∨
{cj : j ∈ J}
)
,
that is, the second inequality
∨
pii[X] ≥ pii(
∨
X) holds.
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4. Let e ∈ C such that pii(e) ≤ b. Since i is order preserving, s ≤
i(pii(e)) ≤ i(b). Thus ∨
{e : pii(e) ≤ b} ≤ i(b).
In order to prove the other inequality; recall that b = pii(i(b)). So
i(b) ≤
∨
{e : pii(e) ≤ pii(i(b))} =
∨
{e : pii(e) ≤ b}.
5. For b ∈ B, c ∈ C, the following three equations hold:
pii(c ∧ i(b)) ∨ pii(c ∧ ¬i(b)) = pii(c); (1)
(pii(c) ∧ b) ∨ (pii(c) ∧ ¬b) = pii(c); (2)
(pii(c) ∧ b) ∧ (pii(c) ∧ ¬b) = 0B. (3)
Furthermore, by pii definition, we have:
pii(c ∧ i(b)) ≤ pii(c) ∧ b; (4)
pii(c ∧ ¬i(b)) = pii(c ∧ i(¬b)) ≤ pii(c) ∧ ¬b. (5)
By (4), (5), and (3) we get
pii(c ∧ i(b)) ∧ pii(c ∧ ¬i(b)) = (pii(c) ∧ b) ∧ (pii(c) ∧ ¬b) = 0B.
Moreover, by (1) and (2),
pii(c ∧ i(b)) ∨ pii(c ∧ ¬i(b)) = (pii(c) ∧ b) ∨ (pii(c) ∧ ¬b).
All in all, we conclude that
pii(c ∧ i(b)) = pii(c) ∧ b and pii(c ∧ ¬i(b)) = pii(c) ∧ ¬b.
6. If i : B→ C is not surjective, then pick c ∈ C \ i[B]. Then i(pii(c)) 6= c
and we have i(pii(c)) > c. Thus d = i(pii(c))∧¬c > 0C and pii(d) > 0B.
Now,
pii(c) ∨ pii(d) = pii(c ∨ d) = pii(i(pii(c))) = pii(c).
Thus pii(d) ∧ pii(c) = pii(d) > 0B. But pii(d ∧ c) = pii(0C) = 0B, so
pii does not preserve meets. It cannot preserve complements, since it
preserves joins and so otherwise it should preserve meets.
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However for all d, c ∈ C:
pii(d ∧ c) ≤ pii(d ∧ i(pii(c))) = pii(d) ∧ pii(c);
and ¬pii(d) ≤ pii(¬d), since
¬pii(d)∧¬pii(¬d) = ¬(pii(d)∨pii(¬d)) = ¬(pii(d∨¬d)) = ¬(pii(1)) = 0.
Complete homomorphism and regular embeddings are the boolean alge-
braic counterpart of two-step iterations, this will be spelled out in detail in
section 4. Below we outline the relation existing between generic extensions
by B and C in case there is a complete homomorphism i : B→ C.
Lemma 2.7. Let i : B → C be a regular embedding, D ⊂ B, E ⊂ C be
predense sets, then i[D] and pii[E] are predense (i.e. predense subsets are
mapped into predense subsets). Moreover pii maps V -generic filter in V -
generic filters.
Proof. First, let c ∈ C be arbitrary. Since D is predense, there exists d ∈ D
such that d ∧ pi(c) > 0. Then by Property 2.6.5 also i(d) ∧ c > 0 hence i[D]
is predense. Finally, let b ∈ B be arbitrary. Since E is predense, there exists
e ∈ E such that e ∧ i(b) > 0. Then by Property 2.6.5 also pii(e) ∧ b > 0
hence pii[E] is predense.
For the last point in the lemma, we first prove that pii[G] is a filter
whenever G is a filter. Let c be in G, and suppose b > pii(c). Then by
Property 2.6.2 also i(b) > i(pii(c)) ≥ c, hence i(b) ∈ G and b ∈ pii[G], proving
that pii[G] is upward closed. Now suppose a, c ∈ G, then by Property 2.6.6
we have that pii(a) ∧ pii(c) ≥ pii(a ∧ c) ∈ pii[G] since a ∧ c ∈ G. Combined
with the fact that pii[G] is upward closed this concludes the proof that pii[G]
is a filter.
Finally, let D be a predense subset of B and assume G is V -generic for
C. We have that i[D] is predense hence i[D] ∩G 6= ∅ by V -genericity of G.
Fix c ∈ i[D] ∩G, then pii(c) ∈ D ∩ pii[G] concluding the proof.
Lemma 2.8. Let i : B→ C be an homomorphism of boolean algebras. Then
i is a complete homomorphism iff for every V -generic filter G for C, i−1[G]
is a V -generic filter for B.
Proof. If i is a complete homomorphism and G is a V -generic filter, then
i−1[G] is trivially a filter. Furthermore, given D dense subset of B, i[D] is
predense so there exists a c ∈ G ∩ i[D], hence i−1(c) ∈ i−1[G] ∩D.
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Conversely, suppose by contradiction that there exists an A ⊆ B such
that i(
∨
A) 6=
∨
i[A] (in particular, necessarily i(
∨
A) >
∨
i[A]). Let d =
i(
∨
A) \
∨
i[A], G be a V -generic filter with d ∈ G. Then i−1[G] ∩ A = ∅
hence is not V -generic below
∨
A ∈ i−1[G], a contradiction.
Later in these notes we will use the following lemma to produce local
versions of various results.
Lemma 2.9 (Restriction). Let i : B → C be a regular embedding, c ∈ C,
then
ic : B ↾ pii(c) → C ↾ c
b 7→ i(b) ∧ c
is a regular embedding and its associated retraction is piic = pii ↾ (C ↾ c).
Proof. First suppose that ic(b) = 0, then by Proposition 2.6.5,
0 = pii(ic(b)) = pii(i(b) ∧ c) = b ∧ pii(c) = b
that ensures the regularity of ic. Furthermore, for any d ≤ c,
piic(d) =
∧
{b ≤ pii(c) : i(b) ∧ c ≥ d}
=
∧
{b ≤ pii(c) : i(b) ≥ d} = pii(d),
concluding the proof.
The notion of regular embedding and associated retraction can also be
translated in the context of Stone spaces. Recall that for a complete boolean
algebra B, XB is the Stone space of B whose points are the ultrafilters on B
and whose topology is generated by the class of regular open sets
Na = {G ∈ XB : a ∈ B}.
Proposition 2.10. Let i : B → C a regular embedding of complete boolean
algebras.
Then the following map:
pi∗ : XC → XB
G 7→ pii[G],
is continuous and open (since pi∗[Nc] = Npii(c)). Moreover, XC/≈ ≃ XB,
where
G ≈ H ⇐⇒ pi∗(G) = pi∗(H).
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2.2 Embeddings and boolean valued models
Complete homomorphisms of complete boolean algebras extend to natural
∆1-elementary maps between boolean valued models.
Proposition 2.11. Let i : B→ C be a complete homomorphism, and define
by recursion ıˆ : V B → V C by
ıˆ(b˙)(ˆı(a˙)) = i ◦ b˙(a˙)
for all a˙ ∈ dom(b˙) ∈ V B. Then the map ıˆ is ∆1-elementary, i.e. for every
∆1 formula φ,
i
(r
φ(b˙1, . . . , b˙n)
z
B
)
=
r
φ(ˆı(b˙1), . . . , ıˆ(b˙n))
z
C
Proof. We prove the result by induction on the complexity of φ. For atomic
formulas ψ (either x = y or x ∈ y), we proceed by further induction on the
rank of b˙1, b˙2.
i
(r
b˙1 ∈ b˙2
z
B
)
= i
(∨{
b˙2(a˙) ∧
r
b˙1 = a˙
z
B
: a˙ ∈ dom(b˙2)
})
=
∨{
i
(
b˙2(a˙)
)
∧ i
(r
b˙1 = a˙
z
B
)
: a˙ ∈ dom(b˙2)
}
=
∨{
i
(
b˙2(a˙)
)
∧
r
ıˆ(b˙1) = ıˆ(a˙)
z
C
: a˙ ∈ dom(b˙2)
}
=
r
ıˆ(b˙1) ∈ ıˆ(b˙2)
z
C
i
(r
b˙1 ⊆ b˙2
z
B
)
= i
(∧{
b˙1(a˙)→
r
a˙ ∈ b˙2
z
B
: a˙ ∈ dom(b˙1)
})
=
∧{
i
(
b˙1(a˙)
)
→ i
(r
a˙ ∈ b˙2
z
B
)
: a˙ ∈ dom(b˙1)
}
=
∧{
i
(
b˙1(a˙)
)
→
r
ıˆ(a˙) ∈ ıˆ(b˙2)
z
C
: a˙ ∈ dom(b˙1)
}
=
r
ıˆ(b˙1) ⊆ ıˆ(b˙2)
z
C
.
We used the inductive hypothesis in the last row of each case. Sincer
b˙1 = b˙2
z
=
r
b˙1 ⊆ b˙2
z
∧
r
b˙2 ⊆ b˙1
z
, the proof for ψ atomic is complete.
For ψ quantifier-free formula the proof is immediate since i is an em-
bedding hence preserves ∨, ¬. Suppose now that ψ = ∃x ∈ y φ is a ∆0
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formula.
i
(r
∃x ∈ b˙1φ(x, b˙1, . . . , b˙n)
z
B
)
=
∨{
i
(
b˙1(a˙)
)
∧ i
(r
φ(a˙, b˙1, . . . , b˙n)
z
B
)
: a˙ ∈ dom(b˙1)
}
=
∨{
i(b˙1(a˙)) ∧
r
φ
(
ıˆ(a˙), ıˆ(b˙1), . . . , ıˆ(b˙n)
)z
C
: a˙ ∈ dom(b˙1)
}
=
r
∃x ∈ ıˆ(b˙1) φ
(
x, ıˆ(b˙1), . . . , ıˆ(b˙n)
)z
C
Furthermore, if ψ = ∃x φ is a Σ1 formula, by the fullness lemma there
exists a a˙ ∈ V B such that
r
∃xφ(x, b˙1, . . . , b˙n)
z
B
=
r
φ(a˙, b˙1, . . . , b˙n)
z
B
hence
i
(r
∃xφ(x, b˙1, . . . , b˙n)
z
B
)
= i
(r
φ(a˙, b˙1, . . . , b˙n)
z
B
)
=
r
φ
(
ıˆ(a˙), ıˆ(b˙1), . . . , ıˆ(b˙n)
)z
C
≤
r
∃xφ
(
x, ıˆ(b˙1), . . . , ıˆ(b˙n)
)z
C
Thus, if φ is a ∆1 formula, either φ and ¬φ are Σ1 hence the above inequality
holds and also
i
(r
φ(b˙1, . . . , b˙n)
z
B
)
= ¬i
(r
¬φ(b˙1, . . . , b˙n)
z
B
)
≥ ¬
r
¬φ
(
ıˆ(b˙1), . . . , ıˆ(b˙n)
)z
C
=
r
φ
(
ıˆ(b˙1), . . . , ıˆ(b˙n)
)z
C
,
concluding the proof.
Notation 2.12. In general all over these notes for the sake of readability we
shall confuse B-names with their defining properties. Recurring examples of
this behavior are the following:
• If we have in V a collection {b˙i : i ∈ I} of B-names, we confuse
{b˙i : i ∈ I} with a B-name b˙ such that for all a˙ ∈ V Br
a˙ ∈ b˙
z
=
r
∃i ∈ Iˇ a˙ = b˙i
z
.
• If i : B → C is a complete homomorphism, we denote by C/i[G˙] a
B-name b˙ such thatr
b˙ is the quotient of C modulo the ideal generated by the dual of i[G˙B]
z
= 1B.
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3 Iteration systems
In this section we will present iteration systems and some of their algebraic
properties. We refer to later sections an analysis of their forcing properties.
In order to develop the theory of iterations, from now on we shall consider
only regular embeddings.
3.1 Definitions and basic properties
Definition 3.1. F = {iαβ : Bα → Bβ : α ≤ β < λ} is a complete iteration
system of complete boolean algebras iff for all α ≤ β ≤ γ < λ:
1. Bα is a complete boolean algebra and iαα is the identity on it;
2. iαβ is a regular embedding with associated retraction piαβ;
3. iβγ ◦ iαβ = iαγ .
If γ < λ, we define F ↾ γ = {iαβ : α ≤ β < γ}.
Definition 3.2. Let F be a complete iteration system of length λ. Then:
• The inverse limit of the iteration is
T (F) =
{
f ∈
∏
α<λ
Bα : ∀α∀β > α piαβ(f(β)) = f(α)
}
and its elements are called threads.
• The direct limit is
C(F) = {f ∈ T (F) : ∃α∀β > α f(β) = iαβ(f(α))}
and its elements are called constant threads. The support of a constant
thread supp(f) is the least α such that iαβ ◦f(α) = f(β) for all β ≥ α.
• The revised countable support limit is
RCS(F) =
{
f ∈ T (F) : f ∈ C(F) ∨ ∃α f(α)  cf(λˇ) = ωˇ
}
We can define on T (F) a natural join operation.
Definition 3.3. Let A be any subset of T (F). We define the pointwise
supremum of A as ∨˜
A = 〈
∨
{f(α) : f ∈ A} : α < λ〉.
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The previous definition makes sense since by Proposition 2.6.3
∨˜
A is a
thread.
Definition 3.4. Let F = {iαβ : α ≤ β < λ} be an iteration system. For all
α < λ, we define iαλ as
iαλ : Bα → C(F)
b 7→ 〈piβ,α(b) : β < α〉
a〈iαβ(b) : α ≤ β < λ〉
and piαλ
piαλ : T (F) → Bα
f 7→ f(α)
When it is clear from the context, we will denote iαλ by iα and piαλ by piα.
Fact 3.5. We may observe that:
1. C(F) ⊆ RCS(F) ⊆ T (F) are partial orders with the order relation
given by pointwise comparison of threads.
2. Every thread in T (F) is completely determined by its tail. Moreover
every thread in C(F) is entirely determined by the restriction to its
support. Hence, given a thread f ∈ T (F), for every α < λ f ↾ α
determines a constant thread fα ∈ C(F) such that f ≤T (F) fα.
3. It follows that for every α < β < λ, iαλ = iαβ ◦ iβλ.
4. iαλ can naturally be seen as a regular embedding of Bα in any of
RO(C(F)), RO(T (F)), RO(RCS(F)). Moreover by Property 2.6.3 in
all three cases piαλ = piiα,λ ↾ P where P = C(F), T (F), RCS(F).
5. If F is an iteration of length λ, and g : cf(λ)→ λ is an increasing co-
final map, then we have the followings isomorphisms of partial orders:
C(F) ∼= C({ig(α)g(β) : α ≤ β < cf(λ)});
T (F) ∼= T ({ig(α)g(β) : α ≤ β < cf(λ)});
RCS(F) ∼= RCS({ig(α)g(β) : α ≤ β < cf(λ)}).
hence we will always assume w.l.o.g. that λ is a regular cardinal.
Remark 3.6. It must be noted that if A is an infinite subset of T (F),
∨˜
A
might not be the least upper bound of A in RO(T (F)), as shown in Example
5.1. A sufficient condition on A for this to happen is given by Lemma 3.11
below.
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Definition 3.7. C(F) inherits the structure of a boolean algebra with
boolean operations defined as follows:
• f ∧g is the unique thread h whose support β is the max of the support
of f and g and is such that h(β) = f(β) ∧ g(β),
• ¬f is the unique thread h whose support β is the support of f such
that h(β) = ¬f(β).
Fact 3.8. 1. If g ∈ T (F) and h ∈ C(F) we can check that g ∧h, defined
as the thread where eventually all coordinates α are the pointwise meet
of g(α) and h(α), is the infimum of g and h in T (F).
2. There can be nonetheless two distinct incompatible threads f, g ∈
T (F) such that f(α) ∧ g(α) > 0Bα for all α < λ. Thus in general
the pointwise meet of two threads is not even a thread, as shown in
Example 5.4.
Remark 3.9. In general C(F) is not complete and RO(C(F)) cannot be
identified with a complete subalgebra of RO(T (F)) (i.e. C(F) and T (F)
as forcing notions in general share little in common), as shown in Example
5.1. However, RO(C(F)) can be identified with a subalgebra of T (F) that
is complete (even though it is not a complete subalgebra), as shown in the
following proposition.
Proposition 3.10. Let F = {iαβ : α ≤ β < λ} be an iteration system. Then
RO(C(F)) ≃ D =
{
f ∈ T (F) : f =
∨˜
{g ∈ C(F) : g ≤ f}
}
.
Proof. The isomorphism associates to a regular open U ∈ RO(C(F)) the
thread k(U) =
∨˜
U , with inverse k−1(f) = {g ∈ C(F) : g ≤ f}.
First, we prove that k−1 ◦ k(U) =
{
g ∈ C(F) : g ≤
∨˜
U
}
= U . Since∨˜
U >
∨
U , it follows that U ⊆ k−1 ◦ k(U). Furthermore, since U is a
regular open set, if g /∈ U , there exists a g′ ≤ g that is in the interior of the
complement of U (i.e., ∀g′′ ≤ g′ g′′ /∈ U). So suppose towards a contradiction
that there exist a g ≤
∨˜
U as above (i.e., ∀g′ ≤ g g′ /∈ U). Let α be the
support of g, so that g(α) ≤
∨
{f(α) : f ∈ U}. Then, there exists an f ∈ U
such that f(α) is compatible with g(α), hence f ∧ g > 0 and is in U (since
U is open). Since f ∧ g ≤ g, this is a contradiction.
It follows that k(U) ∈ D for every U ∈ RO(C(F)). Moreover, k−1(f)
is in RO(C(F)) (i.e., is regular open). In fact, it is open and if g /∈ k−1(f)
then g  f and this is witnessed by some α > supp(g), so that g(α)  f(α).
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Let h = iα(g(α) \ f(α)) > 0, then for all h
′ ≤ h, h′(α) ⊥ f(α) hence h′  f ,
thus k−1(f) is regular.
Furthermore, k−1 is the inverse map of k since we already verified that
k−1 ◦k(U) = U and for all f ∈ D, k◦k−1(f) = f by definition of D. Finally,
k and k−1 are order-preserving maps since U1 ⊆ U2 iff
∨˜
U1 ≤
∨˜
U2.
As noted before, the notion of supremum in T (F) may not coincide with
the notion of pointwise supremum. However, in some cases it does, for
example:
Lemma 3.11. Let F = {iαβ : α ≤ β < λ} be an iteration system and
A ⊆ T (F) be an antichain such that piαλ[A] is an antichain for some α < λ.
Then
∨˜
A is the supremum of the elements of A in RO(T (F)).
Proof. Suppose by contradiction that
∨
A <
∨˜
A in RO(T (F)). Then there
exists g ∈ T (F) such that 0 < g ≤ ¬
∨
A ∧
∨˜
A. Let α < λ be such that
piαλ[A] is an antichain and let f ∈ A be such that f(α) is compatible with
g(α). Such f exists because g(α) ≤
∨
{f(α) : f ∈ A} so, since g(α) 6= 0,
there exists f ∈ A, f(α) ‖ g(α). We are going to prove that g and f are
compatible. Consider
h = 〈g(β) ∧ iα,β ◦ f(α) : α ≤ β < λ〉.
Then h ≤ g and it is a thread of T (F). In fact since iα,β = iγ,β ◦ iα,γ for
each α ≤ γ ≤ β < λ
piγ,β(h(β)) = piγ,β(g(β) ∧ iα,β ◦ f(α)) = piγ,β(g(β)) ∧ iα,γ(f(α)) = h(γ).
It only remains to prove that h(β) ≤ f(β) for each β ≥ α. We have h(β) ≤
g(β) ≤ sup{t(β) : t ∈ A} and also h(β) is incompatible with t(β) for all
f 6= t ∈ A. In fact h(α) = g(α) ∧ f(α) ≤ f(α) ⊥ t(α); now suppose
by contradiction that g(β) ∧ iα,βf(α) ‖ t(β), so there exists r such that
r ≤ g(β) ∧ iα,β(f(α)) and r ≤ t(β), then we obtain a contradiction:
piα,β(r) ≤ g(α) ∧ iα,γ(f(α)) and piα,β(r) ≤ t(α).
Thus
h(β) ≤
∨
{t(β) : t ∈ A} ∧
(
¬
∨
{t(β) : t ∈ A, t 6= f}
)
= f(β)
for all β ≥ α. So g and f are compatible. Contradiction.
25
3.2 Sufficient conditions for C(F) = T (F)
Even though in general C(F) is different from T (F), in certain cases they
happen to coincide:
Lemma 3.12. Let F = {iαβ : α ≤ β < λ} be an iteration system such that
C(F) is <λ-cc. Then T (F) = C(F) is a complete boolean algebra.
Proof. First, since every element of RO(C(F)) is the supremum of an an-
tichain in C(F), since C(F) is <λ-cc and since λ is regular, the supre-
mum of such an antichain can be computed in some Bα for α < λ hence
RO(C(F)) = C(F).
Let f be in T (F)\C(F). Since f is a non-constant thread, for all α < β
we have that iαβ(f(α)) ≥ f(β) and for all α there is an ordinal βα such
that iαβα(f(α)) > f(βα). By restricting to a subset of λ w.l.o.g. we can
suppose that f(β) < iαβ(f(α)) for all β > α. Hence {iαλ(f(α)) : α < λ}
is a strictly descending sequence of length λ of elements in C(F)+. From
a descending sequence we can always define an antichain in C(F) setting
aα = iαλ(f(α)) ∧ ¬iα+1,λ(f(α + 1)). Since C(F) is <λ-cc, this antichain
has to be of size less than λ hence for coboundedly many α, aα = 0 hence
f(α+ 1) = iα,α+1(f(α)), so f ∈ C(F), contradiction.
Theorem 3.13 (Baumgartner). Let F = {iαβ : α ≤ β < λ} be an iteration
system such that Bα is <λ-cc for all α and S = {α : Bα ∼= RO(C(F ↾ α))}
is stationary. Then C(F) is <λ-cc.
Proof. Suppose by contradiction that there exists an antichain 〈fα : α < λ〉.
Let h : λ→ λ be such that h(α) > α, supp(fα). Let C be the club of closure
points of h (i.e. such that for all α ∈ C, h[α] ⊆ h(α)). Then we can define
a regressive function
φ : S → λ
α 7→ min {supp(g) : g ∈ C(F ↾ α)+, g < fα(α)}
and a corresponding function ψ : S → C(F) such that supp(ψ(α)) = φ(α),
ψ(α)(α) < fα(α). By Fodor’s Lemma let ξ ∈ λ, T ⊂ S be stationary such
that φ[T ] = {ξ}.
Since ψ[T ∩ C] has size λ and Bξ is <λ-cc, there are α, β ∈ T ∩ C
such that ψ(α) ∧ ψ(β) ≥ b > 0 for some b with supp(b) = ξ. Moreover
fα(α) > b(α) holds and the support of b is below α, so that fα ∧ b > 0.
Furthermore, fβ(β) > b(β) ≥ (fα ∧ b) (β) and the support of fα ∧ b is below
β, thus fβ ∧ fα ∧ b > 0 contradicting the hypothesis that 〈fα : α < λ〉 is an
antichain.
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4 Two-step iterations and generic quotients
In the first part of this section we define two-step iteration B∗Q˙, following
Jech [6, chapter 16] and we study the basic properties of the natural regular
embedding of B into B ∗ Q˙ where Q˙ is a B-name for a complete boolean
algebra.
In the second part of this section we study the properties of generic
quotients given by B-names C/i[G˙B] where i : B → C is a complete homo-
morphism and we show that if we have a commutative diagram of complete
homomorphisms:
B C0
C1
i0
i1
j
and G is a V -generic filter for B, then the map defined by j/G([c]i0 [G]) =
[j(c)]i1 [G] is a complete homomorphism in V [G] and we also show a converse
of this property.
In the third part of this section we show that the two approaches are
equivalent in the sense that i : B→ C is a complete homomorphism iff C is
isomorphic to B∗C/i[G˙B] and we prove a converse of the above factorization
property when we start from B-names for regular embeddings k˙ : C˙→ D˙.
Finally in the last part we apply the above results to analyze generic
quotients of iteration systems.
4.1 Two-step iterations
We present two-step iterations following [6].
Definition 4.1. Let B be a complete boolean algebra, and C˙ be a B-name for
a complete boolean algebra. We denote by B∗C˙ the boolean algebra defined
in V whose elements are the equivalence classes of B-names for elements of
C˙ (i.e. a˙ ∈ V B such that
r
a˙ ∈ C˙
z
B
= 1B) modulo the equivalence relation:
a˙ ≈ b˙ ⇔
r
a˙ = b˙
z
B
= 1,
with the following operations:
[d˙] ∨B∗C˙ [e˙] = [f˙ ] ⇐⇒
r
d˙ ∨C˙ e˙ = f˙
z
= 1B;
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¬B∗C˙[d˙] = [e˙]
for any e˙ such that
r
e˙ = ¬C˙d˙
z
= 1B.
Literally speaking our definition of B ∗ C˙ yields an object whose domain
is a family of proper classes of B-names. By means of Scott’s trick we can
arrange so that B ∗ C˙ is indeed a set. We leave the details to the reader.
Lemma 4.2. Let B be a complete boolean algebra, and C˙ be a B-name for a
complete boolean algebra. Then B ∗ C˙ is a complete boolean algebra and the
maps iB∗C˙, piB∗C˙ defined as
iB∗C˙ : B → B ∗ C˙
b 7→ [d˙b]≈
piB∗C˙ : B ∗ C˙ → B
[c˙]≈ 7→ Jc˙ > 0K
where d˙b ∈ V
B is a B-name for an element of C˙ such that
r
d˙b = 1C˙
z
B
= b
and
r
d˙b = 0C˙
z
B
= ¬b, are a regular embedding with its associated retraction.
Proof. We leave to the reader to verify that B ∗ C˙ is a boolean algebra. We
can also check that
[c˙] ≤ [a˙] ⇐⇒ Jc˙ ∨ a˙ = a˙K = 1B ⇐⇒ Jc˙ ≤ a˙K = 1B.
Observe that B ∗ C˙ is also complete: if {[d˙α] : α < δ} ⊆ B ∗ C˙, let c˙ be
such that
r
c˙ =
∨{
d˙ξ : ξ < δ
}z
= 1. Then [c˙] ≥
∨{
[d˙ξ ] : ξ < δ
}
since for
all α < δ r∨{
d˙ξ : ξ < δ
}
≥ d˙α
z
= 1B.
Moreover if r
a˙ ≥ d˙α
z
= 1,
for all α < δ, then ∧{r
a˙ ≥ d˙α
z
: α < δ
}
= 1,
thus Ja˙ ≥ c˙K = 1, hence [a˙] ≥ [c˙], which gives that [c˙] = ∨{[d˙α] : α < δ}.
Now we prove that iB∗C˙ is a regular embedding and that piB∗C˙ is its
associated retraction.
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• First of all a standard application of the mixing lemma to the maximal
antichain {b,¬b} and the family of B-names {1˙, 0˙} shows that for each
b ∈ B there exists a unique [d˙b] ∈ B ∗ C˙ such that
r
d˙b = 1
z
= b andr
d˙b = 0
z
= ¬b. Now, suppose that there exist [c˙], [d˙] ∈ B∗ C˙ such that
iB∗C˙(b) = [c˙] = [d˙]. Then
b = Jc˙ = 1K ∧ rd˙ = 1z ≤ rc˙ = d˙z
¬b = Jc˙ = 0K ∧ rd˙ = 0z ≤ rc˙ = d˙z .
Hence 1 = b ∨ ¬b ≤
r
c˙ = d˙
z
and this implies [c˙] = [d˙].
• iB∗C˙ preserves negation. Observe that ¬[d˙b] = [d˙¬b]. In fact we have
that
¬
r
d˙b = 1
z
=
r
d˙b = 0
z
=
r
¬d˙b = 1
z
= ¬b
and similarly
¬
r
d˙b = 0
z
=
r
¬d˙b = 0
z
= b;
so, thanks to the uniqueness proved above, [¬d˙b] = [d˙¬b]. Therefore
iB∗C˙(¬b) = [d˙¬b] = ¬[d˙b] = ¬iB∗C˙(b).
• iB∗C˙ preserves joins. Consider {bα ∈ B : α < δ}. We have thatr∨
d˙bα = 0
z
=
∧r
d˙bα = 0
z
=
∧
(¬bα) = ¬(
∨
bα).
We have alsor∨
d˙bα = 1
z
≤
r∨
d˙bα > 0
z
=
∨r
d˙bα > 0
z
=
∨r
d˙bα = 1
z
≤
r∨
d˙bα = 1
z
;
then
r∨
d˙bα = 1
z
=
∨r
d˙bα = 1
z
=
∨
bα. Hence
iB∗C˙
(∨
bα
)
=
[∨
d˙bα
]
=
∨[
iB∗C˙(bα)
]
.
• iB∗C˙ is regular. If iB∗C˙(b) = iB∗C˙(b
′) = [d˙], then b′ =
r
d˙ = 1
z
= b.
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• We have to show that pii
B∗C˙
([c˙]) = Jc˙ > 0K: by applying the definition
of retraction associated to iB∗C˙,
pii
B∗C˙
([c˙]) =
∧
{b ∈ B : iB∗C˙(b) ≥ [c˙]}.
If b is such that iB∗C˙(b) ≥ [c˙], then
r
d˙b ≥ c˙
z
= 1 and we obtain
b =
r
d˙b = 1
z
=
r
d˙b > 0
z
≥ Jc˙ > 0K ∧ rd˙b ≥ c˙z = Jc˙ > 0K ,
so we have the first inequality
pii
B∗C˙
([c˙]) ≥ Jc˙ > 0K .
In order to obtain the other one, let iB∗C˙(Jc˙ > 0K) = [d˙]. Then on the
one hand:
¬ Jc˙ = 0K = Jc˙ > 0K = rd˙ = 1z ≤ rc˙ ≤ d˙z .
On the other hand: Jc˙ = 0K ≤ rc˙ ≤ d˙z .
In particular since ¬ Jc˙ = 0K ∨ Jc˙ = 0K = 1B we get thatr
c˙ ≤ d˙
z
= 1B,
and thus that [c˙] ≤ [d˙] = iB∗C˙(Jc˙ > 0K), i.e.
pii
B∗C˙
([c˙]) ≤ Jc˙ > 0K
as was to be shown.
When clear from the context, we shall feel free to omit the subscripts in
iB∗C˙, piB∗C˙.
Remark 4.3. This definition is provably equivalent to Kunen’s two-step it-
eration of posets (as in [7]), i.e. RO(P ∗ Q˙) is isomorphic to RO(P ) ∗RO(Q˙).
We shall need in several occasions the following fact:
Fact 4.4. A = {[c˙α]≈ : α ∈ λ} is a maximal antichain in D = B ∗ C˙, if and
only if r
{c˙α : α ∈ λ} is a maximal antichain in C˙
z
= 1.
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Proof. It is sufficient to observe the following:q
c˙α ∧ c˙β = 0˙
y
= 1 ⇐⇒ [c˙α]≈ ∧ [c˙β]≈ =
[
0˙
]
≈
;r∨
c˙α = 1˙
z
= 1 ⇐⇒
∨
[c˙α]≈ =
[∨
c˙α
]
≈
=
[
1˙
]
≈
.
We want also to address briefly how to handle the case of three steps
iteration in our framework.
Fact 4.5. Assume B ∈ V is a complete boolean algebra, C˙ ∈ V B is a B-
name for a complete boolean algebra and D˙ ∈ V B∗C˙ is a B ∗ C˙-name for a
complete boolean algebra.
Let G be any ultrafilter on B and K be an ultrafilter on B/G. Set
H = {c : [c]G ∈ K}
Then
K = {[c]G : c ∈ H}
and ((B ∗ C˙) ∗ D˙/G)/K is isomorphic to (B ∗ C˙) ∗ D˙/H via the map [[c]G]K 7→
[c]H .
4.2 Generic quotients
We now outline the definition and properties of generic quotients.
Proposition 4.6. Let i : B→ C be a regular embedding of complete boolean
algebras and G be a V -generic filter for B. Then C/G, defined with abuse of
notation as the quotient of C with the filter generated by i[G], is a boolean
algebra in V [G].
Proof. We have that
V [G] |= C is a boolean algebra and i[G] generates a filter on C.
Thus C/G is a boolean algebra in V [G] such that
• [a] = [b] if and only if a△b ∈ i[G]∗;
• [a] ∨ [b] = [a ∨ b];
• ¬ [a] = [¬a];
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where i[G]∗ is the dual ideal of the filter i[G].
Lemma 4.7. Let i : B → C be a regular embedding, G˙ be the canonical
name for a generic filter for B and d˙ be a B-name for an element of C/G˙.
Then there exists a unique c ∈ C such that
r
d˙ = [c]i[G˙]
z
= 1B.
Proof. First, notice that the B-name for the dual of the filter generated by
i[G˙] is I˙ = {〈c,¬pii(c)〉 : c ∈ C}.
Uniqueness. Suppose that c0, c1 are such that
r
d˙ = [ck]I˙
z
= 1B for k < 2.
Then
q
[c0]I˙ = [c1]I˙
y
= 1B hence
r
c0△c1 ∈ I˙
z
= ¬pii(c0△c1) = 1B.
This implies that pii(c0△c1) = 0B ⇒ c0△c1 = 0B ⇒ c0 = c1.
Existence. Let A ⊂ B be a maximal antichain deciding the value of d˙, and
for every a ∈ A let ca be such that a  d˙ = [ca]I˙ . Let c ∈ C be such
that c =
∨
{i(a) ∧ ca : a ∈ A}, so thatq
[c]I˙ = [ca]I˙
y
=
r
c△ca ∈ I˙
z
= ¬pii(c△ca) ≥ ¬pii(i(¬a)) = a
since c△ca ≤ ¬i(a) = i(¬(a)). Thus,r
d˙ = [c]I˙
z
≥
r
d˙ = [ca]I˙
z
∧
q
[c]I˙ = [ca]I˙
y
≥ a ∧ a = a
The above inequality holds for any a ∈ A, so
r
d˙ = [c]I˙
z
≥
∨
A = 1B
concluding the proof.
Proposition 4.8. Let i : B→ C be a regular embedding of complete boolean
algebras and G be a V -generic filter for B. Then C/G is a complete boolean
algebra in V [G].
Proof. By Proposition 4.6, we need only to prove that C/G is complete. Let
{c˙α : α < δ} ∈ V be a set of B names for elements of C/G˙. Then, by Lemma
4.7, for each α < δ there exists dα ∈ C such thatr
c˙α = [dα]i[G˙]
z
= 1B.
We have that
∨
dα ∈ C, since C is complete. Let c ∈ C be such that
V [G] |= ∀α < δ [c] ≥ [dα], then
¬pi(dα ∧ ¬c) =
r
dα ∧ ¬c ∈ i[G˙]
∗
z
= J[c] ≥ [dα]K ∈ G
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So pi(dα∧¬c) 6∈ G for all α < δ. In particular since {pi(dα∧¬c) : α < δ} ∈ V
is disjoint from G, we also have that
d =
∨
{pi(dα ∧ ¬c) : α < δ} = pi(¬c ∧
∨
{dα : α < δ}) 6∈ G.
This gives that if pi(c) ∈ G then
V [G] |= [c] ≥
[∨
dα
]
,
while if pi(c) 6∈ G, then pi(¬c) ∈ G and thus∨
{pi(dα) : α < δ} =
∨
{pi(dα ∧ ¬c) : α < δ} ∨
∨
{pi(dα ∧ c) : α < δ}
≤ d ∨ pi(c) 6∈ G,
in which case [dα] and [
∨
{dα : α < δ}] are all equal to 0C/G. In either cases
[
∨
{dα : α < δ}] is the least upper bound of the family {[dα] : α < δ} in
V [G]. This shows that V [G] |= C/G is complete for all V -generic filters
G.
The construction of generic quotients can be defined also for regular
embeddings:
Proposition 4.9. Let B, C0, C1 be complete boolean algebras, and let G be
a V -generic filter for B. Let i0, i1, j form a commutative diagram of regular
embeddings as in the following picture:
B C0
C1
i0
i1
j
Then j/G : C0/G → C1/G defined by j/G([c]i0[G]) = [j(c)]i1[G] is a well-
defined regular embedding of complete boolean algebras in V [G] with associ-
ated retraction pi such that pi([c]i1[G]) = [pij(c)]i0[G].
Proof. By Proposition 4.8, j/G is a map between complete boolean algebras.
• j/G is well defined: If [c]i0[G] = [d]i0[G], then c△d ∈ i0[G]
∗. Hence
j(c)△j(d) = j(c△d) ∈ i1[G]
∗. So [j(c)]i1[G] = [j(d)]i1[G].
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• j/G is a complete homomorphism of boolean algebras:
j/G(¬ [cα]i0[G]) = j/G([¬cα]i0[G]) = [j(¬cα)]i1[G]
= [¬j(cα)]i1[G] = ¬ [j(cα)]i1[G] .
Moreover, by Proposition 4.8,
j/G
(∨
[cα]i0[G]
)
= j/G
([∨
cα
]
i0[G]
)
=
[
j
(∨
cα
)]
i1[G]
=
[∨
j(cα)
]
i1[G]
=
∨
[j(cα)]i1[G] .
• j/G is injective: Let c, d ∈ C0 be such that j/G([c]i0[G]) = j/G([d]i0[G]),
then j(c△d) ∈ i1[G]
∗. So there exists g 6∈ G such that j(c△d) ≤
i1(g) = j(i0(g)); since j is injective, then c△d ∈ i0[G]
∗.
• pi([c]i1[G]) = [pij(c)]i0[G]:
V [G] |= pi([c]i1[G]) =
∧
{[b]i0[G] ∈ C0/G : j/G([b]i0[G]) ≥ [c]i1[G]}.
Now observe that for any b ∈ C0:r
j/G˙([b]i0[G˙]) ≥ [c]i1[G˙]
z
=
r
c ∧ ¬j(b) ∈ i1[G˙]
∗
z
= ¬pii1(c ∧ ¬j(b)).
Thus j(b) ≥ c iff c ∧ ¬j(b) = 0C1 iff pii1(c ∧ ¬j(b)) = 0B iffr
j/G˙([b]i0[G˙]) ≥ [c]i1[G˙]
z
= 1B.
Now pij(c ∧ ¬j(b)) = pij(c) ∧ ¬b and pii0(pij(c) ∧ ¬b) = pii1(c ∧ ¬j(b)).
Thus
V [G] |= j/G([b]i0[G]) ≥ [c]i1[G]
iff pij(c) ∧ ¬b ∈ i0[G]
∗.
Given such a b, let b′ = b ∨ (pij(c) ∧ ¬b). Then
¬pii0(pij(c) ∧ ¬b) ≤
q
[b]i0[G] = [b
′]i0[G]
y
and thus
q
[b]i0[G] = [b
′]i0[G]
y
∈ G and:q
j/G˙([b
′]i0[G]) ≥ [c]i1[G]
y
= ¬pii1(c ∧ ¬j(b
′))
= ¬pii0(pij(c) ∧ ¬b
′).
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Now observe that
pij(c) ∧ ¬b
′ = pij(c) ∧ ¬(b ∨ (pij(c) ∧ ¬b))
= pij(c) ∧ ¬b ∧ ¬(pij(c) ∧ ¬b)
= pij(c) ∧ ¬b ∧ (¬pij(c) ∨ b)
= (pij(c) ∧ ¬b ∧ ¬pij(c)) ∨ (pij(c) ∧ ¬b ∧ b) = 0C0 .
Thusq
j/G˙([b
′]i0[G]) ≥ [c]i1[G]
y
= ¬pii0(pij(c) ∧ ¬b
′) = ¬pii0(0C0) = 1B,
and [b]i0[G]∗ = [b
′]i0[G]∗ .
This gives that
V [G] |= pi([c]i1[G]) =
∧
{[b]i0[G] ∈ C0/G : j(b) ≥ c}
=
[∧
{b ∈ C0 : j(b) ≥ c}
]
i0[G]
= [pij(c)]i0[G]
as was to be shown.
4.3 Equivalence of two-step iterations and regular embed-
dings
We are now ready to prove that two-step iteration and regular embedding
capture the same concept.
Theorem 4.10. If i : B → C is a regular embedding of complete boolean
algebra, then B ∗ C/i[G˙B]
∼= C.
Proof. Let
i∗ : C→ B ∗C/G˙
c 7→
[
[c]i[G˙]
]
≈
.
i∗ is a regular embedding by Proposition 4.8 C/G˙ and by definition of two-
step iteration; in fact:
i∗(¬c) =
[
[¬c]i[G˙]
]
≈
=
[
¬[c]i[G˙]
]
≈
= ¬
[
[c]i[G˙]
]
≈
= ¬i∗(c);
35
and
i∗(
∨
cα) =
[
[
∨
cα]i[G˙]
]
≈
=
[∨
[cα]i[G˙]
]
≈
=
∨[
[cα]i[G˙]
]
≈
=
∨
i∗(cα).
Moreover it is a bijection since, by Lemma 4.7, for all d˙ B-name for an
element in C/G˙, there exists a unique c ∈ C such that
r
[c]i[G˙] = d˙
z
= 1, and
since, by definition of two-step iteration [d˙1]≈ = [d˙2]≈ iff
r
d˙1 = d˙2
z
= 1.
Proposition 4.11. Let C˙0, C˙1 be B-names for complete boolean algebras,
and let k˙ be a B name for a regular embedding from C˙0 to C˙1. Then there
is a regular embedding i : B ∗ C˙0 → B ∗ C˙1 such thatr
k˙ = i/G˙B
z
= 1B.
Proof. Let
i : B ∗ C˙0 → B ∗ C˙1
[d˙]≈ 7→ [k˙(d˙)]≈.
Since k˙ is a B-name for a regular embedding with boolean value 1B, we
have that [
d˙
]
≈
= [e˙]≈ ⇐⇒
r
d˙ = e˙
z
= 1 ⇐⇒r
k˙(d˙) = k˙(e˙)
z
= 1 ⇐⇒
[
k˙(d˙)
]
≈
=
[
k˙(e˙)
]
≈
This shows that i is well defined and injective. We have that i is a complete
homomorphism, since
i (¬ [c˙]≈) = i ([¬c˙]≈) =
[
k˙ (¬c˙)
]
≈
=
[
¬k˙ (c˙)
]
≈
= ¬
[
k˙ (c˙)
]
≈
= ¬i ([c˙]≈) ;
and
i
(∨
[c˙α]≈
)
= i
([∨
c˙α
]
≈
)
=
[
k˙
(∨
c˙α
)]
≈
=
[∨
k˙ (c˙α)
]
≈
=
∨[
k˙ (c˙α)
]
≈
=
∨
i ([c˙α]≈) .
Moreover if G is V -generic for B, k˙G = i/G. As a matter of fact, thanks
to the diagram
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B B ∗ C˙0
B ∗ C˙1
i
B∗C˙0
i
B∗C˙1
i
i/G([[c˙]≈]i
B∗C˙0
[G]) = [i ([c˙]≈)]i
B∗C˙1
[G] =
[[
k˙ (c˙)
]
≈
]
i
B∗C˙1
[G]
.
4.4 Generic quotients of iteration systems
The results on generic quotients of the previous sections generalize without
much effort to iteration systems. In the following we outline how this occurs.
Lemma 4.12. Let F = {iαβ : Bα → Bβ : α ≤ β < λ} be a complete
iteration system of complete boolean algebras, Gγ be a V -generic filter for
Bγ. Then F/Gγ = {iαβ/Gγ : γ < α ≤ β < λ} is a complete iteration system
in V [Gγ ].
Lemma 4.13. Let F = {iαβ : Bα → Bβ : α ≤ β < λ} be a complete
iteration system of complete boolean algebras, G˙α be the canonical name for
a generic filter for Bα and f˙ be a Bα-name for an element of T (F/G˙α).
Then there exists a unique g ∈ T (F) such that
r
f˙ = [g]G˙α
z
= 1Bα .
Proof. We proceed applying Lemma 4.7 at every stage β > α.
Existence. For every β > α, by hypothesis f˙(β) is a name for an element
of the quotient Bβ/iαβ [G˙α]. Let g(β) be the unique element of Bβ such
that
r
f˙(β) = [g(β)]iαβ [G˙α]
z
= 1Bα . Then,r
f˙ = [g]G˙α
z
=
r
∀β ∈ λ f˙(β) = [g(β)]G˙α
z
=
∧{r
f˙(β) = [g(β)]iαβ [G˙α]
z
: β ∈ λ
}
=
∧
1Bα = 1Bα
Uniqueness. If g′ is such that
r
f˙ = [g′]G˙α
z
= 1Bα then for every β > α,r
f˙(β) = [g′(β)]iαβ [G˙α]
z
= 1Bα . Such an element is unique by Lemma
4.7, hence g′(β) = g(β) defined above, completing the proof.
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Remark 4.14. All the results in this section can be generalized to complete
homomorphisms i, by considering i ↾ coker(i) that is a regular embedding
as already noted in Definition 2.3.
5 Examples and counterexamples
In this section we shall examine some aspects of iterated systems by means
of examples. In the first one we will see that T (F) may not be a complete
boolean algebra, and that C(F) and T (F) as forcing notions share little in
common. In the second one we show that the pointwise meet of two threads
may not even be a thread. In the third one, we will justify the introduction of
RCS-limits showing that in many cases C(F) collapses ω1 even if all factors
of the iteration are preserving ω1. This shows that in order to produce a
limit of an iteration system that preserves ω1 one needs to devise subtler
notions of limits than full and direct limits. This motivates the results of
sections 6 and 7 where it is shown that RCS-limits are a nice notion of limit,
since RCS-iterations of semiproper posets are semiproper and preserve ω1.
The last iteration system shall provide also an example of iteration in which
the direct limit is taken stationarily often but T (F) 6= RO(C(F)).
5.1 Distinction between direct limits and full limits
Example 5.1. Let F0 = {in,m : Bn → Bm : n < m < ω} be an iteration
system such that for all n ∈ ω 1Bn  Bn+1/G˙ 6= 2, and |B0| is atomless and
infinite.
Lemma 5.2. There exists tm ∈ C(F0) for each m ∈ ω such that the follow-
ings hold:
1. {tn+1 : n ∈ ω} is an antichain;
2.
∨˜
{tn+1 : n ∈ ω} = 1;
3. there exists t ∈ T (F0) such that for all n ∈ ω, t ⊥ tn+1.
Proof. Since 1Bn  Bn+1/G˙ 6= 2, there exists a˙n+1 ∈ V
Bn such that 1Bn 
0 < a˙n+1 < 1. Then let an+1 ∈ Bn+1 be such that
q
a˙n+1 = [an+1]G˙
y
= 1Bn ,
which exists by Lemma 4.7. Then pin,n+1(an+1) = 1 and pin,n+1(¬an+1) = 1.
Let a0 = 1.
For all n > 0, let
tn = 〈in,m(¬an) ∧
∧
{il,m(al) : l < n} : m ∈ ω,m > n〉.
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First of all we have
pin,n+1(
∧
{il,n+1(al) : l ≤ n+ 1})
= pin,n+1(in,n+1(
∧
{il,n(al) : l < n+ 1}) ∧ an+1)
=
∧
{il,n(al) : l ≤ n} ∧ pin,n+1(an+1) =
∧
{il,n(al) : l ≤ n} .
This implies also that
tn+1(n) = pin,n+1(¬an+1 ∧
∧
{il,n+1(al) : l < n+ 1}) =
= pin,n+1(¬an+1) ∧ pin,n+1(in,n+1
∧
{il,n(al) : l ≤ n}) =
∧
{il,n(al) : l ≤ n} .
1. Observe that for all 0 < m < n ∈ ω tn ⊥ tm. As a matter of fact
tm(n) = im,n(¬am) ∧
∧
{il,n(al) : l < m} < ¬im,n(am),
tn(n) = ¬an ∧
∧
{il,n(al) : l < n} < im,n(am).
2. In order to prove
∨˜
{tm : 0 < m ∈ ω} = 1, we prove by induction on
n that ∨
{tm(n) : 0 < m ≤ n+ 1} = 1.
If n = 0 then t1(0) = pi0,1(a1 ∧ i0,1(a0)) = pi0,1(a1) = 1. Now assume
that it holds for n. Observe that
tn+1(n+ 1) ∨ tn+2(n + 1) = (¬an+1 ∧
∧
{im,n+1(am) : m < n+ 1})
∨ (an+1 ∧
∧
{im,n+1(am) : m < n+ 1} =
∧
{im,n+1(am) : m < n+ 1}
= in,n+1(
∧
{im,n(am) : m ≤ n}) = in,n+1(tn+1(n))
Then
in,n+1(
∨
{tm(n) : 0 < m ≤ n}) ∨ tn+1(n+ 1) ∨ tn+2(n+ 1) =
= in,n+1(
∨
{tm(n) : 0 < m ≤ n}) ∨ in,n+1(tn+1(n)) =
= in,n+1(
∨
{tm(n) : 0 < m ≤ n+ 1})) = 1.
3. Let t = 〈
∧
{im,n(am) : m ≤ n} : n ∈ ω〉. It is a thread since, thanks
to the first point, for all l < n:
pil,n(
∧
{im,n(am) : m ≤ n}) =
∧
{im,l(am) : m ≤ l} .
Moreover we have that t ⊥ tn for all n ∈ ω \ {0}, since tn(n) < ¬an
and t(n+ 1) < in,n(an) = an.
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Proposition 5.3. RO(C(F0)) is not a complete subalgebra of T (F0). More-
over T (F0) is not closed under suprema.
Proof. We have that for each m ∈ ω there exists tm ∈ C(F0) as in Lemma
5.2. Hence
∨
{tn+1 : n ∈ ω} 6=
∨˜
{tn+1 : n ∈ ω} = 1. Since tn+1 ∈ C(F0)
for all n ∈ ω, this implies also that RO(C(F0)) is not a complete subalgebra
of T (F0). Moreover since it is easy to check that a thread t ∈ T (F0) is a
majorant of a family A of threads in T (F0) iff t ≥
∨˜
A, we also get that
T (F0) is not closed under suprema of its subfamilies and thus cannot be a
complete boolean algebra.
5.2 The pointwise meet of threads may not be a thread
Let F0 be the iteration system defined in example 5.1.
Proposition 5.4. There exist f, g ∈ T (F0) such that f ⊥ g in T (F) but
f(n) ∧ g(n) > 0 for all n < ω.
Proof. Let 〈an : n < ω〉 be a descending sequence in B0 such that
∧
〈an :
n < ω〉 = 0 (it exists since it can be defined from a maximal antichain of
B0 of countable size). Let dn ∈ Bn be such that pi(dn) = pi(¬dn) = 1 as in
the previous subsection. Let bn = dn ∨ i0n(an), cn = ¬dn ∨ i0n(an), so that
bn ∧ cn = i0n(an) and pin−1,n(bn) = pin−1,n(cn) = 1.
As in the previous subsection f =
∧
{in(bn) : n ∈ ω}, g =
∧
{in(cn) : n ∈ ω}
are threads in T (F), such that f(n)∧g(n) =
∧
{i0n(am) : m ≤ n} = i0n(an) >
0 since 〈an : n < ω〉 is a descending sequence.
Furthermore, suppose by contradiction that there exist a non-zero thread
h ≤ f, g. Then for all n < ω, h(n) ≤ f(n) ∧ g(n) = i0n(an) and h(0) =
pi0n(h(n)) ≤ pi0n ◦ i0n(an) = an for all n. Thus, h(0) ≤
∧
{an : n ∈ ω} = 0,
a contradiction.
5.3 Direct limits may not preserve ω1
To develop an example of a case where the direct limit of an iteration system
of length bigger than ω1 does not preserve ω1 we shall use the following
forcing notion.
Definition 5.5. Let λ be a regular cardinal. Namba forcing Nm(λ) is the
poset of all perfect trees T ⊆ λ<ω (i.e. everbranching and such that for every
t ∈ T , the set {α < λ : taα ∈ T} has cardinality either 1 or λ), ordered by
reverse inclusion.
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In the example below we shall use only the following well-known prop-
erties of Namba forcing:
Fact 5.6. Nm(λ) is stationary set preserving (and thus preserves ω1) and
forces the cofinality of λ to become ω and its size to become ω1.
Example 5.7. Let F1 = {iα,β : Bα → Bβ : α ≤ β < λ} be an iteration
system such that S = {α < λ : Bα = C(F1 ↾ α)} is stationary, and suppose
that B0 is the boolean completion of the Namba forcing Nm(λ) and Bα+1/G˙α
is forced to have antichains of uncountable size.
Proposition 5.8. RO(C(F1)) is a proper subset of T (F1) and collapses ω1.
Proof. Let f˙ ∈ V B0 be the canonical name for a cofinal function from ω
to λ, and let A˙α be a name for an antichain of size ω1 in Bα+1/G˙α , with
Aα = {a
α
β : β < ω1} the corresponding antichain of size ω1 in Bα+1 obtained
by repeated application of Lemma 4.7. Then for all α, β we have thats
0 <
[
aαβ
]
G˙α
< 1
{
= 1Bα hence piα,α+1(a
α
β) = piα,α+1(¬a
α
β) = {1Bα}.
Let t˙ ∈ V B0 be a name for the thread in T (F1/G˙0) defined by the re-
quirement that for all n < ωr
t˙(f˙(n)) = [a
f˙(n)
0 ]G˙0
z
B0
= 1B0 .
Let t ∈ T (F1) be the canonical representative for t˙ obtained from Lemma
4.13. Suppose by contradiction that t ∈ RO(C(F1))
+, so that there exists
an r ≤ t in C(F1)
+. Since f˙ is a B0-name for a cofinal increasing function
from ω to λ, r cannot decide in C(F1) a bound for the value of f˙(n) for
cofinally many n, else λ would have countable cofinality in V . Let b ∈ B0,
b ≤ r(0) be such that
b B0 f˙(n) = γ
with γ > supp(r) and n large enough so that r cannot bound the value of
f˙(n). Let iα : Bα → C(F1) be the canonical embedding of Bα into C(F1).
Then t ∧ i0(b) ≤ iγ(a
γ
0) but r ∧ i0(b) cannot be below iγ(a
γ
0) since it has
support smaller than γ (and so is compatible con ¬aγ0 , that is an element
that projects to 1Bγ ), a contradiction which shows that t 6∈ RO(C(F1)).
For the second part of the thesis, let G0 be V -generic for B0, f = f˙G0 .
Let iα/G0 denote the canonical embedding of Bα/G0 into C(F1/G0).
Define g˙ to be a C(F1/G0)-name in V [G0] for a function from ω to ω1 as
follows: q
g˙(n) = βˇ
y
= if(n)/G0([a
f(n)
β ]G0).
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Then g˙ is forced to be a C(F1/G0)-name for a surjective map from ω to
ω1, since for every t ∈ C(F1/G0) and β ∈ ω1 we can find an n such that
f(n) > supp(t) so that
[t]G0 ∧ if(n)/G0([a
f(n)
β ]G0)
is positive and forces β to be in the range of g˙. Thus, C(F1/G0) collapses ω1
to ω for every G0 V -generic for B0. Since C(F1) = B0 ∗C(F1/G˙0) the same
holds for C(F1), as witnessed by the following C(F1)-name h˙ for a functionr
h˙(nˇ) = βˇ
z
RO(C(F1))
=
∨{
i0
(r
f˙(nˇ) = αˇ
z
B0
)
∧ aαβ : α ∈ λ
}
,
completing the proof.
6 Semiproperness
In this section we shall introduce the definition of semiproperness and some
equivalent formulations of it. Our final aim is to show that RCS-limits of
semiproper posets yield a semiproper poset (this will be achieved in the
next section). It is rather straightforward to check that semiproper forcings
preserve ω1 as well as the stationarity of ground model subsets of ω1, thus
RCS-limits are particularly appealing in order to prove consistency results
over Hω2 and are actually the tool to obtain the consistency of strong forcing
axioms. This consistency result (i.e. the proof of the consistency of Martin’s
maximum relative to a supercompact cardinal) will be the content of the last
section of these notes. Most of all our considerations about semiproperness
transfer without much effort to properness with the obvious changes in the
definitions. However since we decided to focus our analysis on semiproper
posets we shall leave to the interested reader to transfer our result to the
case of proper forcings.
6.1 Algebraic definition of properness and semiproperness
To state an algebraic formulation of semiproperness, we first need the fol-
lowing definition.
Definition 6.1. Let B be a complete boolean algebra, M ≺ Hθ for some
θ ≫ |B|, PD(B) be the collection of predense subsets of B of size at most ω1.
The boolean value
sg(B,M) =
∧{∨
(D ∩M) : D ∈ PD(B) ∩M
}
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is the degree of semigenericity of M with respect to B.
The next results show that the degree of semigenericity can be also cal-
culated from maximal antichains, and behaves well with respect to the re-
striction operation.
Proposition 6.2. Let B, M , PD(B) be as in the previous definition, and let
A(B) be the collection of maximal antichains of B of size at most ω1. Then
sg(B,M) =
∧{∨
(A ∩M) : A ∈ A(B) ∩M
}
Proof. Since A(B) ⊆ PD(B), the inequality
sg(B,M) ≤
∧{∨
(A ∩M) : A ∈ A(B) ∩M
}
is trivial. Conversely, if D = {bα : α < ω1} ∈ PD(B) ∩M , define
AD =
{
aα = bα ∧ ¬
∨
{bβ : β < α} : α < ω1
}
By elementarity, sinceD ∈M also AD is inM . It is straightforward to verify
that AD is an antichain, and since
∨
AD =
∨
D = 1 it is also maximal.
Moreover, since aα ≤ bα we have that
∨
AD ∩M ≤
∨
D∩M . Thus, for any
D ∈ PD(B) ∩M , we have that
∧
{
∨
(A ∩M) : A ∈ A(B) ∩M} ≤
∨
D ∩M
hence ∧{∨
(A ∩M) : A ∈ A(B) ∩M
}
≤ sg(B,M)
The thesis follows.
Proposition 6.3. Let B be a complete boolean algebra and M ≺ Hθ for
some θ ≫ |B|. Then for all b ∈M ∩ B
sg(B ↾ b,M) = sg(B,M) ∧ b.
Proof. Observe that if A is a maximal antichain in B, then A ∧ b = {a ∧ b :
a ∈ A} is a maximal antichain in B ↾ b. Moreover for each maximal antichain
Ab in B ↾ b∩M , A = Ab ∪{¬b} is a maximal antichain in B∩M . Therefore
sg(B,M) ∧ b =
∧∨
(A ∩M) ∧ b =
∧∨
((A ∧ b) ∩M) = sg(B ↾ b,M).
We are now ready to introduce the definition of semiproperness and
properness for complete boolean algebras and regular embeddings.
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Definition 6.4. Let B be a complete boolean algebra, S be a stationary
set on Hθ with θ ≫ |B|. B is S-SP iff for club many M ∈ S whenever b is in
B ∩M , we have that sg(B,M) ∧ b > 0B.
Similarly, i : B → C is S-SP iff B is S-SP and for club many M ∈ S,
whenever c is in C ∩M we have that
pi(c ∧ sg(C,M)) = pi(c) ∧ sg(B,M).
The previous definitions can be reformulated with a well-known trick in
the following form.
Proposition 6.5. B is S-SP iff for every ν ≫ θ regular, M ≺ Hν with
B, S ∈M and M ∩Hθ ∈ S then ∀b ∈ B ∩M , sg(B,M) ∧ b > 0.
Similarly, i : B→ C is S-SP iff B is S-SP and for every ν ≫ θ regular,
M ≺ Hν with i, S ∈M and M ∩Hθ ∈ S then ∀c ∈ C ∩M
pi(c ∧ sg(C,M)) = pi(c) ∧ sg(B,M).
Proof. First, suppose that B, i : B→ C satisfy the above conditions. Then
C = {M ∩Hθ : M ≺ Hν , B, S ∈ M} is a club (since it is the projection of
a club), and witnesses that B, i : B→ C are S-SP.
Conversely, suppose that B, i : B → C are S-SP and fix ν ≫ θ regular
and M ≺ Hν with B, S ∈ M , M ∩ Hθ ∈ S. Since the sentence that B,
i : B → C are S-SP is entirely computable in Hν and M ≺ Hν , there
exists a club C ∈ M witnessing that B, i : B → C are S-SP. Furthermore,
M models that C is a club hence M ∩ Hθ ∈ C and sg(B,M) ∧ b > 0,
pi(c∧ sg(C,M)) = pi(c) ∧ sg(B,M) hold for any b ∈ B∩M , c ∈ C∩M since
C witnesses that B, i : B→ C are S-SP and M ∩Hθ ∈ S ∩ C.
We may observe that if i : B→ C is S-SP, then C is S-SP. As a matter
of fact c ∈ C ∩M is such that sg(C,M) ∧ c = 0 iff
0 = pi(c ∧ sg(C,M)) = pi(c) ∧ sg(B,M),
this contradicts the assumption that B is S-SP.
6.2 Shelah’s semiproperness
Definition 6.1 of semiproperness is equivalent to the usual Shelah’s notion
of semiproperness. In this section we spell out the details of this fact.
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Definition 6.6. (Shelah) Let P be a partial order, and fix M ≺ Hθ. Then
q is a M -semigeneric condition for P iff for every α˙ ∈ V P ∩M such that
1P  α˙ < ωˇ1,
q  α˙ < M ∩ ω1.
P is S-SP in the sense of Shelah if there exists a club C of elementary
substructures of Hθ such that for every M ∈ S ∩ C there exists a M -
semigeneric condition below every element of P ∩M .
Proposition 6.7. Let B be a complete boolean algebra, and fix M ≺ Hθ.
Then
sg(B,M) =
∨
{q ∈ B : q is a M -semigeneric condition}
Proof. Given A = {aβ : β < ω1} ∈ A(B), define α˙A = {〈γˇ, aβ〉 : γ < β < ω1}.
It is straightforward to check that Jα˙A < ωˇ1K = ∨{qα˙A = βˇy : β < ω1} =∨
{aβ : β < ω1} = 1. Conversely, given α˙ ∈ V
B∩M such that Jα˙ < ωˇ1K = 1,
define Aα˙ =
{
aβ =
q
α˙ = βˇ
y
: β < ω1
}
. It is straightforward to check that
Aα˙ ∈ A(B).
Suppose now that q is a M -semigeneric condition, and fix an arbitrary
A ∈ A(B) ∩M . Then α˙A ∈M and Jα˙A < ωˇ1K = 1, hence
q ≤
r
α˙A < ˇ(M ∩ ω1)
z
=
∨{q
α˙A = βˇ
y
: β ∈M ∩ ω1
}
=
∨
{aβ : β ∈M ∩ ω1} =
∨
A ∩M
It follows that q ≤
∧
{
∨
(A ∩M) : A ∈ A(B) ∩M} = sg(B,M), hence
sg(B,M) ≥
∨
{q ∈ B : q is a M -semigeneric condition}
Finally, we show that sg(B,M) is a M -semigeneric condition itself. Fix
an arbitrary α˙ ∈ V B ∩M such that 1B  α˙ < ωˇ1, and let Aα˙ ∈ Aω1(B) be
as above. Since α˙ ∈M , also Aα˙ ∈M . Moreover,r
α˙ < ˇ(M ∩ ω1)
z
=
∨{q
α˙ = βˇ
y
: β ∈M ∩ ω1
}
=
∨
{aβ : β ∈M ∩ ω1} =
∨
Aα˙ ∩M ≥ sg(B,M)
concluding the proof.
Corollary 6.8. Let P be a partial order, then P is S-SP in the sense of
Shelah if and only if RO(P ) is S-SP.
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Proof. First, suppose that P is S-SP in the sense of Shelah as witnessed by
C, and fix M ∈ S ∩ C, b ∈ RO(P ) ∩M . Since P is dense in RO(P ), there
exists a p ∈ P ∩M , p ≤ b, and by semiproperness there exists a q ∈ P ,
q ≤ p ≤ b that is M -semigeneric. Then q > 0 and by Proposition 6.7,
q ≤ sg(RO(P ),M). Hence sg(RO(P ),M) ∧ b ≥ q > 0.
Finally, suppose that RO(P ) is S-SP as witnessed by C, and fix M ∈
S ∩ C, p ∈ P ∩M . Since P is dense in RO(P ), there exists a q ∈ P , q ≤
sg(RO(P ),M)∧p that is aM -semigeneric condition since q ≤ sg(RO(P ),M)
and the set of semigeneric conditions is open.
6.3 Topological characterization of semiproperness
An equivalent definition of semiproperness and properness can be stated
also in the topological context introduced in the previous sections, as a
Baire Category property. Let B be a complete boolean algebra and XB be
the space of its ultrafilters defined in 1.12. The Baire Category Theorem
states that given any family of maximal antichains {An : n ∈ ω} of B, then⋂⋃
{Na : a ∈ An} is comeager in XB, so
˚⋂
n∈ω
⋃
{Na : a ∈ An} = XB.
Now, let M ≺ Hθ, B ∈M , then if {An : n ∈ ω} is a subset of the set of
the maximal antichains of B ∈M , the classical construction of anM -generic
filter shows that ⋂
n∈ω
(⋃
{Na : a ∈ An ∩M}
)
6= ∅.
However this does not guarantee that⋂
n∈ω
(⋃
{Na : a ∈ An ∩M}
)
is comeager on some Nb in V.
This latter requirement is exactly the request that B is proper:
Definition 6.9. Let B be a complete boolean algebra, M ≺ Hθ with θ ≫
|B|.
gen(B,M) =
∧{∨
(A ∩M) : A ∈M is a maximal antichain of B
}
is the degree of genericity of M with respect to B.
B is proper iff for club many countable models M ≺ Hθ, whenever b is
in B ∩M , we have that gen(B,M) ∧ b > 0B.
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We leave to the reader to check (along the same lines of what has been
done for semiproperness) that this algebraic definition of properness is equiv-
alent to the usual one by Shelah.
Proposition 6.10. B is proper if and only if ∀M ≺ Hθ with B ∈ M , M
countable
XM =
⋂{⋃
{Na : a ∈ A ∩M} : A ∈M maximal antichain of B
}
is such that ∀c ∈M ∩ B∃b ∈ B such that XM is comeager set on Nb ∩Nc.
Proof. As a matter of fact
∀c ∈M ∩ B ∃b(Nb ⊆ X˚M ∩Nc)
⇐⇒ ∀c ∈M ∩ B∃b ≤
∧{∨
(A ∩M) : A ∈M maximal antichain
}
∧ c.
Proposition 6.11. B is semiproper if and only if ∀M ≺ Hθ with B ∈ M ,
M countable
XM =
⋂{⋃
{Na : a ∈ A ∩M} : A ∈M maximal antichain of B, |A| = ω1
}
is such that ∀c ∈M ∩ B∃b ∈ B such that XM is comeager set on Nb ∧Nc.
7 Semiproper iterations
In this section we will prove that (granting some natural assumptions) the
iteration of semiproper boolean algebras is semiproper. First we shall ex-
amine the case of two-step iterations, then we will focus on the limit case.
7.1 Two-step iterations
The notion of being S-SP can change when we move to a generic extension:
for example, S can be no longer stationary. In order to recover the “station-
arity” in V [G] of an S which is stationary in V , we are led to the following
definition:
Definition 7.1. Let S be a subset of P(Hθ), B ∈ Hθ be a complete boolean
algebra, and G a V -generic filter for B. We define
S(G) = {M [G] : B ∈M ∈ S}.
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Fact 7.2. Let S be a stationary set on Hθ, B ∈ Hθ be a complete boolean
algebra, and G be a V -generic filter for B. Then S(G) is stationary in V [G].
Proof. Let C˙ ∈ V B be a name for a club on P (Hθ), and let M ≺ Hθ+ be
such that M ∩Hθ ∈ S, B, C˙ ∈ M . Then C ∈ M [G] hence M [G] ∩Hθ ∈ C,
and M [G] ∩Hθ = (M ∩Hθ)[G] thus M [G] ∩Hθ ∈ S(G) ∩ C.
Proposition 7.3. Let B be a S-SP complete boolean algebra, and let C˙ be
such that r
C˙ is S(G˙)-SP
z
= 1,
then D = B ∗ C˙ and iB∗C˙ are S-SP.
Proof. First, we verify that i = iB∗C˙ is S-SP. Let C˙1 be the club that
witnesses
r
C˙ is S(G˙)-SP
z
= 1, and let M be such that C˙1 ∈ M : this
guarantees that V [G] M [G] ∩H
V [G]
θ ∈ C1G .
We shall first prove that pi(sg(D,M)) = sg(B,M). Thanks to Lemma
2.7 we obtain sg(D,M) ≤ i(sg(B,M)), hence
pi(sg(D,M)) ≤ (sg(B,M)).
Now we have to prove pi(sg(D,M)) ≥ (sg(B,M)). Let sg(B,M) ∈ G,
then, thanks to the semiproperness of B, V [G]  M ∩ ω1 = M [G] ∩ ω1.
Therefore, thanks to Lemma 4.4, V [G]  [sg(D,M)]i[G] = sg(C,M [G]),
hence r
[sg(D,M)]i[G˙] = sg(C˙,M [G˙])
z
≥ sg(B,M).
This implies that if sg(B,M) ∈ G,
sg(B,M)∧
r
[sg(D,M)]i[G˙] > 0˙
z
= sg(B,M)∧
r
sg(C˙,M [G˙]) > 0˙
z
= sg(B,M),
using the semiproperness of C˙ in V [G]. Thus,
pi(sg(D,M)) =
r
[sg(D,M)]i[G˙] > 0˙
z
≥ sg(B,M).
Finally, by Lemma 6.3 and 2.9, repeating the proof for B ↾ pi([c˙]) and D ↾ [c˙]
(that are a two-step iteration of S-SP boolean algebras) we obtain that
pi(sg(D,M) ∧ [c˙]) = sg(B,M) ∧ pi([c˙])
hence i is S-SP. Moreover, for any [c˙] ∈ D∩M incompatible with sg(D,M),
pi(0) = pi(sg(D,M) ∧ [c˙]) = sg(B,M) ∧ pi([c˙]) = 0
that implies pi([c˙]) = 0 and [c˙] = 0 since B is S-SP, completing the proof
that D is S-SP.
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Lemma 7.4. Let B, C0, C1 be S-SP complete boolean algebras, and let G
be any V -generic filter for B. Let i0, i1, j form a commutative diagram of
regular embeddings as in the following picture:
B C0
C1
i0
i1
j
Moreover assume that C0/i0[G] is S(G)-SP andr
C1/j[G˙C0 ] is S(G˙C0)-SP
z
C0
= 1C0 .
Then in V [G], j/G : C0/G → C1/G is an S(G)-SP embedding.
Proof. Let G be V -generic for B. Pick K V [G]-generic for C0/G. Then we
can let
H = {c ∈ C0 : [c]G ∈ K},
and we get that
K = H/G = {[c]G : c ∈ H}.
Moreover H is V -generic for C0, V [H] = V [G][H/G] and in V [H] we have
that S(H) = S(G)(H/G). Since this latter equality holds for whichever
choice of K we make, this gives that in V [G] it holds that j/G : C0/G →
C1/G is a map such thatr
(C1/G)/j/G[G˙C0/G ]
is S(G)(G˙C0/G)-SP
z
C0/G
= 1C0/G .
So, by applying Proposition 7.3, j/G is S(G)-SP in V [G].
7.2 Semiproper iteration systems
The limit case needs a slightly different approach depending on the length
of the iteration. We shall start with some general lemmas, then we will
proceed to examine the different cases one by one.
Definition 7.5. An iteration system F = {iαβ : α ≤ β < λ} is S-SP iff iαβ
is S-SP for all α ≤ β < λ.
An iteration system F = {iαβ : α ≤ β < λ} is RCS iff for all α < λ limit
ordinal we have Bα = RO(RCS(F ↾ α)).
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Fact 7.6. Let F = {iαβ : α ≤ β < λ} be an S-SP iteration system, f be in
T (F). Then
F ↾ f = {(iαβ)f(β) : Bα ↾ f(α)→ Bβ ↾ f(β) : α ≤ β < λ}
is an S-SP iteration system and its associated retractions are the restriction
of the original retractions.
Lemma 7.7. Let F = {iαβ : Bα → Bβ : α ≤ β < λ} be an RCS and S-SP
iteration system with S stationary on [Hθ]
ω. Let M be in S, g ∈M be any
condition in RCS(F), α˙ ∈ M be a name for a countable ordinal, δ ∈ M be
an ordinal smaller than λ.
Then there exists a condition g′ ∈ RCS(F)∩M below g with g′(δ) = g(δ)
and g′ ∧ iδ(sg(Bδ,M)) forces that α˙ < M ∩ ω1. If λ = ω1, then the support
of g′ ∧ iδ(sg(Bδ ,M)) is contained in M ∩ ω1.
Proof. Let D ∈M be the set of conditions in RCS(F) deciding the value of
α˙ (D is open dense by the forcing theorem):
D = {f ∈ RCS(F) : ∃β < ω1 f  α˙ = βˇ}.
Consider the set piδ[D ↾ g] (which is open dense below g(δ) by Lemma
2.7) and fix A a maximal antichain inM contained in it, so that
∨
A = g(δ).
Let φ : A → D ↾ g be a map in M such that piδ(φ(a)) = a for every a ∈ A,
and define g′ ∈ RCS(F) ∩M by g′ =
∨˜
φ[A]. Observe that g′(δ) = g(δ)
by definition of pointwise supremum and g′ ≤ g since
∨˜
φ[A] is really the
supremum of φ[A] in RO(T (F)) by Lemma 3.11 (thus it is the supremum in
RO(RCS(F)) as well).
Then we can define a name4 β˙ ∈ V Bδ ∩M as:
β˙ =
{
〈γˇ, a〉 : a ∈ A, φ(a) RCS(F) α˙ > γˇ
}
so that for any a ∈ A, a  β˙ = ξˇ iff φ(a)  α˙ = ξˇ. It follows thatr
ıˆδ(β˙) = α˙
z
≥
∨
φ[A] = g′. Moreover, sg(Bδ,M) ≤
r
β˙ < ˇM ∩ ω1
z
and is
compatible with g′(δ) ∈M (since Bδ is S-SP), so thatq
α˙ < ˇM ∩ ω1
y
≥ g′ ∧ iδ(sg(Bδ ,M)).
If λ = ω1, RCS(F) = C(F) and we can define a name γ˙ ∈ V
Bδ ∩M for
a countable ordinal setting:
γ˙ = {〈ηˇ, a〉 : a ∈ A, η < supp(φ(a))} .
4Literally speaking this is not a Bδ-name according to our definition. See the footnote
below 1.15 to resolve this ambiguity.
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Notice that γ˙ is defined in such a way that for all β < ω1
Jγ˙ = βK =∨{a ∈ A : supp(φ(a)) = β}.
In particular this gives that:
iδ(Jγ˙ < βK) ∧ g′ =
= iδ(
∨
{a ∈ A : supp(φ(a)) < β}) ∧
∨
{φ(a) : a ∈ A} =
=
∨˜
{φ(a) : a ∈ A, supp(φ(a)) < β}.
Now observe that
g′ ∧ sg(Bδ,M) =
∨˜
{φ(a) ∧ iδ(sg(Bδ ,M)) : a ∈ A}.
Since sg(Bδ,M) ≤
q
γ˙ < ˇM ∩ ω1
y
, we get that:
g′ ∧ iδ(sg(Bδ,M)) =
= g′ ∧ iδ(sg(Bδ ,M)) ∧ iδ(Jγ˙ < M ∩ ω1K) =
=
∨˜
{φ(a) : a ∈ A, supp(φ(a)) < M ∩ ω1} ∧ iδ(sg(Bδ,M)).
It is now immediate to check that this latter element of C(F) has support
contained in M ∩ ω1 as required.
Lemma 7.8. Let F = {inm : n ≤ m < ω} be an S-SP iteration system with
S stationary on [Hθ]
ω. Then T (F) and the corresponding inω are S-SP.
Proof. By Proposition 6.5, any countable M ≺ Hν with ν > θ, F , S ∈ M ,
M ∩Hθ ∈ S, witnesses the semiproperness of every inm.
We need to show that for every f ∈ T (F) ∩M , n < ω,
pinω(sg(RO(T (F)),M) ∧ f) = sg(Bn,M) ∧ f(n)
this would also imply that RO(T (F))is S-SP by the same reasoning of the
proof of Lemma 7.3. Without loss of generality, we can assume that n = 0
and by Lemma 6.3 and 7.6 we can also assume that f = 1. Thus is sufficient
to prove that
pi0ω(sg(RO(T (F)),M)) = sg(B0,M)
Let {α˙n : n ∈ ω} be an enumeration of the T (F)-names in M for count-
able ordinals. Let g0 = 1T (F), gn+1 be obtained from gn, α˙n, n as in Lemma
7.7, so that q
α˙n < ˇM ∩ ω1
y
≥ gn+1 ∧ in(sg(Bn,M))
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Consider now the sequence g¯(n) = gn(n) ∧ sg(Bn,M). This sequence is
a thread since in,n+1 is S-SP and gn(n) ∈M for every n, hence
pin,n+1(sg(Bn+1,M) ∧ gn+1(n+ 1)) = sg(Bn,M) ∧ pin,n+1(gn+1(n+ 1))
and pin,n+1(gn+1(n + 1)) = gn+1(n) = gn(n) by Lemma 7.7. Further-
more, for every n ∈ ω, g¯ ≤ gn since the sequence gn is decreasing, and
g¯ ≤ in(sg(Bn,M)) since g¯(n) ≤ sg(Bn,M). It follows that g¯ forces thatq
α˙n < ˇM ∩ ω1
y
for every n, thus g¯ ≤ sg(RO(T (F)),M) by Lemma 6.7.
Then,
pi0(sg(RO(T (F)),M)) ≥ g¯(0) = g0(0) ∧ sg(B0,M) = sg(B0,M)
and the opposite inequality is trivial, completing the proof.
Lemma 7.9. Let F = {iαβ : Bα → Bβ : α ≤ β < ω1} be an RCS and S-SP
iteration system with S stationary on [Hθ]
ω. Then C(F) and the corre-
sponding iαω1 are S-SP.
Proof. The proof follows the same pattern of the previous Lemma 7.8. By
Proposition 6.5, any countableM ≺ Hν with ν > θ, F , S ∈M ,M ∩Hθ ∈ S,
witnesses the semiproperness of every iαβ with α, β ∈M ∩ ω1.
As before, by Lemma 6.3 and 7.6 we only need to show that
pi0(sg(RO(C(F)),M)) ≥ sg(B0,M),
the other inequality being trivial. Let 〈δn : n ∈ ω〉 be an increasing sequence
of ordinals such that δ0 = 0 and supn δn = δ = M ∩ ω1, and {α˙n : n ∈ ω}
be an enumeration of the C(F)-names in M for countable ordinals. Let
g0 = 1T (F), gn+1 be obtained from gn, α˙n, δn as in Lemma 7.7, so thatq
α˙n < ˇM ∩ ω1
y
≥ gn+1 ∧ iδn(sg(Bδn ,M)).
Consider now the sequence g¯(δn) = gn(δn) ∧ sg(Bδn ,M). As before, this
sequence induces a thread on F ↾ δ, so that g¯ ∈ Bδ since F is an RCS-
iteration, δ has countable cofinality and thus we can naturally identify T (F ↾
δ) as a dense subset of Bδ. Moreover we can also check that iδ(g¯) is a thread
in C(F) with support δ such that iδ(g¯)(α) = g¯(α) for all α < δ.
Since by Lemma 7.7
supp(gn+1 ∧ iδn(sg(Bδn ,M))) ≤ δ,
the relation iδ(g¯) ≤ gn+1 ∧ iδn(sg(Bδn ,M)) holds pointwise hence iδ(g¯)
forces that
q
α˙n < ˇM ∩ ω1
y
for every n. Thus, iδ(g¯) ≤ sg(RO(C(F)),M)
by Lemma 6.7 and pi0(sg(RO(T (F)),M)) ≥ g¯(0) = g0(0) ∧ sg(B0,M) =
sg(B0,M) as required.
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Lemma 7.10. Let F = {iαβ : Bα → Bβ : α ≤ β < λ} be an RCS and S-SP
iteration system with S stationary on [Hθ]
ω such that C(F) is <λ-cc. Then
C(F) and the corresponding iαλ are S-SP.
Proof. The proof follows the same pattern of the previous Lemmas 7.8 and
7.9. By Proposition 6.5, any countable M ≺ Hν with ν > θ, F , S ∈ M ,
M ∩Hθ ∈ S, witnesses the semiproperness of every iαβ with α, β ∈M ∩ λ.
As before, by Lemma 6.3 and 7.6 we only need to show that
pi0(sg(RO(C(F)),M)) ≥ sg(B0,M).
Let 〈δn : n ∈ ω〉 be an increasing sequence of ordinals such that δ0 = 0 and
supn δn = δ = sup(M ∩ λ), and {α˙n : n ∈ ω} be an enumeration of the
C(F)-names in M for countable ordinals. Let g0 = 1T (F), gn+1 be obtained
from gn, α˙n, δn as in Lemma 7.7, so thatq
α˙n < ˇM ∩ ω1
y
≥ gn+1 ∧ iδn(sg(Bδn ,M)).
Since C(F) is <λ-cc by Theorem 3.12 we have that T (F) = RO(C(F)) =
C(F), so every gn is in C(F)∩M henceM has to model gn to be eventually
constant, thus supp(gn) < δ. Then the sequence g¯(δn) = gn(δn)∧sg(Bδn ,M)
induces a thread on F ↾ δ (hence g¯ ∈ Bδ = RO(T (F ↾ δ)) by the count-
able cofinality of δ) and iδ(g¯) ≤ gn+1 ∧ iδn(sg(Bδn ,M)) for every n, so
that iδ(g¯) ≤ sg(RO(C(F)),M) by Lemma 6.7 and pi0(sg(RO(T (F)),M)) ≥
g¯(0) = g0(0) ∧ sg(B0,M) = sg(B0,M) as required.
Theorem 7.11. Let F = {iαβ : Bα → Bβ : α ≤ β < λ} be an RCS and S-SP
iteration system with S stationary on [Hθ]
ω, such that for all α < β < λ,r
Bβ/iαβ [G˙α] is S(G˙α)-SP
z
= 1Bα
and for all α there is a β > α such that Bβ  |Bα| ≤ ω1. Then RCS(F) and
the corresponding iαλ are S-SP.
Proof. First, suppose that for all α we have that |Bα| < λ. Then, by The-
orem 3.13, C(F) is <λ-cc and RCS(F) = C(F) hence by Lemma 7.10 we
have the thesis.
Now suppose that there is an α such that |Bα| ≥ λ. Then by hypothesis
there is a β > α such that Bβ  |Bα| ≤ ω1, thus Bβ  cf λ ≤ ω1. So
by Lemma 7.4 F/G˙β is a Bβ-name for an S(G˙β)-SP iteration system that
is equivalent to a system of length ω or ω1 hence its limit is S(G˙β)-SP by
Lemma 7.8 or Lemma 7.9 applied in V Bβ . Finally, RCS(F) can always be
factored as a two-step iteration of Bβ and RCS(F/G˙β ), hence by Proposition
7.3 we have the thesis.
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8 Consistency of MM
In this section we will see one of the main applications of the general results
about semiproperness and iterations, namely that assuming a supercompact
cardinal it is possible to force the forcing axiom MM (Martin’s maximum).
Definition 8.1. A cardinal δ is supercompact and f : δ → Vδ is its Laver
function iff for every set X there exists an elementary embedding j : Vα →
Vλ such that j(f(crit(j))) = X, j(crit(j)) = δ.
Definition 8.2. FAκ(P) holds if for every D ⊂ P(P) family of open dense
sets of P with |D| ≤ κ, there exists a filter G ⊂ P such that G ∩D 6= ∅ for
all D ∈ D.
Definition 8.3. SPFA (semiproper forcing axiom) states that FAω1(P) holds
for every semiproper P.
Remark 8.4. It is worth noting that SPFA is in fact equivalent to MM (i.e.
the sentence “FAω1(P) hold for every P stationary set preserving”).
Theorem 8.5 (Magidor, Foreman, Shelah). If δ is supercompact then there
exists an RCS iteration F = {iα,β : Bα → Bβ : α ≤ β < δ} such that
RCS(F)  SPFA, collapses δ to ω2 and is <δ-cc.
Proof. Let f : δ → Vδ be a Laver function for δ. Define F = {iα,β : Bα →
Bβ : α ≤ β < δ} such that B0 = 2, B2·α+1 = B2·α∗f(α) if f(α) is a B2·α-name
for a semiproper poset and B2·α otherwise, B2·α+2 = B2·α+1 ∗ Coll(|Bα| , ω1)
(as calculated in B2·α+1).
Then Bδ = RCS(F) is semiproper by Lemma 7.11, and RCS(F) = C(F)
is <δ-cc by Theorem 3.13 since f has values in Vδ hence all Bα are in Vδ.
Furthermore, Bδ preserves the regularity of δ since it is <δ-cc and collapses
α < δ to ω1 (as guaranteed at steps B2·α+2). Thus, we only need to prove
that Bδ forces FAω1(Q˙) for any Q˙ name for a semiproper poset.
Fix a name Q˙ for a semiproper poset, and find j : Vα → Vλ such that
crit(j) = γ, j(γ) = δ, j(f(γ)) = Q˙. Notice that j(Bγ) = Bδ (since Bγ is
defined by f ↾ γ as Bδ is defined by f), j(f(γ)) = Q˙ is a Bδ-name for a
semiproper poset, hence by elementarity Bγ = C(F ↾ γ) is <γ-cc and f(γ)
is a Bγ-name for a semiproper poset so Bγ+1 = Bγ ∗ f(γ) (since γ is limit
hence 2 · γ = γ).
Let G be V -generic for Bδ, so that Gγ = piγ [G] = {h(γ) : h ∈ G} is
V -generic for Bγ and H =
{
valGγ (h(γ + 1)) : h ∈ G
}
is V [Gγ ]-generic for
valGγ (f(γ)). Now observe that Gγ = {h ↾ γ : h ∈ G} since Bγ = C(F ↾ γ).
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In particular
j[Gγ ] = j[{h ↾ γ : h ∈ G}] = {h ∈ G : supp(h) < γ} ⊂ G.
Thus j extends to an elementary map j:
j : Vα[Gγ ] → Vλ[G]
valGγ (τ) 7→ valG(j(τ))
Let M = j[Vα[Gγ ]] ≺ Vλ[G]. Since j[H] isM -generic for valG(j(f(γ))) = Q,
for any D ∈M , D = {Dβ : β < ω1} dense subsets of Q, it holds that
Vλ[G]  ∀α < ω1 j[H] ∩Dα 6= ∅ ⇒
Vλ[G]  ∃K ⊂ Q filter ∀α < ω1 K ∩Dα 6= ∅ ⇒
M  ∃K ⊂ Q filter ∀α < ω1 K ∩Dα 6= ∅
Since the latter holds for any D ∈ M , it follows that M  FAω1(Q) and
again by elementarity Vλ[G]  FAω1(Q) ⇒ V [G]  FAω1(Q), concluding the
proof.
A Generalized stationary sets
In this appendix we recall the properties of generalized stationarity that were
used throughout these notes in the definition and the analysis of semiproper-
ness. Reference texts for this section are [6], [8, Chapter 2].
Definition A.1. Let X be an uncountable set. A set C is a club on P(X)
iff there is a function fC : X
<ω → X such that C is the set of elements of
P(X) closed under fC , i.e.
C =
{
Y ∈ P(X) : fC [Y ]
<ω ⊆ Y
}
A set S is stationary on P(X) iff it intersects every club on P(X).
Example A.2. The set {X} is always stationary since every club contains
X. Also P(X) \ {X} and [X]κ are stationary for any κ ≤ |X| (following the
proof of the well-known downwards Lo¨whenheim-Skolem Theorem). Notice
that every element of a club C must contain fC(∅), a fixed element of X.
Remark A.3. The reference to the support set X for clubs or stationary sets
may be omitted, since every set S can be club or stationary only on
⋃
S.
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There is one more property of stationary sets that is worth to mention.
Given any first-order structure M , from the set M we can define a Skolem
function fM :M
<ω →M (i.e., a function coding solutions for all existential
first-order formulas over M). Then the set C of all elementary submodels
of M contains a club (the one corresponding to fM ). Henceforth, every set
S stationary on X must contain an elementary submodel of any first-order
structure on X.
Definition A.4. A set S is subset modulo club of T , in symbols S ⊆∗ T ,
iff
⋃
S =
⋃
T = X and there is a club C on X such that S ∩ C ⊆ T ∩ C.
Similarly, a set S is equivalent modulo club to T , in symbols S =∗ T , iff
S ⊆∗ T ∧ T ⊆∗ S.
Definition A.5. The club filter on X is
CFX = {C ⊂ P(X) : C contains a club} .
Similarly, the non-stationary ideal on X is
NSX = {A ⊂ P(X) : A not stationary} .
Remark A.6. If |X| = |Y |, then P(X) and P(Y ) are isomorphic and so are
CFX and CFY (or NSX and NSY ): then we can suppose X ∈ ON or X ⊇ ω1
if needed.
Lemma A.7. CFX is a σ-complete filter on P(X), and the stationary sets
are exactly the CFX-positive sets.
Proof. CFX is closed under supersets by definition. Given a family of clubs
Ci, i < ω, let fi be the function corresponding to the club Ci. Let pi : ω → ω
2
be a surjection, with components pi1 and pi2, such that pi2(n) ≤ n. Define
g : X<ω → X to be g(s) = fpi1(|s|)(s ↾ pi2(|s|)). It is easy to verify that
Cg =
⋂
i<ω Ci.
Definition A.8. Given a family {Sa ⊆ P(X) : a ∈ X}, the diagonal union
of the family is ∇a∈XSa = {z ∈ P(X) : ∃a ∈ z z ∈ Sa}, and the diagonal
intersection of the family is ∆a∈XSa = {z ∈ P(X) : ∀a ∈ z z ∈ Sa}.
Lemma A.9 (Fodor). CFX is normal, i.e. is closed under diagonal inter-
section. Equivalently, every function f : P(X)→ X that is regressive on a
CFX -positive set is constant on a CFX -positive set.
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Proof. Given a family Ca, a ∈ X of clubs, with corresponding functions fa,
let g(aas) = fa(s). It is easy to verify that Cg = ∆a∈XCa.
Even though the second part of our thesis is provably equivalent to the
first one for any filter F , we shall opt here for a direct proof. Assume by
contradiction that f : P(X) → X is regressive (i.e., f(Y ) ∈ Y ) in a CFX -
positive (i.e., stationary) set, and f−1 [a] is non-stationary for every a ∈ X.
Then, for every a ∈ X there is a function ga : [X]
<ω → X such that the
club Cga is disjoint from f
−1 [a]. Without loss of generality, suppose that
Cga ⊆ Ca = {Y ⊆ X : a ∈ Y }. As in the first part of the lemma, define
g(aas) = ga(s). Then for every Z ∈ Cg and every a ∈ Z, Z is in Cga
hence is not in f−1 [a] (i.e., f(Z) 6= a). So f(Z) /∈ Z for any Z ∈ Cg,
hence Cg is a club disjoint with the stationary set in which f is regressive,
a contradiction.
Remark A.10. The club filter is never ω2-complete, unlike its well-known
counterpart on cardinals. Let Y ⊆ X be such that |Y | = ω1, and Ca
be the club corresponding to fa : [X]
<ω → {a}; then C =
⋂
a∈Y Ca =
{Z ⊆ X : Y ⊆ Z} is disjoint from the stationary set [X]ω, hence is not a
club.
This generalized notion of club and stationary set is closely related to
the well-known one defined for subsets of cardinals.
Lemma A.11. C ⊆ ω1 is a club in the classical sense if and only if C∪{ω1}
is a club in the generalized sense. S ⊆ ω1 is stationary in the classical sense
if and only if it is stationary in the generalized sense.
Proof. Let C ⊆ ω1+1 be a club in the generalized sense. Then C is closed:
given any α = supαi with f [αi]
<ω ⊆ αi, f [α]
<ω =
⋃
i f [αi]
<ω ⊆
⋃
i αi = α.
Furthermore, C is unbounded: given any β0 < ω1, define a sequence βi by
taking βi+1 = sup f [βi]
<ω. Then βω = supβi ∈ C.
Let now C ⊆ ω1 be a club in the classical sense. Let C = {cα : α < ω1}
be an enumeration of the club. For every α < ω1, let {d
α
i : i < ω} ⊆ cα+1 be
a cofinal sequence in cα+1 (eventually constant), and let {e
α
i : i < ω} ⊆ α
be an enumeration of α. Define fC to be fC((cα)
n) = dαn, fC(0
aαn) = eαn,
and fC(s) = 0 otherwise. The sequence e
α
i forces all closure points of fC
to be ordinals, while the sequence dαi forces the ordinal closure points of fC
being in C.
Lemma A.12. If κ is a cardinal with cofinality at least ω1, C ⊆ κ contains
a club in the classical sense if and only if C ∪ {κ} contains the ordinals of
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a club in the generalized sense. S ⊆ κ is stationary in the classical sense if
and only if it is stationary in the generalized sense.
Proof. If C is a club in the generalized sense, then C ∩ κ is closed and un-
bounded by the same reasoning of Lemma A.11. Let now C be a club in the
classical sense, and define f : κ<ω → κ to be f(s) = min {c ∈ C : sup s < c}.
Then Cf ∩ κ is exactly the set of ordinals in C ∪ {κ} that are limits within
C.
Remark A.13. If S is stationary in the generalized sense on ω1, then S ∩ω1
is stationary (since ω1 + 1 is a club by Lemma A.11), while this is not true
for κ > ω1. In this case, P(κ)\(κ+1) is a stationary set: given any function
f , the closure under f of {ω1} is countable, hence not an ordinal.
Lemma A.14 (Lifting and Projection). Let X ⊆ Y be uncountable sets. If
S is stationary on P(X), then S ↑ Y = {B ⊆ Y : B ∩X ∈ S} is stationary.
If S is stationary on P(Y ), then S ↓ X = {B ∩X : B ∈ S} is stationary.
Proof. For the first part, given any function f : [X]<ω → X, extend it in
any way to a function g : [Y ]<ω → Y . Since S is stationary, there exists a
B ∈ S closed under g, hence B ∩X ∈ S ↓ X is closed under f .
For the second part, fix an element x ∈ X. Given any function f : [Y ]<ω →
Y , replace it with a function g : [Y ]<ω → Y such that for any A ⊂ Y ,
g [[A]<ω] contains A ∪ {x} and is closed under f . To achieve this, fix a sur-
jection pi : ω → ω2 (with projections pi1 and pi2) such that pi2(n) ≤ n for all
n, and an enumeration 〈tni : i < ω〉 of all first-order terms with n variables,
function symbols fi for i ≤ n (that represent an i-ary application of f) and a
constant x. The function g can now be defined as g(s) = t
pi2(|s|)
pi1(|s|)
(s ↾ pi2(|s|)).
Finally, let h : [X]<ω → X be defined by h(s) = g(s) if g(s) ∈ X, and
h(s) = x otherwise. Since S is stationary, there exists a B ∈ S with
h [[B]<ω] ⊆ B, but h [[B]<ω] = g [[B]<ω] ∩X (since x is always in g [[B]<ω])
and g [[B]<ω] ⊃ B, so actually h [[B]<ω] = g [[B]<ω] ∩ X = B ∈ S. Then,
g [[B]<ω] ∈ S ↑ Y and g [[B]<ω] is closed under f (by definition of g).
Remark A.15. Following the same proof, a similar result holds for clubs. If
Cf is club on P(X), then Cf ↑ Y = Cg where g = f ∪ IdY \X . If Cf is club
on P(Y ) such that
⋂
Cf intersects X in x, and g, h are defined as in the
second part of Theorem A.14, Cf ↓ X = Ch is club. If
⋂
Cf is disjoint from
X, Cf ↓ X is not a club, but is still true that it contains a club (namely,(
Cf ∩C{x}
)
↓ X for any x ∈ X).
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Theorem A.16 (Ulam). Let κ be an infinite cardinal. Then for every
stationary set S ⊆ κ+, there exists a partition of S into κ+ many disjoint
stationary sets.
Proof. For every β ∈ [κ, κ+), fix a bijection piβ : κ→ β. For ξ < κ, α < κ
+,
define Aξα = {β < κ+ : piβ(ξ) = α} (notice that β > α when α ∈ ran(piβ)).
These sets can be fit in a (κ × κ+)-matrix, called Ulam Matrix, where two
sets in the same row or column are always disjoint. Moreover, every row is a
partition of
⋃
α<κ+ A
ξ
α = κ+, and every column is a partition of
⋃
ξ<κA
ξ
α =
κ+ \ (α+ 1).
Let S be a stationary subset of κ+. For every α < κ+, define fα : S \
(α + 1)→ κ by fα(β) = ξ if β ∈ A
ξ
α. Since κ+ \ (α+ 1) is a club, every fα
is regressive on a stationary set, then by Fodor’s Lemma A.9 there exists a
ξα < κ such that f
−1
α [{ξα}] = A
ξα
α ∩ S is stationary. Define g : κ+ → κ
by g(α) = ξα, g is regressive on the stationary set κ
+ \ κ, again by Fodor’s
Lemma A.9 let ξ∗ < κ be such that g−1 [{ξ∗}] = T is stationary. Then,
the row ξ∗ of the Ulam Matrix intersects S in a stationary set for stationary
many columns T . So S can be partitioned into S∩Aξ
∗
α for α ∈ T \{min(T )},
and S \
⋃
α∈T\{min(T )}A
ξ∗
α .
Remark A.17. In the proof of Theorem A.16 we actually proved something
more: the existence of a Ulam Matrix, i.e. a κ× κ+-matrix such that every
stationary set S ⊆ κ+ is compatible (i.e., has stationary intersection) with
stationary many elements of a certain row.
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