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Abstract: We present an algorithm for the computation of a Hopf bifurcation point based on a direct method, i.e. an 
augmented time independent system is solved. The algorithm is designed to deal efficiently with problems representing 
a finite difference discretization of a partial differential system. In this case the bandstructure of the Jacobian matrix is 
exploited. We also compare this technique with some other methods in regard to its efficiency and reliability. 
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1. Introduction 
The classical Hopf bifurcation occurs in an autonomous system of ordinary differential 
equations 
du/dt=F(u, /A), F: [w”xlw *PI”, 0) 
at the critical value p” of the parameter CL, if a branch of steady state solutions u(‘)(p) satisfying 
F( U’“‘(P), cc) = 0, (2) 
looses linear stability at p= ~1’ and a branch of time-periodic solutions u(p, t) appears with 
u(p’, r) = u(“(~~). Sufficient conditions for this type of bifurcation are [7,12]: 
(Cl) there exists a smooth branch of steady state solutions U(‘)(P) with u(‘)(p’) = u”; 
(C2) F is sufficiently smooth in a neighbourhood of (IA’, PO); 
(C3) F,( u(‘)(p), p) with p E (PO - E, p” + E) has a pair of simple complex conjugate eigenval- 
ues h(p), h(C1) with A(p’) = iw” (0’ > 0) and Re(dX/dp 1 c_p~) # 0; 
(C4) Fu( u”, p”) has no eigenvalues of the form ikw’, k E (0, 2, 3,. . . }. 
The Hopf bifurcation point (u’, ~1’) can be located by an ‘indirect’ method, i.e. an iteration 
technique is used to solve the algebraic equation Re( X(p)) = 0 during a continuation process 
along the branch of steady state solutions [4,7,&g]. Hopf points can also be computed by a 
‘direct’ method using an augmented system of equations for which the Hopf bifurcation point is 
an (isolated) solution [6,10,16,17,18]. 
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Bifurcation of periodic 
equations of the form 
du/dt = F( u, 
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oscillations is also observed and proved for more general evolution 
IL), F: DcXxR-*X, X: a real Banach space, 
e.g. for parabolic partial differential equations describing reaction-diffusion systems [3,7,12]. Also 
in this case, Hopf bifurcation occurs at (u’, PO) if the Frechet derivative F,( u”, p”) has a pair of 
pure imaginary eigenvalues. 
To compute a Hopf point of a system of partial differential equations, a discretization of the 
space operator can be used to obtain an approximating system of ordinary differential equations. 
Indeed, a Hopf bifurcation is stable with respect to suitable discretizations and other small 
perturbations (see e.g. [l]). However, if the dimension of the resulting system is high, the 
determination of the Hopf point can be expensive. An indirect method requires in each step of 
the iterative procedure the computation of the steady state solution and the determination of one 
or more eigenvalues of the Jacobian matrix. Direct methods can be superior if the augmented 
system of nonlinear equations can be solved efficiently and if sufficiently good starting values for 
the additional variables can be given. 
In [17] we described a direct method for the computation of a Hopf bifurcation point and we 
indicated how the augmented system of dimension 2n f 2 can be solved efficiently. In this paper 
we discuss an implementation of this method specifically for a finite difference discretization of 
parabolic diffusion-reaction equations. The numerical results given in Section 7 illustrate the 
efficiency and the reliability of the Fortran-program we developed. We also compare our 
approach with the techniques given in [6,7,16]. 
2. The augmented system 
Assume that (u’, PO) is a Hopf bifurcation point of (1). Let 
$“=+~+i& (3) 
be an eigenvector corresponding to the simple imaginary eigenvalue ho = io” of the Jacobian 
matrix Fu(uo, PO). Since o” is nonzero, t#$’ and & are linearly independent. The matrix 
[F,( u”, p”)12 has a double real eigenvalue - ( a’)2 # 0 with a two-dimensional eigenspace 
spanned by { (pz, cpy }.If q is a vector which does not belong to { &‘, 4: } 1 , there exists a unique 
vector p” E span{ &‘, $I:} with 11 p” 11 = 1 and orthogonal on q. 
Consider the following augmented system 
K(u, P, cc, 4 = 0, K: R”xlK!“xWxiR-,lR”XIR”XRXlFS (4) 
where 
K(u, P, ~1, a)= 
I 
F(u, cl], 
[(F,h d2 + w21] P, 
p’p-1, 
qTP. 
Clearly, (u”, p”, p”, o”) is a solution of (4). In [17] we proved that this solution is isolated if the 
Hopf conditions (Cl)-(C4) are satisfied. 
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3. Efficient implementation of Newton’s method 
If the augmented system K(v) = K( u, p, CL, w) = 0 is solved by Newton’s method, one can 
take advantage of the structure of the Jacobian matrix of (5) to reduce the computational work. 
Let yk = ( uk, pk, j.bk, ok) be the current estimate of the solution and let 
A = F,( Uk, /A”). (6) 
In [17] we show that the calculation of the Newton correction requires only the solution of two 
n-dimensional systems with matrix A and one (n + 2)-dimensional system with matrix B of the 
form 
B= 4 B2 
[ I[ 
_ A2+(uk)*l B, 
B: 0 B3T 0 1 
Here B, and B, are n x 2 submatrices. B, and the right-hand side of the system contain 
expressions involving the first and second derivatives of F(u, p) with respect to u and ~1, 
evaluated at (u“, pk). 
Since the matrix A2 must be calculated, one Newton iteration consists of the evaluation of the 
residual and the derivatives of F( u, ~1) and +n’ + 0( n2) arithmetic operations. For the imple- 
mentation of a related method (see Section 5), Griewank and Reddien [6] propose to reduce A 
initially to upper Hessenberg form. Using this technique the computing effort for the linear 
algebra can be reduced to n3 + 0( n*) operations. If F( u, p) = 0 represents a finite difference 
discretization of a system of differential equations, the Jacobian matrix A will have a bandstruc- 
ture with bandwidth d,. Then the submatrix B, = A2 + ( w~)~I in (7) has bandwidth d, = 24 - 1. 
Let d,, be the number of diagonals below the main diagonal of B,. 
If Gaussian elimination with partial pivoting is applied on B, the bandstructure of B, cannot 
be exploited. If the dimension of the system is high, a large amount of fill-in occurs if an element 
of B, is chosen as pivot during one of the first elimination steps and the computational work is 
0( n3). 
Both, the Gaussian elimination can be adapted by taking into account the special structure of 
B and fill-in can be reduced using the following pivoting strategy. During the first (n - d,, - 1) 
elimination steps, the pivot is chosen from the elements of the bandmatrix B,; afterwards the 
normal pivoting strategy is used. No fill-in can occur in the lower triangular matrix and the 
computational work is 0( ndi) as for bandmatrices. Note that the submatrix B, = A2 + (t&21 
becomes singular at the Hopf bifurcation point, but B, is safely of rank n - 2 close to the Hopf 
point. Thus the elements of B3 must be considered during the choice of the pivots at least starting 
from elimination step n - 1. Using the technique outlined above, this will be the case if d,, 2 1. 
This procedure influences the stability of the computations. However, the solution of the linear 
system is only used as a correction in an iterative procedure. Thus some loss in accuracy can only 
affect the number of iterations to be performed. 
The system with matrix B could also be solved by a generalization of the recent method of Chan 
[2] for the solution of systems with matrices of the form (7) where B2 and B3 are vectors and the 
nullity of B, is zero or one. Deflation and block-elimination are used to guarantee the stability of 
the computations. Then the structure of B, can be fully exploited since only systems with matrix 
B, have to be solved. 
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Thus if F( U, p) = 0 represents a finite-difference discretization of a differential system, one 
Newton iteration can be performed in 0( ndf) operations. If the original problem is one-dimen- 
sional, the computing effort grows linearly in the number n of discretization points. For 
two-dimensional problems the computational cost is 0( n *), since in this case d, = 2fi. 
4. Determination of starting values 
Suppose that starting values u*, p’ and w1 are available (e.g., by monitoring the eigenvalues of 
the Jacobian matrix during a continuation procedure). Then an approximation p’ for the 
eigenvector p” E span{ #, & } and orthogonal on a fixed vector 4 can be computed by inverse 
iteration. 
If ( ul, &) is close to the Hopf point (u’, PO), the matrix F,( z.?, p’) will have a pair of complex 
conjugate eigenvalues A’, 1’ with Re( A’) = 0 and Im( A’) = w”. Let (p’ = $I: + i& be the eigenvector 
of F,( ui, $) corresponding to A’. If A’ is well conditioned, the subspace spanned by ( r#$, +: } will 
be close to span (+f, &}. Consider the following iteration procedure: 
([F,b’9 P1)12+J+k+I=~k~ k=O 1,**.,l_l 
, , 
uk+l= wk+A~k+lII~ 
with an arbitrary real starting vector u,. 
It can be easily shown that in general 
“k = cp#( +c2# 
for sufficient large k, if 
(8) 
(9) 
)(Ay’+(cdy21 = rrynl(x)2+(w’)21 
where x’ denotes an eigenvalue of FU(ul, #). 
One can choose p* = v1 and a vector q orthogonal on p1 can be determined. This procedure is 
very economical. The matrix used in (8) is also needed in the first Newton iteration and, if 
F( u, p) = 0 represents a finite-difference approximation, the bandstructure of this matrix can be 
exploited. 
5. A comparison with other methods 
5.1. The method of Griewank and Reddien 
Griewank and Reddien [6] developed a direct method which is closely related to the technique 
described above. 
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Consider the augmented system 
‘FL P) = 0, 
F~(UV P)p,+wpi=o, 
G(u, prt pi, ~9 w)=OO { F,(‘y FcL)Pi-QPr’O~ 
qTPr = 0, 
\q*Pi = 1, 
where q is a constant vector with nonzero projection on span { &‘, $$}. 
Clearly, there exists an unique eigenvector 
(10) 
re”+’ = p,” + ipp (11) 
corresponding to the eigenvalue X = io” of F,(u’, F’), such that (u’, p,“, po, PO, w”) is a 
solution of system (10). Griewank and Reddien proved that this solution is isolated if the Hopf 
conditions (Cl)-(C4) are satisfied. 
If starting values u*, $ and w1 are available, approximations for p,” and pf’ can be obtained 
using inverse iteration to compute the complex eigenvector +’ corresponding to the eigenvalue 
A’ = iw” of F,( u’, $). This can be done in a number of different ways [19, pp. 629-6341, but 
requires more work than the iteration (8). 
Griewank and Reddien [6] also discuss an efficient implementation of Newton’s method for 
the solution of this (3n + 2)-dimensional system. The matrix [ F,( u, p)]* must be calculated and 
one Newton iteration requires n3 + 0( n*) operations. If F( U, cl) = 0 represents a finite-difference 
discretization of a one- or two-dimensional differential system, the calculations can be organised 
such that the computational work per step grows only linearly, respectively quadratically in the 
number of discretization points. Since this method requires the calculation of the same deriva- 
tives as the method described in Section 2, we can conclude that both approaches are comparable 
concerning their computing effort. 
However, these two direct methods behave different if the branch of steady state solutions has 
a turning point in the neighbourhood of the Hopf point. This situation occurs frequently [8,9,15]. 
Note that the coalescence of a Hopf bifurcation and a turning point is used as an organising 
center to find the existence of invariant tori in the unfoldings of that organising center (see e.g. 
Dll). 
We call a solution (u’, $) of the steady state problem F( U, cl) = 0 a simple turning point if 
there exists a parametrization u = u(s), /A = p(s) of the solution branch in the neighbourhood of 
(u’, pL’) such that [13]: 
(a) U’ = ~(3’); pLf =p(s’) 
(b) F, ( u’ , pLf ) has a one-dimensional null space spanned by # 
and mt = 0 is a simple eigenvalue of F, ( u’, pt ) (12) 
(c) I;;( u’, pf) is not in the range of F,( u’, $) 
(d) u’(s’) = #; /A+‘) = 0; $‘(s’) # 0. 
Griewank and Reddien [6] proved that also a simple turning point corresponds to an isolated 
solution (u’, 0, #, $, 0) of (lo), provided that $t is scaled such that qT@ = 1. Newton’s method 
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applied to this system will converge to a turning point or to a Hopf point, depending on the 
starting values. 
Now, if we consider the method described in Section 2, it is clear that yt = (u', c$, p', 0)' is 
not a solution of (4), except when c#? is orthogonal on q. (Note that q can be chosen arbitrarily.) 
But we may expect that the residual (1 K(y) ]I will h ave a local minimum at a point close to yt (or 
close to a bifurcation point), and Newton’s method can converge to this point. The Newton 
iteration can also fail because the Jacobian matrix K,,(y) is singular at all points y = (u, p, p, O)', 
since K,(y) = (0, 2opT, 0, O)T. To overcome this last problem, one could introduce the variable 
O=W 2. Let 
R(j) = k’(u, p, P, i;) = K(u, p, CL, 0). 
In general gj(u, p, ,u, 0) is regular. Thus a Hopf point can be computed by solving the system 
K(y) = 0, but in this case one has to incorporate the constraint 2 > 0 into the (damped) Newton 
iteration. Otherwise solutions with ci < 0 could be obtained, i.e. steady state solutions for which 
the Jacobian matrix has a real eigenvalue a. 
So, also for our method turning or bifurcation points close to the Hopf point can cause 
difficulties if a good estimate of the solution is not available. However, the numerical results 
given in Section 7 and in [17] indicate that our method behaves better in such a situation than the 
method of Griewank and Reddien. 
5.2. The method of Kubicek 
The direct method of Kubicek [lo] requires the solution of a (n + 2)-dimensional system. 
Using the algorithm given in [lo] the coefficients of the characteristic equation must be 
computed. In [16] we described how this numerically unstable step can be avoided. Then the 
evaluation of the residual of the two additional equations requires the computation of the 
Hessenberg form of the Jacobian matrix of the original n-dimensional system (0( n3) operations). 
The Jacobian matrix of the augmented system cannot be constructed analytically, but must be 
approximated by numerical differencing, which requires 0( n4) operations. 
If the system represents a discretization of a differential system, the structure of the Jacobian 
matrix cannot be fully exploited. This imposes a severe restriction on the number of discretiza- 
tion points. 
Because the augmented system does not contain additional variables, starting values are to be 
given only for u, p and o, which is an advantage of this method. 
5.3. An indirect method of Hassard 
BIFOR2 is a Fortran-code developed by Hassard [7] for the analysis of Hopf bifurcation for 
systems of ordinary differential equations. 
The Hopf point is located by solving Re( h(p)) = 0 by means of the secant method. At each 
iterate I_L = p’, the steady state solution u’“‘(#‘) is computed by Newton’s method (in3 + 0( n2) 
operations per iteration). In the first secant step, all the eigenvalues of the Jacobian matrix at the 
steady state solution are calculated (O(n3) operations) to select the eigenvalue X1($) which 
probably will become pure imaginary. In the following steps X1(#) is computed using inverse 
iteration, requiring the.decomposition of a complex matrix and some backsubstitutions (= $n’ + 
0( n2) operations). 
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The computational cost depends strongly on the behaviour of the branch of steady state 
solutions in the neighbourhood of the Hopf point. In general, only few inner Newton iterations 
are required if the secant correction is small, i.e. if pk is close to ~1’. But if turning or bifurcation 
points are close to the Hopf point, the Newton iteration may fail or encounter difficulties. 
In Section 7 we compare this technique with the direct methods described above. 
6. Algorithm description 
We now outline the algorithm which we developed based on the augmented system given in 
Section 2. This algorithm is coded as a Standard Fortran subroutine HOPFDR, which is designed 
in particular to compute Hopf bifurcation points for a finite-difference discretization of diffu- 
sion-reaction equations. The user has to provide starting values u’, pi and ol, some error 
tolerances and subroutines which calculate the residual F( U, p), the Jacobian matrix F,( u, p) 
and Fp(u, ,u). 
First, a starting value p1 and the vector q are determined as described in Section 4 (with I= 3). 
Then the augmented system (4) is solved by a damped Newton iteration, in order to improve the 
global convergence properties. 
Let Yk be the current estimate and AY k-1 the last computed Newton correction. Then Yk is 
accepted as the solution if 
(a) (1 K(Yk) II%? g RTOL 
or (13) 
(b) IlAY”-‘II c&CTOLx(l+/ykj),). 
If k = MAXIT and the stopping criteria (13) are not satisfied, the iteration is terminated with an 
error code. (RTOL, CTOL and MAXIT are input parameters of the subroutine.) Otherwise, the 
next iteration step is executed to obtain 
Y k+l syk + dkAyk 
where dk is a scalar such that 
(14) 
lIK(Yk+‘)ll, <IIK(Y”) Ilm. (W 
At the beginning of this step dk = min(2dk-‘, 1). While condition (15) is not satisfied dk is 
halved, unless dk becomes smaller than a fixed value dti. In the latter case the Jacobian matrix 
K,,(yk) is nearly singular [14] and the Newton iteration is stopped with an error code. 
The Newton correction Ayk is computed as indicated in Section 3. If the second derivatives of 
F( U, IL) are not available, the approximations 
E4U(Uk~ pk)x,x, = f [ F,( uk + &xl, r”) - F,bk, pk)] ~2 
F,,(u~, pk)x, = + 
06) 
[&(Uk, Pk++-c(uk9 Pk)lX1 
are used. If F( u, p) represents a discretization of a differential system, the matrices F,,( uk, p’)x 
and F,,( uk, pk) have a bandstructure and analytical expressions for these derivatives can be 
constructed easily. Then, the efficiency and the accuracy will be increased if the user provides 
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subroutines which calculates these derivatives. 
To solve the linear systems, we adapted the LINPACK-routines SGEFA and SGESL [5] to 
deal efficiently with dense matrices, bandmatrices and matrices with the special structure (7). 
7. Results 
As a testproblem we have chosen the model of a non-adiabatic tubular reactor 
ay I a2Y aY -= 
at -- - - -Qexp(u- f), Pe ax2 ax 
aT 1 a2T aT _=--- 
at 
- -P(T-l)+BDyexp(y- s), 
Pe ax2 ax 
074 
with boundary conditions 
x=0: aY/ax =Pe(Y-l), aTlax = Pe( T - i), 
x= 1: aY/ax = 0, aTlax = 0. 
(17b) 
The bifurcation behaviour of this system with respect to the Damkohler number D has been 
studied extensively (see e.g. [8,9]). In all our computations we used the values Fe = 5, B = 0.5 and 
y = 25. For /? = 3.5, the system has two Hopf points. If p is decreased to 2.5, the Hopf points 
remain and in the neighbourhood two turning points appear. Reducing /3 further produces up to 
four turning points but the Hopf points disappear. 
We applied the customary O(h2)-discretization on an equidistant grid with mesh size h and 
discretization points xi = ih (i = 0,. . . , m = l/h). The approximating system of the form (1) can 
be written as 
avat = ~,+,(~-,, r;., K::+*, T7., PL), 
a7yat = F2i+2(TT;:_,, q;., q+l, r;:, 1.4, 
i _ o 1 
- ’ 
,--*, m. 
The unknowns Y_,, T_,, Ym+l, Tm+l can be eliminated from the system by using the following 
0( h*)-approximations for the boundary conditions 
Y, - Y-1 
= Pe(Y,- 1); 
T,-T-, 
2h 2h 
= Pe( To - 1) 
T m+1- cl-1 = 0 
2h 
Let u=[u, ,..., u,IT=[Yo,To, Y,, Tl ,..., Y,, TmlT with n= 2m + 2. Then the Jacobian matrix 
F,( u, cl) has bandwidth d1 = 5. 
We give some results for n = 80 in Table 1. In the neighbourhood of the first Hopf point the 
concentration profile Y(x) is smooth; the second Hopf point is associated with a rather steep 
profile. For /3 = 2.5, the turning points arise at D = 0.1756 and D = 0.1815. 
We used HOPFDR for the computation of the Hopf points of (17) for j3 = 2.5 and n = 80, 
starting with the constant profiles q = 1, K = 1 (i = 0,. . . ,39) and w = 1. The initial value of the 
parameter D was varied from 0.14 to 0.20 in increments of 0.005. When the starting value for the 
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Table 1 
Steady state profiles at the Hopf bifurcation points of (17). 
p = 3.5 p = 2.5 
Kinetic regime Ignited regime Kinetic regime Ignited regime 
0.2614 0.2953 0.1651 0.1814 
1.5507 5.3663 0.3786 3.5830 
X YO(X) To(X) YO(X) To(X) YO(X> To(X) YO(X) T’(X) 
0.00 0.84 1.03 0.43 1.16 0.93 1.02 0.47 1.16 
0.25 0.61 1.08 0.06 1.19 0.82 1.04 0.07 1.23 
0.50 0.35 1.11 0.03 1.12 0.67 1.07 0.02 1.16 
0.75 0.22 1.11 0.02 1.07 0.46 1.11 0.01 1.11 
1.00 0.18 1.09 0.02 1.05 0.34 1.14 0.01 1.09 
eigenvector p” was computed by the inverse iteration procedure (8) with the default number of 
steps (i.e. I = 3), the calculations converged nine times to the Hopf point with D = 0.1651. The 
average number of Newton iterations to satisfy the error tolerances CTOL = 10m4 and RTOL = 
lo-’ was 14. Four times HOPFDR converged in less than 12 steps to a point where the Jacobian 
matrix is nearly singular. 
In this case, the starting values are poor and the approximation of the eigenvector p” obtained 
by the procedure (8) can be rather senseless. Using only one inverse iteration step, we observed 
convergence to the Hopf point in all cases with an average number of 23 Newton iterations. 
This demonstrates the difficulties associated with poor starting values if turning or bifurcation 
points are close to the Hopf point. Using the same initial profiles and starting values for D, 
Griewank and Reddien [6] observed for their method convergence to a Hopf point in 4 cases. In 
9 cases a turning point was obtained. However, they do not mention how the initial values of w, 
pr and pi were chosen. 
In a second test we compared the subroutines HOPFDR, ANUCRT [7] and a routine based on 
the method of Kubicek in regard to their efficiency. In the last program the Jacobian matrix of 
the augmented system is kept fixed during 5 (chord) Newton iterations [17]. ANUCRT, which is 
included in BIFORZ, implements the indirect method described in section 5.3. 
With each routine we computed the first Hopf point of the finite difference approximations of 
(17) for j3 = 3.5 with 2k discretization points (k = 2, 3, 4, 5; n = 2“+‘). The exact values for the 
approximating problems can be found in [17]. 
In Table 2 we summarize the results obtained on IBM 3033 in double precision using the 
VS-FORTRAN-compiler with optimization level 3. The error tolerances for HOPFDR were 
CTOL = 10-i’ and RTOL = 10-13, which is comparable with the error requirements in BIFOR2. 
For n = 8, we used the starting values 
D=O.24; w=1.4; 
Y= (0.8,0.5,0.3, 0.2)T; T= (1.0, 1.1, 1.1, l.O)T. 
For n = 2k (k > 3), starting values were obtained by linear interpolation of the profiles at the 
Hopf point with n = 2k-1. 
BIFOR2 is designed for ordinary differential equations and takes no advantage of the 
structure of the Jacobian matrix. To make a fair comparison, we replaced the LINPACK-routines 
526 D. Roose / Hopf bifurcation points 
Table 2 
Computation of the first Hopf bifurcation point for discretitations of (17) with p = 3.5 (n = 2m + 2). 
HOPFDR 
n # Damped Total time Time ini- Average time 
Newton iterations (msec) tialization Newton iteration 
8 6 44 3 7 
16 6 86 7 13 
32 5 160 17 29 
64 4 310 40 67 
128 4 803 106 174 
ANUCRT 
n # Iterations Total time Time without Average time 
Secant Inner 
(msec) eigenvalue secant iteration 
Newton 
computation 
8 9 34 111 101 11 
16 8 22 225 141 18 
32 6 12 638 188 31 
64 5 13 2176 436 87 
128 5 12 13001 1190 238 
Kubicek’s method 
n # Newton # Jacobian Total time Time iteration Time iteration 
like evaluation (msec) with without 
Jacobian evaluation Jacobian evaluation 
8 13 3 58 13 2 
16 12 3 292 77 6 
32 8 2 1587 723 24 
64 7 2 18252 8780 138 
for the solution of dense linear systems by DECOMP and SOLVE in order to exploit the 
bandstructure (see Section 3). The computation of all eigenvalues of the Jacobian matrix in the 
first secant iteration in ANUCRT can be considered as an initialization to obtain an approxima- 
tion for w”. Since such a procedure is not included in HOPFDR, we also give the timing results 
for ANUCRT neglecting the time spent in the eigenvalue computation. For HOPFDR, the 
initialization consists of the inverse iteration procedure (8) and the computation of the residual at 
the initial point. 
We also compared these routines for the determination of the Hopf point for the panel flutter 
problem [7]. The governing equation is 
ti + fisti + pv’ + cxti 11’1 + 0 “/’ = (r+ K (‘u’(z)* dz + c f&o’(z) dzju” (I8a) 
with ‘hinged’ boundary conditions 
U=U “=0 at z=O,l. 
In [7] the Gale&in method is used to 
m 
\ Jo JO I 
(18’4 
approximate this partial differential equation. By setting 
u(z, t) = C xj(t) sin(jTz) 
j-1 _ 
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a 2m-dimensional system of the form (1) is obtained with u = (x,, . . . , x,, i,, . . . , i,). 
parameters K, 0, (Y, 6 and r are fixed, and bifurcation with respect to the parameter 
considered. 
The 
p is 
A subroutine for the evaluation of F( u, p) and the Jacobian matrix F,( u, p) (which is dense) 
is given in [7]. For the evaluation of the second derivatives of F( u, p) needed in HOPFDR, we 
used the approximations (16). The results for n = 2m = 20 are given in Table 3. 
We can conclude that HOPFDR is faster than ANUCRT for these testproblems. In the latter 
routine, many inner Newton iterations are performed during the first secant steps if the starting 
values are rather poor (Table 2: n = 8, 16; Table 3: b). If the starting values are good and the 
Jacobian matrix has a bandstructure, ANUCRT requires less arithmetic operations than HOPFDR 
for the linear algebra, but much more evaluations of the residual and the Jacobian matrix are 
performed. 
The reliability of these two routines depends on a number of factors. We observed that 
HOPFDR is more robust than ANUCRT for these testproblems, especially when turning points 
are close to the Hopf point. The latter routine could be improved by incorporating damping in 
the inner Newton iteration. 
The method of Kubicek is very expensive, except when n is small, but can be more robust than 
HOPFDR, since no starting values for additional variables are to be generated. 
In a last test, we used HOPFDR to compute the “branch of Hopf bifurcation points” for (17) 
with /3 as parameter, starting from the known Hopf point for fi = 3.5 at Do = 0.295 (n = 80). In 
each step p is decreased with AD; initially Afi = -0.2, but Ap is halved if more than 6 Newton 
Table 3 
Computation of the Hopf point for the Galerkin approximation of the panel flutter problem (18) (n = 2m = 20; K = 
0.01, a = 0.0001, a = 0.005, 6 = 0.1 and r = - 2.4 cZ). 
no = 112.84 
w” = 1.6506 
u” = (2.2975, -0.9995,0.0907, -0.0161,0.0041, -0.0018,0.0007, -0.0003,0.0002, -O.OOol,o., o., _.., 0.) 
Starting values: 
a: p = 112.9; w = 1.; u = (2.3, - 1.0, O., 0 .,_.., 0.) 
6: p =112.0; w = 1.; u = (2.0, - 1.0, O., O., . .., 0.) 
c: p=lll.O; w=l.; u=(2.0, -l.O,O.,O .,..., 0.) 
Starting 
values 
# Damped 
Newton iteration 
HOPFDR 
Total time 
(msec) 
Time ini- 
tialization 
Average time 
Newton iteration 
b” 6 5 263 310 22 48 
C 7 361 22 48 
ANUCRT 
Starting 
values 
* Iterations Total time Time without Average time 
Secant Inner 
(msec) eigenvalue secant iteration 
Newton 
computation 
E 5 8 15 32 292 544 488 237 47 61
C divergence 
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Table 4 
Computation of the branch of Hopf bifurcation points for the finite-difference discretization of (17) with n = 80 
(Pe =i 5, B = 0.5, y = 25). 
P 
from 
3.3 
1.8 
1.55 
1.425 
to 
1.9 
1.6 
1.45 
1.375 
AP 
- 0.2 
-0.1 
- 0.05 
- 0.025 
Total time Total # Average fi 
(msec) iterations iterations per step 
3881 37 4.6 
1941 18 6 
1943 18 6 
1916 18 6 
1. ; 
1.0 1.5 2.0 2.5 3.0 35 p 
Fig. 1. Branch of Hopf bifurcation points for the finite-difference discretization of (17) with n = 80 (Pe = 5, B = 0.5, 
y = 25). 
iterations are performed in the previous continuation step. The computations were terminated 
when Newton’s method failed to converge. We used the results of the previous step as starting 
values for D, o, x and c (i=O ,..., 39) and pi (i=O ,..., 79). In Fig. 1 we show the computed 
values Do and w” and in Table 4 we give the timing results and the number of Newton iterations 
performed to satisfy the error tolerances CTOL = 10e4 and RTOL = 10e8. If j3 approaches 1.37, 
o” tends rapidly to zero, i.e. the period of the bifurcating oscillations becomes infinite. No Hopf 
bifurcation occurs for p < 1.37. At the last computed Hopf point, we obtained p = 1.3750, 
Do = 0.0842, and o” = 0.1725. 
Remark. The subroutine HOPFDR is available from the author. 
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