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Abstract
We prove that the solutions of the non-autonomous Lyness equation xn+1 = (xn + bn)/xn−1,
bn > 0, x0 > 0, x1 > 0, are bounded away from zero and infinity if the sequence bn is monotonic.
We also give an example to show that the solutions need not be bounded even when the sequence bn
attains only two values.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let bn be a sequence of positive numbers, and consider the difference equation
xn+1 = xn + bn
xn−1
, x0 > 0, x1 > 0. (1)
This is the non-autonomous version of the generalized Lyness equation xn+1 = (xn + b)/
xn−1, which has been investigated by several authors (see for example [3]). In [1], G. Ladas
conjectured that the solutions of (1) are bounded and persist (in the sense they are bounded
away from both zero and infinity) if so is the sequence bn, and asked, more generally, for
necessary and sufficient conditions on bn for xn to be bounded and persistent.
In this note, we give an example to show that there are unbounded solutions of (1) even
when the sequence bn attains only two values. We then show that the conjecture is true if
the sequence bn is monotone.
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The following example shows that the solution of (1) can fail to be bounded and persis-
tent even when the range of the sequence bn is only two numbers.
Let
bn =
{1 if n ≡ 0,1, or 2 (mod 5),
3 if n ≡ 3 or 4 (mod 5), x0 = x1 = 1.
Then it can be checked by induction that the solution xn of (1) is given by
x5n = 2n, x5n+1 = 1, x5n+2 = 21−n,
x5n+3 = 1 + 21−n, x5n+4 = 2n+1 + 1.
In view of the preceding example, we need to impose some conditions on the sequence
bn in order to prove boundedness of the solutions. It is clear that boundedness of bn is
necessary, because the equation xn−1xn+1 = xn + bn shows that xn cannot be bounded if
bn is unbounded.
3. An invariant function
Let X = R++ ×R++ ×Z+, where R++ is the set of positive real numbers, and Z+ the
set of non-negative integers. We will denote a typical element of X by (x, y,n). Define
T :X → X by
T (x, y,n) =
(
y,
y + bn+1
x
,n + 1
)
.
Then the solutions of (1) correspond to the orbits of T , in the sense that
T n(x0, x1,0) = (xn, xn+1, n).
In [2], a real valued function constant on the orbits of the autonomous Lyness map was
introduced. We will now give a construction of that function suitable for our setting. We
define the following functions with domain X and range R++:
f0 = bn
xy
, f1 = bn + 1
x
, f2 = y
x
, f3 = y,
f4 = x, f5 = x
y
, f6 = bn + 1
y
, f11 = 1
x
, f12 = bn
x
,
f41 = xy
bn + y , f42 =
bnx
bn + y , f51 =
bnx
y(y + bn), f52 =
x
bn + y .
Then we have
f11 + f12 = f1, f41 + f42 = f4, f51 + f52 = f5,
290 V. De Angelis / J. Math. Anal. Appl. 294 (2004) 288–293and if we denote by σ :X → X the shift map σ(x, y,n) = (x, y,n+ 1), it is easy to check
that
f0 ◦ T = f51 ◦ σ, f1 ◦ T = f6 ◦ σ, f2 ◦ T = f0 ◦ σ + f11 ◦ σ,
f3 ◦ T = f12 ◦ σ + f2 ◦ σ, f4 ◦ T = f3 ◦ σ, f5 ◦ T = f41 ◦ σ,
f6 ◦ T = f42 ◦ σ + f52 ◦ σ.
Now define I :X → R++ by
I (x, y,n) =
6∑
i=0
fi(x, y,n).
Then we easily compute I ◦T = I ◦σ , that is, I ◦T (x, y,n) = I (x, y,n+1). In particular,
we have
I (xn, xn+1, n) = I (xn−1, xn, n) for all n. (2)
4. The monotonic case
Since
I (x, y,n) = bn
(
1
xy
+ 1
x
+ 1
y
)
+ 1
x
+ 1
y
+ x
y
+ y
x
+ x + y (3)
and all variables are positive, we have the following estimates:
xy  bn
I (x, y,n)
,
bn + 1
I (x, y,n)
 x  I (x, y,n),
bn + 1
I (x, y,n)
 y  I (x, y,n). (4)
Lemma 1. Suppose that the sequence bn is increasing. Then we have
I (xn−1, xn, n) I (x0, x1,1)
n−1∏
i=1
(
1 + 3
bi
(bi+1 − bi)
)
for all n 2.
Proof. Using (2), (3) and (4), we have
I (xn−1, xn, n)
= I (xn−1, xn, n − 1) + (bn − bn−1)
(
1
xn−1xn
+ 1
xn−1
+ 1
xn
)
 I (xn−1, xn, n − 1) + (bn − bn−1)I (xn−1, xn, n − 1)
(
1 + 2
)bn−1 bn−1 + 1
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(
1 + (bn − bn−1) 3
bn−1
)
= I (xn−2, xn−1, n − 1)
(
1 + (bn − bn−1) 3
bn−1
)
.
Hence the result follows by induction. 
Lemma 2. Suppose that the sequence bn is decreasing. Then we have
I (xn−1, xn, n) I (x0, x1,1) for all n 2.
Proof. We have I (xn−1, xn, n)  I (xn−1, xn, n − 1) = I (xn−2, xn−1, n − 1), and so the
result follows by induction. 
Theorem 3. Suppose that the sequence bn is bounded and monotone. Then the solution xn
of (1) is bounded and persists.
Proof. First assume that bn is increasing, and let b = limn→∞ bn. Then for each N we find
N∑
i=1
3
bi
(bi+1 − bi) 3
b1
N∑
i=1
(bi+1 − bi) = 3
b1
(bN+1 − b1) 3
b1
(b − b1),
and so the infinite product
P =
∞∏
i=1
(
1 + 3
bi
(bi+1 − bi)
)
converges. Hence by Lemma 1 we find
I (xn−1, xn, n) I (x0, x1,1)P for all n,
and then it follows from (4) that
b1 + 1
I (x0, x1,1)P
 xn  I (x0, x1,1)P.
Now assume that bn is decreasing. Then from Lemma 2 we have
1
I (x0, x1,1)
 xn  I (x0, x1,1). 
5. Concluding remarks
Many of the above arguments can be carried out with minor modifications if we replace
the operation of addition in the definition of (1) and of the invariant function I with any
commutative, associative, binary operation ⊕ on R++ that distributes multiplication and
preserves the order of R++, in the sense that x  y ⇒ x ⊕ z y ⊕ z. A class of examples
for such an operation (pointed out to me by V. Kocic) is
x ⊕ y = (xp + yp)1/p
292 V. De Angelis / J. Math. Anal. Appl. 294 (2004) 288–293Fig. 1.
where p is any positive real number. Taking p = 1 we recover Eq. (1). The limit case
p → ∞ yields a specially interesting case, since we then obtain
x ⊕ y = max(x, y).
In particular, Theorem 3 holds for the equation
xn+1 = max(xn, bn)
xn−1
, x0 > 0, x1 > 0, (5)
since, for example, in the monotone increasing case the equation bn = bn−1 + (bn − bn−1)
is replaced by bn = max(bn, bn−1), and so the product
n−1∏
i=1
(
1 + 3
bi
(bi+1 − bi)
)
is replaced by
n−1∏
i=1
max
(
1,
bi+1
bi
)
=
n−1∏
i=1
bi+1
bi
= bn
b1
 b
b1
.
Similarly, the same example of Section 2 generates solutions xn of (5) such that x5n = 3n.
We also remark that computer generated plots seem to indicate that boundedness of the
solution is closely related to periodicity properties of the sequence bn. For example, using
the sequence bn = 2 + cos(2πn/p) there appears to be a critical period p0 = 1.61657 . . .
such that the solutions are bounded in an interval (p0 < p < p0 + ε), and unbounded in
an interval (p0 − ε < p < p0). Figure 1 shows two such plots of the points (xn, xn+1) for
1 n 7000.
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After I submitted this article, I became aware of the article, Boundedness and persis-
tence of the nonautonomous Lyness and Max equations by E.A. Grove, C.M. Kent, and
G. Ladas, in J. Differ. Equations Appl. 3 (1998) (pointed out to me by V. Kocic), where un-
bounded examples similar to the one in Section 2 are described, and from which Theorem 3
can be derived.
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