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11 Introduction
The standard model (SM) has been enormously successful in describing the electroweak (EW)
and strong interactions. However, important questions remain unanswered regarding possible
extensions of the SM that incorporate new interactions and new particles. The self-interactions
of the electroweak gauge bosons comprise an important and sensitive probe of the SM, as their
form and strength are determined by the underlying SU(2) ×U(1) gauge symmetry. A pre-
cise measurement of the production of pairs of EW bosons (“diboson” events) provides direct
information on the triple gauge couplings (TGCs), and any deviation of these couplings from
their SM values would be indicative of new physics. Even if the new phenomena involve the
presence of objects that can only be produced at large energy scales, i.e., beyond the reach of the
Large Hadron Collider (LHC), they can nevertheless induce changes in the TGCs. In addition,
since diboson processes represent the primary background to the SM Higgs production, their
precise measurement is important for an accurate evaluation of Higgs boson production at the
LHC, particularly in association with gauge bosons.
Aside from γγ production, the EW Wγ and Zγ production processes at hadron colliders pro-
vide the largest and cleanest yields, as backgrounds to Wγ and Zγ production can be signif-
icantly suppressed through the identification of the massive W and Z vector bosons via their
leptonic decay modes. Measurements from LEP [1–4], the Tevatron [5–9], and from initial anal-
yses at the LHC [10–12] have already explored some of the parameter space of anomalous TGCs
(ATGCs) in Wγ and Zγ processes.
We describe an analysis of inclusive Wγ and Zγ events, collectively referred to as “Vγ” pro-
duction, based on the leptonic decays W→ eν, W→ µν, Z→ ee, and Z→ µµ, observed in pp
collisions at a center-of-mass energy of 7 TeV. The data, corresponding to an integrated lumi-
nosity L = 5.0 fb−1, were collected in 2011 with the Compact Muon Solenoid (CMS) detector at
the LHC. The previous results from pp collisions at
√
s = 7 TeV at the LHC were limited by the
statistics of the data samples, and this analysis achieves a significant improvement in precision.
Vγ production can be represented by the Feynman diagrams of Fig. 1. Three processes con-
tribute: (a) initial-state radiation, where a photon is radiated by one of the incoming virtual
partons, (b) final-state radiation, where a photon is radiated by one of the charged leptons
from V decay, and (c) TGC at the WWγ vertex in Wγ production, and the ZZγ and Zγγ ver-
tices in Zγ production. In the SM, contributions from the TGC process are expected only for
Wγ production, because neutral TGCs are forbidden at tree level [13, 14].
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Figure B.1: The LO ↵S diagrams for V  production, where V=W,Z, 
⇤. The W 
coupling occurs naturally in the SM, unlike Z . In the case of W  production the
charged lepton is radiating the photon in the FSR diagram.
The measurement of and limits on anomalous triple gauge couplings presented for
the Z  analysis were performed in tandem with the search for anomalous couplings in
the W . The same class of Feynman diagrams, Figure B.1, describes the production
of W  as for Z  with the exception that there is a naturally arising triple gauge vertex
between the W± bosons since they are charged. Instead of the couplings hZ/ i being
introduces in the vertex function, the charged anomalous triple gauge couplings are
inserted into the SM using a lagrangian approach [23], where the lagrangian is given
Figure 1: The three lowest order diagrams for Vγ production, with V corresponding to both vir-
tual and on-shell γ, W, and Z bosons. The three diagrams reflect contributions from (a) initial-
state and (b) final-state radiation and (c) TGC. The TGC diagram does not contribute at the
lowest order to SM Zγ production since photons do not couple to particles without electric
charge.
2 3 Selection of candidate events
This paper is organized as follows. Brief descriptions of the CMS detector and Monte Carlo
(MC) simulations are given in Section 2. Selection criteria used to identify the final states are
given in Section 3. Dominant backgrounds to Vγ production are described in Section 4, along
with methods used to estimate background contributions. Measurements of cross sections and
limits on ATGCs are given, respectively, in Section 5 and 6, and the results are summarized in
Section 7.
2 CMS detector and Monte Carlo simulation
The central feature of the CMS apparatus is a superconducting solenoid, which is 13 m long
and 6 m in diameter, and provides an axial magnetic field of 3.8 T. The bore of the solenoid
is instrumented with detectors that provide excellent performance for reconstructing hadrons,
electrons, muons, and photons. Charged particle trajectories are measured with silicon pixel
and strip trackers that cover all azimuthal angles 0 < φ < 2pi and pseudorapidities |η| < 2.5,
where η is defined as − ln[tan(θ/2)], with θ being the polar angle of the trajectory of the par-
ticle relative to the counterclockwise-beam direction. A lead tungstate crystal electromagnetic
calorimeter (ECAL) and a brass/scintillator hadron calorimeter (HCAL) surround the tracking
volume. Muons are identified and measured in gas-ionization detectors embedded in the steel
flux return yoke outside of the solenoid. The detector coverage is nearly hermetic, providing
thereby accurate measurements of the imbalance in momentum in the plane transverse to the
beam direction. A two-tier trigger system selects the most interesting pp collisions for use in
analyses. A more detailed description of the CMS detector can be found in Ref. [15].
The main background to Wγ and Zγ production arises from W+jets and Z+jets events, respec-
tively, in which one of the jets is misidentified as a photon. To minimize systematic uncertain-
ties associated with the modeling of parton fragmentation through MC simulation, this back-
ground is estimated from multijet events in data, as described in Section 4. The background
contributions from other processes, such as tt, γ+jets, and multijet production, are relatively
small, and are estimated using MC simulation.
The MC samples for the signal processes Wγ+ n jets and Zγ+ n jets, where n < 3, are gener-
ated with MADGRAPH v5.1.4.2 [16] and interfaced to PYTHIA v6.424 [17] for parton showering
and hadronization. The kinematic distributions for these processes are cross-checked with ex-
pectations from SHERPA v1.2.2 [18], and the predictions from the two programs are found to
agree. The signal samples are normalized to the predictions of next-to-leading-order (NLO)
quantum chromodynamics from the MCFM v6.5 generator [19, 20] using the CTEQ6.6 NLO
parton distribution functions (PDF) [21].
Backgrounds from tt, W+jets, Z+jets, WW, and γγ events are also simulated with the MAD-
GRAPH program interfaced with PYTHIA. Multijet, γ+jets, and WZ and ZZ diboson events are
generated using the stand-alone PYTHIA MC program, and have negligible impact on the anal-
ysis. All these MC event samples, generated using the CTEQ6L1 leading-order (LO) PDF [22],
are passed through a detailed simulation of the CMS detector based on GEANT4 [23], and re-
constructed with the same software that is used for data.
3 Selection of candidate events
The requirements for selecting isolated muons follow closely the standard CMS muon identifi-
cation criteria [24]. However, electron and photon selection criteria are optimized specifically
for this analysis, and are described in greater detail in the following subsections, as are the re-
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construction of transverse momentum imbalance or the “missing” transverse momentum (ET/ ),
all trigger requirements, and the selections used to enhance the purity of signal.
The presence of pileup from additional overlapping interactions is taken into account in the
analysis, and cross-checked by studying the effectiveness of the selection criteria, separately,
for small and large pileup rates in data. There are on average 5.8 overlapping interactions
per collision for low-pileup data, and 9.6 interactions for high-pileup data, which correspond,
respectively, to integrated luminosities of L ≈ 2.2 fb−1 (referred to subsequently as Run 2011A)
and to L ≈ 2.7 fb−1 (referred to as Run 2011B).
3.1 Electron identification and selection
Electrons are identified as “superclusters” (SC) of energy deposition [25] in the ECAL fidu-
cial volume that are matched to tracks from the silicon tracker. Tracks are reconstructed using a
Gaussian-sum filter algorithm that takes into account possible energy loss due to bremsstrahlung
in the tracker. The SC are required to be located within the acceptance of the tracker (|η| < 2.5).
Electron candidates in the transition regions between the central barrel (EB) and the endcap
(EE) sections of the ECAL (1.4442 < |η| < 1.566) have reduced efficiency, and are therefore
excluded. The reconstructed electron tracks are required to have hits observed along their tra-
jectories in all layers of the inner tracker. Electron candidates must have pT > 35 and >20 GeV
for the Wγ and Zγ analyses, respectively.
Particles misidentified as electrons are suppressed through the use of an energy-weighted
width quantity in pseudorapidity (σηη) that reflects the dispersion of energy in η (“shower
shape”) in a 5× 5 matrix of the 25 crystals centered about the crystal containing the largest en-
ergy in the SC [25]. The σηη parameter is defined through a mean η¯ = ∑ ηiwi/∑wi as follows:
σ2ηη =
∑ (ηi − η¯)2 wi,
∑wi
, i = 1, . . . , 25, (1)
where the sum runs over all the elements of the 5× 5 matrix, and ηi = 0.0174ηˆi, with ηˆi denoting
the η index of the ith crystal; the individual weights wi are given by 4.7+ ln(Ei/ET), unless any
of the wi are found to be negative, in which case they are set to zero. In the ensuing analysis,
the value of σηη is required to be consistent with expectations for electromagnetic showers, and
the discriminant is used to suppress background as well as to assess contribution from signal
and background in fits to the data discussed in Section 4.1.1.
In addition, the η and φ coordinates of the track trajectories extrapolated to the ECAL are
required to match those of the SC, and limits are imposed on the amount of HCAL energy
deposited within a cone of ∆R < 0.15 relative to the axis of the ECAL cluster. To reduce
background from γ → e+e− conversions in the tracker material, the electron candidates are
required to have no “partner” tracks within 2 mm of the extrapolated point in the transverse
plane where both tracks are parallel to each other (near the hypothesized point of the photon
conversion), and the difference in the cotangents of their polar angles must satisfy |∆ cot θ| >
0.02. To ensure that an electron trajectory is consistent with originating from the primary inter-
action vertex, taken to be the one with the largest scalar sum of the p2T of its associated tracks in
the case of multiple vertices, the distances of closest approach are required to be |dz| < 0.1 cm
and |dT| < 0.02 cm for the longitudinal and transverse coordinates, respectively.
To reduce background from jets misidentified as electrons, the electron candidates are required
to be isolated from other energy depositions in the detector. The electron selection criteria are
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obtained by optimizing signal and background levels using simulated samples. This optimiza-
tion is done separately for the EB and EE sections. Different criteria are used for the Wγ→ eνγ
and Zγ→ eeγ channels because of the different trigger requirements and relative background
levels. For the Zγ analysis, a relative isolation parameter (Ir) is calculated for each electron
candidate through a separate sum of scalar pT in the ECAL, HCAL, and tracker (TRK), all de-
fined relative to the axis of the electron, but without including its pT, within the spatial cone
∆R =
√
(∆φ)2 + (∆η)2 < 0.3. This sum, reduced by ρ × pi × 0.32 to account for the pileup
contributions to the isolation parameter, and divided by the pT of the electron candidate, de-
fines the Ir for each subdetector. Here ρ is the mean energy (in GeV) per unit area of (η, φ) for
background from pileup, computed event by event using the FASTJET package [26].
The Wγ analysis uses individual Ir contributions from the three subdetectors. Also, to mini-
mize the contributions from Zγ events, a less restrictive selection is applied to the additional
electron. The efficiencies for these criteria are measured in Z→ ee data and in MC simulation,
using the “tag-and-probe” technique of Ref. [27]. An efficiency correction of ≈3% is applied to
the MC simulation to match the performance observed in data.
3.2 Photon identification and selection
Photon candidates in the fiducial volume of the ECAL detector are reconstructed as SC with
efficiencies very close to 100% for pγT > 15 GeV, as estimated from MC simulation. The pho-
ton energy scale is measured using Z → µµγ events, following the “PHOSPHOR” procedure
described in Ref. [28].
As in the previous CMS analysis of Vγ final states [11], we reduce the rate of jets misrecon-
structed as photons by using stringent photon identification criteria, including isolation and
requirements on shapes of electromagnetic (EM) showers. In particular, (i) the ratio of HCAL
to ECAL energies deposited within a cone of ∆R = 0.15 relative to the axis of the seed ECAL
crystal must be < 0.05, (ii) the value of σηη must be < 0.011 in the barrel and < 0.030 in the
endcap, and (iii) to reduce background from misidentified electrons, photon candidates must
have no associated tracks in the pixel detector.
However, unlike in the previous analysis [11], the pileup conditions during Run 2011 require
modifications to photon isolation criteria to achieve reliable modeling of pileup effects. The
scalar sum of transverse momenta of all the tracks found in the annulus 0.05 < ∆R < 0.4
around each photon candidate is therefore required to have pTRKT < 2 GeV+ 0.001× pγT + Aeff×
ρ, where Aeff is the effective area used to correct each photon shower for pileup. This procedure
ensures that the isolation requirement does not exhibit a remaining dependence on pileup.
For each photon candidate, the scalar sum of the pT deposited in the ECAL in an annulus
0.06 < ∆R < 0.40, excluding a rectangular strip of ∆η × ∆φ = 0.04× 0.40 to reduce the impact
of energy leakage from any converted γ → e+e− showers, is computed. The isolation in the
ECAL is required to have pECALT < 4.2 GeV + 0.006× pγT + Aeff × ρ, and, finally, the isolation
criterion in the HCAL is pHCALT < 2.2 GeV+ 0.0025× pγT + Aeff× ρ. The expected values of Aeff
are defined by the ratio of slopes obtained in fits of the isolation and ρ parameters to a linear
dependence on the number of vertices observed in data. These are summarized in Table 1,
separately for the three isolation parameters, calculated for EM showers observed in the barrel
and endcap regions of the ECAL.
To estimate the efficiency of requirements on the shape and isolation of EM showers, we use
the similarity between photon and electron showers and a tag-and-probe technique in which
one of the electrons from Z → ee decay is required to pass more stringent electron criteria, to
check whether its partner electron satisfies the photon selection criteria when the requirement
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Table 1: The values of Aeff, in units of ∆η × ∆φ, used to correct contributions from pileup
to the summed pT accompanying photon candidates in the tracker and the two calorimeters,
separately for photons observed in the barrel and endcap regions of the ECAL.
Isolation Barrel Endcap
Tracker 0.0167 0.032
ECAL 0.183 0.090
HCAL 0.062 0.180
of not having a hit in the pixel detector is ignored. The results for data and MC simulation, as
a function of pγT and η
γ, are shown in Fig. 2. The efficiencies obtained using generator-level in-
formation in Z→ ee and in γ+jets simulations are also shown in Fig. 2. The difference between
these efficiencies is taken as an estimate of systematic uncertainty in the photon-identification
efficiency, based on results from Z → ee data. The ratios of efficiency in data to that in simu-
lation, both measured by the tag-and-probe method (squares), and efficiency in Z → ee sim-
ulation to that in the γ+jets simulation obtained from generator-level information (triangles),
as a function of pT, integrated over the full range of η, are shown in Fig. 3. We find that the
efficiencies in data and MC simulation agree to within 3% accuracy. As for the case of electrons
and muons, we reweight the simulated events to reduce the residual discrepancy in modeling
efficiency as a function of pγT and η
γ.
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Figure 2: Efficiency of photon selection, as a function of (a) photon transverse momentum and
(b) photon pseudorapidity.
The efficiency of the pixel veto is obtained from Z → µµγ data, where the photon arises from
final-state radiation. The purity of such photon candidates is estimated to exceed 99.6%, and
they are therefore chosen for checking photon-identification efficiency, energy scale, and energy
resolution. We find that the efficiency of the pixel veto corresponds to 97% and 89% for photons
in the barrel and endcap regions of the ECAL, respectively.
3.3 Muon identification and selection
Muons are reconstructed offline by matching particle trajectories in the tracker and the muon
system. The candidates must have pT > 35 and > 20 GeV for the Wγ and Zγ analyses, re-
spectively. We require muon candidates to pass the standard CMS isolated-muon selection
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Figure 3: Ratio of efficiencies for selecting photons in data relative to MC simulation, obtained
through the tag-and-probe method, and the ratio of electron to photon efficiencies, obtained at
the MC generator level, with both sets of ratios given as a function of the transverse momentum
of the photon.
criteria [24], with minor changes in requirements on the distance of closest approach of the
muon track to the primary vertex. We require |dz| < 0.1 cm, in the longitudinal direction, and
|dT| < 0.02 cm, in the transverse plane. The efficiencies for these criteria are measured in data
and in MC simulation using a tag-and-probe technique applied to Z → µµ events. An effi-
ciency correction of ≈3% is also applied to the MC simulation to match the performance found
in muon data.
3.4 Reconstruction of ET/
Neutrinos from W → `ν decay are not detected directly, but give rise to an imbalance in re-
constructed transverse momentum in an event. This quantity is computed using objects recon-
structed with the particle-flow algorithm [29], which generates a list of four-vectors of particles
based on information from all subsystems of the CMS detector. The ET/ for each event is de-
fined by the magnitude of the vector sum of the transverse momenta of all the reconstructed
particles.
3.5 Trigger requirements
The Wγ → `νγ and Zγ → ``γ events are selected using unprescaled, isolated-lepton trig-
gers. The pT thresholds and isolation criteria imposed on lepton candidates at the trigger level
changed with time to accommodate the instantaneous luminosity, and are less stringent than
the offline requirements.
For the Wγ→ eνγ channel, we use an isolated, single-electron trigger, requiring electrons with
|η| < 3, and a pT threshold of 32 GeV, except for the first part of Run 2011A (L = 0.2 fb−1), where
the threshold is 27 GeV. In addition, for the last part (L = 1.9 fb−1) of Run 2011A and the entire
Run 2011B, a selection is implemented on the transverse mass (MWT ) of the system consisting
of the electron candidate and the ET/ , requiring MWT =
√
2p`TET/ (1− cos∆φ(`, ET/ )) > 50 GeV,
where ∆φ is the angle between the p`T and the ET/ vectors. The trigger used for the Zγ → eeγ
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events requires two isolated electron candidates with pT thresholds of 17 GeV on the leading
(highest-pT) candidate and 8 GeV on the trailing candidate.
The trigger for Wγ → µνγ events requires an isolated muon with pT > 30 GeV and |η| < 2.1.
The dimuon trigger used to collect Zγ → µµγ events does not require the two muons to be
isolated, and has coverage for |η| < 2.4. For most of the data, the muon pT thresholds are
13 GeV for the leading and 8 GeV for the trailing candidates. For the first part of Run 2011A
(L = 0.2 fb−1) and for most of the remaining data, these thresholds are 7 GeV for each muon
candidate, except for the last part of Run 2011B (L = 0.8 fb−1), where these increase to 17 and
8 GeV, respectively.
3.6 Wγ event selections
The Wγ → `νγ process is characterized by a prompt, energetic, and isolated lepton, a prompt
isolated photon, and significant ET/ that reflects the escaping neutrino. Both electrons and
muons are required to have pT > 35 GeV, and photons to have pT > 15 GeV. The maximum
allowed |η| values for electrons, photons, and muons are 2.5, 2.5, and 2.1, respectively. We re-
quire the photon to be separated from the lepton by ∆R(`,γ) > 0.7. To minimize contributions
from Zγ → ``γ production, we reject events that have a second reconstructed lepton of the
same flavor. This veto is implemented only for electrons that have pT > 20 GeV, |η| < 2.5, and
pass looser electron selections, and for muons that have pT > 10 GeV and |η| < 2.4.
To suppress background processes without genuine ET/ , we require events to have MWT >
70 GeV. We find that the simulation of the distribution in ET/ is well modeled, but we apply
a small efficiency correction to reduce the residual disagreement. The efficiencies of the MWT
selection in data and simulation agree at the 1% level. The full set of `νγ selections yield 7470
electron and 10 809 muon candidates in the data. The selection criteria used to define the Wγ
sample are summarized in Table 2.
3.7 Zγ event selections
Accepted Zγ events are characterized by two prompt, energetic, and isolated leptons, and an
isolated prompt photon. Both electrons and muons are required to have pT > 20 GeV, and
the photons to have pT > 15 GeV. The maximum |η| values for accepted electrons, photons,
and muons are 2.5, 2.5, and 2.4, respectively. We require photons to be separated from leptons
by imposing a ∆R(`,γ) > 0.7 requirement. Finally, the invariant mass of the two leptons is
required to satisfy m`` > 50 GeV. Applying all these selections yields 4108 Zγ→ eeγ and 6463
Zγ → µµγ candidates. The selection criteria used to define the Zγ sample are summarized in
Table 2.
Table 2: Summary of selection criteria used to define the Wγ and Zγ samples.
Selection Wγ→ eνγ Wγ→ µνγ Zγ→ eeγ Zγ→ µµγ
Trigger single electron single muon dielectron dimuon
p`T (GeV) >35 >35 >20 >20
|η`| EB or EE <2.1 EB or EE <2.4
pγT (GeV) >15 >15 >15 >15|ηγ| EB or EE EB or EE EB or EE EB or EE
∆R(`,γ) >0.7 >0.7 >0.7 >0.7
MWT (GeV) >70 > 70
m`` (GeV) >50 >50
Other criterion only one lepton only one lepton
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4 Background estimates
The dominant background for both Wγ and Zγ production arises from events in which jets,
originating mostly from W+jets and Z+jets events, respectively, are misidentified as photons.
We estimate the background from these sources as a function of pγT using the two methods
described in Section 4.1.
For the Wγ channel, a second major background arises from Drell–Yan (qq → `+`−) and EW
diboson production, when one electron is misidentified as a photon. This background is esti-
mated from data as described in Section 4.2.
Other backgrounds to Vγ processes include (i) jets misidentified as leptons in γ+jet production,
(ii) Vγ events, with V decaying into τν or ττ, and subsequently τ → `νν, (iii) ttγ events, and
(iv) Zγ events, where one of the leptons from Z decay is not reconstructed properly. All these
backgrounds are small relative to the contribution from V+jets, and are estimated using MC
simulation.
4.1 Jets misidentified as photons
4.1.1 Template method
The template method relies on a maximum-likelihood fit to the distribution of σηη in data to
estimate the background from misidentified jets in the selected Vγ samples. The fit makes
use of the expected distributions (“templates”) for genuine photons and misidentified jets. For
isolated prompt photons, the σηη distribution is very narrow and symmetric, while for photons
produced in hadron decays, the σηη distribution is asymmetric, with a slow falloff at large
values. The distribution in σηη for signal photons is obtained from simulated Wγ events. The
σηη distribution of electrons from Z boson decays in data is observed to be shifted to smaller
values relative to simulated events. The shift is 0.9×10−4 and 2.0×10−4 for the EB and EE
regions, respectively, and corresponds to 1% and 0.8% shifts in the average of the simulated
photon σηη values, which are corrected for the shift relative to data.
The σηη templates for background are defined by events in a background-enriched isolation
sideband of data. These photon candidates are selected using the photon identification cri-
teria described in Section 3.2, but without the σηη selection, and with inverted TRK isolation
requirements: (i) 2 GeV < pTRKT − 0.001 × pγT − 0.0167 × ρ < 5 GeV, for |ηγ| < 1.4442, and
(ii) 2 GeV < pTRKT − 0.001× pγT − 0.0320× ρ < 3 GeV, for 1.566 < |ηγ| < 2.5. These require-
ments ensure that the contributions from genuine photons are negligible, while the isolation
requirements remain close to those used for selection of photons and thereby provide jets with
large EM energy fractions that have properties similar to those of genuine photons. We observe
that σηη is largely uncorrelated with the isolation parameter in simulated multijet events, so that
the distribution observed for background from jets that are misidentified as photons (i.e., with
inverted tracker isolation criteria) is expected to be the same as that for jets misidentified as
isolated photons.
Because of the MWT requirement in selected Wγ events, the presence of significant ET/ can bias
the estimation of the background. We therefore investigate possible correlations between the
distribution in σηη for background events and the projection of ET/ along the pT of jets misiden-
tified as photons. In particular, we define σηη templates for background using events in data
with ET/ > 10 GeV and with the direction of the ET/ vector along the photon-like jet. The esti-
mated systematic uncertainty is obtained from the smallest bin in pγT (15 < p
γ
T < 20 GeV), as
this is the bin that contains most of the background (Fig. 4) and corresponds to the largest con-
trol sample for input to the σηη template representing the background. Based on the modified
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templates, we assign a systematic uncertainty that reflects the largest discrepancy relative to
the nominal yield, which is found to be 13% and 7% for the barrel and endcap, respectively.
A more detailed discussion of systematic uncertainties in the background estimate is given in
Section 5.4.
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Figure 4: Fit to the σηη distribution for photon candidates with 15 < p
γ
T < 20 GeV in data with
signal and background templates in the (a) barrel and (b) endcaps.
The systematic uncertainty in electron misidentification is estimated through changes made in
the modeling of signal and background, the electron and photon energy resolutions, and the
distributions for pileup in MC simulations.
The function fitted to the observed distribution of σηη is the sum of contributions from signal
(S) and background (B):
NSS(σηη) + NBB(σηη) = N
[
NS
N
S(σηη) +
(
1− NS
N
)
B(σηη)
]
, (2)
where N, NS, and NB are the total number of events and the numbers of signal and background
candidates in data for any given bin of pγT, respectively. The S(σηη) and B(σηη) represent the
expected signal and background distributions in σηη . These distributions are smoothed using a
kernel-density estimator [30], or through direct interpolation when the statistical uncertainties
are small, which makes it possible to use unbinned fits to the data in regions where statistics are
poor, while preserving the good performance of the fit. The fit is calculated using an unbinned
extended likelihood L and minimizes − ln L as a function of the signal fraction fS = NS/N:
− ln L = (NS + NB)− ln[ fSS(σηη) + (1− fS)B(σηη)]. (3)
4.1.2 Ratio method
We use a second method, referred to as the “ratio method,” to infer the V+jets background as
a cross-check of the results obtained with the template method at large pγT, where the template
method is subject to larger statistical uncertainties. The ratio method uses γ+jets and multijet
data to extract the misidentification rate, taking into account the quark/gluon composition of
the jets in V+jets events.
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The ratio method exploits a category of jets that have properties similar to electromagnetic ob-
jects in the ECAL, and are called photon-like jets. Photon-like jets are jets selected through the
presence of photons that pass all photon selection criteria, but fail either the photon isolation
or σηη requirements. However, these kinds of jets are still more isolated and have higher EM
fractions than most generic jets.
The ratio method provides a ratio Rp of the probability for a jet to pass photon selection cri-
teria to that of passing photon-like requirements. Once Rp is known, the number of jets that
satisfy the final photon selection criteria (NV+jets) can be estimated as the product of Rp and the
number of photon-like jets in data.
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Figure 5: The Rp ratio (described in text) as a function of the pT of photon candidates for
the barrel region of the ECAL in γ+jets and multijet data. The difference in Rp values for
the two processes is attributed to the fact that jets in γ+jets events are dominated by quark
fragmentation, while jets in multijet events are dominated by gluon fragmentation.
We measure Rp separately for each p
γ
T bin of the analysis both for the barrel and endcap regions
of the ECAL, using “diphoton” events, defined by the presence of either two photon candidates
that pass the final photon selections, or that have one photon candidate that passes the final se-
lections and one that passes only photon-like jet selections. To reduce correlations induced by
the diphoton production kinematics, we require that the photons corresponding to each dipho-
ton candidate be in the same η region and pγT bin. A two-dimensional fit is performed based on
templates of distributions in σηη of each photon candidate to estimate Rp, and thereby subtract
the contribution from genuine photons to the photon-like jet yield. As only 5–10% of genuine
photons in multijet events pass photon-like jet requirements, we correct the distribution in Rp
using MC simulation of multijet events, and check the correction through Z → ee data and
simulation.
The observed Rp values for the barrel region of the ECAL are given in Fig. 5 as a function
of pγT. The difference between the two sets of Rp values extracted in different ways indicates
the sensitivity of the method to whether the photon-like jet originates from hadronization of a
quark or a gluon. We use the simulation of the gluon-to-quark jet ratio in W+jets and Z+jets
events to correct Rp as a function of the pT of the photon-like jet. We find the predictions from
the ratio method to be consistent with those from the template method, and consider their
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difference as an additional source of systematic uncertainty in the analysis.
4.2 Background from electrons misidentified as photons in `νγ events
The criterion that differentiates electrons from photons is the presence in the pixel detector
of a track that is associated with a shower in the ECAL. We use Z → ee data to measure
the probability (Pe→γ) for an electron not to have a matching track by requiring one of the
electrons to pass stringent electron identification criteria, and then by checking how often the
other electron passes the full photon selection criteria, including the requirement of having no
associated track in the pixel detector. Fitting to the m`` distribution using a convolution of
Breit–Wigner and “Crystal Ball” [31] functions to describe the signal and a falling exponential
function for background, we obtain the probability for an electron to have no associated track
as Pe→γ = 0.014± 0.003 (syst.) and 0.028± 0.004 (syst.) for the barrel and the endcap regions,
respectively.
To estimate the background from sources where an electron is misidentified as a photon in the
µνγ channel, we select events that pass all event selection criteria except that the presence of
a track in the pixel detector associated with the photon candidate is ignored. The contribution
from genuine electrons misidentified as photons can therefore be calculated as
Ne→γ = Nµνe × Pe→γ1− Pe→γ , (4)
where Ne→γ is the background from misidentified electrons and Nµνe is the number of events
selected without any requirement on the pixel track. The systematic uncertainties associated
with this measurement are discussed in detail in Section 5.4.
The background in the eνγ channel is dominated by Z+jets events, where one of the electrons
from Z → ee decays is misidentified as a photon. To estimate the Z → ee contribution to
the Wγ → eνγ signal, we apply the full selection criteria and fit the invariant mass of the
photon and electron candidates with a Breit–Wigner function convolved with a Crystal Ball
function for the Z boson, and an exponential form for the background. Contributions to eνγ
events from other sources with genuine electrons misidentified as photons (e.g., tt+jets and
diboson processes) are estimated using MC simulation, in which a photon candidate is matched
spatially to the generator-level electron.
4.3 Total background
The background from jets that are misidentified as photons is summarized as a function of pT
of the photon in Table 3 for `νγ events and in Table 4 for ``γ events, and the sums are listed
as NW+jetsB in Table 5 and as N
Z+jets
B in Table 6. The background from electrons in selected
`νγ events that are misidentified as photons, NeeXB , is summarized in Table 3 for both eνγ and
µνγ channels. The NotherB in Tables 5 and 6 indicates the rest of the background contributions
estimated from simulation. For the eνγ channel, the largest contribution to NotherB (53%) is from
Zγ events, and the next largest is from γ+jets with a contribution of 33%. For the µνγ channel,
the dominant background to NotherB is from Zγ, with a contribution of 84%. All the specific
parameters will be discussed in more detail in Sections 5.4–5.6.
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Table 3: Yield of misidentified photons from jets in W+jets events and their symmetrized asso-
ciated systematic uncertainties as a function of pγT in the Wγ → `νγ analyses. The results are
specified in the second column by the numbers of events expected in the eνγ and µνγ channels,
and by the uncertainties from each of the sources in the rest of the columns.
Systematic uncertainties on yields (eνγ/µνγ)
pγT Yield from Shape of Shape of Sampling of Correlation of Diff. between
(GeV) W+jets events γ shower jet shower distributions γ and ET/ jet→ γ predictions
15–20 1450 / 2760 9.3 / 21 83 / 159 19 / 36 130 / 250
20–25 650 / 1100 5.2 / 20 37 / 63 11 / 19 54 / 94
25–30 365 / 520 3.7 / 9.4 21 / 30 9.4 / 14 33 / 43
30–35 220 / 330 10.5 / 3.3 12 / 19 7.5 / 11 19 / 29
35–40 160 / 200 3.4 / 2.8 10 / 12 6.2 / 7.9 14 / 16
40–60 220 / 270 3.5 / 0.7 19 / 23 5.1 / 6.3 19 / 24 22 / 4.4
60–90 77 / 100 1.4 / 0.9 10 / 13 3.0 / 3.8 6.6 / 8.5 7.7 / 1.6
90–120 26 / 21 2.0 / 2.3 5.3 / 4.1 0.9 / 0.9 2.4 / 1.8 2.6 / 0.4
120–500 15 / 38 4.3 / 2.1 7.6 / 26 1.1 / 0.7 1.0 / 3.9 1.5 / 0.6
Totals 3180 / 5350 17 / 30 98 / 179 27 / 45 280 / 470 34 / 7.0300 / 510
Table 4: Yield of misidentified photons from jets in Z+jets events and their symmetrized asso-
ciated systematic uncertainties as a function of pγT in the Zγ → ``γ analyses. The results are
specified by the numbers of events expected in the eeγ and µµγ channels, and by the uncer-
tainties from each of the sources.
Systematic uncertainties on yields (eeγ/µµγ)
pγT Yield from Shape of Shape of Sampling of Diff. between
(GeV) Z+jets events γ shower jet shower distributions jet→ γ prediction
15–20 460 / 710 11 / 50 27 / 41 6.4 / 16
20–25 200 / 310 6.8 / 23 11 / 18 3.7 / 6.7
25–30 82 / 130 3.7 / 7.6 4.7 / 7.6 2.3 / 3.0
30–35 51 / 82 2.8 / 10 2.9 / 4.7 1.9 / 1.8
35–40 46 / 54 3.0 / 4.0 2.6 / 3.6 1.8 / 1.2
40–60 40 / 72 3.8 / 11 2.3 / 5.8 0.9 / 1.5 11 / 9.5
60–90 18 / 25 3.0 / 6.5 1.1 / 3.6 0.7 / 0.6 4.8 / 3.2
90–120 0.0 / 14 0.0 / 3.8 0.0 / 1.9 0.0 / 0.3 0.0 / 4.4
120–500 5.3 / 6.6 4.6 / 13 0.4 / 1.4 0.1 / 0.2 1.4 / 3.6
Totals 910 / 1400
16 / 59 30 / 46 8.3 / 18 17 / 12
38 / 77
Table 5: Summary of parameters used in the measurement of the Wγ cross section.
Parameter eνγ channel µνγ channel
N`νγ 7470 10 809
NW+jetsB 3180± 50 (stat.)± 300 (syst.) 5350± 60 (stat.)± 510 (syst.)
NeeXB 690± 20 (stat.)± 50 (syst.) 91± 1 (stat.)± 5 (syst.)
NotherB 410± 20 (stat.)± 30 (syst.) 400± 20 (stat.)± 30 (syst.)
N`νγS 3200± 100 (stat.)± 320 (syst.) 4970± 120 (stat.)± 530 (syst.)
AS 0.108± 0.001 (stat.) 0.087± 0.001 (stat.)
AS · eMC (Wγ→ `νγ) 0.0187± 0.0010 (syst.) 0.0270± 0.0014 (syst.)
ρeff 0.940± 0.027 (syst.) 0.990± 0.025 (syst.)
L ( fb−1) 5.0± 0.1 (syst.) 5.0± 0.1 (syst.)
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Table 6: Summary of parameters used in the measurement of the Zγ cross section.
Parameter eeγ channel µµγ channel
N``γ 4108 6463
NZ+jetsB 910± 50 (stat.)± 40 (syst.) 1400± 60 (stat.)± 80 (syst.)
NotherB 40± 3 (stat.) 24± 2 (stat.)
N``γS 3160± 80 (stat.)± 90 (syst.) 5030± 100 (stat.)± 210 (syst.)
AS 0.249± 0.001 (stat.) 0.286± 0.001 (stat.)
AS · eMC (Zγ→ ``γ) 0.1319± 0.0018 (syst.) 0.1963± 0.0013 (stat.)
ρeff 0.929± 0.047 (syst.) 0.945± 0.016 (syst.)
L ( fb−1) 5.0± 0.1 (syst.) 5.0± 0.1 (syst.)
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5.1 The Wγ process and radiation-amplitude zero
For photon transverse momenta>15 GeV and angular separations between the charged leptons
and photons of ∆R > 0.7, the Wγ production cross section at NLO for each leptonic decay
channel is expected to be 31.8± 1.8 pb [19, 20]. This cross section point is used to normalize
the pγT distributions for the signal in Fig. 6, which shows good agreement of the data with the
expectations from the SM.
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Figure 6: Distributions in pγT for Wγ candidate events in data, with signal and background MC
simulation contributions to (a) Wγ→ eνγ and (b) Wγ→ µνγ channels shown for comparison.
The three leading-order Wγ production diagrams in Fig. 1 interfere with each other, resulting
in a vanishing of the yield at specific regions of phase space. Such phenomena are referred
to as radiation-amplitude zeros (RAZ) [32–36], and the effect was first observed by the D0
Collaboration [6] using the charge-signed rapidity difference Q`×∆η between the photon can-
didate and the charged lepton candidate from W → `ν decays [37]. In the SM, the minimum
is at Q` × ∆η = 0 for pp collisions. Anomalous Wγ contributions can affect the distribution
in Q` × ∆η and make the minimum less pronounced. The differential yield as a function of
charge-signed rapidity difference, shown in Fig. 7(a) for Wγ events normalized to the yield of
signal in data, is obtained with the additional requirements of having no accompanying jets
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with pT > 30 GeV and a transverse three-body mass, or cluster mass [37], of the photon, lepton,
and ET/ system > 110 GeV. The three body mass MT(`γET/ ) is calculated as
MT(`γET/ )2 =
[
(M2`γ + |pT(γ) + pT(`)|2)1/2 + ET/
]2 − |pT(γ) + pT(`) + ET/ |2, (5)
where M`γ denotes the invariant mass of the `γ system, and pT(i), i = γ, `, and ET/ are the pro-
jections of the photon, lepton, and ET/ vectors on the transverse plane, respectively. Figure 7(b)
shows the background-subtracted data. The shaded bars indicate statistical and systematic
uncertainties on the MC prediction. The distributions demonstrate the characteristic RAZ ex-
pected for Wγ production. Both figures indicate no significant difference between data and
expectations from SM MC simulations.
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Figure 7: Charge-signed rapidity difference Q` × ∆η between the photon candidate and a lep-
ton for Wγ candidates in data (filled circles) and expected SM signal and backgrounds (shaded
regions) normalized to (a) data, and (b) background-subtracted data. The hatched bands illus-
trate the full uncertainty in the MC prediction.
5.2 The Zγ process
The cross section for Zγ production at NLO in the SM, for pγT > 15 GeV, ∆R(`,γ) > 0.7 between
the photon and either of the charged leptons from the Z → `+`− decay, and m`` > 50 GeV, is
predicted to be 5.45± 0.27 pb [19, 20]. After applying all selection criteria, the pγT distributions
for data and contributions expected from MC simulation are shown for eeγ and µµγ final states
in Figs. 8(a) and (b), respectively. Again, good agreement is found between data and the SM
predictions.
5.3 Production cross sections
The cross section for any signal process of interest can be written as
σS =
NS
AS · eS · L , (6)
where NS is the number of observed signal events, AS is the geometric and kinematic accep-
tance of the detector, eS is the selection efficiency for signal events in the region of acceptance,
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Figure 8: Distributions in pγT for Zγ candidate events in data, with signal and background MC
simulation contributions to (a) Zγ→ eeγ and (b) Zγ→ µµγ channels shown for comparison.
and L is the integrated luminosity. The value of AS in our analyses is calculated through MC
simulation, and is affected by the choice of PDF and other uncertainties of the model, while
the value of eS is sensitive to uncertainties in the simulation, triggering, and reconstruction. To
reduce uncertainties in efficiency, we apply corrections to the efficiencies obtained from MC
simulation, which reflect ratios of efficiencies ρeff = edata/eMC obtained by measuring the effi-
ciency in the same way for data and simulation. The product AS × eS can then be replaced by
the product FS × ρeff, where FS ≡ AS × eMC corresponds to the fraction of generated signal
events selected in the simulation.
Equation (6) can therefore be rewritten as
σS =
N − NB
FS · ρeff · L, (7)
in which we replace the number of signal events NS by subtracting the estimated number of
background events NB from the observed number of selected events N.
We calculate FS using MC simulation, with FS defined by Naccept/Ngen, where Naccept is the
number of signal events that pass all selection requirements in the MC simulation of signal,
and Ngen is the number of MC generated events restricted to p
γ
T > 15 GeV and ∆R(`,γ) > 0.7,
for Wγ, and with an additional requirement, m`` > 50 GeV, for Zγ .
5.4 Systematic uncertainties
Systematic uncertainties are grouped into five categories. The first group includes uncertainties
that affect the signal, such as uncertainties on lepton and photon energy scales. We change the
electron energy scale in data by its estimated uncertainty of 0.5% in barrel and 3% in endcaps,
to gauge the contribution from the calibration of the ECAL detector. For the muon channel, the
muon momentum is changed by 0.2%. For photons, we change the energy by 1% and 3% in the
EB and EE region, respectively. The systematic effect on the measured cross section is obtained
by reevaluating NS for such changes in each source of systematic uncertainty. To extract the
systematic effect of the energy scale on the signal yield, the data-driven background estimation
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is performed using signal and background templates modified to use the varied energy scale.
This ensures that migrations of photons and misidentified photon-like jets across the low-pγT
boundaries are properly taken into account for this systematic uncertainty.
In the second group, we combine uncertainties that affect the product of the acceptance, recon-
struction, and identification efficiencies of final state objects, as determined from simulation.
These include uncertainties in the lepton and photon energy resolution, effects from pileup, and
uncertainties in the PDF. The uncertainty in the product of acceptance and efficiency (AS × eS)
is determined from MC simulation of the Vγ signal and is affected by the lepton and photon
energy resolution through the migration of events in and out of the acceptance. The electron
energy resolution is determined from data using the observed width of the Z boson peak in the
Z → ee events, following the same procedure as employed in Ref. [38]. To estimate the effect
of electron resolution on AS× eS, each electron candidate’s energy is smeared randomly by the
energy resolution determined from data, before applying the standard selections. The photon
energy resolution is determined simultaneously with the photon energy scale from data, fol-
lowing the description in Ref. [28]. The systematic effect of photon resolution on AS × eS is
calculated by smearing the reconstructed photon energy in simulation to match that in data.
The number of pileup interactions per event is estimated from data using a convolution pro-
cedure that extracts the estimated pileup from the instantaneous bunch luminosity. The total
inelastic pp scattering cross section is used to estimate the number of pileup interactions ex-
pected in a given bunch crossing, with a systematic uncertainty from modeling of the pileup
interactions obtained by changing the total inelastic cross section within its uncertainties [39]
to determine the impact on AS × eS. The uncertainties from the choice of PDF are estimated
using the CTEQ6.6 PDF set [21]. The uncertainty in the modeling of the signal is taken from
the difference in acceptance between MCFM and MADGRAPH predictions.
The third group of uncertainties includes the systematic sources affecting the relative ρeff cor-
rection factors for efficiencies of the trigger, reconstruction, and identification requirements in
simulations and data. Among these sources are the uncertainties in lepton triggers, lepton and
photon reconstruction and identification, and ET/ for the Wγ process. The uncertainties in lep-
ton and photon efficiencies are estimated by changing the modeling of background and the
range of the fits used in the tag-and-probe method.
The fourth category of uncertainties comprises the contributions from background. These are
dominated by uncertainties in estimating the W+jets and Z+jets backgrounds from data. The
difference in σηη distributions between data and simulated events (Section 4.1.1) is attributed
to systematic uncertainties in signal templates, which are used to calculate the background es-
timate and measure its effect on the final result. To infer the background from photon-like jets
that pass full photon-isolation criteria, we use the σηη distributions obtained by reversing the
original isolation requirement for the tracker. The possible correlation of σηη with tracker iso-
lation, and a contribution from genuine photons that pass the reversed isolation requirement,
can cause bias in the estimation of background. The first issue is investigated by comparing
the sideband and true σηη distributions in simulated multijets events, where genuine photons
can be distinguished from jets. The resulting bias on the background estimation is shown by
the open circles in Fig. 9. The second issue, concerning the contamination of the background
template by signal, is investigated by comparing the sideband σηη distributions of simulated
samples, both with and without admixtures of genuine photons. The results of the bias studies
are shown by the open squares in Fig. 9, and the overall effect, given by the filled black circles,
is found to be small.
Since smoothing is used to define a continuous function for describing the σηη distribution for
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Figure 9: Bias in the background contamination related to the background templates for σηη , as
a function of pγT, for the (a) barrel and (b) endcap regions of ECAL.
background, the effect of statistical sampling of the background probability density requires
an appreciation of the features of the underlying distribution. This is studied as follows. The
simulation is used to generate a distribution for background, which can be used to generate a
template. These new distributions are also smoothed, and used to fit the background fraction
in data. The results of fits using each such distribution are saved, and the standard deviation
associated with the statistical fluctuation in the template is taken as a systematic uncertainty.
The systematic uncertainties from different inputs in the estimation of background from W+jets
and Z+jets events were shown in Table 3 and 4, respectively.
The uncertainties in background from electrons misidentified as photons in Wγ candidate
events are estimated by taking the difference in Pe→γ between the measurement described in
Section 4.2 and that obtained using a simple counting method. The uncertainties for lesser
contributions to background are defined by the statistical uncertainties in the samples used for
their simulation. Finally, the systematic uncertainty in the measured integrated luminosity is
2.2% [40].
5.5 Wγ cross section
In the summary of parameters used in the measurement of the pp → Wγ cross sections listed
in Table 5, N`νγ is the number of observed events, N`νγS is the number of observed signal events
after background subtraction, and AS × eS, ρeff, and L are described in Section 5.3. A summary
of all systematic uncertainties in the measured Wγ cross sections is given in Table 7, separately
for electron and muon channels.
The measured cross sections are
σ(pp→Wγ)×B(W→ eν) = 36.6± 1.2 (stat.)± 4.3 (syst.)± 0.8 (lum.) pb,
σ(pp→Wγ)×B(W→ µν) = 37.5± 0.9 (stat.)± 4.5 (syst.)± 0.8 (lum.) pb.
The mean of these cross sections, obtained using a best linear unbiased estimator (BLUE) [41],
is
σ(pp→Wγ)×B(W→ `ν) = 37.0± 0.8 (stat.)± 4.0 (syst.)± 0.8 (lum.) pb.
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Table 7: Summary of systematic uncertainties in the measurement of Wγ cross section, sep-
arated into the main groups of sources for the eνγ and µνγ channels. “n/a” stands for “not
applicable”.
eνγ µνγ
Source (Group 1) Uncertainties Effect from Nsig
e/γ energy scale (e: 0.5%; γ: 1% (EB), 3% (EE)) 2.9% n/a
γ energy scale (1% (EB), 3% (EE)) n/a 2.9%
µ pT scale (0.2%) n/a 0.6%
Total uncertainty in Nsig 2.9% 3.0%
Source (Group 2) Uncertainties Effect from FS = AS · eS
e/γ energy resolution (1% (EB), 3% (EE)) 0.3% n/a
γ energy resolution (1% (EB), 3% (EE)) n/a 0.1%
µ pT resolution (0.6%) n/a 0.1%
Pileup (Shift pileup distribution by ± 5%) 2.4% 0.8%
PDF 0.9% 0.9%
Modeling of signal 5.0% 5.0%
Total uncertainty in FS = AS · eS 5.6% 5.1%
Source (Group 3) Uncertainties Effect from ρeff
Lepton reconstruction 0.4% 1.5%
Lepton trigger 0.1% 0.9%
Lepton ID and isolation 2.5% 0.9%
ET/ selection 1.4% 1.5%
γ identification and isolation (0.5% (EB), 1.0% (EE)) 0.5% 0.5%
Total uncertainty in ρeff 2.9% 2.5%
Source (Group 4) Effect from background yield
Template method 9.3% 10.2%
Electron misidentification 1.5% 0.1%
MC prediction 0.8% 0.5%
Total uncertainty due to background 9.5% 10.2%
Source (Group 5)
Luminosity 2.2% 2.2%
All three results are consistent within uncertainties with the NLO prediction of 31.8± 1.8 pb,
computed with MCFM. The uncertainty on the prediction is obtained using the CTEQ6.6 PDF
set [21].
5.6 Zγ cross section
In the summary of parameters used in the measurement of the pp → Zγ cross section listed
in Table 6, N``γ is the number of observed events, and N``γS is the number of observed signal
events after background subtraction. The systematic uncertainties for the measurement of the
Zγ cross sections are listed in Table 8. The cross sections for the two channels are
σ(pp→ Zγ)×B(Z→ ee) = 5.20± 0.13 (stat.)± 0.32 (syst.)± 0.11 (lum.) pb,
σ(pp→ Zγ)×B(Z→ µµ) = 5.43± 0.10 (stat.)± 0.29 (syst.)± 0.12 (lum.) pb,
and their mean, extracted using the BLUE method is
σ(pp→ Zγ)×B(Z→ ``) = 5.33± 0.08 (stat.)± 0.25 (syst.)± 0.12 (lum.) pb.
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All three results are also consistent within the uncertainties with the theoretical NLO cross
section of 5.45± 0.27 pb, computed with MCFM. The uncertainty on the prediction is obtained
using the CTEQ6.6 PDF set [21].
Table 8: Summary of systematic uncertainties for the measurement of the Zγ cross section.
“n/a” stands for “not applicable”.
eeγ µµγ
Source (Group 1) Uncertainties Effect from Nsig
e energy scale (0.5%) 3.0% n/a
µ pT scale (0.2%) n/a 0.6%
γ energy scale (1% (EB), 3% (EE)) n/a 4.2%
Total uncertainty in Nsig 3.0% 4.2%
Source (Group 2) Uncertainties Effect from FS = AS · eS
e/γ energy resolution (1% (EB), 3% (EE)) 0.2% n/a
γ energy resolution (1% (EB), 3% (EE)) n/a 0.1%
µ pT resolution (0.6%) n/a 0.2%
Pileup Shift pileup distribution by ± 5% 0.6% 0.4%
PDF 1.1% 1.1%
Modeling of signal 0.6% 0.5%
Total uncertainty in FS = AS · eS 1.4% 1.3%
Source (Group 3) Uncertainties Effect from ρeff
Lepton reconstruction 0.8% 1.0%
Lepton trigger 0.1% 1.0%
Lepton ID and isolation 5.0% 1.8%
Photon ID and isolation (0.5% (EB), 1.0% (EE)) 0.5% 1.0%
Total uncertainty in ρeff 5.1% 2.5%
Source (Group 4) Effect from background yield
Template method 1.2% 1.5%
Total uncertainty due to background 1.2% 1.5%
Source (Group 5)
Luminosity 2.2% 2.2%
5.7 Ratio of Wγ and Zγ production cross sections
We calculate the ratio of the Wγ and Zγ cross sections using the BLUE method to account for
correlated systematic uncertainties between individual channels for both measurements and
predictions. The MCFM prediction of 5.8 ± 0.1 is consistent with the measured ratio, 6.9 ±
0.2 (stat.)± 0.5 (syst.).
5.8 Comparisons to MCFM predictions
Finally, we present a summary of the Wγ and Zγ cross sections measured with larger require-
ments on the minimum photon pγT. After accounting for all systematic uncertainties for p
γ
T > 60
and>90 GeV, we find no significant disagreement with the MCFM predictions for Vγ processes.
These cross sections, predictions, and their uncertainties are summarized in Table 9 and in
Fig. 10.
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Table 9: Summary of the measured cross sections and predictions for pγT > 60 and> 90 GeV for
Wγ and Zγ production.
Process pγT (GeV) σ×B (pb) Theory (pb)
Wγ→ eνγ > 60 0.77± 0.07 (stat.)± 0.13 (syst.)± 0.02 (lum.) 0.58± 0.08
Wγ→ µνγ > 60 0.76± 0.06 (stat.)± 0.08 (syst.)± 0.02 (lum.) 0.58± 0.08
Wγ→ `νγ > 60 0.76± 0.05 (stat.)± 0.08 (syst.)± 0.02 (lum.) 0.58± 0.08
Wγ→ eνγ > 90 0.17± 0.03 (stat.)± 0.04 (syst.)± 0.01 (lum.) 0.17± 0.03
Wγ→ µνγ > 90 0.25± 0.04 (stat.)± 0.05 (syst.)± 0.01 (lum.) 0.17± 0.03
Wγ→ `νγ > 90 0.20± 0.03 (stat.)± 0.04 (syst.)± 0.01 (lum.) 0.17± 0.03
Zγ→ eeγ > 60 0.14± 0.02 (stat.)± 0.02 (syst.)± 0.01 (lum.) 0.12± 0.01
Zγ→ µµγ > 60 0.14± 0.01 (stat.)± 0.02 (syst.)± 0.01 (lum.) 0.12± 0.01
Zγ→ ``γ > 60 0.14± 0.01 (stat.)± 0.01 (syst.)± 0.01 (lum.) 0.12± 0.01
Zγ→ eeγ > 90 0.047± 0.013 (stat.)± 0.010 (syst.)± 0.001 (lum.) 0.040± 0.004
Zγ→ µµγ > 90 0.046± 0.008 (stat.)± 0.010 (syst.)± 0.001 (lum.) 0.040± 0.004
Zγ→ ``γ > 90 0.046± 0.007 (stat.)± 0.009 (syst.)± 0.001 (lum.) 0.040± 0.004
) (
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)
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Figure 10: A summary of measured cross sections for three pγT thresholds, compared to SM
predictions for (a) Wγ and (b) Zγ production.
6 Anomalous triple gauge couplings in Wγ and Zγ production
6.1 WWγ coupling
The most general Lorentz invariant, effective Lagrangian that describes WWγ and WWZ cou-
plings has 14 independent parameters [42, 43], seven for each triple-boson vertex. Assuming
charge conjugation (C) and parity (P) invariance for the effective EW Lagrangian (LWWV), nor-
malized by its EW coupling strength (gWWV), leaves only six independent couplings for de-
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scribing the WWγ and WWZ vertices:
LWWV
gWWV
= igV1 (W
†
µνW
µVν −W†µVνWµν) + iκVW†µWνVµν +
iλV
M2W
W†δµW
µ
νVνδ, (8)
where V = γ or Z, Wµ are the W± fields, Wµν = ∂µWν − ∂νWµ, with the overall couplings
given by gWWγ = −e, and gWWZ = −e cot θW , where θW is the weak mixing angle. Assuming
electromagnetic gauge invariance, gγ1 = 1; the remaining parameters that describe the WWγ
and WWZ couplings are gZ1 , κZ, κγ, λZ, and λγ. In the SM, λZ = λγ = 0 and g
Z
1 = κZ =
κγ = 1. In this analysis, we follow the convention that describes the couplings in terms of their
deviation from the SM values: ∆gZ1 ≡ gZ1 − 1, ∆κZ ≡ κZ − 1, and ∆κγ ≡ κγ − 1. Invariance
under SU(2)L ×U(1)Y transformations reduces these to three independent couplings:
∆κZ = ∆gZ1 − ∆κγ · tan2 θW, λ = λγ = λZ, (9)
where ∆κγ and λγ are determined from Wγ production.
6.2 ZZγ and Zγγ couplings
The most general vertex function for ZZγ [44] can be written as
ΓαβµZZγ(q1, q2, p) =
p2 − q21
m2Z
[
hZ1 (q
µ
2 g
αβ − qα2gµβ)
+
hZ2
m2Z
pα
[
(p · q2)gµβ − gµ2 pβ
]
+ hZ3 e
µαβρq2ρ
+
hZ4
m2Z
pαeµβρσpρq2σ
]
,
(10)
with the Zγγ vertex obtained by the replacements
p2 − q21
m2Z
→ p
2
m2Z
and hZi → hγi , i = 1, . . . , 4. (11)
The couplings hVi for V = Z or γ, and i = 1, 2, violate CP symmetry, while those with i = 3, 4
are CP-even. Although, at tree level, all these couplings vanish in the SM, at the higher, one-
loop level, the CP-conserving couplings are ≈10−4. As the sensitivity to CP-odd and CP-even
couplings is the same when using pγT to check for the presence of contributions from ATGCs,
we interpret the results as limits on hV3 and h
V
4 only.
6.3 Search for anomalous couplings in Wγ and Zγ production
To extract limits on the ATGCs, we simply count the yield of events in bins of pγT. The 95%
confidence level (CL) upper limits on values of ATGCs are set using the modified frequentist
CLs method [45].
As the simulation of the ATGC signal is not available in MADGRAPH, the signals are generated
using the SHERPA MC program [18] to simulate Wγ+jets and Zγ+jets with up to two jets in the
final state.
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For the Wγ analysis, we set one and two-dimensional limits on each ATGC parameter ∆κγ
and λγ, while gZ1 is set to the SM value, assuming the “equal couplings” scenario of the LEP
parameterization [46].
For the Zγ analysis, we set hV1 and h
V
2 to the SM values, and set two-dimensional limits on the
hV3 and h
V
4 anomalous couplings, with V = Z or γ. For limits set on the Z-type couplings, the
γ couplings are set to their SM values, i.e., to zero, and vice versa. In this study, we follow the
CMS convention of not suppressing the anomalous TGCs by an energy-dependent form factor.
The two-dimensional contours for upper limits at the 95% confidence level are given in Fig. 11
for the Wγ, and Fig. 12 for the Zγ channels, with the corresponding one-dimensional limits
listed in Table 10 for Wγ, and Table 11 for Zγ.
Table 10: One-dimensional 95% CL limits on ATGCs for Wγ → eνγ, Wγ → µνγ, and for
the combined analyses. The intervals shown represent the allowed ranges of the coupling
parameters.
∆κγ λγ
Wγ→ eνγ [−0.45, 0.36] [−0.059, 0.046]
Wγ→ µνγ [−0.46, 0.34] [−0.057, 0.045]
Wγ→ `νγ [−0.38, 0.29] [−0.050, 0.037]
γ
κ∆
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
γ λ
-0.1
-0.05
0
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 combinedγ)νµ, νW(eObserved
Expected
 1 SD±
 2 SD±
Figure 11: Observed (solid curve) and expected (dashed curve) 95% CL exclusion contours for
anomalous WWγ couplings, with ±1 and ±2 standard deviation contours from uncertainties
in the measurements indicated by light and dark shaded bands, respectively.
7 Summary
We have presented updated measurements of the Vγ inclusive production cross sections in pp
collisions at
√
s = 7 TeV, based on leptonic decays of EW vector bosons W → eν, W → µν,
Z → ee, and Z → µµ. The data were collected by the CMS experiment at the LHC in 2011
and correspond to an integrated luminosity of 5.0 fb−1. A separation is required between the
photon and the charged leptons in (η, φ) space of ∆R > 0.7, and an additional requirement
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Table 11: One-dimensional 95% CL limits on ATGCs for Zγ → eeγ, Zγ → µµγ, and for the
combined analyses. The intervals shown represent the allowed ranges of the coupling param-
eters.
hγ3 [10
−2] hγ4 [10
−4] hZ3 [10
−2] hZ4 [10
−4]
Zγ→ eeγ [−1.3, 1.3] [−1.1, 1.1] [−1.1, 1.1] [−1.0, 1.0]
Zγ→ µµγ [−1.3, 1.3] [−1.1, 1.2] [−1.1, 1.1] [−1.0, 1.1]
Zγ→ ``γ [−1.0, 1.0] [−0.9, 0.9] [−0.9, 0.9] [−0.8, 0.8]
γ
3h
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γ 4h
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Figure 12: Observed (solid curves) and expected (dashed curves) 95% CL exclusion contours
for anomalous (a) Zγγ and (b) ZZγ couplings, with ±1 and ±2 standard deviation contours
indicated by light and dark shaded bands.
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of m`` > 50 GeV is placed on Zγ candidates. The measured cross sections for p
γ
T > 15 GeV,
σ(pp→ Wγ)×B(W→ `ν) = 37.0± 0.8 (stat.)± 4.0 (syst.)± 0.8 (lum.) pb and σ(pp→ Zγ)×
B(Z → ``) = 5.33± 0.08 (stat.)± 0.25 (syst.)± 0.12 (lum.) pb, are consistent with predictions
of the SM; the ratio of these measurements, 6.9± 0.2 (stat.)± 0.5 (syst.), is also consistent with
the SM value of 5.8± 0.1 predicted by MCFM. Measured cross sections for pγT > 60 and >90
GeV also agree with the SM. With no evidence observed for physics beyond the SM, we set the
limits on anomalous WWγ, ZZγ, and Zγγ couplings given in Tables 10 and 11.
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