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Дослiджуються глибиннi класифiкатори на основi методу k-найближчих сусiдiв, що
мають непараметричну узгодженнiсть при будь-яких неперервних розподiлах. Запропо-
новано метод симетризацiї функцiї глибини, що забезпечує центрально-зовнiшнє впо-
рядкування для визначення найближчих сусiдiв. Побудова симетризацiї асимптотично
гарантує унiкальнiсть найглибшої точки, що вирiшує проблему опуклої областi з не-
скiнченною множиною найглибших точок. Побудованний глибинний класифiкатор на
основi глибинних околiв є афiнно-iнварiантним, а отже нечутливим до екстремальних
значень.
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Постановка задачi.Областю глибини порядку' є множина C'(P )=fz 2 Rr : E(z; P ) >
> 'g для 8' > 0 та 8 статистичної функцiї глибини. Оскiльки такi областi глибини є вкладе-
ними, їх iндексацiя буде вiдбуватися за ймовiрнiсною схемою, тобто для 8 2 [0; 1) величина
R(P ) вказуватиме на найменше значення R'(P ), що має P -ймовiрнiсть > . Тому для гли-
бинних рiвнiв та ймовiрнiсного наповнення використовуються верхнi та нижнi iндекси для
областей глибини.
Зазначимо, що вибiрковi форми верхнiх глибин можна отримати шляхом замiни P на
вiдповiдний емпiричний розподiл P (m)за умови, якщо наявними є r-вимiрнi данi Z1; : : : ; Zm.
Зазначимо, що Zi можна впорядкувати таким чином, що
E(Z(1); P
(m)) > E(Z(2); P (m)) > : : : > E(Z(m); P (m)); (1)
оскiльки вибiркова глибина забезпечує центрально-зовнiшнє впорядкування елементiв да-
них вiдносно вiдповiдної найглибшої точки (m). Тому у глибинному сенсi Z(1) є елементом
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даних, найближчим до (m), Z(2) — другим елементом даних, найближчим до (m), . . . ,
а Z(m) — елементом даних, найвiддаленiшим вiд (m).
Використовуючи впорядкування (1), статистична функцiя глибини може застосовува-
тися для визначення сусiдiв найглибшої точки (m). Однак для реалiзацiї класифiкатора
найближчого сусiда необхiдно визначити сусiдiв довiльної точки z 2 Rr.
У данiй роботi пропонується пiдхiд, де глибина розглядається вiдносно емпiричного
розподiлу P (m)Z , що пов’язаний з вибiркою, отриманою шляхом додавання до початкових
елементiв даних Z1, Z2; : : : ; Zm їх вiдображень 2z   Z1; : : : ; 2z   Zm вiдносно z. Зазначи-
мо, що z є асимптотично унiкальною найглибшою точкою вiдносно P (m)Z . Тому вiдповiдна
побудова симетризацiї призводить до z-зовнiшнього впорядкування такої форми:
E(ZZ;(1); P
(m)
Z ) > E(ZZ;(2); P
(m)
Z ) > : : : > E(ZZ;(m); P
(m)
Z ); (2)
елементи даних якого не є впорядкованими, а використовуються лише для визначення по-
рядку [1].
Отже глибиннi околи, тобто вибiрковi областi глибини C(m)Z;' = C'(P
(m)
Z ) є критично
важливими у даному дослiдженнi. Зазначимо, що C(m)Z означає найменшу область глибини
C
(m)
Z;' , що мiстить щонайменшу частину  точок Z1, Z2, : : :, Zm. Тому для  = k=m, C
(m)
Z
є найменшим глибинним околом, що мiстить k всiх Zi.
Симетризацiя функцiй глибини. Ми пропонуємо будувати глибиннi класифiкатори
k-найближчих сусiдiв шляхом замiни евклiдових околiв на вiдповiдно визначенi глибиннi
околи. Тобто запропонований пiдхiд k-найближчих сусiдiв буде класифiкувати елемент z
в множину 1 тодi i тiльки тодi, коли множина 1 мiстить бiльшу кiлькiсть елементiв даних,
нiж множина 2 в найменшому глибинному околi z, що мiстить k елементiв даних тобто в
C
(m)
Z , де  = k=m.
Отже, запропонований глибинний класифiкатор визначається, як
n
(m)
E (z) = 
"
mX
i=1
[Xi = 1]D
(m)
i (z) >
mX
i=1
[Xi = 0]D
(m)
i (z)
#
; (3)
де D(m)i (z) = (1=N
(m)
z )[Zi 2 C(m)z ], а N(m)z =
mP
l=1
[Zl 2 C(m)z ] визначає число еле-
ментiв даних в глибинному околi C(m)z . Зазначимо, що запропонований класифiкатор (3)
отриманий з використанням глибинної оцiнки (m)E (z) умовного математичного сподiвання
(z), оскiльки
n
(m)
E (z) = 


(m)
E (z) >
1
2

; (4)
де (m)E (z) =
mX
i=1
[Xi = 1]D
(m)
i (z).
Вiдзначимо, що в одновимiрному випадку n(m)E зводиться до евклiдового класифiкатора
k-найближчих сусiдiв незалежно вiд статистичної функцiї глибини E. Крiм того, запро-
понований класифiкатор є афiнно-iнварiантним, тобто, якщо Z1; : : : ; Zm та z пiдлягають
загальнiй афiннiй трансформацiї, результат класифiкацiї залишиться незмiнним [2]. У да-
ному випадку спосiб визначення афiнно-iнварiантного класифiкатора k-найближчих сусiдiв
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полягає у застосуваннi класичного методу k-найближчих сусiдiв на нормалiзованих даних
 1=2Zi, i = 1; : : : ;m. Для 8 оберненої r rматрицi G та 8r-вектора v, оцiнка  є афiнно-iн-
варiантною оцiнкою, що має такий вигляд:
(GZ1 + v; : : : ; GZm + v) / G(Z1; : : : ; Zm)G0: (5)
Такий трансформацiйний пiдхiд призводить до околiв, що не використовують геометрiю
розподiлу в околi точки z та є елiпсоїдами з z-незалежною орiєнтацiєю та формою [3, 4].
Запропонований глибинний класифiкатор на основi методу k-найближчих сусiдiв є узго-
дженим за вiдповiдних умов. Для цього статистична глибинна функцiя W повиннна задо-
вольняти таким властивостям:
а) властивiсть унiкальної максимiзацiї в центрi симетрiї, тобто E(; P ) > E(z; P ) для
всiх z 6= , якщо P є симетричним вiдносно  та має щiльнiсть, що є додатньою в ;
б) властивiсть узгодженостi, тобто величина sup
z2V
jE(z; P (m))   E(z; P )j = o(1) майже
напевно при m ! 1 для 8 обмеженої r-вимiрної борелiвської множини V . У даному ви-
падку P (m) є емпiричним розподiлом, пов’язаним з m випадковими векторами, що є неза-
лежними однаково розподiленими випадковими величини P ;
в) властивiсть неперервностi, тобто z 7! E(z; P ) є неперервним в околi , якщо розподiлP
є симетричним вiдносно  та має щiльнiсть, що є додатньою в .
Отже, запропонованi класифiкатори є узгодженими при практично будь-яких абсолю-
тно неперервних розподiлах. Крiм того, має мiсце непараметрична узгодженнiсть, що є вiд-
мiнною рисою у порiвняннi з унiверсальною узгодженнiстю стандартного класифiкатора
k-найближчих сусiдiв [5].
Теорема 1. Нехай km є послiдовнiстю таких додатнiх чисел, що km ! 1 та km =
= o(m) при m ! 1. Крiм того, нехай E є функцiєю глибини, що задовольняє власти-
востям максимальностi в центрi, монотонностi по вiдношенню до найглибшої точки,
а також властивостях неперервностi, унiкальної максимiзацiї в центрi симетрiї та
узгодженостi. Припустимо, що Zj[X = l] має функцiю щiльностi hl, набiр точок роз-
риву якої має мiру Лебега нуль для l = 0;1. Тодi, якщо
P
m
є сигма-алгеброю, пов’язаною
з (Zi; Xi), i = 1; : : : ;m, має мiсце узгодженнiсть глибинного класифiкатора km-найближ-
чих сусiдiв n(m)E в (3), тобто
P
"
n
(m)
E (Z) 6= X
X
m
#
  P [nB(Z) 6= X] = oP (1) (6)
при m ! 1.
Доведення.Припустимо, що Supp+(h) = fz 2 Rr : h(z) > 0g, а також визначимо S(hl)
для множини точок неперервностi hl, l = 0;1, де
M = Supp+(h)
T
S(h0)
T
S(h1): (7)
Зазначимо, що Z має функцiю щiльностi z 7! h(z) = p0h0(z) + p1h1(z), що випливає з те-
ореми Байєса.
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Отже, при P [Z 2 M ] = 1 ми маємо
P [Z 2 Rr nM ] 6
6 P [Z 2 Rr n Supp+(h)] +
X
l2f0;1g
P [Z 2 Rr n S(hl)]
Z
RrnSupp+(h)
h(z)dz = 0; (8)
оскiльки Rr n S(hl) має нульову мiру Лебега, де l = 0;1 [6].
Далi припустимо, що z 2 M , де z 7! (z) = p1h1(z)=(p0h0(z) + p1h1(z)) є неперервною
функцiєю на M . Оцiнку (m)E з (3) можна записати у такiй формi:

(m)
E =
mX
i=1
XiD
(m)
i (z) =
1
N
(m)
z
N
(m)
zX
i=1
Xz;(i); (9)
припускаючи, що Xz;(i) = Xl(z), де l(z) є таким, що Zz;(i) = Zl(z).
Отже,
Q(m)(z) := 
[
(m)
E (z)  (z))2] 6 2Q(m)1 (z) + 2Q(m)2 (z); (10)
де
Q
(m)
1 (z) = 

" 1N(m)z
N
(m)
zX
i=1
(Xz;(i)   (Zz;(i)))

2#
(11)
та
Q
(m)
2 (z) = 

" 1N(m)z
N
(m)
zX
i=1
((Zz;(i))  (z))

2#
: (12)
Зауважимо, що величину m замiнено на  для спрощення запису. Крiм того,Xz;(i) (Zz;(i)),
i = 1; : : : ;m є нульовими середнiми значеннями взаємно незалежних випадкових величин,
на що вказує
(m)P
Z
для сигма-алгебри, породженої Zi, i = 1; : : : ;m [7].
В результатi, використовуючи той факт, що N(m)z > km майже напевно, ми отримуємо
таку рiвнiсть:
Q
(m)
1 (z) = 

"
1
(N
(m)
z )2
N
(m)
zX
i;l=1


"
(Xz;(i)   (Zz;(i)))(Xz;(l)   (Zz;(l)))j
(m)X
Z
##
=
= 

"
1
(N
(m)
z )2
N
(m)
zX
i=1


"
(Xz;(i)   (Zz;(i)))2j
(m)X
Z
##
6 


4
N
(m)
z

6 4
km
= o(1) (13)
при m ! 1.
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Далi, використовуючи нерiвнiсть Кошi–Шварца, маємо нерiвнiсть
Q
(m)
2 (z) 6 

"
1
N
(m)
z
N
(m)
zX
i=1
((Zz;(i))  (z))2
#
=
= 

"
1
N
(m)
z
N
(m)
zX
i=1
((Zz;(i))  (z))2[kZz;(i)   zk 6  ]
#
+
+

"
1
N
(m)
z
N
(m)
zX
i=1
((Zz;(i))  (z))2[kZz;(i)   zk >  ]
#
6
6 sup
z02Vz()
j(z0)  (z)j2 + 4

"
1
N
(m)
z
N
(m)
zX
i=1
[kZz;(i)   zk >  ]
#
:=
:= Q2(z; ) +Q
(m)
2 (z; ) (14)
для 8 > 0.
Тому для 8 > 0 можна вибрати таке  = () > 0, що Q2(z; ()) < . Даний вивiд
слiдує з неперервностi  в z. Крiм того очевидно, що Q(m)2 (z; ()) = 0 для великих m,
а оскiльки Q(m)2 (z) є o(1), те саме має мiсце i для Q
(m)(z).
Отже, при m ! 1,


"P

n
(m)
E (Z) 6= X
X
m

  J

#
= 

"
P

n
(m)
E (Z) 6= X
X
m

  J
#
;
P [n
(m)
E (Z) 6= X]  J 6 2



h

(m)
E (Z)  (Z))2
i1=2
= o(1);
(15)
оскiльки P
h
n
(m)
E (Z) 6= X
P
m
i
> J майже напевно. Теорему доведено.
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Аффинно-инвариантные глубинные классификаторы на основе
метода k-ближайших соседей
Исследуются глубинные классификаторы на основе метода k-ближайших соседей, которые
имеют непараметрическую согласованность при любых непрерывных распределениях. Пре-
дложен метод симметризации функции глубины, что обеспечивает центрально-внешнее
упорядочение для определения ближайших соседей. Построение симметризации асимпто-
тически гарантирует уникальность наиболее глубокой точки, что решает проблему выпу-
клой области с бесконечным множеством наиболее глубоких точек. Построенный глубин-
ный классификатор на основе глубинных окрестностей является аффинно-инвариантным,
а следовательно, нечувствительным к экстремальным значениям.
Ключевые слова: симметризация, глубинный классификатор, непараметрическая согласо-
ванность.
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Aﬃne-invariant depth-based classiﬁers on the basis of the k-nearest
neighbors method
Depth-based classiﬁers on the basis of the k-nearest neighbors method are studied with nonparametric
consistency for any continuous distribution. The method of symmetrization of a depth function is
proposed, providing a centrally external ordering to determine the nearest neighbors. The constructi-
on of a symmetrization asymptotically guarantees the uniqueness of the deepest point that solves the
problem of a convex domain with an inﬁnite set of the deepest points. The constructed depth-based
classiﬁer based on the depth-based neighborhoods is aﬃne invariant and, therefore, insensitive to
extreme values.
Keywords: symmetrization, depth-based classiﬁer, nonparametric consistency.
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