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Abstract
We discuss the space of mappings f from the vertices of a /xed graph G to Z which satisfy:
|f(u)− f(v)|6 1 whenever uv∈E(G). In particular, we focus on the (random) range of such
mappings.
c© 2003 Elsevier B.V. All rights reserved.
Keywords: Graphs; Homomorphisms; Random walks; Lipschitz mappings
1. Introduction
By a Lipschitz mapping of a (/nite) graph G, we mean a function f from its
vertices to Z such that if uv is an edge of G then |f(u) − f(v)|6 1. We shall be
interested in the number of values that a typical Lipschitz mapping takes. We cannot
pick a Lipschitz mapping uniformly at random, as there are in/nitely many such objects.
So, we restrict our attention to connected G, /x some v0 in V and consider the space G
consisting of all Lipschitz mappings of G taking v0 to 0 under the uniform distribution.
We let fG be a random element chosen from this space. We note that the space of
Lipschitz mappings where v0 = i is a translate of G so we are indeed considering a
typical Lipschitz mapping (up to translation).
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We are interested in the random variable RG = |{x|∃u∈V (G) s:t: x = fG(u)}|. For
a disconnected graph H we de/ne RH to be the sum over all components G of H of
RG. This de/nition captures the fact that if we take a typical Lipschitz mapping from
H to Z then the images of its components are disjoint.
We propose:
Conjecture 1. The maximum overall connected n vertex graphs G of Ex(RG) is achieved
by an n vertex path.
We shall prove that this conjecture is true modulo a constant factor. We also present
other partial results on the conjecture.
Our work was motivated by two papers, one written by Benjamini et al. [1], the
other by Benjamini and Schechtman [2]. They considered mappings from connected
bipartite graphs to Z which satisfy uv∈E(G) implies |f(u) − f(v)| = 1, proposing
conjectures and obtaining results similar to ours. Our de/nition of a Lipschitz map-
ping corresponds more closely to what is generally meant by the term Lipschitz (our
maps are 1-Lipschitz), and has the advantage that it extends to arbitrary graphs. Their
de/nition is more closely related to various classical random walks. In the language
of graph homomorphisms [5,7], they study homomorphisms to a two-way in/nite path
and we study homomorphisms to the graph obtained from a two-way in/nite path by
adding a loop at each vertex. We call the mappings they study, strongly Lipschitz.
Let us add one more remark which puts this note in a broader combinatorial context.
Homomorphisms can be viewed as a generalization of colorings (see [7] for a general
algebraic framework). Particularly, this led to the study of complexity problems (see
e.g. [4,5]) and to a structural theory (see e.g. [8]). While this research deals mainly
with optimization and extremal cases (such as chromatic number), the study of random
homomorphisms has been initiated only recently. This has been motivated by statistical
mechanics (where one studies random homomorphisms into small targets, see e.g. [3])
and by probability theory (as a generalization of random walks, see e.g. [1,2,6]). In fact,
as argued in [1], the homomorphisms may serve as a typical example of a Lipschitz
map. This view is also taken here.
2. The Results
Let G be a connected graph on n vertices. We show
Theorem 2. For some absolute constant C, Ex(RG)6C
√
n.
Theorem 3. For some absolute constant C we have, for any u and v at distance d in
G, Ex(|fG(u)− fG(v)|)6C
√
d.
Theorem 4. For any pair of vertices u and v in any n-vertex graph, Ex(|fG(u) −
fG(v)|) is no more than the expected value obtained when u and v are the endpoints
of an n vertex path.
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The proof of the /rst two theorems follows almost immediately from results in [1].
The last result is more delicate but also relies on a result from that paper, which we
state here.
Denition. A simple random walk (or SRW) of length l consists of a sequence
t1; : : : ; tl of independent random variables each of which is 1 with probability 12 and
−1 with probability 12 . The displacement of this walk is |
∑l
i=1 ti|.
Theorem 2.1 (Benjamini et al. [1]). Let G be a bipartite connected graph and u and
v two vertices of G at distance d. If we choose a uniform strongly Lipschitz mapping
conditioned on f(u)=0 then the distribution of |f(v)| is stochastically dominated by
the displacement of a simple random walk of length d.
3. A reduction
Consider a Lipschitz mapping g de/ned on G and let C(g) be the subgraph of G
induced by those edges on which g is a constant. We note that the fact that g is a
Lipschitz mapping implies that G − E(C(g)) is a bipartite graph and, furthermore, the
graph obtained by contracting each component of C(g) to a vertex is bipartite.
We let DH (G) be the graph obtained by contracting each component of H to a
vertex. We can restrict our attention to H for which DH (G) is bipartite as for any H
not in this set there is no g in G for which C(g) = H . We want to think of DH (G)
as a labelled graph, so we label the vertex of DH (G) corresponding to a component
U of C(G) with the set of vertices of G in U .
We note that there is a one to one correspondence between Lipschitz mappings g for
which C(g)=H and strongly Lipschitz mappings h from DH (G) to the integers. These
are the functions that the papers [1,2] alluded to earlier study. (The papers normalize
by setting g(v0)=0 for some /xed v0 just as we do.) Applying Theorem 2.1 from [1],
we obtain that for some absolute constant C, if we condition on C(fG) = H then for
any u and v at distance d in G, the conditional expected value of |fG(u)− fG(v)| is
at most C
√
d. Summing over all choices for H yields Theorem 3. Similarly, applying
Theorem 2 of [2], to the h above, we obtain that for some absolute constant C, if we
condition on C(G) = H then the conditional expected value of RG is at most C
√
n.
Summing over all choices for H yields Theorem 2.
4. The key to the proof of Theorem 4
In proving our /rst two theorems, we could aCord to lose a constant factor and so
could easily reduce our problem to one on strongly Lipschitz functions. In proving
Theorem 4, we want once again to think of conditioning on C(G) = H for various
subgraphs H of G and then applying Theorem 2.1 of [1]. However, as we want to
obtain an exact result, we will need to perform a much more careful analysis.
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Simple calculations show that, asymptotically, the expected distance between the
endpoints of a path Pn with n vertices under a random Lipschitz mapping h approaches
the expected distance between the endpoints of a path of length 2n=3 under a random
strongly Lipschitz mapping (because for any edge xy of the path h(x) is equally likely
to be h(y) − 1, h(y) + 1, or h(y), so we expect about a third of the edges to be in
C(fPn)).
Thus, if u and v are joined in G by a path P with |V (P)|2n=3 then we can
apply Theorem 2.1 of [1] directly to obtain Theorem 4. For example, if G is (vertex)
2-connected then u and v are joined in G by a path of length at most n=2 so if n is
large we are done.
More generally, consider a shortest u, v path P and let nP be the number of edges
of P which are blocks of G (recall that an edge is a block of G if it does not belong
to a circuit in G).
Now, an edge xy of P which is a block is like an edge of Pn in that fG(x)−fG(y)
is equally likely to be 1, 0, or −1. Thus, each such edge can be coupled with an edge
of Pn and we can then apply the argument of the last paragraph to the remaining n−nP
uncoupled edges of P and Pn to obtain the desired result.
This is the main idea in the argument. In order to obtain an exact result which also
holds for small values of n, we need to both complicate the proof slightly and carry
out some tedious calculations. Speci/cally, we prove the following two results.
Denition. A 3-variable is one which is 0 with probability 13 and 1 with probability
2
3 . We use i to denote the (random) sum of i independent 3-variables.
Lemma 5. For any two vertices u and v in an n vertex graph there exist integers
s; t with 2s+ t = n− 1 and s = 1 such that the Ex(|fG(u)− fG(v)|) is at most the
expected displacement of a random walk whose (random) length is s+ t .
Lemma 6. For any two integers s; t with 2s + t = n − 1 and s = 1 the expected
displacement of a random walk whose (random) length is s + t is at most the
expected value of |fPn(x1)− fPn(xn)| for the endpoints x1 and xn of Pn.
Combining these two lemmas, yields Theorem 4. We prove them in the next
section.
5. The details
We will need a simple result on the displacement of SRWs.
Denition. We use ei to denote the expected displacement of an SRW of length i. We
use di to denote ei+1 − ei.
Fact 7. For i¿ 0, d2i+1 = 0 and d2i = (2ii )=2
2i.
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Proof. It is easy to see that dn is simply the probability that the displacement of an
SRW of length n is 0. The result follows.
Corollary 8. If i¡ j then ei6 ej.
Recall that the length of a path is the number of edges it contains and let luv be the
(random) length of a shortest path between u and v in DC(fG)(G). We also need the
following immediate corollary of Theorem 2.1 of [2].
Theorem 9. The expected value of |fG(u)−fG(v)| is at most the expected displace-
ment of a random walk whose length is luv.
Proof of Lemma 5. Combining Theorem 9 with Corollary 8, we see that to prove
Lemma 5, we need only verify the following claim.
Recall that one probability distribution p1 on the non-negative integers stochastically
dominates another p2 if for every i,∑
j6i
p1(j)¿
∑
j6i
p2(j):
Claim 10. For any two vertices u and v in an n vertex graph there exist integers s; t
with 2s+ t= n− 1 and s = 1 such that luv is stochastically dominated by the random
variable which is s plus the sum of t independent 3-variables.
Proof. Let P be the shortest path of G between u and v. Note that each block which
intersects P in an edge intersects P in a subpath. (Recall that a block of G is any
inclusion maximal 2-connected subgraph of G.) Let B1; : : : ; Bl be the set of such blocks,
enumerated in the order that we encounter these subpaths when traversing P from u
to v.
Set x0 = u, xl = v and for i strictly between 0 and l, let xi = Bi ∩ Bi+1. Let li be the
(random) length of a shortest path between xi−1 and xi in DC(fB)(B).
Now, suppose that x is a cutvertex of a graph H , and H1 and H2 are two subgraphs
of H with union H and intersection x. Then, given any Lipschitz mapping f1 on
H1 and any Lipschitz mapping f2 on H2 such that f2(x) = 0, we obtain a Lipschitz
mapping f on H by setting (i) f(y) = f1(y) for y∈V (H1) and (ii) f(y) = f1(x) +
f2(y) = for y∈V (G2). Conversely, given any Lipschitz mapping f for H , restricting
f to V (H1) clearly yields another Lipschitz mapping and setting f2(y)=f(y)−f(x)
yields a Lipschitz mapping on H2 with f2(x) = 0. Using this bijection, one can easily
obtain:
Fact 11. For any block B of G and subset H of E(B), Pr(H = C(fG) ∩ E(B)) =
Pr(H = C(fB)).
Using this fact, we see that luv is the sum of the li: = 20. Furthermore, by the
tree structure of the block graph, n − 16∑li=1 (|Bi| − 1). Thus, we need only prove
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our claim for 2-connected graphs, as for arbitrary graphs we can sum the result over
the blocks B1; : : : ; Bl. So, from now on, we assume G is 2-connected. Now, we may
assume that G is not an edge, as otherwise the desired result is clearly true with t=1
and s=0. This implies that there are two paths from u to v in G and so P has length
at most 
n=2. (As before n is the number of vertices of G.)
Case 1: n= 2i + 1 for i¿ 2.
Now, setting s = 
n=2= i, we see that s¿ 2 and luv6 |P|6 s. Thus setting t = 0
yields the desired result (Claim 10).
Case 2: n= 2i + 2 for i¿ 2.
Let s = 
n=2 − 1 = i, and t = 1. Clearly luv6 |P|6 s + 1. So, to prove our Claim
10, we need only show that Pr(luv = s+ 1)6 23 .
If |P| has length 6 s then Pr(luv = s + 1) is zero, so we are done. Thus, there
are two internally disjoint paths between u and v, each of length at least s+ 1. Since
n = 2s + 2, each of these must have length exactly s + 1, and their= union contains
every vertex of G. We enumerate one of these paths as y0 = u; y1; : : : ; ys+1 = v and the
other as x0 = u; : : : ; xs+1 = v.
We let ′ be the set of those Lipschitz mappings f on G satisfying f(u) = 0. We
let ∗ be the subset of ′, for which the shortest path between u and v in DC(f)(G)
has length s+ 1. We need to show that |∗|6 23 |′|.
We say that a mapping f in ′ is level on the pair (j, j+1), if one of the following
two situations occurs:
(a) f(xj) = f(yj) and f(xj+1) = f(yj+1), or
(b) f(xj)−f(xj+1) =f(yj)−f(yj+1), and neither xjyj+1 or xj+1yj is an edge of G.
Now, if f∈∗ is level on (j, j+1) then we can de/ne a Lipschitz function f′ which
agrees with f on x0; : : : ; xj, y0; : : : ; yj and such that f′(z) = f(z) + (f(xj)− f(xj+1))
elsewhere. Note that both xjxj+1 and yjyj+1 are edges of C(f′), so f′ is in ′−∗. We
call such an (f;f′) a corresponding pair. Note, that C(f′) and C(f) agree except
on the edges between sets {xj; yj} and {xj+1; yj+1}, where they disagree. Thus, f′
is in a corresponding pair with exactly one other element f∗ of ∗ which satis/es
f∗(xj)−f∗(xj+1)=f(xj+1)−f(xj). We note further that f and f′ are level on the same
pairs of consecutive vertices and that the number of corresponding pairs containing f
is precisely the number of consecutive integers on which it is level.
We let ∗k (resp. 
′
k) denote the subset of 
∗ (resp. ′) consisting of those f
which are level on exactly k pairs of consecutive integers. The above remarks imply
that 2(′k−∗k )¿ k∗k . Thus, for k between 1 and s, ∗k 6 (2=(k+2))′k(G)6 23 ′k . So
to complete the proof of this case, we need only show that ∗0 +
∗
s+16
2
3 (
′
0+
′
s+1).
To do so, we consider generating all possible Lipschitz functions starting from left
to right. It is easy to verify that given the choices for f(xj) and f(yj), if f in ∗ is
level on (j, j + 1) then there are at most two choices for the pair f(xj+1), f(yj+1).
Thus, |∗s+1|6 2s+1.
In the same vein, the reader may easily verify that given the choices for f(xj) and
f(yj), if f in ∗ is not level on (j, j+1) then there are at most two choices for the
pair f(xj+1), f(y=j+1). Thus, |∗06 2s+1| and ∗0 + ∗s+16 2s+2.
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On the other hand, given any sequence of values a1; : : : ; as+1 in {0; 1;−1}, we can
generate a Lipschitz function by setting f(x0) = 0 and then for j between 1 and
s + 1, = setting f(xj) = f(yj) = f(xj−1) + aj. Thus, |′s+1|¿ 3s+1. So, since s¿ 2,
∗0 + 
∗
s+16
2
3 (
′
0 + 
′
s+1), as desired.
Case 3: n is less than 5. Set s = 0, and t = n − 1. We need to show that luv is
stochastically dominated by the sum of t 3-variables. Since there are only four graphs
to verify, each with at most four vertices, we leave it to the reader to check this by
hand.
Proof of Lemma 6. Given a labelling of the edges of Pn using 0, 1, and −1, we can
obtain a Lipschitz mapping f of Pn with f(x0) = 0 by setting f(xi) to be the sum of
the labels on the subpath between x0 and xi. Clearly, this yields a bijection between
such edge labellings and Lipschitz mappings of Pn with f(x0) = 0.
Since we can choose our edge labelling by /rst specifying which edges receive 0,
we see that the expected value of |fPn(x0)− fPn(xn)| is the expected displacement of
a random walk whose length is the sum of n− 1 = 2s+ t independent 3-variables.
Now, we can couple the choice of t of these variables with the choice of the
3-variables for the walk of length s+ t whose length we are trying to bound. So, to
prove Lemma 6, we need only show:
Claim 12. For any i; s with s = 1, the expected displacement of a SRW of length
i + 2s is at most the expected displacement of a SRW of length i + s.
Proof. We use B to denote the expected displacement of a random walk of length
i + 2s. We note that there are 32s possible outcomes for our 2s 3-variables and that
there are ( 2sj )2
j of these for which j of the 3-variables are non-zero. Thus,
B=
2s∑
j=0
ei+j
((
2s
j
)
2j
)/
32s:
So, we need to show
2s∑
j=0
(ej+i − es+i)
((
2s
j
)
2j
)
¿ 0:
In doing so, it helps to rearrange the sum slightly, pairing the terms for s + a and
s− a for each a, i.e we show the following sum is positive:
s∑
a=1
(es+i+a − es+i)
((
2s
s+ a
)
2s+a
)
+ (es+i−a − es+i)
((
2s
s− a
)
2s−a
)
:
We shall prove that every term of this sum except the /rst is positive. We claim
further that if s+ i is even then the /rst term is positive whilst if s+ i is odd then the
sum of the /rst two terms is positive. This will yield the desired result.
To /nish the proof of Claim 12 we will need the following immediate corollary of
Fact 7.
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Corollary 13. For k¿ 0, d2k+2 = (1 − 1=(2k + 2))d2k . Furthermore, d2k+2j6
1
2 (
3
4 )
j−1 d2k .
Now,
(es+i+a − es+i)
((
2s
s+ a
)
2s+a
)
+ (es+i−a − es+i)
((
2s
s− a
)
2s−a
)
=
(
2s
s+ a
)
2s−a(22a(es+i+a − es+i)− (es+i − es+i−a=)):
We can write es+i − es+i−a as
∑s+i−1
l=s+i−a dl. and es+i+a − es+i as
∑s+i+a−1
l=s+i dl. Note
that all the terms in these two sums are non-negative. Now, the number of terms in
each of these sums is the same, and since every other term is zero in both, the number
of non zero terms in the two sums diCer by at most 1.
If a¿ 2 each sum has at least one non-zero term , so the /rst sum has at most twice
as many non-zero terms as the second. Applying, Corollary 13, we see that the smallest
non-zero term in the second sum divided by the largest term in the /rst sum is at least
1
2 (
3
4 )
a−1. Combining these two observations, we see that the second sum divided by
the /rst sum is at least 14
3
4
a−1
. Thus for a¿ 2, 22a(es+i+a − es+i) − (es+i − es+i−a) is
positive and so is(
2s
s+ a
)
2s−a(22a(es+i+a − es+i)− (es+i − es+i−a)):
If s+ i is even then es+i − es+i−1 is 0, so the above equation is positive even when
a= 1 and we are done.
If s+ i is odd then es+i+1 − es+i is 0 as is es+i−1 − es+i−2, so
2∑
a=1
(
2s
s+ a
)
2s−a(22a(es+i+a − es+i)− (es+i − es+i−a))
=2s−2
(
16
(
2s
s+ 2
)
ds+i+1 −
((
2s
s− 2
)
ds+i−1 + 2
(
2s
s− 1
)
ds+i−1
))
=2s−2
(
2s
s+ 2
)(
16ds+i+1 −
(
2
s+ 2
s− 1 + 1
)
ds+i−1
)
:
Now, since s¿ 2, (s+2)=(s−1)6 4. Furthermore, s+ i is odd and at least three and
hence by Corollary 13, ds+i+1¿ 34 ds+i−1. Thus, (16ds+i+1−(2(s+2)=(s−1)+1)ds+i−1)
is positive and hence so is
2∑
a=1
(
2s
s+ a
)
2s−a(22a(es+a−i − es−i)− (es+=i − es+t−1)):
This completes the proof of our claim and the lemma.
M. Loebl et al. / Discrete Mathematics 273 (2003) 173–181 181
References
[1] I. Benjamini, O. Haggstrom, E. Mossel, On random graph homomorphisms into Z, J. Combin. Theory
B 78 (2000) 86–114.
[2] I. Benjamini, G. Schechtman, Upper bounds on the height diCerences of the Gaussian random /eld and
the range of random graph homomorphisms into Z, Random Struct. Algorithms 17 (2000) 20–25.
[3] G. Brightwell, P. Winkler, Graph homomorphisms and phase transitions, J. Combin. Theory B 77 (1999)
221–262.
[4] M. Dyer, C. Greenhill, The complexity of counting graph homomorphisms, Random Struct. Algorithms
17 (2000) 260–289.
[5] P. Hell, J. Ne'set'ril, Complexity of H -coloring, J. Combin. Theory B 48 (1990) 92–110.
[6] J. Kahn, Range of cube-indexed random walk, Israel J. Math. 124 (2001) 189–201.
[7] J. Ne'set'ril, Aspects of structural combinatorics (graph homomorphisms and their use), Taiwanese J. Math.
3 (4) (1999) 381–424.
[8] J. Ne'set'ril, C. Tardif, Duality theorems for /nite structures (characterizing gaps and good
characterizations), J. Combin. Theory B 80 (2000) 80–97.
