In this work we pmpose Voronoi scoping, a distributed algorithm IO constrain the dissemination of messages from different sinks. It has the property that a query originated by a given sink will be forwarded only to the nodes for which that sink is the closesr (under the chosen metric). Thus each query is forwarded to the smallestpossible number of nodes, andper-node dissemination overhead does not grow with network size or with number of sinks. The algorithm has a simple distributed implementation and requires only a few bytes of state at each node. Experiments over a network of 54 motes confirm the algorithm's effectiveness.
Introduction
Environmental monitoring is a driving application for sensor networks. Such applications often use a data gathering tree, rooted at the basestation (or sink). However, a single-sink system scales poorly with network size: data packets must traverse an increasing number of hops as the network diameter grows (thus reducing delivery ratio and increasing energy consumption), and nodes near the root of the tree carry a disproportionate amount of traffic. Thus we expect that many large-scale data-gathering networks will employ a tiered architecture with multiple sinks, placed at different points in the coverage area. For example, the deployment plan [I] driving this work is a habitat monitoring sensor network with approximately 100 Berkeley motes and 5 Stargate [Z] microservers which connect to the internet via a 802.1 1 transit network.
This paper addresses the problem of efficient query dissemination and tree construction in a multi-sink datagathering network. The two tasks are respectively distrihut-'The work presented in this paper was done while the author was visiting UCLA. It was supponed ing a query to sensor nodes in the system, and constructing paths from each source to a nearby sink.
We propose a simple and practical algorithm called Vomnoi scoping. The algorithm disseminates messages from each sink only to the subset of nodes that lie within the sink's Voronoi cluster, that is, the set of nodes for which that sink is the closest. The algorithm uses only local state and does not require nodes to have any knowledge of network topology, nor of number and location of sinks. 
Algorithm
Each node keeps a record of its closest sink and of the network distance to that sink. When a message arrives from a sink, the recipient checks if the distance traversed by the packet is less than the current estimate of closest sink distance. If so, the node updates its closest sink and parent entries and resends the message. The algorithm pseudocode is given in Fig. 2 . The algorithm and its properties are discussed in more detail in [31, as well as a generalisation where each node considers the distance to n closest sinks.
Experiment Setup
We ran experiments over a network of 54 MICA1 motes with 1, 2, 3, and 4 sinks. Input: A sink k , a distance d, a neighbor n (* k and d are read off incoming packet header. *) (* n is the neighbor which transmitted the packet. *) (* dmin is the distance to closest known sink. *)
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sinks to avoid synchronisation). Each source generated data packets at random, exponentially distributed intervals; the mean was selected so as to have 1 data packet per second generated over the whole network. For completeness we give all protocol constants. Each 30 minute run included a 5 minute warmup time during which statistics were not recorded. Sinks flooded a query at a fixed interval of 120 seconds (with a phase shift between Given vagaries of RF propagation such as interference, path loss, and fading, wireless connectivity is often timevarying and/or lossy, especially with simple, low-power devices such as sensor nodes. Measurement-based studies (e.g., [6] ) have shown that real networks behave differently from a unit-disk graph in many aspects. Given these observations, we should emphasize that it is not a priori obvious that our scoping algorithm will behave as predicted when subjected to a real environment. As an example of how real RF conditions can affect the simplest network primitive [7] shows how trees obtained through a simple reverse-path flooding approach can have unexpected topologies.
3.1
In wireless networks, selecting a parent by minimizing hop count only can result in selecting long-range, high-loss links, whereas a longer route with shorter-range, more reliable hops could be preferable. To address this problem, we run a neighborhood tracking module at each node which estimates the quality of links to peers. The obtained values are then used to perform link filtering: links with quality helow a fixed threshold are not considered in the routing process.
Results
Dissemination Overhead. The first quantity of interest was the overhead required to disseminate the periodic query messages from sinks. This overhead is represented in Fig. 4 , comparing Voronoi scoping with global scoping both with and without link filtering. As expected, Voronoi scoping has same overhead as global scoping when a single sink is used. Then, with each additional sink, overhead increases linearly for global scoping; on the other hand it remains roughly constant for Voronoi scoping. Even at the moderate size of our network, this amounts to a substantial difference: with 4 sinks, Voronoi scoping reduces overhead by a factor of 3 when using link filtering, and 6.5 without.
Another ohservation is that for both global and Voronoi scoping, link filtering reduces packet transmissions by a factor of 2 to 3. This is a nice side-effect since the primary objective of link filtering is to improve the quality of routes obtained.
Topology characteristics. We now examine some topological aspects of the resulting data-gathering trees in order to see if Voronoi scoping introduces any distortion compared to the trees obtained with global flooding. Note that the data-gathering trees are not static because nodes may change parent during the experiment. Since the tree topology often varies over the course of an experiment, we cannot directly compare the trees obtained in different runs. One way to characterize these timevarying trees is to compute, for each node, the average distance (in hops) to the closest sink. We computed the timeweighted average distance for each node. We then sorted the nodes by average distance (under global flooding) and plotted the results for both protocols in Fig. 3 .
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These plots indicate that nodes have paths of similar lengths with Voronoi and global dissemination. Indeed, for 85% of nodes, the difference inaverage distance is less than 0.15; for the remaining nodes the difference is less than 0.25 (bamng one outlier at 0.4).
We also observe io Fig. 3 a plateau-like levelling at hopcuunts 1 and 2, indicating that most nodes' route lengths remain quite stable. Some nodes have an average distances which is "far" from an integer value (for example 1.5). Such nodes therefore were less stable and alternated between closest sinks at different distances. The plots indicate that stability is not adversely affected by Voronoi scoping, since nodes are as close to an integer-valued average distance as with global flooding.
Application performance. We examined data delivery as an indication of application performance. Counting the number of data packets succesfully delivered to sinks allows us to see, for example, if node starvation (Sect. 3.1) is occuring more often with Voronoi scoping. Data delivery is plotted in Fig. 5 , for experiments both with and without link filtering. In both cases, we see that Voronoi scoping does not impact application performance. In fact the data delivery ratio appears slightly higher with Voronoi scoping; though this cannot be considered as definite evidence given the confidence intervals obtained. 
Conclusions
We have presented Voronoi scoping, a technique to control dissemination of packets originated from multiple sinks in a network. Flooding overhead remains constant independantly of the network size and number of sinks. This is particularly valuable in the context of sensor networks, where energy is the limiting resource. We implemented and tested Voronoi scoping over a network of 54 motes; results confirm good efficiency compared to global flooding whilst maintaining a similar level of application performance.
