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21 ABSTRACT
Increasing the rate of material identification, separation and recovery is a priority in resource
management and recovery, and rapid, low cost imaging and interpretation is key. This study uses
different combinations of cameras, illuminations and data augmentation techniques to create
databases of images to train deep neural networks for the recognition of fibre materials. Using a
limited set of 24 material samples sized 1,200 cm2, it compares the outcome of reducing them to
30 cm2. The best classification accuracies obtained range from 76.6% to 77.5% indicating it is
possible to overcome problems such as limited available materials, time, or storage capabilities,
by using a setup with 5 cameras, 5 lights and applying simple software image manipulation
techniques. The same method can be used to create deep neural network training databases to
recognise a wider range of materials typically found in solid waste streams, in real-time.
Furthermore, it offers flexibility as the classification cameras could be deployed at different stages
within solid waste processing plants, providing feedback for process control, with the potential of
increasing plant efficiency and reducing costs.
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3 INTRODUCTION
Priorities to achieve reductions in waste, retaining materials in use within the economy for longer
are evident within many government policies and initiatives such as the circular economy (“Four
legislative proposals on waste - Think Tank,” 2018; “New EU targets for recycling,” 2018; Council
3of the European Union, 1999; European Parliament., 2009). Targets for collecting separate
materials and recycling municipal wastes to reduce landfill reflect this global awareness.
Consequently, innovation is needed to advance material identification and separation technologies
within current solid waste treatment processes (ISWA, 2016; Sedlak, 2017).
In recent years, many sector studies have used material flow analysis to understand better the
volume and composition of wastes (Moriguchi & Hashimoto, 2016; Velis et al., 2013) thus
assisting decision making (Turner, Williams, & Kemp, 2016) and improving material recovery
and treatment (Al Sabbagh, Velis, Wilson, & Cheeseman, 2012; Allesch & Brunner, 2015, 2017;
Arena & Di Gregorio, 2014; Habib, Schibye, Vestbø, Dall, & Wenzel, 2014; Pivnenko, Laner, &
Astrup, 2016; Stanisavljevic & Brunner, 2014; Tonini, Dorini, & Astrup, 2014). Knowing the
composition of solid waste within process streams in real-time reduces uncertainty (Laner,
Rechberger, Feketitsch, & Fellner, 2016; Rechberger, Cencic, & Frühwirth, 2014), eliminating the
input-output lag during flow analysis (Pivnenko et al., 2016; Zoboli, Laner, Zessner, & Rechberger,
2016). Integrating material composition sensors at different stages of waste management processes
can provide feedback to stakeholders and improve the safety and efficiency of material recovery
plants (Vrancken, Longhurst, & Wagland, 2017). This study uses off-the-shelf cameras with
visible spectrum sensors, identified previously as the most suitable method amongst existing
technologies to measure critical quality indicators for waste treatment. This research advances
existing image analysis techniques and applies this to waste streams where it has already been
shown to provide good indications of material composition and fuel properties (Peddireddy,
Longhurst, & Wagland, 2015; Wagland, Dudley, Naftaly, & Longhurst, 2013; Wagland, Veltre,
& Longhurst, 2012).
4Applying deep learning techniques (LeCun, Bengio, & Hinton, 2015) to train convolutional
neural networks (CNN) (Krizhevsky, Sutskever, & Hinton, 2012; Simonyan & Zisserman, 2014)
to recognize objects and materials in images is shown to achieve classification rates close to, or
even surpassing, human performance (Russakovsky et al., 2015). Typically, CNN are trained with
a database of labelled images, containing many examples of each classification category. Trained
CNN are then used to classify materials with data from a separate set of test images.
In general, the accuracy of CNN increases with the number of training images (Bell, Upchurch,
Snavely, & Bala, 2015), thus data collection is an important step. Dataset augmentation is regularly
used to improve classification accuracy of smaller datasets, applying transformations such as
warping, scaling and colour changing. However, exploiting more images in the training dataset
has the disadvantage of increasing the time and memory required, resulting in industry concerns
(He & Sun, 2015). To address this, techniques such as reusing a previously trained network and
parallel computing can help reduce the computational burden whilst improving accuracy (Rawat
& Wang, 2017).
Whilst others are investigating and developing network architectures to tackle geometric
variance issues (Jaderberg, Simonyan, Zisserman, & kavukcuoglu, 2015; Laptev, Savinov,
Buhmann, & Pollefeys, 2016), here we apply a method to generate new training databases using
controlled image capture and optimized data augmentation. Classification rates obtained by CNN
are negatively affected by large geometric changes in the images, such as rotation (Ciresan et al.,
2011; Gong, Wang, Guo, & Lazebnik, 2014; Razavian, Azizpour, Sullivan, & Carlsson, 2014)
which would be a common occurrence when receiving material images from streams on a conveyor
belt. Comparing the effects of dataset augmentation with different degrees of image rotation and
5oversampling (Buda, Maki, & Mazurowski, 2017), allows us to improve recognition performance
when using images captured in different conditions such as viewing angles and illuminations.
This paper focuses on data capture and augmentation techniques, and it reports how to improve
classification rates whilst minimizing the number of training images compared to that of standard
datasets (Russakovsky et al., 2015). A series of tests is performed using different methods to
acquire and process images then used for training neural networks. Understanding the features that
constitute optimal approaches has the potential to lead to robust and efficient learning that
recognises materials in recovery facilities, using existing, fast performing deep neural network
architectures whilst reducing recognition time and storage requirements.
Whilst the positive effects of training with more images, obtained either through image capture
or data augmentation, have been discussed before, this paper sets up a systematic study of image
data capture and data augmentation. The experimental results clearly indicate and quantify the
effects of increasing the sizes of material samples and using different viewing angles and
illuminations, whilst recommending the degrees of image rotation and overlapping to achieve the
best possible accuracies. The training datasets are used with AlexNet (Krizhevsky et al., 2012), a
well-known deep neural network, to help understand the performance effects of the different
experiments. Whilst the proposed framework was designed to identify solid waste material, the
experimental framework and results can be transferred to other purposes, using the optimized
datasets with different machine learning methodologies and for other applications.
4 MATERIALS AND METHODS
4.1 MATERIAL SAMPLES
The study limited the number of material samples grouping these into 2 main classes: paper and
cardboard, with each class containing multiple different items to provide intra-class variance
6information. Paper samples were represented by white, printed, crumpled, and shredded office
paper; brown packaging filler paper; red, white towel, and hygienic tissue paper; glossy magazine
paper; folded and crumpled newspaper. Whereas, cardboard samples were represented by plain
and printed brown corrugated cardboard; a selection of household food boxes. A total of 24
material samples, including both paper (14 samples, Fig. A2) and cardboard (10 samples, Fig. A3)
were used for training, and another 20 material samples were used for testing purposes, consisting
of mixed paper (14 samples, Fig. A4) and mixed cardboard (6 samples, Fig. A5).
4.2 IMAGE CAPTURE
The experimental setup used to collect the library of raw images, consisted of 5 Sony DSC-
WX500 cameras, labelled C1 to C5, and 5 Gantom GT21 light sources, labelled L1 to L5 (Fig.
A1). In spherical coordinates, cameras C1, C2, C3, and C4 were placed at a zenith angle of 30
degrees and azimuth angles of 0, 90, 180 and 270 degrees, respectively, with camera C5 placed at
a zenith angle of 0 degrees. All the cameras were mounted pointing towards the centre, with
material samples placed, at a focal distance of 1,095 mm. The captured images had a resolution of
4,896 by 3,264 pixels, representing the 43 by 29 cm field of view.
The entire field of view of the cameras, the target area, was covered with photographic green
screen material, on top of which the individual samples were placed before being photographed.
The green background material was cleaned manually after each material sample was
photographed to prevent cross-contamination. During the experiments, each camera was
controlled individually to capture images with different viewing angles, using either camera C1,
C2, C3, C4 or C5.
The five light sources L1 to L5 were placed next to each of the respective cameras, all set to
maximum brightness with a colour temperature of 5,600 K. Each light source illuminated the target
7area with a uniform beam diameter of 560 mm. During the experiments, each light was controlled
individually to capture images with 6 different illuminations using L1, L2, L3, L4, L5, or a
configuration where all the lights were powered, labelled L6.
In the first step of the methodology, shown in Fig. 1, a collection of 30 raw images per sample
was captured using all possible combinations of 5 cameras and 6 illuminations. The second step
in the method used only the pictures taken by cameras and lights defined by the experimental
design. For example, when the experiment considered only 1 camera and 1 light, a single image
was selected per material sample, i.e. the one captured using camera C5 and light C5. When the
experiment considered all 5 cameras and 6 lights configurations, 30 raw images per material
sample were selected.
Fig. 1. Steps taken to create the training and testing databases.
4.3 IMAGE PROCESSING
Every image was subjected to a series of transformation, implemented in C++ using OpenCV
(“OpenCV library 3.1.0,” 2015). The third step cropped images to a smaller size, keeping the
central region and discarding the outside. Fourthly, images were rotated, which was implemented
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8using Lanczos resampling over an 8 by 8 pixels neighbourhood. This allowed the rotation of
cropped images with respect to the centre at different angles.
Each cropped and rotated image was then split into patches (256 by 256 pixels), with varying
ranges of overlap between patches. A hue, saturation, and value (HSV) colour detection routine
was applied to each patch to ensure that only the patches without the green background were kept.
All these processes were implemented to run on a single CPU except for the patch extraction step
which was multi-threaded and ran on 4 parallel processes. The time taken in each step was
measured and recorded for comparison purposes.
4.4 DEEP NEURAL NETWORK
AlexNet (Krizhevsky et al., 2012) was the convolutional neural network architecture used. This
had previously been fine-tuned with the MINC database (Bell et al., 2015), with the output layer
fc8 modified to predict 2 types of materials. The framework used to implement, train and test the
neural networks was Caffe version 1.00 (Jia et al., 2014) running in parallel on four nVidia K80
GPUs. The initial learning rate was set at 10-5 and reduced by a factor of 10 for every 2,000
iterations. To reduce overfitting, where the network would perform well on the training data but
fail on the test patches, the dropout factor in AlexNet was set to 0.5.
The sixth method step tested each patch by applying the previously trained MINC neural
network. The considered output was the fc7 network layer, a 4096-dimensional vector, which was
used to calculate the cosine distance to each of the other patches (Bell & Bala, 2015). The cosine
distance between two similar images is smaller than the calculated between two unique images.
This step ensures the datasets contain only unique patches by requiring a minimum cosine distance
value between them. Additionally, each time a patch was fed into the network for training, it was
9cropped to 227 by 227 pixels from a random region. This reduces overfitting as it avoids duplicate
images which would force the network to memorise data instead of learning features.
In the final step, the unique patches were stored into databases for training or testing purposes.
A training database was generated for each experiment. Each training step was performed for a
minimum of 4,000 iterations or 20 epochs, which meant that each patch in the training database
was used at least 20 times. To prevent overfitting, the trained networks were tested every 4 epochs
and the training step was considered complete when the accuracy testing stopped improving.
4.5 ACCURACY TESTING
A single testing database was generated from 20 samples of paper and cardboard materials that
had not been included in the training database. The paper class, see Fig. A4, included white paper
(4 samples containing a mix of blank, printed, crumpled, and shredded material), brown paper,
tissue paper (3 samples containing a mix of white and red materials), magazine paper (2 samples
of different pages), and newspaper (4 samples of different pages, folded and crumpled). The
cardboard class (Fig. A5) included corrugated cardboard, and household food cardboard (5
samples with mixed materials).
The test patches were obtained from random 227 by 227 pixels regions within the raw images,
equivalent to 2 by 2 cm, with no overlapping. Only those patches with a cosine distance of 0.2 or
more to the other patches in the database were kept. The two material classes were represented in
equal number in the testing database, with a total of 18,496 patches. Network accuracy tests were
performed on this single testing database, and every testing patch was assigned a probability of
being either paper or cardboard by the trained network. The class with the highest probability was
interpreted as the predicted material for each patch in the testing database, which was then used to
calculate the mean classification accuracy of the trained network.
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4.6 DATA ANALYSIS
For each test, the predicted material for every patch in the testing database was compared to the
actual material class, and mean accuracy was calculated and expressed as the percentage of correct
predictions. Each experiment was performed three times, and the standard deviation of the mean
accuracy was calculated. When running the experiments on different crop sizes, a combined value
was obtained by averaging the mean accuracies of each crop size studied. Significant differences
between results were determined with 1-way ANOVA followed by Dunnett’s tests, and 2-way
ANOVA followed by Tukey’s tests, using 95% confidence intervals.
4.7 EXPERIMENTAL DESIGN
A series of experiments to evaluate the effects of the illumination and viewing angles
configurations, the size of the material samples, software image rotation, patch overlap, and the
individuality and the number of training patches were designed. These are shown in Table A1 as
a summary of experimental setups and the different configurations tested. The experiments
consisted of creating a training database of patches using their specific configuration, training a
deep neural network with the created databases, and finally applying the trained networks to the
testing database to obtain the mean accuracies. Each experiment was performed three times to
estimate the uncertainty of the results.
Experiment 1 compares the accuracy obtained with different minimum cosine distances (0.1,
0.2, 0.3, 0.4, and 0.5) between the training patches. Experiment 2 compares the effects of cropping
images to the equivalent physical size of 30, 120, 240, 720 and 1,200 cm2. Then experiment 3 uses
software techniques to increase the number of images, rotating the images by 0, 1, 3, 5, 10, 15, 30,
and 90 degrees. Experiment 4 overlaps the extracted patches by 0, 12.5, 25, 37.5, 50, 62.5, 75, and
87.5 percent. Experiments 5 use different hardware configurations to use 1 to 6 illuminations, and
experiment 6 uses 1 to 5 cameras.
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Finally, experiments 7, 8 and 9 use combinations of techniques to increase the number of training
images. Experiment 7 combines the software techniques, rotation and overlapping, using the best
results obtained in experiments 3 and 4. Experiment 8 combines hardware techniques, using
multiple cameras and illuminations, using the results obtained in experiments 5 and 6. Finally,
experiment 9 uses a combination of both software and hardware techniques, including rotation,
overlapping, multiple cameras and multiple illumination configurations. All the experiments are
performed on 30 cm2 and 1,200 cm2 cropped image sizes for comparisons.
5 RESULTS AND DISCUSSION
5.1 EXPERIMENT 1: PATCH UNIQUENESS
Using different cosine distances between the training patches shows no significant effect on the
resulting accuracies for either 30 cm2 or 1,200 cm2 crop sizes (Fig. A6). When averaging the results
from both crop sizes, the highest accuracy was obtained with a minimum cosine distance of 0.2,
which was therefore used in the following experiments.
The effects of different minimum cosine distance values on the classification rates are more
pronounced when working with 30 cm2 images than with the larger 1,200 cm2 crops. When using
small crops, a cosine distance of 0.2 increases the average classification by 2% or more compared
to using a cosine distance of 0.1. When using larger crops, the cosine distance has a smaller effect
on classification rates, as the best cosine distance value is 0.1. This is supported by results from
other studies (Bell et al., 2015).
5.2 EXPERIMENT 2: CROP SIZES
Increasing the number of patches by using larger crop sizes results in higher mean classification
accuracies as expected (Table 1). The largest gain was obtained when increasing the crop size from
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30 cm2 to 120 cm2 for a relative increment of 15% of the classification rate. Further increases in
size results in diminishing gains and no statistically significant differences.
Table 1. Baseline results show the effects on mean classification accuracy of using different crop
sizes to generate the training patches.
Crop size (cm2) 30 120 240 720 1,200
Number of training patches 34 178 389 1,052 1,731
Mean accuracy 61.9% 71.0% 72.5% 73.6% 74.5%
Standard deviation 0.1% 1.0% 0.3% 0.3% 0.9%
As expected, the performance of the neural network improved with more data, although the full
potential of the configuration may yet to be reached. Taking pictures of more material samples
increases the number of training patches and this is likely to produce higher accuracy results than
obtained in this experiment. The results of this experiment were used as a baseline for comparison
with the classification accuracies obtained in the following experiments.
5.3 EXPERIMENT 3: SOFTWARE ROTATION
Using software rotation to increase the number of patches of 30 cm2 crops results in a significant
difference only when comparing the baseline result. This uses only the original image with 4
(original plus 3 generated) images per sample. In the case of 1,200 cm2 crop sizes, no significant
differences are found from the number of rotations, but a maximum mean accuracy of 76.2% was
achieved with 12 rotations, using 10,154 patches. Averaging the results from 30 cm2 and 1,200
cm2 crop sizes, gives the highest accuracy with 12 rotations.
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Gains were larger when working with the smaller, 30 cm2 crops, with a relative increment of
mean accuracy of 6%, whilst the benefit reduced to 4% when working with the larger, 1,200 cm2
crop sizes. The effect of software rotations shows that this technique is beneficial. However, there
are no gains by rotating an image more than 12 times, at 30 degrees each step. Furthermore, whilst
the mean accuracy of 68.5% obtained using 68 patches from 4 rotations (Fig. A7) of the 30 cm2
crop sized images is lower, it is not significantly different to the baseline 71% obtained using 120
cm2 crop size (Table 1).
5.4 EXPERIMENT 4: PATCH OVERLAP
When working with 30 cm2 crop sized images, the results show significant differences between
the 0% and 12.5% overlap, as well as using the 0% and 25% overlap. The maximum accuracy of
68.6% obtained using a 25% overlap (Fig. A8) from 73 patches, represents a relative gain of 10%
compared to not using patch overlapping. This is not significantly lower than the baseline result
which uses 240 cm2 crop sizes (Table 1). However, when using 1,200 cm2 crop sizes there are no
significant differences between any of the different overlapping factors, with the maximum mean
accuracy obtained without overlapping. When averaging results from the 30 cm2 and 1,200 cm2
crop sizes, the highest accuracy was with 25% overlapping.
Even though more training patches could be generated by increasing the overlapping factor, the
classification rates obtained are no different or lower than when using 25% overlap, for both crop
sizes in the experiments. This means that the extra patches generated by overlapping the training
images contain no extra information that the network can use for training. The same effect is
observed in experiment 3, where rotating more than 12 times is not beneficial.
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5.5 EXPERIMENT 5: NUMBER OF LIGHTS
When working with 30 cm2 crop sized images, increasing the number of different illuminations
of the target area from 1 to 4, 5 or 6 achieves significant benefit. Using 5 different illuminations
(Fig. A9) gives the maximum mean accuracy of 69.6% with 174 training patches. This represents
a relative improvement of 10% from using just 1 illumination. Whilst this result is lower than the
baseline 71% accuracy obtained using 120 cm2 crop size with no augmentation techniques (Table
1) it is not significantly different.
In the case of 1,200 cm2 crop sized images, increasing the number of different illuminations
from 1 to any other number results in a significant improvement, with a maximum accuracy of
76.9% when using 6 illuminations and 11,863 patches. This represents a relative gain of 5%
compared to using 1 illumination. Using 2 illuminations results in the same mean accuracy of
76.9% but with larger variability and a standard deviation of 0.9% compared to 0.4% with 6
illuminations.
Averaging the results from using both crops sizes, shows that the highest accuracy can be
obtained from using 5 illuminations. Even though more training patches are generated using 6
illuminations, the classification rates obtained are lower and not significantly different when using
5. This suggests that the extra patches generated from images taken with a sixth illumination
contain no extra information that the network can use for training.
5.6 EXPERIMENT 6: NUMBER OF CAMERAS
Using the 30 cm2 crop sized images there are significant differences when taken from multiple
cameras as variation occurs with the number of cameras. This is notable except when comparing
the results between 3 and 5 cameras. The maximum accuracy of 71.2% (Fig. A10) from 4 cameras
and 150 training patches, represents a relative improvement of 14% to that of just 1 camera. The
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resulting mean accuracy is not significantly different to the baseline results using 240 cm2 crop
sizes (Table 1).
Using 1,200 cm2 crop sizes and increasing the number of cameras from 1 to 5 results in the only
significant difference This achieves a maximum accuracy of 75.5% from 9,732 patches, with a
relative gain of 3% compared to using just 1 camera. Averaging the results from 30 cm2 and 1,200
cm2 crop sizes, shows the highest accuracy is again obtained with 4 cameras. Even though more
training patches are generated with 5 cameras, the classification rates are not significantly different
for either crop size in the experiments. This means that the extra patches generated by considering
images taken with a fifth camera contain no additional information that can be used for network
training.
5.7 EXPERIMENT 7: COMBINED SOFTWARE TECHNIQUES
Combining the best result from Section 4.3 of increasing the overlapping factor to 25%, and the
best result from Section 4.4, plus applying the software techniques of rotating the 30 cm2 crop
sized images by 30 degrees; this leads to a mean accuracy of 70.4%, when using 199 training
patches (Fig. 2). This achieves a significantly better result than the baseline accuracy of 61.9%
obtained using only 1 rotation and no overlapping (Table 1). It is also significantly better than the
67.9% accuracy obtained using 12 rotations and no overlapping (Fig. A7). However, it is not
significantly different to the baseline results when using 120 cm2 crop sizes with no augmentation
techniques (Table 1), or to that of the mean accuracy of 68.6% obtained using only 1 rotation and
25% overlap (Fig. A8). This indicates that overlapping the patches by 25% is more beneficial than
rotating the images by 30 degrees.
When combinations of rotations by 30 degrees and 25% overlapping is applied to the 1,200 cm2
crop size images, 15,022 training patches were extracted. The mean accuracy obtained was 75.8%
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(Fig. 3), which is higher but not significantly different to the baseline result of 74.5% obtained
when using no rotation or overlapping (Table 1). This represents a relative gain in accuracy of 2%,
i.e. lower than the gain of 14% on obtained the 30 cm2 crops. However, this difference is not
enough to compensate for the difference in crop sizes, as the result from 1,200 cm2 crop sized
images is significantly better than when applying the pair of software techniques to 30 cm2 crops.
Fig. 2. Effects of different techniques to increase the number of training patches and improve
accuracy when using 30 cm2 crops, on a log-10 scale. Vertical bars indicate standard deviation.
5.8 EXPERIMENT 8: COMBINED HARDWARE TECHNIQUES
To understand the extent to which combining hardware techniques can address the effects of a
limited data, this experiment was repeated twice. Firstly, 20 images were captured using a
combination of 4 cameras and 5 illuminations with the best results from Sections 4.6 and 4.5,
respectively. Secondly, 30 images were captured with all 5 cameras and 6 different illuminations.
Using 4 cameras and 5 illuminations resulted in a mean accuracy of 73.2%, using 753 patches
from 30 cm2 crops, and in 75.8% using 40,042 patches from 1,200 cm2 crop sized images. The
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experiment with 5 cameras and 6 lights, using 30 cm2 crop sizes, resulted in a mean accuracy of
73.3% by using 1,106 patches (Fig. 2); and when using 1,200 cm2 crop sizes, 58,642 training
patches were extracted to achieve 76.2% mean accuracy (Fig. 3).
In contrast to experiments 5 and 6, where adding a single camera or a single light was neither
significant nor detrimental to the mean accuracy, the combination of an extra camera with an extra
light provided useful information for training the neural network. The results from using the
combination of 5 cameras and 6 lights were better than using 4 cameras and 5 lights, though the
differences were not statistically significant.
The results obtained using 30 cm2 crop sized images taken with the combination of 5 cameras
and 6 lights were significantly better than using 5 cameras and 1 light (Fig. A10), or 1 camera and
6 lights (Fig. A9). However, there was not significant difference to using 4 cameras and 1 light, or
1 camera and 5 lights. These results indicate that both cameras and lights are equally important
when working with a limited data set, and that a minimum of 4 cameras and 5 lights is required to
get the most benefit from the proposed setup.
The mean accuracy of 73.3% obtained using the combination of 5 cameras and 6 lights on the
30 cm2 crop sized images was lower but not significantly different than the baseline mean accuracy
of 74.5% obtained from 1,200 cm2 crop size images with no augmentation techniques (Table 1).
This means that combining hardware techniques overcomes the issues of having a limited data set
for CNN training.
When working with 1,200 cm2 crop sizes, 5 cameras and 6 lights, the mean accuracy obtained
was significantly better than using 5 cameras and 1 illumination (Fig. 3). Whilst it was lower, it
was not significantly different from using 1 camera and 5 illuminations. This suggests that when
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more material samples are available, additional illumination is more important than adding more
cameras.
Fig. 3. Effects of different techniques to increase the number of training patches and improve
accuracy when using 1,200 cm2 crops, on a log-10 scale. Vertical bars indicate standard deviation.
5.9 EXPERIMENT 9: COMBINED SOFTWARE AND HARDWARE TECHNIQUES
The combination of using 5 cameras, 6 illuminations, 12 rotations, and a 25% patch overlap on
30 cm2 crop sized images results in a mean accuracy of 76.6% from 8,309 patches. This result is
significantly better than either using a combination of 12 rotations and 25% overlap, or a
combination of 5 cameras and 6 illuminations (Fig. 4). This indicates that both pairs of techniques
are similarly important in improving accuracy if working with a limited data set.
When the combination was applied to 1,200 cm2 crop sized images, the accuracy achieved was
77.5% from 561,070 patches, which was significantly different to only using 12 rotations and 25%
overlap, but not to using only 5 cameras and 6 lights. The implication is that when more data is
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available, this pair of hardware techniques is more beneficial to the resulting accuracy than the
combination of software techniques.
Using this combination of software and hardware techniques on 30 cm2 crop sized images was
better, but not significantly different, than the baseline accuracy of 74.5% obtained when using
1,200 cm2 crop sized images with no augmentation. Furthermore, the mean accuracy of 76.6%
obtained on 30 cm2 crop sizes was lower but not significantly different than the 77.5% obtained
when the same techniques were applied to 1,200 cm2 crop sizes. This indicates the full potential
of the method, as the combination of hardware and software techniques compensates for the lack
of raw material and a reduced data set.
Fig. 4. Combined effects of different techniques when applied to different crop sizes. Vertical bars
indicate standard deviation.
5.10TIME AND STORAGE REQUIREMENTS
The configuration used in each experiment affected the classification accuracy, as well as the
size of the database file and the time taken to complete (Table 2). The time to capture the 30
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pictures of each sample with all the possible combinations of 5 cameras and 6 illuminations took
an average of 7.5 minutes. This translates to an average of 15 seconds per capture, including the
time to configure the cameras, the lights and the wireless transfer for further computer processing.
The average computing time to rotate a 30 cm2 crop size image was 0.003 seconds, whilst
rotating a 1,200 cm2 crop size image takes 0.147 seconds. The time required to extract the patches
depended on the source material, as an image with greater variability generates more unique
patches, which then requires more unique comparisons and file creations. The time to create a
training database file depends on the number of unique patches extracted, with an average of 0.025
seconds per patch. Finally, the training step for each experiment took 28 minutes, except for
experiment 9 using 1,200 crop size images, which took 4 hours 20 minutes to complete due to the
larger number of training patches.
The rotation and patch overlapping techniques had a relatively small impact on the total time,
adding a maximum of 4 minutes when working with 30 cm2 crop sized images captured with all
the cameras and illuminations (experiment 9 vs experiment 8). The best result using 30 cm2 crop
size images obtained with the combination of software and hardware techniques (experiment 9),
took 3 hours and 5 minutes longer than when using no augmentation techniques (experiment 2),
whilst improving the mean accuracy by 24% requires 185 MB additional database storage.
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Table 2. Best configuration and mean accuracy obtained with each experiment, showing the
average time and file space required, for both 30 cm2 and 1,200 cm2 crop sized images.
Experiment 2 3 4 5 6 7 8 9
Number of cameras 1 1 1 1 5 1 5 5
Number of illuminations 1 1 1 5 1 1 6 6
Number of rotations* 1 12 1 1 1 12 1 12
Patch overlap (%) 0 0 25 0 0 25 0 25
30 cm2 crop sized images
Mean accuracy 61.9% 67.9% 68.6% 69.6% 67.9% 70.4% 73.3% 76.6%
Average total time (min) 34.3 34.3 34.3 58.5 58.5 34.4 215.1 219.0
Average database size (MB) 7 17 14 33 35 38 211 1,630
1,200 cm2 crop sized images
Mean accuracy 74.5% 76.2% 74.1% 76.8% 75.5% 75.8% 76.2% 77.5%
Average total time (min) 40.5 45.5 40.9 85.6 85.5 52.6 544.5 1035.1
Average database size (MB) 331 1,945 520 1,936 1,860 2,877 11,232 108,116
*: The number of rotations includes the original image.
5.11ACCURACY VS CONFIGURATION AND MATERIAL SIZE
Comparing the individual effects in classification accuracy for each of the 5 main variables
studied in the experiments, the single most beneficial change was to increase the size of the images
from 30 cm2 to 1,200 cm2, resulting in a relative gain of 20.3% (Table 2, experiment 2). When
working with 30 cm2 crops, the largest relative gain obtained was 12% by using multiple
illuminations. However, combining the two hardware techniques resulted in a relative accuracy
increase of 18%, i.e. not significantly lower than the 20.3% improvement obtained by increasing
the crop size to 1,200 cm2.
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Furthermore, combining the hardware technique proved more beneficial than the pair of software
techniques, which only managed to improve the results by a relative 13%. On the other hand, the
combination of both hardware and software techniques with 30 cm2 crops resulted in a relative
increment of 24% to reach a mean accuracy of 76.6%. This result was the best one obtained with
the 30 cm2 crop sized images, and significantly better than only increasing the crop size to 1,200
cm2.
The effects of any of the applied techniques were less pronounced when working with the larger,
1,200 cm2 crop sized images. The largest impact was again obtained using multiple illuminations,
improving the results by a relative 1.5%. This higher result was not significantly better than
applying either the two hardware techniques (relative gain of 1.1%), or the two software techniques
(relative gain of 0.8%). The combination of hardware and software techniques resulted in a relative
increment of 2% in accuracy.
The maximum benefit obtained in all the experiments was by increasing the size of the materials
from 30 cm2 to 1,200 cm2 and applying a combination of the four techniques. This resulted in a
relative increase of 25.2% in classification accuracy. The trade-offs were the total time taken of
over 17 hours more than the baseline, and the storage requirements which increased from the 7
MB baseline to 108,116 MB.
The mean classification accuracy of 77.5% reached levels of performance typically obtained
with databases containing a similar number of training images (Bell et al., 2015; Buda et al., 2017).
Furthermore, when working with the 30 cm2 and the combination of four techniques, the maximum
accuracy of 76.6% was lower but it was obtained with a much smaller training database, exceeding
the expected results. Using the proposed data augmentation techniques reduces the relative
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difference in accuracy between using 30 cm2 and 1,200 cm2 from 20% to 1%, in both cases reaching
human-level accuracy (Wiebel, Valsecchi, & Gegenfurtner, 2013).
6 CONCLUSIONS
This study shows that even if the available time, storage capability or material samples are very
limited, the method extracts as much as information for training and increases the neural network
performance to almost the same level expected from a much larger dataset. As opposed to other
applications where context data, such as the presence of other objects or materials, orientation, and
size can be used to identify a material or an object, in this study the deep neural network is
successfully trained only with the characteristics of material surfaces as captured with a camera
enhanced with multiple illuminations.
The proposed image capture and data augmentation methods could be applied to generate
training databases for the recognition of more material classes, such as plastics, textiles, glass,
metal, and minerals, or even to objects, for example for the recognition of hazardous items such
as batteries and gas canisters. Whereas this study used two categories with wide intra-class
variability, the classes could be split so that, for example, white paper, old newspaper, tissue, and
magazine would be classified as different types of materials, providing useful information to
recycling industries.
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7 APPENDIX
Fig. A1. Schematics depicting the image capture hardware configuration which includes 5 cameras
(C1 – C5) and 5 lights (L1 – L5). The lights (not shown) are located next to the cameras, also
pointing towards the target area.
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Fig. A2. Paper samples used for training, illuminated with light L5 and photographed with camera
C5.
Fig. A3. Cardboard samples used for training, illuminated with light L5 and photographed with
camera C5.
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Fig. A4. Paper samples used for testing, illuminated with light L5 and photographed with camera
C5.
Fig. A5. Cardboard samples used for testing, illuminated with light L5 and photographed with
camera C5.
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Table A1. Summary of experimental setups and the different configurations tested.
Experiment Cosinedistance
Cropped size
(cm2)
Number of rotations
(including original)
Overlapping
(%) Lights Cameras
1 0.1, 0.2, 0.3,0.4, 0.5 30, 1200 1 0 L5 C5
2 0.2*1 30, 120, 240,720, 1200 1 0 L5 C5
3 0.2*1 30, 1200 1, 4, 12, 24, 36, 72,120, 360 0 L5 C5
4 0.2*1 30, 1200 1 0, 12.5, 25, 37.5,50, 62.5, 75, 87.5 L5 C5
5 0.2*1 30, 1200 1 0
L5,
L5+L1,
L5+L1+L2,
L5+L1+L2+L3,
L5+L1+L2+L3+L4,
L5+L1+L2+L3+L4+L6
C5
6 0.2*1 30, 1200 1 0 L5
C5,
C5+C1,
C5+C1+C2,
C5+C1+C2+C3,
C5+C1+C2+C3+C4
7 0.2*1 30, 1200 12*3 25*4 L5 C5
8 0.2*1 30, 1200 1 0 L1, L2, L3, L4, L5,L6*5 C1, C2, C3, C4, C5
*6
9 0.2*1 30, 1200 12*3 25*4 L1, L2, L3, L4, L5,L6*5 C1, C2, C3, C4, C5
*6
Note: *n indicates value(s) based on the results from experiment n.
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Fig. A6. Effects of using different cosine distances between training images, for different crop
sizes. The vertical bars denote standard deviation.
Fig. A7. Effects of using software rotations to increase the number of training images, for different
crop sizes. The vertical bars denote standard deviation.
29
Fig. A8. Effects of using different patch overlapping factors to increase the number of training
images, for different crop sizes. The vertical bars denote standard deviation.
Fig. A9. Effects of using different number of lights to increase the number of training images, for
different crop sizes. The vertical bars denote standard deviation.
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Fig. A10. Effects of using different number of cameras to increase the number of training images,
for different crop sizes. The vertical bars denote standard deviation.
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