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I. INTRODUCTION 
Suppose we observe X = ...,Xp) where the x.'s are 
1 
independent and have a normal distribution with mean 0^ and vari­
ance one, Stein (1956) showed that the maximum likelihood estimator. 
X, of the mean vector £ = (0^,02>..•,0p) is inadmissible when P 
is greater than or equal to three under mean square error loss, which 
is 
He also showed that the usual estimator 0{X) = X, is uniformly 
dominated by the James-Stein estimator, 5^(X), under mean square error 
loss. 
The James-Stein estimator ô^(X) has the form 
In Chapter II, we will review the shrinkage estimation done by 
Stein, Efron and Morris, Berger, and Strawderman, The James-Stein 
estimator has been proven inadmissible. In Chapter III, we will find 
a minimax admissible shrinkage estimator of relatively simple form 
when P is greater than or equal to five. Then we will derive its 
risk and compare it with that of the James-Stein estimator. A method 
L2{0 ,6(X)) = (6{X) -0 )  (5(X) -0 )  
where 
||x||^ = x'x 
2 
of combining two minimax estimators will be suggested and its upper 
bound of risk will be derived. Monte Carlo results will also be 
presented. 
In Chapter IV, we will consider a model; Y = ^ + e, where 
e ~ N^(0, 1). If we surmise that C(Z), it is possible to construct 
an estimator which shrinks towards C(Z), the column space of Z. This 
turns out to be an example showing that the set of superefficient 
points can be uncountable, as shown in Chapter VI. If we know that 
£6 C{Z^,Z2) and surmise £ € CfZ^), we can construct a predictor 
shrinking towards C(Z^). This is proven to be the BLUP estimator 
for the balanced mixed linear model situation in Chapter V. We will 
discuss other biased estimators ; the ridge regression estimators 
and principal component estimators in Chapter VII. We will find 
estimators that shrink towards space generated by eigenvectors 
corresponding to large eigenvalues or large sum of squares. Such 
estimators obtain stability of predictions. 
3 
II. HISTORICAL REVIEW 
A. Bayesian Interpretation 
After Stein (1956) showed that there exists an estimator which 
dominates the usual estimator with respect to mean square error, 
there have been a lot of papers on that topic. We cannot review all 
the works by various authors, and will select several papers to review 
shrinkage estimation. 
Since ||x||^ ~ ll^ll^ + P, for large P, we expect that the natural 
estimator, }^, overestimates the squared length of the mean vector 
Therefore, we need to shrink the norm of our natural estimator. There 
are various ways to reduce the norm of our natural estimator. One 
way is the shrinkage estimator. Before we go to the properties of 
shrinkage estimators, we must mention that the shrinkage estimators 
are explained well by Bayesian theory. Direct application of Bayesian 
work to a real problem may be suspected because we have to choose 
a prior and this choice seems very subjective. Although Berger (1980) 
has developed estimators which are robust with respect to a given 
class of priors, still this class is decided on by the user. But 
almost all the reasonable estimators can be explained as Bayes esti­
mators under some priors. Moreover, the admissible estimator is the 
generalized Bayes estimator and the proper Bayes estimator is an 
admissible estimator. Therefore, the Bayesian method is a convenient 
tool to find an admissible estimator. Although in other chapters we 
will not mention Bayesian theory, this does not mean that the material 
covered in those chapters cannot be explained by Bayesian work. We 
4 
can find the Bayesian theory related to our topic in various other 
papers. 
Now assume that the prior distribution of the parameter space © 
is TTO). The prior can be improper. Then we can define risk as 
R(0,ô(X)) = Eg{L(0,6(X))} 
= L(9,6(X)) f(X|0)dndTT(e) 
= /j/g L(0,6(X)) f(X|0)dTT(0)dfi (by Fubini) 
f(x|0) 
= SJq L(0 ,6 (X)) dTT(0 )  F^MDLL,  
where f^(X) = f(x|£)dTT(0) 
Minimizing the risk, R(0,6(X)), is equivalent to minimizing the inner 
integral for each value X. We call f (x|£)dTT/f^^(x) the posterior 
density of £ given X = x. Assume L(£, Ô(X)) = Ô(X) ) = 
||0^-ô(X)|| , Under the above loss function, the inner integral is 
minimized at the posterior mean; this leads to the estimator 
S e exp{- i||x-0||^]dn 
6(X) = : 5 
J* exp{- lllx-ill }dTr 
I(0-X) exp{- i||X-0||^}dTT 
f exp{- il|X-0||^]dTT 
= X + V In f(X) , (II.A.l) 
where f (X) = /{exp - ^||X-0||^}dTr. 
Here, rr is a prior chosen to satisfy the regularity condition needed 
to have equation (II.A,1) hold, and 
V In f(X) = (^ In f(X), ^  In f(X), ..., ^  In f(X))*. If we 
dXi dx^ aXp 
have f(X) = C, we have the natural estimator X. Also, the James-
Stein estimator has the form (II.A.l): 
" " " llxll' ~ 
= X - V In 11x11^"^ . (II.A.2) 
Therefore, the James-Stein estimator may be a generalized Bayesian 
estimator for some prior dn that is yet unknown. But the James-
Stein estimator is not admissible, therefore, to find the prior to 
give the equation (II.A.2) may not be interesting. Berger and 
Srinivosan (1978) extended the equation (II.A.l) to the exponential 
family. The estimators we will investigate have the form (II.A.l). 
We can explain the James-Stein estimator also as an empirical Hayes 
estimator. Suppose X given £ has a multivariate normal distribution 
with mean 6 and variance matrix I , and that 0 has a multivariate 
— p' — 
2 
normal distribution with mean 0^ and variance matrix r I^, where 
2 
T is unknown. Then, 
E(0,|x. = X. ) = ^i 
6 
(1 - 1 (II.A.3) 
l + T  
First we note that the marginal distribution of X is 
X ~ Np(0, (l+r^)Ip). Hence, marginally, l|x||^~ (1+T^)Xp. Therefore, 
1 (II.A.4) 
1+r' ,2 
If we use T- as an estimator of 1 we have the James-Stein 
llxll' l+T' 
2 ' 
estimator. Therefore, we can interpret the James-Stein estimator as 
an empirical Bayes estimator. 
It is well-known that different loss functions give different 
shrinkage estimators which dominate the natural estimator. Under 
the general quadratic loss, the natural estimator X is not admissible 
when P is greater than or equal to three. Under a different loss, 
we can find an estimator which dominates the usual estimator when P 
is two. Brown (1980) gave the example. We will restrict our attention 
to quadratic loss. Before we go to the special loss function, we must 
point out that the natural estimator X is the only estimator which 
is minimax under an arbitrary quadratic loss function. We will prove 
that result later. 
Until Chapter VI, we mainly deal with the case when the variance 
B, Empirical Bayes Estimation 
matrix is the identity matrix and we will discuss other biased esti­
mators in Chapter VII. If the variance matrix is the identity matrix, 
it seems that the shrinkage estimator will be best under the mean 
square error loss. To discuss the risk behavior of the estimator we 
must introduce the technique to derive risk. We start with a defini­
tion introduced by Stein (1981 ). 
Definition II.B.l. 
p 
A function f ;R ->• R is called almost differentiable if there 
p p p 
exists a function 7f;R R such that for all Z € R 
1 
f(X+Z) -  f ( X )  =  f  Z Vf(X+tZ)dt 
0 
p 
for almost all X ^ ^  • Essentially, 
af(X) ôf(X) df(X) , 
( ax • ax ' •••' "IT"' • 
12 p 
p p 
A function g:R » R is almost differentiable if all its coordinate 
functions are almost differentiable. It is easy to check that a 
continuous function which is differentiable except at a finite number 
of points is an almost differentiable function. 
The lemma which follows is fundamental and is due to Stein (1973). 
Lemma II.B.l. (Stein (1973)) 
If X ~ N(£,Z:) and 
e|ô~ f (X) I < 00, where f(.) is almost differentiable. 
8 
then 
E(x^-9^)f(X) = 0^ E ^  f(X) for all i = 1,2,...,P, 
where CT? is the i^^ diagonal element of Z. 
Stein (1981) used the lemma to compute the unbiased estimate of 
risk when the estimator has the form 6(X) •== X, + g(X) where 
g(X) = (g^(X), 92(X)» 9p(X)). 
Lemma II.B.2. (Stein (1981)) 
P P Consider the estimator X + g(X) for £ such that g:R -+ R 
is an almost differentiable function for which 
Then, Eg||x-tg(x)-0|p = P + EgQ|g(X)||^ + 2V.g{X)}, where 
7.g(X) = 2^gi(X). 
Using Lemma II.B.l, we can have another theorem which is for the 
case when the estimator has the form given in the equation (II.A.l). 
Lemma II.B.3. (Stein (1981)) 
p + 
Let f;R ->• R be an almost differentiable function for which 
P P 7f;R ->• R can be taken to be almost differentiable and suppose also 
that 
9 
and 
Then, 
where 
B 117 In f{X)|l^<oo. (II.B.2) 
^0^2(9. X + V In f(X)) - P 
= EQHX + V In f (X) - ell^ - P 
7^f{X) ||7f(X)||^ 
7^/f(X) 
= 4E f . -1 , (II.B.4) 
^ J^ÔÔ 
2 ^2 7  f ( X ) =27 f(X) 
i=l ^ 
= Z f (X) . 
1=1 ôx^ 
_c 
Now let f(X) = (||x||^) ^ = ||x||"^, then if C = P-2 we have the James-
Stein estimator and if C = 0 we have the natural estimator. We can 
check that conditions (ll.B.l) and (II.B.2) are satisfied if C is 
greater than or equal to 1. 
Let 
g(X) = i/f(X) 
_ C 
= l|x|| ^ ; 
10 
then 
cx 
C+4 
2 
and 
2||X|| 
C+4 Ç 
2 -|pcl|xll2 +lc(G^)||x)|:||x)|: 
^ " 11X1^4 
i PC + J C(C+4) 
llxll 
C+4 
2 
C(2P-4-C) 
C+4 
2 4||X|| 
Therefore, 
,2 
^ _ C(2P-4-C) 
9(1) " " 4Hxjf ' 
Now we can have that the risk, which is E||x + 7 In ||x||"^  - j9|P, 
is equal to 
P - C(2P-4-C) E{—(II.B.5) 
IHP 
11 
Equation (II,B.5) is minimized when C = P-2, which leads to 
the James-Stein estimator. Therefore, risk of the James-Stein 
estimator will then become 
E||X - = p - (P_2|2 E . (II.B.6) 
llïll ® I|X|I 
According to equation (II.B.5) the estimators of the form. 
are minimax when 0 < C < 2(P-2). 
The above technique can be extended to the more general 
situation. Let X ~ ^ ^(^,2) and suppose we are interested in a 
loss function of the form 
LG(9 ,Ô(X) )  =  (6 (X) -0 ) *Q(Ô(X) -E) ,  
where Q is a given positive definite matrix, 
Hudson (1974) and Berger (1976), independently developed the 
Hudson-Berger estimator of the form 
ml -
where 
IWIn = . 
12 
Then, using Lemma II.B.l we can calculate the risk of the Hudson-
Berger estimator. 
E(Lg(0, 6""®(X))) 
= E[(I - Z )x-e]'Q[(i - (P-2)2"^2 )x-8] 
IWIg ~ ~ llxll^ " " 
2(P-2)(X-£)'z:"^X 
= E(X^-0) Q(X-0) - E 
llxllg 
+ E • (II.B. 
IWIg 
Let Y = 2~^X , then Y ~ (ji, I ) where jn = . Therefore, we 
can use Lemma II.B.l on the second term in equation (II.B.7). 
Let 
A = 
= (a.j), 
X. ~ 2 ' '  '  ' '  
f 
and 
Then, 
(X-9)'E~^X (Y-NI'Y 
= E 
IIXIIQ IAY 
p (Yi-n;)yj 
= E s , 1 
i=l Y AY 
13 
= 2 E 1 1 
i=l Y AY 
" lîi ' 
1] 
p , p 
= 2 E -= 2 E ^ 
i=l i=l (2y.y.a ) 
ij J 
2 y^Yja^j 
= PE 22E 
i (2y\y.a )2 
•^J ij 
= PE 2E 
= (P-2) E ^ 
= (P-2) E -i— 
Y AY 
' ' 7?fe 
= (P-2) E — 
ml ' 
Therefore, equation (II.B.7) becomes 
E(L (0,Ô""®(X))) 
Q — — 
= E(X-e)*2(X-e) - 2(P-2)2 E ^ 
® IWIg 
14 
2 1 
+ (P-2) E 
® Ml 
= trse - (P-2)^ E . (II.B.8) 
® Wig 
Equation (II,B.8) is very similar to {II.B.6): tr EQ corresponds 
to P and —corresponds to ^ And we can show that the 
IWIg llxll" 
estimator. 
is also minimax under the («,») loss function vdien 0 < C < 2 • 
(P-2). Almost all the properties that the Stein estimator has under 
the L2(•,•) loss, the Hudson-Berger estimator also has under its 
loss. Therefore, without loss of generality, we can concentrate on 
the simplest case with 2=1 and Q = I, 
C. Differential Equation 
Now we wish to investigate equation (II.B.4) more carefully. 
According to Berger (1982a), we can find an interesting derivation 
for the Stein estimator. Now let g(X) = /f(X). Then equation 
(II.B.4) beccOTies 
EQIIX + V In f(X)-8j|^ - P 
= EQHX + 27 In g(x)-0j|^ - P 
V\(X) 
15 
Now, if we solve the differential equation 
7\(X) = 0 , 
then 
n .2 
7 g(X)°' = 2 g(X)" 
i=l 
= 1 
n . „ , ag(X) 
1=1 1 1 
n a-2 ^9(X) 2 " a-1 
= Z a(a-i)9(xr (-ÂT-) + 2 ag(xr —5— 
i=l ® i i=l ÔX 
= 2 a(a-l)g(x)^"^(-^—+ ag(xVg(x) 
i=l ° i 
= a(a-i)g(x)°^"^l|7g(x)l|^ . (ii.c.2) 
The function (II.C.2) is less than or equal to zero when 0 < a < 1. 
2 
Therefore, if we can solve the differential equation, 7 g(X) = 0, we 
will have a minimax estimator. Now we have an estimator which is 
5g(X) = X + 7 In g(X)^°^ , 
where 0 < a < 1 and 7^g(X) = 0. 
Then, by equation (II.B.4), we have 
16 
E0a2(i,6g(X))) 
v^g(x)°^ 
a(a-i)g(x)°^"^||7g(x)||^ + ag(x)°'"Vg(x) 
= ^  
a(a-l)||Vg(x)||^ 
= P + 4E C 5 ] . (II.c.3) 
® g(x) 
The above risk is minimized Wien a = ^. Fran now on we will assume 
a = i. 
Now assume g(X) is a function of ||x|l^, i.e., 6g(X) is a 
spherically symmetric estimator. After Stein (1956) showed that a 
spherically symmetric estimator is admissible if it is admissible in 
the class of spherically symmetric estimators, almost all the papers 
on shrinkage estimators deal with the spherically symmetric estimators. 
Now let g(X) = h(||x||^). 
7^g(X) = V^h(llxll^) 
= 2 -^h(llxll^) 
i=l 3x. 
1 
= 2 ^(2h'(Hx||^)x.) 
i i 
= 2{2h'(j|x|l^) + 4h"(||xj|^)xh 
i 
= 2P h*(||x||^) + 4h"(||xl|^)||x||^ . (U.C.4) 
17 
NOM let r = ||XJ|^, then we have 
Ph'(r) + 2h"(r )r = 0. 
Since P(||^|^ = 0) = 0, assume r > 0. Then we have 
& + NF) - = 0 '  
Therefore, we have 
p 
— In r + In h*(r) + C = 0 for some C . 
Then, 
P 
ln{r^ h*(r)C*~^} = 0 for some C* 
So h'(r) = C*r ^ . 
Therefore, we have 
_ ^-2 
h(r) = - C*r ^ + C**, for some C** 
P-2 
2 
= C^r + Cg, for some and . 
Since 
g(x)"^||vg(x)||^ = 4h(|lxJ|2)"^(h'(11x11^) )^||x||^ 
= 4h(r)~^h'(r)^r 
18 
P-2 
(V 2 + c,,: 
(P-2)2 
P.I , (U.C.5) 
^1 
which is the same as g*(X)~ ||Vg*(X)l| , with g*(X) = h*(jjxj| ) , 
and 
_£=2 ^ 
h*{||x||^) = (||X||2) ^ + ^  . 
Therefore, w.l.o.g. we can assume = 1. Then, to make h(r) > 0 
for all r > 0, we must have > 0 , 
Let 
ôg(X) = X + V In g(X) 
= X + V In h{||x|l^) . 
Then, we have 
EI.2(i,6^(i)) = P-(P-2)^ E - . (II.C.6) 
' (1IÏII-K:J|X)|='-S  ^
The equation (II.C.6) is minimized vrfien 0^ = 0, since ||xj|^~^ is 
nonnegative. Since 
19 
_ P-2 
7 indlxll^) 2 X , 
iiïir 
we have the James-Stein estimator. Therefore, the James-Stein 
estimator is the best estimator among the spherical estimators which 
satisfy the differential equation. 
Until now we have derived the James-Stein estimator in several 
different ways. From now on, we want to investigate more general 
shrinkage estimators. 
D. The Class of Minimax Estimators 
Strawderman (1971) showed the following theorem. 
Theorem Il.D.l, (Strawderman (1971)) 
The estimator of the form 
6^(X) = X - Y(||X|| (Il.D.l) 
is minimax if the following conditions; 
2 i ) ydlxjl ) is nondecreasing, 
ii) 0 < Y(llx||2) < 2, 
hold. 
If ~ we have the natural estimator, and if 
Y(I|xJI^) = 1, we have the Stein estimator. Now, let 
r II2LII 
/ P-2 
I 1 
2 
when ||xj|^ < P-2 
when ||x||^ > P-2 
20 
then we have the estimator which is called the positive-part James-
Stein estimator. It is defined by 
where (a)* = max(0,a). 
Under squared error loss, the positive-part James-Stein estimator 
is better than the James-Stein estimator, but it is difficult to 
compute the risk of the positive-part James-Stein estimator. Therefore, 
for derivation, we mainly use the James-Stein estimator for conve­
nience . 
Theorem II.D.l can be extended to the more general situation 
using the Hudson-Berger transformation; if X ~ Np{£,E) and if we 
have the («,«) loss function. 
Theorem II.D.2. (Berger (1976)) 
The estimator of the form 
{P-2)y(11X112)Q-V^ 
6;(X) = (I - ) X (II.D.2) 
IWIg 
is minimax if the following conditions hold; 
i ) Y (I Wig) is nondecreasing, 
ii) 0 < Y(||x||g) < 2 . 
Theorem II.D.2 is the general version of Theorem II.D.l. As 
we see in equations (II.B.6) and (II.B.8), almost every result in 
21 
the simple case; X ~ Np(£,I) and loss function is Lgt»,'), holds 
in the general situation by using the Hudson-Berger transformation. 
Therefore, from now on we will skip the Hudson-Berger type theory. 
Now assume X ~ Np(9_,E), where L is unknown and tr S = P. 
If we use the James-Stein estimator which is good when Z = I, we 
can compute the risk as 
E(X-9 - |T|x)'(X-i - ^  X) 
(P_2)2 
= E(X -e) (X-0 )  -  2(P-2 )EQ + EG 
P ^*i''®i^*i FP-2 )^  
= tr s - 2(P-2) 2 Eg 
= tr S - 2(P.2, L&g ^ W 
= « 2 - 2,P-2,U - ^ ,3 . 
1 X'AX 2 
= tr z - 2(P.2)PEG ^ + 4(P-2)EG . 
2 2 
Since tr s = 2a. = P and writing A = diag(a, ), the expression is 
i ^ ^ 
22 
1 x'Ax 
P - (P-2)(P+2)E — + 4(P-2)E 5" 
9 2L 2L 9 ^x'xr 
1 X'AX 
= P - (P-2)E [(P+2) 7T7 - 4 5-} . (II.D.3) 
® - - (X'X) 
Even when we have wrong information on the variance covariance matrix 
2 
of X, if the are not too spread out, we will still have nice 
risk as we see in equation (II,D.3), Anyway, we will have bounded 
risk and we can expect the James-Stein estimator has a nice risk 
function when £ is near zero even when we misspecify the variance. 
Now assume X ~ (^, I) and that we are interested in the loss 
function 
L^(e,5) = (Ô-9)' A (6-9), 
where A = diag(X^), > 0 for any i, and without loss of generality 
we may assume tr A = P. Then, we have 
E(ôg(X)-9)' A (6g(X)-9) 
= E(X-9 - f| X)' A (X-9 - X) 
(X-9 ) 'AX 2 X'AX 
= E(X-9)' A (X-9) - 2(P-2)E. —— + (P-2) E 
e X'X 8 
(X -9 )X X'AX 
= P - 2(P-2)Z E.\, V,; + (P-2) E 
Z 8 i I'S 8 (X'X): 
â ^ 2 2i'AX 
1 
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p 22X.X. 2 
P - 2(P-2) E (-2 + (P-2) E 
® (2XJ)2 ® (X'X)^ 
1 X'^X 
P - 2(P-2)PE. =— + 4(P-2)E. - _ + (P-2) E 
® ® (SxJ)^ ® (X'X)^ 
1 X'^1 2 
P - 2(P-2)PE + 4(P-2)E + (P-2)% 
^ ® (X'X) ® (X'X) 
1 X'AX 
P - 2P(P-2)E — + {P-2)(P+2)E r 
e X X 9 (X'X) 
(P+2)X'AX 
' - • 
Therefore, the James-Stein estimator has bounded risk and if the 
are not too spread out, we can anticipate a good risk. Even 
though the A.^ ' s are spread out, the risk depends on the parameter 
^. Anyway, from equation (II.D.4), we can see that the James-Stein 
estimator is not minimax when the X^'s are spread out.. If is 
very large and the other X^'s are almost zero and if 0^ is very 
big and the other 0^'s are zero, then we anticipate that the second 
term of equation (II.D.4) would be positive. 
2 
E. The Case of a Unknown 
2 2 
Let X ~ Np(Ji,a I). If a is known the James-Stein estimator 
will become 
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The risk is 
E(L_(e,6,(X))) = Pa^ - (P-2)0%-^ . 
2 S - 611^1,2 
2 
If a is xanknown, Stein (1981) showed that the estimator 
Ô;(x) = X - ^  X 
" llxll" -
2 is minimax where S is independent of X and is distributed as 
In general, Efron and Morris (1976) showed the theorem for 
2 2 2 
minimaxity when a is unknown. Let Q = ||x|| /S . 
Theorem ll.E.l, (Efron and Morris (1976)) 
The estimator of the form. 
5y(X) = (1 - ^  Y(e))X 
is minimax when n > 1 and P > 3 if the following conditions 
hold; 
i) 0 < Y<Q) < 2 for all Q > 0, 
ii) Y(2) is nondecreasing. 
We can match the above result with Theorem II.D.l. Really it 
has the exactly same form. Alam (1973) obtained a more general 
theorem than Theorem II.D.l. Actually, Efron and Morris (1976) gave 
a more general theorem, but we decided that it would be better to 
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introduce the simpler theorem. 
From Theorem lI.E.l, we can make the positive-part James-Stein 
estimator, 
Cw = (1 - , 
2 2 
which is also minimax. If we estimate a by S then we need 
extra care in developing an unbiased estimate of the risk. However, 
this investigation is of secondary importance until we find the best 
shrinkage estimator including other biased estimators. 
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III. SEARCHING FOR OTHER SHRINKAGE ESTIMATORS 
A. Minimaxity of Natural Estimator 
Let X~Np(£,I), where X = ...,Xp)• and 
^ = (8^,02*'""'Bp)'' Then, x^ is the only minimax admissible esti­
mator for 9^ under the squared error loss, 
L(ei,ôi) = (0^-6^)^. 
Although the natural estimator, X, is the estimator which results 
frcxti P independent applications of the one-dimensional estimator 
to the respective coordinate problems, it is not admissible under the 
loss 
L2(i,6) = 2(0^-6^)^. 
From equation (II,B.6), we can easily check that the natural estimator 
is not admissible. Strawderman and Cohen (1971) showed that the 
James-Stein estimator is also inadmissible. Stein (1966) showed 
that the positive-part James-Stein estimator is better than the James-
Stein estimator. Still the positive-part James-Stein estimator is 
not admissible even though its risk behavior is quite nice. There­
fore, it would be interesting to find a minimax admissible estimator. 
Several classes of minimax admissible estimators were found by 
Strawderman (1971), Alam (1973), and Akaike (1980). Before we 
review these works, it is useful to investigate the risk of general 
shrinkage estimators under the arbitrary quadratic loss ; 
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Lg(8,ô) = (6-0)'0(0-0) , 
where Q = diag(q^) 
and > 0 for any i = l,2,...,P. (III.A.1) 
Now, let 
Ô(X)  =  (Ô^(X) ,62 (X) , . . . ,ÔP(X) ) ' ,  
where 6^(X) = (l-f^(X))x^ for i =1,2,...,P. (III.A.2) 
p 
Assume the parameter space ® = R . 
Theorem III.A.l. 
Among estimators of the form (III.A.2) the natural estimator 
is the only minimax estimator under losses of the form (llI.A.l). 
Proof ; Assume that there exists an estimator Ô(X) which is minimax 
under an arbitrary loss function of the form (III.A.I). Since ô(X) 
is minimax, we have 
0 < E(Lg(0,ô(X))) < for all 0 € 0, (III.A.3) 
and 
. 2  
Eg(Lg(8,ô(X))) = EgSq.(6.(X)-0.) 
1 
=  .  ) 2 _ 2 ) £ ^  ( X ) x ^ + f }  
= ^ i + %j^EQ(Pj^(X)) , (III.A.4) 
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where 
P, (X) = f,(X)^x? - 2(x.-e.)x.f.(X) . 
1 —  1 —  1  1 1 1 1  —  
Because of inequality (III.A.3), we can see that |Eg{P^(X))| is 
uniformly bounded with respect to ^. 
Now, let q^ = 1. For any € > 0, there exists a <[) such that 
if q^ < ({) for any i > 2, we have 
P 
E q-ClE (P (X))| +1}<€. (III.A.5) 
i=2 1 ^ 1 
Therefore, we have 
E(Lg(0,ô{X))) 
= ^iE0(6i(X)-ei)2 
> qiEg(ôi(X)-9i)^ 
~ since q^ = 1 
= E0E((0^-ô^(X))^|x^) 
> Eg(9i-Ôi(E(X|xi)))^, by Jensen's inequality 
" Eg(8i-6^(x^))^ for all £ € ©, (III.A.6) 
where 
6i(Xi) = 6j^(E(x|x^)) 
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* 
Since is the only minimax estimator of 0^^, if 6^(x^) f x^, 
* * * 2 
there exists a 0^^, such that E^* (0^-ô^(x^ ) ) > 1, From the 
equation (III.A.6), we have 
Eg(0i-ô*(x^))^ < EQ(Lg(0,6(X)) 
< 2 q. 
i=l ^ 
P 
= 1 + 2 q. 
i=2 ^ 
< 1 + € for any ^ € 0. 
* 2 
Since Eg(8^-ô^(x^)) > 1 for some 0^ € R, choose €, such that 
* 2 
Eg(0j^-ôj^{x^)) -1 > Ç. Then, we have a contradiction. 
So 
6*(Xi) = ô^(E(x|x^)) 
= ôj^((x^,02,...,0p)') 
= x^ for all ^ € ®. 
Therefore, 
ôj^(X) = x^ . 
In the same way, we can show ô^(X) = x . Therefore, the natural 
estimator is the only minimax estimator under arbitrary losses of 
the form (III.A.l). 
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Theorem III.A.l also shows that the natural estimator is the 
only minimax under arbitrary losses of the form 
Lg(8,ô) = (0-6)*2(0,0), (III.A.7) 
where Q is a positive definite matrix, since the class of the losses 
of the form (ill,A.7) is larger than the class of the losses of the 
form (III.A.l), 
We may think that the natural estimator is best if we do not 
have a specific loss function in mind. But if we choose a specific 
quadratic loss function, we can find a better estimator when P > 3. 
Furthermore, the corresponding shrinkage estimator has bounded risk. 
It also has good risk near the point where we shrink. Therefore, 
if we are interested in a specific region in the parameter space, it 
is reasonable to consider the shrinkage estimator which shrinks towards 
some point in that specific region. 
Let us look at the shrinkage estimator from another viewpoint. 
Hwang and Casella (1982) showed that there exists an shrinkage esti­
mator 6(X), such that 
P(||0-6(X)||^ < C^) > P{||0-X||^ < C^) 
2 + 
for all C 6 R and £ € ©. 
It may be possible that we can find a ôg(X), such that 
P((0-Ô(X))'Q(0-ô(X)) < C^) > P((e-X)'Q(i-X) < C^) 
for all 6 and 0. € 
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by using the Hudson-Berger transformation. 
2 2 
Of course, we can think of 1 - P(||^-_6|| < C ) as a loss 
function. Therefore, there are various estimators which challenge 
the natural estimator in various other respects. However, as we 
see in Theorem III.A.l, the natural estimator is a reasonable esti­
mator if we do not have a specific loss function and no additional 
information. To study the shrinkage estimator, we must specify the 
loss function. The choice usually made is of (^,6.)« However, 
we shall consider some other rather reasonable loss functions in the 
simulations we make. 
B. A Minimax Admissible Rule with Relatively Simple Form 
Strawderman (1971} obtained proper Hayes minimax estimators by 
assuming the prior distribution of £ to be normal with mean zero 
and covariance matrix equal to X ^(l-X)I, with X itself a random 
variable. The unconditional density of X with respect to Lebesgue 
measure is given, by A.~^/(l-a) for some 0 < a < 1. So here we 
have a two-stage Bayesian procedure. Under this model, we have the 
estimator of the form; 
P+2-2a ^ exp(-lllxll^) 
^ ||xj|2 " l|x||2 si xi^-%xp(-ix||xf)d^ (iii.B.i) 
Two years later Alam (1973) obtained a class of minimax admissible 
estimators for P > 3 of the form; 
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ô^(X) = x-ixllxll^), 
where <l>(y) = ^  M(v+1, f-+1, ^ )/M(v, —, ^), 
Vp < V < 1, 
Vp = •|-(2P+5 - (4p2+8P-7)&), 
(a)l (a)2y^ (a in?" 
M(a,b,y) = 1 ... ... , 
with (a) = a(a+l) ... (a+n-1). 
n 
He also suggested a confluent hypergeometric function table for 
calculation. 
The third minimax admissible estimator for P > 3 was found by 
Akaike (1980) by using an ignorance prior distribution of a hyper-
parameter. It has the form; 
112^1^ 
P-2 P 2 GXP(- -^) 
Tq(-2-) 
where 
T (S) °o /o 1 1 
exp(-S) = \ " exp{S{l--)}du. 
Even if we find such minimax admissible estimators, their complicated 
forms make them difficult for using in practical problems. So we want to 
find a minimax admissible estimator with a simple form. Let 
t = ||x|l^ in equation (III.B.l). Choose a = g, then we can find 
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the following interesting results; 
P+1 2 exp(4t) 
° ' " w;x4'^-».-P(4u)ax" -• 
Let 3 = Xt; then the right hand side of equation (III.B.2) becomes 
p^2 2 exp(~2t) 
P+l 2 exp (-It) 
' ^ t"?((P+l)-lexp(-lp)dg^^ -
p+l 2 exp(-it) 
= (1 - (— ^ )) X. (III.B.3) 
t-2(P-l)r(^)2 ^  F(t|P+l) 
where F(t|P+l) is the cumulative distribution function for the 
distribution with P+l degrees of freedom. 
using integration by parts, we have the following equality; 
P-1 
(|) ^  expl-t/2) 
F(t|P-i) - p(t|P+ii = r(Pti/2) 
= 2f{t|P+l) , 
where f(t|P+l) is the density function for the % distribution 
with P+l degrees of freedom. Therefore, equation (III.B.3) be­
comes 
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_ ,F(t|P-l) P+1. Y 
^F{t P+1) " t ' - * 
Thus 
F(||X||^|P-1) 
6^(X) = ( (III.B.4) 
(III.B.5) 
The estimator, 6^(X), is composed of functions which are well-known 
to statisticians. Therefore, we think it is interesting to investi­
gate the properties of this estimator. 
Theorem IIl.B.l. 
For P > 5, the new estimator 6j^(X) is minimax and admissible. 
Proof ; This follows from Strawderman (1971). 
As in the case of the positive-part James-Stein estimator, it 
is interesting to show that the new estimator is a positive-part 
estimator, 
Lemma IIl.B.l. 
ôj^(X) is a positive-part shrinkage estimator for P > 5, 
Proof; From equation (III.B.4), it is enough to show 
0 < g(x) < 1, for X > 0 
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F(x P-1) 
F(x P+1) where g(x) 
But 
^ X f(t|P+l)dt 
(P-l)j^ f(t|P-l)dt ^ 
tf(t|P-l)dt * 
since 
P+1 P+1 ^ 
f ( t | P + l )  =  — ( & )  ^ t  ^  e x p ( - | t )  
r(V^) 
p-1 p-1 ^ 
ill p_i (&) ^  t ^  exp(4t) 
r(V) 
5^f(tlp-l). 
Now, let 
P(x) = X tf(t|P-l)dt 
Then, P(x) is a nondecreasing function of x and greater than or 
equal to zero when x > 0, 
Define 
h(x) = g(x)P(x), for x > 0 
= (p-l)xj^f(t|p-l)dt - (p+l)j^tf{t|p-l)dt. (III.B.6) 
36 
Then, 
h'(x) = (P-l)J^f(t|P-l)dt + (P-l)xf(x|p-l) 
- (P+l)xf(x|p-l) 
= (p-l)j^f(t|p-l)dt - 2xf(x|p-l), 
and 
h"(x) = (P-l)f(x|p-l) - 2f(x|p-l) - 2xf'(x|p-l) 
= {P-3)f(x|p-l) - 2xf'(x|p-l) . (III.B.7) 
P-3 
Since f(x|p-l) = C x ^ exp(-^x) for some C, we have 
P-5 P-3 
f'(x|P-l) = C X ^ exp(-|x) - i C X ^ expC-^x) . 
Therefore, 
xf'{x|p-l) = f(x|P-l) -ixf(x|P-l). 
From equation (III.B.7), we have 
h"(x) = (P-3)f (x|p-l) - 2(^ f (x|p-l) - ^ xf(x|p-l)) 
= xf(x(p-l) > 0 for all x > 0 . 
Therefore, h(x) is a convex function and has a minimum at x = 0 
because h'(0) = 0. So h(x) > 0 for all x > 0, Then, by (III.B.6) 
g(x) > 0 for X > 0. 
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Now, the r.h.s. of equation (II1.B.5) can be represented as 
(1 - ^ ^r(||x||^)) X, (III.B.S) 
iwr 
where 
So g(x) can be represented as g(x) = 1 - r(x). 
Strawdenncin (1971) showed that 0 < r(x) <2 for p > 5, 
Therefore, g(x) <1 for x > 0. Therefore, 0 < g(x) < 1 for 
X > 0. We can now say that the new estimator is a positive-part 
shrinkage estimator. 
Let J(x) = (1 - for X > 0. Since 6g{X) = J(||x|l^)x 
and 6^(X) = g(||x||^ )x., we want to compare J(x) and g(x). Let 
K(x) = g(x)-J(x), then we have g(x) = K(x) + J{x). Therefore, by 
the above theorem 
0 < K(x) + J(x) < 1, for X > 0 
<=> - J(x) < K(x) < 1 - J(x), for X > 0 
<=> - (1 - < K(x) < 1 - (1 - (III.B.9) 
From this inequality, we can expect K(x) = g(x) - J(x) to be 
positive when x is small and negative when x is large. If we 
plot the shrinkage factors, g(x) and J(x), with SAS, we can have 
the following graph: 
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Figure III.B.l, Plotting of shrinkage factors 
This suggests that the new estimator shrinks less near zero than the 
positive-part James-Stein estimator and shrinks more when x is 
large. 
Now let us compute the risk of the new estimator. We can 
represent the estimator, ô^(X), as 
F(|1X11^1P+1) 
6 (X ) = X + V In g (X), where g (X ) = ^ 
llxjl^^^ 
To use Lemma II.E.3, we must conpute 
2f(||x||2|p+l) (P+1)F(||X|1^|P+1) 
Vg(X) = 
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where 
-||x||^/2 (P+1)F{||X||^|P+1) 
" iixii^ " iiiiP 
P+1 
C = (7(^)2 ^  )~^ . 
= .PC ^  - 4C ^  
Ifelp llïlp 
- P{P+1) 
F(IWI^|P+1) 2(P+l)f (||x||^|p+l) 
"iiP iiP 
^ (P+1){P+3)F{||^|^|P+1) 
iiiP 
= 2ce-ll2Ul'/2(P=l_ _ _ 2(P+l)f(llxjl'|P+l) 
3(P+1)F(||X||^|P+1) 
liiP 
Therefore, we have 
v\(X) 2c||x||^'^^e""-" 
F (11x11^ I P+1) ||X||^ 
2(P+l)f(Hx|f|p+l) 
F(||X||^|P+1) ||X||^ 
2f(||x||^|p+l) 2(p+l)f{||x||^|p+l) 
~ T, (P-z - lËll ) 2 
F(1|XJ1 I P+1) F(||x|r|P+l) 
- 1) 
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= - a (11^,2^3, ^ 
F(||X|| |P+1) 11x11 
Now, we can check conditions (II.B.l) and (II.B.2). Let 
7 In g(X) = K(X)X. Then, by Lemma III.B.l, -1 < K(x) < 0. 
Therefore, 
EGL|7 In G(X)LL^ =  EG(K(X))^||xj|^ < E||x||^ < OO .  
For condition (II.B.l), we must have 
2f(||x|l^|p+l) 
E. 5 11x11 <«>, (III.B.10) 
® F(llx|r|p+1) 
2f dlxJl^jP+l) 
E- 5 <00 (III.B.11) 
F(||X|I |P+1) 
and 
E„—^<<». (III.B.12) 
® ||x||2 
For (III.B.12), we have P > 3. We know that for P > 5 
2f (11X11 |P+1) p+i 
- 1 < 5 1. 
F (11X11 |P+1) 11X11 
Therefore, 
p+1 2f(|lx|l^|p+l) 
_ 1 < (III.B.13) 
11X11 F (11X11 lP+1) 11x11 
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From equation (III.B.13), we can check easily that conditions 
(III.B.10) and (III.B.11) hold. 
Now, we have 
4C^e""-" 11x11^ (P+1)^F(||2Ç||^|P+1)^||X||^ 
l|Vg(X)lr = -
llxll^ llxjl^P-^ 
2 
4C (P+1 )e""-" ( ||xj|^ IP+1 )||x|r 
ii^  
4C e 
2^-11x11^ (P+l)2p(||xj|2|p+l)2 
4C(P+1)F(||XJ|^|P+I)e""-" 
iiip 
Therefore, we have 
||Vg(X)||^ _ 4C^||x||^^e""-" ||x||^"^4C(P+l)e~"^' 
g(X)^ F (11X11  ^I P+1 )^ ||X||^ F (11X11^1 P+1) 
Now, 
(g{x)) F(||x|| |p+i) ||x|| 
f(||x||2|p+l) 2 f(|lx||2|p+l) 
- 4||X|| ( r r - ^ L + 4 (P+1) 5 
F(||X|| I P+1) llxjl F(||x|r|p+1) 
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llxjl F(l|xj| |p+l) 
4f(||x||^|p+l) 
2 (IWI +3 - P-1) 
P( 11X11 |P+1) 
2 
•(P-2) +9 _ ||x||2{h(x))2 _ 2h(X)( 11X11^ - P+2) 
m\ 
where 
h(X) = 
2f  ( l|x | l^jp+l) 
F(l|xj|^|p+1) 
Therefore, 
2 
EqI|6l(X) -0 | | ^  =  P  - + 2h(X) (11X11^ - p+2)} 
(III.B.14) 
which we write as P - Eg{N(llxll^)}. 
The above risk function is very difficult to cempare with that of 
the Stein estimator. Therefore, it is necessary to conduct a Monte 
Carlo study. The results are in the Appendix and discussions of the 
results are given in Section E of this chapter. 
C. CcxnprOTiising Between Two Minimax Estimators 
Now, suppose we have two spherically symmetric minimax esti­
mators, ô^(X) and Ô2(X), such that 
5l(X) = X + X, 
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and 
62(X) = X + hgdlxll^) X , 
where h^^ and h^ are differentiable. Assume that 
E0l|62(X)-ill^ = 
and 
(11x11^) < V'zdlxll^) , when ||x|p < C 
4^l(||x||^) > *1^2' otherwise. 
Now, let 
6,(X) = I Ô, (X)+I (21) 5 (X) 
' [||x||'<c] [||X||^>C] 2-
= X^^(X)ôi(X) + A.2(X)62(21) » 
and 
ô^(X) = \3^(X)Ô2(X) + \2(X)6I(X) , 
where 
I^(x) = jl, if X 6 A 
Ij), if X g A . 
Then, 
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EJI|53«)-6J|^ + Egl|6^(x)-6||^ 
= Egll6j^(X)-il|^ * Egl|53<X)-@||^ < 2P . (III.C.l) 
Now, we can guess that Ô^(X) will behave well because Ô^(X) is 
not a reasonable estimator. If h^(C) = hgfC), then we can apply 
Lemma II.B.2 directly and we get 
EQI1Ô3(X)-0||^ = EgCminCiJ^j^dlxll^), 
Usually this will not happen. When, h^(C) ^  hgfC), Ô3(X) is not 
almost differentiable. So we cannot use Lemma II.B.2 directly. 
^3' 
2 
From equation (III.C.l), we know ll6-(X)-^j| is integrable. 
Theorem III.C.l. 
If 
|h,(||x||^)-h (||X||^)| < (III.C.2) 
^ l|x|| 
then we have 
EQ11Ô3(X)-^1^ < Eg{min(li;^( 11X11^), l|^2<l|xll^))} + 4AfQ(C), 
2 
where f.(#) is a density function of the noncentral % distribu-
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llejr 
tion with P degrees of freedom and noncentrality parameter —— 
Proof ; Define 
/-
h.dlxlr) = 
< 
h^dlxll )» when llxjl <C-€, 
Ki^Ç(||x|l^)hi(||x||^) + K2^Ç(||x|l^)h2(||x||2) , 
when |||X||^-C| < € , 
hgdlxll^), when ||xjp > C+Ç , 
where 
llxll^-c 
Ki g(||x|| ) = i(i —) 
and 
Kg^gdlxll^) = 1 - K^^Ç(llxll^) 
Then, h^dlJCjl ) is continuous and differentiable except at C+€ 
and C-€, and lim hpd|x||^)x = 6_(X) almost sure. 
e+0 ^ 
Now, define 
and 
J2^ç(X) = 1 - g(X). 
Then, we have 
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where 
0 < Ji,e(X) < 1 , 0<J2 ç(X)<l 
and 
+ J2,e(x; = 1-
Since 
\l|hç{l|x|l^)x-ill^ 
2m, ,,2 
= E gfJl g(x; ||6^(X)-0l| ) + 2EgJ^^ç(X)J2^ç(X)(ô^(X)-i)'(62{X)-e) 
< EqI16^(X)-9||^ + Egiiô^m-ef 
+ 2Eq J (X ) J (X ) s ( (X ) -e. ) ( 621 (21) -0i ) 
— ' ' 1=1 
< EqI1ÔI(X)-9||^ + Eg||Ô2(X)-e||2 
+ 2Eg z^|(ôii(x;-8^)(Ô2i(x;-ei)| (iii.c.3) 
< EQ||Ô3^(x)-ill^ + EGLLÔGW-ejl^ 
+ 2Eq^||6j^(X)-£|1^ l^îôgTxï-ëjj^ (by the Cauchy-Schwartz inequality) 
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< EG||Ô^(X)-0||^ + EG||62(X)-eJl^ 
+ 2^g||6^(X)-ill^ ^^îîv^)-ïjF (by HBder's inequality) . 
(III.C.4) 
Since 
||hç{il2çj|^)x-^l^ < Il6i(x)-0||^ + 
+ 2S|(ô^^(X)-9^)(Ô2^(X)-0^)| 
for ail 6 > 0 and the r.h.s. of the inequality is integrable as 
we can see in inequality (III.C.4), we can use the Lebesgue dcaninated 
convergence theorem. Therefore, we have 
lim Eg|lhç(||xj|^)x-9|1^ = EQ||Ô3(X)-0|1^ . 
By Lemma II.B.2, we can say 
^l(llxll^) = P + h^(||x|l^)^l|x|l^ + 2Ph^(||xJ|^) + 4h^(||x||^)||xJ|^ 
and 
= P + h (||X||^)%||^ + 2Ph (llxjl^) 4- 4h:(||x||^)||xj|^ 
Now, define 
Lç(llxJl^) = K^^ç(||x|l^)hi(||x||^) + K2^Ç{ 11x11^ )h2(||2Ç||^) 
2 2 (ly^-C) 2 ? 
= |-(h^(||x|| ) + h2(||x|| )) + 2ë (hgdWI ) -h^dlxir)). 
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Then, 
(Lç(||xll^))^l|xJI^ = Ci<hi(||x||^ + h^dlxJI^))^ 
dWI^-C) 2 2 2 2 
+ 26 (hgdWI )-hid|xjl ) • (hgdixll )+h^d|x|| )) 
IWI^-C 2 2 2 2 2 
+ ( 26 ) (hgdixll ) - h^d|xj|^))^}||x|| . 
7.LÇ(||X||^)X = PLçd|x||^) + 2Lgd|xj|^)||x||^ 
= PLçdlxJI^) + (hidlxll^) + h^dlxll^) + i(h2d|x||^) - h^dlxll^)) 
— (h^dlg^) - h;(iy2)}iy2 
l|x||^-c 
+ 
5 o l|x||^-C 5 g 
= P[i(hid|x|| ) +h2d|x|| ) + 26 (hgdlxll ) -h^d|x|l ))} 
+ Chid|x|l^) +h2(l|x||^) + i(h2d|xj|^)-h^d|x||^)) 
+ 
l | x j l ^ - C  , 2 . 2  
—^ (h'(y|2) - h[(i|xj|2))]iwr 
Therefore, 
il^çdlxll^) = p + (Lç(1|X||^))^|1X||2 + 27.Lgdjx||^ )x 
= i[ipidlxll^) + (^2(1^1^)] 
2{|1X11^-C) 
+ K-(h2dlxll ) -h^dlxjl )) +—Ç—(h2d|x|l ) -h^dlxll ) ) 
Since 
and 
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(||xll^-C)^ 2 2 2 
+ p (hgdlxjl^) - h^dlxJI )) }l|xll 
d|xj|^-C) 2 2 
+ 2P{ jç (hgdixll ) - h]^d|x|l ))} 
+ cf (h2d|x|l^) - h^dlxjl^)) 
2 d | x | | ^ - C )  , 2 . 2 2  
+ Ç (h2d|xjl ) - h^dlxll )}IWI 
||XJ1^-C 2 2 
= èû'idlxjl ) +1^2(IWI )} + -jç— ) - ^i^idWI )] 
2 22 
+ iBhgdixll ) - hj^dlxll )) (—2 
+ 1 (hgdlxll^) - h^(l|xJI^)}ll2iJI^ (III.C.5) 
< K^idlxll^) + +1 (hgdlxll^) - hid|x||2))||x||2 
(III.C.6) 
IWI^-C 2 2 
—^ C^^gdWl ) -^idlxjl )} < 0 
(||X||^-C)^ 2 . 
— 1 < 0 , when | ||x|| -C | < €, 
then, 
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+ 4^2(112^1)} +# (hgdwi ) - )) iwr 
< + § A, for |||X||^-C| < € 
by condition (III.C.2). Therefore, 
Eg||hç(Jix||2)X - ef 
Now, we have 
EqI|63(X) - ill^ 
= lim l|hp( 11x11^ )X - 911^ 
e+oo ^ 
< E [min(,(, (||X||^), iPgdlxll^))] + lim ^ E [I (||x|p)] 
^ e»o t 8 [|jjx|| -C|<6] 
= Eg[min(ip^(l|x||^), ij^gdlxll^)] + 4A fg(C) , (III.C.7) 
2 
where f (.) is a density function of the noncentral X distribution 
- Hill' 
with P degrees of freedom and noncentrality parameter —— 
Since f f^(x)dx = 1 for all 0. € ®, we can expect that the 
estimator 6^(X) has a quite reasonable risk 
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D. Nonoptimality of Preliminary Test Estimators 
Fran the equation (III.C.5), we can prove more than Theorem 
III.C.l. Let 
Ô^(X) = X + h^(||x||^)x. 
and 
6 (X) = X + h (||X||^)X , (III.D.l) 
where h^(||xj|^) is almost differentiable for i = 1,2. 
And assume 
E||6i(X)-0|l^ = EQ(lj;^(||x||2)) <00, 
Ellôgm-ef = <=*, 
and 
(III.D.2) 
for any l|x||^ € (a,b) for i = 1,2. 
Now, define 
63(X) = 63^(X), if ||X||^ < C 
= Ô„(X), if ||x|l^>c. 
Then, we have the following theorem; 
Theorem III.D.l. 
If C € (a,b) then we have 
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EQ|lô3(X)-ill^ = Eg{t|;^(||x||^), ||xj|2 < C} 
+ iixiiSc} 
+ 4(h2(C)-h^(C))C fgIC), (III.D.3) 
2 
where fg(.) is the density function of noncentral X distribution 
llejl^ 
with P degrees of freedom and noncentrality parameter —-— and 
E(g(x), X > C) = f g(x)dP(x) . 
x>C 
Proof ; Now, let us look at equation (LLL,C,5). 
TWI^-C 2 2 2 
Eq[ 2Ç )4'i(l|x|| )), I||X|| -C| <€}-> 0 
and 
(||X|I^-C)^ 2 2 2 9 9 
p l)(h2(J|x|l )-h^m\ )) ||X||2, |1|X1|2-C| < e] + 0 
as € -> 0, since the above integrands are bounded. 
We also can check that 
EgCf (h2(||x||^)-h^(||x||2)) ||X||2, |||X||^-C| < €} 
^ 4C{h2(C)-h^(C)) fg(C) as 6 0 . 
If we test the hypothesis 0^ = 0 for all i, we will reject the 
hypothesis when |jx|P > C for some C. Now, consider the estimator 
of the form 
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ôp(X) = f 0, when ||X||^ < C 
X, when ||x|l^ > C . 
2 
We call 6p(X) a preliminary test estimator. Let h^^(||xH ) = -1 
2 
and hg (||X|| ) = 0; then we have 
and 
EQI|6I(||X||2)-9|12 = EQ(IIJÇII^-P) 
EQ1|Ô2(||X1I^)-0|1^ = P. 
Therefore, by Theorem IIl.D.l, we have 
Eftllô = E (Ilxjl^-P, ||X||^ < C) + P P(||xj|^ > C) 
+ 4C fgCC) , (III.D.4) 
Now, let us define another estimator of the form 
Sp<X) = f 0 when l|xj|^ < C 
X - X when |lx||^ > C 
" llxll' ~ 
with h (||X||^) = -1, h (1|X|1^) = -(P-g) 
^ iixir 
EQl|6p(X)-ill^ = E^(||X||^-P, ||X||^ < C) + P P(1|XJ|^ > C) 
+ 4C(1 - (C) - (P-2)V ||xj|2 > C) . 
c e 0 ||xj|2 
(III.D.5) 
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Therefore, 
E0CI|6P(X)-0LL^ -  L|6*(X)-E|FT 
= 4(P-2)f (C) + (P-2)^E (-i-r, ||xl|^ > C) > 0 for all 0 € 
- ® ||X|I 
So the preliminary test estimator, 6p(X), is uniformly dominated by 
* 
ôp(X) under the loss. Of course, under a loss function 
we can find an estimator which uniformly doninates the preliminary 
estimator by using the Hudson-Berger transformation. 
The fact that 
EQ(||6P(X)-0|1^ - ||6p(X)-il|^) > 0 for all 0 € ® 
was given by Sclove et al. (1972). But with the help of Theorem 
III.D.l, we can compute the exact risk of each estimator. 
If we choose C = P-2, we have 
* P-2 + 
which is the positive-part James-Stein estimator. Since 
h^(C) = hgfC), we have 
EqCI16s(X)-0||^} = Eg(||x||^-P, ||X||^ < P-2) + P P(||X||^ > P-2) 
- (P-2)2 E (-i^, ||XJ|2 > P-2) 
« iixir 
= P - Egij,(||x||^) , 
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where 
Above risk was derived by Stein (1973) in another way. Therefore, 
the postive-part James-Stein estimator can be interpreted as a type 
Before Stein (1973) had a technique to evaluate the risk of the 
spherically symmetric shrinkage estimator, it was common to use the 
Monte Carlo study to examine the behavior of risk. Even if we have 
risk functions, their complicated forms forced us to do the Monte 
Carlo study (see the risk of 6,(X) in equation (III.B.14)), We 
L — 
generated the true mean vectors £ according to the uniform distri­
bution of selected range. Then, for those values we generate multi­
variate random variates 1000 times. We used the IMSL package to 
perform the computations. Besides the positive-part James-Stein 
estimator, 6g(X), and the new estimator, 6^(X), we have the modified 
estimator, which is 
of preliminary test estimator which makes 4(h2(C)-h^(C))Cfg(C) 
zero 
E. Monte Carlo Results 
Ô^(X) , when ||xj| < C 
ôg(X) , when ||xj|^ > C 
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We decide the value of C in the following way. Let 
D(||X|I^) = - N(ll2^|^) , 
l|xll 
where ^ and N(||x||^) are the negative parts of the unbiased 
llxjl 
estimates of risks of the James-Stein estimator and the new estimator, 
respectively. 
If we plot the function D(x), we have the graph in the Figure 
III.E.l. D(||x||^) is positive in (0,C^), negative in (C^fCg), 
positive in (Cg^Cg), and essentially zero in as indicated 
in the graph. Because is small, we can ignore the first interval. 
Then, we can expect that the new estimator is better than the James-
Stein estimator when the squared length of the mean vector is small 
and worse vrtien the squared length of the mean vector is moderate. 
Therefore, we choose as a point of modification. The values of 
C in different dimensions and regions of the Monte Carlo studies 
are in Table III.E.l. 
D(x) 
0 
Figure III.E.l. Plotting of D(x) 
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Table lll.E.l, Regions of Monte Carlo studies^ 
30 10 Range 
of 
-1 -1 * * * 
\ P 
ges. 3 5 7 
X 
*i': \ 
* * 
-2 2 * * * * 
-3 3 * * * * 
_4 4 * * * * * 
-5 5 * * * * 
-8 8 * * * * * 
8 16 * * * * * 
C values 19.1 24.6 29.5 36.2 73.0 
^*We did the Monte Carlo study. 
In tables of the Appendix, OLS stands for the ordinary least 
square estimator, J-S stands for the positive-part James-Stein esti­
mator, LEE stands for the new estimator, and MOD stands for the 
modified estimator. As we can see in the Appendix, 6^(X) is better 
than ôg(X)^ when the mean vector £ has small squared length. This 
suggests that the positive-part James-Stein estimator may overshrink 
near zero. We will show later that the shrinkage functional is 
related to the variance component estimator in mixed linear models. 
Since estimator yielding zero for the mean vector 2 is related to 
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the occurrence of zero estimate of interblock variance in incomplete 
block designs, the positive-part James-Stein estimator needs a more 
smooth adjustment when ||x|| is small. But the positive-part James-
Stein estimator is better than the new estimator in a large region 
by a rather small quantity. The modified estimator, 0^(X), has the 
worst risk near C where the modification occurs, and then converges 
to the best risk as ||0j| -C gets large. From the tables, we can see 
that ô_ (X) is not minimax when P = 3 and 6.,(X) looks minimax 
L, — M — 
when P > 7. 
Because it is interesting to see the behavior of shrinkage esti­
mators under other loss functions, we consider two other loss func­
tions ; 
p 
L (0-6) = 2 19.-6.I 
^ i=l 1 1 
and 
= max[|0^-6^|]. 
i 
The loss is particularly appealing since it represents the 
maximum possible risk of each coordinate. Since the shrinkage esti­
mator shrinks each coordinate by the same proportion, we might expect 
overshrinkage for coordinates which have large absolute value. To 
prevent that phenomenon, Efron and Morris (1971, 1972) suggested a 
limited translation rule with a predetermined maximum shrinkage M. 
Here, if the shrinkage of an individual coordinate is larger than 
M, one shrinks by the quantity M. Stein (1981) suggested an 
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adaptive way of determining M values by using order statistics 
in the following wayi Let = |x\|, and let 
be the rearrangement of Z^,Z2,...,Zp 
in increasing order. Let K be a positive integer which is less 
than P. He suggested the estimator of the form 
ôpnnW = X - 9(X) , 
where 
( X )  =  
< 
T/vZ 2 Z(K)S9"(*i)' l*il > Z(K) 
C(K)) 
and 
a/\b = min(a,b). 
He also proved that 
=  P  -  2 ^  .  ( I I I . E . l )  
S(X.AZ,^,) 
From the tables in the Appendix, we see that the shrinkage esti­
mators have very nice risks with the L^^ and L^ loss functions. The 
shrinkage estimators may dominate the natural estimator uniformly with 
respect to the L^ loss function, but we have no proof. For the L^ 
loss function with ^ = (0,0,...,0,7) and P = 30, we can see that 
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the OIiS estimator is better than the ordinary shrinkage estimator. 
Table III.E.2. Monte Carlo results when £ = (0,0,...,0,7)' 
OLS J-S ROB® LEE 
23.80 15.48 8.80 14.74 
LG 29.79 17.53 7.41 17.56 
2.30 2.73 1.65 2.94 
^OB stands for (X) « 
Since the ordinary shrinkage estimator shrinks each coordinate by 
the same proportion, we can expect overshrinking of the last coordinate. 
We use 70% of coordinates to determine K of ^RQB^—K = 21. 
If 0^'s have an outlier, we anticipate a nice behavior of Ôj^QB^—^ 
as we can see in the Table III.E.2. Another method of overcoming the 
large risk associated with some coordinates of £ being large is to 
separate the component coordinates into subsets on the basis of 
additional information as Dey and Berger (1980) did. But, with that 
information, we can also have a shrinkage estimator shrinking towards 
the column space determined by an additional information which will be 
described in a later chapter. For example, if we have information that 
the last coordinate of £ is quite different from the others, we should 
consider a shrinkage estimator shrinking towards column space of 
( 0 , 0 , 0 , . . . , 0 , 1 ) ' .  
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IV. SHRINKAGE TOWARDS A SUBSPACE 
A. The Least Square Estimator 
The idea of shrinking the estimator towards some proper sub-
space of the parameter space was first mentioned by Stein (1966 ). 
He suggested the use of an intrablock estimator which is shrunken 
towards the interblock estimate. This idea was applied to the 
preliminary test estimator by Sclove et al. (1972). 
From now on, we will use the James-Stein estimator as our shrink­
age estimator because it has the simplest form and the results which 
we will show are independent of the choice of the actual shrinkage 
function. 
Let Y be an n-dimensional multivariable random vector with 
2 2 
mean ^ and covariance matrix a I, with a known. We are 
interested in the L^ loss function, 
^2^—'—^ = II|L~AII • 
2 
Without loss of generality assume a =1. Then, we have the 
model 
Y = £ + e (IV.A.1) 
where £ is the unknown parameter vector, and E(e) = j|^, the null 
vector, var(e) = I. 
With a change of notation from that of previous chapters, 
assume £ € C(X), where X is an nxK matrix with rank K and 
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C(X) stands for the column space of X. Then, 
e = X0t,, (IV.A.2) 
V 
for some a € R . Therefore, when £ Ç C(X), the model (IV.A.1) can 
be represented as 
Y = Xa + e , (IV.A.3) 
where a is a Kxl unknown parameter vector. 
Define to be the orthogonal projection matrix onto the 
column space of X, then it has the properties 
Pjj = Px (IV.A.4) 
Px = Px (IV.A.5) 
Px* = X (IV.A.6) 
and 
X'P^ = X'. (IV.A.7) 
The matrix which satisfies (IV.A.4) and (IV.A.5), is a symmetric 
independent matrix. Then, 
^X- ~ ^ X^- from (IV.A.2) 
= xa from (IV.A.6) 
= e. 
The least square estimator of a is 
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a = (x'x)"^x'Y, 
and the OLS gives the estimator of 9 to be 
A A 
6 = % 
= X{X*X) X'Y 
= V-
Since = P^(I-P^) = }p where ijj is a null matrix, 3 an 
orthogonal matrix 0, such that 
J-
and 
f p  ^  
0 ' ( I - P y )  =  
In-Kv 
where ip stands for a null matrix. Let 0 be (O^yOg), where 
0^ is an nxK matrix, and 0^ is an nx(n-K) matrix. Then, 
we have 
~ OO'P^OO' 
= (0]02) AK 4 
,0 0/ \o. 
= Vi 
and I-P^ = OgOg by the same way. Let 
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then. 
i= /Ir 
= O'Y 
= /0-Y 
^1 ~ I) 
^2 ~ :) ' (IV.A.8) 
Since = £, 0^8^ = ^2^x— ~ ~ ^  * If we use the OLS 
technique, we have 
°li = 
and 
0,0 = jj. 
and we have, of course, 
= Ol% + Ojl 
= O^Oiï. 
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= P^Y , 
A 
and £ is the BLUE in the model {IV.A.3). It is natural to consider 
a shrinkage estimator for Then, we have 
^1-1 
and 
0^ = 
Assume K > 3. Then, in the same way as in previous pages, we 
consider 
9 - 0 O'Y —lKz22_ oo'Y 
- ^ y-O,O;Y 
— 1 1— 
= - 777 % 
- X-
= (1 - ^) P„Y . (IV.A.9) 
Then, ^  is an estimator that shrinks ^ towards the origin. Now, 
let us compute the risks of £ and £, We have, 
E (8-8)'(8-8) 
z z 
= Eg(0(^) - 00*8)' (0(^-^) - 00*8) 
Zi-oii . z^-o^i 
~ t-± ^ ^ ' (iv.A.io) 
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E0(Zl-Ole)' (Zi-O^G) 
= K from (IV.A.8) , 
and 
E ||0-0ll^ = K - (K-2)^E (— ) (IV.A.ll) 
- ^X-
in the same way. 
Of course, ^  has better risk than that of the OLS estimator. 
But when we specify the model as model (IV.A.3), we do not expect 
llâ.11^ - —*^X— small. Therefore, the risk domination will not 
be appreciable. Moreover, if we are interested in an inference of 
some scalar predictor, we might wish to use the ordinary least square 
estimator, since the shrinkage estimator is developed for simultaneous 
inference and not for inference on particular scalar predictor. 
B. Use of the Wrong Model 
Now, assume 9. $ C(X). Then, from equation (IV.A.10) we have 
= K + 8'(I-P^)e . (IV.B.l) 
We can see that the OLS estimator has an unbounded risk. Therefore, 
if we are not sure that £ € C(X), but if we surmise £ Ç C(X), we 
can consider the use of the shrinkage idea for the portion of ^ 
which is contained in the complement of the column space of X. 
That is, we consider 
67 
and 
oli = Z, 
Then, we have 
= P Y + (I-PY)Y (I-P )Y {IV.B.2) 
Y'{I-P^)Y 
= Y - (I-P )Y. (IV.B.3) 
Y (I-P^)Y 
We compute the risk as follows; 
E(e*-e) = Egiiz^-o^ill^ + EgilZg - Zg - O^ejl 
2 1 
= K + n-K - (n-K-2) E 
=  n  -  ( n - K - 2 E  .  (I V . 3 . 4 }  
® l|(I-Pv)lll 
Fran the above equation, we have 
Elle*-ell^ = K+2 , 
if 0_ € C(X). Therefore, we can find an estimator that has a bigger 
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risk than that of the OLS estimator by an increment of two if 
£ € C(X), and has a lower risk in the other case. If we use the 
positive-part James-Stein estimator for we have the estimator 
+ (1 1+ (I-P„)Y. (IV.B.5) 
||(I-P^)Y|P * -
Sclove et al. (1972) derived the estimator, which is 
+ (1 (I-P„)ï 
" II(I-P,)XII^ * -
as an alternative to the preliminary test estimator. 
They are interested in the hypothesis that ( I-P^ )0. ~ ik » under 
the appropriate choice of a significance level a, they argued that 
they can choose C to make their estimator minimax under squared 
error loss. If we are interested in an estimation of a'£ where 
a € C(X), then a'0_ is an unbiased estimator of Ot'£. Since 
a € C{X), we have 
a = X^ for some Y € R 
Therefore, 
= E (Y'X'(P Y + (1 )(i_p )Y)) 
® e- X- ||{i-P^)yj|2 ^ 
= Eg(y'X'Y) 
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Eg(a'Y) 
= a'0 . 
In the case of £= (0,0,...,0,7) in the previous chapter, we will 
have a very good result with respect to the loss if we use an 
estimator shrinking towards the column space of (0,0,...,1)'. But, 
to do that we must know that the last coordinate is quite different 
from the other coordinates. 
C. The Case of the Covariance Matrix not I 
Let var(e) = 2, where Z is invertible. Then, we have 
% ~ \(ole, 0^20^) 
and 
By using the Hudson-Berger transformation, we consider an estimator 
A 
»l9 = Î1 , 
and 
A (n-K-2)(0:Z0 
This gives the estimator 
(n-K-2)0 (0^20 )-^Z 
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(n-K-2)0 (OlZO )"lo'Y 
= P^Y + (I-P_)Y . (IV.C.l) 
Y/O (OgZO )" O^Y 
The risk of this estimator is 
_ (n-K-2)(0'20,)"^Z 
= "  ^  
= tr 2 - E„ (n-K-2) ^ (IV.C.2) 
Y-0^,0'^0^,- O-Y 
ni* 
Therefore, 0^ has lower risk than that of the natural estimator, 
which is unbiased. If we are interested in a contrast a'^ where 
a € C(X), we will have an unbiased estimator. 
Now, let us mention a linear model theorem. 
Theorem IV.C.l. 
OLS is BLUE, iff DC = XQ for some Q or equivalently 
= V • 
Now, assume Zx = XQ, then 
(n-K-2)02(02E02)~^0^Y 
i - K + :3 
1'02(°'2^'>2> O2I 
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(n-K-2)2"^(I-P )Y 
= Y + 
Y'2~^(I-P„)2"^Y 
— A — 
because 
= o^o^-^o^o- - 020^-\(o;2-iOjr^o;E-io3o' 
= E'^d-Pjj) - E"^(i-Pjj)o^(o^2:"^o^)"^o^z:~^(i-p^) 
(since P^ ^ = S ^ P^) 
= E"^(l-Pjj) , 
and 
= 2"^(I-Pjj)E"^(I-Pj^) 
= 2"^(i-Pjj)2"^ . 
The risk function is 
E||0*-9j|2 = tr 2 - (n-K-2)2 E ^ 3- • 
^ Y 2 •^(I-Pjj)S -^Y 
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When SX = XQ, we can also derive an estimator which has nice 
behavior under the loss function 
L T(6 ,6 )  =  (9 -ô ) '2"^(0 -6 )  .  
_  
We have 
o'zT^o = ip 
Since 
O;E-^02 = 
= 
= ^ . 
Therefore, we can separate the estimation procedure, such that for 
O^Y we use the loss function L^, where Q = (02^02)"^ « So we 
have 
A 
"li = h 
and , ^ , 
A (n-K-2)(0'Z"^0_)"^(0lZ0_)" Z-
0:9 = Z ^ 2-2-2 
(n-K-2)Z 
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Consequently, 
(n-K-2)02Z2 
6 = 0,Z, + 0„Z- -
(n-K-2)(I-P )Y 
(n-K-2)(I-P )Y 
= Y 21 3- . (IV.C.3) 
y'S 2(I_P )2 2Y 
The risk is then 
E.(6 -0) 2 (^ -0) 
Ifti** I I I _1 Iw** • 
= E.(0 0 -0 0) 0 2 0(0 0 -0 0) 
=EQ{Z^-O^0)' O^2~^O^(Z^-O^0) 
(n-K-2)Z _ (n-K-2)Z 
2 1 
= K + n-K-(n-K-2) E 
— n — (n-K—2) E x 
® Y*2 2(I_P^)2 2Y 
If 2X = XQ and £ € C(X), we have 
rj** 
E9L _i(0 ,0) = K+2 (IV.C.4) 
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which is analogous to equation (IV.B.5). 
If we look at our estimator of the form (IV.C.3), we see that 
it is ccanposed of two portions. The first part is the natural esti­
mator, Y, and the second is the shrinkage part which shrinks towards 
IV** 
the column space of X modified by our loss function. ^ is 
unbiased for a*£, vrtien a € C(X). So, for a contrast which contains 
the column space of X, we use the natural estimator. 
t 
If we use the positive-part James-Stein estimator for 0^8^, we 
have 
C* = ^x^ + (1 - ^n-K-2) ^  )+ (I-P )Y (IV.C.5) 
^ Y 2 2(I-P_)Z 2Y 
— A 
D. Under an Arbitrary Quadratic Loss Function 
Now, assume 2=1 and we are interested in the loss function, 
Lg. If we surmise ^ € C(X), we use the same technique, i.e., we 
use 
and 
O_0 = z_ — 
{n-K-2)(02Q02)"^Z2 
Then, 
0 <0^g0 r% 
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= P^Y + (I-P^)Y - (n-K-2) 
Y'02<o'c02r^O^ 
Then, the risk is 
^0 <ig-i)'eteg-i) 
= Eg (0^-9 ) '00'QOO' (^-9) 
 ^  ^ Kt-o[ivKQh o>2\ 
4o^-o'eJ 10'QO^ o'eoJ 10^.0^1 
A A 
= Eg (O^9-Oj^0)* O^QO^ (O^0-Oj[9) 
A , A 
+ 2Eg (0^0-0^0 )'oJ^Q02 (O^i-O'i) 
A /J 
+ Eg(0*9-029)' OgBOg (O^i-OgO) 
^ , J . 
= tr O^QO^ + 2Eg tr 0^802(020-029)(0^0-0^0) 
+  t r  0 ' Q0 _  -  ( n - K - 2 E  ^  
=  t r  e  -  ( n - K - 2 E  
® ï'ojcojsojj-^o^i 
since and ^2 are independent. 
Of course, if QX = XR for some R, then 
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(IV.D.4) 
and 
= tr Q - (n-K-2)^ E 1 
(IV.D.5) 
The fact that ^ is unbiased for a contrast a'^ when a € C(x) 
still holds. Now, let us go to the situation that S ^  I, Since 
<=> P^e(I-P^) = ip 
<=> PxO = PxGPx 
<=> p^Q = e^x 
<=> QX = XR for some R , 
we can use our technique if QX = XR for some R. Due to equation 
(IV.D.2), we also can use our technique if and are 
independent, since is unbiased estimator of Or, more 
generally, we can use our technique when EX = XR*, for scxne R*, 
as above. 
Theorem IV.D.I. 
= ijj for nonsingular symmetric matrix Q 
If p^e = = 2Px ' the* 
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(n-K-2)0 (OlQO )"^(0;20 r 0 Y 
0^ ^  = I r r—^ T (IV.D.6) 
Y'02(0^S02) (0^Q02)"-^(0^02) O^Y 
A 
is better than 8_(= Y) under the Lg loss. 
Proof; 
= eg(:g2-6)'00.b00'(:g2-8) 
= E )' °1®°2 -I'^l 
eV^{Z2)-Il2 OgQOi O^OOi %-f(Z2)^2 
= VZi-ai)*0;QOi(Vni) + VZ2-f(Z2)-ll2)'02Q02(Z2-f<22>-Il2^ 
+ 2 Eg ) '0[qO^(Zg-f (z^)-!l2) , (IV.D.7 ) 
where for i = 1,2 and 
(n-K-2)(OgQOg)"^(O2EO2)"^Z2 
f(Z2) = 
Z^fO^CO,)- (O^GO,)- (0;Z02)-lz2 
It is easy to check that the last term of equation (IV.D.6) vanishes 
if P^Q = gP^ or if P^ = ZP^. Therefore, we have that the equation 
(IV.D.7) is 
tr O^QO^ O^ZO^ + tr O2QO2 
-  { n - K - 2 E ,  ^  
z;(o;zo2)-i(o;eo2)-
< tr Q2. (IV.D.8) 
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If P^Q = gP^, then 
f I 
tr O^QO^ + tr OgQOg O^ZO^ 
= tr O'QPJ^O^ + tr OgOtl-P^lSOg 
= tr O^Pj^eSO^ + tr Ogtl-PxiQEOg 
= tr O^QSOJ^ + tr O2QEO2 
= tr QEO^O^ + tr GZOgOg 
= tr QUiO^o'^ + OgOg) 
= tr Q2 . 
By the same way if = ZP^ 
tr O^QO^ 0^20^ + tr O^QO^ OgZOg 
= tr QE . 
If P^s = QPx and = 2P^. 
e-^S-^l-p^jY 
9_ — = Y — (n—K—2) 
Y'(I-P )S"VV^(I-P„)Y 
which is analogous to the Hudson-Berger estimator. 
If Q is given the form 
Q = + OgSgOg (IV.D.9) 
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where and are symmetric positive definite matrices, then, 
we have different weights to the part of £ that is in C(X) and 
the part that is in the complement of C(X). For example, if we 
are more interested in portion contained in C(X) than that of its 
complement, we will choose to have larger eigen values than those 
of S^. If we are more concerned about misspecification of our guess, 
we will assign the weights in the reverse way. If Q has the form 
(IV.D.9), we have . Since 
V = °1°1°1®1°1 + °l°l02®2°2 
= o,S3_o;o^o; + cufaoToiO; 
= (OlSiOi + 
= gPx . 
The estimator A gives an unbiased estimator for a contrast 
A'9 where A € C(X) and if Q = I and 2 = 1 then ^ ^ = 0 
— -Q,2 -
in the equation (IV.B.2). 
IV* 
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V. APPLICATIONS TO MIXED LINEAR MODELS 
A. Fixed Linear Model 
Let Y be a random variable with mean i9 and covariance matrix 
I. If we assume £ € C(X,Z), we have a model 
Y = xgt + Zy + e , (V.A.I) 
where a is a Kxl vector and y is an mxl vector of unknown 
parameters. Assume m > 3. Without loss of generality, assume that 
(XjZ) has full column rank. Then, the natural estimate of 
Xa + Zy is P^gY , (V.A.2) 
where 
The least square estimator, BLUE, of (^) is 
a 
'Î' = 
Now, assume we are interested in an estimation of Xa + Zy. Of 
course, we can use a shrinkage estimator. By equation (VI.A.9), we 
have 
xa + Zy = (1 - P^gY. (V.A.3) 
It has a better risk than that of the OLS estimator under the square 
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error loss, but it is a biased estimator and it does not dcminate 
much when some of the coordinates of a and y have large absolute 
values. Let us suppose we have some information which leads to 
surmise that £ Ç C(X). Since P^, I-P^g commute, 
there exists an orthogonal matrix 0, such that 
OP^O' = 
0(Pxz-Px)°* = A ^ 
yijj ip \p 
and 
Let, 0 = (0,,0_,0_). Then l '^2' 3 
and 
Let, 
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Then, 
W = 
o^xa + o^ZY\ , I {V.A.4) 
Therefore, we can estimate in the following way; 
O^xa + O^zy = 
°2^% = ^2 -
(m-2)Wg 
'wr 
Then, 
0G = 0^(0^x6 + 0[z^) + OGO^zt 
= o^o^xa + o^o'z^ + 
= PxX& + + (Pxz-Px)*Y 
= x& + PxgZY 
A A 
= Xa + Zy 
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(ni-2)(P -P )Y 
^x- " y(p -p )Y 
— A6 A 
(ni-2)(P -P )Y 
• 'V-A'S' 
If we use the positive-part James-Stein estimator, we will use the 
estimator 
xâ«î = P^ï t (1 - ï.(p""!p^)ï''' 'V-A'S' 
Sclove et al. (1972) also mentioned an estimator which has the same 
form as estimator (V.A.6) except that they use C instead of (m-2), 
where C corresponds to the critical value of a test of the hypothesis 
that (I-P^)ZY ~ }P > Of course, we can derive other estimators for 
Xa + Zy under different loss functions and covariance structures as 
we did in the last chapter. Because of the similarity we will skip 
such development. 
In the fixed linear model, we are also interested in the estimate 
of (^). Therefore, let us find the estimator which will give the 
same predictor as (V.A,4). 
The least square estimator is 
'I' = & 
and it gives 
xa + ZY = p^gY 
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Frcxn (V.A.4), we have models 
Wi = + OJ^ZY + , (V.A.7) 
«2 = O2ZY + Ë.2 ' (V.A.8) 
where 
11 ~ Ik) 
and 
12 ~ • 
Model (V.A.7) gives the normal equation 
x*o,o'x x'o{o,z a X'O^WT (  ^  ^  1 1 ,  ( : )  =  (  ,  
Z'OTO'X Z'O.O'Z Y Z'0,W, 11 11 — 1—1 
which is the same as 
x'xa + x'ZY = x'Y 
Z'xa + Z'PjjZY = Z'P^Y . (V.A.9) 
Model (V.A.8) gives the reduced normal equation for y 
which is the same as 
Z'(I-P^)ZY = Z'(I-P^)Y. (V.A.IO) 
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If we use the shrinkage estimator, we have 
z'(i-P^)zÇ = Z'o^o^e^ 
(m-2)Z'(I-P^)Y 
= - y.(P^^-P^)Y • (V'A'll) 
If we add equation (V.A.ll) to equation (V.À.9), and set y  to y ,  
we have 
X'Xa + X'Zy = X'Y 
(m-2)(I-Pjj)Y 
^xz"^x )-
Z'XG + Z'ZY = Z'Y - Z' 
y  XZ X — 
Therefore, 
a 
L) 
Y 
X'X X'Z -1 
Z'X z'z' 
/X'Y 
IZ'Y -
(m-2)Z'(I-P^)Y 
y i> Z'(I-P^jY 
\r(Pxz-^x)i/ 
(V.A.12) 
The first term is the least squares estimator of the model (V.A.I) 
and the second term is the shrinkage part. We then have 
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(m-2)(l-P^)Y 
= ""xz'ï. - ï'(Pxz-fx'ï. ' 
<..-a)(p^,-p^lY 
XZ-- rCPxz-®x>i ' 
which corresponds to equation (V.A.5), 
The estimator which corresponds to the positive-part estimator 
of the form (V.A.6) is 
= 'z:x 
A 
- (m-2) .X'X X'Z,-1 , ip , 
(V.A.13) 
Of course, 
xS"^ + zr = P^Y + (1 - (Pxz-^x)I' 
If K = 0, we have 
Y = (Z'Z)-l Z'(l -
— z— 
= (1 - yTp^y) (Z'Z)"^Z'Y 
— z— 
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and 
€ =  <1  -  i r g r f l P z ? .  
— z— 
which corresponds to an estimator of the form {V.A.3). 
Now, let us look at equation (V.A.12) carefully. Let 
A B _ X'X X'Z -1 
^B' D' Z'X Z'Z ' 
Then, we have 
D = (Z'Z - Z'X(X'X)~^X*Z)"^ 
= (Z-(I-Pj^)Z)"^ , 
and 
B = -(X'X)"^X'ZD 
= -(X'X)"^X'Z(Z'(I-Px)Z)~^ 
Therefore 
OU a 
A A 
f m — 2  I  
(Z'(I-Pj^)Z)"^Z'(I-Pj^)Y 
/ 
-(X'X) X'ZY 
Y 
—1 fV* 
(V.A.14) 
where 
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and 
Y* = (Z'(I-Pj^)Z)"^Z'{I-Pjj)Y, 
We can easily check that 
,2 
K-to - (m-2) Eg Y'(P^g-P^)Y ' 
where 
£ = Xgt + ZY . 
Now, let Z = (Z^.Zg) where rank (Z^) = rank (Zg) = 
Then, the model (V.A.I) is 
Y = Xa + Z^Yi + Z2I2 - • 
Then, 3 orthogonal matrix 0 = (0^,02,0^,0^), such that 
' 
°2°2 ~ ^ XZ^"^X ' 
°3°3 ~ ^ XZ^Zg'^XZ^ 
°4°4 ~ I'^XZ^Zg • 
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Therefore, we have 
ojï = Wj ~ H|^(0'(xa * z^Xj + Z2Ï2'' I'' 
Ojï = "2 ~ • %), I), 
" ^ = « 3 -  "  a-d  
0^ !. = a, ~ 
If we use the James-Stein estimators on 1 ^2—2^ and 
o'^iZ^Y^), we get 
= Xot + + Z^î.2 ^x- * Y'(P -P )Y^^^XZ "^X^-
1 ^ -L 
0^-2 
If we use the positive-part James-Stein estimator, we get 
m,-2 
&SS = ^x- * (1 Y'(Px2 (^xz^'^x)-
Assume m^ > 3 and mtg > 3. 
~ ~ (^1-2)^ Eq y,^p ^ _p 
- '"XZ^ "X^-
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+ (m2-2) EG Y,(P 
-P )Y * 
- XZ^Zg XZi )-
(V.A.20) 
Therefore, if £ € C(X), 8^, the shrinkage estimator shrinking towards 
the column space of X is better under the loss than 9gg, 
the stepwise shrinkage estimator which shrinks towards the column 
space of X and one by one, since 
Eglllgg-ill - Egll^-ejl 
= — (m^-2) - (m^—2) + (m—2) 
= 2 when £ € C(X). 
And if £ € C(X,Zj^), and || is not too small, we can see 
that is better than The regression coefficients which 
yield the predictor of the form (V.A.18) are 
A 
\ /-
~ \ A 
liss 4 
A 
1 2 S S  V^2 
/(»l-2)(PxZi-Px)ï (*2-2)(PxZiZ2-PxZi)% 
~ Y' (P„ -P^)Y Y'(Pvrr rr )* " 
- ' XZ^ X'-
- XZ1Z2 xzi -
where is the least square estimator, and 
R = 
1  X ' X  X ' Z ^  X ' Z g  \  jx- ) 
z*x z*z, z'z^ 1 Zi 1 11 12 
y Z ^ X  Z g Z g  /  U*  y 
(V.A.21) 
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(in^-2) (in^-2) 
Of course, if we replace IP~)Y min(l, _p 
- XZ^ X'- - XZ^ X -
(Mg-Z) (#2-2) 
and ri-T^ — with mind, 777^ 3 we get a 
- ^ XZ^Zg XZ^^- - XZj^Z2 XZj^'-
regression coefficient vector which has a predictor of the form 
(V.A.19). 
B. General Mixed Linear Model 
Now we have the model 
Y = Xa + ZY + e , (V.B.I) 
where a is a Kxl unknown fixed parameter vector and Y is an 
mxl vector of random effects, and 
<î' ^ 2»- IV.B.2) 
* 
Then, we have 
Eg(Y) = Xoc 
and 
Var(Y) = G^ZZ' + a^I 
Y e 
= CJgV , 
where V - I + — ZZ', and assume V is nonsingular. We can estimate 
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a by solving the Aitken equation 
X'v"^Xa = X'V"^Y . (V.B.3) 
Prom (V.B.2), if we write down the joint density of Y and e, we 
have 
(-7^)^ (T^)" exp(- -I — ^(Y-Xa-ZY) ' (Y-Xa-ZY) ) . 
^2na^ c; 2ol 
4 Therefore, if p(= —) is known, we have the following linear model; 
*e 
where 
Y = Xot + ZY + e , 
® 2 
f 
The usual Gauss-Markov equation is 
X'X X'Z a X'Y 
( 1 ) (*) = ( ), (V.B.4) 
Z'X Z'Z + - I Y Z'Y 
p -
which is Henderson's M.M.E. (Mixed Linear Model Equation). 
If we assume Var(Y) = D is nonsingular, using the same 
technique as above, we can derive the equation 
X'X X'Z a X'Y 
(  . , ) ( . )  =  { )  
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which is Henderson's M.M.E. in the general case. One specific 
solution of the above equations is 
a = (X'V"^X)"^X'V"^Y (V.B.5) 
Y = DZ'V"^(Y^-Xa) . (V.B.6) 
A A 
a is a BLUE and Y is a BLUP (Best Linear Unbiased Predictor). Under 
A 
the normality assumption, Y is exactly the same as the conditional 
expected value E(Y[Y) save for a in pl^ce for a. Since, under 
A 
normality a is the M.L. estimator of a when D and V are known, 
we can say that 
Y = ÉÏYÎY) 
= DZ'v"^(Y-Xa) 
1 A 
is the M.L. estimator of the conditional mean E(y|Y) save for a 
in place for a. 
, , * , 
Consider the estimation of X.a + k«Y , where X,,a is estimable 
* 
and Y is the realized, though unobservable, value of Y. Harville 
(1976) showed that among linear estimator a+b'Y having E(^-tb*Y) = 
E(X^a + XgY), mean square error E(a-»b'Y - - kgY) is minimized 
IA g A ""1 A^ —l A 
by X'a + X*Y where a = (X'v X) "^X'V "^Y and Y = DZ'V (Y-Xa). 
Since Henderson's estimator is related to mean square error criterion, 
it is interesting to find its relation to the shrinkage estimator. 
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C. The One-way Random Model 
The balanced one-way random model is 
^ij = ^  i = 1,2,...,I and j = 1,2,...,J (V.C.I) 
vAiere (j, is an unknown parameter, a. is a random effect and e. . 
2 is a residual. Assume that the CL^'s are iid N(0,a^), the 
2 
e^j's are iid N(0,), and the a^^'s and e^j's are independent. 
The model (V.C.I) can be represented as 
- ^ + Za + e 
where 
'ij ° iiCBiij ' 
z = ii©Ij. 
and 
=  ( 1 , . . . , 1 ) ' .  
Therefore, 
Since 
Vlij = «I®V 
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= We + '"a' 
= 4. JC^) , 
=: P, Y 
I  -
Now, let 
V-^ = (a(Ij0Ij) +b(I^0Iji;)), 
then, 
.-1, 
v"v= (a(ii0ij) +b(l^01ji;)) (a^(lj0lj) +C7^(ii0Iji;)) 
= ap2(I;(x)lj) +a(j2(i^0ljl^) 
= 3(7^(1^0 ij) + (aa^ + ba^ + Jba^) (1^01^1;) 
= (ii0ij). 
Therefore, 
• i  
and 
2 . 2  2  
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* 
FTOTI (V.B.6) the BLUP of the realized random effect a is 
A* = DZ'V"^(Y -
= + B(I^(X)I^;))(Y -  PJY) 
= + Jb(ij0l_;))(Y -  PJY) 
^2 
e e e a 
JA ,  
= (i-p)(ij.©i i;)(i - Pj)ï 
= (l-p)(IJ© i i ;)(IJ©IJ - i (IJI;©IJL'))Y 
where 
P = 
Therefore, 
A A* A* 
zot = Pjl+ (Ii01j)a 
= PjY +  ( i -p)C( i j©i  I j i ; )  -  Vi ' î ï  
= PJY + (1-P)(PJ^2-PJ)Y, (V.C.2) 
since 
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h.z = J'h®V?-
I f  we estimate p with 
~ S^(rank(P „-P-)-2) 
P = î-i^—î (V r 3) 
This estimator corresponds to the shrinkage estimator of the form 
(V.A.5), which shrinks towards the column space of I. If we estimate 
p with 
~+ ^ {rank{Pj 
P = mind, '.p ) Y ) • (V.C.4) 
This estimator corresponds to the estimator of the form {V.A.6), 
Therefore, variance component estimators correspond to shrinkage 
functionals. We can see that the positive-part shrinkage functional 
corresponds to the truncated variance component estimator. If we 
use rank(P -P ) instead of rank(P- -P_)-2, the resulting 
estimator is that given by Yates (1940). 
From (V.A.14), the estimators 
^ ^ + (l-p)(I ' I)"4*Za , 
FV* A F\J 
a = a + (i-p)a , 
A A 
where ji and a are the least square estimators for the fixed 
linear model 
Y = I[i + za + e 
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and 
a = {Z'(I-Pj)Z)"^Z'(I-Pj)Y, 
are the estimators which give the same estimator of ly, + Zgt. 
D. The Two-way Mixed Linear Model Without Interaction 
The balanced two-way mixed model without interaction is given 
by 
^ ~ ^ ^2,...,I, j — and 
k = 1,2,...,K (V.D.I) 
where the a^'s are fixed effects, the gj's are random effects, 
and the e...'s are residuals, it is assumed that the g.'s are 
IjK ] 
2 2 
iid N(0,Og), the e^j^'s are iid N(0,o^) and the gj's and 
e^j^'s are independent. 
The model (V.D.I) can be represented as 
Y = xa + Z£ + e , 
where 
X = Ij© Ij0 ^  
and 
z = II0^J01K-
Since 
2 2 V = QGL + GGZZ' 
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= aafl + bafzz* + aa^zz» + Klba^zz' . 
e e p p 
Since 
Z'Z = (Ij©Ij©Ij.)MIj©Ij©I^) 
= (I@Ij0K) 
= IKIj . 
Therefore, we have 
and 
b = 
o o 9 • 
ae(a^ + Kia^) 
So 
1 ''B DZ'V = (Z' - -T--2 -KIZ') 
*e *e + 
2 
KIG, 
(1 - r)z' 
a + Kia; 
3 
From (V.B.6), the BLUP of the realized random effect £ is 
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A *  - T A  g* = DZ'V (Y-Xa) 
"s Z'(I-P^)Y . 
Therefore, 
A A* 1 
XOÇ + Zê = Y + 2 2 ÏK 
a^-HClOg 
= P^Y + (1-p) ^ ZZXI-P^)! (V.D.3) 
where 
p = 4 ^ -
a^+KiQg 
By the way, 
A A* 
a. + p. = y. - (1-p)(y. -y 
J J-» Je # # 
y - (1-p)(y. +y. -y -y ), 
- L  #  J » X «  #  #  i  #  
wh8« y = h. = y.i = îfij-
So 
A A* 
Xçt + Z£ = P^Y + (l-p)(Pxz~^X^- • (V.D.4) 
If we estimate p with 
S^(rank(P -P )-2) 
Y'tPxalp,)? ' (V'0.5) 
102 
A A * 
Xgç + corresponds to the shrinkage estimator shrinking towards 
the column space of X. if we estimate p with 
s2(rank(P -P )-2) 
P =min(l, y. 2; ; ), (V.D.6) 
- I XZ X -
this estimator corresponds to the estimator of the form (V.A.6). If 
we use rankfP^g-P^) instead of rankCP^g"^^'"^' resulting 
estimator is Yates' estimator. 
From (V.A,14), the estimators 
a = a + {l-p)(X'X)"^X'Z^* and 
OJ* A* nj* 
£ = £ + (l-p)g^ are estimators which give the same estimator of 
* A A* 
Xot + Z£ , where a and £ are the least square estimators for the 
fixed linear model. 
Y = xgc + z£* + e, 
and 
,-l 
^ = (Z'(I-P^)Z)" Z'(I-Pj^)Y. 
E. The Two-way Mixed Linear Model with Random Interaction 
The balanced two-way mixed model with random interaction is given 
by the model; 
~ **" ^ ~ 1)2,...,I, j — 1, 2 , . , . , J, 
and k = 1,2,...,K (V.E.I) 
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where the a^'s are fixed effects, the gU's and Y^j*® are random 
effects and the e.. 's are residuals. Assume that the g.'s are 
13K ] 
2 2 iid N(0,CTg), the y^^'s are iid N(0,ct^), the e^j^/s are iid 
2 
and the gj's, Y^j*® and e^j^/s are independent. 
The model (V.E.I) can be represented as 
Y = Xa + + Z^Y + e 
where 
X = 
^1 = 
^2 ~ ^ 10 ^J©^K • 
Since 
vx = (cyfi + a^z^z' + a^z_z*)x 
e p 1 1 y 2 2 
= XQ + (C^ZgZgiX from (V.D.2) , 
where 
0 = °e I; + KCg Iji;, 
vx = XE +O^( II© IJ© IKHIJ© I,© IK)'  ( IJ© IJ®V 
= XB + <7^(Ij©Ij©I^l')(Ij©I,®I^) 
= XQ + a^(Ij©Ij®KIjj) 
= XB 
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= xg + x{Ka^ij) 
= X(Q + Ka^ij.) 
= XO^. (V.E.2) 
Therefore, Xa = X(X'V~^X)~^X'V~\ 
= P^Y. (V.E.3) 
Let 
V~^ = al + bZ^Z^ + CZgZg . 
We can check the following equations: 
(Z^Z^)^ = KIZ^Z* , 
( Z j Z ' =  K Z j Z j  ,  
<Vi"V2'  = <V2'<Vi '  
= Kz^z[ . 
w"^ = (0^1 + afz.z' + 0^z_z')(ai + bz^z* + cz.zl) 
e  p l l  y  Z  Z  X ±  Z  Z  
= ao^i + (ba^ + aaf + Kibap + cmoi + Kba^)ZiZ; 
e  e p  p  p  Y ± 1  
+ (a^c + aa^ + a^cK)z z' . 
e Y Y 2 2 
Therefore, we have 
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Therefore, 
DZ'V-l = _ 
We have, 
ah. = + KIb + KC) 
3 1 e g2 
e 
= g2(A. + 1 1 ^ ) 
^ a^+KCT^+Kiao a^+Ka^ a^(a^-HCa^) 
e e y p e y e e y 
= cr^, 1 . . 
^ cf^KaJ+Kia^ a^((jg4Ka^) 
1 
and 
of+KO^+KICQ 
e Y P 
°Y^2 = + cK) 
e 
Y of 0e(Pe+K0f^ 
4 
* * 
Now, let £ and Y be realized values of random effects. 
107 
= DZ'V"^(Y-4.) 
I 
= DZ'v"^(I-Pj^)Y 
^ag^lIK(i Ij0Ij0K 
^J0K "*" 0 Ij0*K ) 
(V.E.4) 
From (V.E.3) and (V.E.4), we have 
KICT^ A Ai* - S 
e Y P 
KCT^ 2 2 
* (rij.-?!..) + biK OY*?.].-?...) 
™Y _ _ _ _ 
® Y 
2 2 
Ka KlOg 2 2 - -
+ (-2-^-2 + -2 2 2 + IK bO )(y -y ) 
a -«a a  -«a -Hciag ^ ' ^ '  ' "  
e Y ® Y P 
= y. + (i-Pnify.. -y. -y . +y ) 
i # # 6 JLJ , X* # J # ••• 
+ (i-Pi)(y . -y ) 
• J • • • • 
where 
ol 
^ a^+KCT^+Kiag 
e Y 3 
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2 
e Y 
since 
+ Ka^( i i_) 
2 2 2 2 2 V 2 2 2 2 2 
^ a^^Ka^tKiag a^tKa^ 
Kg^fKig^ 
*e<Ko\^KiCg 
= 1 -
Pi 
y . . .  •  
^i,, ' SC fijk ' 
\j. =&gyijk. 
y ^k- è g ^isk ' 
^Ij. ° KÎ^ljk • 
Therefore, 
A LY* FV* 
xa + z^g + 
= Pyl + + (1-P2)(^XZ^Z2"%-' 
If we estimate and p^ with 
^ _ (mj^-2)S^ 
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and Po = 
(m2-2)S 
2 '  
the estimate of the form (V.E.5) is exactly the same as 6gg» the 
stepwise shrinkage estimator towards the column space of X and 
in (V.A.17). 
If we use the truncated estimator of and p^, i.e.. 
= mind, p^) 
Pg = mind, Pg) , 
V + the estimator of the form (v,E,5) is the same as 8^^ , the positive 
version of 6gg in (V.A.18). 
Also from (V.A.20), the estimator of the fom; 
- \ 
/a ^ 
A* II 
â 
f\J 1 A* 
hi \V j 
where is the least square estimator and 
R = 
/x 'x  X'Z^ X'Zg 
V Zl^l 21^2 
-1 
2% Z2Z1 Z2Z2 
and the estimator from M.M.E. give the same estimator for 
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* * 
Xgt + Zii + ZgY . 
In Chapter II, we discussed the empirical Bayes procedure to 
derive the James-Stein estimator. If we consider equation (II.A.4), 
Then, the resulting estimators of and are the Yates • 
estimators. Therefore, the variance component estimation are exactly 
matched with shrinkage functionals in the balanced mixed linear 
models. So the estimator of realized random effects given the data, 
will be a shrinkage estimator towards the column space of the fixed 
effects and/or the previous column space of the random effects. 
— s i n c e  E(||xj|^) = P(1+T^) 
14T 
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VI. ASYMPTOTIC PROPERTIES OF THE SHRINKAGE ESTIMATOR 
A. Consistency 
The investigation of the asymptotic behavior of shrinkage 
estimators is an interesting topic. The first concept we will study 
in asymptotic theory is consistency. The criterion for consistency 
is related to the identification of parameters as sample size tends 
to infinity. 
Definition VI.A.l. 
The estimator T of 0 is said to be weak consistent if 
T^ + 0 in probability. 
Definition VI.A.2. 
The estimator T^ of 0 is said to be strong consistent if 
T„ 0 almost sure. 
By the strong law of large numbers, is a consistent estimator 
and e{X^} exists. If we have E(T^) = 0^ ->• 0 and Var(T^) -*• 0, 
then Chebyshev's inequality guarantees weak consistency. But the 
above two concepts of consistency do not guarantee behavior for a 
finite sample. For example, let {x^} be iid random variables with 
EIX^ I < 00 . Then, 
n 
n 
of the mean provided [x^] is a sequence of iid random variables 
n < 10 
n > 10 
8 
8 
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satisfies the strong consistency, but is not useful for a finite 
sample. So Fisher introduced the concept of Fisher consistency. 
Consider the estimator based on iid random variables 
»^2» • ' * »^n have an empirical distribution function F^^'). 
Definition VI.A.3. 
If the estimator has the form = t(F^(»)), then we say thab it 
is Fisher consistent if t(F(•,0)) = 6. 
The class of estimators which satisfy the Fisher consistency 
criterion is too restrictive (Hinkley and Cox (1974)), so we will 
choose the weak consistency as our criterion. Because there are too 
many estimators which satisfy the weak consistency property, we must 
have some other criterion to compare those estimators. For this 
reason, we have the concept of efficiency. 
B. Efficiency 
We want to introduce the Cramer-Rao inequality to develop the 
concept of asymptotic efficiency. We first start with the theorem 
given by Zacks (1971). 
Theorem VI.B.l. (Generalized Cramer-Rao Inequality) 
Let {f(x,9): 0 € 0} be a family of density function satisfying 
the regularity conditions listed below; 
i) The parameter space © is either the Euclidian P-space 
P P 
R or a rectangle in R . 
ii) (Ô/Ô0j)f(x,0^,...,0p) exists for each j = 1,2,...,P and 
for all 0 € ©, 
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iii) S I f(x , 0 j ^ , . . . , 9 p )||j,(dx) < 0 0  for each j = 1 , 2 ,...,P 
and for all 0 € 0. 
iv) lij(e) = EgCCafy) In f(x,0^,...,ep) . 
(•g|—) In f (x,0^,... ,0p)} exists and is finite for all 
1 < i, j < P and for all 0 € 0. 
v) The matrix 1(0) = {l^j(0)} is positive definite for all 0. 
Let G(0) = (gj^(0 ),... ,gj^{0 ) )' be a vector valued function on ® 
such that the matrix of partial derivatives D(0) exists for all 
0 € 0. Let G(X)(=(g^(x),...,gy\x))') be an unbiased estimator of 
G{0) satisfying 
S <00 
for all j = 1,2,...,P, i = 1,2,...,K and for all 0 € ®. 
Let 2(G;0) be the covariance matrix of G(X). Then 
2(G;0) - D(0)I ^(0)0*(0) is a nonnegative definite matrix for all 
0 € 0. Moreover, if D(0) is nonsingular, then G(X) attains the 
minimum possible generalized variance iff G(X) is a function of the 
minimal sufficient statistic, and for each i = 1,2,...,P 
à ^ (?5—) In f(x,0 ,...,0 ) = S C..(0)[g.{x)-g.(0)] a.s,, 
d0i 1 F i=l 1] : ] 
where C^j(0) may depend on 0 but not on X , The minimal 
attainable generalized variance is 
det(2(G,e)) = det(D(0)l"^(e)D( 0 ) ' ) ,  
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where 1(0) is the Fisher information matrix. 
By the central limit theorem, a large class of consistent 
estimators have normal distributions around their true mean. There­
fore, it is natural to consider asymptotic efficiency based on 
asymptotic variance. 
Definition VI.B.l. 
Consider the class of consistent asymptotically normal 
estimators of 0, i.e., estimators T^, such that 
in distribution. The estimator T^ is asymptotically efficient if 
the variance V(0) attains the Cramer-Rao bound. We will call the 
estimator which satisfies the above definition a BAN (Best Asymptotic 
Normal) estimator. 
Now, let us look at the estimator of the form 
So T^ is a superefficient estimator. LeCam (1953) studied such 
vrtiere 0 < a < 1. Then, /ITT^ has an asymptotically normal distribu­
tion. Furthermore, it has asymptotic variance 
* 
115 
estimators and he also constructed a method to show that points at 
which superefficiency occurs are countable. Therefore, restricting 
our attention to the consistent asymptotic normal estimator (CAN) 
does not eliminate this phenomenon. The existence of a super-
efficient estimator among the consistent asymptotically normal 
estimators rejects the earlier conjecture of Fisher that the asymptotic 
variances of BAN estimators are at least equal to the Cramer-Rao lower 
bound. But LeCam (1953) showed that the set of superefficiency points 
has Lebesgue measure zero. Moreover, for a finite sample the esti­
mator T^ is not minimax under the mean square error loss. Now, let 
us investigate vrfiat further condition is needed to avoid super-
efficiency. 
We shall say that {f(x,0^,...,9p); £ € ©} is a regular family 
of probability densities if the regularity conditions i)-v) for the 
Cramer-Rao inequality hold. The estimator {T^^ for £ is a 
regular estimator sequence if T^ satisfies the following condition; 
'si:' =8'T.I = ; Vw:' .ii 
J ] 1-1 
exists for each n and j = 1,2, 
Theorem VI.B.2. (Walker (1963)) 
Let {f(X>0.); ^ be a regular P-parameter family of prob­
ability densities with respect to a a-finite measure (i,. Let 
^l'^2'***'^n each n, a random sample of size n and 
(T^(Xi,,..,Xn)) be a regular nondegenerate asymptotic normal 
estimator sequence with asymptotic covariance matrix n~^V(9), If 
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for each 0 € 0, 
vii) the sequences Eg£|n^(T^ are bounded for all 
i = 1,2,...,P and for some Ô > 0, and 
viii ) (^f—) E. (T. -6. ) •> 0, vrtien n -»• oo , \rtiere i = 1,2,...,P 
oy j o 1, n X 
and j = 1,2, 
then the matrix V(9) - 1(0) is nonnegative definite for all 
0 € 0.  
Walker (1963) also showed that the superefficiency estimator 
* 
does not satisfy the condition (viii). So, in the one dimensional 
case, for example, he showed that 
* jo if 8 f 0 
- 'âê> vv«> = 
Rao (1961, 1962, 1963, 1965b) derived the other concept of 
asymptotic efficiency, which is mainly related to the loss of infor­
mation that plays an important role in statistical inference in large 
samples. Now let 
~ /ÏT iîl ' 
Definition VI.B.2. 
Statistics which satisfy the following condition are called 
the first order efficient: 
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IZji - a - 3 n~^ (T^-8)| -> 0 (VI.B.l) 
in probcibility, where a and g can be functions of 0 . 
For first order efficiency, Rao did not require an asymptotic 
normality. Since is the statistic which gives the locally most 
powerful test, we can expect to have the above property in large 
samples. Moreover, if satisfies the condition (VI.B.l), /nl -»• 1 
n 
as n ->• 00, where I is the Fisher information matrix per single obser-
0 
vation and is the total information contained in T . Furthermore, 
T n 
n 
the asymptotic correlation between and is 1. Since /nl^ 
n 
equals one if is sufficient, first order efficiency is related to 
the asymptotic sufficiency. 
But the concept of first order efficiency is too weak to make 
distinctions between the natural estimator and other competitors, 
* 
such as superefficient estimator or Berkson's (1980) minimum 
2 
X estimators. For superefficient estimators, Rao developed the 
idea of uniform first order efficiency. He further claimed that the 
superefficiency of having asymptotic variance less than that of the 
natural estimator has been achieved at the sacrifice of uniform 
convergence in (VI.B.l) and this result is analogous to Bahadur's 
uniform probability convergent rate to avoid superefficient estimators. 
Rao, further, developed the second order efficiency concept to make 
distinctions between the natural estimator and other competitors. 
By using the second order efficiency, he confirmed the superiority 
of the natural estimator. The concept of second order efficiency is 
related to the limiting quantity of nig - I^ , where nig is the 
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total Fisher information based on 9. The quantity nlg-I^ was 
n 
examined by Kfron (1975, 1978) and he considered that 
lim nl - I = IaY(8)2 , 
n-hx) ® n 
2 
where y[Q) is called the statistical curvature. He showed that 
2 
the quantity yfQ) can be a good index for the departure of 
nonexponential families from exponential families. He did this by 
using the imbedding of the nonexponential families on one dimensional 
subsets of multiparameter exponential families. He also showed that 
2 Y(9) can be a good index of the locally most powerful test criterion. 
The extension of statistical curvature to multiparameter cases is 
under study by several other authors. Of course, the concept of 
second order efficiency was suspected by Berkson (1980) in various 
aspects. 
C. Some Formulas 
In this section, we want to introduce some techniques to handle 
2 
the expectation of functions of a noncentral % random variable. 
This is based on work by Peixoto (1982). Let X ~ Np(£,I). 
2 2 
Then j|x|l is distributed as a noncentral % with P degrees 
of freedom and noncentrality parameter ||£||^/2. Without loss of 
generality we represent this by the statement 
||X||^ ~ where X = l \e j \^ /2 ,  
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Define Z to be a Poisson random variable with parameter 
Assume P is greater than three. Proofs of the following results 
are given by Peixoto (1982). 
Lemma VI.C.l. 
E[f(||xJ|^)] = E{E(f(Xp+22)|z)] 
= E[g(Z)} . 
Therefore, we can have 
and 
^ \^(P+2Z-2)(P+2Z-4)^ • (VI.C.2) 
Lemma VI.C.2. 
E^(Zg(Z)) = \Ej^(g(Z+l)) . 
By Lemma VI.C.2, we have the following lemma. 
Lemma VI.C.3. 
Eg(x^f( 11x11^)) = (9^A) E^[Zg(Z)] 
= 0^E^[g(z+l)] . 
If \  = 0 then each 0^ is zero. Therefore, the above 
expectation will become zero. With the help of Lemma VI.C.3, we can 
obtain the following formulae ; 
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BgtXi /d lx l l  )  )  =  8((P+2Z)fP+2Z-2)^ '  
(VI.C.3) 
(VI.C.4) 
EQ(x^/1|X1|^) = < 
^ 1-rôJzA 
\ ^ P+2Z 
1 
p 
) if X. ^ 0 
if A. = 0 , 
(x^/(||x|l^)^) = < 
1+0 JzA 
\^(P+22)(P+2Z-2)^ A. ?! 0 
1 
V. 
P(P-2) if \ = 0 , 
^0^*i*j^"-" ^ ~ ®i®j\^P+2Z^ ' 
(VI.C.5) 
(VI.C.6) 
(VI.C.7) 
and 
Ee(XiXj/(l|xll ) ) = (p+2z)tP+2Z-2)^ • (VI.C.8) 
D. Superefficiency of the Shrinkage Estimator 
Let fx^^l be a sequence of random variables, such that 
% ~ "p'l. K I' • 
Then, the James-Stein estimator of 0 based on X is 
— —n 
(VI.D.l) 
and 
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where 
i2 
_ 2 2 "Hi"' 
NLLX^LL ~ X (P, —J—) . 
Now, let us check the condition (viii) of Theorem VI.B.2, Let 
(P-2)X^ 
= E, 
Mis^ir 
where 
2n= 
The i^^ coordinate of b^(0^) is 
(P-2)U . 
\ /ET 
/H- E^* by (VI.C.3) 
/ïT ^n 
= V '5^1 ' 
n 
where = n||8j|^/2 and Z is a Poisson randcm variable with 
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* 
parameter . Therefore, 
âbn (6) , ai 
^0— = + (p-2)8i w: V W 
1 n in 
®X*^P+2z' -\*^2+2Z^ ' ^Gcause P > 3 
n n 
* 
° * xSo K: 'K+l, 
' * K=o 
* 
"A.. 
= -~ [1 - e "] ->• 0 as n -»• 00 if ||6j|^ ^ 0 
2X_ 
and 
And 
_1_ E .r-^1 
001 \*^P+2Z^ 
* 
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since 
* * 
„ ~^n, *.K-1 
= ÏMÏE e (\J +Kne.e U^) 
since ^ \l = ne. 
* * 
00 e 00 Ke 
= (P+2K) K! - (P+2K) K! ^ 
_ ~ ® _ 1 
"®i^ ? (P+2K)(K-1)Î ~ \* P+2Z^ ix—J. n 
. , : = _ 1 , 
(P+2K+2)K! ~ \* P+2Z^ 
K—u n 
P+2Z+2 " P+2Z^ 
n n 
= -2n6. lE^. (p+2z+2,(p+2g,] * 0 as n • co 
(P+2Z+2)(P+2Z) 
n 
- "®i {2Z+2)(2Z+4) since P>3 
n9. 
^ E 
4 \* (Z+l)(Z+2) 
ne, . 
—i. y " 
4 K=0 (K+2)l 
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* * 
n0. 
^(1-e " - e " 0 as n -» oo . 
Also, 
à b  ( 9 )  
i  a  _  r  1  
= (P-2)G, TT- E,*[=T=%1 + 0 as n-i-oo. Ô0j ' ' i a0j k*"P+2z' 
since 
d f j •  
Therefore, when ||£ll^ = 0, the condition (vii) of Walker's condition 
is violated. When ||£l|^ ^ 0 the asymptotic distribution of 
flr<6i"'(x ) - 81 is N<0,I) since 0 in 
= ^ nllx^ir 
probability. 
By the way, 
(P-2)^L • (P-2)inî5 . 
(VI.D.3) 
Since 
{P-2)/nX . 
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'^l®il\*^P+2Z^ 
< \fnle^lE^*(^;^), Since P>3 
n 
•k 
^l^il -^n 
-Ï— (1-e )->0, as n-^oo. 
we have 
= lim COV(^ 6q"j(X^), (W 5(")(X )). 
b,i -n fa,3 -n 
Since 
^=0_(n"^) if ||9jf f 0, 
lim E{n(6g"\x^)-6)(ôg'^\x^)-8)'] = I if ||9||^ ?i 0 . 
n-K>3 
When 110.11^ = 0, (X^ ) has the same distribution for all n, since S —n 
/n ^  ~ N(0,I) for each n. When ||£ll^ = 0, 
lim E(/ïï 6^"h(/ïr 6q"!(Xn)) b,i b,3 -n 
fn 2 ' fn ^  
= lim{E(/n ^  . • /n x! .) - 2(P-2)E ' 
126 
(P-2)^/nX .•</rS . 
+ E =ïixi lîLiJL} 
nllLll' 
0, if i 5^ j , 
•|, if i = j , 
since 
^ r ° '  "  
"IIM' \i, If i.j 
and 
,  r°- "  
Therefore, 
lim E )-e) • ) 
n>oo  ^ b -n 5 -n 
= lim Var[{K 
n*oo 
"l , when ||£||^ ^ 0 
§ I, when ||0||^ = 0 . 
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From the above equation, we can see that the James-Stein estimator 
is a superefficient estimator which has smaller mean square error than 
that of the natural estimator in a finite sample. Therefore, if P > 3, 
we have a superefficient estimator which is minimax under mean square 
error in the finite sample. By the Hudson-Berger transformation we 
might be able to find a superefficient estimator which is minimax 
under the loss function in the finite sample. But at the point 
of superefficiency, ||£|1^ = 0, the asymptotic distribution of ^ ) 
is not normal, although Hodge's superefficient estimator, T^, is 
asymptotically normal. 
Let A be a PxK matrix, such that rank(A) = K and assume 
P-K > 3. Then, the James-Stein estimator shrinking towards the column 
space of A based on n sample observations is 
Then, in exactly the same way we have 
^ ^ (En ) -8 ) ( 5^ ) -0 ) ' 
= lim Var(/n 
n*oo A -n 
I , when £ $ C (A) 
.1 - i € C(A) . 
Therefore, is a superefficient estimator when ^ € G (A), 
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Since the column space of A is a closed nowhere dense set and its 
Lebesgue measure is zero, the set of superefficient points is a 
trivial set. But (^) shows that the set of superefficient 
points can be uncountable. Of course, 6^"^ (^) has a smaller 
mean squared error than that of the natural estimator in a finite 
sample. 
Now let be a PxK. matrix, such that rank(A^) = and 
so 
P-K. > 3, and let C. be such that C. > 0 and SC. =1. 
^ 1 i=l 1 
Now consider a randomized rule 6^"^), such that 
OO 
with probability C.. Then, the set of superefficient points, U G(A.), 
^ i=l ^ 
is a countable union of nowhere dense sets, i.e., a set of the first 
category. 
We have shown that the shrinkage estimator is superefficient 
estimator which has a nice finite sample property : minimaxity under 
mean square error loss. Furthermore, the shrinkage estimator, which 
shrinks seme proper subspace, is a superefficient estimator whose 
superefficient points are uncountable. As LeCam (1953) pointed out, 
the Lebesgue measure of such a set is zero. 
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VII. CmPARISON WITH OTHER BIASED ESTIMATOR 
A. Other Biased Estimators 
In this chapter, we will introduce other biased estimators, in 
particular, the ridge regression estimator and the principal component 
estimator and examine them with respect to meaui square error reduc­
tion. 
Now, let 
Y = X£ + e , (VII.A.l) 
2 
where X is nxp matrix with full rank and e ~ (|j^, a I ), where 
2 
a and are unknown parameters. Under the model (VII.A.l), the 
usual estimator, the least square estimator, for ^ is 
loLS = (X'X)~^X'Y, 
Fomby et al, (1978) showed that the trace of the covariance 
matrix for the principal component estimator obtained by deleting 
components associated with the smallest eigenvalues of X'X is at 
least as small as that of any other least square estimator with an 
equal or smaller number of linear restrictions. Since the principal 
component estimator can be thought of as some sort of restricted 
least square estimator, we can have some idea of the restricted least 
square estimator with a linear restriction analogous to the principal 
component estimator. 
From now on, we will focus our attention to the following two 
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loss functions ; 
L^(i,â) = (i-â)'(i-â)» 
and 
LgCi,!) = (â-â)'X'X(â-â) 
= (x|-xg^) • (x|-x§^) . 
The loss function is the mean squared distance between the 
estimator and its true value vAiile is the mean squared 
distance between its predictor and its true value X^. 
Let the orthogonal matrix 0 be such that 
O'X'XO = A , 
where A = (A.^) is a diagonal matrix. Then, we can reparametrize 
the model (VII.A.1) as 
Y = ZY + e , (VII.A.2) 
where Z = XO, and Y = 0'£. 
The least square estimator of % is 
ioLS = 
= A~^Z'Y 
= (0'X'X0)"^0'X'Y 
= 0"(X'X)~^00'X*Y 
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~ ^LS • 
Also, 
E(Li(3Qj^g,ê.) ) = ^(ÊoLg-â) ' (§OLS-&) 
= E(g^^-£)'00'(|-£) 
= E(YoLS-%)%LS-%) 
= (VOLS' %)) 
= tr A~^ 
2 ^ 1  
= a 2 r-, (VII.A.3) 
i=l^i 
and 
E(L2(ê0LS'Ê)) = E(:^-:)'X.X(g^^_g) 
= E(|^j^-J|)'00'X'X00'(|^^g-è) 
= E(ïo^s-%)' A (î^^3-l) 
.-1 
= tr AA 
= P. (VII.A.4) 
From the equation (VII.A.3), we have 
eHIols"^ = llill^ + (7^ 5^. (VII.A.5) 
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A 
We can expect that the OLS estimator, might be far away from 
true mean £ if the smallest eigen value is very small. If some 
of the ' s are much smaller than others, we might reduce the 
expectation of loss by deleting those coordinates which correspond 
to the small X^'s. Now, let us delete the first K coordinates 
which correspond to Th^n, we have 
where 
A 
A XJ A A A 
loLS = ^A ) = (Yi'Yz'-'-'Yp)'' 
^2 
The corresponding principal component of £ is 
A A 
Bp = % 
= Và ioLS > (VII.A.6) 
where 
0 = (OjOg). 
Let = OgOg. Since OgOg is a symmetric idempotent matrix, we 
A 
can consider the principal canponent estimator, as a projection 
A 
of the ordinary least square estimator, EQ^S» towards the subspace 
generated by ^(O^). 
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If we use the principal component estimator, we have an unbiased 
estimate for the contrast a'£ when a € C(O^) and zero estimate 
for the contrast when a € C(O^). Therefore, we can think of the 
principal component estimator as a conplete shrinkage estimator 
towards the column space of 0^. Now, let us compute the risks of 
and 
E (Li (|p,â) ) = E (|p-â) • (ip-i) 
= E(|p-3)'00'(|p-3) 
= E(Y2-y2 )'%-%) +% 
P 2 
= 2 2_ + ê'o 
i=K+l '^i 
P 2 
= S f- + i* (I-P, )i, (VII.A.7) 
i=K+l ^ i 
and 
E(L2(ip,i)) = E(ip-i)'X'X(g.p-i) 
= E(Yp-Y)' A (%,-Y) 
= (P-K)a^ + Il A II 
= (P-K)a^ + i'OjA^o^jl^, (VII.A.8) 
where A^ = diag(\^)i i = 1,2,...,K. 
From the equation (VII.A.7), we may delete the conponents which 
correspond to smallest eigenvalues to minimize loss. For 
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loss, we may delete the components which correspond to the smallest 
A 2 fv 
Yi^i to minimize the second term of the loss. From above equa­
tions, the principal component estimator is minimax under if 
(I-P )§^ < E ^ and under L„ if ê.'O,A,0,*£ < Ka^. 
L X X J. 
If A is small, we can expect that the principal 
component estimator will be good under But with the principal 
component estimator which is the complete shrinkage estimator towards 
the column space of 0^, we cannot control the bias. Therefore, to 
use the principal component estimator we must have information that 
or Y* A YJ^  is small before we proceed with the data analysis. 
If we do not have such information, it would be better to use all the 
variables to fit the model. One suggested method is to use a ridge 
regression estimator, which, for some scalar q, is 
A _I _I A 
% = (I+q(X'X) ') ioLS 
= (X'X + ql)"^ X'Y 
= 0(A4qI)"^ O'X'Y 
A 
From the above equation, we have 
= (1 + Yi 
^i ^ 
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A 
q+\^ "i 
where 
^ ^^R,l' ^R,2' •••' 
Therefore, for a given q the ridge regression estimator shrinks 
more for coordinates which have smaller eigen values. Since 
^i 0 < < 1, the ridge regression estimator is a positive-part 
shrinkage estimator which shrinks each coordinate at a different 
rate. If we compute the risks of the ridge estimator, we have 
= E(L^(]^,Y)) 
= E(A^S-1>'(^ÏQLS"^^ where A = (I4qA"^)"^ 
= E(^ -^Y)A'A(^ -^Y) + (AY-Y) • (AY-Y) 
= tr A'AA"^ + Y'(A-1)•(A-I)Y 
= 2 ^^ + q^X'A~^(i-^A"^)"^A"^Y 
i=l (q+X^) 
.2 ^ ^i . 2 ^ Yi 
= CT 2 5" + q 2 
i=l (q+\^)^ i=l (q+X^)^ 
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2 ^ ? ? 
= a 2 + q (qI+X'X)"''g (VII.A.9) 
i=l (q+\^) 
and 
E{L2(^,i)) = E(^-g)'X'X(^-g) 
= E (|J^-Ê.) • 00 • X • XOO • 
= E(^-Y)' A (VJ^ -Y) 
= E(L2(4,Y)) 
= ECAY J^^ G-Y)* A (AYQJ^ -Y) where A = (HqA"^)~^ 
= E(YQj^g-Y)'A' A Alî^^-X) + ' A (A%-%) 
= tr A' A aA~^ + Y'(A-I)' A (A-l)Y 
= Z 2 + qVA"^(HqA"^)"^ A (HqA"^)"V^I 
i=l (q+\^r 
= I + 
i=l (q+\.)^ i (q+A.^) 
= tr (I4qx'x"^)~^ + q^'{qI+X'X)"^X'X(qI+X'X)"^£ 
(VII.A.10) 
From (VII.A.9) and (VII.A.10), the ridge regression estimator is not 
2 
minimax since the two risk functions are unbounded. But if ||gj| 
is bounded, we can find a value q which makes it minimax under 
FV A 
and L^. Even though we make q a function of IQLS' 
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adaptive ridge regression, it is not successful in finding a minimax 
estimator, especially on loss, as Thisted cind Morris (1980) 
pointed out. So they claimed at the end of their paper "Consequently, 
ridge regression and minimax criteria conflict. We believe that ridge 
advocates should seek more congenial standards for evaluating their 
estimators." Of course, the ridge regression estimation might be 
successful in the data analysis aspect. When we have an ill-con­
ditioned X'X matrix, the least square estimator often gives a 
predictor which is physically impossible. But using an appropriate 
q we can have a ridge regression estimator which gives a reasonable 
predictor, Marquardt and Snee (1975) gave a nice example on that. 
If the ordinary least square estimator gives a really bad predictor, 
we should also suspect that the model itself is poor. 
B. Application of Shrinkage Estimator 
If we reparametrize model (VII.A.l), we have 
Y = X£ + e 
= XOO'g^ + e 
= ZY + e , 
where 
Ï.1 
Z = (Z^.Zg), Y = ( ) and 0 = (O^Og). 
^2 
A  2 - 1  
Since ~ Np(Y, cr A ), we can find two estimators shrinking 
towards column space of 0^ vriiich are minimax under and 
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2 loss function respectively. Without loss of generality assume CT = 1. 
Then, the corresponding estimators are 
^.1 
/ft 
-1 " A, OA 
xlAili 
4 
(VII.B.l) 
and 
^S,2 
/A (K-2)li \ 
Ï1 - A 
\ 
-1^ 1-1 
/ 
(VII.B.2) 
For we can use the positive-part James-Stein estimator, but 
for simplicity we will use the ordinary James-Stein estimator. Then, 
the corresponding estimators for £ are as follows; 
» A 
%,1 %,1 
A 
= OY 
(K-2)0^A^Y^ 
_ A (K-2,0^0[X.XO^O{:^^ 
~ ^ LS " ftt 
(VII.B.3) 
and 
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4S,2 °^,2 
A 
= OY 
(K-2)0lll 
These two estimators are unbiased estimators for the contrast a'^ 
when a  €  C f O g ) .  
Since 
XO'O^X = zjzj = t we have = P,^ 
Because 
A , . A 
we have 
4,2 = %,2 
" " II (P -P 
^1^2 ^2 
the shrinkage estimator towards the column space of Z^. The risks 
of these estimators will be as follows ; 
E 
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A A 
= E(R^(Y^)), (VII.B.6) 
where 
and 
-11-1 
E(L (Ê £)) = P - (K-2)2 ^ ) 
= E(R^(%^)), (VII.B.7) 
where 
Since (Y^^) (^2 (%i ) ) unbiased estimator of risk using (L^) 
loss, we cam choose 0^ which corresponds to the first K smallest 
A2, 2 /2, , 
Yi^i (Yi^i). 
Now, let us examine estimators which we studied in this chapter 
carefully. To use the shrinkage estimator, we must have the condition 
that P > K > 3. But for simplicity of our graph, assume P = 2, 
A A 
Now let us look at Figure VII.B.l, where Y^^g = A and ]^ = B. The 
ordinary shrinkage estimator shrinking towards origin is somewhere 
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Figure VII,B.l, Graph of biased estimators 
on the line segment OA. Let S be the ordinary shrinkage estimator, 
A 
Yg. The ridge regression estimator is somewhere on the arc OCA. q 
determines the distance between the ridge regression estimator and the 
origin. For example, if q = 0, A is the corresponding ridge regres­
sion estimator and if q = oo, 0 is the corresponding ridge regres­
sion estimator. The curvature of OCA is determined by the ratio of 
and Let ^ = C. The shrinkage estimator towards the column 
A* 
space of 0^, lets say is somevrtiere on the line segment AB, 
A* 
Let = D. By the orthogonal transformation, we get 
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^LS ~ ® ' 
= F, 
is = «'  
i; . 
and 
in = =• 
Fran Figure VII.B.l we can see that the ordinary shrinkage 
estimator does not show a sign change, but the ridge regression 
estimator, the principal component estimator and the shrinkage 
estimator shrinking towards the column space of côm have a sign 
change in the estimate of Therefore, the shrinkage estimator 
shrinking towards the column space of 0^ may have stability of 
sign which is advertised by ridge regression analysts. 
C. Example 
In this section, we illustrated the practical usage of our 
shrinkage estimator shrinking towards a subspace, with the acetylene 
data analyzed by Marquardt and Snee (1975) and by Oman (1982). As 
in the data in Table VII.C.l, we have three explanatory variables. 
Among those, and are strongly correlated. They considered 
the second order model and pointed out that if we use the OLS method 
to predict a corner of the factor space, the OLS gives negative values 
for seme predictor and this is physically impossible. Marquardt and 
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Table VII.C.l. Acetylene data 
*1 
Reactor 
temperature 
(°C) 
=2 
Ratio of H2 
to n-heptane 
(mole ratio) 
*3 
Contact time 
(sec) 
Y 
Conversion of 
n-heptane to 
acetylene (%) 
1300 7.5 .0120 49.0 
1300 9.0 .0120 50.2 
1300 11.0 .0115 50.5 
1300 13.5 .0130 48.5 
1300 17.0 .0135 47.5 
1300 23.0 .0120 44.5 
1200 5.3 .0400 28.0 
1200 7.5 .0380 31.5 
1200 11.0 .0320 34.5 
1200 13.5 .0260 35.0 
1200 17.0 .0340 38.0 
1200 23.0 .0410 38.5 
1100 5.3 .0840 15.0 
1100 7.5 .0980 17.0 
1100 11.0 .0920 20.5 
1100 17.0 .0860 29.5 
Snee had shown that they can avoid the negative predictor by 
using ridge regression. They choose q with ridge traces. Qnan 
further developed ridge type empirical Bayes estimators to overcome 
this problem. But the above two methods are not concerned about 
minimaxity of their estimators. For this data, we choose the 0^ 
which corresponds to the first three components which have the smallest 
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2 
Table VII.C.2. Regression coefficients and adjusted R 
ê 1,05 ^,1 ?s,1.5 Is,2 % 
.336 .610 .522 .523 .617 .710 .757 
.233 .227 .209 .228 .226 .223 .222 
X^ -  .676 - .304 - .379 -0.423 - .297 -  .171 - .108 
xj - .835 - .141 .125 -0.395 - .175 .045 .155 
X^Xg -0.480 - .467 - .202 -0.477 - .475 - .474 - .473 
X^Xg -2.034 - .685 - .061 -1.183 - .758 - .332 - .120 
X^ -0.090 - .079 - .047 -0.081 - .076 - .071 - .069 
XX -0.266 - .241 .042 -0.257 - .253 - .249 - .246 
-1.001 - .431 - .024 -0.650 -0.475 - .299 - .212 
RA^ 0.994 .994 .983 .993 .993 .993 .993 
„ a(K-2)s20i0^gQ^g 
Since ^ % is minimax when C6,a -OLS 
2 0 < a < 2, vrfiere S = ][' (I-P^)Y/n-K+2, we choose 1, 1.5 and 2 as a 
values. Table VII.C.2 shows the estimators of coefficients of the 
A A* 
second order models. §_ represents the OLS. is Oman's ridge 
type empirical Bayes estimator shrinking towards the main effects. 
Qg is the ridge regression estimator with q = 0,05, êg jj is the 
A2 
shrinkage estimator towards components which have the largest 
A 
is a principal component estimator deleting three components which 
A 2 AJ 
have the smallest For the Lg loss, 1 is the best choice for 
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Table VII.C.3. Predicted values of Y 
*1 ^2 *3 
A 
â 4 ^.05 ^.1 ^,1.5 ^,2 4 
within the data 
1300 11.0 .0115 50.01 49.67 48.91 49.77 49.66 49.54 49.48 
1300 17.0 .0135 47.33 47.64 47.27 47.54 47.65 47.76 47.81 
1200 5.3 .0900 28.65 28.76 29.72 28.77 28.82 28.88 28.91 
1200 13.5 .0260 35.34 35.69 36.54 35.46 35.52 35.58 35.61 
1100 5.3 .0840 14.84 14.85 15.09 14.91 14.95 14.98 15.00 
1100 7.5 .0980 16.33 16.43 16.14 16.40 16.44 16.47 16.49 
outside the data 
1300 12.0 .0340 32.74 44.08 45.12 40.11 43.80 47.49 49.33 
1300 12.0 .0900 -60.93 8.58 34.83 -16.72 5.39 27.50 38.51 
1200 12.0 .0120 28.53 32.22 37.65 30.60 31.61 32.62 33.12 
1200 12.0 .0900 .48 19.12 26.26 12.34 18.27 24.20 27.15 
1100 12.0 .0120 -31.05 8.45 32.41 -6.56 5.69 17.94 24.03 
1100 12.0 .0340 -1.43 18.74 30.24 11.10 17.36 23.63 26.75 
a. But for stability of our prediction on the corners of factor 
space we can see in the Table VII.C.3 that we need more shrinkage. This 
implies that the stability of predictors and minimaxity condition of 
squared error loss are not compatible properties. The values of a equal 
to 1,5 or 2 give minimaxity and stability of predictors outside the 
factor space, though they are not best under squared error loss. 
However, we have a problem to choose the best estimator. As we can 
see in the Table VII.C.3, above estimators give too many different 
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values for predicting the outside of factor space. Therefore, we 
must find the way of choosing the best estimator. Of course, we 
can have the shrinkage estimator for loss by shrinking 
towards the components which have the largest Because of 
similarity, we emit an example of that procedure. 
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-?.?0 -0.58 -4.68 6.116 4.88 
9?. 75 
LI NORM 
J-S MOD LEF OLS 
3.99 3.99 4.05 5.06 
0.00 0.00 -0.01 
•7.82 4.91 2.43 1.69 6.71 
138.93 
LI NORM 
J-S MOD LEE OLS 
3.92 3.92 3.96 4.92 
0.01 0.01 -0.00 
6.45 -3.97 -6.56 -2.16 2.27 
110.27 
LI NORM 
J-S HOD LEE OLS 
3.95 3.95 4.00 4.92 
0.00 0.00 -0.01 
1.28 -2.84 -0.76 -2.91 -6.55 
61.58 
LI NORM 
J-S MOD LEE OLS 
3.86 3.86 3.91 4.83 
0.02 0.02 0.01 
L2 NORM 
J-S MOD 
4.98 
0.02 
4.98 
0.02 
LEE 
5.09 
•0.01 
OLS 
1.59 
L"" NORM 
J-S MOD 
1.57 
0.01 
1.57 
0.01 
LEE 
1.58 
0.00 
L2 NORM 
J-S MOD 
4.88 
0.01 
4.88 
0.01 
LEE 
4.97 
-0.01 
OLS 
1.57 
LOO NORM 
J-S MOD 
1.56 
0,01 
1.56 
0.01 
LEE 
1.57 
-0.00 a> Ui 
L2 NORM 
J-S MOD 
4.86 
0.01 
4.86 
0.01 
LEE 
4.96 
-0.01 
OLS 
1.55 
L® NORM 
J-S MOD 
1.55 1.55 
0.00 0.00 
LEE 
1.56 
-0.00 
L2 NORM 
J-S MOD 
4.66 
0.03 
4.66 
0.03 
LEE 
4.78 
0.01 
OLS 
1.53 
LOO NORM 
J-S MOD 
1.51 
0 .02  
1.51 
0.02 
LEE 
1.53 
0.00 
MrAN VECIon IS 
S.S. or MEANS 
OLS 
N= 1000 
RISK 3.98 
RFL. rrr. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N- 1000 
RISK It.00 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK U.02 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N^ 1000 
RISK 3.96 
REL. Err. 
12.01 11.07 15.65 11.39 15.82 
909.98 
LI NORM 
J-S . MOD LEE OLS 
3.97 3.97 3.97 «4.98 
0.00 0 .00 0 .00 
10.«17 11.97 8.56 14.26 10.33 
636.23 
LI NORM 
J-S MOD LEE OLS 
«4.00 «4.00 «4.01 5.05 
0.00 0.00 -0.00 
11.18 12.97 8.73 13.69 114.61 
770.29 
LI NORM 
J-S HOD LEE OLS 
«4.02 «4.02 «4.03 5. 11 
0.00 0.00 -0.00 
15.26 1«4.9«4 8.53 13.23 13.26 
879.82 
LI NORM 
J-S MOD LE£ OLS 
3.96 3.96 3.97 «4.96 
0.00 0.00 -0.00 
L2 NORM L® NORM 
J-S MOD LEE OLS J-S MOD LEE 
«4.96 «4.96 «4.96 1.58 1.57 1.57 1.57 
0.00 0.00 0.00 0.00 0.00 0.00 
L2 NORM L" NORM 
J-S MOD LEE OLS J-S MOD LEE 
5.03 5.03 5.0«4 1.59 1.58 1.58 1.58 
0.00 0.00 O.OO O.OO 0.00 0.00 ^ 
CTi 
L2 NORM L«» NORM 
J-S MOD LEE OLS J-S MOD LEE 
5.11 5.11 5.13 1.59 1.59 1.59 1.59 
0.00 0.00 -0.00 -0.00 -0.00 -0.00 
L2 NORM L"» NORM 
J-S MOD LEE OLS J-S MOD LEE 
«4.95 «4.95 «4.97 1.56 1.56 1.56 1.57 
0.00  0 .00  -0 .00  -0 .00  -0 .00  -0 .00  
Mr AN vrcioft IS 
S.S. or MIANS 
N 1000 
RISK 
REL. Err. 
OLS 
5.51 
7.99 4.33 -5.41 5.41 5.85 3.45 2.66 
194.40 
LI NORM 
J-S MOD 
5.45 
0.01 
5.45 
0.01 
LEE 
5.45 
0.01 
OLS 
6.85 
L2 NORM 
J-S MOD 
6.69 
0.02 
6.69 
0 . 0 2  
LEE 
6.72 
0.02 
OLS 
1.72 
L™ NORM 
J-S MOD 
1.70 
0.01 
1 .70 
0.01 
LEE 
1.70 
0.01 
MEAN VECTOR IS 
S.S. or MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
5.49 
5.62 2.27 7.21 6.61 -6.39 -4.62 5.29 
222.56 
L2 NORM LI NORM 
J-S MOD 
5.44 
0.01 
5.44 
0.01 
LEE 
5.46 
0.01 
OLS 
6.85 
J-S 
6.74 
0.02 
MOD 
6.74 
0.02 
LEE 
6.78 
0.01 
OLS 
. 1.71 
L» NORM 
J-S MOD 
1 .70 
0.01 
1.70 
0.01 
LEE 
1.70 
0.00 <T> 
-J 
MEAN VECTOR IS 
S.S. or MEANS 
1000 
RISK 
REL. Err. 
OLS 
5.61 
-5.01 6.37 -0.30 -3.63 -3.47 4.14 -4.55 
128.90 
LI NORM 
J-S MOD 
5.52 
0.01 
5.52 
0.01 
LEE 
5.55 
0.01 
OLS 
7.12 
L2 NORM 
J-S MOD 
6.90 
0.03 
6.90 
0.03 
LEE 
6.94 
0.02 
OLS 
1.76 
L°° NORM 
J-S MOD 
1.73 
0.02 
1.73 
0.02 
LEE 
1.73 
0.01 
MEAN VECTOR IS 
S.S. OF MEANS 
N^ 1000 
RISK 
REL. rrr. 
OLS 
5.55 
1.87 -3.42 -3.87 -5.75 -6.84 -5.75 7.20 
194.99 
LI NORM 
J-S MOD 
5.50 
0.01 
5.50 
0.01 
LEE 
5.51 
0.01 
OLS 
6.81 
L2 NORM 
J-S MOD 
6.68 
0.02 
6 . 6 8  
0.02 
LEE 
6.72 
0.01 
OLS 
1.68 
La> NORM 
J-S MOD 
1.67 
0.01 
1.67 
0.01 
LEE 
1 .6?  
0.01 
MrAN virion is 
S.S. or HtANS 
1000 
RISK 
REL. err. 
ois 
5.60 
0.06 O.'ifi 0.37 -0.86 -0.5'* 0.6'l 0.53 
?.07 
LI NORM 
J-S MOD 
3.57 
0.36 
3.m 
0.i4«l 
LEE 
3.13 
0.«»«l 
OLS 
7.01 
L2 NORM 
J-S MOD 
2.76 
0.61 
2. 1!* 
0.70 
LEE 
2.13 
0.70 
OLS 
1.72 
L"^ NORM 
J-S MOD 
1.03 
O.'tO 
0.92 
0.'47 
LEE 
0.92 
0.t»7 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
5.61 
0.40 0.61 0.28 -0.07 0.56 -0.28 -0.03 
1.00 
LI NORM 
J-S MOD 
2.91 
0.H8 
2.60 
0.51 
LEE 
2.60 
O.SU 
OLS 
7.01 
L2 NORM 
J-S MOO 
2.06 
0.71 
1.56 
0.78 
LEE 
1.56 
0.78 
OLS 
1.73 
Loo NORM 
J-S MOD 
0.87 
0.50 
0.79 
0.54 
LEE 
0.79 
0.5U cr> 
00 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
5.5U 
-0.67 -0.47 -0.30 -0.04 0.68 -0.67 
2.04 
0.61 
LI NORM 
J-S MOD 
3.49 
0.37 
3.09 
0.44 
LEE 
3.09 
0.44 
OLS 
6.87 
L2 NORM 
J-S MOD 
2.60 
0 .62  
2.03 
0.71 
LEE 
2.02 
0.71 
OLS 
1.72 
l°° NORM 
J-S MOD 
0.96 
0.44 
0.89 
0.48 
LEE 
0.89 
0.48 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
Rfi .  r r r .  
OLS 
5.56 
-0.79 0.36 0.30 0.24 0.39 0.95 0.22 
1.99 
LI NORM 
J-S MOD 
3.46 
0.38 
3.02 
0.46 
LEE 
3.01 
0.46 
OLS 
6.93 
L2 NORM 
J-S MOD 
2.70 
0.61  
2.06 
0.70 
LEE 
2.05 
0.70 
OLS 
1.71 
L» NORM 
J-S MOD 
1.05 
0.39 
0.93 
0.46 
LEE 
0.93 
0.46 
MIAN VECTOR IS 
S.S. or MEANS 
01 S 
N= 1000 
RISK 5.58 
REL. Err .  
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N-= 1000 
RISK 5.59 
REL. EPF. 
MEAN VECTOR IS 
S.S. or MEANS 
OLS 
N= 1000 
RISK 5.62 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N^ 1000 
RISK 5.6I |  
REL.  EFF.  
-0.63 -0.314 -1.18 0.17 -1.96 
r . 6 7  
LI NORM 
J-S MOD LEE OLS 
1.56 14.31 «4.32 7.01 
0.18 0.22 0.23 
0.01 -0.(48 -1.34 0.07 1.58 
5.49 
LI NORM 
J-S MOD LEE OLS 
4.25 3.95 3.95 6.98 
0.24 0.29 0.29 
0.49 0.91 -0.33 0.77 -1.53 
9.80 
LI NORM 
J-S MOD LEE OLS 
4.85 4.79 4.74 7.07 
0.14 0.15 0.16 
1.18 0.78 -0.88 0.62 -0.52 
7.59 
LI NORM 
J-S MOD LEE OLS 
4.63 4.43 4.40 7.10 
0.18 0.21 0.22 
1.24 -0.59 
L2 NORM 
J-S MOD 
4.68 4.22 
0.33 0.40 
0.82 -0.53 
L2 NORM 
J-S MOD 
4.10 3.48 
0.41 0.50 
1.42 1.92 
L2 NORM 
J-S MOD 
5.15 4.92 
0.27 0.30 
1.92 -0.70 
L2 NORM 
J-S MOD 
4.68 4.22 
0.34 0.41 
L«> NORM 
I EE OLS J-S MOO LEE 
4.16 1.73 1.42 1.36 1.35 
0.41 0.18 0.22 0.22 
Loo NORM 
LEE OLS J-S MOD LEE 
3.47 1.73 1.33 1.23 1.23 
0.50 0.23 0.29 0.29 
vD 
LOO NORM 
LEE OLS J-S MOD LEE 
4.80 1.73 1.45 1.40 1.38 
0.32 0.16 0.19 0.20 
LOO NORM 
LEE OLS J-S MOD LEE 
4.14 1.74 1.42 1.35 1.34 
0.42 0.18 0.23 0.23 
MFAN VrCIOU IS 
S.S. 01 MFANS 
01 S 
N= 1000 
RISK 5.63 
REL. EFr. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.59 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N- 1000 
RISK 5.65 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.65 
REL. EFF.  
-0.03 -1.62 2.93 -1.55 1.39 
21.82 
L1 NORM 
J-S MOD LEE OLS 
5.214 5.52 5.37 7.08 
0.07 0.02 0.05 
1.71 -2.42 -0.142 0.71 0.33 
20.68 
L1 NORM 
J-S MOD LEE OLS 
5.15 5.10 5.23 6.98 
0.08 0.03 0.06 
0.76 1.141 -0.56 1.31 0.32 
19.28 
L1 NORM 
J-S MOD LEE OLS 
5.18 5.39 5.22 7.15 
0.08 0.05 0.08 
2.0(4 1.146 -O.5I4 -2.70 1.71 
25.69 
L1 NORM 
J-S MOD LEE OLS 
5.27 5.51 5.311 7.13 
0.07 0.02 0.05 
2.36 -0.85 
L2 NORM 
J-S MOD 
6.11 6.6I4 
0.114 0.06 
2.914 -1.57 
L2 NORM 
J-S MOD 
5.92 6.142 
0.15 0.08 
-2.7I4 2.67 
L2 NORM 
J-S MOD 
5.98 6.142 
0.16 0.10 
2.91 -0.59 
L2 NORM 
J-S MOD 
6.16 6.64 
O.II4 0.07 
L"" NORM 
LEE OLS J-S MOD LEE 
6.30 1.73 1.61 1.66 1.62 
0.11 0.07 0.014 0.07 
L<» NORM 
LEE OLS J-S MOD LEE 
6.05 1.71 1.57 1.64 1.59 
0.13 0.08 0.04 0.07 
L" NORM 
LEE OLS J-S MOD LEE 
6.05 1.76 1.60 1.65 1.60 
0.15 0.09 0.06 0.09 
La> NORM 
LEE OLS J-S MOD LEE 
6.29 1.75 1.62 1.66 1.61 
0.12 0.08 0.05 0.08 
HPAN VFCIOR IS 
S.S. OF MEANS 
OI.S 
NT 1000 
RISK 5.5I4 
REL. Eff. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.57 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.58 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.57 
RFL. EFF. 
1.08 -l.?7 -0.P5 -I. I43 -1.57 
8.10 
LI NORM 
J-S MOD LEE OLS 
14.70 «4.56 4.53 6.91 
0.15 0.18 0.18 
1.99 -O.6I4 -3.50 2.97 -0.52 
30.00 
LI NORM 
J-S MOD LEE OLS 
5.25 5.143 5.35 6.98 
0.06 0.02 0.04 
0.05 -3.73 -0.27 -0.41 2.16 
25.85 
LI NORM 
J-S MOD LEE OLS 
5.25 5.45 5.32 6.98 
0.06 0.02 0.05 
1.94 2.25 1.97 -0.90 2.35 
25.03 
LI NORM 
J-S MOD LEE OLS 
5.27 5.60 5.45 6.97 
0.05 -0.00 0.02 
0.85 -0.23 
L2 NORM 
J-S MOO 
4.77 4.36 
0.31 0.37 
0.50 -2.00 
L2 NORM 
J-S MOD 
6 .22  6 .68  
0.11 0.04 
2.33 -1.28 
L2 NORM 
J-S MOD 
6.19 6.73 
0.11 0.04 
1.60 -1.85 
L2 NORM 
J-S MOD 
6.10 6.64 
0.12 0.05 
LEE 
4.30 
0.38 
OLS 
1.71 
Loo 
J-S 
1.38 
0 .20  
MOD 
1.30 
0.24 
LEE 
1.30 
0.24 
Loo NORM 
LEE OLS J-S MOD LEE 
6.44 1.72 1.63 1.68 1.65 
0.08 0.05 0.03 0.04 
LEE 
6.42 
0.08 
OLS 
1.73 
Loo I 
J-S 
1.63 
0.06 
MOD 
1.71 
0.01 
LEE 
1.67 
0.04 
Loo NORM 
LEE OLS J-S MOD LEE 
6.32 1.71 1.58 1.61 1.57 
0.09 0.08 0.06 0.08 
MF AN VrCTOI» IS 
S.S. or HFANS 
OIS 
N= 1000 
RISK 5.57 
REL. EFF. 
MEAN VECIOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.53 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N- 1000 
RISK 5.55 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.55 
REL. EFF.  
0.66 1.77 2.U6 -1.20 3.00 
22. 714 
L1 NORM 
J-S MOD LEE OLS 
5.20 5.1*9 5.33 6.99 
0.07 0.01 0.0% 
2.37 -1.20 2.07 0.80 -0.15 
23.88 
L1 NORM 
J-S MOD LEE OLS 
5.20 5.17 5.33 6.85 
0.06 0.01 0.01 
1.07 -1.12 -2.71 3.89 1.19 
66.27 
L1 NORM 
J-S MOD LEE OLS 
5.10 5.10 5.16 6.99 
0.03 0.03 0.02 
2.10 -1.92 1.05 1.03 1.85 
58.03 
L1 NORM 
J-S MOD LEE OLS 
5.39 5.39 5.15 7.03 
0.03 0.03 0.02 
1.6? -0.23 
L2 NOKM 
J-S MOD 
6.03 
0 .  11  
6.58 
0.06 
LEE 
6.23 
0.11 
OLS 
1.72 
l.o" NORM 
J-S MOD 
1 .60 
0.07 
1 .66 
0.03 
LEE 
1 . 6 1  
0.06 
1.50 -3.10 
L2 NORM 
J-S MOD 
6.00 
0. 12 
6.56 
0.01 
LEE 
6 . 2 1  
0.09 
OLS 
1.69 
L°° NORM 
J-S MOD 
1.57 1.63 
0.07 0.01 
LEE 
1.60 
0.06 
1 . 6 3  - 1 . 5 1  
L2 NORM 
J-S MOD 
6.58 6.58 
0.06 0.06 
LEE 
6.68  
0.01 
OLS 
1.71 
L<» NORM 
J-S MOD 
1.68 
0.03 
1.68 
0.03 
LEE 
1.68  
0.03 
0.67 2.95 
L2 NORM 
J-S MOD 
6.60 6.62 
0.06 0.06 
LEE 
6.73 
0.01 
OLS 
1. 73 
L™ NORM 
J-S MOD 
1 .68 
0.03 
1.68 
0.03 
LEE 
1.69 
0.02 
MIAN VICTOR IS 
S.S. Of MFANS 
01. S 
N- 1000 
RISK 5.61 
REL. ffr. 
15.211 13.05 12.30 9.56 
11014.«16 
LI NORM 
J-S MOD LEE 
5.60 5.60 5.60 
0.00 0.00 0.00 
11.9? 15.UU 8.86 
L2 NORM 
OLS J-S MOD 
7.02 7.00 7.00 
0 .00  0 .00  
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.56 
REL. EPF. 
9.49 9.10 13.77 14.66 
996.91 
LI NORM 
J-S MOD LEE 
5.55 5.55 5.55 
0.00 0.00 0.00 
12.76 9.75 12.70 
L2 NORM 
OLS J-S MOD 
6.87 6.84 6.84 
0.00 0 .00 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 5.56 
REL. EFF. 
11.86 14.04 12.19 15.90 
1183.66 
LI NORM 
J-S MOD LEE 
5.55 5.55 5.56 
0.00 0.00 0.00 
8.54 15.29 11.73 
L2 NORM 
OLS J-S MOD 
6.87 6.85 6.85 
0.00 0.00 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N^ 1000 
RISK 5.44 
REL. EFF.  
8.42 10.26 14.59 8.21 
873.84 
LI NORM 
J-S MOD LEE 
5.43 5.43 5.44 
0.00 0.00 0.00 
10.16 10.53 14.26 
L2 NORM 
OLS J-S MOD 
6.66 6.64 6.64 
0.00  0 .00  
L " NORM 
LEE OLS J-S MOD LEE 
7.00 1.72 1.71 1.71 1.71 
0.00 0.00 0.00 0.00 
L«> NORM 
LEE OLS J-S MOD LEE 
6.84 1.70 1.70 1.70 1.70 
0.00 0.00 0.00 0.01 ^ 
w 
L™ NORM 
LEE OLS J-S MOD LEE 
6.87 1.70 1.70 1.70 1.70 
0.00 0.00 0.00 0.00 
Loo NORM 
LEE OLS J-S MOD LEE 
6.65 1.67 1.67 1.67 1.67 
0.00 0.00 0.00 -0.00 
MFAN mOR IS 
S.S. or MfANS 
1000 
RISK 
REL. EFF. 
OLS 
7.09 
0.85 O. I 4 I  0.07 -0.09 -0.1(9 0.98 -0.35 -0.9/ -0.71 -0.57 
1 . 0 1  
LI NORM 
J-S MOD 
5.13 
0.35 
4.70 
0.40 
LEE 
4.70 
0.40 
OLS 
9.85 
L2 NORM 
J-S MOD 
3.97 
0 . 6 0  
3.3P 
0.66 
LEE 
3.31 
0.66  
OLS 
1.86 
L™ NORM 
J-S MOD 
1.11 1.04 
0.40 0.44 
LEE 
1.0% 
0.44 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
8.05 
0.78 -0.01 -0.98 0.95 0.38 -0.55 0.76 -0.76 -0.65 -0.26 
4.58 
LI NORM 
J-S MOD 
5.40 
0.33 
5.00 
0.38 
LEE 
5.00 
0.38 
OLS 
10.18 
L2 NORM 
J-S MOD 
4.32 
0.58 
3.67 
0.64 
LEE 
3.66 
0.64 
OLS 
1.90 
LOO NORM 
J-S MOD 
1.14 
0.40 
1.07 
0.43 
LEE 
1.07 
0.44 vj 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
8.03 
-0.96 -0.99 -0.88 0.65 -0.85 -0.64 0.02 -0.17 0.66 0.78 
5.29 
LI NORM 
J-S MOD 
5.62 
0.30 
5.24 
0.35 
LEE 
5.24 
0.35 
OLS 
10. 12 
L2 NORM 
J-S MOD 
4.61 
0.54 
3.96 
0.61 
LEE 
3.94 
0.61 
OLS 
1.90 
L™ NORM 
J-S MOD 
1.18 
0.38 
1.10 
0.42 
LEE 
1.10 
0.42 
MEAN VECTOR IS 
S.S. OF MEANS 
N^ 1000 
RISK 
REL. EFF.  
OLS 
7.89 
0.90 0.90 -0.88 -0.53 0.58 0.36 0.51 0.14 -0.81 0.23 
4.11 
LI NORM 
J-S MOD 
5.23 
0.34 
4.80 
0.39 
LEE 
4.79 
0.39 
OLS 
9.78 
L2 NORM 
J-S MOO 
3.95 
0 . 6 0  
3.33 
0.66 
LEE 
3.33 
0.66 
OLS 
1.86 
LOO NORM 
J-S MOD 
1.08 
0.42 
1.02 
0.45 
LEE 
1.02 
0.45 
MEAN VECTOR IS 
S.S. or MEANS 
N^ 1000 
RISK 
REL. EFT. 
OLS 
7.88 
0.34 -0.98 0.29 -0.61 0.90 -0.91 -0.3U 0.39 1 . t'» 1.89 
9.06 
LI NORM 
J-S MOD 
6. 10 
0.23 
5.86 
0.26 
LEE 
5.83 
0.26  
OLS 
9.70 
L2 NORM 
J-S HOD 
5.72 
0 . 1 1  
5.27 
0.16 
LEE 
5.21 
0.16 
OLS 
1.85 
Lt"  NORM 
J-S MOD 
1 .13 
0.23 
1.38 
0.26 
LEE 
1.37 
0.26 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
7.88 
-0.50 -1.12 -1.37 -0.70 -0.97 -0.11 -0.86 -1.56 -1.78 0.17 
12. 18 
LI NORM 
J-S MOD 
6.55 
0.17 
6.50 
0.18 
LEE 
6.15 
0.18 
OLS 
9.73 
L2 NORM 
J-S MOD 
6.17 
0.31 
6.25 
0.36 
LEE 
6.15 
0.37 
OLS 
1 .81  
LOO NORM 
J-S MOD 
1.15 
0.21 
1 . 1 1  
0.23 
LEE 
1 .10  
0.21 
ui 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
8.09 
-0.67 0.31 1.32 -0.13 -1.72 0.09 0.11 0.21 1.91 0.51 
9.58 
LI NORM 
J-S MOD 
6.13 
0.21 
5.89 
0.27 
LEE 
5.87 
0.27 
OLS 
10.22 
L2 NORM 
J-S MOD 
6.10 
0.10 
5.66 
0.15 
LEE 
5.60 
0.15 
OLS 
' .90 
Loo NORM 
J-S MOD 
1.50 
0.21 
1 . 1 6  
0.23 
LEE 
1.15 
0.21 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF.  
OLS 
7.98 
-0.10 -0.15 -0.79 1.51 -1.89 -0.09 0.06 0.10 -1.77 1.31 
11.82 
LI NORM 
J-S MOD 
6.16 
0.19 
6.36 
0 .20  
LEE 
6.30 
0.21 
OLS 
9.99 
L2 NORM 
J-S MOD 
6.60 
0.31 
6.36 
0.36 
LEE 
6.21 
0.38 
OLS 
1.87 
LOO NORM 
J-S MOD 
1.51 
0.20 
1.18 
0.21  
LEE 
1 . 1 6  
0 . 2 2  
MrAN VfCIOR IS 
S.S. OF MFANS 
N- 1000 
RISK 
REL. EFF. 
OLS 
8.011 
-0.93 -1.3? -1.72 -2.93 0.U7 2.50 0.42 -1.6/ 1.79 1.79 
30.03 
LI NORM 
J-S MOD 
7.37 
0.08 
7.65 
0.05 
LEE 
7.52 
0.06 
OLS 
10.12 
LR NORM 
J-S MOD 
8.«41» 
0. 17 
8.93 
0. 12 
LEE 
8.63 
0. 15 
OLS 
1.90 
Lo° NORM 
J-S MOD 
1.71 
0. 10 
1.73 
0.09 
LEE 
1.70 
0. 10 
MEAN VECIOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
8.03 
1.24 -1.81 -1.35 -2.57 1.80 1.04 0.72 -2.04 -2.58 -1.52 
31.23 
LI NORM 
J-S MOD 
7.41 
0 .08  
7.68 
0.04 
LEE 
7.56 
0.06 
OLS 
10.07 
L2 NORM 
J-S MOD 
8.40 
0.17 
8.85 
0.12 
LEE 
8.57 
0.15 
OLS 
1.88 
Loo NORM 
J-S MOD 
1.68 
0.10 
1.70 
0,09 
LEE 
1.67 
0.11 
Oi 
MEAN VECTOR IS 
S.S. OF MEANS 
N- 1000 
RISK 
REL. EFF. 
OLS 
8.02  
0.41 -0.32 -0.19 -2.11 0.98 2.29 1.63 0.61 -0.50 1.07 
15.43 
LI NORM 
J-S HOD 
6.74 
0.16 
6.75 
0.16 
LEE 
6.67 
0.17 
OLS 
10.05 
L2 NORM 
J-S MOD 
7.12 
0.29 
7.13 
0.29 
LEE 
6.96 
0.31 
OLS 
1 . 8 8  
Loo NORM 
J-S MOD 
1.57 
0.16 
1.58 
0.16 
LEE 
1.56 
0.17 
MEAN VECTOR IS 
S.S. OF MEANS 
N^ 1000 
RISK 
REL. EFF.  
OLS 
8.06 
•1.82 2.23 0.19 1.92 -1.42 -2.28 2.07 2.07 0.21 0.61 
28.23 
LI NORM 
J-S MOD LEE OLS 
L2 NORM 
J-S MOD LEE OLS 
7.29 7.54 7.38 10.17 8.22 8.67 8.33 1.90 
0.10 0.06 0.08 0.19 0.15 0.18 
LOO NORM 
J-S MOD 
1.68 
0.  11 
1.70 
0.  10 
LEE 
1.67 
0.12 
MrAN VFCIOR IS 
S.S. or MfANS 
01 S 
1000 
RISK 8.00 
REL. Err. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
1000 
RISK 8.03 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 7.98 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N- 1000 
RISK 7.85 
REL. EFF. 
2.29 0.62 -0.96 -3.52 -2.97 
1*3.69 
LI NORM 
J-S MOD LEE OLS 
7.47 7.56 7.56 9.90 
0.07 0.05 0.05 
3.08 -1.77 -3.29 2.81 -1.36 
53.03 
LI NORM 
J-S MOD LEE OLS 
7.59 7.62 7.67 10.18 
0.05 0.05 0.05 
3.37 -3.11 -2.18 2.81 2.82 
61.2»! 
LI NORM 
J-S MOD LEE OLS 
7.57 7.59 7.63 9.97 
0.05 0.05 O.OH 
0.87 -1.21 -1.56 -2.31 0.95 
22.37 
LI NORM 
J-S MOD LEE OLS 
7.00 7.29 7.14 9.68 
0.11 0.07 0.09 
1.87 2.07 -1.69 1.87 -0.1U 
L2 NORM 
J-S MOO LEE OLS 
L™ NORM 
J-S MOD LEE 
8.67 8.89 
0.12 0.10 
8.87 1.86 
0. 10 
1.74 1.76 
0.06 0.06 
1.75 
0.06 
0.01 -2.10 -0.49 -3.20 -2.23 
L2 NORM 
J-S MOD 
9.05 
0.11 
9.13 
0.10 
LEE 
9.18 
0.10 
OLS 
1.90 
LOO NORM 
J-S MOD 
1.78 
0.06 
1.78 
0.06 
LEE 
1.78 
0,06 
1.39 0.07 -2.61 0.84 -3.19 
L2 NORM 
J-S MOD 
8.96 
0.10 
9.00 
0.10 
LEE 
9.07 
0.09 
OLS 
1.88 
LOO NORM 
J-S MOD 
1.77 
0.06 
1.77 
0.06 
LEE 
1.77 
0.06 
0.04 -1.65 0.69 2.31 -1.72 
L2 NORM 
J-S MOD 
7.54 
0.22 
7.98 
0.18 
LEE 
7.68 
0.21 
OLS 
1.86 
LOO NORM 
J-S MOD 
1.61 
0.13 
1.63 
0.  12 
LEE 
1.60 
0.14 
HfAN Vr.CIOR IS 
S.S. or HFANS 
01.S 
1000 
RISK 7.98 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N- 1000 
RISK 7.99 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 7.88 
REL. EFF. 
MEAN VECTOR IS 
S.S. OF MEANS 
OLS 
N= 1000 
RISK 7.90 
REL. EFF.  
4.13 2.?9 2.78 -0.73 2.75 
82.119 
LI NORM 
J-S MOD LEE OLS 
7.67 7.67 7.71 10.06 
O.OU O.OU 0.03 
4.82 -M.82 2.79 -1.25 -0.29 
80.62 
LI NORM 
J-S MOD LEE OLS 
7.70 7.70 7.75 10.14 
0.04 0.04 0.03 
4.09 1.27 -2.22 0.32 4.24 
90.65 
LI NORM 
J-S MOD LEE OLS 
7.65 7.65 7.71 9.85 
0.03 0.03 0.02 
2.95 -2.36 0.18 -1,42 -3.65 
100.34 
LI NORM 
J-S MOD LEE OLS 
7.67 7.67 7.72 9.85 
0.03 0.03 0.02 
3 .58  - 0 .47  -3 .36  4 .48  0 .01  
L2 NORM Loo NORM 
J-S MOD LEE OLS J-S MOD LEE 
9.30 9.30 9.39 1.89 1.8? 1.82 1.82 
0.08 0.08 0.07 0.04 0.04 0.04 
1.58 -1.93 -0.70 -1.67 3.91 
L2 NORM L® NORM 
J-S MOD LEE OLS J-S MOD LEE 
9.45 9.45 9.57 1.91 1.84 1.84 1.85 
0.07 0.07 0.06 0.04 0.04 0.03 
4.84 1.02 1.83 3.89 -2.52 
L2 NORM L"» NORM 
J-S MOD LEE OLS J-S MOD LEE 
9.20 9.20 9.30 1.87 1.79 1.79 1.79 
0.07 0.07 0.06 0.04 0.04 0.04 
4.25 4.30 -1.28 4.90 -2.92 
L2 NORM L" NORM 
J-S MOD LEE OLS J-S MOD LEE 
9.27 9.27 9.36 1.85 1.80 1.80 1.81 
0.06 0.06 0.05 0.03 0.03 0.02 
00 
MFAN VFCTOR IS 
S.S. or Ml ANS 
N^ 1000 
RISK 
REL. Err. 
OLS 
7.95 
1 .83  U .50  1 .84  - 5 .19  1 .11  6 .79  0 .53  1 .11  - 3 .9?  -5 .62  
11*9 .69  
LI NORM 
J-S MOD 
7.77 7.77 
0.02 0.02 
LEE 
7.80 
0 .02  
OLS 
9.95 
L2 NORM 
J-S MOD 
9.55 
O.O't 
9.55 
0.04 
LEE 
9.61 
0.03 
OLS 
1.88 
L°° NORM 
J-S MOD 
1 .84 
0.02 
1.84 
0.02  
LEE 
1.85 
0.01 
MEAN VECIOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
7.92 
7.68 0.04 -3.21 -2.88 7.75 -2.16 3.32 -4.57 1.65 -0.67 
177.42 
LI NORM 
J-S MOD 
7.78. 
0 .02  
7.78 
0.02 
LEE 
7,79 
0.02 
OLS 
9.87 
L2 NORM 
J-S MOD 
9.56 
0.03 
9.56 
0.03 
LEE 
9.62 
0.03 
OLS 
1.86 
Loo NORM 
J-S MOD 
1.83 
0.01 
1.83 
0.01 
LEE 
1.84 
0.01 
vD 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
8.02 
1.14 -2.99 7.35 1.74 -2.33 -1.23 -0.98 7.60 -3.32 -1.71 
146.97 
LI NORM 
J-S MOD 
7.86 
0.02 
7.86 
0.02 
LEE 
7.90 
0.01 
OLS 
10.12 
L2 NORM 
J-S MOD 
9.73 
0.04 
9.73 
0.04 
LEE 
9.80 
0.03 
OLS 
1.91 
LOO NORM 
J-S MOD 
1.87 
0.02 
1.87 
0.02 
LEE 
i .es 
0.02 
MEAN VECTOR IS 
S.S. OF MEANS 
N^ 1000 
RISK 
REL. EFF.  
OLS 
8.07 
3.19 -5.49 7.85 -2.13 -6.58 3.74 -2.34 -1.11 4.86 0.33 
194.14 
LI NORM 
J-S MOD LEE OLS 
L2 NORM 
J-S MOD 
7.96 
0.01 
7.96 
0.01 
7.99 10.30 
0.01 
9.99 
0.03 
9.99 
0.03 
LEE 
10.04 
0.03 
OLS 
1.90 
LOO NORM 
J-S MOD 
1.88 
0.01 
1.88 
0 .01 
LEE 
1.88 
0.01 
HfAN vrcion IS 
S.S. Of Ml ANS 
N= 1000 
RISK 
REL. EFF. 
CIS 
8.0? 
15 .?9  10 .57  12 .21  14 .714  14 .414  15 .11  13 .OP  10 . t )?  14 .26  14 .33  
18??.01 
LI NORM 
Ji-S MOD 
8.01 
0.00 
8.01 
0.00 
LEE 
8.01 
0.00 
OLS 
10.05 
L2 NORM 
J-S MOD 
10.0? 
0 .00  
10.0? 
0 .00  
LEE 
10.03 
0.00 
OLS 
1.88 
l™ NORM 
J-S MOD 
1.88 
0.00  
1 .88 
0 .00  
LEE 
1.88 
0 .00  
MEAN VECTOR IS 
S.S. or MEANS 
1000 
RISK 
REL. EEF. 
OLS 
8.01 
13.46 12.02 10.54 9.16 10.61 15.09 10.40 11.00 8.97 15.83 
1421.45 
LI NORM 
J-S MOD 
7.99 
0.00 
7.99 
0.00 
LEE 
7.99 
0.00 
L2 NORM 
OLS , J-S MOD 
10.01 9.95 
0.01 
9.95 
0.01 
LEE 
9.96 
0.01 
OLS 
1.89 
L® NORM 
J-S MOD 
1.89 
0 .00  
1.89 
0.00 
LEE 
1.88 
0.00 
00 
o 
MEAN VECTOR IS 
S.S. OF MEANS 
1000 
RISK 
REL. EFF. 
01 S 
7.99 
9.06 14.40 10.64 9.72 9.95 15.24 10.72 11.10 8.47 8.21 
1205.98 
LI NORM 
J-S MOD 
7.97 
0.00 
7.97 
0.00 
LEE 
7.97 
0.00 
OLS 
10.00 
L2 NORM 
J-S MOD 
9.94 
0.01 
9.94 
0.01 
LEE 
9.94 
0.01 
OLS 
1.89 
L«> NORM 
J-S MOD 
1.88 
0.00 
1.88 
0.00 
LEE 
1.88 
0.00 
MEAN VECTOR IS 
S.S. OF MEANS 
N^ 1000 
RISK 
REL. EFF.  
OLS 
7.88 
13.79 14.07 12.88 10.12 10.86 14.58 11.45 10.70 11.12 14.87 
1577.38 
LI NORM 
J-S MOO 
7.86 
0.00 
7.86 
0.00 
LEE 
7.86 
0.00 
OLS 
9.80 
L2 NORM 
J-S MOD 
9.76 
0.00 
9.76 
0.00 
LEE 
9.76 
0.00 
OLS 
1.86 
LOO NORM 
J-S MOD 
1.85 
0.00 
1.85 
0 .00  
LEE 
1.85 
0 .00  
MFAN VrCIOH IS 0.10 0.20 0.85 -0.16 0.38 0.40 -0.45 0.18 0.77 0.48 0.83 -0.5? -0.09 0.05 0.84 
0.87 -0.07 0.49 -0.49 0.16 -0.91 0.13 -0.44 0.74 -0.65 -0.55 -0.?4 0.27 -0.79 -0.74 
S.S. or MFANS 8.74 
L1 NORM L2 NORM L™ NORM 
OLS J-S HOD l.EF OLS J-S MOD LEE OLS J-S MOO LEE 
N-- 1000 
RISK 23.98 12.72 12.21 12.21 29.96 7.99 7.39 7.38 2.31 1.06 1.05 1.05 
REL. EFF. 0.47 0.49 0.49 0.73 0.75 0.75 0.54 0.55 0.55 
MEAN VECTOR IS -0.03 -0.23 0.31 0.48 0.68 -0.90 0.14 -0.44 -0.07 0.15 0.90 0.36 0.27 -0.13 0.37 
0.05 0.14 -0.43 -0.30 0.30 -0.98 -0.09 0.92 -0.24 0.43 -0.77 0.78 -0.46 -0.76 -0.71 
S.S. OF MEANS 8.00 
LI NORM L2 NORM L® NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 23.94 12.23 11.76 11.76 30.11 7.58 7.00 6.99 2.33 1.07 1.05 1.05 
REL. EFF. 0.49 0.51 0.51 0.75 0.77 0.77 0.54 0.55 0.55 
MEAN VECTOR IS -0.35 0.94 0.73 -0.28 -0.14 -0.18 -0.95 -0.91 0.15 -0.41 -0.95 0.02 0.83 0.29 -0.26 
-0.76 0.30 0.04 0.36 -0.48 -0.26 0.41 0.73 0.61 -0.97 -0.08 -0.74 -0.14 0.19 0.66 
S.S. OF MEANS 9.50 
LI NORM L2 NORM Loo NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 24.07 13.02 12.54 12.53 30.15 8.53 7.89 7.88 2.31 1.12 1.10 1.10 
REL. EFF. 0.46 0.48 0.48 0.72 0.74 0.74 0.52 0.52 0.52 
MEAN VECTOR IS 0.54 0.32 0.26 -0.05 0.69 -0.64 0.59 -0.10 0.71 -0.37 0.12 0.71 -0.23 0.70 -0.92 
-0.77 -0.86 0.54 0.33 -0.49 0.09 0.71 0.27 0.77 -0.60 0.54 -0.42 -0.88 -0.73 -0.92 
S.S. OF MEANS 10.38 
LI NORM L2 NORM L™ NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 23.85 13.90 13.35 13.35 29.93 9.11 8.44 8.43 2.31 1.10 1.09 1.08 
REL. EFF. 0.42 0.44 0.44 0.70 0.72 0.72 0.52 0.53 0.53 
Mr AN VECTOR IS -0.68 -0.00 -0.50 -0.76 0.81 1.56 0.7? 1.56 1.81 -0.1(5 0.00 0.83 -I . 70 1.36 -0. 7I| 
-1.99 -1.96 1.81 -1.146 0.31 -1 .'17 0.3'« -0.30 0.85 0.76 1.25 1.'I3 0.66 -1.97 -1.93 
S.S. or MrANS 45.35 
LI NORM L2 NORM L® NORM 
OI.S J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
1000 
RISK 23.98 19.13 19.67 19.55 30.01 19.23 19.57 19.31 2.30 1.79 1.78 1.77 
REL. EFF. 0.19 0.18 0.18 0.36 0.35 0.36 0.23 0.23 0.23 
MEAN VECIOR IS -0.13 1.27 0.66 0.63 -1.61 0.02 -1.31 0.97 0.82 -1.87 -0.78 -0.01 0.05 -0.61 -0.00 
0.15 1.01 0.60 1.82 0.20 0.23 -1.60 -0.36 1.03 -1.60 -1.18 0.87 -0.61 -1.10 0.59 
S.S. OF MEANS 28.87 
LI NORM L2 NORM L«> NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 21.02 17.75 17.81 17.72 30.25 16.16 16.16 15.99 2.33 1.63 1.62 1.61 
REL. Err. 0.26 0,26 0.26 0.17 0.17 0.17 0.30 0.31 0.31 
MEAN VECTOR IS 1.50 0.13 0.88 -0.11 -1.13 -1.25 -0.25 -0.31 -0.73 -0.99 -1.05 1.67 -0.39 0.16 1.18 
1.38 1.15 0.03 0.02 0.10 1.81 1.59 -0.08 -1.61 -0.51 -0.75 0.11 1.01 0.13 -0.77 
S.S. OF MEANS 29.61 
LI NORM L2 NORM L» NORM 
OLS J-S HOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
1000 
RISK 23.97 17.78 17.87 17.79 30.11 16.19 16.23 16.08 2.31 1.61 1.62 1.61 
REL. EFF. 0.26 0.25 0.26 0.16 0.16 0.17 0.30 0.31 0.31 
00 
to 
MEAN VECTOR IS 0.89 1.72 0.69 0.87 -1.78 0.19 1.56 -0.90 1.27 -1.59 0.52 0.19 -1.11 0.58 1.89 
0.51 Tl.19 -0.22 1.58 -0.11 -0.73 -1.70 -0.29 0.27 -1.93 -0.16 1.11 1.71 0.76 -0.31 
S.S. OF MEANS 37.91 
LI NORM L2 NORM L™ NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 
REL. t r r .  
23.91 18.78 18.99 18.86 30.05 17.91 18.15 17.90 2.33 1.72 1.72 1.70 
0.21 0.21 0.21 0.10 0.10 0.10 0.26 0.26 0.27 
MEAN VrCIOR IS -1.73 -1.08 -0.06 -0.05 -2.96 -?.3P -2.f5 1 ./M ?.8I( -?.08 -1.95 0.33 -2.08 0.91 
-2.91 -0.68 -0.01 -0.76 -2.92 1.77 0.05 0.08 0.15 0.48 1.00 0.96 0.79 -1.27 1.09 
S.S. or MEANS 79.70 
LI NORM L2 NORM L™ NORM 
OLS J-S MOD LEE OLS J-S MOO LEE OLS J-S MOD LEE 
N- 1000 
RISK 23.87 20.68 20.69 20.72 29.89 22.45 22.49 22.53 2.32 2.01 2.01 2.01 
REL. EPF. 0.13 0.13 0.13 0.25 0.25 0.25 0.13 0.13 0.14 
MEAN VECTOR IS -1.47 2.65 0.97 -2.53 -1.82 -2.79 -1.58 -1.30 -2.67 1.13 -0.32 1.18 0.89 1.91 2.00 
1.74 -0.12 1.30 2.76 -2.41 1.03 0.58 -2.42 -0.28 -2.16 -2.56 -2.69 -1.83 -0.32 0.22 
S.S. OF MEANS 97.66 
LI NORM L2 NORM L™ NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 23.85 21.27 21.27 21.35 29.86 23.55 23.56 23.62 2.31 2.03 2.03 2.02 
REL. EFF. 0.11 0.11 0.10 0.21 0.21 0.21 0.12 0.12 0.12 
MEAN VECTOR IS -0.45 0.60 2.48 -1.58 1.61 -0.40 -1.98 -0.48 2.96 0.36 -2.11 1.83 -1.94 0.22 -2.92 
0.87 -1.38 -1.26 2.92 2.46 1.65 1.90 0.41 2.38 2.83 -1.71 2.50 -2.78 1.93 -1.57 
S.S. OF MEANS 107.26 
LI NORM L2 NORM L» NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 24.06 21.64 21.64 21.70 30.29 24.31 24.31 24.36 2.34 2.08 2.08 2.07 
REL. EFF. 0.10 0.10 0.10 0.20 0.20 0.20 0.11 0.11 0.11 
MFAN VECTOR IS 1.43 1.61 -2.48 2.26 -0.19 1.31 -0.64 1.95 -2.36 -0.04 -2.72 -2.66 1.61-1.93 0.57 
-2.68 -2.58 -2.02 -0.70 -0.17 2.07 -0.93 -2.08 -1.59 2.57 -0.07 0.34 -0.56 0.27 -1.22 
S.S. OF MEANS 87.54 
LI NORM L2 NORM Loo NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N^ 1000 
RISK 23.78 21.04 21.05 21.12 29.68 22.91 22.92 23.00 2.34 2.01 2.(11 2.01 
REL. EFF. 0.12 0.11 0.11 0.23 0.23 0.23 0.14 0.14 0.14 
MEAN VrCtOR IS 
S.S. OF HfANS 
N= 1000 
RISK 
RFi. rrr. 
01 s 
23.93 
3.5% -2.15 
1.38 -2.19 
150.65 
LI NORM 
J-S MOD 
2.20 0. «49 -0.38 -3.30 
1.61 -1.28 -1 .?l| -0.6 7 1.83 0.81 0.15 -2.<41 1.11 -1.91 •3.02 1.79 
22.21 
0.07 
22.21 
0.07 
LEE 
22.26 
0.07 
OLS 
30.014 
L2 NORM 
J-S HOD 
25.78 
0.1i4 
25.78 
0.1l4 
•3.85 
3.'10 
-3.97 
2.83 
-0.75 -0.35 -3.06 
3.36 -2.86 1.36 
LEE 
25.814 
0.1i4 
OLS 
2.32 
L"» NORM 
J-S MOD 
?.. 15 
0.07 
2.15 
0.07 
LEE 
2.15 
0.08 
MEAN VECTOR IS 
S.S. or MEANS 
N- 1000 
RISK 
REL. EPF. 
OLS 
23.92 
-2.140 2.51 -2.142 -3.91 0.28 -1.86 0.55 3.53 
•2.514 3.33 -0.30 0.30 1.88 1.20 -2.79 -1.31 
167.70 
LI NORM 
J-S MOD 
22.30 
0.07 
22.30 
0.07 
LEE 
22.3(4 
0.07 
OLS 
30.06 
L2 NORM 
J-S MOD 
26.03 
0. 13 
26.03 
0.13 
2.23 -1.'4'4 -3.149 3.66 
-1.69 0.96 -2.02 -0.82 
3.79 -1.14 7 
•I.I4U -3.76 
2.446 
2.«47 
LEE 
26.08 
0.13 
OLS 
2.35 
L® NORM 
J-S MOD 
2.17 
0.08 
2.17 
0.08 
LEE 
2.17 
0.08 M 00 
MEAN VECTOR IS 
S.S. or MEANS 
N^ 1000 
RISK 
REL. Err. 
OLS 
23.89 
2.78 2.75 -0.98 
-2.50 -0.33 2.53 
170.38 
LI NORM 
J-S MOD 
-0.l4«4 -0.57 
1.59 -3.25 
LEE 
22.33 
0.07 
22.33 
0.07 
22.37 
0.06 
OLS 
30.03 
2.03 -1.70 
0.97 1.53 
-0.53 
0.63 
L2 NORM 
J-S MOD 
26.07 
0.13 
26.07 
0.13 
0.67 -3.97 
2.31 -3.«41 
2.96 
3.93 
-3.79 
0.55 
1.87 -3.OI4 
-2.62 -3.59 
2.99 
1.87 
LEE 
26. 12 
0.13 
OLS 
2.33 
L™ NORM 
J-S MOD 
2.16 
0.07 
2.16 
0.07 
LEE 
2.15 
0.07 
MEAN VECTOR IS 
S.S. or MEANS 
OLS 
0.05 0.50 1.52 -1.21 
-0.17 -1.«48 -1.53 -3.31 
1«48.68 
LI NORM 
J-S MOD LEE 
3.22 -2.65 
3.91 1.25 
OLS 
1.9«4 
-2 .16  
-0.98 -3.63 -1.32 -3.95 2.80 2.32 1.90 3.04 
-2.58 -0.9«4 -1.64 1.28 -I.3I4 -1.93 2.66 2.08 
L2 NORM 
J-S MOD LEE OLS 
Lœ NORM 
J-S MOD LEE 
N^ 1000 
RISK 
REL. Err.  
23.86 22.06 
O.OB 
22.06 
0.08 
22.11 
0.07 
29.75 25.'45 
0.  m 
25.«45 
0.114 
25.53 
0. II4 
2.31 2.13 
0.08 
2,  13 
0.08 
2.13 
0.08 
Mr AN VIC ion IS -3.86 2.08 3.65 -0.79 1.91 -0.97 -3.87 -it.?8 -3.53 -0.85 0.80 2.53 -I4.ll3 't.95 U.90 
3 . 0 0  0 . 3 9  -1.91 0 . 3 U  3 . 6 0  -4.67 -2.91 3.85 -3.75 2.11 -0.26 0,54 2.63 -0.08 0.56 
S.S. or MfANS 258.16 
LI NOKH L2 NORM L™ NOHM 
OLS J-S MOO LEE 01S J - S  HOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 23.82 22.74 22.74 22.76 29.78 27.07 27.07 27.11 2.32 2.20 2.20 2.20 
REL. EFF. 0.05 0.05 0.04 0.09 0.09 0.09 0.05 0.05 0.05 
MEAN VECTOR IS -1.80 3.98 -3.15 -4.54 -2.76 -2.60 -3.79 -3.09 2.33 -1.08 4.54 -0.90 -2.81 0.13 0.93 
-2.83 -1.81 1.09 -0.04 3.83 2.37 -1.99 0.64 0.57 -3.10 4.56 -3.57 1.23 -3..17 2.24 
S.S. OF MEANS 221.89 
LI NORM L2 NORM L™ NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N- 1000 
RISK 23.86 22.66 22.66 22.69 29.79 26.78 26.78 26.84 2.31 2.18 2.18 2.18 
REL. EFF. 0.05 0.05 0.05 0.10 0.10 0.10 0.06 0.06 0.06 
MEAN VECTOR IS 4.80 -3.26 -0.03 -4.90 0.57 -3.36 1.17 3.47 0.89 -2.69 -4.59 -3.86 3.15 0.24 -1.49 
-4.73 4.87 3.87 -0.92 3.59 -1.27 -2.83 -3.59 -2.77 -0.51 2.86 1.72 -1.53 4.63 -4.84 
S.S. OF MEANS 302.34 
LI NORM L2 NORM L~ NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 23.87 22.95 22.95 22.97 29.81 27.55 27.55 27.59 2.32 2.22 2.22 2.21 
REL. EFF. 0.04 0.04 0.04 0.08 0.08 0.07 0.04 0.04 0,04 
MEAN VECTOR IS 1.18 -3.16 -4.01 4.87 0.44 2.62 4.64 -3.91 3.35 4.06 2.30 -1.30 2.38 2.83 -4.82 
-1.11 -0.98 3.38 4.98 0.13 1.34 -1.55 -0.73 -1.01 0.22 -1.42 4.66 2.06 -2.19 -1.14 
S.S. OF MEANS 245.12 
LI NORM L2 NORM L» NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N^ 1000 
RISK 
REL. EFF.  
24.05 22.91 22.91 22.93 30.28 27.43 27.43 27.47 2.33 2.22 2.22 2.22 
0.05 0.05 0.05 0.09 0.09 0.09 0.05 0.05 0.05 
MEAN VrniOR IS 3.05 '4.78 -7.09 3.10 '1.69 7.33 -1.8'! 1.10 0.0? -6.68 -2.6I| -14.62 3.46 I,.56 -6.20 
5.22 1.11 5.20 -7.39 -14.57 3.92 6.64 7.04 7.19 3.74 -1.69 0.15 '1.73 1.49 -3.80 
S.S. OF MEANS 664.05 
LI NORM L2 NORM L» NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 23.83 23.34 23.34 23.35 29.91 28.69 28.69 28.69 2.34 2.30 2.30 2.30 
REL. EFF. 0.02 0.02 0.02 0.04 0.04 0.04 0.02 0.02 0.02 
MEAN VECTOR IS 1.17 -5.23 4.96 5.34 5.41 2.32 -1.46 0.85 3.07 0.18 -1.20 1.40 -3.27 6.36 -1.11 
-4.29 -2.74 3.35 -3.09 -2.05 -3.90 -5.19 -0.73 -4.01 2.78 -6.88 5.75 0.91 5.87 -2.09 
S.S. OF MEANS 421.99 
LI NORM L2 NORM L«> NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 24.02 23.30 23.30 23.30 30.19 28.35 28.35 28.36 2.33 2.25 2.25 2.25 
REL. EFF. 0.03 0.03 0.03 0.06 0.06 0.06 0.03 0.03 0.03 
MEAN VECTOR IS 6.60 -0.71 3.94 -7.52 -4.75 -6.85 -3.31 -2.61 -1.95 -6.80 1.14 0.35 -7.76 -5.80 -7.83 
6.23 -4.65 0.04 -1.38 7.04 -3.89 -4.91 -4.54 -3.56 -5.80 7.44 5.54 6.49 3.99 2.08 
S.S. OF MEANS 776.52 
LI NORM L2 NORM Loo NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N= 1000 
RISK 24.02 23.63 23.63 23.64 30.10 29.16 29.16 29.17 2.32 2.28 2.28 2.28 
REL. EFF. 0.02 0.02 0.02 0.03 0.03 0.03 0.02 0.02 0.02 
MEAN VECTOR IS 3.77 7.65 7.59 -1.59 -7.34 4.77 1.39 0.34 0.80 -2.69 -3.05 -4.86 -4.23 -0.40 -2.73 
0.84 2.13 -6.25 -2.48 0.33 -5.16 1.46 -4.91 -7.13 7.70 7.02 -2.42 -5.47 7.71 6.48 
S.S. OF MEANS 677.91 
LI NORM L2 NORM L«> NORM 
OLS J-S MOD LEE OLS J-S MOD LEE OLS J-S MOD LEE 
N- 1000 
RISK 23.91 23.46 23.46 23.46 29.96 28.87 28.87 28.88 2.31 2.28 2.28 2.29 
REL. EFF. 0.02 0.02 0.02 0.04 0.04 0.04 0.01 0.01 0.01 
HfAN VECTOR IS 
S.S. or MEANS 
N= 1000 
RISK 
REL. r r r .  
01 s 
23.77 
9.0? 11.fZ 12.«12 11.19 9.9'! 114.6't 9.89 13.16 13.50 12.10 8.29 
12.77 8.02 15.89 13.17 1'l.3'( 
3892.56 
LI NORM 
J-S MOD 
23.69 
0.00 
23.69 
0.00 
LEE 
23.69 
0.00 
OLS 
29.71 
9.67 15.28 10.75 11.16 10.07 11.81 
8.92 12.35 
8.57 10.20 
L2 NORM 
J-S MOD 
29.50 
0.01 
29.50 
0.01 
LEE 
29.50 
0.01 
OLS 
2.32 
L«> NORM 
J-S MOO 
2.30 
0.01 
9.29 
9.29 
9.21 
8.il5 
2.30 
0.01 
LEE 
2.30 
0.01 
MEAN VECTOR IS 
S.S. OF MEANS 
N= 1000 
RISK 
REL. EPF. 
OLS 
23.89 
8.53 12.78 10.27 14.68 13.16 14.74 10.67 10.71 10.63 12.59 11.68 
15.51 15.31 12.52 14.59 13.75 11.96 11.03 10.14 9.25 12.16 8.83 
4383.30 
9.87 10.53 8.06 15.47 
8.57 10.24 13.40 14.70 
LI NORM 
J-S MOD 
23.81 
0.00 
23.81 
0.00 
LEE 
23.81 
0.00 
OLS 
29.95 
L2 NORM 
J-S MOD 
29.75 
0.01 
29.75 
0.01 
LEE 
29.75 
0.01 
OLS 
2.31 
L™ NORM 
J-S MOD 
2.31 
0.00 
2.31 
0.00 
LEE 
2.31 
0.00 00 
MEAN VECTOR IS 
S.S. or MEANS 
N= 1000 
RISK 
REL. EFF. 
OLS 
24.02 
11.29 13.50 15.47 13.49 14.63 
13.24 10.17 15.94 9.51 15.43 
4783.01 
LI NORM 
J-S MOD 
23.96 
0.00 
23.96 
0.00 
LEE 
23.96 
0.00 
8.82 15.71 11.50 13.74 1585 14.70 9.93 9.78 10.66 8.06 
9.82 13.72 11.75 8.56 12.45 13.26 14.98 12.79 12.56 10.84 
OLS 
30.35 
L2 NORM 
J-S MOD 
30.19 
0 . 0 1  
30.19 
0.01 
LEE 
30.19 
0.01 
OLS 
2.36 
LOO NORM 
J-S MOD 
2.36 
0.00 
2.36 
0.00 
LEE 
2.36 
0.00 
MEAN VECTOR IS 
S.S. OF MEANS 
N^ 1000 
RISK 
REL. fFF.  
OLS 
23.95 
13.12 8.76 15.58 10.18 10.15 15.52 12.58 12.53 14.79 9.67 9.57 
8.74 8.61 12.87 8.39 10.08 11.25 10.15 10.39 9.81 15.91 12.50 
4274.39 
9.80 12.50 15.61 11.70 
8.16 11.88 14.11 15.64 
LI NORM 
J-S MOD 
23.86 
0.00 
23.86 
0.00 
LEE 
23.86 
0 .00  
OLS 
29.98 
1.2 NORM 
J-S MOD 
29.77 
0.01 
29.77 
0.01 
LEE 
29.76 
0.01 
OLS 
2.32 
LOO NORM 
J-S MOD 
2.31 
0.00 
2.31 
0.00 
LEE 
2.31 
0.00 
