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1. Introduction 
After the 1953 flood the Dutch government set the following standard for the 
sea-dikes in the Netherlands: the probability that at any time in a given year 
the sea-level exceeds the level of the dikes is 1:10,000. The question how to 
give an estimate for such a level from past observations involves estimation 
of large quantiles of an unknown distribution function. 
We consider the following idealized model: n i.i.d. observations 
x1, x2, ••• , ~are available from an unknown distribution function F. In a 
future year k i.i.d. observations Y1, Y2, ••• , Yk will be taken from F. We 
want to find a level xp (where p is a given number <<1) such that 
P{max(Y 1' ••• , Yk) ~ xp} = 1-p, i.e. 
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(1.1) 
Define 
1 + U(x):= ( 1_F) (x) 
-1-
(the arrow means: inverse function) and ak(p):= k- 1p/{l - (1-p)l/k}. Note that 
(loosely speaking) 
(1. 2) 
and 
(1. 3) for p + O, k fixed. 
We want to estimate xp on the basis of the observations x1, x2, ••• , ~· Let 
(n) (n) (n) X(l) i_ \ 2 ) i_ ••• i_ X(n) be their order statistics, Fn the empirical 
distribution function and 
(1.4) U •• = ( 1 )+ 
n 1 - F • 
n 
Note that F (X(n)) = r/n (r = 1, 2, ••• , n) so that 
n (r) 
( 1. 5) x(n) u (n) (n-r) = n r for r = 1, 2 , ••• , n. 
In case p < l/n nothing can be done without imposing extra conditions on F. We 
choose for an asymptotic theory and for imposing the extra condition that F is 
in the domain of attraction of some extreme-value distribution. We use the von 
Mises-parametrization of the extreme value distributions (y E R) 
(1. 6) 
for values of x such that 1 + yx > 0 (for y = 0 the right-hand side must be 
interpret~d as exp - exp - x). Now F E D(Gy) if and only if for x ) O, y ) 0 
(y * 1) 
(1. 7) lim U(tx) - U(t) = 
t U(ty) - U(t) +oo 
-2-
(for y = 0 the right-hand side must be interpreted as logx/logy). 
We shall give asymptotic results for n+oo and p = Pn + 0 (the latter assumption 
is reasonable at least for the specific problem mentioned above, since there 
p << 1/n). For the unknown function U we write the identity (r = 1, 2, ••• ) 
(1.8) x p k) = p 
k n 
u(ak(p) • P) - u(-;) 
n n 
u(r) - u<2r) 
n n n {U(-) - U(-)} + U(-). r 2r r 
Upon replacing U by its empirical counterpart Un in appropriate places and 
using (1.7) and (1.3) we arrive at the following proposed estimate for xp: 
(1.9) x := p,n 
-y 
1 - 2 n 
x<n) } x(n) (n-2r) + (n-r) 
where yn is a consistent estimate of y (see J. Pickands III (1975) and Dekkers 
and de Haan (1987)). Intuitively this means that in the absence of more 
observations (that would have allowed us to simply use the inverse empirical 
distribution function) one uses observed spacing to make up (modulo a 
multiplicative constant) for the missing spacings; like a surgeon who uses a 
piece of skin from elsewhere to cover a wound. 
Note that we do not use the largest observation explicitly. One can argue that 
this makes sense because the largest observation may add too much uncertainty 
(larger variance if applicable). 
In order to deal with the asymptotics we need to require that kr/(pn) has a 
positive limit (n+oo). We shall consider two cases: r fixed, hence Pn ~ c/n (c 
< 1) - section 2 - and r+oo, r(n)/n + 0 hence Pn ~ c.r(n)/n + 0 and npn ~ 
c.r(n) + oo (section 3). In either case we give an asymptotic confidence 
interval for ~· In order to emphasize the difference between the situations 
in the two sections, in section 3 we shall use the letter m instead of the 
letter r for the number of order statistics involved. 
Somewhat related papers are Weissman (1978) and Boos (1984). 
2. Results for a bounded number of order statistics 
We shall prove the following result providing an asymptotic confidence 
interval for xPn" 
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Theorem 2.1 
Suppose the extreme-value condition (1.7) holds. If k and r are fixed, n+=, 
p = Pn and lim npn = c E (0, 1), then 
n+oo 
(2.1) 
x<n) - x(n) (n-r) (n-2r) 
converges in distribution to the distribution of the random variable 
(2.2) 
where Hr and Qr are independent, Qr has a gamma (2r+l)-distribution and Hr 
2r 
distribution of I: z ./j with z1, z2, ... i.i.d. standard exponential. j=r+l J 
For the proof we need some Lemma's. 
Lemma 2.2 
E(n) < (n) (n) Let (1) _ E( 2) i ... i E(n) be standard exponential order statistics. Then 
for n+= and r fixed the random vector 
( E(n) - E(n) E(n) 1 ) (n-r) (n-2r)' (n-2r) - ogn 
the 
converges in distribution to the distribution of (Hr' - log Qr) where Hr and 
Qr are independent and have the probability distributions mentioned in theorem 
2.1. 
Proof 
We use the so-called R€nyi-representation: {E(m) - E(m+l)}:=.i g {Zm/m}::i with 
z1, z2, ••• (depending on n) _i.i.d. standard exponential. The independence is 
immediate. Note that the distribution of E((n) ) - E((n) 2 ) does not depend on (n) n-r n- r 
n. For the asymptotic distribution of E(n-2r) - log n see Smirnov (1949). 
Lemma 2.3 
Under the conditions of theorem 2.1 the random vector 
(2. 3) 
x(n) - x(n) 
( (n-r) (n-2r) 
a(n) 
X(n) - U( ) (n-2r) n 
a(n) ) 
-4-
where a(t):= {U(2t) - U(t)} y/(2Y - 1), converges in distribution to the 
distribution of 
(2.4) 
yHr Q-y - 1 
(Qy e - 1 r ) 
r Y Y 
where Hr and Qr are independent and have the probability distributions 
mentioned in theorem 2.1. 
Proof 
We may write the order statistics as functions of the exponential order 
statistics. 
xc<n) _ x<n) 
( (n-r) (n-2r) 
a(n) 
X(n) U( ) (n-2r) - n d 
a(n) ) 
E(n) 1 E(n) - E(n) E(n) E(n) (a(e (n-2r) - og n• n) _U ...... (e_<_n_-_r) __ "_(_n-_2_r_)_. _e_<_n_-_2r_)_..)_-_U_(,,_e_<_n-_2_r_)...&..) 
a(n) E(n) 
a(e (n-2r)) 
E(n) - logn 
U(e (n-2r) 
a(n) 
• n) - U(n)) + (Q-y 
r y ' 
Q-y - 1 
r ) (n+oc>) 
y 
in distribution by Lemma 2.2 and (1.7), since the latter relation holds 
locally uniformly and implies a(tx) ~ xYa(t) (t+~) for x ) O, locally 
uniformly. 
Proof of theorem 2.1 
( - x )/(X(n) 
xp n p (n-r) x(n) ) = (n-2r) n' n 
= 
(kr) Yn _ 1 pn + 1 + a(n) 
-y x(n) x(n) 
1 _ 2 n (n-r) (n-2r) 
X(n) - U(n) { (n-2r) + 
a(n) 
-s-
k U(n) - U(ak(p) • n) 
+ p.n } 
a(n) 
(kr) y _ 2-y 
+ c + (~y 
yHr -y 1 1 - (k) y 
e - 1 -1 ~ - c 
--y--) .{ y + y} 
1 - 2-y 
(n+m) in distribution by (1.7) and Lemma 2.2. 
Remark 1 
It should be possible, and maybe even preferable to use different linear 
combinations of spacings instead of X(n) - X(n) in the definition of (n-r) (n-2r) 
x • This is a subject of later research. p,n 
Remark 2 
We do not enter here into the queston of how to choose r in an optimal way. 
Remark 3 
Theorem 2.1 only implies consistency of the estimate x for x in the pn,n pn 
trivial case y < O. It is doubtful if in general a consistent estimate is 
possible within the present set-up. By exploiting the fact that 
l2r (Hr - log2) and {~ - (2r+l)}//2r+l are asymptotically standard normal for 
r+m, one can show however that for y < t the expression (2.2) converges to 
zero, but for y = t it converges to a normal distribution and for y ) t it 
diverges (n+m). 
3. Results for an unbounded number of order statistics 
We shall require the following strengthening of the extreme-value condition 
(1.7) .. 
Condition 3.1 
Suppose t~at the distribution function F has a positive derivative F'(x) for 
all x < U(m). Suppose with either choice of sign one of the following 
conditions holds: 
-6-
i) .±. tl+l/yF'(t) E II for some y > O, 
ij) U(oo) < oo and+ t-l-l/yF'(U(ro) - t-1) E II for some y < O, 
iij) Let f 0 := (1-F)/F'. There exists a function+ a:~+~+ with a(t) + 0 
(t+oo) such that for x ) 0 
1-F(t+x f 0(t)) x2 -x lim( l-F(t) - e-x)/a(t) = z- e 
t+m 
(this is the case y = O). 
Lemma 3.2 
Condition 3.1 implies.±. t 1-Yu1 (t) E II and hence in particular (1.7) for the 
corresponding value of y (Dekkers and de Haan 1987). 
The reader is also referred to that paper for examples and additional 
information. 
Theorem 3. 3 
Suppose condition 3.1 holds. Let m = m(n) E N, m(n) + oo, m(n)/n + 0 (n+oo) and 
p = Pn ~ c.m(n)/n (n+oo) with c ) O. Define 
(3.1) x := p,n 
-y 
1 - 2 n 
x(n) } x(n) (n-2m) + (n-m) 
x<n) - x(n) 
h (1 2) -11 (n-m) (n-2m) (N h h. d f. i i diff were yn:= og og X(n) _ X(n) ote tat t is e in t on ers 
(n-2m) (n-4m) 
slightly from (1.9)). Then 
x - x 
(3.2) /2m p,n p 
• x(n) - x(n) 
(n-m) (n-2m) 
is asymptotically normal (n+oo) with mean zero and variance 
(2k)2yy2 
• (D + D )222y + __ c ____ + 
1 2 (2y - 1)2 • 2 
where n1 and n2 are defined by 
- D ) 2 1 
-7-
Remark 
Let us compare (3.1) with an obvious way to estimate xp. Using 
n F (a x + b ) ~ G (x) one gets from (1.1) 
n n y 
l/k 1/ x - b (1 - p) = F(x ) ~ G n( p n) 
p y a ' 
n 
i.e. 
y 
We can ide~tify approximately bn with x~::m)' an with !X~:~m) - x~:~2m)}. 
" -yn k Yn " y /{l - 2 } and {(~)y - l}/y with [{ak(p)k.m/(np )} - l]/y figuring in n np ... n n 
-y 
(3.1). Note that {X~:~m) - x~::2m)}~n/{l - 2 n} is exactly the estimate of 
the scale parameter recommended by J. Pickands III (1975). Note also that our 
+ n/k m is missing in the formula for G ((1-p) ); the factor m comes in because we 
use X(n) rather than X(n) to fi~ the location. (n-m) (n) 
For the proof we need a series of lemma's. For each of them we shall suppose 
that condition 3.1 is in force and the condition m(n) + ~, m(n)/n + O, 
although sometimes a weaker condition suffices. 
Lemma 3.4 
Let E(n) < E(n) < (1) - (2) -
(3.3) 12m {E(n) (n-2m) 
( E(n) be standard exponential order statistics. Then 
- (n) 
log. n2m} and {2m {E(n) (n-m) E(n) 1 2} (n-2m) - og 
are independent and have asymptotically a standard normal distribution. 
Proof 
Smirnov. (1949) and Dekkers and de Haan (1987) respectively. 
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Corollary 3.5 
E(n) 1 n (n-m) og ;- + 0 in probability. 
Lemma 3.6 
Condition 3.1 implies 
(3.4) 
n n V(log -+ x) - V(log -) 
lim Im { m m 
n+oo V'(log n) 
m 
locally uniformly for sequences m(n) + m satisfying m(n) = o(n/g+(n)) (n+m) 
where 
(3.5) g(t):= t t 3- 2Y{U'(t) (2Y - l)/A(U(2t) - U(t))} 2 
and 
(3.6) 
Proof 
The expression at the left-hand side of (3.4) equals 
Now 
(3. 7) 
x V'(log n + s) - eysV'(log n) 
lim J Im m m s. 
n n+m 0 V'(log -) 
m 
lim 
n+m 
V'(log n + s) - eysV'(log n) Im ____ m _________ m_ 
n V'(log -) 
m 
0 for all s 
by the reasoning in the proof of theorem 2.3 of Dekkers and de Haan (1987). 
Lemma 3.7 
The random vector 
(3.8) 
V(E(n) ) - V(log !!..._) /2iii( (n-2m) 2m 
n V'(log 2m) 
is asymptotically standard normal. 
V(E(n) ) - V(E(n) ) (n-m) (n-2m) 
2Yv'(E(n) ) (n-2m) 
1 - 21 
y ) 
Proof 
(3.9) . 
with 
(3 .10) 
and 
(3.11) 
with 
(3.12) 
-9-
_ V(E((~~2m)) - V(log ~m) Nn/l2m V'(log .!!.__ + s) /2m _ __._ _ __. __ n ____ = /2m f 2mn ds 
N := 
n 
V' (log -2m-) 0 V' (log 2m) 
- (n) n 
/2m {E(n-2m) - log(2m)} 
- V(E(n) ) (n-2m) 1 - 2-y 
'( } = E(n) ) ( n-2m) 
V' (E(n) + s) 
{ (n-2m) _ eys}ds + 
V' (E(n) ) (n-2m) 
Mn//2m V'(E(n) ) + lo 2 + s) 
- f (n-2m) g /2m ~-_.__...._,,......,.. ____ _,ds 
0 V'(E(n) ) (n-2m) 
M := /2m {E(n) - E(n) - log2}. 
n (n-m) (n-2m) 
By (3.7) and Corollary 3.5 the first term at the right-hand side of (3.11) 
tends to zero in probability. The joint distribution of the right-hand side of 
(3.9) and the second term at the right-hand side of (3.11) converges to a 
standard two-dimensional normal distribution by Lemma 3.4 and (from condition 
3.1) 
(3.13) lim V'(t+s) = eys for alls. V' (t) 
t+oo 
Corollary 3.8 
V(E(n) ) - V(E(n) ) 
lim (n-m) (n-2m) 
n+oo 
n V' (log-) 2m 
2Y - 1 
= --- in probability. 
'( 
-10-
Lemma 3.9 
The random variable 
V' (E(n) ) 
/2m { (n-2m) - 1} 
n 
V.' (log 2m) 
is asymptotically normal with mean zero and variance y2 (n+m). The asymptotic 
correlation with the first component of the random vector from Lemma 3.7 is 
one. 
Proof 
V' (E(n) ) 
/2m { (n-2m) - 1} = 
n V' (log-) 2m 
y(E(n) - log E._) 
= /2m V'(log1ro+ (E~~~2m) - log1ro)) - e (n-2m) 2m V'(log-¥;) + 
n V' (log Zm) 
(E(n) 1 n ) y (n-2m) - og 2m 
+ /2m {e 
- 1}. 
The first term tends to zero by (3.7) (holding locally uniformly) and the 
second term is asymptotically y /2m {E(n) - log nzml· Use Lemma 3.4. (n-2m) 
Corollary 3 .10 
lim V'(E~:~Zm))/V'(log n/2m) = 1 in probability. 
n+m 
Proof of theorem 3.1 
x - x 
(3.14) /2m p,n p = 
V(E(n) ) - V(E(n) ) (n-m) (n-2m) 
V(E(n) ) 
+ (n-2m) 
V(E(n) ) -(n-m) 
n 
- V(log -) 2m 
V(E(n) ) (n-2m) 
-11-
n 2m n V(log -2 + log ak(p) -) - V(log -2 ) m pn m } 
V(E(n) ) - V(E(n) ) (n-m) (n-2m) 
-y 
1 - 2 n 
-y 
2 n 
(n) n 
_ V(E( _ 2 )) - V(log -2 ) + 12m _n m m 
V' (log .!!.,__) 
2m + 
n V' (log 2m) 
• V(E(n) ) - V(E(n) ) 
(n-m) (n-2m) 
n 2m V(log -2 + log ak(p) -) { m pn 
n 
- V(log -) 2m (a (p) 2m)y - 1 k pn } 
y - /2m 
V'(log ~m) 
V'(l n) (a (p) 2m)y- 1 V'(l n) og- og-2m + _k __ ....,p_n___ 2m 
V(E(n) ) - V(E(n) ) 2Y - 1 • V(E(n) ) - V(E(n) ) • (n-m) (n-2m) (n-m) (n-2m) 
V' (E(n) ) 
2 y • ( n-2m) 
V'(log .!!.,__) 2m 
V(E(n) ) - V(E(n) ) 
12m { (n-m) (n-2m) 
2Yv'(E(n) ) (n-2m) 
(a (p) 2m)y - 1 V'(log _n
2
m-) V'(E(n) ) 
+ _k __ .._pn____ --":""""":"----~:---- 12m { (n-2m) 
y • V(E(n) ) - V(E(n) ) V' (log 2mn) (n-m) (n-2m) 
- 1} 
Note that the asymptotics of all terms except the first one are covered by 
Lemma's 3.6, 3,7 and 3.9 and Corollaries 3.8 and 3.10. For the first term we 
proceed as follows (write an for ak(p) !~). 
A 
y+ (yn - y)_l a Y - 1 x 1 a a - A 
/2m { n n } ,.., d n ]x=y /2m(y - y) A [dx x • 
~ (yn - y)_l 2Y - 1 n 2Y + 2 - 1 
= 
(log a) aY(2Y - 1) - (ay - l)(log2)2Y A 
n n n /2m(y -y). 
(2y - 1)2 n 
-12-
Examining the proof of theorem 2.3 of Dekkers and de Haan (1987) one sees that 
( n+co) 
- ,.. y - (n) l2m(y - y) ~ 2 .12m{E( ) n n-m E(n) 1 2} (n-2m) - og -
- (n) _ E(n) 
- l2m{E(n-2m) (n-4m) - log2}. 
Denoting the limit random variables of the independent r.v.'s 
l2m{E(n) - E(n) - log2} (n-m) (n-2m) 
1- (n) _ E(n) 
v2m{E(n-2m) (n-4m) - log2} 
- (n) n 
12m{E(n-4m) - log 4m} 
by M, 2-tp and 2-tQ respectively we note that 
l2m{E~:~2m) - log ~m} + (P + Q)/12 in distribution (n+co). 
Assembling the now known asymptotics of all terms of (3.14) we get 
x - x 
l2m p,n p + 
V(E(n) ) - V(E(n) ) (n-m) (n-2m) 
(log 2k)(2k)y(2Y - 1) - ((2k)y - l)(log2)2Y + ___ c __ c________ c ________ {2yM _ 2-tP} + y P+Q 
( 2k) y - 1 
+ c 
2Y - 1 
in distribution (n+co). 
( 2 y - 1) 2 2 y - 1 12 
1 
(2k)y - 1 
• 2YM +-c __ _ 
2Y - 1 
• y 
2Y - 1 
-13-
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