Very short-period quantitative precipitation forecast (QPF) or nowcast schemes provide deterministic output that fails to convey explicit measures of the uncertainty in the forecast. Presented here is a forecast methodology based upon a Bayesian hierarchical model that produces a QPF product for a 1-h period along with an associated estimated forecast error field. The precipitation forecast quality is comparable to other nowcast schemes and the uncertainty measures increase the utility of the methodology by allowing forecasters to judge the trustworthiness of the products.
Introduction
For hydrological and severe weather warning applications a good short-period forecast (nowcast) of heavy rainfall is required. However the deterministic nowcasting of thunderstorm motion and development has proven to be a problem in meteorology due to the limited spatial and temporal continuity of the inherently nonlinear convective systems (Wilson et al. 1998) . As no deterministic method is devoid of error, a measure of the uncertainty in the forecast is essential for effective application of forecast information (Smith and Austin 2000) . Methodologies that use simple extrapolation (e.g., Rinehart 1981; Dixon and Weiner 1993; Johnson et al. 1998; Mecklenburg et al. 2000) cannot provide information that can be applied for such hydrological applications in a robust manner. These methods lack the ability to show the development of systems and fail to provide a measure of error associated with the nowcast. Furthermore, systems that attempt to model storm development (e.g., Pierce et al. 2000) have been demonstrated to be very sensitive to the data used to parameterize the convective model (Sleigh et al. 2000; Pierce et al. 2004a ) and, again, do not provide error characteristics. The problems faced by current nowcast systems include the nonlinear motion of storms and poor (if any) explicit representation of the development or decay of precipitation systems. The AutoNowcast system (Mueller et al. 2003) provides forecast areas of storm growth and decay, but these are not, as yet, used to provide forecasts of precipitation amount.
Studies of the persistence of features of a variety of sizes have shown a clear correlation between the predictability of the future state of a precipitation system and its size (e.g., Germann and Zawadzki 2002) . Some nowcasting systems, such as that developed by Seed (2003) , have taken advantage of this known scale dependence by applying spatial scaling (cascade or Fourier transform) techniques that can forecast the motion of the elements of different size and decay the smaller ones over appropriate time scales (Seed 2003; Germann and Zawadzki 2004) . Implicit in these systems is the understanding that the forecast produced smoothes the higher-intensity features, but the resultant field reflects the uncertainty in the forecast. The Spectral Prognosis system (S-PROG; Seed 2003) has proven to be very efficient and has been adopted by a number of agencies around the world (e.g., Gray et al. 2004 ) because it conveys a measure of forecast uncertainty within the forecast product. S-PROG has also been used stochastically to generate limited ensemble forecasts that again provide information on uncertainty, and the products of these schemes have been used in hydrological models to generate ensemble forecasts of streamflow (Pierce et al. 2004b) .
The method described herein performs a nowcast that presents explicit information regarding the uncertainty on the forecast. This is an advance on the previously mentioned schemes in two ways. First, the knowl-edge of uncertainty is of great use to users of the nowcast in their interpretation and application of the information provided. Second, an explicit measure of the uncertainty can increase the useful nowcast lead time as users can judge, for each forecast made, the period over which the forecast information has value (rather than assuming a shorter cutoff time due to lack of knowledge of the uncertainty).
In this paper the methodology is described, followed by examples from a heavy precipitation and severe weather event. Assessments are made of the accuracy of the forecasts and a discussion is provided of the benefits and potential improvements of the scheme that could be demonstrated with future investigations.
The methodology describes a means to produce forecasts of radar reflectivity values with associated uncertainties. The application of such forecasts would be the conversion of these values into forecast rainfall rates; however, this conversion is nontrivial and introduces further uncertainties and is therefore not attempted as part of this work.
Methodology
The radar nowcasting problem is complicated by the multiscale nature of the underlying spatiotemporal precipitation process. Ideally, one could utilize known dynamical and thermodynamical relationships to explicitly model such a process. Indeed, such models are the subject of current research Sleigh et al. 2000) . However, given the complexity of the equations that describe precipitation processes at this scale, such models are very complicated, expensive to run, and are not yet capable of providing probabilistic results. Alternatively, shown here is a statistical framework that can model such processes and yet is flexible enough to incorporate dynamical information, and that can provide probabilistic information, and realistic measures of forecast uncertainty. Thus, the focus here is on a statistical approach that may accommodate physical insight and provide realistic distributional output.
Ideally, a statistical approach would consider the propagation of radar features on a pixel-by-pixel basis, thus allowing for variations in propagation over a wide range of spatial scales. For instance, assume the radar reflectivity process is denoted by y(s i ; t) for spatial locations s i , i ϭ 1, . . . , n and time t. It is reasonable to assume that the radar reflectivity at some location s i is related to the values of the process at the previous time, t -1, at all spatial locations, plus some contemporaneous forcing, (s i ; t). For example, consider the following model:
In this case, the weights h ij describe how the process at the previous time at all spatial locations is redistributed to location s i at the current time. Indeed, if one considers all locations in the domain of interest simultaneously, one gets the first-order vector Markov model, y t ϭ Hy t-1 ϩ t , where y t ϭ [ y(s 1 ; t), . . . , y(s n ; t)]Ј; H ϭ {h ij }, an n ϫ n matrix with each row corresponding to the redistribution coefficients described in (1) above; and t ϭ [ (s 1 ; t) , . . . , (s n ; t)]Ј. (Note, we use the prime symbol to denote the matrix transpose operation.) Such models have a rich history in statistical time series analysis, and can easily represent discretized linear dynamical systems common in geophysics. However, if one does not know explicitly the underlying dynamical process, one must estimate the n ϫ n parameters in H. To get reliable estimates, one must have many more observations in time than spatial locations n. This is not the case in the typical nowcasting problem and what is required is some way to parameterize this redistribution matrix that is efficient and that can accommodate realistic dynamics.
a. Stochastic integro-difference equation model
The model chosen is based on the linear stochastic integro-difference equation (IDE):
where k s (r; ) is a "redistribution kernel" parameterized in terms of that describes how the process y at the previous time at spatial location r is related to the process at spatial location s at the current time. The parameter ␥ is related to the stationarity of the process and thus can be thought of as a "growth" parameter here. The difference between this model and (1) is that this model considers continuous space whereas (1) considers discrete space. Although we will ultimately be interested in discrete space for the nowcasting problem, it is convenient to consider the IDE model for purposes of efficiently parameterizing the process dynamics. The dynamics of the IDE model are well studied (e.g., Kot et al. 1996; Wikle 2001 Wikle , 2002a and suggest parameterizations that may be useful in either discrete or continuous space settings. In particular, it has been demonstrated that such models can accommodate reactiondiffusion dynamics, as well as so-called extra diffusive propagation. That is, it can model the growth and spread of the process via the parameter ␥ and kernel width, respectively, and it can model propagation of the process by the skewness of the kernel. That is, if the kernel k s (r; ) is skewed to the left of location s, then values of the process at the previous time that are to the left of s get more weight and, thus, "propagate" toward s, that is, to the right. This is extremely critical and useful for the nowcasting problem as we can model the propagation of radar reflectivity at any location s by specifying the skewness of the kernel at each location. This is controlled by the kernel parameters, . For ex-ample, consider the one-dimensional Gaussian spatial kernel:
where the kernel is centered at 1 ϩ s and thus is shifted by 1 spatial units relative to location s, and 2 is the scale parameter. Here, 1 can be considered the translation parameter and 2 the dilation parameter, analogous to the usual translation and dilation in the description of wavelet basis functions. In the IDE kernel context, these parameters influence the dynamical evolution of the y process. More generally, consider a spatially varying kernel, in which the translation parameters 1 are allowed to vary with space, for example, 1 (s). Such a formulation allows different propagation speeds and directions at different locations in the spatial domain of interest, which is critical for realistic nowcasting.
Clearly, there is an issue of how one specifies (or estimates) the kernel translation parameters, especially in the case where they are allowed to vary with space. When there are large numbers of spatial locations, as with the nowcasting problem, it is not possible to obtain reliable estimates of these parameters without specifying some spatial model for the s. Thus, we treat these parameters as a spatial random field, and include such a model as part of a larger Bayesian hierarchical model (BHM). The BHM breaks the modeling up into a series of conditional models, all linked together probabilistically. For example, the general framework for describing the data, process, and parameters is ͓data, process, parameters͔ ϭ ͓data|process, parameters͔ ͓process|parameters͔ ͓parameters͔, ͑4͒
where the brackets [ ] denote probability distributions and the vertical bar | refers to a conditional distribution; for example, [a | b] is the conditional probability distribution of "a" given "b." The critical idea is that the complete joint distribution of the data, process, and parameters [left-hand side of (4)] can be very complicated, especially in the spatiotemporal context of interest in nowcasting. By simple probability arguments, one can always write such a joint distribution in terms of the product of conditional and marginal distributions [right-hand side of (4)]. Although it is not always the case that the conditional models are simple, they are typically less complicated than the joint in problems with correlated structures (e.g., space and/or time) since much of that structure is accounted for in the conditional mean (see Wikle 2003 for related discussion). The hierarchical model is Bayesian in the sense that we are interested in the posterior distribution [ process, parameters | data], which is proportional to the righthand side of (4), where the proportionality comes from integrating out the process and parameters of (4). In the case of the nowcasting problem, it is impossible to find this normalizing constant analytically and we must consider numerical procedures. In practice, for complicated Bayesian integration we use Markov chain Monte Carlo (MCMC) procedures (e.g., see Robert and Casella,1999 for an overview). These procedures can require intense computational effort in general. The MCMC approach, like traditional Monte Carlo methods, provides an "ensemble" from the posterior distribution of interest. Of course, we must assume specific distributional assumptions on the error terms in the measurement, process, and parameter models. These assumptions are outlined below. Previous studies suggest that the MCMC is not particularly sensitive to these assumptions (Wikle 2002a) . For more detail on Bayesian hierarchical modeling in general, see Gelman et al. (2004) ; for examples of BHM in the atmospheric sciences, see Wikle et al. (1998) , Berliner et al. (1999) , Wikle et al. (2001 Wikle et al. ( , 2003 , and Elsner and Jagger (2004) .
b. Bayesian hierarchical IDE model
We outline here the basic idea behind the hierarchical Bayesian IDE model for nowcasting. Details of the model and implementation can be found in Xu et al. (2005) .
In the nowcasting problem, there exists reflectivity data Z t ϭ [Z(s 1 ; t), . . . , Z(s n ; t)]Ј, the true process y t , and parameters ⌰ (including the kernel dilation and translation and growth parameters, as well as the parameters that govern the noise covariances). Then, for times t ϭ 1, . . . , T we consider the BHM:
where we have specified a "starting value" distribution for y 0 and we have assumed conditional independence in the data model (i.e., the measurement error is not correlated in time), and first-order Markov dependence in the process model, as is the case for the IDE model. The important point here is that each of the substages in (5) can actually be split into further subcomponents. The posterior distribution is then given, up to a normalizing constant, by
After one obtains the posterior distribution of the parameters and process given the data (5) for time t ϭ 1, . . . , T (e.g., corresponding to the last hour's worth of radar imagery), one is then interested in the posterior distribution of the future process y Tϩ1 given the data. This is known as the posterior predictive distribution and is simply the distribution of the nowcast given the past data. One can easily obtain this distribution from the output of the MCMC. Specifically, if [y Tϩ1 | y 1 , . . . , y T ] is the nowcast distribution at time T ϩ 1 given the past observations, then
͑7͒
In practice, one can obtain this posterior predictive distribution from the ensemble of samples obtained via MCMC. One simply takes a sample of the parameters and the process from the posterior and plugs them into the process distribution for time T ϩ 1 and then obtains a sample from the associated distribution. This is repeated many times to obtain ensembles from the posterior predictive distribution. One can extend this to arbitrary lead times, T ϩ .
We describe below in more detail the data, process, and parameter components of the IDE-based BHM for the nowcasting problem.
1) DATA MODEL
In the nowcasting model, the data model
That is, conditional on the true reflectivity, we assume the measurement error is Gaussian, has zero mean, and is uncorrelated across space and time. We choose in the model to work with radar reflectivity (dBZ ) values rather than rainfall rates, as these are the observations provided and conversion to rainfall rate would simply introduce further uncertainty. A complete rationale for this choice is presented by Germann and Zawadzki (2002) . Given that we are working with data that are log radar reflectivity, it is reasonable (on that scale) to assume the measurement errors are normally distributed (conditional on the true process). The assumption of zero-mean uncorrelated measurement errors is reasonable, but it is not completely realistic. Various common radar measurement errors are ignored in this formulation. For example, contamination of the signal due to ground clutter or uncorrected brightband both result in overestimation and therefore the assumption of zeromean errors is poor under such circumstances. Similarly, the assumption of uncorrelated errors may be poor in conditions where brightband or anomalous propagation is present; however, one would hope to avoid such problems with quality controlled data. The presence of hail, on the other hand, is interesting, as the high reflectivity values it produces provide valuable information regarding the development of the storm. Such information is relevant to the future state of the storm, but when using the system the predict rainfall rates, the conversion from reflectivity becomes problematic. The incorporation of the effects of errors that are either nonzero mean or correlated is beyond the scope of this paper, and is the subject of future research.
2) PROCESS MODEL
The process model portion of (5), [ y t | y t-1 , ⌰], is given by the IDE model (2). However, it is problematic to consider the IDE process model (2) directly, given that one would have to evaluate the integral for each time step numerically. Alternatively, one could discretize space and thus associate the kernel with the weights, h ij in (1). However, with n large, the dimensionality of the discrete Markov model is very large and this becomes very inefficient. Thus, to facilitate computation, we consider the IDE model from a spectral perspective. Specifically, we expand the y t process and the kernel in terms of Fourier basis functions (e.g., Wikle 2001 Wikle , 2002a Xu et al. 2005) . In that case, as shown in Xu et al. (2005) , the model becomes
where a t is a vector of spectral coefficients (from the Fourier transform of y t ; i.e., y t ϭ ⌽a t ), ⌽ is a matrix of Fourier spectral basis functions, B is a matrix containing the Fourier transform of the redistribution kernels (and is thus a function of the translation parameters 1 ; dilation parameters, 2 ; and the growth parameter, ␥), and t is the Fourier transformed contemporaneous noise process. Given that we choose a probability density function (pdf) for the kernel (i.e., assume it is a Gaussian kernel), then we can get the coefficients in B analytically, since the Fourier transform of a pdf is just its characteristic function. Although kernel tail behavior has been shown to be important in analytic IDE models, in this case the results are much more sensitive to the skewness (translation) of the kernel. Parameterizing the advection using the symmetry of the kernel is therefore considered more important than the diffusion, which depends on kernel shape. Furthermore, if the kernel dilation is not zero (which is the case for our model) then the majority of the Fourier transform coefficients are zero or nearly so. Thus, we ultimately get significant dimension reduction in that much of B consists of zeros and most of the a t coefficients are negligible and can be ignored. This helps significantly with computational issues (see Wikle 2002a; Xu et al. 2005 for details). We must make distributional assumptions on the IDE process noise as well. It is reasonable in this case to model such a noise process as Gaussian. In particular, we let t ϳ N(0, 2 R ()), where R () is a spatial correlation matrix based on an isotropic exponential correlation function with dependence parameter . Thus, the noise forcing covariance is spatially correlated. Now, since our process model is in spectral space, as shown in (8), we must consider the implied distribu-tional assumption on t . We let t ϳ N[0, 2 D ()], where D () is a diagonal matrix with diagonal elements corresponding to the spectrum of the exponential covariance function. That is, as shown in Wikle (2002b) , an efficient approach to modeling stationary Gaussian spatial processes is to consider them in the spectral domain. In that case, one can show that the Fourier transform of the random process gives spectral coefficients that are approximately uncorrelated, and given that one knows the form of the stationary covariance function, the variances of the spectral coefficients are known as a function of the covariance function parameters. This diagonalization assumption is critical for the computational efficiency of the MCMC algorithm.
Corresponding to the initial condition distribution [y 0 ] we specify an analogous distribution for the spectral coefficient initial condition, [a 0 ]. This distribution is assumed to be Gaussian with the mean and variance obtained from the posterior distribution of the previous nowcasting sequence. That is, say we have just nowcasted based on times t ϭ 1, . . . , 6. If the next nowcasting sequence considers times t ϭ 2, . . . , 7, then we use the posterior distribution for time t ϭ 1 as the initial condition (t ϭ 0) for the new run.
3) PARAMETER MODELS
In the hierarchical formulation (5), we must specify distributions for the parameters [⌰] . Specifically, we must specify distributions for the kernel parameters, the measurement error variance, and the IDE noise process parameters.
For the nowcasting problem we use a two-dimensional multivariate normal kernel [i.e., the multivariate analog of (3)]. In this case, there are two translation parameters (i.e., the kernel mean parameters) and three additional parameters that control the dilation and orientation (i.e., the covariance parameters). As described in Xu et al. (2005) , it is convenient to consider the multivariate normal kernel in terms of an equivalent parameterization by an ellipse. In that case, the five parameters of interest correspond to the two ellipse foci coordinates and an ellipse scaling parameter. Each foci coordinate (which is spatially varying) is modeled as a stationary spatial random field with an exponential covariance function with known (moderate) spatial dependence. For ease of computation, we again utilize the spectral representation of these random fields. The ellipse scaling parameter is assumed to be homogeneous in space and is given a uniform distribution. The kernel growth parameter, ␥, is given a truncated normal distribution with mean 1 and variance 1 (truncated between 0.1 and 1.5). We expect this parameter to be close to 1 but allow the data to suggest "growth" (␥ Ͼ 1) if necessary.
The measurement error variance is assumed to have an inverse gamma distribution. The C-band dualpolarization Doppler radar (C-POL) used in this study is well studied and the uncertainty in its measured reflectivity has been estimated to be 1.7 dB (Keenan et al. 1998) . We assume this uncertainty represents two standard deviations, which implies a measurement error variance of approximately 0.72. We use this value as our prior mean in the inverse gamma and assign a relatively narrow variance of 0.1, to account for our relative certainty concerning this prior mean.
Finally, the IDE process noise variance is assigned a relatively vague inverse gamma prior to account for our lack of certainty about its distribution. As is the case for the initial condition, we use the posterior mean and variance from the previous nowcast sequence as our prior mean and variance. Similarly, the associated spatial dependence parameter is based on the previous run posterior distribution.
Case study results

a. Data
This preliminary study used data collected during the World Weather Research Program Sydney 2000 Forecast Demonstration Project (FDP) using the C-POL radar situated at Badgerys Creek, west of Sydney, Australia. The data was processed to a 1500-m-level constant-altitude plan position indicator (CAPPI) format and the grid reduced to 40 km ϫ 28 2.5 km pixels (100 km ϫ 70 km) prior to running the nowcast scheme. This is done to decrease the runtime of the forecasts. The results shown here are from a single day of severe weather and heavy precipitation that resulted in flash flooding in Sydney on 3 November 2000. The meteorology of this event has been studied in detail by Sills et al. (2004) . The nowcasts are generated from data sampled at 10-min intervals and the nowcasts them- selves are produced for 10-min intervals out to T ϩ 60 min.
The radar data has been quality controlled but is not filtered. Therefore there are low values (Ͻ10 dBZ ), which can be considered as noise, and high values (Ͼ55 dBZ ) that indicate the presence of hail. Indeed, large hail was observed on this day. However, one could consider the high reflectivities as physically meaningful indicators of strong convection and that the retention of these values (as opposed to the replacement of values over a threshold by the value of the threshold) highlights areas of activity that may persist longer or result in higher rainfall rates even though the current rainfall rate retrieved would be inaccurate. The choice to retain the high values therefore allows development to be diagnosed in terms of increasing reflectivity. However, the interpretation of the forecast fields in terms of precipitation amounts would need to be treated accordingly to reduce overestimations caused by forecast high reflectivity values (presence of hail). Experiments with filtering will be conducted at some time.
b. MCMC implementation
Details of the MCMC implementation can be found in Xu et al. (2005) , where the MCMC algorithm was carefully evaluated with regards to convergence, and those results suggested that it is reasonable to consider MCMC iterations after a 1000 iteration "burn-in." Thus, we consider a 1000-iteration burn-in and the subsequent 2000 MCMC samples are used in the analysis of the posterior distribution. Although it would be ideal to consider more iterations, an attempt was made to balance practicality with optimality.
c. Results
In this paper are presented nowcast sequences from two periods during the prolonged event of 3 November 2000. These are used to illustrate the information that can be extracted from the full distribution of nowcast realizations. For instance, one could select a single pixel (or group of points) that may correspond to a sensitive site (catchment) or rain gauge and examine the complete distribution of possible precipitation amounts. This is illustrated in Fig. 1 . This is the complete distribution of 2000 nowcast reflectivity values for one pixel from which the mean and standard deviation for that pixel are calculated for a series of six forecast times. It can be seen that, although the distributions are superficially Gaussian in dBZ space, the peaks of the distributions are not discrete and, in at least one case (at T ϩ 30), the mean nowcast reflectivity does not equal the mode. If one were to use these distributions operationally by converting from reflectivity distributions to rainfall rates, they would become long tailed in rainfall rate space, but could still be used to generate cumulative probability functions to determine the probability of exceedence of some rainfall rate. One could use these to estimate the probability of surface runoff, for example. If we examine the forms of such probability distributions for a range of cases, we can learn how to represent it as a known statistical distribution. This enables us to extend our knowledge of the variance characteristics on an individual pixel precipitation forecast to that of a number (group) of pixels and to a sequence in an accumulation forecast. Figure 2 shows a group of nowcast sequences from 0935 UTC on 3 November 2000 onward. The figure shows a series of four 60-min nowcast sequences. What is observed is that the nowcasts predict the location and shape of the precipitating area reasonably accurately, but underestimate the intensity of the precipitation, especially beyond T ϩ 30. For this case of a propagating supercell the scheme does retain some high-intensity features of the system for a short time. There are also clearly problems at the edge of the domain. It should be noted that in these experiments the forecast reflectivity distribution is not renormalized. The general reduction of reflectivity with forecast lead time is the common output observed using the scheme. The limitations of the system's ability to maintain high reflectivity values is similar to the products of other methods (e.g., Seed 2003; Germann and Zawadzki 2004) .
The hierarchical IDE framework allows the possibility of parameterizing growth and decay processes using a representation of real physical processes. For example, the parameter ␥ in (2), which is spatially constant at present, could be replaced by a variant growth function dependent upon other available, observed data. For example, a field such as convergence derived from Doppler winds or mesoscale model fields could be used to condition a spatially varying prior on ␥ to drive areas of storm development in a suitable manner. Figure 3 shows forecast sequences from later in the event: 1045 UTC onward. Here the nowcasts actually increase the reflectivity realistically for times out to T ϩ 30, but continue to develop the storms beyond this point in an unrealistic manner. This would lead to an overestimation of the forecast precipitation, if the products were to be used for precipitation forecasting. In this case one could consider the possibility of using the To offset the limitations in the forecasting of both precipitation location and intensity the scheme generates full spatial fields of standard deviation on the mean nowcast. As an illustration Fig. 4 shows the fields of standard deviation associated with the forecast sequences shown in Fig. 2 . These show the areas of the forecast precipitation where there is the greatest confidence or uncertainty in the forecast. If one compares the nowcasts in Fig. 2 along with the uncertainty fields of Fig. 4 to the actual radar observations shown in the left-hand column of each figure, one can see that the greatest differences between the forecast and actual occur where the uncertainty is greatest. As a further illustration Fig. 5 shows the difference between a single forecast sequence and the observed reflectivity alongside the standard deviation field. Here one can observe that the greatest error in the forecast occurs in areas where the uncertainty is greatest. In fact, the errors are far lower than the forecast standard deviation, suggesting that the range of nowcasts produced by the MCMC sampling overestimates the uncertainty in the forecast reflectivity field. While this cannot be considered a validation of the uncertainty estimation, such a validation is difficult. It would require a far larger experimental dataset than has yet been explored, along with novel statistical techniques to undertake studies of the uncertainty fields and this work is currently in progress.
d. Verification
To assess the skill of the nowcast scheme, categorical verification statistics were calculated for 5 h of the case study following the example of Ebert et al. (2004) . In all cases the mean nowcast reflectivity fields are compared to radar actuals for each 10-min forecast step out to T ϩ 60 min. The statistical measures chosen are the probability of detection (POD), the false alarm rate (FAR), the critical success index (CSI), and the HanssenKuipers discriminant (HK). The verification is performed for three reflectivity thresholds: 25, 35, and 45 dBZ, corresponding approximately to the 1, 5, and 20 mm h Ϫ1 thresholds presented in Ebert et al. (2004) . The results appear to be typical for a very shortperiod precipitation forecast; dropping sharply from high skill at 10-20 min to poor skill after that time. The values of all the measures presented here are comparable to those presented for other schemes run in real time during the Sydney 2000 FDP and shown by Ebert et al. (2004) . The case study here is a subset of the events used in that study. The Bayesian scheme outperforms S-PROG by a small margin despite acting on a smaller domain. One would expect the small domain to lower the performance as there is no way to forecast precipitation moving into the domain (as demonstrated by the nowcasts in Fig. 2 ) and the smaller the area covered (the longer the edges), the greater the proportion of precipitation this represents. It should be noted that the performance relates only to a single case study and therefore does not provide evidence of success on a range of meteorological conditions. Overall, the scheme appears to operate comparably to other schemes prior to any effort being made to optimize it. Coupled to this is the production of the uncertainty measures that help the user in the interpretation and use of the main nowcast product. The poor categorical performance statistics of nowcast systems in general is usually a result of small propagation errors leading to forecast precipitation objects being displaced slightly from their true positions. The forecasts generated are useful to an experienced forecaster, but the addition of uncertainty fields should enhance that utility.
Discussion
Although the scheme presented herein works in reflectivity, if the products are used (with care) as forecasts of precipitation, the nowcasts appear able to produce good forecasts of precipitation comparable in quality to other nowcast schemes currently available. The demonstration shows that such a model can accommodate complicated dynamics since it allows coherent features of the process to propagate at different speeds and in different directions, depending on spatial location (e.g., Wikle 2001 Wikle , 2002a Xu et al. 2005) . Products made available by this methodology contrast with other schemes in that a full distribution of nowcast possibilities is generated leading to the production of explicit measures of uncertainty in the QPF at every point in the forecast domain. Such representations of uncertainty are becoming a requirement of all forecasts and are particularly valuable in the case of precipitation forecasts, as these often have the greatest uncertainty of any meteorological field. Further validation of the uncertainty fields will be pursued and a better understanding of these should inform other improvements to the model and the generation of uncertainty fields.
The model has an inherent tendency toward the dispersion of precipitation areas and decreasing intensity with time. However, it has been shown that it is capable of retaining, and even intensifying, high-reflectivity features. There is scope within the model to incorporate other data and accommodate some representation of realistic (but simplified) physical processes, resulting in a hybrid physical-statistical formulation that should be more efficient than the current nonoptimized scheme, and create improved forecasts.
There are many directions that could be taken in order to improve the scheme and test it on a wider variety of events. The primary aim of this research is to create a system that produces good precipitation nowcast products coupled with realistic measures of uncertainty that can be accessed by a user. The means of reaching that objective is to use a spatiotemporal Bayesian statistical model that can incorporate physical processes through the use of an IDE formulation. Having demonstrated reasonable success with the basic model, the next step is to parameterize the physics through the IDE process. This should result in better forecasts, while reducing computation time by decreasing the model convergence period.
