Abstract: In polarization-multiplexed (PolMux) coherent optical communication systems, adaptive blind equalizer is efficient in demultiplexing and mitigating intersymbol interference (ISI). A novel blind algorithm based on Information Entropy and fuzzy logic is proposed, in which the Renyi's α entropy is adopted to measure the uncertainty of error between the desired and estimated probability density function (PDF). The nonparametric PDF estimator of Parzen window method is employed to estimate the PDF of symbols. Meantime, a fuzzylogic tuning unit is designed to adjust the kernel size of Parzen window, which leads to fast convergence rate and small steady mean-square error. By simulation in PolMux-16 quadrature amplitude modulation (QAM) coherent systems, the correctness and effectiveness of the proposed algorithm are verified.
Introduction
With the increasing demands for the capacity of optical communication networks, many techniques that can improve transmission capacity and spectrum efficiency have been proposed. For instance, digital coherent detection combined with digital signal processing (DSP) which can mitigate the transmission impairments effectively, has completely changed the way in design of optical communication systems. Due to the advantage of avoiding transmission pilot data and high bandwidth efficiency, numerous blind equalization algorithms [1] - [7] have been proposed in the past decades. Meantime, PolMux coherent technology doubles the spectral efficiency, and is widely employed in coherent optical communication systems. Together with quadrature phase shift keying (QPSK), 100 Gps optical coherent transmission is available for commercial systems [8] . In addition, to meet the growing demand of larger capacity in optical communication systems, two techniques involved: higher order multilevel modulation (e.g., MPSK and MQAM) and optical subcarrier multiplexing(e.g., Co-OFDM, Nyquist WDM). However, as the modulation constellation size increasing, the ISI will be more serious accordingly, which is a new challenge for DSP algorithms to mitigate ISI caused by the transmission impairments such as the Chromatic Dispersion (CD) and Polarization Mode Dispersion (PMD). To mitigate ISI, lots of valuable research findings [9] - [19] about blind equalization for high-order QAM coherent transmission systems have been proposed, in which the constant modulus algorithm (CMA) and multimodulus algorithm (MMA) are the best known algorithms. CMA and MMA typically minimize a cost function that is able to indirectly extract the higher order statistics of the signal or the current level of ISI from the equalizer output. Unfortunately, CMA and MMA are only effective for the constant modulus modulation and they exhibit large errors for high-order QAM systems. In addition, convergence performance of the CMA and MMA are closely related to the selection of step size. Motivated by the aforementioned problems, therefore the improving performance could be expected by finding some better cost functions.
From the knowledge of Information Theory, it is known that the data distribution contains more information than the evaluations based on simple statistics [20] . It is predictable that the performance of an equalizer tested based on data distribution will be better than that only based on simple statistics (e.g., CMA, MMA). Blind equalization techniques based on Information Theoretic criteria and PDF estimation of transmitted data [6] , [7] have been applied to blind deconvolute linear channel and achieved satisfied performance. In this kind of equalizer, the Parzen window method [21] is employed to estimate the data PDF. However, it lacks the ability to overcome the problem of phase ambiguity which a carrier phase rotator is needed to produce the correct constellation orientation. In addition, the perhaps most important issue in Parzen window is the selection of window size, it is hard to determine the optimal kernel size of Parzen window. For different applications, different strategies may be taken.
In this paper, we propose a novel blind algorithm named INF-FL hereafter, which uses the Renyi's α entropy to measure the uncertainty of error between the desired and estimated PDF. A nonparametric PDF estimator of Parzen window method is employed to estimate the PDF of symbols, in which two one-dimensional Gaussian distributions (one for each of the real and imaginary parts) are assumed, hence it can preserve phase recovery like the MMA. The kernel size of Parzen window in the proposed algorithm can be adjusted adaptively using fuzzy logic method. Simulation results show that the proposed algorithm can obtain faster convergence rate and smaller steady MSE than CMA and MMA.
Signal Model
Throughout this paper, only the linear propagation impairments such as CD and PMD are concerned. Meanwhile, the discussion is restricted to the linear impairments generated by the optical fiber and the phase recovery is out of range of this paper as in [12] - [14] . Because in up to 100 Gps systems the symbol period is much smaller than the coherent time of the channel, all processing in optical propagation channel are considered as linear and time invariant.
As shown in Fig. 1 , the modulated symbols sequences {s(k)} pass through a shaping filter firstly
where g(t) is the shaping filter, T s is the symbol period, x p (t) is baseband transmitted signal on X -polarization. p (resp.q) denotes X -polarization (resp.Y-polarization). Then the baseband signal is transmitted through the optical channel, the received signal is also corrupted by additive noise
where the bivariate signal
T denote the received signal, transmitted signal, additive Gaussian noise, respectively. t 0 denotes arbitrary time delay. The channel impulse response is given as
where c p,p (t) and c q,q (t) denote the inter-symbol interference in X and Y polarization, respectively, c p,q (t) and c q,p (t) denote the inter-polarization interference created by PMD phenomenon. In order to satisfy Shannon sampling theorem, on polarization p (resp.q), the received continuoustime signal is then sampled at T s /2-space time intervals, the discrete-time signal is obtained from
Then the discrete-time signals pass through a length butterfly fractionally spaced equalizer (FSE), the output sample of which is retained in a decimation by two. The output sequences are given as follows
where
] are the weights of butterfly FSE, and L is the length of the FSE.
The Proposed Blind Equalizer Algorithm

The Information Entropy Based Cost Function and Stochastic Gradient
For the sake of simplicity, we only consider single-polarization, and the situation is the same as the case of PolMux. From an Information Theoretic point of view, one would hope to extract as much information as possible from the PDF error to make z as close as possible to s in Fig. 1 . The Renyi's α entropy [22] is adopted to measure uncertainty of the error
where α ≥ 0 and α = 1, f e (x) is PDF error between the equalizer output and assumed PDF. Renyi's entropy measure is flexible due to the parameter α, to enable several measurements of uncertainty. As illustrated in [20] , when α = 2, H 2 (X ) implicitly uses an Euclidean distance from the point f e (x) in the simplex to the origin of the space. And H 2 (X ) is a lower bound of Shannons entropy, it might be more efficient than Shannon's entropy for entropy maximization. Hence, in the rest of this paper, α = 2 is chosen. Note that, the argument of the logarithm in quadratic Renyi's entropy has been called the information potential (IP). When α > 1, entropy is a monotonic decreasing function of I P . As a result, in this case, the entropy minimization is equivalent to I P maximization.
We calculate H 2 (X ) for real and imaginary parts of the signals separately. In this scheme, the H 2 (X ) can be formulated
, with (·) and (·) denote real and imaginary part, respectively.
Next, the nonparametric estimator of Parzen window method is employed to estimate the data
where N L denotes the total number of previous symbols, K σ 0 is the Parzen window with the kernel size of σ 0 . Here, Gaussian kernel is adopted
Similarly, the estimators used for the target PDF are given as follows:
where N s is the number of the complex symbols in the constellation, and the probability of symbols are supposed to be equally likely. Taking account of Gaussian kernels, we have
Finally, substituting Eq. (9), Eq. (10) and Eq. (11) in Eq. (8), and together with Eq. (12), we have
where σ = √ 2σ 0 . The computational complexity of PDF for INF-FL is O (N L ), so it is necessary to make a tradeoff between performance and computational complexity. As illustrated in [20] , it still converges well with N L = 1. As a result, the first and second terms on the right side equal zero. And the third and fourth terms on the right side are independent with w. Finally, the fifth and sixth terms pull the output of the equalizer toward the desired PDFs. It is noteworthy that the negative logarithm is a monotonic function and therefore does not affect the location of the extremum of the cost function, so it is removed in the cost function, which is defined as
When σ = 2, the 3D surface and contour diagrams of the cost function J (w) for 16QAM with p o = 1, 2, 3 have been shown in Fig. 2 . It is extremely clear that a smaller value of p o will lead to a smoother surface, and vice versa. For the case of p o = 2, in these points of ideal 16QAM constellation [e.g., (±1, ±1), (±1, ±3), (±3, ±1), (±3, ±3)], there exist corresponding global minima of the cost function J (w), which can be found by stochastic gradient descent schemes. Hence, in the rest of this paper, we will choose p o = 2. As a contrast, the cost functions of the CMA and MMA are of the forms
where E [·] indicates statistical expectation. R 2 , R 2,R and R 2,I are given by Fig. 3 shows the 3D surface diagrams of the cost functions for CMA and MMA. From Figs. 2 and 3, one can find that the cost function of information entropy based is better than those of CMA and MMA. Hence, there are reasons to believe that the information entropy based algorithm can achieve better performance. With z(k) = w(k)
T y(k), it can be rewritten as
It means that,
Therefore, with N L = 1, p o = 2, the derivative of J (w) with respect to the equalizer weights is given as follows
where sgn(·) is the sign function, and superscript * denotes complex conjugation operator. Denote R R and R I by |s R (j)| 2 and |s I (j)| 2 , respectively, where
Then the stochastic gradient of the cost function with Gaussian kernel can be rewritten as
To compensate the 1/σ 3 term that appears in the derivative of Gaussian kernel, a normalized step size μ σ = μσ 3 has been introduced. In the following discussion, μ will be considered as the step size [7] . And the equalizer coefficients weights are adapted by
The Kernel Size of Parzen Window for The Proposed Approach
Based on aforementioned discussion, before calculation of cost function, the PDFs estimation has to be done in nonparametric way as an intermediate step. As a famous nonparametric PDF estimator, it is well-known that the most important parameter in Parzen window method is the kernel size σ. The quality of the estimator is normally quantified by the mean integrated squared error (M I SE ), which is a convenient measure for analyzing thef (x) (estimated PDF) from the f (x) (true PDF) as the sum of the integrated square bias and the integrated variance [23] M
The bias and the variance term are given as follows:
where k 2 = x 2 K (x)dx, N denotes the number of observation samples. Approximations of (22) and (23) show that the kernel size has to be chosen in a trade-off between estimation bias and variance, whatever method of estimation is involved.
In application, the choice of kernel size σ usually depends on the degree of sensitive to the bias or variance. When it is applied to equalizer, a large value of σ means interaction of each equalized symbol with more symbols in the constellation which leads to fast convergence, while a small one will win better accuracy of the final solution. Fig. 4 shows the 3D surface and contour diagrams of cost function with σ = 2, 3, 6 at the condition of p o = 2. It is definitely clear that a large value of σ means fast global convergence and less accuracy, and vice versa. Hence, the σ should be adjusted adaptively in the process of convergence. 
The Variable Kernel Size of Parzen Window Based on The Fuzzy Logic
Fuzzy sets are actually functions mapping a value that might be a member of the set to a number between zero and one, indicating its actual degree of membership [24] . Fuzzy logic, in the sense of fuzzy set theory, provides the underpinnings for designing and writing fuzzy models.
With fuzzy logic, one can significantly reduce development time, and model highly complex nonlinear systems. Thus, we choose the fuzzy inference system (FIS) of Fig. 5 , which is based on the principle of fuzzy logic [24] - [26] to map the two input variables, |e 2 n | and δ|e 2 n |, into an appropriate kernel size σ n . The two input variables are defined respectively as follows: (25) where N sm is the number of error samples processed when obtaining the short term average. · denotes the integer floor operation. Then decision error e(k) can be formulated as
Note that the FIS operates once for each N sm samples, and the output σ n is used as the kernel size of the Parezen window for the subsequent N sm samples. The fuzzifier is used to transform the two input variables of the FIS to the respective degrees, which they belong to the corresponding fuzzy sets via membership functions (MBFs), which is interpreted as a measure of the compatibility between a value from the domain and the idea underlying the fuzzy set. The Gaussian MBFs are selected to cover the universe of the input and output variables
(27) where, ρ x denotes ρ e , ρ δ for |e n | 2 and δ|e n | 2 , respectively. For |e n | 2 , X denotes small (S e ), medium (M e ), and large (L e ), which are the fuzzy sets used to partition the universe of discourse, with the exception that m L e = 1 for x ≥ a, and X c denotes S ec , M ec and L ec (corresponding to 0, a/2, a, respectively ) which are the centroids of MBFs (shown in Fig. 6 ). For δ|e n | 2 , X denotes negative (N δ ), zero (Z δ ) and positive (P δ ), with the exception that m N δ (x) = 1 for x ≤ −b and m P δ (x) = 1 for x ≥ b, and X c denotes N δc , Z δc and P δc ( corresponding to −b, 0, b, respectively ), which are the centroids of MBFs (shown in Fig. 7 ). For instance, in Fig. 6 , the red line denotes the MBF m S e (x) = e
Thus, an actual value of x has a m S e (x) degree of membership. The fuzzy inference engine constructs a set of fuzzy IF-THEN rules as shown in Table 1 . The fuzzy sets used to partition kernel size σ are labelled as small (S σ ), medium (M σ ) and large (L σ ) in Table 1 . Since there are 3 fuzzy sets for |e n | 2 and δ|e n | 2 , respectively, the number of fuzzy IF-THEN rules is 9. For example, as rule 5: IF |e n | 2 is M e AND δ|e n | 2 is Z δ THEN σ n is M σ . Let m X σ (σ n (i )) be the MBF value at location σ n (i ), where 1 ≤ i ≤ 9. A minimum operation is generally employed to truncate the output fuzzy set for each rule. For instance, the MBF value at σ n (5) is
The defuzzifier is adopted to obtain a crisp value for the kernel size σ n . Since decisions are made based on the testing of all of the rules in the FIS, the rules need to be combined in some manner in order to make a decision
Computational Complexity Analysis
The updating expression of equalizer coefficients weights ( (20)) is that the MMA updating expression multiplied by the exponential term for real and imaginary part, respectively. Therefore, the increment of computational burden is caused by these exponential terms. For the FLS, it requires 6 exponential operations for X and Y polarization per σ n update, respectively. Note that the σ n is updated once for each N sm symbols, so the computational complexity is divided by N sm for per symbol update. The comparison of the computational complexities with CMA and MMA for per weight update is given in Table 2 where L e is the tap number of equalizers. When N sm = 40 and L e = 9, the multiplication 
Demonstration and Results
In this section, we provide simulation results to illustrate and verify the theory developed. These experiments are based on a PolMux-16QAM coherent system with symbol rate of 14GBaud. The symbol number of pseudo random sequences is 16,384. Since the phase recovery is out of range of this paper, the laster beat linewidth is set to 0. The equalizer length L = 9, and the initial weights are set to 0 with the exception of the central tap of w p,p and w q,q are 1. The considered algorithms in simulation are listed below: 1) CMA 2) MMA 3) INF-FL: the proposed information entropy and fuzzy logic based algorithm For the sake of simplicity, the optimum step size for CMA and MMA is not discussed here. After extensive simulation studies, the step size for CMA and MMA is chosen 1 × 10 −5 . For the parameters of INF-FL, we firstly adopt various constant kernel sizes σ to obtain the optimum step sizes. Fig. 8 illustrates BER versus the step size in the condition of σ = 3, 6, 12 ( 2 is so small for σ, that the algorithm can not converge). One can find the optimum step sizes for σ = 3, 6, 12 are 3 × 10 −4 , 1 × 10 −4 , 4 × 10 −5 , respectively, and the lager σ is, the smaller step size will be. As a result, the step size for INF-FL would slightly bigger than 3 × 10 −4 . Then, as described in Section 3.1, a small σ will win better accuracy of the final solution, the values 2, 6, 12, are chosen for S σ , M σ and L σ , respectively. And 20 is chosen for N sm as reference [25] . The parameters ρ e and ρ δ are related with the variance of |e Fig. 15 ), therefore, we set the b to 0.2. Lastly, Fig. 9 illustrates the BER versus parameter a, from which we can find that the optimum value for parameter a is 1. Based on the aforementioned discussion and extensive simulation studies, the Fig. 11 shows the BER as the function of the OSNR. One can find that the INF-FL is far more efficient than CMA and MMA. Meantime, it can be seen that the OSNR penalty is 2.5 dB and 4.5 dB less than that of CMA and MMA, respectively at BER=10 −3 . Fig. 12 shows the BER as the function of the residual CD. The INF-FL ensures obviously lower BER than CMA and MMA. Fig. 13 shows the BER as the function of the number of iterations. One can find that the INF-FL can achieve faster convergence rate and smaller steady error in steady state.
To gain insight into the dynamical behavior of INF-FL, for the sake of simplicity, let the residual CD be null, then simulate an endless polarization rotation with the Jones matrix
where ω is the angular rate of rotation. Fig. 14 illustrates the tracking performance for different equalizers. It is clear that the behavior of the three equalizers are similar. The three equalizers are able to track angular frequencies ∼8 × 10 5 rad/s. The performance for INF-FL is found to be better than that of CMA and MMA for ω< 8 × 10 5 rad/s. Fig. 15 shows the |e n | 2 , δ|e n | 2 , and σ n versus the number of iterations. Note that, as described in Section 3.3, they are updated once for each N sm symbols. The length of pseudo random sequences is 16, 384 and N sm = 20, so the number of iterations is 819. One can find that in the initial stage (about from 0 to 60 iterations), when the |e n | 2 and δ|e n | 2 are large, the large kernel size is chosen to reinforce convergence speed. Otherwise, when the |e n | 2 and δ|e n | 2 are smaller, the small one is chosen for the sake of winning small steady MSE.
To validate the effectiveness of INF-FL further, Fig. 16 illustrates BER versus the number of iterations for various constant kernel size σ. One can find that for the large kernel size, the algorithm achieves fast convergence speed but large MSE. Otherwise, for the small kernel size, the algorithm achieves small MSE but slow convergence speed. For the INF-FL, as shown in Fig. 15 , kernel size changed adaptively according |e n | 2 and δ|e n | 2 , which can achieve fast convergence rate and small steady MSE in steady state.
Conclusion
A novel blind equalizer for PolMux QAM coherent optical communication systems has been proposed. It uses the Renyi's α entropy to measure the uncertainty of error between the desired and estimated PDF. The nonparametric PDF estimator of Parzen window method is employed to estimate the PDF of symbols, while the kernel size of the Parzen window controls both the convergence speed and the accuracy of the final solution. A fuzzy-logic method using decision error is employed to adjust the kernel size of the Parzen window. Comparing with the algorithms of various constant kernel size, the fuzzy-logic method can adjust the kernel size according to the decision error, which can achieve fast convergence rate and small MSE. The comparison of performances are also made with the traditional blind algorithm CMA and MMA in various propagation conditions. The result confirms its high effectiveness and robustness for the proposed equalizer at the cost of slightly addition of computational complexity.
