Animal movement is often modelled on an individual level using simulated random walks. In such applications it is preferable that the properties of these random walks remain consistent when the choice of time is changed (time scale invariance). While this property is well understood in unbounded space, it has not been studied in detail for random walks in a confined domain. In this work we undertake an investigation of time scale invariance of the drift and diffusion rates of Brownian random walks subject to one of four simple boundary conditions. We find that time scale invariance is lost when the boundary condition is non-conservative, that is when movement (or individuals) is discarded due to boundary encounters. Where possible analytical results are used to describe the limits of the time scaling process. Numerical results are then used to characterise the intermediate behaviour.
(consisting of large numbers of individuals) simpler approaches, describing av-1 erage rather than specific behaviour i.e. mean field models, are usually needed.
2
The diffusion equation is perhaps the most commonly used mean field model 3 [2, 9].
4
The microscopic theory connecting these approaches is the framework of 5 random walks [10] ; for example, the diffusion equation describes the behaviour 6 of the simplest random walk, Brownian motion. By approximating movement 7 by random walks, with known parameters, it is possible to extract the generic 8 effects of movement. For example, a dispersal rate for the population can be de-9 rived and used to parameterise diffusion-reaction equations to model spatiotem-10 poral population dynamics [3, 11] . Optimal foraging patterns and encounter 11 rates, with predators or traps, (even in relatively complex environments) have 12 been studied in a similar way [12, 13, 14, 15] . 13 Many random walk models are implemented in discrete time, that is each 14 step takes a finite, non-zero period of time, ∆t. It is clearly preferable that the 15 generic properties of the random walk be insensitive to this parameter (scale 16 invariance). Random walks generated by stable distributions have this property 17 in unbounded space [16] . However, despite the ubiquity of boundaries in nature, 18 the effects of time scaling in confined space have not been extensively studied.
19
The only previous study on this subject that we are aware of [17] considers 20 a model system which is not related to animal movement. It demonstrates 21 that random walks with identical characteristics in unbounded space behave 22 measurably differently in a bounded space.
23
In this paper we undertake a more detailed study of this phenomenon using 24 the drift and diffusion rates of individuals performing a Brownian walk in a 25 bounded space. Section 2 introduces a model framework for individual move-26 ment in a bounded space and particularly focuses on how boundaries may be 27 implemented. In a one dimensional system the effects of these boundaries can 28 be described analytically in certain limiting cases. This is discussed in detail 29 in Section 3. Intermediate cases are investigated using numerical simulations. as random walks by drawing these line segments from a suitably parameterised 4 probability distribution. We will consider Brownian random walks, generated 5 by line segments with normally distributed components, i.e. in two dimensions 6 ∆r = (∆x, ∆y) with ∆x, ∆y ∼ N (0, σ 2 ).
7
In this work we are particularly interested in the average movement be- pattern. This is typically characterised by two processes: drift, a movement 10 biased in a particular direction, and diffusion, the spread of the population in 11 space, cf [10] . The rates of these processes can be calculated from the mean and 
where µ x and µ y are the mean displacements in the x and y directions respec-15 tively. That is:
where g(x, y) is the position probability density function (pdf) of the population
17
and Ω is the (two dimensional) domain in which the individuals move (µ y is 18 defined analogously). The mean square displacement is given by:
g(x, y)dxdy.
The drift rate, A, and the diffusion coefficient, D, in a two dimensional space 20 are related to these properties as follows [19] :
Boundary
Position without boundary encounter ?
Figure 2: Sketch of the effect of encountering a boundary. A line segment which crosses the boundary is split into two segments, movement prior to the boundary encounter and movement after this event. The bold arrows show possible movement directions after the encounter.
In unbounded space a Brownian random walk has no drift, A = 0, and 1 second moment given by ∆R 2 (t) = 2nσ 2 , where n = t/∆t and σ 2 is the 2 variance of the underlying distribution. Thus the diffusion coefficient is:
This relationship allows us to rescale the random walk while preserving D. For 4 an alternative time scale, ∆t = a∆t, we obtain the same dispersal rate by taking
However, when an individual encounters a boundary, its movement is mod- teraction clearly reduces the total displacement of that individual and thus its 10 effective speed. Alternatively, encountering a trap will cause the individual to 11 be removed from the population. In this case its movement should no longer 12 contribute to the overall dispersal of the population. domain. These different types of boundary encounter are sketched in Figure 3 . In the previous section we discussed how the proximity of a population to 12 a boundary may affect its rate of dispersal. In this section we aim to make an absorbing boundary at x = 0.
18
We consider random walks of duration t (without loss of generality t = 1)
19
consisting of a finite number of steps of constant duration, ∆t ∈ (0, 1]. It is 20 then clear that there are two limiting cases of the time-scaling process; referred 21 to as the one step limit and the infinite step limit. The one step limit 22 corresponds to taking ∆t = t = 1, and is the coarsest possible random walk
23
as it contains a single step. Naturally the infinite step limit, obtained as 24 ∆t → 0, is a smooth random walk which contains an infinite number of steps.
25
It is relatively straightforward to derive the mean and variance of Brownian 26 random walks analytically for these limiting cases.
27
In particular, the final position, x 1 , of an individual, released at x 0 , is char-
28
acterised by a probability density function (pdf). For a single step random walk
[20, 22] initial and boundary conditions. Having obtained such a pdf the mean and 8 variance for any given release point, x 0 , can be found as discussed in Section 2.
9
These limiting cases provide a structure for the time-scaling process. How-10 ever to completely understand its effects on random walks we must also consider 11 intermediate choices of ∆t. Since the position pdfs in these cases can be quite 12 complex they are analysed with numerical simulations rather than analytically.
13
We begin by considering the effects of an impenetrable boundary. for t > 0, to be used.
22
For the one step limit we must find the pdf describing the position of an 23 individual after a single step. As noted above, in unbounded space this is 24 simply x 1 ∼ N (x 0 , σ 2 ). In particular, the probability that a position x 1 is 25 attained given a start position of x 0 is given by [2]:
In the bounded domain, the tail, x 1 < 0, cannot occur; the boundary condition 2 used determines how steps from this tail are returned to the domain. The 3 reflective boundary is the most straightforward, the negative tail is simply folded 4 back into the domain. For the stop-go boundary such steps are treated as if they 5 end at the boundary. Thus the probability density at the boundary is set equal 6 to probability density in the tail. Finally, for the no-go boundary, we select 7 steps that remain within the boundary. This amounts to discarding steps in the 8 negative tail and rescaling the pdf so that its total density is 1. This is achieved 9 by dividing by the probability density remaining within the domain. The pdfs 10 describing the effects of these boundary conditions, analogous to Eq. (6), can 11 be found in Table 1 (rows (i)-(iii)).
12
For the infinite step limit, the pdf is a solution of the diffusion equation:
for a point source initial condition and as such a Green's function. The (well-14 known) solution for a no-flux boundary condition is given in into this pdf yields the pdf for the one step limit with a reflective boundary,
18
Table 1 (rows (i)). Thus the behaviour of these two cases is identical.
19
The mean and variance of these distributions can be obtained straightfor-
20
wardly by standard techniques so we omit the details of their derivation. The
21
resulting functions are given in Table 2 and they are plotted against the release 22 point, x 0 , in Fig. 4A We have already noted that the behaviour of these random walks in the infi-31 nite step limit does not depend on how the boundary is implemented. Further-32 more for the reflective boundary the behaviour in the one step limit is identical 33 to that in the infinite step limit (Curve 1 in Fig. 4 ). This suggests that, in this 34 case, temporal rescaling of the random walk has no impact on the movement 35 characteristics of individuals. In contrast, the behaviour in one step limit for 36 the stop-go and no-go boundaries (Curves 2 and 3 respectively) differs from that 37 obtained in the infinite step limit. In particular, the stop-go boundary induces 38 about half as much drift in the one step limit compared to the infinite step limit 
[23]
(ii)
(ii) an impenetrable boundary. Solid curves labelled 1 correspond to the infinite step limit and the one step limit for the reflective boundary. Solid curves labelled 2 or 3 correspond to the one step limit for stop-go or no-go boundary conditions respectively. The dashed reference line shows the variance that would be obtained in unbounded space. The remaining curves (symbols) were obtained numerically using the following ∆t values: 1 -×, 0.5 -+, 0.25 -•, 0.125 - * , 0.0625 -, 0.001 -⋄, for a reflective (C), stop-go (D) or no-go (E-F) boundary.
and has a convex rather than sigmoidal diffusion profile. The no-go boundary 1 induces more drift in this limit than in the infinite step limit and has a lower 2 curvature diffusion profile. Thus it is natural to investigate how these profiles The analytical approach used to obtain these profiles for the one step limit If an individual crossed the boundary, reaching a position −x, the appropri-13 ate boundary condition was applied. In particular for a reflective boundary it 14 was placed at x, for a stop-go boundary it was placed at the boundary, and 15 for a no-go boundary an alternative step was generated (accepting only steps As we expected the drift (not shown) and diffusion ( We now undertake a similar analysis replacing the impenetrable boundary 45 used here with an absorbing boundary. 
18
The mean and variance of these pdfs are given in Table 2 and plotted in We observed in Section 2 that any given encounter with an impenetrable to move in one direction, the amount they spread out, another interpretation 22 of the diffusion rate, is reduced. As the space on the confined side increases the 23 probability that an individual will end its movement in this region increases and 24 thus the drift and diffusion rates become closer to what would be found in an 25 unbounded space.
26
For the reflective implementation of this boundary the choice of ∆t has no 27 effect. This is not the case for the stop-go and no-go boundary conditions where 28 the drift and diffusion rates depend on this value. These differences can be 29 explained by in terms of the confinement effects described above. Consider first The effects of the no-go boundary can be analysed in the same way. In par-5 ticular, for this boundary an individual's final position will be on the confined 6 side only if it makes a step towards the boundary of length less than x 0 , since 7 longer steps are discarded. Except for release points on the boundary, the prob-8 ability of this is lower than for the reflective boundary, where steps of length 9 less than 2x 0 achieve the same effect. Thus the drift for the no-go boundary 10 is higher (except at the boundary) than for the reflective boundary. This re-11 duced probability of ending movement on the confined side also impacts the 12 diffusion rate. When the confined side is small the spread that can be attained 
10
Loss of time scale invariance appears to be associated with boundary con-11 ditions which require that some component of the random walk be discarded.
12
The stop-go, no-go, and absorbing boundary conditions discard movement dis- 
Behaviour of populations in two dimensional geometries
We have found that, in proximity to a boundary, the movement characteris-23 tics of a population of random walkers varies from that obtained in unbounded 24 space. Furthermore it appears that loss of time scale invariance is associated 1 with boundary conditions which are non-conservative, see Section 3.3. However 2 our work to this point has been restricted to a simple, but unrealistic, one di-3 mensional space. In practice individuals will usually be able to move in an, at 4 least, two dimensional space. The numerical approach used in Sections 3.1 and 5 3.2 can be readily generalised to handle this problem.
6
Note that in this two dimensional setting, the shape of the boundary, in addi-7 tion to the type of boundary condition applied, may have an effect on behaviour. 
Decomposition into a sum of one dimensional measures

16
The drift and diffusion rates in a two dimensional geometry can be calculated
17
by the same methods as were used in Section 3. In general, however, deriving 18 analytical solutions to integrals in two dimensions is much more difficult than in 
26
If the x and y components of a two dimensional random walk are indepen-27 dent then P((x 1 , y 1 )|(x 0 , y 0 )) = P(x 1 |x 0 )P(y 1 |y 0 ). Thus the pdf of this random 28 walk can be written as the product of the pdfs of the x and y components, 
(9) By definition the integral of a pdf over the entirety of its domain is one so this 34 expression reduces to the sum of the mean square displacements in the x and y 35 directions:
Furthermore, for a random walk with independent components, the drifts, µ x 1 and µ y , are exactly the drifts in the x and y directions, i.e.:
Thus the mean and variance of such a random walk are exactly the sum of the 3 mean and variance of its components [26] . The half plane closely resembles the half line, in that an individual's prox-6 imity to the boundary is determined entirely by its position in the x dimension.
7
However the additional freedom of movement, allowed by the y dimension, does 
12
For the reflective, no-go, and absorbing boundary conditions the x and y 13 components of the random walk are independent; that is, for individuals that 14 remain in the domain, the length of steps in the x or y direction have no effect is unbounded it contributes drift and diffusion rates of zero and one respectively.
22
The mean and variance of the x component of the random walk is the same as 
37
As noted previously in the infinite step limit we can obtain the pdfs by solv- Finally we observe that the transition between the limiting cases of the time 5 scaling process is unaffected by the shift to a two dimensional geometry. That 6 is, for the stop-go and absorbing boundaries the transition is monotonic, while 7 for the no-go boundary it is not. 8 We can reasonably expect that the time scaling behaviour described here 9 will be preserved in some regions of a domain with sufficiently long straight 10 boundaries. We have observed so far that drift and diffusion rates become are close together, we must account for the effects of both boundaries. In the 17 following section we consider the square domain, F , described above. The variance profiles for the limiting cases, Fig. 9 , display certain common 9 1 Pdfs for the one step limit can be obtained by an extension of the method presented in Section 3. The appropriate pdfs for the infinite step limit are already known [27] and have been used to compute the moments of the displacement for more complex cases than are considered here [28, 29]. :
; and indeed the differences between them, follow naturally from the similarities 9 and differences between the one dimensional profiles. at least of discrete random walks, are not independent for any of the boundary 10 conditions considered, see sketch in Fig. 11 . This significantly complicates any 11 analytical calculation of the mean and variance of random walks subject to 12 these boundary conditions. As such we make use of simulated random walks, 
18
In this domain, unlike all others considered, the mean (not shown) and 19 variance ( Fig. 12A-B) profiles for the reflective boundary are not time scale 20 invariant. In the one step limit the variance is significantly less that 2, the value 21 obtained in unbounded space, along the entirety of the boundary edge, while
22
for ∆t = 0.0625 it is only reduced significantly in the centre of the boundary.
23
Note that even here the reduction is less than is observed in the one step limit.
24
Furthermore, in the one step limit, the variance profile appears to be split by lower for the stop-go boundary and higher for the no-go boundary.
40
As we would expect the variance profile for absorbing boundary, Fig. 12G , around the x and y axes, extending from the centres of the boundaries, and a variance profile will converge to that for the reflective boundary (as it does in 13 every other case) the complete process will necessarily be non-monotonic.
14 Note that, for x > 1.5, the cross-section of the variance profile for the re- This interesting result concludes our study of two dimensional domains. In 1 the following section we discuss the wider context of these results. range. In such cases, the mean and variance profiles pass through the infinite will rarely only consider a single unit of time, and consequently relatively long 1 random walks will typically be used. One might assume that this allows all 2 such models to be treated as if in the diffusion limit, thus circumventing this 3 problem.
4
One application of the random walk framework is in the analysis of pest in-5 sect trap counts [14, 30] . The cummulative number of individuals trapped from 6 a population performing a Brownian random walk can be simulated numeri- 
