The asymptotic convergence of the proximal point algorithm (PPA), for the solution of equations of type 0 e Tz, where T is a multivalued maximal monotone operator in a real Hilbert space is analyzed. When 0 e Tz has a nonempty solution set Z, convergence rates are shown to depend on how rapidly T grows away from Z in a neighbourhood of 0.
Introduction
Let H be a real Hilbert space with inner product <', >, and induced norm |1', where for all z e H, Izi = <z,z> . Let us consider a multivalued mapping T: H + 2 .
Its domain D(T) is defined by D(T) = {z e H : Tz # 0} , its range by R(T) =U{Tz : z e HI and its graph by
G(T) = {(z,w) e H x H: w e Tz}
The inverse point to set mapping T is defined by T w = {z e H : w e Tz} If in addition, its graph, is not properly contained in the graph of any other monotone operator, then T is maximal monotone. For a detailed treatment of the theory and applications of such mappings, the reader may consult the works by Brezis (1973) , Browder (1976) , Pascali and Sburlan (1978) , and the references cited therein.
A fundamental problem is to find a vector z e H such that 0 e Tz.
Some of the most important problems in the area of convex programming and related fields can be cast into this general framework. A variational inequality problem is to find a vector z e C satisfying Sw e Az : Vv e C <a -w, z -v> > 0 , where C C H is a nonempty closed convex set, A : H + 2 H is a multivalued monotone mapping with D(A) = C, and a is a given vector in H. Equivalently, it can be expressed by:find a vector z e C such that a e Az + NC(z) ,
where Nc(z) is the normal cone to C at z. Its expression valid for all u e H is (Rockafellar 1970b, p. 15) NC (U) = {x e H : <x, u-v> > 0 for all v e C} When C is a cone and C°denotes its polar, the variational inequality problem above is reduced to the complementarity problem of finding a
vector z e C such that aw e Az : a -w e C°, <a -w, z > = 0
These last two problems can be reduced to solving 0 e Tz for the operator T defined by (Rockafellar 1976a) -a + Az + N (z) z e C Tz = 0 z + C
Conditions for the maximal monotonicity of such operators T, were given by Rockafellar (1970c, Th. 5) . Further results are contained in papers by Rockafellar (1978 Rockafellar ( , 1980 and McLinden (1980).
We will now introduce the Proximal Point Algorithm (PPA). Most of the notation has been borrowed from Rockafellar (1976a) . Minty (1962) proved that if T is a maximal monotone operator and c is a positive constant, for any u e H there is a unique z, such that u e (I+cT)z. The operator P = (I+cT) (the proximal mapping associated with cT in the terminology of Moreau (1965) 
It has been shown by Rockafellar (1976a, Th. 1) that when 0 e Tz has at least one solution, the condition z k+1 < c k is a sufficient condition for Iz k+l -zkj + 0. Therefore when the PPA is implemented with criterion (Ar) r > 1, there exists some k' e 2Z+ such that for all k > k', zkl -z kIr < Ikz +l z < 1, and thus the larger r is, the more accurate k+l the computation of z will be. In previous papers dealing with the PPA (Rockafellar 1976a (Rockafellar , 1978 (Rockafellar , 1980 , the value of r was always taken equal to 1, but as will be shown below one takes r strictly greater than one in order to achieve superlinear convergence of order greater than one.
As shown by Rockafellar (1976a, Prop. 3) , the estimate Ik+l -Pkz < c$kzk+l
The set of solutions (possibly empty) of the equation 0 e Tz, will be denoted by Z = {z e H : 0 e Tz}. When T is maximal monotone, for every u e H, T u = {z e H : u e Tz} is a, possibly empty, closedi convex set (Minty 1964 , Th. 1). Therefore Z = T 0 is closed and convex. If Z is nonempty, the vector in Z closest to z will be denoted by z. We will use the notation
Our analysis will focus on the convergence properties of the sequence { z k -Zl} corresponding to any sequence tz k } generated by the PPA.
In addition to the proximal mappings Pk = (I+ckT) where ck > 0 and T is a maximal monotone operator, use will also be made of the mappings Qk defined by 
In the same paper, the following theorem was also proved. Then {z k } is bounded, and converges in the weak topology to a unique point z e Z. Also When f is linear with slope a>O, we are able to guarantee linear convergence at a rate bounded by a/(a +c 2 ) . This is valid for both the exact and the approximate versions of the PPA with r>l in criterion (A ). By means of an example we show that this bound is tight. The extension to general solution sets Z, and the proof of tightness of the bound are new.
As shown by Rockafellar (1976b) , the quadratic method of multipliers for convex programming is a realization of the PPA in which T = -ag, g being the essential objective function of the ordinary dual program.
Taking this into account our Theorem 2.1, allows some extensions of the circumstances under which the quadratic method of multipliers achieves linear convergence as reported in Bertsekas (1973, 1976) , and
When f is a power function with exponent s > 1, we show in Theorem strongly to the unique solution x=O (Kryanev 1973) . Nonetheless, the graph of T is as flat as we may want in any neighborhood of zero, and such an f does not exist. Proof. The hypothesis implies the one of Theorem 1.1, thus its conclusion is in force. By (1.3) there exists some kl e + such that Ick Qk zk < 6 for all k > k 1 . Using formula (1.1) and assumption (2.1)
together with the flat IPkz -z > iPk z -zI, yields The triangle inequality gives
Projection onto a nonempty closed convex set (Z in our case) is a nonexpansive operation (in fact it is a proximal mapping, see Moreau 1965, p.279), thus Izk -PkzkI < Iz k -Pkzk|, and using (2.5) 
By criterion (A), Ek+0, thus there is k r k some k 3 E Z+ such that £k<l for all k k 3. Let k = max {k2,k3}.
Using equation (2.6) and rearranging z -z
Example. We will show by means of an example that the bound for the rate of linear convergence obtained in Theorem 2.1 is achieved. 
Since in this example a = 1, we have B = a/(a +c2) / 2 , and the bound is is bounded (as in the case of exact implementation of (2.11)) by a/(a+c).
When interpreted in the framework of the method of multipliers, Theorem 2.1, gives a sufficient condition for its linear convergence under still weaker assumptions than those discussed above. First, both X and Y are required to be only nonempty (they will always be closed and convex by the lower semicontinuity and convexity of the functions fi,i = 0,1,..., m), and no assumption is made on their compactness. Secondly, the strong convexity assumption on f0 is not made.
Superlinear Convergence and Convergence in a Finite Number of Iterations
The Then Izk-zI + 0, and its (Q-) order of convergence satisfies t > min{r,s}.
Proof. The hypothesis of the theorem subsumes that of Theorem The triangle inequality and criterion (A ) yield the following estimate for all k Izk+l _ pkzkl < Izk+l _ pkzkl + IPk zk Pkzl Also, by criterion (A ), k + 0, and thus there is some k 3 e + such that
Hence for all k > k = max{k2, k3}, 1-k+l -z kr > From equation (2.5), the triangle inequality, and the fact r > 1
which can be transformed into the following estimate valid for all k > k
Combining (3.4) and (3.5) and therefore from (3.7) it clearly follows that the (Q-) order of convergence of {Izk -Z} is at least min{r,s} > 1.
Remark. An alternative proof can be obtained by using (2.5) instead of (2.3) to eliminate IQkz k in (3.2), and then (3.6) to obtain >k I[zk+l_~I < a Izk
The proof chosen has the advantage of clearly showing the connection in equation (3.7) with the linear convergence case (take s=l to obtain (2.8)).
In the context of the quadratic method of multipliers, Bertsekas (1973, 1976) < k min{l, izk+lzklr < 6} _ zk+lzkr (3.11) valid for r=0 or r>l.
By criterion (A), C k + 0, thus there is some k 3 e Z+, such that
When r > 1 and k > k = max{kl, k 2 , k} > k, (3.5) holds, and (3.11) can be transformed into
The theorem follows because it is clear that (3.10), (3.11), and which is the obvious limiting case of (3.1) when s + -and 6 < 1 (this last condition can be arranged by taking some 6' < min{l,6}).
It is interesting to explore the relationship between (3.13) and (3.14) . From our analysis (see Prop. 3.4 below), it follows that (3.13)
implies not only (3.14) but also that Z is bounded. On the other hand there are instances in which (3.14) holds but (3. Proof. For all z e H, the cone normal to Z at z is given by (Rockafellar 1970b, p.15) .
N-(z) = {x e H: Vu e Z <z-u, x> > 0} . Proof: Since C is nonempty closed and convex, for any z e H there is a unique vector z e C which is closest to z. This vector is characterized by (Luenberger 1969 , Th. 1, p.69) <z-z, z-u> > 6 for all u e C. But -26-<z-z, z-u> = <z-z, z-u> -iz-z 2 which clearly shows that for all u e C <z-z, z-u> > z-z > 0, and therefore z -z e Nc(z) (see (3.15) ).
It will now be shown that if C is bounded and z 0 C, then z-z e int Nc(z). Let us suppose that z-z 9 int Nc(z), then for any 6 > 0, there is some v e B(0,6) such that z -z + v C Nc(z).
By the definition of Nc(z), this implies that there is some vector p e C such that <z-p, z-z + v> < 0, or <z-p, z-z> < <p-z, v>. But <z-p, z-z> = <z-z, z-z > + <z-p, z-z> > |z-z 2 > 0, because p e C and z is the projection of z onto C.
Using successively the Cauchy-Bunyakovsky and triangle inequalities, and boundedness of C (i.e.,3M e IR: C c_ B(O,M))
Thus vl| > lz-z12/(M+lzl)
> O. Let us choose 0 < 6 < Iz-z1 2 /(M+|zl) to obtain a contradiction with v e B(0,6), and therefore z-z e int N (z).
It is easy to prove that if K is a convex cone so is int K, and therefore int Nc(z) is a convex cone. Since V>O and <z-z', p> = 0 we obtain 0 < <z-z', z'-z> < O a contradiction. Therefore we cannot assume that for some z e D(T)\Z there exists some w e Tz with Iwl F 6. It follows that Iwl < 6 implies z e z.
Sublinear Convergence
This section starts with a partial converse to Theorem 2.1. Pk-zk+ll < k minfl, Izk+l-zklr} < k lzk+l_zki.
(4.6)
We also have that 
