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Almtract - -Dist r ibuted lag models are a type of dynamic econometric model ofte~ used in demand 
mmlysis. Such models take account of the fact that consumers do not reap,rod instantaneously to
ahan~ in their economic situation. The Koyck lag model, qt = ~q¢-I -[- ~pt  "{- ~ l / t  "t- et, is a 
particularly simple model form often fitted to data. If qt = 1ogQt, ~ = logPt, Yt ---- logYt where 
Qt, Pt, Yt are quantity, price and income data, respectively, then ~,  ~ repremmt one-perlod price 
and income elasticities of demand, while ~3p/(1 - ~), ~/ (1  - ~) represent long-term price el~ticltics 
and income elasticities, respectively. This paper considers data generated by a model in which qt has 
di f fract geometrically decllnlng responses to chemges in Pt and yt, specified by paramet¢~ ,  ~2, 
respectively. It determines large sample biases in elasticity estimates arising from incorrectly fitting 
either a static model, or a Koyck lag model to such data using ordinary least squares. 
1. INTRODUCTION 
Distributed lag models are a type of dynamic econometric model often used for demand analysis, 
see [Griliches, 1967; Houthakker, 1970; Dhrymes, 1981]. Such models have the flexibility to 
model the gradual response over time of consumers to changes in their economic ircumstances. 
Koyck lag models [Koyck, 1954] are a particularly simple type of distributed lag model often used 
because it has few free parameters and is easy to fit to data. Koyck lag models have frequently 
been used in modeling demand for telephone services, see [Taylor, 1980]. Polynomial lag models, 
also called Almon lag models (cf. [Almon, 1965]), are another commonly used model. 
A general distributed lag model has the structural form 
N 
qt = ~ bk ~t k -t- et, (1.1) 
where ~ are weighted lagged versions of the observed independent variables, and ct is a stochastic 
distrubance term incorporating all other variability in qt. Here 
co 
= (1.2)  
jr0 
where z~ k) are the observable independeat variables, and the A~ k) are lag weights which satisfy 
the normalization constraint 
oo 
A~k)= 1. (1.3) 
j=0 
The A~k) describe the dynamics of the response of the dependent variable qt to changes in the inde- 
pendent variable z~ k). The geometric lag model arises in the special case that all the independent 
variables have identical geometrically declining lag structures 
A~ k) - (1 - A)A j, (1.4) 
4 J.C. LAOARIAS  
where A is a parameter satisfying 0 ~_ A < I. 
algebraically transformed to the form 
In that case the model structure (I.I) can be 
where 
q,=--Aq,-I Jr ~'~/~ z~ ~) -l- W,, (1.5) 
1:=1 
/3k -- bk (1 - A) 
and the disturbance term ~ is related to the disturbance term ~t of (1.1) by 
(1.6) 
~]t -- ~ -- Aet--1. (1.7) 
The term Kogck lag model (named after Koyck [1954]) is usually applied to models of the 
form (1.5) in which s lagged version qt-i of the dependent variable q, appears as an indepen- 
dent variable. Such models have been proposed theoretically as 'partial adjustment' models and 
'adaptive expectations' models, see [Dhyrmes, 1981; Wand, 1968]. 
This paper considers the effects of misspecification of the lag structure in some two-variable 
distributed lag models. It studies models having observable independent variables pf, Yt which 
we call for convenience, price and income, and a dependent variable qt which we call quantity. 
This study is motivated by the plausible economic hypothesis that consumers do not necessarily 
adjust their demand behavior to changes in the price of a good at the same rate as they do to 
changes in their income (e.g., they may respond faster to price changes than to income changes). 
We are interested in quantifying the effects of such misspecification on price-elasticity estimates 
obtained in fitting such models. 
We consider a mathematical idealization of the misspecification problem, in which the data is 
presumed to be generated in an exact way by the following stochastic model. 
TRUE MODEL. 
q, = bp p~ q- by y~ + e,, (1.8) 
where the independent variables p~, y~ are  lagged versions of the observables p~, Yt, given by 
oo 
p~ = ~ A~ (1 - A1)pt-j, (1.9) 
j=O 
y; = y~ A{ (1-  A2)Yt-j, (1.10) 
j=O 
where A1, A2 are lag parameters satisfying 
-1<Ai<l ,  fori=1,2, (1.11) 
and ~, is a disturbance term. 
We will consider the effects of misspecification arising in fitting data generated by the True 
Model to the following model structures, using ordinary least squares (OLS) as the estimation 
method. 
MODEL STRUCTURE I. 
q, = ~tP, +/~ Y, + ~. (1.12) 
This model is a static model which presumes that quantity responds instantaneoms~" to changes 
in price and income. 
MODEL STRUCTURE If. 
q, = Aq,-I + ~pp, ~" ~UY' ~" ~" (1.13) 
This model is a Ko¥ck lag model. It presumes that quantity has identical geometrically dec|in- 
ing lag responses to changes in price and income. 
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In these models certain combinations of the parameters have economic interpretations as elas- 
ticities of demand, in the special case that the models are log-linear models, i.e., when qt - log Qt, 
I~ - log Pt, and yt -- logY~, where Qt, Jut, and Yt are observed quantity, price and income data, 
respectively. Such log-linear models are in very common use in demand analysis, cf. [Koyck, 1954; 
Houthakker, 1970]. In Model Structure I,/~p and ~3 U are price elasticity and income elasticity 
of demand, respectively. In Model Structure If, /~p and /~ are one-period price and income 
elasticities, respectively, and/~p/(1 - A),/~/(1 - A) are long-term price and income elasticities, 
respectively. Of particular concern is the effect of misspecification on the estimates of long-term 
elasticities, which represent the total effect of a price or income change. 
There has been considerable work done on finding estimation methods for the Koyck lag 
model (1.13) and determining its sensitivity to misspecification. The Basic Koyck Lag model 
is (1.13) together with "white noise" error terms, i.e., the hypothesis that the r h are generated 
by a stationary process such that 
E(7}t) - 0, (1.14) 
i~ 2, i f j  = 0, (1.15) E(~/t ~/t-j) = 0, if j # 0. 
Ordinary least squares is well-known to be a good estimator when this model is correctly specifed. 
It gives best unbiased linear estimates for the parameters ~p, ~ when there is no lag structure 
(A = 0), and gives consistent estimators with asymptotically minimal variance for ~p,/~y and A 
in the case when A ~ 0. (However, the problem of finding a good estimator for the long-term 
elasticities/~p/(1 - A),/~u/(1 - A) raises new issues.) In considering misspecification of the Basic 
Koyck Lag Model, the following possibilities arise: 
(i) misspecification of the disturbance terms (i.e., (1.14), (1.15) do not hold). 
(ii) misspecifcation of the shape of the lag structure (i.e., there is not a geometrically declining 
lag response). 
(iii) differing lag structure for different independent variables. 
Possibility (i) has been considered at length, particularly for univariate models. If there is no lag 
structure (A - 0), then ordinary least squares gives unbiased estimators as long as (1.14) alone 
holds. However ordinary least squares gives biased estimators if A ~ 0, cf. [Griliches, 1961; Malin- 
vaud, 1966]. Some of these results are reviewed in Section 4. A variety of other estimators replac- 
ing least squares have been suggested for use in this situation, cf. [Ameniya, 1967; Griliches, 1967; 
Dhrymes 1981; Zellner, 1964]. Possibility (ii) has also been considered, cf. [Waud, 1968]. Pos- 
sibility (iii) was first addressed by Theil [1965, pp. 329-331] who derived approximations to the 
biases. 
This paper derives explicit formulae for asymptotic large sample biases obtained when the True 
Model data is fitted to the misspecified Models I and II using ordinary least squares. We consider 
ordinary least squares estimates because it is the simplest estimator for such models and because 
exact analysis is possible. The classical theory of least squares estimation for the general linear 
model [Johnston 1972, Chapter 5] obtains exact probability distributions for the estimators, for 
any fixed sample size, where the independent variables take fixed values. When a misspecifled 
model is fitted, however, this analysis breaks down and the estimates behave in a complicated way 
depending on both the independent variables and the disturbance terms. Indeed, in the case of 
perfect information (no disturbance terms) the errors in the estimates of the misspecified model 
will be determined entirely by characteristics of the independent variables. The exact formulae 
we obtain are asymptotic biases valid as the sample size n --~ oo, where we assume in addition 
that the independent variables Pt and Yt are generated by stationary stochastic processes. One 
can also obtain exact formulae for asymptoiic variances in this case, see Appendix B. 
The explicit algebraic formulae we obtain for large sample estimates exhibit a very complicated 
dependence on the independent variables and disturbance terms. Special cases of these formulae 
give more insight and permit recovery of earlier results on misspecification of one-variable models, 
as described in Section 4. In particular we describe several cases where one can draw inferences 
about the size or sign of the asymptotic biases. We isolate one special case in which the effect on 
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fitting the Koyck lag model is to obtain consistent estimates of the one-period el~ticities, but 
the large sample estimates of the lag parameter, ~, is a weighted average of the lag parameters 
A1 and A2. In the situation where a rapid response to a price change and a less rapid responae 
to income change occurs, this case would lead to overestimation f the long-run price elasticity. 
This special case is however not very representative of log-linear demand ata Pt = log Pt and 
yz = log Yt encountered in practice. 
One can numerically evaluate these asymptotic bias formulae in any particular case. At the 
end of Section 4 we explicitly evaluate the formula for some "economically plausible" choices 
of the model parameters. In this special case, the individual estimates ~p, ~u and ~ may be 
seriously biased and bear little relation to the "true" values, nevertheless the long-term price 
elasticity estimate ~p/(1 - ~) is less sensitive to misspecification for these parameter values. 
This phenomenon seems analogous to the property that ordinary least squares estimators can 
sometimes be useful for prediction, even when they give inaccurate parameter estimates, see 
[Johnson 1972, p. 290]. 
What do these asymptotic bias results imply about the sensitivity to misspecification f these 
estimators for the finite sample sizes encountered in practice? First, under sufficiently strong 
hypotheses, the large sample approach can be extended to give upper and lower bounds for the 
quantiles of any finite sample size distribution, see [Bhattacharya, 1976]. Second, Dhrymes [1981] 
studied simpler misspecified Koyck lag models by Monte Carlo simulation, and found that the 
asymptotic biases closely approximated the finite sample biases for samples of size 50. HIS results 
suggest by analogy that the bias formulae derived here give reasonable approximations to the 
actual biases for finite samples of size 50. 
It is possible that in practice this sort of misspecification might be indirectly detected by con- 
ventional specification tests [Hausman, 1978], such as the Cochrane-Orcutt test for autocorrelated 
residuals. It is common practice to then fit models using estimators designed to correct for auto- 
correlated errors (e.g., [Ameniya, 1967; Dhrymes, 1969; Dhrymes, 1981; Maddala, 1977, Chap- 
ter 16]). This leads to a possible confounding of this misspecification with the hypothesis of 
autocorrelated disturbance t rms, and significant error in estimation may still occur. This is an 
issue deserving further study. Some brief remarks on developing specification tests for this sort 
of misspecification are given in Section 5. 
The formulae in Section 3 obtained in fitting the static Model I to the True Model data provide 
a simple illustration of the dictum: The effect of multicollinearity is to increase the sensitivity of 
model estimates to misspecification. This sensitivity to model misspecification may actually be 
the most severe problem with using collinear data, and it is usually left unquantified when fitting 
models to data. By contrast, OLS estimates for a correctly specified general linear model with 
multicollinear data are unbiased, and while the variances of OLS estimators are heteroskedastic, 
these variances are explicitly estimated in fitting such a model to data. 
The contents of the paper are as follows. Section 2 describes large sample theory and the 
mathematical hypotheses needed to take large sample limits. Section 3 gives large sample limits 
fitting True Model data to the static Model Structure I. Section 4 gives large sample limits 
fitting True Model data to the bivariate Koyck lag Model Structure II. Section 5 gives concluding 
remarks. Appendix A gives proofs of the large sample limit formulae. Appendix B discusses the 
evaluation of the variances of the asymptotic limiting distributions. 
2. LARGE SAMPLE THEORY AND MODEL HYPOTHESES 
The misspecification hypothesis we assume is that the quantities qt are determined by a model 
having the structure 
fP ~"~(I -  ~ i )~ p,-j + fly ~"~(I - A~) A~ yt_j H- e2, (2.1) 
qt --" ~'~" i - -~ i  jffiO I - -~2  j----O 
where - I  < ~1, ~2 < I. In order to obtain large sample limits, one must make additional 
assumptions about the stochastic behavior of the independent variables pt, Y¢ and the disturbance 
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term ct. For a general background on large sample analysis and the hypotheses assumed here, 
see [Theft 1971, Chapter 8]. 1 
What information do large sample results give about finite sample distributions? An important 
relation between the large sample limits and the finite sample distributions i  that the large sample 
limits provide approximations to the medians of the finite sample distributions. The variances of 
the large sample limiting distributions (when they exist) can be used to obtain approximations to 
the cumulative probability density function of the finite sample distribution. For more details, see 
[Wallace, 1958; Bhattacharya, 1976]. Another difference between the large sample limit and finite 
sample distributions arises because to compute large sample distributions, one must assume that 
the independent variables are drawn from a stationary random process, while it may well be that 
economic variables in demand models fitted to a finite sample exhibit nonstationary behavior. 
Nevertheless, the large sample limits may still provide reasonable approximations to finite sample 
distributions. Roughly speaking, the reason is that the properties of the ordinary least squares 
estimates, under the misspecification considered, epend only on the autocovariance structure 
of the independent variables, and for most data we can find stationary processes {Pt, Yt} whose 
autocovariance structures closely approximate hat of the given data. 
The hypotheses we assume in order to mathematically derive large sample limits are the fol- 
lowing. 
HYPOTHESIS (1). The variables {Pt, Yt } are drawn from a bivariate stochastic process which is 
stationary in the wide sense. That is, 
E(p,) - ap, 
E(yt) - a U, 
Coy (p,, p,_~ ) = cj ~, 
Cov (y,, y,_j) = c; ,,~, 
Coy (p. yt-#) = A# ~p a~, 
for all ~ and all integers j. Here Co = c O = i. 
We shall also consider two special cases of this hypothesis. 
HYPOTHESIS (1A). (MARKOV INDEPENDENT VARIABLES). Hypothesis (I) holds with 
cj - ,0~Jl, 
c; = ,0'/', 
{~,  ifj >_ 0, 
~ = ~,0~',  if~ < o, 
where 
0__,01, ,02<1, 
- I _<A_<I ,  
3' = [(1 - ,02) (1 - ,022)] 1/2 (2.2) 
1 - ,01,02 
This special case arises when {Pt, Yt) are generated by coupled first order autoregressive 
(Markov) processes 
Pt -~ PlPt-1 "b Y]l,t, 
Yt - -  P2 Yt -  I + 72,t,  
21n particular pllm will denote limit in probability [Theil, 1971, p. 360]. 
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in which the ~,,,, ~,, are normally distributed random variables stisfying 
2 a2(1  - E (• I , , )  = Pl), E(.~,,) = o'~ (1 - p2), 
E(~I,, ~,,) = 7 an au[( 1 - ill) (1 - f12)] 1/2, 
E(.~,, ~.,_~) = E(.~,, ~2,,-~) = E(~,,.2,,_i) = 0, i f j  # O. 
HYPOTHESIS (1B). (CORRELATED "WHITE NOISE" VARIABLES). Hypothesis (I) holds and 
~ =¢; =o, i~j # o, 
Ao, if j = O, 
A¢ = 0, otherwise, 
and 
--I~Ao___ 1. 
In order to take large sample limits, a key mathematical ingredient needed is an ergodic hy- 
pothesis. 
HYPOTHESIS (El).  For almost all realizations {p,, Yt} of the stochastic process 
• 1 ~p, = E(p , )  = ap ,  (2 .3 )  
t= l  
• 1 ~ Y, = E(yt) (2.4) 
t=l  
T 
• 1 ~00 ~ ~(p ,  - , , ) (p , _ j  - . ,1 = Coy (p,.p,_~). (2.5) 
$=1 
T 
• 1 
~----1 
T 
! ~(p,  _ .,)(y,_~ _ .,1 = Cov (p,, ~,_~). (2.7) 
TooT  
$=I 
This ergodic hypothesis implied by Hypothesis (1) together with certain extra conditions on 
the moments of the distributions of Pt, yr. For example, (2.3) holds if and only if [Parzen, 1962, 
p. 74] 
T 
. 1  moo Zc , -  0, 
t.=l 
and this is certainly true if [ci[ --* 0 as j --* oo. A similar condition holds for (2.4). Condi- 
tions (2.5)-(2.7) hold ff the processes Pt and Yt are stationary in the wide sense to the fourth 
order, and if some conditions on the fourth moments of the processes are satisfied [Hannan 1970, 
p. 210], or ff they satisfy a weak form of asymptotic ndependence (cf. [Parzen I958]). 
We next come to hypotheses concerning the disturbance t rms ~t in (2.1). 
HYPOTHESIS (2). The process {~t) is stationary in the wide sense. That is, 
E(et) = 0, 
E(z, 6~-j) = pj w 2, (2.8) 
for al/t and j. Here P0 = 1. 
We shall also consider ergodic hypotheses for the disturbances. 
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The disturbance term process is uncorrelated with the process {th, Yt } in HYPOTH~.SlS (E2-A). 
the sense that for a/most al/real/zations {¢t}, 
T 
. 1 " 
E - o, 
$=1 
1 T 
lim =~"~t  Yt-i  = O, 
T---*oo 
f----1 
for all j .  
HYPOTHESIS (E2-B). For almost all realizations of the process { e t } 
T 
• 1 
Tli~noo ~ E et = 0. (2.9) 
t----1 
Note that (2.9) holds, provided ]pj[ --+ 0 as j --+ ~ in (2.8), as remarked earlier. 
HYPOTHESIS (E2-c). For almost all realizations of the process {et}, 
• 1 T 
t=.l 
for all j .  
All these hypotheses are satisfied in the special case where {Pt, yt} is a stationary bivariate 
autoregressive moving-average (ARMA) process, and {et} is also an ARMA process tochastically 
independent of {Pt, Yt }. ARMA processes have been used as models for some economic time series; 
their properties are described in [Box, 1976]. 
Before turning to detailed results, we remark on the general nature of the effects of misspec- 
ification in the models considered. One may view these misspecifications a that of omitting 
relevant variables, e.g., the lagged variables Pt-i and Yt-i. The effect of omitting a single rele- 
vant variable can be analyzed (see e.g., [Theil 1971, p. 549] and this is useful in the analysis of 
simple misspecified models, e.g., [Griliches, 1981]. The situation here seems too complicated for 
such an analysis, but we do obtain the qualitative insight that the included variables will pick 
up some of the effects of the omitted variables according to the amount of correlation between 
included and omitted variables. 
3. F ITT ING A MISSPECIFIED STATIC MODEL 
We consider the asymptotic large sample limits obtained in fitting the static model 
q, = ~ +~pp,  + ~y y, +~,  (3.1) 
by ordinary least squares, when the data is generated by a model (2.1) satisfying Hypothe- 
ses (1), (2). 
THEOREM 3.1. Suppose hypotheses (1), (2), (El), (E2-A)(E2-B) all hold• Then 
plim~p --- (1 -  A02)-1 ~P \~"~Jl (cJ -- AoA-j) -~P j=l 
-j=0 (3.2) 
p l lm~ (1 A0~)-I 
- j=l "i=0 (3.3) 
This theorem is proved in Appendix A. Note that these asymptotic formulas do not assume 
any properties of the disturbance term et other than the stochastic independence of {Pt, Yt}. In 
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particular the {st} may be autocorrelated. Autocorrelation ofthe {st } does affect he asymptotic 
variances of the OLS estimators in this situation, however. 
Now we consider the dependence of plim/~p and plimflu in Theorem 3.1 on the independent 
variables. We discuss only the case of plimflp since that of plimfls is similar. First, (3.2) shows 
a spillover effect from the Yt variable, which is the term involving #u. The quantity 
measures the relative strength of the contribution of income to quantity, compared to that of 
price. Using O, we can rewrite (3.2) as 
~°A-#~÷OE~ ~ 1_Ao2 / ' plimflp = tip I -  ) (3.4) 
which shows that the spillover effect is a linear function of O. The relative bias due to this 
spillover effect will be small whenever O is. The spillover effect will also be small whenever 
Ai 40, (3.5) 
for small values of j .  Second, the term (1 - A0~)-i appearing in (3.2) is a measure of collinearity 
of the explanatory variables ~z, Yt}, and this term inflates the estimates as {pz, Yt} become 
collinear. In this case multicollinearity in explanatory variables makes the model estimates more 
sensitive to rniaspecification. The effect of (1 - A~)-I in (3.2) may sometimes he offset by 
the terms containing (cj - AoA_j) and (Aj -- cjA0). Third, consider the situation where the 
independent variables exhibit trends, as is often the case for economic variables. In that case, to 
a first approximation 
cj ~, c; ~ 1, (3.6) 
for small j, and 
~j  ~ 40, (3.7) 
for small j. Examining (3.5) and noting that ~,  A~ become small rapidly as j increases, we infer 
that the spillover effect is small since (3.6) holds, and 
~' (3.8) plim , 1-  
in this case. 
We discuss ome special cases of Theorem 3.1 to gain further insight. 
CASE A. (No LAG STRUCTURE). If ~1 = ~2 = 0, then 
plimflp = fl~, plimflu = fir" 
The estimates are unbiased, and give the one-period elasticity. 
CASE B. (UNCOltlt~.LATED INDEPENDENT VAmABLES). We suppose ail Aj -- 0. Then 
plimflp = ~ 1  - )h ~_  (1 -  ~1)~ c~, 
Since the autocorrelations satisfy 
Ic l_< I, 
it is always true that 
oo  
j=O 
Ic;I _< 1, 
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where A0 = A 7. 
simplifiy to 
i.e., the asymptotic estimators are always less than or equal in absolute value than the long-term 
elasticities, but may have the wrong sign. The assumption that cj _> 0 for all j implies that 
plim/~p lies between ~p and ~p/(1-  ~1), i.e., it takes a value intermediate between the one-period 
and long-run elasticity. 2 Economic variables are often positively autocorrelated, in which case 
cj >_ 0 for small  j .  Since these are exactly the terms most heavily weighted by the weights 
(1 - ~1) ~,  it would be likely that plim~p lies between 1~ and ~p/(1 - )q)  in this case also. 
CASE C. (MAItKOV INDEPENDENT VARIABLES). Assuming hypothesis (IA) we obtain after a 
computation 
plim~p = (1 _ A2)_l [~p (1 1 A0a 
-- AlP1 1 --~1P2/ (:)(1 ,)] 
-t-~ U ~rv A0 1-- :2p:  1--:2P2 ' (3.9) 
plim~ U = (1 - A~)-: ~p ~ ,% _ 
-i- ~Y _'1 - ,~2P2 1 - ,~2PI .)J' (3.10) 
In the special case of equal Markov parameters Pl = P2 = P these formulae 
8.  
plhn~p 1 --~%1' (3.11) 
/~Y (3.12) plim/~ - 1 - p~"  
For 0 _< p <_ 1 these are values intermediate b tween the one-period and long-run elasticities. Note 
that as p --, 1, which corresponds to {pt, Yt} exhibiting "trend-like" behavior, (3.11) and (3.12) 
tend to the long-run elasticities, as remarked earlier. 
CASE D. (CoB.RELATED "WHITE NOISE" VARIABLES). Assuming Hypothesis (1B), we obtain 
unbiased estimates 
plim/~p =/~p, plim/~u = ~u, 
for the one-period elasticities. This result is actually a special case of the well-known fact that, in a 
linear model, the omission of relevant explanatory variables that axe orthogonal to all explanatory 
variables included in the model will introduce no bias in the OLS estimates of the coefficients 
of the variables included in the model. The "white noise" hypothesis implies that all lagged 
variables Pt - j ,  Yt- j  are orthogonal to Pt, Yt as the ample size becomes arbitrarily large. 
4. F ITT ING A MISSPECIFIED BIVARIATE KOYCK LAG MODEL 
Before considering the behavior of fitting a bivariate Koyck lag model under the misspecifica, 
tion (2.1), we review results that have been obtained concerning the simpler univariate Koyck 
lag model 
q~ = & + ~ q,-1 ÷/~Pt -t-/~t, (4.1) 
where the "true" model generating the data has the form 
qt = 1 A - Pt - j  + et. (4.2) .= 
In this case, (4.1) is a correctly specified model aside from properties of the disturbance term, 
because (4.2) algebraically transforms into 
q~ = ~ q~-I +/~Pt + P~, 
ZA slmllar esult holds for pllm/~ Uprovided c~ _> 0 for all j. 
(4.3) 
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where 
/J, = et - A ~t-1. (4.4) 
In particular, this model form allows the study of the effect of autocorrelated disturbance t rms 
pt in (4.3). This situation was considered by [Griliches, 1961] using a linear approximation and 
by [Malinvaud, 1966, p. 464] who gave large sample limits in the general case. Specislising 
Malinvaud's result to the case of a Markov independent variable 
P~ = PPt-1 + ~,  (4.5) 
where 
E(~h) = 0, (4.6) 
{# ~(1-p2), if j -0 ,  E(yk lh-j) = O, if j ~ O, (4.7) 
one obtains the following formulae: 
plim/~ = ~ 1 + (1 - Ap)D]' 
plim~ -- A (1+ (" -.DA-)w2)), 
(4,8) 
(4.9) 
where 
Recall that 
D = ~2o'2 (1 - p~) + ~2. (4.10) 
(1 - A 2) (1 - Ap) 2 
E(e,~t-1) (4.11) 
E(d) 
is a measure of the autocorrelation of the disturbance term ~t in the model (4.2). The limits (4.6) 
and (4.7) are unbiased in the special case that p = A, but otherwise have a bias. For this model 
the signal-to-noise ratio is 
'8'~ °':~ (4.12) 
f~ = oj2 
We can rewrite (4.8) as 
= 1+ (1 -  A2 i= p)2 1 , (4.13) 
which makes it clear that as ft --, co one has 
plim/~ --, ~, 
and similarly, one has 
plim~ ~ A. 
The fact that the biasing effect due to misspecification f the disturbance term disappears as 
the signal-to-noiae ratio increases holds true in the case of an arbitrary stationary independent 
variable Pt. The same is true when more than one independent variable is present, provided that 
the model's lag structure is correctly specified. 
Now consider the case of fitting a bivariate Koyck lag model 
q, = & + Aq,-1 + ~;, P, + ~y Y, -t- ~,, (4.14) 
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when the True Model (2.1)generates the data. Theil [1965, pp. 329-331] previously consid- 
ered this situation using linear approximations. We give exact formulae for the case when the 
independent variables are Markovian (Hypothesis (1A)). 
THEOREM 4.1. Suppose hypotheses (1A), (2), (El), (E2-A), (E2-B), (E2-C) all hold. If the 
model (4.14) is fitted using ordinary least squares, while the model (2.1) is the "true" model, 
then 
where 
[~:] [!ii 012 ~:]--1 [ ml] plim = 022 D2 , 
C23 Ca, J Ds 
(4.15) 
Oll =O'p 2,
C12 -" A 7 o'p o'y, 
C22 = -~, 
C,s ~P (1 
w /)i Pl 
---- ._" ~101) 0"~ -)" 'U A 7 (1 -- ~2pl ) 0"p0",, 
P~ P~ 
O,3-,p/~7(l-- -~1p2)O'pff l l -}- ' , (T_f~)o'2, 
i + AIp,~ ~ (~ + A2p2 
+ - -  )4 
~p ~I/ A 7 (2 "l- AiPI ~. AlP2 ~_ A2PI Jr - -  
+ 1 - AIA2 1 - AIp----~ 1 - AIp----~ 1 - A2p---'---~ 
J:)l 'p (1 1~1,01)0"2"~''¥/k')'('1_~--~1) = ~,%, 
D2 - ~3P A 7 (1_  1Alp2) ~P ' ,  + ' ,  (1_  ~-2-2~) "~, 
~2 f AI -[" pI ~_~._ ( A2 "~- p2 ~ 
Ds = ~ k 1-  ~iPl) ,2 .~. 0.2 I-A, I-A] \ l-A2n) 
+ 1 - AIA2 1 -- Aip2 
(4.18) 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
A2p~ 1 - ~'~p2 ) % ~v + w2, 
(4.21) 
(4.22) 
(4.23) 
(4.24) 
Theorem 4.1 is proved in Appendix A. It is easy to compute the values in (4.15), given specific 
numerical values for the eleven unknown parameters in (4.16)-(4.24). s 
Because the formulae in Theorem 4.1 are hard to handle analytically, we consider some special 
cases. 
CASE A. (CORRECT SPECIFICATION). 
the autocorrelation parameter 
Suppose the lag parameters A1 = A2 = A are equal, and 
p, = A. (4.25) 
Then 
plim~p = ~p, plim~ = ~u, plimA = A. 
More generally, in the case of an arbitrary autocorrelation parameter p, we have 
pllm~ = 19p + (A -/~1) ~1, 
plim/~ =/9~ + (A -/Zl) ~2, 
p l~ = ~ + (~ - .~)~s, 
(4.28) 
(4.27) 
(4.28) 
3Note that ~f is not a flee parameter. It is determ~ed by (2.2). 
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where the ~ are rather complicated expressions whose exact form we omit. The biasing effect of 
autocorrelation is attenuated as the signal-to-noise ratios 
W2 ' W2 
become large. It can be shown that all the ~i ~ 0 in (4.28), when both G~ ~ ~ and G~ --* c¢. 
CASE B. (CORRELATED "WHITE NOISE" VARIABLES). Suppose that hypothesis (1B) holds. 
This corresponds to Pl -- P2 -" 0, and we have 
plim   = = = 
Ca,s' 
where 
/~ ~r~+ ~p~v+~ 2, 
The one-period elasticities are estimated correctly, while the lag parameter estimate ~ is a 
weighted a~erage of the lag parameters ~1, ),~ and the autocorrelation parameter p l. This special 
case provides one specific situation where the effects of the two different lag structures ~1 and 
~2 are mixed in a simple way, in the case where the disturbance '~oise" ~2 is small compared to 
the independent variables. 
CASE C. ("ECONOMICALLY PLAUSIBLE" VARIABLES). We treat the data Pt, qt as representing 
quarterly measurements of log-linear demand analysis data. We suppose that consumers react 
rapidly to a price change, by taking ~1 -- 1. It has been suggested that consumers average income 
changes over a period of a year or more (the 'permanent income hypothesis' of Milton Friedman) 
motivating the choice ~2 3. We suppose that the long-term price elasticity estimate is bp - _2 3' 
and the long-term income-elasticity estimate b~ - 1. (Note that the weighted average of income 
elasticities averaged over all goods equals 1.) The corresponding short term elasticities are then 
tip = -½ and ~v = -1 .  The rather highly correlated nature of successive t rms of many economic 
thne-series leads us to consider the Markov model (1A) with parameters Pl = P2 = 9 .  Finally, 
we shall suppose that price and income time series are equally variable, by setting ~r~ = ~r U - 1. 
To completely specify the model it remains to give values of the cross-correlation parameter 
for the independent variables, and the variance ~2 and the autocorrelation parameter Pl for the 
disturbance term ~. We examine the effect of varying A, ~2, and Pl on the parameter estimates. 
We first consider the "perfect information" case where w 2 = 0, and the miaspecification bias is 
determined entirely by the independent variables. The estimates do not depend on Pl, and their 
dependence on the value of A is indicated in ~i~ble 4.1. The long term price elasticity estimates 
bp = ~p/(1 - ~) are inflated, more so when the cross-correlation parameter A is very close to 
1. Note that the estimated lag structure parameter ~ exceeds both the "true" lag parameters 
~p = .25 and ~v = .75 for such values of A. 
Next we consider a "noisy" case where ~2 __ 25. Table 4.2 gives data for A = -.9, 0 and .9 
with two choices of autocorrelation parameter: #1 - 0 and Pl - .5. The first thing to observe 
is that these large sample estimates are independent of the value of A, and depend only on the 
disturbance terms. Second, the lag parameter ~essentially measures the autocorrelation param- 
eter Pl, and reflects nothing about the independent variables. Third, the long-term elasticities 
are better estimated than the short-term elasticities. In the case Pl - 0 the estimates for b~ and 
bu are approximately the true loag-term elasticity values. 
The mimpecified model estimates vary smoothly as a function of w ~ between the values given 
in Tables 4.1 and 4.2, for 0 _< w~ _< 25. The values in Table 4.2 are representative of what 
happens for all ~2 _> 25. For ~2 = .025 the values are very similar to those in Table 4.1. For 
Misspecification of lag structure 
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Parameter True Value 
Ao 
~y 
bu 
Larse SAmple Estimates 
-.9 -.5 0 
-.3093 -.3001 -.2814 
2~98 .3578 .3355 
.5784 .5944 .6264 
-.7336 -.7397 -.7533 
.8747 .8819 .8982 
-.5000 
.2500 
- .6667 
1.9000 
Table 4.2. Economically plausible variables ("noisy case" ~ -- 25). 
,, ,,, 
.5 .9 .99 
| , . ,  
-.2436 -.1656 -.1302 
.2906 .1974 .1552 
• 6915 ~258 .8868 
-.7898 -.9511 -1.1509 
.9417 1.1340 I~722 
Parameter 
A0 
No Autocorrelation ~1 ---- 0 
- .9 0 .9 
-.6379 -.6403 -.6426 
.7606 .7633 .7662 
.0125 .0084 .0044 
-.6460 -.6457 -.6454 
.8467 .8467 .8466 
Autocorrelatlon #1 ~ .5 
-.9 0 .9 
-.3539 -.3539 -.3538 
.4219 .4218 .4219 
.5016 .5017 .5017 
-.7101 -.7101 -.7101 
.7702 .7~ .7698 
economic data one hopes that ~2 is rather small, so that Table 4.1 is more representative of what 
one may expect in practice than Table 4.2. However, Table 4.2 illustrates the sensitivity of the 
mi~pecifled model estimates to autocorrelation in the disturbance terms. Finally, we note that 
for these particular parameter choices the estimates of the long term elasticities appear much less 
sensitive to the misspecification than the short-term elasticitiy estimates/~p, ~u and the estimates 
of~.  
5. CONCLUDING REMARKS 
This paper has addressed the effects of misspecification of some simple distributed lag models 
on the ordinary least squares estimates for parameters of such models. Such formulae give some 
insight into the complicated problem of determining the trade-off between the use of a more 
complicated statistical model versus the sensitivity of such models to miespecification. The large 
sample formulae derived in this paper can be used to determine circumstances under which better 
estimates for long-term elasticities may be obtained, by fitting a static model by least squares 
rather than by fitting a Koyck lag model by least squares, even though the "true" model involves 
lagged responses by consumers. 
If this sort of miaspecification turns out to be a significant problem in obtaining trustworthy 
elasticity estimates, then one would like to develop specification tests for it, or else fit different 
models entirely. A fruitful approach to obtaining specification tests is via frequency-domain 
methods. If the original model is 
q, = bp (L) p, + by y, + 
where L ~ = Y,-I is the lag operator and 
OO 
p (L) = (1 -  LJ, 
j---0 
then Fourier tra_n~orming yields 
~(f) -- bp p~CL) J3Cf) + 6 U p~,CL) O(f) + ~(f), C5.1) 
where f run  over a set of sampled frequencies. An advantage of thi~ is that data h~hly correlated 
in the time domain may become relatively uncorrelated at different fxequencies, One can now fit 
CN4M 22:104 
16 J.C. LAGARIAS 
such models (even by OLS) over various windows of frequencies and obtain several estimates of bp, 
bu, ~I, ~ ,  which can be compared with each other. It should be possible using such comparisons 
to test the null hypothesis AI = ~2, and also the hypothesis that geometrically declining lag 
structures reasonably describe the response of qt to/h and y~. 
It would also be interesting to determine if asymptotic bias formulae of this type (Theorem 4.1) 
could be useful to provide statistical estimates of the sensitivity to misspecification for fized data 
P,, Yt, as follows. Estimate the parameters of a Markov process (as in Hypothesis (IA)) that 
most closely approximates the given data, and substitute these estimates into the formulae of 
Theorem 4.1 to see (for given bp, bu) if large biases occurred. It would be an interesting problem 
to determine the statistical properties of heuristic estimators of this type, and put them on a 
sound mathematical footing. 
A number of other directions may merit further exploration. First, one may consider the 
asymptotic behavior of estimators other than ordinary least squares. The asymptotic behav- 
ior of a maximum likelihood estimator for a Koyck lag model is considered in [Dhrymes, 1969; 
Thei], 1971, pp. 417-423]. Estimators that correct for serially correlated residuals might also be 
considered, e.g., the Cochrane-Orcutt estimator. Second, one may consider the effects of aggre- 
gation over time, cf. [Mundlak, 1961]. Third, one may consider the small sample behavior of 
such estimates by Monte Carlo simulation, cf. ILianos, 1972; Wand, 1966]. Fourth, one may con- 
sider sensitivity analyses of the effects of misspecification of such models on parameter estimates 
obtained by Bayesian methods, cf. [Learner, 1978; Zellner, 1964, 1970, 1971, 1973]. 
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APPENDIX  A 
Derivation of Large Sample Bin* Formnlae 
PROOF OF THEOREM 3.1. The general formulae for the OLS estimates to (2.1) for & fixed finite sample size T are 
[~] r~,>l [z,,,] [~]l-' Flpqll =/[~p] [z,~] [~]/ /[Iq]/, 
L[~] [~] [cc]j L[cq]J 
(A-l) 
where the notation [zy] denotes, for two variables {zt}, {I/t}, the expression 
T 
1 Ex  i ~i, (A-S) 
l f f iz l  
and c denotes the constant time series 
c i= l ,  forallt. 
The first reduction is to *i|m|nnte the constant term & from consideration. Let 
(A-3) 
T T T 
1 1 1 E q, = [ci], 
1/=1 t----I tml 
and introduce new variables 
Let 
Then, (A-i) becomes 
~i - -p l -5 ,  ~ i= l i -~ ,  ~* - -q t - i .  
M= 7 '=' 1 , P= [ ]  Ivy] • 0 
Hence, ~, = q and 
r ,q,1 ri,,qil ( r[,,,ll J" =P-'/[~q]/=P-'M-'ll,t/[~q]/= (MP)-' M/~q]/i 
L [o,] J L [oil j L [oi] J / 
= [ [~ [ . 
0 
(A-4) 
(x-s) 
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We now ta~ uymptot ic  probsbi~ity it,~ts for the stochastic varialdm on the ~ side o~ (A-~). 
T 
1 
T 
• ~ ~"~[(p ,  - ~p)~ + ( .p  - #) (~p,  - ..p - ~)1 =pUmy 
t==l 
• ~ ~(p ,  - ap)~ + pllm(ap - #)~ =pUmg 
u .~ the qocU~ kvpothm (~.I). s'uni~ ~=a~tiou= ~e~d 
pllm(~p'] = AO ~rp¢~, 
~u 
aq = ~ ap + .~. 
1 - )~2 
We now introduce .toehastic proce..m p~, q~, ~ with uero mean. detlued by 
A.  in the e.aleulatiou of (A-e), we obt~dn 
T 
pU~e~l 
~1 
T 
= p~ ~ Y~(p,  - 0,) (q, - .,) 
tel l  
= pUm[fq']. 
We can rewrite (2.1) am 
'~ = ~--~7~,- ° -  ~')~i'~-' + ~- -L -~ (~- ~' )~' : - '  + ' ' ' ~  - ~, 
j=O j.=0 
U=i~ this we obtain 
A, 
plim[p*q*] = 1 -- AI 
j..O j=O 
+plim ~ p~t~ . 
\ tin1 / 
Using the er i c  hypotheses (El), (E2-A) and (A-10) this yields 
~=o j=o 
A =i~; la~ cs lcu / l~on gives 
Now (x-o)-(x-s) ~ve 
co oo 
~ cj. 
j=O j..O 
ffi (1 -A~)  -1  u,"u . 
(X4) 
(X-7) 
(X~,) 
(X-9) 
(X-10) 
(A-11) 
(X-X2) 
(A-IS) 
(x-14) 
(x-ls) 
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Suhetitutl- 8 (A-13)--(A-15) into (A-5), we obtain 
p] im/~,  = (1 -- AO~) -1 p,p ; . ; /Z - - '  ' ("o " - ,  ,~ (~; -- "o , 
L ~..;=0 I,. j,,0 
the desired formulae. II 
PRoo~ oF TH~OIIEM 4.1. We may *,lin~inAte the estima~on of the co~mtant term & from considera~on by slrnnar 
arSumeszts o that used in Theorem 3.1. We obtain the system 
F 
L[~-1~1] [~-1~] [#-1#-1] J L[#-lq]J  
(A-16) 
1 T 
~j,,o k,,o \~,,0 k:0 
1- .~ ~. - ~,p,~/ 
where the not~ation is as in the proof Theorem 3.1, so that, e.g., 
T T 
1 1 ~-,.,=q,-~-~-~, q-~=~-~q,-~, [~-,~-,]=~-~(~,-,-q-,)'. 
tin1 t lZ  
We proceed to take prob~Lbmty ]hnlts of both sides of (A-16). Letting aq be defined in (A-9) sad set 
q*1 ----- q -1  - aq, P~ = Pt - ap, 
Then by an srsument like that of (A-10), 
p~m[#-x#-1] = pn~[#'-1#'-1]. (+.-17) 
SimilAr fm-mulae rep la (~ ~ variables by * variables hold for all quantities on the ril0~t side (~ (A-16). 
It rmnah,- to calculate these latter prohabi]Jty limits. We have 
o11 = p~[p*p*]  = o~, 
by (A-6). Sim;IA~Iy (A-7), (A-8), (A-13), (,6,-14) give the formulae (4.17), (4.18), (4.22), (4.23), respectively. The 
remAin]ns fmmulae are proved similarly. For exsmple, ~ (A-I1) we have 
OaS ---- P]Jm[#-1#-1] = pUm[#q~ 
: ~2)(~"=[p,-i y,-h]) 
jm0 km0 jss0 km0 
I ]} 
3aO kmO ~. tin1 " jmO ~0 
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Here we have used the f~-ta that 
) 
j=O k=O jffi0 tffil 
2 x~- 1~,~)" 
and 
1 ( 2.X,p'a ) 1 ( l+A,p ,a '~ 
= 1-~ *+1-~'7",,,, =~- -=~,u-a ,p , / '  
jffiO t~l tffil j~t  
- ~ 2+ ~I (~ I+g)+~'~g(~f+~)  
1 - AIA~ tffil tffil 
( 1 -- AxA2 2 + I - A,p,  I - A,'-----~ 1 - A~p------q 1 - A~p~ 
The other calculatimm are ttim|lar. II 
APPENDIX  B 
Amgmptotic Variance Calculations 
This app,~dlx presema conditicm Suarmteeh~ the existence of a nccmal asymptotic limiting distribution for 
ordi-m7 least squares estimates obtained in regressions on multiple time series, i.e., a esntrsi ~ ~ for 
these estimates. It ~ gives condltlcms under which the vsrlance-covadance matrix of this limJth,~ distn'buticn 
can be calculated in terms of the moTmmts thro t~ the fourth order of the ~ stodmstic procemm. The 
required hypothes~ are stro,ger than tho~ ~ in Sect i~ 2. 
Here we Jtudy least ~ est~,,~-*~in the time do,,~;,, only. Hanmm [lS61, 1970, pp. 210-T~9, 1~7'a, 1973b] 
has give .~ central imit theortmms for regression coe~dents for mult~Ie t;me__ series ~ a ~r[ety of 
m the frequency d~m~n. 
Let 0T be a sequence of vector-valued random variables uch that 
pHraOt = O. 
A central limit tkeorem for the OT amerts that 
RT : V~(Ot  - O) ~ N(O, E), 
d 
(B-l) 
whe~ - - *  d~nntes convergence in distribution 4 and N(0, E) is a multivariate normal dlstributic~ with mean 0 
d 
snd vm~snce-covawi~mce atrix E. We ~ the matrix E the amymptotic vaeiance in the rest of this Appendix. The 
central im/t theorems we assume are: 
HYPOTHI~SiS (CL-1). The central imit theorem holds for the sequences of r~dom wwi-,bles 
T 
1 
~T = ~ ~"~P,, 
tml  
and for f it, qT, fT  defined similarly, and for 
T 
1 
L~p_j]2 = ~ ~-~(Pt - ~T) (p,-3 - ~) ,  
tssl 
a~d Lou-,], 1~ ~-,], [cp-a], [,u-,] ~d  [,c_,] rot ,U in~Ser j, cU~med,~mltmCy. 
4Thls k the same as c0n~erOe~ce in meaJ~re of the cumulative probability dcmsity functions of the ~jc(Ot - 0) to 
that of N(O, ~-). 
Mimpecificati~ of lag structure 21 
This hypothesis together with the model structure 
jffi0 j=o 
can be used to show that the properties of Hypothesis (CL-1) then hold also for qT, [qq-1]T, [Pq]T, [yq]T, [Pq-*]T, 
[Yq--1]T, and [qq]T. 
We also need a second hypothesis which allows the computation of the asymptotic variances E in (B-l). We 
first remark that (]3-1) may hold even though none of the variables RT have variances that exist. The limiting 
var/a~ce h~pothemis a serts that the variance-covariance matrices 
exist and that 
lim ET=E 
T-*co  
in (~1).~ 
HYPOTHESIS (CL-2 ). The ]imitlng variance hypothesis holds for all random variables in Hypothesis ( CL-I ). 
If we further assume that the processes Pt, yt, et are stationary in the wide sense to the fourth order, that 
the fourth moments atisfy some growth conditions, (that the snm- below converge), we can then derive, us~ 
Hypothesk (CL-2), formulae for the variance Qp of @, (]L-P] of [pp] and sirn|],u'ly O[qq] and so on. For @ we have 
O~r=E T ~ ~-ap  =E (p,-ap) = 
\t----I 
T-- I  
=E((pt -ap)2)+2~(1- J )E ( (p t -sp) (p t - j - c~p) ) ,  
j=l 
T T 
t----I tL----1 
(B-2) 
from which 
oo 
f~p = E((pt - ap) 2) + 2 ~-~ E[(pt - ap) (p,_j - ap)], 
jffi0 
which using Hypothesis (I) of Section 2 gives 
f~p = co+2 cj ~ .  
We can also calculate the limiting variance to be 
(B-3) 
oo 
G[pp] = E((p, - ap) 4) + 2 ~ E((p, - ap)2(p,_j - ap) 2) - [E((p, - ap)2)] 2, (B-4) 
j=1 
and there are similar, more complicated expressions for the other variances and covariances, uch as (][q4" 
Ibr~imov [1962, Theorem 2.1] has given conditions ufficient o ensure the validity of Hypotheses (CL-1), 
(CL-2) and formulae (B-2)-(B-5). These conditions are that the joint process {pt, I/t, et} be strictly stationary, 
that moments of the second and fourth orders exist, and that a certain mixing condition be satisfied. This mixing 
condition is satldled if all the second and fourth ~moments  of events separated by time h go sufficiently 
rapldly to 0 as k --+ co. It c2m he shown that all these conditions hold if the joint process {pt, 11t, ~t} is a Gauesian 
process and 
~(E(pt  pt-j) I/2 + E(yt y,_j)I/2 + E(,, ,,_j)I/2) < eo. (]3-5) 
t----0 
Weaker conditions for the truth of Hypotheses (CL-1) and (CL-2) appear in [Brim-Ser , 1978, pp. 112-119] and 
[Phillips, 1969]. 
In the rest of the Appendix we use Hypotheses (CL-I), (CL-2) to derive the limiting distributions of the least 
squares estimates for the Koyck lag model (2.1). These results will follow from a more general theorem. 
SNote that even if limT--,oo ET exists, it need not he E. In the case E is a scalar, it is true that l imT_co ET > E. 
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Before stating this theorem, we need some definitions coaccr~|~  lm~tucts m~i ,~m'l~mm-enw~am~ 
matrices. Given an m × n matr ix  S : [m/i] and a p × q matrix T, the Kronecker prodsct S ® T is the mp × nq 
matrix given, in block form, by 
I S~ T SI2 T ... S~,~ T 1 
SOT= L S~ T SmuT ... Sm!n T J " (B-6) 
If 6 is an m × I cob~mn-vector valued random variable, we define its m x m ~sria#¢e-¢o~srig~¢e m~ t# by 
to = E((e - E(O)) (0 - E(O))'). (B-~) 
If S is an m × m matrix valued random variable, we define its ran ×mn vm'iance-covsrhmce matrix ~M by 
tM = E((M t - E(Mt ) )  @ (M - E(M))). (B-8) 
This definition agrees with the (B-7) when n -- 1, but note that tM is not in general a symm,*tric matrix. More 
generally, one obtains a ~ c e  matrix tM,N, where M, N are m~trlx-valued rmmtom variables, Siwm by 
tM,N = E((M t - E(Mt)) ® (N - E(N))). 
THEOREM B- 1. Suppose MT is an n X n matrix of random variables for wh/ch 
plim T MT = M- I .  (B-9) 
Here M is an invertible matrix. Suppose zt is an n × 1 vector of random variables, Mtisfying 
• i = . (B - l®)  plim ~ zt z 
Suppo~ that {MT}, {zt} both sat~fy the central/ imlt heorem with var/~mce-covad~ce matr/ces tiM, flz and 
covarlance matrices t M,z, and tz ,  M. Then the sequence of random variables 
~ = M~; ~ ~T (B-11) 
sat/riles 
pUm~T = Mr ,  (B-12) 
and the ce.ntr J ///m/t theorem holds for ~T with asymptotic wwiance-covarlance lrmtrix given by 
t# = (M) -~ [(z' ® X.) t~  (X. ® z) + ft .  + (zt ® ~.) tM, .  + ~. ,~ ( I .  ® z)] M, (S-13) 
where In denotes the identity matrix. 
P6~MARK. The v~inbles ~2" in (13-11) have the form of least squares estimates. 
PROOF. We only sketch the details. Rewrite (B-11) in the form 
~T = M(In + JT) - l (z  + UT) (]3-14) 
Here 1 1 
JT= (~MT- (M)  -1) uT='~ZT -z .  
By the central imit theorem M T --~ o® the variables ~/T JT and V~uT converge in distribution to normal 
varintes with mesh 0 and v&r iance-~mlce  mstrices OM, tz ,  respectively. Given any c > O, we can find a real 
c 
c = ¢(c)T so large that,  with protmbmty 1 - e, all entries in JT are ~, I t~  than ~ in absolute value and 
c 
< ~.  Under these circumstances the expansion 
o® 
(I + JT) -1 = E( JT ) i  
if® 
is valid. Now we define the size HM][ of a matr ix M to be 
IIMII = max I'~,il, 
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and note that ff M is m x m, N an n x p matrix, then 
c 1 
u~ IIJTII < ~ < _-"', we obt,,~,', 
n.~/:z" 
where 
I IMNII _< nlIMII IINII. 
(x + at)  -~ = I + JT + ~, (nqs)  
2e 
Ilell-< ~- (13-16) 
with probability 1 - e. Substituting this in (B-14), we obtain 
#T = M (In "t" JT "i" ~) (Z "i" uT), 
from which 8 
1 
Thus (]3-17) and (B-18) show the limiting distribution of ~,/T(~T -- Mz)  looks like the limiting distribution of 
- • + 
Since these are matrix linear combinations of vaxiates jointly appr~h"nf f  a multivariate normal distribution, the 
variable (]3-17) approaches a multivariate normal distribution. 
To compute the variance-covariance matrix, we assume JT and u T are exactly norrrml with variance-covariance 
matrices tiM, f~z, tiM,z, tiz,M and use the following lemmes, whose proofs we omit. 
LEMMA B-2. Let e be a vector random variable with varlance-covariance matrix tie, and Q a constant matrix. 
Then ~ = QO has variancv-covariance matrix 
t i¢= QT tie Q. 
LEMMA B-3. Let 8, ~ be n x 1 vector andom variables with varlance-covffiriance matrices tie, ti~ and covariance 
matrices tie,~, ti~,e. Then ~ = 8-I-g' has varlance-covarlance matrix 
tic = tie + ti~ + tie,~ + ti~,e. 
LEMMA B-4. Let the n x n matr/x J of  random variables have v~w/anco-covadanco matr ix ti j .  Let z be an n x 1 
constant vector. Then ~ = J z  has var/ance-covarianco matrix 
ti¢ = ( /® z . )  tis (z .  ® z), 
where In is the n × n identity matrix. More generally, if  0 is an n × 1 vector valued random wu'iable then 
ti~,8 --~ ( zt ~ In) ti J ,  ti8,~ = ti J  (In ~ z). 
This proves Theorem B-1. B 
Theorem B-1 immediately applies to give a central limit theorc~n for the least squares estimates in Appendix A, 
(A-5) and (A-16). For the hypotheses of the Theorem hold by Hypotheses (CL-1), (CL-2) and the formulae for 
the entries of the matrices ~M, ~z,  tiM,z, tiz,z are of the kind (]3-4). 
eThe notion Oc(J)  denotes a quantity less in absolute value than c[f[, where c is a positive constant depending 
only on • and not T. 
