IEEE 802.11 DCF is an asynchronous and distributed MAC protocol which does not require the existence of a central controller for medium access coordination. This flexibility, which is due to DCF's contention-based nature, comes at the expense of the overhead associated with contention resolution. The overhead consists of frame collision time and channel idle time, which is particularly severe when channel is saturated. In this paper, we present an enhancement of DCF which aims at reducing its contention resolution overhead by equipping it with a distributed reservation mechanism. The proposed reservation mechanism enhances collision avoidance mechanism of DCF by enforcing a partially ordered medium access through an implicit agreement between neighboring nodes. Simulation results, using ns-2 network simulator, show that the added reservation scheme 1) effectively reduces DCF's overhead and improves channel utilization particularly when node density and traffic load is high, 2) significantly enhance DCF's fairness.
Introduction
Wireless MAC protocols can be broadly classified into two categories; random-access and controlled-access protocols. Random-access protocols such as ALOHA, MACA, MACAW, FAMA, and 802.11 are asynchronous and distributed and are suitable for multiplexing bursty sources at frame level. Random-access protocols, however, do not afford for efficient channel utilization due to frame collisions and idle slots induced during contention resolution. Moreover, the throughput performance of random-access protocols degrades largely when traffic load and node density increases.
In contrast, controlled-access schemes such as TDMA based polling protocols, are synchronous and centralized and afford for an efficient utilization of channel even under high traffic loads. This is due to their contention-free nature where medium access is scheduled and enforced by a controller node; i.e, base station/access point. However, centralized MAC protocols lack the flexibility of random access protocols, presume an infrastructure-based network, and prerequisite time synchronization among nodes. † † The authors are with ATR Adaptive Communications Research Laboratories, Kyoto-fu, 619-0288 Japan.
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a) E-mail: shirazi@atr.jp DOI: 10.1093/ietcom/e90-b. 3.538 A compromise between these two categories is realized by the so-called reservation-access protocols. These protocols target at a point midway the above two categories by performing multiplexing at a spurt level rather than a frame level. Here, contention induced overhead is reduced by restricting contention to only a certain kind of control packets, called reservation-request packets. After a successful reservation, packets of a spurt are transmitted in a controlled manner, without conflicts [1] .
Most of the previously proposed reservation-access protocols are centralized and use a slotted channel where fixed length time slots are organized into frames [2] - [4] . In these hybrid schemes, the TDMA channel access protocol, which is used as the base protocol, is combined with a contention-access scheme to realize a dynamic channel reservation. Following works on this track have focused on improving the performance of the contention resolution part of reservation-access schemes [5] , [6] .
Recently there have been some efforts to extend reservation-access schemes for operation under a distributed environment where there is no central controller [7] - [9] . The first proposed protocol is the five phase reservation protocol (FPRP) [7] , in which each slot is split into reservation mini-slots and a data slot. A sender that wants to reserve a data slot must contend for it during its reservation minislots. Though FPRP is a distributed protocol, it presumes time synchronization between nodes, which is difficult to achieve in a distributed way. Collision avoidance time allocation (CATA) [8] adopts almost the same concept as FPRP, with the only distinction that it uses four reservation minislots instead of five. Soft reservation multiple access with priority assignment (SRMA/PA) [9] also resembles FPRP. The added feature is that it classifies nodes into high-priority and low-priority nodes, where high priority nodes can grab reserved slots from low-priority nodes during a handshake. Though these protocols affords for slot reservation in a distributed way, due to their synchronous nature, they still prerequisite global slot and frame synchronization which is difficult to be achieved in an infrastructure-less network.
As compared to the above mentioned schemes, which share the common feature of being synchronous, MACA/PR [10] provides an asynchronous and distributed reservationaccess scheme. However, the reservation in MACA/PR is maintained by requiring all neighbor nodes to exchange their reservation tables. This not only increases overhead but also affects performance since, in wireless environments, erCopyright c 2007 The Institute of Electronics, Information and Communication Engineers rors may occur during table information exchange. Moreover, performance of the protocol depends on time resolution of periodic exchanges of reservation tables. The paper also does not detail on how the protocol should work in various situations such as when collisions happen, bit-errors occur, or when a reserved slot is not used due to empty state of sender's queue.
In this paper, we propose a distributed reservationbased MAC protocol, which use 802.11 DCF as the base protocol. The protocol is similar to reservation-based schemes in the sense that it blends the best of random-access and controlled-access schemes. However, it has the following desirable features; 1) it affords for a distributed channel reservation, 2) it does not impose any fixed and predefined time slotting of a channel, 3) it does not require time synchronization among nodes, 4) it does not require exchange of reservation information between nodes, 5) it is backward compatible with 802.11 DCF protocol. The rest of the paper is organized as follows. In Sect. 2, we briefly introduce IEEE 802.11 DCF protocol. Section 3 presents the proposed distributed reservation-based MAC protocol. Simulation results on the performance of 802.11 DCF and its reservationbased enhancement is given in Sect. 4. Section 5 concludes the paper.
Distributed Coordination Function (DCF)
DCF is a distributed MAC protocol based on carrier sense multiple access with collision avoidance (CSMA/CA). General operations of DCF are based on carrier sensing, collision avoidance, and handshaking. Carrier sensing is done in two ways; physical carrier sensing at air interface and virtual carrier sensing at MAC sublayer. Physical carrier sensing mechanism is used for detecting the presence of other nodes by analyzing the signal strength of sensed channel activities. Virtual carrier sensing mechanism is used to inform the nodes, within transmission range of the sender node, of how long the channel will be reserved for the current frame transmission. Using this mechanism, other nodes defer their transmission to avoid collision and then start/resume their backoff procedure upon expiration of the local timers which are associated with their network allocation vectors (NAVs).
Collision avoidance is achieved by using binary exponential backoff (BEB) algorithm. If a node has a data frame to transmit, it must sense the medium before initiating transmission. If the medium is sensed to be idle for an interval of time equal to distributed inter frame space (DIFS), the transmission proceeds immediately (immediate access). If the medium is sensed to be busy, the node will defer until the medium is sensed to be idle for a DIFS interval, and then the backoff procedure is invoked. In backoff procedure, the node sets its backoff timer to a random time interval, called backoff time, based on the current contention window (CW) size; Backoff-time = rand [0,CW] * slot-time, where slot-time is the length of a unit time slot. Backoff timer is decreased by a slot-time if the medium is sensed to be idle during a slot. Backoff timer is frozen if the medium is sensed as busy at any time during a slot-time. The backoff process is resumed after the medium is sensed to be idle for a DIFS interval. Frame transmission begins whenever backoff timer reaches zero.
Due to unreliable nature of wireless medium, DCF permits retransmission of a failed frame for a predefined number of times (retry-limit). If retry limit is exceeded the frame is discarded. After a node transmits a data frame to a destination node, if the node successfully receives an acknowledgement (ACK) frame after a short inter-frame space (SIFS) interval, the transmission is conceived to be successful. Upon a successful transmission, the CW of the transmitting node is reset to its minimum value (CWmin) and the node starts a new backoff procedure (post backoff). If ACK frame is not received successfully, the transmitting node schedules a retransmission and enters the next backoff stage. Major reason of transmission failure is frame collisions, which occurs when transmissions of some nodes overlap. To reduce the probability of frame collisions, after each unsuccessful transmission attempt, the CW is doubled until a predefined maximum value (CWmax) is reached.
Reservation-Based DCF (RDCF)
In what follows, we present an enhancement of DCF which aims at reducing its contention resolution overhead by equipping it with a distributed reservation mechanism.
Due to the broadcast nature of radio channels, when a node transmits a frame, all nodes within its transmission range receive the frame. Under DCF protocol, a node receives all the incoming frames and decodes at least the MAC header, provided that frame is received without error. If the node is the intended receiving node, that is when frame's receiving MAC address matches node's MAC address, the frame is processed and handed to upper layer protocols. Otherwise, the node is an overhearing node and the frame is dropped.
Except for the time intervals when channel is idle, a node goes through a sequence of transmitting and receiving slots where each slot consists of DIFS time, backoff time, and time needed for transmitting and receiving a DATA frame and the corresponding ACK frame. Note that in contrast to TDMA, in DCF,1) channel is not slotted and hence transmitting/receiving slots occur in random time instants, and 2) a transmitting/receiving slot could be of a variable duration.
In DCF protocol, the medium is reserved only for the current transmitting slot by using NAV mechanism. In this paper, we go a step further to augment DCF protocol with another reservation-based collision avoidance mechanism, where a node which successfully transmits a frame reserves a transmitting slot for its next transmission, rather than the current transmission, while nodes that overhear the transmitted frame defer from starting a transmission during the reserved slot. This reservation mechanism is orthogonal to virtual carrier sensing of DCF protocol and can be used in tandem with it.
Basic Reservation Scheme
Based on the broadcast nature of radio channels, each node can extract and record the transmitting nodes' MAC addresses (transmitting node ID) in the order in which frames have been transmitted/received/overheard within its transmission range. Since at each node, the ID of transmitting nodes are recorded in the order in which frames are transmitted/received/overheard by the node, this information can be deployed to achieve a scheduled-based medium access control in a distributed way. The MAC address of the transmitting node might be used as the node ID. In this scheme, reservation for medium access 1) is maintained through overhearing rather than by explicit exchanging of reservation information between nodes, 2) is enforced at each node individually rather than by a controller node, and 3) is done with regard to the order of medium access rather than a time slot within a frame, as is done in TDMA-based schemes. Reservation regarding access interval is achieve through virtual carrier sensing of DCF.
At each node, the state of local channel reservation is saved at a so-called reservation window (RW) and is used to enforce an ordered medium access between nodes that are within each other vicinity. Reservation window is implemented as an array with two pointers; current-reservation (CR) and last-reserved (LR) pointers. CR pointer points to the RW's cell whose content is the ID of the node that has the right for the current transmitting slot. LR pointer points to the RW's cell next to the rightmost filled cell. The node ID of the currently transmitted/received/overheard frame is inserted to the cell pointed by the LR pointer. In RDCF, medium access is performed in a cyclic way, where at each node the content of reservation window, between CR and LR pointers, specifies the expected medium access order in the forthcoming medium access cycle. Upon a frame transmission, the transmitting/receiving/overhearing nodes perform RW management which consist of the following operations.
• controlling position of CR pointer • reserving a transmitting slot At a node, after channel is sensed to be idle for a DIFS interval, the node checks its RW. If the CR pointer points to a cell whose value matches the ID of the node itself, node enters into transmitting mode and starts its backoff timer. When backoff timer expires, if node has a frame in its MAC buffer, the node goes through a transmitting slot as in DCF. If the CR pointer points to a cell whose value is the ID of any other node except the node itself, the node enters into the receiving mode. In the receiving mode, the node expects a receiving slot and hence does not start its backoff timer, even if it has a frame for transmission. After the current transmitting/receiving slot is over, the node goes through a new transmitting/receiving slot, according to the content of its RW.
If a DATA frame is transmitted successfully in a reserved slot, the transmitting node inserts its ID into its RW (next to LR pointer) and shifts the CR pointer to the next cell. In the same vein, if a DATA frame is received/ overheard successfully, the receiving node inserts the transmitting node's ID into its RW and shifts the CR pointer to the next cell. These are the RW management operations associated with successful transmitting/receiving/overhearing of a frame.
Contention-Based Reservation
In dynamic reservation-based MAC protocols [5] , [6] , reservation of a TDMA time slot is carried out through a contention scheme. Since DCF is a contention-based protocol, we use its basic operations as a vehicle to implement contention-based reservation. In RDCF, each node contends for slot reservation through random-access mechanism of DCF. Contention for reservation is carried out when 1) a node joins the network, 2) a node loses reservation due to an unsuccessful transmission at its previous transmitting slot, and 3) a node loses reservation chance because it finds no frame in its queue upon expiration of its backoff timer over its reserved slot.
RDCF protocol uses a flag (reservation flag) to keep track of its own reservation state. The value of reservation flag is set to OFF in cases mentioned in the previous paragraph. At the end of each transmitting/receiving slot, a node checks its reservation flag and if its value is OFF, the node enters into contention mode. At the contention mode, a node is permitted to start its backoff timer in the current transmitting slot. This enables the node to contend for channel access regardless of whether or not the current slot is already reserved by another node. The contention mode is continued until the node makes a contention-based frame transmission successfully, upon which its node ID is inserted into its and neighboring nodes' RW and the value of node's reservation flag is switched to ON. Since such a transmission is not in accordance with a reservation, at a receiving/overhearing node, the node ID of the received frame does not match the expected node ID. Such cases are conceived as an interruption, where the operations performed at the transmitting/receiving/overhearing nodes is exactly the same as for the case of a reservation-based transmission, except that the CR pointer is not shifted.
Empty Queue
In DCF, a node starts its backoff timer whenever it finds a frame in its MAC buffer. In RDCF, a node starts its backoff timer only if the node has the right for transmission in the current slot. Hence, a node in receiving mode would get stuck if at least one of the nodes which made the channel reservation earlier (the nodes whose ID is located between the CR pointer and the ID of the node itself in the node's RW) do not transmit within their reserved slots.
This could happen for instance if a node in the transmitting mode finds no frame in its MAC buffer or if it moves out of the transmission range of a neighboring node which expects the transmission. To avoid this problem, we use a timer (no-frame timer). No-frame timer specifies the sensing period in which a receiving/overhearing node should check whether the node which has reserved the current slot actually transmits in its reserved slot or not. The size of no-frame timer is set to CWmax * aSlotTime, where aSlotTime stands for MAC slot time. Note that backoff time is upper-bounded by this value. If a node in receiving mode senses channel as busy before no-frame timer expires, the timer is cancelled and node goes through a receiving slot. Otherwise, no-frame timer expires, the CR pointer is shifted to the right and transmission opportunity is given to the next node, as is scheduled in RW.
No-frame timer is also used by a transmitting node. A transmitting node starts its backoff timer and no-frame timer simultaneously. Since backoff timer might go through pause and resume phases, no-frame timer is restarted whenever backoff timer is resumed. This is to ensure that backoff timer always expires before no-frame timer. When backoff timer expires, if the transmitting node has a frame in its MAC buffer, the node goes through a transmitting slot as in DCF. If node finds no frame in its MAC buffer, it waits until its no-frame timer expires, upon which the CR pointer is shifted to the right and transmission opportunity is given to the next scheduled node in the RW. However, if channel is sensed busy before no-frame timer expires, the timer is cancelled and node goes through a receiving slot. Note that, when a node is in the receiving mode, only no-frame timer is started whereas when the node is in transmitting mode backoff timer is started as well. Starting no-frame timer at the transmitting mode is used to synchronize start of the next transmitting/receiving slots between the transmitting and the receiving/overhearing nodes.
Frame Collision
If a frame transmission is failed (the transmitting node did not receive an ACK), to allow for the frame retransmissions, the transmitting node does not shift the CR pointer. When retry limit is reached, the transmitting node discards the frame, sets its reservation flag to OFF, starts its no-frame timer, and enters into contention mode provided that it has a frame for transmission. If a frame is not received successfully due to collision, the receiving node can not decode the ID of the transmitting node and hence no reservation is made. Moreover, the CR pointer is not shifted at the receiving/overhearing nodes. When no-frame timer expires, CR pointer is shifted at the transmitting/receiving/ overhearing nodes and transmission opportunity is given to the next node, as scheduled in RW.
RW Synchronization
The RDCF enables nodes to implicitly share the channel reservation information with other neighboring nodes and keeps track of reservation-based transmissions within its vicinity, without requiring any exchange of RW information among nodes. Employing this information, a node can coordinate its medium access such that its transmission does not interfere with those of its neighbors. However, synchronization of a node's RW with those of its neighboring nodes is an assumption which might not be valid all the time due to events such as collision and empty MAC buffer. Hence, it is necessary to check synchronization of a node's RW with those of its neighboring nodes and perform proper RW management whenever RW is found to be unsynchronized. Synchronization of RW is checked each time the node receives/ overhears a frame.
Node's RW is defined to be in synchronized state if the node ID of the received/overheard frame matches the one pointed to by the CR pointer. Node's RW is defined to be in asynchronized state if
• Case 1: the node ID of the received/overheard frame does not match the one pointed to by the CR pointer but it matches the ID of an already registered node, • Case 2: the node ID of the received/overheard frame does not match any of the already registered nodes' IDs.
Case 1 occurs whenever a frame is received/overheard out-of-order. In such cases, synchronization is re-attained by shifting the CR pointer to the position where matching is detected. Case 2 happens when the transmission of the frame is contention-based. In such cases, RW management is carried out exactly in the same way as for the case of a reservation-based transmission, except that the CR pointer is not shifted. Unsynchronized state of RW at a node, continues until the node receives/overhears a frame whose node ID matches the ID of an already registered node.
Out-of-Order Receiving/Overhearing
The basic reservation scheme of RDCF is designed for a fully connected network, i.e., when all nodes are within the transmission range of each other. For instance, in a WLAN where neighboring basic service sets (BSS) operate in nonoverlapping channels, all nodes in a BSS are within each other transmission range and interference from neighboring BSS is low. In such cases, RW of all nodes within a BSS have the same content most of the time. After the contention-based reservation phase is over, with high probability there is only one node in the transmitting mode at a time and, hence, medium access is carried out in an almost collision-free manner.
In general, however, nodes operating under the same channel are not necessarily within each other transmission range. Each node covers a transmission area which partially overlaps with those of its neighboring nodes. Accordingly, RW of neighboring nodes generally do not have the same content. They could be different in terms of the number as well as the ID of registered nodes. Hence, receiving/ overhearing might not occur exactly in the order specified by a node RW. The out-of-order receiving/overhearing cases, however, can be handled by the RW synchronization mecha-nism as explained in previous subsection. Specifically, when a receiver detects an out-of-order transmission, which corresponds to case 2 in Sect. 3.5, the CR pointer is shifted to the position where matching is detected. Then, node checks whether or not its own ID is over-passed by this shift. If it is true, the node turns off the reservation flag and the node will enter into a contention mode at the next transmitting/ receiving slot. The subsequent transmission by those nodes whose IDs were over-passed by the shift of CR pointer are conceived as contention-base transmissions by a receiving/ overhearing node. Table 1 summarizes RW management in terms of events and the corresponding operations. shows the flow chart of RDCF protocol.
Bit Error
Bit errors might adversely affect synchronization of a node's RW with those of its neighboring nodes and could lead to performance degradation of RDCF. In what follows we describe an enhancement of RDCF which is effective in alleviating the adverse effect of bit-errors.
When bit errors occur in a DATA frame, the receiving node can not decode the frame and does not transmit an ACK frame. The transmitting/receiving/overhearing nodes, hence, perform exactly the same RW management operations as in the case of frame collision. If bit errors do not occur in a DATA frame, the receiving node transmits an ACK frame and goes through the same RW management as in the case of successful transmission. However, the ACK frame received at the transmitting or some of the overhearing nodes might become subject to bit errors, causing unsynchronization of nodes' RWs. To alleviate this issue, RDCF is modified as follows.
After transmitting/overhearing a DATA frame, the transmitting/overhearing nodes sense the medium over the time interval where the corresponding ACK frame is expected. If medium is sensed busy, the transmitting/ overhearing nodes consider the transmission as being carried out successfully, even if the received frame is erroneous, and go through RW managements as specified for successful transmissions. At nodes where the received ACK frame is not erroneous, ID of the transmitting node is extracted and inserted into RW. At nodes where the received frame is erroneous, 1) if node is the transmitting node, it inserts its ID into RW, 2) if node is an overhearing node and provided that DATA frame has been received without bit-errors, the ID extracted from DATA frame is inserted into RW. If both DATA and ACK frames are received erroneously, the overhearing node consider transmission unsuccessful and goes through RW managements as specified for the collision case.
When hidden nodes exist, an issue is raised in the case that the receiving node receives an erroneous DATA frame. In this case, though the receiving node does not transmit an ACK frame, an overhearing node which carrier sense transmission from a hidden node, within ACK reception interval, will misinterpret transmission from a hidden node as reception of an ACK frame. This causes unsynchronization of nodes' RWs. This problem can be avoided by having nodes to check whether the transmission is from a node within its transmission range or not. This verification is actually performed at 802.11 PHY layer whenever a frame is received and can be deployed for the above mentioned purpose.
Adaptive RDCF
Collision avoidance mechanism of DCF/RDCF is implemented by the BEB algorithm. The performance of BEB algorithm depends on the value of parameters such as CWmin and maximum retry limit. The default value of CWmin is determined based on the underlying PHY and is 31 for 802.11b. In RDCF, the number of nodes which have their backoff timers running simultaneously is pretty lower than DCF and therefore CWmin = 31 might be too large for the actual number of competing nodes. Excessive idle time and low channel utilization due to large values of CWmin is particularly deteriorating in RDCF because only a subset of nodes could start their backoff timers simultaneously. Figure 2 shows that RDCF performance can be improved by setting CWmin to small values. However, the number of competing nodes depends on factors such as bit-error rate, number of hidden nodes, and frequency of empty queue events and hence it would be proper to adjust CWmin value in an adaptive way.
In general, channel utilization can be improved by reducing idle period and frame collision costs. However, as can be seen from Fig. 3 , there is a trade-off between these two costs. Hence, channel utilization could be optimized provided that channel operates at an equilibrium point where these two costs take on the same value. Accordingly, in RDCF, each node monitors the channel between its two successive medium accesses and adaptively changes its CWmin value in order to ensure that channel is operating around the equilibrium point. CWmin adaptation is done through an exponentially increase exponentially decrease algorithm, where CWmin is increased whenever measured idle time is less than collision time and vice versa. The range of CWmin is set to [3, 31] . This enhancement of RDCF is referred to as adaptive RDCF (ARDCF) henceforth.
Simulation Results
In this section, we evaluate the performance of RDCF in comparison with 802.11 DCF using ns-2 network simulator [14] . Simulations were performed on three different scenarios;
• Scenario 1: all nodes are within each other transmission range, • Scenario 2: all nodes are within each other sensing range, • Scenario 3: some of the nodes are outside each other sensing range (hidden terminals).
Evaluations were conducted in both WLAN and ad-hoc networks. Adverse effect of bit error on the performance of RDCF was also evaluated. Simulation time was set to 100 seconds. Data traffics are generated using constant bit rate (CBR) UDP traffic sources where frames of length 512 bytes are generated every 40 milliseconds. To evaluate performance of RDCF under a wide range of network loads, ranging from relatively idle to saturated conditions, the number of contending nodes changed over a wide range. Performance of RDCF/ARDCF, when traffics are of different rates, was also evaluated. Table 3 Performance of DCF (scenario 1). Table 4 Performance of RDCF (scenario 1). Table 5 Performance of ARDCF (scenario 1).
The parameters used in the simulations are shown in Table 2 , which are based on the IEEE 802.11 network configurations [11] . For the physical radio propagation model, we use two-ray ground reflection model. The two-way model predicts the received power as a deterministic function of distance and presents the communication range as an ideal circle.
WLAN Environment
For scenario 1, we consider a BSS with an access point and a number of source nodes, which are located randomly within 88 [m] distance of the access point. This ensures that all nodes are within transmission range of each other. Tables 3, 4 , and 5 show the performance of 802.11 DCF, RDCF and ARDCF where the number of contending nodes varies from 5 to 100. As performance metric, we use aggregate throughput and fairness. By throughput, we mean the number of successfully delivered bytes per second. For fairness index, we used two indices. The first is the fairness index defined in [12] :
where N stands for the number of nodes and T i for the throughput of flow i. The second fairness index is minmax which is defined as the throughput ratio of the node with the minimum throughput to the node with the maximum throughput [13] .
Since the main objective of RDCF is to reduce collisions through deploying a reservation mechanism, results for collision rate and retry-limit-over are also given. Here, collision rate is the ratio of the number of collided frames to that of the transmitted frames and retry-over rate is the ratio of number of times that retry-limit was exceeded to the number of transmitted frames.
Simulation results show that the aggregate throughput of 802.11 DCF degrades as the number of nodes increases. This is mainly due to collisions which become higher as the number of contending nodes increases. As can be seen, RDCF protocol eliminates frame collisions to a large extent and outperforms DCF significantly in terms of aggregate throughput. In scenario 1, frame collisions in RDCF are due to contention-mode medium access and happen only at early stage of simulation. As nodes succeed in reserving channel, medium access is performed in an almost collision free manner (Fig. 4) .
When traffic load is low, occasionally nodes find no frame for transmission. In such cases, medium access delay could become large because the next transmission can not be carried out before no-frame timer for the current transmission slot expires. The incurred medium access delay is not an issue when traffic load is very low or when traffic load is high enough to render the channel saturated. In the former case, channel contention level is low and the delay incurred by no-frame timer does not make much a difference. In the latter case, channel is saturated and hence noframe timer expiration happens rarely. When traffic load is between these two cases, RDCF performance could be de- Table 6 Performance of DCF/RDCF/ARDCF (scenario 2).
graded. However, from Tables 3 and 4 , we see that throughput degradation is only slightly lower than that of DCF in such a case (when number of nodes is 20, 30).
For scenario 2, we considered two BSSs where access points are located at a distance of 260 [m] . At each BSS, 50 nodes are located randomly within 88 [m] distance of the corresponding access points. This configuration ensures that all nodes are within each other sensing range. In this scenario, carrier sensing mechanism of RDCF (similar to DCF) prevents excessive collisions which could occur due to hidden nodes. Note that, the content of nodes RWs is not identical because nodes might be located out of each other transmission range. Table 6 shows the throughput performance of 802.11 DCF, RDCF and ARDCF. As can be seen, RDCF outperforms DCF due to the fact that nodes which hear each other still can avoid collision between each other. However, RDCF performance improvement is not as high as in the scenario 1. This is in part because some nodes may not hear transmissions from some other nodes and hence there could exist more than one node in the transmitting mode at the same time. However, RDCF performance is not as low as DCF because the number of competing nodes is not as large as the case of DCF protocol. Moderate performance improvement is also partly due to the decrease in RW synchronization which is caused by out-of-order reservation-based medium access.
For scenario 3, we considered two BSSs where access points are located at a distance of 638 [m] . Again at each BSS, 50 nodes are located randomly within 88 [m] distance of the corresponding access points. As compared to scenario 2, hidden terminal exist because some of the sending nodes are not within sensing range of each other while they are within sensing range of both of the access points. Similar to DCF, RDCF is susceptible to hidden terminal problem and its performance is adversely affected as can be seen from Table 7 . Transmission of hidden nodes increases collision rate because carrier sensing mechanism of RDCF (similar to DCF) can not detect such transmissions. Such transmission can largely decrease synchronization of nodes' RWs and hence degrade performance of RDCF. However, note that as compared to scenarios 1 and 2, in scenario 3 transmission of some nodes might not interfere with those located outside their carrier sensing range and, hence, aggregate throughput could increase due to spatial reuse of channel.
As can be seen from Table 7 , collision rate is pretty higher than scenario 1 and 2. However, collision rate due to hidden terminal problem is expected to be less than that of DCF protocol, because of lower number of contending nodes. This is in accordance with the simulation results showing that RDCF performance is still better than DCF. As for collision rate, the rate at which retry-limit is exceeded is also much lower than DCF in all scenarios. Considerably lower value of RDCF retry-limit over is a desirable feature, noting that retransmission of a frame that can not be delivered successfully by MAC protocol, should be carried out in an end-to-end way by a higher layer protocol such as TCP.
Simulation results for ARDCF show that performance of RDCF is sensitive to value of CWmin and can be significantly improved by its adaptive adjustment based on an estimate of channel contention level. Significant improvements were observed at all scenarios.
Fairness
Fairness is an important performance metric of a MAC protocol. The unfairness of DCF is mainly attributed to the difference in the value of each node's contention window, which is a function of the number of successive collisions. Fairness of RDCF protocol is expected to be higher than DCF because 1) its low collision rate causes lower variation in nodes' CW values, and 2) its reservation-based medium access largely eliminates the randomness of DCF medium access. The first and second fairness indices are denoted as (1) and (2) in simulation result tables. Fairness indices lie between 0 and 1 and the closer is the value to 1, fairer is the protocol. As can be seen from simulation results, RDCF has a significantly higher fairness than DCF in all scenarios. Also, as compared to DCF protocol, where fairness is affected severely by the existence of hidden nodes, RDCF fairness shows moderate degradation.
Bit Error
We use the same experimental setup except for the fact that channel errors occur with a certain probability. In RDCF, channel errors can affect frame transmissions as well as synchronization of nodes' RWs. Figure 5 , Tables 8, and 9 show the throughput degradation of DCF, RDCF, and ARDCF for bit error rate of 10 −5 . As compared to DCF, RDCF and ARDCF are more sensitive to bit errors. However, they still maintain a higher throughput. are within sensing range of each other, and some nodes are hidden to each other, respectively. 100 pairs of source and destination nodes are selected randomly and CBR traffics are generated between each pair of source and destination nodes. Other simulation parameters are the same as in the case of WLAN environment. Tables 10, 11 , and 12 show the comparative results on the performance of 802.11 DCF, RDCF and ARDCF.
Ad Hoc Environment
Improvements similar to those in WLAN environment, were observed in terms of aggregate throughput, fairness, collision rate, and retry-limit over. As in WLAN environment, degradation of fairness is noticeable when hidden terminals exist (Table 12) . Nevertheless, fairness degradation Table 11 Performance of DCF/RDCF/ARDCF (scenario 2).
Table 12
Performance of DCF/RDCF/ARDCF (scenario 3).
Table 13
Performance of DCF/RDCF/ARDCF under bit error (10 −5 ) (scenario 1). Table 14 Performance of DCF/RDCF/ARDCF under bit error (10 −5 ) (scenario 2). is still moderate as compared to DCF. Simulations were carried out while bit errors occur with probability 10 −5 . Trends similar to those for WLAN environment were observed. Results are given in Tables 13, 14 , and 15 for the sake of completeness.
We also evaluated the performance of RDCF/ARD CF when different traffics of different types and rates coexists in the network. Traffics were generated by constant bit rate (CBR) sources of 64 [kbs] and variable bit rate (VBR) sources where bit rate takes minimum value of 100 [kbs] and maximum value of 1500 [kbs] . The number of CBR and VBR traffics set to be equal, each constituting half of the total number of traffics. Simulations were performed for scenario 3 which is the most general case. Similar trends were observed from simulation results which are given in Tables 16 and 17 .
Conclusion
In this paper, we proposed a distributed reservation-based MAC protocol as an enhancement of IEEE 802.11 DCF protocol. The protocol does not presume time synchronization and/or explicit exchange of reservation information and, similar to DCF, can be used for both WLAN and ad-hoc environments. The reservation mechanism of the protocol is based on carrier sensing mechanism of DCF and is carried out implicitly without incurring any control message overhead. The protocol was designed to handle events, encountered in the real networks, which run RW of neighboring nodes out of synchronization. These include cases such as when 1) frames collide, 2) nodes join or leave the network, 3) MAC buffer of a node is empty, and 3) frame are transmitted out-or-order. An adaptive version of RDCF was also presented where, based on channel usage monitoring, CWmin value is adaptively adjusted to improve channel utilization.
Simulations were conducted for both WLAN and adhoc environments. It was verified that RDCF achieves a significant increase in throughput performance and a considerably higher fairness as compared to 802.11 DCF. The performance of RDCF is also verified under bit-error condition. Though bit-error degrades RDCF performance more than DCF, the degradation is not high enough to compromise the throughput improvement achieved by its reservation mechanism.
