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1. Introduction and preliminaries
Conemetric spaceswere introduced in [1]. The authors there described convergence in conemetric spaces and introduced
completeness. Then they proved some fixed point theorems of contractive mappings on cone metric spaces. Recently, in
[2–5] some common fixed point theoremswere proved for maps on conemetric spaces. Also, in [2,1,3,4] the authors usually
use the normality property of cones in their results. In this paper we do not use this concept.
Consistent with Guang and Xian [1], the following definitions and results will be needed in the sequel.
Let E be a real Banach space. A subset P of E is called a cone if and only if:
(i) P is closed, nonempty and P 6= {0} ;
(ii) a, b ∈ R, a, b ≥ 0, and x, y ∈ P imply ax+ by ∈ P;
(iii) P ∩ (−P) = {0} .
Given a cone P ⊂ E, we define a partial ordering ≤ with respect to P by x ≤ y if and only if y − x ∈ P . We shall write
x < y to indicate that x ≤ y but x 6= y, while x ywill stand for y− x ∈ int P (interior of P).
There exist two kinds of cone:
normal, with the normal constant K ≥ 1; and non-normal, that is, a cone which is not normal.
Let E be a real Banach space, P ⊂ E a cone and≤ partial ordering defined by P . Then P is called normal if
inf {‖x+ y‖ : x, y ∈ P and ‖x‖ = ‖y‖ = 1} > 0 (1.1)
or equivalently, there is a number K > 0 such that, for all x, y ∈ P ,
0 ≤ x ≤ y implies ‖x‖ ≤ K ‖y‖ . (1.2)
The least positive number satisfying (1.2) is called the normal constant of P . It is clear that K ≥ 1.
From (1.1) it is not hard to conclude that P is a non-normal cone if and only if there exist sequences un, vn ∈ P such that
0 ≤ un ≤ un + vn, un + vn → 0 but un 9 0.
Hence, in this event, the sandwich theorem does not hold.
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Example 1.1 ([6]). Let E = C1 [0, 1]with ‖x‖ = ‖x‖∞+
∥∥x/∥∥∞ on P = {x ∈ E : x (t) ≥ 0 on [0, 1]}. This cone is not normal.
Consider, for example, xn (t) = 1−sin ntn+2 and yn (t) = 1+sin ntn+2 . Since ‖xn‖ = ‖yn‖ = 1 and ‖xn + yn‖ = 2n+2 → 0, it follows
by (1.1) that P is a non-normal cone.
Definition 1.2 ([1]). Let X be a nonempty set. Suppose that the mapping d : X × X → E satisfies
(d1) 0 ≤ d (x, y) for all x, y ∈ X and d (x, y) = 0 if and only if x = y;
(d2) d (x, y) = d (y, x) for all x, y ∈ X;
(d3) d (x, y) ≤ d (x, z)+ d (z, y) for all x, y, z ∈ X .
Then d is called a cone metric on X and (X, d) is called a cone metric space. A concept of a cone metric space is more
general than that of a metric space, because each metric space is a cone metric space, where E = R and P = [0,+∞[
(see [1], Example 1 and [5], Examples 1.2 and 2.2).
Definition 1.3 ([1]). Let (X, d) be a cone metric space. We say that {xn} is
(e) a Cauchy sequence if, for every c in E with 0 c , there is an N such that, for all n,m > N , d (xn, xm) c;
(f) a convergent sequence if, for every c in E with 0  c , there is an N such that, for all n > N , d (xn, x)  c for some
fixed x in X .
A cone metric space X is said to be complete if every Cauchy sequence in X is convergent in X .
Remark 1.4 (See e.g., [7]-without Proof). (1)If u ≤ v and v  w, then u w.
(2) If u v and v  w, then u w.
(3) If 0 ≤ u c for each c ∈ int P then u = 0.
Remark 1.5. If c ∈ int P, 0 ≤ an and an → 0, then there exists an n0 such that for all n > n0 we have an  c.
Proof. Let 0  c be given. Choose a symmetric neighborhood V such that c + V ⊂ P . Since an → 0 there is n0 such that
an ∈ V = −V for n > n0. This means that c ± an ∈ c + V ⊂ P for n > n0; that is, an  c.
From this it follows that the sequence {xn} converges to x ∈ X if d (xn, x)→ 0 as n→∞ and {xn} is a Cauchy sequence if
d (xn, xm)→ 0 as n,m→∞. In the situation with a non-normal cone we have only half of Lemmas 1 and 4 from [1]. Also,
the fact that d (xn, yn)→ d (x, y) if xn → x and yn → y is not applicable. 
Remark 1.6. If 0 ≤ d (xn, x) ≤ bn and bn → 0, then d (xn, x) c where xn, x are a sequence and a given point in X .
Proof. Follows from Remarks 1.4 and 1.5(1). 
Remark 1.7. If 0 ≤ an ≤ bn and an → a, bn → b, then a ≤ b for each cone P.
Remark 1.8. If E is a real Banach space with a cone P and, if a ≤ λa, where a ∈ P and 0 < λ < 1, then a = 0.
Proof. The condition a ≤ λameans that λa−a ∈ P , i.e.,− (1− λ) a ∈ P . Since a ∈ P and 1−λ > 0, then also (1− λ) a ∈ P .
Thus we have (1− λ) a ∈ P ∩ (−P) = {0}, and a = 0.
In the following we suppose only that E is a Banach space, P is a non-normal cone in E with int P 6= ∅, and ≤ is partial
ordering with respect to P.
In generalizing a theorem of Assad [8] and Assad and Kirk [9], Rhoades [10] proved the following result in a Banach
space. 
Theorem 1.9. Let X be a Banach space, C a nonempty closed subset of X and T : C → X a mapping of C into X satisfying the
condition
d (Tx, Ty) ≤ hmax
{
d (x, y)
2
, d (x, Tx) , d (y, Ty) ,
d (x, Ty)+ d (y, Tx)
q
}
,
for all x, y in C, 0 < h < 1, q ≥ 1+ 2h, and if T has the additional property that, for each x ∈ ∂C, the boundary of C, Tx ∈ C,
then T has a unique fixed point.
Recently Imdad andKumar [11] extended the result of Rhoades [10] to a pair ofmaps. They proved the following theorem.
Theorem 1.10. Let X be a Banach space, C a nonempty closed subset of X and F , T : C → X two mappings satisfying the
condition
d (Fx, Fy) ≤ hmax
{
d (Tx, Ty)
2
, d (Tx, Fx) , d (Ty, Fy) ,
d (Tx, Fy)+ d (Ty, Fx)
q
}
,
for all x, y in C, 0 < h < 1, q ≥ 1+ 2h, and
(i) ∂C ⊆ TC, FC ∩ C ⊂ TC,
(ii) Tx ∈ ∂C ⇒ Fx ∈ C,
(iii) TC is closed in X .
Then there exists a coincidence point z in X. Moreover, if F and T are coincidentally commuting, then z is the unique common
fixed point of F and T .
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2. Main result
The purpose of this paper is to prove Theorems 1.9 and 1.10 in the setting of a non-normal cone. We begin with the
following definition.
Definition 2.1. Let (X, d) be a conemetric space and C be a nonempty closed subset of X , and f , g : C → X . If f and g satisfy
the condition
d (fx, fy) ≤ λ · u, (2.1)
where
u ∈
{
d (gx, gy)
2
, d (fx, gx) , d (fy, gy) ,
d (fx, gy)+ d (fy, gx)
q
}
,
for all x, y in C, 0 < λ < 12 , q ≥ 2− λ, then f is called a generalized g-contractive mapping of C into X .
We state and prove our main result as follows.
Theorem 2.2. Let (X, d) be a complete cone metric space, C a nonempty closed subset of X such that for each x ∈ C and y 6∈ C
there exists a point z ∈ ∂C such that
d (x, z)+ d (z, y) = d (x, y) . (2.2)
Suppose that f , g : C → X are such that f is a generalized g-contractive mapping of C into X, and
(i) ∂C ⊆ gC, fC ∩ C ⊂ gC,
(ii) gx ∈ ∂C ⇒ fx ∈ C,
(iii) gC is closed in X .
Then there exists a coincidence point z in C. Moreover, if (f , g) are coincidentally commuting, then z is the unique common
fixed point of f and g.
Proof. We will give a proof under the hypothesis that each of mappings f and g is not necessarily a self mapping.
Let x ∈ ∂C be arbitrary. We construct three sequences {xn} and {zn} in C , and a sequence {yn} in fC ⊆ X in the following
way. Set z0 = x. Since z0 ∈ ∂C , by (i) there exists a point x0 ∈ C such that z0 = gx0. Since gx0 ∈ ∂C , from (ii) we conclude
that fx0 ∈ C ∩ fC . Then from (i), fx0 ∈ gC . Thus, there exists x1 ∈ C such that gx1 = fx0 ∈ C . Set z1 = y1 = fx0 = gx1 and
y2 = fx1.
If y2 ∈ fC ∩ C , then from (i), y2 ∈ gC , and so there is a point x2 ∈ C such that gx2 = y2 = z2 = fx1.
If y2 = fx1 6∈ C , then by z2 we denote a point in ∂C (z2 6= y2) such that d (y1, z2) + d (z2, y2) = d (y1, y2) = d (fx0, fx1).
By (i), there is x2 ∈ C such that gx2 = z2. Thus z2 ∈ ∂C and d (y1, z2) + d (z2, y2) = d (y1, y2) = d (fx0, fx1). Now we set
y3 = fx2 = z3. Since fx2 ∈ fC ∩ C ⊆ gC , from (ii) there is a point x3 ∈ C such that gx3 = y3.
Note that in the case z2 6= y2 = fx1, we have z1 = y1 = fx0 and z3 = y3 = fx2.
Continuing the foregoing procedure we construct three sequences (see also [12]):
{xn} ⊆ C, {zn} ⊂ C; {yn} ⊆ fC ⊂ X such that:
(a) yn = fxn−1;
(b) zn = gxn;
(c) zn = yn if and only if yn ∈ C;
(d) zn 6= yn whenever yn 6∈ C and then zn ∈ ∂C and d (yn−1, zn)+ d (zn, yn) = d (yn−1, yn) . 
Remark 2.3. If zn 6= yn, then zn ∈ ∂C , which then implies, by (b), (ii) and (a), that zn+1 = yn+1 ∈ C . Also, zn 6= yn implies
that zn−1 = yn−1 ∈ C , since otherwise zn−1 ∈ ∂C , which then implies zn = yn ∈ C .
Now we wish to estimate d (zn, zn+1). If d (zn, zn+1) = 0 for some n, then it is easy to show that d (zn, zn+k) = 0 for all
k ≥ 1.
Suppose that d (zn, zn+1) > 0 for all n. From the above remarkwe conclude that there are three possibilities: 10zn = yn ∈
C and zn+1 = yn+1; 20zn = yn ∈ C , but zn+1 6= yn+1, and 30zn 6= yn, in which case zn ∈ ∂C and d (yn−1, zn) + d (zn, yn) =
d (yn−1, yn) = d (fxn−2, fxn−1) .
Case 10. Let zn = yn ∈ C and zn+1 = yn+1 ∈ C . Then zn = yn = fxn−1, zn+1 = yn+1 = fxn and zn−1 = gxn−1 (observe that
one need not have zn−1 = yn−1). Then from (2.1),
d (zn, zn+1) = d (yn, yn+1) = d (fxn−1, fxn) ≤ λ · un,
where
un ∈
{
d (gxn−1, gxn)
2
, d (fxn−1, gxn−1) , d (fxn, gxn) ,
d (fxn−1, gxn)+ d (fxn, gxn−1)
q
}
=
{
d (zn−1, zn)
2
, d (yn, zn−1) , d (yn+1, zn) ,
d (yn, zn)+ d (yn+1, zn−1)
q
}
=
{
d (zn−1, zn)
2
, d (zn−1, zn) , d (zn, zn+1) ,
0+ d (zn−1, zn+1)
q
}
.
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Clearly, there are infinite many n such that at least one of the following cases holds:
I: d (zn, zn+1) ≤ λ · d(zn−1,zn)2 ≤ λ · d (zn−1, zn);
II: d (zn, zn+1) ≤ λ · d (zn−1, zn);
III: d (zn, zn+1) ≤ λ · d (zn, zn+1)⇒ d (zn, zn+1) = 0, contradicting the assumption that d (zn, zn+1) > 0 for each n;
IV: d (zn, zn+1) ≤ λ · d(zn−1,zn+1)q ≤ λ · 1q (d (zn−1, zn)+ d (zn, zn+1)) ⇒
(
1− λq
)
d (zn, zn+1) ≤ λq d (zn−1, zn) ⇒
d (zn, zn+1) ≤ λq−λ · d (zn−1, zn) .
From I, II, III and IV it follows that
d (zn, zn+1) ≤ µ · d (zn−1, zn) . (2.3)
Case 20. Let zn = yn ∈ C but zn+1 6= yn+1. Then zn+1 ∈ ∂C and d (yn, zn+1)+d (zn+1, yn+1) = d (yn, yn+1). Note then from
this, and (2.2), we get
d (zn, zn+1) = d (yn, zn+1) = d (yn, yn+1)− d (zn+1, yn+1) < d (yn, yn+1) ; (2.4)
that is, according to (2.1), d (yn, yn+1) = d (fxn−1, fxn) ≤ λ · un, where
un ∈
{
d (gxn−1, gxn)
2
, d (fxn−1, gxn−1) , d (fxn, gxn) ,
d (fxn−1, gxn)+ d (fxn, gxn−1)
q
}
=
{
d (zn−1, zn)
2
, d (yn, zn−1) , d (yn+1, zn) ,
d (yn, zn)+ d (yn+1, zn−1)
q
}
=
{
d (zn−1, zn)
2
, d (zn, zn−1) , d (yn+1, yn) ,
0+ d (yn+1, zn−1)
q
}
=
{
d (zn−1, zn)
2
, d (zn−1, zn) , d (yn, yn+1) ,
d (yn+1, zn−1)
q
}
.
Again, we obtain the following four cases:
V: d (yn, yn+1) ≤ λ · d(zn−1,zn)2 ;
VI: d (yn, yn+1) ≤ λ · d (zn−1, zn) ;
VII: d (yn, yn+1) ≤ λ · d (yn, yn+1)⇒ d (yn, yn+1) = 0, contradicting the assumption that d (zn, zn+1) > 0 for each n;
VIII: d (yn, yn+1) ≤ λ · d(yn+1,zn−1)q ≤ λ · (
yn+1,yn)+d(yn,zn−1)
q = λq d (yn, yn+1)+ λq d (zn−1, zn) .
From (2.4) and V, VI, VII and VIIIwe have
d (zn, zn+1) ≤ µ · d (zn−1, zn) , where µ = max
{
λ
2
, λ,
λ
q− λ
}
= λ.
Case 30. Let zn 6= yn. Then zn ∈ ∂C and d (yn−1, zn) + d (zn, yn) = d (yn−1, yn) and, by Remark 2.3, zn+1 = yn+1 and
zn−1 = yn−1. From this, and using (2.1), we get
d (zn, zn+1) = d (zn, yn+1) ≤ d (zn, yn)+ d (yn, yn+1)
= d (yn−1, yn)− d (zn−1, zn)+ d (yn, yn+1) . (2.5)
We shall estimate d (yn−1, yn) and d (yn, yn+1). By noting that yn−1 = zn−1, one can conclude that
d (yn−1, yn) ≤ λ · d (zn−2, zn−1) , (2.6)
in view of Case 20. Further,
d (yn, yn+1) = d (fxn−1, fxn) ≤ λ · un, (2.7)
where
un ∈
{
d (gxn−1, gxn)
2
, d (fxn−1, gxn−1) , d (fxn, gxn) ,
d (fxn−1, gxn)+ d (fxn, gxn−1)
q
}
=
{
d (zn−1, zn)
2
, d (yn, zn−1) , d (yn+1, zn) ,
d (yn, zn)+ d (yn+1, zn−1)
q
}
.
Because
d (yn, zn)+ d (yn+1, zn−1)
q
= d (yn, zn)+ d (zn+1, zn−1)
q
= d (yn, yn−1)− d (zn−1, zn)+ d (zn+1, zn−1)
q
≤ d (yn, yn−1)− d (zn−1, zn)+ d (zn−1, zn)+ d (zn, zn+1)
q
= d (yn, yn−1)+ d (zn, zn+1)
q
,
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yn−1 = zn−1, yn+1 = zn+1, and d (yn−1, yn) ≤ λ · d (zn−2, zn−1), we have that
d (yn, yn+1) ≤ λ · un, (2.8)
where
un ∈
{
d (zn−1, zn)
2
, λ · d (zn−2, zn−1) , d (zn+1, zn) , λ · d (zn−2, zn−1)+ d (zn, zn+1)q
}
.
Substituting (2.6) and (2.8) in (2.5), we get
d (zn, zn+1) ≤ λ · d (zn−2, zn−1)− d (zn−1, zn)+ λ · un, (2.9)
from which follow four cases:
IX:
d (zn, zn+1) ≤ λ · d (zn−2, zn−1)− d (zn−1, zn)+ λ · d (zn−1, zn)2
= λ · d (zn−2, zn−1)−
(
1− λ
2
)
d (zn−1, zn) ≤ λ · d (zn−2, zn−1) ;
X:
d (zn, zn+1) ≤ λd (zn−2, zn−1)− d (zn−1, zn)+ λ2d (zn−2, zn−1)
= (λ+ λ2) d (zn−2, zn−1)− d (zn−1, zn) ≤ (λ+ λ2) d (zn−2, zn−1) ;
XI:
d (zn, zn+1) ≤ λ · d (zn−2, zn−1)− d (zn−1, zn)+ λ · d (zn, zn+1)⇒
(1− λ) d (zn, zn+1) ≤ λd (zn−2, zn−1)⇒ d (zn, zn+1) ≤ λ1− λd (zn−2, zn−1) ;
XII:
d (zn, zn+1) ≤ λd (zn−2, zn−1)− d (zn−1, zn)+ λq (λd (zn−2, zn−1)+ d (zn, zn+1)) ⇒(
1− λ
q
)
d (zn, zn+1) ≤
(
λ+ λ
2
q
)
d (zn−2, zn−1)− d (zn−1, zn) ⇒ d (zn, zn+1) ≤ λq+ λ
2
q− λ d (zn−2, zn−1) .
From IX, X, XI, and XII it follows that
d (zn, zn+1) ≤ µ · d (zn−2, zn−1) , where
µ = max
{
λ, λ+ λ2, λ
1− λ,
λq+ λ2
q− λ
}
= max
{
λ
1− λ,
λq+ λ2
q− λ
}
.
Thus, in all cases 10– 30,
d (zn, zn+1) ≤ µ · wn,
wherewn ∈ {d (zn−2, zn−1) , d (zn−1, zn)} and
µ = max
{
λ,
λ
1− λ,
λq+ λ2
q− λ
}
= max
{
λ
1− λ,
λq+ λ2
q− λ
}
.
It is easy to verify that
µ = max
{
λ
1− λ,
λq+ λ2
q− λ
}
=

λ
1− λ, q ≥ 2− λ
λq+ λ2
q− λ , q < 2− λ.
Following the procedure of Assad and Kirk [9], it can easily be shown by induction that, for n > 1,
d (zn, zn+1) ≤ µ n−12 · w2 (2.10)
wherew2 ∈ {d (z0, z1) , d (z1, z2)} .
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From (2.10) and by the triangle inequality, for n > mwe have
d (zn, zm) ≤ d (zn, zn−1)+ d (zn−1, zn−2)+ · · · + d (zm+1, zm)
≤
(
µ
n−1
2 + µ n−22 + · · · + µm−12
)
· w2
≤
√
µ
m−1
1−√µ · w2 → 0, asm→∞.
From Remarks 1.5 and 1.4(1) d (zn, zm) c; i.e., {zn} is a Cauchy sequence.
Since zn = gxn ∈ C ∩ gC and C ∩ gC is complete, there is some point z ∈ C ∩ gC such that zn → z. Letw in C be such that
gw = z. By the construction of {zn}, there is a subsequence
{
zn(k)
}
such that zn(k) = yn(k) = fxn(k)−1 and so fxn(k)−1 → z.
We shall now prove that fw = z. We have
d (fw, z) ≤ d (fw, fxn(k)−1)+ d (fxn(k)−1, z) ≤ λ · un(k) + d (fxn(k)−1, z) ,
where
un(k) ∈
{
d
(
gxn(k)−1, gw
)
2
, d
(
fxn(k)−1, gxn(k)−1
)
, d (fw, gw) ,
d
(
fxn(k)−1, gw
)+ d (fw, gxn(k)−1)
q
}
.
Using Definition 1.3(f) and the fact that zn(k) = yn(k) = fxn(k)−1 → z, as k→∞, we obtain
(1) d (fw, z) ≤ λ · d
(
gxn(k)−1, z
)
2
+ d (fxn(k)−1, z) λ · c2λ + c2 = c;
(2) d (fw, z) ≤ λ · d (fxn(k)−1, gxn(k)−1)+ d (fxn(k)−1, z)
≤ λ · (d (fxn(k)−1, z)+ d (z, gxn(k)−1))+ d (fxn(k)−1, z)
= (λ+ 1) · d (fxn(k)−1, z)+ λ · d (z, gxn(k)−1)
 (λ+ 1) · c
2 (λ+ 1) + λ ·
c
2λ
= c;
(3) d (fw, z) ≤ λ · d (fw, z)+ d (fxn(k)−1, z)⇒
d (fw, z) ≤ 1
1− λ · d
(
fxn(k)−1, z
) 1
1− λ · (1− λ) c = c;
(4) d (fw, z) ≤ λ · d
(
fxn(k)−1, z
)+ d (fw, gxn(k)−1)
q
+ d (fxn(k)−1, z)
≤ λ · d
(
fxn(k)−1, z
)+ d (fw, z)+ d (z, gxn(k)−1)
q
+ d (fxn(k)−1, z) ; i.e.,
d (fw, z) ≤ λ
q− λ · d
(
fxn(k)−1, z
)+ λ
q− λd
(
z, gxn(k)−1
)
 λ
q− λ ·
c
2 · λq−λ
+ λ
q− λ ·
c
2 · λq−λ
= c.
In all cases we obtain d (fw, z) c for each c ∈ int P . Using Remark 1.4(3), it follows that d (fw, z) = 0, or fw = z.
Suppose now that f and g are coincidentally commuting. Then
z = fw = gw⇒ fz = fgw = gfw = gz.
Then, from (2.1),
d (fz, z) = d (fz, fw) ≤ λ · u,
where
u ∈
{
d (gz, gw)
2
, d (fz, gw) , d (fw, gw) ,
d (fz, gw)+ d (fw, gz)
q
}
=
{
d (fz, z)
2
, d (fz, z) , d (z, z) ,
d (fz, z)+ d (z, fz)
q
}
=
{
d (fz, z)
2
, d (fz, z) , 0,
2d (fz, z)
q
}
.
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Hence, we get the following cases:
d (fz, z) ≤ λ · d (fz, z)
2
, d (fz, z) ≤ λ · d (fz, z) ,
d (fz, z) ≤ λ · 0 = 0 and d (fz, z) ≤ λ · 2d (fz, z)
q
.
Since 2λq ≤ 2λ2−λ = 2λ1+(1−λ) < 2λ < 1, it follows that fz = z; that is, z is a common fixed point of f and g.
Uniqueness of the common fixed point follows easily from (2.1).
Setting g = IX , the identity mapping of X in Theorem 2.2, we obtain the following result:
Corollary 2.4. Let (X, d) be a complete cone metric space, and C a nonempty closed subset of X such that, for each x ∈ C and
y 6∈ C there exists a point z ∈ ∂C such that
d (x, z)+ d (z, y) = d (x, y) . (2.11)
Suppose that f : C → X, satisfying the condition
d (fx, fy) ≤ λ · u (x, y) ,
where
u (x, y) ∈
{
d (x, y)
2
, d (x, fx) , d (y, fy) ,
d (x, fy)+ d (y, fx)
q
}
,
for all x, y in C, 0 < λ < 12 , q ≥ 2− λ and f has the additional property that for each x ∈ ∂C, the boundary of C, fx ∈ C, then f
has a unique fixed point.
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