Abstract. Detecting objects, estimating their pose and recovering 3D shape information are critical problems in many vision and robotics applications. This paper addresses the above needs by proposing a new method called DEHV -Depth-Encoded Hough Voting detection scheme. Inspired by the Hough voting scheme introduced in [13] , DEHV incorporates depth information into the process of learning distributions of image features (patches) representing an object category. DEHV takes advantage of the interplay between the scale of each object patch in the image and its distance (depth) from the corresponding physical patch attached to the 3D object. DEHV jointly detects objects, infers their categories, estimates their pose, and infers/decodes objects depth maps from either a single image (when no depth maps are available in testing) or a single image augmented with depth map (when this is available in testing). Extensive quantitative and qualitative experimental analysis on existing datasets [6,9,22] and a newly proposed 3D table-top object category dataset shows that our DEHV scheme obtains competitive detection and pose estimation results as well as convincing 3D shape reconstruction from just one single uncalibrated image. Finally, we demonstrate that our technique can be successfully employed as a key building block in two application scenarios (highly accurate 6 degrees of freedom (6 DOF) pose estimation and 3D object modeling).
Introduction
Detecting objects and estimating their geometric properties are crucial problems in many application domains such as robotics, autonomous navigation, high-level visual scene understanding, activity recognition, and object modeling. For instance, if one wants to design a robotic system for grasping and manipulating objects, it is of paramount importance to encode the ability to accurately estimate object orientation (pose) from the camera view point as well as recover structural properties such as its 3D shape. This information will help the robotic arm grasp the object at the right location and successfully interact with it.
This paper addresses the above needs, and tackles the following challenges: i) Learn models of object categories by combining view specific depth maps along with the associated 2D image of objects in the same class from different vantage points. We demonstrate that combining imagery with 3D information helps build richer models of object categories that can in turn make detection and pose estimation more accurate. ii) Design a coherent and principled scheme for detecting objects and estimating their pose from either just a single image (when no depth maps are available in testing) ( Fig. 1(b) ), or a single image augmented with depth maps (when these are available in testing). In the latter case, 3D information can be conveniently used by the detection scheme to make detection and pose estimation more robust than in the single image case. iii) Have our detection scheme recover the 3D structure of the object from just a single uncalibrated image (when no 3D depth maps are available in testing) ( Fig. 1(c) ) and without having seen the object instance during training. Inspired by implicit shape model (ISM) [13] , our method is based on a new generalized Hough voting-based scheme [2] that incorporates depth information into the process of learning distributions of object image patches that are compatible with the underlying object location (shape) in the image plane. We call our scheme DEHV -Depth-Encoded Hough Voting scheme (Sec. 3). DEHV addresses the intrinsic weaknesses of existing Hough voting schemes [13, 10, 16, 17] where errors in estimating the scale of each image object patch directly affects the ability of the algorithm to cast consistent votes for the object existence. To resolve this ambiguity, we take advantage of the interplay between the scale of each object patch in the image and its distance (depth) from the corresponding physical patch attached to the 3D object, and specifically use the fact that objects (or object parts) that are closer to the camera result in image patches with larger scales. Depth is encoded in training by using available depth maps of the object from a number of view points. At recognition time, DEHV is applied to detect objects ( Fig. 1(b) ) and simultaneously infer/decode depths given hypotheses of detected objects ( Fig. 1(c) ). This process allows the reinforcement of the existence of an object even if a depth map is not available in testing. If depth maps are available in testing, the additional information can be used to further validate if a given detection hypothesis is correct or not. As a by-product of the ability of DEHV to infer/decode depth at recognition time, we can estimate the location in 3D of each image patch involved in the voting, and thus recover the partial 3D shape of the object. Critically, depth decoding can be achieved even if just a single test image is provided. Extensive experimental analysis on a number of public datasets (including car Pascal VOC07 [6] , mug ETHZ Shape [9] , mouse and stapler 3D object dataset [21] ) as well as a newly created inhouse dataset (comprising 3 object categories) are used to validate our claims (Sec. 4). Experiments with the in-house dataset demonstrate that our DEHV scheme: i) achieves better detection rates (compared to the traditional Hough voting scheme); further improvement is observed when depth maps are available in testing; ii) produces convincing 3D reconstructions from single images; the accuracy of such reconstructions have been qualitatively assessed with respect to ground truth depth maps. Experiments with public datasets demonstrate that our DEHV successfully scales to different types of categories and works in challenging conditions (severe background clutter, occlusions). DEHV achieves state of the art detection results on several categories in [6, 9] , and competitive pose estimation results on [21] ). Finally, we show anecdotal results demonstrating that DEHV is capable to produce convincing 3D reconstructions from single uncalibrated images from [6, 9, 21] in Fig. 12 .
We demonstrated the utility of DEHV in two applications (Sec. 4.3): i) Robot object manipulation: we show that DEHV enables accurate 6 DOF pose estimation ( Fig. 2(b) ); ii) 3D object modeling: we show that DEHV enables the design of a system for obtaining eye catching 3D objects models from just one single image ( Fig. 2(c) );
Previous Work
In the last decade, the vision community has made substantial progress addressing the problem of object categorization from 2D images. While most of the work has focussed on representing objects as 2D models [4, 13, 8] or collections of 2D models [23] , very few methods have tried to combine in a principled way the appearance information that is captured by images and the intrinsic 3D structure representative of an object category. Works by [25, 21, 22] have proposed solutions for modeling the way how 2D local object features (or parts) and their relationship vary in the image as the camera view point changes. Other works [11, 27, 14, 1] propose hybrid models where reconstructed 3D object models are augmented with features or parts capturing diagnostic appearance. Few of them (except [26] for objects) have demonstrated and evaluated the ability to recover 3D shape information from a single query image. However, instead of using image patches to transfer meta-data (like depth) to the testing instance as in [26] , 3D information is directly encoded into our model during training. Other works propose to address the problem of detecting and estimating geometrical properties of single object instances [12, 19, 18, 15] ; while accurate pose estimation and 3D object reconstruction are demonstrated, these methods cannot be easily extended to incorporate intra-class variability so as to detect and reconstruct object categories. Unlike our work, these techniques also require that the objects have significant interior texture to carry out geometric registration. Other approaches assume that additional information about the object is available in both training and testing (videos, 3D range data) [20, 5] . Besides relying on more expensive hardware platforms, these approaches tend to achieve high detection accuracy and pose estimation, but fail when the additional 3D data is either partially or completely unavailable.
Depth-Encoded Hough Voting
In recognition techniques based on hough voting [2] the main idea is to represented the object as a collection of parts (patches) and have each part to cast votes in a discrete voting-space. Each vote corresponds to a hypothesis of object location x and class O. The object is identified by the conglomeration of votes in the voting space V (O, x). V (O, x) is typically defined as the sum of independent votes p(O, x, f j , s j , l j ) from each part j, where l j is the location of the part, s j is the scale of the part, and f j is the part appearance.
Previously proposed methods [13, 10, 16, 17] differ mainly by the mechanism for selecting good parts. For example, parts may be either selected by an interest point detector [13, 16] , or densely sampled across many scales and locations [10] ; and the quality of the part can be learned by estimating the probability [13] that the part is good or discriminatively trained using different types of classifiers [16, 10] . In this paper, we propose a novel method that uses 3D depth information to guide the part selection process. As a result, our constructed voting space V (O, x|D), which accumulates votes for different object classes O at location x, depends on the corresponding depth information D of the image. Intuitively, any confusing part that is selected at a wrong scale can be pruned out by using depth information. This allows us to select parts which are consistent with the object physical scale. It is clear that depending on whether object is closer or further, or depending on the actual 3D object shape, the way how each patch votes will change (Fig. 3) . Fig. 3 . Left panel shows that patches associated to the actual object parts (red boxes) will vote for the correct object hypothesis (red dots) in the voting space on the right. However, parts from the background or other instances (cyan boxes) will cast confusing votes and create a false object hypothesis (green dots) in the voting space. Right panel shows that given depth information, the patches selected in a wrong scale can be easily pruned. As a result, the false positive hypothesis will be supported by less votes.
In detail, we define V (O, x|D) as the sum of individual probabilities over all observed images patches at location l j and for all possible scales s j , i.e,
where the summation over j aggregates the evidence from individual patch location, and the integral over s j marginalizes out the uncertainty in scale for each image patch. Since f j is calculated deterministically from observation at location l j with scale s j , and we assume p(l j |d j ) is uniformly distributed given depth, we obtain:
Here we introduce codebook entry C j , matched by feature f j , into the framework, so that the quality of a patch selected will be related to which codeword it is matched to. Noting that C j is calculated only using f j and not the location l j , scale s j , and depth d j , we simplify p(
And by assuming that p(O, x|.) does not depend on f j given C j , we simplify
Finally, we decompose p(O, x|.) into p(O|.) and p(x|.) as follows:
Scale to depth mapping. We design our method so as to specifically selects image patches that tightly enclose a sphere with a fix radius r in 3D during Fig. 4 . Illustration of depth to scale mapping. Right panel illustrates the concept of depth to scale mapping. Training under the assumption that an image patch (green box) tightly encloses the physical 3D part with a fix size, our method deterministically selects patches given the patch center l, 3D information of the image, and focal length t. During testing, given the selected image patches on the object, our method directly infers the location of the corresponding physical parts and obtains the 3D shape of the object. Left Panel illustrates the physical interpretation of Eq. 3. Under the assumption that image patch (red bounding box) tightly encloses the 3D sphere with radius r, the patch scale s is directly related to the depth d given camera focal length t and the center l = (u, v) of the image patch. Notice that this is a simplified illustration where the patch center is on the yz plane. This figure is best viewed in color.
training. As a result, our model enforces a 1-to-1 mapping m between scale s and depth d. This way, given the 3D information, our method deterministically select the scale of the patch at each location l, and given the selected patches, our method can infer the underlying 3D information (Fig.4) . In detail, given the camera focal length t, the corresponding scale s at location l = (u, v) can be computed as s = m(d, l) and the depth d can be inferred from d = m −1 (s, l). The mapping m obeys the following relations:
Moreover, using the fact that there is a 1-to-1 mapping between s and d, probabilities p(x|.) and p(O|.) are independent to d given s. As a result, only scale s is directly influenced by depth.
In the case when depth is unknown, p(s|l, d) becomes a uniform distribution over all possible scales. Our model needs to search through the scale space to find patches with correct scales. This will be used to detect the object and simultaneously infer the depth d = m −1 (s, l). Hence, the underlying 3D shape of the object will be recovered.
Random forest codebook. In order to utilize dense depth map or infer dense reconstruction of an object, we use random forest to efficiently map features f into codeword C (similar to [10] ) so that we can evaluate patches densely distributed over the object. Moreover, random forest is discriminatively trained to select salient parts. Since feature f deterministically maps to C i given the i th random tree, the voting score V (O.x|D) becomes:
where the summation over i aggregates the discriminative strength of different trees. In section 3.1, we describe how the distributions of p(x|O, C i (f j ), s j , l j ) and p(O|C i (f j )) are learned given training data, so that each patch j knows where to vast votes during recognition.
Training the model
We assume that for a number of training object instances, the 3D reconstruction D of the object is available. This corresponds to having available the distance (depth) of each image object patch from its physical location in 3D. Our goal is to learn the distributions of location p(x|.) and object class p(O|.), and the mapping of C i (f ). Here we define location x of an object as a bounding box with center position q, height h, and aspect ratio a. We sample each image patch centered at location l and select the scale s = m(l, d). Then the feature f is extracted from the patch (l, s). When the image patch comes from a foreground object, we cache: 1) the information of the relative voting direction b as q−l s ; 2) the relative object-height/patch-scale ratio w as h s ; 3) the object aspect ratio a. Then, we use both the foreground patches (positive examples) and background patches (negative examples) to train a random forest to obtain the mapping C i (f ). p(O|C) is estimated by counting the frequency that patches of O falls in the codebook entry C. p(x|O, C, s, l) can be evaluated given the cached information {v, w, a} as follows:
where g(O, C) is a set of patches from O mapped to codebook entry C.
Recognition and 3D reconstruction
Recognition when depth is available. It is straightforward to use the model when 3D information is observed during recognition. Since the uncertainty of scale is removed, Eq. 4 becomes
Since s j = m(l j , d j ) is a single value at each location j, the system can detect objects more efficiently by computing less features and counting less votes. Moreover, patches selected using local appearance at a wrong scale can be pruned out to reduce hallucination of objects (Fig. 3) . Recognition when depth is not available. When no 3D information is available during recognition, p(s j |l j , d j ) becomes a uniform distribution over the entire scale space. Since there is no closed form solution of integral over s j , we propose to discretize the space into a finite number of scales S so that Eq. 4 can be approximated by
Decoding 3D information. Once we obtain a detection hypothesis (x, O) (Green box in Fig. 5(a) ) corresponding to a peak in the voting space V , the patches that have cast votes for a given hypothesis can be identified (Red cross in Fig. 5(a) ). Since the depth information is encoded by the scale s and position l of each image patch, we apply Eq 3 in a reverse fashion to infer/decode depths from scales. The reconstruction, however, is affected by a number of issues: i) Quantization error: The fact that scale space is discretized into a finite set of scales, implies that the depths d that we obtained are also discretized. As a result, we observe the reconstructed point clouds as slices of the true object (See Fig. 5(b) ). We propose to use the height of the object hypothesis h and the specific object-height/patch-scale ratio w to recover the continuous scalê s = h/w. Notice that since w is not discretized,ŝ is also not discretized. Hence, we recover the reconstruction of an object as a continuum of 3D points (See Fig. 5(c) ). ii) Phantom objects: The strength and robustness of our votingbased method comes from the ability to aggregate pieces of information from different training instances. As a result, the reconstruction may contain multiple phantom objects since image patches could resemble those coming from different training instances with slightly different intrinsic scales. Notice that the phantom objects phenomenon reflects the uncertainty of the scale of the object in an object categorical model. In order to construct a unique shape of the detected object instance, we calculate the relative object height in 3D with respect to a selected reference instance to normalize the inferred depth. Using this method, we recover a unique 3D shape of the detected object.
Evaluation
We evaluated our DEHV algorithm on several datasets. The training settings were as follows. For each training image, we randomly sample 100 image patches from object instances and 500 image patches from background regions. The scale of the patch size from the corresponding object instance is determined by its (known) depth (Fig. 4) . At the end, 10 random trees (Sec. 3.1) are trained using the sampled foreground and background patches for each dataset. For all experiment, we use a Hog-like feature introduced in [10] . During detection, our method treats each discrete viewpoint as a different class O.
Exp.I: System analysis on a novel 3D table-top object dataset
Due to the lack of datasets comprising both images and 3D depth maps of set of generic object categories, we propose a new 3D table-top object category dataset collected on a robot platform. The dataset contains three common tabletop object categories: mice, mugs, and staplers, each with 10 object instances. We arrange these objects in two different sets for the purpose of object localization and pose estimation evaluation. The object localization dataset (Table-TopLocal) contains 200 images with the number of object ranging from 2 to 6 object instances per image in a clutter office environment. The object pose estimation dataset (Table-Top-Pose) contains 480 images where each object instance is captured under 16 different poses (8 angles and 2 heights). For both settings, each image comes with depth information collected using a structure-light stereo camera. Please see the author's project page ( http://www.eecs.umich.edu/~sunmin) for more information about the dataset.
We evaluate our method under 3 different training and testing conditions, which are 1) standard ISM model trained and tested without depth, 2) DEHV trained with depth but tested without depth, and 3) DEHV trained and tested with depth. We show that the knowledge of 3D information helps in terms of object localization (Fig. 6) , and pose estimation (Fig. 7) . Moreover, we evaluate our method's ability to infer depth from just a single 2D image. Given the ground truth focal length of the camera, we evaluate the absolute depth error for the inferred partial point clouds in 
Exp.II:Comparision on three challenging datasets
In order to demonstrate that DEHV generalizes well on other publicly available datasets, we compare our results with state-of-the-art object detectors on a sub- . Performance on the mug category of ETHZ shape dataset [9] . (a-Top) Performance comparison with other pure Hough voting methods (M 2 HT) [16] and (PMK rank) [17] . (a-Bottom) Performance comparison between state-of-the-art non-hough voting methods [9] . (b) Detection Rate vs. FPPI of DEHV.
set of object categories from the ETHZ shape dataset, 3D object dataset, and Pascal 2007 dataset. Notice that all of these datasets contain 2D images only. Therefore, training of DEHV is performed using the 2D images from these public available dataset and the depth maps available from the 3D table-top dataset and our own set of 3D reconstruction of cars 3 .
ETHZ Shape Dataset. We test our method on the Mug category of the ETHZ Shape dataset. It contains 48 positive images with mugs and 207 negative images with a mixture of apple logos, bottles, giraffes, mugs, and swans. Following the experiment setup in [9] , we use 24 positive images and an equal number of negative images for training. We further match the 24 mugs with the mugs in 3D table-top object dataset to transfer the depth maps to the matched object instances so that we obtain augmented depth for positive training images. All the remaining 207 images in the ETHZ Shape dataset are used for testing.
The table in Fig. 9 (a)-top shows the comparison of our method with the standard ISM and two state-of-the-art pure voting-based methods at 1.0 FalsePositive-Per-Image (FPPI). Our DEHV method (recall 83.0 at 1 FPPI) significantly outperforms Max-Margin Hough Voting (M 2 HT) [16] (recall 55 at 1 FPPI) and pyramid match kernel ranking (PMK ranking) [17] (recall 74.2 at 1 FPPI). The table in Fig. 9 (a)-bottom shows that our method is comparable to state-of-the-art non-voting-based method KAS [9] . Note that these results are not including a second stage verification step which would naturally boost up performance. The recall vs (FPPI) curve of our method is shown in Fig. 9(b) .
3D object dataset. We test our method on the mouse and stapler categories of the 3D object dataset [21, 22] , where each category contains 10 object instances observed under 8 angles, 3 heights, and 2 scales. We adapt the same experimental settings as [21, 22] with additional depth information from the first 5 instances of the 3D table-top object dataset to train our DEHV models. The pose estimation performance of our method is shown in table.2. It is superior than [22] and comparable to [7] (which primarily focuses on pose estimation only).
Pascal VOC 2007 Dataset. We tested our method on the car category of the Pascal VOC 2007 challenge dataset [6] , and report the localization performance. Unfortunately PASCAL does not contain depth maps. Thus, in order to train DEHV with 3D information, we collect a 3D car dataset containing 5 car instances observed from 8 viewpoints, and use Bundler [24] to obtain its 3D reconstruction. We match 254 car instances 4 in the training set of Pascal 2007 dataset to the instances in 3D car dataset and associate depth maps to these 254 Pascal training images. This way the 254 positive images can be associated to a rough depth value. Finally, both 254 positive Pascal training images and the remaining 4250 negative images are used to train our DEHV detector. We obtain reasonably good detection performance (Average Precision 0.218) even though we trained with fewer positive images (Fig. 10) . Detection examples and inferred objects 3D shape are shown in Fig. 12. 4.3 Applications: 6 DOF pose estimation and 3D object modeling DEHV detects object classes, estimates a rough pose, and infers a partial reconstruction of the detected object. In order to robustly recover the accurate 6 DOF pose and the complete 3D shape of the object, we propose to register the inferred partial 3D point cloud (Fig. 1(c) ) to a set of complete 3D CAD models 5 . Having estimated pose during detection allows us to highly reduce the complexity of this registration process. A modified ICP algorithm [3] is used for registration. Quantitative evaluation of 6 DOF pose estimation are shown in Fig. 11 . We also obtain a full 3D object model by texture mapping the 2D image onto the 3D CAD model. Anecdotal results are reported in the 5 th row of figure 12.
Conclusion
We proposed a new detection scheme called DEHV which can successfully detect objects, estimate their pose from either a single 2D image or a 2D image com- Fig. 12 . Examples of the complete 3D object inference process using the testing images from Pascal VOC07 [6] , ETHZ Shape [9] , and 3D object dataset [21] . This figure should be viewed in color. bined with depth information. Most importantly, we demonstrated that DEHV is capable of recover the 3D shape of object categories from just one single uncalibrated image.
