Machine and Statistical Learning techniques are used in almost all online advertisement systems. The problem of discovering which content is more demanded (e.g. receive more clicks) can be modeled as a multi-armed bandit problem. Contextual bandits (i.e. bandits with covariates, side information or associative reinforcement learning) associate, to each specific content, several features that define the "context" in which it appears (e.g. user, web page, time, region). This problem can be studied in the stochastic/statistical setting by means of the conditional probability paradigm using the Bayes' theorem. However, for very large contextual information and/or realtime constraints, the exact calculation of the Bayes' rule is computationally infeasible. In this article, we present a method that is able to handle large contextual information for learning in contextual-bandits problems. This method was tested in the Challenge on Yahoo! dataset at ICML2012's Workshop "new Challenges for Exploration & Exploitation 3", obtaining the second place. Its basic exploration policy is deterministic in the sense that for the same input data (as a time-series) the same results are obtained. We address the deterministic exploration vs. exploitation issue, explaining the way in which the proposed method deterministically finds an effective dynamic trade-off based solely in the input-data, in contrast to other methods that use a random number generator.
Introduction
In statistical decision theory, conditional probability through the Bayes' theorem provides an optimal decision rule. However, in sequential decision problems under stochastic conditions, when informed decisions must be computed sequentially with larger previously unknown side information, or the time to take decisions is critical, the exact calculation of the Bayes' optimal rule is computationally intractable or -even worse-non-computable. Nowadays, this is an increasingly common picture and so empirical approximations to Bayesian methods (Robbins, 1964) are finding great applicability in the Machine and Statistical Learning fields.
One of the most general and theoretically sound approaches in Machine Learning is the Inductive Inference Theory, where the learner tries to predict future events from the history (sequence) of past events (see Solomonoff, 1964 and Vovk et al., 2005) , that is, "learning from observations". However, in general, there is no way to predict a sequence completely. Thus, one can divide a sequence in two parts: all that can be predicted, and all that cannot. Moreover, even for the predictable part some kind of search or trial-error process is often required. This effort is what is called exploration and deciding when one should explore or just use the current knowledge to make an educated guess (i.e. exploit current knowledge) is the so called exploration vs. exploitation problem (see Holland, 1975 , March, 1991 or Kaelbling et al., 1996 . The balance, ratio or proportion between these two opposed alternatives is called the exploration / exploitation trade-off and is performed following an arbitrary (ad hoc) algorithm referred to as the exploration policy.
In this article, we present a (empirical) Bayes-like method for learning in contextual-bandits problems. This method is able to take effective advantage of large contextual information in an efficient manner. In addition, one key-feature is the autonomous exploration / exploitation tradeoff that it achieves deterministically, based solely in the input-data, in contrast to other methods that use a random number generator.
Bandit problems and the exploration vs. exploitation problem
The multi-armed bandit problem (MAB) is the sequential decision task where an agent (gambler or player) must decide or choose (pull) a set of actions (arms) to take at each time step, by following some informed strategy (a policy). For each chosen action, the agent receives a corresponding numerical payoff (reward) following an unknown probability distribution that may evolve in time for each different arm. Then, the agent can use such payoffs to improve its selection strategy to decide the choice of actions in the future to maximize the cumulative payoff in the long-run. Therefore, this becomes the problem of estimating the payoff-probability of each arm (over time).
A standard way of analyzing this maximization problem is to define it in terms of the minimization of the loss or regret with respect to the optimal-policy that always plays the best arm a * (t) at trial t (Auer et al., 2002) . Hence, a natural measure of optimality in terms of the regret R A (T ) can be expressed in the following way:
where A is the current algorithm and r(t, a) the payoff obtained by playing arm a at trial t. The multi-armed bandit problem was observed and studied by Robbins (1952) , as the problem of sequential design of experiments (Wald, 1947) , and extensively studied in statistics by Berry & Fristedt (1986) . It was formalized and solved optimally by Gittins et al. (1989) for the special case in which the payoffs of all the arms are independent and that only one arm may evolve at each play.
The exploration vs. exploitation dilemma is what makes the MAB especially useful in several disciplines (Berry & Fristedt, 1986; Jun, 2004; Audibert et al., 2009; Bubeck & Cesa-Bianchi, 2012) . That is, finding the right proportion between these two opposed "intentions": Intuitively, your first impulse is to minimize exploration in order to increase the chance of getting a higher payoff, or -conversely-experience a low regret. However, which is the minimum exploration rate to minimize the regret in the long-run? Table 1 show us a subtle clue! The last row gives the relation between the exploration vs. exploitation problem with the datacompression one, for which we know that it is non-computable, i.e. , no general lossless compression method may exist.
This follows directly from the non-computability of Kolmogorov's complexity K(s) of a string s. In the general case, we can't encode any sequence S ϕ of length (S ϕ ) in a shorter sequence S of length (S ) < (S ϕ ). Now, since any optimal run of a sequential decision problem ϕ defines (obviously) a sequence of decisions S * ϕ of length (S ϕ ) * , then we cannot, in general, find a shorter sequence S of length (S ) < (S * ϕ ) that would predict S * ϕ (for any non-trivial S ϕ ). Therefore, in general, a shorter sequence that specifies an optimal exploration / exploitation trade-off that serves to predict the optimal sequence of actions does not exists. Otherwise, we would be able to create a universal lossless compression program by encoding particular playing sequences as strings.
This tell us that there are tasks in which the optimal solution is a pure exploration approach since there will be problems in which learning (and so prediction) is impossible at all. However, despite this bad news, in a sense, this is a full employment theorem for bandits, and so it is possible to find suboptimal exploration policies that significantly improve learning.
Contextual Bandits and Online advertising/recommender systems
Nowadays, Machine Learning and statistical techniques are used in almost all online advertisement and recommendation systems (Konstan & Ried, 2012; Agarwal et al., 2013) . The problem of discovering which content is more demanded (e.g. receive more clicks), or which product is more likely to be consumed if displayed in an online advertisement system, can be modeled mathematically as a multi-armed bandit problem.
In online advertising, the click-through rate (CTR) is an index used to measure purchase propensity. This index is calculated as the proportion obtained by dividing the number of clicks 3 received by an advertising-banner by the number of its impressions or displays (Agarwal et al., 2009; Wang et al., 2011) . From here, a common approach is to model online advertising as a multi-armed bandit problem for maximizing the CTR of the repeated interaction cycle whereby the system selects an article (arm) from a pool, recommends it by displaying the article to a particular user (pull the arm) and then observes whether the user clicked or not the recommended article (get the payoff or reward). The Contextual bandits model, also known as bandits with covariates, side information, associative bandits or associative reinforcement learning (Langford & Zhang, 2007; Li et al., 2010) , or simply the reinforcement learning case when there are multiple states but reinforcement is immediate (Kaelbling et al., 1996) , is a natural extension of the multi-armed bandit problem. Contextual bandits incorporates additional information (context) to the decision making process. The assumption is that the payoff obtained by playing an arm, is -up to some degree if not totally-dependent on such contextual information (i.e. a covariate). This kind of problem appears to have wider applicability in practice, since problems that can be solved optimally without considering contextual information are not so common (Langford & Zhang, 2007) . For example, feature-based recommender systems in general (Weng & Liu, 2004) , and particularly news recommendation systems (Li et al., 2010; Liu et al., 2010) can be modeled naturally as contextual bandits.
Following the terminology of Li et al. (with some minor variations): a contextual-bandit algorithm A proceeds in discrete trials t = 1, 2, 3, . . . T . At each trial t:
1. The algorithm observes a set A(t) of arms (e.g. articles, options, choices) and a features vector x(t) (the context). 2. Based on observed payoffs from previous trials, A chooses an arm a(t) ∈ A(t), and receives payoff r(t, a) whose expectation may depend on both; the context x(t) and the arm a(t). 3. The algorithm then improves its selection rule (policy) from the tuple: context, arm and reward; x(t), a(t) and r(t, a) respectively.
Materials and Methods
The current algorithm was developed and tested in the "Exploration and Exploitation 3 Challenge"
1 . Hence, a good opportunity to describe the proposed algorithm in an applied form is to take advantage of this challenge, i.e., serving (recommending) news articles on a web site. Here, the quantity to be optimized is the overall CTR 2 . The dataset is a collection of user visits to the Yahoo! Front Page Today Module obtained from the "User Click Log Dataset" (Yahoo! Academic Relations, 2012) . Each row represents a user visit, which is composed by the recommended article, a value of 0 or 1 indicating if the user clicked the recommended article, a series of features and a series of available articles to recommend. Each user visit contains a 136-dimensional binary features vector. Feature IDs take integer values in {1, 2, ..., 136}. Feature #1 is the constant (always 1) feature, and features #2-136 corresponds to other user information such as age, gender, behavior-targeting features, etc. Some user features are not present, since not all users are logged into Yahoo! when they visited the front page.
A unique property of this data set is that the displayed article was chosen uniformly at random from the candidate article pool. Therefore, one can use an unbiased off-line evaluation method to compare bandit algorithms in a reliable way. An example row (uservisit) from this dataset is shown next:
"1317513291 id-560620 0 |user 1 9 11 13 23 16 18 17 19 15 43 14 39 30 66 50 27 104 20 |id-552077 |id-555224 |id-555528 ... |id-565822", where the following information is present:
• time-stamp: 1317513291.
• displayed article id: id-560620.
• user-action (0 for no-click and 1 for click): 0.
• string "user" indicates the start of user features.
• user features: the IDs of the nonzero features are listed.
• The set of available articles for recommendation for each user visit is the set of articles that appear in that line of data.
The proposed method handles contextual information (user/web-page features) in the form of a vector of binary features x(t) ∈ {0, 1} * , provided at each trial t, when the algorithm is confronted to the selection of one article from a set A of possible items to recommend.
The system operation has three main parts:
1. Item recommendation: the algorithm, at trial t, has to select one article a(t) to recommend from a list A(t) of available items, taking advantage (if possible) of the available features x(t) (the context). 2. "Preference-value" computation (p value): this part computes a preference-value for an article a given the context x(t) at trial t, i.e., v = p v (a, x, t). The computed value is used to produce a ranking over the set A(t) in order to select the item with a higher "preferencevalue". 3. Policy update: once the selected article is recommended (and if it coincides with the data, see Li et al., 2010 for evaluation methodology), a feedback in the form of a binary number r ∈ {0, 1} is received and it is used to update the necessary statistical information required by the "Preference-values" computation.
Non-contextual bandits
The most simple algorithm is to forget the context and just select always at trial t the article a(t) which historically received more clicks r = 1. This algorithm can be implemented just by having a counter (clicks[a]) for each article a.
However, if different articles are recommended (and selected) in different proportions, this criterion is unfair since an article (a 1 ) recommended (and selected), say, on 1000 trials having received only 10 clicks will be preferred to an article (a 2 ) that have been recommended (and selected) only on 10 trials but received 9 clicks. It is of common sense to feel a preference for the a 2 article. 5 2.1.1. Naïve approach II A second approach is to maintain also a counter (selections[a]) of the quantity of trials in which each article have been recommended (and selected), so that a proportion clicks[a]/selections [a] could be calculated and used as the preference criterion. A key-advantage of this second (proportionbased) approach is that it allows to "learn" preferences even with a very different selection rate for each article, and so it creates room for balancing exploration and exploitation.
This approach, although extremely basic, will perform well under the assumptions that: (1) the preferences for the recommended news are universal across all the users of the web site and (2) that a well enough exploration / exploitation trade-off is used.
Condition 1 is extremely restrictive and it may only happen in very specialized contexts in which additional contextual information is redundant, i.e., a non-contextual bandit (a simple karmed bandit), which is not the current case. Condition 2 can be addressed in many ways since there are many alternatives and combinations between them, e.g., -greedy, soft-max, UCB (see Kuleshov & Precup 2010 for a comparison of some).
Here we simply use "optimistic initial values" (see Sutton & Barto, 1998, chap. 2 .7) to force exploration, which is a simpler approach to the key-idea of "optimism in front of uncertainty" implemented in UCB-like algorithms. This method can be implemented simply by assuming, as a starting point, that every article has been selected and clicked one time, i.e., a proportion of 1:
for any non-previously selected articles a. This exploration strategy works in the following way, at trial 1 it selects the first available article a 1 since all non-yet recommended articles have preference 1 at starting point; and continue to recommend a 1 until a no click event occur in which a case the preference of a 1 will be less than 1. Then at the next trial, the next article with a preference of 1 is recommended. This cycle continues until all articles adapt its preference estimate very close to the true click-rate of every article.
Some optimizations can be made in order to avoid the computation of the proportion (3) at every query. For this purpose, it is just needed to maintain the current proportion P[a] for each article a continuously updated:
where r(t) = 1 indicates that article a was clicked at trial t and r(t) = 0 if not. Note that equations (3) and (6) compute exactly the same value, and that (6) is equivalent to the pursuit method used in single-step temporal difference equation of reinforcement learning:
6 where α is known as the learning rate parameter and r is the target to be learned (in this case 0 or 1).
Contextual bandits: naïve approach III
Let us now see how to incorporate in a useful way the available contextual information x(t). The first key-idea is quite simple:
Let us assume that each context x(t) define some characteristic features of a group of users; such as time-zone, country, language, previous navigation history and even direct knowledge about the kind of news they prefer to read. Hence, there would be some contexts (user-groups from now on) x(t) that are more likely to click on certain articles than on others. Here, the assumption is that each binary feature gives information of a particular fact. Thus, each feature should be treated as positive evidence that a visitor belongs to a certain user-group, that is, the features are independent and non-mutually exclusive. Hence, a user-group is defined by a set of features that individual users may have in common, but not that must have in common. For example, a user-group interested in sports may have interest in baseball OR football OR tennis, instead of being defined as having interest in baseball AND football AND tennis. In this case, there will be preference for a sports related news when there is a preference for baseball OR football and, more importantly, this preference will be maximized if the visitor shows preference for baseball AND football.
Hence, the visitor preference for a particular article can be measured simply by adding up all the individual preferences for each feature x i : P a,i , i.e., a preference (feature) is specified when the i th element of x i = 1 and so on: In this case, clicks [a] [i] accumulates clicks for article a when x i (t) = 1 (i.e. , the feature is present) and r(t) = 1, while selections [a] [i] does the same independent of the value of r(t):
Hence the incrementally calculated proportion is:
And the recommended article a(t) at trial t is:
or alternatively:
where 
Contextual bandits: a Linear Bayes' Method
Now, an extension to the last preference measure is derived from an intuitive observation. Instead of basing the preference in the simple summation of the proportions i P a,i (t), between clicks to a specific article a by some user-group and the number of times this article has been recommended to this user-group, what about if we find a way of determining which specific features, and so which specific proportion P a,i (t) should contribute in a mayor degree to the overall sum?
Let us define the overall click-rate for a feature i as:
Now, which feature should indicate or predict in a mayor degree a user-click? Table 2 shows the information given by a feature i. As we can observe, the most informative cases occur when the estimated values of P a,i and P i are very different, while the situation in which these to values are almost equal yields the most uncertain scenario.
Also, what role plays the overall click-rate P a (t) of article a in this puzzle? I.e, a feature i whose click-rate for article a is high and whose overall click-rate is also high but the overall clickrate P a (t) of article a is high/low? In the case when a feature does not significantly influence the posterior probability P(click a |i), then the information is contained exclusively in the estimated prior P a (t). Therefore, to create a weighted average, the idea is just weighting each P a,i (t) by P a (t)/P i (t):
where P a (t) can go out the summation because it remains constant. From this, we can make the following equivalences with the standard notation:
So, the following three equations are equivalent:
Therefore the applied preference selection is a linear approximation to the Bayes' rule, i.e., for the union of the informative events. Finally, a slight variation is to include an additional term P(∩x i |a) defined as:
that expresses the joint probability of all posteriors P(x i |a), assuming independence. Equation 23 is known as the naïve Bayes method. Hence, the final recommendations of the presented algorithm are done in the following way:
Exploration vs. Exploitation: does exactly what it says on the tin
The most important feature for any algorithm designed to solve a multi-armed bandit problem, being contextual or not, is the exploration policy. In Section 2.1.1 it was described how optimistic initial values induce an implicit exploration that converge to near optimal click-rates under benevolent conditions. However, by applying the selection rule (24) the exploration policy becomes non-trial. In this sense, how does this algorithm explore? How does it balance exploration and exploitation?
It should be emphasized the importance of finding simple and intuitive explanations of effective exploration / exploitation techniques, for many obvious reasons. For instance, Vermorel & Mohri (2005) and later Kuleshov & Precup (2010) have shown that very simple techniques such as -greedy and softmax perform extremely well when compared to more elaborate and theoretically-regret-guaranteed techniques, which are far from being intuitive for the uninitiated despite their simple and elegant key-ideas, but also that the situation can vary significantly from one domain to another.
Some of the most used policies that has succeeded in practical applications are pure-exploration, pure-exploitation, -greedy likes, Bolstzmann/softmax likes and interval-estimation (Powell, 2010) . These policies try to balance exploration and exploitation focusing on minimizing regret (i.e. saferexploration or risk-averse approach), without paying much attention to the value of the information to be obtained. For instance, Sutton & Barto (1998) comment that the softmax algorithm, per se, tries to implement a softer dichotomy (or remove it at all). However, in strict sense, it will actually end up at each trial selecting between the best choice and suboptimal ones, based on a trade-off defined by the "temperature parameter" of the Boltzmann-Gibs distribution. However, this is another kind of dichotomy after all but of a different nature: the payoff that is gained with a safer-exploration will have, as a price, the information loss of the exploratory trial. Oneexception is the interval estimation policy, which increase the priority of choices with higher uncertainty. That is, it assigns a value to information gathering actions.
A totally different kind of approach is to explicitly choose an option to gain as much information as possible from every exploratory trial. This approach has been studied in depth by Frazier et al. (2008) and Powell (2010) as the knowledge gradient (KG) method. The KG is an explicit method to maximize the marginal value of the information obtained by exploring an alternative, that is, it "identifies the measurement which will do the most to identify the best choice" (Powell & Ryzhov, 2012) .
The proposed Bayesian policy, however, does not approach explicitly the problem of maximizing information gain. However, the algorithm achieves an implicit dynamic balance between exploration and exploitation that maximizes, in a sense, an information gain criterion.
In order to study such mechanism, let us now return to the news recommendation context. Let us suppose we want to create a special exploration procedure that tries to gain as much information as possible from every exploratory trial.
A simple intuitive but powerful rule could be the next one: recommend an article a such that the following concurrent conditions hold:
1. Article has been little selected by the current user-group x(t). 2. Article has been highly clicked by all the user-groups. 3. Despite its low inner-group selection rate it shows some clicks for the current user-group. 4. The article has a high prior, i.e., P(a) is high. 5. The user-group has a low click-rate.
Thus, any unexplored article or a new one just arriving to the web site (a truly news article) will have maximal priority to be explored by using the above list of desired conditions. However, to understand the complete picture, let us observe the following equations which are equivalent to (21):
where
We can see that, indeed, these equations maximize all the conditions above, e.g. the term S i as well as C ai and P(a) are directly proportional to the selection preference (conditions 2,3,4), however C i and S ai are inversely proportional to the selection preference (conditions 1 and 5).
Therefore, in the presented algorithm converge the two opposed "intentions" in just one selection rule; it explores and exploits depending on the particular context. 
Results
The presented method obtained the second place in the Challenge on Yahoo! dataset at ICML 2012 Workshop new Challenges for Exploration & Exploitation 3. Here the details of the results of that benchmark are presented. Here we present the details of the results obtained by the proposed algorithm on the "R6B -Yahoo! Front Page Today Module User Click Log Dataset, version 2.0 (300 MB)" Figure 1 shows the different performances obtained for the naïve II, naïve III and Linear Bayes approaches on the first 9200000 rows of the dataset. These results show that the Bayes' method outperforms a simple contextual bandit and that a simple contextual bandit outperforms a simple non-contextual bandit as well. All the three curves present the same shape (c.f. Figure 1) . This may indicate a strong pattern in user-click behavior that is independent of the contextual information. However, by the same reason, it can be argued that, since this pattern exists in the behavior of all the three experiments, the difference in performance should be strongly attributed to the effective use of contextual information by the Bayes based method. Furthermore, Figure 2 shows the difference in derivative CTR vs. processed lines between the Naïve II, III and Linear Bayes method over the first 9200000 rows. As it can bee seen, the difference is small and focused on certain periods of time. Tables 3 and 4 show the result of the evaluation of the proposed algorithm by the evaluation server application used by the organizing committee for the challenge. Table 3 shows the leaderboard for the top 10 entries of the first phase (training on the first 9200000). The entry of the proposed method is indicated in bold, by the name JAMH, Universidad Complutense de Madrid (UCM), with a score of 891.9 (5th place of 38 entries). Table 4 shows the leaderboard for the top 9 entries of the final-stage (evaluation on the complete dataset). The entry of the proposed method is indicated by the name JAMH, Universidad Complutense de Madrid, with a score of 887.6 (2nd place! with a very little gap w.r.t. the first place). This result indicates not only that the algorithm performs very well but that it also generalizes very well. Furthermore, since the algorithm obtained the fifth-place in the training phase and improved up to the second place in the final-stage (on the complete dataset), it may indicate that some desired features of the algorithm are working well. For instance, the stability in the long-run, which can be affected by overflows or arithmetic precision when running on big-data; keep a good exploration / exploitation trade-off during all the running time, something that is truly difficult to tune manually; and maintain a good learning trade-off between a long history of estimates and new data, i.e. , the plasticity level.
Furthermore, all the attempts that we have made (by now) to combine this algorithm with other complimentary exploration / exploitation procedures, such as -greedy or soft-max, have failed to beat the selection rule (24).
Conclusion
We have presented a feasible computationally efficient empirical Bayes-like method for learning in contextual-bandit problems. It is able to take effective advantage of large contextual information in an efficient manner. The method obtained the second place in the Challenge on Yahoo! dataset at ICML 2012 Workshop "new Challenges for Exploration & Exploitation 3", among more than 30 teams from several universities.
As shown in Section 3, the method has shown to possess several features that are often a hard requirement for real applications:
1. It presents good stability in the long-run, which can be affected by overflows or arithmetic precision when running on big-data. 2. It keeps a good exploration / exploitation trade-off during all the running time, something that is truly difficult to tune manually. 3. It maintains a good learning trade-off between a long history of estimates and new data, that is, the plasticity level. 4. Its computation is quite simple, fast and efficient.
As a final remark, it is very important to mention that the algorithm scales linear in the number of binary features and scales linear in the number of arms. These are definitely the mayor advantages (together with its predictive performance) of the presented approach to contextual bandits with large binary features context.
