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EIGENFUNCTIONS AND NODAL SETS
STEVE ZELDITCH
Abstract. This is a survey of recent results on nodal sets of eigenfunctions of the Laplacian
on Riemannian manifolds. The emphasis is on complex nodal sets of analytic continuations
of eigenfunctions.
Key Words: Laplacian, eigenvalues and eigenfunctions, quasi-mode, wave equation, fre-
quency function, doubling estimate, nodal set, quantum limit, Lp norm, geodesic flow,
quantum complete integrable, ergodic, Anosov, Riemannian random wave.
AMS subject classification: 34L20, 35P20, 35J05, 35L05, 53D25, 58J40, 58J50, 60G60.
Let (M, g) be a (usually compact) Riemannian manifold of dimension n, and let {ϕj}
denote an orthonormal basis of eigenfunctions of its Laplacian,
(1) ∆g ϕj = −λ2j ϕj 〈ϕj, ϕk〉 = δjk.
Here 〈u, v〉 = ∫
M
uvdVg where dVg is the volume form of (M, g). If ∂M 6= 0 we impose
Dirichlet or Neumann boundary conditions. When (M, g) is compact, the spectrum of ∆
is discrete and can be put in non-decreasing order λ0 < λ1 ≤ λ2 ↑ ∞. The eigenvalues λ2j
are often termed energies while their square roots λj are often termed the frequencies. The
nodal set of an eigenfunction ϕλ is the zero set
(2) Zϕλ
1 = {x ∈M : ϕλ(x) = 0}.
The aim of this survey is to review some recent results on the Hn−1-surface measure and on
the yet more difficult problem of the spatial distribution of the nodal sets, i.e. the behavior
of the integrals
(3)
1
λj
∫
Zϕλj
fdSλj , (f ∈ C(M))
as λ → ∞. Here, dSλ = dHn−1 denotes the Riemannian hypersurface volume form on
Zϕλ .More generally, we consider the same problems for any level set
(4) N cϕλ := {ϕλ = c},
where c is a constant (which in general may depend on λ). Nodal sets are special level sets
and much more attention has been devoted to them than other level sets, but it is often of
interest to study general level sets and in particular ‘high level’ sets or excursion sets.
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1In difference references we use either the notation Z or N for the nodal set. Sometimes we use the
subscript ϕλ and sometimes only λ.
1
ar
X
iv
:1
20
5.
28
12
v1
  [
ma
th.
SP
]  
12
 M
ay
 20
12
2 STEVE ZELDITCH
We have recently written surveys [Z5, Z6] on the global harmonic analysis of eigenfunctions,
which include some discussion of nodal sets and critical point sets. To the extent possible,
we hope to avoid repeating what is written there, but inevitably there will be some overlap.
We refer there and [H] for background on well-established results. We also decided to cover
some results of research in progress (especially from [Z3], but also on L∞ quantum ergodic
theory). We generally refer to the results as ‘Conjectures’ even when detailed arguments
exist, since they have not yet been carefully examined by others.
There are two basic intuitions underlying many of the conjectures and results on eigen-
functions:
• Eigenfunctions of ∆g-eigenvalue −λ2 are similar to polynomials of degree λ. In
particular, Zλ is similar to a real algebraic variety of degree λ.
Of course, this intuition is most reliable when (M, g) is real analytic. It is quite
unclear at this time how reliable it is for general C∞ metrics, although there are some
recent improvements on volumes and equidistribution in the smooth case.
• High frequency behavior of eigenfunctions reflects the dynamics of the geodesic flow
Gt : S∗M → S∗M of M . Here, S∗M is the unit co-sphere bundle of (M, g).
When the dynamics is “chaotic” (highly ergodic), then eigenfunctions are de-
localized and behave like Gaussian random waves of almost fixed frequency. This
motivates the study of Gaussian random wave models for eigenfunctions, and suggests
that in the ‘chaotic case’ nodal sets should be asympotically uniformly distributed.
When Gt is completely integrable, model eigenfunctions are highly localized and
their nodal sets are often exhibit quite regular patterns. The latter heuristic is not
necessarily expected when there exist high multiplicities, as for rational flat tori, and
then some weaker randomness can enter.
Both of these general intuitions lead to predictions about nodal sets and critical point sets.
Most of the predictions are well beyond current or forseeable techniques to settle. A principal
theme of this survey is that the analogues of such ‘wild’ predictions can sometimes be proved
for real analytic (M, g) if one analytically continues eigenfunctions to the complexification
of M and studies complex nodal sets instead of real ones.
As with algebraic varieties, nodal sets in the real analytic case are better behaved in the
complex domain than the real domain. That is, zero sets of analytic continuations of eigen-
functions to the complexification of M behave like complex algebraic varieties and also reflect
the dynamics of the geodesic flow.
It is well-known that the complexification of M can be identified with a neighborhood of
the zero-section of the phase space T ∗M . That is one reason why dynamics of the geodesic
flow has greater impact on the complex nodal set.
We will exhibit a number of relatively recent results (some unpublished elsewhere) which
justify this viewpoint:
• Theorem 8.4, which shows that complex methods can be used to give upper bounds
on the number of nodal components of Dirichlet or Neumann eigenfunctions which
“touch the boundary” of a real analytic plane domain.
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• Theorem 9.1 on the limit distribution of the normalized currents of integration
1
λjk
[ZϕCjk
]
over the complex zero sets of “ergodic eigenfunctions” in the complex domain.
• Theorem 11.2 and Corollary 11.1, which show that the similar currents for analytic
continuations of “Riemannian random waves” tend to the same limit almost surely.
Thus, the prediction that zero sets of ergodic eigenfunctions agrees with that of
random waves is correct in the complex domain.
• Sharper results on the distribution of intersections points of nodal sets and geodesics
on complexified real analytic surfaces (Theorem 10.1).
Our analysis of nodal sets in the complex domain is based on the use of complex Fourier
integral techniques (i.e. generalized Paley-Wiener theory). The principal tools are the ana-
lytic continuation of the Poisson-wave kernel and the Szego¨ kernel in the complex domain.
They become Fourier integral operators with complex phase and with wave fronts along the
complexified geodesic flow. One can read off the growth properties of complexified eigen-
functions from mapping properties of such operators. Log moduli of complexified spectral
projectors are asymptotically extremal pluri-subharmonic functions for all (M, g). These
ideas are the basis of the articles [Z2, TZ, Z3, Z4, Z8, Z9, He]. Such ideas have antecedents
in work of S. Bernstein, Baouendi- Goulaouic, and Donnelly-Fefferman, Guillemin, F.H. Lin
(among others) .
We note that the focus on complex nodal sets only makes sense for real analytic (M, g).
It is possible that one can study “almost analytic extensions” of eigenfunctions for general
C∞ metrics in a similar spirit, but this is just a speculation and certain key methods break
down when g is not real analytic. Hence the results in the C∞ case are much less precise
than in the real analytic case.
It should also be mentioned that much work on eigenfunctions concerns ground states, i.e.
the first and second eigenfunctions. Unfortunately, we do not have the space or expertise to
review the results on ground states in this survey. For a sample we refer to [Me]. Further,
many if not all of the techniques and results surveyed here have generalizations to Schro¨dinger
operators −~2∆ + V . For the sake of brevity we confine the discussion to the Laplacian.
0.1. Notation. The first notational issue is whether to choose ∆g to be the positive or
negative Laplacian. The traditional choice
(5) ∆g =
1√
g
n∑
i,j=1
∂
∂xi
(
gij
√
g
∂
∂xj
)
.
makes ∆g is negative, but many authors call −∆g the Laplacian to avoid the minus signs.
Also, the metric g is often fixed and is dropped from the notation.
A less traditional choice is to denote eigenvalues by λ2 rather than λ. It is a common
convention in microlocal analysis and so we adopt it here. But we warn that λ is often used
to denote ∆-eigenvalues as is [DF, H].
We sometimes denote eigenfunctions of eigenvalue −λ2 by ϕλ when we only wish to em-
phasize the corresponding eigenvalue and do not need ϕλ to be part of an orthonormal basis.
For instance, when ∆g has multiplicities as on the standard sphere or rational torus, there are
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many possible orthonormal bases. But estimates on Hn−1(Zϕλ) do not depend on whether
ϕλ is included in the orthonormal basis.
0.2. Acknowledgements. Thanks to C. D. Sogge and B. Shiffman for helpful comments
on the exposition, and to S. Dyatlov for a stimulating discussion of L∞ quantum ergodicity.
1. Basic estimates of eigenfunctions
We start by collecting some classical elliptic estimates and their applications to eigenfunc-
tions.
First, the general Sobolev estimate: Let w ∈ C∞0 (Ω) where Ω ⊂ Rn with n ≥ 3. Then
there exists C > 0: (∫
Ω
|w| 2nn−2
)n−2
n
≤ C
∫
Ω
|∇w|2.
Next, we recall the Bernstein gradient estimates:
Theorem 1.1. [DF3] Local eigenfunctions of a Riemannian manifold satisfy:
(1) L2 Bernstein estimate:
(6)
(∫
B(p,r)
|∇ϕλ|2dV
)1/2
≤ Cλ
r
(∫
B(p,r)
|ϕλ|2dV
)1/2
.
(2) L∞ Bernstein estimate: There exists K > 0 so that
(7) max
x∈B(p,r)
|∇ϕλ(x)| ≤ Cλ
K
r
max
x∈B(p,r)
|ϕλ(x)|.
(3) Dong’s improved bound:
max
Br(p)
|∇ϕλ| ≤ C1
√
λ
r
max
Br(p)
|ϕλ|
for r ≤ C2λ−1/4.
Another well-known estimate is the doubling estimate:
Theorem 1.2. (Donnelly-Fefferman, Lin) and [H] (Lemma 6.1.1) Let ϕλ be a global eigen-
function of a C∞ (M, g) there exists C = C(M, g) and r0 such that for 0 < r < r0,
1
V ol(B2r(a))
∫
B2r(a)
|ϕλ|2dVg ≤ eCλ 1
V ol(Br(a))
∫
Br(a)
|ϕλ|2dVg.
Further,
(8) max
B(p,r)
|ϕλ(x)| ≤
( r
r′
)Cλ
max
x∈B(p,r′)
|ϕλ(x)|, (0 < r′ < r).
The doubling estimates imply the vanishing order estimates. Let a ∈M and suppose that
u(a) = 0. By the vanishing order ν(u, a) of u at a is meant the largest positive integer such
that Dαu(a) = 0 for all |α| ≤ ν.
EIGENFUNCTIONS AND NODAL SETS 5
Theorem 1.3. Suppose that M is compact and of dimension n. Then there exist constants
C(n), C2(n) depending only on the dimension such that the the vanishing order ν(u, a) of u
at a ∈M satisfies ν(u, a) ≤ C(n) N(0, 1) +C2(n) for all a ∈ B1/4(0). In the case of a global
eigenfunction, ν(ϕλ, a) ≤ C(M, g)λ.
We now recall quantitative lower bound estimates. They follow from doubling estimates
and also from Carleman inequalities.
Theorem 1.4. Suppose that M is compact and that ϕλ is a global eigenfunction, ∆ϕλ =
λ2ϕλ. Then for all p, r, there exist C,C
′ > 0 so that
max
x∈B(p,r)
|ϕλ(x)| ≥ C ′e−Cλ.
Local lower bounds on 1
λ
log |ϕCλ | follow from doubling estimates. They imply that there
exists A, δ > 0 so that, for any ζ0 ∈Mτ/2,
(9) sup
ζ∈Bδ(ζ0)
|ϕλ(ζ)| ≥ Ce−Aλ.
Indeed, there of course exists a point x0 ∈ M so that |ϕλ(x0)| ≥ 1. Any point of M τ/2 can
be linked to this point by a smooth curve ofuniformly bounded length. We then choose δ
sufficiently small so that the δ-tube around the curve lies in Mτ and link Bδ(ζ) to Bδ(x0) by
a chain of δ-balls in Mτ where the number of links in the chain is uniformly bounded above
as ζ varies in Mτ . If the balls are denoted Bj we have supBj+1 |ϕλ| ≤ eβλ supBj |ϕλ| since
Bj+1 ⊂ 2Bj. The growth estimate implies that for any ball B, sup2B |ϕλ| ≤ eCλ supB |ϕλ|.
Since the number of balls is uniformly bounded,
1 ≤ sup
Bδ(x0)
|ϕλ| ≤ eAλ sup
Bδ(ζ)
|ϕλ|
and we get a contradiction if no such A exists.
As an illustration, Gaussian beams such as highest weight spherical harmonics decay at
a rate e−Cλd(x,γ) away from a stable elliptic orbit γ. Hence if the closure of an open set is
disjoint from γ, one has a uniform exponential decay rate which saturate the lower bounds.
We now recall sup-norm estimates of eigenfunctions which follow from the local Weyl law:
Πλ(x, x) :=
∑
λν≤λ |ϕν(x)|2 = (2pi)−n
∫
p(x,ξ)6λ dξ +R(λ, x)
with uniform remainder bounds
|R(λ, x)| 6 Cλn−1, x ∈M.
Since the integral in the local Weyl law is a continuous function of λ and since the spectrum
of the Laplacian is discrete, this immediately gives∑
λν=λ
|ϕν(x)|2 6 2Cλn−1
which in turn yields
(10) ||ϕλ||C0 = O(λn−12 )
on any compact Riemannian manifold.
6 STEVE ZELDITCH
1.1. Lp estimates. The classical Sogge estimates state that, for any compact Riemannian
manifold of dimension n, we have
(11)
‖ϕλ‖p
‖ϕλ‖2 = O(λ
δ(p)), 2 6 p 6∞,
where
(12) δ(p) =
{
n(1
2
− 1
p
)− 1
2
, 2(n+1)
n−1 6 p 6∞
n−1
2
(1
2
− 1
p
), 2 6 p 6 2(n+1)
n−1 .
Since we often use surfaces as an illustrantion, we note that in dimension 2 one has for λ > 1,
(13) ‖ϕλ‖Lp(M) 6 Cλ
1
2
( 1
2
− 1
p
)‖ϕλ‖L2(M), 2 6 p 6 6,
and
(14) ‖ϕλ‖Lp(M) 6 Cλ2(
1
2
− 1
p
)− 1
2‖eλ‖L2(M), 6 6 p 6∞.
These estimates are also sharp for the round sphere S2. The first estimate, (13), is saturated
by highest weight spherical harmonics. The second estimate, (14), is sharp due to the zonal
functions on S2, which concentrate at points. We go over these examples in §3.2.
2. Volume and equidistribution problems on nodal sets and level sets
We begin the survey by stating some of the principal problems an results regarding nodal
sets and more general level sets. Some of the problems are intentionally stated in vague
terms that admit a number of rigorous formulations.
2.1. Hypersurface areas of nodal sets. One of the principal problems on nodal sets is
to measure their hypersurface volume. In the real analytic case, Donnelly-Fefferman ( [DF]
(see also [Lin]) ) proved:
Theorem 2.1. Let (M, g) be a compact real analytic Riemannian manifold, with or without
boundary. Then there exist c1, C2 depending only on (M, g) such that
c1λ ≤ Hm−1(Zϕλ) ≤ C2λ, (∆ϕλ = λ2ϕλ; c1, C2 > 0).
The bounds were conjectured by S. T. Yau [Y1, Y2] for all C∞ (M, g), but this remains
an open problem. The lower bound was proved for all C∞ metrics for surfaces, i.e. for n = 2
by Bru¨ning [Br]. For general C∞ metrics the sharp upper and lower bounds are not known,
although there has been some recent progress that we consider below.
The nodal hypersurface bounds are consistent with the heuristic that ϕλ is the analogue
on a Riemannian manifold of a polynomial of degree λ, since the hypersurface volume of a
real algebraic variety is bounded by its degree.
2.2. Equidistribution of nodal sets in the real domain. The equidistribution problem
for nodal sets is to study the behavior of the integrals (3) of general continuous functions f
over the nodal set. Here, we normalize the delta-function on the nodal set by the conjectured
surface volume of §2.1. More precisely:
Problem Find the weak* limits of the family of measures { 1
λj
dSλj}.
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Note that in the C∞ case we do not even know if this family has uniformly bounded
mass. The high-frequency limit is the semi-classical limit and generally signals increasing
complexity in the ‘topography’ of eigenfunctions.
Heuristics from quantum chaos suggests that eigenfunctions of quantum chaotic systems
should behave like random waves. The random wave model is defined and studied in [Z4]
(see §11) , and it is proved (see Theorem 11.1) that if one picks a random sequence {ψλj} of
random waves of increasing frequency, then almost surely
(15)
1
λj
∫
Hψλj
fdSλj →
1
V ol(M)
∫
M
fdVg,
i.e. their nodal sets become equidistributed with respect to the volume form on M . Hence
the heuristic principle leads to the conjecture that nodal sets of eigenfunctions of quantum
chaotic systems should become equidistributed according to the volume form.
The conjecture for eigenfunctions (rather than random waves) is far beyond any current
techniques and serves mainly as inspiration for studies of equidistribution of nodal sets.
A yet more speculative conjecture in quantum chaosis that the nodal sets should tend
to CLE6 curves in critical percolation. CLE refers to conformal loop ensembles, which are
closed curves related to SLE curves. As above, this problem is motivated by a comparision
to random waves, but for these the problem is also completely open. In §12 we review the
heuristic principles which started in condensed matter physics [KH, KHS, Isi, IsiK, Wei]
before migrating to quantum chaos [BS, BS2, FGS, BGS, SS, EGJS]. It is dubious that such
speculative conjectures can be studied rigorously in the forseeable future, but we include
them to expose the reader to the questions that are relevant to physicists.
2.3. L1 norms and nodal sets. Besides nodal sets it is of much current interest to study
Lp norms of eigenfunctions globally on (M, g) and also of their restrictions to submanifolds.
In fact, recent results show that nodal sets and Lp norms are related. For instance, in §4 we
will use the identity
(16) ||ϕλ||L1 = 1
λ2
∫
Zϕλ
|∇ϕλ|dS
relating the L1 norm of ϕλ to a weighted integral over Zϕλ to obtain lower bounds on
Hn−1(Zϕλ). See (24).
Obtaining lower bounds on L1 norms of eigenfunctions is closely related to finding upper
bounds on L4 norms. The current bounds are nowhere near sharp enough to improve nodal
set bounds.
2.4. Critical points and values. A closely related problem in the ‘topography’ of Laplace
eigenfunctions ϕλ is to determine the asymptotic distribution of their critical points
C(ϕλ) = {x : ∇ϕλ(x) = 0}.
This problem is analogous to that of measuring the hypersurface area Hn−1(Zλ) of the nodal
(zero) set of ϕλ, but it is yet more complicated due to the instability of the critical point set as
the metric varies. For a generic metric, all eigenfunctions are Morse functions and the critical
point set is discrete. One may ask to count the number of critical points asymptotically as
λ → ∞. But there exist metrics (such as the flat metric on the torus, or the round metric
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on the sphere) for which the eigenfunctions have critical manifolds rather than points. To
get around this obstruction, we change the problem from counting critical points to counting
critical values
CV (ϕλ) = {ϕλ(x) : ∇ϕλ(x) = 0}.
Since a real analytic function on a compact real analytic manifold has only finitely many
critical values, eigenfunctions of real analytic Riemannian manifolds (M, g) have only finitely
many critical values and we can ask to count them. Moreover for generic real analytic metrics,
all eigenfunctions are Morse functions and there exists precisely one critical point for each
critical value. Thus, in the generic situation, counting critical values is equivalent to counting
critical points. To our knowledge, there are no results on this problem, although it is possible
to bound the Hn−1-measure of C(ϕλ) (see Theorem [Ba]). However Hn−1(C(ϕλ)) = 0 in the
generic case and in special cases where it is not zero the method is almost identical to bounds
on the nodal set. Thus, such results bypass all of the difficulties in counting critical values.
We will present one new (unpublished) result which generalizes eqrefID to critical points.
But the resulting identity is much more complicated than for zeros.
Singular points are critical points which occur on the nodal sets. We recall (see [H, HHL,
HHON]) that the the singular set
Σ(ϕλ) = {x ∈ Zϕλ : ∇ϕλ(x) = 0}
satisfies Hn−2(Σ(ϕλ)) < ∞. Thus, outside of a codimension one subset, Zϕλ is a smooth
manifold, and the Riemannian surface measure dS = ι ∇ϕλ
|∇ϕλ|
dVg on Zϕλ is well-defined. We
refer to [HHON, H, HHL, HS] for background.
2.5. Inradius. It is known that in dimension two, the minimal possible area of a nodal
domain of a Euclidean eigenfunction is pi( j1
λ
)2. This follows from the two-dimensional Faber-
Krahn inequality,
λk(Ω)Area(D) = λ1(D)Area(D) =≥ pij21
where D is a nodal domain in Ω. In higher dimensions, the Faber-Krahn inequality shows
that on any Riemannian manifold the volume of any nodal domain is ≥ Cλ−n [EK].
Another size measure of a nodal domain is its inradius rλ, i.e. the radius of the largest
ball contained inside the nodal domain. As can be seen from computer graphics (see e.g.
[HEJ]), there are a variety of ‘types’ of nodal components. In [Man3], Mangoubi proves that
(17)
C1
λ
≥ rλ ≥ C2
λ
1
2
k(n)(log λ)2n−4
,
where k(n) = n2 − 15n/8 + 1/4; note that eigenvalues in [Man] are denoted λ while here we
denote them by λ2. In dimension 2, it is known (loc.cit.) that
(18)
C1
λ
≥ rλ ≥ C2
λ
.
2.6. Decompositions of M with respect to ϕλ. There are two natural decompositions
(partitions) of M associated to an eigenfunction (or any smooth function).
(i) Nodal domain decomposition.
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First is the decomposition of M into nodal domains of ϕλ. As in [PS] we denote the
collection of nodal domains by A(ϕλ) and denote a nodal domain by A. Thus,
M\Zϕλ =
⋃
A∈A(ϕλ)
A.
When 0 is a regular value of ϕλ the level sets are smooth hypersurfaces and one can ask how
many components of Zϕλ occur, how many components of the complement, the topological
types of components or the combinatorics of the set of domains. When 0 is a singular value,
the nodal set is a singular hypersurface and can be connected but one may ask similar
questions taking multiplicities of the singular points into account.
To be precise, let
µ(ϕλ) = #A(ϕλ), ν(ϕλ) = # components of Z(ϕλ).
The best-known problem is to estimate µ(ϕλ). According to the Courant nodal domain
theorem, µ(ϕλn) ≤ n. In the case of spherical harmonics, where many orthonormal bases
are possible, it is better to estimate the number in terms of the eigenvalue, and the estimate
has the form µ(ϕλ) ≤ C(g)λm where m = dimM and C(g) > 0 is a constant depending on
g. In dimension 2, Pleijel used the Faber-Krahn theorem to improve the bound to
lim sup
λ→∞
µ(ϕλ)
λ2
≤ 4
j20
< 0.69
where j0 is the smallest zero of the J0 Bessel function.
A wide variety of behavior is exhibited by spherical harmonics of degree N . We review the
definitions below. The even degree harmonics are equivalent to real projective plane curves
of degree N . But each point of RP2 corresponds to a pair of points of S2 and at most one
component of the nodal set is invariant under the anti-podal map. For other components,
the anti-podal map takes a component to a disjoint component. Thus there are essentially
twice the number of components in the nodal set as components of the associated plane
curve.
As discussed in [Ley], one has;
• Harnack’s inequality: the number of components of any irreducible real projective
plane curve is bounded by g + 1 where g is the genus of the curve.
• If p is a real projectove plane curve of degree N then its genus is given by Noether’s
formula
g =
(N − 1)(N − 2)
2
−
∑
singular points x
ordp(x)(ordp(x)− 1)
2
where ordp(x) is the order of vanishing of ϕλ at x. Thus, the number of components
is ≤ (N−1)(N−2)
2
+ 1 for a non-singular irreducible plane curve of degree N .
Curves which achieve the maximum are called M -curves. Also famous are Harnack curves,
which are M curves for which there exist three distinct lines `j of RP2 and three distinct arcs
aj of the curve on one component so that #aj ∩ `j = N . It follows from Pleijel’s bound that
nodal sets of spherical harmonics cannot be maximal for large N , since half of the Pleijel
bound is roughly .35N2 which is below the threshold .5N2 +O(N) for maximal curves.
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Associated to the collection of nodal domains is its incidence graph Γλ, which has one
vertex for each nodal domain, and one edge linking each pair of nodal domains with a
common boundary component. Here we assume that 0 is a regular value of ϕλ so that the
nodal set is a union of embedded submanifolds. The Euler characteristic of the graph is the
difference beween the number of nodal domains and nodal components. In the non-singular
case, one can convert the nodal decomposition into a cell decomposition by attaching a one
cell between two adjacent components, and then one has µ(ϕλ) = ν(ϕλ) + 1 (see Lemma 8
of [Ley]).
The possible topological types of arrangements of nodal components of spherical harmonics
is studied in [EJN]. They prove that for any m ≤ N with N −m even and for every set of
m disjoint closed curves whose union is invariant with respect to the antipodal map, there
exists an eigenfunction whose nodal set has the topological type of the union of curves. Note
that these spherical harmonics have relatively few nodal domains compared to the Pleijel
bound. It is proved in [NS] that random spherical harmonics have aN2 nodal components
for some (undetermined) a > 0.
Morse-Smale decomposition
For generic metrics, all eigenfunctions are Morse functions [U]. Suppose that f : M → R
is a Morse function. For each critical point p let W sps (the stable or descending cell through
p) denote the union of the gradient flow lines which have p as their initial point, i.e. their
α-limit point. Then Wp is a cell of dimension λp = number of negative eigenvalues of Hpf .
By the Morse-Smale decomposition we mean the decomposition
M =
⋃
p:df(p)=0
W sp
It is not a good cell decomposition in general. If we change f to −f we get the decomposition
into ascending (unstable) cells M =
⋃
p:df(p)=0 W
u
p . If the intersections W
s
p ∩Wqu are always
transversal then ∇f is said to be transversal. In this case dim(W sp ∩W uq ) = λp− λ1 + 1 and
the number of gradient curves joining two critical points whose Morse index differs by 1 is
finite.
We are mainly interested in the stable cells of maximum dimension, i.e. basins of attraction
of the gradient flow to each local minimum. We then have the partition
(19) M =
⋃
p a local min
W sp .
This decomposition is somtimes used in condensed matter physics (see e.g. [Wei]) and
in computational shape analysis [Reu]. In dimension two, the surface is partitioned into
‘polygons’ defined by the basins of attraction of the local minima of ϕ. The boundaries of
these polygons are gradient lines of ϕ which emanate from saddle points. The vertices occur
at local maxima.
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An eigenfunction is a Neumann eigenfunction in each basin since the boundary is formed
by integral curves of∇ϕλ. Possibly it is ‘often’ the first non-constant Neumann eigenfunction
(analogously to ϕλ being the lowest Dirichlet eigenfunction in each nodal domain), but this
does not seem obvious. Hence it is not clear how to relate the global eigenvalue λ2 to the
Neumann eigenvalues of the basins, which would be useful in understanding the areas or
diameters of these domains. Note that∫
W sp
ϕjdV =
∫
∂W sp
∇ϕλ · νdS = 0,
where ν is the unit normal to ∂W sp , since ∇ϕλ is tangent to the boundary. In particular,
the intersection Zϕλ ∩W sp is non-empty and is a connected hypersurface which separates W sp
into two components on which ϕλ has a fixed sign. To our knowledge, there do not exist
rigorous results bounding the number of local minima from above or below, i.e. there is no
analogue of the Courant upper bound for the number of local minima basins. It is possible to
obtain statstical results on the asymptotic expected number of local minima, say for random
spherical harmonics of degree N . The methods of [DSZ] adapt to this problem if one replaces
holomorphic Szego¨ kernels by spectral projections (see also [Nic].) Thus, in a statistical sense
it is much simpler to count the number of “Neumann domains” or Morse-Smale basins than
to count nodal domains as in [NS].
3. Examples
Before proceeding to rigorous results, we go over a number of explicitly solvable examples.
Almost by definition, they are highly non-generic and in fact represent the eigenfunctions of
quantum integrable systems. Aside from being explicitly solvable, the eigenfunctions of this
section are extremals for a number of problems.
3.1. Flat tori. The basic real valued eigenfunctions are ϕk(x) = sin〈k, x〉 or cos〈k, x〉
(k ∈ Zn) on the flat torus T = Rn/Zn. The zero set consists of the hyperplanes 〈k, x〉 = 0
mod 2pi or in other words 〈x, k|k|〉 ∈ 12pi|k|Z. Thus the normalized delta function 1|k|dS|Zϕk
tends to uniform distribution along rays in the lattice Zn. The lattice arises as the joint
spectrum of the commuting operators Dj =
∂
i∂xj
and is a feature of quantum integrable
systems.
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The critical point equation for cos〈k, x〉 is k sin〈k, x〉 = 0 and is thus the same as the nodal
equation. In particular, the critical point sets are hypersurfaces in this case. There is just
one critical value = 1.
Instead of the square torus we could consider Rn/L where L ⊂ Rn is a lattice of full
rank. Then the joint spectrum becomes the dual lattice L∗ and the eigenfunctions are
cos〈k, x〉, sin〈k, x〉 with k ∈ L∗.
The real eigenspace Hλ = R − span{sin〈k, x〉, cos〈k, x〉 : |k| = λ} is of multiplicity 2 for
generic L but has unbounded multiplicity in the case of L = Zn and other rational lattices.
In that case, one may take linear combinations of the basic eigenfunctions and study their
nodal and critcal point sets. For background, some recent results and further references we
refer to [BZ].
3.2. Spherical harmonics on S2. The spectral decomposition for the Laplacian is the
orthogonal sum of the spaces of spherical harmonics of degree N ,
(20) L2(S2) =
∞⊕
N=0
VN , ∆|VN = λNId.
The eigenvalues are given by λS
2
N = N(N+1) and the multiplicities are given by mN = 2N+1.
A standard basis is given by the (complex valued) spherical harmonics Y Nm which transform
by eimθ under rotations preserving the poles.
The Y Nm are complex valued, so we study the nodal sets of their real and imaginary
parts. They are separable, i.e. factor as CN,mP
N
m (r) sin(mθ) (resp. cos(mθ) where P
N
m is
an associated Legendre function. Thus the nodal sets of these special eigenfunctions form a
checkerboard pattern that can be explicitly determined from the known behavior of zeros of
associated Legendre functions. See the first image in the illustration below.
Among the basic spherical harmonics, there are two special ones: the zonal spherical har-
monics (i.e. the rotationally invariant harmonics) and the highest weight spherical harmon-
ics. Their nodal sets and intensity plots are graphed in the bottom two images, respectively.
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Since the zonal spherical harmonics Y N0 on S
2 are real-valued and rotationally invariant,
their zero sets consist of a union of circles, i.e. orbits of the S1 rotation action around
the third axis. It is well known that Y N0 (r) =
√
(2N+1)
2pi
PN(cos r), where PN is the Nth
Legendre function and the normalizing constant is chosen so that ||Y N0 ||L2(S2) = 1, i.e.
4pi
∫ pi/2
0
|PN(cos r)|2dv(r) = 1, where dv(r) = sin rdr is the polar part of the area form. Thus
the circles occur at values of r so that PN(cos r) = 0. All zeros of PN(x) are real and it
has N zeros in [−1, 1]. It is classical that the zeros r1, . . . , rN of PN(cos r) in (0, pi) become
uniformly distributed with respect to dr [Sz]. It is also known that PN has N − 1 distinct
critical points [C, Sz2] and so the critical points of Y N0 is a union of N − 1 lattitude circles.
We now consider real or imaginary parts of highest weight spherical harmonics Y NN . Up
to a scalar multiple, YN(x1, x2, x2) = (x1 + ix2)
N as a harmonic polynomial on R3. It is
an example of a Gaussian beams along a closed geodesic γ (such as exist on equators of
convex surfaces of revolution). See [R] for background on Gaussian beams on Riemannian
manifolds.
The real and imaginary parts are of the form PNN (cos r) cosNθ, P
N
N (cos r) sinNθ where
PNN (x) is a constant multiple of (1−x2)N/2 so PNN (cos r) = (sin r)N . The factors sinNθ, cosNθ
have N zeros on (0, 2pi). The Legendre funtions satisfy the recursion relation P `+1`+1 = −(2`+
1)
√
1− x2P `` (x) with P 00 = 1 and therefore have no real zeros away from the poles. Thus,
the nodal set consists of N circles of longitude with equally spaced intersections with the
equator.
The critical points are solutions of the pair of equations d
dr
PNN (r) cosNθ = 0, P
N
N sinNθ =
0. Since PNN has no zeros away from the poles, the second equation forces the zeros to occur
at zeros of sinNθ. But then cosNθ 6= 0 so the zeros must occur at the zeros of d
dr
PNN (r). The
critical points only occur when sin r = 0 or cos r = 0 on (0, pi). There are critical points at
the poles where Y NN vanishes to order N and there is a local maximum at the value r =
pi
2
of
the equator. Thus, ReY NN has N isolated critical points on the equator and multiple critical
points at the poles.
We note that |ReY NN |2 is a Gaussian bump with peak along the equator in the radial
direction. Its radial Gaussian decay implies that it extremely small outside a N
1
2 tube
around the equator. The complement of this tube is known in physics as the classically
forbidden region. We see that the nodal set stretches a long distance into the classically
forbidden region. This creates problems for nodal estimates since exponentially small values
(in terms of the eigenvalue) are hard to distinguish from zeros. On the other hand, it has
only two (highly multiple) critical points away from the equator.
3.3. Random spherical harmonics and chaotic eigenfunctions. The examples above
exhibit quite disparate behavior but all are eigenfunctions of quantum integrable systems.
We do not review the general results in this case but plan to treat this case in an article in
preparation [Z9].
We now contrast the nodal set behavior with that of random spherical harmonics (left)
and a chaotic billiard domain (the graphics are due to E. J. Heller).
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4. Lower bounds on hypersurface areas of nodal sets and level sets in
the C∞ case
In this section we review some recent lower bounds onHn−1(Zϕλ) from [CM, SoZ, HS, HW].
Before we begin, we recall the co-area formula: Let f : M → R be Lipschitz. Then for any
continuous function u on M ,∫
M
u(x)dV =
∫
R
(
∫
f−1(y)
u
dV
df
) dy.
Equivalently, ∫
M
u(x)||∇f ||dV =
∫
R
(
∫
f−1(y)
udHn−1)dy.
We refer to dV
df
as the “Leray form” on the level set {f = y}. Unlike the Riemannian surface
measure dS = dHn−1 it depends on the choice of defining function f . The surface measures
are related by dHn−1 = |∇f |dV
df
. For background, see Theorem 1.1 of [HL].
Theorem 4.1. As above assume that ||ϕλ|| = 1. Then
(21) λ
(∫
M
|ϕλ| dVg
)2
6 CHn−1(Zϕλ), λ > 1,
for some uniform constant C. Consequently,
(22) λ
3−n
2 . Hn−1(Zϕλ), λ > 1.
Inequality (22) follows from (21) and the lower bounds in [SoZ]
(23) λ
1−n
4 .
∫
M
|ϕλ| dVg.
The lower bound (22) was first proved by Colding and Minicozzi [CM]. A slightly weaker
result was proved in [SoZ] by a different method inspired by the article of R. T. Dong [Dong]
which was successively improved in [HW, HS] to the same bound as [CM].
The L1-lower bounds in (23) were proved in [SoZ] using Ho¨lder’s inequality and the Lp
eigenfunction estimates of Sogge [Sog] for the range where 2 < p 6 2(n+1)
n−1 . As will be seen
below, the estimate is sharp for Gaussian beams such as highest weight spherical harmonics.
The random wave model would predict that ||ϕλ||L1 ≥ C(M, g) > 0 and that would imply
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Yau’s conjectured lower bound in the ‘chaotic case’. This provides ample motivation to study
L1 norms of eigenfunctions on manifolds with ergodic geodesic flow.
The proof of Theorem 4.1 is based on an identity from [SoZ] (inspired by an identity in
[Dong]):
(24)
∫
M
|ϕλ| (∆g + λ2)f dVg = 2
∫
Zϕλ
|∇gϕλ| f dS,
We recall that dS is the Riemannian surface measure on Zϕλ . In [SoZ], we substituted f = 1
and used (23) to obtain a power lower bound. This was improved in [HW, HS] by putting
f ≡ 1 but applying Schwarz’s inequality to get
(25) λ2
∫
M
|ϕλ| dVg 6 2(Hn−1(Zϕλ))1/2
(∫
Zϕλ
|∇gϕλ|2 dS
)1/2
.
The final important step is to show that
(26)
∫
Zϕλ
|∇gϕλ|2 dS.λ3
by choosing
(27) f =
(
1 + λ2ϕ2λ + |∇gϕλ|2g
) 1
2 .
From (24) it follows that
2
∫
Zϕλ
|∇gϕλ|2gdS 6
∫
M
|ϕλ| (∆g + λ2)
(
1 + λϕ2λ + |∇gϕλ|2
) 1
2 dVg.
By the L2-Sobolev bounds ‖ϕλ‖Hs(M) = O(λs) it follows that the “second term” of the right
side satisfies
λ2
∫
M
|ϕλ|
(
1 + λ2ϕ2λ + |∇gϕλ|2g
) 1
2 dVg = O(λ
3),
and thus to prove (26), it suffices to show that the “first terms” satisfies
(28)
∫
M
|ϕλ|∆g
(
1 + λ2ϕ2λ + |∇gϕλ|2g
) 1
2 dVg = O(λ
3).
We refer to [HS] for further details on this bound. A simpler approach was suggested by W.
Minicozzi, who pointed out that (26) also follows from the identity
(29) 2
∫
Zλ
|∇geλ|2 dSg = −
∫
M
sgn(eλ) divg
( |∇geλ| ∇geλ ) dVg.
This approach is used in [Ar] to generalize the nodal bounds to Dirichlet and Neumann
eigenfunctions of bounded domains. In the next setction we explain how to obtain more
general identities.
There are several ways to prove the identity in (24). One way to see it is that dµλ :=
(∆ + λ2)|ϕλ|dV = 0 away from {ϕλ = 0}. Hence this distribution is a positive measure
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supported on Zϕλ . To determine the coefficient of the surface measure dS we calculate the
limit as δ → 0 of the integral∫
M
f(∆ + λ2)|ϕλ|dV =
∫
|ϕλ|≤δ
f(∆ + λ2)|ϕλ|dV.
Here f ∈ C2(M) and with no loss of generality we may assume that δ is a regular value of
ϕλ (by Sard’s theorem). By the Gauss-Green theorem,∫
|ϕλ|≤δ
f(∆ + λ2)|ϕλ|dV −
∫
|ϕλ|≤δ
|ϕλ|(∆ + λ2)fdV =
∫
|ϕλ|=δ
(f∂ν |ϕλ| − |ϕλ|∂νf)dS.
Here, ν is the outer unit normal and ∂ν is the associated directional derivative. For δ > 0,
we have
(30) ν =
∇ϕλ
|∇ϕλ| on {ϕλ = δ}, ν = −
∇ϕλ
|∇ϕλ| on {ϕλ = −δ}.
Letting δ → 0 (through the sequence of regular values) we get∫
M
f(∆ + λ2)|ϕλ|dV = lim
δ→0
∫
|ϕλ|≤δ
f(∆ + λ2)|ϕλ|dV = lim
δ→0
∫
|ϕλ|=δ
f∂ν |ϕλ|dS.
Since |ϕλ| = ±ϕλ on {ϕλ = ±δ} and by (30), we see that∫
M
f(∆ + λ2)|ϕλ|dV = limδ→0
∫
|ϕλ|=δ f
∇|ϕλ|
|∇|ϕλ|| · ∇|ϕλ|dS
= limδ→0
∑
±
∫
ϕλ=±δ f |∇ϕλ|dS
= 2
∫
Zϕλ
f |∇ϕλ|dS.
The Gauss-Green formula and limit are justified by the fact that the singular set Σϕλ has
codimension two. We refer to [SoZ] for further details.
The L1 lower bound of (23) follows from eigenfunction estimates in [Sog], which say that
‖ϕλ‖Lp 6 Cλ
(n−1)(p−2)
4p , 2 < p 6 2(n+1)
n−1 .
If we pick such a 2 < p < 2(n+1)
n−1 , then by Ho¨lder’s inequality, we have
1 = ‖ϕλ‖1/θL2 6 ‖ϕλ‖L1 ‖ϕλ‖
1
θ
−1
Lp 6 ‖ϕλ‖L1
(
Cλ
(n−1)(p−2)
4p
) 1
θ
−1
, θ = p
p−1(
1
2
− 1
p
) = (p−2)
2(p−1) ,
which implies ‖ϕλ‖L1 > cλ−n−14 , since (1− 1θ ) (n−1)(p−2)4p = n−14 .
Remark: One can also integrate the identity (24) over a basin of attraction of a local
minimum (or maximum) (19), since the boundary term vanishes. Thus we get an identity
between the L1 norm of ϕλ on each basin and the |∇ϕλ|dS-measure of the nodal line inside
the basin.
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4.1. More general identities. For any function χ, we have
∆χ(ϕ) = χ′′(ϕ)|∇ϕ|2 − λ2χ′(ϕ)ϕ.
We then take χ to be the meromorphic family of homogeneous distribution xs+. We recall
that for Re a > −1,
xa+ :=
 x
a, x ≥ 0
0, x < 0.
The family extends to a ∈ C as a meromorphic family of distributions with simple poles at
a = −1,−2, . . . ,−k, . . . using the equation d
dx
x+s = sx
s−1
+ to extend it one unit strip at a
time. One can convert xs+ to the holomorphic family
χα+ =
xα+
Γ(α + 1)
, with χ−k+ = δ
(k−1)
0 .
The identity we used above belongs to the family,
(31) (∆ + sλ2)ϕs+ = s(s− 1)|∇ϕ|2ϕs−2+ .
Here ϕs+ = ϕ
∗xs+ has poles at s = −1,−2, · · · . The calculation in (24) used |ϕ| but is
equivalent to using (31) when s = 1. Then ϕs−2+ has a pole when s = 1 with residue
δ0(ϕ) =
dS
|∇ϕ|dS|Zϕλ ; it is cancelled by the factor s−1 and we obtain (24). This calculation is
formal because the pullback formulae are only valid when dϕ 6= 0 when ϕ = 0, but as above
they can be justified because the singular set has codimension 2. The right side also has a
pole at s = 0 and we get ∆ϕ0+ = −|∇ϕ|2δ′(ϕ), which is equivalent to the divergence identity
above. There are further poles at s = −1,−2, . . . but they now occur on both sides of the
formulae. It is possible that they have further uses.
The question arises of how such identities are related to the Bernstein-Kashiwara theorem
that for any real analytic function f one may meromorphically extend f s+ to C by construct-
ing a family Ps(D) of differential operators with analytic coefficients and a meromorphic
function b(s) so that Ps(D)f
s+1 = b(s)f s. In the case f = ϕλ, the operator |∇ϕ|−2(∆ + sλ2)
accomplishes something like this, but it does not have analytic coefficients due to poles at
the critical points of ϕ. One wonders what Ps(D), b(s) might be when f = ϕλ.
4.2. Other level sets. These results generalize easily to any level set N cϕλ := {ϕλ = c}.
Let sgn(x) = x|x| .
Proposition 4.2. For any C∞ Riemannian manifold, and any f ∈ C(M) we have,
(32)
∫
M
f(∆ + λ2) |ϕλ − c| dV + λ2c
∫
fsgn(ϕλ − c)dV = 2
∫
N cϕλ
f |∇ϕλ|dS.
This identity has similar implications for Hn−1(N cϕλ) and for the equidistribution of level
sets. Note that if c > sup |ϕλ(x)| then indeed both sides are zero.
Corollary 4.3. For c ∈ R
λ2
∫
ϕλ>c
ϕλdV =
∫
N cϕλ
|∇ϕλ|dS ≤ λ2V ol(M)1/2.
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Consequently, if c > 0
Hn−1(N cϕλ) +Hn−1(N−cϕλ ) ≥ Cg λ2−
n+1
2
∫
|ϕλ|≥c
|ϕλ|dV.
The Corollary follows by integrating ∆ by parts, and by using the identity,
(33)
∫
M
|ϕλ − c|+ c sgn(ϕλ − c) dV =
∫
ϕλ>c
ϕλdV −
∫
ϕλ<c
ϕλdV
= 2
∫
ϕλ>c
ϕλdV,
since 0 =
∫
M
ϕλdV =
∫
ϕλ>c
ϕλdV +
∫
ϕλ<c
ϕλdV .
4.3. Examples. The lower bound of Theorem 4.1 is far from the lower bound conjectured
by Yau, which by Theorem 2.1 is correct at least in the real analytic case. In this section
we go over the model examples to understand why the methds are not always getting sharp
results.
4.4. Flat tori. We have, |∇ sin〈k, x〉|2 = cos2〈k, x〉|k|2. Since cos〈k, x〉 = 1 when sin〈k, x〉 =
0 the integral is simply |k| times the surface volume of the nodal set, which is known to be of
size |k|. Also, we have ∫
T
| sin〈k, x〉|dx ≥ C. Thus, our method gives the sharp lower bound
Hn−1(Zϕλ) ≥ Cλ1 in this example.
So the upper bound is achieved in this example. Also, we have
∫
T
| sin〈k, x〉|dx ≥ C.
Thus, our method gives the sharp lower bound Hn−1(Zϕλ) ≥ Cλ1 in this example. Since
cos〈k, x〉 = 1 when sin〈k, x〉 = 0 the integral is simply |k| times the surface volume of the
nodal set, which is known to be of size |k|.
4.5. Spherical harmonics on S2. The L1 of Y N0 norm can be derived from the asymptotics
of Legendre polynomials
PN(cos θ) =
√
2(piN sin θ)−
1
2 cos
(
(N +
1
2
)θ − pi
4
)
+O(N−3/2)
where the remainder is uniform on any interval  < θ < pi − . We have
||Y N0 ||L1 = 4pi
√
(2N + 1)
2pi
∫ pi/2
0
|PN(cos r)|dv(r) ∼ C0 > 0,
i.e. the L1 norm is asymptotically a positive constant. Hence
∫
Z
Y N0
|∇Y N0 |ds ' C0N2. In this
example |∇Y N0 |L∞ = N
3
2 saturates the sup norm bound. So the estimate of (23) produces
the lower bound Hn−1(Zϕλ) ≥ λ
1
2 . The accurate lower bound is λ, as one sees from the
rotational invariance and by the fact that PN has N zeros. The defect in the argument is
that the bound |∇Y N0 |L∞ = N
3
2 is only obtained on the nodal components near the poles,
where each component has length ' 1
N
.
Gaussian beams
Gaussian beams are Gaussian shaped lumps which are concentrated on λ−
1
2 tubes T
λ−
1
2
(γ)
around closed geodesics and have height λ
n−1
4 . We note that their L1 norms decrease
like λ−
(n−1)
4 , i.e. they saturate the Lp bounds of [Sog] for small p. In such cases we
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have
∫
Zϕλ
|∇ϕλ|dS ' λ2||ϕλ||L1 ' λ2−n−14 . It is likely that Gaussian beams are minimiz-
ers of the L1 norm among L2-normalized eigenfunctions of Riemannian manifolds. Also,
the gradient bound ||∇ϕλ||L∞ = O(λn+12 ) is far off for Gaussian beams, the correct up-
per bound being λ1+
n−1
4 . If we use these estimates on ||ϕλ||L1 and ||∇ϕλ||L∞ , our method
gives Hn−1(Zϕλ) ≥ Cλ1−
n−1
2 , while λ is the correct lower bound for Gaussian beams in
the case of surfaces of revolution (or any real analytic case). The defect is again that
the gradient estimate is achieved only very close to the closed geodesic of the Gaussian
beam. Outside of the tube T
λ−
1
2
(γ) of radius λ−
1
2 around the geodesic, the Gaussian beam
and all of its derivatives decay like e−λd
2
where d is the distance to the geodesic. Hence∫
Zϕλ
|∇ϕλ|dS '
∫
Zϕλ∩T
λ
− 12
(γ)
|∇ϕλ|dS. Applying the gradient bound for Gaussian beams to
the latter integral gives Hn−1(Zϕλ ∩ Tλ− 12 (γ)) ≥ Cλ1−
n−1
2 , which is sharp since the intersec-
tion Zϕλ ∩Tλ− 12 (γ) cuts across γ in ' λ equally spaced points (as one sees from the Gaussian
beam approximation).
4.6. Non-scarring of nodal sets on (M, g) with ergodic geodesic flow. In this section,
we prove a rather simple (unpublished) result on nodal sets when the geodesic flow of (M, g)
is ergodic. Since there exist many expositions of quantum ergodic eigenfunctions, we only
briefly recall the main facts and definitions and refer to [Z5, Z6] for further background.
Quantum ergodicity concerns the semi-classical (large λ) asymptotics of eigenfunctions
in the case where the geodesic flow Gt of (M, g) is ergodic. We recall that the geodesic
flow is the Hamiltonian flow of the Hamiltonian H(x, ξ) = |ξ|2g (the length squared) and
that ergodicity means that the only Gt-invariant subsets of the unit cosphere bundle S∗M
have either full Liouville measure or zero Liouville measure (Liouville measure is the natural
measure on the level set H = 1 induced by the symplectic volume measure of T ∗M).
We will say that a sequence {ϕjk} of L2-normalized eigenfunctions is quantum ergodic if
(34) 〈Aϕjk , ϕjk〉 →
1
µ(S∗M)
∫
S∗M
σAdµ, ∀A ∈ Ψ0(M).
Here, Ψs(M) denotes the space of pseudodifferential operators of order s, and dµ denotes
Liouville measure on the unit cosphere bundle S∗M of (M, g). More generally, we denote by
dµr the (surface) Liouville measure on ∂B
∗
rM , defined by
(35) dµr =
ωm
d|ξ|g on ∂B
∗
rM.
We also denote by α the canonical action 1-form of T ∗M .
The main result is that there exists a subsequence {ϕjk} of eigenfunctions whose indices
jk have counting density one for which ρjk(A) := 〈Aϕjk , ϕjk〉 → ω(A) (where as above
ω(A) = 1
µ(S∗M)
∫
S∗M σAdµ is the normalized Liouville average of σA). Such a sequence of
eigenfunctions is called a sequence of ‘ergodic eigenfunctions’. The key quantities to study
are the quantum variances
(36) VA(λ) :=
1
N(λ)
∑
j:λj≤λ
|〈Aϕj, ϕj〉 − ω(A)|2.
The following result is the culmination of the results in [Sh.1, Z1, CV, ZZw, GL].
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Theorem 4.4. Let (M, g) be a compact Riemannian manifold (possibly with boundary), and
let {λj, ϕj} be the spectral data of its Laplacian ∆. Then the geodesic flow Gt is ergodic on
(S∗M,dµ) if and only if, for every A ∈ Ψo(M), we have:
(1) limλ→∞ VA(λ) = 0.
(2) (∀)(∃δ) lim supλ→∞ 1N(λ)
∑
j 6=k:λj,λk≤λ
|λj−λk|<δ
|(Aϕj, ϕk)|2 < 
Since all the terms in (1) are positive, no cancellation is possible, hence (1) is equivalent
to the existence of a subset S ⊂ N of density one such that QS := {dΦk : k ∈ S} has only ω
as a weak* limit point.
We now consider nodal sets of quantum ergodic eigenfunctions. The following result says
that if we equip nodal sets with the measure 1
λ2j
|∇ϕλj |dS, then nodal sets cannot ‘scar’, i.e.
concentrate singularly as λj →∞.
Proposition 1. Suppose that {ϕλj} is a quantum ergodic sequence. Then any weak limit
of { 1
λ2j
|∇ϕλj |dS} must be absolutely continuous with respect to dV .
We recall that, for any f ∈ C2(M),
(37)
∫
M
(
(∆ + λ2)f
) |ϕλ|dV = ∫
Zϕλ
f |∇ϕλ|dS.
The identity for general f ∈ C2(M) can be used to investigate the equidistribution of
nodal sets equipped with the surface measure |∇ϕλ|dS. We denote the normalized measure
by λ−2|∇ϕλj |dS|Zϕλ .
Lemma 2. The weak * limits of the sequence {λ−2|∇ϕλj |dS|Zϕλ} of bounded positive measures
are the same as the weak * limits of {|ϕλj |} (against f ∈ C(M).)
We let f ∈ C2(M) and multiply the identity (37) by λ−2. We then integrate by parts to
put ∆ on f . This shows that for f ∈ C2(M), we have∫
M
f |ϕλ|dV = λ−2
∫
Zϕλ
f |∇λ|dS +O(λ−2).
Letting f = 1, we see that the family of measures {λ−2|∇ϕλj |2δ(ϕλj)} is bounded. By
uniform approximation of f ∈ C(M) by elements of C2(M), we see that the weak* limit
formula extends to C(M).
Lemma 3. Suppose that {ϕλj} is a quantum ergodic sequence. Then any weak limit of
{|ϕλj |dS} must be absolutely continuous with respect to dV .
We recall that a sequence of measures µn converges weak * to µ if
∫
M
fdµn →
∫
fdµ for
all continuous f . A basic fact about weak * convergence of measures is that
∫
fdµn →
∫
fdµ
for all f ∈ C(M) implies that µn(E) → µ(E) for all sets E with µ(∂E) = 0 (Portmanteau
theorem).
We also recall that a sequence of eigenfunctions is called quantum ergodic (in the base) if
(38)
∫
f |ϕλj |2dV →
1
V ol(M)
∫
M
fdV.
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In other words, ϕ2λ → 1 in the weak * topology, i.e. the vague topology on measures. We
now prove Lemma 3.
Proof. Suppose that |ϕλjk |dV → dµ and assume that dµ = cdV + dν where dν is singular
with respect to dV . Let Σ = supp ν, and let σ = µ(Σ) = ν(Σ). Let T be the -tube around
Σ. Then
lim
k→∞
∫
T
|ϕλjk |dV = cV ol(T) + ν(Σ) = σ +O().
But for any set Ω ⊂ M , ∫
Ω
|ϕλj |dV ≤
√
V ol(Ω)
√∫
Ω
|ϕλj |2dV . Hence if V ol(∂Ω) = 0,
lim supj→∞
∫
Ω
|ϕλj |dV ≤ V ol(Ω). Letting Ω = T(Σ) we get σ + O() ≤ V ol(T(Σ)) = O()
since limk→∞
∫
T |ϕλjk |2dV = V ol(T) = O(). Letting → 0 gives a contradiction.

Of course, it is possible that the only weak* limit is zero.
4.7. Weak* limits for L∞ quantum ergodic sequences. To our knowledge, the ques-
tion whether the limit (4.4) holds f ∈ L∞ when (M, g) has ergodic geodesic flow has not been
studied. It is equivalent to strengthening the Portmanteau statement to all measurable sets
E, and is equivalent to the statement that {ϕ2λj} → 1 weakly in L1. We call such sequences
L∞ quantum ergodic on the base. The term ‘on the base’ refers to the fact that we only
demand quantum ergodicity for the projections of the ‘microlocal lifts’ to the base M . For
instance, the exponential eigenfunctions of flat tori are L∞ quantum ergodic in this sense.
Lemma 4.5. Suppose that {ϕj} is an L∞- quantum ergodic sequence. Then there exists
 > 0 so that ||ϕj||L1 ≥  > 0 for all j.
Proof. We argue by contradiction. If the conclusion were false, there would exist a subse-
quence ϕjk → 0 strongly in L1, but with ϕ2jkdV → dV weakly in L1. The first assumption im-
plies the existence of a subsequence (which we continue to denote by ϕjk) satisfying ϕjk → 0
a.e. dV . But L1 has the weak Banach-Saks property: any weakly convergent sequence in L1
has a subsequence whose arithmetic means converge strongly (Szlenk’s weak Banach-Saks
theorem for L1). We choose such a subsequence for ϕjk and continue to denote it as ϕjk .
This subsequence has the properties that
(1) ϕjk → 0 a.e.
(2) ψN :=
1
N
∑
k≤N ϕ
2
jk
→ 1 strongly in L1.
But ψN(x) → 0 on the same set where ϕjk(x) → 0, hence by (1) ψN → 0 a.s. This
contradicts (2) and completes the proof.

Combining with the above, we have
Corollary 4.6. Suppose that {ϕλj} is an L∞ quantum ergodic sequence on the base. Then
the conjectured Yau lower bound holds: Hn−1(Zϕλ) ≥ Cgλ for some Cg > 0.
We also see that the limits in Proposition 1 are non-zero:
Corollary 4.7. Suppose that {ϕλj} is an L∞ quantum ergodic sequence on the base. Then
there exists C > 0 so that any weak limit of the sequence 1
λ2
|∇ϕλj |dS|Zϕλj has mass ≥ C > 0.
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Of course, such an abstract functional analysis argument only serves a purpose if we can
prove that eigenfunctions of ∆ are L∞ quantum ergodic on the base in interesting cases. It
is natural to conjecture that this condition holds on negatively curved manifolds, since the
expected L1 norm of a random wave is bounded below by a positive constant. The main
problem is that L∞(M) is a non-separable Banach space. The standard quantum ergodicity
arguments show that (when quantum ergodicity is valid), for any Borel set E there exists a
subsequence SE of density one so that
(39) lim
k→∞,jk∈SE
∫
E
ϕ2jkdV = V ol(E).
However, the non-separability of L∞(M) means that one cannot use the diagonalization
argument of [Z1, CV] to show that there exists a density one subsequence independent of
E so that (39) holds. If L∞ quantum ergodicity fails, then zero-density subsequences of
eigenfunctions would ‘scar’ along Cantor sets C of positive measure. That is, the mass∫
C
ϕ2jkdV may tend to a larger value than V ol(C).
Equidistributed sums of Gaussian beams and quantum ergodicity
We briefly consider the question whether it is possible to have a quantum ergodic sequence
of eigenfunctions for which ||ϕj||L1 → 0.
First, we observe that there do exist sequences of quantum ergodic functions (not eigen-
functions) with this property:
∑M(n)
j=1
√
n
M(n)
χ[xj(n),xj(n)+ 1n ]
→ 0 in L1([0, 1], dx) as long as
M(n) = o(n). But its square is the probability measure 1
M(n)
∑M(n)
j=1 nχ[xj(n),xj(n)+ 1n ]
and if
the {xj(n)} are uniformly distribution in [0, 1] (w.r.t. dx), this tends weakly to dx.
It is tempting to construct sequences of eigenfunctions with the same property: a Gaussian
beam Y Nγ on the standard S
2 associated to a closed geodesic γ (i.e. a rotate of Y NN ) is of
height λ
1
2 in a tube of radius
√
λ around γ. If we let M(N) = o(N
1
2 ) and choose M(N)
closed geodesics which are 1√
M(N)
–separated, and become equidistributed in the space of
closed geodesics, then ϕN =
1√
M(N)
∑M(N)
j=1 Y
N
γj
is an eigenfunction whose L1-norm tends to
zero like
√
M(N)N−
1
4 but whose L2 norm is asymptotic to 1 and whose modulus square
tends weak* to 1. More precisely, 1
M
∑M(N)
j=1 |Y Nγj |2 → 1 weakly. To prove that |ϕN |2 → 1
requires proving that 1
M(N)
∑
j 6=k Y
N
γj
Y Nγk → 0. The sum is over ∼ M(N)2 terms which are
exponentially outside the tube intersections T
λ−
1
2
(γj)∩Tλ− 12 (γk). In the sum we may fix j = j0
and multiply by M(N). So we need then to show that
∑
k 6=j0 |〈Y Nγj0 , Y Nγk 〉| → 0. The geodesics
are well-separated if the distance in the space of geodesics between them is ≥ 1√
M(N)
, which
means that the angle between γj and γk is at least this amount. When the angle is ≥ 
then the inner product |〈Y Nγj , Y Nγk 〉| ≤ 1N−1 since the area of Tλ− 12 (γj)∩Tλ− 12 (γk) is bounded
by this amount. For any  the sum over geodesics separated by  is O(1

M(N)N−1). The
remaining number of terms is O(2M(N)). So if  = o(
√
M(N)) both terms tend to zero.
4.8. Intersections of nodal sets of orthogonal eigenfunctions. A related question is
whether nodal sets of orthogonal eigenfunctions of the same eigenvalue must intersect. Of
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course, this question only arises when the eigenvalue has multiplicity > 1. A result of this
kind was obtained by V. Gichev under a topological condition on M .
Theorem 4.8. [Gi] Suppose that H1(M) = 0 and that ϕλ,1, ϕλ,2 are orthogonal eigenfunc-
tions with the same eigenvalue λ2. Then Zϕλ,1 ∩ Zϕλ,2 6= ∅.
We briefly sketch the proof: Let A1 resp. A2 be the family of nodal domains of ϕλ,1
resp. ϕλ,2. Each union
⋃
W∈Aj W covers M up to the nodal set of ϕλ,j. If the nodal sets
do not intersect then the nodal set of ϕλ,2 is contained in
⋃
W∈A1 W , for instance; similarly
if the indices are reversed. Hence the nodal sets have empty intersection if and only if⋃
W∈A1 W ∪
⋃
W∈A2 W covers M . Under this condition, Gichev constructs a closed 1-form
which is not exact by showing that the incidence graph of the cover obtained from the union
of the nodal domains of ϕλ,1 and ϕλ,2 contains a cycle. He then considers a nodal domain U
of ϕλ,1 and a nodal domain V of ϕλ,2 which intersect. Let Q = ∂U ∩ V . Since Q ∩ ∂V 6= ∅
there exists a smooth function f on M such that f ≡ 1 in a neighborhood of Q and f = 0
near ∂U\Q. Let η be the one form which equals df on U and 0 on the complement of U .
Clearly η is closed and it is verified in [Gi] that η is not exact.
Givech also proves that for S2, if 0 is a regular value of ϕλ,1 then #Zϕλ,1 ∩ Zϕλ,2 ≥ 2 for
every orthogonal eigenfunction ϕλ,2 with the same eigenvalue. The proof is simply to use
Green’s formula for a nodal domain for ϕλ,1 and note that the integral of ϕλ,2
∂
∂ν
ϕλ,1 equals
zero on its boundary.
A related observation is the curious identity of [SoZ], which holds for any (M, g): for any
pair of eigenfunctions,
(λ2j − λ2k)
∫
M
ϕλk |ϕλj |dV = 2
∫
Zϕλj
ϕλk |∇ϕλj |dS.
Hence for a pair of orthogonal eigenfunctions of the same eigenvalue,∫
Zϕλj
ϕλk |∇ϕλj |dS = 0.
5. Norms and nodal sets
Studies of nodal sets often involve dual studies of Lp norms of eigenfunctions. In this
section, we review a number of relatively recent results on Lp norms, both in the global
manifold M and for restrictions of eigenfunctions to submanifolds.
5.1. Polterovich-Sodin on norms and nodal sets. Let A(ϕλ) denote the collection of
nodal domains of ϕλ. For A ∈ A(ϕλ) let mA = maxA |ϕλ|. In [PS] the following is proved
(see Corollary 1.7):
Theorem 5.1. [PS] Let (M, g) be a C∞ Riemannian surface. For every ϕλ with ‖ϕλ‖ = 1,∑
A∈A
m6A ≤ kgλ3.
Hence, for each a > 0, the number of nodal domains A of ϕλ where the maximal bound
mA ≥ aλ1/2 is achieved in order of magnitude does not exceed kga−6. In particular, for fixed
a, it remains bounded as λ→∞.
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The proof uses a certain Bananch indicatrix, the Sogge L6 bounds, and estimates on the
inradius of nodal domains. For a continuous function u ∈ C(R), the generalized Banach
indicatrix is defined by
B(u, f) =
∫ +∞
−∞
u(c)β(c, f)dc,
where for a regular value c ∈ R of f , β(c, f) is the number of connected components of
f−1(c). In [PS], the integral B(u, f)) is bounded from above through the L2-norms of the
function f and ∆f . I.e.. in Theorem 1.3. For any f ∈ Fλ and any continuous function u on
R,
B(u, f) ≤ kg‖u ◦ f‖(‖f‖+ ‖∆f‖).
The proof is roughly as follows: Let pi be a point of Ai where th maximum is achieved. By
the inradius bound [Man3], there exists µ > 0 so that the disc D(pj,
µ
λ
) ⊂ Ai. One can then
express ϕλ in D(pj,
µ
λ
) by the sum of a Green’s integral and Poisson integral with respect
to the Euclidean Dirichlet Green’s function of a slightly smaller disc. In particular one may
express ϕλ(pj) by such an integral. Apply Ho¨lder’s inequality one gets
m6j ≤ kgλ2
∫
D(pj ,r)
ϕ6λdV, (r = µλ
− 1
2 ).
Since the discs are disjoint one can sum in j and apply the Sogge L6 bound to include the
proof. Thus, the only fact one used about nodal domains was lower bound on the inradius.
This result bears a curious comparison to the results of [STZ] giving new constraints on
(M, g) which are of maximal eigenfunction growth, i.e. possess eigenfunctions such that
mA ≥ Cλ 12 for some sequence of eigenfunctions ϕλj with λj → ∞. The result (building on
older results of Sogge and the author) states that such a sequence can exist only if (M, g)
possesses a ‘pole’ p for which the set of geodesic loops Lp based at p has positive measure in
S∗pM (with respect to the natural spherical volume measure) and such that the first return
map has a recurrence property. In fact, the only known surfaces where the bounds are
achieved are surfaces of revolution, and in this case the first return map is the identity. It is
quite plausible that if (M, g) has maximal eigenfunction growth, then the first return map
must be the identity map on a set of positive measure in Lp.
Combined with the Polterovich-Sodin result above, we see that such ‘poles’ p, when they
exist, can only occur in a uniformly bounded number of nodal domains of a surface. It
would be interesting to know if there can exist only a finite number of such points at all if
one additionally assumes that the set of smoothly closed geodesics has measure zero. For
instance,, in that case, there might be a unique pole in each of the finite number of possible
nodal domains. This finitude problem would be useful in strengthening the condition on
(M, g) of maximal eigenfunction growth.
5.2. Norms of restrictions. A problem of current interest is to consider Lp norms of
restrictions of eigenfunctions to hypersurfaces or higher codimension submanifolds. For
expository purposes we only consider geodesics on surfaces here. Following earlier work of
A. Reznikov, Burq, Ge´rard and Tzvetkov [BGT] proved
Theorem 5.2. [BGT] Suppose that (M, g) is a compact surface, then there exists λ0(), C >
0 so that, for any geodesic segment γ of length Lγ and any eigenfunction ϕλ with λ ≥ λ0 we
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have
(40)
1
Lγ
∫
γ
|ϕλ|2ds ≤ Cλ 12 ||ϕλ||2
Their estimate is sharp for the round sphere S2 because of the highest weight spherical
harmonics They also showed that for all geodesic segments γ of unit length,(
1
Lγ
∫
γ
|ϕλ|4 ds
)1/4
6 Cλ 14‖eλ‖L2(M),
The estimate is only known to be achieved when the geodesic is elliptic, and quite likely
it can be improved if the geodesic is hyperbolic. A result in this direction is:
Theorem 5.3. [SoZ2] Suppose that (M, g) is a compact surface of non-positive curvature.
Then for all , there exists λ0(), C > 0 so that, for any geodesic segment γ of length Lγ and
any eigenfunction ϕλ with λ ≥ λ0(), we have
(41)
1
Lγ
∫
γ
|ϕλ|2ds ≤ Cλ 12 ||ϕλ||2
A related result on L4 norms is,
Theorem 5.4. [SoZ3] Let (M, g) be a surface and assume that the set
(42) P = {(x, ξ) ∈ S∗M : gt(x, ξ) = (x, ξ), some t > 0}
of periodic points has Liouville measure zero in S∗M . Then there is a subsequence of eigen-
values λjk of density one so that
(43) ‖eλjk‖L4(M) = o(λ
1/8
jk
).
The results are based in part on a relatively new Kakeya-Nikodym maximal function
estimate of Bourgain [Bourg], as improved by Sogge [Sog2]. We believe that it can be
improved the following phase space Kakeya-Nikodym theorem. Let Tδ(γ) be the tube of
radius δ around a geodesic arc in M , and let χδ,γ be a smooth cutoff to a phase space tube
of its lift to S∗M . Then for all , there exists δ() such that
lim sup
λ→∞
1
N(λ)
∑
λj6λ
sup
γ∈Π
∫
Tδ(),(γ)
|ϕλ|2 ds < .
We expect the sup occurs when γ is the orbit of (x, ξ). But then it is easy to estimate the
right side and one should be able to get a quantitative improvement of Theorem 5.4.
5.3. Quantum ergodic restriction (QER) theorems. In this section we briefly review a
recent series of results [TZ2, TZ3, DZ, CTZ] on quantum ergodic restriction theorems. They
are used in section §10 to determine the limit distribution of intersections of nodal lines and
geodesics on real analytic surfaces (in the complex domain).
Let H ⊂ M be a hypersurface and consider the Cauchy data (ϕj|H , λ−1j ∂νϕj|H) of eigen-
functions along H; here ∂ν is the normal derivative. We refer to ϕj|H as the Dirichlet data
and to λ−1j ∂νϕj|H as the Neumann data. A QER (quantum ergodic restriction) theorem seeks
to find limits of matrix elements of this data along H with respect to pseudo-differential op-
erators OpH(a) on H. The main idea is that S
∗
HM , the set of unit covectors with footpoints
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on H, is a cross-section to the geodesic flow and the first return map of the geodesic flow for
S∗HM is ergodic. The Cauchy data should be the quantum analogue of such a cross section
and therefore should be quantum ergodic on H.
For applications to nodal sets and other problems, it is important to know if the Dirichlet
data alone satisfies a QER theorem. The answer is obviously ‘no’ in general. For instance
if (M, g) has an isometric involution and with a hypersurface H of fixed points, then any
eigenfunction which is odd with respect to the involution vanishes on H. But in [TZ2, TZ3]
a sufficient condition is given for quantum ergodic restriction, which rules out this and
more general situations. The symmetry condition is that geodesics emanating from the ‘left
side’ of H have a different return map from geodesics on the ‘right side’ when the initial
conditions are reflections of each other through TH. To take the simplest example of the
circle, the restriction of sin kx to a point is never quantum ergodic but the full Cauchy data
(cos kx, sin kx) of course satisfies cos2 kx + sin2 kx = 1. In [CTZ] it is proved that Cauchy
data always satisfies QER for any hypersurface. This has implications for (at least complex)
zeros of even or odd eigenfunctions along an axis of symmetry, e.g. for the case of Maass
forms for the modular domain SL(2,Z)/H2 (see §10).
To state the QER theorem, we introduce some notation. We put
(44) T ∗HM = {(q, ξ) ∈ T ∗qM, q ∈ H}, T ∗H = {(q, η) ∈ T ∗qH, q ∈ H}.
We further denote by piH : T
∗
HM → T ∗H the restriction map,
(45) piH(x, ξ) = ξ|TH .
For any orientable (embedded) hypersurface H ⊂ M , there exists two unit normal co-
vector fields ν± to H which span half ray bundles N± = R+ν± ⊂ N∗H. Infinitesimally, they
define two ‘sides’ of H, indeed they are the two components of T ∗HM\T ∗H. We use Fermi
normal coordinates (s, yn) along H with s ∈ H and with x = expx ynν and let σ, ηn denote
the dual symplectic coordinates. For (s, σ) ∈ B∗H (the co-ball bundle), there exist two unit
covectors ξ±(s, σ) ∈ S∗sM such that |ξ±(s, σ)| = 1 and ξ|TsH = σ. In the above orthogonal
decomposition, they are given by
(46) ξ±(s, σ) = σ ±
√
1− |σ|2ν+(s).
We define the reflection involution through T ∗H by
(47) rH : T
∗
HM → T ∗HM, rH(s, µ ξ±(s, σ)) = (s, µ ξ∓(s, σ)), µ ∈ R+.
Its fixed point set is T ∗H.
We denote by Gt the homogeneous geodesic flow of (M, g), i.e. Hamiltonian flow on
T ∗M − 0 generated by |ξ|g. We define the first return time T (s, ξ) on S∗HM by,
(48) T (s, ξ) = inf{t > 0 : Gt(s, ξ) ∈ S∗HM, (s, ξ) ∈ S∗HM)}.
By definition T (s, ξ) = +∞ if the trajectory through (s, ξ) fails to return to H. Inductively,
we define the jth return time T (j)(s, ξ) to S∗HM and the jth return map Φ
j when the return
times are finite.
We define the first return map on the same domain by
(49) Φ : S∗HM → S∗HM, Φ(s, ξ) = GT (s,ξ)(s, ξ)
When Gt is ergodic, Φ is defined almost everywhere and is also ergodic with respect to
Liouville measure µL,H on S
∗
HM .
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Definition: We say that H has a positive measure of microlocal reflection symmetry if
µL,H
( ∞⋃
j 6=0
{(s, ξ) ∈ S∗HM : rHGT
(j)(s,ξ)(s, ξ) = GT
(j)(s,ξ)rH(s, ξ)}
)
> 0.
Otherwise we say that H is asymmetric with respect to the geodesic flow.
The QER theorem we state below holds for both poly-homogeneous (Kohn-Nirenberg)
pseudo-differential operators as in [HoI-IV] and also for semi-classical pseudo-differential
operators on H [Zw] with essentially the same proof. To avoid confusion between pseu-
dodifferential operators on the ambient manifold M and those on H, we denote the latter
by OpH(a) where a ∈ S0cl(T ∗H). By Kohn-Nirenberg pseudo-differential operators we mean
operators with classical poly-homogeneous symbols a(s, σ) ∈ C∞(T ∗H),
a(s, σ) ∼
∞∑
k=0
a−k(s, σ), (a−k positive homogeneous of order − k)
as |σ| → ∞ on T ∗H as in [HoI-IV]. By semi-classical pseudo-differential operators we mean
h-quantizations of semi-classical symbols a ∈ S0,0(T ∗H × (0, h0]) of the form
ah(s, σ) ∼
∞∑
k=0
hk a−k(s, σ), (a−k ∈ S01,0(T ∗H))
as in [Zw, HZ, TZ].
We further introduce the zeroth order homogeneous function
(50) γ(s, yn, σ, ηn) =
|ηn|√|σ|2 + |ηn|2 = (1− |σ|
2
r2
)
1
2 , (r2 = |σ|2 + |ηn|2)
on T ∗HM and also denote by
(51) γB∗H = (1− |σ|2) 12
its restriction to S∗HM = {r = 1}.
For homogeneous pseudo-differential operators, the QER theorem is as follows:
Theorem 5.5. [TZ, TZ2, DZ] Let (M, g) be a compact manifold with ergodic geodesic flow,
and let H ⊂ M be a hypersurface. Let ϕλj ; j = 1, 2, ... denote the L2-normalized eigenfunc-
tions of ∆g. If H has a zero measure of microlocal symmetry, then there exists a density-one
subset S of N such that for λ0 > 0 and a(s, σ) ∈ S0cl(T ∗H)
lim
λj→∞;j∈S
〈OpH(a)γHϕλj , γHϕλj〉L2(H) = ω(a),
where
ω(a) =
2
vol(S∗M)
∫
B∗H
a0(s, σ) γ
−1
B∗H(s, σ) dsdσ.
Alternatively, one can write ω(a) = 1
vol(S∗M)
∫
S∗HM
a0(s, piH(ξ))dµL,H(ξ). Note that a0(s, σ)
is bounded but is not defined for σ = 0, hence a0(s, piH(ξ)) is not defined for ξ ∈ N∗H
if a0(s, σ) is homogeneous of order zero on T
∗H. The analogous result for semi-classical
pseudo-differential operators is:
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Theorem 5.6. [TZ, TZ2, DZ] Let (M, g) be a compact manifold with ergodic geodesic flow,
and let H ⊂ M be a hypersurface. If H has a zero measure of microlocal symmetry, then
there exists a density-one subset S of N such that for a ∈ S0,0(T ∗H × [0, h0)),
lim
hj→0+;j∈S
〈Ophj(a)γHϕhj , γHϕhj〉L2(H) = ω(a),
where
ω(a) =
2
vol(S∗M)
∫
B∗H
a0(s, σ) γ
−1
B∗H(s, σ) dsdσ.
Examples of asymmetric curves on surfaces in the case where (M, g) is a finite area hy-
perbolic surface are the following:
• H is a geodesic circle;
• H is a closed horocycle of radius r < inj(M, g), the injectivity radius.
• H is a generic closed geodesic or an arc of a generic non-closed geodesic.
6. Critical points
In this section, we briefly discuss some analogues of (16) and (24) for critical points on
surfaces. To be sure, it is not hard to generate many identities; the main problem is to derive
information from them.
We denote the gradient of a function ϕ by ∇ϕ and its Hessian by ∇2ϕ := ∇dϕ, where ∇
is the Riemannian connection. We also denote the area form by dA and the scalar curvature
by K. The results are based on unpublished work in progress of the author. It is often said
that measuring critical point sets and values is much more difficult than measuring nodal
sets, and in a sense the identities reflect this difficulty, and we immediately see one difficulty
in that the identities become signed:
Proposition 6.1. Suppose that (M, g) is a Riemannian surface, and that ϕ is a Morse
eigenfunction with (∆ + λ2)ϕ = 0. Let V ∈ C2(M). Then
(52)
2pi
∑
p:dϕ(p)=0 sign(det∇2ϕ(p)) V (p) = 2λ2
∫
M
ϕ
|∇ϕ|
∇V ·∇ϕ
|∇ϕ| dA+ 2
∫
M
KV dA
− ∫
M
(∆V ) log |∇ϕ|2dA.
Here, sign(det∇2ϕ(p)) = 1 if p is a local maximum or minimum and = −1 if p is a saddle
point. When V ≡ 1, the identity reduces to the Gauss-Bonnet theorem ∫ KdA = 2piχ(M)
and the Hopf index formula χ(M) =
∑
x:∇ϕ(x)=0 sign(det∇2ϕ(p)). As this indicates, the
main problem with applying the identity to counting critical points is that the left side is an
alternating sum over critical points rather than a positive sum. In [Dong] a related identity
using |∇ϕ|2+λ2ϕ2 produced a sum of constant sign over the singular points of ϕ, but singular
points are always saddle points of index −1 and hence of constant sign. Note that under
the Morse assumption, log |∇ϕ|, |∇ϕ|−1 ∈ L1(M,dA), so that the right side is a well defined
measure integrated against V .
We now make some interesting choices of V . As mentioned above, (weighted) counting
of critical values should be simpler than weighted counting of critical points. Hence we put
V = f(ϕ) for smooth f . This choice does give cancellation of the ‘bad factor’ |∇ϕ|−1 and
(using that ∆f(ϕ) = f ′′(ϕ)|∇ϕ|2 − f ′(ϕ)λ2ϕ) we get
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Corollary 4. With the assumptions of Proposition 6.1, if f ∈ C2(R), then
(53)
2pi
∑
p:dϕ(p)=0 sign(det∇2ϕ(p))f(ϕ(p)) = 2λ2
∫
M
ϕf ′(ϕ)dA+ 2
∫
M
Kf(ϕ)dA
− ∫
M
(f ′′(ϕ)|∇ϕ|2 − f ′(ϕ)λ2ϕ)) log |∇ϕ|2dA.
Of course, this still has the defect that the left side is an oscillating sum, and the factor
f(ϕ) in the sum damps out the critical points in regions of exponential decay. To illustrate,
if f(x) = x we get
(54) 2pi
∑
p:dϕ(p)=0 sign(det∇2ϕ(p))ϕ(p) = 2
∫
M
KϕdA+ λ2
∫
M
ϕ log |∇ϕ|2dA.
To highlight the sign issue, we break up the sum into the sub-sum over maxima/minima
and the sub-sum over saddle points, denoting the set of local maxima (resp. minima) by max
(resp. min) and the set of saddle points by Sad. Of course we have #(max∪min)−#Sad =
χ(M). Then (53) is equivalent to
(55)
2pi
∑
p∈max∪min) f(ϕ(p)) = 2pi
∑
p∈Sad) f(ϕ(p)) + 2λ
2
∫
M
ϕf ′(ϕ)dA+ 2
∫
M
Kf(ϕ)dA
− ∫
M
(f ′′(ϕ)|∇ϕ|2 − f ′(ϕ)λ2ϕ)) log |∇ϕ|2dA.
We write log r = log+ r − log− r where log+ r = max{log r, 0}. We note that on any
compact Riemannian manifold, log+ |∇ϕ|2 = O(log λ) uniformly in x as λ → ∞ while
log− |∇ϕ|2 can be quite complicated to estimate. When f = x2 we get,
(56)
2pi
∑
p∈max,min ϕ
2(p) = 2pi
∑
p∈Sad ϕ(p)
2
+4λ2 + 2
∫
M
(λ2ϕ2 − |∇ϕ|2) log |∇ϕ|2dA+ 2 ∫
M
Kϕ2dA.
Assuming ϕ is a Morse eigenfunction, this implies
(57)
∑
p∈max,min ϕ
2(p) ≤ ∑p∈Sad ϕ(p)2 +O(λ2 log λ).
To get rid of the signs in the sum, we could choose V = W det∇2ϕ, where the determinant
is defined by the metric. Since (sign det∇2ϕ) det∇2ϕ = | det∇2ϕ| we obtain
(58)
2pi
∑
p:dϕ(p)=0 | det∇2ϕ(p)|W (p)) = 2λ2
∫
M
ϕ
|∇ϕ|
∇(W det∇2ϕ)·∇ϕ
|∇ϕ| dA+ 2
∫
M
KW det∇2ϕdA
− ∫
M
(∆W det∇2ϕ) log |∇ϕ|2dA.
But the first term appears to be difficult to estimate.
7. Analytic continuation of eigenfunctions for real analytic (M, g)
We now take up the theme mentioned in the introduction of analytically continuing eigen-
functions on real analytic (M, g) to the complex domain. In the next sections we apply the
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analytic continuation to the study of nodal of eigenfunctions in the real analytic case. For
background we refer to [LS1, LS2, GS1, GS2, GLS, Z8].
A real analytic manifold M always possesses a unique complexification MC generalizing the
complexification of Rm as Cm. The complexification is an open complex manifold in which
M embeds ι : M → MC as a totally real submanifold (Bruhat-Whitney). As examples, we
have:
• M = Rm/Zm is MC = Cm/Zm.
• The unit sphere Sn defined by x21 + · · · + x2n+1 = 1 in Rn+1 is complexified as the
complex quadric S2C = {(z1, . . . , zn) ∈ Cn+1 : z21 + · · ·+ z2n+1 = 1}.
• The hyperboloid model of hyperbolic space is the hypersurface in Rn+1 defined by
Hn = {x21 + · · · x2n − x2n+1 = −1, xn > 0}.
Then,
HnC = {(z1, . . . , zn+1) ∈ Cn+1 : z21 + · · · z2n − z2n+1 = −1}.
• Any real algebraic subvariety of Rm has a similar complexification.
• Any Lie group G (or symmetric space) admits a complexification GC.
The Riemannian metric determines a special kind of distance function on MC known as a
Grauert tube function. It is the plurisubharmonic function
√
ρ =
√
ρ
g
on MC defined as the
unique solution of the Monge-Ampe`re equation
(∂∂¯
√
ρ)m = δMR,dVg , ι
∗(i∂∂¯ρ) = g.
Here, δMR,dVg is the delta-function on the real M with respect to the volume form dVg,
i.e. f → ∫
M
fdVg. In fact, it is observed in [GS1, GLS] that the Grauert tube function
is obtained from the distance function by setting
√
ρ(ζ) = i
√
r2(ζ, ζ¯) where r2(x, y) is the
squared distance function in a neighborhood of the diagonal in M ×M .
One defines the Grauert tubes Mτ = {ζ ∈ MC : √ρ(ζ) ≤ τ}. There exists a maximal τ0
for which
√
ρ is well defined, known as the Grauert tube radius. For τ ≤ τ0, Mτ is a strictly
pseudo-convex domain in MC.
The complexified exponential map (x, ξ)→ expxiξ defines a diffeomorphism from B∗τM to
Mτ and pulls back
√
ρ to |ξ|g. The one-complex dimensional null foliation of ∂∂¯√ρ, known
as the ‘Monge-Ampe`re’ or Riemann foliation, are the complex curves t+ iτ → τ γ˙(t), where
γ is a geodesic, where τ > 0 and where τ γ˙(t) denotes multiplication of the tangent vector to
γ by τ . We refer to [LS1, GLS, Z8] for further discussion.
7.1. Poisson operator and analytic Continuation of eigenfunctions. The half-wave
group of (M, g) is the unitary group U(t) = eit
√
∆ generated by the square root of the positive
Laplacian. Its Schwartz kernel is a distribution on R × M × M with the eigenfunction
expansion
(59) U(t, x, y) =
∞∑
j=0
eitλjϕj(x)ϕj(y).
By the Poisson operator we mean the analytic continuation ofU(t) to positive imaginary
time,
(60) e−τ
√
∆ = U(iτ).
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The eigenfunction expansion then converges absolutely to a real analytic function on R+ ×
M ×M .
Let A(τ) denote the operator of analytic continuation of a function on M to the Grauert
tube Mτ . Since
(61) UC(iτ)ϕλ = e
−τλϕCλ ,
it is simple to see that
(62) A(τ) = UC(iτ)e
τ
√
∆
where UC(iτ, ζ, y) is the analytic continuation of the Poisson kernel in x to Mτ . In terms of
the eigenfunction expansion, one has
(63) U(iτ, ζ, y) =
∞∑
j=0
e−τλjϕCj (ζ)ϕj(y), (ζ, y) ∈M ×M.
This is a very useful observation because UC(iτ)e
τ
√
∆ is a Fourier integral operator with
complex phase and can be related to the geodesic flow. The analytic continuability of the
Poisson operator to Mτ implies that every eigenfunction analytically continues to the same
Grauert tube.
7.2. Analytic continuation of the Poisson wave group. The analytic continuation of
the Possion-wave kernel to Mτ in the x variable is discussed in detail in [Z8] and ultimately
derives from the analysis by Hadamard of his parametrix construction. We only briefly
discuss it here and refer to [Z8] for further details. In the case of Euclidean Rn and its wave
kernel U(t, x, y) =
∫
Rn e
it|ξ|ei〈ξ,x−y〉dξ which analytically continues to t + iτ, ζ = x + ip ∈
C+ × Cn as the integral
UC(t+ iτ, x+ ip, y) =
∫
Rn
ei(t+iτ)|ξ|ei〈ξ,x+ip−y〉dξ.
The integral clearly converges absolutely for |p| < τ.
Exact formulae of this kind exist for Sm and Hm. For a general real analytic Riemannian
manifold, there exists an oscillatry integral expression for the wave kernel of the form,
(64) U(t, x, y) =
∫
T ∗yM
eit|ξ|gy ei〈ξ,exp
−1
y (x)〉A(t, x, y, ξ)dξ
where A(t, x, y, ξ) is a polyhomogeneous amplitude of order 0. The holomorphic extension
of (64) to the Grauert tube |ζ| < τ in x at time t = iτ then has the form
(65) UC(iτ, ζ, y) =
∫
T ∗y
e−τ |ξ|gy ei〈ξ,exp
−1
y (ζ)〉A(t, ζ, y, ξ)dξ (ζ = x+ ip).
7.3. Analytic continuation of eigenfunctions. Thus, a function f ∈ C∞(M) has a
holomorphic extension to the closed tube
√
ρ(ζ) ≤ τ if and only if f ∈ Dom(eτ
√
∆), where
eτ
√
∆ is the backwards ‘heat operator’ generated by
√
∆ (rather than ∆). That is, f =∑∞
n=0 anϕλn admits an analytic continuation to the open Grauert tube Mτ if and only if f
is in the domain of eτ
√
∆, i.e. if
∑
n |an|2e2τλn < ∞. Indeed, the analytic continuation is
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UC(iτ)e
τ
√
∆f . The subtlety is in the nature of the restriction to the boundary of the maximal
Grauert tube.
This result generalizes one of the classical Paley-Wiener theorems to real analytic Rie-
mannian manifolds [Bou, GS2]. In the simplest case of M = S1, f ∼∑n∈Z aneinθ ∈ Cω(S1) is
the restriction of a holomorphic function F ∼∑n∈Z anzn on the annulus S1τ = {| log |z|| < τ}
and with F ∈ L2(∂S1τ ) if and only if
∑
n |fˆ(n)|2 e2|n|τ <∞. The case of Rm is more compli-
cated since it is non-compact. We are mainly concerned with compact manifolds and so the
complications are not very relevant here. But we recall that one of the classical Paley-Wiener
theorems states that a real analytic function f on Rn is the restriction of a holomorphic func-
tion on the closed tube |Im ζ| ≤ τ which satisfies ∫Rm |F (x + iξ)|2dx ≤ C for ξ ≤ τ if and
only if fˆ eτ |Im ζ| ∈ L2(Rn).
Let us consider examples of holomorphic continuations of eigenfunctions:
• On the flat torus Rm/Zm, the real eigenfunctions are cos〈k, x〉, sin〈k, x〉 with k ∈
2piZm. The complexified torus is Cm/Zm and the complexified eigenfunctions are
cos〈k, ζ〉, sin〈k, ζ〉 with ζ = x+ iξ.
• On the unit sphere Sm, eigenfunctions are restrictions of homogeneous harmonic
functions on Rm+1. The latter extend holomorphically to holomorphic harmonic
polynomials on Cm+1 and restrict to holomorphic function on SmC .
• On Hm, one may use the hyperbolic plane waves e(iλ+1)〈z,b〉, where 〈z, b〉 is the (signed)
hyperbolic distance of the horocycle passing through z and b to 0. They may be
holomorphically extended to the maximal tube of radius pi/4.
• On compact hyperbolic quotients Hm/Γ, eigenfunctions can be then represented by
Helgason’s generalized Poisson integral formula [H],
ϕλ(z) =
∫
B
e(iλ+1)〈z,b〉dTλ(b).
Here, z ∈ D (the unit disc), B = ∂D, and dTλ ∈ D′(B) is the boundary value of ϕλ,
taken in a weak sense along circles centered at the origin 0. To analytically continue
ϕλ it suffices to analytically continue 〈z, b〉. Writing the latter as 〈ζ, b〉, we have:
(66) ϕCλ(ζ) =
∫
B
e(iλ+1)〈ζ,b〉dTλ(b).
7.4. Complexified spectral projections. The next step is to holomorphically extend the
spectral projectors dΠ[0,λ](x, y) =
∑
j δ(λ−λj)ϕj(x)ϕj(y) of
√
∆. The complexified diagonal
spectral projections measure is defined by
(67) dλΠ
C
[0,λ](ζ, ζ¯) =
∑
j
δ(λ− λj)|ϕCj (ζ)|2.
Henceforth, we generally omit the superscript and write the kernel as ΠC[0,λ](ζ, ζ¯). This kernel
is not a tempered distribution due to the exponential growth of |ϕCj (ζ)|2. Since many as-
ymptotic techniques assume spectral functions are of polynomial growth, we simultaneously
consider the damped spectral projections measure
(68) dλP
τ
[0,λ](ζ, ζ¯) =
∑
j
δ(λ− λj)e−2τλj |ϕCj (ζ)|2,
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which is a temperate distribution as long as
√
ρ(ζ) ≤ τ. When we set τ = √ρ(ζ) we omit
the τ and put
(69) dλP[0,λ](ζ, ζ¯) =
∑
j
δ(λ− λj)e−2
√
ρ(ζ)λj |ϕCj (ζ)|2.
The integral of the spectral measure over an interval I gives
ΠI(x, y) =
∑
j:λj∈I
ϕj(x)ϕj(y).
Its complexification gives the kernel (118) along the diagonal,
(70) ΠI(ζ, ζ¯) =
∑
j:λj∈I
|ϕCj (ζ)|2,
and the integral of (68) gives its temperate version
(71) P τI (ζ, ζ¯) =
∑
j:λj∈I
e−2τλj |ϕCj (ζ)|2,
or in the crucial case of τ =
√
ρ(ζ),
(72) PI(ζ, ζ¯) =
∑
j:λj∈I
e−2
√
ρ(ζ)λj |ϕCj (ζ)|2,
7.5. Poisson operator as a complex Fourier integral operator. The damped spectral
projection measure dλ P
τ
[0,λ](ζ, ζ¯) (68) is dual under the real Fourier transform in the t
variable to the restriction
(73) U(t+ 2iτ, ζ, ζ¯) =
∑
j
e(−2τ+it)λj |ϕCj (ζ)|2
to the anti-diagonal of the mixed Poisson-wave group. The adjoint of the Poisson kernel
U(iτ, x, y) also admits an anti-holomorphic extension in the y variable. The sum (73) are
the diagonal values of the complexified wave kernel
(74)
U(t+ 2iτ, ζ, ζ¯ ′) =
∫
M
U(t+ iτ, ζ, y)E(iτ, y, ζ¯ ′)dVg(x)
=
∑
j e
(−2τ+it)λjϕCj (ζ)ϕ
C
j (ζ
′).
We obtain (74) by orthogonality of the real eigenfunctions on M .
Since U(t+2iτ, ζ, y) takes its values in the CR holomorphic functions on ∂Mτ , we consider
the Sobolev spaces Os+n−14 (∂Mτ ) of CR holomorphic functions on the boundaries of the
strictly pseudo-convex domains M, i.e.
Os+m−14 (∂Mτ ) = W s+m−14 (∂Mτ ) ∩ O(∂Mτ ),
where Ws is the sth Sobolev space and where O(∂M) is the space of boundary values of
holomorphic functions. The inner product on O0(∂Mτ ) is with respect to the Liouville
measure
(75) dµτ = (i∂∂¯
√
ρ)m−1 ∧ dc√ρ.
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We then regard U(t + iτ, ζ, y) as the kernel of an operator from L2(M) → O0(∂Mτ ). It
equals its composition Πτ ◦ U(t+ iτ) with the Szego¨projector
Πτ : L
2(∂Mτ )→ O0(∂Mτ )
for the tube Mτ , i.e. the orthogonal projection onto boundary values of holomorphic func-
tions in the tube.
This is a useful expression for the complexified wave kernel, because Π˜τ is a complex
Fourier integral operator with a small wave front relation. More precisely, the real points
of its canonical relation form the graph ∆Σ of the identity map on the symplectic one
Στ ⊂ T ∗∂Mτ spanned by the real one-form dcρ, i.e.
(76) Στ = {(ζ; rdcρ(ζ)), ζ ∈ ∂Mτ , r > 0} ⊂ T ∗(∂Mτ ).
We note that for each τ, there exists a symplectic equivalence Στ ' T ∗M by the map
(ζ, rdcρ(ζ))→ (E−1C (ζ), rα), where α = ξ · dx is the action form (cf. [GS2]).
The following result was first stated by Boutet de Monvel (for more details, see also
[GS2, Z8]).
Theorem 7.1. [Bou, GS2] Π ◦ U(i) : L2(M) → O(∂M) is a complex Fourier integral
operator of order −m−1
4
associated to the canonical relation
Γ = {(y, η, ι(y, η)} ⊂ T ∗M × Σ.
Moreover, for any s,
Π ◦ U(i) : W s(M)→ Os+m−14 (∂M)
is a continuous isomorphism.
In [Z8] we give the following sharpening of the sup norm estimates of [Bou, GLS]:
Proposition 7.2. Suppose (M, g) is real analytic. Then
sup
ζ∈Mτ
|ϕCλ(ζ)| ≤ Cλ
m+1
2 eτλ, sup
ζ∈Mτ
|∂ϕ
C
λ(ζ)
∂ζj
| ≤ Cλm+32 eτλ
The proof follows easily from the fact that the complexified Poisson kernel is a complex
Fourier integral operator of finite order. The estimates can be improved further.
7.6. Maximal plurisubharmonic functions and growth of ϕCλ . In [Z8], we discussed
analogues in the setting of Gruaert tubes for the basic notions of pluripotential theory on
domains in Cm. Of relevance here is that the Grauert tube function √ρ is the analogue of the
pluri-complex Green’s function. We recall that the maximal PSH function (or pluri-complex
Green’s function) relative to a subset E ⊂ Ω is defined by
VE(ζ) = sup{u(z) : u ∈ PSH(Ω), u|E ≤ 0, u|∂Ω ≤ 1}.
On a real analytic Riemannian manifold, the natural analogue of PN is the space
Hλ = {p =
∑
j:λj≤λ
ajϕλj , a1, . . . , aN(λ) ∈ R}
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spanned by eigenfunctions with frequencies ≤ λ. Rather than using the sup norm, it is
convenient to work with L2 based norms than sup norms, and so we define
HλM = {p =
∑
j:λj≤λ
ajϕλj , ||p||L2(M) =
N(λ)∑
j=1
|aj|2 = 1}.
We define the λ-Siciak extremal function by
ΦλM(z) = sup{|ψ(z)|1/λ : ψ ∈ Hλ; ‖ψ‖M 6 1},
and the extremal function by
ΦM(z) = sup
λ
ΦλM(z).
The extremal PSH function is defined by
Vg(ζ; τ) = sup{u(z) : u ∈ PSH(Mτ ), u|M ≤ 0, u|∂Mτ ≤ τ}.
In [Z8] we proved that Vg =
√
ρ and that
(77) ΦM = Vg.
The proof is based on the properties of (70). By using a Bernstein-Walsh inequality
1
N(λ)
≤ Π[0,λ](ζ, ζ¯)
ΦλM(ζ)
2
≤ CN(λ) eN(λ),
it is not hard to show that
(78) ΦM(z) = lim
λ→∞
1
λ
log Π[0,λ(ζ, ζ¯).
To evaluate the logarithm, one can show that the kernel is essentially eλ
√
ρ times the tem-
perate projection defined by the Poisson operator,
(79) P[0,λ](ζ, ζ¯) =
∑
j:λj∈[0,λ]
e−2
√
ρ(ζ)λj |ϕCj (ζ)|2.
The equality (77) follows from the fact that limλ→∞ 1λ logP[0,λ](ζ, ζ¯) = 0.
We now return to nodal sets, where we will see the same extremal functions arise.
8. Counting nodal lines which touch the boundary in analytic plane
domains
It is often possible to obtain more refined results on nodal sets by studying their inter-
sections with some fixed (and often special) hypersurface. This has been most successful in
dimension two. In this section, we review the results of [TZ] giving upper bounds on the
number of intersections of the nodal set with the boundary of an analytic (or more generally
piecewise analytic) plane domain. One may expect that the results of this section can also be
generalized to higher dimensions by measuring codimension two nodal hypersurface volumes
within the boundary.
Thus we would like to count the number of nodal lines (i.e. components of the nodal set)
which touch the boundary. Here we assume that 0 is a regular value so that components of
the nodal set are either loops in the interior (closed nodal loops) or curves which touch the
boundary in two points (open nodal lines). It is known that for generic piecewise analytic
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plane domains, zero is a regular value of all the eigenfunctions ϕλj , i.e. ∇ϕλj 6= 0 on
Zϕλj [U]; we then call the nodal set regular. Since the boundary lies in the nodal set for
Dirichlet boundary conditions, we remove it from the nodal set before counting components.
Henceforth, the number of components of the nodal set in the Dirichlet case means the
number of components of Zϕλj \∂Ω.
In the following, and henceforth, CΩ > 0 denotes a positive constant depending only on
the domain Ω.
Theorem 8.1. Let Ω be a piecewise analytic domain and let n∂Ω(λj) be the number of
components of the nodal set of the jth Neumann or Dirichlet eigenfunction which intersect
∂Ω. Then there exists CΩ such that n∂Ω(λj) ≤ CΩλj.
By a piecewise analytic domain Ω2 ⊂ R2, we mean a compact domain with piecewise
analytic boundary, i.e. ∂Ω is a union of a finite number of piecewise analytic curves which
intersect only at their common endpoints. Such domains are often studied as archtypes
of domains with ergodic billiards and quantum chaotic eigenfunctions, in particular the
Bunimovich stadium or Sinai billiard. Their nodal sets have been the subject of a number
of numerical studies (e.g. [BGS, FGS]).
In general, there does not exist a non-trivial lower bound for the number of components
touching the boundary. E.g. in a disc, the zero sets of the eigenfunctions are unions of circles
concentric with the origin and spokes emanating from the center. Only the spokes intersect
the boundary and their number reflects the angular momentum rather than the eigenvalue
of the eigenfunction. But we conjecture that for piecewise analytic domains with ergodic
billiards, the the number of complex zeros of ϕCλj |∂ΩC is bounded below by CΩλj. We discuss
work in progress on this conjecture in §10.
In comparison to the orderO(λj) of the number of boundary nodal points, the total number
of connected components of Zϕλj has the upper bound O(λ
2
j) by the Courant nodal domain
theorem. It is not known in general whether the Courant upper bound is achieved, but we
expect that it is often achieved in order of magnitude. In [NS] it is proved that the average
number of nodal components of a random spherical harmonic is of order of magnitude λ2j .
Thus, the number of components touching the boundary is one order of magnitude below
the total number of components.
8.1. Boundary critical points. The article [TZ] also contains a similar estimate on the
number of critical points of ϕλj which occur on the boundary. We denote the boundary
critical set by
Cϕλj = {q ∈ ∂Ω : (dϕλj)(q) = 0}.
In the case of Neumann eigenfunctions, q ∈ Cϕλj ⇐⇒ d(ϕλj |∂Ω(q)) = 0 since the
normal derivative automatically equals zero on the boundary, while in the Dirichlet case
q ∈ Cϕλj ⇐⇒ ∂νϕλj(q) = 0 since the boundary is a level set.
We observe that radial eigenfunctions on the disc are constant on the boundary; thus,
boundary critical point sets need not be isolated. We therefore impose a non-degeneracy
condition on the tangential derivative ∂t(ϕλj |∂Ω) to ensure that its zeros are isolated and can
be counted. We say that the Neumann problem for a bounded domain has the asymptotic
Schiffer property if there exists C > 0 such that, for all Neumann eigenfunctions ϕλj with
EIGENFUNCTIONS AND NODAL SETS 37
sufficiently large λj,
(80)
‖∂tϕλj‖L2(∂Ω)
‖ϕλj‖L2(∂Ω)
≥ e−Cλj .
Here, ∂t is the unit tangential derivative, and the L
2 norms refer to the restrictions of the
eigenfunction to ∂Ω.
Theorem 8.2. Let Ω ⊂ R2 be piecewise real analytic. Suppose that ϕλj |∂Ω satisfies the
asymptotic Schiffer condition (80) in the Neumann case. Then the number of ncrit(λj) =
#Cϕλj of critical points of a Neumann or Dirichlet eigenfunction ϕλj which lie on ∂Ω satisfies
ncrit(λj) ≤ CΩλj for some CΩ > 0
In the case of Dirichlet eigenfunctions, endpoints of open nodal lines are always boundary
critical points, since they must be singular points of ϕλj . Hence, an upper bound for ncrit(λj)
also gives an upper bound for the number of open nodal lines.
Corollary 8.3. Suppose that Ω ⊂ R2 is a piecewise real analytic plane domain. Let
n∂Ω(λj) be the number of open nodal lines of the jth Dirichlet eigenfunction, i.e. connected
components of {ϕλj = 0} ⊂ Ωo whose closure intersects ∂Ω. Then there exists CΩ > 0 such
that n∂Ω(λj) ≤ CΩλj.
There does not exist a non-trivial lower bound on the number of interior critical points
[JN].
8.2. Proof by analytic continuation. For the Neumann problem, the boundary nodal
points are the same as the zeros of the boundary values ϕλj |∂Ω of the eigenfunctions. The
number of boundary nodal points is thus twice the number of open nodal lines. Hence in
the Neumann case, Theorem 8.1 follows from:
Theorem 8.4. Suppose that Ω ⊂ R2 is a piecewise real analytic plane domain. Then the
number n(λj) = #Zϕλj ∩ ∂Ω of zeros of the boundary values ϕλj |∂Ω of the jth Neumann
eigenfunction satisfies n(λj) ≤ CΩλj, for some CΩ > 0.
This is a more precise version of Theorem 8.1 since it does not assume that 0 is a regular
value. In keeping with the theme of this survey, we prove Theorem 8.4 by analytically
continuing the boundary values of the eigenfunctions and counting complex zeros and critical
points of analytic continuations of Cauchy data of eigenfunctions. When ∂Ω ∈ Cω, the
eigenfunctions can be holomorphically continued to an open tube domain in C2 projecting
over an open neighborhood W in R2 of Ω which is independent of the eigenvalue. We denote
by ΩC ⊂ C2 the points ζ = x+ iξ ∈ C2 with x ∈ Ω. Then ϕλj(x) extends to a holomorphic
function ϕCλj(ζ) where x ∈ W and where |ξ| ≤ 0 for some 0 > 0.
Assuming ∂Ω real analytic, we define the (interior) complex nodal set by
ZCϕλj
= {ζ ∈ ΩC : ϕCλj(ζ) = 0},
and the (interior) complex critical point set by
CCϕλj = {ζ ∈ ΩC : dϕ
C
λj
(ζ) = 0}.
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Theorem 8.5. Suppose that Ω ⊂ R2 is a piecewise real analytic plane domain, and denote
by (∂Ω)C the union of the complexifications of its real analytic boundary components.
(1) Let n(λj, ∂ΩC) = #Z
∂ΩC
ϕλj
be the number of complex zeros on the complex boundary.
Then there exists a constant CΩ > 0 independent of the radius of (∂Ω)C such that
n(λj, ∂ΩC) ≤ CΩλj.
(2) Suppose that the Neumann eigenfunctions satisfy (80) and let ncrit(λj, ∂ΩC) = #C∂ΩCϕλj .
Then there exists CΩ > 0 independent of the radius of (∂Ω)C such that ncrit(λj, ∂ΩC) ≤
CΩλj.
The theorems on real nodal lines and critical points follow from the fact that real zeros
and critical points are also complex zeros and critical points, hence
(81) n(λj) ≤ n(λj, ∂ΩC); ncrit(λj) ≤ ncrit(λj, ∂ΩC).
All of the results are sharp, and are already obtained for certain sequences of eigenfunctions
on a disc (see §4.3). If the condition (80) is not satisfied, the boundary value of ϕλj must
equal a constant Cj modulo an error of the form o(e
−Cλj). We conjecture that this forces
the boundary values to be constant.
The method of proof of Theorem 8.5 generalizes from ∂Ω to a rather large class of real
analytic curves C ⊂ Ω, even when ∂Ω is not real analytic. Let us call a real analytic curve
C a good curve if there exists a constant a > 0 so that for all λj sufficiently large,
(82)
‖ϕλj‖L2(∂Ω)
‖ϕλj‖L2(C)
≤ eaλj .
Here, the L2 norms refer to the restrictions of the eigenfunction to C and to ∂Ω. The
following result deals with the case where C ⊂ ∂Ω is an interior real-analytic curve. The
real curve C may then be holomorphically continued to a complex curve CC ⊂ C2 obtained
by analytically continuing a real analytic parametrization of C.
Theorem 8.6. Suppose that Ω ⊂ R2 is a C∞ plane domain, and let C ⊂ Ω be a good
interior real analytic curve in the sense of (82). Let n(λj, C) = #Zϕλj ∩ C be the number
of intersection points of the nodal set of the j-th Neumann (or Dirichlet) eigenfunction with
C. Then there exists AC,Ω > 0 depending only on C,Ω such that n(λj, C) ≤ AC,Ωλj.
A recent paper of J. Jung shows that many natural curves in the hyperbolic plane are
‘good’ [JJ].
8.3. Application to Pleijel’s conjecture. We also note an interesting application due to
I. Polterovich [Po] of Theorem 8.1 to an old conjecture of A. Pleijel regarding Courant’s
nodal domain theorem, which says that the number nk of nodal domains (components of
Ω\Zϕλk ) of the kth eigenfunction satisfies nk ≤ k. Pleijel [P] improved this result for Dirichlet
eigefunctions of plane domains: For any plane domain with Dirichlet boundary conditions,
lim supk→∞
nk
k
≤ 4
j21
' 0.691..., where j1 is the first zero of the J0 Bessel function. He
conjectured that the same result should be true for a free membrane, i.e. for Neumann
boundary conditions. This was recently proved in the real analytic case by I. Polterovich
[Po]. His argument is roughly the following: Pleijel’s original argument applies to all nodal
domains which do not touch the boundary, since the eigenfunction is a Dirichlet eigenfunction
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in such a nodal domain. The argument does not apply to nodal domains which touch the
boundary, but by Theorem 8.1 the number of such domains is negligible for the Pleijel bound.
9. Equidistribution of complex nodal sets of real ergodic eigenfunctions
on analytic (M, g) with ergodic geodesic flow
We now consider global results when hypotheses are made on the dynamics of the geodesic
flow. Use of the global wave operator brings into play the relation between the geodesic
flow and the complexified eigenfunctions, and this allows one to prove gobal results on nodal
hypersurfaces that reflect the dynamics of the geodesic flow. In some cases, one can determine
not just the volume, but the limit distribution of complex nodal hypersurfaces. Since we
have discussed this result elsewhere [Z6] we only briefly review it here.
The complex nodal hypersurface of an eigenfunction is defined by
(83) ZϕCλ = {ζ ∈ B
∗
0
M : ϕCλ(ζ) = 0}.
There exists a natural current of integration over the nodal hypersurface in any ball bundle
B∗M with  < 0 , given by
(84) 〈[ZϕCλ ], ϕ〉 =
i
2pi
∫
B∗M
∂∂¯ log |ϕCλ |2 ∧ ϕ =
∫
Z
ϕC
λ
ϕ, ϕ ∈ D(m−1,m−1)(B∗M).
In the second equality we used the Poincare´-Lelong formula. The notation D(m−1,m−1)(B∗M)
stands for smooth test (m− 1,m− 1)-forms with support in B∗M.
The nodal hypersurface ZϕCλ also carries a natural volume form |ZϕCλ | as a complex hyper-
surface in a Ka¨hler manifold. By Wirtinger’s formula, it equals the restriction of
ωm−1g
(m−1)! to
ZϕCλ . Hence, one can regard ZϕCλ as defining the measure
(85) 〈|ZϕCλ |, ϕ〉 =
∫
Z
ϕC
λ
ϕ
ωm−1g
(m− 1)! , ϕ ∈ C(B
∗
M).
We prefer to state results in terms of the current [ZϕCλ ] since it carries more information.
Theorem 9.1. Let (M, g) be real analytic, and let {ϕjk} denote a quantum ergodic sequence
of eigenfunctions of its Laplacian ∆. Let (B∗0M,J) be the maximal Grauert tube around M
with complex structure Jg adapted to g. Let  < 0. Then:
1
λjk
[ZϕCjk
]→ i
pi
∂∂¯
√
ρ weakly in D′(1,1)(B∗M),
in the sense that, for any continuous test form ψ ∈ D(m−1,m−1)(B∗M), we have
1
λjk
∫
Z
ϕC
jk
ψ → i
pi
∫
B∗M
ψ ∧ ∂∂¯√ρ.
Equivalently, for any ϕ ∈ C(B∗M),
1
λjk
∫
Z
ϕC
jk
ϕ
ωm−1g
(m− 1)! →
i
pi
∫
B∗M
ϕ∂∂¯
√
ρ ∧ ω
m−1
g
(m− 1)! .
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Corollary 9.2. Let (M, g) be a real analytic with ergodic geodesic flow. Let {ϕjk} denote
a full density ergodic sequence. Then for all  < 0,
1
λjk
[ZϕCjk
]→ i
pi
∂∂¯
√
ρ, weakly in D′(1,1)(B∗M).
The proof consists of three ingredients:
(1) By the Poincare´-Lelong formula, [ZϕCλ ] = i∂∂¯ log |ϕCλ |. This reduces the theorem to
determining the limit of 1
λ
log |ϕCλ |.
(2) 1
λ
log |ϕCλ | is a sequence of PSH functions which are uniformly bounded above by√
ρ. By a standard compactness theorem, the sequence is pre-compact in L1: every
sequence from the family has an L1 convergent subsequence.
(3) |ϕCλ |2, when properly L2 normalized on each ∂Mτ is a quantum ergodic sequence on
∂Mτ . This property implies that the L
2 norm of |ϕCλ |2 on ∂Ω is asymtotically
√
ρ.
(4) Ergodicity and the calculation of the L2 norm imply that the only possible L1 limit
of 1
λ
log |ϕCλ |. This concludes the proof.
We note that the first two steps are valid on any real analytic (M, g). The difference is
that the L2 norms of ϕCλ may depend on the subsequence and can often not equal
√
ρ. That
is, 1
λ
|ϕCλ | behaves like the maximal PSH function in the ergodic case, but not in general.
For instance, on a flat torus, the complex zero sets of ladders of eigenfunctions concentrate
on a real hypersurface in MC. This may be seen from the complexified real eigenfunctions
sin〈k, x + iξ〉, which vanish if and only if 〈k, x〉 ∈ 2piZ and 〈k, ξ〉 = 0. Here, k ∈ Nm is a
lattice point. The exact limit distribution depends on which ray or ladder of lattice points
one takes in the limit. The result reflects the quantum integrability of the flat torus, and a
similar (but more complicated) description of the zeros exists in all quantum integrable cases.
The fact that 1
λ
log |ϕCλ | is pre-compact on a Grauert tube of any real analytic Riemannian
manifold confirms the upper bound on complex nodal hypersurface volumes.
10. Intersections of nodal sets and gedoesics on real analytic surfaces
In §8 we discussed upper bounds on the number of intersection points of the nodal set
with the bounary of a real analytic plane domain and more general ‘good’ analytic curves.
In this section, we discuss work in progress on intersections of nodal sets and geodesics on
surfaces with ergodic geodesic flow. Of course, the results are only tentative but it seems
worthwhile at this point in time to explain the role of ergodicity in obtaining lower bounds
and asymptotics. We restrict to geodesic curves because they have rather special properties
that makes the analysis somewhat different than for more general curves such as distance
circles. The dimensional restriction is due to the fact that the results are partly based
on the quantum ergodic restriction theorems of [TZ2, TZ3], which concern restrictions of
eigenfunctions to hypersurfaces. Nodal sets and geodesics have complementary dimensions
and intersect in points, and therefore it makes sense to count the number of intersections.
We fix (x, ξ) ∈ S∗M and let
(86) γx,ξ : R→M, γx,ξ(0) = x, γ′x,ξ(0) = ξ ∈ TxM
denote the corresponding parametrized geodesic. Our goal is to determine the asymptotic
distribution of intersection points of γx,ξ with the nodal set of a highly eigenfunction. As
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usual, we cannot cope with this problem in the real domain and therefore analytically con-
tinue it to the complex domain. Thus, we consider the intersections
N γ
C
x,ξ
λj
= ZϕC
j
∩ γCx,ξ
of the complex nodal set with the (image of the) complexification of a generic geodesic If
(87) S = {(t+ iτ ∈ C : |τ | ≤ }
then γx,ξ admits an analytic continuation
(88) γCx,ξ : S →M.
In other words, we consider the zeros of the pullback,
{γ∗x,ξϕCλ = 0} ⊂ S.
We encode the discrete set by the measure
(89) [N γ
C
x,ξ
λj
] =
∑
(t+iτ): ϕCj (γ
C
x,ξ(t+iτ))=0
δt+iτ .
We would like to show that for generic geodesics, the complex zeros on the complexified
geodesic condense on the real points and become uniformly distributed with respect to arc-
length. This does not always occur: as in our discussion of QER theorems, if γx,ξ is the
fixed point set of an isometric involution, then “odd” eigenfunctions under the involution
will vanish on the geodesic. The additional hypothesis is that QER holds for γx,ξ, i.e. that
Theorem 5.6 is valid. The following conjecture appears to be proved ([Z3]), but to be
conservative, we state it here only as a conjecture:
Conjecture 10.1. Let (M2, g) be a real analytic Riemannian surface with ergodic geodesic
flow. Let γx,ξ satisfy the QER hypothesis. Then there exists a subsequence of eigenvalues λjk
of density one such that for any f ∈ Cc(S),
lim
k→∞
∑
(t+iτ): ϕCj (γ
C
x,ξ(t+iτ))=0
f(t+ iτ) =
∫
R
f(t)dt.
In other words,
weak∗ lim
k→∞
i
piλjk
[N γ
C
x,ξ
λj
] = δτ=0,
in the sense of weak* convergence on Cc(S). Thus, the complex nodal set intersects the
(parametrized) complexified geodesic in a discrete set which is asymptotically (as λ → ∞)
concentrated along the real geodesic with respect to its arclength.
This concentration- equidistribution result is a ‘restricted’ version of the result of §9. As
noted there, the limit distribution of complex nodal sets in the ergodic case is a singular
current ddc
√
ρ. The motivation for restricting to geodesics is that restriction magnifies the
singularity of this current. In the case of a geodesic, the singularity is magnified to a delta-
function; for other curves there is additionally a smooth background measure.
The assumption of ergodicity is crucial. For instance, in the case of a flat torus, say R2/L
where L ⊂ R2 is a generic lattice, the real eigenfunctions are cos〈λ, x〉, sin〈λ, x〉 where λ ∈ L∗,
the dual lattice, with eigenvalue −|λ|2. Consider a geodesic γx,ξ(t) = x + tξ. Due to the
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flatness, the restriction sin〈λ, x0 + tξ0〉 of the eigenfunction to a geodesic is an eigenfunction
of the Laplacian − d2
dt2
of submanifold metric along the geodesic with eigenvalue −〈λ, ξ0〉2.
The complexification of the restricted eigenfunction is sin〈λ, x0 +(t+iτ)ξ0〉| and its exponent
of its growth is τ |〈 λ|λ| , ξ0〉|, which can have a wide range of values as the eigenvalue moves
along different rays in L∗. The limit current is i∂∂¯ applied to the limit and thus also has
many limits
The proof involves several new principles which played no role in the global result of §9
and which are specific to geodesics. However, the first steps in the proof are the same as in
the global case. By the Poincare´-Lelong formula, we may express the current of summation
over the intersection points in (89) in the form,
(90) [N γ
C
x,ξ
λj
] = i∂∂¯t+iτ log
∣∣∣γ∗x,ξϕCλj(t+ iτ)∣∣∣2 .
Thus, the main point of the proof is to determine the asymptotics of 1
λj
log
∣∣∣γ∗x,ξϕCλj(t+ iτ)∣∣∣2.
When we freeze τ we put
(91) γτx,ξ(t) = γ
C
x,ξ(t+ iτ).
Proposition 10.2. (Growth saturation) If {ϕjk} satisfies QER along any arcs of γx,ξ, then
in L1loc(Sτ ), we have
lim
k→∞
1
λjk
log
∣∣∣γτ∗x,ξϕCλjk (t+ iτ)∣∣∣2 = |τ |.
Proposition 10.2 immediately implies Theorem 10.1 since we can apply ∂∂¯ to the L1
convergent sequence 1
λjk
log
∣∣∣γ∗x,ξϕCλjk (t+ iτ)∣∣∣2 to obtain ∂∂¯|τ |.
The upper bound in Proposition 10.2 follows immediately from the known global estimate
lim
k→∞
1
λj
log |ϕjk(γCx,ξ(ζ)| ≤ |τ |
on all of ∂Mτ . Hence the difficult point is to prove that this growth rate is actually obtained
upon restriction to γCx,ξ. This requires new kinds of arguments related to the QER theorem.
• Complexifications of restrictions of eigenfunctions to geodesics have incommensurate
Fourier modes, i.e. higher modes are exponentially larger than lower modes.
• The quantum ergodic restriction theorem in the real domain shows that the Fourier
coefficients of the top allowed modes are ‘large’ (i.e. as large as the lower modes).
Consequently, the L2 norms of the complexified eigenfunctions along arcs of γCx,ξ
achieve the lower bound of Proposition 10.2.
• Invariance of Wigner measures along the geodesic flow implies that the Wigner mea-
sures of restrictions of complexified eigenfunctions to complexified geodesics should
tend to constant multiples of Lebesgue measures dt for each τ > 0. Hence the eigen-
functions everywhere on γCx,ξ achieve the growth rate of the L
2 norms.
These principles are most easily understood in the case of periodic geodesics. We let
γx,ξ : S
1 → M parametrize the geodesic with arc-length (where S1 = R/LZ where L is the
length of γx,ξ).
First, we use Theorem 5.6 to prove
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Lemma 10.3. Assume that {ϕj} satsifies QER along the periodic geodesic γx,ξ. Let ||γτ∗x,ξϕCj ||2L2(S1)
be the L2-norm of the complexified restriction of ϕj along γ
τ
x,ξ. Then,
lim
λj→∞
1
λj
log ||γτ∗x,ξϕCj ||2L2(S1) = |τ |.
To prove Lemma 10.3, we study the orbital Fourier series of γτ∗x,ξϕj and of its complexifi-
cation. The orbital Fourier coefficients are
νx,ξλj (n) =
1
Lγ
∫ Lγ
0
ϕλj(γx,ξ(t))e
− 2piint
Lγ dt,
and the orbital Fourier series is
(92) ϕλj(γx,ξ(t)) =
∑
n∈Z
νx,ξλj (n)e
2piint
Lγ .
Hence the analytic continuation of γτ∗x,ξϕj is given by
(93) ϕCλj(γx,ξ(t+ iτ)) =
∑
n∈Z
νx,ξλj (n)e
2piin(t+iτ)
Lγ .
By the Paley-Wiener theorem for Fourier series, the series converges absolutely and uniformly
for |τ | ≤ 0. By “energy localization” only the modes with |n| ≤ λj contribute substantially
to the L2 norm. We then observe that the Fourier modes decouple, since they have different
exponential growth rates. We use the QER hypothesis in the following way:
Lemma 10.4. Suppose that {ϕλj} is QER along the periodic geodesic γx,ξ. Then for all
 > 0, there exists C > 0 so that ∑
n:|n|≥(1−)λj
|νx,ξλj (n)|2 ≥ C.
Lemma 10.4 implies Lemma 10.3 since it implies that for any  > 0,∑
n:|n|≥(1−)λj
|νx,ξλj (n)|2e−2nτ ≥ Ce2τ(1−)λj .
To go from asymptotics of L2 norms of restrictions to Proposition 10.2 we then use the
third principle:
Proposition 10.5. (Lebesgue limits) If γ∗x,ξϕj 6= 0 (identically), then for all τ > 0 the
sequence
Ux,ξ,τj =
γτ∗x,ξϕ
C
j
||γτ∗x,ξϕCj ||L2(S1)
is QUE with limit measure given by normalized Lebesgue measure on S1.
The proof of Proposition 10.2 is completed by combining Lemma 10.3 and Proposition
10.5. Conjecture 10.1 follows easily from Proposition 6.1.
The proof for non-periodic geodesics is considerably more involved, since one cannot use
Fourier analysis in quite the same way.
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11. Nodal and critical sets of Riemannian random waves
We mentioned above that Riemannian random waves provide a probabilistic model that
is conjectured to predict the behavior of eigenfunctions when the geodesic flow of (M, g) is
ergodic. In this section, we define the model precisely as in [Z4] (see also [Nic] for a similar
model) and survey some of the current results and conjectures. We should emphasize that
some of the rigorous results on zeros or critical points of Riemannian random waves, both
in the real and complex domain, are much simpler than for individual eigenfuntions, and
therefore do not provide much guidance on how to prove results for an orthonormal basis
of eigenfunctions. But the relative simplicity of random waves and their value as predictors
provide the motivation for studying random waves. And there are many hopelessly difficult
problems on random waves as well, which we will survey in this section.
For expository simplicity we assume that the geodesic flow Gt of (M, g) is of one of the
following two types:
(1) aperiodic: The Liouville measure of the closed orbits of Gt, i.e. the set of vectors
lying on closed geodesics, is zero; or
(2) periodic = Zoll: GT = id for some T > 0; henceforth T denotes the minimal period.
The common Morse index of the T -periodic geodesics will be denoted by β.
In the real analytic case, (M, g) is automatically one of these two types, since a positive
measure of closed geodesics implies that all geodesics are closed. The two-term Weyl laws
counting eigenvalues of
√
∆ are very different in these two cases.
(1) In the aperiodic case, Ivrii’s two term Weyl law states
N(λ) = #{j : λj ≤ λ} = cm V ol(M, g) λm + o(λm−1)
where m = dimM and where cm is a universal constant.
(2) In the periodic case, the spectrum of
√
∆ is a union of eigenvalue clusters CN of the
form
CN = {(2pi
T
)(N +
β
4
) + µNi, i = 1 . . . dN}
with µNi = 0(N
−1). The number dN of eigenvalues in CN is a polynomial of degree
m− 1.
We refer to [HoI-IV, Z4] for background and further discussion.
To define Riemannian random waves, we partition the spectrum of
√
∆g into certain
intervals IN of width one and denote by ΠIN the spectral projections for
√
∆g corresponding
to the interval IN . The choice of the intervals IN is rather arbitrary for aperiodic (M, g) and
as mentioned above we assume IN = [N,N + 1]. In the Zoll case, we center the intervals
around the center points 2pi
T
N + β
4
of the Nth cluster CN . We call call such a choice of
intervals a cluster decomposition. We denote by dN the number of eigenvalues in IN and put
HN = ranΠIN (the range of ΠIN ).
We choose an orthonormal basis {ϕNj}dNj=1 for HN . For instance, on S2 one can choose the
real and imaginary parts of the standard Y Nm ’s. We endow the real vector space HN with
the Gaussian probability measure γN defined by
(94) γN(f) =
(
dN
pi
)dN/2
e−dN |c|
2
dc , f =
dλ∑
j=1
cjϕNj, dN = dimHN .
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Here, dc is dN -dimensional real Lebesgue measure. The normalization is chosen so that
EγN 〈f, f〉 = 1, where EγN is the expected value with respect to γN . Equivalently, the dN
real variables cj (j = 1, . . . , dN) are independent identically distributed (i.i.d.) random
variables with mean 0 and variance 1
2dN
; i.e.,
EγN cj = 0, EγN cjck =
1
2dN
δjk .
We note that the Gaussian ensemble is equivalent to picking fN ∈ HN at random from the
unit sphere in HN with respect to the L2 inner product.
Depending on the choice of intervals, we obtain the following special ensembles:
• The asymptotically fixed frequency ensemble HIλ , where Iλ = [λ, λ + 1] and where
HIλ is the vector space of linear combinations
(95) fλ =
∑
j:λj∈[λ,λ+1]
cj ϕλj ,
of eigenfunctions with λj (the frequency) in an interval [λ, λ + 1] of fixed width.
(Note that it is the square root of the eigenvalue of ∆, not the eigenvalue, which is
asymptotically fixed).
• The high frequency cut-off ensembles H[0,λ] where the frequency is cut-off at λ:
(96) fλ =
∑
j:λj≤λ
cj ϕλj .
• The cut-off Gaussian free field,
(97) fλ =
∑
j:λj≤λ
cj
ϕλj
λj
.
One could use more general weights w(λj) on a Sobolev space of functions or distributions
on M . In the physics terminology, w(λj) (or it square) is referred to as the power spectrum.
The key reason why we can study the limit distribution of nodal sets in this ensemble is
that the covariance kernel
(98) ΠIN (x, y) = EγN (fN(x)fN(y)) =
∑
j:λj∈IN
ϕλj(x)ϕλj(y),
is the spectral projections kernel for
√
∆.
11.1. Equidistribution of nodal sets for almost all sequences of random waves.
The real zeros are straightforward to define. For each fλ ∈ H[0,λ] or HIλ we associated to
the zero set Zfλ = {x ∈M : fλ(x) = 0} the positive measure
(99) 〈|Zfλ |, ψ〉 =
∫
Zfλ
ψdHn−1,
where dHm−1 is the induced (Hausdorff) hypersurface measure.
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The main result we review is the limit law for random sequences of random real Riemannian
waves. By a random sequence, we mean an element of the product probability space
(100) H∞ =
∞∏
N=1
HN , γ∞ =
N∏
N=1
γN .
Theorem 11.1. [Z4] Let (M, g) be a compact Riemannian manifold, and let {f
N
} be a
random sequence in (100). Then
1
N
N∑
n=1
1
λn
|Zfn| → dVg almost surely w.r.t. (H∞, γ∞).
11.2. Mean and variance. We first show that the normalized expected limit distribution
1
λ
E|Zfλ | of zeros of random Riemannian waves tends to the volume form dVg as λ → ∞.
That is, we define the ‘linear statistic’,
(101) XNψ (fN) = 〈ψ, |ZfN |〉, ψ ∈ C(M)
and then define
(102) 〈EγN |ZfN |, ψ〉 = EγNXNψ ,
Theorem 11.2. Let (M, g) be a compact Riemannian manifold,let H[0,λ] be the cutoff ensem-
ble and let (HN , γN) be the ensemble of Riemannian waves of asymptotically fixed frequency.
Then in either ensemble:
(1) For any C∞ (M, g), limN→∞ 1NEγN 〈|ZfN |, ψ〉 =
∫
M
ψdVg.
(2) For a real analytic (M, g), V ar( 1
N
XNψ )) ≤ C.
We restrict to real analytic metrics in (2) for the sake of brevity. In that case, the variance
estimate follows easily from Theorem 2.1.
11.3. Density of real zeros. The formula for the density of zeros of random elements of
HN can be derived from the general Kac-Rice formula [BSZ1, BSZ2, Nic]:
(103) E|ZfN | = KN1 (z)dVg , KN1 (x) =
∫
D(0, ξ, x)||ξ|| dξ .
Here, D(q, ξ, x)dqdξ is the joint probability distribution of the Gaussian random variables
(ψ(x),∇ψ(x)), i.e. the pushforward of the Gaussian measure on Hλ) under the map ψ →
(ψ(x),∇ψ(x)). Note that the factor det(ξξ∗) in [BSZ1, BSZ2] equals ||ξ||2 in the codimension
one case. Indeed, let df ∗x be the adjoint map with respect to the inner product g on TxM .
Let dfx ◦ df ∗x : R → R be the composition. By det dfx ◦ df ∗x is meant the determinant with
respect to the inner product on TxM ; it clearly equals |df |2 in the codimension one case.
The formulae of [BSZ1, BSZ2] (the ‘Kac-Rice’ formulae) give that
(104) D(0, ξ; z) = Zn(z)DΛ(ξ; z),
where
(105) DΛ(ξ; z) =
1
pim
√
det Λ
exp
(−〈Λ−1ξ, ξ〉)
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is the Gaussian density with covariance matrix
(106) Λ = C −B∗A−1B = (Cqq′ −BqA−1Bq′) , (q = 1, . . . ,m)
and
(107) Z(x) =
√
det Λ
pi
√
det ∆
=
1
pi
√
A
.
Here,
∆ = ∆N(x) =
(
AN BN
BN∗ CN
)
,(
AN
)
= E
(
X2
)
=
1
dN
ΠIN (x, x) ,(
BN
)
q
= E
(
XΞq
)
=
1
dN
∂
∂yq
ΠIN (x, y)|x=y ,(
Cλ
)q
q′ = E
(
ΞqΞq′
)
=
1
dN
∂2
∂xq∂yq′
ΠIN (x, y)|x=y ,
q, q′ = 1, . . . ,m .
Making a simple change of variables in the integral (103), we have
Proposition 11.3. [BSZ1] On a real Riemannian manifold of dimension m, the density of
zeros of a random Riemannian wave is
(108) K
N
1 (x) =
1
pim(
√
d−1N ΠIN (x,x)
∫
Rm ||ΛN(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ,
where ΛN(x) is a symmetric form on TxM . For the asymptotically fixed freqency ensembles,
it is given by
ΛN(x) =
1
dN
(
dx ⊗ dyΠIN (x, y)|x=y −
1
ΠIN (x, y)
dxΠIN (x, y)|x=y ⊗ dyΠIN (x, y)|x=y
)
.
In the cutoff ensemble the formula is the same except that ΠIN is replaced by Π[0,N ].
We then need the asymptotics of the matrix elements of ∆N(x). They are simplest for the
round sphere, so we state them first in that case:
Proposition 11.4. Let ΠN : L
2(Sm)→ HN be the orthogonal projection. Then:
• (A) ΠN(x, x) = 1V ol(Sm)dN ;
• (B) dxΠN(x, y)|x=y = dyΠN(x, y)|x=y = 0;
• (C) dx ⊗ dyΠN(x, y)|x=y = 1mV ol(Sm)λ2NdNgx.
We refer to [Z4] for the calculation, which is quite simple because of the invariance under
rotations. The expected density of random nodal hypersurfaces is given as follows
Proposition 11.5. In the case of Sm,
(109) KN1 (x) = CmλN ∼ CmN,
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where Cm =
1
pim
∫
Rm |ξ| exp (−〈ξ, ξ〉) dξ.
Proof. By Propositiosn 11.3 and 11.4, we have
(110) KN1 (x) =
√
V ol(Sm)
pim
∫
Rm
||ΛN(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ,
where
ΛN(x) =
1
dN
(
1
mV ol(Sm)
λ2NdNgx
)
.

11.4. Random Riemannian waves: proof of Theorem 11.2. We now generalize the
result to any compact C∞ Riemannian manifold (M, g) which is either aperiodic or Zoll.
As in the case of Sm, the key issue is the asymptotic behavior of derivatives of the spectral
projections
(111) ΠIN (x, y) =
∑
j:λj∈IN
ϕλj(x)ϕλj(y).
Proposition 11.6. Assume (M, g) is either aperiodic and IN = [N,N + 1] or Zoll and IN
is a cluster decomposition. Let ΠIN : L
2(M)→ HN be the orthogonal projection. Then:
• (A) ΠIN (x, x) = 1V ol(M,g))dN(1 + o(1));
• (B) dxΠIN (x, y)|x=y = dyΠN(x, y)|x=y = o(Nm);
• (C) dx ⊗ dyΠIN (x, y)|x=y = 1V ol(M,g))λ2NdNgx(1 + o(1)).
In the aperiodic case,
(1) Π[0,λ](x, x) = Cmλ
m + o(λm−1);
(2) dx ⊗ dyΠ[0,λ](x, y)|x=y = Cmλm+2gx + o(λm+1).
In the Zoll case, one adds the complete asymptotic expansions for ΠIN over the N clusters
to obtain expansions for ΠN .
We then have:
Proposition 11.7. For the asymptotically fixed frequency ensemble, and for any C∞ (M, g)
which is either Zoll or aperiodic (and with IN as in Proposition 11.6) , we have
(112)
KN1 (x) =
1
pim(λN )m/2
∫
Rm ||ξ|| exp
(
− 1
λN
〈ξ, ξ〉
)
dξ + o(1)
∼ CmN,
where Cm =
1
pim
∫
Rm ||ξ|| exp (−〈ξ, ξ〉) dξ. The same formula holds for the cutoff ensemble.
Proof. Both on a sphere Sm or on a more general (M, g) which is either Zoll or aperiodic,
we have by Propositions 11.4 resp. 11.6 and the general formula for ∆N in §11.3 that
∆N(z) =
1
V ol(M, g)
(
(1 + o(1)) o(1)
o(1) N2 gx(1 + o(1))
)
,
(113)
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It follows that
(114) ΛN = CN −BN∗(AN)−1BN = 1
V ol(M, g)
N2 gx + o(N).
Thus, we have
(115)
KN1 (x) ∼
√
V ol(M,g)
pim
∫
Rm ||ΛN(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ
= N
pim
∫
Rm ||(I + o(1))(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ,
where o(1) denotes a matrix whose norm is o(1), as as N → ∞ we obtain the stated
asymptotics.

So far, we have only determined the expected values of the nodal hypersurface measures.
To complete the proof of Theorem 11.2, we need to prove:
Proposition 11.8. If (M, g) is real analytic, then the variance of 1
λN
XNψ is bounded.
Proof. By Theorem 2.1, for fN ∈ HIN , 1λNZfN has bounded mass. Hence, the random
variable 1
λN
XNψ is bounded, and therefore so is its variance.

Remark:
The variance of 1
λN
XNψ is given by
(116) V ar(
1
λN
XNψ ) =
1
λ2N
∫
M
∫
M
(
KN2 (x, y)−KN1 (x)KN1 (y)
)
ψ(x)ψ(y)dVg(x)dVg(y),
where KN2 (x, y) = EγN (ZfN (x) ⊗ ZfN (y)) is the pair correlation function for zeros. Hence,
boundedness would follow from
(117)
1
λ2N
∫
M
∫
M
KN2 (x, y) dVg(x)dVg(y) ≤ C.
There is a formula similar to that for the density in Proposition 11.3 for KN2 (x, y) and it is
likely that it could be used to prove boundedness of the variance for any C∞ Riemannian
manifold.
11.5. Random sequences and proof of Theorem 11.1. We recall that the set of ran-
dom sequences of Riemannian waves of increasing frequency is the probability space H∞ =∏∞
N=1HIN with the measure γ∞ =
∏∞
N=1 γN . An element in H∞ will be denoted f = {fN}.
We have,
|( 1
λN
ZfN , ψ)| ≤
1
λN
Hn−1(ZfN ) ‖ψ‖C0 .
By a density argument it suffices to prove that the linear statistics 1
λN
(ZfN , ψ)− 1V ol(M,g)
∫
M
ψdVg →
0 almost surely in H∞ We know that
(i) limN→∞ 1N
∑
k≤N E(
1
λk
Xkψ) =
1
V ol(M,g)
∫
M
ψdVg;
(ii) V ar( 1
λN
XNψ ) is bounded on H∞.
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Since 1
λN
XNψ for {, N = 1, 2, . . .} is a sequence of independent random variables in H∞
with bounded variances, the Kolmogorov strong law of large numbers implies that
lim
N→∞
1
N
∑
k≤N
(
1
λk
Xkψ) =
1
V ol(M, g)
∫
M
ψdVg
almost surely.
11.6. Complex zeros of random waves. We now state a complex analogue of the equidis-
tribution of real nodal sets and show that it agrees with the the limit formula of Theorem
9.1.
We complexify Riemannian random waves as
fCN =
dN∑
j=1
cNjϕ
C
Nj.
We note that the coefficients cNj are real and that the Gaussian measure on the coefficients
remains the real Gaussian measure γN . The two point function is the analytic extensions to
the totally real anti-diagonal in MC ×MC is therefore
(118) E(|fN(ζ)|2) = ΠIN (ζ, ζ¯) =
∑
j:λj∈Ik
|ϕCj (ζ)|2.
As in the proof of Theorem 9.1, the current of integration over the complex zero set
ZfCN = {ζ ∈MC : f
C
N = 0}
is the (1, 1) current defined by
〈[ZfCN ], ψ〉 =
∫
Z
fC
N
ψ, ψ ∈ Dm−1,m−1(MC),
for smooth test forms of bi-degree (m − 1,m − 1). In terms of scalar functions ψ we may
define ZfCN as the measure,
〈[ZfCN ], ψ〉 =
∫
Z
fC
N
ψωm−1g /(m− 1)!,
where ωg = i∂∂¯ρ is the Ka¨hlermetric adapted to g.
The proof of the next result is close to the proof of Theorem 9.1 and we therefore refer to
[Z4] for the details:
Theorem 11.9. [Z4] Let (M, g) be a real analytic compact Riemannian manifold. Then for
either of the Riemannian random wave ensembles
EγN
(
1
N
[ZfCN ]
)
→ i
pi
∂∂¯|ξ|g, weakly in D′(1,1)(B∗M).
As mentioned above, this result shows that the complex zeros of the random waves have
the same expected limit distribution found in [Z3] for real analytic compact Riemannian
manifolds with ergodic geodesic flow.
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12. Percolation heuristics
In this final section, we review some of the more speculative conjectures relating nodal
sets of both eigenfunctions and random waves to percolation theory. The conjectures are
often quoted and it therefore seems worthwhile to try to state them precisely. The only
rigorous result to date regarding eigenfunctions is the theorem of Nazarov-Sodin on the
expected number of nodal domains for random spherical harmonics [NS] (see [Z5] for a brief
over-view).
The percolation conjectures concern the statistics of sizes of nodal domains or nodal com-
ponents. They are based on the idea that the nodal domains resemble percolation clusters.
One might measure the ‘size’ of a nodal component Aλj by its hypersurface area Hn−1(Aλ,j),
and a nodal domain Dλ,j by its volume Hn(Dλ,j) . Let us restrict to the case of surfaces.
For the purposes of this article, we introduce the term length spectrum of the nodal set as
the set
(119) Lsp(ϕλ) = {(H1(Cλ,j) : Zϕλ =
⋃
Cλ;j}
of lengths of its components, counted with multiplicity. It is encoded by the empirical
measure of surface areas
(120) dµL =
1
H1(Zϕλ)
∑
Cλ,j
δH1(Cλ,j) ∈ P1(R),
(where P(Ω) is the set of probability measures on Ω), or equivalently by the length distri-
bution function,
(121) Lλ(t) =
∑
j:H1(Cλ,j)≤t
H1(Cλ,j).
We also consider the area spectrum,
(122) Asp(ϕλ) = {(H2(Aλ,j) : M\Zϕλ =
⋃
Aλ;j},
encoded by its empirical measure It is encoded by the empirical measure of surface areas
(123) dµA =
1
Area(M)
∑
Aλ,j
δH2(Aλ,j) ∈ P1(R),
or by the area distribution function,
(124) Aλ(t) =
∑
j:H2(Aλ,j)≤t
H2(Aλ,j).
Of course, there are some obvious constraints on such spectra; e.g. in the analytic case, there
could only exist O(λ) components with H1-length of order 1, and only a bounded number
of order λ.
In computer graphics of eigenfunctions on plane domains or surfaces, one sees many ‘small’
components Cλ,j of the nodal set whose length appears to be of order
1
λ
. But one also sees long
snaky nodal lines. How long are they? Do they persist as λ → ∞? Roughly speaking, one
may ask what proportion of the components come in sizes with different orders of magnitude.
Of course, this depends on how many components there are, so it could be simpler to work
with L(ϕλ),A(ϕλ).
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• How many components have Hn−1-surface measure which is ≥ Cλγ for some given
0 < γ ≤ 1. It is possible that some individual nodal component hasHn−1-surface area
commensurate with that of the entire nodal set, as in the Lewy spherical harmonics
with just two or three nodal components [Lew].
• How many components have Hn−1-surface measure (i.e. length in dimension two)
which is bounded below by a constant C > 0 independent of λ? Such components
are sometimes termed “percolating nodal lines” since their hypersurface volume is
commensurate with the size of the macroscopic object (i.e. M).
• How many components have Hn−1-surface measure of the minimal order 1
λ
?
The percolation conjectures relate the asymptotic distribution of lengths of nodal com-
ponents and areas of nodal domains of eigenfunctions as defined in (120)-(123) to lengths
of boundaries and areas of percolation clusters at criticality. There are different types of
conjectures for the fixed frequency ensemble and the high frequency cutoff ensemble (see §11
for the definitions). According to the random wave hypothesis, the conjectures concerning
the fixed frequency ensemble (e.g. random spherical harmonics of fixed degree) should also
apply to nodal sets of eigenfunctions of quantum chaotic systems.
Percolation theory is concerned with connectivity and transport in a complex system. In
particular, it studies connected clusters of objects in a random graph. In bond percolation
the edges of the graph are independently open or closed with some probability p. The open
edges form a subgraph whose connected components form the clusters. In site percolation
the vertices are open or closed and an open path is a path through open vertices. The open
cluster C(v) of a vertex is the set of all open vertices which are connected to v by an open
path.
There also exists an analogous continuum percolation theory for level sets of random
functions. We will assume the random functions are Gaussian Riemannian random waves
on a surface. The main problem is to study the connectivity properties of level sets {f = t}.
One imagines a random landscape of lakes and islands depending on the variable height t
of the water, the islands being the super-level sets {f > t} of the random functions. For
high water levels, the islands are disconnected, but as the water level is lowered the islands
become more connected. At a critical level tc they ‘percolate’, i.e. it is possible to traverse
the landscape while remaining on the land. A review with many illustrations is given by
Isichenko [Isi] (see Section E (c), pages 980-984). As explained in [Isi] page 984, the contour
lines of a random potential are associated to hulls of percolation clusters. Hence the area
spectrum (122) is similar to the set of sizes of connected clusters in a percolation model.
In the physics literature, the random functions are usually functions on R2 (or possibly
higher dimensional Rn) and the Gaussian measure on the space of functions corresponds to
a Hilbert space inner product. The Hilbert space is usually taken to be a Sobolev space,
so that the inner product has the form
∫
w(ξ)|fˆ(ξ)|2dξ (where fˆ is the Fourier transform
of f) and w(ξ) = |ξ|2(1+ζ). The case ζ = 0 is known as the Gaussian free field (or massless
scalar field) and is quite special in two dimensions since then the inner product
∫
R2 |∇f |2dx
is conformally invariant. There are rigorous results on level sets of discretizations of the
Gaussian free field and their continuum limits in [SS, Mi], with authoritative comments on
the physics literature.
For purposes of this exposition, we assume the Riemannian random waves fall are of the
types discussed in §11. In all cases, we truncate the frequency above a spectral parameter λ
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and consider asymptotics as λ→∞. In this high frequency limit, the random waves oscillate
more rapidly on the length scale 1
λ
. Since the conjectures and results depend strongly
on the chosen weight w, we break up the discussion into two cases as in §11: the high
frequency cutoff ensemble and the fixed frequency ensemble. For each ensemble we let Eλ
denote the expectation with respect to the Gaussian measure on the relevant space of linear
combinations. Then we may ask for the asymptotic behavior of the expected distribution of
lengths of nodal lines, resp. area of nodal domains
(125) EλdµL, EλdµA,
where dµL, resp. dµA are the empirical measures of lengths (120) of nodal lines, resp. areas
(123) of nodal domains.
12.1. High frequency cutoff ensembles. The distribution of contour lengths of certain
Gaussian random surfaces over R2 was studied at the physics level of rigor in [KH]. They
define the Gaussian measure as e−fζ(h)dh where the ‘free energy’ is defined by
fζ(h) =
K
2
∫
R2
χ(
|ξ|
λ
) |hˆ(ξ)|2|ξ|2(1+ζ)dξ,
where χ is a cutoff function to [0, 1] (they use the notation a for 1
λ
in our notation). When
ζ = 0, this is a truncated Gaussian free field (truncated at frequencies ≤ λ) and its analogue
on a surface (M, g) is the Riemannian random wave model with spectral interval [0, λ] and
weight w(λ) = 1
λ
. The parameter ζ is referred to as the ’roughness exponent’ in the physics
literature. In the case of the Gaussian free field ζ = 0 the inner product is the Dirichlet
inner product
∫
R2 |∇f |2dx.
An important feature of the ensembles is scale-invariance. In the special case ζ = 0
(and dimension two), the Dirichlet inner product
∫
M
|∇f |2gdAg is conformally invariant, i.e.
invariant under conformal changes g → eug of the Riemannian metric. When ζ 6= 0 this is
not the case, but it is assumed in [KH] that the fluctuations of the random Gaussian surface
with height function h are invariant under the rescaling h(r)→ c−ζh(cr) for any c > 1. The
authors of [KH] then make a number of conjectures concerning the distribution of contour
lengths, which we interpret as conjectures concerning EdµL. First, they consider contours
(i.e. level sets) through a fixed point x0 and measure its length with the re-scaled arc-length
measure λds, i.e. with arclength s in units of 1
λ
. They define the fractal dimension of a
nodal line component as the dimension D so that s ∼ RD where R is the radius of the
nodal component (i.e. half the diameter). They define P (s) as the probability density that
the contour through x0 has length s. The principal claim is that P (s) ∼ s−τ−1 satisfies
a power law for some exponent τ ([KH] (4)). They also defines the distribution of loop
lengths ˜P (s) ∼ P (s)/s as the probability density that a random component has length s.
We interpret their ˜P (s) as the density of limλ→∞ EdµL with respect to ds on R. We thus
interpret their conjecture as saying that a unique weak* limit of this family of measures
exists and has a density relative to ds with a power law decay as above.
The claims are based in part on scaling properties of the contour ensemble. They also
are based in part on the expectation that, at ‘criticality’, the key percolation ‘exponents’ of
power laws are universal and therefore should be the same for the discrete and continuum
percolation theories (see e.g. [IsiK]). In [KH], the authors suggest that when a certain
roughness exponent ζ vanishes (the critical models), the continuum problem is related to
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the four-state Potts model. The q-state Potts model is an Ising type spin model on a lattice
where each spin can take one of q values. It is known to be related to connectivity and
percolation problems on a graph [Bax, Wu].
They compute D, τ by relating both to another exponent x1 defined by a “contour cor-
relation function” G1(r), which measures the probability that points at x, x + r lie on the
same contour loop. They claim that G1(r) ∼ |r|−2x1 . They claim that D(3 − τ) = 2 − 2x1
and D(τ − 1) = 2− ζ. As a result, D = 2− x1 − ζ/2, τ − 1 = 2−ζ2−x1−ζ/2 . From the mapping
to the four-state Potts model, they conclude that x1 =
1
2
.
There exist rigorous results in [SS, Mi] relating discretizations of the Gaussian free field
(rather than high frequency truncations) to the percolation models. They prove that in
various senses, the zero set of the discrete Gaussian free field tends to an SLE4 curve. It
does not seem to be known at present if zero sets of the high frequency truncation of the
Gaussian free field also tends in the same sense to an SLE4 curve. Note that the SLE curves
are interfaces and that one must select one component of the zero set that should tend to
an SLE curve. There might exist modified conjectures regarding CLE curves.
To determine the ‘critical exponents’ in continuum percolation, it is tempting to find a
way to ‘map’ the continuum problem to a discrete percolation model. A geometric ‘map’
from a random wave to a graph is to associate to the random function its Morse-Smale
decomposition, known in the physics literature as the “Morse skeleton” (see §2.6 or [Web]
for an extensive exposition). As discussed in [Wei], and as illustrated in Figure 10 of [Isi],
the Morse complex of the random function plays the role of the lattice in lattice percolation
theory.
12.2. Fixed frequency ensembles. We now consider Riemannian random waves of asym-
totically fixed frequency λ, such as random spherical harmonics of fixed degree or Euclidean
random plane waves of fixed eigenvalue. In this case the weight is a delta function at the
frequency. One would expect different behavior in the level sets since only one frequency is
involved rather than the superposition of waves of all frequencies ≤ λ.
A recent exposition in the specific setting of random Euclidean eigenfunctions of fixed
frequency is given by [EGJS]. The level sets play the role of open paths. Super-level sets are
compared to clusters of sites in a critical 2D percolation model, such as bond percolation
on a lattice. Each site may of the percolation model may be visualized as a disc of area
2pi2
λ2
, i.e. as a small component. The nodal domains may be thought of as connected clusters
of a number n such discs. Since nodal domains are connected components in which the
eigenfunction is either positive + or negative −, they are analogous to clusters of ‘open’ or
‘closed’ vertices.
The main conjectures in this fixed frequency ensemble are due to E. Bogolmony and C.
Schmidt [BS]. They conjecture that the continuum percolation problem should belong to
the same universality class as the Potts model at a certain critical point (where q is related
to a certain temperature) for a large rectangular lattice and that the nodal lines in the
λ→∞ limit tend to SLE6 curves. This is similar to the predictions of [KH] but for a very
different ensemble where there is little apriori reason to expect conformal invariance in the
limit. There are parallel conjectures in [BBCF] for zero-vorticity isolines in 2D turbulence,
which are also conjectured to tend to SLE6 curves. They remark (page 127) that this limit
is surprising since continuous percolation models assume short-correlations in the height
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functions whereas the vorticity field correlations decay only like r−4/3. They write, “When
the pair correlation function falls off slower than r−3/2, the system is not expected generally to
belong to the universality class of uncorrelated percolation and to be conformally invariant”.
The same remarks apply to the fixed frequency ensemble, where the correlation function is
the spectral projection Π[λ,λ+1](x, y) for a fixed frequency. In this case, the correlations decay
quite slowly as r−
1
2 ; we refer to [BS2] for this background and also for an argument why the
nodal sets should nevertheless resemble conformally invariant SLEg curves.
If the nodal lines in the fixed frequency model are equivalent to the critical percolation
model, then the ‘probability’ of finding a nodal domain of area s should decay like s−τ where
τ = 187
91
> 2 (see [SA], p. 52 for the percolation theory result). Under some shape assump-
tions adopted in [EGJS], it is equivalent that the probability of finding clusters consisting
of n discs is of order n−τ . For random spherical harmonics, one may ask for the probability
that a spherical harmonic of degree N has size n. For a fixed (M, g) with simple eigenvalues,
this notion of probability from percolation theory does not make sense, but we might assume
that the number of of nodal components is of order λ2 and ask what proportion of the nodal
components has size 1. To obtain a percolating nodal line, one would need a cluster with
n = λ sites, and thus the proportion of such nodal components to the total number would
be of order λ−τ . Thus, if there are Cλ2 total components, the number of such components
would be around λ2−τ = λ−
5
91 < 1, so the model seems to predict that such macroscopic
nodal lines are quite rare. It also predicts that the ‘vast majority’ of nodal components are
close to the minimal size, which does not seem so evident from the computer graphics.
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