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Abstract
The universal enveloping algebra U of a two-dimensional nonabelian Lie algebra
L is a Lie algebra itself with the commutator as Lie bracket. There exists a
presentation of U with generators x, y and relation xy − yx = x such that
the Lie subalgebra of U generated by x, y is isomorphic to L, which is only a
two-dimensional vector subspace of the infinite-dimensional U . Much then of
the Lie structure of U is ubiquitous, yet unexamined when the characteristic
of the scalar field is zero. In such a case, we show that there exists a linear
complement of L in U that contains an infinite-dimensional Lie subalgebra of
U for which we give a presentation by generators and relations. We extend this
Lie subalgebra into a filtration of U .
Keywords: Lie structure, universal enveloping algebra, Lie polynomial,
low-dimensional Lie algebra, regular words, generators and relations, filtered
Lie algebra
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1. Introduction
Let F be a field, and let L be a non-abelian, two-dimensional Lie algebra
over F. A well-known result in the theory of low-dimensional Lie algebras is
that L has a basis consisting of elements x and y such that
[x, y] = x.
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See, for instance, [1, Section 3.1]. Let U := U (L) be the universal enveloping
algebra of L. That is, U is the (unital associative) algebra over F that has a
presentation with generators x, y and relation
xy − yx = x. (1)
We turn U into a Lie algebra over F with Lie bracket given by [f, g] := fg− gf
for any f, g ∈ U . Arguably the most important property of U , by the definition
of a universal enveloping algebra, is that the Lie subalgebra of U generated by
x, y ∈ U is isomorphic to L [2, Corollary 17.3B], which justifies our abuse of
notation, identifying x ∈ L with x ∈ U , and y ∈ L with y ∈ U .
Denote the set of all nonnegative integers by N. By rewriting the relation
(1) into the “reordering formula”
yx = xy − x, (2)
we can then make use of the Diamond Lemma for Ring Theory [3, Theorem
1.2] to deduce that the elements
xkyl, (k, l ∈ N), (3)
form a basis for U . Consequently, if we define Γ ⊆ U as the F-linear span—the
collection of all finite linear combinations with scalar coefficients from F—of all
basis elements in (3) satisfying the condition k+ l 6= 1, then we have the direct
sum decomposition
U = L⊕ Γ , (4)
where dimF L = 2 and dimF Γ = ℵ0 = |N|. Contemplating on these vector space
dimensions, the Lie algebra U , primarily motivated by the low-dimensional L,
is a Lie algebra, much about the Lie algebra structure, or simply Lie structure,
of which, can still be elucidated by a closer look at Γ .
The Lie structure of a universal enveloping algebra has been studied in [4],
which, as indicated in [4, p. 47] is based on results from [5, 6] which characterize
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restricted Lie algebras—for which the underlying field has positive characteris-
tic—whose corresponding universal enveloping algebras satisfy some polynomial
identities. The study [5] is based on the algebraic techniques developed in [7]
which are for algebraic structures over fields with positive characteristic, while
the study [6], similarly with [7], are motivated in part by [8], which gives some
characterization for a restricted Lie algebra to be a PI-algebra.
Emphasis is laid, in the aforementioned literature about the Lie structure of
a universal enveloping algebra, on the positive characteristic of the underlying
field. Even in the literature motivated by [4], such as [9, 10, 11, 12, 13], which
even involve other classes of associative algebras, the said type of Lie structure
is investigated for the case when the field of scalars is of positive characteristic.
In this study, we initiate the study for fields with characteristic zero. We also
explore the role, in the study of this kind of Lie structure, of the theory of bases
for free Lie algebras, in particular, Shirshov’s basis [14, 15].
If g is a Lie algebra over F and if f1, f2, . . . , fn ∈ g, we call any element
of the Lie subalgebra of g generated by f1, f2, ..., fn as a Lie polynomial in
f1, f2, . . . , fn. In the Lie algebra U , the Lie polynomials in x, y, because of the
embedding of L into U are, albeit the main motivation for U , now a triviality.
Any such Lie polynomial is merely c1x+ c2y for some c1, c2 ∈ F. In this work,
we turn our attention to the Lie structure of U as can be explored according
to the properties of Γ . We show that Γ contains an infinite-dimensional Lie
subalgebra of U for which we give a presentation by generators and relations,
and through which we describe U as a filtered Lie algebra. The Lie algebra U ,
that was constructed from the low-dimensional L, has a Lie structure far richer
than that used to construct it. The Lie polynomials in U that are outside L
form a Lie algebra, the vector space dimension of which, in comparison to that
of L, differs by an infinity. The former Lie polynomials are then, with respect
to the totality of the entire structure U , ubiquitous.
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2. Preliminaries
Let X be a nonempty finite set. If w = (xn)
k
n=1 is a finite sequence of
elements from X , then we use the notation of writing w as a juxtaposition of
the sequence terms with the indices increasing, i.e., w = x1x2 · · ·xk. In such a
case, we call w a word on X , or a word in the elements of X , or simply a word.
Conversely, whenever we write a juxtaposition x1x2 · · ·xk of sequence terms and
we refer to it as a word, we always mean xi ∈ X for any i ∈ {1, 2, . . . , k}. We
denote by 〈X〉 the set of all words on X . The set 〈X〉 is a monoid with respect to
the operation of concatenation, by which we mean the mapping 〈X〉×〈X〉 → 〈X〉
given by the rule
(x1x2 · · ·xk, y1y2 · · · yh) 7→ x1x2 · · ·xky1y2 · · · yh.
With respect to this monoid structure, the identity element is the empty se-
quence, which we denote by 1. Let A := F 〈X〉 be the free (unital associative)
algebra over F generated by X . The elements of 〈X〉 form a basis for A, and
the multiplication operation in A is the natural extention of the concatenation
operation in 〈X〉, in which the product of two arbitrary elements of A is deter-
mined by the product of the basis elements from 〈X〉. The unity element of A
is the identity element of the monoid 〈X〉.
We turn A into a Lie algebra over F with Lie bracket [f, g] := fg−gf for any
f, g ∈ A. The Lie subalgebra L of A generated by X is the free Lie algebra on
X [16, Theorem 0.5]. Furthermore, L is a proper Lie subalgebra of A. i.e., Not
all elements of A are Lie polynomials in (the elements of ) X . See, for instance,
[16, Theorem 1.4] for some standard characterizations of Lie polynomials in X .
Given a nonempty word w = x1x2 · · ·xm, the length of w is the positive
integer |w| := m, and we define the length of 1 as zero. Given two words
w = x1x2 · · ·x|w| and w
′ = y1y2 · · · y|w′|, because of the linear independence of
the elements of 〈X〉 in A, the equality w = w′ is characterized by the condition
that |w| = |w′| and xi = yi for any i ∈ {1, 2, . . . , |w|}.
Suppose > is a well-ordering on X , with inverse relation denoted by <. Let
w = x1x2 · · ·x|w| and w
′ = y1y2 · · · y|w′| denote two arbitrary elements of 〈X〉.
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We extend the relation > by w > w′ if and only if there exists a positive integer
i that does not exceed min{|w|, |w′|} such that xi > yi and xj = yj for any
positive integer j < i. Given a positive integer i ≤ |w|, the word xixi+1 · · ·x|w|
is called an ending of w, and is a proper ending of w if i > 1. The reader can
infer the analogous definitions for a beginning of w and a proper beginning of
w. A subword of w is either a beginning or an ending of w. The reader may
also infer from here the meaning of proper subword. A limitation of the said
extension of the relation > is that there is no sensible conclusion if one of w
and w′ is a proper subword of the other. Thus, we define the relation ⊲ on 〈X〉
by the rule w ⊲ w′ if and only if ww′ > w′w. Naturally, we denote the inverse
relation of ⊲ by ⊳.
Given a word w on X , denote by Ew the set of all proper endings of w. The
word w is regular if, for any b ∈ Ew, if a is the proper beginning of w such that
w = ab, then w ⊲ ba. Note that the elements of X are vacuously regular. Let
B be the set of all regular words on X . Arguably the most important property
of regular words is in the following.
Proposition 2.1 ([17, Theorem 2.8.3]). Let w ∈ B, and let d ∈ Ew such that
|d| = max{|b| : b ∈ B ∩Ew}. (5)
If c is the proper beginning of w such that w = cd, then c ⊲ d and c ∈ B.
That is, if d is the length-maximal proper ending of w that is also regular,
then the beginning c that remains after removing d from w is also regular. Also,
the maximality condition (5) for d implies that the “factoring” w = cd of w is
unique. We shall call this the regular factoring of w. This notion allows us to
define the following important concept relating regular words to Lie polynomials.
Definition 2.2. For each x ∈ X , we define JxK := x ∈ L. Let w ∈ B with
regular factoring w = cd. Suppose that for any w′ ∈ B with |w′| < |w|, the Lie
polynomial Jw′K has been defined. Then
JwK := [JcK, JdK] .
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We call JwK the bracketing of the regular word w. Also, for any S ⊆ B, we
define
JSK := {JwK : w ∈ S}.
The significance of regular words is because of the following classical result.
Proposition 2.3 ([14, Theorem 2.1]). The elements of JBK form a basis for
the F-vector space L.
Regular words on two generators. From this point onward, we assume that
|X | = 2. Denote the distinct elements by u and v, and we use the ordering
v > u in constructing the regular words. We mention the following useful
property of regular words.
Proposition 2.4 ([17, Theorem 2.8.1]). If the words a and b are regular and
a ⊲ b, then ab is regular.
The generators v and u are regular with v ⊲ u. By Proposition 2.4, this is
sufficient to conclude that the product vu is regular. Proceeding by induction,
any word of the form vmun, with m,n ∈ N\{0}, is hence regular.
In particular, given n1, n2 ∈ N\{0}, each of the words vu
n1 and vun2 is
regular. If we further have n1 < n2, then by comparison of the letters at the
(n1 + 2)-th position in each of the words vu
n1 · vun2 and vun2 · vun1 , we have
vun1 · vun2 > vun2 · vun1 .
Then vun1 ⊲ vun2 , and by Proposition 2.4, the word vun1vun2 is regular. As
will be relevant in later proofs, we collect these special types of regular words
into the sets
C := {vun1vun2 : n1, n2 ∈ N, n1 < n2, n2 ≥ 1},
D := {vun : n ∈ N\{0}},
which are actually subsets of B.
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If g is a Lie algebra over F and if x ∈ g, the map ad x : g → g is the linear
map defined by the rule y 7→ [x, y]. If m,n ∈ N\{0}, then using the definition
of regular words and the Lie algebra axioms, the identities
JvmunK =
(
(ad v)m−1 ◦ (−ad u)n
)
(v) , (6)
Jv2un+1K =
[
Jv2unK, u
]
− JvuvunK, (n ≥ 2), (7)
JvumvunK = [JvumK, JvunK] , (8)
Jvumvun+1K = [JvumvunK, u]− Jvum+1vunK, (m ≤ n− 2), (9)
Jvun−1vun+1K =
[
Jvun−1vunK, u
]
, (n ≥ 2) (10)
hold in L. The proofs involve elementary arguments proceeding from the defi-
nition of a regular word, and also some routine computations and induction.
Lemma 2.5. For any w1, w2 ∈ X ∪ D, there exists ε ∈ {−1, 0, 1} and some
w ∈ C such that
[Jw1K, Jw2K] = εJwK. (11)
Proof. We first deal with the case w1, w2 ∈ D, in which, there exist n1, n2 ∈
N\{0} such that w1 = vu
n1 and w2 = vu
n2 . If n1 < n2, then w = w1w2 ∈ C ⊆
B, and according to (8), we have JwK = [Jw1K, Jw2K]. By taking ε = 1, we get
(11). If n1 > n2, we take ε = −1, and w = w2w1 ∈ C ⊆ B. We get (11) by
(8) and the skew-symmetry of the Lie bracket. If n1 = n2, then take ε = 0 and
any w ∈ C. This completes the proof for our first case. The remaining cases to
be checked are when w1 ∈ X or w2 ∈ X . If both conditions hold, then we take
w = vu and ε can be any element of {−1, 0, 1} depending on the combination
of values of w1 and w2. It is routine to check these specific cases, and make use
of the Lie algebra axioms. Because of the skew-symmetry of the Lie bracket,
we are only left with the case w1 = u and w2 ∈ D and the case w1 = v and
w2 ∈ D. In either case, there exists n ∈ N\{0} such that w2 = vu
n. If w1 = u,
then we take ε = −1, and w = vun+1, with regular factoring w = vun · u, and
such that
εJwK = −Jvun+1K = − [JvunK, u] = [u, JvunK] = [Jw1K, Jw2K] .
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By a similar argument and similar computations, for the case w1 = v and
w2 = vu
n, we take w = v2un and ε = 1.
3. Reordering in the algebra U , and some consequences
The reordering formula (2), by induction, can be generalized into
ylxm = xm(y −m)l. (12)
Given a ∈ U , we denote by F [a], as is customary, the subalgebra of U generated
by a, which is isomorphic to the polynomial algebra over F in one variable. The
expression (y −m)l in the right-hand side of (12) is an element of F [y], and so
the usual binomial theorem applies to this element, and we further have
ylxm =
l∑
t=0
(
l
t
)
(−m)l−txmyt. (13)
The significance of the reordering formula (13) is that it gives us the structure
constants of the algebra U with respect to the basis (3). That is, if we take two
arbitrary basis elements xkyl and xmyn from (3), we have
xkyl · xmyn = xk(ylxm)yn =
l∑
t=0
(
l
t
)
(−m)l−txk+myt+n. (14)
By some routine computations that make use of (14), the structure constants
of U as a Lie algebra are given by the relation
[
xkyl, xmyn
]
=
l∑
t=0
(
l
t
)
(−m)l−txk+myt+n −
n∑
s=0
(
n
s
)
(−k)n−sxk+mys+l. (15)
Setting l = 1 = n in (15), we have
[
xky, xmy
]
= (k −m)xk+my. (16)
Let K be a subfield of F and let S ⊆ U . Throughout, by the K-linear span of
S, or in symbols SpanK S, we refer to the set of all finite linear combinations
of elements of S (regardless of the cardinality of S) with scalar coefficients from
K. Under this interpretation, the algebra U being the F-linear span of the basis
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(3) is consistent with the formulation of the Diamond Lemma [3], which was
used to obtain the said basis from the standard presentation of U . The relation
(16) implies that the F-linear span R of all elements of U of the form
xky, (k ∈ N\{0}), (17)
is closed under the Lie bracket, and is hence a Lie subalgebra of U .
For the next computations, we shall make use of the following.
Assumption 3.1. The field F contains a subfield isomorphic to Q.
Thus, char F = 0 and the nonzero integers have multiplicative inverses.
Using (16) and induction, the relation
xn+2y =
1
n!
(−ad xy)n(x2y) (18)
holds in U for any n ∈ N. Based on (18), every basis element of R from (17)
is a Lie polynomial in xy and x2y. Since R is generated by two elements, there
exists a Lie ideal B of the two-generator free Lie algebra L such that R = L/B,
and that the kernel of the canonical Lie algebra homomorphism L → R with
u 7→ xy and v 7→ x2y is precisely B. In view of the isomorphism R = L/B, we
identify u with xy and v with x2y. Thus, from (18), and also from (6), we have
xn+2y =
1
n!
(−ad u)n(v) =
1
n!
JvunK, (n ∈ N). (19)
A consequence of (19) is that the elements
u, JvunK, (n ∈ N), (20)
form a basis for R. Using (8), (16), and (18), and by routine computations, we
have
JvumvunK = (m− n)
m!n!
(m+ n+ 2)!
Jvum+n+2K, (m ∈ N, n ∈ N\{0}). (21)
As will be relevant in later arguments, setting m = n− 1 in (21), we find that
the relations
Jvun−1vunK +
n!(n− 1)!
(2n+ 1)!
Jvu2n+1K = 0, (n ∈ N\{0}), (22)
hold in R.
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Proposition 3.2. The direct sum F [x]⊕R is a Lie subalgebra of U .
Proof. Showing that F [x] ⊕R is closed under the Lie bracket will suffice. Be-
cause we have already shown that R is a Lie subalgebra of U , using the Lie
algebra axioms, and the fact that F [x] is a commutative subalgebra of U , we
only need to show that the Lie bracket of an element of F [x] with an element of
R is an element of F [x] ⊕R. Because of the bilinearity of the Lie bracket, we
only consider basis elements. Among the basis elements (3) of U , those with
l = 0 form a basis for F [x], while those with l = 1 form a basis for R. Hence,
the sum F [x]⊕R is indeed direct. Among these basis elements, let a be a basis
element of F [x], and b be a basis element of R. Then there exist k,m ∈ N\{0}
such that a = xk and b = xmy. By the skew-symmetry of the Lie bracket, we
only need to show [a, b] ∈ F [x]⊕R. By (15), we have
[a, b] =
[
xk, xmy
]
= kxk+m ∈ F [x]⊕R.
For each n ∈ N, define Fn as the F-linear span of all basis elements x
kyl of
U from (3) such that l ≤ n. As an immediate observation, note that F0 = F [x]
and F1 = F [x]⊕R ⊕ SpanF {y}.
If g1 and g2 are vector subspaces of a Lie algebra g over F, then by [g1, g2]
we mean the F-linear span of all elements [a, b] such that a ∈ g1 and b ∈ g2. A
sequence (gn)
∞
n=0 of vector subspaces of g is said to an N-filtration of g if, for
any p, q ∈ N, we have
gp ⊆ gp+1,
[gp, gq] ⊆ gp+q,
∞⋃
n=0
gn = g.
Proposition 3.3. The sequence (Fn)
∞
n=0 of vector subspaces of R is an N-
filtration of R.
Proof. Let p, q ∈ N. The relations Fp ⊆ Fp+1 and
∞⋃
n=0
Fn = R follow from the
definition of the vector subspaces in (Fn)
∞
n=0, while the relation [Fp,Fq] ⊆ Fp+q
follows immediately from (15).
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4. A presentation for the Lie algebra R
Our goal is to obtain a presentation for R by generators and relations. We
start with some computations and results in the free Lie algebra L. For each
n ∈ N\{0}, we define
an :=
n!(n− 1)!
(2n+ 1)!
∈ Q,
αn := Jvu
n−1vunK + anJvu
2n+1K ∈ L.
Denote by A the Lie ideal of L generated by {αn : n ∈ N\{0}}.
Remark 4.1. Since the relations (22) hold in R, for each n ∈ N\{0}, we have
αn ∈ B. Consequently, A ⊆ B.
Towards the other set inclusion, we have a couple of lemmas.
Lemma 4.2. For each w ∈ C, there exists β ∈ A such that
JwK − β ∈ SpanQ (X ∪ JDK) . (23)
Proof. Let w ∈ C. Then there existm,n ∈ N with n ≥ 1 such that w = vumvun.
We first deal with the casem 6= 0, and here we use induction on n. The smallest
possible value of n in such a case is n = 2, and for vumvun to be regular, the
only possibility is that m = 1. Using the definition of α2, we have
Jvuvu2K = α2 − a2Jvu
5K, (24)
where α2 ∈ A and a2Jvu
5K ∈ SpanQ (X ∪ JDK). Suppose that for some
n ∈ N\{0}, all regular words of the form vumvun satisfy the statement. We
proceed with taking sub-cases depending on the value of m. First, we consider
the casem ≤ n−2. In this case, both m andm+1 are strictly less than n. Then
the words vumvun and vum+1vun are regular and both satisfy the inductive
hypothesis. Thus, there exist β1, β2 ∈ A, some c1, c2, . . . , cp, e1, e2, . . . , eq ∈ Q,
and some h1, h2, . . . , hp, k1, k2, . . . , kq ∈ N\{0} such that
JvumvunK = β1 +
p∑
s=1
csJvu
hsK, (25)
Jvum+1vunK = β2 +
q∑
t=1
etJvu
ktK. (26)
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We substitute (25) and (26) into (9). In the resulting equation, Lie polynomials
of the form
[
JvuhsK, u
]
appear. Regarding these Lie polynomials, observe that
the regular factoring of the regular word vuhs+1 is vuhs+1 = vuhs · u, and so[
JvuhsK, u
]
= Jvuhs+1K. From these observations we get the simplified equation
Jvumvun+1K− ([β1, u]− β2) =
p∑
s=1
csJvu
hs+1K−
q∑
t=1
etJvu
ktK, (27)
where [β1, u]− β2 ∈ A, and the right-hand side of (27) is in SpanQ (X ∪ JDK).
If m = n− 1, then we substitute (25) into (10), and we obtain
Jvumvun+1K− [β1, u] =
p∑
s=1
csJvu
hs+1K ∈ SpanQ (X ∪ JDK) ,
where [β1, u] ∈ A. If m = n, then we simply use the definition of αn+1 to obtain
Jvumvun+1K− αn+1 = −an+1Jvu
2n+3K ∈ SpanQ (X ∪ JDK) .
This completes the induction for the case m 6= 0. Suppose m = 0. The smallest
possible value of n is 1, and from the definition of the generators of A, we have
Jv2uK − α1 = a1Jvu
3K ∈ SpanQ (X ∪ JDK). Suppose the statement holds for
some n ∈ N\{0} with m = 0. Then there exists γ1 ∈ A, some f1, f2, . . . , fP ∈ Q,
and some m1,m2, . . . ,mP ∈ N\{0} such that
Jv2unK = γ1 +
P∑
s=1
fsJvu
msK. (28)
Since we have proven the statement for the case m 6= 0, which is applicable to
the regular word vuvun, there exists γ2 ∈ A, some g1, g2, . . . , gQ ∈ Q, and some
n1, n2, . . . , nQ ∈ N\{0} such that
JvuvunK = γ2 +
Q∑
t=1
gsJvu
nsK. (29)
Similar to the proof for the case m 6= 0 with m ≤ n− 2, we substitute (28) and
(29) into (7). We get an equation similar to (27), which asserts that
Jv2un+1K− ([γ1, u]− γ2) ∈ SpanQ (X ∪ JDK) ,
where [γ1, u]− γ2 ∈ A.
12
Our next step is to extend Lemma 4.2 from C to B.
Lemma 4.3. For each w ∈ B, there exists β ∈ A such that
JwK − β ∈ SpanQ (X ∪ JDK) . (30)
Proof. Let w ∈ B. We use induction on |w|. If |w| = 1, then take β = 0 ∈ A
and use the fact that JwK = w ∈ X . Suppose that for some n ∈ N\{0}, all
regular words of length strictly less than n satisfy the statement. Let w be any
regular word with |w| = n. If w = ab is the regular factoring of w, then using
the inductive hypothesis, we write the regular words a and b as
JaK − β1 =
p∑
s=1
csJxsK, (31)
JbK− β2 =
q∑
t=1
etJytK, (32)
for some β1, β2 ∈ A, where cs, et ∈ Q and xs, yt ∈ X∪D for all s, t. Substituting
(31) and (32) into the equation JwK = [JaK, JbK], and using the bilinearity of the
Lie bracket, we obtain
JwK − β =
p∑
s=1
q∑
t=1
(cset) [JxsK, JytK] , (33)
where β = [β1, β2] + [β1,
∑q
t=1 etJytK] + [
∑p
s=1 csJxsK, β2] ∈ A. Consider an
arbitrary term (cset) [JxsK, JytK] in the right-hand side of (33). The scalar coef-
ficient is in Q. By a routine check on all the possible cases, the Lie polynomial
[JxsK, JytK] is one of
[u, v] , [v, u] , (34)
[u, Jvun2K] , [Jvun1K, u] , (35)
[v, Jvun2K] , [Jvun1K, v] , (36)
[Jvun1K, Jvun2K] , (37)
for some n1, n2 ∈ N\{0}. By some routine computations using the skew-
symmetry of the Lie bracket and the properties of the bracketing of elements
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of D and of C, each Lie polynomial of the form (34) or (35) is equal to εz1 for
some ε ∈ {−1, 1} and some z1 ∈ D, and that each Lie polynomial of the form
(36) is equal to δz2 for some δ ∈ {−1, 1} and some z2 ∈ C. By Lemma 2.5,
each Lie polynomial of the form (37) is equal to ηz3 for some η ∈ {−1, 0, 1} and
some z3 ∈ C. By these observations about (34) to (37), we can rewrite (33) as
JwK−β = w1+w2 for some w1 ∈ SpanQ JDK and some w2 ∈ SpanQ JCK. But by
Lemma 4.2, there exists γ ∈ A such that w2 = γ+w3 for some w3 ∈ SpanQ JDK.
Then JwK− (β + γ) = w1 +w3 ∈ SpanQ JDK, where β + γ ∈ A. This completes
the induction.
Theorem 4.4. The Lie algebra R has a presentation with generators u, v and
relations αn = 0 for all n ∈ N\{0}.
Proof. Showing that the elements in {αn : n ∈ N\{0}} generate the defining
Lie ideal B of R, or equivalently A = B, will suffice. In view of Remark 4.1, we
only need to show B ⊆ A. Let w ∈ B. We write w as an F-linear combination
of the basis elements of L from JBK, and to each basis element that is not in
JDK appearing in the linear combination we apply Lemma 4.3. The result is
w − β =
p∑
s=1
csJvu
nsK (38)
for some β ∈ A, where cs ∈ F for all s. Applying the canonical Lie algebra
homomorphism L → R on both sides of (38), we obtain 0 =
∑p
s=1 csJvu
nsK
where JvunsK is a basis element of R from (20) for any s. Then cs = 0 for any
s, and substituting these values to (38), we get w = β ∈ A.
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