A new paradigm for automatic non-photorealistic rendering is introduced in this paper. Non-photorealistic rendering (NPR) 
Introduction
Non-photorealistic rendering can produce schematic representations of scenes that include only the relevant geometric information, clarifying shapes and focusing attention. This means simple sketches that suffice to visually communicate geometry and omit secondary scene information. Mimicking artists abilities involved in the drawing process well defined formation rules can be deducted and then reproduced by automatic computer graphics algorithms. For example, pen-and-ink drawings can be artificially generated by adequately placing individual strokes over the image, see [21, 18, 22] and references therein. Varying the density and direction of strokes a wide range of textures can be achieved that represent different materials, illumination conditions, shapes, etc.
Existing NPR approaches can be categorized in two groups depending on the type of input they use: image or object based. 1 Image based approaches use 2D gray level information to generate the renderings, e.g. [18, 19] . As any type of image can be used much more complex models can be considered (e.g. real scenes, landscapes, faces, etc.) but no geometric information can be inferred from the images themselves. On the other hand, object based techniques work directly with 3D models, e.g. [22, 6, 16, 13, 10, 17] . They have full access to the geometry (which is essential to represent shape) but are limited to computer generated scenes.
We then propose to have the best of both worlds, considering an hybrid system where images and the geometry are simultaneously available. These two sources are obtained from a calibrated stereoscopic system that provides the images and the corresponding 3D reconstruction as inputs to guide the rendering. Although stereo reconstruction may not be accurate enough for many applications, we show that the shape information needed to generate pen-and-ink illustrations can be obtained from a stereoscopic system.
Regarding the rendering stage, there are two basic illustration principles that properly combined convey the desired appearance to pen-and-ink drawings: density and orientation of strokes. 2 Varying the hatch density we can represent different tonalities or illumination conditions ranging from bright (no hatching), to dark or shadowed areas (densely crosshatched). Orientation carries the shape information, and stroke directions that follow the projection of principal directions of the surface are known to be appropriate 1 Another possible categorization of NPR algorithms is according to the degree of user intervention they require. Some just assist the user in the generation process, others (the vast minority) are fully automatic. The one we propose here belongs to the small yet very important class of fully automatic algorithms. 2 Additional features that further enhance the drawings may include silhouette drawing, edge tracing, etc. in representing shape [14] . This is the approach taken in [17, 10, 13, 16] and the one we follow here. Given then a target tonal value and a preferred orientation, what the rendering process does is find the appropriate combination of strokes that achieves that particular configuration. The target tone and orientation combinations are obtained from the stereoscopic system.
Algorithm Overview
The main steps of the proposed NPR from stereo algorithm are the following:
1. Reconstruct the 3D surface given the pair of images and the calibration data. Once we have the surface, normals and principal directions can be readily obtained. This is addressed in Section 2. 2. Compute required tone and orientation combinations from the geometry and image domains provided by the stereoscopic system. These, which are just particular examples of the information that can be extracted from the stereo data, are further described in Section 3.
3. The last step in the pipeline is the rendering itself. Here we use a texture synthesis algorithm guided by the illumination and orientation values computed in the previous step. This is described in Section 4.
Given a calibrated image pair, the reconstructed surface and its differential properties (normals and principal directions) can be obtained in many ways. Likewise, the rendering stage can be performed using various existing techniques (e.g. individual stroke placement, texture synthesis, etc). What is important and the main idea we want to present here is the concept of combining both sources of information (2D and 3D) as input to guide the synthesis of non-photorealistic renderings. As an example, we describe in this paper a particular realization of a system of this kind. Various examples are presented in Section 5.
Solving the Stereo Problem
Given a stereo pair of images (I 1 , I 2 ) and corresponding calibration data we can reconstruct 3D scene coordinates up to a given transformation. The type of reconstruction (Euclidean, affine, or projective) depends on the calibration data available. We will assume that intrinsic and extrinsic camera parameters are known so Euclidean reconstruction can be performed. See [8, 9, 11] for details. Any 3D space point X = (x, y, z) projects into both camera retinal planes as m 1 (u, v) ∈ I 1 and m 2 (u , v ) ∈ I 2 , where (u, v) and (u , v ) are 2D coordinates expressed in the systems attached to the first and second image planes, respectively.
in the second image, where U (u, v) and V (u, v) are the so called horizontal and vertical disparities. If disparities are known, 3D coordinates can be analytically obtained by solving the stereo reconstruction formulas. We compute disparities using a variational energy approach that recovers a dense disparity map from a set of two weakly calibrated stereoscopic images [1] . We can then solve the reconstruction formulas and get the surface coordinates in parametrized form:
Principal curvatures and directions are the eigenvalues and eigenvectors of the shape operator I −1 II, where I and II are the first and second fundamental forms of the surface:
The one we just described, is the straight forward approach to compute normals and principal directions from stereo. Another approach may be to obtain normals and principal directions directly from the images without actually reconstructing the 3D surface. This was done in [3] , but poor principal curvature estimates were obtained. A third alternative is to follow the variational approach in [7] that directly computes the surface (in implicit form) given an arbitrary number of images. Having an implicit representation of the surface makes it easier to obtain normals and principal directions.
Guiding the Rendering Stage
This section describes how to obtain tone and orientation values to guide the rendering stage using image and object domain features provided by the stereoscopic system. Before starting, we note that the reconstructed surface S(u, v) is somewhat noisy, so a smoothing step is required before computing any of the differential quantities presented in the previous section. As pointed out in [13] , important scene features are better captured by tone variations, while directions only provide a low resolution field that indicates general object shape. Accordingly, we perform a small amount of smoothing before computing normals (so we keep relevant features), and apply a bigger amount of smoothing before computing principal directions (so we obtain a lower resolution direction field).
Computing Illuminations
Tone values at each image point are obtained by projecting surface normals into the viewing direction. This gives bright values for fronto-parallel surface points and increasingly dark values for points approaching object silhouettes. We can also exploit the image based side of our approach and extract illumination features from the images themselves. Although we could use any of the techniques reported in image based rendering, for the examples in this paper we simply detect dark image regions by thresholding. 4 Other relevant image features may include texture, edges, object segmentation, etc. 5 Feature extraction can be made more robust by combing estimates from both stereo images, we have not explored this option, but it can certainly improve the results. By merging illumination information extracted from both sources, we obtained the target tone image that will guide the rendering. We now describe how to get the target orientations.
Computing Orientations
As mentioned in Section 1 directions that follow the projection of principal directions of the surface are known to be appropriate in representing shape. We already know how to compute principal directions from stereo, except that at umbilic points they are not defined (all directions are principal), so solving the eigenvalue problem is ill-posed. In the actual computation we get a condition number that indicates presence or proximity to an umbilic point. We therefore discard the unreliable estimates and provide a method for filling-in the missing values. A similar approach was taken in [13] . In the end we need to project 3D principal directions into the image plane, therefore, we choose to apply the fill-in procedure after the projection step and the particular technique we use is based on the variational vector diffusion approach [20] .
LetÛ(u, v) be the (projected) principal direction field estimate obtained by solving the eigenvalue problem described in Section 2. A regularized U field is then obtained as the minimizer of the following energy:
The first component in this equation is a fidelity term that forces the minimizer to be close to the estimateÛ. The second component is the regularizing term that guarantees smoothness. The weighting factor ω accounts for the accuracy of the estimateÛ, the idea is to leave accurate values unchanged (ω = 1) while allowing those that are unreliable to evolve (ω=0). Computing the Euler-Lagrange for the energy in Equation (3) we obtain the minimizing, unitypreserving, evolution:
The steady state solution of this system will provide a suitable 2D direction field for guiding the rendering stage.
At this point we have completely determined target tone and orientations by simultaneously using image and object space features. When actually doing the synthesis we will only have a discrete number of different tones (dictated by the particular texture set we are using), so we need to threshold illumination values into the available number of tones. 6 The same happens for orientation values, we only have a discrete number of possible orientations. For the examples in Section 5 we use 6 and 8 different illumination levels (depending on the texture set) and 180 orientation values.
Non-photorealistic Rendering
Two methods can be used to generate stroke based image renderings. The first is to individually place each stroke on the target image until the desired target appearance is reached. Bright areas of the image would require fewer strokes, less density, while darker or shadow areas would require denser stroke concentrations. To achieve higher density levels we can decrease the distance among adjacent strokes or we can even superpose them in different directions (cross hatching). Systems that used individual placing of stokes were studied in [18, 21, 22, 13] .
The second approach is to use a set of pre-generated stroke textures and apply a texture synthesis algorithm to reproduce those patterns throughout the image. By using different texture sets a variety of rendering styles can be obtained. This is the approach used in [16, 10] for objectspace rendering (texture mapping on 3D surfaces). This simpler approach is easy to implement and is the one we use here. Observe that we only need to select a basic set of textures and then run a standard texture synthesis algorithm, we describe the specific algorithm in the next section.
For every possible combination of tone and orientation we need to provide a sample texture that achieves that particular configuration. Textures with different tones are achieved by varying the density of strokes, we then simply pre-rotate each of them to get all the possible orientations. This way we have a 2D bank of texture samples, each representing a particular combination of tone and orientation, see Figure 1 . Given a particular target tone and orientation we have to choose the corresponding texture sample from the bank to perform the synthesis.
Texture Synthesis Rendering
Among many texture synthesis algorithms considered [2, 5, 4, 12, 15] , patch based algorithms probed to be the most effective for the type of textures we are interested in. Patchbased texture synthesis algorithms generate the output image by pasting together patches of the sample texture. Two such algorithms are [4] and [15] , we mainly follow the latter.
Let I d,i (u, v) denote the sample texture corresponding to direction value d and illumination value i (both take integer values). 7 I synth (u, v) will denote the output synthesized image. P k is a square patch of I d,i (u, v) of size w × w. For each patch P k we denote its boundary zone by B P k . E k denotes a square patch of I synth (u, v) of size w × w with boundary zone B E k . The boundary zones represent the overlapping regions between adjacent patches, see Figure 2 .
The patch P k matches E k if the distance between their overlapping boundary zones is below some threshold value . The set of matches for the patch E k is then defined as:
With these definitions, the patch based algorithm works as follows: • Randomly select a patch from the corresponding sample image I d,i (u, v) and paste it in the upper left corner of I synth (u, v).
• Build the set φ k of all patches P k ∈ I d,i (u, v) whose boundary zone B P k matches the current position patch boundary B E k . Select one patch from φ k at random and paste it into the output image I synth (u, v).
• Repeat until the whole image I synth (u, v) is covered.
To build the set φ k the search is done using an approximate p-nearest neighbor algorithm for which fast structures and routines are readily available. The best candidate is chosen at random from these p-nearest neighbors and pasted into the output I synth (u, v). The search space dimension is the number of pixels in B P k and the whole sample image space is considered.
Data Sets and Examples
We used three calibrated stereo data sets. The first two are real faces and the third one is a concrete bust of Buffalo Bill. Stereo pairs and corresponding renderings are shown in Figures 4, 5 and 6 .
The synthesis stage was run with two different texture sets. Set 1 was obtained from [16] (see Figure 1) , the second set is shown in Figure 3 . These sets have 6 and 8 different tone values respectively, and were pre-rotated to 180 different directions.
Summary and Discussion
We presented an automatic system for the generation of pen-and-ink illustrations given a calibrated stereoscopic system. We simultaneously use gray level information from the images as well as geometric features extracted from the stereo reconstruction to guide a texture synthesis algorithm that generates the renderings.
The main idea is general in the sense that we could have used any stereo reconstruction procedure and any rendering technique (e.g. individual placement of strokes, other textures sets for the synthesis, etc.) to obtain the results. The emphasis is in the idea of using both sources of information to guide the rendering stage and the fact that a stereoscopic system can provide them both with enough accuracy for this particular task. Although the required minimum to perform the 3D stereo reconstruction are two images, if more are available, better 3D models can be obtained, therefore better geometry estimates would guide the rendering stage.
Let's conclude by mentioning that the approach in [19] is similar in nature to ours, the difference being that a single image is used. Therefore, external user action was needed to provide the directional fields that guide the rendering. We propose to get those fields from the stereo reconstruction without requiring any user input, thus presenting a fully automatic approach. 
