The simulated Kalman filter (SKF) algorithm is shown in Fig. 1 . The algorithm started with initialization of n agents, in which the positions of each agent are initialized randomly in the search space. The maximum number of iterations, tmax, is defined as the stopping condition for the algorithm. The initial value of error covariance estimate, , the process noise value, , and the measurement noise value, , which are needed in Kalman filtering, are also determined during initialization stage. After that, each agent is subjected to fitness evaluation to generate initial solutions. The fitness values are checked and the agent owning the best fitness value at every iteration, t, is recorded as Xbest(t). For function minimization problem,
The best-so-far solution in SKF is named as Xtrue. The Xtrue is updated only if the Xbest(t) is better ( for minimization problem, or for maximization problem) than the Xtrue. The subsequent computations are basically identical to the prediction, measurement, and estimation procedures in Kalman filter. In the prediction stage, the following time-update equations are calculated:
where Xi(t) and Xi(t|t) are the previous state and predicted state, respectively, and P(t) and P(t|t) are previous error covariant estimate and predicted error covariant estimate, respectively. Note that the error covariant estimate is influenced by the process noise, Q.
The next step is measurement, which is a feedback to estimation process. Measurement is modelled such that its output may take any value from the predicted state estimate, , to the true value, . Measurement, Zi(t), of each individual agent is simulated based on the following equation:
The term provides the stochastic aspect of SKF algorithm and is a uniformly distributed random number in the range of . The final step is the estimation. During this step, Kalman gain, , is computed as follows: ( 5 ) Then, the estimation of next state, Xi(t+1), is computed based on Eqn. 6 and the error covariant is updated based on Eqn. 7.
(6) (7) Finally, the algorithm will continue the search process until the maximum number of iterations, tmax, is reached.
Opposition-based learning (OBL) was invented by Tizhoosh and effectively adapted in optimization algorithms [6] . The concept of OBL is to concurrently assess the current solutions and its opposite solutions in order to obtain a better approximation of the current candidate solutions. Fig. 2 illustrates the opposite point which is determined in domain [a,b] . Let x [a,b] be a real number. The opposite number ox is determined as:
In the original OBL concept, the agents and their opposite agents are asymmetric on the midpoint within These opposite agents might possibly flee from the global optimum, which leads to decrease the contribution of opposite agents. Therefore, opposition-based learning using the current optimum (COOBL) was proposed by Xu et al. to address this drawback [10] .
The significant difference is the formation of opposite population in COOBSKF is depends on the best-agentso-far which is identified by fitness calculation on particular objective function. The opposite population is generated using Eqn. 9. (9) where xco is the best-agent-so-far or current optimum agent.
The original SKF is selected as a parent algorithm and the COOBL strategy is embedded in SKF to boost its performance. The COOBL is employed at one stage of SKF algorithm which is after estimation process of the SKF. This implementation generated opposite population which is potentially fitter compared to the current ones. Fig. 3 shows the flowchart of the current optimum opposition-based simulated Kalman filter (COOBSKF).
Initially, COOBSKF generates randomly initial population or candidate solutions. The initial value of error covariance estimate, , the process noise value, , the measurement noise value, , and jumping rate value, Jr, are also determined during initialization stage. Then, the fitness of agents in the population is calculated based on objective function. After that, Xbest(t) and Xtrue are updated based on the SKF algorithm steps. The algorithm continues with prediction, measurement and estimation.
After that, the COOBL is applied to the current solution in order to check a potential solution on opposite side. This action is performed probabilistically influenced by a parameter known as the jumping rate, Jr . Jr is a control parameter assign to form or ignore the formation of opposite population at specific iteration. The following jumping condition is considered: if rand < Jr then apply COOBL else check stopping condition else where rand is a random number in the range of [0, 1] . Within this stage, if opposition condition is met, the respective opposite population is formed according to Eqn. 9. Then, the best agents for next generation will be selected as follows: (10) Finally, the process of searching for optimum solution continued until the maximum number of function evaluations is reached.
The ARX model is the simplest model describing input to output path as a linear difference equation. The ARX model is defined as:
where y(t) and u(t) are output and input variables, respectively, A(q) and B(q) are polynomials in the backward shift operator, q -1 , (t) is a Gaussian white noise, and n and m are the order of polynomial A(q) and B(q), respectively. A linear differential equation can be derived from Eqn. 11 as follows: 
The time shifted in z-transform is given by Eqn. 15.
The Eqn. 14 can be rewritten as follows:
The transfer function is then the ratio of output, Y(z) to input, U(z) and is called as G(z).
In the beginning phase of the SMOPE-COOBSKF, certain parameters are initialized. The initial placement of agents is randomly located in a search space. The SMOPE-COOBSKF enables the computation of model order and parameters values to be done concurrently. This is achievable through the way of the problem is employed in this technique is shown in Table 1 . Each agent represents the model order and parameter values of the ARX model. The transfer function of the ARX model used is based on Eqn. 17. a b n m is considered. This is based on the transfer function form of a physical system, in which the order value of poles (n value) must be the same or greater than the order of zeroes (m value). In this method, maximum order of 9th is considered. Table 2 specifies which ARX equation parameters should be considered for any chosen number of order, n. A set of 45 mathematical models are tested according to n value and the best mathematical model is selected based on the highest fitness value.
As an example, if the model order chosen at first dimension is 2, then n value is 2, and the computations will involve two mathematical models, which are
