Inverse Reinforcement Learning (IRL) is the task of learning a single reward function given a Markov Decision Process (MDP) without defining the reward function, and a set of demonstrations generated by humans/experts. However, in practice, it may be unreasonable to assume that human behaviors can be explained by one reward function since they may be inherently inconsistent. Also, demonstrations may be collected from various users and aggregated to infer and predict users' behaviors. In this paper, we introduce the Non-parametric Behavior Clustering IRL algorithm to simultaneously cluster demonstrations and learn multiple reward functions from demonstrations that may be generated from more than one behaviors. Our method is iterative: It alternates between clustering demonstrations into different behavior clusters and inverse learning the reward functions until convergence. It is built upon the Expectation-Maximization formulation and non-parametric clustering in the IRL setting. Further, to improve the computation efficiency, we remove the need of completely solving multiple IRL problems for multiple clusters during the iteration steps and introduce a resampling technique to avoid generating too many unlikely clusters. We demonstrate the convergence and efficiency of the proposed method through learning multiple driver behaviors from demonstrations generated from a grid-world environment and continuous trajectories collected from autonomous robot cars using the Gazebo robot simulator.
Introduction
Inverse Reinforcement Learning (IRL) provides a structured way of learning a reward function to obtain the required complex behavior using demonstrations from experts and the model of the system (Abbeel and Ng 2004; Ng, Russell, and others 2000; Ziebart 2010) . It aims to answer "What possible reward function could have made the expert choose these actions?". This is analogous to figuring out the intent behind the motions of the expert. Recently, several IRL algorithms have been developed (Abbeel and Ng 2004; Russell and Norvig 1995; Ziebart et al. 2008; Ramachandran and Amir 2007) . Among these algorithms, Copyright c 2018, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved.
Maximum Entropy (MaxEnt) IRL (Ziebart et al. 2008 ) employs the principle of maximum entropy to resolve noise and sub-optimality in demonstrated behaviors, which is the case with practical human behavior data. Recently, IRL has been applied to many practical applications including user preference of public transit from data (Wu et al. 2017) , inferring taxi driving route preferences (Ziebart et al. 2008) , and demonstrating complex tasks to robots (Finn, Levine, and Abbeel 2016) .
However, variance in demonstrations may not be simply explained as noise or sub-optimality. On the one hand, the behavior data may be collected from multiple users and aggregated for inference. For example, data aggregation in urban planning is needed due to data scarcity, e.g., routes selected by a traveler over a week may not constitute sufficient statistics. On the other hand, human behaviors may not be explained by one reward function since they may be inherently inconsistent. It is often impractical for a human to consistently demonstrate a task due to, e.g., physiological limitations, and short attention span. In this paper, we consider that variance in demonstrations may be due to more than one cluster of behavior, and different clusters correspond to different reward functions. These clusters may also hint at unmodeled reward feature which, if modeled, would better explain all the demonstrations. To this end, we aim to develop an algorithm that automatically infers the clusters and their corresponding reward functions.
The problem of inverse learning multiple reward functions from demonstrations has been studied in recent works (Nguyen, Low, and Jaillet 2015; Babes et al. 2011; Michini and How 2012) . In general, two classes of algorithms have been developed: Parametric (Babes et al. 2011) and Nonparametric ones (Michini and How 2012) . In (Babes et al. 2011) , the authors derived an Expectation-Maximization (EM) approach that can cluster trajectories by inferring the underlying intent using IRL methods. The method assumes the number of clusters in the demonstrations are known and alternates between the E-step to estimate the probability of a demonstration coming from a cluster, for all combinations of trajectories and clusters, and the M-step to solve several IRL problems for multiple clusters. Without the knowledge of the number of clusters, (Michini and How 2012) proposed to integrate nonparametric clustering with Bayesian IRL (Ramachandran and Amir 2007) with multiple reward functions.
The inference uses the Metropolis-Hasting (MH) algorithm that updates the cluster assignment and the reward function distributions in alternation. This method has been extended in (Shimosaka et al. 2015) to infer driving behaviors given diverse driving environments, characterized by road width, number of lanes, one-or two-way street.
This paper develops an algorithm based on EM and nonparametric clustering for inverse learning multiple reward functions with automatic clustering of demonstrations. Similar to the EM-based IRL (Babes et al. 2011) , we propose to perform soft clustering on the demonstrated dataset. That is, instead of associating a demonstration with a single behavior, we have a probability that a particular demonstration comes from a particular behavior cluster. We use the EM algorithm to associate each demonstration to a distribution of clusters while simultaneously learning their reward functions in the inner loop. At the outer loop, we employ nonparametric clustering to associate demonstrations with clusters and generate new cluster with a nonzero probability to accommodate variance in the demonstrations.
Compared to the existing methods (Babes et al. 2011; Michini and How 2012) , our approach has several advantages. First, our method does not solve multiple IRL problems completely during each iteration in the iterative clustering and IRL procedure, unlike (Babes et al. 2011) . This allows us to achieve computational efficiency since IRL involves solving Reinforcement Learning (RL) problems multiple times and thus is computationally intensive. Second, a resampling technique is introduced to reduce the number of clusters for which the inner loop computation needs to be performed. Based on the property of stochastic EM (Nielsen and others 2000), we prove that convergence (to a local minimum) is still guaranteed.
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Preliminaries
Notations: Let S be a finite discrete set, D(S) is the set of distributions over the support S. We assume that the system (including the environment) is modeled as a Markov decision process (MDP) (S, A, P, r, γ, ρ 0 ) where S is the set of states, A is the set of actions, P : S × A → D(S) is the transition probability, and P (s |s, a) is the probability of reaching s upon taking action a at the state s, r : S × A → R is the reward function, and γ is the discount factor, and ρ 0 ∈ D(S) is the initial probability distribution of states. A memoryless policy is a mapping π : S → D(A) where π(a|s) is a distribution of actions in A. From an MDP M , the policy π induces a Markov chain M π = (S, A, P π , ρ 0 ) where P π : S → D(S) where P π (s |s) = a∈A P (s |s, a)π(a|s). The value of π is the expected discounted return of carrying out the policy π, defined as
where S t and A t are the t-th state and action in the Markov chain M π . It can be computed by V π (s) = a∈A r(s, π(a|s))π(a|s) + γ s ∈S a∈A P (s |s, a)π(a|s)V π (s ). Let the set of memoryless policies be denoted as Π. Given an MDP, the planning objective is to compute an optimal policy π * that maximizes the value:
Maximum entropy inverse reinforcement learning
The inverse reinforcement learning problem in MDPs aims to find a reward function r : S × A → R such that the distribution of state-action sequences under a (near-)optimal policy match the demonstrated behaviors. It is assumed that the reward function r is given as a linear combination of k features {φ i , i = 1, . . . , k} such that ∀(s, a) ∈ S × A : r θ (s, a) = θ · φ(s, a) where θ ∈ R k is a vector of unknown parameters and φ(s, a)
is a vector of features, and the dot · is the inner product. Given a trajectory τ in the form of a sequence ((s 0 , a 0 ), (s 1 , a 1 ), (s 2 , a 2 ), . . . , (s T , a T )) of states s t ∈ S and actions a t ∈ A, for t = 0, . . . , N , the discounted return of this trajectory can be written as
where
is the discounted feature vector counts along trajectory τ and θ · φ(τ ) approximates the discounted return.
One of the well-known solutions to Maximum Entropy IRL problem (Ziebart et al. 2008) proposes to find the policy, which best represents demonstrated behaviors with the highest entropy, subject to the constraint of matching feature expectations to the distribution of demonstrated behaviors.
Let T be the set of trajectories generated by the Markov chain M π where π is the maximum entropy policy, probability of a trajectory ζ under this policy is given by, P (ζ|θ) = exp(r θ (ζ)) τ ∈T exp(r θ (τ )) . Let D be the set of demonstrations. The log likelihood of the demonstrations and its derivative are given by
where D(s, a|θ) is the state-action visitation frequency in the maximum entropy policy induced Markov chain and can be obtained using soft-value iteration (Ziebart 2010) with respect to the current reward parameters θ. Let φ(τ ) be the discounted feature expectation along the trajectory τ i.e.,
The gradient of log likelihood function becomes
whereφ D is the feature expectation of the expert demonstrations andφ π is the feature expectation of the steady state distribution under the maximum entropy policy.
The MaxEnt-IRL initializes the parameters θ randomly and uses gradient descent to maximize the objective L(θ). In linear reward setting, we can interpret the gradient in (3) as the difference between the feature expectation of expert and that of the maximum entropy policy under the current reward function approximation.
The following problem is studied:
Problem 1 We are given an MDP without the reward function, that is, the tuple (S, A, P, γ), and the set of demonstrations D from the expert(s). We assume that each of these demonstrations can arise probabilistically from several different behaviors {c j |j = 1, . . . , m} where m may be unknown. How to simultaneously cluster behavior and inverse learning the reward function of each cluster?
We first present an EM-based approach for IRL with a known number of clusters and then show how to solve the problem when the number of clusters is unknown a priori.
Parametric Behavior Clustering IRL
In this section, we assume the number of clusters is given and develop an algorithm to solve Problem 1. Let C = {c j |1 ≤ j ≤ m} be the set of different behaviors. We assume that there exists a prior probability distribution Ψ over C, i.e., Ψ(c j ) is the probability that a randomly selected demonstration belongs to the cluster c j . Each behavior cluster c j has a unique parameter θ j for its reward function, i.e., r θj (s, a) = θ j · φ(s, a) where it is assumed that the feature vectors among different behaviors are the same φ = [φ j ] n j=1 . Let Θ = {θ j | 1 ≤ j ≤ m} be the collection of reward parameters, one for each behavior. Formally, the data is generated from the distribution P (τ |Θ, Ψ) and takes the form of demonstrations D = {τ j , j = 1, . . . , n}. We formulate the problem of finding the underlying behavior as an EM (College and Dellaert 2002) problem and treat the demonstrations D as the observed data and the class assignment c j (comes from j-th behavior) for each demonstration as the missing data. Our objective is to maximize the probability of obtaining these demonstrations, i.e., P (D|Θ, Ψ). The objective function of our EM algorithm is given by,
Assuming that each demonstration was generated independent of the other, we can rewrite the objective as
We can get (6) from (5) using the EM formulation of the objective function (also shown in appendix) (Dempster, Laird, and Rubin 1977) . To compute the posterior P (c j |τ i , Θ, Ψ) of the cluster distribution we use the Baye's rule and define
where β (t) ij is the probability that demonstration τ i comes from the cluster c j , i.e., P (c j |τ i ) at the t-th iteration of the EM algorithm. Let π j be the MaxEnt policy given the reward function of the j-th cluster. We compute P (τ i |c j , Θ, Ψ) using
where (s t , a t ) ∈ τ i for t ≥ 0 are the state-action pairs in the trajectory τ i . Given no knowledge about the number of demonstrations that come from each behavior, we can initialize the prior Ψ to the maximum entropy solution (uniform distribution), i.e.,
m for all j for the 0-th iteration. At the t-th iteration, t ≥ 1, the objective function can now be written using β (t) ij as,
We update the parameters by performing the M-step.
The objective can be written as,
The first term in the summation is conditionally independent of Ψ given c j and the second term is independent of θ. Hence we can maximize the terms separately as two independent problems. Note that the constraint j Ψ(c j ) = 1 applies to the second term only. We now have two independent problems in M-step: 1) Maximizing the likelihood of demonstrations and 2) Maximizing the likelihood of the prior.
Problem 1: Maximizing the likelihood of the demonstration:
As this objective function is independent of Ψ, we can change the order of summation and maximize the likelihood of the demonstration individually for each cluster c j given the probability β (t) ij of the demonstration τ j in the j-th cluster, for all demonstrations τ j ∈ D.
which is the same as the log likelihood of demonstrations under a single reward function (Ziebart et al. 2008) except that each likelihood is now weighed by β
where φ i is the feature expectation of the i-th demonstration as in (2), D(s, a|θ j ) is the state-action visitation frequency using the maximum entropy policy given reward function θ j · φ(s, a), the termφ D,j is the weighted feature expectation of the demonstrations, andφ πj is the weighted feature expectation of the maximum entropy policy π j given the reward θ j · φ(s, a).
Intuitively, if the probability of a demonstration i coming from behavior j is very low, i.e., β (t) ij is close to zero, then the contribution of the gradient from i-th demonstration to j-th reward parameters is almost zero.
Problem 2: Maximizing the likelihood of the prior
The Lagrangian of Problem 2 is given by,
Setting the derivative of the Lagrangian to zero, we get,
(12) comes from the constraint that the probabilities Ψ(·) must sum to one and m j=1 β (t) ij = 1. In this section, we developed an EM-approach that iteratively updates the prior probability distribution Ψ over clusters and the reward functions of all clusters given the number of clusters is known. Next, we provide a solution to Problem 1 given the number of clusters is unknown.
Non-parametric Behavior Clustering IRL
In this section, we present the Non-parametric Behavior Clustering IRL, i.e., Non-parametric BCIRL, that learns multiple reward functions when the number m of clusters is unknown. We assume each trajectory is generated by an agent with a fixed reward function using the corresponding maximum entropy policy. Similar to (Choi and Kim 2012) , we use the Chinese Restaurant Process (CRP) to learn multiple behavior clusters from data, while the reward function in each cluster is learned through MaxEnt IRL instead of Bayesian IRL. However, a naive alternation between nonparametric clustering and MaxEnt IRL can be computational intensive as solving IRL involves iteratively solving the forward reinforcement learning problem with each gradientbased reward function update. Besides, the number of IRL problems to be solved in each iteration increases with the number of clusters generated. In the worst case, nonparametric clustering can generate multiple clusters, each of which contains only a few demonstrations. To this end, we propose two methods to improve the convergence of behavior clustering and learning of multiple reward functions: First, in the iterative procedure, our algorithm does not solve the complete IRL problem for each cluster. Rather, it alternates between one (or multi-) step update in reward functions and clustering. Thus, it will reduce the computation comparing to the case when one needs to solve multiple IRL during each iteration. Second, we introduce a resampling technique to effectively reduce the number of clusters that need to be considered during each iteration. We show that the convergence can still be guaranteed based on the principle of EM and resampling methods.
Preliminary: CRP The CRP model is a sequential construction of partitions used to define a probability distribution over the space of all possible partitions (Aldous 1985) . The concentration parameter α of CRP controls the probability that a new data-point starts a new cluster. Using the CRP prior, the probability of a demonstration being associated with an existing cluster is proportional to the probability density of demonstrations in that cluster, and that of a new cluster is proportional to the concentration parameter α in (13).
The posterior P (c j |τ i ) is given by
where η is the normalizing constant. This posterior always has a non-zero probability of starting a new cluster at every iteration. At one point, we would need to solve the reinforcement learning problem as many times as the number of demonstrations which is computationally demanding. To alleviate this problem, we use stochastic EM (Nielsen and others 2000) and perform weighted re-sampling/bootstrapping from the posterior to get rid of residual probability masses in new clusters. Moreover, instead of completely solving IRL problems for all clusters during each iteration in the inner loop, we only take one step in the gradient ascent method for solving the IRL problem. We show that the algorithm is guaranteed to converge (to a local minimum due to the EM method) in Appendix.
Algorithm Algorithm 1 concludes our Nonparametric BCIRL that includes the outer loop with nonparametric clustering and the inner loop with stochastic EM for inverse learning multiple reward functions from demonstrations. The weighted resampling is the bootStrap function in line 16 of Algorithm.1. This function is analogous to resampling in particle filter to make the best use of the limited representation power of the particles. This also reduces high time complexity by redistributing the particles at high probability masses and eliminating particles at low probable regions. This re-sampling does not affect the point of convergence (Nielsen and others 2000) since in an expectation over several iterations we would be sampling from the original distribution (β i in the algorithm). Lines 15 and 16 in Algorithm.1 can be interpreted as removing the i-th demonstration from its existing cluster assignment and reassigning them.
The non-parametric BCIRL with CRP not only solves the problem of learning the number of clusters based on the likelihood of the demonstrations but also allows EM to escape local minima created in the beginning. As we will see in the results section, the parametric BCIRL often gets stuck in local minima. Non-parametric BCIRL detects the presence of a new cluster using non-parametric clustering (CRP) and thus saves the efforts of deciding a problem specific threshold variance beyond which we should create a new cluster. Though the parameter α in Algorithm.1 can be seen as a means to set this threshold, it is a robust parameter i.e.the algorithm is stable for a range of values of α.
Experiments and Results
In this section, we demonstrate the correctness and efficiency of the proposed algorithms with experiments. The experiments were implemented on a laptop computer with Intel Core i7-5500U CPU and 8 GB RAM.
Simple Gridworld Task
We first compare our algorithm with the Nonparametric Bayesian IRL (Choi and Kim 2012) on a gridworld of dimension 8 × 8 where each cell corresponds to the state. At any givent time, the agent occupies a single cell and can take the move north, south, east, or west, but with a probability of 0.2, it fails and moves in a random direction. The cells are partitioned into macro-cells of dimension 2 × 2 which are binary indicator features. We generated trajectories using 3 different reward functions. The reward functions are generated as follows: for each macro-cell, with 80% probability, we set the reward to zero and otherwise we set it to a random number from −1 to 1. We generated 1-trajectory for each reward function and compared the performance of the two algorithms. As a performance metric, we find the mean-squared norm of the difference in the feature expectation of the learned behavior and the expert behavior. Since the method in (Choi and Kim 2012) involves solving the IRL problem using Metropolis-Hastings sampling, the convergence of the proposed metric is not monotonic for this
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return θ problem. Fig.1 shows the above comparison. To detect the correct number of underlying clusters, it took on an average (over 100 runs) 13 iterations in hundred runs of the Nonparametric Bayesian IRL while it took only 7 iterations using our Nonparametric BCIRL.
Gridworld Driving Task
In this experiment, we simulate different driving behaviors in a discrete gridworld. The gridworld can be considered as a discretization of the continuous state space. In Fig. 2 , the white cells are occupied by other vehicles, which have ran- domly initialized positions and move at a constant speed. The sequence of maroon cells is a path taken by an agent of interest, who moves faster than the others. Two different driving styles, aggressive and evasive, are demonstrated. An aggressive driver tries to cut in front of other cars after overtaking them while an evasive driver tries to stay as far away from the other cars as possible. To generate demonstrations, we hard code their policies which map states to distributions over the possible actions (right, left, hard-right, hard-left, forward and break), depending on the relative pose of the agent and other cars. The executed action is successful with probability 0.95. Otherwise, the agent stays put with probability 0.05. The aggressive driver has a very high probability to cut in front of other cars while the evasive driver has a high probability to move away from other cars while moving forward. For this task, we use a state action indicator feature for all actions when the agent is far away from the next car, in the vicinity and while overtaking the next car. Also, we use an additional feature-horizontal distance to goal (the right end in Fig.2) .
We ran the Nonparametric BCIRL on a dataset with 25 aggressive and 25 evasive demonstrations and compared it to MaxEnt IRL. In Fig.3 , we compare the value of the objective, i.e., log likelihood of demonstrations given reward function(s), using BCIRL vs. vanilla MaxEnt IRL. The MaxEnt IRL started with a likelihood of 10 −14 and converged at 10 −11 while BCIRL converged at 1.5·10 −3 . In fact, MaxEnt IRL converged to a policy that explains both the behaviors simultaneously and hence the low likelihood of observing the demonstrations under this policy. The behavior learned by MaxEnt IRL can be seen in Fig. 2(e) . We also noted that the parametric BCIRL with the correct number of parameters (2 in our case) often converged to a local minima. That is, it went on to classify all the demonstrations into one cluster and learned the MaEnt IRL solution for that cluster. This, however, does not happen for the nonparametric version since, in the early phase of the clustering process, Dirichlet Process is known to create new clusters to escape these local minima (Murphy 2012).
We expect to see higher time consumed per iteration in case of BCIRL since it solves as many RL problems as the number of clusters in each iteration while the MaxEnt IRL invariably solves only one RL problem per iteration. Using BCIRL, the time per iteration starts with 1.4 seconds (on average) in the first 25 iterations and becomes 0.91 seconds per iteration (on average) in the last 25 iterations. The average time per iteration is 0.4 sec for MaxEnt IRL. It is reasonable since initially, we observed a high number of clusters which then gradually reduced to only two clusters (aggressive and evasive behaviors) in less than 20 iterations. The rest of the iterations learn the reward functions more accurately.
We also observed that the algorithm is very robust to the parameter α of the CRP. BCIRL, with a low value of α, tends to get stuck in the local minima in the initial phases of convergence while a very large value detects the correct number of clusters early on but takes a long time to converge. For all the tasks, we use α = 3 (and values ranging between 3 and 10 gave similar results).
Simulator Driving Task
We collected demonstrations from autonomous robot car driving using the Gazebo simulator in ROS (Quigley et al. 2009 ). We used potential fields (Goerzen, Kong, and Mettler 2010) , a heuristic control, to generate our data set to show that the method extends well even for sub-optimal expert demonstrations with different behaviors.
In potential field approach, the agent is considered as a point under the influence of the fields produced by goals and obstacles. A repulsive potential field is generated by an obstacle to encourage the agent to avoid obstacles, whereas an attractive one is generated by a goal to attract the agent to reach the goal. The force generated by the potential field is applied to the agent to enable reach-avoid behaviors.
We use a linear attractive potential (goal) at the far end of the course. Each car (other than the agent) and either side of the road is associated with a repulsive Gaussian potential. We generate two behaviors similar to the grid world driving task using the potential field in a continuous environment 2 .
1. Aggressive: We use a weaker repulsive potential associated with other cars to allow close interactions. Also, each of the other cars is associated with an attractive potential in front of them to allow the aggressive agent to cut in front of other cars. Aggressive behavior is shown in Fig.4 .
Evasive:
We use one stronger repulsive potential centered at other cars to make our agent be evasive. Evasive behavior is shown in Fig.5 . We generated 25 demonstrations for each behavior. The trajectories obtained from the simulator was discretized into cells of size l × b where l is the length of the car, and b is the width of each lane. With this discretization, we were able to cluster both behaviors in the demonstrations and learn their individual reward functions. The non-parametric behavior clustering algorithm was able to get a demonstration likelihood of 0.041 while the vanilla MaxEnt IRL could only get a likelihood of the order 10 −6 (the value of the objective function after convergence). The experiments took 0.13 secs per iteration for MaxentIRL and 0.81 secs for BCIRL (on average). We expected to get 2 clusters each with aggressive and evasive behaviors. However, there were five clusters each containing 21, 19, 5, 4, and 1 demonstrations. The first two clusters correspond to evasive and aggressive behaviors while the remaining clusters did not belong to any of these behaviors. In fact, this was because these demonstrations were not consistent with the rest in any way due to the use potential field method used to generate them. This is a very important application of Nonparametric BCIRLthough there are inconsistent demonstrations, the algorithm learns from the ones that are consistent with respect to a reward function automatically.
Conclusion and Future Work
We presented the non-parametric Behavior Clustering IRL algorithm which uses non-parametric Bayesian clustering to autonomously detect the number of underlying clusters of behavior and simultaneously cluster demonstrations generated by different behaviors while learning their reward functions. The algorithm is able to cluster different behaviors successfully as long as there exist consistent differences even though several parts of their trajectories are similar. One of the main challenges in extending this method to an arbitrary domain is choosing a feature space such that it has different feature expectations for visibly different behaviors. One possible direction is to find these features using feature construction for IRL (Levine, Popovic, and Koltun 2010) . Besides, it is noted that although discretizing continuous trajectories works well for distinguishing driving style tasks; it does not produce the underlying reward functions for the optimal control problems in the continuous domain. This points towards an extension that integrates IRL for continuous systems such as Guided Policy Search (Levine and Koltun 2013) and Continuous Inverse Optimal Control (Levine and Koltun 2012) . Since this method is made computational more efficient using stochastic EM and resampling, it is applicable to urban planning problems with large data sets, e.g., transit route selection prediction (Wu et al. 2017) , and robot learning from demonstration from experts with different levels of performance.
Appendix: Proof of Convergence
In this section, we show that taking only one step of gradient ascent does not affect the convergence behavior of EM.
First, note that each term in the original objective function given by (5) where, w is the all the parameters we are optimizing over (Θ and Ψ here) and q(y) is any probability distribution q over any variable y. We will use the fact that the KL divergence is a metric which is 0 if and only if q(y) = p(y|τ i , w) and is strictly greater than 0 otherwise for the proof of convergence of one step maximization in EM. In our problem, we have y as the class variable c j .
The Algorithm E-step: Given w (t) , the value of parameter w at iteration t, set q t (y) = p(y|τ i , w (t) ). This makes the KL divergence at iteration t go to 0. The log likelihood is now given by, L t (w) = j p(c j |τ i , w (t) ) ln p(τ i , c j |w)dy − j p(c j |τ i , w (t) ) ln p(c j |τ i , w (t) )dy
Independent of w M-step: Set w (t+1) = w (t) + l · ∇ w L t (w) where, l is the learning factor. This is the gradient ascent update. Lastly , we show the algorithm converges: ln p(τ i |w (t) ) = L(w) + KL q t (c j )||p(c j |τ i , w (t) )
=0 by setting qt=p in E-step
This shows that we still have the monotonic increase guarantee and hence convergence to at least one of the local minima. The M-step is not completely gradient ascent as shown here since we completely maximize with respect to the parameters Ψ. Nonetheless, as long as the likelihood is increased (for the inequality to hold) in the M-step, convergence is ensured.
