The paper exposes some recent new trends in modelling jets-in-crossflow with relevance to film-cooling of turbine blades. The aim is to compare two classes of turbulence models with respect to their predictive performance in reproducing flow physics. The study focuses on anisotropic eddyviscosity/diffusivity models and explicit algebraic stress models, up to cubic fragments of strain and vorticity tensors. The first class of models are DNS-based two-layer approaches transcending the conventional k ε model by means of a non-isotropic representation of the turbulent transport coefficients; this is employed in connection with a near-wall one-equation model resolving the semi-viscous sublayer. The aspects of this new strategy are based on known DNS statistics of channel flows and boundary layers. The other class of models are quadratic and cubic explicit algebraic stress formulations rigorously derived from second-moment closures. The stress-strain relations are solved in the context of a two-layer strategy resolving the near-wall region by means of a non-linear one-equation model; the outer core flow is treated by use of the two-equation model. The models are tested for the film cooling of a flat plate, and are then extended to film cooling of a symmetrical turbine blade by a row of laterally injected jets. Comparison of the calculated and measured wall-temperature distributions shows that only the anisotropic eddy viscosity/diffusivity model can correctly predict the spanwise spreading of the temperature field and reduces the strength of the secondary vortices. The non-linear algebraic stress models were of a mixed quality in film cooling calculations. 
INTRODUCTION
model infers information on the rate of turbulence anisotropy from DNS data and thereby covers the entire viscosity-affected layer. Moreover, unlike in , the proposed one-equation model adopts its length and velocity scales from known DNS data, too. In a second step, the paper introduces a new zonal modelling strategy combining the Explicit Algebraic Stress Models (EASMs) in the outer core flow and the DNSbased one-equation model resolving the near-wall region, also employed in a non-linear form. The first test case studied here represents film cooling of a flat plate by a row of streamwise injected jets. It was studied experimentally by Sinha et al. (1991) , and has been widely adopted as a benchmark for code validation (e.g., Leylek & Zerkle, 1994) . The second case study represents film cooling of a three-dimensional symmetrical blade studied experimentally by Haslinger & Hennecke (1997) , known as the AGTB prototype.
TURBULENCE MODELLING
The Reynolds-stress tensor and the turbulent heat flux are approximated within the context of the k-ε turbulence model, considering both its linear and non-linear forms. The model is coupled with a one-equation model resolving the near-wall viscosity-affected regions. In the linear context, the nearwall model was employed with the conventional eddy viscosity/diffusivity approach as well as with a non-isotropic variant. In both cases the length and velocity scales were inferred from available DNS data. For the sake of consistency, in the EASM context the same one-equation model was employed with an isotropic transport coefficient but with use of a non-linear form. Note that like most of the available DNS-based near-wall turbulence models, the present strategy is developed for attached flows, though with no guarantee on its validity for separated flows. But in the absence of direct simulation data of jet in crossflows, the idea remains the sole reliable alternative. The available flow-field data for this class of flow do exist indeed, but give insufficient information about the viscous sublayer where most of the transport mechanisms take place.
The Two-Layer DNS-Based k ε Turbulence Model
The two-layer approach represents an intermediate modelling strategy between wall functions and pure low-Re number models. It consists in resolving the viscosity-affected regions close to walls with a one-equation model, while the outer core flow is treated with the standard k ε model. In the outer core flow, the usual eddy-viscosity hypothesis is used:
where δ i j is the Kronecker delta, k u i u i £ 2 is the turbulent kinetic energy, and S i j is the rate of strain tensor. For high-Re flows the turbulent transport coefficient Γ i j is conventionally made isotropic and proportional to the square of a velocity scale 
where ν t is known as the isotropic eddy viscosity, ε represents the rate of dissipation of k, and C µ stands for a model constant. The distributions of k and ε are determined from the conventional model transport equations (Jones & Launder, 1972) , and standard values can be assigned to the model constants. In this flow region the turbulent Prandtl number Pr t is usually fixed. In the one-equation model, the eddy viscosity is made proportional to a velocity scale V determined by solving the k -equation, and a length scale µ prescribed algebraically. The dissipation rate ε is related to the same velocity scale V and a dissipation length scale ε , also prescribed algebraically. Such models have the advantage of requiring considerably fewer grid points in the viscous sublayer than any pure low-Re scheme (about 10-15 rather than 25-30), and are, therefore, more suitable for complex situations involving more than one wall. Also, because of the fixed lengthscale distribution near the wall, these models have been found to give better predictions for adverse pressure gradient boundary layers than pure k ε models.
The present two-layer model is in essence a re-formulation of the so-called Rodi et al. (1993) , in the sense that k 1 ¡ 2 is now re-incorporated as a velocity scale to conform to the TLK model 1 , instead of
, whereas
µ and ε are re-scaled on the basis of the same DNS data of Kim et al. (1987) :
To conform with the logarithmic law of the wall, the constant C l can be set equal to κ 
A close inspection of Eq. (4) reveals that the DNS-based distribution of ε is in effect different from the one originally proposed by Norris & Reynolds (1975) ; in this latter model Prior to further applications, the model was employed first for calculating the fully developed channel flow at Re τ §
211.
The computational method is outlined in the corresponding section. The DNS data-base of this flow was provided by Gilbert & Kleiser (1991) . Figure 1 compares the normalized (by u τ and ν) profiles of turbulent kinetic energy k and dissipation rate ε with the DNS data. The comparison has shown that up to y § 200 the shear stress predictions with the TLK and TLV two-layer models are almost identical and agree fairly well with the DNS data (results not included here). However, the prediction of k with the TLV model compares very well with the DNS data, while the TLK underpredicts the peak level. This is a consequence of an overpredicted value of ε in the region where k reaches its peak value. As has been the experience with other low-Re schemes, the TLK model fails in predicting the maximum of ε , too.
The DNS-Based Anisotropic One-Equation Model
Previous jets-in-crossflow calculations have shown consistently that with use of EVMs the jets do not spread apart sufficiently because, turbulent transport in the lateral direction is not correctly accounted for. In reality, the eddy-viscosity/diffusivity for transport in the lateral direction should be larger than for transport normal to the wall. In order to account for the anisotropy of the turbulent exchange processes in these flows, Bergeles et al. (1978) proposed multiplying the eddy viscosity appearing in the cross Reynolds stresses and in the heat fluxes by a factor varying from f edge of the boundary layer. The near-wall value of f § 4£ 5 was inferred from experimental data. This correction was later employed by many others, although its implementation was limited to the momentum equations. Lakehal et al. (1998) and more recently have shown that this correction has to be extended to all the other prognostic equations, and more importantly, further calibration was necessary for its extension to near-wall low-Re flow regions. Since the normal fluctuations v 2 approach zero near the wall much faster than the lateral fluctuations w 2 , the ratio w 2 £ v 2 reaches much larger values in the viscous sublayer than the value of 4£ 5 adopted in the original model at the edge of the sublayer. This is exactly the situation the present model is intended to account for when a model resolving the viscosity effected near-wall region is employed.
A systematic derivation of the turbulent transport terms can be made on the basis of simplified individual Reynolds stress and turbulent heat flux equations. Launder, Reece & Rodi (1975) showed that by assuming homogeneous turbulent flows near equilibrium, unaffected by external forces, the transport equations for the Reynolds stress tensor may be reduced to the following algebraic relation
where C s is a model constant and P i j u i u k u j¥ k u j u k u i¥ k is the exact form of the shear-induced production of turbulent kinetic energy. Assuming now that the flow is homogeneous in the streamwise direction and neglecting v w compared to u v and u w the remaining shear stresses reduce to
where Γ 12 and Γ 13 denote the anisotropic eddy viscosities acting in the normal and lateral directions, respectively:
This result shows in particular that Γ 13
1, a result systematically violated by isotropic EVMs. In very much the same way, the turbulent heat flux u i θ can be approximated by the generalized gradient diffusion hypothesis (GGDH),
which, in similar flow conditions, yields
Here again, the thermal diffusivity coefficients Γ θ . The DNS calculations for this ratio are plotted in Figure 2(left) versus the non-dimensional wall distance y , together with the best fit to these data expressed as:
This approximation which perfectly reproduces the strong increase in turbulence anisotropy as the wall is approached is valid for y
¥ ¤
1£ 5 only. Admittedly, there is no proof that relation (11) is valid for separated flows, too. For instance, without really expecting to obtain a general relationship for w 2 £ v 2 , there is at least one consistent way of using Eq. (11): it consists of alleviating its dependence on the dimensionless wall distance y which can be replaced by the near-wall Reynolds number R y . The relation between y and R y follows also from the DNS channel flow data of Kim, from which the following approximate correlation is derived, based on the variations of v 2
Relation (11) shows a steep increase in the rate of turbulence anisotropy very near the wall, so that the ratio w 2 £ v 2 reaches very high values; it converges toward 8£ 5 at the edge of the viscous sublayer, at y § 11£ 6, whereas the isotropic state of turbulence (v 2 § w 2 ) is recovered in the log-layer, at y § 43. In applying this model, the maximum should be limited to 60 in order to avoid numerical instabilities.
In the two-layer model described previously, the turbulent transport coefficient Γ i j incorporates the effect of w 2 £ v 2 via:
To complete the model an additional transport equation for k needs to be solved; it takes the following form (14) is determined by the DNS-based prescription (Eq. 4).
Stress-Strain Relations
Reynolds stress transport models are conceptually the most reliable approaches for treating complex strain fields. However, judging from what is known about their complexity and (sometimes) difficulties in handling very simple shear flows (as far as near-wall turbulence is concerned), it is probable that with these models the prediction of film cooling and jets-in-crossflow in general will not show substantial improvements. A much simpler alternative is now gaining in popularity, consisting of approximating each of the Reynolds stress components rather than solving their transport equation. The original algebraic representation of the Reynolds stress in terms of a series of combinations between stress and strain, referred to as Algebraic Stress Models (ASMs), was followed by a variety of methods with various levels of sophistication. With this, the models are expected to reproduce secondary flows with better accuracy. Although these relationships may be obtained by invoking various strategies, their common starting-point is the assumption of homogeneous turbulent flows in the limit of equilibrium, leading to a similar explicit expression for u i u j which, in non-rotating frames takes the following form:
where the T n i j are the products of the strain and vorticity tensors, S i j and Ω i j . The available models differ in the way the coefficients C n andC µ are determined, and in the number of strain-and vorticity-stress products, i.e. quadratic, cubic, etc. Four model variants have been selected in the present work: three of them are quadratic and one is cubic with respect to S i j and Ω i j ; namely, the quadratic models of Shih et al. (1993) (SZL93), Shih et al. (1995) (SZL95), and Gatski & Speziale (1993) (GS) , and the cubic variant of Craft et al. (1996) (CLS) . While the details of each of these models can be found in the corresponding references, here we focus on the GS model, in which
The coefficients γ 1 , γ 2 , C 1 and C 2 , derived from the SSG pressure-strain model (c.f. Sarkar, Speziale, & Gatski, 1991) , are all proportional to P k £ ε, the ratio of production to dissipation of turbulent kinetic energy. The implications of this dependence are discussed below. The model is strongly dependent on the assumption of weak-to-mild equilibrium of turbulence, greatly reducing its usefulness in practical situations. This constraint is generally incorporated by treating the production-to-dissipation ratio through the equilibrium solution for homogeneous turbulence, i.e. P k £ ε © 1£ 89. However, the necessity to account for the changes in this ratio is now fully accepted (see, for example, Girimaji, 1996) , because the equilibrium value systematically drives the model into inconsistency when used away from equilibrium. In a recent effort to make the GS model applicable to a broad range of practical flows, Lakehal & Thiele (2001) emphasized two important aspects: (i) the development of a generalized relation for P k £ ε, and (ii) the formulation of a better regularization procedure forC µ . Their proposed model for P k £ ε, which reads
can be seen to meet the requirement of the equilibrium state (P k £ ε © 1) for the logarithmic region in channel flow where, by reference to various experimental data, S § 3£ 1. Furthermore, this relation was found to compare well with the self-consistent model of Girimaji (1996) for weak departures from equilibrium, i.e. S 5. But, more importantly, making use of Eq. (16) results in a distribution ofC µ (Fig. 3-left) that significantly departs from that obtained by the GS model (Fig. 3-right) -results are compared with various DNS data. As an example of marked deficiency, the GS model will fail to predict an impinging flow becauseC µ would then increase incorrectly with S 2 , leading to excessive levels of eddy viscosity (Eq. 15). Furthermore, since S 2 in highly strained flows is actually greater than 1, the regularization procedure of Gatski & Speziale (1993) , based on a firstorder Padé approximation for S 2 , was abandoned by Lakehal & Thiele (2001) in favor of a more elaborate formulation invoking the following fourth-order approximation:
. This results in the following expression:
This systematic regularization represents a better alternative to the first-order one proposed originally for flows departing mildly from equilibrium, at least for the range S 2 1. This correction is hereinafter referred to as GS/LT. To extend this EASM and all other employed variants to low-Re conditions, the two-layer approach discussed previously is then resorted to. The Reynolds stress is in all cases determined by Eq. (15) rather than by Eq. (1). More precisely, within the outer-core flow the turbulent transport coefficient isν t , and ε is determined by solving its own transport equation. The viscosityaffected layer is resolved by the TLV model but the non-linear stress-strain products forming the Reynolds stress are now retained. As a result, the models are expected to reproduce the strong anisotropic behaviour of the near-wall turbulence without having to resolve the viscous sublayer in great detail, i.e. by use of a pure low-Re scheme. The plane channel flow is again considered here as a validation exercise for the two-layer methodology combining the EASMs with the TLV near-wall one-equation model used in a non-linear form. Figure 4 shows predictions of normalized turbulent kinetic energy k and shear stress u v with the DNS data of Gilbert & Kleiser (1991) . Apart from the quadratic SZL95 model of Shih et al. (1995) , both the TLV and the other EASMs deliver results in accordance with the data. The shear stress, which can be seen in Figure 4 (right) to be generally well predicted, is the only parameter affecting the mean flow. This is supported by Figure 5 , displaying the normal stress components which clearly shows that only with EASMs models can these components be separated, though not as much as in the DNS data. Looking at Figure 5 confirms the superiority of the TLV model over the TLK (top left panel), but also reveals that for this type of flow the EASMs do not deliver a unique solution. It should be noted that the best results are obtained with the GS/LT quadratic model; the other two EASMs, do not separate the normal and spanwise rms components sufficiently, in particular within the outer core flow region. As mentioned previously, although this behaviour is not crucial for a simple shear flow, its implications could be appreciable in the presence of mainstream-induced secondary vortices. More importantly, this validation phase has shown that coupling a nonlinear two-equation model with a non-linear one-equation model resolving the viscosity-affected layer can be a viable and robust alternative to a pure low-Re scheme 2 .
THE COMPUTATIONAL PROCEDURE
The governing equations are solved by the use of a threedimensional finite-volume method that allows the use of arbitrary non-orthogonal grids, employing a cell-centered grid arrangement. A description of the basic method and its recent developments are reported in Rodi et al. (1997) and Lakehal et al. (1998) (1983) is used to prevent pressure-field oscillations tending to appear in the cell-centered grid arrangement. The pressure-velocity coupling is achieved by using the well-known SIMPLEC algorithm. The present computations were performed employing the QUICK scheme for all variables applied in a scalar form by means of a deferred-correction procedure and bounded by the Van-Leer Harmonic function as limiter. The diffusive fluxes are, however, approximated using second-order central differences.
The resulting system of difference equations was solved using the Strongly Implicit Procedure (SIP) algorithm. Convergence was in all cases determined based on a drop in normalized mass and momentum residuals by four orders of magnitude at least. A global mass and energy balance algorithm was employed after each iteration, consisting of a systematic readjustment of the mass fluxes at the outflow,
GRIDS AND BOUNDARY CONDITIONS The flat plate
This test case was experimentally investigated by Sinha et al. (1991) . The jets were inclined at an angle of 35 with a lateral spacing of 3D. The injection hole diameter was 12£ 7mm and the discharge pipe length-to-diameter ratio was 1£ 75. The domain extends 19D upstream of the leading edge and 30D downstream of the injection location. The topology of the grid is shown in Figure 6 (upper). The approaching boundary layer was fully de- The no-slip boundary conditions and k § 0 were used on the plate surface, and on the plenum internal walls since there the flow has a very low momentum (and thereby very small y at the wall) which invalidates the use of wall functions. Because the upper surface of the domain was set relatively far from the flat plate, symmetry conditions were employed there. A 1 £ 7th law turbulent boundary layer velocity profile was imposed at x £ D § 8 in order to match the boundary layer thickness of 0£ 7D at the injection location. The main-stream velocity was set to U ∞ § 20m £ s, conforming to the experiment, and uniform distributions were specified for k and ε corresponding to a free-stream turbulence intensity of T u § 0£ 5%, and a dimensionless eddy viscosity of µ t £ µ § 50. Since the experiment does not provide exact information on the flow at the inlet of the discharge pipe, uniform distributions of k and ε were specified, based on a turbulence intensity of T u § 2% and µ t £ µ § 30. Adiabatic wall conditions were employed when solving the enthalpy equation and zero gradient conditions were used at the outflow boundary. The exact inlet profiles of the temperature and corresponding densities were employed, i.e. T ∞ §
K, T h §

T pln §
K.
The AGTB symmetrical blade
This blade prototype was studied experimentally by Haslinger & Hennecke (1997) . The blade model is symmetrical with a length of 515mm and a maximum width of 72mm. The leading edge of the model contains on each side one row of holes (D § 4mm) with a lateral spacing of 5D. Two configurations with different inclinations of the injection channels were investigated in the experiment: one with a streamwise inclination and one with a lateral inclination of γ § 45 between the axis of the pipe and the axis of symmetry of the blade, when projected over the horizontal plane x-z (c.f. Figure 6 lower) . The projection over the vertical plane x-y shows the pipe and the symmetry axis to form an angle of 22 . The approach-flow velocities were in the range U ∞ §
30m
£ s so that the flow can be considered incompressible. The free-stream turbulence level was below 0£ 5%. Seven mass-flux ratios (M § 0£ 3 1£ 5) were investigated in the experiment. In the present work, calculations were carried out for the case of lateral inclination (γ § 45 ), an approach velocity of 30m £ s, and various mass-flux ratios, i.e. M § 0£ 3 0£ 9. Details on the grids for this case can be found in .
On the blade surface and the pipe and plenum internal walls, the employed boundary conditions were the no-slip conditions and k § 0. On the lower wind-tunnel wall, the viscous-sublayer was bridged and wall functions were used. A uniform streamwise velocity profile was applied (U ∞ § 30m £ s) at the inflow boundary; the Reynolds number based on D and U ∞ was Re § 7950. Uniform distributions were also specified for k and ε corresponding to T u § 0£ 5% and µ t £ µ § 30. Similarly, a uniform velocity profile was set at the inlet of the discharge pipe. Here also, uniform distributions of k and ε were specified, based on a turbulence intensity of T u § 3% and a length scale of k 3
In both case studies adiabatic wall conditions were employed when solving the enthalpy equation; zero gradient conditions were used at the outflow boundary. Note finally that T ∞ was specified to a small value whereas the normalized value of T h was set equal to 0£ 01.
DISCUSSION OF RESULTS Streamwise Injection over the Flat Plate
Effects of weak compressibility in this example were accounted for by use of the equation of state. It is also important to note that given the poor performance of the SZL95 model variant, the results were not included for comparison. Contours of film cooling effectiveness η on the channel surface predicted by the TLV model are compared in Figure 7 with the results delivered by the anisotropic TLVA model and the GS/LT and SZL93 EASMs (CLS calculations are not included here); these are always coupled with the TLV employed in non-linear form. pears that increasing the lateral turbulent transport by means of an anisotropic eddy viscosity has a very strong effect on the results, much more than any of the EASMs. Judging from the wall temperature contours, increasing the blowing rate M lifts the secondary vortices further up from the wall. In connection with these results, qualitative illustrations of the flow behaviour predicted with the isotropic and anisotropic models TLV and TLVA for both blowing rates of M=0.5 and 1.0 are shown in Figure  8 , displaying the flow streamlines in the immediate vicinity of the injection hole generated by following the paths of tracers injected into the oncoming and discharge flow. The Figure shows the extreme complexity of the flow, especially in the direct interaction region, and the formation of longitudinal vortices which can be clearly seen to partially develop already inside the pipe. The fluid-particle trajectories show also the bending-over of the jet and its shearing by the main stream on the right side, looking in the downstream direction. For both blowing rates the TLVA model predicts indeed the jet separation over the plate surface, albeit it slightly shortens the recirculation as compared to the TLV The system of a pair of counter-rotating longitudinal vortices (kidney vortices), typical to jets-in-crossflow, can be seen to establish itself in all calculations. The two vortices cause the typical, symmetrical kidney shape of the temperature contours. Near the wall the velocity is directed towards the middle of the jet (z § 0). Note, too, that near the wall the velocity gradients dw £ dy (i.e. the vorticity) are very strong, and the outer flow is directed away from the surface. The SZL model compresses considerably the secondary vortex, and the values of η in the centre of the vortex seem to be much higher than with the TLV model. This conforms to the earlier results of wall temperature iso-contours obtained with this model. The GS/LT model behaves almost like the linear TLV model. However, in Figure 9(bottom) , where the anisotropic eddy viscosity correction is applied, the strength of the longitudinal vortex reduces appreciably, and so does the film cooling effectiveness η. But more importantly, the approach seems to enhance the near-wall lateral spreading of the jet as compared to the TLV model alone; the secondary vortex now tends to flatten further against the surface. This result reflects best the effects induced by enhancing the lateral stresses, and it is moreover in line with the previous discussion in connection with the surface film cooling effectiveness. In similar circumstances, Theodoridis et al. (2001) , who focused on the flow structure in the close proximity of the injection, found that promoting the stresses in the lateral direction produces results that compare best with the data.
In Figure 10 (upper panels), the film-cooling effectiveness η at the centerline of the channel is displayed as a function of downstream distance; results of various turbulence models are compared with the data of Sinha et al. (1991) . Using the standard TLV model without correction, η is predicted too high in the centerline. However, close to the injection the agreement is good, which in itself is a major improvement as compared to previous calculations with wall functions reported by Leylek & Zerkle (1994) . In fact, in all previous calculations the recirculation zone occuring right behind the injection is not captured, because the viscous sublayer was not resolved. For M § 0£ 5, the non-linear model SZL fails completely, whereas results of the quadratic variant GS/LT are much better that with the TLV model, even though η around the axis is predicted too high. When the TLVA variant is employed, the prediction becomes closer to the measurements in the region near injection and further downstream of the hole. This is in line with the surface contours of η shown previously, where this strategy has led to a faster change in the peak temperature. The best agreement with measurements is achieved via the anisotropic approach. Looking now at the neighbouring figure for M § 1£ 0 reveals that the filmcooling effectiveness is still overpredicted by the SZL model but is underpredicted by the GS/LT variant, as compared to the left panel. The result of the standard TLV variant is now surprisingly better than for M § 0£ 5. The TLVA performance is still the best in the centre of the channel. The laterally averaged film cooling effectiveness η are compared with the data in Figure 10 1£ 0 the tendency is clearly in favor for the TLVA model. Note that in all cases the TLVA model predicts correctly the peak temperature right after the discharge hole. Note, too, that in general when the film-cooling effectiveness is severely overpredicted on the axis and η is underpre-dicted this corresponds to the lateral spreading being predicted too weak. Indeed, when studying this class of flow the comparison is often restricted to the laterally averaged η ; the result may in fact be misleading and must therefore be seen as the consequence of a compensation effect of η being predicted too high near the axis but not spreading sufficiently in the lateral direction. The spanwise distributions of η on the channel surface are plotted in Figure 11 Figure 9 . The performance of the GS/LT model can now be seen to be comparable to the TLV model, as was to be expected. However, calculations with the TLVA model tend to considerably promote the lateral spreading of the scalar field bringing its level closer to the measurements. The above discussion of results is useful in the sense that it reveals that the performance of the employed EASMs does not provide a clear picture, in contrast to the anisotropic model.
Injection over the AGTB Turbine Blade Prototype
The explicit algebraic stress models were employed first for the AGTB blade prototype together with wall functions, for the case of streamwise injection. The results were overall disappointing as compared to the standard model. Combining these approximations with the TLV near-wall one-equation model was not successful either (results not included here), for both streamwise and lateral injection configurations. In contrast, calculations with both the TLV and TLVA models were successful, the results of which are discussed next.
For low and medium blowing rates, M § 0£ 3 and 0£ 9, Figure  12 compares contours of the film-cooling effectiveness η, calculated with the standard model TLV and its anisotropic variant TLVA, with measurements. Similar results for the case of streamwise injection are reported in . In this figure the curvilinear abscissa s is the length measured along the blade surface from the stagnation point. As was to be expected, in this case of lateral injection the contours are no longer symmetrical with respect to the z § 0 axis, but are shifted in the direction of injection. The trajectory of the jet, which runs along the peaks of each contour, is first inclined with respect to the z § 0, axis but further downstream it runs approximately parallel to this axis. This behaviour is in general well reproduced by the calculations. The top part of the Figure shows that for the lowest blowing rate of M § 0£ 3 the TLV model alone fails to capture the lateral extension of the temperature field and also overpredicts the peak values along the jet axis. With the extended anisotropic correction the calculation yields realistic lateral spreading but somewhat too 0£ 7 have shown the anisotropic TLVA model to predict the decay of η reasonably well, in comparison with the isotropic model. For the higher blowing rate of M § 0£ 9, the TLVA model predicts the lateral spreading of the temperature field fairly well, but the axial de-cay of η in the core region is again misrepresented. For medium distances from the injection hole this leads to a laterally averaged film cooling effectiveness η which is then too small (see η is significantly underpredicted in the intermediate region behind the injection hole but reaches levels close to the measurements further downstream, as was explained above in connection with the contours. Switching on the DNS-based TLVA model indeed leads to significant improvements in the intermediate region, but there the level remains somewhat underpredicted.
The final conclusion to be be drawn from this discussion can be formulated as follows: with the isotropic two-layer TLV model the agreement with measurements deteriorates with increasing M, while with the anisotropic version TLVA the predictions improve with increasing M. Indeed, judging from the secondary-velocities plotted in Figure 10 (for the first test case) the jet-induced secondary vortices tend to lift off the blade surface with increasing M, pushing the ambient gas underneath them, which in turn deteriorates the film cooling effectiveness. Applying the anisotropic eddy-viscosity model tends to reduce the strength of these vortices by flattening them towards the surface, thereby improving the prediction of η . However, this measure seems to be useful only in the attached-flow regions.
CONCLUSIONS
Film cooling was calculated for a flat plate with streamwise cooling-air injection and a symmetrical turbine blade with lateral injection; in the latter configuration coolant air was injected from one row of holes placed on each side of the leading edge. In both cases the calculations were extended to the injection pipe, and to the plenum for the flat plate. A flexible threedimensional finite-volume method using multiblock curvilinear grids was employed, and high order discretization schemes were used to reduce numerical errors. Various versions of the k ε turbulence model were used to simulate the turbulent exchange processes. These include an isotropic two-layer version resolving the viscous sublayer with a DNS-based one-equation model, a second model variant accounting for the anisotropy of turbulent exchange, also based on the same DNS data, and various quadratic and cubic explicit algebraic stress models combined with the DNS-based near-wall one-equation model.
The flow field and its dependence on the blowing rate and injection angle appear to be reasonably well predicted, and most of the pertinent physical mechanisms associated with jetsin-crossflow were also well predicted, including the injectioninduced secondary-flow vortices. Calculations of the film cooling of the symmetrical blade show that the thermal field is more difficult to predict. The basic evolution is however simulated correctly, and so is the influence of the blowing rate. The isotropic two-layer k ε model was found to underpredict the lateral spreading of the temperature field, together with an exaggerated size of the kidney vortices. Consequently, the laterally averaged film-cooling effectiveness is generally too low. The deviations between calculations and measurements on the blade surface become more evident with increasing blowing rate. The
