ABSTRACT This paper describes an approach to predict the acoustic near-and far-fields with minimal computational requirements. The near field flow time dependent pressure history in the flow is predicted from computational fluid dynamics either using readily available finite difference codes or using in house finite element research code based on Gradient Adaptive Transfinite Elements. This pressure history information then used as input for a Kirchhoff formulation for acoustic far field predictions. A driven cavity problem numerical solution using commercial codes for the near field and in house developed code for far field predictions is presented which demonstrates the effectiveness of this method. The results are presented for cavity aspect ratios of 0.5 to 2.5 and flow Mach numbers of 0.26 to 0.672.
INTRODUCTION
Aerodynamic component of noise is one of the major contributors to overall transportation noise levels that affect the environment, 1 . Accurate prediction of aerodynamic noise component with minimal computational requirements is desirable. This paper describes a computational methodology to predict the acoustic near-and far-fields. The near field flow time dependent pressure history in the flow is generated using computational fluid dynamics either using readily available finite difference codes or using in house finite element code underdevelopment, based on Gradient Adaptive Transfinite Element (GATE) Family of elements, 2 . It is possible to use computational fluid dynamics everywhere if the region of fluid concerned is not too large in terms of acoustic wavelength. GATE Finite elements, formulated by the first author, are different than the traditional ones in that they satisfy the field variable and its derivatives up to a required order along the boundaries.
Confidence gained from successful applications of the GATE family to steep gradient problems and aeroelasticity, another form of fluid-structure interaction problem has initiated the methodology presented here for acoustic predictions [3] [4] . In this paper, the finite elements are used in terms of GATE-Domains only around the sources, although it is possible, with these special elements, to use finite elements everywhere by varying their dimensions and order. The far field noise levels are then predicted by A numerical scheme is developed for acoustic far field predictions which uses the near field solution as input to Kirchhoff formulation. This method has advantages in that nonlinear acoustic propagation is accurately modeled using computational fluid dynamics either using finite elements or readily available finite difference codes within the near field where the compressibility effects are important. THEORETICAL BACKGROUND Noise generated by turbulent flow in the presence of a solid boundary is the primary noise generation mechanism of interest in this study. Turbulence may be generated in the boundary layer of the vehicle and in regions of separation, or may already exist in the incoming flow. The problem of determining the sound transmitted to the far-field is divided into two steps. First, the sound source is determined. Navier-Stokes computations of the flow field are conducted with fine resolution of the boundary layer to determine the timedependant pressure near the solid boundaries. Second, the transmission from the known sound source is treated as an independent problem.
GOVERNING EQUATIONS OF FLUID DYNAMICS
Determining the pressure fluctuations near the surface of a vehicle requires accurate knowledge of the behavior of the boundary layer. Potential codes using boundary layer corrections are often inadequate to describe the time-dependent behavior in the boundary layer and separated regions.
Full Navier-Stokes computations of the fluid flow are then required. This method allows the boundary layer to be resolved with great accuracy. The Navier-Stokes equations consist of three fundamental equations: conservation of mass, conservation of momentum, and conservation of energy. These equations are written as follows: 
where µ is the absolute viscosity of the fluid and d ij is the delta function which is one on the diagonal and is zero elsewhere. Assuming the sources are known, we have unknown thermodynamic variables r, u, v, w, T, p, s, and h or e. h and e are functions of two of the other variables (p and T). This can be shown by rewriting the energy equation as an equation for internal energy
or static enthalpy (h)
where e v is the dissipation term,
We can then remove e and h from the energy equation by applying one of the relationships dT p c dh dT
to Eqs. (3) or (4) . c v and c p are the specific heats of the fluid at constant volume and pressure, respectively. By assuming a perfect gas, we gain an additional equation, the equation of state: RT p r = (7) We now have six equations and six unknowns. The entropy is de-coupled, and can be found independently of the flow solution from basic thermodynamics: r dp dh Tds -=
TURBULENCE MODELING. Turbulence models were designed to describe sub-grid turbulence 5 . By using additional variables to describe sub-grid turbulence, the degree of refinement necessary in the grid is greatly reduced. To develop turbulence models, the fundamental equations are written in time-averaged form in terms of their mean and fluctuation values. The fluctuating quantities define new variables. These quantities are computed to describe the turbulent energy in the cells rather than using a greatly refined cell to model the fluid motion precisely. Most turbulence models can be divided into two categories: algebraic turbulence models and transport equation models.
Algebraic turbulence models assume a linear relationship between the turbulent stress and the mean stress tensor. This creates a tight link between the mean field and the turbulence. Two unknowns exist in this equation: k, the turbulent kinetic energy, and m t , the turbulent viscosity. A second equation is written for the turbulent viscosity based on dimensional analysis.
Transport equation models attempt to utilize turbulence properties rather than mean flow properties. Global field equations are written to describe turbulent variables. These turbulence models can be further divided into two sub-categories: one-and two-equation models. One equation models include the BaldwinBarth 6 and Spalart-Allmaras 7 . Two equation turbulence models include the k-e, k-w 2 , and q-w models. The k-e model is the most popular and best known. It uses the mean viscous dissipation of the turbulent kinetic energy (e) as the transported variable 8 .
TRANSMISSION TO FAR-FIELD
We now consider the problem of generating the acoustic far field created by an acoustic source. This task can be performed analytically or numerically.
ANALYTICAL METHODS. The primary analytical methods used to determine the acoustic field are Lighthill's acoustic analogy and Kirchhoff's method. The Lighthill-Curle acoustical analogy represents the original basis for aeroacoustic analysis. Developed in the 1950's, the equation is still used today. Lighthill described the fluid medium as a stationary field of quadrupoles of finite volume. Curle later showed that this field is equivalent to a volume quadrupole field and a surface dipole field, resulting in the Lighthill-Curle equation 9 . This equation, presented below, allows the acoustic pressure at a point in space emitted by a fluidsolid interface to be evaluated in terms of the pressure fluctuations in the control volume and at the surface. rd ij term represents the stresses in the uniform acoustic medium at rest. Returning to Eq. (9), the second term on the right side can be seen as a dipole distribution of strength P i . It has been shown that sound generated in the fluid in the absence of a boundary is negligible except at high speeds. Hence, the first term on the right side is negligible at low-speed, leaving an expression for density in terms of the pressure at the surface. Since the intensity is given by the mean square variation in density,
, it can be determined using Eq. (9) and known pressure fluctuations on the surface. Kirchhoff's method applies the wave equation between a known acoustic surface, S, and a point in space within a uniform field with given free-stream velocity 10 . The method allows propagation of a known sound field to a single point in space. The method is useful when the acoustic near field is already known. A surface, S, containing all acoustic sources and nonlinear effects is selected. The acoustic pressure, p, due to the sources contained by S can be evaluated at any point in space, x, using Kirchhoff's integral formula: 
The Prandtl-Glauert transformation corrects for the path taken by the sound in a uniform flow. For a given observer time, t, all values are computed at the retarded time, t r = t -t a , where t a is the time for the sound to reach the observer:
The near field flow time dependent pressure history in the flow is generated using computational fluid dynamics either using readily available finite difference codes or using in house finite element code underdevelopment, based on Gradient Adaptive Transfinite Element (GATE) Family of elements, [2] [3] . A R 0 is the source-receiver distance in Prandtl-Glauert coordinates, Despite the simplifications and reduced accuracy necessary for aerodynamic simulations, threedimensional computations still require vast amounts of time, memory, and processing power. For these reasons, direct numerical simulations remain impractical for most problems. In the future, with the development of faster computers and non-reflecting boundary conditions together with advanced computational methods, high accuracy Navier-Stokes computations may allow direct computation of sound pressure levels in the far-field based on fluid motion. Currently, such computations are slow and often produce erroneous results due to the lack of accurate boundary conditions. Work is underway to find new or to improve existing boundary conditions for aeroacoustic applications.
Numerical methods can, however, be employed to determine far-field sound with further simplification. Finite element or finite difference techniques are typically used when it is possible to reduce the dimension of the transmission problem to one-or twodimensions. In the past, the flow solution had to be solved independently from the transmission problem. Sarigul-Klijn has developed gradient adaptive transfinite elements (GATE) that will allow seamless computation of the near-and far-field sound. These elements allow discretization of the domain using highorder three-dimensional elements that can be used to compute the flow field and sound source as well as twoand one-dimensional elements to simultaneously solve the transmission problem. numerical scheme is developed which uses the flow field values calculated near the source as an input for a Kirchhoff formulation for acoustic far field predictions.
Determining the location and type of the acoustic sources allows tailoring geometry to reduce noise. Two methods in determining the locations of possible acoustic sources are used : the separation of the deterministic stress terms and calculation of the rootmean-square (RMS) pressure fluctuations.
Separation of the deterministic stress terms is achieved by subtracting the steady-state solution from the time-average of the unsteady solution.
The difference between the two is approximately the contribution of the time-dependent terms in the NavierStokes equations. The general features of the unsteady flow show up well. One problem with this method is that in cases such as the driven cavity the steady-state solution may not be unique. Any number of stable steady-state solutions may exist. This is unacceptable, since the unsteady flow will create a defined acoustic source. Furthermore, this method requires that a converged steady-state solution file be generated, increasing the cost.
A simpler and more effective method is to calculate the rms pressure deviations in the field. This method was chosen for numerical applications presented here.
Formulation of Gradient Adaptive Transfinite Elements (GATE) Family.
The Blending Transfinite Interpolation Method has been used since early 70s for generation of rectangular surface patches. Sarigul-Klijn generalized transfinite interpolations to include geometry approximations to simultaneously model 1D-2D-3D, multiple field variable approximations, and material approximations all together and formulated GATE Family finite elements [2] [3] [4] [11] [12] . To explain the Transfinite Interpolation Method a basic review is presented. Let f and g be continuous functions of n independent variables within a domain D. An approximation to ( f f f f , , @ ) , which matches f and its derivatives up to a prescribed power on every point along the boundary, is being sought. The linear operator P provides such an approximation,
It has been shown that a collection of commutative linear projection operators generates a distributed lattice and any operator which belongs to this lattice provides an approximation to the function f. The product of two commutative projectors is also a projector but the sum of two commutative projectors is not a projector.
The algebraic operations of products and "Boolean" sums yield new projectors. The variety of these projectors is a source for approximation projectors in particular in the multivariate setting. Among the approximations achieved by the projectors, algebraically the worst approximation is given by the minimal projector, P min as follows
and the best approximation is provided by the maximal projector, "Boolean" Sum, P max as shown below.
(16) P P P P n max = Å Å Å 1 2
3 K The approximation is initially obtained in a unit pseudo-domain as depicted for a two-dimensional space as an example, Fig. 1 . A mapping is used for representation of the actual domain. Owing to this formulation even complex domains can be mapped by a unit element without any geometric error on the boundary. A continuous function of two independent variables, r and s, will be denoted by f(r,s). We will formulate a finite element such that the functions and [ ] Both the projectors P r and P s coincide with the original function, f(r,s) and its normal derivatives up to the n th and m th powers at every point along the boundaries (r = 0 and 1 for P r ) and (s = 0 and 1 for P s ) of the domain and provide approximation to it. The algebraically best approximation to f is provided by the Boolean sum of these projectors P r and P s as follows:
The function f approximates f and its normal derivatives up to n th power along r (r = 0 and 1) and m th power along s (s = 0 and 1) boundaries exactly. The minimum projector is the tensor product, P r P s , and matches the function f at the corner points only. The maximum projector is the Boolean Sum, and it matches the function values exactly at every point along the boundaries of the domain. The interpolation functions f(0,s), ...f(r,1) etc., and the blending functions b(r),
be selected from any class of functions. For simplicity, we will use polynomials as both the interpolation and blending functions. The tensor product operator, P r P s , takes the following form for the most general case, in 2-D, of having different blending and interpolation functions along two different directions. One can obtain the "best" approximation for as f f by adding Eqs. (17-20) using the maximum operator Boolean sum. This approximation function matches the function (and its normal derivatives up to the n th and m th power as specified) exactly at every point along the boundary sides of the bi-unit domain.
In 3-dimensional domains the Boolean Sum again forms the maximum operator, and in compact form it becomes P P P P P P P P P P P P t P s P r P f f 
NOISE PROPAGATION TO THE FAR FIELD
A numerical technique for determining the radiated noise is developed. This technique applies Kirchhoff's method for uniformly moving surfaces to compute the acoustic far field, and uses either existing computational fluid dynamics software (OVERFLOW and CFD-FASTRAN) or in house AERONOISE software based on GATE finite elements to determine the acoustic near field. Development of a method to determine radiated sound is necessary because the near field pressures do not necessarily generate far field sound.
Kirchhoff's integral formulation allows radiated sound to be evaluated based on the time history of quantities on an arbitrary surface 13 . This surface is assumed to contain all nonlinear flow effects and noise sources. The method is useful in aeroacoustics, since extending the flow field out to the receiver with sufficiently fine grid spacing to preserve acoustic waves increase the computational requirements beyond feasibility. The Kirchhoff integral can be evaluated relatively close to the noise source where the grid is fine and the signal is still large. This surface is Two quantities would be determined for each point on the Kirchhoff surface at each time step: Dp i and t o,i = (t f + r/c) i . KPOST, a module from the TNCC in house computer code AERONOISE, is used to perform the computations. KPOST module determines the signals representing the observer pressures generated by each point on the Kirchhoff surface. These signals can be superimposed to determine the net observer pressure.
If we save the contributions to the observer pressures instead of the flow-field pressures, we cannot later evaluate the pressure at a different observer location. For this reason, the solution files should be saved and the technique applied as a postprocessor.
To solve Eq. (23) . The first quantity is easily determined since p is known at each time step and the time step is constant. We can apply the second or fourth order central difference formulas:
The third quantity is simply the cosine of the angle between r and n. The remaining quantity, n p ¶ ¶ , is the most challenging to compute if conventional readily available CFD codes used. First of all, the derivative is not taken in a grid direction, but rather in the normal direction. Secondly, the grid may be stretched in any or all axes. Introduction of in house Gradient Adaptive Transfinite Elements approach, Figs. 1-2, give added benefit since the normal derivatives readily appear as the degrees of freedom [2] [3] [4] [11] [12] . Stretched grids are useful since derivatives may be large in certain areas of the flow, requiring increased grid density. Where derivatives are small, the grid can be stretched, increasing the cell size and decreasing the required computational time. The method used to determine the derivatives on a stretched grid was to map the physical grid to a uniform Cartesian computational domain, determine the derivatives in the computational domain, then map them back to the physical domain.
NUMERICAL STUDY: THE DRIVEN CAVITY The two Computational Fluid DynamicsKirchhoff technique is applied to the driven cavity problem depicted in Fig. 3 to demonstrate its effectiveness.
This problem has been extensively studied in both the analytical and experimental sense. The body of experimental data makes this problem a good candidate for verifying the computational technique.
The grid dependence of skin friction for the two software packages (OVERFLOW and CFD-FASTRAN) was first evaluated to determine the grid spacing to be used in the problem. The available two-equation turbulence models were used, and found to demonstrate radically different behavior.
Accurate resolution of the boundary layer profile is important when we want to know the skin-friction drag or if we care about the near-wall fluctuations in the fluid. Since near-wall fluctuations are the primary noise generation mechanism, the grid can greatly affect the measured noise characteristics. A good measure of the boundary layer profile is the skin friction, so it was used as the measure of grid dependence.
The skin friction is determined from the nondimensional output using the formula:
where u* is the local velocity, y* is the axis perpendicular to the wall, Re is the plate Reynold's number, and M ¥ is the freestream Mach number. Fig. 3 Driven cavity geometry and observer locations. Fig. 4 shows the different C f curves obtained with the available turbulence models. The solutions were generated using the flat plate, high Reynold's number test case provided with Overflow. The k-e model is noted as being approximate because the grid used was specifically designed to generate the given solution.
Fig. 4 Skin friction coefficients using OVERFLOW.
Since k-e and k-w were available in both software packages, these two were tested for grid independence. The models were first tested for dependence on the size of the cell nearest to the wall. Wall-cell height was described using the nondimensional cell height,
Surprisingly, grid-independence was never achieved for k-e.. This trait is unacceptable if consistent and accurate results are desired. The behavior of the analytic wall laws used by the k-e model is the most likely the cause for this behavior.
On the analytical side, most solutions presented have involved approximating the flow in the neck of the cavity as being composed of a solenoidal flow and a vortical flow generated by a compact or diffuse vortex moving across the neck with a constant frequency and convection velocity. A feedback loop is written composed of a forward transfer function (TF) for the vortex shedding and a backward transfer function describing the response of the cavity, which acts as an oscillator. Pierce and Mast achieved good agreement with Nelson's experiment 14 . This technique fails when applied to the 1999 Computational Aeroacoustics benchmark problems, however. The results of applying their technique to this problem are shown in Figs. 5 and 6 for three gap spans of 0.1, 1.0, and 1000 m. The two step Navier-Stokes and Kirchhoff technique was applied to a simple driven cavity problem for a range of cavity aspect ratios and speeds. Test data for these problems is readily available. Tests were conducted for speeds from Mach 0.26 to 0.672. Cavities with aspect ratios between 0.5 and 2.5 were also tested. Since the freestream Mach number changes the path of propagation, it also changes the amplitude that will reach an observer. Because of this effect, a single receiver cannot adequately determine the radiated sound power. The sound reaching points on a surface surrounding the source must be evaluated. For the 2-D cavity problem, a semi-circle above the surface with eleven observer points was selected (see Fig. 3 ). The height, h, was close to the level of the Kirchhoff surface, and the initial cavity length, L 0 , was one inch.
The driven cavities exhibited vortex shedding as expected. This phenomenon is shown for Mach 0.26 in the series of Figs. 7 (a-e) . Vortex shedding occurred at regular intervals and was independent of speed for each geometry. The size and strength of vortices increase with Mach number, Fig. 8 . A longitudinal mode (respiration) existed in the cavity at many speeds. This mode could become strong enough to cause ingestion of the vortex cores, Fig.  7 (e). Strong respiration was present for most cases. The characteristics of the acoustic sources were determined by plotting RMS pressure contours. Two such plots are shown in Figs. 9and 10 . Fig. 9 clearly shows the first lateral mode in the bottom of the cavity. Far from the cavity, it resembles a simple source, but closer to the cavity we see that the leading and trailing edges act as individual acoustic sources. Fig. 10 shows a case where the third lateral mode is strongest. In this case, the leading and trailing edges appear to act like a dipole.
The time histories at observer 6 for these cases are shown in Figs. 11-12 . Pressures in these figures have been normalized with the amplitude of oscillations at Mach 0.26. In Fig. 11 , the respiration and vortex shedding frequencies are clearly seen in the waveform. It also indicates large fluctuations in the magnitude of respiration. Fig. 12 shows that a single frequency, most likely the third lateral modal frequency, provides the greatest contribution to the observer pressure. The Discrete Fourier Transforms (DFT) of the computed sound pressure levels (SPL) at all observers were computed. The DFT for the case shown in Fig. 10 is presented in Fig. 13 . Fig. 14 allows comparison between the computed DFT and data obtained by Ahuja and Mendoza
15
. Note that the magnitudes and frequencies for the first two peaks are in close agreement. Despite relatively poor frequency resolution, the correlation coefficients between the experimental and computed data for the first four important frequencies were 0.940773, 0.818933, 0.910576, and 0.807474. In every case, better agreement with experimental data was obtained using the computational method than the curve fitted theory of Kaufman, Maciulaitis and Clark. Though it is not acoustically significant, the high frequency noise in the DFT could be reduced by sampling at a higher rate and trimming the time history at complete periods.
The frequency resolution could be improved by taking more samples. The sound power emitted by the cavity is proportional to the mean-square pressure, so a rootmean-square pressure was evaluated including all observers. The dependence of SPL on Mach number is plotted in Figure 15 for a cavity with an aspect ratio of 0.5. These values compare well with data taken by Ahuja and Mendoza, which are plotted on the same chart. This sample case has demonstrated that the combined CFD-Kirchhoff technique can obtain good agreement with experimental results for complex problems. With experience, numerical results can be obtained faster and at lower cost than experimental results. This is especially for large-scale problems like the greenhouse design or overall vehicle noise, where a large wind tunnel and complex models would be required. A computational methodology for describing aerodynamic noise sources based on a two step technique using Navier-Stokes and Kirchhoff's integral formulation is developed. Mixed computational schemes need to be improved for real life applications. Gradient Adaptive Transfinite Elements show promise in treating the regions where complex geometry and boundary conditions exist. Advanced computational approaches together with controlled experiments are predicted to bring solutions to real life transportation noise problems.
The effectiveness of the method was demonstrated for an important class of aeroacoustic problems. Preliminary numerical results show promise in determining aerodynamic noise generated by road vehicles.
This technique can be economically applied for a wide variety of problems. Furthermore, the wealth of data obtained from numerical simulations allows better understanding of the flow field physics than experimental methods. This data can be obtained at lower cost and with much better resolution than is possible using experimental techniques.
The two step Navier-Stokes and Kirchhoff technique also lends itself well to aeroacoustic tailoring and optimization, since numerical models offer more geometric flexibility than physical models. These advantages make this method suitable in introducing aeroacoustic considerations early in the design for aerospace and road vehicles. 
